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JOINT DISTRIBUTION OF BUSEMANN FUNCTIONS IN THE EXACTLY
SOLVABLE CORNER GROWTH MODEL
WAI-TONG (LOUIS) FAN AND TIMO SEPPA¨LA¨INEN
Abstract. The 1+1 dimensional corner growth model with exponential weights is a centrally im-
portant exactly solvable model in the Kardar-Parisi-Zhang class of statistical mechanical models.
While significant progress has been made on the fluctuations of the growing random shape, under-
standing of the optimal paths, or geodesics, is less developed. The Busemann function is a useful
analytical tool for studying geodesics. This paper describes the joint distribution of the Busemann
functions, simultaneously in all directions of growth. As applications of this description we derive
a marked point process representation for the Busemann function across a single lattice edge and
calculate some marginal distributions of Busemann functions and semi-infinite geodesics.
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1. Introduction
The corner growth model in the Kardar-Parisi-Zhang class. The planar corner growth
model (CGM) is a directed last-passage percolation (LPP) model on the planar integer lattice Z2
whose paths are allowed to take nearest-neighbor steps e1 and e2. In the exactly solvable case the
random weights attached to the vertices of Z2 are i.i.d. exponentially or geometrically distributed
random variables.
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The exact solvability of the exponential and geometric CGM has been fundamental to the 20-
year progress in the study of the 1+1 dimensional Kardar-Parisi-Zhang (KPZ) universality class.
After the initial breakthrough by Baik, Deift and Johansson [3] on planar LPP on Poisson points,
the Tracy-Widom limit of the geometric and exponential CGM followed in Johansson’s article [37].
This work relied on techniques that today would be called integrable probability, a subject that
applies ideas from representation theory and integrable systems to study stochastic models. A large
literature has followed. Recent reviews appear in [15–17].
A different line of work was initiated in [5] that gave a probabilistic proof of the KPZ exponents of
the exponential CGM, following the seminal work [11] on the planar Poisson LPP. The proof utilized
the tractable stationary version of the CGM and developed estimates by coupling perturbed versions
of the CGM process. This opening led to the first proofs of KPZ exponents for the asymmetric simple
exclusion process (ASEP) [9] and the KPZ equation [7], to the discovery of the first exactly solvable
positive-temperature lattice polymer model [49], to a proof of KPZ exponents for a class of zero-
range processes outside known exactly solvable models [6], and most recently to Doob transforms
and martingales in random walk in random environment (RWRE) that manifest KPZ behavior [8].
The estimates from [5] have also been applied to coalescence times of geodesics [45] and to the local
behavior of Airy processes [46].
Joint distribution of Busemann functions. The present article places the stationary CGM into
a larger context by describing the natural coupling of all the stationary CGMs. This coupling arises
from the joint distribution of the Busemann functions in all directions of growth.
Let Gx,y denote the last-passage value between points x and y on the lattice Z
2 (precise definition
follows in (2.1) in Section 2). The Busemann function Bρx,y is the limit of increments Gvn,y ´Gvn,x
as vn is taken to infinity in the direction parametrized by ρ. In a given direction this limit exists
almost surely. These limits are extended to a process B‚ by taking limits in the parameter ρ. Finite-
dimensional distributions of B‚ are identified as the unique invariant distributions of multiclass LPP
processes. These distributions are conveniently described in terms of mappings that represent FIFO
(first-in-first-out) queues. Key points of the development are (i) an intertwining between two types
of multiclass processes, called the multiline process and the coupled process, and (ii) a triangular
array representation of the intertwining mapping.
Properties of the joint Busemann process B‚ discovered here (in particular, Theorem 3.4) are
applied in a forthcoming work [36] to describe the overall structure of the geodesics of the exponential
corner growth model. The joint distribution is a necessary tool for a full picture because in a fixed
direction semi-infinite geodesics are almost surely unique and coalesce (these facts are reviewed in
Section 2.2 below) but there are exceptional random directions of non-uniqueness. Through the
joint distribution one captures the jumps of the Busemann function as the direction varies. These
correspond to jumps in coalescence points and non-uniqueness of geodesics. A separate line of work
[21] develops the joint distribution of Busemann functions for the positive-temperature log-gamma
polymer model.
An analogue of the Busemann function on the Airy sheet. An interesting similarity appears
between our paper and recent work on the universal objects that arise from LPP. Basu, Ganguly and
Hammond [10] study an analogue of the Busemann function in the Brownian last-passage model.
Instead of the lattice scale and all spatial directions, they look at a difference of last-passage values
on the scale n2{3 into a fixed macroscopic direction, where universal objects such as Airy processes
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arise. Translated to the CGM, their object of interest is the weak limit Zpzq of the scaled difference
n´1{3rGpn2{3,0q,pn`zn2{3,nq ´ Gp´n2{3,0q,pn`zn2{3,nq ` 4n2{3s that they call the difference weight profile.
In terms of the Airy sheet tW px, yq : x, y P Ru constructed recently by Dauvergne, Ortmann and
Vira´g [19], the limit Zpzq “W p1, zq ´W p´1, zq.
The limit Zp¨q is a continuous process, while the Busemann process we construct is a jump process.
But like the Busemann process, the limit Zp¨q is constant in a neighborhood of each point, except
for a small set of exceptional points. In both settings this constancy reflects the same underlying
phenomenon, namely the coalescence of geodesics. In our lattice setting Theorem 3.4 gives a precise
description of these exceptional directions in terms of an inhomogeneous Poisson process.
Past work. We mention related past work on queues, particle systems, and the CGM.
Queueing fixed points. We formulate a queueing operator as a mapping of bi-infinite sequences
of interarrival times and service times into a bi-infinite sequence of interdeparture times (details
in Section 2.3). When the service times are i.i.d. exponential (memoryless, or ¨{M{1 queue), it is
classical that i.i.d. exponential times are preserved by the mapping from the interarrival process to
the interdeparture process, subject to the stability condition that the mean interarrival time exceed
the mean service time. Anantharam [1] proved the uniqueness of this fixed point and Chang [14] gave
a shorter argument. ([43] cites also an unpublished manuscript of Liggett and Shiga.) Convergence
to the fixed point was proved in [43]. These results were partially extended to general ¨{G{1 queues
in [41, 47].
We look at LPP processes with multiple classes of input, but this is not the same as a multiclass
queue that serves customers in different priority classes. In queueing terms, the present paper
describes the unique invariant distribution in a situation where a single memoryless queueing operator
transforms a vector of interarrival processes into a vector of interdeparture processes. It is fairly
evident a priori that this operation cannot preserve an independent collection of interarrival processes
because they are correlated after passing through the same queueing operator. (For example, this
operation preserves monotonicity.) It turns out that the queueing mappings themselves provide a
way to describe the structure of the invariant distribution.
Multiclass measures for particle systems. In a series of remarkable papers [23–25] P. A. Ferrari and
J. B. Martin developed queueing descriptions of the stationary distributions of the multiclass totally
asymmetric simple exclusion process (TASEP) and the Aldous-Diaconis-Hammersley process. The
intertwining that establishes our Theorem 5.5 became possible after the discovery of a way to apply
the ideas of Ferrari and Martin to the CGM. We use the terms multiline process and coupled process
to highlight the analogy with their work.
Busemann functions and semi-infinite geodesics. Existence and properties of Busemann functions
and semi-infinite geodesics are reviewed in Sections 2.1–2.2. Two strategies exist for proving the
existence of Busemann functions for the exponential CGM.
(i) Proofs by Ferrari and Pimentel [27] and Coupier [18] relied on C. Newman’s approach to
geodesics [35, 38, 44]. This strategy is feasible because the exact solvability shows that the shape
function (2.4) satisfies the required curvature hypotheses.
(ii) A direct argument from the stationary growth model to the Busemann limit was introduced
in [30] for the log-gamma polymer, and applied to the exponential CGM in the lecture notes [50].
An application of this strategy to the CGM with general i.i.d. weights appears in [28, 29] where the
role of the regularity of the shape function becomes explicit.
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A sampling of other significant work on Busemann functions and geodesics can be found in [4, 12,
13, 26, 33, 34].
Organization of the paper. Section 2 collects preliminaries on the CGM and queues. The main
results for Busemann functions and semi-infinite geodesics are stated in Section 3. Section 4 proves a
key lemma for the queueing operator. Section 5 introduces the multiline process, the coupled process,
and the multiclass LPP process, and then states and proves results on their invariant distributions.
The key intertwining between the multiline process and the coupled process appears in equation
(5.8) in the proof of Theorem 5.5 in Section 5.4. Section 6 proves the results of Section 3. For the
proof of Theorem 3.4, Section 6.2 introduces a triangular array representation for the intertwining
mapping. Auxiliary matters on queues and exponential distributions are relegated to Appendices A
and B.
Notation and conventions. Points x “ px1, x2q, y “ py1, y2q P R2 are ordered coordinatewise:
x ď y iff x1 ď y1 and x2 ď y2. The ℓ1 norm is |x|1 “ |x1| ` |x2|. Subscripts indicate restricted
subsets of the reals and integers: for example Zą0 “ t1, 2, 3, . . . u. Boldface notation for vectors:
e1 “ p1, 0q, e2 “ p0, 1q, and members of the simplex re2, e1s “ tte1 ` p1 ´ tqe2 : 0 ď t ď 1u are
denoted by u.
For n P Zą0, rns “ t1, 2, . . . , nu, with the convention that rns “ ∅ for n P Zď0. A finite integer
interval is denoted by Jm,nK “ tm,m` 1, . . . , nu, and Jm,8J“ tm,m` 1,m` 2, . . . u.
For 0 ă α ă 8, X „ Exppαq means that random variable X has exponential distribution with
rate α, in other words P pX ą tq “ e´αt for t ą 0 and EpXq “ α´1. In the discussion we parametrize
exponential variables with their mean. For 0 ă ρ ă 8, νρ is the probability distribution on the space
R
Z
ě0 of bi-infinite sequences under which the coordinates are i.i.d. exponential variables with common
mean ρ. Higher-dimensional product measures are denoted by νpρ1,ρ2,...,ρnq “ νρ1 b νρ2 b ¨ ¨ ¨ b νρn .
For 0 ď p ď 1, X „ Berppq means that random variable X has Bernoulli distribution with
parameter p, in other words P pX “ 1q “ p “ 1´ P pX “ 0q.
In general, Eµ represents expectation under a measure µ.
2. Preliminaries
Section 2.1 below introduces the main objects of discussion: the planar corner growth model
(CGM), which is a special case of last-passage percolation (LPP), and Busemann functions. Sec-
tion 2.2 explains the significance of Busemann functions in the description of directed semi-infinite
geodesics and the asymptotic direction of the competition interface. The somewhat technical Sec-
tion 2.3 defines FIFO (first-in-first-out) queueing mappings that are used in Section 3 to describe
the joint distribution of the Busemann functions. To be sure, the distribution of the Busemann
functions could be described by plain mathematical formulas without their queueing content. But
the queueing context gives the mathematics meaning that can help comprehend the results.
2.1. Busemann functions in the corner growth model. The setting for the exponential CGM
is the following. pΩ,S,Pq is a probability space with generic sample point ω. A group of measure-
preserving measurable bijections tθxuxPZ2 acts on pΩ,S,Pq. Measure preservation means that
PpθxAq “ PpAq for all sets A P S and x P Z2. Y “ pYxqxPZ2 is a random field of independent
and identically distributed Exp(1) random weights defined on Ω that satisfies Yxpθyωq “ Yx`ypωq
for x, y P Z2 and ω P Ω.
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0´1´2´3´4´5´6
0
´1
´2
´3
´4
´e1
´e2
upρq
ρ “ 1
ρ “ 8
Figure 1. Left: The thickset line segments define an element of Πp´6,´4q,p0,0q. Right: As
the parameter ρ increases from 1 to 8, vector upρq of (2.5) sweeps the directions from ´e1
to ´e2 in the third quadrant.
The canonical choice for the sample space is the product space Ω “ RZ2ě0 with its Borel σ-algebra
S, generic sample point ω “ pωxqxPZ2 , translations pθxωqy “ ωx`y, and coordinate random variables
Yxpωq “ ωx. Then P is the i.i.d. product measure on Ω under which each Yx is an Exp(1) random
variable.
For u ď v on Z2 (coordinatewise ordering) let Πu,v denote the set of up-right paths x‚ “ pxiq|v´u|1i“0
from x0 “ u to x|v´u|1 “ v with steps xi´xi´1 P te1, e2u. (The left diagram of Figure 1 illustrates.)
Define the last-passage percolation (LPP) process
(2.1) Gu,v “ max
x‚PΠu,v
|v´u|1ÿ
i“0
Yxi for u ď v on Z2.
For v P u` Z2ą0 we have the inductive equation
(2.2) Gu,v “ Gu,v´e1 _Gu,v´e2 ` Yv.
The convention of this paper is that growth proceeds in the southwest direction (into the third
quadrant of the plane). Thus the well-known shape theorem (Theorem 5.1 in [42], Theorem 3.5 in
[50]) of the CGM takes the following form. With probability one,
(2.3) lim
rÑ8
sup
xPpZď0q2: |x|1ěr
|Gx,0 ´ gpxq|
|x|1 “ 0
with the concave, continuous and one-homogeneous shape function (known since [48])
(2.4) gpxq “ `a|x1| `a|x2| ˘2 for x “ px1, x2q P R2ď0.
Busemann functions are limits of differences Gv,x´Gv,y of last-passage values from two fixed points
x and y to a common point v that is taken to infinity in a particular direction. These limits are
described by relating the direction u that v takes to a real parameter ρ that specifies the distribution
of the limits: a bijective mapping between directions u “ pu1, u2q P s´ e1,´e2r in the open third
quadrant of the plane and parameters ρ P p1,8q is defined by the equations
(2.5) u “ upρq “ ´
ˆ
1
1` pρ´ 1q2 ,
pρ´ 1q2
1` pρ´ 1q2
˙
ðñ ρ “ ρpuq “
?´u1 `
?´u2?´u1 .
(See the right diagram of Figure 1 for an illustration.)
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The existence and properties of Busemann functions are summarized in the following theorem.
By definition, a down-right lattice path tyku satisfies yk ´ yk´1 P te1,´e2u for all k.
Theorem 2.1. On the probability space pΩ,S,Pq there exists a cadlag process Bρ “ pBρx,yqx,yPZ2
with state space RZ
2ˆZ2 , indexed by ρ P p1,8q, with the following properties.
(i) Path properties. There is a single event Ω0 such that PpΩ0q “ 1 and the following properties
hold for all ω P Ω0, for all λ, ρ P p1,8q and x, y, z P Z2.
(2.6) If λ ă ρ then Bλx,x`e1 ď Bρx,x`e1 and Bλx,x`e2 ě Bρx,x`e2 .
(2.7) Bρx,y `Bρy,z “ Bρx,z.
(2.8) Yx “ Bρx´e1,x ^Bρx´e2,x.
Cadlag property: the path ρ ÞÑ Bρx,y is right continuous and has left limits.
(ii) Distributional properties. Each process Bρ is stationary under lattice shifts. The marginal
distributions of nearest-neighbor increments are
(2.9) Bρx´e1,x „ Exppρ´1q and Bρx´e2,x „ Expp1´ ρ´1q.
Along any down-right path tykukPZ on Z2, for fixed ρ P p1,8q the increments tBρyk,yk`1ukPZ are
independent.
(iii) Limits. Fix ρ P p1,8q and let u “ upρq be the vector determined by (2.5). Then there exists
an event Ω
pρq
0 such that PpΩpρq0 q “ 1 and the following holds: for any sequence tunu in Z2 such that
|un|1 Ñ8 and un{nÑ u and for any ω P Ωpρq0 ,
(2.10) Bρx,y “ lim
nÑ8
rGun,y ´Gun,xs.
Continuity from the left at a fixed ρ P p1,8q holds with probability one: lim
λÕρ
Bλx,y “ Bρx,y almost
surely.
The theorem above is proved as Theorem 4.2 in lecture notes [50]. The central point of the
theorem is the limit (2.10), on account of which we call Bρ the Busemann function in direction u.
We record some observations.
Additivity (2.7) implies that Bρx,x “ 0 and Bρx,y “ ´Bρy,x. The weights recovery property (2.8) can
be seen from (2.2) and limits (2.10):
B
ρ
x´e1,x ^Bρx´e2,x “ limnÑ8rGun,x ´Gun,x´e1s ^ rGun,x ´Gun,x´e2s
“ lim
nÑ8
rGun,x ´Gun,x´e1 _Gun,x´e2s “ Yx.
Lemma 2.2. With probability one, @x P Z2 there exists random ρ˚pxq P p1,8q such that
(2.11)
B
ρ
x´e1,x “ Yx ă Bρx´e2,x for ρ P p1, ρ˚pxqq
and Bρx´e2,x “ Yx ă Bρx´e1,x for ρ P pρ˚pxq,8q.
The distribution function of ρ˚pxq is Ptρ˚pxq ď λu “ 1´ λ´1 for 1 ď λ ă 8.
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Proof. Monotonicity (2.6) and the exponential rates (2.9) force Bρx´e2,x Õ8 almost surely as ρŒ 1
and Bρx´e1,x Õ8 almost surely as ρÕ8. Edges tx´e1, xu and tx´e2, xu are part of a down-right
path, and hence Bρx´e1,x and B
ρ
x´e2,x are independent exponential random variables for each fixed
ρ. Consequently, with probability one, they are distinct for each rational ρ ą 1. By monotonicity
again there is a unique real ρ˚pxq P p1,8q such that for rational λ P p1,8q,
(2.12)
λ ă ρ˚pxq implies Bλx´e1,x ă Bλx´e2,x,
and λ ą ρ˚pxq implies Bλx´e1,x ą Bλx´e2,x.
By monotonicity the same holds for real λ. (2.11) follows from weights recovery (2.8). The distri-
bution function comes from (2.11), independence of Bρx´e1,x and B
ρ
x´e2,x, and (2.9). 
In particular, for a fixed x the processes tBρx´e1,xu1ăρă8 and tBρx´e2,xu1ăρă8 are not independent
of each other, even though for a fixed ρ the random variables Bρx´e1,x and B
ρ
x´e2,x are independent.
Vector upρ˚pxqq is the asymptotic direction of the competition interface emanating from x (see
Remark 2.5 further below).
The process B “ tBρx,yu is a Borel function of the weight configuration Y . Limits (2.10) define
Bρ as a function of Y for a countable dense set of ρ in p1,8q. The remaining ρ-values Bρx,y can then
be defined as right limits. Shifts θu act on the weights by pθuY qx “ Yx`u. The limits (2.10) give
stationarity and ergodicity of B as stated in this lemma.
Lemma 2.3. Fix ρ1, . . . , ρn P p1,8q and y1, . . . , yn P Z2. Let Ax “ pBρ1x,x`y1 , . . . , Bρnx,x`ynq. Let
0 ‰ u P Z2. Then the Rn-valued process A “ tAxuxPZ2 is stationary and ergodic under the shift θu.
Proof. Since the i.i.d. process Y is stationary and ergodic under every shift, it suffices to show that
Ax “ A0 ˝ θx as functions of Y . Let ui P s ´ e1,´e2r be associated to ρi via (2.5) and fix sequences
tu1mu, . . . , tunmu in Z2 such that, as m Ñ 8, |uim|1 Ñ 8 and uim{m Ñ ui for each i P rns. Then
almost surely,
Ax “ pBρ1x,x`y1 , . . . , Bρnx,x`ynq “ limmÑ8
`rGu1m,x`y1 ´Gu1m,xs, . . . , rGunm,x`yn ´Gunm,xs˘
“ lim
mÑ8
`rGu1m´x,y1 ´Gu1m´x,0s, . . . , rGunm´x,yn ´Gunm´x,0s˘ ˝ θx
“ pBρ10,y1 , . . . , B
ρn
0,yn
q ˝ θx “ A0 ˝ θx. 
2.2. Semi-infinite geodesics in the corner growth model. Let x‚ “ txku be a finite or infinite
south-west directed nearest-neighbor path on Z2 (xk`1 P txk ´ e1, xk ´ e2u). Then x‚ is a geodesic
if it gives a maximizing path between any two of its points: for any k ă ℓ in the index set of x‚,
Gxℓ,xk “
ℓÿ
i“k
Yxi .
Given ρ P p1,8q, define from each x P Z2 the semi-infinite, south-west directed path bρ,x “
tbρ,xk ukPZě0 that starts at x “ bρ,x0 and chooses a step from t´e1,´e2u by following the minimal
increment of Bρ: for k ě 0,
(2.13) bρ,xk`1 “
$&%b
ρ,x
k ´ e1, if Bρbρ,x
k
´e1,b
ρ,x
k
ă Bρ
b
ρ,x
k
´e2,b
ρ,x
k
b
ρ,x
k ´ e2, if Bρbρ,x
k
´e2,b
ρ,x
k
ď Bρ
b
ρ,x
k
´e1,b
ρ,x
k
.
8 W.-T. FAN AND T. SEPPA¨LA¨INEN
The tie-breaking rule in favor of ´e2 is chosen simply to make bρ,x a cadlag function of ρ. For a
given ρ equality on the right-hand side happens with probability zero. Pictorially, to each point z
attach the arrow that points from z to bρ,z1 . For each x the path b
ρ,x is constructed by starting at
x and following the arrows.
The additivity (2.7) and weights recovery (2.8) imply that bρ,x is a (semi-infinite) geodesic: let
ℓ ą k ě 0 and suppose tyiuℓi“k is a south-west directed path from yk “ bρ,xk to yℓ “ bρ,xℓ . Then
ℓÿ
i“k
Yyi ď
ℓ´1ÿ
i“k
Bρyi`1,yi ` Yyℓ “ Bρyℓ,yk ` Yyℓ “ B
ρ
b
ρ,x
ℓ
,b
ρ,x
k
` Ybρ,x
ℓ
“
ℓ´1ÿ
i“k
B
ρ
b
ρ,x
i`1,b
ρ,x
i
` Ybρ,x
ℓ
“
ℓÿ
i“k
Ybρ,xi
.
Thus
(2.14) Gbρ,x
ℓ
,b
ρ,x
k
“
ℓÿ
i“k
Ybρ,xi
“ Bρ
b
ρ,x
ℓ
,b
ρ,x
k
` Ybρ,x
ℓ
.
We call bρ,x a Busemann geodesic.
We state the key properties of semi-infinite geodesics in the next theorem.
Theorem 2.4. Fix ρ P p1,8q and let u “ upρq be the direction associated to ρ by (2.5). The
following properties hold with probability one.
(i) Directedness. @x P Z2 lim
kÑ8
b
ρ,x
k {k “ u.
(ii) Uniqueness. Let x‚ “ txkukPZě0 be any semi-infinite geodesic that satisfies xk{k Ñ u as
k Ñ8. Then x‚ “ bρ,x0.
(iii) Coalescence. @x, y P Z2 the paths bρ,x and bρ,y coalesce: Dz “ zρpx, yq P Z2 such that
bρ,x X bρ,y “ bρ,z.
It is clear from the construction (2.13) that once bρ,x and bρ,y come together, they stay together.
We call zρpuqpx, yq the coalescence point of the unique u-directed semi-infinite geodesics from x and
y. The Busemann function satisfies
(2.15) Bρx,y “ Gzρpx,yq,y ´Gzρpx,yq,x a.s.
It is important to note that parts (ii) and (iii) of Theorem 2.4 are true with probability one only for
a given u and not simultaneously for all directions.
Theorem 2.4(i) follows from an ergodic theorem for Busemann functions and the shape theorem
2.3 (see for example Theorem 4.3 in [28]). Theorem 2.4(ii)-(iii) were established for the exponential
CGM in [18, 27]. Article [51] gives an alternative derivation of Theorem 2.4 based on the properties
of the stationary exponential CGM. Versions of Theorem 2.4 for the CGM with general weights
appear in [28].
Remark 2.5 (Competition interface). The geodesic tree emanating from x consists of all the geodesics
between x and points y P x` Z2ď0 south and west of x. The semi-infinite geodesics bρ,x are infinite
rays in this tree. Every geodesic to x comes through either x´ e1 or x´ e2. This dichotomy splits
the tree into two subtrees. Between the two subtrees lies a unique path tϕxnunPZě0 on the dual lattice
p12 , 12q`Z2 that starts at ϕx0 “ x´p12 , 12q. ϕxn is a.s. uniquely defined as the point in x´p12 , 12 q`Z2ď0
that satisfies |x´ ϕxn|1 “ n` 1 and
Gϕxn`p´
1
2
, 1
2
q, x´e1
´Gϕxn`p´ 12 , 12 q, x´e2 ą 0 ą Gϕxn`p 12 ,´ 12 q, x´e1 ´Gϕxn`p 12 ,´ 12 q, x´e2 .
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(Use the convention Gx,y “ ´8 if x ď y fails.) The competition interface has a random asymptotic
direction:
(2.16) lim
nÑ8
ϕxn
n
“ upρ˚pxqq almost surely
where the limit is described in (2.5) and Lemma 2.2. This was first proved in [27]. The limit came
from the study of geodesics with Newman’s approach. Identification of the limit came via a mapping
of ϕx to a second class particle in the rarefaction fan of TASEP whose limit had been identified in
[22]. An alternative proof that relies on the stationary LPP processes was given in [28]. △
2.3. Queues. We begin with a standard formulation of a queue that obeys FIFO (first-in-first-out)
discipline. This treatment goes back to classic works of Lindley [39] and Loynes [40]. Modern
references that connect queues with LPP include [2, 20, 31].
The inputs are two bi-infinite sequences: the arrival process I “ pIkqkPZ and the service process
ω “ pωjqjPZ in RZě0. They are assumed to satisfy
(2.17) lim
mÑ´8
0ÿ
i“m
pωi ´ Ii`1q “ ´8.
The interpretation is that Ij is the time between the arrivals of customers j ´ 1 and j and ωj is
the service time of customer j. From these inputs three outputs rI “ prIkqkPZ, J “ pJkqkPZ andrω “ prωkqkPZ, also elements of RZě0, are constructed as follows.
Let G “ pGkqkPZ be any function on Z that satisfies Ik “ Gk ´ Gk´1. Define the sequencerG “ p rGℓqℓPZ by
(2.18) rGℓ “ sup
k: kďℓ
!
Gk `
ℓÿ
i“k
ωi
)
, ℓ P Z.
Under assumption (2.17) the supremum in (2.18) is assumed at some finite k. The interdeparture
time between customers ℓ´ 1 and ℓ is defined by
(2.19) rIℓ “ rGℓ ´ rGℓ´1
and the sequence rI “ prIkqkPZ is the departure process. The sojourn time Jk of customer k is defined
by
(2.20) Jk “ rGk ´Gk, k P Z.
The third output
(2.21) rωk “ Ik ^ Jk´1, k P Z,
is the amount of time customer k ´ 1 spends as the last customer in the queue.rI, J and rω are well-defined nonnegative real sequences, and they do not depend on the choice of
the function G as long as G has increments Ik “ Gk ´Gk´1. The three mappings are denoted by
(2.22) rI “ DpI, ωq, J “ SpI, ωq, and rω “ RpI, ωq.
The queueing story is good for imbuing the mathematics with meaning, but it is not necessary for
the sequel.
From
(2.23) rGk “ ωk `Gk _ rGk´1
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follow the useful iterative equations
(2.24) rIk “ ωk ` pIk ´ Jk´1q` and Jk “ ωk ` pJk´1 ´ Ikq`.
The difference of the two equations above gives a “conservation law”
(2.25) Ik ` Jk “ Jk´1 ` rIk.
We extend the queueing operator D to mappings Dpnq : pRZě0qn Ñ RZě0 of multiple sequences into
a single sequence. Let ζ, ζ1, ζ2, . . . denote elements of RZě0. Then, as long as the actions below are
well-defined, let
(2.26)
Dp1qpζq “ Dpζ, 0q “ ζ,
Dp2qpζ1, ζ2q “ D`Dp1qpζ1q, ζ2˘ “ Dpζ1, ζ2q,
Dp3qpζ1, ζ2, ζ3q “ D`Dp2qpζ1, ζ2q, ζ3˘ “ D`Dpζ1, ζ2q, ζ3˘,
and in general Dpnqpζ1, ζ2, . . . , ζnq “ D`Dpn´1qpζ1, . . . , ζn´1q, ζn˘ for n ě 2.
In queueing terms, Dpnqpζ1, ζ2, . . . , ζnq is the departure process that results from feeding arrival
process ζ1 through a series of n ´ 1 service stations. For i “ 2, 3, . . . , n, ζ i is the service process
at station i. Departures from station i are the arrivals at station i ` 1. The final output is the
departure process from the last station whose service process is ζn.
We record some inequalities which are to be understood coordinatewise: for example, I 1 ě I
means that I 1k ě Ik @k P Z.
Lemma 2.6. Assuming that the mappings below are well-defined, we have the following inequalities.
(2.27) DpI, ωq ě ω.
(2.28) If I 1 ě I then DpI 1, ωq ě DpI, ωq.
(2.29) For n ě 2, Dpnqpζ1, ζ2, ζ3, . . . , ζnq ě Dpn´1qpζ2, ζ3, . . . , ζnq.
Proof. The first part of (2.24) implies (2.27). For (2.28) observe that
Jk “ sup
j: jďk
!
Gj ´Gk `
kÿ
i“j
ωi
)
ě sup
j: jďk
!
G1j ´G1k `
kÿ
i“j
ωi
)
“ J 1k.
Now (2.24) gives rI 1k ě rIk.
Inequality (2.29) comes by induction on n. The case n “ 2 is (2.27). Then, by induction and
(2.28),
Dpnqpζ1, . . . , ζnq “ D`Dpn´1qpζ1, . . . , ζn´1q, ζn˘ ě D`Dpn´2qpζ2, . . . , ζn´1q, ζn˘
“ Dpn´1qpζ2, . . . , ζnq. 
We record the most basic fact about M/M/1 queues. The following notation will be used in the
sequel. Let λ “ pλ1, . . . , λnq P p0,8qn be an n-tuple of positive reals. Let ζ “ pζ1, . . . , ζnq P pRZě0qn
with ζ i “ pζ ikqkPZ denote an n-tuple of nonnegative bi-infinite random sequences. Then ζ has
distribution νλ if all the coordinates ζ ik are mutually independent with marginal distributions ζ
i
k „
Exppλ´1i q. In other words, ζ i is a sequence of i.i.d. mean λi exponential variables, and the sequences
are independent.
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Lemma 2.7. Let n ě 2 and let λ “ pλ1, . . . , λnq satisfy λ1 ą ¨ ¨ ¨ ą λn ą 0. Let ζ have distribution
νλ. Then Dpnqpζ1, . . . , ζnq has distribution νλ1 , in other words, Dpnqpζ1, . . . , ζnq is a sequence of
i.i.d. mean λ1 exponential random variables.
Proof. The case n “ 2 is in Lemma B.2. The general case follows by induction on n. 
3. Joint distribution of the Busemann functions
This section contains the main results on the joint distribution of the Busemann process B‚ “
tBρ : 1 ă ρ ă 8u defined in Theorem 2.1. Proofs are in Section 6. The distribution of the n-tuple
tpBρ1x´e1,x, . . . , Bρnx´e1,xqux¨e2“t on a given lattice level t P Z comes through a mapping of a product
of exponential distributions. This mapping is developed next.
3.1. Coupled exponential distributions. Fix n P Zą0 for the moment and define the following
two spaces of n-tuples of nonnegative real sequences. The sequences themselves are denoted by
Ii “ pIikqkPZ and ηi “ pηikqkPZ for i P rns.
(3.1)
Yn “
!
I “ pI1, I2, . . . , Inq P pRZě0qn :
@ i P J2, nK, lim
mÑ´8
1
|m|
0ÿ
k“´m
Iik ą lim
mÑ´8
1
|m|
0ÿ
k“´m
Ii´1k ą 0
)
.
(3.2)
Xn “
!
η “ pη1, η2, . . . , ηnq P pRZě0qn : ηi ě ηi´1 @ i P J2, nK, and
lim
mÑ´8
1
|m|
0ÿ
k“´m
η1k ą 0
)
.
The existence of the Cesa`ro limits as mÑ ´8 is part of the definitions. Yn and Xn are Borel subsets
of pRZě0qn and thereby separable metric spaces in the product topology. We endow them with their
Borel σ-algebras.
Define a mapping Dpnq : Yn Ñ Xn in terms of the multiqueue mappings Dpkq of (2.26) as follows:
for I “ pI1, I2, . . . , Inq P Yn, the image η “ pη1, η2, . . . , ηnq “ DpnqpIq is defined by
(3.3) ηi “ DpiqpIi, Ii´1, . . . , I1q for i “ 1, . . . , n.
In particular, the first sequence is simply copied over: η1 “ I1. Then η2 “ DpI2, I1q, η3 “
Dp3qpI3, I2, I1q “ DpDpI3, I2q, I1q, and so on. Iterated application of Lemma A.3 from Appen-
dix A together with the assumption I P Yn ensures that the mappings DpiqpIi, Ii´1, . . . , I1q are
well-defined. Furthermore, η P Xn follows from inequalities (2.27) and (2.29). Lemma A.3 implies
also that Dpnq maps Yn into itself. We do not need this feature in the sequel, which is why we did
not define Xn as a subspace of Yn.
Recall that
(3.4)
for ρ “ pρ1, . . . , ρnq P p0,8qn, I “ pI1, I2, . . . , Inq has distribution νρ if
all coordinates Iik are independent and I
i
k „ Exp(ρ´1i ) for each k P Z and i P rns.
If ρ satisfies 0 ă ρ1 ă ρ2 ă ¨ ¨ ¨ ă ρn then νρ is supported on Yn. For these ρ define the probability
measure µρ on Xn as the image of ν
ρ under Dpnq:
(3.5) for ρ “ pρ1, ρ2, . . . , ρnq such that 0 ă ρ1 ă ρ2 ă ¨ ¨ ¨ ă ρn, define µρ “ νρ ˝ pDpnqq´1.
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By Lemma 2.7, if η has distribution µρ with 0 ă ρ1 ă ρ2 ă ¨ ¨ ¨ ă ρn, then for each i P rns,
ηi “ pηikqkPZ is a sequence of i.i.d. mean ρi exponential variables. The mapping Dpnq couples the
variables ηik together so that η
i´1
k ď ηik for all i P J2, nK and k P Z.
Translations tθℓuℓPZ act on n-tuples of sequences by pθℓηqik “ ηik`ℓ for i P rns and k, ℓ P Z. A
translation-ergodic probability measure Q on Xn is invariant under tθℓu and satisfies QpAq P t0, 1u
for any Borel set A Ă Xn that is invariant under tθℓu (and similarly for any other sequence space).
Theorem 3.1. The probability measures µρ are translation-ergodic and have the following properties.
(Continuity.) The probability measure µρ is weakly continuous as a function of ρ on the set of
vectors that satisfy 0 ă ρ1 ă ρ2 ă ¨ ¨ ¨ ă ρn.
(Consistency.) If pη1, . . . , ηnq „ µpρ1,...,ρnq, then pη1, . . . , ηj´1, ηj`1, . . . , ηnq „ µpρ1,...,ρj´1,ρj`1,...,ρnq
for all j P rns.
Continuity of ρ ÞÑ µρ is proved in Section 6. Translation-covariance of the queueing mappings
(DpθℓI, θℓωq “ θℓDpI, ωq) implies that µρ inherits the translation-ergodicity of νρ. We omit the
proof of consistency. Consistency will be an indirect consequence of the uniqueness of µρ as the
translation-ergodic invariant distribution of the so-called coupled process (Theorem 5.3).
3.2. Distribution of Busemann functions. Return to the Busemann functions B‚ defined in
Theorem 2.1. For each level t P Z define the level-t sequence of weights Y t “ pYpk,tqqkPZ and for a
given ρ P p1,8q, sequences of e1 and e2 Busemann variables at level t:
B
ρ,e1
t “ pBρpk´1,tq,pk,tqqkPZ and B
ρ,e2
t “ pBρpk,t´1q,pk,tqqkPZ.
The next main result characterizes uniquely the distribution of the joint process pY,B‚q of weights
and Busemann functions.
Theorem 3.2. Let Y “ pYxqxPZ2 be i.i.d. Exp(1) variables as in Section 2.1. Let 1 ă ρ1 ă ¨ ¨ ¨ ă ρn.
Then at each level t P Z, the pn ` 1q-tuple of sequences pY t, Bρ1,e1t , . . . , Bρn,e1t q has distribution
µp1,ρ1,...,ρnq.
Once the process tBρ,e1t´1 u1ăρă8 on a single level t ´ 1 is given, the variables Bρx´ei,x at higher
levels t, t`1, t`2, . . . can be deduced by drawing independent weights Y t, Y t`1, . . . and by applying
queueing mappings. By stationarity the full distribution will then have been determined. The next
lemma describes the single step of computing the e1 and e2 Busemann increments on level t from
the process tBρ,e1t´1 u1ăρă8 and independent level-t weights Y t. The mappings D and S were specified
in (2.22).
Lemma 3.3. There exists an event of full probability on which
B
ρ,e1
t “ D
`
B
ρ,e1
t´1 , Y t
˘
and B
ρ,e2
t “ S
`
B
ρ,e1
t´1 , Y t
˘
for all ρ P p1,8q and t P Z.
The remainder of this section describes some distributional properties of B‚ restricted to horizontal
edges and lines on Z2. The corresponding statements for vertical edges and lines are obtained by
replacing ρ with ρ{pρ´1q. This is due to the distributional equality tBρx´e2,xuxPZ2
d“ tBρ{pρ´1qRx´e1,RxuxPZ2
where Rpx1, x2q “ px2, x1q. This follows from (2.5) and the limits (2.10), by reflecting the lattice
across the diagonal.
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1
ρ
B
ρ
x´e1,x
Yx
Yx+Zλ
λ
Figure 2. A sample path of the pure jump process tBρx´e1,xuρ P r1,8q, with initial value
B1x´e1,x “ Yx. The jump times are a Poisson point process on p1,8q with intensity s´1ds.
Given that there is a jump at λ, the jump size is an independent Exppλ´1q variable Zλ.
3.3. Marginal distribution on a single edge. Lemma 2.2 implies that for a fixed horizontal edge
px´e1, xq we can extend tBρx´e1,x : 1 ă ρ ă 8u to a cadlag process B‚x´e1,x “ tBρx´e1,x : 1 ď ρ ă 8u
by setting B1x´e1,x “ Yx. We describe the distribution of this process in terms of a marked point
process. Figure 2 illustrates a sample path of this process.
Let N be the simple point process on the interval ts : 1 ď s ă 8u that has a point at s “ 1 with
probability 1, and on the open interval p1,8q N is a Poisson point process with parameter measure
s´1 ds. (We use N to denote both the random discrete set of locations and the resulting random
point measure.) To each point t P r1,8q of N attach an independent Exp(t´1) distributed weight
Zt. Define the nondecreasing cadlag process Xp¨q “ tXpρq : ρ P r1,8qu by
(3.6) Xpρq “
ÿ
sPNXr1,ρs
Zs.
Theorem 3.4. Fix x P Z2. The nondecreasing cadlag processes B‚x´e1,x and Xp‚q indexed by r1,8q
are equal in distribution.
A qualitative consequence of Theorem 3.4 is that for any given λ P p1,8qzN , ρ ÞÑ Bρx´e1,x is
constant in an interval around λ. From identity (2.15), it is evident that this is due to the fact that
the coalescence point function ρ ÞÑ zρpx´e1, xq is constant in an interval. This is an analogue of the
local constancy of the difference weight profile in Theorem 1.1 of [10]. Full implications of Theorem
3.4 for the coalescence structure of the geodesics of the CGM will be explored in the subsequent
paper [36].
Theorem 3.4 is proved by establishing that B‚x´e1,x has independent increments and by deducing
the distribution of an increment. Independent increments means that for 1 “ ρ0 ă ρ1 ă ¨ ¨ ¨ ă ρn,
the random variables Yx “ Bρ0x´e1,x, Bρ1x´e1,x ´ Bρ0x´e1,x, . . . , Bρnx´e1,x ´ B
ρn´1
x´e1,x are independent. For
1 ď λ ă ρ ă 8, the distribution of the increment is
(3.7)
PtBρx´e1,x ´Bλx´e1,x “ 0u “ PtNpλ, ρs “ 0u “ λρ
PtBρx´e1,x ´Bλx´e1,x ą su “
`
1´ λ
ρ
˘
e´s{ρ for s ą 0.
For the process B‚x´e2,x on a vertical edge, the result of Theorem 3.4 is that
(3.8) tBρx´e2,x : 1 ă ρ ă 8u
d“ tX`p ρ
ρ´1 q`
˘
: 1 ă ρ ă 8u.
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3.4. Marginal distribution on a level of the lattice. A striking and useful property of the
Busemann process tBρpk´1,tq,pk,tqukPZ along a horizontal line in Z2 for a fixed value ρ P p1,8q
is that the variables tBρpk´1,tq,pk,tqukPZ are i.i.d. (part (ii) of Theorem 2.1). For example, arti-
cle [5] used this feature heavily to deduce the KPZ fluctuation exponents of the corner growth
model. The next theorem shows that this property breaks down totally already for the joint pro-
cess tpBλpk´1,tq,pk,tq, Bρpk´1,tq,pk,tqqukPZ for two parameter values λ ă ρ. Namely, this pair process is
not even a Markov chain and not reversible. However, if we restrict attention to the differences
B
ρ
pk´1,tq,pk,tq ´ Bλpk´1,tq,pk,tq, we can recover the reversibility. The differences are of interest because
they indicate a jump in the coalescence point z‚ppk ´ 1, tq, pk, tqq in (2.15) as a function of the
direction.
For the statement of the theorem below, the negative part of a real number is x´ “ p´xq _ 0.
The Markov chain Xk in part (a) below has a queueing interpretation as the difference between the
sojourn time of customer k ´ 1 and the waiting time till the arrival of customer k. The details are
in the proof in Lemma 6.5.
Theorem 3.5. Let 1 ď λ ă ρ ă 8.
(a) The sequence of differences tBρpk´1,tq,pk,tq ´ Bλpk´1,tq,pk,tqukPZ is not a Markov chain, but there
exists a stationary reversible Markov chain tXkukPZ such that this distributional equality of processes
holds:  
B
ρ
pk´1,tq,pk,tq ´Bλpk´1,tq,pk,tq
(
kPZ
d“ tX´k ukPZ.
In particular, the process of differences is reversible: 
B
ρ
pk´1,tq,pk,tq
´Bλpk´1,tq,pk,tq
(
kPZ
d“  Bρ
p´k´1,tq,p´k,tq
´Bλp´k´1,tq,p´k,tq
(
kPZ
.
(b) The sequence of pairs tpBλpk´1,tq,pk,tq, Bρpk´1,tq,pk,tqqukPZ is not a Markov chain. The joint dis-
tribution of two successive pairs`pBλpk´1,tq,pk,tq, Bρpk´1,tq,pk,tqq , pBλpk,tq,pk`1,tq, Bρpk,tq,pk`1,tqq˘
is not the same as the joint distribution of its transpose`pBλpk,tq,pk`1,tq, Bρpk,tq,pk`1,tqq , pBλpk´1,tq,pk,tq, Bρpk´1,tq,pk,tqq˘.
In particular, the process of pairs tpBλpk´1,tq,pk,tq, Bρpk´1,tq,pk,tqqukPZ is not reversible.
3.5. The initial segment of the Busemann geodesic. As the last application of Theorem 3.2
we calculate the probability distribution of the length of the initial horizontal run of a semi-infinite
geodesic.
Let aρx “ bρ,x1 ´x be the first step of the Bρ Busemann geodesic (2.13) started at x. taρxuxPZ2 is a
random configuration with values in t´e1,´e2u. By weight recovery (2.8), aρx “ ´e1 iff Bρx´e1,x ´
Yx “ 0. Hence by Theorem 3.5(a) with λ “ 1, reversibility holds along a line: taρkeiukPZ
d“ taρ´keiukPZ.
The first part of the theorem below gives a queueing characterization for the process taρke1ukPZ.
To that end, for the queueing mapping rI “ DpI, ωq of (2.22) define the indicator variables
(3.9) ηk “ 1rIk“ωk “ 1tcustomer k has to wait before entering serviceu.
Let
ξx “ inftk P Zě0 : aρx´ke1 “ ´e2u
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denote the number of consecutive ´e1 steps that bρ,x takes from a deterministic starting point x.
Part (b) of the theorem gives the distribution of ξx. The Catalan triangle tCpn, kq : 0 ď k ď nu is
given by
(3.10) Cpn, kq “ pn` kq!pn ´ k ` 1q
k!pn ` 1q! .
Information about Cpn, kq is given above Lemma B.3 in Appendix B.
Theorem 3.6. Let 1 ă ρ ă 8.
(a) Let the service and arrival processes satisfy pω, Iq „ νp1,ρq and define ηk by (3.9). Then we
have the distributional equality t1taρke1 “ ´e1uukPZ
d“ tηkukPZ.
(b) Let x P Z2. Then Ptξx “ 0u “ 1´ ρ´1 and for n P Zą0,
(3.11) Ptξx “ nu “ p1´ ρ´1q
n´1ÿ
k“0
Cpn´ 1, kq ρ
k
pρ ` 1qn`k .
The distribution in (3.11) is proper, that is,
ř
nPZě0
Ptξx “ nu “ 1. This follows for example from
Theorem 2.4(i) according to which the Busemann geodesic has direction strictly off the axes.
Remark 3.7. If we take pω, Iq „ νpλ,ρq for 1 ă λ ă ρ in Theorem 3.6 and define ηk again by (3.9), we
get the distributional equality t1tBρ
pk´1,tq,pk,tq
“ Bλpk´1,tq,pk,tquukPZ
d“ tηkukPZ. The calculation that
produced part (b) gives the distribution Ptξλ,ρx “ 0u “ ρ´λρ and
Ptξλ,ρx “ nu “
ρ´ λ
ρ
n´1ÿ
k“0
Cpn´ 1, kq ρ
kλn
pλ ` ρqn`k for n P Zą0,
for the random variable
ξλ,ρx “ inftk P Zě0 : Bρx´pk`1qe1,x´ke1 ą B
λ
x´pk`1qe1,x´ke1
u.
Note that Bρx´e1,x “ Bλx´e1,x tells us that bρ,x1 “ bλ,x1 but not which step is chosen. △
4. Properties of queueing mappings
This section proves a property of the queueing mapping D (Lemma 4.4 below) on which the
intertwining property that comes in Section 5.4 rests. To prove Lemma 4.4 we develop a duality
in the queueing setting of Section 2.3: namely, an LPP process defined in terms of weights pI, ωq
can be equivalently described in terms of weights prI, rωq defined by (2.22). Routine facts about the
queueing mappings are collected in Appendix A.
Fix an origin m P Z. Assume given nonnegative real weights
(4.1) Jm, pIiqiěm`1, and pωiqiěm`1.
From these define iteratively for k “ m` 1,m` 2, . . .
(4.2) rIk “ ωk ` pIk ´ Jk´1q`, Jk “ ωk ` pJk´1 ´ Ikq`, and rωk “ Ik ^ Jk´1.
There is a duality or reversibility of sorts here. For a fixed k, equations (4.2) are equivalent to
(4.3) Ik “ rωk ` prIk ´ Jkq`, Jk´1 “ rωk ` pJk ´ rIkq`, and ωk “ rIk ^ Jk.
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pm, 0q
pm, 1q
pn, 0q
pn, 1q
pi-1, 0q pi, 0q
ωi
Ii
Jm
pm, 0q
pm, 1q
pn, 0q
pn, 1qpi-1, 1q pi, 1q
rωi
rIi
Jn
Figure 3. Illustration of the weights pI, J, ωq on the left and weights prI, J, rωq on the right.
Pairs pk, aq P Jm,nK ˆ J0, 1K mark vertices of the two-level strip.
We turn this reversibility into a lemma as follows. Restrict the given J , I and ω weights in (4.1)
to the interval Jm,nK. Then on the interval J´n,´mK define the given weights J 1´n, pI 1iq´n`1ďiď´m
and pω1iq´n`1ďiď´m as
(4.4) I 1i “ rI´i`1, J 1´n “ Jn, and ω1i “ rω´i`1.
Now apply (4.2) to these given weights to compute prI 1k, J 1k, rω1kq for k P J´n` 1,´mK. First assume
by induction that J 1k´1 “ J´k`1. The base case k ´ 1 “ ´n is covered by the definition in (4.4).
Then
J 1k “ ω1k ` pJ 1k´1 ´ I 1kq` “ rω´k`1 ` pJ´k`1 ´ rI´k`1q`
“ I´k`1 ^ J´k ` pJ´k ´ I´k`1q` “ J´k.
The third equality above used the definition of rω in (4.2) and the conservation law
(4.5) Ik ` Jk “ Jk´1 ` rIk
that follows from (4.2). Thus J 1k “ J´k for all k P J´n,´mK. Next
rI 1k “ ω1k ` pI 1k ´ J 1k´1q` “ rω´k`1 ` prI´k`1 ´ J´k`1q`
“ I´k`1 ^ J´k ` pI´k`1 ´ J´kq` “ I´k`1.
Finally
rω1k “ I 1k ^ J 1k´1 “ rI´k`1 ^ J´k`1 “ ω´k`1
as follows again from (4.2). We summarize this finding as follows.
Lemma 4.1. Fixm ă n. Assume given Jm, pIiqm`1ďiďn and pωiqm`1ďiďn. Compute prIk, Jk, rωkqm`1ďkďn
from (4.2). Then define J 1´n, pI 1iq´n`1ďiď´m and pω1iq´n`1ďiď´m by (4.4) and apply (4.2) to com-
pute prI 1k, J 1k, rω1kq´n`1ďkď´m. The conclusion is that prI 1k, J 1k, rω1kq “ pI´k`1, J´k, ω´k`1q for k P
J´n` 1,´mK.
Next we use the weights given in (4.1) to construct a last-passage process on the two-level strip
Jm,8JˆJ0, 1K in Z2. In this construction Ii serves as a weight on the horizontal edge ppi´1, 0q, pi, 0qq
on the lower 0-level, Jm is a weight on the vertical edge ppm, 0q, pm, 1qq, and ωi is a weight at vertex
pi, 1q on the upper 1-level. (The left diagram of Figure 3 illustrates.) The last-passage values
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Hpm,0q,pn,aq are defined for pn, aq P Jm,8JˆJ0, 1K as follows:
(4.6)
Hpm,0q,pm,0q “ 0 and Hpm,0q,pn,0q “
nÿ
i“m`1
Ii for n ą m,
Hpm,0q,pm,1q “ Jm ,
Hpm,0q,pn,1q “
!
Jm `
nÿ
i“m`1
ωi
)
_ max
m`1ďjďn
! jÿ
i“m`1
Ii `
nÿ
i“j
ωi
)
, n ą m.
If the given weights (4.1) come from the queueing setting of Section 2.3, then Hpm,0q,pn,1q “ rGn´Gm.
But this connection is not needed for the present.
The next lemma gives alternative formulas for H in terms of the weights calculated in (4.2).
Pictorially, imagine rIi as a weight on the edge ppi ´ 1, 1q, pi, 1qq and rωi as a weight on the vertex
pi´ 1, 0q. (The right diagram of Figure 3 illustrates.) In (4.7) below, a sum expression of the form
aj ` ¨ ¨ ¨ ` aj´1 is interpreted as zero. (4.8) makes sense also for ℓ “ n in which case the right-hand
side simplifies to Jn.
Lemma 4.2. Let m ď n. Then
(4.7) Hpm,0q,pn,1q “ Im`1 ` ¨ ¨ ¨ ` Ik ` Jk ` rIk`1 ` ¨ ¨ ¨ ` rIn for each k P Jm,nK.
For each ℓ P Jm,n´ 1K,
(4.8) Hpm,0q,pn,1q ´Hpm,0q,pℓ,0q “ max
ℓ`1ďjďn
! jÿ
i“ℓ`1
rωi ` nÿ
i“j
rIi)_ ! nÿ
i“ℓ`1
rωi ` Jn).
Some observations before the proof. By the two top lines of (4.6), equivalent to (4.7) are the
increment formulas (for all n ą m)
(4.9) rIn “ Hpm,0q,pn,1q ´Hpm,0q,pn´1,1q and Jn “ Hpm,0q,pn,1q ´Hpm,0q,pn,0q.
Taking ℓ “ m in (4.8) gives this dual representation for H:
(4.10) Hpm,0q,pn,1q “ max
m`1ďjďn
! jÿ
i“m`1
rωi ` nÿ
i“j
rIi)_ ! nÿ
i“m`1
rωi ` Jn).
Proof of Lemma 4.2. Let m ă n and develop the definition (4.6). As in (2.2),
(4.11)
Hpm,0q,pn,1q “
!
Jm `
n´1ÿ
i“m`1
ωi
)
_ max
m`1ďjďn´1
! jÿ
i“m`1
Ii `
n´1ÿ
i“j
ωi
)
_
! nÿ
i“m`1
Ii
)
` ωn
“ Hpm,0q,pn´1,1q _Hpm,0q,pn,0q ` ωn.
Set temporarily
An “ Hpm,0q,pn,1q ´Hpm,0q,pn´1,1q and Bn “ Hpm,0q,pn,1q ´Hpm,0q,pn,0q.
Then (4.11) gives the iterative equations
An “ ωn ` pIn ´Bn´1q` and Bn “ ωn ` pBn´1 ´ Inq`.
Definition (4.6) gives Bm “ Jm. This starts an induction. Apply the equations above together with
(4.2) to obtain An “ rIn and Bn “ Jn for all n ě m` 1. This establishes (4.9). (4.7) follows.
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We prove (4.8) by induction as ℓ decreases. The base case ℓ “ n comes from the just proved
Bn “ Jn. Assume (4.8) for ℓ` 1. Then for ℓ the right-hand side of (4.8) equals
rωℓ`1 ` ! nÿ
i“ℓ`1
rIi)_ max
ℓ`2ďjďn
! jÿ
i“ℓ`2
rωi ` nÿ
i“j
rIi)_ ! nÿ
i“ℓ`2
rωi ` Jn)
“ Hpm,0q,pℓ`1,0q ^Hpm,0q,pℓ,1q ´Hpm,0q,pℓ,0q
`  Hpm,0q,pn,1q ´Hpm,0q,pℓ,1q(_  Hpm,0q,pn,1q ´Hpm,0q,pℓ`1,0q(
“ Hpm,0q,pn,1q ´Hpm,0q,pℓ,0q.
In the first equality we used rωℓ`1 “ Iℓ`1 ^ Jℓ, (4.9) and the induction assumption. 
The last line of (4.6) and formula (4.10) give dual representations of the quantity Hpm,0q,pn,1q. The
next lemma shows that equality persists if we drop the terms that involve J from both formulas.
This statement is the crucial ingredient of Lemma 4.4 below.
Lemma 4.3. Let m ď n in Z. Assume given nonnegative weights Jm´1, pIiqmďiďn and pωiqmďiďn.
Compute prIk, Jk, rωkqmďkďn from (4.2). Define
(4.12) Tm,n “ max
mďjďn
! jÿ
i“m
Ii `
nÿ
i“j
ωi
)
and rTm,n “ max
mďjďn
! jÿ
i“m
rωi ` nÿ
i“j
rIi).
Then Tm,n “ rTm,n.
Proof. The case m “ n is the identity In ` ωn “ rωn ` rIn that follows from (4.2).
Let n ě m` 1 and assume by induction that rTm,n´1 ď Tm,n´1. Develop the definitions.
(4.13) Tm,n “ max
mďjďn´1
! jÿ
i“m
Ii `
n´1ÿ
i“j
ωi
)
_
! nÿ
i“m
Ii
)
` ωn “ Tm,n´1 _
! nÿ
i“m
Ii
)
` ωn.
Similarly
(4.14)
rTm,n “ rTm,n´1 _ ! nÿ
i“m
rωi)` rIn “ rTm,n´1 _ ! nÿ
i“m
pIi ^ Ji´1q
)
` ωn ` pIn ´ Jn´1q`
ď Tm,n´1 _
! nÿ
i“m
Ii
)
` ωn ` pIn ´ Jn´1q`.
The induction assumption was used in the last step.
Case 1. In ď Jn´1. This assumption kills the last term of (4.14) and gives
rTm,n ď Tm,n´1 _ ! nÿ
i“m
Ii
)
` ωn “ Tm,n.
Case 2. In ą Jn´1. For this case induction is not needed. We use the last-passage process
Hpm´1,0q,p ‚ , ‚ q. Conservation law (4.5) and (4.9) imply
In ą Jn´1 ðñ rIn ą Jn ðñ Hpm´1,0q,pn´1,1q ă Hpm´1,0q,pn,0q.
CORNER GROWTH MODEL 19
Then by (4.11)
Hpm´1,0q,pn,1q “ Hpm´1,0q,pn,0q ` ωn “
nÿ
i“m
Ii ` ωn ď Tm,n.
On the other hand, by definition (4.6)
Hpm´1,0q,pn,1q “
!
Jm´1 `
nÿ
i“m
ωi
)
_ Tm,n.
Hence Hpm´1,0q,pn,1q “ Tm,n. By the dual formula (4.10)
Hpm´1,0q,pn,1q “ rTm,n _ ! nÿ
i“m
rωi ` Jn) ě rTm,n.
We conclude that in Case 2, rTm,n ď Tm,n.
We have shown that rTm,n ď Tm,n. This suffices for the proof by the duality in Lemma 4.1 because
the roles of Tm,n and rTm,n can be switched around. 
The next lemma is the key property of the queueing mapping D that underlies our results. Its
proof relies on Lemma 4.3. Lemma 4.3 applies to the queueing setting described in Section 2.3
because equations (2.21) and (2.24) ensure that the assumptions of Lemma 4.3 are satisfied.
Lemma 4.4. Assume given three sequences I2, I1, ω1 P RZě0 such that the queueing operations below
are well-defined. Let ω2 “ RpI1, ω1q as defined in (2.21). Then we have the identity
(4.15) D
`
DpI2, ω2q,DpI1, ω1q˘ “ D`DpI2, I1q, ω1˘.
Proof. Choose G1 and G2 so that Itk “ Gtk ´Gtk´1 for t “ 1, 2. Let
Hj “ sup
ℓ: ℓďj
!
G2ℓ `
jÿ
i“ℓ
I1i
)
and then
(4.16) rHk “ sup
j: jďk
!
Hj `
kÿ
i“j
ω1i
)
“ sup
ℓ: ℓďk
!
G2ℓ ` max
j:ℓďjďk
” jÿ
i“ℓ
I1i `
kÿ
i“j
ω1i
ı )
.
The sequence p rHk ´ rHk´1qkPZ is the output D`DpI2, I1q, ω1˘.
For the left-hand side of (4.15) define first for DpIt, ωtq the sequence
rGtj “ sup
ℓ: ℓďj
!
Gtℓ `
jÿ
i“ℓ
ωti
)
, t P t1, 2u.
Set rI1k “ rG1k´ rG1k´1. The output D`DpI2, ω2q,DpI1, ω1q˘ is given by the increments of the sequence
(4.17) pHk “ sup
j: jďk
! rG2j ` kÿ
i“j
rI1i ) “ sup
ℓ: ℓďk
!
G2ℓ ` max
j:ℓďjďk
” jÿ
i“ℓ
ω2i `
kÿ
i“j
rI1i ı ).
The rightmost members of lines (4.16) and (4.17) are equal because the innermost maxima over the
quantities in square brackets r¨ ¨ ¨ s agree, by Lemma 4.3. We have shown that rH “ pH and thereby
proved the lemma. 
We extend Lemma 4.4 inductively.
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Lemma 4.5. Let n ě 2 and assume given n ` 1 sequences I1, I2, . . . , In, ω1 P RZě0 such that all the
queueing operations below are well-defined. Define iteratively
(4.18) ωj “ RpIj´1, ωj´1q for j “ 2, . . . , n.
Then we have these identities for 1 ď k ď n´ 1:
(4.19)
Dpn`1qpIn, In´1, . . . , I1, ω1q
“ Dpk`1q`Dpn´k`1qrIn, . . . , Ik`1, ωk`1s,DpIk, ωkq, . . . ,DpI1, ω1q˘.
Proof. The case n “ 2 is Lemma 4.4.
Let n ě 3 and assume that the claim of the lemma holds when n is replaced by n ´ 1, for
1 ď k ď n´ 2. We prove the claim for n.
First the case k “ 1, beginning with the right-hand side of (4.19):
Dp2q
`
DpnqpIn, . . . , I2, ω2q,DpI1, ω1q˘
“ D`D“Dpn´1qpIn, . . . , I2q, ω2‰,DpI1, ω1q˘
“ D`D“Dpn´1qpIn, . . . , I2q, I1‰, ω1˘
“ D`DpnqpIn, . . . , I1q, ω1˘ “ Dpn`1qpIn, . . . , I1, ω1˘.
The first and last two equalities above are from definition (2.26) of Dpnq, and the middle equality is
Lemma 4.4.
Now let 2 ď k ď n´1. The first equality below is definition (2.26) for Dpk`1q. The second equality
is the induction assumption.
Dpk`1q
`
Dpn´k`1qpIn, . . . , Ik`1, ωk`1q,DpIk, ωkq, . . . ,DpI1, ω1q˘
“ D`Dpkq“Dpn´k`1qpIn, . . . , Ik`1, ωk`1q,DpIk, ωkq, . . . ,DpI2, ω2q‰,DpI1, ω1q˘
“ D`DpnqrIn, . . . , I2, ω2s,DpI1, ω1q˘.
The last line above is the same as the first line of the previous display. The calculation is completed
as was done there. 
In particular, for k “ n´ 1 (4.19) gives
(4.20) Dpn`1qpIn, . . . , I1, ω1q “ Dpnq`DpIn, ωnq, . . . ,DpI1, ω1q˘
and for k “ 1
(4.21) Dpn`1qpIn, . . . , I1, ω1q “ D`Dpnq“In, . . . , I2, ω2‰,DpI1, ω1q˘.
5. Multiclass processes
The distribution µp1,ρ1,...,ρnq of the pn ` 1q-tuple pY t , Bρ1,e1t , . . . , Bρn,e1t q given in Theorem 3.2
is deduced through studying two multiclass LPP processes. Fix a positive integer n, the number
of levels or classes. We define two discrete-time Markov processes on n-tuples of sequences, the
multiline process and the coupled process. Their state space is
(5.1) An “
!
I “ pI1, I2, . . . , Inq P pRZě0qn : @ i P rns, lim
mÑ´8
1
|m|
0ÿ
k“´m
Iik ą 1
)
.
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At each step their evolution is driven by an independent sequence of i.i.d. exponential weights: so
assume that
(5.2) ω “ pωkqkPZ is a sequence of i.i.d. variables ωk „ Exp(1).
5.1. Multiline process. At time t P Zě0 the state of the multiline process is denoted by Iptq “
pI1ptq, . . . , Inptqq P An. The one-step evolution from time t to t` 1 is defined as follows in terms of
the mappings (2.22). Given the time t configuration Iptq “ I “ pI1, I2, . . . , Inq in the space An and
independent driving weights ω, define the time t ` 1 configuration Ipt ` 1q “ I¯ “ pI¯1, I¯2, . . . , I¯nq
iteratively as follows:
(5.3)
first set ω1 “ ω and then I¯1 “ DpI1, ω1q;
then for each i “ 2, 3, . . . , n:
first ωi “ RpIi´1, ωi´1q and then I¯i “ DpIi, ωiq.
Thus the driving sequence ω acts on the first line I1 directly, and is then transformed at each stage
before it is passed to the next line. Lemma A.3 guarantees that, for almost every ω from (5.2), the
Cesa`ro limit lim
mÑ´8
|m|´1ř0k“m ωik “ 1 holds for each i P rns and the new state I¯ lies in An.
Theorem 5.1. Assume (5.2). Then for each ρ “ pρ1, . . . , ρnq P p1,8qn, the product measure νρ
defined in (3.4) is invariant for the multiline process pIptqqtPZě0 .
Theorem 5.1 follows from Lemma B.2 in Appendix B: induction on k shows that I¯1, . . . , I¯k, ωk`1,
Ik`1, . . . , In are independent with I¯i „ νρi , ωk`1 „ ν1, Ij „ νρj . We do not have proof that νρ
is the unique translation-ergodic stationary distribution with mean vector ρ, but have no reason to
doubt this either.
5.2. Coupled process. At time t P Zě0 the state of the coupled process is denoted by ηptq “
pη1ptq, . . . , ηnptqq P An where again ηiptq “ pηikptqqkPZ. The evolution is simple: the queueing
operator D acts on each sequence ηi with service times ω:
(5.4) ηpt` 1q “ `Dpη1ptq, ωq,Dpη2ptq, ωq, . . . ,Dpηnptq, ωq˘.
We call ηptq the coupled process because it lives also on the smaller state space Xn XAn (recall
(3.2)) where the sequences ηi are coupled so that ηi´1 ď ηi. This is the case relevant for the
Busemann processes because the latter are monotone (recall (2.6)). Inequality (2.28) and Lemma
A.1 ensure that the Markovian evolution ηp¨q is well-defined on XnXAn. However, since the mapping
(5.4) is well-defined for more general states, we consider it on the larger state space An of (5.1).
To state an invariance and uniqueness theorem for all parameter vectors ρ P p1,8qn we extend
µρ of (3.5), by ordering ρ and by requiring that ηi “ ηi`1 if ρi “ ρi`1. This is necessary because
the mapping Dpnq in (3.5) cannot be applied if some ρi “ ρi`1. For if I and ω are both i.i.d.
Exppρ´1q sequences, then rG in (2.18) is identically infinite because it equals a random constant plus
the supremum of a symmetric random walk.
Definition 5.2. Let ρ “ pρ1, ρ2, . . . , ρnq P p0,8qn. The probability measure µρ on the space pRZě0qn is
defined as follows.
(i) If 0 ă ρ1 ă ρ2 ă ¨ ¨ ¨ ă ρn then apply (3.5).
(ii) If 0 ă ρ1 ď ρ2 ď ¨ ¨ ¨ ď ρn, there exist m P rns, a vector σ “ pσ1, . . . , σmq such that
0 ă σ1 ă ¨ ¨ ¨ ă σm, and indices 1 “ i1 ă i2 ă ¨ ¨ ¨ ă im ă im`1 “ n ` 1 such that ρiℓ “ ¨ ¨ ¨ “
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ρiℓ`1´1 “ σℓ for ℓ “ 1, . . . ,m. Let I „ νσ, ζ “ DpmqpIq, and then define η “ pη1, . . . , ηnq P Xn by
ηiℓ “ ¨ ¨ ¨ “ ηiℓ`1´1 “ ζℓ for ℓ “ 1, . . . ,m. Define µρ to be the distribution of η.
(iii) For general ρ “ pρ1, . . . , ρnq P p0,8qn, choose a permutation π such that πρ “ pρπp1q, . . . , ρπpnqq
satisfies ρπp1q ď ρπp2q ď ¨ ¨ ¨ ď ρπpnq. Let π act on weight configurations η “ pη1, . . . , ηnq by
πη “ pηπp1q, . . . , ηπpnqq. Define µρ “ µπρ ˝ π´1, or more explicitly
Eµ
ρrf s “ Eµπρrfpπηqs “ Eµπρ˝π´1rf s
for bounded Borel functions f on pRZě0qn, where the measure µπρ is the one defined in step (ii).
If there is more than one ordering permutation in step (iii), there are identical sequences whose
ordering among themselves is immaterial. If ρ P p1,8qn then µρ is supported on the space An of
(5.1). The next existence and uniqueness theorem is proved in Section 5.4.
Theorem 5.3. Assume (5.2).
(i) Invariance. Let ρ “ pρ1, ρ2, . . . , ρnq P p1,8qn. Then the probability measure µρ of Definition
5.2 is invariant for the Markov chain pηptqqtPZě0 defined by (5.4).
(ii) Uniqueness. Let rµ be a translation-ergodic probability measure on An under which coordinates
ηik have finite means ρi “ Erµrηiks ą 1. If rµ is invariant for the process ηptq, then rµ “ µρ for
ρ “ pρ1, . . . , ρnq P p1,8qn.
5.3. Stationary multi-class LPP on the upper half-plane. We reformulate the coupled process
as a multiclass CGM on the upper half-plane. Fix the number n of classes. Assume given i.i.d. Exp(1)
random weights tωxuxPZˆZą0 , and an initial configuration ηp0q “ pη1p0q, . . . , ηnp0qq P An independent
of ω. Define a vector of LPP processes Gx “ pG1x, . . . , Gnxq for x P Z ˆ Zě0 as follows. First choose
initial functions tGipk,0qukPZ with the property ηikp0q “ Gipk,0q ´ Gipk´1,0q. Then for pk, tq P Z ˆ Zą0
define
(5.5) Gipk,tq “ sup
j: jďk
tGipj,0q `Gpj,1q,pk,tqu,
where Gx,y is the usual LPP process of (2.1) with weights Yxpωq “ ωx. Then lastly define the process
ηptq “ pη1ptq, . . . , ηnptqq for t P Zą0 as the increments:
(5.6) ηikptq “ Gipk,tq ´Gipk´1,tq for i P rns and k P Z.
Theorem 5.4. Let ρ “ pρ1, ρ2, . . . , ρnq P p1,8qn. Then µρ of Definition 5.2 is an invariant measure
of the increment process ηp¨q defined above by (5.6) in the multiclass exponential corner growth model.
Measure µρ is the unique invariant measure for ηp¨q among translation-ergodic probability measures
on An with means given by ρ.
This follows from Theorem 5.3 simply by noting that (5.6) can be reformulated inductively as
(5.7) ηptq “ `Dpη1pt´ 1q, ωtq,Dpη2pt´ 1q, ωtq, . . . ,Dpηnpt´ 1q, ωtq˘, t P Zą0,
where ωt “ tωpk,tqukPZ is the sequence of weights on level t.
5.4. Invariant distribution for the coupled process. This section proves Theorem 5.3. We
separate the invariance of µρ and the uniqueness in Theorems 5.5 and 5.6 below. Their combination
establishes Theorem 5.3. The proof of the next theorem shows how the invariance of µρ for ηptq
follows from the invariance of νρ for Iptq and the fact that the mappingDpnq intertwines the evolutions
of Iptq and ηptq.
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Theorem 5.5. Let ρ “ pρ1, ρ2, . . . , ρnq P p1,8qn. Then µρ of Definition 5.2 is an invariant distri-
bution for the pRZě0qn-valued Markov chain ηptq defined by (5.4).
Proof. The general claim follows from the case 1 ă ρ1 ă ρ2 ă ¨ ¨ ¨ ă ρn because permuting the tηiu
or setting ηi “ ηj produces the exact same change in the image of the mapping in (5.4).
So assume 1 ă ρ1 ă ρ2 ă ¨ ¨ ¨ ă ρn. Given a driving sequence ω, denote by Sω and T ω the mappings
on the state spaces that encode a single temporal evolution step of the processes Ip¨q and ηp¨q. In
other words, the mapping from time t to t` 1 defined by (5.3) for the multiline process is encoded
as Ipt` 1q “ SωpIptqq. For the coupled process the step in (5.4) is encoded as ηpt ` 1q “ T ωpηptqq.
Let D “ Dpnq denote the mapping (3.3) that constructs the coupled configuration from the multiline
configuration. Let Dk, S
ω
k and T
ω
k denote the kth R
Z
ě0-valued coordinates of the images of these
mappings.
Let I „ νρ be a multiline configuration with product exponential distribution νρ. We need to
show that if η has the distribution µρ of DpIq, then so does T ωpηq when ω is an independent sequence
of i.i.d. Exp(1) weights. For the argument we can assume that η “ DpIq. As before let ω1 “ ω and
iteratively ωj “ RpIj´1, ωj´1q for j “ 2, 3, . . . , n. The fourth equality below is (4.20). The other
equalities are consequences of definitions.
T ωk pηq “ Dpηk, ωq “ D
`
DpkqpIk, . . . , I1q, ω1˘ “ Dpk`1qpIk, . . . , I1, ω1q
(4.20)“ Dpkq`DpIk, ωkq,DpIk´1, ωk´1q, . . . ,DpI1, ω1q˘
“ Dpkq`Sωk pIq,Sωk´1pIq, . . . ,Sω1 pIq˘ “ DkpSωpIqq.
Since the above works for all coordinates k P rns, we have T ωpηq “ DpSωpIqq. Since η “ DpIq, we
have verified the intertwining
(5.8) T ωpDpIqq “ DpSωpIqq.
By Theorem 5.1, SωpIq d“ I „ νρ. Consequently T ωpηq d“ DpIq „ µρ. 
Theorem 5.6. Assume (5.2). Let rµ be a translation-ergodic probability measure on Xn under which
each coordinate ηik has a finite mean. If rµ is invariant for the coupled process ηptq, then rµ “ µρ for
the mean vector ρ of rµ.
We prove Theorem 5.6 following Chang [14], by showing that the evolution contracts the ρ distance
between stationary and ergodic sequences. Let η “ pηkqkPZ and ξ “ pξkqkPZ be stationary processes
taking values in Rně0. Their ρ distance is defined by
(5.9) ρpη, ξq “ inf
pX,Y qPM
Er |X0 ´ Y0|1s,
where M is the set of jointly defined stationary sequences pX,Y q “ pXk, YkqkPZ such that X d“ η
and Y
d“ ξ, E is the expectation on the probability space on which the coupling pX,Y q is defined,
and | ¨ |1 is the ℓ1 distance on Rně0.
From [32, Theorem 9.2] we know that (i) ρ induces a metric on the space of translation-invariant
distributions and (ii) if η and ξ are both ergodic, there exists a jointly stationary and ergodic pair
pX,Y q at which the infimum in (5.9) is attained.
The following is a straight-forward generalization of Theorem 2.4 of [14] to Rně0-valued stationary
and ergodic sequences η “ pη1, . . . , ηnq and ξ “ pξ1, . . . , ξnq where ηi “ pηikqkPZ and ξi “ pξikqkPZ are
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random elements of RZě0. Letrη “ prη1, . . . , rηnq “ `Dpη1, ωq, . . . ,Dpηn, ωq˘
and similarly rξ “ prξ1, . . . , rξnq denote the outcome of applying the queueing map Dp¨, ωq to each
sequence-valued coordinate.
Proposition 5.7. Let ω satisfy (5.2). Let the Rně0-valued stationary and ergodic processes η and ξ
be independent of ω and have finite means that satisfy Erηiks “ Erξiks “ λi ą 1 for i P rns and k P Z.
Then
(5.10) ρprη, rξq ď ρpη, ξq.
If η and ξ have different distributions the inequality in (5.10) is strict.
Before the proof we complete the proof of Theorem 5.6. Let ρ “ Erµrη0s be the mean vector of rµ.
Let η „ µρ and ξ „ rµ. By the known invariance of µρ and the assumed invariance of rµ, rη d“ η andrξ d“ ξ. Hence ρprη, rξq “ ρpη, ξq. The last statement of Proposition 5.7 forces rµ “ µρ.
Proof of Proposition 5.7. Let pX,Y q “ ppX1, . . . ,Xnq, pY 1, . . . , Y nqq be an arbitrary R2ně0-valued
jointly stationary and ergodic process with marginals X
d“ η and Y d“ ξ, independent of the weights
ω, with pX,Y, ωq coupled together under a probability measure P with expectation E. As above,
write rXi “ p rXikqkPZ “ DpXi, ωq and rY i “ prY ik qkPZ “ DpY i, ωq for the action of the queueing operator
on the individual sequences Xi “ pXikqkPZ and Y i “ pY ik qkPZ. Inequality (5.10) follows from showing
(5.11) Er| rX0 ´ rY0|1s ď Er|X0 ´ Y0|1s.
Define the process Z by Zik “ Xik _ Y ik . Then
(5.12) |X0 ´ Y0|1 “
nÿ
i“1
|Xi0 ´ Y i0 | “
nÿ
i“1
p2Zi0 ´Xi0 ´ Y i0 q.
Let rZi “ DpZi, ωq. Then rZi ě rXi _ rY i by monotonicity (2.28). Hence
(5.13) | rX0 ´ rY0|1 “ nÿ
i“1
| rXi0 ´ rY i0 | “ nÿ
i“1
`
2p rXi0 _ rY i0 q ´ rXi0 ´ rY i0 ˘ ď nÿ
i“1
`
2 rZi0 ´ rXi0 ´ rY i0 ˘.
The triple pX,Y, ωq is jointly stationary and ergodic because ω is an i.i.d. process independent of
the ergodic process pX,Y q. Consequently, as translation-respecting mappings of ergodic processes,
both pX,Y,Z, ωq and p rX, rY , rZq are jointly stationary and ergodic. The queueing stability condition
EpXi0q ą Epω0q implies Ep rXi0q “ EpXi0q, and by the same token EprY i0 q “ EpY i0 q and Ep rZi0q “ EpZi0q.
This goes back to Loynes [40] and follows also from Lemma A.3 in Appendix A. Taking expectations
on both sides of (5.12) and (5.13) gives (5.11).
For the strict inequality assume that η and ζ are not equal in distribution and let pX,Y q be a
jointly ergodic pair that gives the minimum in (5.9). To deduce the strict inequality
(5.14)
nÿ
i“1
Er rXi0 _ rY i0 s ă nÿ
i“1
Ep rZi0q.
we can tap directly into the proof of part (ii) of Theorem 2.4 in [14], once we show that Xi and Y i
must cross for some i P rns. Xi and Y i cross if with probability one there exist k, ℓ P Z such that
Xik ą Y ik and Xiℓ ă Y iℓ .
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Suppose Xi and Y i do not cross. Then PptXi ě Y iu Y tXi ď Y iuq “ 1. We show that this
implies Xi “ Y i a.s. This gives us the contradiction needed, since Xi “ Y i for all i P rns implies
that η
d“ ξ.
To show Xi “ Y i a.s., write tXi “ Y iuc “ A` YA´ a.s. for
A` “ tXi ě Y i and Xik ą Y ik for some k P Zu
and A´ “ tXi ď Y i and Xik ă Y ik for some k P Zu.
A` is a shift-invariant event. By the joint ergodicity of pX,Y q and EpXi0 ´ Y i0 q “ 0,
0 “ 1A` ¨ lim
nÑ8
1
2n` 1
ÿ
´nďkďn
pXik ´ Y ik q
“ lim
nÑ8
1
2n` 1
ÿ
´nďkďn
pXik ´ Y ik q ¨ 1θ´kA` “ ErpXi0 ´ Y i0 q ¨ 1A`s a.s.
Thus Xi0 “ Y i0 a.s. on A`. By the shift-invariance of A`, Xik “ Y ik a.s. on A` for all k P Z. But
then it must be that PpA`q “ 0. Similarly PpA´q “ 0.
To summarize, we have shown that some Xi and Y i must cross. Following the proof on p. 1131-
1132 of [14] gives the strict inequality (5.14). The connection between the notation of [14] and ours
is Sk “ ωk, pT 11,k´1, T 12,k´1q “ pXik, rXikq and pT 21,k´1, T 22,k´1q “ pY ik , rY ik q. 
6. Proofs of the results for Busemann functions
We prove the theorems of Section 3 in the order in which they were stated.
6.1. Continuity of µρ and distribution of the Busemann process.
Proof of the continuity claim of Theorem 3.1. Fix ρ “ pρ1, . . . , ρnq such that 0 ă ρ1 ă . . . ă ρn. Let
tρhuhPZą0 be a sequence of parameter vectors such that ρh “ pρh1 , . . . , ρhnq Ñ pρ1, . . . , ρnq as hÑ8.
We construct variables ηh „ µρh and η „ µρ such that ηh Ñ η coordinatewise almost surely.
Let I “ pI1, . . . , Inq „ νρ and define Ih,ik “ pρhi {ρiqIik. Then Ih “ pIh,1, . . . , Ih,nq „ νρ
h
and we
have the pointwise limits Ih,ik Ñ Iik for all i P rns and k P Z as hÑ 8. Furthermore, the assumption
in (A.2) holds:
(6.1) lim
mÑ´8
hÑ8
∣
∣
∣
∣
1
|m|
0ÿ
j“m
I
h,i
j ´ ρi
∣
∣
∣
∣
“ 0 almost surely @i P rns.
Let ηh “ DpnqpIhq and η “ DpnqpIq. Apply Lemma A.2 repeatedly to show that ηh Ñ η coordi-
natewise almost surely:
(1) ηh,1 “ Ih,1 Ñ I1 “ η1 needs no proof.
(2) Lemma A.2 gives the limit ηh,2 “ DpIh,2, Ih,1q Ñ DpI2, I1q “ η2 and that DpIh,2, Ih,1q satisfies
the hypotheses of the lemma.
(3) For ηh,3 “ Dp3qpIh,3, Ih,2, Ih,1q “ DpDpIh,3, Ih,2q, Ih,1q, by case (2), DpIh,3, Ih,2q satisfies the
hypotheses of Lemma A.2. Then Lemma A.2 gives DpDpIh,3, Ih,2q, Ih,1q Ñ DpDpI3, I2q, I1q and
that Dp3qpIh,3, Ih,2, Ih,1q satisfies the hypotheses of Lemma A.2.
(4) Proceed by induction. From the case of i ´ 1 sequences, Dpi´1qpIh,i, Ih,i´1, . . . , Ih,2q satisfies
the hypotheses of Lemma A.2. Apply the Lemma to conclude that the mapping for i sequences
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obeys the limit
ηh,i “ DpiqpIh,i, . . . , Ih,2, Ih,1q “ DpDpi´1qpIh,i, Ih,i´1, . . . , Ih,2q, Ih,1q Ñ ηi
and also satisfies the assumptions of Lemma A.2. This is then passed on to be used for the case of
i` 1 sequences.
This completes the proof of ηh Ñ η. 
Proof of Theorem 3.2. Introduce an pn ` 1qst parameter value ρ0 P p1, ρ1q. By Lemma 2.3, the
R
n`1
ě0 -valued Z-indexed process
(6.2) B
ρ0,...,ρn,e1
t “ tpBρ0pk´1,tq,pk,tq, Bρ1pk´1,tq,pk,tq, . . . , Bρnpk´1,tq,pk,tqqukPZ
is stationary and ergodic under translation of the k-index and furthermore B
ρ0,...,ρn,e1
t has the same
distribution as the sequence B
ρ0,...,ρn,e1
t´1 on the previous level t ´ 1. Lemma 3.3 gives Bρ0,...,ρn,e1t “
DpBρ0,...,ρn,e1t´1 , Y tq. By the uniqueness given in Theorem 5.3, the distribution of Bρ0,...,ρn,e1t must be
the invariant distribution µpρ0,...,ρnq.
Let ρ0 Œ 1. By Lemma 2.2, almost surely,
lim
ρ0Œ1
B
ρ0,ρ1,...,ρn,e1
t “
 `
Ypk,tq, B
ρ1
pk´1,tq,pk,tq, . . . , B
ρn
pk´1,tq,pk,tq
˘(
kPZ
,
while Theorem 3.1 gives the weak convergence µpρ0,ρ1,...,ρnq Ñ µp1,ρ1,...,ρnq as ρ0 Œ 1. 
The proof of Lemma 3.3 below relies on the iterative equations (2.24). Since these equations
can have solutions other than the one coming from the queuing mapping, additional conditions are
needed as specified in Lemma A.4 in Appendix A.
Proof of Lemma 3.3. We show that there is an event Ω0 of full probability on which the assumptions
of Lemma A.4 hold for the sequences prI, J, I, ωq “ pBρ,e1t , Bρ,e2t , Bρ,e1t´1 , Y tq for all ρ P p1,8q and t P Z.
Assumption (A.14) requires
lim
mÑ´8
0ÿ
k“m
pYpk,tq ´Bρpk,t´1q,pk`1,t´1qq “ ´8 @t P Z.
This holds almost surely simultaneously for all ρ in a dense countable subset of p1,8q. By the
monotonicity (2.6) this extends to all ρ P p1,8q on a single event of full probability.
Utilizing the recovery property (2.8) and additivity (2.7),
Ypk,tq `
`
B
ρ
pk´1,t´1q,pk,t´1q ´Bρpk´1,t´1q,pk´1,tq
˘`
“ Bρpk´1,tq,pk,tq ^Bρpk,t´1q,pk,tq `
`
B
ρ
pk´1,tq,pk,tq ´Bρpk,t´1q,pk,tq
˘`
“ Bρpk´1,tq,pk,tq
and
Ypk,tq `
`
B
ρ
pk´1,t´1q,pk´1,tq ´Bρpk´1,t´1q,pk,t´1q
˘`
“ Bρpk´1,tq,pk,tq ^Bρpk,t´1q,pk,tq `
`
B
ρ
pk,t´1q,pk,tq ´Bρpk´1,tq,pk,tq
˘`
“ Bρpk,t´1q,pk,tq.
These equations are valid for all ρ and all pk, tq on a single event of full probability because this is
true of properties (2.8) and (2.7). Assumption (A.15) has been verified.
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η1,1
η2,1 η2,2
η3,1 η3,2 η3,3
...
...
...
. . .
ηn,1 ηn,2 ηn,3 ¨ ¨ ¨ ηn,n
ξ1,1
ξ2,1 ξ2,2
ξ3,1 ξ3,2 ξ3,3
...
...
...
. . .
ξn,1 ξn,2 ξn,3 ¨ ¨ ¨ ξn,n
Figure 4. Arrays tηi,j : 1 ď j ď i ď nu and tξi,j : 1 ď j ď i ď nu.
Lemma A.5 implies that with probability one, for all ρ in a dense countable subset of p1,8q,
Ypk,tq “ Bρpk,t´1q,pk,tq for infinitely many k ă 0. Monotonicity (2.6) and recovery (2.8) extend this
property to all ρ P p1,8q on the same event. 
6.2. Triangular arrays and independent increments. To extract further properties of the dis-
tribution µρ, we develop an alternative representation for η “ DpnqpIq of (3.3). Assume given
I “ pI1, . . . , Inq P Yn. Define arrays tηi,j : 1 ď j ď i ď nu and tξi,j : 1 ď j ď i ď nu of elements of
R
Z
ě0 as follows. The ξ variables are passed from one i level to the next.
(i) For i “ 1 set η1,1 “ I1 “ ξ1,1.
(ii) For i “ 2, 3, . . . , n,
(6.3)
ηi,1 “ Ii$&%η
i,j “ Dpηi,j´1, ξi´1,j´1q
ξi,j´1 “ Rpηi,j´1, ξi´1,j´1q
for j “ 2, 3, . . . , i
ξi,i “ ηi,i.
Step i takes inputs from two sources: from the outside it takes Ii, and from step i´ 1 it takes
the configuration ξi´1, ‚ “ pξi´1,1, ξi´1,2, . . . , ξi´1,i´2, ξi´1,i´1 “ ηi´1,i´1q.
Lemma A.3 ensures that the arrays are well-defined for I P Yn. The inputs I1, . . . , In enter the
algorithm one by one in order. If the process is stopped after the step i “ m is completed for some
m ă n, it produces the arrays for pI1, . . . , Imq P Ym.
The arrays are illustrated in Figure 4. The following properties of the arrays come from Lemmas
6.1 and 6.2 and their proofs.
(i) The input of theDpnq-mapping lies on the left edge of the η-array: pη1,1, . . . , ηn,1q “ pI1, . . . , Inq.
The output of the Dpnq-mapping lies on the right-hand diagonal edges of both arrays:
pη1,1, η2,2, . . . , ηn,nq “ pξ1,1, ξ2,2, . . . , ξn,nq “ DpnqpI1, . . . , Inq „ µpρ1, ρ2,..., ρnq.
(ii) The jth column pηj,j, ηj`1,j , . . . , ηn,jq of the η-array has the product distribution νpρj , ρj`1,..., ρnq.
It is obtained from the pj´1qst column pηj,j´1, ηj`1,j´1, . . . , ηn,j´1q by the mapping (5.3) with
ηj´1,j´1 “ ξj´1,j´1 as the external driving weights.
(iii) Row pξi,1, ξi,2, . . . , ξi,iq of the ξ-array has the product distribution νpρ1, ρ2,..., ρiq.
Lemma 6.1. Let I “ pI1, . . . , Inq P Yn. Let prη1, . . . , rηnq “ DpnqpI1, . . . , Inq be given by the mapping
(3.3). Let tηi,ju be the array defined above. Then rηi “ ηi,i for i “ 1, . . . , n.
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Proof. It suffices to prove rηn “ ηn,n because the same proof applies to all i. The construction of
the array can be reimagined as follows. Start with pη1,1, η2,1, . . . , ηn,1q “ pI1, I2, . . . , Inq. Then for
ℓ “ 2, 3, . . . , n´ 1 iterate the following step that maps the pn´ ℓ` 2q-vector
pηn,ℓ´1, ηn´1,ℓ´1, . . . , ηℓ,ℓ´1, ηℓ´1,ℓ´1q
to the pn´ ℓ` 1q-vector
pηn,ℓ, ηn´1,ℓ, . . . , ηℓ`1,ℓ, ηℓ,ℓq
“ `Dpηn,ℓ´1, ξn´1,ℓ´1q,Dpηn´1,ℓ´1, ξn´2,ℓ´1q, . . . ,Dpηℓ`1,ℓ´1, ξℓ,ℓ´1q,Dpηℓ,ℓ´1, ηℓ´1,ℓ´1q˘.
The ξ-variables above satisfy
ξℓ,ℓ´1 “ Rpηℓ,ℓ´1, ξℓ´1,ℓ´1q “ Rpηℓ,ℓ´1, ηℓ´1,ℓ´1q
ξℓ`1,ℓ´1 “ Rpηℓ`1,ℓ´1, ξℓ,ℓ´1q
...
ξn´1,ℓ´1 “ Rpηn´1,ℓ´1, ξn´2,ℓ´1q.
Thus (4.20) implies that
(6.4)
Dpn´ℓ`2q
`
ηn,ℓ´1, ηn´1,ℓ´1, . . . , ηℓ,ℓ´1, ηℓ´1,ℓ´1
˘
“ Dpn´ℓ`1q`ηn,ℓ, ηn´1,ℓ, . . . , ηℓ`1,ℓ, ηℓ,ℓ˘.
In the derivation below, use the first line of (6.3) to replace each Ii with ηi,1. Then iterate (6.4)
from ℓ “ 2 to ℓ “ n´ 1 to obtainrηn “ DpnqpIn, In´1, . . . , I3, I2, I1q
“ Dpnq`ηn,1, ηn´1,1, . . . , η3,1, η2,1, η1,1˘
“ Dpn´1q`ηn,2, ηn´1,2, . . . , η3,2, η2,2˘
“ ¨ ¨ ¨ “ Dp3qpηn,n´2, ηn´1,n´2, ηn´2,n´2q “ Dpηn,n´1, ηn´1,n´1q “ ηn,n. 
The next two lemmas describe the distributions of the arrays.
Lemma 6.2. Fix 0 ă ρ1 ă ¨ ¨ ¨ ă ρn and let the multiline configuration I “ pI1, . . . , Inq have
distribution νpρ1,...,ρnq. Let tηi,ju1ďjďiďn and tξi,ju1ďjďiďn be the arrays defined above. Then for each
1 ď i, j ď n, configuration pηj,j, ηj`1,j, . . . , ηn,jq has distribution νpρj , ρj`1,..., ρnq and configuration
pξi,1, ξi,2, . . . , ξi,iq has distribution νpρ1, ρ2,..., ρiq. In particular, each ηi,j has distribution νρi and each
ξi,j has distribution νρj .
Proof. First we prove the claim for pηj,j , ηj`1,j, . . . , ηn,jq. Recall that by definition ξj,j “ ηj,j.
For j “ 1, the definitions give pξ1,1 “ η1,1, η2,1, . . . , ηn,1q “ pI1, I2, . . . , Inq „ νpρ1, ρ2,..., ρnq.
Let j P J2, nK. Assume inductively that`
ξj´1,j´1 “ ηj´1,j´1, ηj,j´1, . . . , ηn,j´1˘ „ νpρj´1, ρj ,..., ρnq.
The mapping from pηj,j´1, . . . , ηn,j´1q to pηj,j, . . . , ηn,jq is the mapping (5.3) of the multiline process,
with ξj´1,j´1 as the external driving weights ω. Namely, this mapping is carried out by iterating#
ηj`k,j “ Dpηj`k,j´1, ξj`k´1,j´1q
ξj`k,j´1 “ Rpηj`k,j´1, ξj`k´1,j´1q for k “ 0, 1, . . . , n´ j.
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Then pηj,j, ηj`1,j , . . . , ηn,jq „ νpρj , ρj`1,..., ρnq follows from the invariance in Theorem 5.1.
Next the proof for pξi,1, ξi,2, . . . , ξi,iq. The claim is immediate for i “ 1 because there is just one se-
quence η1,1 “ I1 “ ξ1,1 „ νρ1 . Let i P J2, nK and assume inductively that pξi´1,1, ξi´1,2, . . . , ξi´1,i´1q „
νpρ1, ρ2,..., ρi´1q. By construction, ηi,1 “ Ii „ νρi is independent of ξi´1,‚, and hence
pηi,1, ξi´1,1, ξi´1,2, . . . , ξi´1,i´1q „ νpρi, ρ1, ρ2,..., ρi´1q.
Now we transform the sequence above by repeated application of the mapping pηi,ℓ, ξi´1,ℓq ÞÑ
pξi,ℓ, ηi,ℓ`1q defined by (6.3):#
ηi,ℓ`1 “ Dpηi,ℓ, ξi´1,ℓq
ξi,ℓ “ Rpηi,ℓ, ξi´1,ℓq for ℓ “ 1, . . . , i´ 1.
The pair to be transformed next slides successively to the right. The succession of sequences produced
by this process is displayed below, beginning with the first one from above. The pair to which the
mapping is applied next is enclosed in the box. The distribution follows from Lemma B.2.`
ηi,1, ξi´1,1 , ξi´1,2, ξi´1,3, . . . , ξi´1,i´1
˘ „ νpρi, ρ1, ρ2, ρ3,..., ρi´1q`
ξi,1, ηi,2, ξi´1,2 , ξi´1,3, . . . , ξi´1,i´1
˘ „ νpρ1, ρi, ρ2, ρ3,..., ρi´1q
. . .`
ξi,1, . . . , ξi,ℓ´1, ηi,ℓ, ξi´1,ℓ , ξi´1,ℓ`1, . . . , ξi´1,i´1
˘ „ νpρ1,...,ρℓ´1, ρi, ρℓ, ρℓ`1..., ρi´1q
. . .`
ξi,1, . . . , ξi,i´1, ηi,i
˘ „ νpρ1,..., ρi´1, ρiq.
To complete the induction from i´ 1 to i, set ξi,i “ ηi,i. 
Remark 6.3 (Notation). To keep track of the inputs when processes are constructed by queueing
mappings (2.22), superscripts indicate the arrival and service processes used in the construction.
This works as follows when the arrival process is I and the service process is ω.
‚ GI denotes a function that satisfies Ik “ GIk ´GIk´1.
‚ rGI, ω is the process defined by (2.18) whose increments are the output rII, ωk “ rGI, ωk ´ rGI, ωk´1,
and so rII, ω “ DpI, ωq.
‚ JI, ω “ SpI, ωq is the process defined by (2.20) as JI, ωk “ rGI, ωk ´GIk.
‚ rωI, ω “ RpI, ωq. △
Lemma 6.4. Fix 0 ă ρ1 ă ¨ ¨ ¨ ă ρn and let the multiline configuration I “ pI1, . . . , Inq have distri-
bution νpρ1,...,ρnq. Let η “ pη1, . . . , ηnq “ DpnqpIq and let tηi,ju and tξi,ju be the arrays constructed
above. Then for each m P J2, nK and k P Z, the following random variables are independent:
tξm,1i uiďk, tξm,2i uiďk, . . . , tξm,m´1i uiďk, tηmi uiďk´1, ηmk ´ ηm´1k , ηm´1k ´ ηm´2k , . . . , η2k ´ η1k, η1k.
Proof. Index k is fixed throughout the proof. We begin with the case m “ 2.
By the definitions, η1 “ I1,
ξ2,1 “ Rpη2,1, ξ1,1q “ RpI2, I1q “ rωI2,I1 and η2 “ DpI2, I1q “ rII2,I1 .
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Hence ξ2,1i “ I2i ^ JI
2,I1
i´1 and η
2
k ´ η1k “ pI2k ´ JI
2,I1
k´1 q`. By Lemma B.2(a), trII2,I1i uiďk´1, JI2,I1k´1 ,
trωI2,I1i uiďk´1, I2k , I1k are independent. To be precise, Lemma B.2(a) gives the independence of
trωI2,I1i uiďk´1, trII2,I1i uiďk´1, and JI2,I1k´1 . These are functions of tI2i , I1i uiďk´1, and thereby indepen-
dent of I2k , I
1
k . Properties of independent exponentials (Lemma B.1(i)) imply that
(6.5) ξ2,1k “ I2k ^ JI
2,I1
k´1 and η
2
k ´ η1k “
`
I2k ´ JI
2,I1
k´1
˘`
are mutually independent.
Altogether we have that tξ2,1i uiďk, tη2i uiďk´1, η2k ´ η1k, η1k are independent.
Let m ě 3 and make an induction assumption:
(6.6)
tξm´1,1i uiďk, . . . , tξm´1,m´2i uiďk, tηm´1i uiďk´1,
ηm´1k ´ ηm´2k , . . . , η2k ´ η1k, η1k are independent.
The previous paragraph verified this assumption for m “ 3.
Since ηm,1 “ Im is independent of all the variables in (6.6), apply Lemma B.2(a) to the pair
ξm,1 “ Rpηm,1, ξm´1,1q, ηm,2 “ Dpηm,1, ξm´1,1q to conclude the independence of
(6.7)
tξm,1i uiďk, tηm,2i uiďk, tξm´1,2i uiďk, . . . , tξm´1,m´2i uiďk,
tηm´1i uiďk´1, ηm´1k ´ ηm´2k , . . . , η2k ´ η1k, η1k.
This starts an induction on j “ 2, 3, . . . ,m´ 1, whose induction assumption is the independence of
(6.8)
tξm,1i uiďk, . . . , tξm,j´1i uiďk, tηm,ji uiďk, tξm´1,ji uiďk, . . . , tξm´1,m´2i uiďk,
tηm´1i uiďk´1, ηm´1k ´ ηm´2k , . . . , η2k ´ η1k, η1k.
The induction step is the application of Lemma B.2(a) to the pair ξm,j “ Rpηm,j , ξm´1,jq, ηm,j`1 “
Dpηm,j , ξm´1,jq to conclude the independence of
(6.9)
tξm,1i uiďk, . . . , tξm,j´1i uiďk, tξm,ji uiďk, tηm,j`1i uiďk, tξm´1,j`1i uiďk,
. . . , tξm´1,m´1i uiďk, tηm´1i uiďk´1, ηm´1k ´ ηm´2k , . . . , η2k ´ η1k, η1k.
Thus the induction assumption (6.8) for j has been advanced to j ` 1 in (6.9).
At the end of the j-induction we have the independence of
(6.10)
tξm,1i uiďk, . . . , tξm,m´2i uiďk, tηm,m´1i uiďk,
tηm´1i uiďk´1, ηm´1k ´ ηm´2k , . . . , η2k ´ η1k, η1k.
Split tηm,m´1i uiďk into the independent pieces tηm,m´1i uiďk´1 and ηm,m´1k . Combine the former
with tηm´1i uiďk´1, Lemma B.2(a), and the transformations ξm,m´1 “ Rpηm,m´1, ηm´1q, ηm “
Dpηm,m´1, ηm´1q to form the independent variables tξm,m´1i uiďk´1, tηmi uiďk´1, Jη
m,m´1,ηm´1
k´1 . Trans-
form the independent pair pηm,m´1k , Jη
m,m´1,ηm´1
k´1 q into the independent pair of ξm,m´1k “ ηm,m´1k ^
J
ηm,m´1,ηm´1
k´1 and η
m
k ´ηm´1k “ pηm,m´1k ´Jη
m,m´1,ηm´1
k´1 q`. Attach ξm,m´1k to the sequence tξm,m´1i uiďk´1.
After these steps, we have the independence of
(6.11)
tξm,1i uiďk, . . . , tξm,m´2i uiďk, tξm,m´1i uiďk,
tηmi uiďk´1, ηmk ´ ηm´1k , ηm´1k ´ ηm´2k , . . . , η2k ´ η1k, η1k.
Thus the induction assumption (6.6) has been advanced from m´ 1 to m. 
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Proof of Theorem 3.4. Fix 1 ă ρ1 ă ¨ ¨ ¨ ă ρn and let the multiline configuration I “ pI0, . . . , Inq
have distribution νp1,ρ1,...,ρnq. Let η “ pη0, . . . , ηnq “ Dpn`1qpIq. By Theorem 3.2 proved above,
pY t, Bρ1,e1t , . . . , Bρn,e1t q d“ η „ µp1,ρ1,...,ρnq. Lemma 6.4 gives the independence of the components of
the vector
pη1k, η2k ´ η1k, . . . , ηnk ´ ηn´1k q
d“ `Yx, Bρ1x´e1,x ´ Yx, Bρ2x´e1,x ´Bρ1x´e1,x , . . . , Bρnx´e1,x ´Bρn´1x´e1,x˘.
(Above k P Z and x P Z2 are arbitrary.)
The distribution of an increment ηmk ´ ηm´1k can be computed from the 2-component mapping
pηm´1, ηmq “ Dp2qpIm´1, Imq “ pIm´1,DpIm, Im´1qq where pIm´1, Imq „ νρm´1,ρm . The first equa-
tion of (2.24) gives
ηmk ´ ηm´1k “ ηmk ´ Im´1k “ pImk ´ JI
m,Im´1
k´1 q`.
The right-hand side has the distribution in (3.7) with pλ, ρq “ pρm´1, ρmq because, by the structure
of the queueing mapping, Imk and J
Im,Im´1
k´1 are independent exponentials with parameters ρ
´1
m and
ρ´1m´1 ´ ρ´1m .
A computation of the Laplace transform of the increment Xpρq ´Xpλq of the process defined by
(3.6) gives, for ρ ą λ ě 1 and α ą 0,
Ere´αpXpρq´Xpλqqs “ 1` λα
1` ρα .
This is the Laplace transform of the distribution in (3.7). Thus ηmk ´ηm´1k has the same distribution
as Xpρmq ´Xpρm´1q.
To summarize, the nondecreasing cadlag processes B‚x´e1,x and Xp‚q have identically distributed
initial values (both B1x´e1,x “ Yx and Xp1q are Expp1q-distributed) and identically distributed
independent increments. Hence the processes are equal in distribution. 
6.3. Bivariate Busemann process on a line. The remainder of this section proves statements
for the sequence tpBλpk´1,tq,pk,tq, Bρpk´1,tq,pk,tqqukPZ that has distribution µpλ,ρq. We use this notation.
(6.12)
Let ρ ą λ ą 0, pI1, I2q „ νpλ,ρq and pη1, η2q “ Dp2qpI1, I2q “ pI1,DpI2, I1qq.
Then pη1, η2q „ µpλ,ρq. Let J “ JI2,I1 “ SpI2, I1q.
Proof of Theorem 3.5. The next auxiliary lemma identifies a reversible Markov chain.
Lemma 6.5. Let Xi “ Ji´1´I2i . Then tXiuiPZ and tX`i uiPZ are stationary reversible Markov chains.
tX´i uiPZ is not a Markov chain.
Proof. From the second equation of (2.24),
Xi`1 “ Ji ´ I2i`1 “ I1i ` pJi´1 ´ I2i q` ´ I2i`1 “ X`i ` I1i ´ I2i`1.
Since Ji´1 is a function of pI1k , I2kqkďi´1, Xi is independent of pI1i , I2i`1q. Schematically, we can
express the transition probability as Xi`1 “ X`i ` Exppλ´1q ´ Exppρ´1q, where the three terms on
the right-hand side are independent.
Similarly, using conservation (2.25) and the dual equations (4.3),
Xi “ Ji´1 ´ I2i “ Ji ´ η2i “ rωi`1 ` pJi`1 ´ η2i`1q` ´ η2i “ X`i`1 ` rωi`1 ´ η2i .
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Ji and η
2
i are independent by Lemma B.2(a), and hence the triple pJi, η2i , I2i`1q is independent.
Consequently so is the triple pXi`1, rωi`1, η2i q “ pJi ´ I2i`1, Ji ^ I2i`1, η2i q and we can express the
equation above as Xi “ X`i`1`Exppλ´1q´Exppρ´1q where again the three terms on the right-hand
side are independent. The transitions from Xi to Xi`1 and back are the same.
From the equations above we obtain equations that show X`i as a reversible Markov chain.
Writing temporarily Ui “ I1i´1 ´ I2i , we get these equations for X´i`1:
X´i`1 “ pX`i ` Ui`1q´ “
`pX`i´1 ` Uiq` ` Ui`1˘´.
Conditioned on Xi ě 0, Xi „ Exppλ´1 ´ ρ´1q. Thus
(6.13) P pX´i`1 “ 0 |X´i “ 0q “ P pX`i ` Ui`1 ě 0 |Xi ě 0q “ P
 
Exppλ´1 ´ ρ´1q ` Ui`1 ě 0
(
.
For the next calculation, note thatXi´1 ă 0 impliesXi “ X`i´1`Ui “ Ui and thenXi`1 “ U`i `Ui`1.
(6.14)
P pX´i`1 “ 0 |X´i “ 0,X´i´1 ą 0q “
P pX´i`1 “ 0,X´i “ 0,X´i´1 ą 0q
P pX´i “ 0,X´i´1 ą 0q
“ P pUi ` Ui`1 ě 0, Ui ě 0,Xi´1 ă 0q
P pUi ě 0,Xi´1 ă 0q “ P pUi ` Ui`1 ě 0 |Ui ě 0q
“ P Exppλ´1q ` Ui`1 ě 0(.
We used above the independence of Xi´1 from pUi, Ui`1q and then the conditional distribution Ui „
Exppλ´1q, given that Ui ě 0. The conditional distributions in (6.13) and (6.14) do not agree, and
consequently X´i is not a Markov chain. 
Since η2k ´ η1k “ η2k ´ I1k “ pI2k ´ Jk´1q` “ X´k , we conclude that η2k ´ η1k is not a Markov chain,
but it is a function of a reversible Markov chain. Part (a) of Theorem 3.5 has been proved.
Two more auxiliary lemmas.
Lemma 6.6. The process pη1k, η2kqkPZ is not a Markov chain.
Proof. The construction gives η2k`1 “ I1k`1` pI2k`1´ Jkq`. On the right, the variables I1k`1, I2k`1 are
independent and independent of Jk, pη1j , η2j qjďk. The conclusion of the lemma follows from showing
that conditioning on η1k “ η2k gives Jk an unbounded distribution, while conditioning on η1k´1 ă η2k´1
and η1k “ η2k implies Jk ď η1k´1 ` η1k. Thus conditioning on pη1k, η2kq does not completely decouple
η2k`1 from the earlier past.
From the three independent variables pJk´1, I1k , I2kq the queueing formulas define
(6.15) η1k “ I1k , η2k “ I1k ` pI2k ´ Jk´1q` and Jk “ I1k ` pJk´1 ´ I2kq`.
The condition η1k “ η2k is equivalent to Jk´1 ě I2k , and conditioning on this implies Jk´1 ´ I2k „
Exppλ´1 ´ ρ´1q. Thus Jk is unbounded.
For the second scenario consider the five independent variables pJk´2, I1k´1, I2k´1, I1k , I2kq and aug-
ment (6.15) with the equations of the prior step:
(6.16) η1k´1 “ I1k´1, η2k´1 “ I1k´1 ` pI2k´1 ´ Jk´2q` and Jk´1 “ I1k´1 ` pJk´2 ´ I2k´1q`.
Now η1k´1 ă η2k´1 implies Jk´1 “ I1k´1 and then η1k “ η2k implies Jk “ I1k `Jk´1´I2k “ I1k `I1k´1´I2k .
Hence Jk ď I1k ` I1k´1 “ η1k ` η1k´1. The lemma is proved.
With service process I1 “ η1, arrival process I2 and departure process η2, the queueing explanation
of the proof is that η1k “ η2k implies that customer k had to wait before entering service, and hence
delays from the past can influence the next interdeparture time η2k`1. 
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Lemma 6.7. The pair ppη1k, η2kq, pη1k`1, η2k`1qq and its transpose ppη1k`1, η2k`1q, pη1k, η2kqq are not equal
in distribution.
Proof. By the queueing construction, η1k`1 “ I1k`1 is independent of pη1k, η2kq because the latter pair
is a function of pI1i , I2i qiďk. To see that η1k “ I1k is not independent of pη1k`1, η2k`1q, write
η2k`1 ´ η1k`1 “ pI2k`1 ´ Jkq` “
`
I2k`1 ´ I1k ´ rJk´1 ´ I2k s`
˘`
where all four variables in the last expression are independent. 
Part (b) of Theorem 3.5 follows from the two lemmas above. 
Proof of Theorem 3.6 and Remark 3.7. Part (a) comes from translating the condition Bρpk´1qe1,ke1 “
Yke1 into a statement about the queueing mapping
rI “ DpI, ωq.
By (2.13),
Ptξx “ 0u “ PtBρx´e2,x ă Bρx´e1,xu “ 1´ ρ´1
from the independence and exponential distributions in Theorem 2.1(ii). From (3.7),
Ptξλ,ρx “ 0u “ PtBρx´e1,x ą Bλx´e1,xu “
ρ´ λ
ρ
.
To calculate Ptξλ,ρx “ nu for n ě 1 we put x on the x-axis and use the distribution pBλ,e10 , Bρ,e10 q d“
pη1, η2q „ µpλ,ρq given by Theorem 3.2, with the convention from (6.12). By setting λ “ 1 the same
calculation gives Ptξx “ nu because Y 0 “ B1,e10 .
(6.17)
Ptξλ,ρne1 “ nu “ P
 
B
ρ
´e1,0
ą Bλ´e1,0, Bρ0,e1 “ Bλ0,e1 , B
ρ
e1,2e1
“ Bλe1,2e1 ,
. . . , B
ρ
pn´1qe1,ne1
“ Bλpn´1qe1,ne1
(
“ P η20 ą I10 , η21 “ I11 , η22 “ I12 , . . . , η2n “ I1n(
“ P I20 ą J´1, I21 ď J0, I22 ď J1, . . . , I2n ď Jn´1(
The last equality used η2i “ I1i ` pI2i ´ Ji´1q` repeatedly: η2i ą I1i is equivalent to I2i ą Ji´1.
Next apply repeatedly the equation Ji “ I1i ` pJi´1 ´ I2i q` inside the last probability in (6.17).
I20 ą J´1 implies J0 “ I10 . Then I21 ď J0 implies J1 “ I11 `J0´I21 “ I11`I10´I21 . Assume inductively
that
(6.18) Ji “ I1i ` ¨ ¨ ¨ ` I10 ´ I21 ´ ¨ ¨ ¨ ´ I2i .
Then I2i`1 ď Ji implies
Ji`1 “ I1i`1 ` Ji ´ I2i`1 “ I1i`1 ` pI1i ` ¨ ¨ ¨ ` I10 ´ I21 ´ ¨ ¨ ¨ ´ I2i q ´ I2i`1
and the induction goes from i to i ` 1. Substitute (6.18) for J0, . . . , Jn´1 in the last probability in
(6.17). Use the independence of the variables J´1, tI1i , I2i uiě0. Let Sαm denote the sum of m i.i.d.
Exppαq random variables, with S and rS denoting independent sums.
(6.19)
Ptξλ,ρne1 “ nu “ P
 
I20 ą J´1, I21 ď I10 , I22 ` I21 ď I11 ` I10 ,
. . . , I2n ` ¨ ¨ ¨ ` I21 ď I1n´1 ` ¨ ¨ ¨ ` I10
(
“ P I20 ą J´1(P Sρ´1m ď rSλ´1m @m P rns(
“ ρ´ λ
ρ
n´1ÿ
k“0
Cpn´ 1, kq ρ
kλn
pλ ` ρqn`k .
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The last line comes from the independence of I20 and J´1, their distributions I
2
0 „ Exppρ´1q and
J´1 „ Exppλ´1 ´ ρ´1q, and Lemma B.3. 
Appendix A. Queues
We prove elementary lemmas about the queueing mappings. Unless otherwise stated, the weights
are real numbers without any probability distributions.
Lemma A.1. Fix 0 ď a ă b. Let I “ pIkqkPZ and ω “ pωjqjPZ in RZě0 satisfy
(A.1) lim
mÑ´8
1
|m|
0ÿ
i“m
Ii ě b and lim
mÑ´8
1
|m|
0ÿ
i“m
ωi “ a.
Then rI “ DpI, ωq is well-defined and satisfies limmÑ´8 |m|´1ř0i“m rIi ě b.
Proof. Assumption (2.17) is obviously satisfied. Without loss of generality assume G0 “ 0. Let
0 ă ε ă pb´ aq{3. Then for large enough n,
rG´n “ sup
k: kď´n
!
Gk `
´nÿ
i“k
ωi
)
“ sup
k: kď´n
!
´
0ÿ
i“k`1
Ii `
0ÿ
i“k
ωi
)
´
0ÿ
i“´n`1
ωi
ď sup
k: kď´n
 ´|k|pb´ εq ` |k|pa ` εq(´ npa´ εq “ np´b` 3εq.
Since
ř0
i“m`1
rIi “ rG0 ´ rGm this proves lim
mÑ´8
|m|´1
0ÿ
i“m
rIi ě b. 
Lemma A.2. Fix 0 ď a ă b. Assume given nonnegative real sequences I “ pIiqiPZ, ω “ pωiqiPZ,
Iphq “ pIphqi qiPZ and ωphq “ pωphqi qiPZ where h P Zą0 is an index. Assume the following. Iphqi Ñ Ii
and ω
phq
i Ñ ωi as hÑ8 for all i P Z, and furthermore
(A.2) lim
mÑ´8
hÑ8
∣
∣
∣
∣
1
|m|
0ÿ
i“m
I
phq
i ´ b
∣
∣
∣
∣
“ 0 and lim
mÑ´8
hÑ8
∣
∣
∣
∣
1
|m|
0ÿ
i“m
ω
phq
i ´ a
∣
∣
∣
∣
“ 0.
Then rI “ DpI, ωq and rω “ RpI, ωq are well-defined, as are rIphq “ DpIphq, ωphqq and rωphq “
RpIphq, ωphqq for large enough h. We have the limits
(A.3) lim
hÑ8
rIphqi “ rIi and lim
hÑ8
rωphqi “ rωi @i P Z
and
(A.4) lim
mÑ´8
hÑ8
∣
∣
∣
∣
1
|m|
0ÿ
i“m
rIphqi ´ b ∣∣∣∣ “ 0 and limmÑ´8
hÑ8
∣
∣
∣
∣
1
|m|
0ÿ
i“m
rωphqi ´ a ∣∣∣∣ “ 0.
Proof. Assumption (2.17) is satisfied to make rIphq “ DpIphq, ωphqq well-defined for large enough h.
We can assume G
phq
0 “ 0. Compute rIphq “ DpIphq, ωphqq as the increments of the function
(A.5) rGphqℓ “ sup
kďℓ
!
G
phq
k `
ℓÿ
i“k
ω
phq
i
)
.
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Let k0 be a maximizer in (2.18) for rGℓ. Then
(A.6) lim
hÑ8
rGphqℓ ě lim
hÑ8
!
G
phq
k0
`
ℓÿ
i“k0
ω
phq
i
)
“ Gk0 `
ℓÿ
i“k0
ωi “ rGℓ.
Let kphq be a maximizer in (A.5). If limhÑ8 rGphqℓ ď rGℓ fails then it must be that kphq Ñ ´8
along a subsequence. But we can write
(A.7)
rGphqℓ “ Gphqkphq ` ℓÿ
i“kphq
ω
phq
i
“ ´
0ÿ
i“kphq`1
I
phq
i `
0ÿ
i“kphq
ω
phq
i `
ˆ
1ℓą0
ℓÿ
i“1
ω
phq
i ´ 1ℓă0
0ÿ
i“ℓ`1
ω
phq
i
˙
which converges to ´8 as kphq Ñ ´8 by the assumptions and thereby contradicts (A.6). We have
now proved that
(A.8) lim
hÑ8
rGphqℓ “ rGℓ @ℓ P Z
and thereby verified (A.3) for rIphq.
Let 0 ă ε ă pb ´ aq{3. By assumption (A.2) there exist finite n1pεq and h1pεq such that, when
n ě n1pεq and h ě h1pεq,
rGphq´n “ sup
k: kď´n
!
G
phq
k `
´nÿ
i“k
ω
phq
i
)
“ sup
k: kď´n
!
´
0ÿ
i“k`1
I
phq
i `
0ÿ
i“k
ω
phq
i
)
´
0ÿ
i“´n`1
ω
phq
i
ď sup
k: kď´n
 ´|k|pb´ εq ` |k|pa ` εq(´ npa´ εq “ np´b` 3εq.
From this
(A.9) lim
mÑ´8
sup
hěh1pεq
rGphqm
|m| ď ´b` 3ε.
Since
ř0
i“m
rIphqi “ rGphq0 ´ rGphqm´1 and rGphq0 ě ωphq0 ě 0, this proves
(A.10) lim
mÑ´8
inf
hěh1pεq
1
|m|
0ÿ
i“m
rIphqi ě b´ 3ε.
For the complementary upper bound, get a lower bound for rGphqm´1 by taking k “ ℓ in (A.5).
0ÿ
i“m
rIphqi “ rGphq0 ´ rGphqm´1 ď rGphq0 ´Gphqm´1 “ rGphq0 ` 0ÿ
i“m
I
phq
i .
Apply limit (A.8) and assumption (A.2). Limit (A.4) has been proved for rIphq.
The limits for rωphq follow from the other limits and the generally valid identity
(A.11) ωk ` Ik “ rωk ` rIk
that comes from equations (2.21) and (2.24). 
For reference elsewhere in the paper we state the simple consequence of Lemma A.2 where the
sequences are constant functions of h.
36 W.-T. FAN AND T. SEPPA¨LA¨INEN
Lemma A.3. Fix 0 ď a ă b. Let I “ pIkqkPZ and ω “ pωjqjPZ in RZě0 satisfy
(A.12) lim
mÑ´8
1
|m|
0ÿ
i“m
Ii “ b and lim
mÑ´8
1
|m|
0ÿ
i“m
ωi “ a.
Then rI “ DpI, ωq and rω “ RpI, ωq are well-defined and satisfy
(A.13) lim
mÑ´8
1
|m|
0ÿ
i“m
rIi “ b and lim
mÑ´8
1
|m|
0ÿ
i“m
rωi “ a.
For the purpose of verifying that Busemann functions obey the queueing operation rI “ DpI, ωq,
it is convenient to have a lemma that deduces this from assuming the iterative equations (2.24). The
first lemma below makes a statement without randomness.
Lemma A.4. Let trIk, Jk, Ik, ωkukPZ be nonnegative real numbers that satisfy the three assumptions
below:
lim
mÑ´8
0ÿ
i“m
pωi ´ Ii`1q “ ´8.(A.14)
rIk “ ωk ` pIk ´ Jk´1q` and Jk “ ωk ` pJk´1 ´ Ikq` @k P Z.(A.15)
Jk “ ωk for infinitely many k ă 0.(A.16)
Then rI “ DpI, ωq and J “ SpI, ωq.
Proof. Rewrite the second equation of (A.15) as follows. Let Wk “ Jk ´ ωk and Uk “ ωk ´ Ik`1.
Then
(A.17) Wk “ pWk´1 ` Uk´1q`.
This is Lindley’s recursion from queueing theory andWk is the waiting time of customer k. Equation
(A.17) iterates inductively to give
(A.18) Wk “
"ˆ
Wℓ `
k´1ÿ
i“ℓ
Ui
˙łˆ
max
m: ℓ`1ďmďk´1
k´1ÿ
i“m
Ui
˙*`
@ ℓ ă k.
We claim that
(A.19) Wk “
ˆ
sup
m:mďk´1
k´1ÿ
i“m
Ui
˙`
@ k P Z.
Dropping the first term on the right in (A.18) and letting ℓÑ ´8 gives ě in (A.19). By assumption
(A.16) Wℓ “ 0 for some ℓ ă k. Then (A.18) gives also ď in (A.19).
The proof is completed by making explicit the content of (A.19). Let G and rG be as defined in
the definition of the mappings D and S. Then from (A.19) and (2.23) deduce
Jk “ ωk `
ˆ
sup
m:mďk´1
k´1ÿ
i“m
pωi ´ Ii`1q
˙`
“ ωk `
ˆ
sup
m:mďk´1
!
Gm ´Gk `
k´1ÿ
i“m
ωi
)˙`
“ ωk ` p rGk´1 ´Gkq` “ ωk ` rGk´1 _Gk ´Gk “ rGk ´Gk.
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Thus J “ SpI, ωq. Finally, from the first equation of (A.15) and Ik “ Gk ´Gk´1,rIk “ ωk ` pIk ´ Jk´1q` “ Ik ´ Jk´1 ` ωk ` pJk´1 ´ Ikq` “ Ik ` Jk ´ Jk´1
“ Ik ` p rGk ´Gkq ´ p rGk´1 ´Gk´1q “ rGk ´ rGk´1. 
Here is a version for a random sequence.
Lemma A.5. Let trIk, Jk, Ik, ωkukPZ be finite nonnegative random variables that satisfy assumptions
(i)–(iii) below:
(i) lim
mÑ´8
0ÿ
i“m
pωi ´ Ii`1q “ ´8 almost surely.
(ii) tJk, ωkukPZ is a stationary process.
(iii) Equations
(A.20) rIk “ ωk ` pIk ´ Jk´1q` and Jk “ ωk ` pJk´1 ´ Ikq`
are valid for all k P Z, almost surely.
Then Jk “ ωk for infinitely many k ă 0 with probability 1, and rI “ DpI, ωq and J “ SpI, ωq
almost surely.
Proof. Lemma A.4 gives the conclusion once we verify that assumption (A.16) holds almost surely.
Using the waiting time notation W from the previous proof, it suffices to show that
(A.21) PtWℓ “ 0 for infinitely many ℓ ă 0u “ 1
The complementary event is B “ tDm ă 0 such that Wk ą 0@k ď mu. B is a shift-invariant event.
On the event B, the right-hand side of (A.17) is strictly positive for all k ď m (for a random m).
This implies, for all k ă m,
0 ăWm “Wm´1 ` Um´1 “Wm´2 ` Um´2 ` Um´1 “ ¨ ¨ ¨ “Wk `
m´1ÿ
i“k
Ui
“Wk `
m´1ÿ
i“k
pωi ´ Ii`1q.
By assumption (i) of the lemma, Wk Ñ 8 a.s. on the event B as k Ñ ´8. Let c ă 8. By the
shift-invariance of B and the stationarity of the process tWk “ Jk ´ ωkukPZ,
PpW0 ě c,Bq “ PpWk ě c,Bq Ñ PpBq as k Ñ ´8.
We conclude that W0 “ 8 a.s. on the event B, and hence PpBq “ 0. Claim (A.21) has been
verified. 
Remark A.6 (Non-stationary solution to Lindley’s recursion). Some result such as Lemma A.5 is
needed, for there can be another solution to Lindley’s recursion that blows up as nÑ ´8. Suppose
tUku is ergodic and EUk ă 0. Pick any random N such that
řN
k“m Uk ă 0 for all m ď N . Set
Wn “ ´
Nÿ
k“n
Uk for n ď N
WN`1 “ 0
Wn “ pWn´1 ` Un´1q` for n ě N ` 2.
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One can check that Wn “ pWn´1 ` Un´1q` holds for all n P Z. △
Appendix B. Exponential distributions
The next lemma is elementary. The mapping pI, J,W q ÞÑ pI 1, J 1,W 1q in the lemma is an involution,
that is, its own inverse.
Lemma B.1. Let α, β ą 0. Assume given independent variables W „ Exppα` βq, I „ Exppαq, and
J „ Exppβq. Define
(B.1)
I 1 “W ` pI ´ Jq`
J 1 “W ` pI ´ Jq´
W 1 “ I ^ J.
(i) I ´ J and I ^ J are independent.
(ii) pI ´ Jq` „ Berp β
α`β q ¨ Exppαq, that is, the product of a Bernoulli with success probability βα`β
and an independent rate α exponential.
(iii) The triple pI 1, J 1,W 1q has the same distribution as pI, J,W q.
We use the previous lemma to establish some facts about the queueing operators. To be consistent
with the queueing discussion we parametrize exponentials with their means τ and ρ.
Lemma B.2. Let 0 ă τ ă ρ. Let pIkqkPZ and pωjqjPZ be mutually independent random variables
such that Ik „ Exppρ´1q and ωj „ Exppτ´1q. Let rI “ DpI, ωq as defined by (2.18) and (2.19),rω “ RpI, ωq as defined by (2.21), and Jk “ rGk ´Gk as in (2.20). Let Λk “ ptrIjujďk, Jk, trωjujďkq.
(a) tΛkukPZ is a stationary, ergodic process. For each k P Z, the random variables trIjujďk, Jk, trωjujďk
are mutually independent with marginal distributionsrIj „ Exppρ´1q, rωj „ Exppτ´1q and Jk „ Exppτ´1 ´ ρ´1q.
(b) rI and rω are independent sequences of i.i.d. variables.
Proof. Part (b) follows from part (a) by dropping the Jk coordinate and letting k Ñ8. Stationarity
and ergodicity of tΛku follow from its construction as a mapping applied to the independent i.i.d.
sequences I and ω.
The distributional claims in part (a) are proved by coupling prIk, Jk´1, rωkqkPZ with another sequence
whose distribution we know. Construct a process ppIk, pJk´1, pωkqkě1 as follows. First let pJ0 be an
Exppτ´1 ´ ρ´1q variable that is independent of pI, ωq. Then for k “ 1, 2, 3, . . . iterate the steps
(B.2)
pIk “ ωk ` pIk ´ pJk´1q`pJk “ ωk ` p pJk´1 ´ Ikq`pωk “ Ik ^ pJk´1.
We prove the following claim by induction for each m ě 1:
(B.3)
variables pI1, . . . , pIm, pJm, pω1, . . . , pωm are mutually independent with
marginal distributions pIk „ Exppρ´1q, pJm „ Exppτ´1 ´ ρ´1q and pωj „ Exppτ´1q.
By construction the variables pI1, pJ0, ω1q are independent with distributions pExppρ´1q,Exppτ´1´
ρ´1q,Exppτ´1qq. The base case m “ 1 of (B.3) comes by applying Lemma B.1 to the mapping
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(B.2) with k “ 1. Now assume (B.3) holds for m. Then pIm`1, pJm, ωm`1q are independent with
distributions pExppρ´1q,Exppτ´1 ´ ρ´1q,Exppτ´1qq because, by construction, pJm is a function of
pI1, . . . , Im, pJ0, ω1, . . . , ωmq and thereby independent of pIm`1, ωm`1q. By Lemma B.1, mapping (B.2)
turns triple pIm`1, pJm, ωm`1q into the triple ppIm`1, pJm`1, pωm`1q of independent variables, which is
also independent of pI1, . . . , pIm, pω1, . . . , pωm. Statement (B.3) has been extended to m` 1.
Our next claim is that
(B.4) there exists (almost surely a random index) m0 ě 0 such that Jm0 “ pJm0 .
Suppose first that J0 ě pJ0. Then (2.24) and (B.2) imply that Jk ě pJk for all k ě 0. If (B.4) fails
then Jk ą pJk for all k ě 0. But then for all k ą 0,
Jk “ Jk´1 ` ωk ´ Ik “ ¨ ¨ ¨ “ J0 `
kÿ
j“1
pωj ´ Ijq Ñ ´8 almost surely, as k Ñ8
which contradicts the fact that Jk ě 0 for all k. Thus in this case (B.4) happens. The case J0 ď pJ0
is symmetric.
Through equations (2.24) and (B.2), (B.4) implies that rIk “ pIk, Jk “ pJk, and rωk “ pωk for all
k ą m0. Part (a) follows from (B.3), because for any ℓ, prIℓ´n, . . . , rIℓ, Jℓ, rωℓ´n, . . . , rωℓq has the same
distribution as prIk´n, . . . , rIk, Jk, rωk´n, . . . , rωkq which agrees with ppIk´n, . . . , pIk, pJk, pωk´n, . . . , pωkq with
probability tending to one as k Ñ8. 
Next we compute a competition probability for two independent homogeneous Poisson processes
on r0,8q with rates α and β. Let tσiuiě1 be the jump times of the rate α Poisson process and tτiuiě1
the jump times of the rate β Poisson process. For n ě 1 define the events
An “ tσi ă τi for all i P rnsu
and Bn “ tσi ă τi for all i P rn´ 1s, σn ą τnu.
The Catalan numbers tCn : n ě 0u are defined by
(B.5) Cn “ 1
n` 1
ˆ
2n
n
˙
.
The following properties of the Catalan triangle tCpn, kq : 0 ď k ď nu given in (3.10) can be
deduced with elementary arguments. Cpn, 0q “ 1, Cpn, kq “ `n`k
k
˘ ´ `n`k
k´1
˘
for k ą 0, Cpn, kq “
Cpn, k ´ 1q ` Cpn´ 1, kq,
(B.6)
iÿ
k“0
Cpn, kq “ Cpn` 1, iq for 0 ď i ď n,
and
(B.7)
nÿ
k“0
Cpn, kq “ Cpn` 1, nq “ Cpn` 1, n ` 1q “ Cn`1.
Lemma B.3. For n ě 1,
P pAnq “
n´1ÿ
k“0
Cpn´ 1, kq α
nβk
pα` βqn`k(B.8)
and P pBnq “ Cn´1 α
n´1βn
pα` βq2n´1 .(B.9)
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Remark B.4. The generating function of the Catalan numbers is
fpxq “
ÿ
ně0
Cnx
n “ 1´
?
1´ 4x
2x
, for |x| ď 14 .
Hence from (B.9),
8ÿ
n“1
P pBnq “ βα`β f
`
αβ
pα`βq2
˘ “ #1, if β ě α
β
α
, if β ă α.
In other words, the rate α process stays forever ahead of the rate β process with probability p1´ β
α
q`.
△
Proof. We compute P pBnq first and then obtain P pAnq by inclusion-exclusion.
Since C0 “ 1, (B.9) holds for n “ 1. For n ě 2 condition on pσn, τnq:
P pBnq “
ż
aąbą0
Ppa,bq
 
Ui ď Vi for i P rn´ 1s
(
P ppσn, τnq P dpa, bqq,(B.10)
where under Ppa,bq, 0 ă U1 ă ¨ ¨ ¨ ă Un´1 are the order statistics of n ´ 1 i.i.d. uniform random
variables on r0, as and 0 ă V1 ă ¨ ¨ ¨ ă Vn´1 are the same on r0, bs, independent of the tUiu. We
calculate the probability inside the integral.
Below, first use the equal probability of the permutations of txiu among themselves and tyju
among themselves. Note that a ą b and the conditions xi ă yi force all txi, yju to lie in r0, bs. Then
use the equal probability of all permutations of txi, yju together. The Catalan number Ck is the
number of permutations of tx1, . . . , xk, y1, . . . , yku such that x1 ă ¨ ¨ ¨ ă xk, y1 ă ¨ ¨ ¨ ă yk and xi ă yi
for all i (see Cor. 6.2.3 and item dd on Page 223 of [52]).
Ppa,bq
`
Ui ď Vi for i P rn ´ 1s
˘ “ ppn´ 1q!q2pabqn´1
ż
x1ă¨¨¨ăxn´1ăa
y1ă¨¨¨ăyn´1ăb
1xiăyi @iPrn´1s dx dy
“ Cn´1 ppn ´ 1q!q
2
pabqn´1
ż
x1ă¨¨¨ăxn´1ăy1ă¨¨¨ăyn´1ăb
dx dy “ Cn´1 ppn ´ 1q!q
2
pabqn´1 ¨
b2pn´1q
p2n ´ 2q! .
Substitute this back into (B.10). Use the gamma densities of σn and τn.
P pBnq “ Cn´1 ppn ´ 1q!q
2
p2n´ 2q!
ż
0ăbăaă8
bn´1
an´1
¨ pαaq
n´1
Γpnq αe
´αa ¨ pβbq
n´1
Γpnq βe
´βb da db
“ Cn´1 α
nβn
p2n ´ 2q!
ż
0ăbăaă8
b2n´2 e´αa´βb da db “ Cn´1 α
n´1 βn
pβ ` αq2n´1 .
CORNER GROWTH MODEL 41
We prove (B.8). The case n “ 1 is elementary. Let n ě 2 and assume (B.8) for n´ 1. Abbreviate
p “ β
α`β and q “ αα`β . Use below (B.6) and (B.7).
P pAnq “ P pAn´1q ´ P pBnq “ qn´1
n´2ÿ
k“0
Cpn´ 2, kq pk ´ Cn´1qn´1 pn
“ qn´1
n´2ÿ
k“0
Cpn´ 2, kq ppk ´ pnq “ qn
n´2ÿ
k“0
n´1ÿ
j“k
Cpn´ 2, kq pj
“ qn
n´1ÿ
j“0
j^pn´2qÿ
k“0
Cpn´ 2, kq pi “ qn
n´1ÿ
j“0
Cpn´ 1, j ^ pn´ 2qqpj “ qn
n´1ÿ
j“0
Cpn´ 1, jqpj . 
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