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Abstract
Mechanical properties of the human brain reflect the composition and organization
of the complex tissue microstructure. Neurodegeneration involves alteration of this
microstructure through a number of processes including neuronal cell death; glial
matrix disruption and demyelination; and inflammatory cell infiltration. Assessment
of neurological conditions requires imaging methods sensitive to microstructure and
specific to neurodegenerative process. The noninvasive measurement of mechanical
properties may provide this microstructural sensitivity necessary to improve early
detection, differential diagnosis, and monitoring of disease progression.
Magnetic resonance elastography (MRE) is a shear wave imaging technique that
provides reliable, noninvasive estimates of tissue stiffness. MRE has been developed
for many applications, and clinical practice has adopted MRE for the detection and
staging of liver fibrosis. While the application of MRE to study the human brain in
vivo has produced promising results, studies have been limited to reporting only global
mechanical properties because of poor imaging spatial resolution and the complexity
of the inverse problem associated with biomechanical property estimation. Increasing
the clinical utility of MRE for assessing neurological disorders requires methodologies
to obtain local estimates of brain tissue mechanical properties.
The research presented in this dissertation focuses on the development of imaging
strategies for MRE to enable the reliable estimation of local mechanical properties
of the brain in vivo. Specifically, I present acquisition schemes for capturing shear
ii
displacement data at high-resolution. The use of these acquisitions on healthy hu-
man volunteers revealed neuroanatomical information previously unavailable from
global MRE. Quantification of the local mechanical properties of the corpus callo-
sum and corona radiata, two clinically relevant structures in the brain white matter,
demonstrated that the measures agree with expected mechanical behavior based on
underlying tissue microstructure. From these findings I conclude that high-resolution
acquisitions provide reliable local property measures that may improve MRE studies
of neurodegeneration and increase the utility of MRE as a clinical tool and quantita-
tive microstructural imaging technique.
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Chapter 1
Imaging Neurodegeneration
through Brain Tissue Mechanics
1.1 Introduction
Neurodegeneration, or the loss of brain tissue structure and function, is a hallmark
of many neurological diseases and disorders. Commonly included in the category of
neurodegenerative conditions of the central nervous system are Alzheimer’s disease,
Parkinson’s disease, and amyotrophic lateral sclerosis, which are all associated with
neuron death. Neuroinflammation also results in neurodegeneration as the influx of
immune response cells eventually damage the neuron structure [1], such as in the early
stages of multiple sclerosis. Almost all neurodegenerative conditions are additionally
marked by disruption of the glial matrix that leads to oligodendrocyte death and
demyelination.
Figure 1.1.A presents a drawing of the cellular components of healthy brain tissue
including neurons with long axons; the glial matrix with major constituents being as-
trocytes and oligodendrocytes; and the immune response microglia cells. Astrocytes
provide the cellular link of the neurons to the blood capillaries [2], while oligoden-
drocytes provide the tubular membranous sheath of myelin that enables fast signal
transmission through the axon [3]. Figures 1.1.B-D provide an overview of the differ-
ent aspects of neurodegeneration including neuronal cell death, demyelination, and
neuroinflammation. As neurological disorders progress through the pathological cas-
cade, the histoarchitecture of brain tissue is generally affected by all of these pro-
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Figure 1.1: (A) Cartoon of brain tissue microstructure incorporating neurons with
long axons emanating from the neuron stroma (but excluding synapses), oligoden-
drocytes providing the axonal myelin sheath, astrocytes, and microglia. Demon-
stration of microstructural alterations in neurodegeneration: (B) neuron death; (C)
demyelination; and (D) inflammation. An imaging technique with measures capable
of identifying and differentiating the specific process is strongly needed.
2
cesses, regardless of the specific disease, though often not with the same order of
presentation. It is important to understand how different pathologies or even normal
aging alter the microstructural environment to best develop targeted therapies and
techniques for assessing patient health [4].
Magnetic resonance imaging (MRI) is the most common imaging modality for
assessing neurological disorders since it is noninvasive and can provide many dif-
ferent and complementary contrast mechanisms. Several MRI methods have been
developed to infer microstructural information, including magnetization transfer [5],
susceptibility-weighted imaging [6], and in vivo spectroscopy [7], though the most
common technique for investigating white matter microstructure is diffusion tensor
imaging (DTI) [8–10]. DTI probes restricted diffusion of water in tissue, and can
reflect axonal organization, integrity, and myelination. However, most DTI mea-
sures depend on both intra-axonal membranes and myelin sheath and thus often lack
specificity in disease. For example, radial diffusivity measures from DTI captured
cuprizone-induced demyelination in the corpus callosum of mice [11, 12], though not
in the early stages of demyelination due to the additional presence of axonal damage
and inflammation [13].
The example of DTI highlights the lack of imaging measures that can reliably as-
sess microstructural tissue health and identify the specific processes causing clinical
symptoms. A more sensitive method for examining both the intra- and extra-axonal
integrity in brain tissue is needed. By considering the effectiveness of palpation as
a means of clinical evaluation, the noninvasive interrogation of the mechanical prop-
erties of brain tissue with magnetic resonance elastography (MRE) [14] has been
proposed as a method to assess the pathological state of white matter. Studies on
human subjects have demonstrated a high sensitivity of tissue stiffness to neurode-
generation, and initial results in animal models suggest the ability to differentiate
specific microstructural alterations based on the mechanical response of tissue.
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1.2 Magnetic Resonance Elastography of the
Brain
Figure 1.2: Demonstration of the experimental components of an MRE examination
using an agar gel phantom. An external mechanical actuatuator vibrates the tissue
and generates shear deformations. The deformation field is imaged using motion-
sensitive phase contrast imaging sequences. Finally, an inversion algorithm uses the
deformation field to estimate the underlying mechanical properties of the tissue.
MRE is a noninvasive shear wave imaging technique for probing the mechani-
cal properties of biological tissues in vivo, with the most prominent being the shear
modulus or shear stiffness. Figure 1.2 outlines the typical MRE experiment, which
includes shear wave generation with an external actuator; phase contrast imaging
to capture displacement fields; and solution of an inverse problem to estimate the
underlying mechanical properties. MRE methods have been developed for studying a
very wide range of tissues in the human body including breast [15–17], skeletal mus-
cle [18–21], heart [22–24], lung [25, 26], kidney [27, 28], prostate [29], soft palate [30],
and heel fat pads [31]. While promising results have been reported for the applica-
tions listed above, only liver MRE has been heavily developed and widely adopted
in clinical practice [32]. The assessment of liver stiffness can detect chronic liver
disease and stage progression through fibrosis and cirrhosis with high sensitivity and
specificity [33–35]. This clinical success has allowed liver MRE to effectively replace
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invasive biopsies and be incorporated in the typical body MRI protocol.
Most recently the MRE community has ventured into investigations of the human
brain. The earliest reports of the average shear stiffness of the healthy brain were
marked by wildly different values between studies [36–40], most notably the report
of white matter stiffness as 13.6 kPa by Kruse et al [38]. This inconsistency can be
attributed to differences in experimental protocols including method of actuation,
imaging parameters, and inversion algorithm used to estimate properties. As the
field has advanced, however, the average global shear modulus value has converged
to approximately 2.5 kPa for healthy brains [41–44]. There is still a lack of standard-
ization in many technical aspects of MRE and, critically, in the way properties are
reported that keeps the “true” brain stiffness value elusive, though the results are
reliable enough to allow for studies of the diseased brain with appropriate controls.
In the following section I will discuss the findings of MRE investigations of neu-
rological disorders, but first I will introduce the mechanical properties that are esti-
mated with MRE based on the viscoelastic tissue model, and how they are commonly
reported. Many studies calculate the complex shear modulus, G = G′ + iG′′, with the
storage modulus, G′, characterizing the elastic tissue response and the loss modulus,
G′′, characterizing the viscous tissue behavior that leads to motion attenuation. It
is common to report the magnitude shear modulus, |G|, or shear stiffness that is a
composite of both storage and loss moduli [45]. In this case the relative tissue viscos-
ity is usually reported as a dimensionless parameter based on the ratio G′′/G′, and
can collectively be referred to as the “damping ratio”. For simplicity I will describe
the following results as relative changes in the general stiffness and damping ratio.
The damping ratio is sometimes overlooked as the stiffness is a more intuitive
property that is readily understood, but it is believed to provide information about
the geometric order and complexity of the tissue [46]. This has great significance in
assessing tissue microstructure, as stiffness may ultimately reflect the properties of the
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Figure 1.3: MRE results from an agar gel phantom with tofu inclusion highlighting
the importance of the damping ratio. While the stiffness, |G|, provides no contrast
between the background and inclusion, there is very strong contrast in damping ratio,
G′′/G′. This indicates a fundamentally different microstructure, as expected for agar
and tofu.
composite elements while the damping ratio could provide their relative organization.
Figure 1.3 highlights the importance of the damping ratio through results of an MRE
investigation of an agar gel phantom with a tofu inclusion. While the two materials
have indistinguishable stiffness, their inherently different microstructures are reflected
in the damping ratio. The damping ratio is also sometimes the only parameter that
gives contrast between disease states, as discussed below.
1.2.1 Neurodegenerative Effects on Mechanical Properties
Most studies of human brain tissue with MRE have focused on pathologies that
often result in diffuse neurodegeneration. Table 1.1 collects reported differences in
stiffness and damping ratio compared to age-matched controls, and the results are
also summarized and discussed below.
The first study of multiple sclerosis (MS) with brain MRE reported a decrease in
global brain stiffness of nearly 15%, though without any change in damping ratio [47].
The authors hypothesized at the time that the decrease in stiffness was based largely
on neuronal and axonal degeneration. That cohort had early relapsing-remitting
courses of MS, and a follow-up study compared these findings with those from subjects
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with chronic-progressive courses. That study found a further decrease in stiffness with
chronic-progressive MS to 20% less than healthy controls, as well as a 6% decrease in
damping ratio [48]. Stiffness changes suggest a challenge to tissue integrity throughout
disease progression that is possibly reversible, but the chronic stages are accompanied
by an additional geometrical remodeling of tissue that could be permanent.
Table 1.1: Summary of changes in stiffness and damping ratio in neurological condi-
tions as measured with MRE.
Condition Authors Stiffness Damping Ratio
MS, relapsing-remitting Wuerfel et al. [47, 48] -14.7% 0.3%
MS, chronic-progressive Streitberger et al. [48] -20.5% -6.1%
AD Murphy et al. [43] -7.2% N/A
NPH Streitberger et al. [49] -25.1% -9.5%
NPH, post shunting Freimann et al. [50] 0.9% 8.1%
Aging, per year Sack et al. [42, 51] -0.8% -0.1%
Unlike MS, the original hypothesis regarding mechanical properties in Alzheimer’s
disease (AD) was that the brain would be stiffer due to the presence of hard amyloid
fibrils [43]. However, Murphy et al. found that AD subjects actually had softer brains
than cognitively normal controls, which the authors confirmed in a mouse model [52].
The authors hypothesized that since all subjects had advanced AD disease that the
MRE results may be more sensitive to the downstream neurodegeneration and cell
death. More recently, a follow-up study looked at the entire AD spectrum, includ-
ing cognitively normal subjects positive for amyloid and subjects with mild cognitive
impairment (MCI) [53]. Stiffness decreases if amyloid positive, but significantly in-
creases in MCI before decreasing again in AD. The authors hypothesized that this
reflects dynamic neuronal remodeling as the brain responds and adapts to decreased
functional capacity at the onset of dementia.
Similar to findings in MS and AD, an MRE study of normal pressure hydro-
cephalus (NPH) revealed a significant 25% decrease in global stiffness [49]. NPH
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subjects also exhibited a decrease in damping ratio that was almost completely re-
covered after treatment by implantation of a shunt for drainage of cerebrospinal fluid
(CSF) [50]. This seems to indicate that the microstructural reorganization observed
by the damping ratio was caused by some form of compression and ultimately relieved
by shunting [46]. This finding may shed light on the question of NPH etiology, as the
decreased tissue stiffness may precede compression and the ultimate onset of clinical
symptoms.
Apart from neurological diseases, how the mechanical properties change in the
aging brain has also been studied [42, 51]. The healthy human brain loses approxi-
mately 0.8% stiffness and 0.1% damping ratio per year. Since these are mechanical
properties, this change is likely caused by the same microstructural alterations as in
the diseases discussed above, including demyelination and neuron death, though on
a smaller scale and without the pathological cascade [54]. The literature discussed
above suggests that the sensitivity of MRE to microstructural alterations in the brain
may be useful in studies of neurological function across the lifespan.
1.2.2 Initial Observations from Animal Models
An important aspect in the development of any imaging technique is the understand-
ing of the relationship between observed signal and physical tissue characteristics.
Being able to predict how specific microstructural differences will appear in quanti-
tative MRE measures elevates the mechanical properties from passive biomarkers of
disease to a multi-dimensional signature of complex tissue architecture. The brain
MRE field is just beginning to work systematically with animal models so as to tie
histological characteristics to the mechanical profiles observed with MRE, and the
results are summarized here.
Schregel et al. studied the effects of cuprizone-induced demyelination on the MRE
properties of mouse brains [55]. Cuprizone treatment is a popular method for creating
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animal models of MS since the time course of demyelination is well characterized and
actually includes a remyelination phase after treatment stops [56]. The effects are
strongest in the corpus callosum of mice, and Schregel measured the properties of
the corpus callosum over twelve weeks of treatment and compared with histological
staining. They found that the pattern of demyelination from histology agreed well
with a decrease in damping ratio. Then after treatment stopped they found that
there was both partial remyelination and recovery of damping ratio. Finally, they
also attributed a decrease in stiffness to demyelination and the resulting extracellular
reorganization.
Another common model of MS is the neuroinflammatory experimental autoim-
mune encephalomyelitis (EAE). The typical EAE disease progression includes acute
inflammation followed by a recovery phase, and Riek et al. monitored the mechanical
properties of mouse brains with MRE over this time course [57]. They found that stiff-
ness decreased significantly with the peak disease load and recovered to near-baseline
values during the recovery phase, indicating at least partial reversibility. Histological
staining for T lymphocytes, the primary type of infiltrated cells in EAE, revealed sig-
nificant correlations between stiffness and inflammation. Interestingly, the damping
ratio never changed and indicates that property changes from cell infiltration do not
change the overall structure of the tissue.
1.2.3 Moving From Global to Local Measures
The correlation with mechanical profiles assessed by MRE and the underlying mi-
crostructural alterations in animal models of neurodegeneration from histology promise
to enhance the clinical utility of MRE. At the same time, the length scales involved
in discussions of tissue microstructure are five orders of magnitude smaller than the
scale pertaining to the global property values currently reported in MRE studies.
These global values are not tied to any specific neuroanatomical region, and are often
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obtained by masking out whole regions where the MRE estimation has been prob-
lematic [38]. Without developing the ability to estimate local mechanical properties
in the brain it is unlikely that MRE will be able to take hold as an effective clinical
tool or microstructural imaging technique. Although MRI physics currently prevent
MRE from approaching the resolution of optical techniques, MRE remains the only
noninvasive method to probe human neuronal tissue mechanically and in vivo [58].
The conditions already investigated with global brain MRE provide many ex-
amples of how local measures may improve MRE outcomes, as most neurological
conditions have localized origins before systemic whole-brain tissue alterations. It is
common for MS to originate on the corticospinal tracts with localized inflammation,
demyelination, and finally transection of axons. AD likely also has local origins be-
fore degradation of axons leads to dementia, and areas of amyloid build-up may be
identified as stiff regions as originally hypothesized. In NPH the degeneration that
triggers the pathological cascade may be identified as a specific soft area in the deep
white matter, e.g. the periventricular regions.
As the applications of global brain MRE have yet to be exhausted, it is obvious
that the potential applications of local brain MRE are nearly endless, especially in
conduction with other co-registered MRI scans with different signal contrast. It
also stands to reason that greater variation with pathology will be seen in regional
measurements rather than in the global measures presented in Table 1.1. As with
all MRI techniques, MRE involves a compromise between spatial resolution and time
required to acquire the image. The above points only further reinforce the very strong
need to develop methods for fast and reliable local brain MRE that may better
distinguish early onset of disease, aid in differential diagnosis, or enable improved
monitoring of disease progression and response to treatment.
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1.3 Dissertation Overview
1.3.1 Significance
The goal of this dissertation is to describe the development of methodologies for
reliably estimating the local mechanical properties of fine-scale features and structures
in the human brain using MRE while maintaining a reasonable scan time. I approach
the problem from the direction of developing imaging acquisitions to generate high
quality displacement data at high-resolution. In the technical development of MRE,
research into advanced acquisition techniques has lagged behind investigations of
mechanical models in inversion algorithms and tissue-specific external actuators for
new clinical applications. However, in this work I demonstrate the importance of
acquisition design and the benefits of improving the quality of MRE data.
In the following chapters I outline acquisition strategies that improve the spatial
resolution of brain MRE beyond what has been previously employed and demonstrate
that high-resolution MRE allows for local properties of brain tissue to be reliably
estimated. To my knowledge, this is the first investigation focused on high-resolution
MRE imaging. These acquisitions can be the basis for the next generation of in vivo
studies of local neurodegeneration, or other problems in neuroscience, and ultimately
the clinical implementation of brain MRE.
1.3.2 Outline
This dissertation begins in Chapter 2 with a review of the theoretical basis and ex-
perimental considerations in brain MRE. The traditional MRE experiment comprises
three distinct components: external mechanical actuation, phase contrast imaging of
generated shear deformations, and estimation of mechanical properties from defor-
mation fields with an inversion algorithm. I cover each phase of the experiment and
discuss in terms of resulting data quality.
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Chapter 3 describes an MRE acquisition scheme capable of generating high-
resolution displacement data with 2 mm isotropic voxel size while maintaining ade-
quate SNR for accurate inversion [59]. The acquisition is based on multishot spiral
imaging and allows for distortions to be minimized in high-resolution acquisitions.
Multishot imaging introduces motion-induced phase errors that cause artifacts and
signal loss, and I demonstrate how to correct for these errors in MRE. Through a
multiresolution phantom experiment the role of spatial resolution in estimating local
properties is explored, and the initial high-resolution property maps appear to reveal
a wealth of neuroanatomical features.
Although the high-resolution MRE displacement data appeared to generate re-
liable local measures in the mechanical property maps it remained unclear if these
measurements are repeatable and provide meaningful information about localized
tissue microstructure. For this investigation I chose to analyze the corpus callosum
and corona radiata, two clinically relevant white matter structures not previously
quantified with MRE. Chapter 4 presents the results from six healthy subjects, in-
cluding one repeated subject, which show that the local properties are indeed reliable
and repeatable [60]. Additionally, the structures are mechanically distinct and the
complex shear moduli values agree with expected properties based on the underlying
microstructure.
In Chapter 5 the high-resolution acquisition is extended to a 3D multislab, mul-
tishot scheme in order to capture whole-brain displacement data [61]. Multislab
approaches are naturally SNR efficient and are advantageous when acquiring data
with large coverage in the slice direction. Here the SNR efficiency allows for whole-
brain coverage with high-resolution in a six minute acquisition time. The resulting
property maps reveal anatomical features beyond the cerebrum, including the brain-
stem and cerebellum. To my knowledge, this is the first time that MRE has probed
the brainstem with high spatial resolution. Ultimately, this acquisition can move
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high-resolution MRE and local mechanical property estimates closer to clinical util-
ity where features of interest will not necessarily be constrained to small imaging
volumes.
Finally, in Chapter 6 I discuss future considerations in local brain MRE, and
highlight several areas that I believe will form the basis for the next significant tech-
nical developments. The high-resolution acquisitions presented in this dissertation
will enable improved MRE inversion methodology using advanced mechanical mod-
els, including frequency-dependence and anisotropy, which require additional data.
I also suggest potential solutions to address the emerging demand for even greater
resolution and SNR through advanced imaging methods.
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Chapter 2
Generating, Sampling, and
Interpreting the Elastographic
Signal in the Brain
2.1 Introduction
Elastography, or elasticity imaging in general, comprises a handful of broad techni-
cal approaches that are common across multiple imaging modalities, including ultra-
sound, optical coherence tomography, and MRI [1]. Independent of detection method,
elastographic techniques are classified by the mode of excitation, including static or
quasi-static compression [2] and transient or dynamic shear wave generation [3]. This
dissertation focuses on shear elasticity imaging in MRI using a single frequency exci-
tation, which has been termed magnetic resonance elastography (MRE), and is also
sometimes described as dynamic, time-harmonic, or steady-state elastography [4–6].
The typical MRE experiment comprises three distinct phases: shear wave gen-
eration, phase contrast displacement imaging, and mechanical property extraction
through inversion. Each application of MRE to investigate different tissues has its
own experimental design considerations. Brain MRE examinations, in particular,
are challenging and require advanced tools and techniques to generate reliable re-
sults, owing to complex imaging and elastic tissue response physics. In the following
sections I discuss the characteristics of shear deformations in the brain; the princi-
ples of imaging for MRE and sequence design concepts; and the nature of inversion
algorithms and their limitations in handling the mechanically complex brain tissue.
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2.2 Deformation of Brain Tissue
Unlike many other tissues commonly investigated with MRE that can be directly
sheared, including breast, skeletal muscle, and liver, localizing or controlling the
mechanical excitation of the brain in vivo is significantly impeded by the natural
protection of the skull and the coupling between the multiple layers of hair, skin,
bone, dura matter, and arachnoid space filled with cerebrospinal fluid. To overcome
this, MRE experiments typically involve vibrating the entire head by direct contact
with an oscillating surface and inducing shear deformations through inertial forces.
This requires an external actuation system developed with considerations for subject
comfort, control of applied motion, and compatibility with MRI.
2.2.1 Methods in External Actuation
The earliest brain MRE studies utilized electromagnetic systems coupled to the scan-
ner field and connected to bite bars [7–10]. Placement of electromagnetic coils in
the main magnetic field creates a torque when driven by a controlled current. This
oscillated the bite bar laterally and moves the head in a left-right motion. Though
these devices provide excellent control of applied motion, MR artifacts arise because
of the presence of currents near the tissue of interest [11, 12]. Subjects also reported
the left-right motion through the bite bar to be somewhat uncomfortable as the brain
constantly impacts the hard material of the falx cerebri.
The brain MRE community has moved from the rigid coupling of the bite bar to
more comfortable actuators that vibrate the head from the occipital region. Pneu-
matic actuators use drum-like resonators that receive vibrations transmitted from
a subwoofer driving an air channel in flexible tubing [11]. The head usually rests
directly on a single drum for up-down (antero-posterior) vibration [13], or between
two drums arranged in a V and driven 180◦ out-of-phase for left-right vibration [14].
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Pneumatic systems are attractive for all MRE applications due to their flexibility,
subject comfort, and lack of associated MRI artifacts. However, the compressibility
of the air channel leads to mechanical energy losses and diminished motion control,
which is exacerbated by the weight of the head.
Occupying the middle ground between coupled electromagnetic and pneumatic
systems are remote electromechanical actuators. These systems use a head cradle
that is anchored inside the MRI scanner and that the head rests on. This cradle is
coupled via a long shaft running along the magnet axis to a remote driver, often a
piezoelectric stack or loudspeaker, which imparts a head “nodding” motion to the
subject [15, 16]. Figure 2.1 presents a drawing of this actuation system, where the
driver is housed in a Faraday cage and generally placed far (3 m) from the center of the
scanner bore and the tissue being imaged to minimize interference and image artifacts.
Subject comfort is similar to that of a pneumatic system since the head simply rests
on the cradle and is not tightly constrained. This system provides significantly greater
motion control owing to the rigid mechanical linkages.
Figure 2.1: Actuation system for brain MRE experiments incorporating a remote
electromechanical vibration generator. The subject rests their head in a cradle that
pivots on a base anchored inside the head coil of the MRI scanner. This cradle
receives vibrations from the actuator via a long rod and causes the head to move in
a “nodding” motion.
The inherent limitation of all external actuators is the need for extra hardware
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to be positioned in and around the scanner during the experiment. These devices
require additional set up by researchers and technicians; may interfere with additional
scans during the imaging protocol; and can be overly restrictive and make subjects
feel claustrophobic and uncomfortable. All of these issues limit the ability to readily
add brain MRE to research protocols and clinical practice. Recent work has looked
at using the motion of the brain from pulsation of cerebrospinal fluid (CSF) as a form
of “intrinsic actuation” [17] that removes the need for external systems altogether.
This approach may improve the clinical utility of MRE as a part of the standard
neuroimaging battery, though it is not without its own limitations and does not
readily fit into the dynamic MRE framework described throughout this chapter.
2.2.2 Characteristics of the Deformation Field
Since the skull is coupled to the brain through the meninges, a forced vibration of the
skull as a solid body results in inertial shear forces acting on the surface of the brain
that generate shear waves. Displacement amplitude of the generated waves is sig-
nificantly decreased relative to the applied motion from the actuator as mechanical
energy is dissipated by the skull, meninges, and CSF [15]. This transmission effi-
ciency also decreases with higher frequencies [18] and effectively limits MRE studies
to frequencies under 100 Hz in human brains.
Generated shear waves propagate towards the center of the brain, though waves
emanating from the falx cerebri typically propagate outwards from the longitudinal
fissure. Given the curved, three-dimensional geometry of the skull, multi-aspect exci-
tation occurs and results in propagating waves not constrained to a single plane [19],
which is further aided by the rotational nature of brain MRE actuation [8].
As shear waves propagate, their amplitude is attenuated due to the viscoelastic be-
havior of brain tissue. The amount of attenuation is dependent on frequency [18, 20],
thus further limiting studies to lower frequencies. Figure 2.2 demonstrates how atten-
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Figure 2.2: Relative induced shear deformation profiles in the brain at (A) 25.0, (B)
37.5, (C) 50.0, and (D) 62.5 Hz vibration frequencies demonstrating how attenuation
increases with frequency. Vibrations at low frequency attenuate slowly from the
periphery and result in deformations even in the center of the brain, while deformation
at higher frequencies is significantly diminished.
uation relates to frequency through octahedral shear strain maps [21] calculated from
displacement data at different frequencies. It is generally desirable to utilize short
wavelengths and thus high frequencies, though having sufficient shear deformation in
the center of the brain to give adequate signal is critical. Because of this, most reli-
able brain MRE studies have employed frequencies around 50-60 Hz [13, 15, 18, 22],
ranging up to 80-90 Hz [10, 23].
Although the MRE literature typically refers to the induced deformations as shear
“waves,” this term is more appropriate for transient, broadband shear excitations. In
MRE, continuous generation of shear waves sets up a steady-state vibration. This
steady-state condition implies that all transient motions have decayed and the time-
dependent deformation field itself is harmonic at the frequency of applied forcing.
In the brain, this occurs after the generated waves have traveled, reflected, and in-
teracted, and can take many periods of vibration to achieve. It is important to
consider the time to reach steady-state since inversion relies on this assumption, and
displacements should not be sampled until the condition is met. By using a different
MRI technique to visualize transient vibrations, I previously measured this time to
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steady-state as approximately 400 ms for a 50 Hz excitation [24].
2.3 Imaging of Shear Deformation Fields
Imaging the displacement field associated with the induced shear deformation in
MRE involves sequences and acquisitions that fall into the category of phase contrast
MRI [3]. Application of an applied motion encoding gradient field, gi, maps the
displacement field, ui, to the phase of the MR signal, φ, observed at the echo formation
time, TE:
φ = γ
∫ TE
0
ui(t)gi(t)dt (2.1)
where γ is the proton gyromagnetic ratio. Both ui and gi are spatially varying vector
fields, though the spatial dependence is not explicitly indicated. Only displacements
in the same direction as the applied encoding gradient lead to phase accumulation,
as indicated by the repeated index i, and acquisitions are typically repeated with
orthogonal gradient vectors to populate the measured displacement vector.
Capturing the time-varying displacement field does not rely on very fast sampling
speed or imaging frame rate, but rather on careful synchronization and controlled
repetition of both vibrations and encoding gradients. Since the displacement is as-
sumed to be a monochromatic vibration at steady-state, the timing between the start
of the sequence and the actuation can be changed to sample a different phase of the
vibration:
φ(tno ) = γ
∫ TE
0
ui(t− tn0 )gi(t)dt (2.2)
where the sampled time points, tn0 , are evenly distributed across one period of the
applied vibration, T0 = 1/f0:
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tn0 = n
(
T0
N
)
, n = 1 : N. (2.3)
The number of samples, N , needed to satisfy the Nyquist criterion and capture signal
at the vibration frequency without aliasing is four, though most acquisitions use eight.
Recognizing that Eq. 2.2 describes a convolution between the displacement field and
applied gradients in time, the expression for phase can be rewritten:
φ(tno ) = γ [ui ∗ gi] (tn0 ) . (2.4)
Extracting the harmonic displacement field from the measured phase requires tem-
porally Fourier transforming the data, which simplifies the convolution in time to a
multiplication in frequency space:
F{φ} = γ [F{ui}F{gi}] . (2.5)
This allows for calculation of the spectrum of complex displacement fields, Ui(ω),
using the known gradient time course:
F{φ}
γF{gi} = Ui(ω). (2.6)
By isolating the first harmonic, complex displacements at the vibration frequency, f0
or ω0, are represented by the complex amplitude, U0,i = Ui (ω0).
Figure 2.3 outlines the procedure for estimating the complex displacement field
from phase images captured in time. Inversion algorithms use this complex displace-
ment field as an input to a mechanical model of the object to estimate its mechanical
properties, which is discussed in Section 2.5. There are practical considerations as-
sociated with data acquisition that will be covered first in Section 2.4 because they
determine the quality of the data input to the inversion algorithm.
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Figure 2.3: Sampling scheme for measuring complex displacements at the vibration
frequency in MRE. Images are taken as snapshots in time evenly distributed over the
vibration period. Temporally Fourier transforming the data generates the spectrum
of captured displacement and the harmonic of interest is isolated.
2.4 Acquisition Design
MRE acquisitions are typically designed to maximize the quality of the resulting
displacement data in a short examination. Quality is generally measured as a signal-
to-noise ratio (SNR), also referred to as contrast-to-noise or phase-to-noise ratio for
phase contrast applications. The presence of noise interferes with inversion algo-
rithms for mechanical property estimation, as discussed in Section 2.5, and low SNR
displacement data ultimately corrupts the calculated mechanical property maps. The
effect of noise on property maps may appear as artificially low shear modulus [25, 26]
or random errors from model/data mismatch [21]. High SNR is also critical for esti-
mating local mechanical properties as the filtering or regularization needed to stabilize
inversions from noisy data effectively smooths over fine-scale features in the property
maps [27, 28]. The SNR of an MRE dataset is largely dependent on the deformation
field amplitude, though this is not easily adjusted with brain MRE actuation. Instead
we rely on MRE sequence characteristics and motion-encoding gradient schemes to
ensure data with high SNR is generated.
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2.4.1 Typical MRE Sequences
Almost any MRI sequence can be modified for MRE by adding the appropriate mo-
tion encoding gradients, though spin-echo (SE) type acquisitions are used for most
applications due to the need for high SNR. SNR is determined by many factors,
though sequence design most often focuses on the repetition and echo times (TR and
TE) and how they interact with tissue spin-lattice and spin-spin relaxation times (T1
and T2). The long TEs caused by encoding gradients leads to significant signal loss in
gradient-recalled echo (GRE) type sequences with SNR governed by T ∗2 -relaxation,
while the SNR of SE acquisitions depends on T2-relaxation and is less sensitive to
long TE. Some applications that require flexibility of short TR, including liver MRE
with a breath holds [29] or heart MRE over the cardiac cycle [30], have utilized GRE
or steady-state free precession (SSFP) sequences, through brain studies have used SE
almost exclusively.
The brain MRE field has also adopted single-shot echo-planar imaging (EPI)
readout gradients in order to keep scan times short, which is necessary to maximize
patient comfort and safety [31, 32]. However, single-shot EPI acquisitions limit the
achievable spatial resolution due to long readout times sensitive to field inhomogeneity
and T ∗2 -decay that also increase the minimum possible TE. I will further discuss and
address these issues in Chapter 3, and will focus on the impact of encoding gradient
design on SNR in the rest of this section.
2.4.2 Motion Encoding Gradient Design
The simplest implementation of motion encoding gradients in MRE is the single
bipolar pair with total length matched to the period of vibration, T0 [33]:
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gi(t) =

+|gi|, 0 < t ≤ T0/2
−|gi|, T0/2 < t ≤ T0
(2.7)
The phase accumulated from vibrations with matched frequency to these bipolar
gradients is the same for each lobe for high displacement sensitivity. Additional
gradient pairs can be added to increase the sensitivity and the amount of accumulated
phase, which is proportional to number of pairs, P . It is useful to define the sensitivity
to displacements at the vibration frequency as A0 in radians per unit displacement
such that A0 = |φ/U0,i|. For bipolar gradients with matched frequency we can derive
the sensitivity from Equation 2.1 [3, 4, 33]:
A0 =
−4γPgi
ω0
. (2.8)
In more general terms we can revisit Eq. 2.5 and recognize that the sensitivity is
frequency dependent and based on the spectral profile of the applied gradients, so
that
A(ω) = γF{gi} (2.9)
and A0 = A(ω0).
Though bipolar gradients are designed to be highly sensitive and selective to
displacements at the vibration frequency, there is still significant sensitivity to dis-
placements at other frequencies. Figure 2.4 provides the sensitivity profile for typical
bipolar gradients demonstrating its wide spectrum, and these gradients can capture
high frequency mechanical noise or vibrations coming from imperfect actuation that
will appear as noise in the displacement images. The spectrum also reveals high sen-
sitivity to displacement at frequencies near the nominal vibration frequency matched
by the gradients. This is the basis of “fractional encoding” [34] where displacements
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Figure 2.4: Spectrum of motion sensitivity for a single bipolar motion encoding gra-
dient pair. Gradients are applied for the period matching the vibration and generate
a wide spectrum with highest sensitivity to displacements around ω0. Inset demon-
strates that frequency-matched sensitivity, A0, is actually less than for frequencies
slightly lower.
are encoded with adequate sensitivity through gradients played at a higher frequency,
and thus for a shorter total time. It should be noted that any unwanted displacements
near the vibration frequency will also be encoded with high sensitivity and appear as
shear signal that cannot be filtered like noise and thus can corrupt results [35].
In analyzing SNR contributions from imaging sequences and encoding gradients
we will assume that there is no motion contribution from other harmonics, and thus
the amount of phase accumulated in MRE for a given deformation field is proportional
to A0. SNR of phase data is also proportional to the traditional SNR of the magnitude
data, defined here as SNRM [36], such that:
SNR ∝ A0 · SNRM . (2.10)
It is common to increase SNR by adding motion encoding gradient pairs, as the
sensitivity increases linearly with number of gradients, P , and thus with total gradient
time, PT0. However, this generally requires increased TE to accommodate the extra
gradient time before the readout, which in turn leads to a loss of SNRM based on
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T2-relaxation in SE sequences. Additionally, the TE must allow time for excitation
and refocusing pulses, as well as half of the symmetric EPI readout duration. We can
define the total time required for these imaging elements as Tim, and the final echo
time is TE = PT0 +Tim. Eq. 2.11 describes how SNR varies with number of gradient
pairs:
SNR(P ) ∝ PT0 · e−(PT0+Tim)/T2 . (2.11)
It is clear from Eq. 2.11 that the optimal SNR is achieved when the total gradient
time is equal to the tissue T2 value. For brain tissue, where the T2 values of white and
gray matter at 3T are 69 and 99 ms, respectively [37], four or five gradient pairs are
optimal for a 50 Hz vibration. This comes at the cost of long TE when considering
the inclusion of the required Tim, and the final TE may be nearly 150 ms if many
gradient pairs are used [38].
2.4.3 Limitations in Phase Accumulation
Though applying a large number of encoding gradients theoretically achieves a max-
imum phase SNR, there are some practical drawbacks to accumulating very large
amounts of phase at the expense of SNRM . Because phase is bounded on the interval
(−pi,+pi] radians, it is common to encounter phase wraps in the MRE signal that
require unwrapping in order to recover of the imaged displacement field. While un-
wrapping in one spatial dimension can be straightforward, the MRE phase field has
two or three spatial dimensions and the development of robust 2D and 3D unwrapping
algorithms is challenging and remains an open area of research [39].
The ability to adequately accommodate noise in the wrapped phase map is the
challenge faced by most unwrapping algorithms [40, 41]. Noise can obscure the lo-
cation of −pi/ + pi jumps [40] and also lead to poles where “true” phase values of
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adjacent voxels differ by more than 2pi radians [41], both of which may ultimately
cause the algorithm to fail. In the case of MRE, applying more encoding gradients
generates more wraps for algorithms to handle, often with more noise in the phase
maps due to the longer TE. Furthermore, the presence of phase wraps in space in-
dicates the presence of wraps in time as the MRE phase signal is harmonic. The
temporal dimension is coarsely sampled and can be very challenging to unwrap; how-
ever, an algorithm has been developed to exploit the harmonic nature of the signal
for improved unwrapping in both time and space [42].
Accumulation of large amounts of spatially varying phase also degrades the sig-
nal magnitude through intravoxel phase dispersion (IVPD) [43, 44]. Since any phase
variation across the voxel ultimately leads to signal cancellation, the spatially varying
phase fields in MRE often lead to significant IVPD [44]. IVPD is exacerbated in the
case where multiple gradient pairs result in large phase amplitudes, as the spatial
gradient of phase scales with amplitude. This consideration reduces SNRM for acqui-
sitions with many gradients applied, thus counteracting the SNR increase from the
additional pairs. This also serves to further the challenge of phase unwrapping as the
increased prevalence of wraps is accompanied by an increase in phase noise.
2.5 Estimating Mechanical Properties from
Displacement Data
The final component of an MRE experiment is the estimation of tissue mechanical
properties from imaged displacement data using an inversion algorithm. Though
there are a handful of MRE inversion algorithms currently in use, they are similarly
based on the differential equations of tissue motion and generate maps of tissue shear
modulus, µ, also known as the second Lame´ parameter. The shear modulus describes
the material response to shear or transverse stresses, while the first Lame´ parameter,
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λ, describes the response to longitudinal stresses. It is most common to refer to the
complex-valued shear modulus as G = G′ + iG′′. Here the real part, G′, also known as
the storage modulus, describes the elastic tissue response, while the imaginary part,
G′′, also known as the loss modulus, describes the viscous tissue behavior that leads
to motion attenuation. The complex shear modulus is the basis of the viscoelastic
material model often used to describe the behavior of tissue and widely used in
MRE inversion. In Section 2.5.4 I discuss mechanical models further, though I first
introduce the equations of tissue motion and how they are implemented in common
inversion algorithms.
2.5.1 Differential Equations of Motion
The displacement fields captured in MRE are harmonic in time at a single frequency,
ω0, enforced by the estimation procedure described in Section 2.3, which returns
the complex displacement field, U0,i. For simplicity, the complex amplitude of the
harmonic displacement fields described in this section will instead be identified by ui
such that:
ui(t) = uie
iω0t. (2.12)
Throughout the following derivation the displacement fields are temporally varying.
Their time dependence, eiω0t, is easily canceled and is not explicitly indicated during
intermediate derivation steps.
Hooke’s law describes the stress needed to generate infinitesimal strain in a ma-
terial with certain stiffness. Eq. 2.13 presents this relationship in indicial notation:
σij = Cijklkl (2.13)
where ij is the strain tensor, σij is the stress tensor, and Cijkl is the material stiffness
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tensor. The tissue strains generated in a typical MRE experiment never exceed 10−2
so the linear law (Eq. 2.13) remains valid. In principle the stiffness tensor comprises
36 independent material parameters, though assuming isotropy reduces the tensor to
only the two independent Lame´ parameters, λ and µ, and Eq. 2.13 simplifies to the
isotropic stress-strain relationship:
σij = 2µij + λδijnn. (2.14)
The strain tensor is defined by the displacement field and is described in Eq. 2.15,
which in turn can be substituted in to Eq. 2.14 to relate stress to the displacements
measured with MRE (Eq. 2.16):
ij =
1
2
(ui,j + uj,i) , (2.15)
σij = µ (ui,j + uj,i) + λδijun,n. (2.16)
In MRE the applied stress tensor is not known, and thus cannot be used to directly
estimate material stiffness from measured displacements. Instead, the momentum
equations are invoked and involve a balance between stresses and inertial forces:
σij,j = ρ
∂2
∂t2
ui(t). (2.17)
Substituting the time harmonic relationship from Eq. 2.12 and the stress-displacement
relationship from Eq. 2.16 simplifies Eq. 2.17 and allows for the time dependence
to cancel, as mentioned previously. This yields the Navier equations for a linear,
isotropic material subject to small, harmonic deformation:
−ρω20ui = [µ (ui,j + uj,i)],j + [λuj,j],i . (2.18)
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The Navier equations describe the general inhomogeneous situation where the
Lame´ parameters may vary in space. However, most MRE inversion algorithms as-
sume some form of local homogeneity to simplify the property estimation process. In
this case both λ and µ are assumed to vary slowly in space and can commute with
the spatial derivatives:
−ρω20ui = µ (ui,jj + uj,ij) + λuj,ji. (2.19)
Further simplifications remove the contributions from longitudinal deformation gov-
erned by λ. In soft tissues the longitudinal wavelength is three orders of magnitude
greater than the shear wavelength and is impossible to capture with the current im-
plementation of MRE [4]. An additional simplification involves the decoupling of the
two deformation fields (longitudinal and transverse), which under material incom-
pressibility (ui,i = 0) generates Helmholtz equations:
−ρω20ui = µui,jj. (2.20)
In practice, tissues are nearly incompressible and λuj,ji is finite, so the contribution
of longitudinal deformations in the equations of motion needs to be specifically ad-
dressed. One simple approach is based on eliminating wavelengths that are very long
by applying high-pass filters. A more popular approach involves taking the curl of
the displacement field [4, 45] and considering only deformations that are divergence-
free. Applying the curl operator to Eq. 2.19 causes the second term to drop out and
generates another set of Helmholtz equations for the curl field, qi:
−ρω20qi = µqi,jj. (2.21)
However, generating the curl field involves estimating spatial derivatives prior to
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inversion and requires data of a significantly high quality, or application of smoothing
filter prior to differentiation.
2.5.2 Helmholtz Type Inversions
The most common inversion algorithms use the local homogeneity assumption and
the Helmholtz equations as a tissue model (either Eq. 2.20 or Eq. 2.21). The first al-
gorithm developed was local frequency estimation (LFE) [46], which uses multiscale
filters to estimate the local wavenumber or spatial frequency, k0 [47]. If the dis-
placement field is considered harmonic in space (due to local homogeneity), Eq. 2.20
simplifies to
ρ
ω20
k20
= µ (2.22)
and µ can be estimated from LFE. This procedure can be repeated for each of the
three measured displacement directions and the results combined into one parameter
per voxel.
LFE is an attractive approach to inversion as it is very fast, with processing times
generally less than one minute, and it is also less sensitive to noise. However, the sim-
plifications involved in Eq. 2.22 do not account for the viscoelastic material response,
and LFE thus returns a value for µ that is a composite of both real and imaginary
parts [4]. Additionally, since it is based on wavelength estimation the effective spatial
resolution of the recovered properties is limited by the local wavelength [48] and the
existence of identifiable planar waves. Because of these drawbacks, LFE has almost
completely disappeared from the brain MRE literature.
A more widely used inversion approach is based on directly using the measured dis-
placement data in the Helmholtz equations to extract the stiffness. These algorithms
are sometimes called algebraic inversion of the differential equation (AIDE) [27] or
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algebraic Helmholtz inversion (AHI) [49], but will be referred to here simply as direct
inversion (DI). The central aspect of DI involves calculating the Laplacian, ui,jj, found
in Eq. 2.20, which requires estimating second derivatives in space from the measured
displacement data. Like LFE, this process is repeated for each displacement direction
and used to solve for µ in a least-squares fashion:
−ρω20

u1
u2
u3
 = µ

u1,jj
u2,jj
u3,jj
 . (2.23)
Estimating accurate spatial derivatives is very challenging in the presence of noise.
The most straightforward approach uses discrete Laplacian operators based on central
difference approximations [49]. This method is very sensitive to noise and generally
requires smoothing through application of a low-pass filter to improve accuracy. An
alternative approach involves fitting polynomials to the displacement data so that
analytical derivatives may be directly calculated [27]. This approach is less sensitive to
noise because the filtering procedure is directly incorporated through the polynomial
fitting, and still suffers from the need for filtering. Displacement data with low
SNR requires larger filter windows to stabilize the results, though at the expense of
effective resolution in the mechanical property maps due to the enforcement of local
homogeneity over the window.
Aggressive filtering is also needed in situations where there are mechanical het-
erogeneities or inclusions [50]. While it has been noted that Helmholtz inversions
can handle reflected and scattered waves since they are based on the Navier equa-
tions [4], inversions near interfaces that are the source of the reflected and scattered
waves are challenging since the basic tenet of the formulation, the local homogeneity
assumption, is violated. The ventricle boundaries are an example of such interfaces
in the healthy brain. The heavy filtering needed in these areas is designed to re-
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move displacement contributions that do not fit the model of slowly varying material
properties, and thus the validity of local properties on scales smaller than the filter
window is questionable.
Despite the limitations of DI methods, and Helmholtz inversions in general, they
remain the most popular choice for brain MRE investigations [10, 13, 15, 23]. This is
largely owing to the short computation times that could allow for brain MRE to fit
in a typical clinical neuroimaging protocol. However, the many assumptions needed
to formulate a useable DI algorithm limit its accuracy and the ability to incorporate
more appropriate mechanical models.
2.5.3 Nonlinear Inversion
An alternative to the Helmholtz type LFE and DI algorithms is the iterative nonlin-
ear inversion algorithm (NLI), also known as overlapping subzone inversion [51, 52].
Briefly, NLI algorithms calculate the expected displacement field from an estimated
distribution of material properties using the finite-element method (FEM) on second-
order hexahedral elements, then iteratively update the properties until the calcu-
lated displacements sufficiently match the measured displacements. This optimiza-
tion problem is formulated in terms of minimizing the error function:
Φ(θ) =
D∑
d=1
[
u
c(d)
i (θ)− um(d)i
] [
u
c(d)
i (θ)− um(d)i
]∗
(2.24)
where Φ is the error for a given material property distribution, θ, and compares the
calculated displacement field for those properties, u
c(d)
i , with the actual measured
displacement field, u
m(d)
i , for D spatial locations. The minimization algorithm uses
the Gauss-Newton method, although alternative methods such as conjugate gradient
or quasi-Newton could also be used to reach convergence. θ incorporates all properties
associated with the material model, such as µ, λ, and ρ, though only those of interest
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are updated while others are held constant.
NLI is a very general approach to solve the inverse problem and can incorporate
almost any conceivable mechanical model with an FEM implementation to generate
the calculated displacement field. This allows for the use of the inhomogeneous Navier
equations (Eq. 2.18) as opposed to the simplified, homogeneous Helmholtz equations.
Since the local homogeneity assumption is removed, the resulting property maps can
have improved effective spatial resolution. Additionally, models beyond viscoelastic-
ity can be explored, including Rayleigh damping [53] and poroelasticity [54], which
are discussed in the following section. Ultimately, the model flexibility of NLI may
allow for anisotropic mechanical models for tissue to be incorporated in MRE, which
is critical for the central nervous system involving axon bundles, as discussed in the
next section.
The overarching limitation of current NLI methods is the immense computational
load needed to repeatedly compute displacements with FEM from a mesh covering the
entire imaged object over many iterations. For brain MRE, the number of captured
spatial points is on the order of D = 105. To reduce the problem complexity and
the computational load, the NLI algorithm divides the mesh into smaller overlapping
subzones, each of approximately D = 103 points, and the optimization of material
properties is carried out on individual subzones independently. Figure 2.5 provides an
overview of the complete NLI workflow, where the mesh is zoned at random, proper-
ties are estimated on each subzone, and the results are reassembled in order to repeat
with new zones until a global minimum is achieved [51]. Using overlapping subzones
allows for computational parallelization as each zone can be handled separately [55],
though the entire process is still slow and requires many hours to finish a typical
brain dataset [56].
NLI provides many advantages over DI, despite the long processing times. As
mentioned above the model flexibility and ability to incorporate the inhomogeneous
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Figure 2.5: Overview of the mechanical property estimation procedure with NLI. The
FEM mesh covering the entire object of interest is divided into randomly generated
subzones for mechanical property estimation in parallel. Starting from an assumed
property distribution the expected displacements across the subzone are calculated
using the appropriate mechanical model. These properties are then updated itera-
tively until sufficiently matched to the measured displacement data. Subzones are
collected and reassembled, and the process is repeated with new subzones until global
error is minimized.
material model leads to a better effective property map resolution. NLI is also much
less sensitive to noise than DI since the algorithms are based on solutions of the
forward problem in a conservative form. The presence of noise does require some
regularization penalty added to the error function (Eq. 2.24) to stabilize the algorithm
in the presence of the resulting model/data mismatch. The regularization term can
take many forms, even enforcing local homogeneity in appropriate situations [57], and
is largely dependent on the quality of data and the expected underlying properties.
2.5.4 Model Selection and Anisotropy
Biological tissue is known to exhibit lossy, viscous behavior that leads to the at-
tenuation of shear deformations as they propagate through the material. Different
viscoelastic material models describing tissue properties are used based on the nature
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of the mechanical interrogation [58], and dynamic MRE inversions use the complex
modulus formulation, as introduced in previous sections. Since MRE imaging gener-
ates complex displacement amplitudes both the storage and loss moduli, G′ and G′′,
can be estimated from inversions formulated from the Navier equations.
In practice it is more challenging to calculate G′′, possibly due to the loss modulus
being an inaccurate or incomplete descriptor of motion attenuation [56]. Attenua-
tion is caused by microscale interactions and network complexity in tissue [59–61]
that may be better captured by an alternative formulation of viscous behavior. To
this end a Rayleigh damped material model has been implemented in an NLI algo-
rithm [53, 62], which includes a complex-valued density that allows for a second source
of attenuation to be modeled. This may better describe the basis of attenuation ulti-
mately improving inversion estimates of viscous behavior, and the preliminary results
reported for the brain are promising [63, 64].
Researchers have also extended MRE inversions to include poroelasticity [54, 65,
66]. Biological tissues can be considered biphasic materials with an elastic matrix
and fluid-saturated pores, and when the material is deformed there is fluid exchange
that leads to effectively viscous behavior. Brain tissue, in particular, has been shown
to exhibit poroelastic behavior [67] and some recent brain MRE studies have utilized
a poroelastic formulation of the equations of motion [17, 68]. However, only defor-
mation at low frequency (1-5 Hz) allows for sufficient fluid exchange and poroelastic
behavior, and deformations at frequencies in the normal MRE range (≈50 Hz) are
better modeled with viscoelasticity [69], which has effectively delegated poroelastic
brain MRE to low frequency studies using intrinsic actuation [17].
While the different models discussed above look to explain the damping mecha-
nisms present in brain tissue, their implementation in MRE still relies on mechanical
isotropy, though brain tissue is known to be mechanically anisotropic based on the
directionality of axons [70–72]. Brain tissue is often assumed as transversely isotropic
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and is defined by two directional shear moduli: parallel and perpendicular to fibers.
Inversions that assume isotropy return a single shear modulus that is a compos-
ite of the directional moduli [73] and dependent on the direction of shear propaga-
tion [74–76]. There have been a handful of anisotropic inversion methods developed
for MRE [73, 77, 78], with the primary application being skeletal muscle [79, 80].
These methods use the Helmholtz-Hodge decomposition to separate displacement
fields based on direction of propagation, and require knowledge of the fiber direction
or axis of symmetry to fit the framework of DI. This works well in muscle where
the fiber direction can be assumed and is known to vary slowly in space, but results
in the brain using fiber directions from diffusion tensor imaging (DTI) have been
mixed [81, 82]. Notable is the work on “waveguide” MRE by Romano et al. that
calculated the anisotropic properties of the corticospinal tract after extraction by
DTI [19]. While promising, this method relies on having very large fiber populations
with fairly uniform direction and is not applicable to the whole brain.
In general, the initial anisotropic methods described above are still limited by the
assumption of local homogeneity. When considering the complex fiber networks in the
brain it is clear that the directional moduli will vary significantly in space and violate
the homogeneity assumption even if the effective isotropic modulus is slowly varying.
Because of this it is most likely that accurate and stable anisotropic inversions will
be based on NLI. However, this will still need information about directions from DTI
to reduce the number of estimated parameters, and also displacement data with high
spatial resolution to best isolate fiber populations with a single orientation within
each voxel.
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2.6 Conclusions
The design of an MRE experiment includes considerations for the actuation, imaging,
and inversion components. In this chapter I outlined many of the common elements
of brain MRE experiments and how they influence the final result of mechanical prop-
erty estimates, with particular focus on data quality and SNR. While many factors
influence the property maps returned by the various inversion algorithms, they all
share the common need for data with high SNR, and both actuation systems and
imaging acquisitions are designed to generate and capture displacement data with
high SNR. In the following chapters I will present imaging strategies developed to
acquire MRE displacement data in the brain with high SNR, but also high spatial
resolution. Along with the need to sample full vector field displacements in three spa-
tial dimensions, imaging with high spatial resolution allows for the local mechanical
properties of fine features to be estimated with improved accuracy.
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Chapter 3
High-Resolution Brain MRE Using
Multishot Spiral Readouts with
Self-Navigated Motion Correction
3.1 Introduction
The role of MR spatial resolution in MRE has not been systematically investigated
until now. In general, high-resolution image acquisitions are necessary for most MRI
techniques aimed at mapping anatomical features to reduce partial-volume effects,
and thus, allow for delineation of finer features [1, 2]. The extra component in model-
based MRE inversion introduces additional requirements, and two factors influence
the achievable resolution of MRE: spatial resolution and SNR of the displacement
data. Small-scale variations in the displacement field caused by fine tissue structures
require the acquisition of high-resolution displacement data, and smaller structures
will become detectable by the inversion process as resolution improves. In practice,
however, MRE displacement images are noisy, and low SNR data requires significant
regularization to stabilize the inversion. If the SNR of high-resolution displacements
is insufficient, the smoothing effect of the necessary regularization offsets the gains
achieved by increased resolution. In this sense, the imaging resolution is described as
“achieved” in a given MRE examination only when there is adequate SNR. I use the
octahedral shear strain-based SNR (OSS-SNR) measure of data quality since it has
been previously demonstrated that an OSS-SNR of 3.0 will give accurate inversion
This chapter contains material previously published, and is reprinted with permission. CL
Johnson, MDJ McGarry, EEW Van Houten, JB Weaver, KD Paulsen, BP Sutton, JG Georgiadis.
Magnetic resonance elastography of the brain using multishot spiral readouts with self-navigated
motion correction. Magn Reson Med, in press; doi: 10.1002/mrm.24473
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results [3].
In attempting to capture local variations in brain tissue with MRE, the challenge
is to develop an MR acquisition scheme that enables high quality MRE data to be
obtained during a comfortable and safe subject exam [4, 5]. Obtaining high-resolution
MRE datasets with adequate SNR requires that special attention is paid to the MR
sequence used for acquisition. The most common sequences for MRE of the brain are
based on single-shot, spin-echo echo-planar imaging (EPI) [6]. EPI-based sequences
are attractive because of their rapid acquisition, which keeps examination times short
and minimizes subject discomfort. However, in high-resolution protocols, single-shot
EPI sequences suffer from very long readout durations. Long readouts result in large
distortions from field inhomogeneity and also require long echo times, thus reducing
SNR and ultimately limiting the resolution achievable in a short scan time.
In this chapter, I describe the implementation of a novel multishot, spin-echo se-
quence with variable-density spiral readout gradients for acquiring MRE images with
high spatial resolution and adequate SNR. The multishot spiral sequence allows easy
tradeoffs between resolution, overall acquisition time, and field inhomogeneity dis-
tortions, while the self-navigating properties of the variable-density readout allow for
correction of any resulting phase errors. MRE experiments are performed on phan-
toms in order to demonstrate the benefits of a high-resolution MRE acquisition, and
also on three healthy subjects to highlight the potential clinical advantages afforded
by the improved scheme. With this acquisition I was able to capture full vector field
MRE displacement data with a 2×2×2 mm3 isotropic voxel size on human subjects
with an OSS-SNR over 3.0. The a total acquisition time is under 10 minutes, well
within the limits for safety proposed by Ehman et al [4].
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3.2 Theory
3.2.1 Multishot Spiral Acquisition
MRE acquisitions measure local displacements through the addition of bipolar motion-
encoding gradients to standard MRI sequences. By synchronizing these gradients with
the vibration, the displacements along the motion-encoding direction are mapped to
the phase of the MR signal. Though not always the case [7], these gradients are gen-
erally bipolar with period matching to that of the vibration. In brain MRE, which
utilizes vibrations in the range of 50-100 Hz, these gradients necessitate the use of
long echo times. The most common brain MRE sequence is based on single-shot, spin-
echo EPI that causes further extension of the echo time, especially in high-resolution
protocols, due to the symmetric readout gradients. The use of spiral-out readout
gradients [8], which have the entire readout after the echo time, enables shorter echo
times for a given level of contrast that is dependent on the total motion-encoding
gradient time. Spiral sequences do not require readout gradients applied before the
echo time and thus they allow for high-resolution, short echo time acquisitions with
echo times that are not dependent on the acquired resolution.
Although spiral readout gradients will accommodate reduced echo times, single-
shot sequences still suffer from very long readout times in high-resolution acquisitions.
Long readout times lead to significant distortions in the presence of magnetic field in-
homogeneities and susceptibility differences at air-tissue interfaces. These distortions
not only degrade the quality of the image, but may also lead to model/data mismatch
during the inversion and produce errors in the resulting estimates of mechanical prop-
erties. As an example, distortions from field inhomogeneity can cause compression
and stretching of spatial information in certain regions that may impact the inversion
algorithms sensitive to the geometric relationship of displacement fields. Alternatives
to single-shot sequences are their multishot counterparts, which segment k-space into
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separately acquired interleaves, or shots. This approach reduces the readout time for
each acquisition and provides access to tradeoffs between acquisition time, resolution,
and sensitivity to off-resonance effects and blurring from T ∗2 -decay during readout.
Figure 3.1: Diagram of MRE sequence incorporating multishot, variable-density spiral
readout gradients for generating high-resolution displacement data. Bipolar motion
encoding gradients (dashed) are shown on each gradient axis, though are only applied
one at a time.
I have developed an MRE sequence that utilizes multishot spiral readout gradi-
ents, thus providing high-resolution acquisitions with high SNR and reduced distor-
tions. Specifically, the acquisition uses six shots to acquire a matrix size of 128×128,
giving 2 mm in-plane spatial resolution with a 15 ms readout duration per shot.
Figure 3.1 shows the pulse sequence diagram. The period of the motion-encoding
gradients equals that of the induced vibration (50 Hz for the brain), with the sec-
ond bipolar gradient pair being placed after the refocusing pulse and one-half period
apart [9]. Finally, I employed variable-density spiral readout gradients [10], as op-
posed to constant-density, so that the center of k-space is oversampled with each shot
to provide a navigator for motion correction as discussed in the following section.
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3.2.2 Correction for Motion-Induced Phase Errors
One drawback of multishot imaging in the presence of motion-encoding gradients is
the potential for significant phase errors between shots from bulk motion not related
to the vibrations of interest. These errors lead to phase cancellation and signal loss
when shots are combined during image reconstruction. Phase error is a well-known
phenomenon in diffusion weighted imaging (DWI), where subject motion between
the large encoding gradients leads to significant image degradation [11–14]. The
most likely source of phase error in brain MRE is variations in mechanical actuation
that can result from strained mechanical components when loaded with the weight
of the head. MRE acquisitions assume applied motion to be harmonic with constant
amplitude; hence, motion mapped to the phase of each shot does not vary. However,
the output from actuators typically used in MRE varies in amplitude by a small
amount based on their loading, even after reaching an apparent steady-state [15].
The majority of accumulated phase in brain MRE is a result of rigid body motion
(RBM) since protection of the brain by the skull and cerebrospinal fluid diminishes
the amplitude of induced shear waves of interest [6]. In fact, the external oscillation
amplitudes of the shaker hardware are in the mm range, while the displacements in
the tissue only reach the µm range. The amplitude of RBM more closely reflects the
applied displacement from the actuator, and thus, any variations can lead to phase
errors between shots. In effect, variations in RBM appear as an additional, unwanted
RBM phase component that can be described as a combination of translations and
rotations corresponding to bulk phase offsets and linear phase ramps, the latter result-
ing in k-space trajectory shifts. Anderson and Gore [11] and Van et al. [14] provide
a more complete analysis of the effect of RBM phase errors in multishot imaging
and serve as important references on the topic. The following briefly describes the
correction procedure and Figure 3.2 depicts the correction steps graphically.
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Eq. 3.1 describes the measured (and phase corrupted) signal for shot l of a multi-
shot image, Sˆl, in k-space:
Sˆl
(
klx, k
l
y, k
l
z
)
= ei∆ϕ
l · Sl (klx + ∆klx, kly + ∆kly, klz + ∆klz) . (3.1)
In Eq. 3.1, Sl is the desired signal for shot l, ∆ϕl is the bulk phase offset, klx, k
l
y, and
klz are the nominal k-space trajectories for shot l, and ∆k
l
x, ∆k
l
y, and ∆k
l
z are the
k-space trajectory shifts. As the RBM variations may differ for each shot, all values
are defined for a specific shot, l. In 2D imaging there is only a single kz sample,
and the kz trajectory shift appears as a uniform phase offset across the slice. This
offset can be lumped with the bulk offset from translation, and Eq. 3.1 is simplified
to Eq. 3.2 for 2D imaging:
Sˆl
(
klx, k
l
y
)
= ei∆ϕ
l · Sl (klx + ∆klx, kly + ∆kly) . (3.2)
The corrupted 2D image, Iˆ, is the Fourier transform of the k-space signal summed
over all shots (Eq. 3.3):
Iˆ (x, y) = F{
L∑
l=1
Sˆl
(
klx, k
l
y
)}. (3.3)
Recovery of the uncorrupted signal in the corrected image requires estimation
of the phase offsets and k-space shifts for each shot of each image through the use
of variable-density spiral readouts as appropriate navigators. Registration of both k-
space shifts and phase offsets for each shot of a specific image used the actual sampled
k-space center, defined as the sampled point with maximum signal intensity [16]
(Eq. 3.4):
∆klx,∆k
l
y = arg max
klx,k
l
y
|Sˆl (klx, kly)|. (3.4)
55
The phase of the center k-space point determined the phase offset for each shot
(Eq. 3.5):
∆ϕl = ∠Sˆl
(
∆klx,∆k
l
y
)
. (3.5)
The correction procedure included adjusting each k-space trajectory during image
reconstruction so the center coincided with this same point of maximum signal in-
tensity, and also multiplying each shot by the negative of the estimated phase offset.
Applying these corrections to the corrupted signal allowed the uncorrupted signal to
be recovered (Eq. 3.6):
Sˆl
(
klx −∆klx, kly −∆kly
) · e−i∆ϕl = Sl (klx, kly) . (3.6)
Finally, the corrected image, I, is the Fourier transform of the corrected k-space data
summed over all shots (Eq. 3.7):
I (x, y) = F{
L∑
l=1
Sl
(
klx, k
l
y
)}. (3.7)
Figure 3.2: Schematic depicting correction for RBM-induced phase errors, including
phase offsets and k-space trajectory shifts. The center of k-space is determined for
each acquired shot as the point with maximum signal amplitude (black dot). Shifting
the position of the center and applying the negative of the phase to the signal resulted
in the corrected shot and image. Note that spirals are for illustration and trajectory
shifts are greatly exaggerated.
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3.2.3 Nonlinear Inversion
An NLI algorithm [17, 18] produced material property estimates from the measured
displacement data, as described in Section 2.5.3. This study adopted a finite el-
ement implementation of a nearly incompressible viscoelastic material to calculate
the complex-valued shear modulus, G = G′ + iG′′. NLI estimates both G′ and G′′,
with ρ held at 1020 kg/m3, and λ set to a large value (108 Pa) to model the nearly
incompressible behavior expected for fluid saturated tissues such as the brain.
3.3 Methods
To demonstrate the performance of the high-resolution acquisition scheme introduced
in this chapter, three healthy subjects volunteered for brain MRE examinations fol-
lowing approval for the study by the Institutional Review Board, and after obtaining
written informed consent. Participants were all male, and are identified in the fol-
lowing sections as subjects A, B, and C (24, 34, and 52 years old, respectively).
Additionally, I performed a multiresolution phantom experiment to evaluate the im-
pact of the spatial resolution of MRE acquisitions on the detection of features in the
resulting property maps. All scanning used a Siemens 3T Allegra head-only scanner
(Siemens Medical Solutions; Erlangen, Germany).
3.3.1 Phantom Design and Acquisition
I designed a rectangular parallelepiped phantom composed of 1% agarose gel with
three embedded inclusions of 2% agarose designed to be stiffer than the background.
The inclusions were cubes of three different sizes: 10, 15, and 20 mm on a side.
Vibrating the lower surface of the phantom generated shear waves at 100 Hz.
The multishot spiral MRE sequence with motion-encoding gradients matched in
period to the vibration frequency captured the 100 Hz displacement through the
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phantom. Application of MRE encoding on each of the three cardinal gradient di-
rections independently, with eight evenly spaced time points over a single period of
vibration, generated complex, full vector field displacements. Six interleaved spiral
shots covered k-space with a 64×64 matrix for the phantom, with different resolutions
achieved by adjusting the overall field-of-view: 128, 192, and 256 mm. Acquisition of
twenty slices with 2, 3, or 4 mm thickness, corresponding to the in-plane resolution,
resulted in isotropic resolutions of 2×2×2, 3×3×3, and 4×4×4 mm3, respectively.
The repetition and echo times for all acquisitions were 2000 ms and 35 ms, respec-
tively.
The NLI algorithm interpolated the displacements to 1.7 mm resolution, providing
approximately 16 nodes per wavelength for the finite element forward problem [19].
Interpolation allows a consistent mesh resolution for the finite element computational
model used in the inversion regardless of the data resolution. As a result, the quality
of the mechanical property maps is primarily governed by the acquired data res-
olution and the ability to capture small variations in the displacement field. The
properties were reconstructed at the resolution of the acquired data to hold the ratio
of independent measurements to unknowns constant.
3.3.2 Brain Experiments
A remote electromagnetic actuation system, as described in Section 2.2.1, generated
shear deformations at the driving frequency of 50 Hz. I acquired displacement im-
ages in the same manner as the phantom experiments with motion encoding along
three axes and eight samples over a single period. Imaging parameters included: six
k-space interleaves; 256 mm field-of-view; 128×128 matrix; 20 axial slices (2 mm
thick) in the region of the corpus callosum; 2000/55 ms repetition/echo times. This
acquisition resulted in an isotropic resolution of 2×2×2 mm3 and was repeated with
negatively polarized gradients to remove background phase effects and to provide a
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signal average. Total acquisition time was less than 10 minutes.
Each image was reconstructed using the motion correction procedure described in
the previous section. Complex-valued subtraction combined corrected images with
positive and negative gradient polarization, and the resulting phase images were
unwrapped [20]. Motion at the first harmonic was extracted using a temporal Fourier
transform, and the result was a set of 3D complex-valued displacements in three
motion directions. No further filtering was applied to the data prior to inversion with
the NLI algorithm. I calculated the OSS-SNR [3] to estimate the quality of each
acquired MRE dataset.
In addition to MRE, each imaging session included acquisition of a T1-weighted
MPRAGE scan (2000/900/2.2 ms repetition/inversion/echo times; 1×1×1 mm3 res-
olution). I segmented the MPRAGE images into cortical gray matter (GM), white
matter (WM) and cerebrospinal fluid then registered the data to the MRE images
using the BET [21], FLIRT [22], and FAST [23] tools in FSL [24].
3.4 Results and Discussion
3.4.1 Multiresolution Phantom Experiment
The need for acquiring MRE data with high spatial resolution is often overlooked in
studies quantifying the local mechanical properties of tissue. Doyley et al. [25] pre-
viously investigated the limits of elastography in detecting and characterizing focal
lesions, and determined that both detection and characterization are dependent on
lesion size and stiffness. However, the Doyley study used images at a fixed spatial
resolution, and did not consider how the resulting estimates might change with the
data acquisition resolution. I performed a multiresolution experiment on a phan-
tom to determine whether spatial resolution of the MRE acquisition plays a role in
detection and characterization of material inclusions. Figure 3.3 presents property
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maps estimated from each dataset (2, 3, and 4 mm isotropic resolutions) along with
a T2-weighted image clearly depicting the phantom inclusions (cubes of size 10, 15,
and 20 mm). Figure 3.3.E plots the average estimated stiffness of each inclusion, as
measured with each resolution.
The property maps presented in Figure 3.3 demonstrate the importance of spatial
resolution in MRE. Of the three resolutions investigated, only data acquired at 2
mm and 3 mm allowed detection of the smallest inclusion, which is 10 mm in size
and marked by the white arrows in Figure 3.3. Higher data resolution also allowed
for more accurate recovery of the rectangular shape of the inclusions. Figure 3.3
demonstrates that the quantitative characterization of the inclusions also changes
with spatial resolution, as the estimated stiffness increases with improved resolution
and size of the inclusion. The largest inclusion was found to be approximately 18.5
kPa, compared to a 4.0 kPa background, which agrees roughly with expected values
from literature while considering uncertainty due to the sensitivity of agarose shear
modulus to thermal history [26–28]. However, this value was found only with the high-
est resolution, and was not recovered for the other inclusions or other resolutions, as
the estimated contrast decreases with both decreasing size and data acquisition res-
olution (Figure 3.3). This finding agrees with Doyley [25], who showed that accurate
stiffness characterization of focal inclusions depends on size of the heterogeneity.
It is apparent that there is a certain resolution relative to inclusion size needed to
accurately recover the true shear modulus of the inclusion. The experimental results
presented in Figure 3.3 suggest that approximately ten voxels across the inclusion are
needed for accurate quantification, though without independent mechanical testing to
determine the true modulus and a finer range of tested spatial resolutions it is difficult
to pinpoint an exact limit. Additionally, this limit likely also depends on frequency of
actuation, contrast of inclusion modulus with the background, and SNR. Acquisitions
at each resolution in this experiment had very high SNR (OSS-SNR > 15), so noise
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Figure 3.3: Calculated G′ property maps for the phantom study. (A) High-resolution
T2-weighted image showing inclusions, along with stiffness estimates from acquisitions
with different isotropic resolutions: (B) 2 mm, (C) 3 mm, and (D) 4 mm. White
arrows show the location of the smallest inclusion, which disappears from the property
maps at lower resolution. (E) Average G′ values for each inclusion compared to the
background and plotted against isotropic spatial resolution of acquired displacement
data. Accurate characterization depends on both inclusion size and data resolution, as
decreasing either causes decrease in estimated stiffness contrast with the background.
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did not play a role in the results.
3.4.2 Quality of in vivo Brain MRE Data
Producing accurate, reliable estimates of the mechanical properties of tissue with
NLI is critically dependent on the quality of the acquired MRE displacement images,
with quality being defined here as both adequate spatial resolution and measure-
ment SNR. In this work, I developed a brain MRE sequence capable of acquiring
high-resolution, high-SNR datasets by incorporating multishot, variable-density spi-
ral readouts. Multishot imaging, however, introduces the need to account for phase
errors between shots, which result in loss of signal in the MR images as observed in
Figure 3.4.A. In MRE, these phase errors can be attributed to variations in the ampli-
tude of motion imparted by the actuator, which effectively contribute an additional,
erroneous RBM phase component to the signal. I corrected for these phase errors
using the technique described above in Section 3.2.2, which led to a marked increase
in image quality (Figure 3.4.B), and thus high-quality MRE displacement data, as
visualized in Figure 3.4.D. There is a visible improvement over the uncorrected dis-
placement data (Figure 3.4.C), especially in the left/right asymmetry in shear wave
pattern.
Figures 3.4.E-F present OSS-SNR distributions for visualization of improvement
in MRE data quality with phase correction. Phase errors lead to signal loss in the
MR images resulting in an increase in noise in the displacement fields calculated from
the phase, and significantly decreasing the OSS-SNR to levels that are below the
threshold required for accurate inversion, which is approximately 3.0 [3]. Correction
for RBM-induced phase errors results in the recovery of high fidelity displacement
data with an improvement in OSS-SNR by a factor of approximately 1.5 across all
subjects. In this case, the OSS-SNR value was determined as the average over the
imaged volume, though the distribution (in Figure 3.4.F) demonstrates that data
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with high OSS-SNR is obtained even in the center of the brain where motion is
significantly attenuated. The correction for phase errors also improves the resulting
estimated property maps, shown in Figure 3.4.G-H. The property map calculated
from the uncorrected data demonstrates significant left/right asymmetry compared
with the corrected data. Additionally, anatomical features visible in the corrected
data are obscured in the uncorrected data.
Figure 3.4: Comparison of MRE data without (top row) and with (bottom row)
phase correction: (A and B) magnitude from raw MRE images; (C and D) displace-
ment in the z-direction; (E and F) resulting OSS-SNR distributions; and (G and
H) calculated G′ property maps. Phase correction improves OSS-SNR and improves
left/right asymmetry in displacement images, and ultimately leads to significantly
improved estimated property maps.
3.4.3 Mechanical Property Maps of Human Brain Tissue
The value of high-resolution brain MRE is in capturing local variations in the vis-
coelastic properties of tissue. Figure 3.5 presents G′ distributions of all three volun-
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teers as axial slices with sagittal and coronal reformats around the corpus callosum.
Table 3.1 collects the average G′ and G′′ values of WM and cortical GM for each
subject calculated using the individual masks. Also included in Table 3.1 are values
reported in the brain MRE literature for comparison. Here I chose to compare values
with those reported by Zhang et al. [29], who also used a full vector field acquisition
and 3D viscoelastic inversion. In general, good agreement occurs for both G′ and G′′
of WM; however the distinction between WM and GM is greater in the current study.
The use of improved resolution (2 mm isotropic vs. 3 mm isotropic) and nonlinear
inversion that allows for modeling of inhomogeneous tissue properties may have more
accurately captured the thin structure of the cortex and resulted in higher contrast
between WM and GM.
Table 3.1: Summary of OSS-SNR and estimated viscoelastic shear moduli for each
of the three subjects compared to values found by Zhang et al. from a group of eight
healthy subjects (J Biomech, 2011).
Subject A B C Zhang et al.
Age (years) 24 34 52 22-43
OSS-SNR 5.76 3.42 3.82
White Matter
G′ [kPa] 2.72 2.67 2.55 2.41 ± 0.23
G′′ [kPa] 1.97 1.54 1.53 1.21 ± 0.21
Gray Matter
G′ [kPa] 2.04 1.84 1.89 2.34 ± 0.22
G′′ [kPa] 1.25 1.15 0.97 1.11 ± 0.03
By obtaining brain MRE data with high spatial resolution and adequate SNR,
we can begin to identify structures in the white matter based on their shear stiffness.
Referring to the top row of Figure 3.5, which shows the storage modulus on a single
slice through the genu and splenium of the corpus callosum for each of the three
volunteers, the lateral ventricles are clearly outlined as soft regions. This is expected
64
as the ventricles are fluid-filled structures and should exhibit zero shear modulus,
though in this case they are modeled along with the tissue as a solid and must
have finite stiffness. Qualitatively, the genu of the corpus callosum and the forceps
anterior tracts can be identified as stiffer regions in each subject on the axial slice,
while the body of the corpus callosum can be identified superior to the ventricles in
the sagittal and coronal planes. Additionally, the corticospinal tracts inferior to the
corona radiata appear as very stiff regions to the left and right of the ventricles in the
axial view, though are not uniform bilaterally. The coronal plane reveals the corona
radiata tracts themselves superior to regions of lower stiffness corresponding to gray
matter of the lateral fissure.
Figure 3.5: Axial (top), sagittal (mid), and coronal (bottom) views of G′ property
maps for all three volunteers (A, B, and C). Images are presented in radiology con-
vention (subject right is image left; subject anterior is image left in sagittal panel).
These property maps provide qualitative evidence that high-resolution MRE is
capable of resolving local variations in tissue stiffness that correlate with the white
matter structures in the brain. The regional variation of mechanical properties seem
consistent with the variation in axon volume fraction, as demonstrated by Abolfathi et
al. [30], who considered the white matter as a composite medium consisting of axons
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embedded in a matrix. Indeed, regions with highly oriented axons (corpus callosum,
corticospinal tracts, corona radiata) have higher volume fraction of axons and higher
viscoelastic values. The next chapter will look to quantify the mechanical properties
of these individual structures in the white matter architecture by correlating the MRE
data with other MRI modalities.
3.5 Conclusions
To improve the prospects of magnetic resonance elastography (MRE) as a noninva-
sive technique for measuring focal mechanical properties of brain tissue in vivo, I have
developed and implemented a brain MRE sequence based on multishot and variable-
density spiral imaging to measure tissue displacement vectors in 3D with high spatial
resolution, without compromising image acquisition speed or SNR. A multiresolution
experiment using an agarose gel phantom with embedded inclusions demonstrated
that spatial resolution plays a significant role in both detecting and characterizing
local variations in viscoelastic properties with MRE. The first high-resolution MRE
measurements on healthy volunteers suggest that a plethora of anatomical features
can be delineated directly from the MRE stiffness maps. These results set the stage
for the investigation of certain white matter structures that are affected in neurode-
generative diseases. Chapter 4 will focus on the reliability and repeatability of the
quantitative local mechanical property measures generated using the high-resolution
MRE data acquisition scheme presented here.
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Chapter 4
Local Mechanical Properties of
White Matter Structures in the
Human Brain
4.1 Introduction
Recent reports of MRE suggest a loss in bulk mechanical properties of the human
brain in a number of neuroinflammatory and neurodegenerative disorders, including
Alzheimer’s disease [1], multiple sclerosis [2, 3], and normal pressure hydrocephalus [4,
5], as well as in normal physiological aging [6, 7]. However, the lack of spatially
resolved property maps generated in these studies limits the clinical applicability of
brain MRE. To date, MRE studies have reported mechanical properties averaged over
the whole brain or over broad regions of interest, thus missing potentially significant
localized effects. Global mechanical measures are also not likely to be very specific,
since they exhibit the same trends (decrease in shear modulus) in the neurological
conditions investigated to date. Reliably estimating local mechanical properties may
improve both sensitivity and specificity to disease, since many neurological disorders
have localized origins or distinct regions of tissue disruption. These local measures
of tissue stiffness may ultimately provide methods to better distinguish early onset
of disease, aid in differential diagnosis, or monitor disease progression.
In Chapter 3 I introduced an acquisition technique capable of acquiring three-
dimensional, full vector field MRE displacement data with improved spatial resolu-
This chapter contains material previously published, and is reprinted with permission. CL
Johnson, MDJ McGarry, AA Gharibans, JB Weaver, KD Paulsen, H Wang, WC Olivero, BP Sut-
ton, JG Georgiadis. Local mechanical properties of white matter structures in the human brain.
NeuroImage, 79:145-152, 2013.
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tion while maintaining adequate SNR to produce highly-resolved mechanical property
maps when coupled with finite-element based inversion. I demonstrated that estimat-
ing focal mechanical properties with displacement data at higher spatial resolution
and nonlinear inversion (NLI) is advantageous in resolving local stiffness variations
in the brain. In this chapter I report the first in vivo measurement of the local varia-
tions in mechanical properties of the human brain revealed by high-resolution MRE.
Using a white matter atlas [8], I quantify the stiffness of the corpus callosum and
corona radiata in healthy subjects, and demonstrate the reliability of these measures
by performing repeated experiments on the same subject. Additionally, the MRE
mechanical characteristics of tissue within the corpus callosum and corona radiata
demonstrate high correlations with measures of underlying microstructure obtained
from DTI and corroborated by histological data available in the literature.
4.2 Methods
A group of seven healthy volunteers (age range: 24-53 years; median age: 30 years;
all male) provided written informed consent for this study approved by the Institu-
tional Review Board. The imaging protocol consisted of MRE, DTI, and structural
acquisitions, with all scanning performed on a Siemens 3T Allegra head-only scan-
ner (Siemens Medical Solutions; Erlangen, Germany). One volunteer (24 years old)
visited six times over two months for testing the reliability of elastography measures.
4.2.1 MRE Acquisition and Nonlinear Inversion
Acquisition of high-resolution MRE displacement data utilized the multishot, variable-
density spiral sequence described in Chapter 3, resulting in three-dimensional, full
vector field complex displacements at 50 Hz with 2×2×2 mm3 isotropic spatial res-
olution. The imaging volume comprised twenty axial slices with 2 mm thickness
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covering the ventricles, corpus callosum, and corona radiata. The octahedral shear
strain-based SNR measure (OSS-SNR) determined the quality of each dataset for
inclusion in the study [9]. Based on the OSS-SNR value averaged over the entire
imaging volume, I excluded from the study the datasets from one volunteer and from
one visit of the repeated subject, as these datasets did not meet the required OSS-
SNR threshold of 3.0.
NLI estimated the mechanical properties of tissue from displacement data using a
viscoelastic material model [10]. The mechanical properties reported in this chapter
are the storage and loss moduli, G′ and G′′, respectively, which were reconstructed at
the same spatial resolution as the displacement data [11], and the damping ratio, ξ,
which is equal to G′′/2G′. ξ describes the level of motion attenuation and is similar
in meaning to the mechanical phase angle [12] or fractional springpot parameter [7]
used to previously investigate motion attenuation properties of tissue.
Each imaging session included the acquisition of DTI data acquired over the same
imaging volume and with the same spatial resolution as the MRE scans. DTI scans
used a b-value of 1000 s/mm2 and twelve directions in a single-shot echo-planar imag-
ing acquisition. The FDT diffusion toolkit in FSL [13] fit diffusion data to the tensor
model and extracted DTI metrics, including fractional anisotropy (FA) and radial
diffusivity (RD). The Diffusion Toolkit and TrackVis programs tracked and visual-
ized fiber pathways in the brain from DTI data [14]. Additionally, a high-resolution
MPRAGE acquisition produced T1-weighted anatomical images with 1×1×1 mm3
isotropic voxels for segmentation.
4.2.2 Image Segmentation
Image registration and segmentation used FSL. Skull-stripping of the T1-weighted
anatomical images used the BET tool [15], then the FAST tool was used to segment
cortical gray matter (GM), white matter (WM), and cerebrospinal fluid [16]. Linear
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registration of the anatomical images to the MRE data with the FLIRT tool [17]
allowed for creation of GM and WM masks for each dataset using a partial volume
threshold of 0.7. Any contribution from deep gray matter structures was manually
removed from GM masks and not quantified.
Segmentation of individual structures in the white matter architecture utilized
the ICBM-DTI-81 white matter atlas and parcellation map [8]. Registration of the
ICBM-152 template [18] to anatomical T1-weighted images used the FNIRT tool [19],
and application of the same transformation also registered the white matter atlas.
Further registration using the FLIRT transforms generated individual masks of the
corpus callosum (CC) and corona radiata (CR) for each dataset.
4.3 Results and Discussion
Figure 4.1 provides an overview of the typical results from high-resolution MRE with
NLI, along with anatomical structure for comparison. Starting from the spatially
resolved mechanical properties from MRE, G′ and G′′ (Figures 4.1.C-D), I used the
ICBM-DTI-81 white matter atlas [8] on the ICBM-152 template [18] to isolate the
CC and CR. Registration of the atlas to an individual MRE dataset involves first
registering the template to the high-resolution T1-weighted images, which are then
registered to the magnitude images from the MRE data (Figure 4.1.A). The registered
T1-weighted images (Figure 4.1.B) allow for individual masks of the CC and CR to
be drawn on the MRE property maps (Figures 4.1.C-D). Figure 4.1.E provides the
corresponding FA image from DTI for comparison. Clearly visible are the left-right
fibers of the CC in red and the superior-inferior fibers of the CR in blue, lateral to
the CC. The locations of each structure agree well with the atlas-based masks.
Tractography from DTI data enables the tracking of white matter fiber bundles
in 3D. Overlaying the spatial maps of the mechanical properties on the estimated
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Figure 4.1: Spatial variations in mechanical properties juxtaposed with structures
in the white matter architecture. (A) Magnitude image from MRE dataset; (B)
T1-weighted anatomical image after registration to MRE data; (C) map of storage
modulus, G′; (D) map of loss modulus, G′′; and (E) color fractional anisotropy map
from DTI after registration to MRE data. Representative masks for the corpus cal-
losum and corona radiata are outlined in red and blue, respectively, on B, C, and
D. (F) Visualization of white matter fibers through the corpus callosum and corona
radiata with tractography from DTI data where color corresponds to G′ from MRE.
Different image boundaries of property maps, C and D, are due to manual data masks
applied prior to inversion and do not affect registration.
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tracks allows for visualization the correlation of MRE results with fiber structure.
Figure 4.1.F presents the tracking of fibers in the left hemisphere passing through
the CC and CR, with color representing storage modulus, G′, from MRE. The fibers
of the CR, fanning out lateral to the CC, are softer than the CC, whose fibers are
potentially packed more tightly in its highly organized structure. Significant property
heterogeneity is apparent, especially in the CC where the genu, body, and splenium
exhibit different stiffness. Fibers of the forceps anterior and posterior extending from
the genu and splenium, respectively, appear as stiff bundles. Additionally, as the
fibers of the CR extend into more superficial white matter they become softer. In
the following sections I first evaluate the repeatability of the MRE measures from
displacement images with 2 mm isotropic spatial resolution, and then quantify local
and global mechanical properties and discuss the spatial heterogeneity in mechanical
properties.
4.3.1 Repeatability of Local MRE Measures
Repeatability analysis of local and global MRE measures used five MRE datasets ac-
quired on a single subject. Figure 4.2 presents one slice of the average MRE property
images with corresponding standard deviation maps for the repeated subject after
co-registration to the T1-weighted anatomical dataset. Also presented are maps of
coefficient of variation, defined as the standard deviation over the mean, for each prop-
erty (Figures 4.2.G-I). The anatomical features of a single experiment (Figure 4.1)
including low G′ in the lateral ventricles, elevated G′ of the CC and CR, and lower
G′′ of the CC are still evident in the averaged data. Standard deviation maps
demonstrate that property variation across experiments is very small and show no
significant peaks corresponding to anatomical structure, except for ξ in the lateral
ventricles (Figure 4.2.F). The ventricles are structures filled with cerebrospinal fluid
and were not excluded during the inversion. In fact, they were treated as solid tissue
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continuous with the brain parenchyma, which leads to errors from model/data mis-
match. However, post-processing property analysis did exclude the ventricles through
segmentation, so these model/data errors do not propagate to the surrounding tissues
(because of the local zoning approach used by NLI [10]), and thus, do not affect the
results presented in the following sections.
I quantified the repeatability of mechanical property measures of both global and
local regions in the brain. Global regions are GM and WM, while local regions include
the body of the CC and the superior segment of the CR. This analysis only included
the central segment of each structure, since the limited image acquisition volume
resulted in the anterior and posterior segments of each structure being partially cap-
tured in each MRE exam. Both structures also exhibited significant heterogeneity
between segments, which further motivated this decision and will be discussed later.
Table 4.1: Coefficient of variation, defined as standard deviation over mean, for each
regional mechanical property measure determined from five separate examinations of
the same subject.
GM WM CC CR
G′ 4.59% 5.71% 8.71% 5.79%
G′′ 5.84% 6.33% 5.42% 7.17%
ξ 3.83% 5.58% 9.15% 7.25%
Table 4.1 lists the coefficient of variation for each regional mechanical measure
from repeated exams of the same subject. Coefficients of variation are less than 10%
for each measure demonstrating the excellent repeatability of the MRE results. Es-
pecially notable is the high repeatability of the CC and CR properties, two clinically
important structures in the brain not previously studied with MRE due to lack of spa-
tial resolution in previous measurements. These results indicate that high-resolution
MRE is capable of capturing anatomical variations in the form of highly repeatable
mechanical property maps.
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Figure 4.2: Demonstration of MRE measurement repeatability. Top row: property
maps of (A) G′, (B) G′′, and (C) ξ co-registered and averaged over five examinations of
the repeated subject. Middle row: standard deviation maps of the same properties:
(D) G′, (E) G′′, and (F) ξ. Bottom row: coefficient of variation maps, defined as
standard deviation divided by mean, for each property: (G) G′, (H) G′′, and (I) ξ.
Local property values are consistent across repeat examinations, and all properties
exhibit modest variation. Higher variations at the edge of the brain are due to co-
registration of datasets with different masks.
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4.3.2 Comparison of Local and Global MRE Measures
Now I address the issue of whether property variations within each brain region are
statistically significant, relative to differences between subjects. Figure 4.3 presents
the average G′, G′′, and ξ property values for each region across the group of six
healthy subjects. Two-way analyses of variance (ANOVA), with subject and brain
region as independent variables, indicated significant difference between regions for
all properties (p < 0.05). Individual post hoc Wilcoxon signed-rank tests compared
different regions with significance set at p < 0.05. Table 4.2 collects all average
property values and their standard deviations.
Figure 4.3: Global (GM and WM) and local (CC and CR) property values averaged
over the subject population; ∗ denotes statistically significant difference (p < 0.05).
WM is significantly different from GM in G′ and G′′, though not in ξ. CC and CR
differ significantly from WM and each other in all properties, demonstrating that
they are mechanically distinct structures. Note that CC refers to the body of the
CC, and CR refers to the superior segment of the CR.
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Global comparisons of WM vs. GM show significantly greater G′ and G′′ for
WM, though they do not demonstrate a significant difference in the damping ratio,
ξ. Shear modulus values for WM compare well with recent brain MRE studies [20, 21],
though the difference between WM and GM is somewhat greater here. The results
of Chapter 4 previously suggested this finding and attributed the difference to the
improved spatial resolution of our acquisition in resolving material properties of the
GM. Here, WM is approximately 32% stiffer than GM, a relationship that matches
the ex vivo literature [22]. However, whether in vivo MRE, as implemented here,
can accurately quantify the mechanical properties of cortical GM cannot to be easily
established due to the thin structure of the cortex [23]. The statistical difference
with WM and the high repeatability of the GM measures demonstrate that MRE
with 2 mm isotropic resolution displacement data and NLI is capable of producing
reliable and useful estimates of GM properties. Future work will be needed to evaluate
residual bias in the property estimates of GM that may occur from under-sampling
due to spatial resolution limits.
Global WM values differ significantly from those of individual WM structures. G′
is significantly lower in overall WM than both the CC and the CR. The finding that
the CC has a greater G′ than WM agrees well with recent in vivo elastography studies
on rodent brains which reported the CC to be a relatively stiff structure [12, 24]. The
CC is a tight bundle of highly aligned fibers, which should provide more structural
rigidity than superficial white matter. The CR also exhibits these characteristics,
though to a lesser extent since its fibers fan out and are not as highly aligned. The
CC has significantly higher G′ than the CR, which agrees with the organizational and
compositional characteristics of each structure.
More interestingly, WM has greater G′′ than the CC, though less than the CR.
These relationships hold true for ξ as well, which reflects the relative amount of motion
attenuation in the structure. Microscale interactions in tissue cause attenuation,
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Table 4.2: Average values and standard deviations for regional mechanical properties
across all subjects.
GM WM CC CR
G′ [kPa] 2.02 ± 0.09 2.66 ± 0.30 3.09 ± 0.39 2.78 ± 0.37
G′′ [kPa] 1.04 ± 0.12 1.54 ± 0.15 1.23 ± 0.26 1.97 ± 0.12
ξ 0.32 ± 0.03 0.31 ± 0.03 0.23 ± 0.07 0.37 ± 0.05
which increases with inter-connectedness in composite materials, such as connections
of glial cells and axons in a matrix [25, 26]. Certain structures in the brain consist of
fibers arranged in a grid pattern [27], including the CR crossed by the rostro-caudal
fibers of the superior longitudinal fasciculus, which may result in more attenuation
from the added connections. These crossings do not exist in the CC, which has
significantly lower G′′ and ξ than the CR.
In general, very limited data exists from invasive or ex vivo mechanical testing
of specific white matter structures. A previous study of ex vivo porcine brain in
tension [28] reported that the CC is stiffer than the CR, while other studies using
large shear deformations [29] and microindentation [30] found the opposite trend.
These studies cannot be directly compared to each other or to in vivo results from
MRE on human subjects due to the differences in mechanical testing regimes and the
change in tissue properties after brain death and excision.
Both the CC and CR are characterized by mechanically anisotropic microstruc-
ture [28, 29]. Inversion of displacement data in the present work uses an isotropic
material model that returns an effective shear modulus that is a composite of the
direction-dependent shear moduli in anisotropic tissues [31]. The propagation di-
rection of excited shear waves influences this effective shear modulus [24, 32], and
differences in propagation direction relative to fiber orientation could contribute to
the mechanical relationship between the CC and CR reported here. However, actu-
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ation in brain MRE results in multi-aspect excitation [33–35] and it is unlikely that
differences in wave propagation in the structures play a significant role in conclusions
presented here. This is supported by the high repeatability of the extracted mechan-
ical properties and that the CC is consistently stiffer and less viscous than the CR in
all subjects, although each experiment exhibits unique displacement fields. Although
the development of anisotropic inversion techniques [31, 34] may remove any effect
from wave propagation direction, it is outside the scope of the present study.
4.3.3 Heterogeneity in Structure Properties
The CC and CR are large structures consisting of multiple fiber pathways with dis-
tinct anatomy and function. High-resolution MRE revealed mechanical heterogeneity
within each structure, and Figures 4.4.A-B highlight this heterogeneity by presenting
sagittal slices of G′ distributions in the CC and CR averaged across all subjects after
co-registration to the ICBM-152 template. An apparent gradient in G′ from posterior-
to-anterior exists for both structures; however, the CR exhibits higher stiffness in its
anterior segment, while the anterior segment of the CC, the genu, is softer than the
body. The ICBM-DTI-81 atlas defines three separate segments for both the CC (sple-
nium, body, and genu) and CR (posterior, superior, and anterior), and the properties
of each individual segment were quantified. Figures 4.4.C-E plot the properties of
each segment of the CC and CR against their posterior-to-anterior position.
Table 4.3 presents the MRE (G′, G′′, and ξ) and DTI (FA and RD) values for each
segment of the CC and CR. Two-way ANOVA of properties against both segments
and subjects indicated heterogeneity within both the CC and CR for all properties
(p < 0.05). I investigated this heterogeneity by post hoc testing the properties of the
anterior and posterior segments of each structure against its central segment using
Wilcoxon signed-rank tests with significance set at p < 0.05.
The genu has significantly lower G′ than the body of the CC, and significantly
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Figure 4.4: Demonstration of mechanical property heterogeneity in white matter
structures: average G′ for (A) CC and (B) CR across all subjects overlaid on corre-
sponding paramedial slices of the ICBM-152 template. Distinct segments as defined
by the ICBM-DTI-81 atlas are marked and labeled (from posterior-to-anterior): sple-
nium, body, and genu of the CC; and posterior, superior, and anterior segments of
the CR. Only a single slice of each 3D structure is presented here for illustration pur-
poses. Mechanical properties of each segment are quantified and plotted: (C) G′, (D)
G′′, and (E) ξ. CC properties are in red while CR properties are in blue. Values are
staggered on the x-axis to avoid overlap. Statistically significant differences between
segments of a structure are marked with ∗ in the appropriate color above the line
(p < 0.05). The genu differs from the body of the CC in all properties, while the
posterior segment differs from the superior in the CR for all properties.
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Table 4.3: Average values and standard deviations for MRE and DTI measures in
segments of the CC and CR across all subjects. ∗ denotes significant difference with
central segment (body of CC; superior of CR).
Corpus Callosum Genu Body Splenium
G′ [kPa] 2.67 ± 0.69 ∗ 3.09 ± 0.39 3.11 ± 0.35
G′′ [kPa] 1.55 ± 0.36 ∗ 1.23 ± 0.26 1.03 ± 0.19
ξ 0.34 ± 0.13 ∗ 0.22 ± 0.07 0.18 ± 0.04
FA 0.68 ± 0.04 ∗ 0.62 ± 0.04 0.60 ± 0.06
RD [mm2/s 10−3] 0.38 ± 0.03 ∗ 0.44 ± 0.03 0.47 ± 0.05
Corona Radiata Anterior Superior Posterior
G′ [kPa] 2.96 ± 0.60 2.78 ± 0.37 2.39 ± 0.19 ∗
G′′ [kPa] 1.92 ± 0.34 1.97 ± 0.12 1.39 ± 0.08 ∗
ξ 0.38 ± 0.13 0.37 ± 0.05 0.30 ± 0.04 ∗
FA 0.51 ± 0.03 0.50 ± 0.01 0.48 ± 0.01 ∗
RD [mm2/s 10−3] 0.48 ± 0.02 0.48 ± 0.01 0.55 ± 0.02 ∗
higher G′′ and ξ. The splenium of the CC does not differ significantly from the body
in any mechanical property. The same segments exhibit significantly different DTI
properties. The body shows lower FA and higher RD than the genu, though no
differences with the splenium.
The posterior segment of the CR has significantly lower G′, G′′, and ξ than the
superior segment. We found no significant mechanical differences between the ante-
rior and superior segments of the CR. Performing similar comparisons with the DTI
measures again yielded relationships similar to those from MRE. FA is higher in the
superior segment compared to the posterior, while RD is lower. Again, the anterior
and superior segments are not significantly different in either FA or RD.
4.3.4 Correlation of Mechanical and Diffusivity Measures
Pairwise comparisons indicated that mechanical measures from MRE and diffusivity
measures from DTI similarly identify differences in segments within both the CC and
CR. This generated the hypotheses that DTI measures (FA and RD) may describe the
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difference in MRE measures (G′ and G′′) between segments. I tested these hypothe-
ses using analyses of covariance (ANCOVA) between all combinations of individual
MRE and DTI measures, grouped by subject. Analysis treated segments within each
structure as repeated measures and tested the CC and CR separately. Significance
of correlations was determined at p < 0.05.
Figure 4.5.A plots G′ and G′′ of each segment of the CC against FA, while Fig-
ure 4.5.B plots the properties against RD. Different color markers differentiate sub-
jects and plotted trendlines are determined from ANCOVA analysis. In the CC, RD
values of the individual segments significantly correlate with both G′ and G′′. Higher
RD indicates higher G′ and lower G′′. MRE properties also exhibit correlations with
FA, though these meet only trend level significance (p < 0.1).
It is not surprising that MRE and DTI measures correlate well as they are both
sensitive to underlying tissue microstructure and may be reflecting similar microstruc-
tural characteristics in this case. The data suggest that in the CC both MRE and
DTI measures are highly influenced by axon diameter distribution. Larger axons will
provide structural rigidity to the tissue [36] and generate higher G′ values. Regions
of smaller axons exhibit greater G′′ values likely due to a greater number of lateral
connections and tethering resulting from a tighter glial matrix as these areas have a
higher axon number density. A recent study shows that axon diameter within the CC
affects DTI measures; it is negatively correlated with FA and positively associated
with RD [37]. The results presented in Figure 4.5.B support this argument as larger
axons would lead to higher RD and G′, though a lower G′′.
I compared the findings from MRE and DTI with histology studies of axon diam-
eter distributions in different segments of the CC [38–40]. The CC body comprises
highly myelinated axons of large diameter connecting motor, somatosensory, and
auditory regions for fast signal transmission. Fibers of the genu, which connect the
frontal regions of the brain, typically have smaller diameters and less myelination [40].
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Figure 4.5: DTI measures of individual segments of white matter structures correlate
with mechanical measures from MRE. G′ and G′′ for each segment of the CC (genu,
body, and splenium) plotted against (A) FA and (B) RD; and for each segment of
the CR (anterior, superior, posterior) against (C) FA and (D) RD. Different colors
represent measures from different subjects. Trendlines were generated through AN-
COVA, which treated segments as repeated measures, and ∗ in the legend indicates
significant correlation (p < 0.05). In the CC, G′ and G′′ both correlate with RD,
though with opposite dependencies. For the CR, G′′ is positively correlated with FA
and negatively with RD.
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The splenium consists of both large axons of the visual pathway and smaller tem-
poroparietal axons. This supports the hypothesis about MRE and DTI measures
reflecting axon diameter in the CC. The genu differs significantly from the body in
measures that would suggest a smaller average axon diameter and a larger number of
axons. The heterogeneous distribution of splenium axons confounds this effect and
is likely responsible for the lack of significant difference with the body.
I also analyzed the dependence of G′ and G′′ in the CR on FA (Figure 4.5.C)
and RD (Figure 4.5.D). G′′ of the CR segments correlates positively with FA and
negatively with RD, though the analysis returned no significant correlation between
G′ and either DTI measure. It is difficult to interpret the correlation of FA and RD
with G′′ in terms of underlying CR microstructure. The CR comprises fiber tracts
that fan towards the cortex and are subject to significant crossings from other fiber
structures [27]. DTI assumes a single fiber orientation and does not characterize
fanning and crossing features well [41], thus measures like FA and RD cannot be tied
directly to specific characteristics as in the CC. I hypothesized in a previous section
that the crossing fiber populations of the CR result in high viscosity, and it is possible
that the FA and RD are reflecting these crossings thus leading to the correlation with
G′′.
4.4 Conclusions
The improvements in brain MRE acquisition and inversion introduced in Chapter 3
have enabled the investigation of brain tissue mechanics on a scale previously un-
available in vivo. In this chapter, I measured the mechanical properties of the corpus
callosum and corona radiata in healthy volunteers using high-resolution MRE and
atlas-based segmentation, and demonstrated the measurement reliability through re-
peated experiments. Overall, global white matter is softer on average than either
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the corpus callosum or the corona radiata, whereas, the corpus callosum exhibits
a higher stiffness and lower viscous damping compared to the corona radiata. The
present report of the localized, spatially resolved mechanical properties is the first
to characterize the corpus callosum and corona radiata in the human brain in vivo.
Quantification of the stiffness of specific structures in the white matter architecture
may aid researchers in studying the localized effects of neurological conditions, and
has the potential to enhance the sensitivity and specificity of mechanical markers to
diagnose disease. Comparison of MRE and DTI measures of segments of the corpus
callosum yielded correlations between radial diffusivity and both storage and loss
modulus, likely stemming from axon diameter distribution. Similar correlations exist
between loss modulus and DTI measures in the corona radiata that may reflect fiber
orientation and crossing. However, the lack of clear microstructural basis for a sys-
tematic interpretation of both MRE and DTI measures in the corona radiata points
to the need for further investigation in that direction.
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Chapter 5
3D Multislab, Multishot
Acquisition for Fast, Whole-Brain
MR Elastography
5.1 Introduction
In the previous chapters I have shown that high-resolution MRE imaging acquisi-
tions generate reliable estimates of local mechanical properties of anatomical features
in the human brain. Despite the investigation of clinically relevant structures, the
acquisition scheme is 2D and is capable of only limited imaging coverage. Given
that even a minimum MRE experiment requires a large amount of image data, most
brain studies utilize only small imaging volumes [1–4], or low spatial resolution ac-
companies acquisitions with improved coverage [5]. Brain MRE needs strategies for
acquiring high-resolution, high-SNR images with whole-brain coverage to investigate
local mechanical properties throughout the brain tissue architecture, including the
entire length of the corticospinal tracts and deep gray matter structures.
Typical 2D spin-echo imaging acquisitions excite and acquire every slice during a
single repetition, and the repetition time (TR) of a sequence is often lengthened to
accommodate more slices. This approach increases the coverage and total acquisition
time, though only minimally increases the SNR of the acquisition through additional
signal recovery as the TR becomes much greater than the T1-relaxation time of the
imaged tissue. Alternatively, exciting the same volume multiple times with 3D imag-
ing contributes to the total readout duration per imaging volume and increases SNR.
However, single-slab 3D imaging suffers from extremely long acquisition times, lim-
91
iting its applicability. For whole-brain coverage in a reasonable acquisition time and
optimized SNR efficiency a multislab approach can be employed [6, 7]. It is important
to consider SNR efficiency in acquisition design to ensure the highest possible SNR
is achieved in a given scan time, which is critical for brain MRE.
In this chapter I introduce a 3D multislab, multishot acquisition for brain MRE
designed to achieve near-optimal SNR efficiency. This approach has gained popu-
larity in diffusion weighted imaging (DWI) [6–8] for improved SNR in applications
with traditionally long acquisition times. This increased SNR efficiency allows for
the acquisition of high-resolution brain MRE data with whole-brain coverage, while
maintaining a short acquisition time and adequate SNR. I previously demonstrated
the need for motion-induced phase error correction in 2D multishot MRE, and this
acquisition uses 3D navigation to correct for trajectory shifts in three k-space di-
mensions [9]. The following sections present full vector field displacement data with
2×2×2 mm3 isotropic spatial resolution and 120 mm superior-inferior, whole-brain
coverage acquired in just six minutes, along with the resulting mechanical property
estimates from nonlinear inversion (NLI) [10]. A comparison with an equivalent
2D acquisition demonstrates the SNR efficiency of the 3D multislab acquisition as
measured by the octahedral shear strain-based SNR (OSS-SNR) [11] and visualized
through the resulting property maps from NLI. Finally, a 3D multislab, multishot
acquisition with increased resolution (1.6×1.6×1.6 mm3) was obtained in just over
ten minutes in order to probe the effect of spatial resolution on parameter estimation
in the brainstem.
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5.2 Theory
5.2.1 Imaging Coverage and SNR Efficiency
The traditional approach to MRI is to divide the total imaging volume into thin slices
that are sampled with a 2D k-space. Since each slice can be excited sequentially in
a single TR, this is often a very fast and simple way to cover a large volume without
much penalty in time. When larger coverage is needed the TR is generally made longer
to accommodate the increased number of slices. This has the effect of increasing the
total acquisition time, though without much increase in SNR as TR becomes much
greater than the tissue T1-relaxation value:
SNRT1 ∝ 1− 2e
TR−TE/2
T1 + e
TR
T1 . (5.1)
In whole-brain acquisitions with high-resolution, where many slices are needed for full
coverage, this approach often results in TRs over 10 seconds. Since the T1 of brain
tissue is between 1 and 2 seconds, the extra time spent acquiring data with such a
long TR provides minimal SNR benefit.
As an alternative to 2D slice acquisitions with long TR, the entire volume can be
sampled with a 3D k-space. 3D sampling requires multiple excitations, Nex, and signal
readouts for the same imaging volume that contribute to the SNR of the acquisition:
SNRex ∝
√
Nex. (5.2)
Unfortunately, large volumes for whole-brain coverage need many excitations to
achieve high-resolution in the slice direction, though the volume can only be ex-
cited once per TR. This approach is very slow as there is significant downtime in
each TR after the necessary gradients and RF pulses are applied. To minimize this
downtime and overcome the resulting long acquisition time a very short TR must be
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used, which decreases acquisition SNR from lack of sufficient T1 recovery.
In the discussion of appropriate imaging volume and sampling strategy it is useful
to formulate the tradeoffs in TR and Nex in terms of SNR efficiency, ηSNR, defined
as the ratio of SNR to the square root of total acquisition time equal to TR·Nex:
ηSNR ∝ SNRT1 · SNRex√
TR ·Nex
. (5.3)
After substituting the relationships from Eqs. 5.1 and 5.2 it is seen that TR, TE, and
the tissue T1 value determine SNR efficiency:
ηSNR ∝ 1− 2e
TR−TE/2
T1 + e
TR
T1√
TR
. (5.4)
Figure 5.1: Relative SNR efficiency of white and gray matter (green and purple lines,
respectively) as a function of TR for a TE of 73 ms. SNR efficiency is defined as the
ratio of SNR to the square root of total acquisition time. Tissue T1-relaxation times
for white and gray matter at 3T (1084 and 1820 ms, respectively) are taken from
Stanisz et al (Magn Reson Med, 2005).
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Figure 5.1 plots the relative SNR efficiency as a function of TR for both white and
gray matter using Eq. 5.4, and the optimal TR maximizes SNR efficiency. For white
matter (T1/T2 = 1084/69 ms at 3T [12]), maximum SNR efficiency occurs with a TR
of approximately 1500 ms, while the optimal TR for gray matter (T1/T2 = 1820/99
ms at 3T [12]) is approximately 2400 ms. Optimal TRs are calculated with a TE of
73 ms used in this work.
The challenge in developing an SNR efficient acquisition with an optimal TR is
choosing a sampling strategy that still allows for whole-brain coverage in a reasonably
short scan time. To this end I propose a 3D multislab approach that uses multiple 3D
imaging volumes to achieve full coverage. Since there are fewer total volumes than in
2D imaging, the TR can be kept short and near optimality. The additional scan time
needed for the increased coverage is then mostly spent exciting the slabs multiple
times and contributing significant SNR. While the acquisition time is still long, the
high SNR efficiency generates images with a surplus of SNR, and time reduction
methods may be incorporated to reduce scan time and maintain an adequate OSS-
SNR for inversion.
5.3 Methods
5.3.1 3D Multislab, Multishot Acquisition
The 3D multislab, multishot acquisition generates MRE data with whole-brain cov-
erage by dividing the total imaging volume into multislice slabs. A stack-of-spirals
trajectory samples the 3D k-space of each slab, with shots distributed both in-plane
(kx, ky) and in kz. Multiple interleaved k-space shots reduce field inhomogeneity
distortions and T ∗2 -induced blurring through short readout durations. Figure 5.2 dis-
plays the pulse sequence diagram where motion encoding gradients are applied on
either side of the refocusing pulse and a single k-space shot is acquired in each ex-
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Figure 5.2: Pulse sequence diagram for proposed 3D multislab, multishot MRE acqui-
sition. Flow-compensated motion encoding gradients are applied on either side of the
refocusing pulse and before the in-plane spiral readouts gradients. The 3D k-space
trajectory is a stack-of-spirals with kz-encoding blips played before the spiral readout.
Following a second refocusing pulse a low-resolution 3D navigator is acquired as a
single-shot stack-of-spirals for motion-induced phase error correction.
citation. Gradient blips played before the in-plane readouts define the sampled kz
plane. The total number of excitations per volume is equal to the number of acquired
in-plane k-space shots times the number of slices per slab.
The specific implementation of the 3D multislab, multishot acquisition employed
here uses ten slabs of eight slices with 2 mm thickness and TR/TE = 1800/73 ms.
Slabs are interleaved and overlapped by 25% to account for slab boundary artifacts
with overlapped slices discarded, resulting in 120 mm of total coverage in the superior-
inferior direction. The 120×120 in-plane matrix fills a square field-of-view of 240 mm
with 2×2×2 mm3 isotropic voxel size. In-plane k-space sampling used a single 20
ms constant-density spiral trajectory (R = 3) [13]. The number and size of slabs
were chosen with considerations of coverage of key brain structures, SNR efficiency
for white and gray matter, total scan time, and necessary timing of each excitation
block for compatibility with MRE encoding.
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5.3.2 Motion-Induced Phase Error Correction
Multishot MRE acquisitions need correction for motion-induced phase error caused
by shot-to-shot variations in acquired phase, as discussed in Chapter 3. These errors
are assumed to originate from rigid body motions and include bulk phase differences
and k-space trajectory shifts that result in signal loss and artifacts when shots are
combined during image reconstruction. Acquisitions that utilize shots distributed
throughout a 3D k-space need an appropriate navigator acquisition to correct for
trajectory shifts in kx, ky, and kz [9]. The proposed imaging sequence includes acqui-
sition of the navigator volume as a low-resolution, single-shot 3D stack-of-spirals after
a second refocusing pulse at an echo time of 130 ms [7] (Figure 5.2). Each navigator
covers the field-of-view with a 15×15×8 matrix for a resolution of 16×16×2 mm3.
Correction of motion-induced phase errors in multishot DWI applications typi-
cally involves estimation of phase offsets and trajectory shifts relative to a reference
navigator with no encoding applied. However, this technique typically removes all
low-resolution imaging phase that is actually part of the useful MRE signal. In this
implementation of phase error correction for multishot MRE, we use the average of
all navigators acquired in a volume as the reference for that volume. The number
of navigators for each imaging volume is equal to the number of excitations, and
the large number of available navigators helps average out random signal errors and
preserve the desired “true” phase. Phase offsets and trajectory shifts are calculated
using maximum likelihood estimation [9] relative to this averaged reference.
5.3.3 Human Brain MRE Data
I acquired MRE displacement data on one subject (male; 28 years old) following
approval from our Institutional Review Board to demonstrate the performance of the
proposed 3D multishot, multislab sequence. Scanning used a Siemens 3T TIM Trio
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MRI scanner (Siemens Medical Solutions; Erlangen, Germany) with a 12-channel
head coil.
Flow-compensated gradients encode 50 Hz displacements in the brain generated
with a remote actuation system presented in Figure 2.1 and described in Section 2.2.1.
Imaging is repeated to encode motion along each of the three gradient axes sepa-
rately, with both positive and negative polarities, and at four time points spaced
over a single vibration period. Total acquisition time is six minutes. Iterative image
reconstruction incorporating phase offsets and k-space trajectory shifts from motion
correction, SENSE [14], and field inhomogeneity correction [15] was performed using
IMPATIENT on graphics processing units (GPUs) [16]. The NLI algorithm [10, 17]
estimated the viscoelastic storage and loss moduli, G′ and G′′, over the entire brain
from the acquired full vector field complex displacement data at 2×2×2 mm3 isotropic
spatial resolution. All segmentations used for analysis were generated from a high-
resolution T1-weighted MPRAGE acquisition with FAST [18] in FSL [19] and regis-
tered to the dataset with FLIRT [20] following the procedure outlined in Section 4.2.2.
5.4 Results and Discussion
5.4.1 Effect of Phase Error Correction
Motion-induced phase errors lead to signal cancellation and artifacts in multishot
acquisitions, and Figure 5.3.A provides an example of phase from data reconstructed
without motion correction. Clearly visible are increased noise and disjointed phase
from slab-to-slab, which indicates phase artifacts present in the individually recon-
structed slabs. Figure 5.3.B presents the same data with motion correction included
in the reconstruction and shows smooth phase with a clear increase in SNR. Cor-
recting the slab-to-slab phase inconsistencies is especially critical in MRE where the
underlying tissue properties are estimated from spatial variations in phase. This
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type of phase error will cause errors at voxels on either side of the jump and require
additional spatial filtering [21], thus reducing the spatial resolution of the property
maps.
Figure 5.3: Correction for motion-induced phase error improves the quality of phase
data. (A) Uncorrected and (B) corrected sagittal reformat of a single time point
with y-encoding after subtraction. The uncorrected dataset shows reduced SNR and
slab-to-slab phase inconsistencies, while the smooth phase after correction indicates
reduced errors and improved SNR.
I previously suggested that the source of rigid body motion error in brain MRE
is imperfection in applied harmonic motion amplitude from the actuation system.
Recently, Engstro¨m and Skare demonstrated that kz trajectory shifts occurring in
multislab DWI acquisitions are very small and do not require correction [8]. However,
actuation in brain MRE directly causes head rotations about the magnet x-axis and
any amplitude variations will generate kz errors in the presence of y-gradients that re-
quire correction [22, 23]. Additional sources of rigid body motion include microscopic
subject movement or scanner table vibrations induced by gradient switching [24].
Note that the correction technique presented here accounts only for phase errors in-
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duced by rigid body motion and residual phase errors due to brain motion during
cardiac pulsation [25] or shear displacement fields from off-frequency vibrations [26]
may persist.
Also note that there is no perceptible “venetian blind” artifact between slabs in
Figure 5.3.B. The artifact arises from imperfect RF pulse profiles that cause signal loss
at the edges of neighboring slabs. The magnitude images associated with the data
in Figure 5.3 do show this artifact, though any background phase field associated
with the RF pulse profiles is removed during subtraction of images with opposite
encoding polarities. The reduced magnitude signal at the slab edges should translate
to increased phase variance and lower phase SNR, though this is not significant enough
to be evident in the phase images or SNR calculation.
5.4.2 Whole-Brain, High-Resolution MRE
The increased SNR efficiency of the 3D multislab sequence allowed for the incor-
poration of time reduction methods while maintaining adequate SNR. Phase SNR
for MRE is measured by octahedral shear strain (OSS-SNR), and is proportional to
traditional magnitude SNR [11]. An aggressive parallel imaging reduction factor re-
duces acquisition time by a factor of 3 and SNR by a factor of
√
3. There is also a
g-factor penalty based on the object and receiver coil geometries that further reduces
SNR, especially in the center of the brain [27]. Additionally, the acquisition samples
only four time points over the vibration cycle as opposed to the typical eight of most
MRE acquisitions. This halves the total acquisition time, but also reduces the SNR
by a factor of
√
2 [11]. Despite the time reductions the OSS-SNR of this dataset
is 3.84, and still above the minimum of 3.0 needed for inversion [11]. The total ac-
quisition time of six minutes makes this the fastest MRE acquisition that generates
whole-brain, full vector field displacements with high-resolution, to my knowledge.
The whole-brain, high-resolution storage modulus map shows many features that
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Figure 5.4: Whole-brain storage modulus map, G′, from inversion of high-resolution
MRE displacement data captured with the 3D multislab, multishot acquisition: (A)
one axial slice and (B) sagittal and (C) axial reformats. (D-F) Corresponding T2-
weighted images that illustrate the excellent agreement between storage modulus and
neuroanatomical features, including sharp definition on cortical sulci and lateral and
fourth ventricles. Also visible are the soft cerebellum on B and C, and the stiff brain
stem in B.
agree well with neuroanatomy seen in the T2-weighted images (Figure 5.4). Regions
of cerebrospinal fluid are sharply delineated, as expected, including cortical sulci and
the lateral and fourth ventricles. Capturing the whole-brain with MRE also provides
the ability to investigate regions beyond the cerebrum, which include the cerebellum
that appears soft in Figure 5.4. WM is softer in the cerebellum than the cerebrum of
this subject (G′: 2.18 vs. 2.57 kPa), as is GM (G′: 1.91 vs. 2.16 kPa). These results
agree with previous reports of cerebellar properties from MRE [2, 28]. Also visible as
a stiffer material is the brainstem that is expected from its tight, highly aligned fiber
structure [29]. Manual segmentation of the brainstem estimated its average G′ value
to be approximately 3.01 kPa, which is much higher than the G′ of white matter in
the cerebrum.
The SNR efficiency gives significant flexibility to the 3D multislab, multishot
acquisition to address the need for greater spatial resolution in targeted acquisitions. I
tested the limits of the acquisition by increasing the spatial resolution to 1.6×1.6×1.6
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mm3, which has an equivalent voxel approximately half that of the 2 mm acquisition
and should reduce the SNR by a factor of two. This loss was partially offset by the
longer readout times necessitated by higher resolution and a parallel imaging factor
of only R = 2. This increased the total acquisition time to 11 min 45 s, which is at the
top end of allowable scan time, though resulted in an OSS-SNR of 3.07 that is just
above the minimum of 3.0. Table 5.1 collects properties of the cerebrum, cerebellum,
and brainstem assessed with both spatial resolutions.
Table 5.1: Average storage modulus, G′, for different tissues estimated from acquisi-
tions with 2 mm and 1.6 mm isotropic spatial resolutions on the same volunteer.
Region 2.0 mm 1.6 mm
Cerebrum: WM 2.57 2.60
Cerebrum: GM 2.16 2.11
Cerebellum: WM 2.18 2.20
Cerebellum: GM 1.91 1.80
Brainstem 3.01 3.57
The 1.6 mm acquisition produced storage modulus estimates of cerebral WM and
GM that are very similar to the 2 mm acquisition (2.60 and 2.11 kPa, respectively).
The same is true of cerebellar properties for WM and GM (2.20 and 1.80 kPa). The
higher resolution generated slightly greater contrast between tissue type, as expected
given the very thin cortical structure, though the differences across resolution are
small and within the measurement uncertainty discussed in Chapter 4. On the other
hand, the 1.6 mm acquisition returned a stiffness for the brainstem that is signifi-
cantly higher than from the 2 mm acquisition (3.57 vs. 3.01 kPa). Figure 5.5 presents
storage modulus estimates from both resolutions demonstrating the similar cerebellar
profiles and differences in brainstem. The brainstem is a very stiff, sharply delineated
structure and higher resolution data is needed to avoid smoothing over the structure
and underestimating its stiffness. The comparison in Figure 5.5 highlights the im-
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portance of pursuing acquisitions at higher resolution to improve the quantitative
accuracy of local property measures in brain MRE.
Figure 5.5: Storage modulus maps of the brainstem and cerebellum calculated from
data with 2×2×2 mm3 and 1.6×1.6×1.6 mm3 isotropic spatial voxel sizes after co-
registration to the T2-weighted anatomical images. While the property distributions
in the cerebellum are very similar between the two resolutions, with somewhat more
detail available from the 1.6 mm data, the brainstem appears as significantly stiffer
at higher resolution. The calculated average G′ of the brainstem is 3.01 kPa from 2
mm data, and 3.57 kPa from 1.6 mm data.
5.4.3 Comparison with 2D Acquisition
Given their improved SNR efficiency, we expect 3D multislab acquisitions with whole-
brain coverage to produce higher quality data than 2D acquisitions with the same
coverage. To demonstrate this improvement I acquired an additional dataset using
an equivalent 2D sampling scheme in the same imaging session as the 3D multislab
dataset described above. 60 slices of 2 mm thickness generated the same 120 mm
coverage and required a TR of 10800 ms. All other imaging parameters remained
the same, though the navigator was equivalently acquired in 2D. Because there is no
overlap of slabs, and thus no acquired data that needs to be discarded, the total 2D
acquisition time is 4 mins 30 s.
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Figure 5.6 presents results from the same slice of data acquired in 2D and 3D.
The displacement data shows nearly identical deformation patterns though the 2D
acquisition resulted in significantly decreased SNR. The OSS-SNR of the 2D dataset
is 2.52, below to minimum needed for inversion. Based on the relationship in Eq. 5.3
we expect the 3D multislab acquisition to have 2.25× the SNR of the 2D acquisition
in white matter, and 1.74× in gray matter, in only 1.33× the total acquisition time.
However, the 3D dataset only has a 1.52× improvement in OSS-SNR as averaged
over the entire brain. This discrepancy between theoretical and experimental results
likely stems from the residual phase error caused by non-rigid body motion, as men-
tioned above. Since the equivalent 2D acquisition in this case is actually a single-shot
sequence it is not subject to the signal loss that results from phase errors in multi-
shot sequences. Thus, any additional SNR loss caused by this residual phase error
in the 3D multislab, multishot acquisition will decrease the observed SNR margin.
Nonetheless, the 2D acquisition used here still has very low SNR and in practice a
true multishot approach would be needed (as in Chapter 3), which would make the
OSS-SNR comparison more definitive.
NLI estimated mechanical properties from the 2D acquisition for comparison with
those from the 3D multislab acquisition, and Figures 5.6.C-D highlight the importance
of SNR in MRE. The excessive noise in the 2D data leads to model/data mismatch
during inversion that corrupts the resulting mechanical property maps. NLI algo-
rithms also use spatial filtering and regularization to handle the data noise, processes
that smooth property maps and effectively reduce the spatial resolution. Thus the
fine features of Figure 5.6.D, including the lateral ventricles, are almost completely
lost in the 2D results of Figure 5.6.C. This comparison further reinforces the argu-
ment that 3D multislab acquisitions are superior to 2D acquisitions in applications
requiring whole-brain imaging coverage.
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Figure 5.6: Comparison of 3D multislab acquisition with equivalent 2D acquisition
from the same imaging session. Single slice of z-motion captured with (A) 2D and (B)
3D multislab acquisitions. The data acquired in 2D is much noisier and has an OSS-
SNR value below the minimum needed for inversion. Storage modulus maps from
data acquired with (C) 2D and (D) 3D multislab approaches demonstrate the effect
of excessive noise on the inversion. The 2D acquisition produces largely corrupted
properties while the 3D multislab results are of high quality.
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5.5 Conclusions
While the implementation of high-resolution MRE acquisitions allows measurement
of local mechanical properties in the human brain, acquiring high quality MRE dis-
placement data over the entire brain remains challenging in a short scan time. In
this chapter I introduce a whole-brain, high-resolution MRE acquisition based on
3D multislab, multishot imaging. This approach is designed to maximize SNR effi-
ciency by using an optimal TR based on the tissue relaxation times. Incorporation of
time reduction methods through parallel imaging ultimately resulted in an acquisi-
tion capable of whole-brain displacement data in just six minutes while maintaining
adequate SNR for inversion. In addition to the corpus callosum and corona radiata
investigated in Chapter 4, this acquisition allows the probing of structures across the
entire brain including the entire length of the corticospinal tracts, the four lobes of the
brain and the cerebellum, and deep gray matter structures. The SNR efficiency also
provides flexibility through tradeoffs in scan time and coverage to develop targeted
acquisitions at even higher resolution for specific applications, such as investigating
the brainstem in multiple sclerosis.
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Chapter 6
Future Considerations in Brain
Elastography
6.1 Applications of High-Resolution MRE
The goal of the project discussed in this dissertation was to advance the ability of
magnetic resonance elastography (MRE) to generate reliable estimates of the local
mechanical properties of the human brain. While mechanical properties have shown
high sensitivity to neurodegeneration, brain MRE has yet to gain traction in clinical
applications because it has been delivering properties as global averages. To this end I
have presented methods for generating high-resolution MRE displacement data in the
human brain [1, 2] that ultimately allow for reliable and repeatable estimates of local
properties, which agree with expected tissue microstructure [3]. This encompasses
the first investigation of the corpus callosum and corona radiata with MRE, but is
more broadly identified as the first successful attempt at capturing displacement data
in the brain at a high spatial resolution.
The next phase in the development of brain MRE is identifying applications where
the ability to estimate local properties improves the clinical assessment of neurode-
generation. Initial results in this area are mixed [4–6], as the employed methods
are limited by poor spatial resolution or low signal-to-noise ratio (SNR). The use of
appropriate high-resolution schemes allow for the neurodegeneration of specific white
matter structures to be reliably investigated, and thus could find strong utility in
the study of many neurological disorders, including multiple sclerosis where lesions in
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the corticospinal tracts and brainstem are the first signs of the disease [7]. There are
also applications beyond neurodegeneration, including assessment of traumatic brain
injury [8] and preoperative quantification of tumor stiffness for surgical planning [9].
The initial studies on brain tumors have focused on meningiomas, which are very
large and benign tumors, and have reported encouraging initial results. The use of
high-resolution acquisitions will likely further improve the quantitative accuracy of
the measures, as demonstrated by the brainstem in Chapter 5, and can also extend
MRE for other tumor types, including pituitary tumors and gliomas.
High-resolution acquisitions also improve the capabilities of MRE as a microstruc-
tural imaging technique [10]. However, to unlock this potential there is a strong need
for additional studies on animal models of neurodegeneration to directly relate the
mechanical signature to a microstructural profile. Separating the effects of intra- and
extra-axonal characteristics for identifying the specific aspects of neurodegeneration,
including neuronal cell death, demyelination, and inflammation, may ultimately need
more advanced models for MRE. This includes modeling tissue anisotropy, which re-
quires fiber orientation information from diffusion tensor imaging (DTI) and possibly
multiple deformation fields [11]. Modeling the frequency dependence of material prop-
erties using multifrequency MRE provides information about tissue organization [12],
and may also help separate different forms of neurodegeneration. Incorporating any
advanced mechanical model, or even just acquiring data at higher resolution, requires
sampling more information and thus requires strategies to do this in a manageable
scan time. A recent report of white matter structures estimated with a transversely
isotropic material model highlights the need for high spatial resolution, as that study
used a 3 mm isotropic resolution and returned stiffness values for the corpus callosum
and corona radiata that are lower than I reported in Chapter 4 and were only slightly
anisotropic [13], alluding to the effect of spatial resolution discussed in Chapter 3. In
this chapter, I focus on recommendations for improved imaging and finish with some
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thoughts regarding improved mechanical modeling.
6.2 Strategies for Improving Imaging
Acquisitions
Capturing more data requires a surplus of available SNR that can be used to reduce
acquisition time, or overcome the reduced signal of smaller voxels at higher spatial
resolution. The optimization of sequence parameters often yields higher SNR, as
discussed throughout this dissertation, though the previous acquisitions may have
already approached the limit of what is available through optimization alone. Instead
we need to look to other sources of SNR, or time reduction methods to allow for more
data to be sampled, in order to realize more advanced MRE acquisitions.
6.2.1 Advanced Hardware
One area where MRE can look to generate the SNR surplus needed to push to higher
resolution is in taking advantage of improved hardware currently available on clinical
scanners. The obvious solution is to use a 7T magnet [14], which provides over 2×
the SNR but also has increased susceptibility and field inhomogeneity. The acquisi-
tions presented here are directly applicable at 7T though will need adjustment to the
number of shots used to reduce the readout duration and distortion from increased
susceptibility. The optimal TR discussed in Section 5.2.1 will also change as the T1
and T2 relaxation properties of tissue change with field strength [15]. There is also
the possibility of using a larger coil array to improve SNR and parallel imaging capa-
bilities. The commercially available 32-channel head coil from Siemens can provide
upwards of 3× the SNR of the standard 12-channel coil at the periphery of the brain,
while still a 1.4× increase at the center [16, 17]. To take advantage of this benefit an
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appropriate head rocker must be designed to fit inside the reduced dimensions. The
increased number of channels can allow for a more significant reduction factor with-
out restrictive g-factor penalty, thus providing access to tradeoffs between imaging
speed and SNR.
6.2.2 Multiband Imaging
The use of a head coil with more elements also enables multiband imaging, also
known as multiplexing or simultaneous multislice [18, 19], and has gained significant
popularity in functional MRI [20] and DTI [21]. Multiband strategies excite multiple
imaging volumes separated in the slice direction and sample both with the same
readout. Parallel imaging techniques are then used to separate the different volumes
during image reconstruction. This approach carries no penalty from reduction factor
and thus allows for significantly reduced acquisition times that can be used to sample
more data, though requires coil element distribution in the slice direction available
with the 32-channel coil. Multiband imaging is generally applied to 2D multislice
acquisitions, though can be extended to 3D multislab acquisitions and added on to
the scheme outlined in Chapter 5. This multiband, multislab, multishot, parallel
imaging-based acquisition would likely be the fastest method for generating high-
resolution brain MRE datasets, with many tradeoffs for ultimate flexibility and extra
time to acquire more data.
6.2.3 Under-Sampled Displacements
This dissertation focused on acquisitions that require a significant amount of sampled
data, including spatial three spatial dimensions, three components of the displace-
ment vector field, and time over the period of vibration. These acquisitions can be
considered “fully-sampled.” However, there are many assumptions that can be made
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to reduce the amount of data needed, or used in a joint reconstruction to provide
significant image denoising. For instance, Trzasko and Manduca [22] recognized that
the displacement field is smooth and thus the estimation of complex displacements
on a voxel-by-voxel basis can be replaced by a regularized estimator [23]. This pro-
cedure significantly reduced the noise present in the resulting displacement images,
though could also be used to under-sample the displacement field either in image
space or k-space. Similarly we can take advantage of the harmonic nature of the time
dependent signal. In this case, a full k-space may be synthesized for all time points
by acquiring different shots for each individual point and enforcing the harmonic re-
lationship during reconstruction. Additional constraints may come from mechanics,
such as the requirement for shear fields to be divergence-free, which could also be
used to guide reconstruction.
6.3 Directions for Improving Inversion
Algorithms
While this dissertation has focused on imaging methods in MRE, it is also important
to look ahead to the future of inversion techniques. Throughout this work I used the
nonlinear inversion algorithm (NLI), which allows for modeling of the material with
inhomogeneous mechanical properties. This improves the effective spatial resolution
of the mechanical property maps, as discussed in Chapter 2, but the required com-
putation time still limits the clinical applicability of the approach. Future research
is needed to make this algorithm faster, possibly using a finite-element implementa-
tion on graphics processing units (GPUs) [24], or an alternative formulation of the
inhomogeneous material model that does not require such extensive iteration [25].
The current NLI algorithm also only supports material models with mechanical
isotropy. As discussed in Chapters 2 and 4, tissue of the central nervous system
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is known to be anisotropic and any isotropic inversion leads to some model error.
Reducing this model error through adoption of an appropriate anisotropic inversion
could both stabilize the results and improve their accuracy. Sinkus et al. have devel-
oped the only anisotropic model for MRE [26], and they have recently reported its
application for brain MRE [13]. The model relies on the prior knowledge of a single
axon direction per voxel, which they assume is identified with the first eigenvector
given by DTI. Although this model is a step in the right direction in terms of address-
ing the anisotropy of white matter, the assumption of transverse isotropy may not be
appropriate on the micromechanical level [27], and a more general orthotropic model
may best fit the material behavior. A rational way to approach the extension of the
model is to start from a subvoxel composite model involving first parallel and then
crossing bundles of neurons surrounded by oligodendrocytes connected via mechani-
cal tethers [28] to generate an appropriately anisotropic continuum model. No matter
the anisotropic model employed, there will be a strong need for high-resolution MRE
imaging data to best isolate fiber populations in each voxel that match the underlying
micromechanical model.
6.4 Conclusions
MRE of the brain is a promising technique for investigating neurological disorders,
and the work presented in this dissertation allows for reliable local estimates of me-
chanical tissue properties, which may improve the clinical utility of brain MRE as a
whole. Any success of local MRE, whether in clinical or research settings, will only
amplify the need for more development in to the next generation of brain MRE, in-
cluding actuation, imaging, and inversion. The imaging side is rife with possibilities
for advanced techniques, and the few areas discussed above only scrape the surface
of what may ultimately be possible.
114
6.5 References
[1] CL Johnson, MDJ McGarry, EEW Van Houten, JB Weaver, KD Paulsen,
BP Sutton, and JG Georgiadis. Magnetic resonance elastography of the brain us-
ing multishot spiral readouts with self-navigated motion correction. Magn Reson
Med, 2012.
[2] CL Johnson, JL Holtrop, MDJ McGarry, JB Weaver, KD Paulsen, BP Sutton,
and JG Georgiadis. Fast, Whole-Brain MR Elastography using a 3D Multislab
Acquisition. In Proc Intl Soc Magn Reson Med 21, page 2442, 2013.
[3] CL Johnson, MDJ McGarry, AA Gharibans, JB Weaver, KD Paulsen, H Wang,
WC Olivero, BP Sutton, and JG Georgiadis. Local mechanical properties of
white matter structures in the human brain. NeuroImage, 79:145–152, 2013.
[4] MC Murphy, J Huston, CR Jack, KJ Glaser, DT Jones, ML Senjem, A Man-
duca, JP Felmlee, and RL Ehman. Regional brain stiffness changes across the
Alzheimer’s disease spectrum. In Proc Intl Soc Magn Reson Med 21, page 2878,
2013.
[5] I Sack, A Lipp, R Trbojevic, F Paul, A Fehlner, S Hirsch, M Scheel, C Noack,
J Guo, D Klatt, J Wuerfel, and J Braun. Brain softening - a hallmark of neu-
rodegeneration: Cerebral MR elastography in patients with supranuclear palsy
and idiopathic Parkinson’s disease. In Proc Intl Soc Magn Reson Med 21, page
380, 2013.
[6] AJ Romano, J Guo, T Prokscha, S Hirsch, J Braun, I Sack, and M Scheel. De-
tection of Amyotrophic Lateral Sclerosis using In Vivo Waveguide Elastography.
In Proc Intl Soc Magn Reson Med 21, page 872, 2013.
[7] KM Hasan, IS Walimuni, H Abid, S Datta, JS Wolinsky, and PA Narayana. Hu-
man brain atlas-based multimodal MRI analysis of volumetry, diffusimetry, re-
laxometry and lesion distribution in multiple sclerosis patients and healthy adult
controls: Implications for understanding the pathogenesis of multiple sclerosis
and consolidation of quantitative MRI results in MS. J Neurol Sci, 313(1-2):99–
109, 2012.
[8] T Boulet, ML Kelso, and SF Othman. Long-Term In Vivo Imaging of Vis-
coelastic Properties of the Mouse Brain Following Controlled Cortical Impact. J
Neurotraum, 2013.
[9] MC Murphy, J Huston, KJ Glaser, A Manduca, FB Meyer, G Lanzino, JM Mor-
ris, JP Felmlee, and RL Ehman. Preoperative assessment of meningioma stiffness
using magnetic resonance elastography. J Neurosurg, 118(3):643–648, 2013.
[10] WJ Tyler. The mechanobiology of brain function. Nat Rev Neurosci, 13(12):867–
878, 2012.
115
[11] EC Qin, R Sinkus, G Geng, S Cheng, MA Green, CD Rae, and LE Bilston.
Combining MR elastography and diffusion tensor imaging for the assessment of
anisotropic mechanical properties: A phantom study. J Magn Reson Imaging,
37(1):217–226, 2013.
[12] I Sack, K Jo¨hrens, J Wuerfel, and J Braun. Structure-sensitive elastography: on
the viscoelastic powerlaw behavior of in vivo human tissue in health and disease.
Soft Matter, 9(24):5672–5680, 2013.
[13] G Geng, MA Green, CD Rae, R Sinkus, RG Henry, and LE Bilston. Diffusion
Tensor Imaging Enhanced Anisotropic MRE of the Brain. In Proc Intl Soc Magn
Reson Med 21, page 2438, 2013.
[14] U Hamhaber, D Klatt, S Papazoglou, M Hollmann, J Stadler, I Sack, J Bernard-
ing, and J Braun. In Vivo Magnetic Resonance Elastography of Human Brain
at 7 T and 1.5 T. J Magn Reson Imaging, 32(3):577–583, 2010.
[15] PJ Wright, OE Mougin, JJ Totman, AM Peters, MJ Brookes, R Coxon, PE Mor-
ris, M Clemence, ST Francis, RW Bowtell, and PA Gowland. Water proton T1
measurements in brain tissue at 7, 3, and 1.5T using IR-EPI, IR-TSE, and
MPRAGE: results and optimization. Magn Reson Mater Phy, 21(1-2):121–130,
2008.
[16] E Kaza, U Klose, and M Lotze. Comparison of a 32-channel with a 12-channel
head coil: Are there relevant improvements for functional imaging? J Magn
Reson Imaging, 34(1):173–183, 2011.
[17] M Reiss-Zimmermann, M Gutberlet, H Kostler, D Fritzsch, and KT Hoffmann.
Improvement of SNR and acquisition acceleration using a 32-channel head coil
compared to a 12-channel head coil at 3T. Acta Radiol, 2013.
[18] DA Feinberg, S Moeller, SM Smith, E Auerbach, S Ramanna, MF Glasser,
KL Miller, K Ugurbil, and E Yacoub. Multiplexed Echo Planar Imaging for Sub-
Second Whole Brain FMRI and Fast Diffusion Imaging. PLoS One, 5(12):e15710,
2010.
[19] K Setsompop, BA Gagoski, JR Polimeni, T Witzel, VJ Wedeen, and LL Wald.
Blipped-controlled aliasing in parallel imaging for simultaneous multislice echo
planar imaging with reduced g-factor penalty. Magn Reson Med, 67(5):1210–
1224, 2011.
[20] S Moeller, E Yacoub, CA Olman, E Auerbach, J Strupp, N Harel, and K Ugurbil.
Multiband multislice GE-EPI at 7 tesla, with 16-fold acceleration using partial
parallel imaging with application to high spatial and temporal whole-brain fMRI.
Magn Reson Med, 63(5):1144–1153, 2010.
116
[21] K Setsompop, J Cohen-Adad, BA Gagoski, T Raij, A Yendiki, B Keil,
VJ Wedeen, and LL Wald. Improving diffusion MRI using simultaneous multi-
slice echo planar imaging. NeuroImage, 63(1):569–580, 2012.
[22] JD Trzasko and A Manduca. Regularized Harmonic Estimation for Steady-State
MR Elastography. In Proc Intl Soc Magn Reson Med 20, page 3425, 2012.
[23] AK Funai, JA Fessler, DTB Yeo, VT Olafsson, and DC Noll. Regularized field
map estimation in MRI. IEEE T Med Imaging, 27(10):1484–1494, 2008.
[24] C Dick, J Georgii, and R Westermann. A real-time multigrid finite hexahedra
method for elasticity simulation using CUDA. Simul Model Pract Th, 19(2):801–
816, 2011.
[25] Y Zhang, AA Oberai, PE Barbone, and I Harari. Solution of the time-harmonic
viscoelastic inverse problem with interior data in two dimensions. Int J Numer
Meth Eng, 92:1100–1116, 2012.
[26] R Sinkus, M Tanter, S Catheline, J Lorenzen, CK Kuhl, E Sondermann, and
M Fink. Imaging Anisotropic and Viscous Properties of Breast Tissue by Mag-
netic Resonance-Elastography. Magn Reson Med, 53(2):372–387, 2005.
[27] Y Feng, RJ Okamoto, R Namani, GM Genin, and PV Bayly. Measurements of
mechanical anisotropy in brain tissue and implications for transversely isotropic
material models of white matter. J Mech Behav Biomed, 23(C):117–132, 2013.
[28] Y Pan, DI Shreiber, and AA Pelegri. A transition model for finite element
simulation of kinematics of central nervous system white matter. IEEE T Biomed
Eng, 58(12):3443–3446, 2011.
117
