In this paper we study the problems of estimation for the population variance, 2
Introduction
The exponential distribution is necessary in life testing and reliability theory. In 2-parameter exponential distribution is formulated as 1
θ > where θ is a scale parameter and γ is a location parameter. The location parameter is interpreted as the minimum time before which no failure occurs; the scale parameter is the mean life, measured from the location parameter (Kourouklis, 1994) . The estimation of parameters is an interesting problem in statistical inference. Let 1 2 , ,..., n x x x be a random sample of size n from an exponential population. Pandey and Singh (1997) obtained the minimum mean squared error (MMSE) estimator of variance in 2-parameter exponential distribution as following. Tracy et al (1996) proposed a class of shrinkage estimators for the population variance given prior information 0 θ . In 2-parameter exponential distribution, the estimators are In this article the estimators of the population variance in 2-parameter are compared wherein 1, 2 = ± ± q . Based on mean square errors (MSEs), we use the Multiple Criteria Decision Making (MCDM) method for ranking those estimators from the best to the worst. This method is briefly described in Section 2. Section 3 contains the MSEs of each estimator and Section 4 describes the main results of this paper.
Comparison of population variance estimators
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A brief description of MCDM procedure
The Multiple Criteria Decision Making (MCDM) is a technique that can be used for assessments and decision making where the multiple criteria are presented (Zeleny, 1982) . A typical MCDM problem involves a number of alternatives to be selected and a number of criteria or indicators for assessing these alternatives. Each alternative has a value for each indicator and based on these values, the alternatives can be selected. Lertprapai et al (2004) presented a comprehensive review on the MCDM procedure as follows.
For a 'discrete' data matrix ( ): (max ,..., max ) ( ,..., )
For any given row i, now the distance of each row is computed from the ideal row and from the negative ideal row based on a suitably chosen norm. It is computed under L 1 -norm as
where w j ' s is appropriate weight. The various rows are now compared based on the overall index which is computed as
Similarly, under 2 L -norm,
and the rows are compared based on
A 'continuous' version of this setup would involve 
Therefore we can rank the estimators by using these values which are called
and based on L 2 -norm, it is computed as 2 * 2 2
There are three choices of weight function. The first weight function is defined by 
Mean Squared Errors (MSEs)
We now let λ as l and MSEs of 0 2 a a a a a a < < < < < < < ;
Moreover, the intersection points are shown in Table 1 while the ideal row (IDR) and negative-ideal row (NIDR) are shown in Table 2 and Table 3 , respectively. Table 2 IDR for each interval and we demonstrated them and rank of variance estimators in Table 4 .
Conclusion
The MCDM method is used for comparison the estimators of variance population in 2-parameter exponential distribution. In 2-parameter exponential Table 4 Results of analysis based on 1 L and 2 L norms using 1 2 , w w and 3 w for n = 10, 15, 20, and 25 
