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Abstract
Transcription factors (TF) are proteins that interact with DNA to regulate the transcription of DNA to
RNA and play key roles in both healthy and cancerous cells. Thus, gaining a deeper understanding of the
biological factors underlying transcription factor (TF) binding specificity is important for understanding the
mechanism of oncogenesis. As large, biological datasets become more readily available, machine learning
(ML) algorithms have proven to make up an important and useful set of tools for cancer researchers. However,
there remain many areas for potential improvements for these ML models, including a higher degree of model
interpretability and overall accuracy. In this thesis, we present decision tree (DT) methods applied to DNA
sequence analysis that result in highly interpretable and accurate predictions.
We propose a boosted decision tree (BDT) model using the binary counts of important DNA motifs to
predict the binding specificity of TFs belonging to the same protein family of binding similar DNA sequences.
We then proceed to introduce a novel application of Convolutional Decision Trees (CDT) and demonstrate
that this approach has distinct advantages over the BDT modeil while still accurately predicting the binding
specificty of TFs. The CDT models are trained using the Cross Entropy (CE) optimization method, a Monte
Carlo optimization method based on concepts from information theory related to statistical mechanics. We
then further study the CDT model as a general pattern recognition and transfer learning technique and
demonstrate that this approach can learn translationally invariant patterns that lead to high classification
accuracy while remaining more interpretable and learning higher quality convolutional filters compared to
convolutional neural networks (CNN).
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Chapter 1
Introduction
With the increasing availability of biological datasets and decrease in the cost of computational resources,
machine learning (ML) algorithms have proven to be extremely useful tools for the field of genomics. How-
ever, despite this progress, understanding the fine details of biological processes such as oncogenesis and
cancer progression has proven still to be a difficult task, and much demand remains for improved analytical
methods that can help address these problems. The statistical and mathematical nature of both biological
systems and ML algorithms place physicists in a position to make contributions to these fields by approaching
open questions with a probabilistic optimization perspective often used in statistical mechanics.
1.1 Cancer Biology
Cancer refers to a class of diseases in which abnormal cells divide uncontrollably and invade nearby tissues,
often leading to the death of the whole organism. According to the American Cancer Society [2], there were
15.5 million living Americans with a history of cancer in 2016 and 1.7 million new cases are expected to
be diagnosed in 2019. Although the rate of cancer-related deaths has steadily decreased 27% from 1991 to
2015 (largely due to a decrease in smoking as well as improved early detection and treatments), a deeper
understanding of the genetic causes and mechanisms underlying cancer are important for continuing this
trajectory. One particularly promising avenue of cancer genomics research is the application of ML methods
to the wide range of large biological datasets that are becoming increasingly more accessible to researchers.
Novel biological insights can be extracted from large and noisy datasets using algorithms that automatically
learn patterns that may have been difficult for a human to do alone.
For example, ML has proven to be useful for the annotation of genomic elements, during which a ML
model learns to identify and distinguish between functional genomic elements (e.g. promoters, enhancers,
etc.). In this example, the ML model is trained to do this task by being presented with many examples of
putative functional genomic elements, allowing the model to learn the distinguishing patterns and charac-
teristics of the various genomic elements. Once the model has learned to perform this task, it can then be
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used to make predictions on new locations in the genome [3, 4, 5].
Furthermore, the development of “Next Generation Sequencing” (NGS) technologies has made obtaining
genetic and biological data cheaper and faster than ever before, leading to the rapid production of large
datasets useful for ML algorithms. In particular, chromatin immunoprecipitation sequencing (ChIP-seq) is
a method developed in 2007 [6, 7, 8] that combines chromatin immunoprecipitation with DNA sequencing,
allowing for genome-wide identification of epigenetic modifications and DNA-associated protein-binding sites.
Using this type of data, ML techniques have also been used for the prediction of gene expression levels [9],
prediction of protein-DNA binding [10], and clustering cancer types [11].
The “Central Dogma” of molecular biology refers to the flow of genetic information within cells. It
consists of three major parts: (1) transcription, (2) translation, and (3) DNA replication. Transcription
refers to the process by which information stored as DNA becomes transcribed into RNA. Translation refers
to the process by which information stored as RNA becomes translated into a sequence of amino acids (i.e.
polypeptide), which then folds into a protein. DNA replication refers to the process by which information
stored as DNA gets replicated so that daughter cells may have copies of the same DNA information after
cell division. Figure 1.1 shows a simple overview of the three major ideas of the central dogma.
The central dogma plays a central role in almost all cellular functions, and thus, many diseases can be
traced back to perturbations in one or more of its steps. For example, improper regulation of the transcription
of DNA to RNA can often lead to developing cancer [12]. However, the fine details of the mechanisms of
transcription regulation is still an active area of research with many open questions. This thesis focuses on
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the function of proteins that regulate transcription with the ultimate goal of gaining a deeper understanding
of how the overproduction or underproduction of these proteins can lead to cancer.
Although the word “cancer” refers to a broad category of diseases with a range of different causes,
symptoms, and treatments, Hanahan and Weinberg have defined six common “hallmarks” that nearly all
cancers share [13]:
1. Cancer cells stimulate their own growth
Normal tissues control the production and release of signals that promote growth and cell-division
in order to maintain a homeostasis of cell number and thus maintain normal tissue function and
architecture. In contrast, cancer cells deregulate these signals and acquire the capability for abnormally
sustained growth and cell-division.
2. Cancer cells resist signals that are meant to inhibit their growth
Normal tissues react to signals that negatively regulate cell proliferation, often as a result of the
action of “tumor suppressor genes.” However, cancer cells often inactivate these signals, leading to an
abnormal amount of cell proliferation.
3. Cancer cells resist their own normal programmed cell death mechanisms
Programmed cell death by a process called “apoptosis” as a natural barrier from cancer development
is a well-established concept. Cancer cells are often found to have avoided this natural process of
apoptosis.
4. Cancer cells can multiply indefinitely
Normal cells have limited replicative potential and eventually reach senescence, a typically irreversible
entrance into a nonproliferative state, or crisis, which leads to cell death. Cancer cells go through a
transition called immortalization, allowing them to proliferate indefinitely without leading to senes-
cence or crisis.
5. Cancer cells stimulate the growth of blood vessels to supply nutrients to the tumor
Like normal cells, cancer cells require a level of nutrients and oxygen as sustenance. In order to grow
into a tumor, cancer cells induces “angiogenesis,” causing normally inactive blood vessels to begin
sprouting new vessels that carry nutrients into the tumor.
6. Cancer cells invade local tissue and spread to other sites in the body
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“Metastasis” refers to the process of cancer cells spreading to and growing in other parts of the body.
Understanding the mechanism underlying this process is an extremely important and active area of
research due to the significance of cancer metastasis on patient outcomes.
1.2 Transcription Factor Biology
Much of the work within cancer biology is focused on gaining a better understanding of the underlying
biological changes that lead to the hallmarks of cancer (Section 1.1) and developing therapies that combat
these unwanted cellular behaviors. In particular, understanding the action of transcription factors (TF),
proteins that interact with DNA to regulate the transcription of genes, is an area of high interest due to
their critical role in maintaining healthy cell behavior [14, 15, 16]. Thus, significant efforts have been made
to understand and characterize the biophysical processes governing the binding and action of TFs [17]. Many
TFs function as “master regulators” that sit at the top of a gene regulatory hierarchy and exert control over
processes including cell development and differentiation. Since mutations in TFs and their binding sites lead
to many diseases, amino acid sequences, physiological roles, and target regulated DNA sequences are often
conserved among metazoans [18].
TFs generally bind to DNA in a sequence-specific manner governed by its “DNA-binding domain,” that
recognizes and binds specific DNA sequences called “binding motifs.” Extensive work has been done to
discover and build databases (such as TRANSFAC [19], JASPAR [20], and UniPROBE [21]) of important
TF DNA binding motifs. These DNA binding motifs are represented as position-specific scoring matrices
(PSSM) of relative preferences of the TF for each nucleotide position of the binding site. Each of the four
bases (A,C,G,T) have a score at each position and multiplying these scores for each base of a given sequence
yields a value that represents the relative affinity of a particular TF to the given sequence. Thus, the relative
affinity can be written as:
Relative Affinity =
∏
i
Mi(xi), (1.1)
where xi refers to the nucleotide in position i in sequence x and Mi(z) is the PSSM value for position i and
nucleotide z.
It is important to note, however, that PSSMs implicitly carry an independence assumption between
each position of the DNA binding motif, which has been shown to likely be untrue in many cases [22].
Furthermore, PSSMs do not include any information regarding other important factors such as methylation,
cooperative factors, and DNA shape, which have all been shown to be important for predicting TF binding
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[18]. However, despite these shortcomings, PSSMs remain the most popular model for analysis of TF binding.
Although TF binding is largely determined by its DNA-binding domain, TFs actually bind only a small
fraction of their DNA binding-motifs in the genome [23]. There are many instances of TF binding sites where
its predicted binding motif is not present and even more instances of predicted TF binding motifs where the
TF does not bind in vivo. This latter situation is often referred to as the “futility theorem” [24], the assertion
that “essentially all predicted transcription-factor (TF) binding sites that are generated with models for the
binding of individual TFs will have no functional role.” Furthermore, it has been demonstrated that TFs
from the same family that share a common DNA-binding domain can still have distinct binding specificities
determined by features beyond the TF DNA-binding domains [25].
The concept of cooperative binding provides a good explanation for the TF binding specificity that cannot
be explained by DNA binding motifs alone. Cooperative binding is the process by which TFs collaborate
in order to aid one another in binding to DNA and carrying out its function in regulating transcription.
Studies have demonstrated that cooperative binding of TFs commonly involve the recognition of composite
sites that are markedly different from the DNA-binding motifs of the individual TFs [26, 27]. TF binding
specificity can arise both from physical interactions between coordinating TFs themselves and also from
DNA-mediated interactions in which one TF can bind DNA and influence the shape of DNA in a manner
that promotes or inhibits the binding of a second TF [28, 18] (Figure 1.2). Furthermore, in addition to
cooperative binding, other sources of TF binding specificity are individual TFs having the ability to bind to
multiple distinct DNA motifs [29, 30], GC composition [29, 31], DNA methylation [32], DNA motif flanking
sequences [29, 33, 31], and DNA shape [29, 34]. Thus, it is clear that the action and ability of TFs to bind to
specific locations is an important area of study because of the important role that TFs play in the regulation
of healthy cells and the many open questions that remain regarding their action and regulation.
1.3 Machine Learning
Machine Learning (ML) is the study of algorithms and mathematical models that allow computers to au-
tomatically learn to do a task by learning from data instead of being explicitly programmed. One of the
earliest examples of ML in practice was demonstrated in 1952 when Arthur Samuel, who was working at
International Business Machines Corporation (IBM) at the time and later coined the term “machine learn-
ing,” wrote a computer program that played checkers and improved its strategy the more games it played.
A few years later in 1957, Frank Rosenblatt designed the first neural network for computers at the Cornell
Aeronautical Laboratory [35]. In 1997, IBM’s “Deep Blue” beat world champion Gary Kasparov in a best-
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Figure 1.2: Mechanisms of cooperative TF (orange and purple) binding. (a) Binding of proximal TFs
may cause changes in DNA structure that affect the binding of subsequent TFs. (b) Direct interactions
between DNA binding domains, (c) other domains on the TFs, and (d) adaptor proteins (grey) also lead to
cooperative TF binding.
of-six Chess match. In 2016, Google’s “AlphaGo” beat Lee Sedol, a highly ranked professional player, four
out of five matches in Go, commonly considered the most complex board game.
The field of ML is often split into two main paradigms, “unsupervised learning” and “supervised learning.”
In unsupervised learning, a ML algorithm attempts to find patterns in data without any explicit labels on
the individual samples. For example, the authors of [36] identified distinct subtypes of glioblastoma based
on just gene expression signatures of cancer cells. Although, the field of unsupervised learning is an exciting
and active area of research, this thesis will not be focusing on this particular area of ML and the rest of the
discussion will be focused on supervised learning algorithms.
In contrast to unsupervised learning, supervised learning algorithms rely on data in which individual
samples have output labels associated with them. A supervised learning algorithm uses a “training dataset”
made up of individual input-output sample pairs to learn to approximate how to map a set of input features
to an output target value. The output labels in the training set data represent “true” values for the output
target values, which the algorithm uses to learn to predict the output values on new samples that are
unlabeled. For example, a real estate company may build a model to predict the purchase price of a home
based on attributes of that home (e.g. number of bedrooms) by using a training dataset of all previous home
purchases in the last decade. In this example, the training dataset is considered labeled because the homes’
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true purchase prices are included in the dataset. Once the model is finished being trained on the labeled
data, it can then be used to make predictions on homes that have yet to be sold (i.e. unlabeled samples).
1.4 Decision Trees (DT)
One particularly practical and widely used class of ML algorithms are Decision Trees (DT). DT models
are classification and regression algorithms that can be represented by a tree structure consisting of nodes
and branches. The internal nodes are defined by decision rules that partition the feature space into disjoint
regions and determine the final leaf node with which a given sample input is associated, thereby ultimately
resulting in an output value or prediction. Thus, another way to describe a DT is as a series of nested if-then
statements resulting in an output value. The most commonly used type of DTs are univariate DTs, which
only thresholds a single feature at each internal node to define the decision rule. In contrast, oblique DTs
(further discussed in section 1.5), are able to use more than a single feature at each internal node at the cost
of computational efficiency.
Typically, DTs are built by iteratively partitioning the feature space into disjoint regions such that some
measure of the homogeneity of training data in each region is maximized. As a final step, the DT assigns an
output value to each feature space partition based on the training set data inside the individual partitions.
Predictions are then made by first determining which partition a new input X belongs to and outputing the
value that was assigned to that partition. Additionally, to add more distinguishing power, ensemble methods
such as boosting and bagging are often applied to DT models to create boosted decision trees (BDT) and
random forests (RF), which have both been widely used in diverse fields including biology, medicine, and
particle physics [37, 38, 39, 40]. The popularity and success of DT models may largely be attributed to their
interpretability, speed, high level of performance, and ease of training.
Despite these strengths, however, current DT models have several weaknesses as well. One major short-
coming is that ordinary DT models have difficulty classifying images from their raw pixel representation.
Because ordinary univariate DTs split on individual features one at a time (e.g. individual pixel values in
the case of raw images), DT-based models have difficulty learning generalizable or translationally invariant
patterns required for robust classification rules. For this reason, DT models are generally used only on
pre-processed images where the important features of an image have already been hand-curated or learned
using some other method [41, 42, 43]. In Section 3 we present a BDT model that follows this idea of using
hand-curated features by classifying DNA sequences using short DNA motifs gathered from motif databases.
We then subsequently present a novel DT model able to classify DNA sequences by learning motifs directly
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Figure 1.3: Univariate decision tree (DT) algorithm overview. (a) DT algorithms can be represented by a
tree structure of decision functions. (b) Each leaf node of a DT represents a region in feature space with its
own associated output value.
from the data without the need for pre-defined motifs.
1.5 Oblique Decision Trees
In contrast to ordinary univariate DTs, oblique DTs use a linear combination of all available features to
make the decision rules at a given node. By doing so, this puts fewer restrictions on the orientation of
the boundaries between the partitions in feature space created by the DT algorithm. For comparison, with
univariate DTs, the boundaries between the partitions must be parallel or perpendicular to the axes in
feature space due to the fact that the decision rules at individual nodes only use a single feature at a time.
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In contrast, for oblique DTs, the boundaries between partitions no longer have that restriction and can be
oriented in a diagonal direction (Figure 1.3 vs. Figure 1.4).
X1-X2 < A
2X1+X2 < B X1+0X2 < C
Region 1 Region 2 Region 3 Region 4
True False
True False True False
(a)
X1
X2
Region 4
Region 2
Region 1
Region 3
X1-X2 = A2X1+X2 = B
X1+0X2 = C
(b)
Figure 1.4: Oblique decision tree (DT) algorithm overview. (a) Oblique DTs differ from univariate DTs by
using a linear combination of features for decision rules at each internal node. (b) The partitions between
regions created by an oblique DT are not required to be parallel or perpendicular to the feature axes.
It has been shown that adding this extra flexibility to the decision rules at each node or an oblique
DT results in smaller and more accurate trees when compared to univariate DTs [44]. However, a major
challenge in training an oblique DT is the time complexity of finding the optimal oblique split at a given
node. Specifically, for a training set of n samples and p features, the time complexity for an exhaustive
search for the best fit at any given node is O(2p
(
n
p
)
) while it is just O(np) for an axis-parallel split [45].
The authors of [46] are one of the earliest to propose a method of inducing models from data that
resemble oblique DTs by defining and splitting on “linear transgeneration units” that can be interpreted as
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linear combinations of the inputs. Classification and Regression Trees - Linear Combination (CART-LC)
[47] is often considered the first major oblique DT induction algorithm, which used a hill-climbing algorithm
to search for the best oblique split at a given internal node. A weakness of CARL-LC is that there is no
built-in mechanism to avoid getting trapped in local minima during optimization. To address this difficulty,
Simulated Annealing Decision Tree (SADT) [48] uses the simulated annealing optimization algorithm to
search for optimal splitting. The OC1 algorithm [45] combines ideas from both CART-LC and SADT by
using a hill-climbing algorithm with randomization steps incorporated to avoid local minima. MIO-H [49]
casts the training of a DT as a single mixed integer optimization problem instead of building the tree in
a greedy manner. APDT [50] use the Aloplex optimization algorithm to optimize for “degree of linear
separability” instead of sample homogeneity within nodes. Evolutionary algorithms have also proven useful
and efficient method for the induction of oblique DT splits [51, 52, 53].
In addition to developing new optimization techniques to build oblique DTs, standard statistical tech-
niques have also been used to create oblique splits in a DT. Fisher’s Decision Tree [54], QUEST [55], Ltree
[56], Discriminant Trees [57], Fisher’s Sequential Classifiers [58], and the algorithm presented in [44] are
based on linear discriminant analysis. LMDT [59] solves a set of discriminant functions at each that are
collectively used to assign each sample to a class. Other oblique DT training procedures have included the
use of logistic regression [60] and support vector machines [61, 62].
Heuristics have also been used to avoid the need for the costly optimization procedures required in the
previously mentioned examples. The HOT heuristics [63] create oblique splits using projects on a vector that
is produced by joining the centroids of two adjacent regions discovered by a univariate DT. HHCart [64] and
CARTopt [65] reflect samples using Householder matrices and then use axis-parallel splits on the reflected
samples. The authors of [66] train a neural network with a single hidden layer and use the hidden unit
activations to build a univariate DT. BUTIA [62] uses a “bottom-up” approach and employs an EM-based
clustering algorithm to generate the initial leaves and then SVM to generate the splitting hyperplanes.
In this thesis, we demonstrate how the cross entropy (CE) method, a stochastic optimization algorithm
inspired from rare-event simulation and based on concepts related to statistical mechanics, can be used to
train a novel variant of an oblique decision tree called a convolutional decision tree (CDT). In Section 5, we
present the results of comparison studies, demonstrating how the CE optimization method can lead to more
accurate CDT models compared to other common optimization algorithms.
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1.6 DTs applied to images
Tree-based methods, including univariate DTs [67, 68, 69], RFs [70, 71, 72, 73], BDTs [74, 75, 76], and
oblique DTs [77, 69, 78] have been used for image segmentation of remote sensing data where individual
pixels are classified based on data from multiple different types of sensors (e.g. infrared cameras, RADAR,
etc.). Similarly, [79] used pixel-wise image features such as gray-scale and local variation for general image
mining and segmentation.
In 2014, the authors of [80] proposed Convolutional Decision Trees (CDT), a particular instance of an
oblique decision tree, as an accelerated method for feature learning and image segmentation. In their method,
a quasi-newton optimization algorithm is used to learn convolutional filters that classify individual pixels
as belonging to a certain class. Despite the previous work that has applied tree-based algorithms to image-
related tasks, tree-based models have yet to be effectively used for pattern recognition and whole-image
classification based on raw pixel values. The BCDT approach that we introduce in Section 3 and use in
Sections 4 and 5 extends the concepts from Laptev’s CDT model originally used for image segmentation to
classify whole images based solely on their raw pixel values.
1.7 Computer Vision and Neural Networks
Convolutional Neural Networks (CNN) attempt to solve the problem of learning translationally invariant
patterns by using convolutional and pooling layers. The convolutional layers convolve a learned filter across
an image to create a “feature map,” while the pooling layers define spatial neighborhoods on the feature map
to consolidate and reduce its dimensionality by performing an operation such as keeping the maximum value
within the pooling neighborhood, referred to as “max-pooling”. With the use of these principles, CNNs have
produced state-of-the-art performance in various computer-vision tasks, such as image classification [81] and
object detection [82].
Despite these strengths in performance, it has been demonstrated that CNNs are not actually transla-
tionally invariant and that their outputs are sensitive to even small image translations and transformations
[83, 84]. In addition to this lack of true translational invariance, CNNs often remain as black-box models,
and developing methods for their interpretation is currently an active area of research [85, 86]. Furthermore,
deep neural networks with many hidden layers are notoriously difficult to train [87] and often require a
great amount of expertise and experience to choose an architecture, tune hyperparameters, initialize weights
correctly, and avoid the “vanishing gradient” and “exploding gradient” problems where the gradients for
weights in early layers of a deep neural network become very close to zero or diverge to very large values
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making training difficult. An additional drawback is that a CNN also requires the user to pre-specify the
size of images to be modeled; consequently, any images of a different size must be re-sized accordingly to
fit the specific pre-defined architecture of the CNN. The CDT model introduced in Section 3 addresses
many of these weaknesses of CNN by using a much simpler model architecture with fewer hyperparameter
choices, incorporating full translational invariance, and allowing for both training and testing on variable
sized inputs. Section 5 presents further discussion on these advantages of CDTs over CNNs.
1.8 Overview
Here, we present a BDT-based approach to understanding the binding specificity of TFs from the same family
and show how such an approach can be used to accurately predict protein-DNA interactions and produce
biological insight about the factors that lead to the binding specificity. We also present a novel application of
Boosted Convolutional Decision Trees (BCDT) trained with the Cross Entropy (CE) optimization method
that addresses many of the weaknesses of ordinary DT models and CNNs by using fully translationally
invariant convolutional filters in a tree-like structure. We demonstrate that BCDT learns informative and
interpretable convolutional filters, corresponding to DNA sequence motifs, that can be transferred to CNNs
to improve their performance. We also demonstrate that BCDT is more robust against image translations
compared to other models by applying the model to the well-known MNIST handwritten digit classification
dataset and comparing the BCDT performance with other popular ML models.
The structure of the rest of this thesis is as follows: in Section 2, we provide further theoretical background
on topics that will be important for the reader to understand the methods and analyses presented in our
studies. In Section 3, we introduce general methods used in the analyses presented in Sections 4 and 5. In
Section 4, we demonstrate how DT models can be used to answer questions regarding TF binding specificity
and present the results from our paper [10]. In Section 5, we present further studies on the BCDT algorithm as
a general pattern recognition technique and demonstrate its advantages over competing algorithms. Finally,
in Section 6, we conclude with an overview of our results and provide thoughts on potential areas for future
studies.
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Chapter 2
Theoretical Background
In this section, we present further background on key concepts that will be useful to the reader for the
purpose of understanding the methods used and results in latter sections. We begin with an overview of the
process of training a supervised ML algorithm. We then present mathematical details of DTs and boosting.
Finally, we conclude with details regarding the CE optimization method.
2.1 Training ML Models
In the supervised learning paradigm, a model F learns to approximate a function that maps a set of input
“features” X to an output “target” y based on a set of input-output pair examples called the “training
dataset.”
Parametric ML algorithms are ones in which a certain functional form of the model is assumed and
the behavior of the model Fβ is parameterized by a set of parameters β. Parametric ML algorithms are
useful because the behavior of the model Fβ is completely determined by its parameters β and thus, the
burden of defining a model is reduced to choosing the optimal set of parameters. This process of choosing
the optimal parameters is called “training” the ML model and is generally carried out with the following
steps: (1) building the “training dataset,” (2) defining a loss function, and (3) choosing and carrying out an
optimization algorithm to find the optimal set of parameters.
Building the training dataset generally involves splitting the available labeled data into a set of samples
that the model will use to optimize its parameters and a different non-overlapping set of samples called the
“test dataset” that is used post-training to test or validate the performance of the model. Additionally,
sometimes a third set of samples called the “validation dataset” is partitioned for the purpose of validating
a trained model without exposing it yet to the test set. Since the test and validation sets are used to assess
how the model will perform on new, unseen samples, it is important that these sets of data have no overlap
with the training set and each other.
Loss functions measure how accurate a model’s predictions on a set of samples are to the samples’ true
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target values. A loss function can generally be written as:
Loss = L(yˆ,y) (2.1)
yˆ = (F (X0), F (X1), . . . , F (XN )) (2.2)
y = (y0, y1, . . . , yN ) (2.3)
and are designed to take on lesser values when the model’s outputs are more desirable. In the case of ML
algorithms such as logistic regression and neural networks, the loss function is often a measure of model
accuracy. Examples of such loss functions include mean squared error loss and negative log likelihood loss.
Thus, a model that minimizes a loss function measuring accuracy is effectively attempting to minimize its
errors. In contrast, DTs often use a loss function that measures sample heterogeneity in its internal nodes.
Thus, DTs do not necessarily search for the set of parameters that minimize error, but instead attempt to
maximize node homogeneity.
The next step in training a ML model is to choose and implement an optimization method to search
the space of model parameters to find an optimal point β∗ that minimizes the chosen loss function. This
problem can be stated as:
β∗ = argmax
β
(
L(Fβ(Xtrain),ytrain)
)
, (2.4)
where Fβ(Xtrain) and ytrain are the predicted and true output values for the training dataset, respectively.
In the case of simpler models such as logistic regression, the number of trainable parameters can be as low
as p+ 1, where p is the dimensionality of a sample’s input feature vector X. However, more complex models
such as neural networks can include thousands or even millions of trainable parameters. Thus, choosing a
proper and efficient method of optimizing for the loss function over such a high dimensional parameter space
is paramount to successful training of a ML model. A full review of optimization methods used in ML is
out of the scope of this thesis, but a more comprehensive review on common optimization procedures used
in ML may be found at [88].
A final and optional step for training a ML model is to tune “hyperparameters.” Hyperparameters are
parameters of a ML model that is external to the model and are not estimated from the training dataset.
Instead, they are chosen prior to the model being trained and affect the structure of the model as a whole.
Hyperparameter tuning is often carried out by training many different models with different hyperaprameter
values on the same training set and choosing the set of hyperparameters that lead to the best performance
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on the validation dataset. Once the hyperparameters have been decided upon on this way, the model can be
tested on the test dataset to obtain an estimate of the model’s true performance. The reason for choosing the
hyparparameter values based on a validation set separate from the test set is to avoid an inflated estimate
of model performance by potentially simply choosing the hyperparameter values that happen to lead to the
best results on that particular test dataset.
2.2 Decision Trees (DT)
A DT model F maps a sample X to an output target value y by traversing through a series of nodes applying
branching rules, ultimately resulting in a final output value determined by the terminal leaf node assigned
to a sample. The decision rule at each node is defined by a function f(X), which takes a sample X as its
argument and outputs a value which determines to which child node the sample gets assigned to. Each
internal node has its own associated branching rule and a sample traverses down the tree by these branching
rules until reaching a terminal leaf node, which has an associated output value instead of a branching rule.
For example, in a univariate decision tree, which splits the data at each node using a single feature at a
time, the decision function at a given node can be written as:
funi(X) = 1(X
(i) > T ), (2.5)
where X(i) is the i-th element of X and T is a threshold parameter. All samples that lead to an output
value of zero are then mapped to one child node while all samples that lead to an output value of one are
mapped to the other child node.
The most commonly used training algorithms for decision trees learn the decision rules in a greedy
manner, choosing the most optimal split at each node by maximizing some measure of homogeneity in the
training samples assigned to the child nodes. The main disadvantage of training DTs in a greedy manner
is that the algorithm generally searches for locally optimal (as opposed to globally optimal) parameters.
The trade-off for searching for local optima is that these greedy methods are much more computationally
efficient. Efficient, greedy algorithms such as ID3 [89], C4.5 [90], and CART [47] have allowed for fast
training of classification and regression trees, largely contributing to the rise in popularity of DT models.
For classification trees, the measure of homogeneity can generally be written in terms of the sum of
sample weights of each class in each of the child nodes.
15
ny,c =
∑
i∈{j|Cj=c}
wi 1(yi = y), (2.6)
nc =
∑
y∈Y
ny,c, (2.7)
py,c =
ny,c
nc
, (2.8)
The Gini index G and Shannon entropy H are common measure of homogeneity used for training clas-
sification trees and can be written in terms of the py,c and n terms.
G =
∑
c∈{L,R}
( nc
nL + nR
)∑
y∈Y
py,c(1− py,c) (2.9)
H =
∑
c∈{L,R}
( nc
nL + nR
)∑
y∈Y
−py,c log(py,c) (2.10)
For regression trees, the mean squared error (MSE) and mean absolute error (MAE) are commonly used
measures of homogeneity.
nc =
∑
i∈{j|Cj=c}
wi (2.11)
yc =
1
nc
∑
i∈{j|Cj=c}
wiyi (2.12)
MSE =
∑
c∈{L,R}
( nc
nL + nR
) ∑
i∈{j|Cj=c}
(yi − yc)2 (2.13)
MAE =
∑
c∈{L,R}
( nc
nL + nR
) ∑
i∈{j|Cj=c}
|yi − yc| (2.14)
DT models contain many hyperparameters that can greatly affect the performance of the model. The
maximum depth of a decision tree determines when to stop building the decision tree. If no maximum depth
is set prior to building a DT, the algorithm will build the DT until every node’s homogeneity of training
samples is maximal (i.e. each child node is made up of samples from a single class). Since this may lead to
an undesirable degree of overfitting, setting a maximum depth is often used to limit the DT training from
getting to that point.
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Algorithm 1 Greedy DT Learning
1: Initialize empty stack data structure S
2: Push root node to stack S
3: while S not empty do
4: node N ← pop head node from stack S
5: if Stopping criterion not met on node N then
6: Search for optimal branching rule that maximizes child node homogeneity
7: Push child nodes of N to stack S
2.3 Boosting
Boosting refers to a class of meta-algorithms that iteratively creates an ensemble of “weak learners,” resulting
in a “strong learner.” A weak learner is defined as a predictive model that is only slightly correlated with
the true target value. In contrast, a strong learner is one that is highly correlated with the true target
value. Most commonly, simple DT models with a small maximum depth are used as the weak learners that
combined into an ensemble to make a strong learner called a Boosted Decision Tree (BDT).
A distinguishing characteristic of boosting compared to other ensemble methods such as bagging and
stacking is the sequential manner by which it is carried out. In general, boosting algorithms train individual
weak learners to correct the errors made by the previous weak learners in the ensemble. Consequently, the
i-th weak learner can only be trained once the 1, . . . , (i − 1)-th weak learners have been trained, making
boosting algorithms intrinsically difficult to parallelize.
Two commonly used boosting algorithms are Adaboost and Gradient Boosting. Although it can be shown
that Adaboost is equivalent to a special case of Gradient Boosting using an exponential loss function, the two
algorithms are described here as distinct algorithms. In Adaboost, new weak learners are trained to correct
the errors made by the existing weak learners by up-weighting training samples that were misclassified by
the existing weak learners and down-weighting training samples that were correctly classified by the existing
weak learners. By doing so, the loss function used to train the next weak learner will be more dominated
by the samples with higher weights and thus, the new weak learner will attempt to fit the previously
misclassified samples more strongly. In contrast, in Gradient Boosting, no changes are made to the sample
weights. Instead, new weak learners are trained to fit the errors or residuals of the existing weak learners.
Thus, instead of changing the weights and leaving alone the target values of the samples, Gradient boosting
changes the target values and leaves alone the weights of the samples.
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Algorithm 2 Adaboost
1: Initialize the observation weights wi = 1/N, i = 1, 2, . . . , N
2: for m = 1,M do
3: Fit classifier Gm(x) using weights wi.
4: Compute:
errm =
∑N
i wiI(yi 6= Gm(x))∑N
i wi
5: αm = log((1− errm)/errm)
6: wi ← wi · exp(αm · I(yi 6= Gm(x)), i = 1, 2, . . . , N .
7: G(x) =
∑M
m=1 αmGm(x)
Algorithm 3 Gradient Boosting
1: Initialize f0(x) = argminγ
∑N
i=1 L(yi, γ)
2: for m = 1,M do
3: rim = −[∂L(yi,f(xi)∂f(xi) ]f=fm−1 , i = 1, 2, . . . , N
4: Fit model f∗(x) to the targets rim
5: fi(x)← fi−1(x) + f∗(x)
6: F (x) = fM (x)
2.4 Cross Entropy (CE) Method
The Cross Entropy (CE) method [91] was originally proposed for rare-event sampling and was later adapted
as an optimization algorithm for finding globally optimal solutions in non-convex optimization problems.
The CE method relies on the minimization of the KullbackLeibler (KL) divergence, a common distance
measure used in information theory that has been shown to be closely related to the maximum work available
during the relaxation process of a system out of equilibrium (i.e. the “exergy” of a system) [92]. Based
on the principle of importance sampling, the CE method searches for globally optimal parameter values by
iteratively sampling points from a parametric distribution that gradually becomes more sharply centered
around the optimal values. More precisely, at the i-th sampling step, M points in parameter space are drawn
from a multivariate normal distribution G(µi,σi) estimated from the previous step. Subsequently, the loss
function (for DT models, the loss function is some measure of label homogeneity of nodes) is computed for
each of the M sets of parameter values, and only the top p percent of the M points is kept, while the rest
is discarded. Finally, the new distribution G(µi+1,σi+1) for the next iteration is calculated by taking a
weighted average of the current parameters (µi and σi) and the maximum likelihood estimates (µ
MLE
i and
σMLEi ) obtained from using only the top points:
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µi+1 = αµ
MLE
i + (1− α)µi, (2.15)
σi+1 = ασ
MLE
i + (1− α)σi, (2.16)
where α is a hyperparameter that takes a value between 0 and 1.
Algorithm 4 Ordinary CE method
1: function find optimal filter(N,M,n, α, σinitial)
2: σ ← σinitial1
3: µ← Random initialization
4: for i← 1, N do
5: samples list = Sample Multivariate Normal(µ,σ,M)
6: top samples list = Get Top Scoring(samples list, n)
7: µMLE,σMLE ←MLE(top samples list)
8: µ = αµMLE + (1− α)µ
9: σ = ασMLE + (1− α)σ
10: return µ . Final multivariate normal distribution centered at near-optimal point
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Chapter 3
General Methods
In this section, we present general methods used in the analyses presented in Section 4 and Section 5. We
begin by describing the different representations for DNA sequences used in later analyses. We then provide
details regarding the BDT models and the different methods used to interpret those BDT models. We then
introduce a novel application of convolutional decision trees (CDT) and the modified cross entropy (CE)
optimization used to train CDT. Finally, we present a brief discussion regarding the major hyperparameters
and model choices for CDT and
3.1 DNA sequence representation
The DNA sequences used for the ML models were represented in two ways: (1) One-hot encoding and (2)
Binary motif counts. The one-hot encoding representation can be considered a raw representation of the
DNA sequence, virtually equivalent to the DNA sequence string itself. In contrast, the binary motif counts
represents a more processed and abstract representation of the DNA sequence where the presence or absence
of pre-defined, important sequence patterns and motifs define a given DNA sequence.
3.1.1 Motif counts
In order to encode information regarding potential proteins and co-factors bound to a given DNA sequence,
binary motif counts were chosen as a practical representation for DNA sequences. PSSMs representing TF
motifs from the TRANSFAC [19] Human and JASPAR [20] databases were used to build a total of 435
binary features, each feature representing either the presence or absence of one of the 450 motifs in the given
DNA sequence.
The natural questions that follows is: given a PSSM for a given motif and a DNA sequence X, how
should X be labeled as either an instance of the PSSM or not? This process is often referred to as “motif
calling.” One possible method is to take the highest probability nucleotide from each position/row of the
PSSM to form a single string s that defines the motif and then to search the DNA sequence X for an exact
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match with s. However, this definition of the presence of a motif doesn’t take into account the fact that
TFs can often bind to multiple similar sequences and thus, only considering a single particular string as the
motif that the TF binds to may be too strict of a requirement. Furthermore, the different positions of a TF
binding motif often have different levels of flexibility in terms of deviating from s. Thus, in order to address
these weaknesses, we model the DNA sequences with a third-order Markov model and use an information
theoretic approach for motif calling.
For a DNA sequence X of length L, PSSM probability distribution P , and third-order background prob-
ability distribution Q, the log likelihood ratio L of observing sequence X under the probability distributions
of P and Q was calculated. This log likelihood ratio was then thresholded using the relative entropy D
between P and Q across sequence X. If L is greater than D, we consider X to be an instance of the motif
defined by PSSM P .
L(X) =
∑
i
log
(P (Xi)
Q(Xi)
)
(3.1)
D(X) =
∑
i
Q(Xi) log
(P (Xi)
Q(Xi)
)
(3.2)
The relative entropy can also be interpreted as the expected value of the log likelihood ratio under the
background probability distribution. Thus, the intuition behind using the relative entropy as a thresh-
old becomes clear; a log likelihood value greater than the one expected under the background probability
distribution suggests that sequence X is more likely to have been generated by P than the background
distribution.
3.1.2 One-hot encoding
In order to use a DNA sequence representation that is more unbiased than using binary counts of predefined
motifs, the one-hot encoding representation of DNA sequences were used. In this representation, a DNA
sequence of length L was transformed into a 4 × L matrix of 1’s and 0’s. In the one-hot encoding matrix
representation, each column represents the nucleotide at a given position along the sequence and each row
represents one of the four nucleotides (A, C, G, T).
Xi,j =

1, if nucleotide at position j is N(i)
0, otherwise
(3.3)
where N(1), N(2), N(3), N(4) are equal to nucleotides A, C, G, and T, respectively.
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“ACT…GAT”Raw String:
⇥
0 1 0 . . . 1 0 0
⇤m1 m2 m3 mk-2 mk-1 mk
2664
1 0 0 . . . 0 1 0
0 1 0 . . . 0 0 0
0 0 0 . . . 1 0 0
0 0 1 . . . 0 0 1
3775
A
C
G
T
One-hot encoding:
Binary motif count:
Figure 3.1: Overview of DNA sequence representations. In the binary motif-count representation, m1 . . .mk
denote the k different motifs that are searched for in the DNA sequence.
Sequence Position
A
C
G
T
Figure 3.2: Example of DNA sequence one-hot encoding interpreted as an image. Yellow boxes represent a
value of one and purple boxes represent a value of zero.
Note that the resulting matrix can be treated as a two dimensional image of size 4× L or a one dimen-
sional image with four channels of length L (Figure 3.2). Thus, both standard and novel image/pattern
recognition techniques can be used to classify sequences represented in this way. An overview of the different
representations of DNA sequences is shown in Figure 3.1.
3.2 Boosted Decision Trees (BDT) with Motif Counts
Using the binary motif count features, boosted decision tree models trained to classify between DNA se-
quences bound by different TFs from the same family were built using the scikit-learn implementation of
gradient boosted decision trees [93].
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3.3 BDT Interpretation
An important advantage of DT models compared with others is their relative interpretability compared to
other ML models. For a single DT of reasonably low depth, one is able to visually look at the tree structure
and decision rules at each node making up the DT to understand what the model has learned. However, this
is no longer the case once ensemble methods such as boosting and bagging have been applied to create BDT
and RF models, which often consist of hundreds and even thousands of single DTs. Thus, it is important
that there are other methods for the interpretation of these ensembles of DTs.
3.3.1 Feature Importances
Often when training a ML model, it is of high interest to know the relative importances of the available
features for the construction of a given model. BDT feature importances can be estimated using the relative
amounts that each feature reduced the impurity measure in the individual DTs making up the whole BDT
model. Thus, for DT model t and feature l, the importance score Il(t) is defined as
Il(t) =
∑
n:Nl
i(n), (3.4)
where NL is the set of all nodes splitting on feature l and i(n) is the improvement in measure of homo-
geneity between that node and its child nodes. As previously mentioned this measure of homogeneity is up
to the user to choose, but examples include Gini index, shannon entropy, and mean squared error.
For an ensemble E of DTs, the importance score of feature l is calculated by taking a average of its
importance score across all the individual DTs, weighted by the ensemble weight of each DT.
Il(E) =
1
W
∑
t
wtIl(t) (3.5)
W =
∑
t
wt (3.6)
3.3.2 Partial Dependence
Once the most important features have been identified, it is often of great interest to understand how the
BDT model’s output depends on the identified most important features. Partial dependence (PD) plots are
a visual representation of the marginal effect that a set of features have on the output of a ML model. Since
PD plots are generally inspected visually, the set of features usually consists of just one or two features. For
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our description of partial dependence, we follow the same notation used in [94].
Consider the full input vector X = (X1, X2, . . . , Xp) of dimension p, subvector XS made up of l < p of
the original features indexed by S ⊂ {1, 2, . . . , p}, and subvector XC indexed by C, the complement of S,
such that S ∪ C = {1, 2, . . . , p}. The partial dependence of the model f(X) on XS is defined as:
fS(XS) = EXC (f(XS ,XC)) (3.7)
Equation 3.7 represents the marginal average of the model output f , which can be interpreted as the
effect of the XS on f after accounting for the average effects of XC on f . Note that this is not the same
as the effect of XS on f ignoring the effects of XC altogether. PD plots are a general method that can be
applied to any ML model, but is most often used with DTs due to a particularly efficient way of computing
the PD plots in the context of DT models.
3.4 Convolutional Decision Trees (CDT)
A key weakness in using binary motif counts as features for distinguishing between different types of DNA
sequences is that the approach requires a curated list of biologically relevant motifs to be available in the
first place. Although this happens to be true in the case of TF motifs (e.g. TRANSFAC and JASPAR
databases), this may not always be true in every situation, so a more general method that can learn the
biologically relevant motifs on its own with minimal prior information is desired. Additionally, there is a
level of bias introduced when using a binary counts of a predetermined set of motifs. Thus, a more agnostic
method would alleviate concerns relating to this type of bias.
In order to address these concerns, we developed a novel application of Convolutional Decision Trees
(CDT) for image classification and pattern recognition and applied it to DNA sequence classification and
later test the novel model on the popular MNIST handwritten digit classification dataset. The code for
CDT, which runs on Python 3.6, is available at https://github.com/wmoon5/ConvDT.
CDT is a classification and regression DT model that uses learned, translationally invariant convolutional
filters to define the decision rules at each internal node. More precisely, at node k with a convolutional filter
βk of fixed size (w1,w2), the following decision function is evaluated for each sample:
fβk(X) = max
i,j
1(βk ·Xi:i+w1,j:j+w2 > T ) (3.8)
where X is the full data matrix encoding the sample, Xi:i+w1,j:j+w2 is the submatrix of X with rows i
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through i + w1 − 1 and columns j through j + w2 − 1, βk is the convolutional filter at node k, 1 is an
indicator function, and T is a chosen constant threshold value set by the user. In more intuitive terms, the
input X is scanned by the convolutional filter βk to find whether there is a contiguous patch of entries in X
resembling the convolutional filter. If a match is found, then X gets mapped to one child node, and if no
match is found, then X gets mapped to the other child node.
The main obstacle in training a CDT is finding the optimal convolutional filter β∗ that maximizes the
increase in homogeneity from the parent to child nodes. In our implementation of classification CDTs, we
use Shannon entropy H as our measure of homogeneity for classification, defined as:
H = −
∑
c∈{L,R}
nc
nL + nR
∑
y
py,c log py,c, (3.9)
py,c =
ny,c
nc
, (3.10)
nc =
∑
y∈Y
ny,c, (3.11)
ny,c =
∑
i∈{j|Cj=c}
wi 1[yi = y], (3.12)
where wi are the sample weights used for any meta-algorithms such as boosting algorithms, {j|Cj = c} is
the set of all sample indices that are in child node c, yi are the class labels, and Y is the set of all classes.
To search for these optimal convolutional filters, we use the CE method described in the following section.
Finally, each terminal leaf node is assigned a probability value for each class corresponding to the multi-
nomial maximum likelihood estimate (MLE) of the class probabilities according to the training samples that
were mapped to that particular terminal leaf node. From this point, it is left as a choice to use either the
probabilistic output values or the class label with highest MLE probability yˆc as the output value for the
terminal leaf node.
yˆc = argmax
y
py,c (3.13)
In our implementation of regression CDTs, we use the mean squared error (MSE) as our measure of
homogeneity.
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nc =
∑
i∈{j|Cj=c}
wi (3.14)
yc =
1
nc
∑
i∈{j|Cj=c}
wiyi (3.15)
MSE =
∑
c∈{L,R}
( nc
nL + nR
) ∑
i∈{j|Cj=c}
(yi − yc)2 (3.16)
where, similarly, wi are the sample weights used for any meta-algorithms such as boosting algorithms,
{j|Cj = c} is the set of all sample indices that are in child node c, and yi are the target values.
Finally each terminal leaf node, is assigned an output value corresponding to the weighted mean of target
values of the samples mapped to the terminal node.
3.5 Cross Entropy (CE) Method
In order to address the issue regarding CE method initialization, we propose a modified initialization step.
The modified initialization step uses heuristic arguments to identify a “relevant” region of the full parameter
space that is considered most likely to contain the optimal point. Then a sampling step is carried out by
either sampling uniformly in the identified region or building a “grid” of evenly spaced points in the identified
region and randomly sampling from the grid points. This is in contrast with the ordinary procedure of
randomly choosing a mean µ for the multivariate normal sampling distribution G and then sampling from
G. The modified initialization method explores the relevant areas of parameter space more evenly compared
to the ordinary method, which will sample points more densely near the initial point µ and thus leave other
potentially important areas of parameter space under-sampled. An analysis on this effect can be found in
Section 5.
More precisely, for the case of DNA sequence classification, the “relevant” region chosen is the region in
parameter space where the sum of the parameter values corresponding to each sequence location sums to a
value of one. The implicit assumption by restricting the initial sampling region in such a way is that each
sequence position in the convolutional filter should be weighted equally compared to the other positions.
Within this region, a “grid” of points was built by taking all 4K possible K-mers, where K is the size of
the convolutional filters being learned by the algorithm, and building the one-hot encoding representation
of each of the K-mers. The first iteration of sampling was taken from these grid points.
For the case of hand-written digit classification, the “relevant” region chosen is the L2-dimensional
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hypercube, where L is the height and width of the square convolutional filters, with side length equal to
one and parameter values between zero and one. Similarly, the implicit assumption by restricting the initial
sampling region in such a way is that no single pixel in the convolutional filter should be weighted too
disproportionately larger or smaller than the rest. The first iteration of sampling is taken from a uniform
distribution within the specified hypercube region.
Algorithm 5 summarizes the modified CE method used in our implementation of CDT.
Algorithm 5 CE method
1: function find optimal filter(N,M,α, σinitial)
2: σ = σinitial1
3: for i← 1, N do
4: if i == 1 then
5: samples list = Sample Custom(M) . Modified sampling described in Methods
6: top samples list = Get Top Scoring(samples list, 20)
7: µMLE,σMLE ←MLE(top samples list)
8: µ = µMLE
9: σ = ασMLE + (1− α)σ
10: else
11: samples list = Sample Multivariate Normal(µ,σ,M)
12: top samples list = Get Top Scoring(samples list, 20)
13: µMLE,σMLE ←MLE(top samples list)
14: µ = αµMLE + (1− α)µ
15: σ = ασMLE + (1− α)σ
16: return µ . Final multivariate normal distribution centered at near-optimal point
17: function Sample Custom DNA
18: S ← Scale factor
19: {κ1, κ2, . . . , κM} ← M unique K-mers
20: µi ← One Hot Encoding(κi)/S
21: return {µ1, µ2, . . . , µM}
22: function Sample Custom MNIST
23: {µ1, µ2, . . . , µM} ← Sample Uniform((0, 1)× (0, 1),M)
24: return {µ1, µ2, . . . , µM}
3.6 Hyperparameters of CDT and CE method
As with all ML models and optimization methods, CDT and the CE optimization method require the user
to set the value of several hyperparameters before learning can begin. Proper choice of hyperparameters
can make a significant difference in the performance of the CDT algorithm and thus, it is important to
understand each hyperparameter and the tradeoffs associated with changing their values.
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3.6.1 CDT maximum depth
All DT models require the user to specify a stopping criteria at which point, the algorithm ceases to make
further splits on the training data. The stopping criteria used by CDT is to specify a maximum depth.
In this approach, a positive integer value is chosen that determines how many layers of the CDT model is
trained before the algorithm stops.
The tradeoff between a shallow and deep CDT can be understood as a trade-off between bias and variance
of the model. A deeper CDT allows for more partitions to be made in feature space, thus reducing the model’s
bias. However, a larger number of partitions in feature space also leads to an increase in the model’s variance
from natural variation in the training data. Conversely, a shallower tree will have relatively higher bias, but
lower variance. Furthermore, increasing the depth of a CDT will lead to longer training times due to the
increased number of parameters that must be learned by the model
3.6.2 CDT convolutional filter size
Each node in a CDT is defined by a convolutional filter with a fixed size. This fixed size is another important
hyperparameter that can effect the performance of the model. Since, the purpose of the convolutional filter
is to search the input X for a contiguous group of features following a certain pattern, it is important that
the convolutional filter size is large enough to learn patterns that are actually informative for distinguishing
different types of samples. For example, a convolutional filter of size 2× 2 will be unable to search an input
image for a curved line whereas a larger convolutional filter of size 5×5 could more easily search for a curved
line. However, the cost of having larger convolutional filters is that it increases the number of trainable
parameters at each node, increasing the potential to overtrain (i.e. high model variance) and increasing the
training time.
3.6.3 CDT splitting criterion
All DT models also require the user to specify the splitting criterion or loss function to be optimized for
at each node during training. As previously mentioned, the loss function is generally a measure of the
heterogeneity of the training data that is mapped to the nodes of the DT. For example, the loss function
should be minimal when all the training data mapped to a node is from a single class of samples. Conversely,
the loss function should be maximal when the training data mapped to a node is an equal mixture of all
the different classes. However, despite the fact that these loss function behave similarly in the extreme
cases, they may also differ in intermediate scenarios, which may lead to different convolutional filters to be
learned by CDT. Furthermore, in situations where a gradient-based optimization method is used to learn
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the convolutional filter weights, certain loss functions may have derivatives that are computationally more
or less efficient than others or lead to gradients that lead to quicker or slower convergence.
3.6.4 CE method sample size and elite sample size
At each iteration of the CE method, M samples from parameter space are sampled from a multivariate
normal distribution G. Each of the M samples defines a unique convolutional filter that is then used to split
the training data and the loss function is calculated for each of the M samples based on their splitting of
the training data. From these M sampled points in parameter space, only the n samples leading to the most
optimal loss function values are kept to update G.
Both M and n are hyperparemeters that can affect the ability for the CE method to learn informative
convolutional filters. Increasing M leads to a more thorough search of the parameter space at the cost of
computational resources. Other than increased training times, there are no downsides to increasing M and
thus, as long as time and resources allow, increasing M will almost always improve the CE method. However,
the effect of n on the CE method is not as simple. Increasing n leads to a larger number of “elite” points
in paramter space to be be used to update G at each iteration of the CE method. Thus, a larger value of n
could help reduce the chances of getting stuck in a local minimum, but could also lead to slower learning.
[95] notes that the proper choice of M and n are closely related to the dimensionality of the search space.
3.6.5 CE method α parameter
The α parameter in the CE method is a smoothing parameter that determines how to update the parameters
µ and σ. The update step takes a weighted average of the current parameter values (µ, σ) and (µMLE, σMLE).
Larger values of α place more weight on (µMLE, σMLE) while smaller values of α place more weight on (µ, σ).
The effect of this is that smaller values of α help avoid local minima, so that the optimization procedure
will converge at a global minimum. The cost of decreasing α is that the time to convergence will generally
increase [96].
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Chapter 4
MITF and MYC
4.1 Motivation and Background
As mentioned previously in Section 1.2, TFs make an important area of study for cancer researchers due to
their importance in both the maintenance of healthy cells and their potential to lead to oncogenesis when
misregulated. In particular, gaining a better understanding of the physical and genomic mechanisms that
lead to TF binding specificity is an important point of focus. Stated more simply, how does a particular
type of TF know to what locations in the genome to bind? Furthermore, if TF binding is a function of its
binding domain, then how do different TFs in the same family with the same binding domain know to bind
to their own respective locations in the genome?
In this chapter, we primarily focus on two important TFs, MITF and MYC-MAX, found in melanocytes,
melanin-producing cells most commonly found in the skin, study the nature of their binding specificity, and
propose how our findings are important for the study of melanoma. Much of the contents of this chapter
overlap with one of our previous publications [10]
4.1.1 MITF and MYC
Microphthalmia-associated transcription factor (MITF) is an important TF belonging to the basic helix-
loop-helix leucine zipper (bHLH-Zip) family of TFs, characterized by the bHLH DNA binding domain
that recognizes and binds a consensus hexamer “E-box” binding motif CANNTG. In terms of its function,
MITF is a lineage-specific transcription factor important for the differentiation, proliferation, and survival
of melanocytes, pigment-producing cells typically found in the skin. MITF has also become an important
area of study among cancer researchers due to the large body of evidence demonstrating the importance of
the MITF protein for the development and survival of a significant percentage of melanomas. It is largely
considered a key central hub in the complex regulatory network of melanocytes important for both the
healthy development and also the malignant transformation of melanocytes to melanoma. On the one hand,
it promotes melanocyte differentiation and controls the expression of melanocyte-specific genes needed for
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skin pigmentation. On the other hand, it also regulates cell cycle progression and cell survival by modulating
the transcription of key gatekeeper genes expressed across multiple cell lineages. This latter set of roles
regulating cell cycle progression and cell survival may lead to MITF’s oncogenic functions in melanomas,
contributing to cancer proliferation and increased potential for tumorigenic transformation. Thus, the wide
range of roles that MITF plays in melanocytes and its demonstrated importance in melanoma make gaining
a better understanding of the functions and mechanisms of MITF an interesting and important area of study.
Another well-known TF in the same phylogenetic clade as MITF is MYC, one of the earliest discovered
and most potent oncogenes. A large body of evidence links MYC to the generation, progression, and mainte-
nance of a wide range of cancers. Similar to MITF, MYC robustly potentiates tumorigenic transformation,
promotes cancer proliferation, and confers cancer drug resistance.
MITF and MYC both belong to the same bHLH-Zip family of TFs. The bHLH domain contains the
DNA binding function, while the leucine zipper domain mediates dimerization with another bHLH TF.
MITF has been shown to form heterodimers with the related MiT family proteins TFE3, TFEB, and TFEC,
but none of these transcription factors show a high expression level in the melanocyte lineage, where MITF
thus likely forms a homodimer. Likewise, MYC forms a heterodimer with another bHLH TF called MAX
to form a MYC-MAX complex. MAX itself can form homodimers, but such homodimers poorly bind DNA
and are transcriptionally inert [97, 98]. In addition, the expression level of MAX in melanocytes is 5-fold less
than MYC, likely leading to a significantly lower stoichiometric concentration of MAX-MAX homodimers
compared to MYC-MAX heterodimers.
MITF and MYC are the two most highly expressed bHLH-Zip transcription factors in melanocytes (273
FPKM and 254 FPKM, respectively; Supplement A). Since they share the core DNA binding motif, unrav-
eling the mechanisms determining the genome-wide distinct and shared binding modes of these oncoproteins
remains a major challenge. In particular, it is important to understand which local genomic features allow
MITF and MYC-MAX to find their respective regulatory targets and to what extent these genomic features
can moderate their competition for a single binding site. Similar questions regarding the discriminatory se-
quence features associated with specific bHLH-Zip family members were previously investigated in regulatory
regions of select genes.
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4.2 Methods
4.2.1 Data Processing
In order to analyze the binding specificity of MITF and MYC-MAX in melanocytes and train ML models to
distinguish between DNA sequences bound by these TFs, ChIP-seq data was acquired for both MITF and
MAX. The reader should note that, as mentioned previously, since MAX-MAX homodimers poorly bind
DNA, are transcriptionally inert, and have 5-fold lesser expression levels in melanocytes compared to MITF,
we assume MAX ChIP-seq peaks are equivalent to MYC-MAX binding sites and use MAX and MYC-MAX
interchangeably throughout this chapter. The details regarding the MAX ChIP-seq experiments in the
COLO829 cell line can be found in Supplement A) and the corresponding MITF ChIP-seq in the COLO829
cell line was obtained from the publicly available dataset [99]. SOX10 ChIP-seq data in 501-mel was also
obtained from a publicly available dataset [100].
Of the ChIP-seq peaks for each TF, only peaks overlapping with DNase I hypersensitive regions in
its respective cell-type were kept in order to minimize the number of false peaks from the data. DNase
I hypersensitive regions are regions of DNA that are sensitive to being cleaved by the DNase I enzyme,
implying that these parts of the genome are in an “open” chromatin structure, in which the chromatin has
lost its condensed structure, leaving the DNA open to interacting with other proteins in the nucleus. In
contrast, proteins cannot interact with “closed” chromatin. Thus, we consider all TF ChIP-seq peaks in
non-DNase I hypersensitive regions to be false peaks since the TF would not be able to bind to that closed
chromatin region. The DNase-seq data used in our analysis was obtained from [101] and [102].
Of the remaining ChIP-seq peaks, 200 bp windows centered at each of the peak’s highest points were
created. Furthermore, intersecting MITF and MYC-MAX ChIP-seq peaks were removed from the datasets
used to train and test the ML models used in this analysis. Onless otherwise stated, the reader should
assume this to be the case for the rest of the chapter. Lastly, in order to further minimize false peaks in
the MITF ChIP-seq data, peaks with p-value greater than 10−10 according to the MACS2 peak caller [103]
were removed from the dataset.
4.2.2 ML Models
BDT
A gradient boosted DT (BDT) model was trained to distinguish between MITF- and MYC-MAX-bound
DNA sequences using the binary motif count features. As previously mentioned, the binary motif count
features provide indirect information about other proteins that may bind to a given DNA sequence. Thus,
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by training a BDT model to predict MITF vs. MYC-MAX binding using binary motif counts, information
regarding potential co-factors that contribute in determining the binding specificity of MITF and MYC-MAX
can be extracted from the model.
The BDT model used in the analysis was trained using the scikit-learn implementation of gradient boosted
decision trees. The model BDT model consisted of 200 gradient boosted DTs with a maximum depth set to
2 and a learning rate of 0.1. The full feature list consisted of 435 binary motif counts.
BCDT
Despite the utility of training a BDT model using the motif count features, we sought to take a more unbiased
approach that doesn’t require searching for the presence or absence of a pre-defined set of motifs to train
and make predictions. Additionally, we sought to train a model that was simple and interpretable enough
to extract useful and understandable biological insight from the trained model.
In order to address these issues, a gradient boosted CDT (BCDT) model was also trained to distinguish
between MITF- and MYC-MAX-bound DNA sequences using the one-hot encoding sequence representation.
The base CDT model was written to leverage the use of GPUs using the PyTorch deep learning python library
and the gradient boosting algorithm was written to mirror that used in scikit-learn. The BCDT model used
in this analysis consisted of 15 CDTs with a maximum depth set to 2, convolutional filter length of 8 (i.e.
4 × 8 matrix), and learning rate of 0.1. The CE method sampled 8000 points in parameter space at each
iteration and ran for 15 iterations at each node of a CDT. The CE method α parameter was set to 0.8 and
the initial covariance matrix used for the sampling distribution was set to the identity matrix multiplied by
0.4.
4.2.3 BCDT Interpretation
A weakness of CDTs compared to ordinary univariate DTs is that certain interpretation methods com-
monly used for univariate DTs cannot be applied to CDTs. For example, feature importances and partial
dependence plots cannot be extracted from CDT in the same way. Thus, it was necessary to use other
interpretation methods to assess and understand the decision rules learned by CDT.
For the case of DNA sequence classification, we developed an interpretation method that begins by
locating “important” subsequences within the full DNA sequences. Once the important subsequences have
been identified, MEME [104], an expectation maximization (EM) algorithm based motif finder, is used to
discover motifs within the subsequences and present them in a way that is easily understandable to humans.
In more detail, the important subsequences were identified by using a trained BCDT model G to make
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predictions on modified DNA sequences, in which a sliding window is removed from the original sequence. For
each original one-hot encoded DNA sequenceX, a set of modified sequences {X˜0:w, X˜1:1+w, . . . , X˜L+1−w:L+1}
in which a sliding window of values are all set to zero is created. The model G is then used to calculate the
output y˜k of the modified sequence X˜
k:k+w.
X˜k:k+wi,j =

0, if k ≤ j < (k + w)
Xi,j , otherwise
(4.1)
y˜k = G(X˜
k:k+w) (4.2)
Once all the modified outputs y˜k have been computed, contiguous y˜k deviating from the “baseline” value
yB were identified and labeled by the sign of their deviation. The baseline value was taken to be the mode
of the modified outputs y˜k.
These sets of contiguous y˜k and the signs of their difference relative to the baseline y
B were mapped back
to the original DNA subsequences associated with the sliding window used when calculating the y˜k. These
DNA subsequences were finally recorded and labeled as either “pro-MITF” or “pro-MYC-MAX” sequences
based on the sign of the deviation of y˜k from the baseline value. Since the BCDT model’s output value
corresponded to the predicted probability that MITF will bind a given DNA sequence, subsequences that
led to greater output values when removed were labeled as pro-MYC-MAX. Conversely, subsequences that
led to lower output values when removed were labeled as pro-MITF.
Finally, pro-MITF and pro-MYC-MAX subsequences were separated into separate groups and MEME
[104] was used to find motifs in the pro-MITF/MYC-MAX subsequences. As a result, we were able to
visualize the types of motifs that the BCDT model learned to recognize in order to make its predictions.
Figure 4.1 shows an overview of the BCDT interpretation method.
4.3 Results
4.3.1 SOX10 is predicted as a discriminatory cooperating factor of MITF
To assess the degree to which MITF and MYC-MAX binding of E-boxes in the melanoma cell line COLO829
can be distinguished by basic machine learning methods, we first conducted a pilot study using a Random
Forest (RF) classifier trained to classify DNA sequences centered around MITF-bound and MYC-MAX-
bound canonical E-boxes (CACGTG, CATGTG, CACATG) [105]. Further details regarding the RF model
can be found in Section A.1.7. We here restricted our attention to canonical E-boxes so as to focus our
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first model on well-characterized binding motifs of MITF and MYC-MAX. Our subsequent BDT and BCDT
models contained increasing levels of complexity and accommodated other E-box motifs as well as de novo
motif discovery. Whether a canonical E-box was bound or not was determined by ChIP-seq experiments in
the melanocyte lineage (Table A.1, Table A.2, and Appendix A). The features used for the RF classifier were
as follows: (1) Binary motif count features of known TF motifs in a 200 bp window centered at a canonical
E-box. The differential enrichment in these motifs between MITF and MYC-MAX binding regions could
indicate the presence of cooperating TFs that may either directly interact with MITF or MYC-MAX, or
cause protein-induced DNA bending that stabilizes the binding of either MITF or MYC-MAX [106]. (2) The
two nucleotides flanking the 5’ and 3’ ends of a canonical E-box. These flanking nucleotides could reflect a
preference stemming from the slight differences in the binding domains of MITF and MYC-MAX [107]. (3)
GC and CpG content in a 100bp window centered at an E-box. GC and CpG content are known to affect
DNA flexibility and DNA configuration [108], which may play a role in creating differential affinity for MITF
vs. MYC-MAX.
The 5-fold cross-validation accuracy of the RF classifier on a balanced set of experimentally detected
2975 MITF and 2975 MYC-MAX mutually exclusive binding sites was 73%. The predictive power of our RF
classifier showed that the DNA sequence flanking a canonical E-box motif was highly predictive of MITF
vs. MYC binding. The most important features used by the classifier, as measured by the mean decrease
in Gini index of node impurity, were (Table A.3): (1) the presence of MYC-MAX motif from TRANSFAC,
but not the experimentally inferred motif, and closely related bHLH-Zip TF motifs, (2) the presence of a
T nucleotide at the 5 end of an E-box, (3) GC and CpG content, and (4) the presence of a SOX10 motif
(Fig. A.3). We will subsequently describe a method using a new computational framework of boosted
convolutional decision trees that learns the first three features from raw binding sequences of MITF and
MYC-MAX.
SOX10, a TF previously reported to co-localize with MITF and regulate the cellular functions of
melanocytes and melanoma [100, 109], was the TF with the highest importance score among all non bHLH-
Zip TF motifs. SOX10 is a high-mobility-group TF expressed in the neural crest and neural crest-derived
cells. Given that SOX10 was among the most highly expressed TFs in melanocytes and melanoma and that
the presence of its motif showed high importance in classification between MITF and MYC-MAX binding
sites, we further examined the co-localization pattern of MITF and SOX10 using both motif analysis and
ChIP-seq data.
SOX10 motifs showed a strong enrichment around 30-150 bps from MITF-bound E-boxes, but this enrich-
ment was absent in MYC-MAX binding sites (Fig. 4.2). Such bimodal co-localization was not exhibited by
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any other motif analyzed (205 motifs of JASPAR core vertebrates and 834 motifs of TRANSFAC database).
Although SOX10 has been previously shown to bind DNA either as a monomer or a dimer (Peirano &
Wegner, 2000), the SOX10 motif inferred from ChIP-seq data suggested a dimer function in melanoma (Fig.
A.3). In addition to the motif enrichment, the ChIP-seq read density of SOX10 in the melanoma cell line
501-mel also exhibited a 5-fold enrichment around MITF ChIP-seq peaks, but not MYC-MAX peaks (Fig.
4.2). In terms of peak numbers, 7.8% of MITF ChIP-seq peaks with a canonical E-box in COLO829 over-
lapped a SOX10 ChIP-seq peak in 501-mel, while only 1.0% of MYC-MAX peaks in COLO829 overlapped
a SOX10 peak. These findings together provided strong evidence for preferential co-localization of SOX10
with MITF over MYC.
4.3.2 Predictive sequence features distinguish between MITF- and
MYC-MAX-bound sequences
To relax the previously imposed condition that the input DNA sequences be centered around a canonical
E-box (CACGTG, CACATG, or CATGTG) and to gain a better understanding of the sequence features that
lead to MITF vs. MYC-MAX binding specificity, a non-convolutional BDT model was trained to classify
between MITF-bound and MYC-MAX-bound sequences using a truncated version of the motif count features
with all bHLH TF motif counts not included in the feature set. The removal of bHLH TF motif counts
from the feature set enforces the model to focus on discovering potential cooperating factors of MITF and
MYC-MAX. As mentioned previously, using only these non-E-Box motif features, an area under the ROC
curve (AUC) of 0.82 (Fig. 4.3) was achieved by the BDT classifier.
To interpret the BDT model using the full motif count feature set, we examined partial dependence
plots. As described previously, a partial dependence plot shows the marginal average output of a predictive
model as a function of a single feature and thus evaluates the overall effect that each feature has on the
models output. In our study, a positive slope for a particular motifs partial dependence plot implies that the
presence of that motif is preferentially associated with MITF binding. We first measured the importance
of a feature based on how often that feature is used in the BDTs decision-making process and ranked the
features based on their estimated importance.
We then ranked all the features from the BDT trained with the full motif count feature set by their
relative importance. Fig. 4.10 and Fig. 4.11 show the partial dependence slopes and plots, respectively, for
the eight most important features. Notably, SOX10 was the third most important feature; and, the partial
dependence plot of the SOX10 motif indicated that the presence of a SOX10 motif was positively associated
with MITF. Furthermore, even though other motifs from the SOX family were also present in the feature set,
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Figure 4.2: (a) Density of SOX10 motifs around MITF-bound and MYC-MAX-bound E-boxes. SOX10
motif shows a strong co-localization 30-150 bps from MITF-bound E-boxes, but does not co-localize with
MYC-MAX E-boxes. (b) ChIP-seq read density of SOX10 enrichment around MITF ChIP-seq peaks and
MYC-MAX ChIP-seq peaks.
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BDT
BDT BCDT(No bHLH)
Figure 4.3: Area under the receiver-operating characteristic (ROC) curve for three different models trained
to classify between MITF- and MYC-MAX-bound sequences. From left to right: BDT model with bHLH
motifs removed; BDT model with full set of motifs; BCDT model.
the SOX10 motif had a much greater feature importance score than any other SOX family motif, supporting
the role of SOX10 specifically as a cooperating factor important for determining MITF binding. Besides
SOX10, our model also detected LEF1 as an important feature promoting MITF localization, in agreement
with its previously reported physical interaction with MITF [110](Yasumoto et al., 2002). Furthermore, the
importance ranking of LEF1 only decreased from 8th to 9th when our model was trained on a dataset with
SOX10-associated (either overlapping a SOX10 ChIP-seq peak or containing a SOX10 motif) MITF and
MYC-MAX sequences removed, suggesting that there remained a significant co-localization effect between
LEF1 and MITF even after taking into account potential co-localization of LEF1 and SOX10. LEF1 motif
was still significantly more common in non-SOX10-associated MITF sequences than in non-SOX10-associated
MYC-MAX sequences (binomial test p-value =1.14x10-20, Table 4.1).
Bernoulli Probability of Motif Presence Two Sample Binomial Test
MITF Only MYC-MAX Only Z-score p-value
LEF1 (M00805) 0.164 0.088 9.322 1.14E-20
YY1 (M00793) 0.126 0.226 -10.315 6.05E-25
AP-2 (M00800) 0.051 0.196 -16.922 3.10E-64
Table 4.1 Motif abundances in non-SOX10-associated MITF and MYC-MAX binding sites.
Likewise, our model found known co-localizing factors of MYC, YY1 [111](Shrivastava et al., 1993) and
E2F1 [112](Leung, Ehmann, Giangrande, & Nevins, 2008), to be important features favoring the MYC-MAX
binding class over MITF. Although YY1 has also been shown to physically interact with MITF [113](Li et
al., 2012; Seberg et al., 2017), our finding demonstrates that YY1 is more enriched in MYC-MAX binding
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sites than MITF binding sites genome wide. Furthermore, we analyzed the distributions of the output value
of the BDT model without bHLHL motifs for sites bound by only MITF, only MYC-MAX, and both MITF
and MYC-MAX (Fig. 4.4). We observed that the BDT model tended to output an intermediate prediction
value when attempting to classify shared sites bound by both MITF and MYC-MAX, demonstrating that
these sites contained mixed sequence characteristics of both TFs. Finally, to check for other important motif
features that might have been correlated with SOX10, we removed SOX10 from our feature set and repeated
our BDT analysis. We found that the remaining seven of the original eight most important features still
comprised the seven new most important features, while ZIC2 moved from 9th to 8th in importance ranking.
The relatively small changes suggest that our method is robust to additions and subtractions of features.
No bHLH Full
Figure 4.4: Distribution of decision function output values for BDT models with bHLH motifs removed (left)
and using the full set of motif features (right) demonstrating that sites bound by both MITF and MYC-MAX
produce intermediate predictions compared to sites bound by either only MITF or only MYC-MAX.
This BDT method based on scanning with known TF motifs relied on previous annotations that contained
an incomplete set of TF binding motifs. In order to carry out a more unbiased analysis, we trained a BCDT
model on raw one-hot-encoded DNA sequences, thus requiring no prior information to distinguish between
MITF-bound and MYC-MAX-bound sequences. The trained BCDT model achieved high accuracy with
an AUC of 0.88 (Fig. 4.3), demonstrating that it could successfully distinguish between MITF-bound and
MYC-MAX-bound sequences by learning informative motifs and sequence features from the set of training
sequences.
To begin interpreting the sequence patterns learned by the BCDT, the first CDT of the BCDT ensemble
was displayed and visualized as a tree (Figure 4.7). Upon inspection, it becomes apparent that the convolu-
tional filter in the head node of the CDT searches for subsequences high in GC content, suggesting that the
model has learned that GC content is a distinguishing characteristic of MITF and MYC-MAX-bound se-
quences. Furthermore, we can roughly assess the directionality of the GC difference by comparing the output
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Figure 4.5: Density plot showing a positive correlation (Pearson r = 0.70) between percent GC content and
the probability of a sequence being MYC-MAX-bound according to our BCDT model trained to classify
between MITF- and MYC-MAX-bound sequences.
values for the side of the CDT that is associated with higher GC content (left) and the side associated with
lower GC content (right) and noting that the output values on the side associated with higher GC content
are generally lower, suggesting that higher GC content is associated with MYC-MAX binding. We then
measured the effect of GC content on the output of our model by regressing the predicted probability that
a sequence was MYC-MAX-bound against its percent GC content. The linear regression analysis yielded
an R2 and p-value of 0.49 and 3.4x10-296, respectively (Fig. 4.5), demonstrating that our model learned
a strong preference of MYC-MAX for sequences with higher GC content than the sequences bounded by
MITF. Supporting the models learned GC bias in MYC-MAX-bound sequences, the distribution of percent
GC content of MYC-MAX-bound sequences was highly shifted compared to MITF-bound sequences and
randomly drawn sequences from DNase I hypersensitive regions (Fig. 4.6).
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Figure 4.6: Normalized histogram of GC content percentage for MITF-bound, MYC-MAX-bound, and
random DNase I hypersensitive sequences, demonstrating relative GC enrichment in MYC-MAX-bound
sequences.
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4.3.3 MITF and MYC-MAX have different preferences for their binding motif
In order to better understand what types of sequence patterns and decision rules the BCDT model had
learned, we again displayed the first CDT of the BCDT ensemble and analyzed the second row of internal
nodes of the CDT. By focusing on the convolutional filters defining the second row of this CDT, one can see
that both convolutional filters contain a version of the E-box motif. A key difference between the E-boxes
in the filters of the CDT are the nucleotides flanking the E-box hexamer. The convolutional filter on the
left side of the second row of Fig. 4.7 shows a flanking AT on the 3’ end of the E-box hexamer to create the
octomer CACGTGAT while the convolutional filter on the right side of the second row shows a flanking 5’
C and 3’ C/G on the two ends of the hexamer.
0.16 -0.33 0.02 0.37log(Pr(MITF-bound)Pr(MYC-bound)) =
Match No Match
Figure 4.7: Visualization of the first CDT of BCDT trained to classify between MITF- and MYC-MAX-
bound DNA sequences. The convolutional filter β at each node is represented by a sequence logo where the
height of the letters (A, C, G, T) represents the value of the weight corresponding to that nucleotide in the
one-hot encoding representation. The green and red arrows point to the child node that an input sample X
is mapped to when a sequence pattern matching the convolutional filter of the parent node is found (green)
or not found (red) in X
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Key variations in the E-box motif could also be seen using the BCDT interpretation introduced described
in Section 4.2. Within each DNA sequence, a subsequence was labeled as either pro-MITF or pro-MYC-MAX
based on whether its presence increased or decreased the BCDTs predicted probability of MITF binding,
respectively. MEME was then used to align the resulting sets of pro-MITF and pro-MYC-MAX subsequences
separately and discover significantly enriched motifs in each category [104]. In both cases, variants of the
core E-box element were found, but distinct differences could be observed in the learned motifs (Fig. 4.8).
Figure 4.8: E-box motifs discovered by the BCDT model in (a) MITF-bound and (b) MYC-MAX-bound
sequences.
First, the two central nucleotides in the canonical E-box had more flexibility in MITF-bound sites. That
is, while MYC-MAX generally preferred the canonical E-box pattern CACGTG, a large fraction of MITF-
bound sequences contained E-box variants with the two central nucleotides deviating from the expected
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CG. Specifically, the variants CATGTG and CACATG were abundant in MITF-bound sequences (36.7%
for MITF vs. 19.9% for MYC, Fig. 4.9). Furthermore, both MITF and MYC-MAX rarely bound the motif
CATATG that had both middle nucleotides deviating from the canonical hexamer. Second, the flanking
nucleotides on each side of the canonical hexamer E-box were important for distinguishing between MITF
vs. MYC-MAX binding. Specifically, the E-boxes bound by MITF tended to be flanked by T and A
nucleotides, while the MYC-MAX-bound E-boxes were preferentially flanked by a C or G nucleotide on
either side (Fig. 4.8). This pattern was verified by ranking all possible octamers by the percentage of MITF-
bound and MYC-MAX-bound sequences containing that octamer: in MITF-bound sequences, the three most
common octamers were TCACATGA, ATCACATG, and GTCACATG (including reverse complements). In
sharp contrast, the three most common octamers for MYC-MAX were CACGTGGC, CACGTGGG, and
CCACGTGG.
Figure 4.9: Bar chart of the fraction of MITF- and MYC-MAX-bound sequences containing the indicated
E-box variants. Non-canonical E-boxes were defined using the position-specific scoring matrices of MITF and
MYC-MAX from Fig. A.3 and TRANSFAC Ebox M01034. This chart demonstrates the relative enrichment
of the CATGTG and CACATG motifs in MITF-bound sequences compared to MYC-MAX-bound sequences.
To confirm the preferences in E-box variations of MITF vs. MYC-MAX, a non-convolutional BDT model
was trained to classify between MITF and MYC-MAX using the full list of motif count features. This model
performed similarly to the BCDT model, achieving an AUC of 0.87 (Fig. 4.3). In comparison, a non-
convolutional BDT model was trained to classify MITF vs. MYC-MAX using a truncated version of the
motif count features where all bHLH motifs were removed from the feature set, thereby enforcing the model
to learn to distinguish between the two classes based on the presence or absence of other motifs, without
45
direct information regarding E-boxes. Using only these non-E-box motif features, an area under the ROC
curve (AUC) of 0.82 (Fig. 4.3) was achieved by the BDT classifier. This difference in BDT performance
between including and removing bHLH motifs from the feature set indicates that information regarding the
presence and absence of various bHLHL TF motifs adds significant distinguishing power to the model. In
other words, it suggests that information regarding the E-box itself is informative for making a prediction
between MITF and MYC-MAX.
To interpret the BDT model trained on the truncated motif count feature set, we again ranked the features
by relative importance and examined partial dependence plots of the most important features. Fig. 4.10 and
Fig. 4.11 show the partial dependence slopes and plots for the eight most important features for this BDT
model, the first, second, and eighth being the MITF-specific E-box motif that we constructed (Fig. A.3a),
the TRANSFAC MYC E-box motif, and the MYC-MAX specific E-box motif that we constructed (Fig.
A.3b), respectively. The partial dependence plot of the MITF-specific E-box motif showed a strong positive
slope while those of the MYC-MAX-specific E-box and TRANSFAC MYC E-box motif showed the opposite
trend. Furthermore, the differences between the position-specific scoring matrices defining the MITF-specific
E-box motif and the MYC-MAX-specific E-box motif shared key characteristics to the ones learned by the
BCDT model, verifying the E-box variations that the BCDT model learned during training. First, the middle
two nucleotides of MITFs central E-box hexamer deviated away from the canonical CACGTG, towards the
variants CACATG and CATGTG. Second, the 3 nucleotide flanking the E-box core hexamer in the MITF-
specific position-specific scoring matrix showed a strong bias towards an A while the nucleotide in the same
position in the MYC-specific position-specific scoring matrix showed a bias towards a G or C. Additionally,
we analyzed the distributions of the output value of the full BDT model for sites bound by only MITF,
only MYC-MAX, and both MITF and MYC-MAX (Fig. 4.4). Similar to the BDT model without bHLH
motifs, the full BDT model made intermediate predictions when classifying shared sites bound by both MITF
and MYC-MAX, suggesting that these shared sites contained mixed sequence characteristics of both TFs.
We further corroborated this finding by ranking all possible octamers by the percentage of shared binding
sites containing them and found the most common one to be CACGTGAC, containing the canonical E-box
hexamer CACGTG preferred by MYC-MAX, as well as the flanking 3 AC preferred by MITF.
4.4 Discussion and Conclusions
In this section, we have discussed how BDT and BCDT models can help us understand the binding speci-
ficity of two closely-related TFs, MITF and MYC-MAX. We have accomplished this by representing DNA
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No bHLH Full
TCF11-MAFG (1)
E2F-1 (2)
SOX10 (3)
ZEB1 (4)
YY1 (5)
TP53 (6)
KLF12 (7)
LEF1 (8)
MITF (1)
MYC (2)
SOX10 (3)
TFE (4)
E2F-1 (5)
ZEB1 (6)
TCF11-MAFG (7)
MYC-MAX (8)
Figure 4.10: Partial Dependence plots of eight features having the greatest importance for the BDT models
with bHLH motifs removed (left) and using the full set of motif features (right). Positive slopes indi-
cate a positive association between the presence of a particular motif and the models prediction that a
sequence is bound by MITF. The relevant TRANSFAC IDs are as follows: (LEF1:M00805), (YY1:M00793),
(TP53:M00761), (KLF12:M00468), (E2F-1:M00428), (TFE:M01029), (MYC: M00799).
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PD Slope
SOX10 0.888
TCF11-MAFG 0.742
LEF1 0.248
YY1 -0.163
TP53 -0.195
KLF12 -0.287
ZEB1 -0.422
E2F-1 -0.731
PD Slope
SOX10 0.902
MITF 0.745
TFE 0.639
TCF11-MAFG 0.622
ZEB1 -0.343
MYC-MAX -0.642
E2F-1 -0.788
MYC -0.873
No bHLH Full
Figure 4.11: Heatmap of the partial dependence slopes, ordered by slope, of the eight features with greatest
importance for the BDT models with bHLH motifs removed (left) and using the full set of motif features
(right). Positive (negative) slope values indicate a positive (negative) association between the presence of a
particular motif and the models prediction that a sequence is bound by MITF (MYC-MAX). The relevant
TRANSFAC IDs are as follows: (LEF1:M00805), (YY1:M00793), (TP53:M00761), (KLF12:M00468), (E2F-
1:M00428), (TFE:M01029), (MYC: M00799).
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sequences in two ways: one-hot encoding and binary motif counts. The binary motif counts were built by
scanning across DNA sequences for the presence or absence of a set of pre-specified TF motifs gathered from
motif databases while the one-hot encoding representation was meant to represent the DNA sequence in a
more raw, unbiased form by simply encoding the sequence itself into a matrix similar to an image made up
of pixel values. BDT and BCDT models were trained to classify between MITF- and MYC-MAX bound
sequences using the motif count and one-hot encoding representations, respectively. The models achieved
high levels of accuracy while also providing biological insight into various genomic features that lead to the
binding specificity of MITF and MYC-MAX.
The results of our machine learning models demonstrate that local sequence information reliably predicts
the binding specificity of two important members of the bHLH-Zip family. In particular, the bases flanking
the core E-box motif have the largest discriminative capacity for determining MITF vs. MYC-MAX binding,
with the presence of a T nucleotide at the 5 end favoring MITF over MYC-MAX. By contrast, a 5 C and a 3
G tend to flank the core E-box preferentially bound by MYC-MAX. Similarly, we have shown that different
variants of the E-box motif are enriched in MITF vs. MYC-MAX binding sites: while MYC-MAX prefers
the canonical CACGTG E-box hexamer, MITF frequently binds the variants CATGTG and CACATG
throughout the genome (Fig. 4.11 and 4.10). These results suggest that MYC-MAX may competitively
displace MITF from CACGTG motifs, despite the TFE protein family having 10-fold higher affinity to
CACGTG compared to CATGTG in vitro [114]. From a structural perspective, a nonpolar side chain
interaction in the MITF protein between Ile212, that is not present in MYC-MAX, and the flanking T of
the closely related M-box (TCATGTG) provides an explanation for why E-box elements with a flanking
5 flanking T would favor MITF over MYC-MAX [115]. Furthermore, [116] has identified key interactions
between the canonical CACGTG E-box hexamer and MYC-MAX that may shed light on the relative affinity
of MITF and MYC-MAX to the canonical E-box. Although this study did not focus on binding sites shared
by MITF and MYC-MAX, studying the structure and physical interactions involved in MITF and MYC-
MAX binding may also help explain the slightly higher MITF ChIP enrichment in binding sites shared by
MITF and MYC-MAX compared to those bound solely by MITF (Fig. 4.12).
Partial dependence plots of our BDT models have also demonstrated that the presence of a SOX10 motif
is one of the most important features for distinguishing between sequences bound by MITF vs. MYC-MAX
(Fig. 4.11 and 4.10). In order to answer the question of what happens in the case of multiple competing
factors, we ran an in-silico experiment in which we added a SOX10 motif (which favors MITF binding) to
MYC-MAX-bound sequences containing the MYC-MAX-preferring E-box CACGTGG. The result was that
the addition of the SOX10 motif to these sequences increased the BDT model’s prediction probability that
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Figure 4.12: Cumulative distribution functions (CDF) of ChIP enrichment in sites bound by MITF showing
the percentage of sites with log enrichment scores below a given value. The CDF for sites bound by only
MITF (blue) lies above the CDF for sites bound by both MITF and MYC-MAX (orange), suggesting that
MITF tends to bind more strongly to the shared sites.
the sequences were MITF-bound by 10.7% (KS test p = 4.7×10−31) (Fig. 4.14). Further studying the effects
of competing factors such as these would be an interesting area for future work. Furthermore, recent studies
demonstrating that MITF and SOX10 can co-localize and recruit the chromatin remodeler BRG1 supports
our findings [100, 117]. Additionally, in light of our findings regarding SOX10, it was necessary to explore
whether MITF-SOX10 co-occupied sites make up a distinct class of MITF binding sites and thus, whether
our findings continue to hold for MITF binding sites that are not co-occupied with SOX10. We tested
this idea by removing SOX10-associated MITF and MYC-MAX binding sites, retraining the BCDT model,
and running the interpretation method described in Section 4.2. Figure 4.13a and Figure 4.13b show the
discovered motifs from this interpretation method, which demonstrate the same characteristics as the motifs
discovered without SOX10-associated sites removed, suggesting that the key differences between MITF and
MYC-MAX binding sites continue to hold even for sites that are not mediated by SOX10. Furthermore, the
removal of SOX10 associated binding sites did not significantly change the feature importances and partial
dependences of the non-convolutional BDT models from our analysis and key differences in motif enrichment
between MITF and MYC-MAX sites remained statistically significant (Table 4.1).
Finally, our BCDT model has learned that MYC-MAX generally prefers more GC-rich genomic regions
compared to MITF (Fig. 4.5 and 4.6). These results strongly support the idea that subtle but predictive
variations in binding sequences may have an important effect on the physical binding affinity of TFs sharing
a common DNA binding domain and allow for their binding specificity. In this study, we only considered the
MITF-M isoform of MITF, the isoform expressed in Melanocytes. Different MITF isoforms could potentially
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(a)
(b)
Figure 4.13: E-box motifs discovered by the BCDT model in (a) MITF-bound and (b) MYC-MAX-bound
sequences that are non-SOX10-associated
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Figure 4.14: Histogram of BDT decision function output for non-SOX10-associated MYC-MAX-bound se-
quences that include the MYC-MAX favoring E-box CACGTGG (blue) and the same sequences with SOX10
motif added in-silico (orange). The rightwards shift in the orange distribution demonstrates that the addi-
tion of a SOX10 motif near a MYC-MAX binding site with the MYC-MAX-preferring E-box CACGTGG
causes the model to be less certain that the site is in fact bound by MYC-MAX.
exhibit different binding patterns and are an interesting direction for future study.
Although our study focused on binding sites that are either bound only by MITF or MYC-MAX and
not both, analysis of ChIP-seq experiments for MITF and MYC-MAX revealed that a subset of E-boxes is
bound by both MITF and MYC-MAX complex. These doubly-regulated E-boxes appear in more GC- and
CpG-rich regions, have diminished interaction with SOX10, and higher evolutionary conservation. H3K27ac
and H3K27me3 chromatin marks in the vicinity of these E-boxes show a lower response to MITF depletion
indicating less tissue-specific chromatin organization and function (Section A).
Gene ontology analysis with GREAT [118] showed melanosome as the most significant GO term for the
MITF only class (p-value = 1.3x10-9), followed by Waardenburg syndrome (p-value = 1.1x10-6) and TOR
signaling cascade (p-value = 7.5x10-6). Similarly, colon carcinoma is the most significant GO term for the
MITF and MYC-MAX overlapping class (p-value = 3.0x10-7), followed by large Intestine adenocarcinoma
(p-value = 4.1x10-7) and regulation of cytokine production (p-value = 4.5x10-7). Furthermore, from a list of
2028 genes implicated in cancer [119], 105 genes are expressed at a higher level than 1 FPKM in melanocytes
and have a transcription start site within 10kb of a MITF-bound E-box. Despite the overlapping MITF and
MYC-MAX class constituting only 23% of MITF-bound E-boxes, 37 of the 105 genes (35%) are associated
with this overlapping class (binomial test p-value = 2.8x10-3). Given the oncogenic role of MYC across a
large spectrum of cancers, future studies will help reveal whether the E-boxes bound by both MYC-MAX
and MITF can account for some of the oncogenic activities of MITF.
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Better understanding the mechanisms that MITF and MYC-MAX utilize to bind distinct and overlapping
genomic locations may help improve therapeutic approaches to combating melanoma and other cancers. Our
computational approach introduces a biologically interpretable framework for addressing this problem, and
it may also facilitate studying the binding pattern of other set of highly similar TFs, such as the ETS family
TFs that regulate diverse aspects of cancer [120].
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Chapter 5
BCDT for Pattern Recognition and
Transfer Learning
5.1 Motivation and Background
As mentioned in 1.4, despite having many theoretical and practical strengths, univariate DT models have
difficulty learning effective decision rules based on an image’s raw pixel representation. This is because
univariate DTs are only able to split on single pixel values at a time in the case of raw images, making
it difficult for the model to learn translationally invariant patterns required for robust image classification
rules.
Oblique DTs use the whole set of features at each node to split, often allowing them to be more effective
at learning decision rules that depend on groups and combinations of the features. In the case of images, a
combination of pixels could mean a contiguous patch of pixels that shows a certain pattern or shape that
allows the oblique DT to make a prediction. However, a key issue with ordinary oblique DTs is that all
features are used to make the splitting rule at each node. For example, for a 28× 28 image made up of 784
pixels, each node will define a linear combination of all 784 pixels to make the splitting rule. This would
mean that the splitting rules would not be translationally invariant since shifting every pixel even by a single
pixel would completely change the result of the splitting rule.
CNNs, which include convolutional and pooling layers, are currently the state-of-the-art in image classi-
fication and computer vision. However, they also have distinct disadvantages such as being difficult to train
and interpret, not having built-in full translational invariance, and a given architecture only being able to
make predictions on images of a fixed size.
In this chapter, we demonstrate a novel application of convolutional decision trees (CDT) that addresses
many of the weaknesses of both DTs and CNNs and apply CDTs to two classification problems: protein-
DNA binding prediction and MNIST hand-written digit classification. Furthermore, we demonstrate that
the Cross Entropy (CE) method is effective for learning informative and interpretable convolutional filters
that can be transferred to CNN models to improve their performance. Much of the contents of this chapter
overlap with one of our previous publications [121].
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5.1.1 ETS TFs
The two TFs, GABP and ELF1, belong to the same oncogenic ETS family of TFs and share similarbinding
motifs characterized by a core ‘GGA(A/T)’ DNA sequence. Despite the apparent similarity in their binding
motifs, GABP and ELF1 can bind different locations in the genome in vivo. One particularly important
example of this phenomenon involves two proximal point mutations in the promoter of telomerase reverse
transcriptase (TERT) gene; these mutations occur at high frequency in multiple cancer types [122], and
either of them selectively leads to GABP, but not ELF1, binding to the location [120]. The binding of
GABP to the mutant TERT promoter is critical for replicative immortality and is being actively explored
as a potential target for cancer therapy [123]. Thus, answering the open question of which sequence features
determine the binding specificity of GABP vs. ELF1 is of great interest to the cancer research community.
5.1.2 Translational Invariance in ML
Translational invariance in machine learning, particularly in the field of computer vision, is an important
area of research due to the fact that it is both desirable and difficult to achieve in a ML model. CNNs are
able to achieve a level of translational invariance by using convolutional and pooling layers in its architecture.
A convolutional layer transforms a vector (or array) in one feature space into a vector (or array) in
another feature space, often of lower dimension than the original space. Convolutional layers do this by
scanning across the input vector with a learned convolutional filter and applying a nonlinear activation
function to each value of the new space. This process can be understood as an example of “parameter
sharing,” which refers to using the same parameter for more than one function in a model. By scanning
across the whole original vector with the same convolutional filter to create a new vector instead of using
a different convolutional filter at each position of the original vector, we are able to both drastically reduce
the number of parameters to learn while also giving the convolutional layer the property of equivariance to
translation, meaning a translation of the input vector leads to the same translation of the output feature
map.
After the convolutional layer output the feature map, a pooling layer modifies the output of the con-
volutional layer, often reducing the dimensionality of the output. The pooling layer defines rectangular
neighborhoods in the feature map output from the convolutional layer and summarizes all the values in the
neighborhood with a single number. For example, “max-pooling” layers will summarize the values in the
rectangular array by taking the maximum value. By pooling in this way, a network is able to both reduce the
number of necessary parameters and introduce a level of invariance to small image translations. Returning
to the example of max-pooling, an image translation of a single pixel will lead to the same translation in
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the output feature map of the convolutional layer. However, once the translated feature map reaches the
pooling step, the maximum values in each rectangular neighborhood is likely to remain unchanged for most
neighborhoods compared to the original case. Thus, the output of the pooling layer will look nearly identical
between the original and translated image.
Despite the translational invariance arising from the pooling layers of CNNs, it can be seen that the
level of translational invariance is closely tied to the size of the rectangular neighborhoods defined in the
pooling step. Thus, for larger image translations, the invariance does not remain and model performance
often decreases drastically. It has been shown that even for small image translations, a CNN model’s outputs
can fluctuate to a large degree [83, 84]
A more thorough and mathematical description of CNN’s can be found in [124].
5.1.3 Transfer Learning
A common assumption in many ML methods is that the training and test data come from the same feature
space and that they share the same distribution in this feature space. However, in many real-world situations,
this assumption may not necessarily hold. There are often cases where training data is expensive or difficult
to obtain. Thus, in such a situation, there is a need for creating accurate models with more easily obtained
data gathered from a different domain. This method is referred to as “Transfer Learning.” For example,
if one would like to build an image classification neural network to distinguish between different styles of
homes (e.g. modern, colonial, craftsman, etc.), one approach is to initialize the neural network’s weights
with those of another neural network that has already been pre-trained on the famous ImageNet dataset.
Although the none of the class labels of the ImageNet dataset include styles of homes, initializing the weights
with the pre-trained model often leads to superior model performance anyway.
Transfer learning has also been used in the fields of biology and genomics to use knowledge gained
from one model to help another model learn more accurate decision rules. Most early uses of transfer
learning in these contexts were based on machine learning algorithms such as support vector machines
(SVM) [125, 126, 127]. More recently, transfer learning has been applied to neural networks in genomics. In
[128], the authors trained a CNN model to annotate gene expression images by pre-training the model on
the more general ImageNet dataset and then find-tuning the model on subsequent cell types and tissues in a
supervised manner. [129] transferred parameters between CNNs trained on different species and datasets for
enhancer identification. Transfer learning has also been used successfully for image classification tasks such
as sepsis identification [130], cell sorting for malaria detection [131], and single nucleotide polymorphism
(SNP) identification [132]. Further in-depth reviews on the transfer learning and closely-related multitask
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learning can be found in [133, 134]
5.2 Methods
5.2.1 Data Processing
For the analysis of ETS TFs, both the ELF1 and GABP ChIP-seq datasets in K562 were obtained from
the publicly available ENCODE database. Of the ChIP-seq peaks for each TF, only peaks overlapping with
DNase I hypersensitive regions in K562 were kept in order to minimize the number of false peaks. Finally,
of the remaining ChIP-seq peaks, 200 bp windows centered at each of the peak’s summits were created.
For the analyses in this chapter, the 200 bp DNA sequences were all represented in their one-hot encoding
sequence representation.
The well-known MNIST handwritten digit dataset was used to further test the image classification and
pattern recognition capabilities of BCDT. Images were mean centered to a value of zero and standardized to
a standard deviation equal to one, a common baseline pre-processing step used with CNNs. No other data
augmentation was done to the training set images. Additionally, 15 different versions (original plus 14) of
the test set with increasing amounts of horizontal and vertical translations applied to the images were used
to assess the translational invariance of the various models in our analysis. For example, the first modified
test set contained the test set images where each pixel was translated either left or right by a single pixel
and translated either up or down by a single pixel. Similarly, the 14th modified test contained the test set
images where each image was translated either left or right by 14 pixels and translated either up or down
by 14 pixels. The images were padded with zeros in order to keep the images of size 28x28 when creating
the modified test set images.
5.2.2 CNN Architectures
The CNN used in the protein-DNA binding prediction analysis had the following architecture: a convolutional
layer consisting of 30 filters of size 4x9 and stride length equal to one, connected to a max-pooling layer with
kernel size 1x20 and stride length equal to 10, connected to an output layer of two units corresponding to
the two classes (ELF1 and GABP). Batch normalization was used in the convolutional layer and the ReLU
activation function was used before the max-pooling operation. The cross entropy loss was used as the loss
function and the Adam optimization procedure was used with a learning rate of 10−3. Furthermore, the
training set was supplemented with the reverse complement of each DNA sequence in the original training
set.
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The CNN used in the MNIST handwritten digit classification analysis had the following architecture: a
convolutional layer consisting of 15 filters of size 7x7 and stride length equal to one, connected to a max-
pooling layer with kernel size 3x3 and stride length equal to one, connected to a dropout layer, connected
to a convolutional layer consisting of 25 filters of size 5x5 and stride length equal to one, connected to a
fully connected layer with 225 units, connected to a dropout layer, connected to a fully connected layer with
50 units, connected to a softmax output layer with 10 units corresponding to the 10 different digits. The
negative log-likelihood (NLL) loss was used as the loss function and the Adam optimization procedure was
used with a learning rate of 10−3. For binary classification,
NLL =
∑
i
−yi log(yˆi)− (1− yi) log(yˆi), (5.1)
where yˆi is the predicted probability of Xi being of class 1 and yi is the class label (i.e. 0 or 1).
CNN weights were randomly initialized using the default settings in PyTorch 0.4. Both convolutional and
fully connected layer weights were initialized by sampling from a uniform distribution in the range [−1√
n
, 1√
n
],
where n is equal to the fan-in for fully connected layers and the kernel size for convolutional layers.
5.2.3 Alternative Optimization Methods
CDT is a general model that is agnostic to the type of optimization algorithm used to search for the optimal
convolutional filters that define the internal nodes of the tree. We compared the results of CDT using the
CE optimization method with the results using two other optimization methods, gradient descent (GD) and
simulated annealing (SA), and determined that the CE method was most appropriate for effective CDT
training in our use cases.
GD is a well-known optimization algorithm that attempts to find a maximum (or minimum) of a function
by iteratively computing the gradient of the function with respect to the parameters being optimized for
and taking steps in the direction (or negative direction) of the gradient vector. The algorithm begins by
initializing at a point in parameter space and calculating the gradient of the loss function L at that point.
The algorithm then updates its position in parameter space by taking a step in the direction of the gradient
multiplied by a “step size” parameter γ. The full algorithm is shown in Algorithm 6.
Algorithm 6 Gradient Descent
1: Initialize p0, γ.
2: for i← 0 . . . N − 1 do
3: pi+1 ← pi + γ∇F (pi)
4: return pN
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Despite the popularity of GD, it often suffers from finding local maxima instead of a global maximum.
Inspired from a physical process by which a material is heated and slowly cooled for the purpose of placing
the material in a state where its Gibbs free energy is at a minimum, SA attempts to solve this issue by
probabilistically exploring a large search space with the goal of finding a globally optimal value. The
algorithm randomly samples from parameter space and updates its position based on the new proposed
point’s loss value in addition to a temperature parameter, which determines the probability of accepting
proposed points with higher loss. The temperature is progressively decreased, making it more improbable to
accept points with higher loss, until the algorithm eventually converges or is terminated. The full algorithm
is shown in Algorithm 7.
Algorithm 7 Simulated Annealing
1: Initialize p0, T0.
2: for i← 0 . . . N − 1 do
3: Sample p∗ nearby pi
4: if L(p∗) < L(pi) then
5: pi+1 ← p∗
6: else
7: if exp (p∗ − pi)/T > UniformRand(0, 1) then
8: pi+1 ← p∗
9: else
10: pi+1 ← pi
11: return pN
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Figure 5.1 Schematic overview of the BCDT algorithm.
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5.3 Results
5.3.1 Optimization algorithm comparison studies
In order to compare different optimization algorithms for CDT, we tested and compared them in the context
of predicting between ELF1- and GABP-bound DNA sequences. The four optimization algorithms used
were as follows:
1. CE method with “grid” initialization
2. CE method with random point initialization
3. Gradient descent
4. Simulated annealing
First, for each of the four optimization algorithms, we trained 150 different CDTs on 150 different ran-
domly sampled training and test sets. Fig. 5.2 shows a boxplot of both the training and test set classification
accuracies for the four different optimization methods. The CE method using the grid initialization resulted
in the most accurate CDTs on average while the CE method using the normal initialization resulted in
the second most accurate CDTs with slightly lower accuracy compared with the CDTs trained using the
CE method with grid initialization. Next, CDTs trained with GD were the third most accurate and CDTs
trained with SA were shown to be the least accurate. In addition to the order, the relative differences in
accuracy scores were interesting to note. While the difference in accuracy between the two different CE
methods was small, there seemed to be a bigger difference between GD and CE methods, followed by an
even bigger difference between GD and SA. Furthermore, Fig. 5.3 shows the differences between training and
test set accuracy scores using all four optimization algorithms. It can be seen that the difference between
training and test set accuracy scores are smallest in magnitude for the CE method with grid initialization,
followed closely by the CE method with normal initialization.
Optimization Method Training Accuracy Test Accuracy Training - Test Accuracy Difference
CE grid 0.698 0.684 0.013
CE normal 0.687 0.672 0.016
SA 0.611 0.576 0.035
GD 0.661 0.643 0.019
Table 5.1: Average training accuracy, test accuracy, and their difference for single CDTs trained using the
CE method with both normal and grid initialization, simulated annealing (SA), and gradient descent (GD).
Next, we tracked the loss function during the training of the head node for each of the four optimization
methods over 150 iterations of training with different random training sets. Figure 5.4 and Table 5.2 shows
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Figure 5.2: Boxplots showing classification accuracy scores from CDT optimization method comparison
study. The higher median accuracy scores of the CDTs using the CE optimization method demonstrates
that using the CE optimization method more consistently leads to more accurate CDT models.
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Figure 5.3: Boxplots showing differences between training set and test set classification accuracies from CDT
optimization method comparison study. The CE method has the smallest differences between training and
test accuracy, suggesting that it learns more biologically relevant convolutional filters more consistently.
the results of this test. It is apparent that the CE method plateaus at a much lower loss value on average
compared to both simulated annealing and gradient descent. Furthermore, the CE method has a much
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smaller variance in its final loss, suggesting that its results are more consistent compared to the other tested
optimization algorithms. Finally, the nodes using the CE method with the grid initialization resulted in
lower average loss values compared to those using the normal CE initialization method, suggesting that the
grid initialization is helpful in learning better convolutional filters.
Optimization Method Mean Final Loss Final Loss Standard Deviation
CE grid 0.610 0.0164
CE normal 0.623 0.0176
SA 0.662 0.0316
GD 0.641 0.0357
Table 5.2: Average and standard deviation of final loss function values for the head node of CDTs trained
using the CE method with both normal and grid initialization, simulated annealing (SA), and gradient
descent (GD).
5.3.2 CE method accurately predicts DNA-protein binding and effectively
learns biologically interpretable convolutional filters
A BCDT model consisting of 35 Adaboosted CDTs with maximum depth of two and convolutional filters
of length nine was trained to classify ELF1-bound vs. GABP-bound DNA sequences. In addition to the
BCDT model, we trained an ordinary DT, a BDT, a fully connected neural network (FC NN) with a single
hidden layer of 500 units, and a CNN described in the Methods. The accuracy and AUC scores for these
models are presented in Table 5.3. It is seen that only the two models that make use of convolutional filters
(BCDT and CNN) have test set classification accuracies significantly higher than random guessing (i.e. 0.5),
with the BCDT classifying with 0.75 accuracy and the CNN classifying with 0.70 accuracy. In contrast,
the BDT, DT, and FC NN classifiers have classification accuracies approximately equivalent to random
guessing, suggesting that these models were unable to learn meaningful prediction rules. Furthermore, Fig.
5.5 shows a pictorial representation of the first CDT in the BCDT, in which versions of the known ETS
binding motif GGAA can be seen in both the head and left child node. In comparison, Figure B.5 shows
the convolutional filters learned by the CNN model, none of which display the GGAA ETS motif as clearly
as the ones learned by the BCDT. On closer inspection, the convolutional filter of the head node in Fig. 5.5
contains the CCGGAA hexamer while the convolutional filter of the left child node contains the CAGGAA
hexamer, suggesting that variations in the nucleotides flanking the central GGAA ETS binding motif may
be important for distinguishing DNA sequences bound by ETS family TFs such as ELF1 and GABP, as
proposed in previous studies [135, 136, 137]. Furthermore, the convolutional filter for the right child node
resembles a (A/T)GATA(A/G) motif recognized by GATA proteins, which have previously been shown to
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Figure 5.4: Loss function values for head node of CDT trained on ELF1 vs. GABP classification, as a
function of optimization iteration for (a) CE method, (b) simulated annealing, and (c) gradient descent
averaged over 150 iterations with different, randomized splits of training and test sets. The shaded regions
represent the 5th and 9th percentile range of loss function values over the 150 iterations.
cooperate with ETS family TFs to regulate the expression of certain genes [138, 139]. Specifically, according
to the CDT, the presence of a GATA motif increases the probability that a DNA sequence is bound by
GABP compared to ELF1. This can be seen by inspecting the output values associated with the two leaf
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nodes connected to the right internal child node. In the situation where a DNA sequence is mapped to the
right internal child node, the presence of the GATA motif increases the CDT models output prediction that
the sequence is bound by GABP from 0.58 to 0.91.
Model Accuracy AUC
BCDT 0.75 0.83
BDT 0.50 0.52
DT 0.49 0.49
CNN 0.70 0.78
FC NN 0.53 0.54
Table 5.3 Protein-DNA binding prediction scores
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Figure 5.5: Visualization of the first CDT of BCDT trained to classify between ELF1- and GABP-bound
DNA sequences. The convolutional filter β at each node is represented by a sequence logo where the height
of the letters (A, C, G, T) represents the value of the weight corresponding to that nucleotide in the one-hot
encoding representation. The green and red arrows point to the child node that an input sample X is
mapped to when a sequence pattern matching the convolutional filter of the parent node is found (green) or
not found (red) in X
5.3.3 BCDT learns convolutional filters useful for transfer learning with CNN
The previous section demonstrated that BCDT is able to learn interpretable convolutional filters that can be
used to accurately predict DNA-protein binding in a simple DT architecture. However, the question arises
whether the learned convolutional filters could be used to improve other models such as CNNs. Thus, to
further study the quality and predictive power of the convolutional filters learned by the BCDT algorithm
and to assess their potential to be used to improve related ML models, CNNs with identical architectures
were trained using three different training approaches:
1. Regular: Random initialization of all weights; all weights trainable.
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2. Initialization Only: CNN convolutional filter weights initialized with convolutional filters learned
from BCDT and bias values set to zero; random initialization of all other CNN weights; all weights
trainable.
3. Initialization + Freezing: CNN convolutional layer weights initialized with convolutional filters
learned from BCDT and bias values set to zero; random initialization of all other CNN weights;
convolutional layer weights frozen, and all other CNN weights trainable.
The Regular training strategy was meant to set baseline performance values for the sake of measuring
how much better or worse the other strategies performed. The Initialization Only strategy initializes the
convolutional filter weights, but allows for those weights to be changed as the CNN gets trained via the
backpropagation algorithm. It has been a well-known fact that proper initialization if very important for
achieving maximal performance from a CNN [140]. Thus, by initializing the CNN with the convolutional
filters learned by BCDT, the CNN model can already start near an optimal set of weights and make minor
adjustments to the weights during training to achieve optimal performance. The Initialization + Freezing
strategy both initializes the convolutional filter weights and freezes them so they cannot be changed when
the CNN is being trained via backpropagation. The idea intuition behind this strategy is that BCDT is
actually able to learn
Fig. 5.6a shows the average training set and test set accuracy of CNN models using the three different
training strategies, as a function of training epoch. The test accuracy of the CNN using convolutional
layer initialization and freezing (strategy three) rises the slowest of all three, but gradually becomes the
highest while the CNNs using the first and second strategy plateau earlier and even show a slight decrease
in accuracy, possibly as a result of overfitting. Furthermore, Table 5.4 shows, for all three strategies, both
the test and training set classification accuracy values at the epoch where the test accuracy was maximal.
These values represent a post-hoc look at the model accuracies without needing to specify an early-stopping
procedure for training, allowing the “best case scenarios” for the three different training strategies to be
compared. It is seen that the difference between the training and test accuracy in Table 5.4 is smallest for
the Initialization + Freezing strategy, suggesting that this method is least prone to overfitting. Additionally,
Fig. 5.6b shows that the difference between the average training and test accuracy of the Initialization +
Freezing strategy increases in magnitude at a significantly slower rate compared to the two other strategies,
further demonstrating that the Initialization + Freezing strategy may be relatively less prone to overfitting.
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Figure 5.6: (a) Training and test set accuracies for ELF1 vs. GABP classification, as a function of training
epoch for the three different CNN training strategies (Regular, Initialization Only, and Initialization +
Freezing) averaged over 200 iterations with different, randomized splits of training and test sets. The shaded
regions represent the 5th to 95th percentile range of classification accuracies over the 200 iterations. (b)
Difference between the averaged training and test set accuracies as a function of training epoch for the
three CNN training strategies. The significantly smaller difference for the Initialization + Freezing strategy
suggests a smaller degree of overfitting.
Training Strategy Training Accuracy Test Accuracy
Regular 0.757 0.704
Initialization Only 0.800 0.716
Initialization + Freezing 0.765 0.739
Table 5.4 BCDT-CNN transfer learning accuracy scores
5.3.4 BCDT learns translationally invariant patterns
As previously mentioned, one particularly attractive feature of CDT and BCDT is that full translational
invariance is directly built into its design and architecture. Since the decision rules at each internal node of a
CDT is based on the simple presence or absence of a pattern in the input X without making any distinction
based on the position, there should be no difference in the output of the model. Note that this will no longer
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be true if the image is translated to the point where some of the patterns in X that are recognized by the
model begin to move too close to the edge of the image for the convolutional filters to scan for them properly.
In order to quantify the translational invariance of the various models trained for digit classification, we
performed an experiment where we compared the classification accuracies of BCDT, CNN, FC NN, BDT,
and single DT models on 15 different versions of the MNIST test dataset with increasing degrees of linear
translations applied to the images (Methods and Figure 5.8). Fig. 5.7 shows the classification accuracies for
each model as a function of the magnitude of translation of the test set images. Although the CNN model
initially has the highest classification accuracy (0.989), as the test set images are translated further from
their original positions, its classification accuracy decreases quickly, particularly once the test set images have
been translated by more than two pixels. In contrast, the BCDT model starts with a lower classification
accuracy (0.934), but its accuracy decays much more slowly compared to the other models and becomes the
most accurate classifier for all test sets with images translated in both the horizontal and vertical directions
by two or more pixels.
0 2 4 6 8 10 12 14
Translat ional Shift  Size (Pixels)
0.0
0.2
0.4
0.6
0.8
1.0
C
la
ss
ifi
ca
ti
on
 A
cc
ur
ac
y
BCDT
CNN
DT
BDT
FC NN
Figure 5.7: Line plot showing the classification accuracies of various models on increasingly translated
versions of the MNIST test set. In particular, the BCDT models classification accuracy decays substantially
more slowly than the other models tested.
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Figure 5.8: Examples of an MNIST test set image of a handwritten “2” with increasing amounts of transla-
tion.
5.4 Discussion and Conclusions
We have introduced a novel application of BCDTs using the CE optimization method and applied this BCDT
model to protein-DNA interaction prediction and hand-written digit classification. Our results demonstrated
several advantages of BCDTs over other models often used in image classification problems: First, we com-
pared the CE optimization methods with simulated annealing and gradient descent. We showed that CDTs
trained with the CE optimization method resulted in higher accuracy scores more consistently. We also
showed that the CE optimization method leads to better and more consistent searches of parameter space
to find an appropriate convolutional filters at the nodes of a CDT model. Additionally, we demonstrated
that the grid initialization of the CE method led to more accurate CDTs and lower loss function values
when searching for optimal convolutional filters compared to ordinary random initialization. Furthermore,
the magnitudes of the coefficients of the learned convolutional filters for each of the different optimization
algorithms despite their being initialized with similar initialization strategies differed greatly, suggesting po-
tentially significant differences in the areas of parameter space in which the different optimization algorithms
tend to search (Figure B.1, Figure B.2, Figure B.3, and Figure B.4). Despite these results, it is worth noting
that each of these optimization algorithms depend on several hyperparameters. Thus, it is possible that
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further tuning of hyperparameters could potentially lead to improved performance for any of the studied
optimization procedures
Second, we showed that BCDTs are able to learn biologically interpretable convolutional filters to ac-
curately predict the binding-specificity of two proteins belonging to the same family. Due to the relative
simplicity of the binary tree structure of CDTs, it is feasible to interpret how individual convolutional filters
are used by the BCDT by tracking the various paths and output values down a given CDT. In contrast,
not only does the CNN model learn less biologically interpretable convolutional filters (Fig. 5.5 vs. Fig.
B.5), but it is also much more difficult to interpret how the individual convolutional filters are being used
by the CNN to make its final predictions. These distinct advantages of the BCDT model over the CNN
model are particularly important in situations such as protein-DNA interaction prediction where extracting
the biologically relevant information from the model is just as important as maximizing prediction accuracy.
Along this line, we have recently demonstrated the utility of our method in the context of learning bio-
logical sequence features that can help distinguish the in-vivo binding patterns of two important oncogenic
transcription factors in the same protein family [10].
Third, we demonstrated that the convolutional filters learned by BCDT can be transferred to CNNs to
allow the CNN to make more accurate protein-DNA interaction predictions. The fact that freezing the CNN
convolutional layer weights with those learned by BCDT leads to greater performance compared to the fully
trained CNN suggests that the convolutional filters learned by the BCDT through the CE method may be
more biologically relevant than the ones learned by the CNN through gradient descent and backpropagation.
Furthermore, the use of transfer learning in genomics has most commonly been carried out by training a
neural network to do a given task for one particular species and then sharing many of its learned parameters
with another neural network trained for another species (Plekhanova, Nuzhdin, Utkin, & Samsonova, 2018).
In contrast, our method of transfer learning does not rely on using a separate training set. Instead, we
present a BCDT method for learning high quality convolutional filters directly from the dataset of interest.
To our knowledge, we provide the first example of using a tree-based model to directly learn convolutional
filters for transfer learning with CNNs in DNA sequence classification.
Finally, we demonstrated the intrinsic translational invariance of BCDTs by showing that the BCDT
test classification accuracy decays at a significantly slower rate compared to other models when the MNIST
test set images were translated. Although data augmentation methods such as adding random translation
to the training set are sometimes used to help CNNs perform better in these settings, we have demonstrated
that BCDTs are able to learn relatively translationally invariant decision rules without the need to augment
the training set. Related to this property is the capability of BCDTs to be trained and make predictions
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on images of different sizes. For example, the fact that BCDTs are agnostic to image size would allow a
BCDT model to be trained to classify DNA sequences of almost any length (as long as it is greater than
the length of a single convolutional filter). In contrast, most other model types would require that every
DNA sequence in both the training and test set be of the same exact length. This extra flexibility of BCDT
models may be useful in settings where commonly used methods such as cropping or rescaling of images are
either impossible or undesirable, as in many biomedical applications.
The BCDT algorithm represents a step forward in applying DT models to image classification and a
useful alternative to CNNs in situations where model interpretability, translational invariance, and image
size flexibility are particularly important. Directions for future research may include better understand-
ing the effects of the BCDT model hyperparameters, developing more advanced methods of BCDT model
interpretation, and developing more efficient BCDT training algorithms.
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Chapter 6
Conclusion
In this thesis, we have shown how DTs and DT-based models can help us understand the biology and
mechanisms underlying TF binding specificity. Using a combination of RFs, BDTs, and BCDTs, we found
several key factors differentiating between genomic sites that are bound by two important TFs implicated
in cancers from the same family, MITF and MYC-MAX,. The first key factor found to influence MITF
MYC-MAX binding specificity was variations in the E-box binding motif itself. Both variations in the E-
box hexamer and the nucleotides flanking the hexamer were found to be important in determining binding
specificty. Another key factor was the larger presence of nearby SOX10 motifs within MITF-bound sites
compared to MYC-MAX sites, suggesting that SOX10 operates as a cooperating factor that helps determine
MITF binding. GC content was also found to be significantly higher in MYC-MAX binding sites when
compard to both MITF binding sites and random DNase I hypersensitive sites.
We then further studied the novel application of BCDTs to study its role as a general pattern recognition
and image classification technique. As a test case, we showed that a BCDT model can be used to distin-
guish between DNA sequences bound by two TFs from the ETS TF family, ELF1 and GABP, with high
accuracy. Furthermore, we showed that the CE optimization method using a special “grid” initialization,
when compared with the CE method with a more standard point initialization, simulated annealing, and
gradient descent) was most effective for learning informative convolutional filters that could be used for the
splitting criteria in the nodes of BCDT. The convolutional filters learned by BCDT and the CE method were
also shown to improve the performance of CNNs when their weights were transferred to the convolutional
layer of a CNN trained to distinguish between ELF1 and GABP-bound sequences, suggesting that CDT’s
training strategy of using a stochastic search to find convolutional filters that maximize data homogeneity
in subsequent nodes is a more effective learning strategy than the gradient-based backpropagation strategy
used in CNNs. Finally, a BCDT model was trained to classify images of hand-written digits. Although this
model achieved a lower classsification accuracy than a CNN, the BCDT model showed a much greater degree
of translational invariance compared to CNN and all the other models tested. Lastly, it was important to
note that another important advantage of BCDT is its ability to be trained and make predictions on variable
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sized images, which is not the case for most other models.
The work in this thesis presents how DT models can be useful in biology and pattern recognition.
The novel application of BCDT opens the door for more DT image classification and pattern recognition
algorithms to be developed in the future. Although CNNs have proven to be very useful for these tasks,
they still have many intrinsic weaknesses and thus, DT models may provide a good option to fill in these
gaps. Future studies regarding CDT may include developing more efficient algorithms to search for optimal
convolutional filters, allowing for variable-sized convolutional filters to be found at each internal node, and
developing further interpretation methods for BCDT. Additionally, future studies regarding the binding
specificity of MITF and MYC-MAX may include the physical mechanisms leading to the preferences in
E-box variations, the effect of competing MITF-favoring and MYC-MAX-favoring factors, and ultimately
translating these findings to therapeutic targets for patients with melanoma.
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Appendix A
Supplemental Results of MITF
MYC-MAX Studies
In this section, we present further results and analyses along with supplemental figures and tables important
for the overall analysis discussed in Chapter 4. The results in this section are published in [10].
A.1 Supplemental Methods
A.1.1 Transcription factor and histone modification ChIP-seq experiments
Performing ChIP-seq for MYC using commercially available antibodies is challenging, and the difficulty is
also apparent in the ENCODE data [141]. Therefore, we instead performed MAX ChIP-seq in the COLO829
cell line as a proxy for assessing the genome-wide locations of MYC-MAX complex. Corresponding MITF
ChIP-seq in COLO829 was obtained from a publicly available dataset [99] and normalized using our own
Input data in COLO829. We obtained SOX10 ChIP-seq in 501-mel from a publicly available dataset [100].
A.1.2 siRNA transfection
Primary human melanocytes were transfected with control siRNA pool (siGENOME Non-Targeting siRNA
#2 (Dharmacon)) or siRNA pool against MITF (siGENOME MITF siRNA (Dharmacon)) using lipidoid as
described before [113]. qPCR and RNA-seq quantification of the level of MITF in siMITF vs. control cells
showed a 4-fold suppression of MITF (Fig. A.1).
A.1.3 Primary human melanocyte culture
Primary human melanocytes were cultured in TIVA medium (Hams F-10 (Corning), 7.5% fetal bovine serum
(Atlanta Biologicals), 50 ng/ml 12-O-tetradecanoylphorbol-13-acetate, 0.1 mM 3-isobutyl-1-methylxanthine,
1 M sodium orthovanadate, 1 mM N6,2-O-Dibutyryladenosine 3,5-cyclic monophosphate sodium salt (Sigma-
Aldrich)). All methods using the primary melanocytes were carried out in accordance with the ethical
guidelines and regulations of the institutional review board (IRB #2013P000093) at Harvard Medical School,
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and all experimental protocols were approved by the board. Tissues were obtained with written informed
consent according to Partners Healthcare IRB guidelines.
A.1.4 Gene expression profiling
We performed RNA-seq experiments in primary melanocytes under siMITF and siControl conditions. We
used Tophat2 and CuffDiff2 [1] to quantify the FPKM level of genes.
A.1.5 Transcription factor and histone modification ChIP-seq experiments
Raw sequencing data were aligned using Bowtie2 (–sensitive –score-min L,-1.5,-0.3 options) [142]. Peaks
were called using MACS2 (–qvalue=0.05 and narrowpeak options) [103], using matched Input as a control.
Clustering plots of transcription factors and histone modifications were generated by seqMINER [143].
For MAX ChIP-seq, the ChIP-IT High Sensitivity kit (Active Motif) was used. 60 million COLO829
cultured cells were fixed as per manufacturers protocol. Fixed cells were then sonicated with a Bioruptor at
4 C for 80 minutes (settings: 30 second high intensity pulse, 90 seconds off; Diagenode) per manufacturers
protocol to generate an average chromatin length of 200-600 base pairs. Chromatin immunoprecipitation
was performed with a 45 ug aliquot of sonicated chromatin and 10 g of MAX antibody (Santa Cruz Biotech-
nologies sc-197), followed by DNA elution and crosslinking reversal per manufacturers protocol. An Illumina
sequencing library was prepared from ChIP DNA using the NEBNext ChIP-seq library prep reagent set for
Illumina (New England Biolabs) as per manufacturers protocol with DNA purification using Qiaquick PCR
purification or Minelute PCR purification kits and 2% agarose gel DNA size selection. The library was
sequenced with an Illumina HiSeq 2500 (Rapid Run, single-end, 50 bp) at the Vincent J. Coates Genomics
Sequencing Laboratory at UC Berkeley.
For H3K27ac and H3K4me3 ChIP-seq of siMITF or siControl siRNA-treated primary cultured melanocytes,
the following protocol was used: 50-60 million cultured cells were fixed in 1% formaldehyde at room tem-
perature for 10 minutes. The fixation reaction was quenched by addition of glycine to 0.125 M. Cells were
centrifuged at 430g at 4 C for 5 minutes, snap frozen in liquid Nitrogen, and then stored at -80 C. Cells
were thawed on ice, incubated in lysis buffer (50 Mm Tris-HCL (pH 8.0), 1% SDS, and 10 Mm EDTA
with complete mini protease inhibitor cocktail tablet (Roche Diagnostics)) on ice for 30 minutes, sheared
through a 26 gauge needle 5-6 times, pelleted at 5000g at 4 C for 10 minutes, and then resuspended in lysis
buffer. The Bioruptor (Diagenode) was used to sonicate cells at 4 C for 80 minutes (settings: 30 second high
intensity pulse, 90 seconds off) to generate an average chromatin length of 200-500 bp, followed by centrifu-
gation at 14,000g at 4 C for 10 minutes. Immunoprecipitation was performed by preincubation of salmon
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sperm/BSA blocked Protein A and G Sepharose beads (Amersham) with 5-7.5 g of sonicated chromatin in
10 mM Tris-HCl (pH 8.0), 1% Triton X-100, 0.1% deoxycholate, 0.1% SDS, 90 mM NaCl, 2 mM EDTA
with Complete-Mini PIC tablet (EDTA Free; Roche diagnostics) at 4 C for 2 hours, followed by addition
of either 5 ug of Histone H3K27ac antibody (Active Motif 39133) or 7.5 l of Tri-Methyl-Histone H3 (Lys4)
(C42D8) antibody (Cell Signaling Technology 9751S) at 4 C overnight on a rotator. Two washes with 20
mM Tris-HCl (pH 8.0), 0.1% SDS, 1% Triton X-100, 2m M EDTA, and 150 mM NaCl and then a wash with
20 mM Tris-HCl (pH 8.0), 0.1% SDS, 1% Triton X-100, 2 mM EDTA, and 500 mM NaCl were performed.
To elute DNA and reverse crosslinks, Protein A/G Sepharose beads were incubated in elution buffer (100
mM NaHCO3 and 1% SDS) with 0.05 ug/ul RNAse (Roche diagnostics) and 0.3 M NaCl at 68 C for 2
hours, followed by addition of 0.1 mg/ml proteinase K for an additional 15 minutes. DNA was then purified
with the QIAquick PCR purification kit. Illumina sequencing libraries were prepared from ChIP DNA using
the NEBNext ChIP-seq library prep reagent set for Illumina (New England Biolabs) as per manufacturers
protocol with the following modifications: DNA purification with Qiaquick PCR purification or Minelute
PCR purification kits, 2% agarose gel DNA size selection, custom indexed adapters, and 18 cycles of PCR
amplification. The libraries were sequenced on an Illumina HiSeq 2000 (single-end, 75 bp).
A.1.6 H3K27ac and H3K4me3 histone modification ChIP-seq analysis
We performed H3K4me3 and H3K27ac ChIP-seq experiments in primary melanocytes under siMITF and
siControl conditions (MITF expression = 273 FPKM and 67 FPKM, respectively). Raw sequencing data
were aligned using Bowtie2 (–sensitive –score-min L,-1.5,-0.3 options) [142]. Peaks were called using MACS2
(–qvalue=0.05 and –nomodel –broad –bw=1000 broadpeak options) [103] using matched Input as a control.
A.1.7 Random Forest model data preparation and training
We used the MEME package [104] to infer MITF, MYC-MAX and SOX10 binding motifs from their respec-
tive ChIP-seq data Fig. A.3. The position-specific scoring matrices for all other motifs were obtained from
JASPAR and TRANSFAC motif databases [20, 19]. We scanned the genome using FIMO for candidate
locations of each motif (at a p-value cutoff of 2.5x10-4 using the 2nd order Markov background model) [104].
To keep only highly confident motif hits, we only considered the motifs residing in DNase I hypersensitive
sites (DHS) [101] with a Digital Footprinting score greater than 0.5 [102].
We used the scikit-learn implementation of Random Forest with 100 trees of depth 4. Training and testing
were performed on a balanced set containing all 2975 sequences centered on an E-box in DHS exclusively
bound by MITF, and equal number of randomly down-sampled sequences centered on an E-box in DHS
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bound exclusively by MYC-MAX.
A.1.8 Genomic and epigenomic characteristics of the MITF exclusive vs. the
MITF and MYC-MAX overlapping E-box classes
For histone modifications, we computed the change in histone ChIP-seq enrichment compared to Input within
a 500 bp window centered at each bound E-box and considered the site to be responsive to MITF knockdown
if H3K4me3 or H3K27ac decreased by at least 2-fold or 4-fold, respectively. Similarly, for gene expression,
we computed the expression fold-change for genes within 10kb of each bound E-box and considered the
site to be responsive if the expression decreased by at least 2-fold. We assessed SOX10 co-localization
based on the presence of a SOX10 ChIP-seq peak within 200 bp window centered at an E-box. To asses
evolutionary conservation, we used the average PhyloP [144] score of each E-box. We considered an E-box to
be evolutionarily conserved if its average PhyloP score was at least 3. We used the one-sided Binomial test
to calculate the p-values between the MITF exclusive and MITF and MYC overlapping classes of E-boxes.
A.2 Supplemental Results
A.2.1 Distribution of MITF and MYC-MAX ChIP-seq Peaks
Table A.1 and Table A.2 describe all experimental data used in this manuscript. We have assessed the quality
of MAX ChIP-seq data in COLO829 using published methods that are designed to separate background
from ChIP-enriched regions [145, 146, 113]. We found that 6% of the genome had statistically significant
enrichment of MAX ChIP-seq signal. Furthermore, the ChIP-seq signal showed localization around gene
transcription start sites (Fig. A.5). Analysis using the software GREAT [118] showed translational initiation
as the most enriched GO term (q-value 4.7x10-26). At 5% FDR, MAX ChIP-seq signal has 6415 peaks
(Supplementary Methods). We divided MAX ChIP-seq peaks into quintiles based on the binding strength.
Motif analysis using MEME and DREME [104] showed E-box motifs to be enriched in each quintile (Fig.
A.4).
The ENCODE project (Encode Project Consortium, 2012) provides MAX ChIP-seq data in 9 different
cell types and conditions. Out of the 6415 MAX peaks in our dataset, 3803 peaks were present in at least
one of the ENCODE cell, while 2612 peaks were unique to our dataset. The number of MAX peaks in our
dataset was 58% of the median of ENCODE Project MAX datasets. Furthermore, 5% of MITF peaks in
COLO829 and 39% of MYC-MAX peaks overlapped with CpG islands. H3K27ac histone modifications were
found in 62% of MAX peaks, 87% of MITF only sites, and 91% of MITF and MYC-MAX overlapping sites.
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A.3 MITF binding sites have two subclasses distinguished by
sequence features and epigenetic signatures
Analysis of ChIP-seq data revealed that while the majority of E-boxes were bound exclusively by MITF or
MYC-MAX, approximately 23% of E-boxes bound by MITF were also bound by MYC-MAX. The E-boxes
that were bound by both MITF and MYC-MAX had sequence characteristics that clearly distinguished
them from those bound by MITF exclusively, thus forming a distinct subclass of MITF binding sites. The
distinguishing characteristics of the overlapping class included a lack of co-localization with SOX10 (binomial
test p-value = 1.6x10-23), higher GC (Wilcoxon rank-sum test p-value = 1.4 x10-117) and CpG content
(Wilcoxon rank-sum test p-value = 1.1 x10-84), and higher evolutionary conservation (binomial test p-
value = 4.1 x10-9) (Fig A.2; Supplementary Methods). Furthermore, knocking down MITF in melanocytes
showed that H3K27ac and H3K4me3 modifications, markers of an active promoter, showed a higher response
to MITF depletion in sites bound exclusively by MITF (binomial test p-value = 2.2 x10-19 and 5.9 x10-10,
respectively). Median fold-enrichment of H3K27ac and H3K4me3 at responsive sites was 5.58 and 2.91,
respectively (Table A.4 and Table A.5). In concordance with these epigenetic signatures, the transcription
level of genes with TSS within 10 kb of an MITF-bound E-box also showed a higher response to MITF
depletion in sites bound exclusively by MITF (binomial test p-value = 0.04) (Fig. A.2). Distribution of
MITF and MYC-MAX peaks shows a trend of increasing MITF occupancy with decreasing MYC-MAX
occupancy and vice versa and increasing responsiveness of H3K27ac to siMITF knockdown with increasing
MITF binding strength (Fig. A.6). The subset of MITF-bound E-boxes also bound by MYC-MAX thus forms
a distinct subclass characterized by chromatin organization substantially less dependent on the expression
level of MITF, possibly due to MYC-MAX being able to substitute for MITF at these sites.
Using 1kb as a cutoff distance for proximal promoters, we found that E-boxes bound by both MITF and
MYC-MAX and associated with H3K27ac markers are 31% in proximal and 69% in distal sites. E-boxes
that were bound by MITF alone and associated with H3K27ac markers were found 12% in proximal and 88%
in distal sites. Local CpG content based on 100pb window was 2.7% and 7.8% in distal and proximal sites,
respectively, for the MITF and MYC-MAX co-bound E-boxes, and 1.3% and 6.8% in distal and proximal
sites, respectively, for MITF only E-boxes. Conservation score was 1.4x higher in the proximal sites vs. the
distal sites in the MITF and MYC-MAX co-bound E-boxes and 3.2x higher in proximal vs. distal sites in
the MITF only class.
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A.4 Supplemental Figures
Figure A.1: Bar plot of the ratio of MITF mRNA levels between siMITF and control siRNA-treated cells
determined by qPCR in two replicates (qPCR1 and qPCR2) and RNA-seq analysis of the two replicates
using Tophat2 and CuffDiff2 [1] (RNA-seq)
87
a c
b p
=2
.2
x1
0-1
9
p=
5.
9x
10
-1
0 p
=0
.0
4
p=
1.
6x
10
-2
3
p=
4.
1x
10
-9
Figure A.2: (a) Distribution of average GC nucleotide frequency in 100 bp windows centered at E-boxes
bound by both MITF and MYC and those bound by MITF exclusively. (b) Distribution of average CpG
di-nucleotide frequency in 100 bp windows around E-boxes bound by both MITF and MYC and those bound
by MITF exclusively. (c) Distinguishing characteristics of the overlapping E-box class, including H3K27ac,
H3K4me3 histone modifications, gene expression response to siMITF knockdown, SOX10 co-localization,
and E-box evolutionary conservation. Binomial test p-values for testing the difference between the two
subclasses of E-boxes are indicated.
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Figure A.3: Motifs of (a) MITF, (b) MYC-MAX, and (c) SOX10 inferred from their respective ChIP-seq
data
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Figure A.4: E-box binding motifs discovered using MEME and DREME, where MITF and MYC-MAX peaks
have been split in quintiles according to peak enrichment scores. Quintile 1 is the strongest, and quintile 5
is the weakest. MEME was used in quintiles 1-3 for MITF and quintiles 1-2 for MYC-MAX, while DREME
was used for quintiles 4-5 for MITF and quintiles 3-5 for MYC-MAX. DREME was used only in instances
where MEME was unable to find a motif.
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Figure A.5: Distribution of MITF and MYC-MAX peaks around transcription start sites (TSS). Both MITF
and MYC-MAX show a strong enrichment of peak density around TSS compared to background.
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Figure A.6: Heatmap of log fold-enrichment (normalized to 0 to 1 range) of MITF, MYC-MAX, H3K27ac
siCTR, H3Ks7ac siMITF, H3K4me3 siCTR, and H3K4me3 siMITF. Distribution of MITF and MYC-MAX
peaks shows a trend of decreasing MITF occupancy with increasing MYC-MAX occupancy and vice versa.
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Figure A.7: (a) UCSC Genome Browser screenshots of representative locations showing binding of MYC-
MAX only, (b) MITF and MYC-MAX co- localized, (c) binding MITF only, and (d) MITF and MYC-MAX
sites co-localized with H3K27ac and H3K4me3. COLO829 MAX and MITF tracks show the number of raw
sequencing reads after scaling the background noise to Input (Li et al., 2012). H3K27ac and H3K4me3 show
fold-enrichment of ChIP-seq signal compared to Input, as determined by MACS2 (Zhang et al., 2008). Black
bars beneath each wiggle track indicate the locations of peaks called by MACS2 (Zhang et al., 2008).
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Figure A.8: Clustering map of MITF, MAX, H3K27ac, and H3K4me3 ChIP-seq read density centered around
MITF and MYC-MAX peaks, produced by seqMINER (Ye et al., 2011). MITF ChIP-seq data in melanocyte
and 501-mel melanoma cell line are also shown for comparison.
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A.5 Supplemental Tables
Experiment Type Cell Type Condition Antibody Additional Info
RNA-seq Primary melanocyte siMITF 2 replicates
RNA-seq Primary melanocyte siControl 2 replicates
ChIP-seq MAX COLO829 (melanoma) Santa Cruz Biotechnologies sc-197
ChIP-seq Input COLO829 (melanoma)
ChIP-seq H3K27ac Primary melanocyte siMITF Active Motif 39133
ChIP-seq H3K27ac Primary melanocyte siControl Active Motif 39133
ChIP-seq H3K4me3 Primary melanocyte siMITF Cell Signaling Technology 9751S
ChIP-seq H3K4me3 Primary melanocyte siControl Cell Signaling Technology 9751S
Table A.1 List of all newly generated sequencing data used
Experiment Type Cell Type Condition Antibody Additional Info
ChIP-seq SOX10 501-mel (melanoma) Abcam (ab155270) GSE61967
ChIP-seq MITF COLO829 (melanoma) DMSO Sigma HPA003259 GSE50686
ChIP-seq MITF 501-mel (melanoma) 12CA5 anti-HA GSM1517751
ChIP-seq MITF Primary melanocyte Sigma HPA003259 GSM1226221
DNase-seq COLO829 (melanoma) GSM1008571
DNase-seq Digital Footprinting Primary melanocyte GSM1024610
Table A.2 List of all public sequencing data used
MYC-MAX motif (TRANSFAC)
T nucleotide flanking the 5’ of E-box
CpG di-nucleotide density
GC nucleotide density
NMYC motif (TRANSFAC)
SOX10 motif from ChIP-seq (Methods)
C nucleotide flanking the 5’ end of E-box
NRF1 motif (JASPAR)
Table A.3 List of the most important features used by the Random Forest classifier
Statistic
H3K27ac fold-enrichments in
all MITF sites
H3K27ac fold-enrichments in
MITF responsive sites
Mean fold-enrichment 1.19 6.96
Median fold-enrichment 0.73 5.58
Min fold-enrichment 0 4
Max fold-enrichment 26.67 26.67
Fold-enrichment 25th percentile 0.38 4.5
Fold-enrichment 75th percentile 1.37 7.84
Table A.4 Statistics of H3K27ac fold enrichments in all MITF binding sites and Responsive sites.
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Statistic
H3K4me3 fold-enrichments in
all MITF sites
H3K4me3 fold-enrichments in
MITF responsive sites
Mean fold-enrichment 0.85 3.87
Median fold-enrichment 0.57 2.91
Min fold-enrichment 0 2
Max fold-enrichment 17.85 17.85
Fold-enrichment 25th percentile 0.33 2.37
Fold-enrichment 75th percentile 1 4.06
Table A.5 Statistics of H3K4me3 fold enrichments in all MITF binding sites and Responsive sites.
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Appendix B
Supplement for BCDT for Pattern
Recognition and Transfer Learning
B.1 Gradient Descent for CDT
In this section, we present the derivation of the gradient descent optimization algorithm used in the studies
described in Section 5. The notation used in this section was chosen to match with that of [80].
The loss function we used to train classification CDTs was the information gain (IG), which is defined
as:
IG(β) = Hˆ(P,N)− Hˆβ(P,N, p, n), (B.1)
where
P =
∑
i
[yi = 1] (B.2)
N =
∑
i
[yi = 0] (B.3)
p =
∑
i
[yi = 1, φ(Xi, β) = 1] (B.4)
n =
∑
i
[yi = 0, φ(Xi, β) = 1] (B.5)
φ(Xi, β) = fβ(X) (B.6)
Hˆ(P,N) = H
( P
P +N
,
N
P +N
)
(B.7)
Hˆβ(P,N, p, n) =
p+ n
P +N
Hˆ(p, n) +
P +N − p− n
P +N
Hˆ(P − p,N − n) (B.8)
H(q, p) = −q log q − p log p (B.9)
Note that maximizing IG(β) with respect to β is equivalent to minimizing Hˆβ(P,N, p, n). This is equiv-
alent to minimizing the weighted entropy of the child nodes. Thus, we choose the optimal β∗:
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β∗ = argmax
β
IG(β) (B.10)
Differentiating IG(β) with respect to β results in:
∂IG
∂β
=
1
P +N
[
− (p′ + n′) log
( p+ n
P +N − p− n
)
+ p
′
log
( p
P − p
)
+ n
′
log
( n
N − n
)]
(B.11)
where,
p
′
=
∂p
∂β
(B.12)
n
′
=
∂n
∂β
(B.13)
Notice that each term has a factor that depends on either p
′
or n
′
. Unfortunately, both p
′
and n
′
are
equal to zero almost all the time due to the discontinuities in φ(Xi, β). Thus, for efficient gradient descent
learning, we used a smoothed approximation φˆα(Xi, β):
φˆ(X,β) = max
k
g(Xk:k+w · β) (B.14)
g(z) =
1
1 + exp−z (B.15)
p
′
=
∑
i:yi=1
φˆ(X,β) (B.16)
n
′
=
∑
i:yi=0
φˆ(X,β) (B.17)
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B.2 Supplemental Figures
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Figure B.1: Logo visualization of a learned convolutional filter throughout the CE optimization procedure
with grid initialization.
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Figure B.2: Logo visualization of a learned convolutional filter throughout the CE optimization procedure
with normal point initialization.
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Figure B.3: Logo visualization of a learned convolutional filter throughout the gradient descent optimization
procedure. The iteration labels are counted in increments of 600 true iterations.
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Figure B.4: Logo visualization of a learned convolutional filter throughout the simulated annealing opti-
mization procedure. The iteration labels are counted in increments of 500 true iterations.
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Figure B.5: CNN convolutional filters using “Regular” training: Sequence logo representation of all 30
convolutional filters learned by the CNN model trained to classify ELF1- and GABP-bound DNA sequences
using the Regular training strategy described in the Results
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Appendix C
Derivation of CE Method
In this section, we present a brief derivation of the CE optimization method and illustrate its relation to
rare event simulation.
Begin by considering an objective function S(X) and the task of computing,
l = Pr(S(X) ≥ γ)
=
∫
1(S(x) ≥ γ)f(x)dx
(C.1)
where γ is a large value such that l is small, but nonzero, and f(X) is the probability distribution of X.
Commonly in importance sampling, Equation C.1 is rewritten as,
l =
∫
f(x)1(S(x) ≥ γ)
g(x)
g(x)dx (C.2)
where g is another distribution overX called the “sampling distribution.” The purpose of this distribution
is to allow for the estimation of l by sampling from the distribution g instead of f , which often leads to more
accurate results when g is properly chosen. It is well-known that the optimal choice g∗ that minimizes the
variance of the estimates of l is
g∗ =
f(x)1(S(x) ≥ γ)
l
(C.3)
However, since l is unknown, g∗ cannot be sampled from directly. The goal of the CE method is to
define a parametric set of distributions f(·; v) and find the optimal parameters v∗ that minimizes the KL
divergence between f(·, v) and g∗.
Recall that the KL divergence between g∗ and f(·; v) is defined as
D(g∗, f(·; v)) =
∫
g∗(x) log
( g∗(x)
f(x; v))
)
dx (C.4)
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Thus, we choose v∗ by minimizing the KL divergence:
v∗ = argmin
v
D(g∗, f(·; v))
= argmin
v
∫
g∗(x) log
( g∗(x)
f(x; v)
)
dx
= argmin
v
∫
g∗(x)
[
log(g∗(x)− log(f(x; v))
]
dx
= argmax
v
∫
1(S(x) ≥ γ) log(f(x; v))f(x)dx
= argmax
v
Ef
[
1(S(X) ≥ γ) log(f(X; v))
]
(C.5)
We can then find an estimate vˆ of v∗ with
vˆ = argmax
v
1
N
N∑
k=1
1(S(xk) ≥ γ) log(f(xk; v)) (C.6)
where k indexes samples drawn from distribution f .
Note that the sum in Equation C.6 only has contributions from samples that meet the criteria of S(x) ≥ γ
and sums the log of the sampling distribution f(·; v). Thus, when the class of sampling distributions forms
an exponential family (e.g. Gaussian distributions) then calculating vˆ becomes equivalent to finding the
maximum likelihood estimate parameters of f(·; v) when only taking into account the samples xi whre
S(xi) ≥ γ.
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Appendix D
CE Method Weight Initialization
Scale Factor
In this section, we provide further details regarding the initialization of parameter weights when training
CDT in the context of DNA sequence analysis.
D.1 Overview
To quickly review, the decision rules at each internal node of a CDT is defined by the function fβ(X) (Eq.
3.8), which uses a convolutional filter β (of dimensions 4× w, where w is the “length” of the convolutional
filter) to scan across an input X (of dimension 4 ×N , where N is the length of the one-hot encoded DNA
sequence) and check if the inner product between β and any subsequence Xi:i+w goes above a threshold
value T , where i runs from zero to N − w and Xi:i+w is the subsequence of X from position i to i+ w − 1.
If for any Xi:i+w in X, inner product β ·Xi:i+w is greater than or equal to T , then the output of fβ(X) is
equal to one. Conversely, if for all Xi:i+w, the inner product β · Xi:i+w is less than T , then the output of
fβ(X) is equal to zero. Additionally, note that the threshold T is an arbitrary hyperparameter of the CDT
model and the action of scaling T can be negated by simply scaling the values of β as well. Thus, for the
purpose of this discussion, we choose to set the value of T to be equal to one.
As shown in Section 5, when using the CE method (as well as most other optimization methods) to search
the space of convolutional filter weights for a near-optimal point in parameter-space, proper initialization
is important for achieving best results. In the context of convolutional filters meant for DNA sequence
analysis, a heuristic we use in our approach is to use the one-hot encoding vector representation of various
DNA sequences of length equal to the length of β as initial points for β for optimization. Recall that the
one-hot encoding representation of a DNA sequence of length d is a 4 × d matrix, where each column has
exactly three elements equal to zero and one element equal to one. Thus, for DNA sequences of length d = w
(i.e. DNA sequence length equal to convolutional filter length), the one-hot encoding representation has the
proper dimensions to initialize β. For this discussion, we will refer to the one-hot encoded DNA sequence
used to initialize β as Xβ .
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Note that, using one-hot encoded DNA sequences as initial values for β and threshold T = 1, there
only needs to be a single matching nucleotide between the DNA sequence Xβ associated with β and any
subsequence Xi:i+w for fβ(X) from Eq. 3.8 to output a value of one. It is clear that Pr(Fβ(X) = 1) is very
close to one when N , the length of X, is on the order of 200, meaning that if β is initialized from a random
Xβ , then fβ(X) = 1 for almost all X. This results in very large values for the loss function and likely will
not work will as an initialization value for β because this starting point is very far away from the desired
optimal point in parameter space.
Instead, our approach is to divide β by an integer factor S such that Pr(fβ(X) = 1) is approximately
equal to 0.5. By doing so, the goal is for fβ(X) = 1 for approximately half of all sequences X and fβ(X) = 0
for approximately the other half of all sequences. The reason that this is desirable is because the optimal
splitting of the balanced training datasets used in our analyses would leave 50% of the sequences in each of
the two child nodes of the head node. Thus, by making sure that β is initialized such that the proportions
in each child node are close to 0.5 will place the initialize the optimizer relatively close to an optimal or
near-optimal point.
βij = X
β
ij 
1
S
(D.1)
D.2 Mathematical Details
If we assume that a one-hot encoded DNA sequence X of length N is generated by randomly choosing a
nucleotide (A, C, G, or T) with equal probability N times and converting the string into the 4×N one-hot
encoded X, we can think of the decision function fβ(X) (Eq. 3.8) as having N − L+ 1 attempts at finding
a DNA subsequence Xi:i+w matching closely enough with convolutional filter β for their inner product to
be greater than or equal to the threshold value T = 1. More specifically, when a one-hot encoded DNA
sequence is divided through by integer S, this means that the subsequence Xi:i+w and the sequence X
β need
at least s matching nucleotides in order for β ·Xi:i+w reaching the threshold value of one. The probability
of this is:
Pr(β ·Xi:i+w ≥ T ) =
w∑
s=s
(
w
s
)(1
4
)s(3
4
)w−s
(D.2)
We can then make the approximation that each of the attempts is independent of each other in order
to calculate the probability that the output value of fβ(X) is equal to one (i.e. the presence of the motif
defined by β in sequence X:
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Pr(Fβ(X) = 1) =
N−w∏
i=0
(
1− Pr(β ·Xi:i+w ≥ T )
)
(D.3)
Thus, in order to find the proper value for S to scale Xβ by, we simply find the integer value that makes
the value of Eq. D.3 closest to 0.5.
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