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On differential operators on complete symmetric varieties of
type A1 and A2
Benoît Dejoncheere∗
Abstract
In this paper, we will look at the algebra of global differential operators DX on
wonderful compactifications X of symmetric spaces G/H of type A1 and A2. We will
first construct a global differential operator on these varieties that does not come from
the infinitesimal action of g. We will then focus on type A2, where we will show that
DX is an algebra of finite type, and that for any invertible sheaf L on X , H
0(X,L)
is either 0 or a simple left DX,L-module. Finally, we will show with the help of local
cohomology that this is still true for higher cohomology groups Hi(X,L).
1 Introduction
In order to answer a Kazhdan-Lusztig conjecture linking characters of some Verma
modules and characters of irreducible highest weight modules, Beilinson and Bernstein
in [1] and Brylinski and Kashiwara in [3] have found out in the early 80’s interesting prop-
erties on the sheaf of differential operators DX on flag varieties X, and on its global sections
algebra DX . For example, we know that there is an equivalence of categories between left
DX -modules which are quasi-coherent as OX-modules, and left DX-modules (and we say
that X is D-affine). An other example is that when X is a flag variety, the morphism
L ∶ U(g) → DX given by the infinitesimal action of g is surjective, and its kernel has an
explicit description. This was more precisely investigated by Borho and Brylinski in [4], [5]
and [6].
In the 90’s, differential operators on toric varieties have been studied (for example
in [20] and [15]) using combinatorial tools and a combinatorial description of toric vari-
eties, and are rather well understood. But except for flag varieties and projective toric
varieties, differential operators on projective varieties are not well understood. In this
paper, we will look at the algebra of global differential operators DY on some wonderful
compactifications Y of symmetric spaces G/H of small positive rank. These varieties are
wonderful varieties, which are natural generalization of flag varieties, since they are smooth
projective varieties with a G-action with good properties. In particular, flag varieties G/P
are exactly the G-wonderful varieties of rank 0.
In the section 2, we will construct a differential operator on wonderful compactifications
Y of symmetric spaces G/H with reduced root system Φ˜ of type A1 and A2 which does not
lie in the image of L ∶ U(g) → DY . When Φ˜ is of type A1, we will see that this is actually
not a surprise, since these varieties are actually flag varieties for a group G′ bigger than
G, and we will then focus on some cases of type A2.
We will use a result of Thaddeus (cf. [26]) to see the wonderful compactifications Y of
PGLn, PGLn/PSOn and of PGL2n/PSp2n as direct limit of GIT quotients of some Grass-
mannian X by a C∗-action. In section 3, we will show that this direct limit of GIT quotients
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is exactly the GIT quotient for an ample line bundle L on X with trivial C∗-linearization
when n = 3. Using this description, we will be able to show that DY is of finite type, and
that the H0(Y,L) are either 0 or simple left DY,L-modules, where DY,L is the sheaf of
differential operators of L, and DY,L is the algebra of its global sections.
In these proofs, we will use the fact that the set of unstable points is of codimen-
sion at least two, and that allows us to extend uniquely sections of locally free sheaves
on the set of semi-stable points Xss to sections of locally free sheaves on X. However,
in higher cohomology we do not have H i(X,L) = H i(Xss,L∣Xss) anymore. In section
4, we will recall a few properties about local cohomology, and we will define generalized
Cousin complexes in order to have an approximation of the cohomology group H iZ(X,L)
when Z is a Schubert variety of codimension i in X. Using this complex, we will be able to
show that the higher cohomology groups H i(Y,L) are either 0 or simple left DY,L-modules.
Acknowledgements : I would like to thank Alexis Tchoudjem for his many useful re-
marks.
2 Construction of a differential operator
2.1 Setup
If G is a connected reductive group, we say a G-variety X is wonderful (cf. [18]) if it
is smooth, complete, projective, with a unique open G-orbit Ω, and if X ∖ Ω is a union
of r prime G-stable divisors X1, . . . Xr with normal crossings, such that for all x, y in X,
x and y are in the same G-orbit if and only if they belong to the same Xi, and that the
intersection of all Xi’s is non-empty. We call r the rank of the wonderful variety X.
Let G be a connected semi-simple adjoint algebraic group, and θ ∶ G→ G an involution
of G. As constructed in [9], the symmetric space G/Gθ can be uniquely embedded into a
wonderful G-variety X with an open orbit isomorphic to G/Gθ. It is done by choosing a
good highest weight module Vλ with a special regular weight λ (in the sense of [9]), and a
nonzero h ∈ V G
θ
λ , and X is the closure of G.[h] in P(Vλ). Let un choose a maximal θ-split
torus T (ie. a maximal torus such that the dimension r of T1 ∶= {x ∈ X ∣θ(x) = x−1} is
maximal), and let B be a Borel subgroup containing T such that each positive root which
is not fixed by θ is sent to a negative one. Let us denote by Φ0 the subset of θ-fixed roots in
the root system Φ(G,T ), and by Φ1 its complement. One can show that X is a wonderful
variety of rank r. The choice of B and T gives rise to the little root system Φ˜, which is
the (eventually non-reduced) root system of restricted roots in Φ1 to T1. The restrictions
to T1 of simple non-θ-fixed roots are the simple roots of Φ˜, and let γ1, . . . , γr be the double
of these simple restricted roots.
One can construct an open B-cell X0 ⊂X that is isomorphic to the affine space U ′×Ar
where U ′ = ∏
α∈Φ+
1
Uα, and where Ar is the closure of T1.[h], which is embedded with the
morphism
T1 → T1.[h] ↪ Ar
t ↦ t.[h] ↦ (γ1(t), . . . , γr(t))
The aim of this section is to construct differential operators on X0 that are restrictions
to X0 of global differential operators that do not come from the infinitesimal action of g
when Φ˜ is of type A1 or A2.
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2.2 Satake diagrams
Like semi-simple Lie algebras which can be classified with Dynkin diagrams, symmetric
spaces can be classified by the Satake diagrams, which we are going to recall the definition
:
Definition. Let G be a semi-simple algebraic group and θ ∶ G → G an involution. The
Satake diagram of the symmetric space G/Gθ is a diagram constructed from the Dynkin
diagram of G by adding :
(1) a coloration on vertices : black for vertices representing roots in Φ0, white for the other
ones ;
(2) two-headed arrows between vertices representing different simple roots αi and αj such
that
−θ(αi) = αj + ∑
βi∈Φ0
niβi
for ni ≥ 0.
One can notice that each white vertex is linked to at most one white vertex with two-
headed arrows (cf. [9] 1.3). The Satake diagram of the symmetric space G/H is useful to
read easily the action of θ on roots. This action being linear, it is enough to understand
how it acts on simple roots :
Proposition 2.1. Let α be a simple root.
(1) if α is a black root, then θ(α) = α ;
(2) if α is a white root linked to no other white root with two-headed arrows, then −θ(α) is
the highest root which can be written as α + ∑
βi∈Φ0
niβi ;
(3) if α is a white root linked to an other white root α′ with a two-headed arrow, then −θ(α)
is the highest root which can be written as α′ + ∑
βi∈Φ0
niβi. Moreover, α − α
′ − θ(α) is the
highest root which can be written as α + ∑
βi∈Φ0
niβi.
Proof. (1) is just the definition of a black root. To show (2), let us write
−θ(α) = α + ∑
βi∈Φ0
niβi
Let δ = α +∑n′iβi be a highest root which can be written like this such that δ + θ(α) has
non-negative coefficients. Then n′i ≥ ni, and since δ ∈ Φ1 is positive, −θ(δ) is negative,
so ni ≥ n′i. Hence −θ(α) = δ, and δ is the unique highest root which can be written as
δ = α +∑n′iβi. The proof of (3) is similar, using the symmetry between α and α′.
Thanks to Satake diagrams, we can also show that we can reduce ourselves without
loss of generality to the following cases :
(1) G/H with simple G ;
(2) G ×G/G with simple G, and θ ∶ (g1, g2)↦ (g2, g1)
Proposition 2.2. If G is semi-simple and H = Gθ, the Satake diagram S of G/H is a
disjoint union of Satake diagrams of G′/H ′ with simple G′ and G′′ ×G′′/G′′ with simple
G′′
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Proof. Let us call connected component of S a connected component of the underlying
Dynkin diagram of G (we forget two-headed arrows), and strictly connected component a
connected component of S (where two-headed arrows are not forgotten). Let α a white
arrow such that −θ(α) = α′ +∑niβi and α′ is not in the connected component of α. Since
−θ(α) is a root, the βi lie in the connected component of α′. The role of α and α′ being
symmetric, they lie in the connected component of α as well. Hence −θ(α) = α′, and α and
α′ are only linked to white roots. The Killing form being θ-invariant, the Cartan matrices
of the connected components of α and α′ are the same, and by fixing a numerotation on
the simple roots of a simple G′′ associated to this Cartan matrix, we get −θ(αi) = α′i.
Hence the strictly connected component of α is the Satake diagram of G′′ ×G′′/G′′. If in
a given connected component such an α does not exist, then it is a strictly component of
S, and it corresponds to the Satake diagram of G′/H ′ for a simple G.
2.3 Construction when −θ has no fixed white roots
Let us assume that −θ has no fixed simple white roots. This hypothesis allows us to
lighten the computations on X = G/H since :
Proposition 2.3. If α ≠ −θ(α), then [Xα,Xθ(α)] = 0. In particular, eXα and eXθ(α) are
commuting in G, and if h ∈ X is in the open G-orbit such that its stabilizer Gh = H, then
eXα .h = e−Xθ(α) .h
Proof. By hypothesis, we already know that α + θ(α) ≠ 0. To show that it is not a root,
we use the lemma (cf. [9] 1.3) :
Lemma 2.4. If α ∈ Φ0, then θ acts as the identity on gα.
Hence if α+θ(α) ≠ 0 is a root, it lies in Φ0, and [Xα,Xθ(α)] ≠ 0. Since θ([Xα,Xθ(α)]) =
−[Xα,Xθ(α)], we have a contradiction. By Campbell-Hausdorff formula, we get the com-
mutativity of eXα and eXθ(α) .
This condition can be easily checked thanks to the Satake diagram : it just means that
each white root is either linked to at least a black root, or connected to a white root by a
two-headed arrow.
Since we have an isomorphism ϕ ∶ U ′×Ar →X0, by fixing coordinates x1, . . . xs on U ′ we
can get coordinates on X0, and k[X0] = k[x1, . . . , xs, t1, . . . , tr]. This choice of coordinates
can be done by fixing a total order ≺˜ on Φ+1 . Let us write the roots in Φ
+
1 α˜1, . . . , α˜s with
α˜i≺˜α˜i+1. We can represent a point x in X0 by a couple (∏uα˜i(xα˜i), (t1, . . . , tr)) such that
on the open set X0 ∩Ω we have
ϕ(∏uα˜i(xα˜i), (t1, . . . , tr)) =∏uα˜i(xα˜i)a(t1, . . . , tr).h = x
where a(t1, . . . , tr) ∈ T1/StabT1(h) is such that γi(a(t1, . . . , tr)) = ti. If we have an other
total order ≺ on Φ+1 , we can also represent x by a couple (∏uαi(xαi), (t1, . . . , tr)). Then
we have
k[X0] = k[xα˜i , tj] = k[xαi , tj]
and xαi are polynomials in the xα˜i and tj . Moreover, the Weyl algebras
k[xα˜i , tj , ∂xα˜i , ∂tj ] = k[xαi , tj , ∂xαi , ∂tj ]
are isomorphic, and the ∂xαi are polynomials in the xα˜i , tj , ∂xα˜i and ∂tj . Hence for all
white root α, we will choose a total order ≺α on Φ+1 which makes the computations easier.
We will now state our results :
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Theorem 2.5. Let G be a simple connected algebraic group of adjoint type, let X be its
wonderful compactification, and T ⊂ B chosen as in 2.1. The following are equivalent :
(a) There exists a differential operator on the affine B ×B−-cell X0, which is a monomial
in the ∂ti , that is the restriction to X0 of a global differential operator that does not lie in
the image of U(g) ;
(b) Φ is of type A1 or A2.
Proof. Let U be the unipotent radical of B. We have an isomorphism
φ ∶ U ×U ′ ×Ar →X0
Let ≺i a total relation on Φ+ such that αi is maximal for this relation, and denote by
δ1 ≺i δ2 ≺i . . . ≺i δq the other elements of Φ+. We can represent a point in X0 by a couple
φ(uδ1(xδ1) . . . uδq(xδq)uαi(x), uδ′1(yδ1) . . . uδ′q(yδq)uα′i(y), (t1, . . . , tr))
and a point in nαi .X0 by
nαiφ(uδ1(x′δ1) . . . uδq(x′δq)uαi(x′), uδ′1(y′δ1) . . . uδ′q(y′δq)uα′i(y′), (t,1 , . . . , t,r ))
On the open set (∏ t′i ≠ 0, x′ ≠ 0), we get
nαi .φ(uδ1(x′δ1) . . . uδq(x′δq)uαi(x′)uδ′1(y′δ1) . . . uδ′q(y′δq)uα′i(y′), (t′1, . . . , t′r))
=usαi(δ1)
(k1x′δ1) . . . usαi(δq)(kqx′δq)nαiuαi(x′)uδ′1(y′δ1) . . . uδ′q(y′δq)uα′i(y′)a(t′1, . . . , t′r).[h]
=usαi(δ1)
(k1x′δ1) . . . usαi(δq)(kqx′δq)α∨i (−x′−1)uαi(−x′)u−αi(x′−1)uδ′1(y′δ1) . . . uδ′q(y′δq)uα′i(y′)a(t′1, . . . , t′r).[h]
=usαi(δ1)
(k1x′δ1) . . . usαi(δq)(kqx′δq)α∨i (−x′−1)uαi(−x′)uδ′1(y′δ1) . . . uδ′q(y′δq)uα′i(y′)u−αi(x′−1)a(t′1, . . . , t′r).[h]
=usαi(δ1)
(k1x′δ1) . . . usαi(δq)(kqx′δq)α∨i (−x′−1)uαi(−x′)uδ′1(y′δ1) . . . uδ′q(y′δq)uα′i(y′)uα′i(−t′1x′−1)a(t′1, . . . , t′r).[h]
=uδ1(P1(x′δi)) . . . uδq(Pq(x′δi))uαi(−x′−1)uδ′1(y′δ1) . . . uδ′q(y′δq)uα′i(y′ − t′1x′−1)α∨i (−x′−1)a(t′1, . . . , t′r).[h]
=uδ1(P1(x′δi)) . . . uδq(Pq(x′δi))uαi(−x′−1)uδ′1(y′δ1) . . . uδ′q(y′δq)uα′i(y′ − t′1x′−1)a(t1(−x′)−⟨γ1,αi⟩, . . . , t′r(−x′)⟨γr ,αi⟩).[h]
with kj such that ad(nαi).Xδj = kjXsαi(δj), and Pj are polynomials in the x′δk , of degree at
most one in each of its variables, which are given by the Campbell-Hausdorff formula. These
changes of coordinates can be extended when the t′j ’s are 0, and we get on nαi .X0 ∩X0 =(x′ ≠ 0)
∂ti = (−x′)⟨γi,αi⟩∂t′i − (−x′)⟨γi,αi⟩−1∂y′
∂tj = (−x′)⟨γj ,αi⟩∂t′j pour j ≠ i
Let ∂ =∏∂niti be a differential operator on X0. Let us assume that ∂ is the restriction
of a differential operator on each sα.X0 ∪X0 for α simple root. Then ∂ is the restriction
of a differential operator defined on an open subset which is sαBsα-stable for each simple
α, hence it can be extended to a G-stable open subset Ω. Since X0 intersects all G-orbits
of X, Ω =X, and ∂ is the restriction to X0 of a global differential operator.
Since for all i and j, we have
⟨γj , αi⟩ = ⟨γj , α′i⟩ = ⟨αj , αi⟩
and ∂ is the restriction of a global differential operator if and only if for all 1 ≤ i ≤ r, we
have
ni +∑
j≠i
nj⟨αj , αi⟩ ≥ 0
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If C denotes the Cartan matrix of Φ, this can be restated as
(C − I)(n1, . . . , nr) ∈ (Z≥0)r
This is possible if and only if r ≤ 2, with Φ of type A, and the ni’s being equal. The
operators ∂t1 in type A1 and ∂t1∂t2 in type A2 are such operators.
∂t1∂t2 does not lie in the image of U(g) because it does not stabilize Γ(X0,ID1ID2),
since t1t2 ∈ Γ(X0,ID1ID2), and ∂t1∂t2 .t1t2 = 1 /∈ Γ(X0,ID1ID2). The same holds for ∂t1
not stabilizing Γ(X0,ID1).
A similar statement holds for wonderful compactifications of symmetric spaces G/H
with simple G :
Theorem 2.6. Let X = G/H be a symmetric space with a simple connected G of adjoint
type. Let us assume moreover that any simple root in Φ is not fixed by −θ. The following
are equivalent :
(a) There exists a differential operator on the affine B-cell X0, which is a monomial in the
∂ti , that is the restriction to X0 of a global differential operator that does not lie in the
image of U(g) ;
(b) Φ˜ is of type A1 or A2.
Proof. let α be a white root such that α−θ(α) = γi. Let us assume first that ⟨θ(α), α∨⟩ = 0.
Then we get that −θ(α) + α /∈ Φ since sα(θ(α)) = θ(α) and sα(θ(α) − α) = θ(α) + α /∈ Φ.
Let us fix ≺ a partial order on Φ+
1
such that
β1 ≺ . . . ≺ βq ≺ δ1 ≺ . . . ≺ δp ≺ −θ(α) ≺ α
where the βi’s (resp. δi’s) are roots in Φ+1 ∖ {−θ(α), α} such that sα(β) /∈ Φ0 (resp. sα(δ) ∈
Φ0). Let U be the open (∏ t′i ≠ 0, x′ ≠ 0) of nα.X0. We have on U
nα.ϕ(uβ1(x′β1) . . . uβq(x′βq)uδ1(x′δ1) . . . uδp(x′δp)u−θ(α)(y′)uα(x′), (t′1, . . . , t′r))
=uβ1(Q1(x′βj , x′δj , x′−1, y′ − x′−1ti)) . . . uβq(Qq(x′βj , x′δj , x′−1, y′ − x′−1ti))
uδ1(P1(x′δj , x′−1, y′ − x′−1ti)) . . . uδp(Pp(x′δj , x′−1, y′ − x′−1ti))
u−θ(α)(y′ − x′−1ti)uα(−x′−1)a(t′1(−x′)⟨γ1,αi⟩, . . . , t′r(−x′)⟨γr ,αi⟩).[h]
with Pj ’s and Qj’s obtained the same way than before. These change of coordinates can
be extended to nα.X0 ∩X0 = (x′ ≠ 0) and we get
∂ti = (−x′)⟨γi,α⟩∂t′i − (−x′)⟨γi,α⟩−1∂y′
∂tj = (−x′)⟨γj ,α⟩∂t′j pour j ≠ i
Now let us assume that ⟨θ(α), α∨⟩ ≠ 0. Let ≺′ be a total order on Φ+
1
such that
β1 ≺
′ . . . ≺′ βq ≺
′ δ1 ≺
′ . . . ≺′ δp ≺
′ sα(−θ(α)) ≺′ −θ(α) ≺′ α
where the βi’s (resp. δi’s) are roots in Φ+1 ∖ {sα(−θ(α)),−θ(α), α} such that sα(β) /∈ Φ0
(resp. sα(δ) ∈ Φ0). We get
nα.ϕ(uβ1(x′β1) . . . uβq(x′βq)uδ1(x′δ1) . . . uδp(x′δp)usα(−θ(α))(z′)u−θ(α)(y′)uα(x′), (t′1, . . . , t′r))
=uβ1(Q1(x′βj , x′δj , x′−1, y′, z′ − x′−1ti)) . . . uβq(Qq(x′βj , x′δj , x′−1, y′, z′ − x′−1ti))
uδ1(P1(x′δj , x′−1, y′, z′ − x′−1ti)) . . . uδp(Pp(x′δj , x′−1, y′, z′ − x′−1ti))usα(−θ(α))(Qq+1(x′βj , x′δj , x′−1, y′, z′ − x′−1ti))
u−θ(α)(z′ − x′−1ti)uα(−x′−1)a(t′1(−x′)⟨γ1,αi⟩, . . . , t′r(−x′)⟨γr ,αi⟩).[h]
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with similar Pj ’s and Qj’s. On nα.X0 ∩X0, we have
∂ti = (−x′)⟨γi,α⟩∂t′i − (−x′)⟨γi,α⟩−1∂z′
∂tj = (−x′)⟨γj ,α⟩∂t′j pour j ≠ i
In both cases, the differential operator ∂ = ∏∂niti is the restriction of a global differential
operator on X if and only if for all family of roots (α1, . . . , αr) such that αi − θ(αi) = γi,
we have (C − I)(n1, . . . , nr) ∈ (Z≥0)r
where C is the matrix C = (⟨γj , αi⟩). But C is exactly the Cartan matrix of Φ˜ when Φ˜ is
not of type BCn, and it is the matrix
(⟨αi, γj⟩)1≤i,j≤r =
⎛⎜⎜⎜⎜⎜⎜⎝
2 −1 . . . 0 0
−1 2 . . . 0 0
. . . . . . . . . . . . . . .
0 0 . . . 2 −1
0 0 . . . −1 1
⎞⎟⎟⎟⎟⎟⎟⎠
when Φ˜ is of type BCn. Hence ∂ is the restriction of a global differential operator if and
only if Φ˜ is of type A1 (and ∂ = ∂n1t1 ), or Φ˜ is of type A2 (and ∂ = (∂t1∂t2)n). For the same
reasons as before, these operators do not lie in the image of U(g).
Remark. By looking at the classification of symmetric spaces (cf. [13] or [27]), the sym-
metric spaces G/H with simple connected G of adjoint type of type A1 or A2 such that −θ
has no fixed point in Φ are exactly the following :
(1) PGL6/PSp6 ;
(2) E6/F4 ;
(3) PGLn/GLn−1 with n ≥ 3 ;
(3’) PSO6/GL3 ≃ PGL4/GL3 ;
(4) Psp2n/P(SL2 × Sp2n−2) with n ≥ 2 ;
(5) PSOn/P(SOn−1 × k∗) with n ≥ 5 ;
(5’) PGL4/PSp4 ≃ PSO6/P(SO5 × k∗) ;
(6) F4/PSO9.
The two remaining cases of type A1 or A2 are PGL2/k∗ and PGL3/PSO3, which have to
be investigated. In these cases, −θ is the identity on Φ.
If α is fixed by −θ, the computations are more complicated, since eXα and eXθ(α) are
not commuting any more, and to get rid of the u−α(x).[h], we actually have to find some
uα(y)α∨(z)u−α(−x) in H.
• Case of PGL2/k∗. Let y = x′−1α(t′1) and let ξ such that ξ2 = 1 + y2. On the open(x′ ≠ 0, t′1 ≠ 0,1 + y2 ≠ 0) we have
nαuα(x′)a(t′1).[h] = α∨(−x′−1)uα(−x′)a(t′1)u−α(y).[h]
= α∨(−x′−1)uα(−x′)a(t′1)α∨(ξ−1)uα(y).[h]
= α∨(−x′−1)uα(−x′ + x′−1t′1
1 + x′−2t′
1
)a( t′1(1 + x′−2t′
1
)2 ).[h]
= uα( −x′
x′2 + t′
1
)a( t′1(x′2 + t′
1
)2 ).[h]
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these change of coordinates can be extended to nα.X0 ∩X0 = (x′ ≠ 0), and we get
∂t1 = (x′2 − t′1)(x′2 + t′1)∂t′1 − x′(x′2 + t′1)∂x′
Hence ∂t1 is the restriction of a global differential operator, which does not lie in the image
of U(g).
• Case of PGL3/PSO3. Let ψ = x′−1α1(a(t′1, t′2)), and let ξ such that ξ2 = (1 + ψ2).
Then we have ⎛⎜⎝
ξ − ξ−1ψ2 −ξ−1ψ 0
ξ−1ψ ξ−1 0
0 0 1
⎞⎟⎠ ∈ SO3
and in the open x′ ≠ 0, t′1t
′
2 ≠ 0,1 +ψ
2
≠ 0) we have
(nα1 .(uα1+α2(z′)uα2(y′)uα1(x′)a(t′1, t′2))).[h]
=uα1+α2(y′)uα2(−z′)α∨1(−x′−1)uα1(−x′)a(t′1, t′2)eψX−α1 .[h]
=uα1+α2(y′)uα2(−z′)uα1( −x
′
x′2 + t′
1
)a( t′1(x′2 + t′
1
)2 , t′2(x′2 + t′1)).[h]
This can be extended to nα1 .X0 ∩X0, and we get
∂t1 = (x′2 − t′1)(x′2 + t′1)∂t′1 + t′2(x′2 + t′1)∂t′2 − x′(x′2 + t′1)∂x′
∂t2 =
−1
x′2+t′
1
∂t′
2
∂t1∂t2 = (x′2 − t′1)∂t′1∂t′2 + t′2∂2t′2 − x′∂x′∂t′2
The same can be done on nα2 .X0 ∩X0 and we get
∂t1∂t2 = (y′′2 − t′′2)∂t′′1 ∂t′′2 + t′′1∂2t′′1 − y′′∂t′′1∂y′′ − x′′y′′∂t′′1 ∂z′′
Hence ∂t1∂t2 is the restriction of a global differential operator, which does not lie in the
image of U(g).
Let us remark that in both case, ξ does not depend of the representative of a(t1) (or
a(t1, t2)). We can restate these results as :
Theorem 2.7. Let X = G/H be a symmetric space with either G simple connected of
adjoint type, or G =H ×H with H simple connected of adjoint type. Let us assume that Φ˜
is of type A1 or A2. Then the morphism L ∶ U(g)→DX is not surjective.
Remark. Let TX be the tangent sheaf on X. The canonical sheaf ωX is isomorphic
to L− ∑
α∈Φ+
1
α, and ω⊗−1X is ample (cf. [9] (8.4)), hence X is Fano. By [2] (4.2), we get
H1(X,TX) = 0, hence the exact sequence
0→ Γ(X,OX)→ Γ(X,D1X)→ Γ(X,TX)→ 0
splits, and Γ(X,D1X) = Γ(TX) ⊕ k = Lie(Aut0(X)) ⊕ k. If Φ˜ is of type A1, ∂t1 lies in the
image of
L′ ∶ U(Lie(Aut0(X))) →DX
hence g ⊊ Lie(Aut0(X)). For example, we know in the case of PGL2 × PGL2/PGL2 that
Aut0(X) = PSL4, (cf. [8] (2.4.5)).
When Φ˜ is of type A1, X = G/H has only two G-orbits (the open G-orbit Ω and its
complement D1, which is a smooth irreducible divisor). Let us recall that Pic(X) is freely
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spanned by the set ∆X of colors of X (ie. irreducible B-stable but not G-stable divisors).
Then we have integers aD such that in Pic(X), we have
[D1] = ∑
D∈∆X
aD[D]
When Φ˜ is of type A1, all these integers aD are non-negative. But by [8](2.3.2) and (2.4.2)
we know that if X is a wonderful variety, it is also a Aut0(X)-wonderful variety, and the
complement to its open Aut0(X)-orbit is a union D1 ∪ . . . ∪Dp, where the Dj are exactly
the G-stable smooth divisors such that there exists a negative ai,Dj , and these ai,Dj have
been computed in [28] for wonderful varieties of rank 1 and 2. Hence X is a flag variety
for Aut0(X). (cf. [2])
3 Structure of DY,L-module of H0(Y,L) via geometric invari-
ant theory
Since wonderful compactifications Y of symmetric spaces with reduced root system Φ˜
of type A1 are actually flag variety for a bigger group, we already know what the algebra
DX is. In this section, we will be interested in the case of the wonderful compactification
of PGL3, PGL3/PSO3 and of PGL6/PSp6, which are of type A2. We will use a description
of these compactifications as direct limits of GIT quotients of some Grassmannian X, as it
is explained in [26], and this limit happens to be exactly one of these GIT quotients. We
will use this description and what is known about differential operators on Grassmannians
to show that in these cases, DY is of finite type, and that the H0(Y,L) are simple as
DY,L-modules. For more details about GIT quotients and their variations, one can check
[19], [10], [25], [21], and [7] for quotients by a torus.
3.1 Thaddeus’ theorem
Let us recall that if X is a projective algebraic variety acted on by a reductive group G,
and if L is a G-linearized very ample line bundle, we call GIT quotient of X the rational
map
X →X//G = Proj(⊕
n≥0
H0(X,L⊗n)G)
which is defined over the open set of semistable points Xss(L). Let PicG(X) denote the
group of isomorphism classes of G-linearized invertible sheaves on X, let PicG(X)0 be
the subgroup of PicG(X) of homologically trivial L with trivial G-linearization, and let
NSG(X) = PicG(X)/PicG(X)0. By [10], we can parametrize the different GIT quotients
with a polytope lying in the G-ample cone CG(X) of the G-Neron-Severi group NSG(X)
of X, that is giving to the family of non-isomorphic GIT quotients of X by G a structure of
inverse system, giving rise to the inverse limit of all GIT-quotients of X by G, dominating
all GIT quotients, which will be denoted by X//G. In [26], Thaddeus stated the following
result :
Proposition 3.1.
(1) The wonderful compactification of PGLn is isomorphic to X//C∗, where X = Grn(Cn⊕
C
n), with C∗ acting with the weight 1 on the first Cn and with the weight -1 on the second
one.
(2) The wonderful compactification of PGLn/PSOn is isomorphic to X//C∗, where X =
LaGrn(Cn ⊕Cn) is a Grassmannian of Lagrangian subspaces (for the standard symplectic
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form), with C∗ acting with the weight 1 on the first Cn and with the weight -1 on the second
one.
(3) If n is even, the wonderful compactification of PGLn/PSpn is isomorphic to X//C∗,
where X = OGr+n(Cn⊕Cn) is the connected component containing Cn⊕0 of the Grassman-
nian of orthogonal subspaces (for the quadratic form defined by (0 I
I 0
) with C∗ acting with
the weight 1 on the first Cn and with the weight -1 on the second one.
Moreover, if L is a C∗-linearized invertible sheaf on X, the stability and semistability
of a point U can be explicitly expressed with dim(U ∩ (Cn ⊕ 0)) and dim(U ∩ (0 ⊕Cn)).
For example, U ∈ X is semistable (resp. stable) for a very ample sheaf L with trivial
C
∗-linearization if and only if both these dimensions are less (resp. strictly less) than n
2
.
3.2 Case of PGL3
We will now investigate the case of the wonderful compactification of PGL3, the two
other cases being similar. In this case, we only have a few non-isomorphic GIT quotients,
and it happens that X//C∗ is exactly the GIT quotient X//C∗ for any very ample L with
trivial C∗-linearization.
Let G = PGL3, and let T ⊂ B ⊂ G be the maximal torus of diagonal matrices and the
Borel subgroup of upper-triangular matrices of G. Let us denote by Φ = Φ(G,T ) its root
system, and by α1 and α2 the two simple roots obtained by this choice of B. Let V = C3,
with a basis (e1, e2, e3), and let (e∗1 , e∗2 , e∗3) be its dual basis. Let C∗ act on V ⊕ V ∗ with
weights 1 on V and -1 on V ∗, and let X = Gr3(V ⊕ V ∗) and Y = G. Let L be a very
ample sheaf with trivial C∗-linearization, let Xss(0) denote the set of semi-stable points
for L and let Y (0) be its associated GIT quotient. Since the semistable points for this
L are all stable, the morphism π0 ∶ Xss(0) → Y (0) is a geometric quotient, ie. points in
Y (0) are exactly C∗-orbits in Xss(0). We know we already have a G-equivariant dominant
morphism d0 ∶ Y → Y (0).
For M ∈ GL3, let ΓM = {v ⊕Mv∗, v ∈ V } be the graph of M . ΓM is a 3-dimensional
subspace of V ⊕ V ∗, with trivial intersection with V ⊕ 0 and 0 ⊕ V ∗, hence ΓM ∈ Xss(0).
For t ∈ C∗, we have
t.ΓM = {tv ⊕ t−1Mv∗, v ∈ V } = {v ⊕ t−2Mv∗, v ∈ V } = Γt−2M
Hence we get a morphism
π ∶ G → Y (0)[M] ↦ {Γx−1M , x ∈ C∗}
Let us recall we have an embedding X ↪ P(Λ3(V ⊕ V ∗)) =∶ P . X is a C∗-stable closed
subset of P , and Y (0) can be seen as a closed subset of P (0) = Proj(C[Λ3(V ⊕ V ∗)]C∗).
Let us denote by ι the inclusion Y (0) → P (0). Let t = diag(a, b, c) ∈ GL3. We have
ι(π([t])) = {[(xe1 ⊕ x−1ae∗1) ∧ (xe2 ⊕ x−1be∗2) ∧ (xe3 ⊕ x−1ce∗3)], x ∈ C∗}
and [t] ↦ ι(π([t])) has trivial fibres, hence π∣T is an isomorphism onto its image. Let us
denote by t1 = ab and by t2 =
b
c
.
Let < be an order such that e1 < e2 < e3 < e∗1 < e
∗
2
< e∗
3
, let B be the set of subfamilies of
3 vectors b1 < b2 < b3 of the canonical basis of V ⊕V ∗, and let B ∈ B. Let IB = {i∣∃j, bj = ei}
and I∗B = {i∣∃j, bj = e∗i }, and let ΛU I∗BIB ∶= b1 ∧ b2 ∧ b3. the family (ΛU I
∗
B
IB
)B∈B forms a basis
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of Λ3(V ⊕ V ∗), and let ((ΛU I∗B
IB
)∗) be its dual basis. Then C[Λ3(V ⊕ V ∗)] is spanned as
an algebra by the (ΛU I∗BIB )∗, and since the weight of (ΛU I
∗
B
IB
)∗ is given by ∣IB ∣− ∣I∗B ∣, we get
that C[Λ3(V ⊕ V ∗)]C∗ is of finite type. We can show that
Proposition 3.2. In the cases of PGL3, PGL3/PSO3 and of PGL6/PSp6, d0 is an iso-
morphism.
Proof. The aim is to show that Y (0) is a wonderful compactification of G ×G/G, and we
will use that wonderful compactifications are unique up to isomorphism. Recall we have
an inclusion X ↪ P(Λ3(V ⊕ V ∗)). Let G′ = SL6, and g′ its Lie algebra. We will first
decompose the G′-module Λ3(V ⊕ V ∗) as a sum of irreducible G ×G-modules. It is done
by looking at highest weight vectors for G ×G in Λ3(V ⊕ V ∗), which are given by ΛU3
1,2
(which is of weight (̟2,̟′2), and 1 for C∗), ΛU2,31 (which is of weight (̟1,̟′1), and -1
for C∗), and ΛU1,2,3 and ΛU1,2,3, which are both of weight 0, and respectively 3 and -3 for
C
∗. Hence as a G ×G-module, we have
Λ3(V ⊕ V ∗) = V(̟2,̟′2) ⊕ V(̟1,̟′1) ⊕C⊕C
where V(̟2,̟′2) = End(Λ2(C3)) and V(̟1,̟′1) = End(C3). If we denote by (xi) a basis
of V ∗(̟2,̟′2)
, by (yj) a basis of V ∗(̟1,̟′1), and respectively by z and t a nonzero vector in(0⊕ 0⊕C⊕ 0)∗ and in (0⊕ 0⊕ 0⊕C)∗, we have
C[Λ3(V ⊕ V ∗)]C∗ = C[xiyj, xixjxkt, yiyjykz, zt]
Let
V = (V(̟2,̟′2) ⊗ V(̟1,̟′1))⊕ (Sym3(V(̟2,̟′2))⊗C)⊕ (Sym3(V(̟1,̟′1))⊗C)⊕ (C⊗C)
Then we have a surjective morphism Sym(V )→ C[Λ3(V ⊕V ∗)]C∗ , and we have inclusions
G↪ Y (0)↪ Proj(C[Λ3(V ⊕ V ∗)]C∗)↪ P(V )
sending 1 to a PGL3-invariant [v] such that v has a nonzero part in V(̟2,̟′2) ⊗ V(̟1,̟′1),
which is of weight (ρ, ρ′). Since V has a regular special highest weight (which is (ρ, ρ′)),
and since the PGL3-invariants in (Sym3(V(̟2,̟′2))⊗C)⊕ (Sym3(V(̟1,̟′1))⊗C)⊕ (C⊗C)
are all of weight 0, we get thanks to [9] (4.1) that Y is isomorphic to the closure of the
image of G in P(V ), which is Y (0).
Now we would like to compare X and Xss(0). The set of unstable points Xus(0) =
X ∖Xss(0) has two connected components
F1 = {U ∈X,dim(U ∩ (V ⊕ 0)) ≥ 2} and F2 = {U ∈X,dim(U ∩ (0⊕ V ∗)) ≥ 2}
both of them being of dimension 5 (generically, we obtain U ∈ F1 as a direct sum of a 2-
dimensional subspaceW ⊂ V ⊕0 with a 1-dimensional subspaceW ′ ⊂ (V ⊕0)/W ⊕50⊕V ∗),
and the same goes for F2). Since X is smooth and of dimension 9, if we denote by i the
inclusion Xss(0) →X, we have OX = i∗OXss(0). Now we will show
Proposition 3.3. In the cases of PGL3, PGL3/PSO3 and of PGL6/PSp6, DY is a C-
algebra of finite type.
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Proof. Let Ω be an affine open subset of Y (0). Then π0(Ω) is an affine open C∗-invariant
subset of Xss(0), and C[Ω] = C[π−10 (Ω)]C∗ . By seeing differential operators on π−10 (Ω) as
endomorphisms of C[π−1
0
(Ω)], we get a restriction morphism
DX(π−10 (Ω))C∗ → DY (0)(Ω)
d ↦ d∣C[Ω]
Let U ∈ X, and let v ∈ Λ3(V ⊕V ∗) such that ι(U) = [v]. Let us write v = w−3⊕w−1⊕w1⊕w3,
where wi denotes the part of v of weight i. Then
Xss(0) = {U ∈ X ∣w−3 or w−1 ≠ 0,w1 or w3 ≠ 0}
We have
Lemma 3.4. For U ∈ Xss(0), w1 and w−1 are nonzero.
Let (b1, b2, b3) be a basis of U , and write bi = fi ⊕ f ′i , with fi ∈ V and f ′i ∈ V ∗. Let
us choose the bi such that the nonzero fi’s and the nonzero f ′i ’s are linearly independent.
Since U is semistable, we have ∣{i∣fi ≠ 0}∣ ≥ 2 and ∣{i∣f ′i ≠ 0}∣ ≥ 2, hence w1 and w−1 are
nonzero.
Hence for all U ∈ Xss(0), its stabilizer for the C∗-action is Z/2Z. We can cover Y (0)
by affine open subsets Ωi such that the following diagram commutes
π−10 (Ωi) ≃ C∗ ×Ωi (t, x)
↓ ↓ ↧
Ωi ← C∗ ×Ωi (t2, x)
x ←[ (t, x)
We have isomorphisms
C[π−1
0
(Ωi)] ≃ C[Ωi]⊗C[t±2i ]
DX(π−10 (Ωi)) ≃ C[t±2i , ∂t2i ]⊗DY (0)(Ωi)
DX(π−10 (Ωi))C∗ ≃ C[ti∂ti]⊗DY (0)(Ωi)
And we can lift differential operators on Ωi with
rn ∶ DY (0)(Ωi) → DX(π−10 (Ωi))C∗
d ↦ d˜ ∶= (ti∂ti)n ⊗ d
for all n ≥ 0. Moreover, if d ∈ DY (0)(Ωi ∩Ωj), then rn(d∣Ωi) = rn(d∣Ωj) on C[π−10 (Ωi ∩Ωj)],
and ti∂ti = ±tj∂tj . Hence we can glue the rn’s together and get maps
rn ∶ DY (0)(Ω)→ DX(π−10 (Ω))C∗
for all n ≥ 0, and for each open Ω ⊂ Y (0) we have an isomorphism
DY (π−10 (Ω))C∗ ≃ C[t∂t]⊗DY (0)(Ω)
Since codimXus(0) ≥ 2, we get
DC
∗
X = DX(Xss(0))C∗ = C[t∂t]⊗DY
Recall we have a filtration of DX by the DmX , which are the global differential operators
of degree at most m. Since X is a flag variety for G′, gr(DX) is a commutative C-algebra
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of finite type (cf. [4]), and gr(DX)C∗ is of finite type. Since C∗ stabilizes DmX , Dm−1X admits
a C∗-stable supplement in DmX , which will be denoted by E
m. We have
gr(DC∗X ) = ⊕
n≥0
(DmX)C∗/(Dm−1X )C∗
= ⊕
n≥0
(Em)C∗
= (⊕
n≥0
Em)C∗
= (gr(DX))C∗
Hence gr(DC∗X ) and DC∗X are C-algebras of finite type, and since from above we have a
surjective morphism DC
∗
X → DY , DY is also of finite type.
We will now look at the DX,L-module structure of H0(X,L) for an invertible sheaf L
on Y . Since Y is smooth, we have a correspondence between invertible sheaves on Y and
Cartier divisors on Y . Let (fi) be the Cartier divisor associated to L. Since the quotient
Xss(0) → Y (0) is a good categorical quotient, each fi can be seen as C∗-invariant rational
functions on Xss(0), which can be uniquely extended to C∗-invariant functions f˜i on X
such that the fi
fj
are regular when needed. Let us denote by L the invertible sheaf on X
associated to the Cartier divisor (f˜i). We have for each open subset Ω ⊂ Y (0)
L(Ω) ≃ L(π−10 (Ω))C∗
If L = OY (d) for a Weil divisor d, then L = OX(D) with D ∶= π−10 (d). To avoid confusion,
we will now use L to denote invertible sheaves on Y , and L to denote invertible sheaves
on X.
Let
T ′ = {
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
∗ 0 0 0 0 0
0 ∗ 0 0 0 0
0 0 ∗ 0 0 0
0 0 0 ∗ 0 0
0 0 0 0 ∗ 0
0 0 0 0 0 ∗
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
},B′ = {
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗
0 0 0 0 ∗ ∗
0 0 0 0 0 ∗
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
}, P ′ = {
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗
0 0 0 ∗ ∗ ∗
0 0 0 ∗ ∗ ∗
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
}
be subgroups of G′. Let β1, . . . , β5 be the simple roots, and ω1, . . . , ω5 the associated
fundamental weights. We have X = G′/P ′, and P ′ is the parabolic maximal subgroup
associated to the simple root β3. Since Pic(X) = Z, we know that invertible sheaves on X
are isomorphic to some Lk̟3 . Moreover, C
∗ acts on X via the one–parameter subgroup
2̟∨3 .
Let us recall that Pic(Y ) is spanned by OY (d1) and OY (d2), where d1 and d2 are the
colors (irreducible B-stable but not G-stables divisors) of X. Let Di = π−10 (di). There
exists k1 and k2 such that OX(Di) = Lki̟3 . The B ×B− open orbit of G is given by the
equations
g3,3 ≠ 0 and g2,2g3,3 − g2,3g3,2 ≠ 0
where gij denotes the (i, j)-coefficient of g ∈ GL3. Up to renumbering the di’s, the Di’s are
given on π−1
0
(G) by the equations
F1 ∶=
(ΛU31,2)∗
(ΛU1,2,3)∗ = 0 and F2 ∶=
(ΛU2,3
1
)∗
(ΛU1,2,3)∗ = 0
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which are respectively of weight -2 and -4 for the action of C∗. Let Ui be a trivializing
open subset for Lki̟3 , and let Ωi be its intersection with π
−1
0 (G). We have
OX(Di)(Ωi)C∗ = OX(Ωi)−2i . 1Fi
= Lki̟3(Ωi)3ki−2i . 1Fiσki̟3
where σki̟3 is a trivializing section of Lki̟3 , and where L(Ωi)n denotes the weight n part
of L(Ωi). Hence for each C∗-invariant open subset U ⊂X, we have
OX(Di)C∗ ≃ Lki̟3(Ωi)3ki−2i
and for all invertible sheaf L on Y , there exists k,n ∈ Z such that for all open U ⊂ Y we
have
L(U) ≃ Lk̟3(π−10 (U))n
Recall that if L is an invertible sheaf on Y , we can define the sheaf of differential operators
of L as
DY,L = L⊗DY ⊗L
⊗−1
and let DY,L be the algebra of its global section. We can show
Theorem 3.5. In the cases of PGL3, PGL3/PSO3 and of PGL6/PSp6, let L be a invertible
sheaf on Y . Then H0(Y,L) is either 0 or simple as a left DY,L-module.
Proof. Let us assume H0(Y,L) ≠ 0. Let k,n be integers such that for all open U ⊂ Y , we
have L(U) ≃ Lk̟3(π−10 (U))n. We have H0(Y,L) = H0(X,Lk̟3)n, and since X is a flag
variety, H0(X,Lk̟3) is a simple left DX,k̟3-module, and H0(X,Lk̟3)n is a simple left
DC
∗
X,k̟3
-module.
Let Ω ⊂ Y be an affine open subset. We write
DX,k̟3(π−10 (Ω))C∗ = ⊕
p,q∈Z
Lk̟3(π−10 (Ω))n+2p ⊗DX(π−10 (Ω))2q ⊗L⊗−1k̟3(π−10 (Ω))−n−2p−2q
A section of ((Lk̟3)n+2p ⊗ (DX)2q ⊗ (L⊗−1k̟3)−n−2p−2q)(π−10 (Ω)) can be written as a linear
combination of
s = t2pσ ⊗ t2q∂(t2∂t2)k ⊗ t−2p−2qτ
where σ ∈ Lk̟3(π−10 (Ω))n, ∂ ∈ DY (Ω), τ ∈ L⊗−1k̟3(π−10 (Ω))−n and k ≥ 0. s acts on
Lk̟3(π−10 (Ω))n as c(p, q, k,n).σ ⊗ ∂ ⊗ τ , where c(p, q, k,n) is a scalar which does not
depend on Ω (∂ commutes with t2). Hence H0(X,L)n is a simple left H0(X, (Lk̟3)n ⊗
DY ⊗ (L⊗−1k̟3)−n)-module, and since
H0(X, (Lk̟3)n ⊗DY ⊗ (L⊗−1k̟3)−n) =DY,L
it is a simple left DY,L-module.
Remark. When G˜ is a connected adjoint group of type E6, there is an order two outer
automorphism of E6 whose fixed points form a group H of type F4, and the restricted
root system of the symmetric space G/H is of type A2. In this case, we still can show
that Y = G˜/H is isomorphic to a GIT quotient by a C∗ of a flag variety G′/P , where G′ is
simply connected of type E7 and where P is a maximal parabolic, and that DY is of finite
type. This is done using the following description of groups of type E6 and E7, which can
be found in [22].
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Let A ∶= V̟1 and B ∶= V̟6 be the two non-isomorphic irreducible representations of
dimension 27 of a group of type E6. Then we can construct a connected simply connected
group G of type E6 as a subgroup of GL(A) ×GL(B), and H can be seen as the fixed
points of the automorphism permuting A and B. Moreover, as vector spaces, A ≃ B ≃
M3 ⊕M3 ⊕M3, where M3 is the space of 3 × 3 matrices. Define
i ∶ C∗ → GL(A) ×GL(B)
t ↦ (t, t−1)
and H1 = i(C∗).G.
Now let V̟7 be the irreducible representation of highest weight ̟7 of G
′. Its dimension
is 56, and it can be decomposed as a G-module as
V̟7 = A⊕B ⊕C⊕C
Moreover, we can see H1 as the subgroup of G′ stabilizing this decomposition. Let w =
I3 ⊕ I3 ⊕ I3 ∈M3 ⊕M3 ⊕M3, and let v = (w,w,1,1) ∈ V̟7 . Then the map
H1 → P(V̟7)
h ↦ h.[v]
has fibres isomorphic to H, which gives an inclusion H1/H ↪ P(V̟7), and this map factors
through G′/P , where P is a conjugate of P̟7 . Hence we have H1/H ↪ G′/P ↪ P(V̟7).
Moreover, i is inducing an action of C∗ on V̟7 , with weights 1, -1, -3 and 3 on A, B,
0⊕ 0⊕C⊕ 0 and 0⊕ 0⊕ 0⊕C, and we have morphisms
G˜/H ↪ (G′/P )//C∗ ↪ P(V̟7)//C∗
where quotients are done for ample line bundles with trivial C∗-linearization. If we denote
by (xi) a basis of A∗, (yj) a basis of B∗, and by z and t two nonzero vectors respectively
of (0⊕ 0⊕C⊕ 0)∗ and (0⊕ 0⊕ 0⊕C)∗, we have
C[V̟7]C∗ = C[xiyj, xixjxkt, yiyjykt, zt]
Let
V = (A⊗B)⊕ (Sym3(A)⊗C)⊕ (Sym3(B)⊗C)⊕ (C⊗C)
Then we have a surjective morphism Sym(V )→ C[V̟7]C∗ , and we have inclusions
G˜/H ↪ (G′/P )//C∗ ↪ Proj(C[V̟7]C∗)↪ P(V )
Since V has a regular special highest weight (which is ̟1+̟6), and since the H-invariants
in (Sym3(A)⊗C)⊕(Sym3(B)⊗C)⊕(C⊗C) have weight 0, Y is isomorphic to the closure
of the image of G˜/H in P(V ), which is (G′/P )//C∗.
Using the description in [7] of (semi-)stable points for GIT quotients by a torus, we
still have that
Xs(0) =Xss(0) = {U ∈ X ∣w−3 or w−1 ≠ 0,w1 or w3 ≠ 0}
and that the quotient (G′/P )//C∗ is geometric. Hence the same proof than before gives
us that DY is of finite type, since G′/P is a flag variety for G′.
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4 DY,L-module structure of higher cohomology groups
Since Xus(0) is not empty, it is not necessarily true when i > 0 that H i(Y,L) =
H i(X,Lk̟3)n for some k and n. The difference can be expressed in terms of local coho-
mology groups H iXus(X,Lk̟3) that we will now introduce. One can check [11], [12], [16]
for more details.
4.1 Local cohomology
Let X be an algebraic variety, let Z ⊂X be a closed subset, and let F be a OX -module.
Let
ΓZ(X,F) = {σ ∈ Γ(X,F)∣σ∣X∖Z = 0}
If Z2 ⊂ Z1 are two closed subsets of X, we have an injection ΓZ2(X,F) → ΓZ1(X,F), and
let
ΓZ1/Z2(X,F) = ΓZ1(X,F)/ΓZ2(X,F)
Let H iZ(X,●) and H iZ1/Z2(X,●) be the right derived functors of ΓZ(X,●) and ΓZ1/Z2(X,●).
This is done using Godement resolutions for H i
Z1/Z2
(X,●) since ΓZ1/Z2(X,●) is not nec-
essarily left exact. Remark we have H i
Z/∅(X,F) = H iZ(X,F). Now let ΓZ1/Z2(F) be the
sheaf associated to the presheaf U ↦ Γ(Z1∩U)/(Z2∩U)(U,F∣U ), and HiZ1/Z2(F) be the sheaf
associated to the presheaf U ↦ H(Z1∩U)/(Z2∩U)(U,F∣U ). We will recall a few properties of
these functors.
Proposition 4.1. Let F be a OX -module, and let Z3 ⊂ Z2 ⊂ Z1 be three closed subsets of
X.
(1) We have two long exact sequences
. . . →H i−1Z1/Z2(X,F) → H iZ2/Z3(X,F) →H iZ1/Z3(X,F) →H iZ1/Z2(X,F) →H i+1Z2/Z3(X,F) → . . .
and
. . . →Hi−1Z1/Z2(F) →HiZ2/Z3(F) →HiZ1/Z3(F) →HiZ1/Z2(F) →Hi+1Z2/Z3(F)→ . . .
In particular, if Z1 =X and Z3 = ∅, and if j ∶X ∖Z2 →X is the inclusion, we have a short
exact sequence
0→H0Z2(F)→ F → j∗(F∣X∖Z2)→H1Z2(F)→ 0
and isomorphisms Hi+1Z2 (F) = Rij∗(F∣X∖Z2) for i > 0.
(2) We have an isomorphism
H iZ1/Z2(X,F) ≃H iZ1∖Z2(X ∖Z2,F)
(3) (Excision lemma) If V ⊂X is open and containing Z1, we have
H iZ1/Z2(X,F) →H iZ1/Z2(V,F∣V )
(4) Let X ′ be an algebraic variety, let f ∶ X → X ′ be a morphism, and Z ′2 ⊂ Z
′
1 two closed
subsets of X ′. We have a spectral sequence
H
p
Z1/Z2
(X ′,Rqf∗F)⇒H∗f−1Z1/f−1Z2(X,F)
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(5) If j ∶ X ∖Z2 → X is the inclusion, we have a spectral sequence
Rpj∗H
q
Z1∖Z2
(F∣X∖Z2)⇒H∗Z1/Z2(F)
(6) If Z1 is the disjoint union of two closed subsets A and B, we have
H iZ1(X,F) =H iA(X,F) ⊕H iB(X,F)
(7) If W2 ⊂ W1 are two closed subsets of X, let S1 ∶= Z1 ∩W1, and let S2 ∶= (W1 ∩ Z2) ∪(W2 ∩Z1). We have a spectral sequence
H
p
W1/W2
(X,Hq
Z1/Z2
(F))⇒H∗S1/S2(X,F)
In particular, when W1 =X and W2 = ∅, we get the spectral sequence
Hp(X,Hq
Z1/Z2
(F))⇒ H∗Z1/Z2(X,F) (∗)
Let us show a sufficient condition for the last spectral sequence to degenerate.
Proposition 4.2. If Z1 ∖Z2 is affine, and is F is quasi-coherent, we have
H iZ1/Z2(X,F) =H0(X,HiZ1/Z2(X,F))
Proof. Let us recall the following properties :
• If Y is closed and F quasi-coherent, then HiY (F) is quasi-coherent for all i.
• Under the same hypotheses, we have an isomorphism
lim
→
ExtiOX(OX/I⊗mY ,F) →HiY (F)
• If (Fα) is a inverse system of abelian sheaves on X, we have an isomorphism
H i(X, lim
→
Fα) = lim
→
H i(X,Fα)
Proofs can be found respectively in [11] II.3, [11] II.6 and [17] 8.
Let F ′ = F∣X∖Z2 . Since Z1 ∖Z2 is affine, the map
ExtiOX∖Z2
(OX∖Z2/I⊗mZ1∖Z2 ,F ′)→ ExtiOX∖Z2 (OX∖Z2/I⊗m+1Z1∖Z2 ,F ′)
is an inclusion, and it gives us a long exact sequence
. . . → Hp(X ∖Z2,ExtiOX∖Z2 (OX∖Z2/I⊗mZ1∖Z2 ,F ′))
→ Hp(X ∖Z2,ExtiOX∖Z2 (OX∖Z2/I⊗m+1Z1∖Z2 ,F ′)) →Hp(X ∖Z2,Gm)→ . . .
where Gm denotes the quotient, which is quasi-coherent and annihilated by IZ1∖Z2 , hence
it can be seen as a OZ1∖Z2-module, and if j ∶ Z1 ∖ Z2 → X ∖ Z2 is the inclusion, we have
j∗j
∗Gm = Gm, and the spectral sequence
Hp(X ∖Z2,Rqj∗j∗Gm)⇒H∗(Z1 ∖Z2, j∗Gm)
degenerates, hence Hp(Z1 ∖ Z2, j∗Gm) = Hp(X ∖ Z2,Gm) = 0 since Z1 ∖ Z2 is affine and
j∗Gm is quasi-coherent. Hence for i > 0 we have surjections
Hp(X ∖Z2,ExtiOX∖Z2 (OX∖Z2/I⊗mZ1∖Z2 ,F ′))→Hp(X ∖Z2,ExtiOX∖Z2 (OX∖Z2/I⊗m+1Z1∖Z2 ,F ′))
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that give us Hp(X ∖Z2,ExtiOX∖Z2 (OX∖Z2/I⊗mZ1∖Z2 ,F ′)) = 0, since it is true for m = 0. Then
for i > 0 we have
Hp(X ∖Z2,HqZ1∖Z2(F ′))
=Hp(X ∖Z2, lim
→
ExtiOX∖Z2
(OX∖Z2/I⊗mZ1∖Z2 ,F ′))
= lim
→
Hp(X ∖Z2,ExtiOX∖Z2 (OX∖Z2/I⊗mZ1∖Z2 ,F ′)) = 0
Hence
H iZ1∖Z2(X ∖Z2,F ′) =H0(X ∖Z2,HiZ1∖Z2(F ′))
for i > 0. If ι ∶ X ∖ Z2 → X is the inclusion, for the same reasons as before, we have
Rpι∗H
q
Z1∖Z2
(F ′) for all p > 0, hence the spectral sequence
Rpι∗H
q
Z1∖Z2
(F ′)⇒H∗Z1/Z2(F)
degenerates, and we get
H iZ1/Z2(X,F) =H iZ1∖Z2(X ∖Z2,F ′)
=H0(X ∖Z2,HiZ1∖Z2(F ′))
=H0(X, ι∗HiZ1∖Z2(F ′))
=H0(X,HiZ1/Z2(F))
Thanks to the excision lemma and to the spectral sequence (∗), it is easy to show that
Proposition 4.3. Let X be a Cohen-Macaulay variety (ie. all local rings OX,x have di-
mension equal to their depth), and F a locally free sheaf on X.
(1) If Z ⊂X is closed, then HiZ(F) = 0 for i < codim(Z). Moreover, if IZ is locally spanned
by codim(Z) elements, then HiZ(F) = 0 for i > codim(Z).
(2) If Z ⊂ X is locally closed, then H iZ(X,F) = 0 for i < codim(Z). Moreover, if V is
open and containing Z as a closed subset, if Z is affine, and if IZ is locally spanned by
codim(Z) elements, then H iZ(X,F) = 0 for i > codim(Z).
4.2 Cousin complexes
If Z4 ⊂ Z3 ⊂ Z2 ⊂ Z1 are four closed subsets of X, we have different long exact sequences
that give us the following diagram
⋮ ⋰
H
j−1
Z1/Z2
(X,F)
. . . H
j
Z2/Z4
(X,F) Hj
Z2/Z3
(X,F) Hj+1
Z3/Z4
(X,F) . . .
H
j
Z1/Z4
(X,F) Hj
Z1/Z3
(X,F)
⋰ ⋮
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Hence we have morphisms
H
j−1
Z1/Z2
(X,F) d→Hj
Z2/Z3
(X,F) d′→Hj+1
Z3/Z4
(X,F)
The idea of Cousin complexes is to generalize this to a filtration
{Z} = (∅ = Zn+1 ⊂ Zn ⊂ . . . ⊂ Z1 ⊂ Z0 =X)
of X. We obtain complexes
0→H0(X,F) →H0Z0/Z1(X,F) →H1Z1/Z2(X,F) → . . . →HnZn(X,F) → 0
and
0→ F →H0Z0/Z1(F) →H1Z1/Z2(F)→ . . . →HnZn(F) → 0
which will be respectively denoted by Cousin{Z}F and Cousin{Z}F . In [16], Kempf showed
that
Proposition 4.4. Assume that
(a) the local Cousin complex Cousin{Z}F is exact ;
(b) for all i, Zi ∖Zi+1 is affine.
Then :
(1) Cousin{Z}F is the complex of global sections of Cousin{Z}F ;
(2) the i-th homology group of Cousin{Z}F is isomorphic to H i(X,F). In particular, if
H i(X,F) = 0 for all i > 0, the complex Cousin{Z}F is a resolution of H0(X,F).
Moreover, he gave the following equivalent conditions to (a) :
(A) HiZp(F) = 0 when p ≠ i ;
(A1) HiZp(F) = 0 when p > i ;
(A2) Hi
Zp/Zp+1
(F) = 0 when p ≠ i
and when {Z} is a filtration of X satisfying (b) and such that for all i, codim(Zi) = i, (A)
is satisfied for all locally free sheaves.
Now assume we have a filtration {Z} of X satisfying (b) such that for all i, codim(Zi) =
i, and let F be a quasi-coherent sheaf on X.
Definition. We define the i-th restricted Cousin complex F relatively to {Z} as the
complex
0→H iZi(X,F) →H iZi/Zi+1(X,F) →H i+1Zi+1/Zi+2(X,F) → . . . → HnZn(X,F) → 0
and it will be denoted as Cousin{Z},iF . Equivalently, we define the i-th restricted local
Cousin complex of F relatively to {Z} as
0→HiZi(F) →HiZi/Zi+1(F) →Hi+1Zi+1/Zi+2(F)→ . . . →HnZn(F) → 0
and it will be denoted as Cousin{Z},iF
They are actually complexes since the diagram
H iZi(X,F)
. . . H i
Zi/Zi+2
(X,F) H i
Zi/Zi+1
(X,F) H i+1
Zi+1/Zi+2
(X,F) . . .
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commutes, and since bottom line is exact. The i-th restricted Cousin complex allows us
to compute the Hj(X,HiZiF) :
Theorem 4.5. Let {Z} be a filtration of X satisfying (C), and let F be a quasi-coherent
sheaf satisfying (a). Then
(1) we have an isomorphism Cousin{Z},iF →H0(X,Cousin{Z},iF) ;
(2) le j-th homology group of Cousin{Z},iF is isomorphic to Hj(X,HiZiF). In particular,
when the Hj(X,HiZiF) for j > 0 are all zero, the complex Cousin{Z},iF is a resolution of
H i(X,F).
Proof. Let us recall that for all Z2 ⊂ Z1, W2 ⊂ W1, and S1 ∶= Z1 ∩W1, S2 = (W1 ∩ Z2) ∪(W2 ∩Z1), we have a spectral sequence
H
p
W1/W2
(X,Hq
Z1/Z2
(F))⇒H∗S1/S2(X,F)
Let F satisfying the equivalent conditions (a),(A),(A1) and (A2).
Let k ≥ i. Since (A2), we have Hj
Zk/Zk+1
(F) = 0 for j ≠ k. The spectral sequence
H
p
Zi
(X,Hq
Zk/Zk+1
(F))⇒H∗Zk/Zk+1(X,F)
degenerates and gives us Hk
Zk/Zk+1
(X,F) =H0Zi(X,HkZk/Zk+1(F)). Moreover, (A1) gives us
Hp
Zi
(F) = 0 for p < i, hence we get with the spectral sequence
H
p
Zi
(X,Hq
Zi
(F))⇒H∗Zi(X,F)
an isomorphism H iZi(X,F) =H0Zi(X,HiZi(F)), which proves (1).
To prove (2), let us start to show that Cousin{Z},iF is a resolution of H
i
Zi
(F). Let
p ≥ i. Since F satisfies (A), we have
Hp
Zp+1
(F) =Hp+1
Zp
(F) = 0
and we obtain a short exact sequence
0→Hp
Zp
(F)→Hp
Zp/Zp+1
(F)→Hp+1
Zp+1
(F) → 0
Since it is true for all p ≥ i, we get that Cousin{Z},iF is a resolution of H
i
Zi
(F). Moreover,
since Zk∖Zk+1 is affine, Hj(X,HZk/Zk+1(F)) = 0 for j > 0, hence Cousin{Z},iF is an acyclic
resolution of HiZi(F). This proves (2).
When X = G/P is a flag variety of dimension n, and if B ⊂ P is a Borel subgroup,
define for all w ∈ WP , the Bruhat cell Xw = BwP /P , which is of dimension l(w). Take
Zi to be the union of all Bruhat cells of codimension at least i, then Zi ∖ Zi+1 is affine,
and the complex Cousin{Z}F is a resolution of H0(X,F). When F = Lλ is an invertible
sheaf with nonzero global sections, this resolution is actually dual to the BGG resolution
of the irreducible highest weight module Vλ. If Xw is a Bruhat cell in X, we will use the
same idea to construct Cousin complexes Cousin{Z},wF and Cousin{Z},wF by restricting
our filtration to Xw, and we will look how close Cousin{Z},wF is to be a resolution of
H i
Xw
(X,F).
Since Zi ∖Zi+1 is the disjoint union of all B-orbits of codimension i, we have
H i
Zi/Zi+1
(X,F) = H iZi∖Zi+1(X ∖Zi+1,F)
= ⊕
l(w)=n−i
H iXw(X ∖Zi+1,F)
= ⊕
l(w)=n−i
H iXw(X,F)
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by excision lemma. Hence morphisms in Cousin{Z}F are
di ∶ ⊕
l(w)=n−i
H iXw(X,F) → ⊕
l(w′)=n−i−1
H i+1Xw′ (X,F)
and the morphism H iXw(X,F) →H i+1Xw′ (X,F) is zero when Xw′ /⊂Xw. Let Xw be a Bruhat
cell of codimension i in X. Then we have
⊕
l(w′)=n−i−j
Xw′⊂Xw
H
i+j
Xw′
(X,F) =H i+j
Xw∩Zi+j/Xw∩Zi+j+1
(X,F)
and we have two complexes
0→H i
Xw
(X,F) d0→H iXw(X,F) d1→ ⊕
l(w′)=n−i−1
Xw′⊂Xw
H i+1Xw′ (X,F) d2→ . . .
and
0→Hi
Xw
(F) d0→HiXw(F) d1→ ⊕
l(w′)=n−i−1
Xw′⊂Xw
Hi+1Xw′ (F) d2→ . . .
which will be respectively denoted by Cousin{Z},wF and Cousin{Z},wF .
Theorem 4.6. Let F be a locally free sheaf on X, i > 0 and Xw a Bruhat cell of codimen-
sion i. Then
(1) we have an isomorphism Cousin{Z},wF →H0Xw(X,Cousin{Z},wF) ;
(2) the j-th homology group of the complex Cousin{Z},wF is isomorphic to H
j
Xw
(X,Hi
Xw
F).
Proof. Let k ≥ i. Since Hj
Zk/Zk+1
(F) = 0 for j ≠ k, and if we denote by j ∶ X ∖ Zk+1 → X
the inclusion, since we have a spectral sequence
⊕
l(w′)=n−k
Rpj∗H
q
Xw′∩Zk∖Xw′∩Zk+1
(F∣X∖Zk+1) = Rpj∗HqZk∖Zk+1(F∣X∖Zk+1)⇒H∗Zk/Zk+1(F)
we get that Hl
Xw∩Zk/Xw∩Zk+1
(F) = 0 for l < k. The spectral sequence
H
p
Xw
(X,Hq
Xw∩Zk/Xw∩Zk+1
(F))⇒H∗
Xw∩Zk/Xw∩Zk+1
(X,F)
gives us
Hk
Xw∩Zk/Xw∩Zk+1
(X,F) =H0
Xw
(X,Hk
Xw∩Zk/Xw∩Zk+1
(F))
Moreover, since Xw is closed and F is locally free, we have H
p
Xw
(F) = 0 for p < i, and we
have an isomorphism
H i
Xw
(X,F) =H0
Xw
(X,Hi
Xw
(F))
This proves (1).
To prove (2), we will first use the fact that Cousin{Z},iF is a resolution of H
i
Zi
(F), and
that the functor Γ
Xw
(●) is left-exact. Since we have a spectral sequence
Hq
Xw
(Hp
Zi+k/Zi+k+1
(F))⇒H∗
Xw∩Zi+k/Xw∩Zi+k+1
(F)
21
and since Zi+k∖Zi+k+1 andXw∩Zi+k∖Xw∩Zi+k+1 are affine, we get thatH0Xw(Hi+kZi+k/Zi+k(F)) =
Hi+k
Xw∩Zi+k/Xw∩Zi+k+1
(F), and that the Hi+k
Zi+k/Zi+k
(F) are Γ
Xw
(●)-acyclic. Moreover, the
spectral sequence
Hq
Xw
(Hp
Zi
(F))⇒H∗
Xw∩Zi
(F)
gives us H0
Xw
(HiZi(F)). Hence the sequence
0→Hi
Xw∩Zi
(F) →Hi
Xw∩Zi/Xw∩Zi+1
(F) →Hi+1
Xw∩Zi+1/Xw∩Zi+2
(F)→ . . . →Hn
Xw∩Zn
(F) → 0
is exact. The same argument as previously and the spectral sequence
H
q
Xw
(X,Hp
Zi+k/Zi+k+1
(F))⇒H∗
Xw∩Zi+k/Xw∩Zi+k+1
(X,F)
gives us that the Hi+k
Zi+k/Zi+k
(F) are Γ
Xw
(●)-acyclic, hence (2).
4.3 Structure of G-module
In [16] (11), Kempf has proved that if F is quasi-coherent and G-linearized on an
algebraic variety X, the local cohomology groups (resp. the global Cousin complexes)
have natural g-module (resp. complex of g-modules) structure. It is still true for the
Cousin complex Cousin{Z},w, since the map
H
n−l(w)
Xw
(X,F) →Hn−l(w)
Xw/(Xw∩Zn−l(w)+1)
(X,F)
is a g-modules morphism. If V is a g-module, if T ⊂ G is a maximal torus, and if λ ∈ X (T ),
let Vλ = {v ∈ V ∣∀t ∈ T, t.v = λ(t).v}. When all the Vλ are finite dimensional, let [V ] =∑dimVλeλ be the character of V . If X = G/P is a flag variety with Pic(X) = Z, and if L
is a G-linearized invertible sheaf on X, we can approximate the character of the g-module
H i
Xw
(X,L) thanks to the Cousin complex Cousin{Z},w(L) :
Proposition 4.7. Let Xw be a Bruhat cell in X of codimension i, and let j be the first
positive integer (if it exists) such that Hj
Xw
(X,Hi
Xw
L) is nonzero. Then
[H i
Xw
(X,L)] = j−1∑
k=0
(−1)k[H i+k
Zi+k∩Xw/Zi+k+1∩Xw
(X,L)] + (−1)j[im (dj)]
=
j−1∑
k=0
(−1)k( ∑
l(w′)=n−i−k
Xw′⊂Xw
[H i+kXw′ (X,L)]) + (−1)j[im (dj)]
and for all weight λ, we have [im (dj)](λ) ≤ [H i+j
Zi+j∩Xw/Zi+j+1∩Xw
(X,L)](λ)
Proof. This is true because the sequence
0 →H i
Xw
(X,F) → H i
Xw/Xw∩Zi+1
(X,F) → . . .
→Hj−1
Zj−1∩Xw/Zj∩Xw
(X,F) →Hj
Zj∩Xw/Zj+1∩Xw
(X,F) → Hj
Zj∩Xw/Zj+1∩Xw
(X,F)/im (dj)→ 0
is exact, and because im (dj) is a sub-object of H i+j
Zi+j∩Xw/Zi+j+1∩Xw
(X,L).
The interesting point is that we can compute the characters [Hcodim(Xw′)Xw′ (X,L)] thanks
to [16] 12.8. Let K(w) be the set of positive roots in wRu(P )w−1, let L(w) be the set of
the opposite of the negative roots in wRu(P )w−1, and let J(w) =K(w) ⊔L(w). Then we
have
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Proposition 4.8. H
j
Xw
(X,Lλ) = 0 for j ≠ codim(Xw), and
[Hcodim(Xw)Xw (X,Lλ)] = eww0,P ′(λ)
∏
α∈K(w)
eα
∏
β∈J(w)
(1 − eβ)
4.4 Relations with cohomology on geometric quotients
Let X be a smooth projective irreducible algebraic variety acted on by a reductive
algebraic group G, and letM be a G-linearized invertible sheaf on X. Assume the quotient
π ∶ Xss(M) → Y ∶=X/G is geometric. Let Xus = X ∖Xss(M). If L is an invertible sheaf
on Y , we can construct a G-linearized invertible sheaf L on Xss(M) such that for all open
U ⊂ Y , L(U) = L(π−1(U))G, and this is done by pulling back a Cartier divisor on Y to
Xss(M).
If U = (Ui) is a open cover of Y by affine open subsets trivializing L, the open cover
V = (π−1(Ui)) of Xss(M) is a cover by affine open G-invariant subsets trivializing L.
We have two Čech complexes C∗(U ,L) (with maps denoted by dk) and C∗(V,L) (with
maps denoted by d′k), and we have C
∗(U ,L) = C∗(V,L)G. It is obvious that ker d′k =
ker dk ∩C
k(U ,L), and we have
Proposition 4.9. imd′k = imdk ∩C
k+1(U ,L) and Hˇk(U ,L) = Hˇk(V,L)G.
Proof. Since G is reductive, Ck(V,L)G has a supplement in Ck(V,L). Hence we have
projections pk ∶ Ck(V,L)→ Ck(V,L)G, and the diagram
Ck(V,L) Ck+1(V,L)
Ck(V,L)G Ck+1(V,L)G
dk
pk pk+1
d′
k
commutes, hence imd′k = imdk ∩C
k+1(U ,L) and Hˇk(U ,L) = Hˇk(V,L)G.
Hence we have isomorphisms Hk(Y,L) ≃ Hk(Xss(M),L)G. We have a long exact
sequence
. . . →H i−1(Xss(M),L)→H iXus(X,L)→H i(X,L)→H i(Xss(M),L)→H i+1Xus(X,L)→ . . .
This sequence gives us Hk(Xss(M),L) in some cases :
• if Hk(X,L) =Hk+1(X,L) = 0, we have an isomorphism
Hk(Xss(M),L) ≃Hk+1Xus(X,L)
• if k < codimXus − 1, then
Hk(Xss(M),L) ≃Hk(X,L)
Moreover, Xus is G-stable, hence these isomorphisms are isomorphisms of G-modules, and
we have the same isomorphisms between their G-invariants.
When Xus(M) has codimension at least two, we can compare invertible sheaves on Y
and G-linearized invertible sheaves on X :
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Proposition 4.10. Let j ∶ Xss(M) → X be the inclusion, and assume that Xus(M) has
codimension at least two. Then the morphism
q ∶ PicG(X) → Pic(Y )
L ↦ (π∗j∗L)G
admits a cosection s ∶ Pic(Y )→ PicG(X), which is a group morphism.
Proof. Let L ∈ Pic(Y ). There is a Cartier divisor D = (fi) such that L = OY (D). Then(π∗fi) is a Cartier divisor on Xss(F ), and since Xss(F ) is of codimension at least two,
the π∗fi can be uniquely extended to rational functions f˜i on X. Let D˜ = (f˜i), and
s(L) = OX(D˜), with a G-linearization given by saying the f˜i’s are G-invariant. Then
q(s(L)) = L, and since (π∗fi)(π∗gj) = π∗(figj), s is a group morphism.
4.5 Case of PGL3
Before going back to our examples of type A2, let us give some results.
If V is a g-module and if g ∈ G, we will denote by gV the g-module V with the action
ξ.gv = ad(g)(ξ).v.
Proposition 4.11. If X is a G-variety, if Z ⊂ X is closed, and if L is G-linearized, for
all g ∈ G, we have an isomorphism of g-modules H igZ(X,L) = g−1H iZ(X,gL).
Proof. It is enough to show it for i = 0 :
ΓgZ(X,L) = {σ ∈ Γ(X,L), σ∣gZ = 0}
= {g−1σ,σ ∈ ΓZ(X,gL), σ∣Z = 0}
= g−1ΓZ(X,gL)
Moreover, when X = G/P is a flag variety, we show :
Proposition 4.12. If Z ⊂X is closed and connected of codimension l, then for all invert-
ible sheaf L on X, H lZ(X,L) is simple as a left DX,L-module.
Proof. Let Xan be the analytic space associated to X, and j ∶ Xan → X the natural map.
Let Γ[Z](●) and H∗[Z](●) be the analytic equivalents of the functors ΓZ(●) and H∗Z(●). Let
us recall the two following facts (cf. [3]) :
• for all coherent OX-module, H∗[Z](j∗F) = j∗H∗Z(F)
• if M is a coherent DXan-module whose characteristic variety is contained in the char-
acteristic variety of Hl[Z](OXan), the sheaf HomDXan(Hl[Z](OXan),M) is locally constant
of finite rank, and we have an isomorphism
Hl[Z](OXan)⊗CHomDXan(Hl[Z](OXan),M) ≃M
Now assume Z is connected. If M is a coherent left sub-DXan-module of Hl[Z](OXan),
the sheafHomDXan(Hl[Z](OXan),M) is on Z the sheaf 0 or C, henceM = 0 orHl[Z](OXan).
Let L be an invertible sheaf on X, and let F be a quasi-coherent left sub-DX -module
of HlZ(L) = HlZ(OX) ⊗ L. Then j∗(F ⊗ L⊗−1) is a quasi-coherent sub-DXan-module of
Hl[Z](OXan). Since quasi-coherent sheaves are direct limits of their coherent subsheaves,
we get that j∗(F ⊗L⊗−1) = 0, hence F = 0.
Now let M be a strict left sub-DX,L-module of H lZ(X,L) =H0(X,HlZ(L)). Since X is
a flag variety, it is D-affine, and DX,L⊗DX,LM is a strict quasi-coherent left sub-DX -module
of HlZ(L), hence M = 0. Hence H lz(X,L) is simple as a left DX,L-module.
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We also need a way to compare left and right actions of DX . The following is proved
in [14] (1.2.7) :
Proposition 4.13. If A is a ring, let Aop be the ring such that A = Aop as abelian groups,
and the multiplication ⋆ on Aop is given by a ⋆ b = ba. We have an isomorphism
Dop
X
≃ ωX ⊗DX ⊗ ω
⊗−1
X
where ωX is the canonical sheaf of X.
In particular, Dop
X,L
= DX,L⊗−1⊗ωX , and we have a equivalence of categories between
the quasi-coherent left DX,L-modules and quasi-coherent right DX,L⊗−1⊗ωX -modules, and
when X is a flag variety. We also have an equivalence of categories between the left-DX,L-
modules and the right DX,L⊗−1⊗ωX -modules.
We will now look at the cohomology group H i(Y,L) when Y = PGL3, the cases of
PGL3/PSO3 and of PGL6/PSp6 being similar. Let G′, T ′,B′, P ′, π0 and ι as in the section
3.2. Let Λ be the weight lattice of T ′. Let us recall that Xus has two connected components
F1 = {U ∈ X,dim(U ∩ V ) ≥ 2} and F2 = {U ∈X,dim(U ∩ V ∗) ≥ 2}
Let U ∈ F1. Then for all b ∈ B′, dim bU ∩ V = dimU ∩ b−1V = dimU ∩ V ≥ 2, hence F1
is B′-stable. Since it is closed, it is the closure of a Bruhat cell Xw. Since V ∗ = w0,P ′.V
(where w0,P ′ is the longest element in the Weyl group WP
′
=W /WP ′), F2 = w0,P ′ .F1. To
find which Xw is F1, let us look at its T ′-fixed points. Since WP
′
acts by permutations
on the basis elements {e1, e2, e3, e∗1 , e∗2 , e∗3}, w.V is in F1 if and only if at least two of the
w(e1),w(e2),w(e3) are in {e1, e2, e3}. We will write si1...ik instead of sαi1 . . . sαik . The
T ′-fixed points are given by
V
s3.V
s23.V s43.V
s123.V s423.V s543.V
s4123.V s2543.V
s54123.V
s3
s2
s4
s1
s4
s5
s2
s4
s1
s5
s2
s5
s1
Then if we let w = s3423, we have Xw = B′s54123.V , and F1 =Xw.
Let us recall that since Y is a wonderful variety of minimal rank, Tchoudjem gave
in [23] a description of the cohomology groups H i(Y,L) as g-modules given by
H i(Y,Lλ) ≃ ⊕
J⊂ΣX
⊕
µ∈(λ+RJ )∩ΩJ
µ+ρ régulier
l(µ)+∣J ∣=i
V ∗µ+
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where for all J ⊂ ΣX ,
RJ ∶= ∑
γ∈J
Z>0γ + ∑
γ∈ΣX∖J
Z≤0γ
and
ΩJ ∶= {µ ∈ Γ∣{γ ∈ ΣX ∣(µ + ρ, γ) < 0} = J}
In particular, the cohomology groups H i(Y,L) can be nonzero only for i = 0,3,5 or 8.
Remark. PGL3/PSO3 is not a wonderful variety of minimal rank, but Tchoudjem has
shown in [24] that the cohomology groups H i(Y,L) have a similar description.
Let ˜̟i = (̟i,̟′i) for i = 1,2. Let us recall that if U ⊂ Y is open, we denote by
L(π−1
0
(U))n the part of degree n for the C∗-action of L(π−10 (U)). We can describe more
precisely what the cosection s is with the following proposition :
Proposition 4.14. Up to renumbering, for all open U ⊂ Y :
L ˜̟1(U) = L̟3(π−10 (U))−1
L ˜̟2(U) = L̟3(π−10 (U))1
Proof. We already know there are ki and ni such that
L ˜̟1(U) = Lki̟3(π−10 (U))ni
We have H0(Y,L ˜̟i) = V ∗˜̟i ≠ 0, hence ki̟3 is dominant, and ki ≥ 0. Since L0 = OX , its
global sections are isomorphic to C, and the C∗-semi-invariants of its global sections are
concentrated in degree 0. Since for all open U ⊂ Y , OY (U) = OX(π−10 (U))0, we have ki > 0.
Let Λ′ be the weight lattice of SL3×SL3. Let us remark that the set of λ ∈ Λ′ such that
H0(Y,Lλ) ≠ 0, which will be denoted by SG(Λ′), is the convex cone spanned by γ1 and
γ2 intersected with Λ′. For all λ ∈ SG(Λ′), there exists non-negative integers a1, a2, b1, b2
such that λ = a1 ˜̟1 + a2 ˜̟2 + b1γ1 + b2γ2. Moreover, for all λ ∈ SG(Λ′) ∖ 0, we have
Lλ(U) = Lkλ̟3(π−10 (U))nλ
with nλ ∈ Z and kλ > a1k1 + a2k2 + b1kγ1 + b2kγ2 > 0, hence kλ = 1 is possible only for
λ = ˜̟1, ˜̟2, γ1 or γ2. Let k′i = kγi , and n
′
i = nγi . Since H
0(X,L̟3) = Λ3(C3⊕C3) where C∗
acts with weight 1 on the first copy of C3 and -1 on the second one, its C∗-semi-invariants
have weight -3, -1, 1 or 3. In particular, if C∗ acts with one of these weights on trivializing
sections of L̟3 , q(L̟3) ≠ OY . Hence at least one of the ki or k′i equals 1. Since k′i = 2ki−kj
with i ≠ j, if one of the k′i or ki equals 1, they all are equal to 1. Moreover, n
′
i = 2ni−nj and{n1, n2, n′1, n′2} = {−3;−1; 1; 3}, hence up to renumbering, we have n1 = −1, n2 = 1, n′1 = −3
et n′2 = 3.
Let us remark that since cohomology groups H i(X,L) can be nonzero only when i = 0
or 9, we have isomorphisms
H3(Y,L) =H4(Xss(0), s(L))C∗ =H4Xus(X,s(L))C∗
Since Xus is a disjoint union of the two closed subsets F1 and F2, we have
H4Xus(X,L) =H4F1(X,L)⊕H4F2(X,L)
H4F1(X,Lk̟3) is the kernel of
H4Xw(X,Lk̟3)→H5Xs1w(X,Lk̟3)⊕H5Xs5w(X,Lk̟3)
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Hence for all λ ∈ Λ
[H4Xw(X,Lk̟3)](λ) ≥ [H4F1(X,Lk̟3)](λ)[H4F1(X,Lk̟3)](λ) ≥ [H4Xw(X,Lk̟3)](λ) − [H5Xs1w(X,Lk̟3)](λ) − [H5Xs5w(X,Lk̟3)](λ)
We will now compute these characters. We have :
• ww0,P ′(k̟3) = k2(α3 − α5 − α1) ;
• s1ww0,P ′(k̟3) = k2(α3 − α5 +α1) ;
• s5ww0,P ′(k̟3) = k2(α3 + α5 −α1) ;
• K(w) = {α2 + α3, α3, α3 +α4, α2 + α3 + α4} ;
• L(w) = {α1, α1 +α2, α4 + α5, α5, α1 +α2 + α3 + α4 + α5} ;
• K(s1w) = {α1, α1 +α2 +α3, α3, α1 + α2 +α3 +α4, α3 + α4} ;
• L(s1w) = {α2, α4 +α5, α5, α2 + α3 +α4 +α5} ;
• K(s5w) = {α2 + α3, α3, α2 + α3 + α4 + α5, α3 +α4 +α5, α5} ;
• L(s5w) = {α1, α1 +α2, α4, α1 + α2 +α3 +α4}
and
[H4Xw(X,Lk̟3)] = ek2 (α3−α5−α1)eα2+α3eα3eα3+α4eα2+α3+α4 ∏
λ∈J(w)
∑
k≥0
eλ
[H5Xs1w(X,Lk̟3)] = ek2 (α3−α5+α1)eα1eα1+α2+α3eα3eα3+α4eα1+α2+α3+α4 ∏
λ∈J(s1w)
∑
k≥0
eλ
[H5Xs5w(X,Lk̟3)] = ek2 (α3+α5−α1)eα2+α3eα3eα3+α4+α5eα2+α3+α4+α5eα5 ∏
λ∈J(s5w)
∑
k≥0
eλ
Hence we can see that the C∗-invariants of H4F1(X,Lk̟3) have weights bigger than 8 + k.
Since we have [H iF2(X,L)] = w0,P ′[H iZ(X,w0,P ′L)], the C∗-invariants of H4F2(X,Lk̟3)
have weights smaller than −8+ k. Hence for all invertible sheaf L on Y , at least one of the
H4F1(X,s(L))C∗ and H4F2(X,s(L))C∗ is zero. Now we can prove
Theorem 4.15. For all invertible sheaf L on Y and for all i, H i(Y,L) is either 0 or simple
as a left DY,L-module.
Proof. The case i = 0 has already be treated in section 3.2. Assume for now that i = 3, and
that H i(Y,L) ≠ 0. There are two integers k and n such that for all open U ⊂ Y , we have
L(U) ≃ Lk̟3(π0(U))n
and
H3(Y,L) =H3(Xss(0),Lk̟3)n =H4Xus(X,Lk̟3)n
We have just seen that there exists i ∈ {1,2} such that H4Xus(X,Lk̟3)n =H4Fi(X,Lk̟3)n,
and Fi is connected. Hence H4Fi(X,Lk̟3) is a simple as a left DX,Lk̟3 -module, and
H4Fi(X,Lk̟3)n is a simple left DC∗X,Lk̟3 -module. In particular, H4Fi(X,OX)n is a simple
leftDC
∗
X -module. Let Ω be a C
∗-invariant open subset ofX containing Fi. SinceH4Fi(Lk̟3)
has support in Fi, we have H4Fi(X,Lk̟3) =H4Fi(Lk̟3)(Ω). If F if a sheaf on X, let
Fglob(Ω) ∶= {σ∣Ω, σ ∈ Γ(X,F)}
Then H4Fi(Lk̟3)(Ω)n is a simple left DglobX (Ω)0-module. Moreover, since Lk̟3⊗DX⊗L⊗−1k̟3
is isomorphic to DX as a OX -module, we have
((Lk̟3)n ⊗ (DX)0 ⊗ (L⊗−1k̟3)−n)glob(Ω) = Lk̟3(Ω)n ⊗DglobX (Ω)0 ⊗L⊗−1k̟3(Ω)−n
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Since
H4Fi(Lk̟3) =H4Fi(OX)⊗Lk̟3
we get that H4Fi(Lk̟3)(Ω)n is a simple left Lk̟3(Ω)n ⊗ DglobX (Ω)0 ⊗ L⊗−1k̟3(Ω)−n-module,
ie. H4Fi(X,Lk̟3)n is a simple left H0(X, (Lk̟3)n ⊗ (DX)0 ⊗ (L⊗−1k̟3)−n)-module. Since
H4Fi(X,Lk̟3)n =H3(Y,L)
and
H0(X, (Lk̟3)n ⊗ (DX)0 ⊗ (L⊗−1k̟3)−n) ≃DY,L ⊗C[t∂t]
and since the action of t∂t on H3(Y,L) is trivial, H3(Y,L) is a simple left DY,L-module.
If i = 5 or 8, we will use the Serre duality
H i(Y,Lλ) ≃Hn−i(Y,L−λ−µ)∗
SinceHn−i(Y,L−λ−µ) is a simple leftDY,L⊗−1⊗ωY -module, its dual is a simple rightDY,L⊗−1⊗ωY -
module, hence it is a simple left DY,L-module.
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