An elliptic system is considered in a smooth bounded domain, subject to Dirichlet boundary conditions of three different types. Based on the construction of certain upper and sub-solutions, we obtain some conditions on the parameters a i , b i , c i (i = 1, 2) and the exponents m, n, p, q to ensure the existence of positive solutions. Furthermore, uniqueness and boundary behavior of positive solutions is also discussed.
Introduction and main results
In this paper, we are concerned with a system of semilinear elliptic equations:
where Ω ⊂ R N is a bounded domain of class C 2,η for some 0 < η < 1. The constants a i 0, b i and c i (i = 1, 2) are positive, m, q > 0 and n, p 0. This system will be studied under Dirichlet boundary conditions of three different types: both components of (u, v) are bounded on ∂Ω (finite case); one of them is bounded while the other blows up (semilinear case); or both components blow up simultaneously (infinite case). More precisely,
where λ, μ > 0. The condition u = ∞ on ∂Ω is to be understood as u(x) → ∞ as d(x) := dist(x, ∂Ω) → 0 + . It is worthy to point out that more general continuous positive functions λ(x), μ(x) can be prescribed on ∂Ω, but we prefer to consider only the constant case for simplicity. Also, according to the symmetric property of the system (1.1), the condition u = λ, v = ∞ on ∂Ω can be considered in (IF), with some modifications of all the results below. A single equation related to boundary blow-up elliptic problems is of the general form
Singular boundary value problems as (1.2) go back to the pioneering work [1] with f (x, u) = −e u in the plane, and were later studied in the papers [15] and [19] with the general form f (x, u) = −f (u) in N -dimensional domains. The more subtle blow-up rate estimates near the boundary ∂Ω and uniqueness of positive solutions are the goal of more recent literature. A particular example is the "logistic" equation
where Ω ⊂ R N is a C 2 bounded domain, r > 0, the weight functions a(x) is continuous onΩ and b(x) is continuous and positive in Ω. This problem arises in popular dynamics, where the equation
is discussed, here a ∈ R, Ω 0 is a C 2 bounded domain, the function b(x) is assumed to satisfy b(x) > 0 in Ω ⊂Ω ⊂ Ω 0 and b(x) = 0 in Ω 0 \Ω. In this case, the papers [5, 9, 16] have proved that the problem (1.3) determines the asymptotic profile of solutions to the problem (1.4) in the domain Ω. This kind of phenomenology has been studied recently for Lotka-Volterra systems of competitive type in [7, 8, 17] and predator-prey type in [3] . A little effort has been directed to the study of positive solutions to systems with singular boundary conditions as in (1.3), see for example, [11] [12] [13] .
In the paper [13] , García-Melián and Suárez considered positive solutions to cooperative Lotka-Volterra systems of the form
x ∈ ∂Ω, (1.5) where the domain Ω is defined as above, a i ∈ R and b i > 0 for i = 1, 2. They obtained that In addition, they also treated the equations in (1.5) coupled with the boundary condition (IF), and gave a nonexistence result of positive solutions.
The main purpose of the present paper is to investigate the influence of the parameters a i , b i , c i (i = 1, 2) and the exponents m, n, p, q on the existence, uniqueness and asymptotic behavior of positive solutions to the system (1.1) under boundary conditions of three different types prescribed as above.
Before stating our main results, we introduce a notation. Put
In the following, except additional explanation, the function U m,0 is always denoted as the unique positive solution to the problem (1. We now state our main results. The first three are related to the existence of positive solutions.
Theorem 1.
The system (1.1) has a positive solution with the boundary condition (FF).
Theorem 2.
(a) If p < m and
Then the system (1. 
Then for the system (1. 
where ν(x 0 ) is the exterior unit normal to ∂Ω at x 0 , and α = 2/m. If in addition m < 2p, then
Theorem 6. Assume that p < m and n < q. Let (u, v) be any positive solution to the system (1.1) with the boundary condition (II). Then for every x 0 ∈ ∂Ω,
Preliminaries
The main results of this paper are established by applying the method of sub-and supersolutions and by making use of some results on a single equation with singular boundary conditions.
Some results on a single equation with singular boundary conditions
To understand our problem more clearly, we consider the problem (1.3) and cite some results from the paper [6] . Lemma 1. [6] Suppose that there exist some constants C * 2 > C * 1 > 0 and 0 γ < 2, such that
Then the problem (1.3) has a unique positive solution U r,γ (x) ∈ C 2 (Ω). Furthermore, any positive solution U r,γ (x) to the problem (1.3) satisfies To discuss the boundary behavior of positive solutions to the problem (1.3), the following lemma is needed.
satisfies the condition (H1). Then the problem (1.3) has no positive solutions if γ 2, and it has a unique positive solution U r,γ (x) ∈ C 2,μ (Ω) when 0 γ < 2. Moreover, there exist two positive constants C 1 and C 2 independent of U r,γ , such that
where ϑ = (2 − γ )/r. If in addition, the function b(x) satisfies the following condition: (H2) there exists a bounded and positive function C 0 defined on ∂Ω, such that for every
for every x 0 ∈ ∂Ω, where Hess(u) denotes the Hessian of u and ν stands for the exterior unit normal to ∂Ω.
Proof. From Lemma 1, it is not difficult to see that to prove this lemma, we only need to establish the estimate (2.2). Let
Choose an open neighborhood U of x 0 such that ∂Ω admits C 2,μ local coordinates ξ : U → R N , and x ∈ U ∩ Ω if and only if
, thenū satisfies the equation
, and introduce the function
. The function u k satisfies the equation
On the other hand, the estimate (2.1) implies that, for y in compact subsets
for k k 0 , here C 1 and C 2 are positive constants independently of Σ. These estimates, together with the equation, a bootstrap argument and a diagonal procedure, allow us to obtain a subsequence (still denoted by
In particular, we deduce that
Thanks to Lemma 2 and Remark 2, we find that this problem has a unique positive solution, which can be checked to be
Thus, taking y = (1, 0, . . . , 0), we arrive at
, which implies the estimate (2.2), since the sequence {x k } is arbitrary. Finally, note that if a(x), b(x) ∈ C j,μ (Ω) and ∂Ω ∈ C j +2,μ for some j ∈ N, we may obtain
loc (Ω), so we can establish estimates for the derivations up to the order j + 2. 2 
, regardless of the value of u on the boundary ∂Ω.
Proof. By the comparison principle [4, 18] , it is not difficult to prove the above assertions, since the uniqueness of the positive solution to the problem (1.3) is guaranteed by Lemma 3. 2
Lemma 5. The quantities A r,γ and B r,γ are bounded and bounded away from zero when γ is bounded and bounded away from 2. If further there exists a constant
Proof. We proceed our discussion as in [12] , and we claim that
Hence, by Lemma 4 we find that A similar calculation for B r,γ shows that the first part of this lemma is valid.
To verify the second part, it suffices to illustrate that
Then W γ is continuous onΩ, and we can assert that there exists x γ ∈Ω such that W γ (x γ ) = A r,γ . There are two possibilities: if
Sub-and super-solutions
This subsection collects some results about the method of sub-and super-solution for the system (1.1).
is defined by revising these inequalities. In addition, all sub-and super-solution are assumed to be nonnegative, since the exponents m, n, p and q need not be integers.
We begin with the case of finite boundary conditions for the system (1.1), that is, u = f (x) and v = g(x) on ∂Ω, where f and g are continuous and positive functions defined on ∂Ω. Since this case is rather standard, we omit the proof, please refer to [20] for more details. We now come to the case of the infinite boundary condition (II). The next result is a consequence of Proposition 1, with the procedure used in [10] . 
Then by Proposition 1, there exists a solution
This in turn gives bounds for u δ and v δ , and it is standard to conclude the existence of a sequence
We finally consider the case: u = ∞ and v = μ on ∂Ω for a positive constant μ. We remark that in this situation, unlike the previous case, an estimate on the behavior of the super-solution near ∂Ω is essential. The existence proof will be based on a "nonlinear version" of the method of sub-and super-solutions, and be guaranteed by the following result from [14] . 
And thus, when 0 γ 1, Proposition 3 is still valid for γ * with 1 < γ * < 2, however, the estimate obtained now is |u( Proof. Since v is a bounded and positive function inΩ, it follows that the problem
has a unique positive solution, denoted by u 1 . Moreover,
by the comparison principle [4, 18] , u u 1 . Likewise,
and so,ū u 1 . We now define v 1 as the unique positive solution to
Cd −γp (x) in Ω with γp < 2. It is not hard to see that v v 1 v in Ω. We continue this procedure and define u 2 as the unique positive solution to
Then it follows as before that u u 2 ū in Ω. In addition,
and thus, u 1 u 2 .
We can recursively define v k as the unique positive solution to the problem (2.4) replacing u 1 by u k , and u k as the unique positive solution to the problem (2.5) replacing v 1 by v k−1 . In this way, we obtain two sequences {u k } and {v k }, such that u k is increasing, v k is decreasing, u u k ū and v v k v in Ω. It is standard to conclude that there exists a subsequence (labelled again by {u k } and {v k }) such that u k → u and v k → v in C 2 loc (Ω), where (u, v) is a solution to the system (1.1) with u u ū, v v v in Ω. As a consequence, u = ∞ on ∂Ω.
We now apply Proposition 3 and Remark 3 to illustrate that v = μ on ∂Ω. 
Proof of theorems
Based on the above results and the method of sub-and super-solutions, we now can establish the main results of the present paper.
Proof of Theorems 1-3
This subsection discusses the existence of positive solutions to the system (1.1). In view of (1.6) and (2.3), from Lemma 5 it follows that (3.1) holds provided that
Proof of Theorem 1. Take (ū,v) = (M,
The existence of such ε satisfying (3. 
Therefore, (u, v) and (ū,v) are the ordered sub-and super-solution, if
By virtue of (2.3) and Lemma 5, (3.3) holds if
Note that n q and p m, the assumption (1.8) shows that (3.4) is valid. As a result, we arrive at the conclusion of Theorem 3. 2
We now focus on the nonexistence of the positive solution (u, v) to the system (1.1) subject to the boundary condition (IF) with p m.
Proof of Theorem 2(b). Note that u satisfies
where v n is bounded and bounded away form zero. Then, by Lemma 3 we know that u ∼ Cd −2/m (x) as d(x) → 0 + . Going along with the ideas of Theorem 7 in [2], we will illustrate that this gives rise to a contradiction with v = μ on ∂Ω when p m. As a matter of fact, fix x 0 ∈ ∂Ω. In a small neighborhood of x 0 (relative to Ω), we see that for ε > 0 small, K > 0 and γ = 2p/m 2, there holds:
Choose an arbitrary sequence
, it follows that, for all large k, 
Proof of Theorem 4
In this subsection, we study the uniqueness of positive solution to the system (1.1) for a i = 0 (i = 1, 2). According to the boundary conditions, we prove the assertions of Theorem 4 in three cases separately. 
Proof of Theorem 4(i)
Namely,
We claim that
It is easy to see that if v 2 (1 + θ) 1/q v 1 holds in Ω, then the assertion that v 2 < (1 + θ) 1/q v 1 for all x ∈ Ω follows immediately from the strong maximum principle. So, the major work for us is to demonstrate that v 2 (1 + θ) 1/q v 1 in Ω. Suppose on the contrary that Ω 0 := {v 2 > (1 + θ) 1/q v 1 } is nonempty. From θ > 0 and v 1 /v 2 = 1 on ∂Ω it follows that ∂Ω 0 ⊂ Ω, and so,
then z = 0 on ∂Ω 0 , and
We next illustrate the last term of (3.10) is nonpositive. First by the comparison principle it is easy to see that for every positive solution (u, v) to the system (1.1) with the boundary condition (FF) and
Recalling the definition of θ and the fact that (u i , v i ) ( 1 , 2 ), by (1.9) and (3.11) we deduce
As a consequence, joining (3.10) with (3.12), it yields
Then the comparison principle assets that
which is impossible. Hence, v 2 (1 + θ) 1/q v 1 in Ω, and by the strong maximum principle it follows that
Combining the above two assertions we obtain
If n = q, this is a contradiction. If n < q, we have θ < 0, and this is also a contradiction. To summarize, we conclude that k 1, namely, u 1 u 2 . The symmetric arguments show that u 1 = u 2 , and by making use of the equations of u 1 and u 2 , we infer that v 1 = v 2 . Therefore, we complete Theorem 4(i). 2
We now turn to the system (1.1) with the boundary condition (IF). LetŨ m,0 (x) be the unique positive solution to the problem 14) and the existence and uniqueness of such positive solution to the problem (3.14) is guaranteed by Lemma 1. Then by the comparison principle, noticing that this time a 1 = a 2 = 0 in the system (1.1), we obtainŨ 
We now adopt the ideas similar as in the proof of Theorem 4(i). Note that in this time, the fact that p m, n q combined with the assumption (1.10) and (3.17) , shows that
Therefore, by applying the arguments as in the proof of Theorem 4(i), we arrive at the desired conclusion. 2
Next, we pay attention to the problem (1.1) with the boundary condition (II).
Proof of Theorem 4(iii).
The proof is also similar as that of Theorem 4(i 
And thus, the fact that p m, n q, in conjunction with the assumption (1.11), assets that
Therefore, the arguments in the proof of Theorem 4(i) enable us to draw the desired conclusion. 2
Proof of Theorems 5-6
This subsection deals with the asymptotic behavior of positive solutions to the system (1.1) either with the boundary condition (IF) or with the boundary condition (II).
Proof of Theorem 5. Assume that p < m and let (u, v) be any positive solution to the system (1.1) with the boundary condition (IF). Since v is bounded inΩ, v = μ on ∂Ω and u is the positive solution to
it follows from Lemma 3 that for every x 0 ∈ ∂Ω, 18) where α = 2/m. To infer the corresponding limits for v, we notice that by the comparison principle v L with the constant L defined by (1.6). Set w = μ − v, then w satisfied
Hence, when p < m < 2p, Proposition 3 and Remark 3 imply the existence of a positive constant K such that |w(x)| Kd τ (x), where 0 < τ = 2 − αp < 1 and α is given as above.
Taking an arbitrary point x 0 ∈ ∂Ω and a sequence {x k } ⊂ Ω with x k → x 0 . Choose an open neighborhood U of x 0 such that ∂Ω admits C 2,η local coordinates ξ : U → R N , and x ∈ U ∩ Ω if and only if ξ 1 (x) > 0 (ξ = (ξ 1 , ξ 2 , . . . , ξ N ) ). Also, assume ξ(x 0 ) = 0. Introduce the functions
where D := {y ∈ R N | y 1 > 0}, and
Since Ay 
then z = 0 in D and |z| Ky τ 1 for some positive constant K. Observe that z = 0 on ∂D, and hence we can extend z by reflection to a harmonic function in R N such that |z| K|y 1 | τ . Since τ < 1, the interior derivatives for harmonic functions imply that z is constant and hence z ≡ 0. In conclusion,
Therefore, by taking y = e 1 = (1, 0, . . . , 0) and noticing that ∇z ≡ 0, we have, for every x 0 ∈ ∂Ω,
Therefore, Theorem 5 is finished. 2
To prove Theorem 6, we need to know global estimates for positive solutions to the system (1.1) with the boundary condition (II). 
Lemma 6. Under the conditions of Theorem 6, there exist positive constants A and B, such that
Inserting the second inequality of (3.20) into the first equation of (1.1),
Since the first inequality of (3.20) and nβ < 2 = mα shows that
combining the above with (3.21) and u, v 1 for all x ∈Ω, it can be deduced that Then by Lemma 4 and (3.22), 
