Abstract. An involution on a surface induces involutions on the cohomology, the Chow group and the Brauer group of the surface. We give a detailed study of those actions and show that the odd part of these groups can be used to describe the geometry of cubic fourfolds and conic bundles over P 3 .
Introduction
When a curve C admits an involution σ : C → C, its Jacobian J(C) splits into the even part and the odd part. When σ has no fixed point or exactly two fixed points, the odd part Pr(C, σ) = Im{σ−1 : J(C) → J(C)} admits a natural principal polarization. The resulting principally polarized abelian variety is defined to be the Prym variety of C with the involuation σ. See [11] for more details. Among many interesting applications, the theory was used to characterize the intermediate Jacobian of certain types of Fano threefolds and quadrics bundles (see, for example, [6, 12, 13, 3] ). Together with the geometry of the theta divisor, such a description was used to study various rationality questions.
In this paper, we study the case where the curve is replaced by a surface. Throughout the paper, we will be working over the field C of complex numbers. Let S be a smooth projective surface with H 1 (S, Z) = 0 and σ : S → S an involution with only isolated fixed points. Then σ induces involutions on the cohomology H 2 (S, Z), the Chow group A 0 (S) of 0-cycles with degree zero and the Brauer group Br(S). Definition 1.1 (see [18] ). Let Λ be an abelian group together with an involution σ : Λ → Λ, then we define the Prym part of Λ to be Pr(Λ, σ) = Im{σ − 1 : Λ → Λ}.
With the above definition we can talk about the Prym part of the cohomology, the Chow group and the Brauer group of S. For the cohomology group, we usually have a geometrically defined σ-invariant subgroup M ⊂ H 2 (S, Z) of algebraic classes. Hence σ induces an action on its orthogonal complement M ⊥ and we take the Prym part of M ⊥ . This should be viewed as the Prym part of the "primitive cohomology". Then this Prym construction can be used to describe the Hodge structure, the Chow group and the "second Brauer groups", Br 2 (X) (see Definition 3.11), of cubic fourfolds and conic bundles. To be more precise, if X ⊂ P 5 is a smooth cubic fourfold, then we take S = S l to be the surface of lines meeting a given general line l ⊂ X. Then there is a natural involution σ on S induced by taking the residue of two intersecting lines. If f : X → B = P 3 is a standard conic bundle, then we take S to be the surface of lines in broken conics. We assume that S is smooth projective with H 1 (S, Z) = 0. Then there is again an involution σ which is induced by switching the two lines in a broken conic. In the second case, we also assume that the degree of the degeneration divisor is odd. We show that in both cases the Hodge structure and the Chow group of X can be recovered as the Prym part of the corresponding structures of the surface S. The group Br 2 (X) can also be recovered in generic cases. When X is special, there might be a 2-torsion subgroup K of Br 2 (X) which does not appear in the Prym part of the Brauer group of S. In the case when X is a cubic fourfold, this group K is independent of the choice of the general line l ⊂ X. So far we do not have an example where the group K is nontrivial. The idea of using the space of lines on a hypersurface to describe the Hodge structure has been studied by many mathematicians. In [19] , I. Shimada considered the total space of lines on a general hypersurface and show that the associated cylinder homomorphism is an isomorphism in many cases. In [10] , E. Izadi gave a Prym construction for the Hodge structure of cubic hypersurfaces. Our result on cubic fourfolds gives such a construction for the Chow group and the Brauer group as well. Another advantage of our approach is that are potentially applications of Theorem 3.13 to other situations. See [18] for more general Prym-Tjurin construction.
The plan of this article is as follows. In Section 2, we give a detailed study of the action of σ on H 2 (S, Z). The main results are summarized in Theorem 2.8 and Theorem 2.9. It turns out that the structure of this action is quite sensitive to whether σ has fixed points or not. In section 3, we study the Prym part of the cohomology, Chow group and Brauer group of S. Sections 4 and 5 are devoted the application to the case of cubic fourfolds. Section 6 studies the case of conic bundles over P 3 . Notation and conventions.
(1) Let Λ be an integral Hodge structure of weight 2k. Then we use Hdg(Λ) = Λ k,k ∩ Λ to denote the group of integral Hodge classes. If Λ comes from geometry, we also use Alg(Λ) ⊂ Hdg(Λ) to denote the subgroup of algebraic classes. When Λ is polarized (which boils down to an integral symmetric bilinear form), we define Λ tr ⊂ Λ to be the orthogonal complement of Hdg 2k (Λ). We also use T (Λ) to denote the quotient of Λ by Hdg(Λ). If Λ = H 2k (Y, Z)/tor comes from geometry, we also use Hdg 2k (Y ), Alg 2k (Y ) and T 2k (Y ) to denote Hdg(Λ), Alg(Λ) and T (Λ) respectively.
(2) In all sections except Section 5, we use G = {1, σ} to denote the cyclic group of order 2. For any abelian group A, we use A + to denote the G-module A on which σ acts as +1 and A − to denote the G-module A on which σ acts as −1.
(3) Let V be a vector space of dimension n, and 1 ≤ r 1 < . . . < r m < n a sequence of increasing integers. We use G(r 1 , . . . , r m , V ) to be the flag variety parameterizing flags V 1 ⊂ · · · ⊂ V m ⊂ V with dim V i = r i . If m = 1 and r 1 = 1, then we use P(V ) to denote G(1, V ). If we replace V by a vector bundle E , then we define the relative flag varieties in a similar way.
(4) For any morphism f : Y → X between smooth varieties which is birational onto image, we define the normal bundle N Y /X of Y in X to be the cokernel of the homomorphism df :
Surfaces with involution
In this section, we fix S to be a smooth projective surface over C. Assume that there is an involution σ : S → S with finitely many isolated fixed points x 1 , . . . , x r ∈ S. This section is devoted to the study of the action of σ on the cohomology group H 2 (S, Z). Let Y = S/σ be the quotient. Then Y is a projective surface with finitely many ordinary double points y 1 , . . . , y r ∈ Y . Let π : S → Y be the natural morphism of degree 2. We useS to denote the blow up of S at the points x 1 , . . . , x r with E ′ i being the corresponding exceptional curves. We useỸ to denote the minimal resolution of Y with E i being the exceptional divisors. Note that the E i 's are (−2)-curves oñ Y . Then σ induces an involution, still denoted by σ, onS with all points in the E viewed as a circle bundle over P 1 whose Euler class e i = −2 ∈ H 2 (E i , Z). Consider the associated Gysin sequence
where all cohomology groups have integral coefficients. One easily finds H 1 (∂B i , Z) = 0 and H 2 (∂B i , Z) = Z/2Z. Note that ∂B i is an orientable 3-dimensional compact manifold. By Poincaré duality, we get
Hence we have
The lemma follows easily from this computation.
On a complex analytic space X, we have Zeeman's spectral sequence
which measures the failure of Poincaré duality, see [22] 1 . The differential d r goes as follows
The convergence means that there is a filtration
. We apply Zeeman's spectral sequence to the singular surface Y , and note that E 2 p,q = 0 unless p = 4 or (p, q) = (2, 0). This means that E 3 = E 2 and we have the only nontrivial differential map
We set
Then from the spectral sequence, we get the following Proposition 2.2. Let Y be a projective surface with only isolated ordinary double points y 1 , . . . , y r ∈ Y as above. Then the following statements are true.
where all (co)homology groups have integral coefficients.
1 Make references more precise.
Remark 2.3. If we split the above exact sequence in (ii), we get the following short exact sequences, ⊕Z xi . One sees easily that this composition is nonzero. It follows that τ is nonzero and hence injective. Thus ρ = 0. Then (iii) and (iv) are easily deduced from the spectral sequence.
Theorem 2.8. Let S be a smooth complex algebraic surface with an involution σ : S → S. Assume that σ has finitely many fixed points x 1 , . . . , x r ∈ S, r ≥ 1. Let Y = S/σ be the quotient of S by the involution. If H 1 (S, Z) = 0, then the following are true.
(i) The homology groups of Y are given by
(ii) The cohomology groups of Y are given by
(iii) The failure of Poincaré duality on Y are measured by
(iv) We always have r ≥ 2 and coker{H
We have the following isomorphism as G-modules
where
Proof. First we note that the assumption H 1 (S, Z) = 0 implies that H 1 (S, Z) = 0, H 2 (S, Z) is torsion free (the universal coefficients) and H 3 (S, Z) = 0 (the Poincaré duality). Since the composition of the natural maps
comes from the natural diagonal/restriction map H 0 (S, Z) = Z → ⊕Z xi = Z r , it follows that ϕ is injective if r ≥ 1. Actually, under the isomorphisms
r , the homomorphism ϕ is nothing but the diagonal map. Consider the diagram
One easily sees that the injectivity of ϕ implies that of π * . Hence H 2 (Y, Z) is torsion free.
Now we start to prove (i). By (iv) of Lemma 2.5 and (i) of Lemma 2.7, we get
Similarly, by (iv) of Lemma 2.5 and (ii) of Lemma 2.7, we get
Theorem 2.9. Let S be a smooth projective surface with H 1 (S, Z) = 0. Let σ : S → S be an involution that has no fixed point and G = {1, σ}. Let π : S → Y be the quotient morphism, which isétale of degree 2. Then the following are true.
Proof. Let B = ker(σ − 1) = Λ G ⊂ Λ and P = ker(σ + 1) ⊂ Λ. Consider the exact sequence, 0
For each element q ∈ Q, letq ∈ Λ be a lift of q. Since
we see that Q is of 2-torsion. If we write b 0 = (1 + σ)q ∈ B and p 0 = (1 − σ)q ∈ Q, then we have 2q = b 0 + p 0 . We may chooseq such that both b 0 and q 0 are primitive. Let ϕ : Z[G] → Λ be the G-module homomorphism with ϕ(1) =q. We show that ϕ is injective. If ϕ(x + yσ) = 0, for some x, y ∈ Z, then by construction,
It follows that x + y = 0 and x − y = 0 and hence x = y = 0. Let Λ ′ = coker(ϕ). We next show that Λ ′ is torsion free. We will prove this by contradiction. Note that Λ ′ tor is isomorphic to the saturation of ϕ(
Assume that for some primitive element x + yσ ∈ Z[G] we have p | ϕ(x + yσ), for some prime number p, then we can write (9) (x + yσ)q = pα for some α ∈ Λ. If we multiply both sides of (9) by σ+1 and note that b 0 = (σ+1)q, then we have (x+y)b 0 = pα. Since b 0 is primitive, we see that p|x+y. If we multiply both side of (9) by σ − 1 instead, we get p | x − y. Hence we get p | 2x and p | 2y. Since x + yσ is primitive, we see that x and y are coprime. Hence p = 2. It follows that x and y have the same parity and hence both of them are odd. We write x = 2x ′ + 1 and y = 2y ′ + 1. Hence
The assumption 2 | ϕ(x + yσ) implies that 2 | b 0 . This is a contradiction since we choose b 0 to be primitive. Thus Λ ′ is torsion free. Consider the following diagram
. If dim Z/2Z Q = 0, then the lemma holds automatically. By induction on dim Q, we may assume that
This means that the column in the middle splits and hence
− . This proves the lemma.
Prym constructions
In this section, we fix S to be a smooth projective complex surface with H 1 (S, Z) = 0. Assume that σ : S → S is an automorphism with σ 2 = 1. In this section, we will use H 2 (S) to denote H 2 (S, Z); we use h 2 (S) to denote the rank of H 2 (S, Z).
3.1. Hodge structures. Let M ⊂ Pic(S) be a saturated subgroup that is also a
with the induced Hodge structure and an integral bilinear form x, y = 1 2 (x · y), where x · y is the intersection pairing.
Note that the bilinear form x, y is integral. Indeed, we have
If σ is fixed point free and a 1 = 0, then we have
for some s 0 ≥ 0. If σ has r > 0 isolated fixed points and a 2 = 0, then
Proof. For any G-module N , we can define N * = Hom Z (N, Z), which is again a G-module in a natural way. If N is free as a Z-module, then we have N * ∼ = N as G-modules. By Lemma 2.10, this is reduced to (Z + )
, which are easy to verify. We consider the following exact sequence
If σ is fixed point free, then Theorem 2.9 shows that H 2 (G, H 2 (S)) = 0 and
If furthermore a 1 = 0, then from the above short exact sequence we get the following exact sequence
Then the conclusion follows from Lemma 2.10. If σ has r > 0 fixed points, then Theorem 2.8 shows that H 1 (G, H 2 (S)) = 0 and
If furthermore a 2 = 0, then the associated long exact sequence becomes
Then the conclusion follows again from Lemma 2.10.
If σ is fixed point free and a 1 = 0, then
If σ has r > 0 fixed points and a 2 = 0, then
Proof. If σ is fixed point free and a 1 = 0, then 2s 0 + a 2 + 2 = h 2 (S) − rk M . Hence
The remaining case is proved similarly.
We fix some notations. For any G-module N , we write
Let N be a free Z-module with a symmetric bilinear form, then det(N ) is defined to be the determinant of a matrix representation of the bilinear form. For example, when Σ is a smooth projective surface over C, the cup-product (or intersection form) defines a symmetric bilinear form on Λ = H 2 (Σ, Z)/tor. The Poincaré duality implies that det(Λ) = ±1. Proposition 3.4. Let M ⊂ Pic(S) be a saturated submodule as above such that the intersection form restricted to M is nondegenerate and 2 ∤ det(M ). Assume that
Proof. We first prove the following Claim 1 : Let r 0 be the number of copies of
Consider the following exact sequence
By Lemma 3.5, we get
Let Y = S/G be the quotient of S by the involution σ and π : S → Y the quotient map. We use H 2 (Y ) to denote H 2 (Y, Z) modulo torsion. If σ is fixed point free, then Y is smooth and there is an isomorphism
By combining this with the identity above, we get
If σ has r > 0 fixed points, the Y has r ordinary double points. Let f :Ỹ → Y be the minimal resolution of Y . Let E i ⊂Ỹ , i = 1, . . . , r, be the exceptional divisors. As in Remark 2.3, we see that
, then the Leray spectral sequence in Remark 2.3 gives rise to the following exact sequence
From this exact sequence, we can construct the following diagram
, and hence we get the following exact sequence
From this and Lemma 3.5, we deduce that det(E) det(
which follows from (iv) of Theorem 2.8. By Lemma 3.5, we have
r0 . This proves Claim 1. Now consider the following short exact sequence
By taking the anti-invariant part (meaning the part on which σ = −1), we have a long exact sequence
is always of 2-torsion by Lemma 2.4, we conclude that δ = 0. By Lemma 3.5, we have
If σ is fixed point free, then the quotient of Pr(
. In the case when σ has at least one fixed point, we have
Lemma 3.5. Let N be a free Z-module of finite rank which is equipped with an integral symmetric bilinear form and N ′ ⊂ N a submodule of same rank. Then we have det( 
Hence by definition, we have
This proves the lemma.
3.2.
Chow group and Brauer group. We use A 0 (S) to be the Chow group of zero cycles of degree 0. Then σ also acts on A 0 (S). Let Br(S) be the Brauer group of the surface S. Again σ induces an involution on Br(S).
The Prym part of Br(S) is
Remark 3.7. Under the assumption that H 1 (S, Z) = 0, By Roitman's theorem [15] , the group A 0 (S) is always torsion free and uniquely divisible. Then Pr(A 0 (S), σ) is also torsion free and uniquely divisible. This further implies that
However, the same identity for Prym part of Brauer group does not hold since Br(S) is torsion.
Consider the long exact sequence associated to the exponential sequence on S, we have
Let M ⊂ Hdg 2 (S) = Pic(S) be saturated and nondegenerate as above. We still set
If we take the σ = −1 parts and assume that 2 ∤ det(M ), then we get the following short exact sequence
The surjectivity on the right hand side follows from the fact that T (Q M ) has no 2-torsion and that
Lemma 3.8. Let N be a G-module which is free of finite rank over Z. Then
Proof. By Lemma 2.10, we only need to check for N = Z + , N = Z − and N = Z[G], which are easy to verify.
The above lemma leads to the following Proposition 3.9. Let M ⊂ Pic(S) be a G-module that is saturated and nondegenerate. Assume that 2 ∤ det(M ). Then there is a short exact sequence
We also have another short exact sequence
Corollary 3.10. There is a short exact sequence
Proof of Proposition 3.9. By Lemma 3.8, we have
We tensor sequence (12) with Q/Z and get
σ=−1 , the first exact sequence follows. Consider the short exact sequence
By taking the σ = −1 part, we get
In the diagram (11), we note that Q M (and hence Hdg(Q M ) and T (Q M )) is free of 2-torsion. This implies
The left and middle columns of (11) show that
and
This gives the following short exact sequence
By tensoring with Q/Z, we get the second exact sequence.
3.3. Applications to Fourfolds. On a variety Y , the Deligne complex, Z(k) D , is the complex
The Deligne cohomology groups are defined to be the hypercohomology of the Deligne complex. To be more precise,
For small values of j and k, these groups are easy to understand. For example, the exponential sequence shows that
Definition 3.11. Let Y be a smooth projective variety. We define
is quite similar to the Brauer group of a surface. If we further assume that H 5 (Y, Z) = 0, then the long exact sequence associated to
gives the following exact sequence
Here we use the fact that
Let X be a smooth projective fourfold with H i (X, O X ) = 0, ∀i > 0. Assume that S parameterizes a family of curves on X given by
* be the Abel-Jacobi homomorphism defined on the cohomology groups, the Chow groups and the Brauer groups. To be more precise we have
The cylinder homomorphism Ψ = q * p * is defined similarly. Let N be the saturation of the subgroup Sym 2 (H 2 (X, Z)) ⊂ H 4 (X, Z) of cohomology classes coming from H 2 (X, Z). We define the primitive cohomology of X to be
Let A 1 (X) = CH 1 (X) hom be the Chow group of homologically trivial 1-cycles on X.
In our case, A 1 (X) consists all elements of α ∈ CH 1 (X) such that the intersection number α · D is zero for all divisors D on X. Let M ⊂ Pic(S) be a G-submodule such that Φ(N ) ⊂ M and Ψ(M ) ⊂ N.
Then the homomorphism Φ induces
where A 0 (S) is the Chow group of 0-cycles of degree zero. Similarly, we have
Theorem 3.13. Let S be a smooth projective surface with H 1 (S, Z) = 0 and σ : S → S an involution with isolated fixed points. Let X be a 4-dimensional smooth projective variety with H i (X, O X ) = 0, for all i > 0 and H 5 (X, Z) = 0. Assume that S parameterizes a family, p : C → S, of curves on X with q : C → X being the natural map. Set Φ = p * q * and Ψ = q * p * as above, which are defined on the cohomology groups, the Chow groups and the Brauer group. Let N ⊂ H 4 (X, Z) be the saturation of the image of Sym 2 (H 2 (X, Z)). Let M ⊂ Pic(S) be a saturated and nondegenerate G-submodule such that Φ(N ) ⊂ M and Ψ(M ) ⊂ N .
(i) Assume that the following three conditions hold,
Then Φ induces an isomorphism
which respects the bilinear forms of the two sides, namely
The condition (c) above is fulfilled if σ has fixed points and H 1 (G, M ) = 0. (ii) Assume that the following two conditions hold,
Then there is a canonical isomorphism
such that Φ : A 1 (X) → Pr(A 0 (S), σ) is simply the projection.
(iii) Let the assumptions be the same as in (i). If 2 ∤ det(M ) det(N ), then for "Brauer" groups, we have a short exact sequence
Proof. We note that the assumption H 5 (X, Z) = 0 implies that H 3 (X, Z) = 0 by the Poincaré duality and hence H 4 (X, Z) is torsion-free by the universal coefficient theorem for cohomology. To prove (i), we first show that Φ :
This implies α = 0 since H 4 (X, Z) is torsion free. This shows that Φ is injective. We also have
To do this we only need to show that Ψ : M ⊥ → H 4 (X, Z) prim is surjective. Indeed for any α ∈ H 4 (X, Z) prim , we know that a = Φ(α) can be written as a = (σ − 1)a 0 , for
Since Φ is injective, this forces α = α ′ = Ψ(a 0 ). Hence Ψ is surjective. We still need to check the compatibility of the bilinear forms. Let x, y ∈ H 4 (X, Z) prim , then
Let β ∈ A 1 (X) be arbitrary and set b = Φ(β) ∈ A 0 (S). Then, in the same way as for cohomology, we can show that σ(b) = −b. If b = 0, then −2β = Ψ(b) = 0; namely β is 2-torsion. Conversely, if β is 2-torsion, then Φ(β) = 0 since A 0 (S) is torsion free by a theorem of Roitman [15] . This implies that ker(Φ) = A 1 (X) [2] = {β ∈ A 1 (X) : 2β = 0}.
Since A 0 (S) is uniquely divisible, the element
This implies that β − β ′ ∈ ker(Φ) and hence Ψ is surjective modulo 2-torsion. Thus we conclude that Φ : A 1 (X) → Pr(A 0 (S), σ) is surjective with kernel equal to A 0 (S) [2] . The image of Ψ gives the natural splitting. This proves (ii).
We start to prove (iii). Consider the following short exact sequence
Note that all classes in N are hodge classes and hence T (N ⊕ N ⊥ ) = T (N ⊥ ). Then we can deduce the following exact sequence from the one above,
where T (Q N ) is the quotient of Q N be the image of Hodge classes. By tensoring with Q/Z and note that Tor 1 (T (Q N ), Q/Z) ∼ = T (Q N ) and Br 2 (X) = T 4 (X) ⊗ Q/Z. we get a short exact sequence relating Br 2 (X) to the group T (H 4 (X, Z) prim ), namely
Here
Note that by assumption, Q N has no 2-torsion and hence neither does T (Q N ). The above short exact sequence together with the one obtained in Corollary 3.10, we get the following diagram
where the middle column is isomorphism by (i). The assumptions imply that Ψ•Φ = −2 : Br 2 (X) → Br 2 (X). This implies ker(Φ) is of 2-torsion. The snake lemma shows that ker(Φ) is isomorphic to coker(φ). Since T (Q M ) and T (Q N ) are all free of 2-torsion, we conclude that φ : T (Q N ) → T (Q M ) σ=−1 is isomorphism and ker(Φ) ∼ = K.
Cubic fourfolds
In this section, we fix X ⊂ P 5 C to be a smooth cubic fourfold. Let F = F (X) be the variety of lines on X. One naturally embeds F into the Grassmannian G(2, 6). It is known that F is smooth of dimension 4, see [6, 1] . Let P = P (X) be the total space of lines on X. We have the following diagram
A. Beauville and R. Donagi showed in [5] that F is actually irreducible holomorphic symplectic, i.e. F is simply connected and H 0 (F, Ω 2 F ) is generated by an everywhere nondegenerate holomorphic 2-form ω. Furthermore, they proved that the AbelJacobi homomorphism
is an isomorphism of Hodge structures. The primitive cohomology of X, denoted by H 4 (X, Z) prim , is defined to be all elements orthogonal to h 2 under the intersection pairing, where h is the class of a hyperplane section on X. Let b(−, −) be the Beauville-Bogomolov bilinear form on H 2 (F, Z); see [4] . The primitive cohomology of F , denoted H 2 (F, Z) prim , is defined to be all elements orthogonal to Φ(h 2 ) under the bilinear form b. Then it is further proved in [5] that Φ induces an isomorphism
and the intersection form on X and the Beauville-Bogomolov form on F are related by b(Φ(x), Φ(y)) = −(x · y) X for x, y ∈ H 4 (X, Z) prim . 
Similarly, the (−)-modification of (M,
where the new bilinear form is given by
If x ∈ ker(b 1 ), by convention, we define the scale of x in (M, b 1 ) to be zero. 
runs through every integer. Hence the scale of x in (M, b 2 ) is s + c 0 . This proves the first part of (ii). The second part is proved in a same way. The remaining statements follow quite easily from the definitions.
From now on, we will identify H 4 (X, Z) with H 2 (F, Z) as free abelian groups with Hodge structures, which will be denoted Λ. Let λ 0 ∈ Λ be the element that corresponds to h 2 ∈ H 4 (X, Z), where h is the class of a hyperplane section on X. On F , the element λ 0 is nothing but the polarization coming from the Plücker embedding of the Grassmannian G(2, 6). Let b 0 : Λ × Λ → Z be the intersection form on H 4 (X, Z) and b : Λ × Λ → Z be the Beauville-Bogomolov form on H 2 (F, Z). 
(ii) The bilinear form b 0 can be written as
Proof. This is essentially a restatement of the result of Beauville and Donagi. The identification of H 4 (X, Z) and H 2 (F, Z) is via the Abel-Jacobi isomorphism Φ. We know that b(λ 0 , λ 0 ) = 6 and b(x, y) = −b 0 (x, y) for x, y ∈ H 4 (X, Z) prim . By Proposition 6 of [5] , we know that λ 0 is orthogonal to H 4 (X, Z) prim under b, then b is uniquely determined by its restriction to λ 0 and H 4 (X, Z) prim . One checks that the bilinear form given by the formula in (i) coincides with b after restricting to λ 0 and H 4 (X, Z) prim . This forces (i) to be true. To prove (ii), we only need to check that the scale of λ 0 in (Λ, b) is equal to 2. This can be seen easily by considering the special case when X is a Pfaffian cubic fourfold. In this case F = S [2] where S is a K3-surface of degree 14. Under the canonical orthogonal decomposition H 2 (F, Z) ≃ H 2 (S, Z)⊕Zδ, we have λ 0 = 2l − 5δ with l being the class of the degree 14 polarization on S. Here δ ∈ Pic(F ) is the half of the boundary divisor with b(δ, δ) = −2; see [4] . From this, we computes that b(λ 0 , Λ) = 2Z and hence the scale of λ 0 in (Λ, b) is 2.
⊥ ⊂ Λ, which is independent of the bilinear form. If
Let l ⊂ X be a general line on X. Then we have the following splitting type of the normal bundle of l in X, see [6, Proposition 6.19] ,
We will use N + l/X to denote the positive sub-bundle O(1) ⊂ N l/X . Let S l ⊂ F be the space of all lines meeting l. It is known that S l is a smooth surface, see [21] . On S l , there is a natural involution σ :
is the residue line of l ∪ l ′ . The line l determines a unique linear P l = P 2 ⊂ P 5 which is the span of l and the positive subbundle N + l/X . The intersection of P l and X is given by
The involution σ has 16 isolated fixed points. This number is computed in [2, Cor. 1.7] . The quotient of Y l = S l /σ is a quintic surface in P 3 with 16 ordinary double points. To apply the results from the previous sections, we need the following lemma whose proof will be given later.
Lemma 4.5. The surface S l satisfies H 1 (S l , Z) = 0.
Let p l : C l → S l be the total space of lines meeting l and q l : C l → X be the natural morphism. Let
be the associated Abel-Jacobi homomorphism and
be the associated cylinder homomorphism. Similarly we can define the Abel-Jacobi and cylinder homomorphisms for the Chow groups. By abuse of notations, we will still use Φ l and Ψ l to denote them, i.e.
Note that the action σ induces an involution on H 2 (S l , Z) and also on CH i (S l ) via pull-back. We will still use σ to denote this action. On S l , we have two natural divisor classes g and g ′ . The class g is the restriction of λ 0 . The class g ′ is defined as follows. For any point x ∈ l, all lines passing through x form a curve C x ⊂ S l . We define g ′ to be the class of the curve C x .
Definition 4.6. The primitive cohomology of S l is defined to be
Note that on the group Br 2 (X), we have (1)) tor = Br(S l ). Now we state the main theorem of this section.
Theorem 4.7. Let notations be as above, then the following are true.
(i) The action σ preserves primitive classes on S l , i.e.
(ii) The Abel-Jacobi homomorphism induces an isomorphism
of Hodge structures that respects the bilinear forms. This means that for any α, β ∈ H 4 (X, Z) prim , we have
For the Chow groups, let A 1 (X) be the Chow group of 1-cycles on X of degree 0. Let A 0 (S l ) be the Chow group of 0-cycles on S l of degree 0. Then the Abel-Jacobi homomorphism also induces an isomorphism
of abelian groups. In particular, A 1 (X) is uniquely divisible.
(iv) For the "Brauer groups", we have that Φ l fits into an exact sequence
is independent of the choice of the general line l ⊂ X.
Proof. The main idea of the proof follows that of [18, Theorem 3.5] . We give a sketch here, for more details we refer to [18] . Let {l t ⊂ X : t ∈ T } be a 1-dimensional family of lines on X with l 0 = l for some closed point 0 ∈ T . Let I ⊂ F × F be the incidence correspondence. Let
be the restriction of the incidence correspondence. Let
By definition, I 0 induces the homomorphism Φ l • Ψ l on the cohomology, the Chow groups and the Brauer group. To give a description of I 0 , we denote v = d dt | t=0 ∈ H 0 (l, N l/X ). Assume that the incidence lines of the pair (l t , l), i.e. lines meeting both l and l t (see [17] for a more precise definition, where we use the terminology of secant line instead), specialize to E 1 , . . . ,
, we can canonically associate a linear P 3 ⊂ P 5 passing through x = l ′ ∩ l in the following way. If l ′ = E i , ∀i = 1, . . . , 5, then we take the linear span of l ′ , l and v x to be the P 3 associated to l ′ ; If l ′ = E i for some i, then we take the corresponding P 3 to be the linear span of l, v x and the O(1)-direction N + Ei/X of N Ei/X . This linear P 3 will be denoted by Π l ′ . There are 6 lines, denoted {l,
X that pass through x and lie on Π l ′ . Then I 0 is generically defined by
This means that I 0 is represented by the closureΓ ρ of the graph of the above multiple valued map; see [18, Definition 3.2] . We can also define a correspondence Γ v by sending l ′ to the lines contained in Π l ′ , i.e.
Hence we get the following key identity
LetS l be the blow up of S l at the point [l]. Then we get a fibration structure π :S l → l, which extends the map [
The exceptional divisor of the blow-up is mapped isomorphically onto l. Hence we can identify the exceptional divisor with l. For x ∈ l, we can define a linear P 3 to be the linear span of l, v x and the O(1)-direction N + l/X of N l/X . There are again 6 lines, denoted 2l, L x,1 , . . . , L x,4 , on X passing through x that lie in the linear P 3 . The rule
extends ρ to a 1-to-5 multiple valued mapρ fromS l to S l . When x runs through l, the points {L x,1 , . . . , L x,4 } traces out a divisor D ⊂ S l . Hence we have
Claim 1 : The divisor class of D is equal to σ(C x ). The class g can be written as g = 2C x + σ(C x ). [Also see Lemme 2 in §3 of [21] .]
This can be seen as follows. By definition we have D| Cx + 2[l] = K Cx since we know that C x is a (2, 3)-complete intersection in P(T X,x ) = P 3 . We can embed C x ⊂ P 1 × P 1 . We see that σ(C x ) ∩ C x consists of points on C x which are on the same horizontal or vertical rulings as [l] . This implies that σ(C x )| Cx + 2[l] is the restriction of the (1, 1) class on P 1 × P 1 . Hence by the adjunction formula we have
This forces D to be the same as σ(C x ). The class Ψ l (C x ) ∈ CH 2 (X) is represented by the surface swept by all lines passing through x. It is known that is class is 2h
2 , where h is the hyperplane, see [18, Lemma 3.26] . Then it follows that
Hence we get g = 2C x + σ(C x ).
Claim 2: The primitive lattice H 2 (S l , Z) prim is simply the orthogonal comple-
This follows from Claim 1 and Proposition 3.2. Here we note that M is saturated in H 2 (S, Z) and M ∼ = Z[G]. This follows from the fact that det(M ) = −15 which is an isomorphism and
Proof. We have the natural identifications
The Abel-Jacobi homomorphism Φ l : Br 2 (X) → Pr(Br(S l ), σ) is induced by
By applying Hom(−, Q/Z), we see that K is isomorphic to the cokernel of Ψ l on the transcendental lattice. Note that T 2 (S l ) and H 2 (S l , Z) tr are isomorphic as G-modules. By definition, We have
as abstract groups. This shows that in the sequence of inclusions
, the quotient of the last term by the first has the same size as that of the second by the first. Thus the second inclusion, which is the same as Φ l , is actually an equality.
It is not clear yet whether K = 0 actually happens. The following proposition shows that one expects K = 0 to happen generically. Proposition 4.9. Let X be a smooth cubic fourfold and l ⊂ X a general line. Let Y l be the quotient of S l be the involution σ. If rk Pic(Y l ) = 1 and rk Pic(S l ) ≤ 3,
is an isomorphism.
Proof. Let X l be the blow-up of X along the line l. Then the projection from l defines a morphism X l → P 3 which realizes X l as a conic bundle over P 3 . The surface S l parameterizes lines in the singular fibers and Y l ⊂ P 3 is the discriminant divisor. By assumption, Pic(Y l ) is generated by the hyperplane class λ. It is known that π * λ = C x + C σ x , where π : S l → Y l is the natural double cover; see Lemme 2 in [21, §3] . If the Picard rank of S l is 2, then Alg 2 (S l ) = M and M ⊥ = H 2 (S l , Z) tr . In this case we already know that K ∼ = H 1 (G, M ⊥ ) = 0 by Proposition 3.2. Assume that the Picard rank of S l is 3. Then Pic(S l ) = ZC x ⊕ ZC σ x ⊕ Za for some class a. Since σ(a) + a = π * π * a is a multiple of π * λ, we have
We replace a by a − nC x and assume that σ(a) = −a.
form on the Picard group, with respect to the basis chosen above, is given by
where m = a · C x and d = (a) 2 . One computes that det(A) = −5(3d + 2m 2 ). Let {f, f σ , α} be the dual basis of Pic(S l ) * and {f ,f σ ,ᾱ} its image in Pic(S l )
* be the natural inclusion induced by intersection pairing. Then we have
It follows that
. Thenf +f σ has order 5 and (3d + 2m 2 )ᾱ = 0. If 3 ∤ m, thenᾱ is of order N = |3d + 2m
2 | and we have On G(1, 2, V ), we have the natural inclusions
By definition, Sym 3 V * is a quotient of V * ⊗ V * ⊗ V * . However, we can naturally identify Sym 3 V * with the symmetric tensors in (V * ) ⊗3 . More precisely, the inclusion Sym
⊗3 is given by
where (i, j, k) runs through all permutations of {1, 2, 3}. Hence G ∈ Sym 3 V * maps to an elementG in (V * ) ⊗3 and we writẽ
Let G ′ be the image ofG under the natural map
If we identify Sym
2 V * ⊗ V * with Hom(V, Sym 2 V * ), then G ′ gives an element G 1 ∈ Hom(V, Sym 2 V * ).
We can also write
It is well known that this fits into the following Euler exact sequence
There is a natural identification
Hence G 1 induces a homomorphism
Similarly, G 2 also induces a homomorphism
It is easy to check that the composition
is simply given by the element G ∈ Sym 3 V * . Hence on the cubic fourfold X, the above composition is 0 and hence G 1 ⊗1 factors through T P(V ) | X . Let ρ : T P(V ) | X → O X (3) be the resulting homomorphism. Then all these homomorphisms fit into the following diagram
where all the horizontal and vertical sequences are exact. We identify f : f −1 X → X with π : P(T P(V ) | X ) → X, and let ξ be the relative O(1)-class. Then by the identity
the homomorphism ρ defines an element
). The vanishing of ρ 1 defines P(T X ) ⊂ P(T P(V ) | X ). This can already be seen from the above diagram. However, we give another proof which gives more information.
Given
1 be an affine coordinate, then
If v ∈ f −1 X, then G(v 1 ) = 0. Hence the line l V2 , defined by V 2 ⊂ V , is tangent to X at the point π(v) ∈ X if and only if
Note that the truth of the above equality is independent of the choice of the basis {v 1 , v 2 }. Tracing the definition of ρ 1 , we see that equation (16) is the same as ρ 1 = 0. This can be carried out explicitly as follows. The composition
and this element is exactly ρ 1 . Assume that ρ 1 = 0, then equation (15) tells us that l V2 intersects X with multiplicity at least 3 at the point [v 1 ] ∈ X if and only if
Proceed in a similar way, we see that the above condition is the same as a vanishing of some element
If we further assume ρ 2 = 0, then l V2 is contained in X if and only if some element
vanishes. These facts can summarized in the following Proposition 5.1. Let X ⊂ P(V ) be a smooth cubic fourfold defined by G = 0 as above. Let F be the variety of lines on X with p : P → F being the total family of lines and q : P → X the natural morphism. Then there is a natural closed immersion P ⊂ P(T X ) and P is a (2ξ + 3h, 3ξ + 3h)-complete intersection, where ξ is the relative O(1) class of π : P(T X ) → X andh = π * h is the pull back of the hyperplane class.
Let l ⊂ X be a general line and S l the surface parameterizing all lines meeting l. The line l itself defines a closed point [l] ∈ S l . It is known that S l is smooth. LetS l be the blow-up of S l at the point [l] . Then there is a morphism π l :
ThenS l is naturally identified with q −1 (l).
Corollary 5.2. There is a natural closed immersionS l ⊂ P(T X | l ) such thatS l is a (2ξ + 3f, 3ξ + 3f )-complete intersection and π l = π|S
To show that H 1 (S l , Z) = 0, it suffices to show that H 1 (S • , Z) = 0, where
The above corollary allows us to prove Lemma 4.5 using some generalized version of the Lefschetz Hyperplane Theorem for quasiprojective varieties, see §2.2 of [7] .
Proof of Lemma 4.5.
Easy computation shows
LetZ = Bl Z1 (Z) be the blow up of Z along Z 1 . Then we have a diagram
The normal bundle of Z 1 in Z can be described as follows
This implies that
2 ) → Z 1 = P 1 and f 1 the class of a fiber. Then we have
There is a canonical sectionZ
Using the above argument of restricting σ * (2ξ + 3f ) − E 1 to rational curves, we see that the complete linear system |σ
such thatφ is an immersion onZ −Z 1 and contractsZ 1 to a singular point. As a P 3 -bundle over P 1 , the variety Z has trivial H 1 , i.e. H 1 (Z, Z) = 0. Since the center of the blow up σ is a rational curve, we have H 1 (Z, Z) = 0. Hence we also have
where U 1 =Z −Z 1 . LetỸ be the blow up of Y along Z 1 , thenỸ ⊂ U 1 is a hyperplane section and
By the generalized Lefschetz hyperplane theorem ( §2.2 of [7] ), we get
This proves Claim 3. The combination of Claim 2 and Claim 3 implies
. The base locus of |3ξ + 3f | is Z 1 and it defines a morphism ψ : • , Z) = 0, which finishes the proof.
Conic bundles
In this section we study rationally connected fourfolds which admit a conic bundle structure over P 3 .
To be more precise, let X a smooth projective variety of dimension 4. Let f : X → B = P 3 be a flat dominant morphism. Assume that X b ∼ = P 1 for a general point b ∈ B. Such X will be called a conic bundle over B. Let ∆ ⊂ B be the degeneration divisor. It consists of points b ∈ B such that X b is either a broken conic or a double line. Let S be the surface parameterizing lines in the degenerate fibers, then there is a natural degree 2 morphism π : S → ∆.
This induces an involution σ : S → S. For simplicity, we make the following assumptions.
Assumption 6.1. (1) The surface S is smooth and irreducible with H 1 (S, Z) = 0; (2) The involution σ has at most finitely many isolated fixed points; (3) The degeneration divisor ∆ is of odd degree.
Remark 6.2. Actually we know that σ has at least one fixed point. Otherwise, π : S → ∆ is anétale double cover. But the Lefschetz Hyperplane Theorem for the fundamental group implies that ∆ is simply connected and does not haveétale double covers.
By construction, we have the total family of lines in degenerate fibers given by the following diagram
* be the Abel-Jacobi homomorphism and Ψ = q * p * be the cylinder homomorphism as in Section 3.3.
To understand the geometry of X and S better, we note that in our case, we can always find a rank 3 vector bundle E on B such that i : X ֒→ P(E ), see [16] . Let f 1 : P(E ) → B be the natural projection with f = f 1 • i. Let ξ ∈ Pic(P(E )) be the Chern class of the relative O(1)-bundle. Then the divisor class of X on P(E ) is equal to 2ξ + f * 1 c 1 (L ) for some line bundle L on B. Hence X determines, up to a scalar, a global section s ∈ H 0 (P(E ), f * 1 L ⊗ O P(E ) (2)) and X is the vanishing locus of s. The grassmannian G(2, E ) can be viewed as the parameter space of lines on P(E ) and S naturally embeds into G(2, E ). Put these together, we get the following diagram
On the Grassmannian G(2, E ), there is the natural rank 2 sub-bundle
. Then by defintion, S is simply the vanishing locus of s ′ . This shows that
Lemma 6.3. The subgroup M is actually a G-module and
Proof. First we note that H 2 (G(2, E ), Z) is generated by a = c 1 (V 2 ) and f * 2 h, where h is the class of a hyperplane on B. It is easy to see that σ(h| S ) = h| S . Let V ′ 2 = j * V 2 . Let ∆ 0 be the smooth locus of ∆ and S 0 = π −1 (∆ 0 ). By sending a point t ∈ S 0 to the singular point of X b where b = π(t), we have a section τ : S 0 → C . This section descends to a section τ 0 : ∆ 0 → P(E ). This means that we have a commutative diagram C / / P(E )
The closureS of τ (S 0 ) in C is the blow-up of S at the fixed points of σ; the closurẽ ∆ of τ 0 (∆ 0 ) in P(E ) is the minimal resolution of ∆. On the surface S 0 , we have the following short exact sequence
Since s is symmetric, we know that the above sequence is essentially the same as (18) . This implies that
By taking the first Chern classes of both sides, we get c 1 (F ) = f * 1 c 1 (L ). Together with sequence (18), we see that ξ| τ0(∆ 0 ) is a class that comes from B. Hence τ * 0 ξ comes from B. If we trace the quantities above, we get τ * 0 ξ = (c 1 (L ) − c 1 (E ))| ∆0 . From this identity, we can get c 1 (K C ) = c 1 (T C /S ) + p * π * (d − 4)(h| ∆ ), from which we conclude that q * c 1 (T C /S ) ∈ N is equivalent to q * K C ∈ N . By the relation In the proof of the previous lemma (right above the sequence (18)), we showed that∆ is defined by the vanishing of θ ∈ H 0 (P(E ), O(1) ⊗ f * 1 (E * ⊗ L )). We can view θ as a homomorphism Proof. The idea of the proof is similar to that of [18, §2] . Let f 0 : Γ → X be either a continuous map from a real 4-dimensional topological manifold to X or a morphism from an algebraic curve to X. For each point t ∈ Γ, the lines in P(E ) passing through x = f 0 (t) is parameterized by P(T P(E )/B,x ). This shows that here is a map/morphism j 0 : Σ = P(F 0 ) → G(2, E ), where F 0 = f * 0 T P(E )/B . This gives rise to the following diagram
where all the squares are fiber products. Each line on P(E ) meets X in two points; D 2 corresponds to the point on f 0 (Γ) and D 1 corresponds to the remaining point. Let ϕ i : D i → X, i = 1, 2, be the natural maps. To make the exposition simpler, all the following identities will be understood to be modulo homological equivalence when Γ is a topological cycle and modulo rational equivalence when Γ is an algebraic Let ρ i : D i → Σ, i = 1, 2, be the natural maps, then ρ 2 is an isomorphism while ρ 1 is isomorphism way from points t ∈ Σ such that the corresponding line L t is contained in X. If L t is contained in X, then ρ −1 1 (t) = L t . Let E ⊂ D 1 be the exceptional loci of the map ρ 1 . Since the restriction of ξ| D1 + [E] to each E t is trivial (see Claim 1 in the proof of [18, Theorem 2.2]), we conclude that (22) ξ| D1 + E = ρ * 1 b, for some cycle class b from Σ. It follows that b = (ρ 1 ) * (ξ| D1 ). As classes on Σ, we have
Note that (ρ 2 ) * (ξ| D2 ) = ν * (ξ| Γ ), where ν : Σ = P(F 0 ) → Γ is natural map. On P = P(V 2 | Σ ), we have the following identity (ξ| P ) 2 + g ′ * c 1 (V 2 | Σ )(ξ| P ) + g ′ * c 2 (V 2 | Σ ) = 0, which implies that g ′ * (ξ| P ) 2 = −c 1 (V 2 | Σ ). On Σ, we have the following diagram 
