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On Properties of the Sturm-Liouville Operator with
Degenerate Boundary Conditions
Alexander Makin
Abstract
We consider spectral problems for the Sturm-Liouville operator with arbitrary complex-
valued potential q(x) and degenerate boundary conditions. We solve corresponding in-
verse problem, and also study the completeness property and the basis property of the
root function system.
1. Introduction. Consider the Sturm-Liouville equation
u′′ − q(x)u + λu = 0 (1)
with two-point boundary conditions
Bi(u) = ai1u
′(0) + ai2u
′(pi) + ai3u(0) + ai4u(pi) = 0, (2)
where theBi(u) (i = 1, 2) are linearly independent forms with arbitrary
complex-valued coefficients and q(x) is an arbitrary complex-valued
function of class L1(0, pi). It is convenient to write conditions (2) in
the matrix form
A =
(
a11 a12 a13 a14
a21 a22 a23 a24
)
and denote the matrix composed of the ith and jth columns of A (1 ≤
i < j ≤ 4) by A(ij); we set Aij = detA(ij).
It is known that conditions (2) can be divided into two classes:
1) nondegenerate conditions;
2) degenerate conditions.
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Boundary conditions (2) are called nondegenerate if they satisfy one
of the following relations:
1)A12 6= 0, 2)A12 = 0, A14+A23 6= 0, 3)A12 = 0, A14+A23 = 0, A34 6= 0.
There is an enormous literature related to the spectral theory of the
Sturm-Liouville operator with nondegenerate boundary conditions. In
particular, the following assertion has been proved.
Theorem ([1]). For any nondegenerate conditions the spectrum
of problem (1), (2) consists of a countable set {λn} of eigenvalues
with only one limit point ∞, and the dimensions of the corre-
sponding root subspaces are bounded by one constant. The system
{un(x)} of eigen- and associated functions is complete and mini-
mal in L2(0, 1); hence, it has a biorthogonally dual system {vn(x)}.
In this paper, we study eigenvalue problems for the Sturm-Liouville
operator with degenerate boundary conditions. This type of boundary
conditions has been investigated much less.
2. Preliminaries.
Let boundary conditions (2) be degenerate. According to [1, 2], this
is equivalent to the fulfillment of the following conditions:
A12 = 0, A14 + A23 = 0, A34 = 0.
According to [2], any boundary conditions of the considered class
are equivalent to the boundary conditions determined by the matrix
A =
(
1 b 0 0
0 0 1 −b
)
, or A =
(
0 1 0 0
0 0 0 1
)
.
If in the first case b = 0 then for any potential q(x) we have the initial
value problem (the Cauchy problem) which has no eigenvalues. The
same situation takes place in the second case.
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Further we will consider the first case if b = ±1. Then the boundary
conditions can be written in more visual form
u′(0) + (−1)θu′(pi) = 0, u(0) + (−1)θ+1u(pi) = 0. (3)
θ = 0, 1. It is easily shown that if q(x) ≡ 0 then any λ ∈ C is an
eigenvalue of infinite multiplicity. This abnormal example illustrates
the difficulty of investigation of problems with boundary conditions of
the considered class.
Denote by c(x, µ), s(x, µ) (λ = µ2) the fundamental system of
solutions to (1) with the initial conditions c(0, µ) = s′(0, µ) = 1,
c′(0, µ) = s(0, µ) = 0. The following identity is well known
c(x, µ)s′(x, µ)− c′(x, µ)s(x, µ) = 1. (4)
Simple computations show that the characteristic equation of problem
(1), (3) can be reduced to the form ∆(µ) = 0, where
∆(µ) = c(pi, µ)− s′(pi, µ). (5)
By Γ(z, r) we denote the disk of radius r centered at a point z. By
PWσ we denote the class of entire functions f(z) of exponential type
≤ σ such that ||f(z)||L2(R) < ∞, and by PW
−
σ we denote the set of
odd functions in PWσ.
3. Inverse problem.
The following two assertions provide necessary and sufficient condi-
tions to be satisfied by the characteristic determinant ∆(µ).
Theorem 1.[3] If a function ∆(µ) is the characteristic determi-
nant of a problem (1), (3), then
∆(µ) =
f(µ)
µ
,
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where f(µ) ∈ PW−pi .
Theorem 2. Let a function v(µ) have the form
v(µ) =
f(µ)
µ
, (6)
where f(µ) ∈ PW−pi , and satisfies the condition∫ ∞
−∞
|µmf(µ)|2dµ <∞, (7)
where m is a nonnegative integer number. Then, there exists a
function q(x) ∈Wm2 (0, pi) such that the characteristic determinant
of problem (1), (3) with the potential q(x) satisfies ∆(µ) = v(µ).
Proof. If m = 0 the theorem was proved in [3]. Further we will
count that m > 0. Since [4]
|f(µ)| ≤ C1||f(µ)||L2(R)e
pi|Imµ|, (8)
it follows that there exists an arbitrary large positive integer N such
that
|u(µ)| < 1/10, |f(µ)| < 1 (9)
on the set |Imµ| ≤ 1, Reµ ≥ N . Let µn (n = 1, 2, . . .) be a strictly
monotone increasing sequence of positive numbers such that |µn−(N+
1/2)| < 1/10 if 1 ≤ n ≤ N and µn = n if n ≥ N + 1. Consider the
function
s(µ) = pi
∞∏
n=1
µ2n − µ
2
n2
=
sinpiµ
µ
N∏
n=1
µ2n − µ
2
n2 − µ2
. (10)
Obviously, all zeros of the function s(µ) are simple, and, in addition,
the inequality
(−1)ns˙(µn) > 0 (11)
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holds for any n. Denote P (λ) =
∏N
n=1(µ
2
n−λ), Q(λ) =
∏N
n=1(n
2−λ).
Evidently,
λmP (λ)
Q(λ)
= λm +
m∑
j=1
αjλ
m−j +
R(λ)
Q(λ)
, (12)
where R(λ) is a polynomial of degree N−1 and αj are some constants.
It follows from (12) that
N∏
n=1
µ2n − µ
2
n2 − µ2
= 1 +
l∑
j=1
αjµ
−2j +
R(µ2)
µ2lQ(µ2)
. (13)
It follows from (10), (13) that
s˙(n) =
pi(−1)n
n
(1 +
m∑
j=1
αjn
−2j + O(n−2m−2)). (14)
Consider the equation
z2 − u(µn)z − 1 = 0. (15)
It has the roots
c±n =
u(µn)±
√
u2(µn) + 4
2
. (16)
It follows from (9) that for any n all numbers c+n lie in the disk Γ(1, 1/2)
and all numbers c−n lie in the disk Γ(−1, 1/2). Let for even n cn = c
+
n ,
and for odd n cn = c
−
n . Then (−1)
nRecn > 0 for any n = 1, 2, . . ..
This, together with (11) implies that Rewn > 0 for any n, where
wn =
cn
µns˙(µn)
. (17)
We set F (x, t) = F0(x, t) + Fˆ (x, t), where
F0(x, t) =
N∑
n=1
(
2cn
µns˙(µn)
sinµnx sinµnt−
2
pi
sinnx sinnt
)
,
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Fˆ (x, t) =
∞∑
n=N+1
(
2cn
µns˙(µn)
sinµnx sinµnt−
2
pi
sinnx sinnt
)
. (18)
One can readily see that F0(x, t) ∈ C
∞(R2). Consider the function
Fˆ (x, t). If n ≥ N + 1, then, by taking into account (8), (16) and the
rule for choosing the roots of equation (15), we obtain
cn = (−1)
n +
f(n)
2n
+ (−1)n(
m∑
j=1
βj
f 2j(n)
n2j
+O(1/n2m+2)). (19)
It follows from (8), (14), (18), and (19) that
Fˆ (x, t) =
∑∞
n=N+1
2
pi
(
1+(−1)n
f(n)
2n +
∑m
j=1 βj
f2j(n)
n2j
+O(1/n2m+2)
1+
∑l
j=1 αjn
−2j+O(n−2m−2)
− 1
)
sinnx sinnt =
=
∑∞
n=N+1
2
pi
[(1 + (−1)nf(n)
2n
+
∑m
j=1 βj
f2j(n)
n2j
+O(1/n2m+2))×
(1 +
∑m
j=1 α˜jn
−2j +O(n−2m−2))− 1] sinnx sinnt =
= 2
pi
∑∞
n=N+1(γnf(n) +
∑m
j=1 α˜jn
−2j +O(n−2m−2)) sinnx sinnt =
= (Gˆ(x− t)− Gˆ(x + t))/2,
where
Gˆ(y) =
2
pi
3∑
i=1
Gi(y), G1(y) =
∞∑
n=N+1
γnf(n) cosny,
G2(y) =
∞∑
n=N+1
m∑
j=1
α˜jn
−2j cosny =
m∑
j=1
α˜j
∞∑
n=N+1
n−2j cosny,
G3(y) =
∞∑
n=N+1
γ˜nn
−2m−2 cosny
where |γn| < C2/n, |γ˜n| < C2.
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The relation
∞∑
n=1
|nf(n)|2m =
1
2
||µmf(µ)||L2(R),
which follows from the Paley-Wiener theorem, together with the Parse-
val equality and (7), implies that G1(y) ∈W
m+1
2 [0, 2pi]. It is known [5]
that for any j = 1, 2, . . . the series
∑∞
n=N+1 n
−2j cosny are infinitely
differentiable functions on the segment [0, 2pi]. One can readily see that
G3(y) ∈W
m+1
2 [0, 2pi]. Therefore, we obtain the representation
F (x, t) = F0(x, t) + (Gˆ(x− t)− Gˆ(x + t))/2, (20)
where the functions F0(x, t) and Gˆ(y) belong to the above-mentioned
classes.
Now let us consider the Gelfand-Levitan equation
K(x, t) + F (x, t) +
∫ x
0
K(x, s)F (s, t)ds = 0 (21)
and prove that it has a unique solution in the space L2(0, x) for each
x ∈ [0, pi]. To this end, it suffices to show that the corresponding
homogeneous equation has only the trivial solution.
Let f(t) ∈ L2(0, x). Consider the equation
f(t) +
∫ x
0
F (s, t)f(s)ds = 0.
Following [6], by multiplying the last equation by f¯ (t) and by integrat-
ing the resulting relation over the interval [0, x], we obtain∫ x
0 |f(t)|
2dt +
∑∞
n=1
2cn
µns˙(µn)
∫ x
0 f¯(t) sinµntdt
∫ x
0 f(s) sinµnsds−
−
∑∞
n=1
2
pi
∫ x
0 f¯ (t) sinntdt
∫ x
0 f(s) sinnsds = 0.
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This, together with the Parseval equality for the function system {sinnt}∞1
on the interval [0, pi] implies that
∞∑
n=1
wn|
∫ x
0
f(t) sinµntdt|
2 = 0,
where the wn are the numbers given by (17). Since Rewn > 0, we
see that
∫ x
0 f(t) sinµntdt = 0 for any n = 1, 2, . . .. Since [7, 8] the
system {sinµnt}
∞
1 is complete on the interval [0, pi], we have f(t) ≡ 0
on [0, x].
Let Kˆ(x, t) be a solution of equation (21), and let qˆ(x) = 2 ddxKˆ(x, x);
then it follows [9] from (20) that qˆ(x) ∈ Wm2 (0, pi). By sˆ(x, µ),
cˆ(x, µ) we denote the fundamental solution system of equation (1)
with potential qˆ(x) and the initial conditions sˆ(0, µ) = cˆ′(0, µ) = 0,
cˆ(0, µ) = sˆ′(0, µ) = 1. By reproducing the corresponding consider-
ations in [6], we obtain sˆ(pi, µ) ≡ s(µ), whence it follows that the
numbers µ2n form the spectrum of the Dirichlet problem for equation
(1) with potential qˆ(x), and cˆ(pi, µn) = cn, which, together with iden-
tity (4), implies that sˆ′(pi, µn) = 1/cn.
Let ∆ˆ(µ) be the characteristic determinant of problem (1), (3) with
potential qˆ(x)). Let us prove that ∆ˆ(µ) ≡ v(µ). By theorem 1, the
function ∆ˆ(µ) admits the representation
∆ˆ(µ) =
fˆ(µ)
µ
,
where fˆ(µ) ∈ PW−pi . By taking into account relation (4) and the fact
that the numbers cn are roots of equation (15), we have
∆ˆ(µn) = cˆ(pi, µn)− sˆ
′(pi, µn) = cn − c
−1
n = v(µn).
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It follows that the function
Φ(µ) =
u(µ)− ∆ˆ(µ)
s(µ)
=
f(µ)− fˆ (µ)
µs(µ)
is an entire function on the complex plane. Since the function g(µ) =
f(µ)− fˆ(µ) belongs to PW−pi , it follows from (8) that
|g(µ)| ≤ C3e
pi|Imµ|. (22)
From (10), we find that if |Imµ| ≥ 1, then
|µs(µ)| ≥ C4e
pi|Imµ| (23)
(C4 > 0).If |Imµ| ≥ 1, then we obtain the estimate |Φ(µ)| ≤ C3/C4.
By H we denote the union of the vertical segments {z : |Rez| =
n + 1/2, |Imz| ≤ 1}, where n = N + 1, N + 2, . . .. It follows from
(10) that if µ ∈ H, then |µs(µ)| ≥ C5 > 0. The last inequality,
together with (22), (23), and the maximum principle for the absolute
value of an analytic function, implies that |Φ(µ)| ≤ C6 in the strip
|Imµ| ≤ 1. Consequently, the function Φ(µ) is bounded on the entire
complex plane; therefore, by the Liouville theorem, it is a constant
. It follows from the Paley-Wiener theorem and the Riemann lemma
[1] that if |Imµ| = 1, then lim|µ|→∞ g(µ) = 0, whence, we obtain
Φ(µ) ≡ 0.
4. Completeness and the basis property.
Completeness of the root function system of problem (1), (3) was
investigated in [10]. In particular, it was shown that if q(x) ∈ Ck[0, pi]
for some k ≥ 0, and q(k)(0) 6= (−1)q(k)(pi), then the root function
system is complete in L2(0, pi). If there exists an ε > 0 such that
q(x) − q(pi − x) = 0 for almost all x ∈ [0, ε], then the mentioned
system is not complete in L2(0, pi). In was established in [3], [11]
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that there exist potentials q(x) such that the root function systems of
corresponding problems (1), (3) are complete in L2(0, pi) and contain
associated functions of arbitrary high order, i.e. the dimensions of root
subspaces infinitely grow.
Since for a wide class of potentials q(x) the root function system of
problem (1), (3) is complete in L2(0, pi) one can set a question whether
the mentioned system forms a basis.
Let λn = µ
2
n (Reµn ≥ 0, n = 1, 2, . . .) be the eigenvalues of problem
(1), (3) numbered neglecting their multiplicities in nondecreasing order
of absolute value. Bym(λn) we denote the multiplicity of an eigenvalue
λn. In addition, assume that the function q(x) is continuous on the
interval (0, pi).
Theorem 3. Suppose a subsequence of eigenvalues λnk satisfies
the following two conditions:
1. |Imµnk| < M ;
2. limk→∞
m(λnk)
ln |λnk |
= 0;
Then the system of eigenfunctions and associated functions of
problem (1), (3) is not a basis in L2(0, pi).
Proof. Let us calculate the Green function G(x, ξ, µ) of operator
(1), (3). By [9], G(x, ξ, µ) = H(x, ξ, µ)/∆(µ), where H(x, ξ, µ) =
Φ(x, ξ, µ)/2 + g(x, ξ)∆(µ), where
Φ(x, ξ, µ) = s(x, µ){c′(pi, µ)[−c(ξ, µ)s(pi, µ)− s(ξ, µ)(−1− c(pi, µ))]−
−[1− c(pi, µ)][c(ξ, µ)(−1 + s′(pi, µ))− s(ξ, µ)c′(pi, µ)]}−
−c(x, µ){[1 + s′(pi, µ)][−c(ξ, µ)s(pi, µ)− s(ξ, µ)(−1− c(pi, µ))]+
+s(pi, µ)[c(ξ, µ)(−1 + s′(pi, µ))− s(ξ, µ)c′(pi, µ)]},
(24)
g(x, ξ) = ±(s(x, µ)c(ξ, µ) − c(x, µ)s(ξ, µ))/2, the sigh ” + ” is used
for x > ξ, and the sigh ” − ” is used for x < ξ. Combining like terms
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in (24) gives
Φ(x, ξ, µ) = 2[s(x, µ)c(ξ, µ)− c(x, µ)s(ξ, µ)]−
−[c(pi, µ) + s′(pi, µ)][s(x, µ)c(ξ, µ) + c(x, µ)s(ξ, µ)]+
+2[c′(pi, µ)s(x, µ)s(ξ, µ) + s(pi, µ)c(x, µ)c(ξ, µ)].
(25)
Let e(x, µ) be the solution of equation (1) satisfying the initial
conditions e(0, µ) = 1, e′(0, µ) = iµ, and let K(x, t), K+(x, t) =
K(x, t) +K(x,−t), and K−(x, t) = K(x, t)−K(x,−t) be the trans-
formation kernels [1] realizing the representations
e(x, µ) = eiµx +
∫ x
−x
K(x, t)eiµtdt,
c(x, µ) = cosµx +
∫ x
0
K+(x, t) cosµtdt,
s(x, µ) =
sinµx
µ
+
∫ x
0
K−(x, t)
sinµt
µ
dt. (26)
It was shown in [12] that
c(pi, µ) = cos piµ +
pi
2
〈q〉
sinpiµ
µ
−
∫ pi
0
∂K+(pi, t)
∂t
sinµt
µ
dt, (27)
s′(pi, µ) = cos piµ +
pi
2
〈q〉
sinpiµ
µ
+
∫ pi
0
∂K−(pi, t)
∂x
sinµt
µ
dt, (28)
where 〈q〉 = 1pi
∫ pi
0 q(x)dx. By differentiating the second of equalities
(26) and taking into account [12] that K+(pi, pi) = pi
2
〈q〉, we obtain
c′(pi, µ) = −µ sinpiµ +
pi
2
〈q〉 cos piµ +
∫ pi
0
∂K+(pi, t)
∂x
cosµtdt. (29)
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By substituting the right-hand sides of (26-29) in (25), we get
Φ(x, ξ, µ) = 2(sinµx cosµξ − cosµx sinµξ)/µ−
−2 cospiµ(sinµx cosµξ + cosµx sinµξ)/µ+
+2(− sinpiµ sinµx sinµξ + sinpiµ cosµx cosµξ)/µ + o(µ−1)epi|Imµ| =
= 2[sinµ(x− ξ) + sinµ(pi − (x + ξ))]/µ + o(µ−1)epi|Imµ|.
Throughout the following we assume that |Imµ| < M . Then the
last equality implies that
G(x, ξ, µ) =
R(x, ξ, µ)
∆(µ)
+ g(x, ξ), (30)
where
R(x, ξ, µ) = [sinµ(x− ξ) + sinµ(pi − (x + ξ))]/µ + o(µ−1). (31)
Let us study the function G(x, ξ, µ) in the neighborhood of the
eigenvalues λn. It follows from [3] that each root subspace contains
one eigenfunction and possibly associated functions. Let {
h
un (x)}
(h = 0,m(λn)) be an arbitrary canonical system of eigenfunctions and
associated functions of problem (1), (3), and let {
h
vn (x)} be appro-
priately normalized canonical system of eigenfunctions and associated
functions of the adjoint boundary value problem [13], i.e.
0
un (x) and
0
vn (x) are eigenfunctions, and
h
un (x) and
h
vn (x) (h ≥ 1) are associated
functions of order h, where
(
h
un (x),
g
vk (x))L2(0,pi) = δn,kδh,m(λn)−1−g.
Further we consider only root subspaces corresponding the mentioned-
above subsequence of the eigenvalues λnk . Denote
0
Rnk (x, ξ) =
0
unk (x)
0
vnk (ξ),
12
m(λnk )−1
R nk (x, ξ) =
m(λnk)−1∑
p=0
p
unk (x)
m(λnk)−1−p
v nk (ξ).
Since the function f(µ) has a root of multiplicity m(λnk) at the
point µnk , then
f(µ) =
∞∑
l=m(λnk)
cl(µ− µnk)
l = (µ− µnk)
m(λnk)
∞∑
l=0
cm(λnk )+l(µ− µnk)
l.
(32)
Obviously, cm(λnk ) = f
(m(λnk))(µnk)/m(λnk)!. Relations (30) and (32),
together with [13] imply the equality
0
Rnk (x, ξ) = limµ→µnk(µ
2 − µ2nk)
m(λnk)G(x, ξ, µ) =
=
2
m(λnk
)
m(λnk)!µ
m(λnk )+1
nk
R(x,ξ,µnk)
f
(m(λnk
))
(µnk)
.
(33)
From the Bernstein inequality [4], we obtain
|f (m(λnk))(µnk)| ≤ C1pi
m(λnk). (34)
It follows from (33) and (34) that
|
0
Rnk (x, ξ)| ≥ C2(2/pi)
m(λnk)m(λnk)!|µnk|
m(λnk)+1|R(x, ξ, µnk)|,
where C2 > 0, hence,
||
0
Rnk (x, ξ))||
2
L2((0,pi)×(0,pi))
≥
≥ C3[(2/pi)
m(λnk)m(λnk)!]
2|µnk|
2m(λnk)+2||R(x, ξ, µnk)||
2
L2((0,pi)×(0,pi))
,
(35)
where C3 > 0.
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If
0
vnk (ξ) 6= 0, then the function
m(λnk)−1
R nk (x, ξ) is an associated
function of order m(λnk)− 1, corresponding to the eigenvalue µ
2
nk
and
the eigenfunction
0
unk (x). It follows from [14] that
||
0
Rnk (x, ξ)||
2
L2(pi/3,pi/2)
≤
≤ [C4m(λnk)|µnk|]
2m(λnk)−2||
m(λnk)−1
R nk (x, ξ)||
2
L2(pi/4,3pi/4)
,
(36)
where C4 is a constant independent of ξ. If
0
vnk (ξ) = 0, then the
validity of (36) is obvious. It follows from (36) and [15] that
||
0
Rnk (x, ξ)||
2
L2(0,pi)
≤ [C5m(λnk)|µnk|]
2m(λnk)−2||
m(λnk)−1
R nk (x, ξ)||
2
L2(0,pi)
.
(37)
By integrating inequality (37) with respect to ξ, we have
||
0
Rnk (x, ξ)||
2
L2((0,pi)×(0,pi)
≤
≤ [C6m(λnk)|µnk|]
2m(λnk)−2||
m(λnk)−1
R nk (x, ξ)||
2
L2((0,pi)×(0,pi))
.
(38)
It follows from (31) that
||R(x, ξ, µnk)||
2
L2((0,pi)×(0,pi))
≥ C7|µnk|
−2, (39)
where C7 > 0.
Relations (35), (38), (39), and the Stirling formula imply that
||
m(λnk)−1
R nk (x, ξ)||
2
L2((0,pi)×(0,pi))
≥
(m(λnk)!|µnk|)
2
(C
m(λnk)
8 m(λnk))
2m(λnk)
≥
|µnk|
2
C
m(λnk)
9
,
where C8, C9 > 0. By the conditions of the theorem, the right-hand
side of the last inequality tends to infinity as k →∞. This, combined
with a resonance type theorem [16] implies the validity of theorem 3.
14
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