A (deterministic) polynomial-time algorithm is proposed for approximating the ground state of (general) 1D gapped Hamiltonians. Let ǫ, n, η be the energy gap, system size, and precision, respectively. Neglecting ǫ-dependent subpolynomial (in n) and constant factors, the algorithm runs in time n O(ǫ −1 ) for η = 1/polyn and n O(1) for η −1 = 2 o(log n) .
Introduction
Consider a 1D Hamiltonian H = n−1 i=1 H i with a constant energy gap ǫ, where H i acts on the spins i and i + 1 (nearest-neighbor interaction). Assume without loss of generality that the ground-state energy of each H i is zero and H i ≤ 1. Let ǫ 0 be the ground-state energy of H, which is a measure of how frustrated H is: H is frustration-free if ǫ = 0, and H is "almost frustration-free" if ǫ = O(1). For simplicity the local dimension d of each spin (qudit) is taken to be an absolute constant. We aim to find an approximation to the ground state |Γ of H, expressed efficiently as a matrix product state (MPS).
Definition 1 (Matrix product state). MPS is a class of 1D low-entanglement states, and is given by
where {|i j } is the computational basis of the Hilbert space of the spin j. In the bulk (2 ≤ j ≤ n−1), A
[j] i j is a D × D matrix; at the boundaries, A
is a 1 × D row vector and A [n] in is a D × 1 column vector. D is called the bond dimension of the MPS |Ψ .
The MPS representation is efficient if D is a polynomial in n. The existence of an efficient MPS approximation to the ground state |Γ is a consequence of the proof of the area law for entanglement [3, 1, 5] . LetÕ(x) := O(x log O(1) x) hide a polylogarithmic factor. All states are normalized by default.
Lemma 1 ( [1, 5] ). There exists an MPS |Ψ of subpolynomial bond dimension 2Õ (ǫ −1 +ǫ −1/4 log 3/4 n) such that | Ψ|Γ | ≥ 1 − 1/polyn.
Recently a randomized polynomial-time algorithm was proposed [6] for approximating the ground state of almost frustration-free 1D gapped Hamiltonians.
Lemma 2 ([6]).
In almost frustration-free 1D gapped systems there is a randomized n 2Õ (ǫ −1 ) -time algorithm that outputs an MPS |Ψ such that | Ψ|Γ | ≥ 1 − 1/polyn with probability greater than 1 − 1/polyn.
Remark. In general 1D gapped systems this algorithm runs in time n 2Õ (ǫ −1 ) (n/ǫ) O(ǫ 0 /ǫ) and may not be efficient if ǫ 0 = Ω(log n). See Section 4.2.1 for a technical explanation of this statement.
Certain ǫ-dependent subpolynomial (e.g., 2
O( √ log n/ǫ) ) and constant (e.g., 2 O(ǫ −1 ) ) factors appear below. When they do not dominate (e.g., accompanied with polyn), depending on the context we may neglect (or keep) them for simplicity (or clarity). We assume a precision parameter η −1 = n O(1) , (the inverse of) which is upper bounded by a polynomial of arbitrarily high constant degree. Our main result is the following. Theorem 1. In (general) 1D gapped systems there is a (deterministic) polynomial-time algorithm that outputs an MPS |Ψ such that Ψ|H|Ψ ≤ ǫ 0 + ηǫ and | Ψ|Γ | ≥ 1 − η. The algorithm runs in time n O(ǫ −1 ) for η = 1/polyn and n O(1) for η −1 = 2 o(log n) .
Overview
The outline of the algorithm in this paper is similar to that in [6] . We begin by defining the notion of viable set. Let H be the Hilbert space (C d ) ⊗n of the system (n qudits) and
be the Hilbert space of the spins with indices in the interval [i, j].
Definition 2 (viable set). S ⊆ H [1,i] is an (i, δ or ∆)-viable set if there exists a state |Ψ ∈ H (called a witness for S) such that (i) | Ψ|Γ | ≥ 1 − δ or Ψ|H|Ψ ≤ ǫ 0 + ∆ǫ (depending on the context either δ or ∆ is used as the precision/error parameter); (ii) the reduced density matrix of |Ψ on H [1,i] is supported on span{S}. Moreover, S is an (i, s, b, δ or ∆)-viable set if (iii) |S| ≤ s; (iv) ∀|v ∈ S is an MPS of bond dimension b.
Our algorithm iteratively constructs an (i, pp 1 , pp 2 , ∆ = cǫ 6 )-viable set S i for i = 1, 2, . . . , n − 1, where p, p 1 , p 2 are fixed (i.e., does not depend on i) polynomials in n, and c = 10 −16 is a sufficiently small absolute constant. The nth iteration is slightly different and constructs an (n, p 0 p 1 , p 0 p 2 , ∆ = η)-viable set S n , where p 0 is also a polynomial in n. After the last iteration, we obtain an MPS approximation to the ground state |Γ from the last viable set S n by solving a convex program of polynomial size. Indeed, we minimize the energy over the subspace span{S n }. By definition, this subspace is of polynomial dimension; ∀|v ∈ span{S n } is an MPS of polynomial bond dimension; there is an approximation to |Γ within error η in this subspace.
Each iteration consists of four steps: extension, cardinality reduction, bond truncation, and error reduction. For now, it suffices to know how the parameters evolve in each step of our algorithm, which is summarized in the following table. The asterisks mark the parameter that is reduced in each step.
This paragraph briefly comments on the algorithm in [6] . There the error parameter δ is reduced to O(ǫ 2 /n) = poly(ǫ/n) after the ith iteration for i ≤ n − 1. Then the analysis gives
in almost frustration-free 1D gapped systems. Extension and bond truncation are straightforward and do not dominate the running time. p 1 is given by the analysis of cardinality reduction. Error reduction is the only step that involves randomness and it succeeds with probability greater than 1 − 1/polyn. It is also the only step that requires
. See Section 4.2.1 for details. The overall running time of the algorithm in [6] is a polynomial in p, p 1 , p 2 , p 0 so that Lemma 2 follows. In our algorithm, we (i) significantly tighten the analysis of cardinality reduction so that
. Extension and bond truncation in our algorithm are identical to those in [6] .
Preliminaries
This useful lemma is easy to prove. In the reminder of this section we fix a cut i|i + 1.
Definition 3 (truncation). Given the Schmidt decomposition |v
Note that we always assume the Schmidt coefficients {λ j } are in descending order.
This lemma is known as the Eckart-Young theorem. The following is a by-product of the proof of the area law for entanglement [1, 5] .
Remark. This lemma is slightly different from Lemma 1.8 in [6] .
Lemma 7. There exists a state |v of Schmidt rank B δ such that Γ|v ≥ 1 − δ and v|H|v ≤ ǫ 0 + 48 √ δ.
|Γ , the result follows from Lemma 5 and the proof of Lemma 6. Note that in the present case |w := |Γ , |u := |v , and δ ′ := δ.
Algorithm and analysis
In the ith iteration the algorithm constructs an (i, pp 1 , pp 2 , ∆ = cǫ 6 )-viable set S i from an (i − 1, pp 1 , pp 2 , ∆ = cǫ 6 )-viable set S i−1 returned in the previous iteration. Extension is identical to that in [6] , and constructs an (i, dpp 1 , pp 2 , ∆ = cǫ 6 )-viable set S 
Cardinality reduction and bond truncation
Cardinality reduction is based on the notion of boundary contraction. Let ǫ L , ǫ R be the groundstate energies of
For a density matrix ρ on H, tr [i,j] ρ denotes the partial trace over H [i,j] . We fix the cut i|i + 1.
Definition 4 (boundary contraction [6] ). Suppose |v = B j=1 λ j |a j |b j is the Schmidt decomposition of a state |v ∈ H. Let U v : C B → H [i+1,n] be the partial isometry specified by
By slight abuse of notation we may write U * v for I ⊗ U * v when acting on H [k,n] for k ≤ i. The boundary contraction cont(v) is a density matrix on
Lemma 8. Let σ be a density matrix on H [1,i] ⊗ C B and |v = B j=1 λ j |a j |b j be the Schmidt decomposition of a state |v ∈ H. The density matrix σ ′ := U v σU * v on H satisfies
Algorithm
Let N be an ξ-net (ξ =
It is straightforward to construct N in time poly|N | = 2 2Õ (ǫ −1 ) .
Cardinality reduction convex program and bond truncation.
For each X ∈ N , solve the following convex program, whose variable is a density matrix σ on span{S
Let |u = j |u j |j be the eigenvector with the largest eigenvalue of the solution σ to this convex program. S Truncate each bond (in whatever order) of each |u to p 2 . Let |u ′ = j |u ′ j |j be the state after bond truncation. S Note the subtle difference between the implementation here and in [6] . There |u j ∈ S (2) i is truncated such that cardinality reduction and bond truncation are completely decoupled. Here |u is truncated such that constructing S (2) i is redundant when running the algorithm. I believe that the implementation here matches the analysis of bond truncation better. However, S (2) i is still useful in analyzing cardinality reduction, and we are going to show that it is an (i, p 1 , dp 2 p 1 p 2 , ∆ = 1/12)-viable set.
Analysis
Let P t be the projection onto the subspace H ≤t [i+1,n] spanned by the eigenstates of H ′ R with eigenvalues less than or equal to t. Similarly, let Q t be the projection onto the subspace (H [1,i] ⊗ H [i+1,n] ) ≤t spanned by the eigenstates of H ′ L + H ′ R with eigenvalues less than or equal to t. Note that
This lemma is known as the truncation lemma. Let t = 99(6 log ǫ −1 + log c −1
Lemma 10. There exists a state |w ∈ span{S
Proof. Let |v ′ be a witness for S
Define |v = P t |v ′ / P t |v ′ such that |v ∈ span{S
Applying Lemma 6 to |v we obtain a state |w := trunc i B 12
Lemma 11. Let X ∈ N be the element that is closest to cont(w). Let σ be the solution to the cardinality reduction convex program. Let |u = j |u j |j be the eigenvector with the largest eigenvalue of σ. Then there exist orthonormal vectors |b j ∈ H ≤t [i+1,n] such that u ′ |H|u ′ ≤ ǫ 0 + ǫ/12 for |u ′ := j |u j |b j .
Proof. Let σ ′ = U w σU * w . Applying Lemma 8 to σ and |w ,
where we have used the inequality tr(σH L ) ≤ w|H L |w ; indeed, U * w |w w|U w is a feasible solution to the convex program. Let {|v j } be the eigenvectors of σ ′ with the corresponding eigenvalues {λ j } in descending order. There exists an eigenvector |v j such that v j |H|v j ≤ ǫ 0 + 2ǫ/24 = ǫ 0 + ǫ/12. Such an eigenvector is unique as Lemma 3(a) implies | v j |Γ | > 1 − 1/12. Markov's inequality in probability theory implies that |v j is the eigenvector with the largest eigenvalue, i.e., j = 1. Then |u := U * w |v 1 is the eigenvector with the largest eigenvalue of σ.
is an (i, p 1 , dp 2 p 1 p 2 , ∆ = 1/12)-viable set with
is also an (i, p 1 , dp 2 p 1 p 2 , δ = 1/12)-viable set. The analysis of bond truncation is identical to that in [6] , and S (3) i is an (i, p 1 , p 2 , δ = 1/2)-viable set with p 2 = n2Õ (ǫ −1/4 log 3/4 n) .
Error reduction
To improve the precision of a viable set, we construct a matrix product operator (MPO) of polynomial bond dimension such that it reduces the energy of the witness.
Definition 5 (Matrix product operator). MPO is the operator analog of MPS, and is given by
where {σ i j } is a basis of the space of operators on H [j,j] . The dimensions of the matrices A
[j] i j 's are the same as those in (1), and similarly D is called the bond dimension of K.
Fixing a cut i|i + 1, it is straightforward to decompose K as a sum of D terms:
where
i } such that S i is an (i, Dp 1 , Dp 2 , ∆)-viable set (the value of ∆ will be analyzed later).
Sampling MPO in [6]
We discuss the sampling MPO in [6] , which reduces the error of S
such that A − |Γ Γ| ≤ poly(ǫ/n). The operator A can be expanded as a sum of exponentially many terms:
Definition 6 ([6]). Let the sampling MPO K := l −1 l j=1 P I j be the average of l terms chosen uniformly at random from all terms in the expansion of A.
In almost frustration-free 1D gapped systems, provably K is an inverse polynomial approximation to A and has polynomial bond dimension with high probability.
Lemma 12. Fixing l = (n/ǫ) O(1+ǫ 0 /ǫ) implies that K satisfies the following with probability greater
Proof. (a) is an immediate corollary of the Chernoff bound for matrices [9] , and l = poly(n/ǫ)C O(m) = (n/ǫ) O(1+ǫ 0 /ǫ) . (b) is a consequence of elementary probability.
Suppose |w is a witness for S (3) i such that | w|Γ | ≥ 1/2. A little algebra shows that | Γ|K|w |/ K|w ≥ 1 − O( K − |Γ Γ| ) = 1 − poly(ǫ/n). Hence S i is an (i, pp 1 , pp 2 , δ = poly(ǫ/n))-viable set with probability 1 − 1/polyn, where p = (n/ǫ) O(ǫ −1 ) in almost frustration-free 1D gapped systems. Note that p = (n/ǫ) O(ǫ −1 +ǫ 0 /ǫ) in general 1D gapped systems and for ǫ 0 = Ω(log n) the sampling does not seem to converge in polynomial time.
Hastings' MPO
Hastings' MPO is a standard method for proving many well-known results in gapped systems, e.g., exponential decay of correlations [2] and the 1D area law for entanglement [3] . We are going to show that it is efficient in general 1D gapped systems; indeed, it is even more efficient than the sampling MPO in almost frustration-free 1D gapped systems. Its construction does not involve randomness and is based on the Fourier transform and the Lieb-Robinson bound [7] . Assume for the moment that we have a rough estimate ǫ ′ 0 of the ground-state energy ǫ 0 of H in the sense that ξ :
where q = 4 log η −1 + 20 ≥ 20. Let a := A|Γ = exp −
≥ exp(−1/2) ≥ 1/2 be an unknown normalization factor. Note that an overall prefactor is irrelevant as we may normalize each vector in the viable set. Suppose |w is a witness for S √ p j |Γ j such that p 0 ≥ 1/4 and . For each t j , using the Lieb-Robinson bound [7] the propagator exp(−iHt j ) can be approximated to error η ′ /3 by an MPO of bond dimension [8] 2 O(t j ) poly(n/η ′ ) = 2 O(T ) poly(n/η ′ ) = 2 O( √ q log η ′−1 /ǫ) poly(n/η ′ ). The number of terms is 2T /τ +1 = O n √ q log η ′−1 η ′ ǫ
. Hence the overall bond dimension of the MPO K is D = n O(1+ √ log η −1 / log n/ǫ) .
Recall that we assume η −1 = n O(1) .
With a little algebra, Lemmas 13, 14 imply v|H|v ≤ ǫ 0 +ηǫ for |v = K|w / K|w . Therefore, S n is an (n, p 0 p 1 , p 0 p 2 , ∆ = η)-viable set with p 0 = n O(1+ √ log η −1 / log n/ǫ) , and S i for i ≤ n − 1 is an (n, pp 1 , pp 2 , ∆ = cǫ 6 )-viable set with p = n O(1) 2 O( √ log n log ǫ −1 /ǫ) = n O(1) , where we have neglected an ǫ-dependent subpolynomial (in n) factor.
We briefly comment on the assumption that we have an estimate ǫ ′ 0 of the ground-state energy ǫ 0 of H to error ξ. Since 0 ≤ ǫ 0 ≤ n, we just run the entire algorithm with ǫ ′ 0 = jξ and obtain a candidate MPS solution |Ψ j for each j = 0, 1, . . . , n/ξ. The candidate MPS with the lowest energy is identified as our final output. This completes our algorithm.
