Abstract Genetic Programming is a heuristic search algorithm inspired by evolutionary techniques that has been shown to produce satisfactory solutions to problems related to several scientific domains [1] . Presented here is a methodology for the creation of Quantitative StructureActivity Relationship (QSAR) models for the prediction of chemical activity, using Genetic Programming. QSAR analysis is crucial for drug discovery since good QSAR models enable human experts to select compounds with increased chances of being active for further investigations. Our technique has been tested using the Selwood dataset, a benchmark dataset for the QSAR field [2] . The results indicate that the QSAR models created are accurate, reliable and simple and can thus be used to identify molecular descriptors correlated with measured activity and for the prediction of the activity of untested molecules. The QSAR models we generated predict the activity of untested molecules with an error ranging between 0.46 -0.8 on the 
I. INTRODUCTION
Genetic Programming (GP) [1] is a heuristic search method used for identifying optimal solutions to a problem where the possible solution space is too large to be exhaustively enumerated. The method, inspired by evolutionary principles, is based on using a population of programs, each one representing a potential solution to the problem, and evolving them through genetically inspired operations such as mutation, crossover and selection [5] , [6] . Most GP algorithm implementations utilize a tree model to represent the evolved programs/solutions. In this model a candidate solution is represented by a tree data structure where the inner nodes (branches) are functions and the terminal nodes (leaves) are variables or constants related to the problem to be solved [1] , [4] . In this study we investigate the application of GP to the generation of Quantitative Structure-Activity Relationship (QSAR) models [4] , [5] , [7] . Following the terminology used in [4] we term our models GP-QSARs.
QSAR methodologies [4] , [8] , [9] build on top of the Structure-Activity Relationship (SAR) theory [10] stating that the biological behaviour of a molecule is a function of its chemical structure. QSAR analysis is crucial for drug discovery since good QSAR models enable human experts to select compounds with increased chances of being active and thus avoid wasting time and resources pursuing compounds with low chances being pharmacologically interesting. Essentially, QSAR Biological Activity = Const + (CIxPI) + (C2xP2) ±... where the parameters P are computed for each molecule in the series and the coefficients C are calculated by fitting variations in the parameters P and the biological activity [4] , [10] . The parameters P are the chosen molecular descriptors typically aiming to capture the presence of specific functional groups, electronic effects and other properties important in molecular activity such as lipophilicity. The coefficients C are calculated using techniques borrowed from statistics and computer science such as multiple linear regressions [11 ] .
QSAR models constructed successfully are primarily used to predict the activity of new, unknown molecules and thereby facilitate the selection of molecules to investigate. A category of QSAR models that use meaningful descriptors and have the property of being interpretable can also assist in the understanding of the mechanism of molecular binding and the design of new compounds.
The GP-QSAR approach has been also used by Nicolotti et al. in [4] . In that study the focus was placed on deriving QSAR models compromising two competing objectives, namely model accuracy (prediction error) and model simplicity (number of terms). The results presented were encouraging and proved the applicability of GP to the QSAR problem domain. It is worth noting that Nicolotti's GP implementation only used the arithmetic operand of addition {±+. We decided to enrich the allowed mathematical operands and include {+, -, /, *}. To obtain comparable results we decided to use the same, benchmark dataset to facilitate the evaluation of our method against Nicolottis' GP-QSAR as well as other commonly used QSAR techniques found in the literature [4] , [12] .
II. EXPERIMENTAL DATA SET
The Selwood dataset is one of the benchmark datasets used to test QSAR model construction algorithms [2] . As such, several published results exist citing the performance of various algorithmic techniques [3] , [4] , [12] 
III. GP-QSAR ALGORITHM
Our implementation of the GP-QSAR algorithm follows the standard workflow of evolutionary algorithms [13] , [14] . We employ a population of solutions/QSAR equations where each solution is represented by a tree data structure. In each generation we evaluate the solutions, select a subset of the population as parents and apply genetic operations to produce a new population of improved solutions. We repeat this process until we reach the maximum number of generations specified by the user or until one of the solutions meets the fitness criteria set by the user. More analytically, the steps of the algorithm are outlined below:
A 
IV. RESULTS
Our GP-QSAR algorithm implementation was applied to the Selwood dataset in order to validate its performance and investigate its limitations. The dataset was used both in raw (not normalized) and in normalized format. In both cases GP-QSAR was used to develop a QSAR model correlating the available 53 descriptors to measured biological activity (the Y column). Our experimental design was based on varying the maximum number of generations, the number of solutions in the population, the parent selection method and the GP-QSAR tree depth. For each execution one of the four parameters was altered while the others remained unchanged. In each generation the program picked half of the population solutions to form the parent population using the chosen selection method. Model fitness was calculated using the Root Mean Squared Deviation measure, i.e. by calculating the square root of the sum of the squares of the prediction errors of the model for each molecule in the dataset. Evolution terminated when the maximum number of generations was reached. The best model, in terms of RMSD, of the final generation has been chosen as the result of each algorithm execution. The results obtained for the two dataset formats are described below.
A. Not-normalized (raw) data In the case of not-normalized data we generated models with tree depths 3, 4, 5 and 6. For each tree depth we tried all three parent selection methods (i.e. best, tournament and roulette). Further, we explored all combinations of populations consisting of [20, 100, 500, 1000] and generations in the ranges [50, 100, 500, 1000, 5000]. GP-QSAR was run a total of 240 times for the tests on not-normalized data. Table 2 presents some of the best models obtained for not-normalized data from all the computational experiments performed. It is worth noting that the range of errors of all models generated was between 0.43-0.78, and that descriptors LOGP, ATCH4, SUM_F were consistently used in the vast majority of the better performing models as can be seen in the examples below. The best models overall seemed to be those generated with tree-depth 4. Further increasing tree depth did not have a noticeable effect. Also, increasing the population over 500 seemed irrelevant. The results indicated that the number of generations should be over 500 since runs satisfying this requirement clearly produced better models. Figure 3 : GP-QSAR model generation results for raw data, selection method "best", population number 500 and varying tree depth and number of generations.
B. Normalized data
The experimental design used to generate QSAR models with the normalized version of the dataset was identical to the design used for the raw data version. GP-QSAR was again run for 240 times to test all the combinations of tree depth, parent selection method, population size and number of generations defined in our plan. In general, models built on normalized data were marginally better than models built with the identical set of input parameters on not normalized data. In this context model quality refers to smaller prediction error and does not take into account model complexity. A small variation is seen in the descriptors most frequently used in the best performing models. In the case of normalized data the results indicate that the most important descriptors are LOGP, an SUM F (as in models built with not-normalized data) but also ESDL3 and ATCH5 which were not so prominent in experiments with not-normalized data. Table 3 presents some of the better models generated with nornalized data. Again, the trend is for a reduced model error with increased number of generations and population number for all parent selection methods. Figure 4 presents the model error produced for the runs performed with selection method "Tournament" population number 500, varying tree depth and varying number of generations. The results are grouped by number of generations. As in the case of not-nornalized data the importance of the number of generations is obvious although in this case tree depth seems to be more important in runs with over 100 generations. A similar trend in error reduction is observed when using the "Best" and "Roulette" selection methods although in this case the "Best" method seems to consistently outperforn slightly the other two. 
V. CONCLUDING REMARKS
Despite the popularity of algorithms inspired by evolutionary principles in the bio/chemoinformatics fields the application of GP for QSAR model generation has been rather minimal [4] , [7] . Motivated by the promising results obtained by the few GP-QSAR applications cited in the literature we developed a methodology with distinct features and applied it on a widely used dataset to obtain results easier to compare. Our method uses a richer set of operands than similar work presented to date. We use the operands {±,-,t, } while the work in [4] is limited to the usage of the {±} operand only. Additionally the method does not require the user to specify the number of descriptors to be used in the QSAR model or a separate feature extraction pre-processing step since it performs a global search for the best model that can be produced using any combination of descriptors and operands.
Our results indicate that the proposed methodology compares favorably with other algorithms used for QSAR model generation. The results of our best models are in line with published results for the Selwood dataset both in terms of model error and descriptors used to construct the models. Depending on the parameters supplied the error of our models varies between 0.43-0.78 similar to the results reported in [4] , [12] The majority of the best performing models we have found use the descriptors LOGP, SUM F, ESDL5, ATCH4 indicating the importance of the * Depth3 * Depth4 o Depth5 o Depth6 molecular features encoded for antifilarial antimycin activity.
FUTURE WORK
Our plans for future work on this field include:
1. Apply the technique on larger, more challenging datasets with more descriptors in order to investigate limitations of the program and improve perfornance.
2. Extend the proposed system to handle multiple objectives [15] . In [4] a MoQSAR (multi-objective genetic QSAR) has been shown to develop a collection of QSAR models representing equivalent solutions compromising the complexity (number of terns) and accuracy (error) of the model. We plan to investigate the ability of our implementation to effectively search in multi-objective space to identify models compromising competing objectives such as accuracy against numerous targets (activity, toxicity), and complexity.
