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Abst rac t - -We consider a paper of Bana~ and Rzepka which deals with existence and asymptotic 
stability of an integral equation by means of fixed-point theory and measures of noncompactness. 
By choosing a different fixed-point theorem, we showthat the measures of noncompactness can be 
avoided and the xistence and stability can be proved under weaker conditions. Moreover, we show 
that this is actually a problem about a bound on the behavior of a nonunique solution. In fact, 
without nonuniqueness, the theorems of stability are vacuous. (~) 2004 Elsevier Ltd. All rights 
reserved. 
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1. INTRODUCTION 
Recently, Bana~ and Rzepka [1] studied an integral equation by means of a modification of a 
fixed-point theorem of Darbo using measures of noncompactness. They obtained two interesting 
results and two examples on existence and stability. 
The purpose of this paper is twofold. First, investigators have found that a more careful 
selection of a fixed-point heorem and mapping set can eliminate the need for studies of non- 
compactness; we illustrate that in Theorems 3 and 6. Along the same line, we eliminate their 
condition for boundedness and we isolate the function to which solutions converge. Next, the 
authors do not mention onuniqueness and both of their examples possess unique solutions; yet 
it will be pointed out that their stability results are nonvacuous if and only if their equation has a 
nonunique solution. In the case of nonuniqueness, those results turn out to be very important for 
they show that, while a solution may be nonunique, those solutions branching off will return and 
approach the solution from which they diverged. In effect, then, the nonuniqueness may not be 
catastrophic, as it is in the case of a differential equation such as x'(t) = xl/3(t) where solutions 
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break off from the zero solution and go off to infinity. Their work is for a scalar equation, but 
ours is for a vector system. 
2. RESULTS OF  STABIL ITY  AND BOUNDEDNESS 
In [1], Bana~ and Rzepka consider an operator F mapping the space of bounded continuous 
functions BC(R+) into itself, R+ = [0, ~c), such that 
I(Fx)(t) - (Fy)(t)L <_ klx(t) - y(t)l + a(t), (1) 
for all x, y E BC,  t E R+, where k E [0, 1) and a : R+ -+ R+ is continuous and l imt -~ a(t) = O. 
They assume that there is an x E BC satisfying 
x = Fx .  (2 )  
They then prove the following result which incorporates a nonstandard efinition. 
THEOREM 1. Under the above conditions, the function x is an asymptotically stable solution 
of (2): that is, for any e > 0 there exists T > 0 such that for every t >_ T and for every other 
solution y of (2), then ix(t) - y(t)l < e. 
The standard efinition would ask that solutions tarting arbitrarily close to the given solution 
remain dose and converge to it. But that definition rules out nonuniqueness which is the very 
heart of this investigation. 
They then consider the integral equation 
x(t) = f(t ,  x(t)) + u(t, s, x(s)) ds, t > O, (3) 
where they assume that 
(i) f :  R+ × R ~ R is continuous and f(t,O) E BC(R+); 
(ii) there is a constant k E [0, 1) with 
If(t,x) - f(t,y)l <_ klx -y l ,  (4) 
for all t ~ 0 and all x, yER;  
(iii) u : R+ x R+ x R --* R is continuous and there are continuous functions a, b : R+ --~ R+ 
such that 
lira a(t) b(s) ds = 0 (5) 
and 
I~(t, s, ~)1 ~ a(t)b(s), (6) 
for all t, s 6 R+, (s _< t) and all x E R. 
REMARK 1. Condition (ii) implies that there is one and only one point x0 with x0 = f(0, x0); 
every continuous olution x(t) of (3) satisfies x(0) -- x0. In the stability definition, there are 
"other solutions" only in the case of nonuniqueness. See Theorem 3 for details. 
They then use fixed-point heory to prove the following theorem. 
THEOREM 2. I f  (i)-(iii) hold, then (3) has at least one solution x E BC(R+ ) and it is asymptot- 
ically stable. 
First, they show that a bounded continuous solution exists using fixed-point theory. Then, they 
invoke Theorem 1 to conclude that it is asymptotically stable. This is followed by the remark 
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that the asymptotic stability will also follow from the properties of a certain set in the fixed-point 
argument. Finally, they offer two examples: 
5 /0 x(t) - 1 x(t) + e-t  1 + Ix(s)l ds, (7) 
~o t s 2 arctanx(s) x(t) - ln(1 + t) sinx(t) + ds. (8) 
l+t  l+t  4 
REMARK 2. Equation (7) has the zero solution; moreover, it is Lipschitz in x so that is the only 
solution. Hence, neither Theorem 1 nor Theorem 2 shed any light on (7). If we take the principal 
branch of the aretan function in (8), then it has the unique zero solution. If we take another 
branch, then Theorem 2 is useful and yields a bounded solution; but it is unique and so stability 
holds by default. 
REMARK 3. Hypothesis (i) is critical only if we require a bounded solution. We later prove 
that if (3) has a solution and if (ii) and (iii) hold with k replaced by k(t), then that solution 
is bounded whenever If(t, 0)[/(1 - k(t)) is bounded. We can prove the existence of a solution 
without assuming boundedness of f ( t ,  0) and the stability works in the same way. 
3. A PARALLEL  THEOREM 
Very early in the study of asymptotic stability by fixed-point heory, it was recognized that 
compactness on an infinite interval presented problems. A simple solution was to construct a 
mapping set which degenerated to a curve (usually the zero solution) as t ~ co. This meant 
that an equicontinuous subset was, in fact, contained in a compact set. In a standard integral 
equation 
x(t) -= c(t) + g(t, s, x(s)) ds, 
the usual expectation is that the solution will follow c(t) in some sense. In a functional integral 
equation like (3), we expect the solution to follow the solutions of 
¢(t) = f(t ,  ¢(t)) (9) 
and the boundedness of ¢ depends on that of f ( t ,  0), as we will see. 
We now consider equation (3) in R '~ with the Euclidean norm [. [ 
z(t) = f(t, z(t)) + u(t, s, x(s)) ds, t >_ O, (3") 
where x(t) C R n and assume that 
(i*) f : R+ x R ~ ~ R n is continuous and there exist a continuous function k : R+ ~ [0, 1] 
with 0 _< k(t) < 1 for t > 0 and a constant x0 E R n such that x0 = f(0, x0) and 
tim (1 - k( t ) ) - l ( f ( t ,  xo) - f(O, xo)) = 0; 
t---~O+ 
(ii*) for each t E R+ and x, y E R ~ 
I f ( t ,x )  - f ( t ,  y)l < k( t ) lx  - yl; 
(iii*) u : R+ × R+ × R n -+ R n is continuous and there are continuous functions a, b : R+ ~ R+ 
such that [u(t, s, x)[ _< a(t)b(s) for all t, s C R+, (s _< t) and all x E R ~ with 
lim a(t) fot t-.o+ 1 --~(t) b(s) ds =0 
and 
lim a(t) f0 t t--.oo 1 -- -k(t) b(s) ds = O. 
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REMARK 4. The first part  of (i*) is a necessary condit ion for equat ion (3*) to have a solution. 
The equation x = f(0,  x) may have more than one solution, but  one and only one x0 satisfies (i*). 
It is clear that  (i)-(i i i) imply (i*)-(ii i*). We do not assume f ( t ,  0) bounded nor do we require a 
strict contract ion condit ion on f ( t ,  x) for t = 0. 
We need the following contract ion theorem and are unaware if it is a l ready known. 
THEOREM 3. GENERALIZED CONTRACTION. Suppose f satisfies (i*) and (ii*). Then, there /s  a 
unique continuous function ¢ : R+ --+ n n satisfying (9). Moreover, I¢(t)l __ I f ( t ,o ) [ / (1  -k ( t ) )  
for t > O. 
PROOF. For each posit ive integer n, we define (Xn, [1" ][~) as the Banach space of bounded 
continuous functions ¢ : [1/n, n] --. R n with the supremum norm. We then define a mapping 
S~ : X~ --+ X~ by 
(S~)(t)  = /(t,¢(t)),  t ~ [1,n] , (lo) 
for ¢ E X~. This is a contract ion with a unique fixed point  ¢,~, a continuous continuation of 
¢~-1.  The continuation of ¢~ as n --+ c~ is the required function ¢( t )  for 0 < t < co. To show 
that  ¢( t )  --+ x0 as t --+ 0, where x0 is given in (i*), we consider for t > 0 
I¢(t) - zol = I f ( t ,¢ ( t ) )  - f(0,~o)l <_ I f ( t ,C ( t ) )  - f ( t ,  xo)l  + [ f ( t ,  xo)  - f (0,zo) l  
< k( t ) l¢ ( t )  - xol + l/(t, xo) - f(O, xo)l. 
This implies that  
I~b(t) - xo[ ___ (1 - k(t) ) - l l f ( t ,  xo) - f(O, xo)[ ~ O, 
as t ~ 0. Thus, if we define ~(0) = Xo, then ~ is continuous on R+ and satisfies (9). Note that  
~b is not necessari ly bounded. Note also that  
I t ( t )  - f ( t ,  0)l = I f ( t , f ; ( t ) )  - f ( t ,  0)l __ k(t) l¢(t ) l ,  
so that  
1 I¢(t)[ __% ~l f ( t ,o ) l ,  
for t > 0. This completes the proof of Theorem 3. 
EXAMPLE 1. Consider the function 
f ( t ,x )  : e - tg (x )  4-~( t ) (e  t -- 1) ,  
where g : R n --+ t~ n, ~ : R+ --~ R n are continuous with Ig(x) - g(y)] _< [x - y[ for all x ,y  E R n 
and there xists x0 C R n such that  z0 = g(xo) and u(0) = g(xo). I f  we take k(t) = e - t ,  then (i*) 
and (ii*) are satisfied, and by Theorem 3, there exists a continuous function ¢ : R+ ~ R n 
satisfying ¢(t )  = f ( t ,  ¢(t ) )  for all t e R+. For n = 1, if we take g(x) = sin(x + 1), then x0 is the 
unique solution of x = sin(x + 1) on [0, 7r/2]. 
REMARK 5. It is clear that  if R+ is replaced by a finite interval in (i*) and (ii*), Theorem 3 stil l 
holds. Thus, if k(t) = 1 occurs at infinitely many points on R+, we may apply Theorem 3 on 
each finite interval to obta in the following corollary. 
COROLLARY 1. Suppose that 
(i**) f : R+ x R "~ --~ R ~ is continuous and there exist a continuous function k : R+ -+ [0,1] 
with 0 < k(t) < 1 for t ~ E,  E = {t~ E R+ [ n = 1 ,2 , . . . , tn  < t,~+l} with tn --~ oo as 
n --~ oc and a sequence {xn}, xn E R n, such that xn = f ( t ,~,x~) with 
lira (1 - k ( t ) ) - l ( f ( t ,  xn)  - f ( tn ,  x4)  = o, 
t ---* t n 
and (ii*) holds. Then, there is a unique continuous ~b : R+ --* R n satisfying (9). 
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EXAMPLE 2. Consider the function 
f (t ,  x) = cos t sin x + #(t) sin 3 t, 
where # : R+ ~ R is continuous. If we take k(t) = [cost], tn = nTr (n = 1,2, . . . ) ,  and x~ = 0 
(n = 1,2, . . . ) ,  then conditions (i**) and (if*) are satisfied, and by Corollary 1, there exists a 
unique continuous ~b : R+ ~ R such that ¢(t) = f(t ,  ¢(t)) for all t • R+. 
We need Krasnoselskii's theorem (see [2, p. 31]) in a more general form. 
THEOREM 4. (See [3].) Let M be a dosed, convex, and nonempty subset of a Banach space 
(s, II. II). Suppose that A :  M --+ S and B : S --+ S such that 
(i) B is a contraction with constant c~ < 1; 
(if) A is continuous, AM resides in a compact subset of S; 
(iii) [x=Bx+Ay,  y•M]~x•M.  
Then, there is a y • M with Ay + By  = y. 
We use this theorem to prove that every solution of (3*) is asymptotically stable under Con- 
ditions (i*)-(iii*) without boundedness of f ( t ,  0). Every solution converges to ¢. 
The following compactness result is used. 
THEOREM 5. ASCOLI TYPE. (See [4, pp. 79-80].) Let q : R+ -* R+ be a continuous function 
such that q(t) ~ 0 as t ~ oo. If  {¢k(t)} is an equicontinuous sequence of Rn-valued functions 
on R+ with [¢k(t)] _< q(t) for t • R+, then there is a subsequence that converges uniformly on R+ 
to a continuous function ¢(t) with ]¢(t)[ _< q(t) for t • R+, where I . ] denotes the Euclidean norm 
on t~ n . 
THEOREM 6. Suppose that (i* )-(iii* ) hold. Then, equation (3*) has at least one solution. Every 
solution of (3*) is asymptotically stable and converges to ¢ in (9). 
PROOF. We will use Theorem 3. To arrive at our mapping set, we write (3*) as 
~0 t x = y + ¢(t)  = f(t ,  y + ¢(t) )  + ~(t, s, y(s)  + ~(s ) )  de, 
or, since ¢(t) = f ( t ,  ¢(t)), 
~0 t y = f(t ,  y + ¢(t)) - f (t ,  ~p(t)) + u(t, s, y(s) + ¢(s)) ds. (11) 
Our objective is to obtain a solution y(t) as a bounded continuous function; then x = y + ¢(t) is 
bounded if and only if ¢ is bounded. 
For X~ given in the proof of Theorem 3, define 
M~ = {¢ • X~ I I¢(t)[ ~ q(t)}, a(t) ~o t q(t) -- 1 ---if(t) b(s) ds, (12) 
with q(0) = 0 and define P : Xn ~ Xn by 
jr1 t(P¢)(t) = f (t ,  ¢(t) + ¢(t)) - f ( t ,  ~b(t)) + u(t, s, ¢(s) + ~b(s)) ds 
=: (Bcp)(t) ÷ (A¢)(t), (13) 
where the order is preserved in that A represents the integral and B the contraction. 
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LEMMA 1. P is a continuous map of Xn into Xn, B is a contraction, A maps Mn into a compact 
subset of Mn. 
PROOF. From (13), we see that ¢ continuous implies PC continuous. For each ¢ E Mn, 
~t  ds fot I(AC)(t)l = u(t, s, ¢(s) + ~(s)) <_ a(t) b(s) ds <_ q(t), (14) 
so that A : M~ ~ M~. Clearly, B is a contraction. 
To show that A is continuous on M~, let e > 0 be given. We will find a 5 > 0 such that 
[¢,V E Ms, ti¢ - ~?lI,~ < 5, 1/n < t < n] imply [(A¢)(t) - (A~)(t)l < e. Define 
H := sup q(t)+ sup I¢(t)l 
O<_t<n 0<t<n 
so that I1¢1f~ < H and II~l[~ <-- g.  Since u = u(t, s, y) is uniformly continuous on 1/n < s < t < n, 
IYl -< H, we find 5 > 0 such that [1/n < s < t < n, I¢(s) - U(s)I < 5] imply 
E 
lu(t, s, ¢(s) + ¢(s) )  - u(t, s, ~(s) + ¢(s) )  I < - .  
n 
Thus, 
/1' ](A~b)(t) - (AT?)(t)l <_ I~(t, s, ¢ (s )+ ¢(s ) ) -u ( t , s ,n (s )  +¢(s)) lds  < e, 
for all t c [1/n,n], and hence, A is continuous on Mn. 
We want to show that AM~ is in a compact subset of M~. For y E Ms, we have 
(Ay)(t) = u(t, s, y(s) + ¢(s)) ds, 
so that AM~ is uniformly bounded. It is a standard argument [5, p. 43] to show that is an 
equicontinuous set. Thus, A maps Mn into a compact subset of Ms. 
LEMMA 2. P has a fixed point ¢~ E M~. 
PROOF. For fixed r~ C Mn, consider the mapping D : X~ --* Xn 
(D¢)(t) = (B¢)(t) + (A~)(t). 
If De = ¢, then 
~ t ]¢(t)[ < k(t)l¢(t)l + a(t) b(s) ds, 
from which it follows that ¢ E Ms and P has a fixed point in M~ by Theorem 4. 
LEMMA 3. Equation (11) has a solution ¢ E BC( R+, R n) satisfying 
/¢(t)l <_ q(t), t > o, 
where q(t) is defined in (12). 
PROOF. Let 8~ be a fixed point of P in (13) on M~. We have 
/1' ¢~(t) = f(t, On(t) + ¢(t)) -- f(t, ¢(t)) + u(t, S, ¢~(S) + ¢(S)) ds, 
so that  
~0 tfen(t)[ <__ k(t)l¢~(t)[+a(t) b(s)ds 
(15) 
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and 
[¢n(t)[ ~ q(t) <_ supq(7)  =: 7, (16) 
for 1/n < t < n. We may extend the domain of ¢~ so that  it is continuous on R+ and satisfies (16) 
for t _> 0. Thus, {¢~} is a uniformly bounded sequence on R+ with [[¢~[] -< ~/and ¢~(0) = 0 for 
all n. 
Now, we show that  {¢~} is equicontinuous on R+. For any z > 0 and to E (0, oo), find 
no > 0 such that  to E (1~no,no). We first choose 51 = min{(1/2)(t0 - 1~no), (1/2)(no - to)}. If 
It - to l  < 51, then t C [1~no,no] c [1/n,n] for n >_ no and 
I¢~(t) - ¢ . ( t0 ) l  __ If(t, Cn(t) + ¢( t ) )  - f(to, ¢. ( t0 )  + ¢( t0) ) l  + If(t ,  ~(t)) - f(to, ¢(t0) ) l  
+ u( t , s ,¢ . ( s )+¢(s ) )ds -  u(to, s ,¢ . ( s )+¢(s ) )  
<_ If(t,¢n(t) + ¢(t ) )  - f(t,¢n(to) + ~b(to))I 
+ If(t, ¢~(to) + ~(to)) - f(to, ¢~(to) + ~b(to))I + If(t, ¢(t ) )  - f (to,  ¢(to))I  
f l '  f /o  ds + ~(t, s, ¢~(s) + ¢(4)  ds - ~(t0, s, ¢~(s) + ¢(s)) 
=: If(t, ¢,~(t) + ~b(t)) - f(t, Cn(to) + ¢(to)) l  + Q~(t, to). 
Let 
ko = sup{k(t)  I to -  51 ~ t _< to + 51} 
and 
H1 = ~ J r -sup{ i¢( t ) I  I 0 ~ t ~ t o ~-51} , 
where ~, is given in (16). Since f and u are uniformly continuous on [0, to + 5~] × [0, to + 51] × {x C 
R ~ ] Ix] _< Hi} ,  there is a 52 > 0 such that  It - to] < 52 implies 
I¢(t) - ~(t0)l ÷ Qn(t, to) < c(1 - k0), 
for all n _> no. Define 5s = min{51,52}. If It - t01  < 53, then 
ICe(t) - ¢~(t0)l <_ 
_< 
< 
If(t, ¢.(t)  + ¢(t)) - f ( t ,  Cn(to) + ¢(to))I + Q~(t, to) 
k(t)[C~(t) - ¢~(t0)[ + k(t)]¢(t) - ~(to)[ + Qn(t, to) 
kolCn(t) - ¢~(to)l + ¢(1 - k0). 
This implies I¢~(t) - ¢,~(t0)] < ~ whenever It - to[ < 53 and n >_ no. Since Ck, k = 1 ,2 , . . .  ,no, 
are continuous at to, there exists 54 > 0 such that  It - to] < (~4 implies lCk(t) - Ck(t0)[ < e for 
all k < no. Thus, if we choose 5 = min{S3,54} , then ](~n(t) -- Cn(t0)[ < a whenever It -- t01 < 5. 
The equicontinuity of {¢n} at to = 0 follows from the fact that  Cn(0) = 0 and I¢~(t)l < q(t) --~ 0 
as t -~ 0 by (iii*). Therefore, {¢,} is an equioontinuous equence satisfying ICn(t)l _< q(t). By 
Theorem 5, {¢ ,}  converges uniformly to a continuous function ¢ in R+. It  is clear that  ¢ is a 
solution of (11) and satisfies (15). 
Finally, let x(t) = ¢(t) + ¢(t) .  Then, x is a solution of (3"). If Yl and Y2 are any two solutions 
of (3*), then yi(t) = ¢~(t) + ¢(t )  with ¢i satisfying (15) for i = 1, 2 and 
[yl(t) - y2(t)[ _~ tel ( t )  - ¢2(t)[ ~ 2q(t) --* 0, t ~ ~.  
Thus, every solution of (3*) is asymptot ica l ly  stable and converges to ¢ as t -* oo. 
EXAMPLE 3. Consider the scalar equation 
• (t) = e-~g(x) + ~(t) (e ~ - 1) + /~(~, s, x(s)) I + Ix~/3(s)i 
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where g(x) and v(t) are given in Example 1 with n -- 1, and/~ :/7+ × R+ x R --* R is continuous 
with l/3(t,s,x)l <_ 2t(1 ÷ s)/(1 +t )  4 for t C R+. We can verify that (i*)-(iii*) hold, and by 
Theorem 6, every solution of (17) is asymptotically stable. 
REMARK 6. In Theorem 2, the stability came from Theorem 1 or a look at the proof. Here, the 
stability is an integral part of the proof since any solution of (11) satisfies (15). Any solution 
of (11) tends to zero, so any solution of (3*) approaches ¢: the integral in (3*) is a "harmless 
perturbation" of the functional equation x(t) = f ( t ,  x(t)).  
4. STABILITY AND NONUNIQUENESS 
We have ¢(t) = f ( t ,¢ ( t ) )  and so any solution of (3*) satisfies x(0) = ¢(0). If solutions 
are uniquely determined by the initial value, then there is only one solution and the problem 
does seem uninteresting. Banag and Rzepka [1] mention nothing about uniqueness and their 
two examples have only unique solutions. But the significance of this study centers squarely 
on nonuniqueness. To say that a solution of (3*) is asymptotically stable is to say that if two 
solutions exist through the unique point x(0) = ¢(0), then the maximum distance between them 
is 
2a(t)fo t b( s ) ds 
1 - k ( t )  
and that this distance tends to zero as t ~ c¢. In practical terms, that bound can be almost as 
good as uniqueness. 
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