Abstract. We construct orthonormal systems (ONS) which are uniformly bounded, complete, and made up of continuous functions such that some continuous and even some arbitrarily smooth functions cannot be modified so that the Fourier series of the new function converges in the L p -metric for any p > 2. We prove also that if Φ is a uniformly bounded ONS which is complete in all the spaces L
Introduction
In his famous dissertation [L] , N. Luzin proved that for every measurable and almost everywhere finite function f on the circle ∂B = {|z| = 1} there is a harmonic function U (r, t) in the disc B = {|z| < 1} such that lim r→1− U (r, t) = f (e it ) a.e.
The proof of the above assertion is based on Luzin's well known C-property: "For every measurable, almost everywhere finite function f on [0, 1] and every > 0 there is a perfect set E ⊂ [0, 1] on which f is continuous and |E | > 1 − ." This theorem establishes a connection between the concepts of measurability and continuity of functions. It shows that measurable functions are continuous outside of sets with arbitrarily small measure. Luzin's C-property was not only the first theorem in the series of "correction" assertions, but it also showed for the first time how a modification result could be used for proving a so-called representation theorem. Of course the problem of the representation of functions was studied before Luzin's work. It goes back to D. Bernoulli, L. Euler and many others. The modification of functions by a change of the values of the given function on a suitable set of arbitrarily small measure became an independent area of investigation after Men shov's proof [M2] of the so-called C-strong property (see also [B] , pp. 500-510):
"For every measurable almost everywhere finite function f on [0, 2π] and every > 0 there is a continuous function f such that |{x : f (x) = f (x)}| < and the Fourier series of the function f converges uniformly."
This result was used later on by Men shov [M3] in order to give an answer to a problem posed by Luzin. Namely, he proved that every measurable almost everywhere finite function can be represented by a series of the trigonometric system converging to f almost everywhere.
What Luzin had in mind by posing that problem was not only how to clarify whether it was possible to strengthen his own result. Mainly, he was trying to define a new, more general integral. He was convinced, somehow, that if a function is represented by a.e. convergent trigonometric series, then the coefficients of the series must be unique. This hope was ruined by Men shov's construction of a trigonometric series with nonzero coefficients which converges to zero a.e. (see [M1] ). Probably this is a good occasion to formulate a problem which Luzin called Fourier's Problem ( [L] , pp. 49-51), because it was one of the strong motivations for him to pose problems which would stimulate investigations on representations of functions by trigonometric and other orthogonal series, and because up to now not much has been done for its solution. A literal translation of his statement follows:
Fourier's Problem. Given an arbitrary measurable function by its values, determine the coefficients of a trigonometric series which represents it.
After Men shov's proof of the C-strong property, many "correction" type theorems were proved for different systems. We are not going to give a complete survey of all the research done in this area. The interested reader can find references in [GW] , [U] and [Gr] . The results of our article can be divided into two parts-results of "positive" and "negative" type. In the first part of our article (sections 1.2 and 1.3) we will give results of "negative" type and in the second part (section 2.2)-"positive" type. This order is chosen mainly because results of "negative" type were proved first by two of the coauthors (see [KS] ), and it became clear afterwards how the formulations of results of "positive" type should be. We hope that this will help to better understand the complete picture of these kind of problems. However, each of these two parts of our paper is self-contained and can be read independently.
In order to present the results of the first part of our article we have to introduce Katznelson's theorem [K1] . In 1974, Katznelson gave an answer to a problem posed in [B] , p. 527, demonstrating that it is impossible to get absolute convergence in Men shov's theorem. He proved in fact that: "There exists a continuous 2π-periodic function on the real line that fails to coincide on any set of positive measure with a function whose Fourier series in the trigonometric system is absolutely convergent."
Later on, answering a question posed by Ul yanov [U1] , Olevskii [O] has shown that one can strengthen Katznelson's theorem, obtaining the existence of a continuous function that fails to coincide on any set of positive measure with a function whose Fourier coefficients belong to any class l p , 1 ≤ p < 2. Motivated by a question posed in [GW] , Kazarian [Ka] in 1981 proved that Men shov's theorem cannot be extended to the class of orthonormal systems (from now on, ONS) which are uniformly bounded and complete: "For any 0 < α < 1 there exist a uniformly bounded L 2 -complete ONS Φ α = {φ n } ∞ n=1 of functions on [0, 1] and a continuous function g such that the orthogonal expansion of any integrable function f with |{x : f (x) = g(x)}| > α in the system Φ α does not converge uniformly." This theorem has recently been improved in [GKK] . It was shown that in its formulation one can get that the orthogonal expansion of any integrable function f with |{x : f (x) = g(x)}| > α in the system Φ α does not converge in the L p metric for any p > 2.
In these theorems the systems which were constructed depended on the number α. Now, in our work, we are able to get rid of that condition and, moreover, make the construction in such a way that the resulting functions are continuous. In order to avoid any misunderstanding we recall that a system of elements in a Banach space is called complete if its finite linear combinations are everywhere dense in that space. Also, the notion of orthogonality is always to be considered in connection with the natural inner product of L 2 . In particular, every ONS is made up of elements in L 2 . The above theorem is derived from a more general scheme which has its own interest and is formulated as Theorem 1.6. In §1.2 the following theorem is also proved. We would like to mention here that the differences in the formulation of Theorems 1.1 and 1.5 are essential since, as it will become clear later, in Theorem 1.1 we cannot assert the divergence for every rearrangement of the given system and, reciprocally, the assertion of Theorem 1.5 is not true for uniformly bounded complete ONS.
Theorem 1.1. There exists an ONS
Before presenting our results on what we call the strong L p -property, we would like to mention the two papers [T] and [P] . In [T] a "correction" type lemma was proved for general complete ONS and, as a consequence, it was shown that any complete ONS is a system of representation in the sense of convergence in measure. In [P] it was perhaps for the first time observed that by Fejer's lemma one can easily derive "correction" type lemmas. It was proved there that any complete ONS, under some weak restrictions, becomes, after some fixed rearrangement, a system of representation in the sense of convergence almost everywhere.
Our first result in this direction states that if for p > 2 we suppose that the ONS Φ = {φ n } ∞ n=1 satisfies the condition
and is complete in L p [0,1] , then it turns out that there exists a rearrangement σ of the natural numbers so that the system Φ σ = {φ σ(n) } ∞ n=1 has the strong L p -property described in (5) and (6) below. But first we need some notation. Let
where
Then the following theorem is true. 
where the coefficients are defined by (4). Moreover,
If the complete ONS Φ = {φ n } ∞ n=1 satisfies slightly stronger conditions, we can show that there exists a rearrangement σ of the natural numbers N such that the
has the strong L p -property for every p > 2. Namely, we have (5) and (6) are true for all 2 < p < ∞.
Let us make the observation that Theorems 2.1 and 2.2 are no longer true if we do not allow a permutation of the system. This can be easily seen from what was formulated above, namely, from Theorems 1.1 and 1.5.
Every theorem about modification of functions can be accompanied by a result on the existence of universal series. If M is a class of measurable functions and {f n } ∞ n=1 is a sequence of functions from that class, then a series ∞ n=1 f n is said to be universal with respect to subseries in that class in the sense of convergence a.e., or in some metric, if for each function f ∈ M there is a subseries
converging a.e., or in the given metric, to f . Instead of subseries one also can take rearrangements or subsequences of partial sums of the given series. Obviously one can define universal series for more general objects. In this context, the famous theorem of Riemann on numerical series can be interpreted as the first result about universal series. One of the first results about universal series of functions was proved by Orlicz [Or] in 1927; he showed that in the class of all measurable functions there exists a series of functions which is universal with respect to rearrangements in the sense of a.e. convergence. Trigonometric series that are universal with respect to subsequences of partial sums in the sense of convergence almost everywhere were constructed by Men shov [M3] and Kozlov [Ko] . Orthogonal series universal with respect to rearrangements have been first studied by Ul yanov [U2]. It can be easily seen that there do not exist universal series with respect to any of the above mentioned means in the sense of convergence in L
We will see, however, that there exist universal series in some weaker sense, as the following two theorems show.
, and assume that (2) holds. Then there exist a rearrangement σ of the natural numbers N and a series
with the following properties:
This gives us the existence of universal series with respect to subseries in the sense of L p -convergence, p ≥ 2, after an -modification of our given function. It also gives precise estimates on the size of the coefficients of the expansion of f with respect to the system Φ σ . 
Different constants in the text frequently are denoted by the same letter, with the parameter on which these numbers depend given by an index.
1. Complete orthonormal systems without the strong L p -property
Definitions and auxiliary results. Set
and, for every k ∈ N, let us put
We will say that a function g defined on the semi-interval [0, 1) belongs to the classĈ
Denote by χ ∆ the characteristic function of the interval ∆ and let I ∆ be the increasing affine transformation which maps ∆ onto [0, 1). By I −1 ∆ we will denote its inverse transformation. The following class of functions is also introduced:
be an increasing sequence of natural numbers such that the remaining set of numbers N\Λ is not finite, and denote byĈ
where the coefficients b n (g) are defined by (9). Similarly as above, we denotê
For the construction of uniformly bounded complete ONS we will use a well known method which is formulated in the following lemma (see [GKK] 
Then B has a uniformly bounded orthonormal basis
, and there exists an increasing sequence of natural numbers {n k } ∞ k=1 such that
Moreover, each element of Φ can be represented as a finite linear combination of some elements of G 1 and G 2 .
In [GKK] this lemma is formulated without the last conclusion. We have added this observation because we will need it in our proofs. One can easily see that it is true by examining of the proof of Lemma 1.2 in [GKK] .
For proving the main result of part 1 of this article we need the following modi- 
, and consider fixed numbers C > 1 and q > 1. Then there exist integers N 0 = N 0 (E, C, q) and M 0 = M 0 (E, C, q, Σ) such that for any real trigonometric polynomial of the form
with n 1 ≥ N 0 and n j+1 /n j > q > 1, and for m ≥ M 0 , we have
Proof. Writing the polynomial P in the complex form ν∈Z c ν exp(2πin ν x), with n −ν = −n ν , we have
Denote by γ (m) k (respectively by γ k ) the complex Fourier coefficients of the characteristic function of E m (respectively of E). Then the absolute value of the last sum can be estimated from above by
It is well known that there exists a number B q such that no integer n can be represented more than B q times in the form n µ − n ν with µ = ν if {n j } is as above ([Z], Vol. 1, . Thus, the last factor in the right-hand side of (11) does not exceed [2B q
2 , where N 0 is smaller than the least integer representable in the form n µ − n ν with 1 ≤ ν < µ. Now, if this N 0 is sufficiently large (depending on E, > 0 and q), we have also
On the other hand, the condition
k | 2 → 0 as m → ∞ and, therefore, for M 0 large enough and m > M 0 , the right hand side of (11) C to obtain the inequalities stated in the lemma.
Complete orthonormal systems without the strong L
p -property after any rearrangement. In this section we will give a proof of Theorem 1.5 stated in the introduction. Define, for k, n ∈ N,
o t h e r w i s e o n [ 0 , 1]. (12) It is clear that all these functions are continuous on [0, 1] and that T = {t k n , k, n ∈ N} is a complete ONS. It is rather obvious that T is complete in all the spaces L
From the completeness and orthonormality of the system (12) we immediately deduce that the set of functions {s k,i n , n ≥ k; k = 1, 2, . . . ; i = 1, 2} also forms a complete ONS.
where b n (g) are the Fourier coefficients of the function g with respect to the system S = {s n } ∞ n=1 . By (12) and (13) we get
where α p,k > 0 is independent of n. We obtain (14) by (15)- (18) and the following claim (which is an easy consequence of Hölder's inequality).
Claim. For any k, m ∈ N, with the above notation,
where C > 0 is an absolute constant and q = p p−1 < 2.
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This finishes the proof of the lemma. In order to conclude the proof of Theorem 1.5 it suffices to take F as any enumeration of the system {s k,i n , n ≥ k; k = 1, 2, . . . ; i = 1, 2} and then use Lemma 1.8 below (in fact a weaker version of it, since we can let Λ = ∅ here). If {f m } are the functions constructed in that lemma, then our smooth functions in Theorem 1.5 are
Uniformly bounded complete orthonormal systems without the strong L
p -property. The following theorem is proved to make more transparent the existence of systems that was asserted in Theorem 1.1. 
and with the property that for every function
its Fourier series with respect to the system Φ
Proof. The construction of the system Φ 
It is clear again that these new functions are continuous on [0, 1] and that the family {ŝ
is a complete ONS. The proof of the analogue of Lemma 1.4 for the system {ŝ k,i n , n ≥ k; k ∈ N; i = 1, 2}, which only requires some obvious modifications for the case k = k 0 , is completely similar. Hence, taking as G 1 some enumeration of the set of functions
and letting the ONS {t k0 λν } ∞ ν=1 stay for the uniformly bounded system G 2 , we easily obtain from Lemma 1.7 that the uniformly bounded complete ONS constructed in this way has all desired properties of Theorem 1.6. The new system will be denoted by Φ In order to continue now with the proof of Theorem 1.1, we have to prove two additional lemmas. The first of them establishes a direct relation between the lacunarity of the Fourier series of a function, its modulus of continuity, and absolute summability.
Lemma 1.7. Let a function g ∈ L

2
[0,1] be given in the form
with n j+1 /n j > q > 1, and suppose that g coincides on a set E of positive measure with a continuous 1-periodic function f with modulus of continuity ω(δ). Then, if
the series expansion of g is absolutely summable; that is, {c ν } ∈ l 1 .
Proof. Suppose that the function g is periodically continued on the real line with a period equal to 1. Then, for 0 < h < 1 we have
ν ∈ E} and let χ be the characteristic function of the set E. Then, from the fact that
we get that
Hence, by Lemma 1.3, putting C = 2, we have that there exist integers N 0 and M 0 such that when ν > M 0
Therefore, by (20),
ν , we have, from the definition of E ν and our hypothesis on f ,
Thus the left-hand side of (21) does not exceed ω( 
and
We now define our function on the segment [0, 1] by the following formula:
and we extend it on [−1, 0] to be an odd function. By an obvious modification of Katznelson's original proof we arrive at the claim that if a function g is the sum of an absolutely convergent series with respect to the system S = {s n (x)} ∞ n=1 , then the set {x : f 0 (x) = g(x)} has measure zero. On the other hand, by an easy calculation we deduce from (24) -(27) that the modulus of continuity of f 0 satisfies
In particular, from Lemma 1.7 and (23) we obtain ∞ n=1 |b λν (g)| < ∞, and by the above remark, we get (22).
For m ≥ 1 we obtain the function f m by integrating f m−1 and subtracting afterwards a m φ m (x), where φ m is an (m + 2)-times continuously differentiable function,
If two differentiable functions coincide on a set of positive measure, then they coincide on the closure of that set. Hence, their derivatives will coincide on a set that contains the points of density of the given set, and that again has the same measure.
Proof of Theorem 1.1. It is an easy consequence of Theorem 1.6 and Lemma 1.8. We let Λ = {λ ν } ∞ ν=1 be any sequence of increasing natural numbers for which the assertion of Lemma 1.8 is true, and then we take Φ
(1) Λ = {φ n } ∞ n=1 to be our system. Putting
is any sequence of positive numbers tending to zero, we finish the proof.
The strong L
p -property for orthogonal systems 2.1. Definitions and auxiliary results. Let us start by recalling the definition of independent functions. This will help to simplify some calculations. 
For every 0 < h < 1 we define
We need Garsia's result about permutations of given numbers ( [G], pp. 93-97) , which is one of the crucial points in the proof of Theorem 2.2. Theorem 2.7 (Garsia) . Let {α j } n j=1 be a sequence of real numbers. Then, if 1 ≤ p < ∞,
where the sum on the left is taken over all permutations σ of the numbers {1, 2, . . . , n}, and C p > 0 depends only on p.
Modification of functions.
We are going to present two lemmas which will be needed in order to prove Theorems 2.1, 2.2 and 2.3, 2.4 stated in the introduction. Lemma 2.9 uses the same hypotheses as Lemma 2.8 but the conclusion is stronger. It is, though, technically more complicated and for that reason we have found it more convenient to separate the result into these two parts. Moreover, for the proof of Theorems 2.1 and 2.2 one only needs Lemma 2.8, whereas for Theorems 2.3 and 2.4 one needs the full strength of Lemma 2.9. 
Moreover, there exists a rearrangement π 0 of the numbers N 0 , N 0 + 1, . . . , N 1 such that
where C p > 0 depends only on p.
Proof. Without loss in generality we can suppose that
There exists a function of the form
Applying Fejer's lemma with f = g · φ k and φ = J δ , and using the fact that 1 0 J δ = 0, we can find a natural number s > n (35) such that the following inequality holds:
It can easily be seen by (30), (33) and (35) that the functions g and
are independent. From the completeness of the system Φ in the space L p [0,1] we can find a polynomial with respect to the system Φ,
such that
By (36), (38) and (39) we obtain
Hence, denoting
by (38), (39), (2) and (34) we deduce that (42) from (33) and (41) we obtain that for the functionf and the polynomial H defined by (41) condition c) of Lemma 2.8 holds.
Condition a) of Lemma 2.8 follows easily from the definition of the function J h (see (30)) and by (37), (42) .
From the fact that the function g (see (33)) is constant on the dyadic intervals of length 2 −n , and from (35) and (37), we deduce that the functions g andĝ are independent. Hence, using the properties of independent functions mentioned in section 2.1, we get
Thus, condition b) follows immediately from (42), (33), (32) and (43).
For the proof of condition d) we use the following inequality, which we get from (40), (41), Parseval's equality and the independence of the functions g andĝ:
The last inequality follows from the fact that η < 2 g 2 , which in turn can be easily obtained from (32) and (33). By Garsia's theorem we have
Thus, by (2) and the triangle inequality in L p 2 we obtain immediately that there exists a rearrangement π 0 of the numbers
Now, (45), (41), (42), (44) and (32) Proof. We will repeat the proof of the previous lemma with some appropriate modifications. In this case we write
for which ||f − g|| p < η 2 , and add the new condition that Now, we define the number η 1 as
We have to apply Fejer's lemma for every function g i , 1 ≤ i ≤ 2 n , for a number N 0i which has to be defined according to what happened in the previous step, and for the number
.
In this way we find natural numbers s i > n such that
Then, we observe that for every i, 1 ≤ i ≤ 2 n , the functions g i and g i (x) = g i (x)J δ (2 s i x) are independent. From the completeness of the system Φ in the space L p [0,1] we can find polynomials
By the same argument as in the proof of Lemma 2.8 we see that
we deduce that
we obtain similarly that for the functionf and the polynomial H = 2 n i=1 H i the conditions a) and c) of Lemma 2.9 hold.
Writing the analogue of inequality 43 for every g i and then summing over i, we prove condition b).
Also, for every i, 1 ≤ i ≤ 2 n , we can write the analogous condition of (44) as So if we repeat the proofs of Theorems 2.1 and, respectively, 2.2 using Lemma 2.9 instead of Lemma 2.8, and we adequately estimate the coefficients in every step, then we obtain Theorem 2.3 and, respectively, Theorem 2.4. 
