I develop a novel view of the trade frictions between rich and poor countries by arguing that to reconcile bilateral trade volumes and price data within a standard gravity model, the trade frictions between rich and poor countries must be systematically asymmetric, with poor countries facing higher costs to export relative to rich countries. I provide a method to model these asymmetries and demonstrate the merits of my approach relative to alternatives in the trade literature. I then argue that these trade frictions are quantitatively important to understanding the large differences in standards of living and total factor productivity across countries.
I. Introduction
Standards of living between the richest and poorest countries differ by more than a factor of 30. A large literature has evolved that attempts to explain this fact within the context of a standard (closedeconomy) neoclassical growth model. The consensus is that physical and human capital accounts for only 50 percent of the variation in income per worker; the rest is productivity differences. Given this finding, a growing literature has attempted to understand how various frictions result in large differences in measured productivity across countries.
In this paper, I develop a novel view of the frictions to trade between rich and poor countries by arguing that to reconcile bilateral trade volumes and price data within a standard gravity model, the trade frictions between rich and poor countries must be systematically asymmetric, with poor countries facing higher costs to export relative to rich countries. I then argue that these frictions to trade are quantitatively important to understanding why standards of living and measured total factor productivity between the richest and poorest countries differ by so much.
The starting point of my analysis is a multicountry model of trade combining a standard gravity model with elements from a neoclassical growth model. Each country has two sectors: a tradable goods sector and a final goods sector, both with constant returns technologies. Labor, capital, and tradable goods are used as factors of production. In the tradable goods sector there is a continuum of goods. As in Dornbusch, Fischer and Samuelson (1977) , production technologies differ across goods on the continuum only in their productivity levels. As in Eaton and Kortum (2002) , productivity levels are treated as random variables drawn from a parameterized distribution. Each country's distribution differs in its average productivity level. Trades occur only within intermediate goods, which are purchased from the country with the lowest price that includes "iceberg" costs to trade. The final goods sector produces a nontraded consumption good with a technology common to all countries.
Within this framework, I first ask: What trade costs between rich and poor countries are necessary to reconcile bilateral trade volumes and aggregate price data? The building block to answering this question is a relationship in the model between the degree of relative home bias, relative bilateral trade shares, relative prices, and relative trade costs. The first three are observable, whereas trade costs are not. Thus, I use data and the structure of the model to infer relative trade costs between country pairs. In the data, home bias and relative prices for tradable goods do not covary strongly with income per worker, yet relative bilateral trade shares do. In the model, these observable are monotonically related to trade costs, thus trade costs must covary with income per worker such that poor countries face higher costs to export relative to rich countries.
I propose a simple approach to model this asymmetry that retains the parsimony of estimable log-linear gravity equations. The idea is to allow trade costs to vary contingent upon the exporter. To illustrate this idea, consider the following facts and how the model might try to fit it. The U.S. import share from
II. The Model
Consider a world with N countries. Each country has two sectors: a tradable goods sector and a final goods sector. Only tradable goods are traded. Within each country i, there is a measure of consumers L i .
Each consumer has one unit of time supplied inelastically in the domestic labor market, and each is endowed with capital supplied to the domestic capital market. Furthermore, each consumer has preferences only over the final good, which is nontraded. In the following, all variables are normalized relative to the labor endowment in country i.
A. Tradable Goods Sector
As in Dornbusch et al. (1977) , there is a continuum of tradable goods indexed by x ∈ [0, 1]. To produce quantity m i (x) in country i, capital k i , labor n i , and the aggregate tradable good q i are combined by the following nested Cobb-Douglas production function:
Across goods x, production technologies differ only in their productivity z i (x) −θ . Power terms α, β , and θ are common to all countries. 4 The representative firm's problem in country i is to minimize the cost of supplying m i (x) by choosing capital, labor, and the aggregate tradable good, given factor prices, r i , w i , and p i . All firms in country i have access to the technology for any good x with the efficiency level z i (x) −θ .
Individual tradable goods are aggregated according to a standard symmetric Dixit-Stiglitz technology producing the aggregate tradable good with elasticity of substitution η > 0:
Firms in this sector simply have the problem of supplying q i at minimum cost by purchasing tradable goods m(x) from the lowest cost producer across all countries.
How Does Trade Occur?
Trade occurs in the following manner. A firm producing the aggregate tradable good imports each good from the lowest cost producer across all countries. Three factors influence which country is the lowest cost producer: (i) factor prices (w, r, p) , (ii) trade costs between countries (see below), and (iii) good-level productivity z −θ . Factor prices are determined in equilibrium. Trade costs are exogenous. Good-level productivity is modeled as an idiosyncratic random variable drawn from an exogenously given countryspecific distribution as in Eaton and Kortum (2002) .
Modeling productivity this way is particularly convenient. For example, consider two identical countries. Ex ante, there is no incentive to trade, but ex post-after z's are assigned (randomly) to each good-there is. Because of the luck of the draw, one country will be relatively more productive than the other country (and vice versa) at producing different goods, and hence there is room for trade. 5 Given the appropriate distributional assumptions on good-level productivity, calculating aggregate trade flows between countries boils down to calculating some probability statistics. Below I discuss the benchmark distributional assumptions.
The Distribution of Productivity Across Goods
I follow Alvarez and Lucas (2007) and assume that z i (x) is distributed independently and exponentially with parameter λ i differing across countries. Because good-level productivity is z −θ , this formulation is equivalent to a Type II extreme value distribution or Fréchet distribution used by Eaton and Kortum (2002) . 6 The λ i s and θ play the following roles regarding the distribution of productivity across goods:
λ i governs each country's average productivity level. One can show that each country's mean productivity is proportional to λ θ i , with the constant of proportionality not depending upon the country. So a country with a relatively larger λ i is, on average, more efficient at producing all tradable goods.
θ controls the dispersion of efficiency levels. Mechanically, a larger (smaller) θ yields more (less) variation in efficiency levels relative to the mean. Returning to the discussion above, as θ increases (decreases), it increases (decreases) the likelihood that the productivity of the two countries at producing the same good will be different, thus yielding more (less) incentives to trade. In this sense, θ controls the degree of comparative advantage.
B. Final Goods Sector
In each country, a representative firm produces a homogeneous good that is nontraded. Each firm has access to the following nested Cobb-Douglas production function combining capital, labor, and the ag-gregate tradable good:
Factor shares, α and γ, are the same across countries. The representative firm's problem is to minimize the cost of producing y i , at price p y i , by selecting the amount of capital, labor, and aggregate tradable good, taking prices as given. Recall that each consumer has preferences only over this good.
C. Trade Costs
To model trade costs, the standard iceberg assumption is made, i.e., τ i j > 1 of good x must be shipped from country j for one unit to arrive in country i in which (τ i j − 1) "melts away" in transit. Trade costs τ i j are thought to be composed of both policy and nonpolicy related barriers. In addition, τ ii is normalized to equal one for each country.
D. Equilibrium
A competitive equilibrium is characterized by a set of allocation rules, prices, and trade shares. The most important objects are the functions that determine the aggregate price of tradable goods, trade shares, and wages from which all other equilibrium objects are determined. These three functions also provide the basis for the mapping between the data and the model, as discussed throughout the rest of the paper.
Allocation Rules: With Cobb-Douglas production technologies, it is straightforward to show that a fraction γ of capital, labor, and β of the aggregate tradable good are allocated toward the final goods sector.
Price Index: Each country faces the following price of tradable goods for each country i:
where Υ is a collection of constants.
Trade Shares: X i j is country i's expenditure share on goods from country j. It is also the fraction of all goods that country i imports from country j. Since there is a continuum of goods, computing this fraction boils down to finding the probability that country j is the low-cost supplier to country i given the joint distribution of efficiency levels, prices, and trade costs for any good x. The expression for a trade share is,
Note that the sum across j for a fixed i must add up to one.
Wages: An equilibrium wage vector is computed given trade shares and imposing balanced trade. Imports are defined as
which is the total value of all goods that country i consumes from abroad. Similarly, exports are defined
which is the total value of all goods that countries abroad purchase from country i.
Imposing balanced trade and including each country i's consumption of goods produced at home implies the following relationship must hold,
which says the aggregate value of tradable goods purchased by country i is equal to the value of tradable goods all N countries purchase from country i.
Using the observation that each country allocates (1 − γ) of capital and labor to the production of the tradable goods sector and the relationship between factor payments and total revenue (see Alvarez and Lucas (2007) ), the equilibrium wage rate for each country i is
At this point, the three key pieces of the model have been derived. Equation (1) describes the equilibrium price of tradable goods, equation (2) describes the share of goods countries purchase from each other, and equation (3) describes the equilibrium wage rate for each country. From these functions, all other prices and quantities are determined and an equilibrium constructed.
III. Trade Data, Price Data, and Model ⇒ Asymmetric Trade Costs
In the model, a country is a labor endowment, capital endowment, technology parameter λ i , and collection trade costs τ i j . The first two I can observe, the last two I cannot. Here, I use the model and some data to understand the structure of trade costs across countries. Standard approaches to modeling trade costs usually assume they are symmetric, i.e., some function of distance, shared border, language, colonial relationship, and so on-all symmetric. In this section, I show that when price data are brought into the analysis, the model-implied trade costs systematically deviate from symmetry by covarying with level of development.
A. Trade Data
As a benchmark, I consider the model year to be 1996. 7 Seventy-seven countries are in the sample and represent over 90 percent of world GDP in 1996. I assume that the tradable goods sector corresponds to manufactures. 8 I constructed trade shares X i j following Eaton and Kortum (2002) and Bernard, Eaton, Jensen and Kortum (2003) in the following manner:
In the numerator is the aggregate value of manufactured goods that country i imports from country j. These data are from Feenstra, Lipsey and Bowen (1997) , and manufactures are defined to be the aggregate across all 34 BEA manufacturing industries. In the denominator is gross manufacturing production minus total manufactured exports (for the whole world) plus manufactured imports (for only the sample). Basically, this is simply computing an expenditure share by dividing the value of inputs consumed country i imported from country j divided by the total value of inputs in country i. Gross manufacturing data are from either UNIDO, OECD, or imputed from value added data from the World Bank. . Here, y i is PPP adjusted GDP per worker in 1996. The intercept is approximately zero and the slope coefficient is 2.40. Both are precisely estimated. The regression illustrates that the larger the difference in relative incomes, the larger the disparity in bilateral trade shares between the two countries.
B. Price Data
In the model, the prices p i are the aggregate price indices of tradable goods. These are tradable goods, not traded goods, since in equilibrium some goods may not be traded. Furthermore, since the bundle of tradable goods is the same for all countries, a key concern is that the data are comparable across countries. To construct data on these prices, I employed price data from the United Nations International Comparison Program (ICP). This program collects prices on goods and services in various countries and benchmark years, with the most relevant feature being the explicit goal of comparability during their collection. That is, prices are supposed to be for the same or similar goods, and the baskets of goods are the same across countries.
To construct tradable price indices, benchmark data for the year 1996 were obtained from the Penn World (1) and (2) (5), and a θ > 0 imply that relative trade costs
are negatively correlated with exporters' income per worker relative to importers' income per worker. This means for a poor country trading with a rich country, it is relatively more difficult for the poor country to export its goods to the rich country than import goods from the rich country. Furthermore, this result conflicts with standard approaches to modeling trade costs which assume that τ i j = τ ji .
IV. Modeling Asymmetry: Some Examples
One would like an approach to model asymmetric trade costs, yet retain the parsimony that structural gravity equations provide when estimating trade costs from trade flows. The key to any approach is to do so without resulting in counterfactual implications for prices and other objects of interest. In this section, I provide two examples illustrating different approaches to fitting the bilateral trade share data, their different implications, and how the trade data map into the estimated parameters. Example 1 provides the motivation for the benchmark approach I use in Section V. Example 2 is an alternative approach, similar in spirit to Eaton and Kortum (2001, 2002) , and with which I will contrast my results.
A. Common Elements to Both Examples
Consider a world with three countries. Think of country 1 as the United States and countries 2 and 3 as middle income and poor countries. Assume throughout the example that X 12 > X 13 but X 21 = X 31 and countries 2 and 3 do not trade with each other. These assumptions resemble Table 1 and the data generally because the United States exports similar shares to most countries, yet the United States imports a monotonically increasing share of goods as a function of the exporting country's level of development, i.e., country 2 is richer than country 3, so the Unites States imports a larger share from country 2 relative to country 3. With columns denoting importers and rows as exporters, the matrix in equation (6) 
To simplify the following examples, assume that (i) all countries have the same labor endowment, (ii) labor is the only factor of production, and (iii) country 1's w 1 and λ 1 are normalized to one. Equation (2) implies the following relationship between (6) and six unknown structural parameters {λ 2 , λ 3 , τ 12 , τ 21 , τ 13 , τ 31 } :
Notice there are six parameters yet only four informative moments,
. Thus, one needs additional restrictions on the parameter space before taking the model to the data. In the N country case, this identification problem remains with only N 2 − N moments yet N 2 parameters of interest. Below I consider two alternative restrictions. Both fit the trade data equally well, but have qualitatively different implications for the aggregate price of tradable goods and productivity/income differences.
B. Example 1: Export Effects
This setup restricts the parameter space so {τ 21 , τ 31 } =τ, i.e., the cost for countries 2 and 3 to import is the same. The free parameters are the export costs that countries 2 and 3 face {τ 12 , τ 13 } and their technology parameters. With these restrictions, I can make the following inferences:
A.1 Because both countries import similar shares from the United States (X 21 = X 31 ), the assumption on trade costs implies that w
The interpretation is that both countries 2 and 3 can produce a good at the same unit cost on average. 12 Thus, because both countries import similar amounts from the United States, their cost to produce a good domestically must be the same, on average.
B.1
Because the United States imports more from country 2 than country 3 (X 12 > X 13 ), but both countries can produce a good at similar cost, then this pattern implies that τ 12 < τ 13 . That is, exporting to the United States is more difficult for country 3 than it is for country 2.
These restrictions have the following implications for prices and income differences:
Example 1: Implications for Prices. Using equation (1), the aggregate price index of tradable goods in countries 2 and 3 is
with both countries facing the same price indices. Two forces are present: First, the prices paid for domestically produced goods in country 3 are (on average) the same as in country 2. Second, the cost to import a good from the United States is the same across both countries 2 and 3, so the prices paid for imported goods are (on average) the same. This example is qualitatively consistent with the data: comparable price indices for tradable goods are similar across countries.
Example 1: Implications for Income Differences. This example implies that unit costs are the same across countries 2 and 3, on average. Unit costs are a function of both wages and productivity. So to infer differences in productivity, I use balanced trade, which pins down wage rates and then allows for the recovery of λ i . Balanced trade from equation (3) implies that
12 To see this interpretation, take the expectation of z i w −1 θ i over all goods and then take this term to the power −θ . The value is w i λ −θ i , which is the unit cost of a producer with the average productivity level.
Notice that these wages are independent of the assumed structure of trade costs. This observation implies that country 2 is more productive than country 3 (λ 2 > λ 3 ). Conditional on fitting the pattern of trade, λ 's map directly into cross-country income differences (see equation (14)), so country 2 must be richer than country 3. Nothing deep has been revealed here (yet), but below I contrast the magnitude of the productivity differences across the two scenarios demonstrating how these implications are informative.
C. Example 2: Import Effects
Now consider an alternative restriction on the parameter space so {τ 12 , τ 13 } =τ, i.e., countries 2 and 3 face the same cost to export to the United States. The free parameters here are the import costs for countries 2 and 3 {τ 21 , τ 31 } and their technology parameters. With these restrictions and the data, I can make the following inferences:
A.2 Because the United States imports more from country 2 than from 3 (X 12 > X 13 ), but both countries 2 and 3 face the same cost to export to the United States ({τ 12 , τ 13 } =τ), then w
In contrast to the previous example, the interpretation is that country 2 is a lower cost producer than country 3, on average.
B.2
Abstracting from trade costs, because country 2 is a lower cost producer than country 3, country 3 should import a larger share from the United States than country 2. In the example, the two countries import the same share, X 21 = X 31 from the United States. Thus, importing a good from the United States is more difficult for country 3 than it is for country 2, i.e. τ 21 < τ 31 .
Example 2: Implications for Prices. Using equation (1), the price index for prices paid for goods in countries 2 and 3 are
The middle income country has a lower aggregate price of tradables relative to the poor country. Two forces are present: First, the prices paid for domestically produced goods in country 3 are (on average) higher than in country 2 because country 2 is a lower cost producer. Second, because it is more costly for country 3 to import goods from the United States, it is also paying higher prices on goods it does import, thus further increasing the aggregate price index. This example is not qualitatively consistent with the data.
Example 2: Implications for Income Differences. This example implies that country 2 is a lower cost producer than country 3, on average. Because wages are higher in country 2 than country 3 (see above), the implication is that country 2 is more productive than country 3, which is similar to Example 1. However, between the two examples there is a distinct difference in magnitude; Example 2 is larger than Example 1:
Conditional on fitting the pattern of trade (which both scenarios do), productivity differences map into cross-country income differences. Thus, the variance in income per worker in the model helps crossvalidate the restrictions imposed on the model.
V. Estimating Technology and Trade Costs from Trade Data
This section outlines my approach to jointly recover estimates of the trade costs and technology parameters from trade data consistent with the arguments of Sections III and IV.
A. Benchmark Approach
As discussed in Eaton and Kortum (2002) , the framework here nests a structural log-linear "gravity" equation. To derive this relationship, simply divide each country i's trade share from country j by country i's home trade share. Taking logs yields N − 1 equations for each country i:
in which S i is defined as log r
Recall from Example 1 an interpretation of the value of S i is that it is a monotonic and decreasing function of the unit cost of a producer with the average productivity level in country i. The S i s are recovered as the coefficients on country-specific dummy variables given the imposed restrictions on how trade costs can covary across countries.
Similar to Section IV, there are only N 2 − N informative moments and N 2 parameters of interest. Thus, restrictions on the parameter space are necessary. To do so, I build on the arguments in Section IV and assume that trade costs take the following functional form:
Here, trade costs are a logarithmic function of distance, where d k with k = 1, 2, ..., 6 is the effect of distance between country i and j lying in the kth distance intervals. Intervals are in miles: [0, 375);
[375, 750); [750, 1500); [1500, 3000); [3000, 6000); and [6000, maximum] . b i j is the effect of a shared border in which b i j = 1, if country i and j share a border and zero otherwise. I assume ε i j reflects barriers to trade arising from all other factors and is orthogonal to the regressors. These features of the trade cost function are the same as in Eaton and Kortum (2002) , and, more generally, consistent with the entire literature on estimating trade costs from bilateral trade flows (see Anderson and van Wincoop (2004) ).
An important difference lies in the term ex j which I will call an exporter fixed effect. Example 1 in Section IV motivates this term. To see the connection with Example 1, consider the matrix of trade costs (abstracting from distance and shared borders) in a three-country world:
The functional form assumption in equation (9) generates the same pattern of trade costs discussed in Example 1, i.e., {τ 21 , τ 31 } =τ = exp(ex 1 ).
To summarize, equations (8) and (9) provide the basis for the benchmark estimation of trade costs τ i j s and S i s for which I use ordinary least squares. 13
B. Alternative Approach
I will contrast my approach with an alternative trade costs specification:
In contrast to an exporter fixed effect, this specification has an importer fixed effect m i in its place. Here, the estimate m i reflects the extra cost country i faces to import a good from any country j. Of note, this is the specification of Eaton and Kortum (2001, 2002) .
To connect this specification with Example 2, consider the matrix of trade costs (abstracting from distance and shared borders) in a three-country world:
The functional form assumption in equation (10) generates the same pattern of trade costs discussed in Example 2, i.e., {τ 12 , τ 13 } =τ = exp(m 1 ).
13 I also experimented with the Poisson pseudo-maximum-likelihood estimator advocated by Santos-Silva and Tenreyro (2006) . I employed their technique of estimating the gravity equation in levels and including zero observed trade flows, and found that the substantive contributions of this paper do not differ relative to using ordinary least squares. Appendix D contains a more detailed discussion.
I must emphasize that both of these specifications will fit the pattern of bilateral trade equally well. However, as argued in Section IV, price and income data help in distinguishing between the two.
C. Recovering Technology
I recover the λ 's in the following way. Given the estimatedŜ i s andτ i j s, the estimated aggregate price of tradable goods is then computed asp
Then, given thep i s computed from equation (11), one can recover the convolution of r
the estimates ofŜ i . I then use wages from observed bilateral trade shares X i j , each country's observed labor endowment, and the balanced trade condition in equation (3):
Wages in combination with aggregate capital-labor ratios determine rental rates. Then with all prices computed, each country's technology parameter λ i is recovered. 14
VI. Estimating θ
The parameter θ is important for two reasons. First, the size of θ controls the gains from trade. Second, one may speculate whether results in Section III are driven by the assumption that θ is common to all countries. In this section, I estimate θ consistent with the model and from data which includes both rich and poor countries. 15 I also apply my estimation strategy to subsamples of rich and poor countries to evaluate the possibility that different θ 's between rich and poor countries could explain the results in Section III.
A. Estimation Approach
To estimate θ , I employ the following arguments. First, if one had data on trade costs τ i j , aggregate price data p i , and trade data X i j , then equation (4) can be used to estimate θ . The difficulty is that the trade 14 My approach differs substantially relative to Alvarez and Lucas (2007) . Their baseline calibration assumed that each country's λ i is proportional to an unobservable endowment L i . This assumption, in combination with balanced trade, output data, and some proxies for trade costs such as average tariff rates, allowed them to calibrate each country's λ i and L i jointly.
15 Eaton and Kortum (2002) costs τ i j are unobserved. However, an estimate of τ i j is possible with a simple arbitrage argument and disaggregated price data. The idea is that it must be the case that for any given good ℓ at a disaggregate level,
≤ τ i j , otherwise there would be an arbitrage opportunity. This implies an estimate of τ i j is the maximum of relative prices over goods ℓ.
In logs, my estimate of τ i j will use the second-order statistic rather than the maximum:
where max 2 denotes the second highest value. Eaton and Kortum (2002) use this approach generating their preferred estimate of θ . They argue that this approach helps alleviate any measurement error and find that their estimates of τ i j when computed with the second-order statistic are more correlated with the normalized bilateral trade shares (
) than when computed using the first-order statistic. Consistent with their results, I also find the same outcome.
With an estimate of τ i j from equation (12), I can use equation (4), bilateral trade data, and aggregate price data to estimate θ . This is my benchmark estimation approach.
B. Disaggregated Price Data
To construct estimates of equation (12), benchmark price data for the year 1985 were used from the Penn World Table website (http://pwt.econ.upenn.edu). I use the year 1985 because it provides disaggregated price data at a level higher than publicly available data for the other benchmark year 1996. The assumption is that θ is time invariant. For tradable goods, this data set has 76 different good categories for 43 of the countries in my data set. The bilateral trade data are also from 1985 and constructed in the same manner as described in Section III.
C. A Benchmark Estimate of θ
To summarize, I estimated equation (4) with proxies for trade costs from equation (12) with ordinary least squares with no intercept term as the theory predicts. 16 Least squares yields an estimate of 5.5. This implies a θ of 0.18 and it is my benchmark estimate of θ throughout the paper. 17 16 The estimated trade costs from equation (12) further confirm my arguments. I ran the regression logτ i j = d k + b i j + ρ im,y log(y i ) + ρ ex,y log(y j ), where d k and b i j control for distance and shared border as described in Section V. The last two variables are importer income and exporter income per worker. The estimates are ρ im,y = −0.06 and ρ ex,y = −0.14 and are precisely estimated. Because the estimates are such that ρ ex < ρ im , they imply that poor countries face systematically higher costs to export their goods relative to rich countries. 17 Method of moments generates similar results as well. Eaton and Kortum (2002) use this approach to generate their preferred estimate of θ = 0.12 -lower than the estimates here. However, for only OECD countries, the method of moments estimate of θ is 0.118 and is very similar to their preferred estimate.
Rich Country θ Higher Than Poor Country θ ?
One may speculate whether the results in Section III are driven by the assumption that θ is common to all countries. A scenario that might be able to rationalize the results in Section III would have rich countries with larger θ 's (i.e., more variation in productivity and more incentives to trade) and poor countries with smaller θ 's (i.e., less variation in productivity and fewer incentives to trade). 18 To evaluate this claim, I divided the sample into rich (OECD) and poor (non-OECD) countries and estimated a separate θ for each one. Because trade between rich countries will be driven by higher θ 's and trade between poor countries will be driven by lower θ 's, this strategy should help address this possibility.
When non-OECD countries and OECD countries are considered separately, the estimates of 1/θ are 5.5 and 7.9 respectively. Notice that among non-OECD countries the estimate of 1/θ is nearly the same as the estimate from the sample with all countries. Furthermore, when only OECD countries are considered, the point estimate for θ is smaller than the estimate for only non-OECD countries. This evidence is contrary to the argument that rich countries have higher θ 's relative to poor countries as an explanation for the results in Section III. 19 In fact, these results would seem to further deepen the puzzle.
VII. Measurement and Common Parameter Values

A. Measuring Income Per Worker
Throughout the rest of this paper, real GDP per worker in my model-as measured in the PWT-is a central object of interest. Appendix B provides a detailed discussion about the mapping between real GDP as measured in the PWT and the model, but the end result is simply the following:
in which income from wages and capital is deflated by each country's final goods price.
B. Factor Shares
Given the model's structure resulting in equation (14), I want α to be consistent with the exercises in the income accounting literature. To do so, I set α equal to 1/3. Gollin (2002) provides an argument for 18 Fieler (2007) is a formal articulation of this idea in combination with nonhomothetic preferences aiming to explain the observed positive correlation between aggregate trade and income per capita. 19 The micro-evidence on productivity variation suggests this view as well. Banerjee and Duflo (2005) discuss industry-level evidence from India and they argue that the best firms are basically using frontier technologies. Lewis (2004) argues that this same pattern prevails in other developing countries such as Brazil, Russia, and Korea. Lagakos (2008) provides evidence for the retail sector in developing countries that have similar compositional patterns. Thus, the coexistence of high productive firms and extremely low productive firms in developing countries suggests that the variance in productivity is higher in poor countries than it is in rich countries.
setting α equal to 1/3 by calculating labor's share for a wide crosssection of countries and finding it to be around 2/3.
Value added in tradable goods production is controlled by β . Since tradable goods are assumed to correspond with manufactures, one measure of β is manufacturing value added relative to gross manufacturing production. Using manufacturing value added and gross production data from UNIDO (1996) , I calculated that 0.33 is the average across 61 of the countries with data available. Across all countries, there is no correlation between the calculated β and a country's level of development. Based on this evidence, 0.33 seems to be a reasonable value for β .
Value added in nontradable goods production is controlled by γ. It also determines the allocation of labor and capital between tradables and nontradables. Because of the variations in interpretation, there is wider variation on the appropriate value for γ. Alvarez and Lucas (2007) discuss plausible values for γ ranging from 0.80 to 0.70 depending on the source. As a baseline value, I use their baseline value with γ equal to 0.75.
I followed Alvarez and Lucas (2007) in selecting the value for η. Other than satisfying the necessary assumptions detailed in Alvarez and Lucas (2007) , this value plays no quantitative role. i
C. Capital, Labor, and Distance Data
To compute equilibrium prices, one needs measures of endowments. For this purpose, I used aggregate capital-labor ratios from Caselli (2005) . They were constructed using the perpetual inventory method with PPP adjusted investment rates in Heston, Summers and Aten (2002) . I used labor endowments from Caselli (2005) , which are based on information in Heston et al. (2002) 
VIII. Estimation Results
In this section, I discuss the estimated parameters from the benchmark model with exporter fixed effects and contrast the results with a model estimated with importer fixed effects.
A. Benchmark Results
In terms of fitting bilateral trade flows, my approach performs substantially better than standard approaches in the gravity literature with symmetric trade costs. For example, my model's R 2 is 0.83. Without the exporter fixed effect, the R 2 declines to 0.61. The simple suggestions in Section V improve the performance of standard approaches to estimating gravity models by 36 percent.
My model does not suffer from the criticisms of Fieler (2007) Second, the exporter fixed effect is negatively correlated with income per worker. Figure 2 plots each country's exporter fixed effect, expressed in terms of the percentage effect on cost, versus income per worker data. As Figure 2 depicts, poor countries appear to have a serious disadvantage at exporting goods relative to rich countries. For example, a good exported from the United States costs 62 percent less than a good exported from the average country. In contrast, a good exported from Zimbabwe will 20 Anderson and van Wincoop (2004) report that for a representative developed country, trade barriers fall in a range between 40 and 90 percent depending on the study and elasticities of substitution. I find that the median trade cost between OECD countries is equivalent to a 118 percent tariff. This is above the upper range, but I am using a slightly lower value of θ than looking at only OECD countries would imply. 
B. A Comparison to the Model with Importer Fixed Effects
The alternative approach to generating asymmetries in trade costs is to use the functional form assumptions with an importer fixed effect. This is the same approach used in Eaton and Kortum (2001, 2002) . Regarding the overall fit of the trade data, the model with importer fixed effects performs as well as the model with exporter fixed effects. In fact, it has the same fitted values.
Using importer fixed effects yields the same effects of distance and shared borders. Furthermore, the estimated value of a country's importer fixed effects is the same as that country's estimated exporter fixed effect. The interpretation is different. Now a good imported by the United States costs 62 percent less than a good imported by the average country. In contrast, a good imported from Zimbabwe will cost 35 percent more than a good imported by the average country. These results are inconsistent with the arguments of Section III, which impose no restrictions on the form that trade costs can take. implies that the unit costs of a producer with the average productivity level is strongly decreasing with the level of development. As discussed in Section IV, the differences in how unit costs covary across countries maps into differences in the aggregate price of tradables and income differences, which I will discuss next.
IX. The Quantitative Implications of the Estimated Model
As an assessment of the model, I compare the implications of the model for moments not explicitly used in the estimation of the model. In all the results below, I used the estimatedλ i s andτ i j s, computed an equilibrium, and compared the model-implied aggregate price of tradables and variation in income per worker relative to the data.
A. The Benchmark Model
Figure 4(a) plots the prices from the benchmark model and the data. Broadly speaking, the prices from the model are in line with the data: both rich and poor countries have similar prices of tradable goods.
There is room for improvement. The elasticity with respect to income level is approximately −0.04, whereas in the data this elasticity is 0.15. There is also more variance in the data than in the model. I
should emphasize the parsimony of my approach; there are many more degrees of freedom available to improve the model on a variety of dimensions that I did not use. Furthermore, the benefits of my approach should be compared to the alternative discussed below.
As another assessment, I considered the model's ability to quantitatively replicate the cross-country income differences seen in the data. Figure 5 depicts the model's income levels versus the data relative to the United States along with the 45 • line. In Figure 5 , the ordered pairs lie around the 45 • line, suggesting that the model accurately captures the variation in income per worker across countries. For example, the model predicts that Uganda has an income level 1/27 of the U.S. level. In the data, Uganda has an income level 1/32 of the U.S. level. As a measure of dispersion for all countries, the variance of log income per worker in the model is 1.30 relative to 1.38 in the data, and the 90/10 percentile ratio is 25.6 in the model relative to 25.7 in the data.
B. The Implications of the Estimated Model with Importer Fixed Effects
Figure 4(b) plots the prices from a model estimated with importer fixed effects. These prices systematically deviate from the data, with poor countries facing systematically higher prices relative to rich countries. For example, the elasticity with respect to income level is −0.29. 21 This is seven times larger than my model with an exporter fixed effect.
The model estimated with importer fixed effects does poorly at replicating the variation in income per worker: the variation of log income per worker is 2.46, and the 90/10 percentile ratio is 89.5. Recall that the variance of log income per worker and the 90/10 percentile ratio in the data are 1.38 and 25.6. The reason for the differing implications for cross-country income differences relates to the results regarding prices. The model with an importer fixed effect results in systematically higher prices of traded goods for poor countries mapping into higher prices of nontraded goods p y i . Because wages and rental income are deflated by p y i to compute real income per worker, this systematically lowers real income per worker for poor countries, resulting in an overprediction of income differences.
C. A Brief Discussion
To clarify the forces driving these outcomes, recall that the model with importer fixed effects reconciles the fact that the United States imports more from Japan than Senegal by making unit costs of production produced goods are lower in Japan than in Senegal. But the data also say that Senegal imports a similar share of goods from the United States as does Japan. The model reconciles this fact by increasing the cost for Senegal to import relative to Japan's cost to import. Thus, the prices paid for imported goods are higher in Senegal as well. Together, these implications mean the price index in Senegal is higher than in Japan-inconsistent with the data.
In contrast, my model with exporter fixed effects reconciles the differences in the United States' import share from Japan relative to Senegal by manipulating each country's export cost. The model reconciles the similarities in Japan's and Senegal's import share from the United States with similar unit costs of production. Figure 3 (a) illustrates this. Thus, prices paid for domestic goods and imported goods in Japan and Senegal are similar, implying that the price index of tradables is similar in the two countries.
In general, the model's implications for the price of tradable goods is highly robust to various parameterizations. I should note that the model's implications for the variation in income per worker are sensitive to the calibration of γ. A larger γ in both models results in less variation in income per worker. I do not view this as a problem because the model should probably underpredict the variation in income per worker.
Hence, with larger values of γ, my model is more in line with the data than alternative approaches. I say that because I assumed no productivity differences in the nontradable sector. Allowing for this source of variation would increase the variation in income per worker.
X. How Do Trade Costs Affect Income Differences?
In this framework, income differences are driven by differences in technologies, endowments, and trade costs. Trade costs prevent countries from specializing in their comparative advantage and hence amplify productivity differences relative to those in a world with no trade costs. Given that my model can replicate important features of the data, I now explore the quantitative importance of trade costs to understanding the large measured productivity differences across countries.
A. Eliminating Asymmetries in Trade Costs Reduces Income Differences
In this section, I will study two exercises that focus on eliminating the systematic asymmetry in trade costs. A way to view this systematic asymmetry is like a "wedge" or deviation from a benchmark model with only symmetric trade costs, in the spirit of Chari, Kehoe and McGrattan (2007) . And these exercises quantify the importance of these wedges for understanding income differences across countries.
In the first experiment, I adjusted trade costs so the new costs to trade between two countries arê τ i j = min(τ i j , τ ji ). Given how the recovered trade costs impact poor countries relative to rich countries, the premise is that costs above this minimum reflect some extra distortion one country faces while the other does not and that these distortions, unlike distance, are not natural. With the new trade costs, the variation in log income per worker declines to 1.05 and the 90/10 ratio is only 17.3. Cross-country income differences decline by up to 31 percent relative to the baseline model. In this exercise, the new trade costs are still large. For example, the median trade cost is 192 percent for all countries, which is twice the value reported in Anderson and van Wincoop (2004) for a developed country. Table 4 also reports the average gain in income per worker. All countries gain-but poor countries gain relatively more than rich countries.
As another experiment, I endow all countries with the same effective distance costs OECD countries face among themselves. The premise is that the costs to trade between OECD countries are relatively closer to free trade than the entire sample. Table 4 presents the results. In this experiment, the variance in log income per worker is reduced by 13 percent and the 90/10 ratio is reduced by 23 percent. To put these two exercises in perspective, compare these gains relative to a world with no trade costs. In this world, the variation in log income per worker is only 0.76 and the 90/10 ratio is 11.4. Eliminating the asymmetry or moving toward OECD trade costs delivers 59 and 41 percent of the reduction in income differences relative to complete elimination of trade costs. Or at the other extreme, if trade costs were set to infinity, the variance of log income per worker increases to only 1.35. The systematic asymmetry in trade costs is so punitive that removing it takes the economy from basically autarky to over 50 percent of the way relative to frictionless trade.
B. On The Mechanics Behind Reductions in Income Differences
Differentials in the pattern of specialization between rich and poor countries drive reductions in income differences. To see this, I show in Appendix C that starting from (13) the definition of PWT real GDP per worker in the model can be expressed as
Real GDP per worker is similar to a standard one-sector growth model with a TFP term and capitallabor ratio taken to a power term. Here, measured TFP is decomposed into an endogenous trade factor,
, and an exogenous domestic factor, λ
When trade costs are infinite, countries are unable to specialize and must produce all goods domestically.
Hence, X ii = 1 and TFP becomes λ
Given how efficiency levels are distributed in the production of tradable goods, each country's average efficiency level is λ θ i taken to the power
β . 23 When trade costs are finite, countries are able to specialize and import some goods from relatively more efficient producers. Hence, X ii < 1 and each country's gain from trade in the form of increased TFP is X
Equation (14) implies that the only way for income differences to decline is with X ii changing more for poor countries relative to rich countries. Observation O.1 argued that X ii is similar across rich and poor countries. Asymmetries in trade frictions are the reason for this. When these asymmetries are removed, poor countries' X ii decline more than rich countries' X ii . This means that poor countries drop more unproductive activities and scale up the productive activities relative to rich countries. This differential change in activities results in a relative increase in measured TFP and a reduction in income differences. (2008), with technology differences amplified to the power 1/β reflecting a multiplier because intermediates are used to produce intermediates. In my model, this multiplier is dampened because tradables are only 1 − γ of total output.
XI. Robustness Checks and Alternative Evidence
A. Price Data: A Robustness Check
My arguments depend critically on how aggregate prices covary with a country's level of development.
There are concerns regarding the accuracy of prices collected from the International Comparison Programme (ICP); see the discussion in Hsieh and Klenow (2007b) . This issue is that if these prices are mismeasured, then for it to matter there must be a systematic measurement error with respect to a country's level of development. Given this observation, at minimum I can ask: What degree of systematic measurement error is necessary to reverse my results?
A simple way to answer this question is in terms of the elasticity of prices with respect to the level of development. Recall equation (5):
. Define ρ X as the elasticity of . Equation (5) implies that ρ τ , the elasticity of
Given equation (15), I can ask the following questions: What price elasticity, ρ p , is necessary to change my argument, and what is the implied magnitude of systematic measurement error? Table 5 presents the results. The first column ρ p is the data and the implied ρ τ . The second column considers the case if prices were equalized. Here, trade costs would still be systematically asymmetric with respect to a country's level of development. The third column considers the case necessary to yield symmetric trade costs. In this case, the elasticity of prices with respect to income level would have to be 0.21-almost the complete opposite value seen in the data. To illustrate the magnitude, consider a country with 1/30 the income level of the United States. In the data, this country would have a tradable goods price approximately 1/2 of the U.S. level. This thought experiment suggests that a country with 1/30 the U.S. income level should face a tradable goods price two times larger than the U.S. value. That is, these prices must be systematically mismeasured by more than 337 percent for this result to disappear. This suggests the magnitude of systematic measurement error by the ICP would have to be dramatic. 24 24 A related issue is that the price data are not producer prices but retail prices. This fact would affect my arguments only if distribution costs were positively correlated with level of development, i.e., poor countries have lower distribution costs than rich countries. In this sense, unobserved distribution costs are isomorphic to systematic measurement error discussed here. The evidence regarding distribution costs is limited, but it suggests the opposite pattern: Burstein, Neves and Rebelo (2003) find that the distribution costs in Argentina are 50 percent higher than in the United States. To explore these direct measures of trade costs, I ran the regression: log( The estimates of ρ im,y and ρ ex,y are 0.05 and −0.08, and both are statistically different than zero. If these estimates were the same, then there would be no systematic asymmetry in trade costs. Since ρ ex < ρ im , the implication is that poor countries face systematically higher costs to export their goods relative to rich countries. For concreteness, Zimbabwe has 1/10th the income level of the United States. These estimates imply that Zimbabwe will face a trade cost that is 37 percent higher to export to the United States than for the United States to export to Zimbabwe. To summarize, these data provide direct evidence consistent with my arguments. 25 The f.o.b. value is basically the quantity times the price of the goods if sold in the exporting country. The c.i.f. value is basically the quantity times the price of the goods sold in the importing country. In theory, these values should be based on border prices, i.e., the prices of the goods at each country's border. In reality, these values are based on final destination prices as Limao and Venables (2001) argue.
B. Alternative Evidence on Asymmetric Trade Costs
26 Hummels and Lugovskyy (2006) raise concerns about the possibility of measurement error in these data. To help alleviate these concerns, I computed t i j as the average over the years 1994 to 1996 for the set of countries in my sample. Furthermore, I eliminated any values less than 1 implying negative trade costs, and I dropped values equal to 1.10 because this is the value the IMF uses to impute missing data on either the f.o.b. or c.i.f. side.
Other Evidence
Data on policy barriers to trade also support my view of trade costs. Kee, Nicita and Olarreaga (2006) estimate trade restrictiveness indices from data on both tariff and nontariff barriers for a large set of developed and undeveloped countries. These indices summarize the multitude of barriers that exist in a compact format. They find that poor countries systematically face the highest trade barriers on their export bundle-similar to the asymmetry in trade costs here.
Moreira, Volpe and Blyde (2008) provide evidence on transportation costs that supports my view of trade costs. They study transportation costs in Latin America and find that the shipping cost to export from a Latin American country to the United States is 70 percent higher than the shipping cost to export from the Netherlands to the United States. This is in spite of the fact that the Latin American countries considered are closer to the United States than the Netherlands. More important, they argue that more than 40 percent of this difference can be attributed to variables such as infrastructure, which policy makers have some control over.
Finally, policies in poor countries could create this effect as well. Export marketing boards are one possible source of this distortion. These boards place a wedge between the price at which producers sell goods and the price at which the good is exported. Krueger, Schiff and Valdes (1988) argue that these costs can constitute up to 50 percent of more of the border price of exportables and that these marketing boards are prevalent in developing countries. Furthermore, any differential treatment of exporters versus domestic producers could create this effect as well; see Krueger et al. (1988) for a variety of examples.
C. Evidence from Trade Liberalizations
To provide more support for my model, I considered the model's implications relative to an observed trade liberalization. I considered Chile because it had a large unilateral trade liberalization; beginning in With the changes in trade costs, I then recomputed the equilibrium and studied how much trade changed. The circles in Figure 6 summarize these results by plotting Chile's import to GDP ratio in the calibrated model for the year 1996 and the model's predicted import to GDP ratio when tariffs change. Overall, the model does a reasonable job predicting the changes in trade when actually changes in policies are studied. The importance of this exercise is that it speaks to my model's elasticity of trade with respect to changes in trade barriers, and this same elasticity maps into the response of income with respect to trade barriers. Because of the model's performance, it provides further support for my results.
XII. Conclusion
I have argued that systematically asymmetric trade frictions are necessary to reconcile both price and quantity data in a standard model of international trade. Furthermore, these asymmetries are quantitatively important to understanding cross-country income differences. In a sense, my arguments outline a puzzle that has nontrivial implications: What are these asymmetries in the pattern of trade between rich and poor countries? Though direct evidence supports this pattern of trade costs, I will suggest two routes to further understand this puzzle that are complements rather than substitutes. One is better theory, i.e., some of these frictions may be reduced-form representations of equilibrium responses to the fundamen-tals faced by agents; e.g., the model of Fieler (2007) The parameters were estimated by OLS. For an estimated parameterb, the implied percentage effect on cost is 100 × (e −θb − 1). Technology parameters, λ i , are recovered as detailed in Section V and θ = 0.18. j is total factor productivity in country j.
Preferences are equally simple. Each country has symmetric constant elasticity preferences over all the (country-specific) goods with common elasticity of substitution σ . The key result from this simple model are the expenditure shares
The right-hand side is country i's imports from country j divided by country i's expenditure on all traded goods. The left-hand side relates the trade cost country i faces to import a good from country j and country j's unit cost of production relative to the sum of the prices paid for imported goods. 28 Given preferences, each country faces the following price of tradable goods for each country i:
Dividing equation (16) with the analogous equation for country j's expenditure on country j goods and noting the relationship between the denominator of equation (16) and the price index in equation (16) results in the following relationship:
This is the same expression as in (4) relating the bilateral trade shares to trade costs and the relative aggregate price of tradables.
Melitz (2003)/ Chaney (2008) Model
As shown in Chaney (2008) and Helpman, Melitz and Rubinstein (2008) , the Melitz (2003) framework can easily generate a "gravity-like" expression. As I show here, these frameworks generate a relationship similar to equation (4), which would yield the same conclusions as Section III, even though these frameworks have fixed costs and firms have market power. Below I generate the results from the model of Chaney (2008) . 29 The key components of this model are as follows: Each country has CES preferences over a measure of differentiated goods (determined in equilibrium) with a common elasticity of substitution σ . To produce a good for country i in country j, firms face a variable cost per quantity shipped τ i j c j z and a fixed cost f i j in units of the numeraire. The productivity levels z are specific to the firm and modeled as an idiosyncratic random variable drawn from a Pareto distribution with shape parameter γ,
As in Helpman et al. (2008) and Chaney (2008) , I assume that γ > σ − 1. Finally, firms are monopolistic competitors, and there is an unbounded measure of potential entrants.
This formulation generates the following expression for the share of country i expenditures on imports from country j:
where Y i is total expenditures in country i. Similar to the approach above, note that the aggregate price of tradables in country i is
Using this fact and dividing the analogous equation for country j's share of expenditures on country j goods yields the following expression:
, which is the similar to equation (4), but now what was one represented by variable trade costs is now a mixture of the variable trade costs, the relative fixed costs between the two markets, and market size.
Note that in this model, countries consume different varieties of goods. Hence, the price index in equation (19) is not comparable across countries. The data that I use in this paper are a common basket price index, which is the same across countries. Thus, an adjustment needs to be made because the objects in the model and the data do not correspond.
I will make an adjustment in the model by asking, if country n purchases the same basket of goods as the United States, than what would its price index be? I will use the basket in the United States as the reference basket, but using any country will generate the same results. The key is that we want to compute a common basket price index for all countries.
To implement this concept, I will assume that the fixed costs are multiplicatively decomposable, i.e., f i j = f i × f j and f ii = f i × f i . With this assumption, one can show how country-specific price indices relate to country-common basket price indices:
Then using equation (21) and substituting it into equation (21) yields the following expression:
which relates bilateral trade shares to relative aggregate prices of a common basket, variable trade costs, and bilateral trade shares. The only difference is that the power term on the variable trade costs is different from the power term on relative prices. Despite this difference, as long as σ > 1 and γ > σ − 1 (which the model requires), the same conclusions from Section III apply: to account for both bilateral trade shares and aggregate prices, trade costs must be systematically asymmetric with respect to development. Thus, my arguments about the structure of trade costs throughout this paper may be interpreted more generally.
B. Measuring Income per Worker in the Model as in the Data
Real GDP or income per worker is an important object of interest. This section describes my concept of real GDP in the model as measured in the data-specifically, real GDP in benchmark years of the Penn World Table (PWT) . Feenstra, Heston, Timmer and Deng (2004) provide a very useful description of the mechanics behind the construction of real GDP in the PWT, and my presentation borrows from their analysis. First, the PWT collects GDP in current prices from each country's statistics agency. In the model, nominal GDP (in per worker terms) is
where p y i is the price of the final good produced in country i, c i is the quantity of the final good, and ex i and im i are nominal exports and imports, i.e., nominal final expenditures plus net trade balance at current prices. The PWT then uses the Geary-Khamis system to compute "reference prices" π ℓ for each good ℓ and the purchasing power parities PPP i for each country i used to deflate (23). Since there is only one final good, the Geary-Khamis system is the following set of equations: 
With balanced trade, the last term equals zero. Notice that the net trade balance is deflated by the price index for domestic absorbtion. This is actual contrary to the advice of the United Nations 1993 System of National Accounts. They advise that the net trade balance be deflated with both export and import price indices. Hence, the PWT measure of real GDP is more closely related to gross domestic income or command-basis GDP as defined in the United Nations 1993 System of National Accounts. Imposing market clearing and balanced trade, real GDP per worker in my model-as measured in the PWT-is,
, in which income from wages and capital are deflated by each country's final goods price.
C. Derivation of a Useful Representation of Income per Worker
Suppressing some notation and rearranging (2), using (1), and the fact that the rental rate on capital is pinned down by the expression r i = many recorded zeros. For the sample considered there are 5,929 possible trading combinations; 1,610 (27 percent) show no trade at all. This presents both an estimation issue and a computational issue.
Regarding the estimation, I will omit any zero observed trade flows from the estimation of equation (8). This has been a standard approach in the empirical trade literature. Santos-Silva and Tenreyro (2006) propose a Poisson pseudo-maximum-likelihood (PPML) estimator to alleviate any bias from the log-linear specification in equation (8) (2003) with fixed costs and firm heterogeneity. When firm-level productivity is drawn from a truncated Pareto distribution, they can deliver zero trade flows between country pairs. Their results suggest that any bias arising from the omission of zero trade flows is quantitatively small.
Regarding the computation, when computing equilibrium prices and counterfactuals, I will set trade costs for the instances in which X i j is zero to an arbitrarily large value to approximate what appears to be a trade cost of infinity.
E. Technology Heterogeneity: Evidence
A concern is that the distributional assumptions generate implausible differences in productivity at the micro or good level. This is important because the degree of dispersion in productivity affects the response of aggregate TFP and income differences as trade costs change. In this section, I argue that the dispersion in productivity implied by my model is reasonable and conservative based on the available empirical evidence.
To make this argument, I first performed the following exercise. I assumed that there were 100,000 goods and generated a productivity term z −θ for each good from the calibrated distribution for the United States, United Kingdom, and Uganda. I then asked two questions: (i) how much does z −θ i vary within a country? and (ii) For a given good, how much does z −θ us differ relative to z −θ uga or z −θ uk ? After recording various measures of dispersion, I repeated this process 500 times. Table 4 reports the means of these measures across the simulations. 
Variation Within Countries
The top panel of Table 4 reports the degree of variation in productivity within a country. For all countries, the ratio of productivity in the top 99th percentile over the bottom 1th percentile is about a factor of 3. This value is only a function of θ , with increases in θ increasing the difference between percentiles.
Relative to the available evidence, Table 4 shows my model implies a degree of dispersion in productivity that is conservative. For example, Hsieh and Klenow (2007a) employ plant-level data from China, India, and the United States and construct estimates of TFP at the plant level. My point of comparison is what they call "TFPQ", which is most closely related to how I would measure TFP given my model. They report a dramatic amount of dispersion in TFP. For example, the ratio of the 90th percentile to the 10th percentile in China in 1998 is 15.18-10 times the amount of dispersion in my model. In India in 1998, this same ratio is 31.18-20 times the amount of dispersion in my model. Measuring TFP at this level is difficult and comes with many caveats; however, this evidence suggests that amount the of dispersion in productivity implied by my model is very conservative.
Variation Across Countries
The bottom panel of Table 4 reports the variation across countries in productivity to produce a particular good. For example, compare the productivity to produce blue tennis shoes in the United States, United Kingdom, and Uganda in the model. The top row presents the 99th percentile of the distribution of relative productivities between countries to produce the same good. For the 99th percentile, the United States is 2.58 times more productive than the United Kingdom and 14.5 times more productive than Uganda to produce the same good. The bottom row present the 1st percentile. Here, the United Kingdom is 2 times more productive than the United States and Uganda is 2.7 times less productive than the U.S. to produce the same good.
Again, this degree of dispersion in TFP across countries is conservative relative to available empirical evidence on the variation in productivity within industries across developed countries. Baily and Gersbach (1995) show that value added per worker within the same manufacturing industries varies by as much as a factor of 3 between the United States, Japan, and Germany in the early 1990s. 30 And they argue that differences in the use of physical capital played little role in explaining these differences. Relative to the bottom panel of Table 4 , this suggests that between rich countries I am slightly understating the dispersion in productivity differences.
Because even the best producer in the poor country is still nearly 3 times less productive than the United States, I am again understating the dispersion in productivity differences relative to the evidence. There is less micro-evidence regarding poor countries, but a theme that emerges is that some firms in poor countries are as productive as firms in rich countries. Banerjee and Duflo (2005) discus evidence from India on TFP at the industry level from the McKinsey Global Institute (2001). Banerjee and Duflo (2005) highlight the fact that the best firms in several of the manufacturing industries studied are basically using the global best practice technologies. Lewis (2004) argues that this same pattern prevails in other developing countries such as Brazil, Russia, and Korea. Though the focus of his paper is not in manufacturing, Lagakos (2008) provides evidence for the retail sector that the most productive firms in developing countries are nearly as productive as the firms in developed countries.
F. Alternative Distributional Assumptions
In this section, I consider alternative distributional assumptions and their quantitative implications.
Without making the distributional assumptions, the model loses analytical expressions mapping the data to parameters of the model, i.e., trade costs and technology parameters. To solve the model under alternative distributional assumptions, I employed the following approach. First, I assumed there was a large number (100,000) of potentially tradable goods. For each country, good-level efficiencies were drawn from the country-specific distribution and assigned to the production technology for each good. Then, for each importing country, the low-cost supplier across countries is found for each good and the aggregate bilateral pattern of trade is computed. In the examples below, I assume there are only 10 countries and adjusted the data under the assumption that these are the only countries in the economy. I did not consider the full 77-country example because of the computational burden associated with estimating/calibrating the model. I considered two alternative distributional assumptions: (i) a log-normal distribution with country-specific center parameter µ i and common parameter σ and (ii) Pareto distribution with country-specific center term κ i and common shape parameter ν. Because the common parameters σ and ν play roles similar to that of θ , I calibrated them for these examples such that all models have the same coefficient of variation. I calibrated the country-specific parameters (µ i or κ i ) and ex i for each country and common parameters relating to the effects of distance and shared borders to best fit the data. For comparison purposes, I used the same approach in the benchmark case with a Fréchet distribution rather than exploiting its analytical convenience. The top panel of Table 1 presents some summary measures of the fit. The first column is the mean squared error between the data and model in logs. The second and third columns report the implied difference in income per worker across the two scenarios. In terms of the fit of the data and measures of dispersion in income per worker, all three models perform similarly. 31 The bottom panel of Table 1 presents the average increase in income per worker after removing all trade costs, the variance in log income per worker, and the 90/10 ratio in income per worker. Between the Fréchet and Pareto case there is little difference in the change across all three measures. Both generate reductions in cross-country income differences of approximately 44 percent. The log-normal distribution results in less reduction in cross-country income differences-approximately a 24 percent decline in the variance of log income per worker. As the log-normal case illustrates, the distributional assumptions obviously play a role. More research is needed on the implications of alternative distributions and evidence supporting these assumptions. But in all these cases, poor countries gained the most from reductions in trade costs, thus reducing cross-country income differences.
