We define Hölder classes Λα associated with a Markovian semigroup and prove that, when the semigroup satisfies the Γ 2 ≥ 0 condition, the Riesz transforms are bounded between the Hölder classes. As a consequence, this bound holds in manifolds with nonnegative Ricci curvature. We also show, without the need for extra assumptions on the semigroup, that a version of the Morrey inequalities is equivalent to the ultracontractivity property. This result extends the semigroup approach to the Sobolev inequalities laid by Varopoulos. After that, we study certain families of operators between the homogeneous Hölder classes. One of these families is given by analytic spectral multipliers and includes the imaginary powers of the generator, the other, by smooth multipliers analogous to those in the Marcienkiewicz theorem. Lastly, we explore the connection between the Hölder norm and Campanato's formula for semigroups.
Introduction
The α-Hölder classes Λ α (X, d), associated with a metric space (X, d). are given by the bounded functions satisfying that the following seminorm
is finite. Similarly, the homogeneous α-Hölder classes are given by the (potentially) unbounded functions satisfying that the quantity above is finite.
The aim of this text is to extend these notions from the context of metric spaces to that of measure spaces endowed with a Markovian semigroup of operators (a geometric notion closely related to Dirichlet forms). This continues a line of research that focuses on extending techniques from from harmonic analysis that are usually formulated in terms of metric-measure spaces, into the setting of Markovian semigroups. The potential of this approach is twofold. First, working with semigroups often allows to handle problems in harmonic analysis over large classes of spaces -from Riemannian or subriemannian manifolds to graphs-in a very high-level way that often avoids kernel estimates. This was recognized early on in the work on Littlewood-Paley theory in terms of semigroups developed by Stein [Ste70b] -which was written with the intention of extending several results in Harmonic analysis to Lie groups. Other applications of semigroup techniques include maximal inequalities [Cow83] , ultracontractivity and Sobolev inequalities [Var85, VSCC92] , and semigroup bounded mean oscillation spaces [JM12, Mei12, JMP18] to name just a few. The second advantage of semigroups is that they provide a framework that extends transparently into the noncommuative setting. There are other strategies that provide generalizations of the notion of a metric-measure space in the operator algebra context. Namely, Rieffel's compact quantum metric spaces [Rie04a, Rie04b, Rie02] in the context of C * -algebras and the W * quantum metrics of Kuperberg and Weaver [KW12] in the von Neumann algebraic context. Nevertheless, both approaches are more technical from a perspective of harmonic analysis. Indeed, proving that a tentative example is a compact quantum metric space can be nontrivial and, on top of that, natural notions like restrictions of functions to balls or averages over balls are not easily defined.
Recall that in R n with its Lebesgue measure the Laplacian operator ∆ = − j ∂ 2 xj xj generates a Markovian semigroup T t = e −t∆ (the classical heat semigroup). At an intuitive level, the action of T t is similar to averaging over balls of radius √ t, i.e.
A valuable insight is that, in many expression appearing in harmonic analysis, we can exchange the ball averages by T t without fundamentally altering the quantities we are working with. In more abstract settings, like that of Riemannian manifolds (M, g) with the natural heat semigroup T t = e −t∆ generated by the Laplace-Beltrami operator ∆, the idea above, that T t behaves like a metric average, often holds true, see for instance [SC02, Section 4.2]. This intuition was crucial in developing the theory of semigroup bounded mean oscillation, or BMO, spaces [JM12] .
Given an abstract Markovian semigroup T t = e −tA acting on a von Neumann algebra M, the semigroup P s = e where P s is the Poisson semigroup associated to T t . Recall also that, in the case of R n , the quantity above is comparable to (0.1).
Given a semigroup T t = e −tA we can define its gradient form, also known as the carré du champ, see [Led00] as 2 Γ(f, g) = Af * g + f Af * − A(f * g).
In the classical case of R n with its heat semigroup the quadratic form above satisfies that Γ(f, g)(x) = ∇f (x), ∇g(x) . After the works of Cipriani and Sauvageout [CS03] it is known that Γ(f, g) can be factored as δ(f ), δ(g) , where δ : M → X is an unbounded derivation into a Hilbert module X. The intuition here being that the Hilbert module behaves like the space of sections of the tangent bundle of a manifold (with the technicality that in this abstract setting the fibers can be infinite dimensional). There are higher order analogues of the gradient form above given by
The difference is that these higher order quadratic forms are not necessarily positive. Indeed, it was noticed by P-A. Meyer that in a Riemannian manifold Γ 2 ≥ 0 holds iff its Ricci curvature is nonnegative. Intuitively, these positive curvature conditions control the growth of balls and are therefore natural in many problems on Harmonic analysis -pretty much in the same way in which doubling spaces are natural in the study of analysis over metric-measure spacesIn this context of abstract semigroups we can define the semigroup Riesz transform as the Hilbertvalued operators R = δA in the classical case. Assuming that the derivation δ satisfies a specific intertwining identity, see (3.2), we obtain the following bound Theorem A. Assume that Γ 2 ≥ 0. For every 0 < α < 1 we have that
In Theorem A above Λ
• α (T ) is the homogeneous Hölder class defined by the seminorm (0.2) and Λ • α (T ; H) is a Hilbert-valued version of the same space, see Section 3 for the details of the definition. The theorem above complements earlier results that have been obtained in the literature. For instance, see [Aus07, CD99, CD01, CD03] for boundedness of the Riesz transforms over the L p -spaces. Recall also that a reverse bound for the Riesz transform has been obtained in [JM10] between semigroup BMO-spaces assuming that Γ 2 ≥ 0. We would also like to point out the deep consequences that dimension-free bounds for the Riesz transforms have in the study of Fourier multipliers [JMP18] .
As a straightforward corollary of the theorem above we show that, over connected and geodesically complete manifolds (M, g) with nonnegative Ricci curvature, the norms f Λ • α and f α are comparable, where the second one is taken with respect to the path metric. Therefore Corollary B. Let (M, g) be a connected and geodesically complete n-dimensional manifold (M, g) with Ric ≥ 0, we have that
The theorem above is already known and can be proved with non-semigroup related techniques by first using kernel estimates to express R = ∇ · ∆ − 1 2 as a Calderón-Zygmund operator and then using that Calderón Zygmund are bounded over Hölder classes in the context of doubling metric spaces, see also [GCG05] . Although the result is known, the advantage of our method is that the proof is immediate and does not require kernel estimates. All the complexity of the result above is thus "hidden" inside the definition of Λ • α (T ) and explicit kernel bounds only make appearance when comparing the norm of Λ
• α (T ) with the classical Hölder norm. Next, we show that -in the spirit of the Hardy-Littlewood-Sobolev inequalities developed by Varopoulos [Var85, VSCC92] -satisfying an analogue of the Morrey inequality is equivalent to satisfying an ultracontractivity property. Recall that Morrey's inequality is a form of Sobolev embedding which says that, for some domain Ω ⊂ R n , when p > n, the Sobolev space W p,1 (Ω) embeds into the Hölder classes of exponent (1 − n/p). We obtain the following result.
Theorem C. Let T = (T t ) t≥0 be a Markovian semigroup and A its generator. The following are equivalent
(ii) The following Morrey inequality holds
The proof of Theorem C above is completely elementary but nevertheless does not seem to be known, at least to the author's knowledge. It can also be interpreted as further evidence of the usefulness of the semigroup Hölder classes defined by (0.2).
Our next result gives bounds over Hölder spaces for certain families of smooth Fourier multipliers that behave like classical Marcinkiewicz multipliers in R n . Let G be a locally compact group and
We can define the (reduced) group von Neumann algebra of G, LG as the von Neumann algebra generated by {λ g } g∈G . Given m : G → C an operator T m is said to be the Fourier multiplier of symbol m iff it acts by linear extension of the map λ g → m(g)λ g . Notice that, when G is Abelian, LG is isomorphic to the algebra of essentially bounded functions over the Pontryagin dual of G, L ∞ ( G), and T m is indeed a Fourier multiplier in the classical sense.
Since we want to obtain smooth multiplier theorems assume for the sake of simplicity that G is a Lie group. This assumption is not necessary and the Theorem 6.4 inside Section 6 will be formulated in more generality. Fix X = {X 1 , X 2 , ..., X r } a generating system of vector in its Lie algebra (what is usually called a Hörmander system). We will denote by D 0 (X) the local dimension associated to X given by
Just for intuition recall that the balls or radius r with respect to the subriemannian metric generated by X grow like r D0(X) for small r > 0. Recall also that we have an associated hypoelliptic operator
with respect to which we can measure smoothness.
We also need natural Markovian semigroups on LG. We will use semigroups of Fourier multipliers, which are inevitably given by linear extension of T t (λ g ) = e −tψ(g) λ g . It is possible to characterize the functions ψ : G → R + that generate a Markovian semigroup as the conditionally negative functions. We define the homogeneous Hlder classes Λ
• α (LG) with respect to the Poisson semigroup, given by
We have that following result Theorem D. Let X = {X 1 , ..., X r } be a Hörmander system of right-invariant vector fields over G, a unimodular Lie group and ψ : G → R + a conditionally negative function. We have that, for every
where s > D 0 (X)/2, the Sobolev norm of W 2,s
and η is a cut-off function.
Recall that Theorem 6.4 can be understood as an extension to the Hölder case of [GPJP17, Theorem C].
Lastly, we explore analogues of a characterization of Hölder functions due to Campanato [Cam63] . In R n it holds that a function is Hölder iff for every r and some 1
where f B represents the average integral of f over some set B. Furthermore, the optimal constant C in the inequality above being comparable to f α . In the spirit of [JM12] , we introduce the seminorms
and show that, when Γ 2 ≥ 0 and α small, they are comparable to each other and they are majorized by the seminorm of (0.2). We left open the problem of whether the reverse inequality holds. Although open in general, the results in Section 3 allow us to prove the equivalence in the semicommutative case and a posteriori in the context of quantum Euclidean spaces in the sense of [GPJP18] . One of the applications of the Campanato's formula above is that it allows to prove boundedness for Calderón-Zygmund operators over Hölder classes in a transparent way. In a follow up paper [GP19] , we will concern ourselves with proving the norm equivalence of the norms above in the case of quantum Euclidean spaces and with the boundedness of the noncommutative Calderón-Zygmund operators introduced by the author with Junge and Parcet in [GPJP18] between α-Hölder classes.
Preliminaries
Von Neumann algebras. Through this article we will work with von Neumann algebras. The interested reader can read more on the topic in standard texts like [Bla06, Tak79, Tak03] . A von Neumann algebra is a sub * -algebra M of B(H) that is closed in the weak operator topology. Among the different characterization that these algebras admit one specially interesting is that they are dual Banach spaces. We will denote its predual by M * . We recall also that an element in M is called positive if it can be expressed as g * g and that the positive cone M + ⊂ M induces a partial order. The intuition behind these algebras is that they behave like noncommutative analogues of L ∞ (Ω) and that measure-theoretical concepts can be generalized into von Neumann algebras. We will say that a linear operator τ :
for every unitary u ∈ M. We will say that τ is
• normal, if τ is weak- * continuous or, alternatively, is sup α τ (f α ) = τ (f ) for any increasing sequence of positive operators with f = sup α f α .
• semifinite, if for every f ∈ M + with τ (f ) = ∞, there is a g ≤ f with τ (g) < ∞.
• faithful, if τ (f ) = 0 implies that f = 0.
If a trace τ is normal, semifinite and faithful we will say that it is a n.s.f. trace. The von Neumann algebras that admit such trace are called semifinite. The intuition here is that traces behave like measures and that the properties above are natural generalizations of σ-additivity, semifiniteness and faithfulness respectively.
We will barely use the theory of noncommutative L p -spaces in this text since most of our results can be formulated using the norm of M. Nevertheless, some conditions on L p would make its appearance in Section 3, when dealing with Morrey's inequality in Section 5 and at the end of Section 7. Let S τ ⊂ M be the dense ideal spanned by projection p ∈ M such that τ (p) < ∞. The spaces L p (M, τ ), for 1 ≤ p < ∞, are defined as the abstract closure of S τ with respect to the norm
We will use the convention that L ∞ (M, τ ) = M and denote its norm by · ∞ . There is an alternative construction of L p (M, τ ) as subspaces of the algebra L 0 (M, τ ) of τ -measurable operators. The interested reader can look more on L p -spaces on [PX03, Ter81] . It is also worth noticing that we can identify L 1 (M) isometrically with the predual M * . Similarly L 2 (M, τ ) is isomorphic to the Gel'fand-Neumark-Segal construction associated to τ . When τ is clear from the context we shall omit the dependency of L p (M) on it. 
(III) T is weak- * continuous.
Recall that in the definition above there is some redundancy between the different properties. For instance, the fact that T (1) = 1 can be deduced from the fact that T is self adjoint, τ -preserving and weak- * continuous. We would like to point out that in part the literature on Markovian semigroups the property (IV) is called symmetry. We will also point out that when τ (T (f )) ≤ τ (f ), the operator is called submarkovian.
The reason why we impose that all the matrix amplification of T should preserve the positive cone is that complete positivivty is required for the Kadison-Schwarz inequality
to hold, see [BO08, Proposition 1.5.7(1)]. Definition 1.2. A family of operators T = (T t ) t≥0 is said to be a semigroup if T 0 = id and T t • T s = T s+t . T is said to be a Markovian semigroup if each of the operators T t : M → M is Markovian and the map t → T t is pointwise weak- * continuous
It is easy to see that, by property (II), the operators T t can be extended to the space L 2 (M), an indeed to all L p -spaces, and that they are norm continuous in L p for p < ∞. Using the spectral theorem, this implies that there is an unbounded, self-adjoin and positive operator A in L 2 (M) such that T t = e −tA . We will refer to A as the infinitesimal generator or simply as the generator of T . This operator is densely defined and closable and its domain in L 2 (M) is given by
where the limit is meant to exists in the norm topology. In M the situation is similar but with the norm topology of L 2 (M) replaced by the weak- * topology of M. In that case we have that A is weak- * closable and has a weak- * dense domain that we will denote by dom(A) or dom ∞ (A).
An observation that will be used throughout the article is that if A is the infinitesimal generator of a Markovian semigroup, then so is A β , where 0 < β ≤ 1. When β = 1/2 the Markovian semigroup generated will be called the Poisson semigroup P = (P s ) s≥0 associated to T .
The following subordination formula, which can be traced back to Stein [Ste70b] , has been extensively used in the semigroup literature. Lemma 1.1 ((Subordination Formula)).
(i) Let T be a Markovian semigroup and P = (P s ) s≥0 its associated Poisson semigroup it holds that for every f ∈ L 2 (M)
Proof. The proof of both assertions is trivial. The first follows from the following explicit commutation of the inverse Laplace transform of r → e −sr (i) The formula in (1.1) holds for every x ∈ M + L 1 (M).
(ii) For every fixed s > 0 and integer k ≥ 0 the operator given by
is weak- * continuous over bounded sets of M.
(iii) For every k ≥ 0 the maps above are uniformly bounded in s for f ∈ L p (M) and 1 ≤ p ≤ ∞.
is a contraction over all L p -spaces and use the fact that
For (ii), take a bounded net x λ such that x λ → x in the weak- * topology. Notice that for any ϕ ∈ M * ess sup
We also have that for every fixed v, ϕ, T v (x λ − x) goes to 0 with λ. Applying the dominated convergence theorem gives
Operator spaces. We will use (very lightly) the theory of operator spaces. Recall that an operator space is a closed linear subspace E ⊂ B(H). For any such space we can define their matrix amplifications M m [E] ⊂ B(H ⊗m ) as the matrices over B(H) whose entries lay in E. The morphisms in the category of operator spaces are the linear maps φ : E → F such that all of its matrix amplification
Those maps are called completely bounded. The interested reader can look up the different books that already exist on the topic like [Pis03, ER00] or [BM04] . Operator spaces can be intrinsically characterized by a collection of matrix norms over M m [E] = M m (C) ⊗ E that satisfy the so-called Ruan's Axioms. We will called this extra structure, described by either the collections of matrix norms or by the isometric embedding into B(H) the operator space structure of E. One single Banach space E can have many nonisomorphic operator space structures. One interesting example, that will appear throughout the article, specially around Section 7, is that of a Hilbert space. There are two easily described operator space structures over a Hilbert space ℓ 2 , the column one and the row one which are given by
where (x n ) n is a sequence of elements in M m (C) and e n is the canonical base of ℓ 2 . 
Basic definitions
The following definition goes back all the way back to Stein [Ste70a, Section 4.2] in the case of R n with the usual heat semigroup, Definition 2.1. Let T = (T t ) t≥0 be a Markovian semigroup and P = (P s ) s≥0 its associated Poisson semigroup. For 0 < α < 1, we define the semigroup α-Hölder classes Λ α (T ) as the subsets of M given by
We will endow Λ α (T ) with the following norm
When no ambiguity can arise, we will denote the space Λ α (T ) just by Λ α , removing the dependency on the Markovian semigroup. It is also worth pointing out that the scale of spaces above can be defined for α larger that one. Indeed, just take and integer k > 1 such that 0 < α < k and define Λ α as
The different definitions are comparable for different k as we shall see in Section 6. That said, we will mainly work with 0 < α < 1 since higher-order spaces behave similarly.
When needed, we will endow Λ α with the operator space structure induced by the semigroup
, whose associated Poisson semigroup is P ⊗ id = (P s ⊗ id) s≥0 . Indeed we can fix their matrix norms as
.
We will also denote by f Λ • α the homogeneous Hölder seminorm given by the second term in (2.1), i.e.
The details of the construction of the homogeneous Hölder space would be given bellow. Now we will start by noticing that Λ α is a Banach space (indeed, a dual one). For that end we will use the subordination formula (1.1).
Proposition 2.1. The spaces Λ α (T ) are complete with respect to the norm (2.1)
Proof. Let (f m ) m be a Cauchy sequence for Λ α . In particular it is Cauchy for the operator norm of M. Therefore there is a limit f in the norm of M. For every s > 0 take m 0 sufficiently large, so that f − f m ∞ ≤ s α for every m > m 0 . To see that x ∈ Λ α , notice that
To see that the convergence happens in the Λ α -norm notice fix ǫ > 0 and take
Since ǫ > 0 is arbitrary we can conclude.
To the end of proving the duality, let us introduce the unbounded map
It is clear that Λ α is a subset of the domain dom(Φ α ) ⊂ M.
Proposition 2.2. Let Λ α and Φ α be as above. We have that (i) As an unbounded operator, Φ α is weak- * closable.
(ii) Its weak- * closed domain is isometrically isomorphic to Λ α .
As a consequence of (ii) Λ α is a dual space, whose predual is given by the quotient of L 1 (R + ; M * ) by the pre-annihilator of the graph of Φ α .
Proof. The fact that Λ α is the domain of Φ α is obtained almost by definition. Therefore we are going to prove only (ii). Take (
be a weak- * convergent sequence inside the graph of Φ α . By the Krein-Smulian theorem we can take F λ uniformly bounded without loss of generality. Denote by F the weak- * limit of (F λ ). By definition we have that
Notice that for each s, we have that
We have used the weak- * continuity of (ii) in Corollary 1.2. As an application of the dominated convergence theorem we get that if s → g s is an operator valued function which converge weak- * in M for every s and it is uniformly bounded in s, then g s converge in the weak- * topology of L ∞ (R + ; M). Notice that, by assumption, we have that all the g s are uniformly bounded and thus we can conclude. The last part follows from the fact that Λ α is isometrically isomorphic to the graph of Φ α which is a weak- * closed subset of M ⊕ L ∞ (R + ; M).
Now, we shall introduce the homogeneous α-Hölder classes Λ
• α (T ). The first technicality that we have to notice is that · Λ • α is a seminorm that vanishes on the subspace of f satisfying that s → P s (f ) is constant. We can characterize that subspace as the kernel of A 1 2 . This observation gives that ker(A 1 2 ) ⊂ dom(A 1 2 ) ⊂ M is a weak- * closed subspace, see [Dav80] . In order to turn · Λ • α into a norm, the natural thing to do would be to take the quotient of M by ker(A 1 2 ) and complete with respect to the homogeneous Hölder norm. But then, the second technicality arising is that, even in the case of classical metric spaces, it may not be possible to approximate f in the norm topology of Λ • α by bounded functions. Indeed, as we will see in Section 4, in R n with the usual heat semigroup we have that
For an unbounded function like f (x) = |x| α its restrictions f N (x) = f (x) 1 {f (x)≤N } do not approximate f in the seminorm above. To circumvent this issue we will define Λ • α as a weak closure. Let M α be the subset of M given by
And notice that the map
2 ). We are going to denote that map again by
2 ) with respect to the pullback of the weak- * topology induced by Φ α , i.e. the coarsest topology making the maps
We will end this set of basic definitions recalling that it is possible to substitute the norm of M by that of
• is a dual space whose natural weak- * topology is given by evaluation against the elements of M * ⊂ M * that are null over ker(A 1 2 ). Let us denote by q : M → M
• the natural quotient map. It is immediate that there is weak- * continuous semigroupP s :
and similarly for T t . The main advantage of M • is that over that space P s (f ) converge to 0 in the weak- * topology as s → ∞. When no confusion can arise, we will denoteP s by P s and omit the quotient map q. Lemma 2.3. Let T , M and M
• be as above. Then
Boundedness of the Riesz transforms
The gradient form. In this section we are going to prove the bounds for the Riesz transforms. Let us start be recalling some of the basic facts and definitions concerning the construction of the gradient form Γ as well as the Γ 2 ≥ 0 condition for semigroups.
Since we are going to deal with unbounded quadratic forms that take values in the operators affiliated to M it will be useful to assume that there is a * -algebra S ⊂ M, satisfying that
Whenever S satisfies the hypotheses (I)-(IV) we will say that it is a test algebra. Observe also that if S were to be a complete space with respect to some locally convex metric, then T s [S] ⊂ S would imply that P s [S] ⊂ S by subordination. But, since we are not assuming that S has any topology, we should include these extra conditions.
The existence of a test algebra S can be established in all of the examples we are interested in. Nevertheless, the existence of S is not a neutral assumption, see Remark 3.1.
Let B : S × S → S be a sesquilinear form. We are going to assume that it is conjugate linear in the first variable and linear in the second. We shall also denote the sesquilinear form by B(f, g) but its associated quadratic form by
The interest of the derived form arises from the following observation Proposition 3.1. Let M, T = (T t ) t≥0 = (e −tA ) t≥0 and B : S × S → S be as above. The following are equivalent
The proof is trivial by observing that, for every, f ∈ S and s > 0, the function
But taking a derivative of F t with respect to t gives that
Therefore, if B ′ ≥ 0, the above quantity is positive. Notice that the calculation is justified by the fact that A[S] ⊂ S and therefore t → T s f is weakly differentiable. The other implication follows similarly.
A particularly interesting case is given by the sesquilinear form B(f, g) = f * g, whose derived form is denoted by Γ. In that situation (i) is just the Kadison-Schwartz inequality (K), which holds true since we are assuming that T s is a completely positive map. Therefore, Γ ≥ 0. We can iterate the construction above, denoting Γ by Γ 1 and defining recursively
Contrary to the case of k = 1, the higher order forms Γ k are not necessarily positive. Unsurprisingly, we will say that a Markovian semigroup T = (T t ) t≥0 over M satisfies the Γ 2 ≥ 0 property whenever
We will need continuity property of Γ in many situations. In order to achieve that we are going to show that Γ can be obtained as the (operator valued) Hilbert product of a certain unbounded operator into a Hilbert W * -module. The construction is just sketched here and the interested reader can look up the details in [CS03, Cip08] as well as in [JM10, Lemma 1.2.1].
Let us start by noticing that the quadratic form Γ (m) defined over the m × m-matrices over S by
coincides with the associated gradient form for the semigroup id ⊗ T = (id ⊗ T t ) t≥0 and therefore it is positive. We can define the following positive M-valued inner product over M ⊗ alg S as
The fact that ·, · Γ is positive is a consequence of the fact that all the forms Γ (m) satisfy that Γ (m) [f ] ≥ 0. We will denote by M ⊗ Γ M the W * -Hilbert modules completion of M ⊗ alg S with respect to the weak- * topology generated by the seminorms
There are alternative construction that allow us to express Γ as the square of a derivation. That can be done by defining the Hilbert W * -module as the weak- * closure of the The following result follows from the Schwarz inequality for ·, · Γ and has been already used before in the literature, see [JM12, Lemma 3.1].
Lemma 3.2. Let µ be a finite measure and f ω a weakly measurable function, then
We will also point our that in all of the examples that we will cover in this section, the linear map giving a factorization of Γ through a Hilbert W * module have a explicit expression and it is not necessary to use the abstract factorization above. Furthermore, it holds that
and of course the same intertwining identity follows for the associated Poisson semigroup.
Remark 3.1. The construction of the gradient that we have presented here omit several technicalities that can occur. For instance, in the theory of Dirichlet forms the standard procedure to construct the gradient Γ is to start with a Borel space (X, µ) and the unbounded form quadratic form E(f, g) = f, Ag , which is an object called a Dirichlet form. Then, it holds under mild regularity assumptions
is an algebra and that a Leibniz-type identity is satisfied. The gradient form is defined weakly, for every ϕ ∈ C c (X), we take
Regularity results allow to see Γ ϕ (f, g) as a bounded operator acting on C c (X) and so, by Riesz theorem, there exists a signed Borel measure Γ(f, g) such that Γ ϕ (f, g) = Γ(f, g), ϕ . Now, we can see the gradient as an unbounded bilinear form Γ : D × D → M (X), but it may not be the case that Γ(f, g) ≪ µ. For instance, that holds in the case of certain fractals, see [KZ12, KSZ14] .
The following proposition amounts to a trivial calculation with the subordination formula of 1.1 as well as 3.2 and thus we omit its proof. Lemma 3.3. Let T be a Markovian semigroup satisfying the Γ 2 ≥ 0 property, then
where P = (P s ) s≥0 is the associated Poisson semigroup, for every f ∈ M.
Let us finish this discussion on the gradient form by recalling the definition of the space-time gradient.
Over the functions of
we can define the space-time generator as the unbounded operator
This operator is defined over the tensor product of the domains of dom(A) and dom(∂ 2 ss ) and its closure is given by taking the closure of the tensor product of the graphs. Since the semigroup generated by A is completely positive, we have that the Markovian space-time semigroup T = ( T t ) t≥0 given by e −t A is again positive. We will also denote by Γ the space-time gradient form given by
The following lemma is immediate.
Lemma 3.4. Let T be a Markovian semigroup, T its associated space-time gradient and Γ its associated space-time gradient. If T satisfies the
Proof of the boundedness. The next proposition would be key in order to prove our result.
Proposition 3.5. Let T = (T t ) t≥0 be a Markovian semigroup and P is associated Poisson semigroup with the Γ 2 ≥ 0 property. For every 2 ≤ p ≤ ∞ we have that
Before going into the proof let us estate the following technical lemma, which has already being used in [JM10] and [JM12, Lemma 1.1].
Lemma 3.6. Let T = (T t ) t≥0 be a Markovian semigroup satisfying Γ 2 ≥ 0 and P = (P s ) s≥0 its subordinated semigroup. Define the operator-valued function
Proof. The proof amount to a simple calculation, indeed
we have used the fact that ∂ s P s = −A 1 2 P s in the first equation and the definition of Γ in the third. That concludes the proof.
Proof. (of Proposition 3.5) The proof is heavily based in the subordination formula 1.1. Start by noticing that, by the Γ 2 ≥ 0 property, we have that
Now, using the change of variable s → 2s, which adds just a constant to the calculations, we obtain that
By application of the Lemma 3.6 it follows that
where Ψ s is given by the φ s appearing in the subordination formula
Using Lemma 1.1(ii) we obtain that s 2 |∂ s Ψ s | is a finite measure, therefore
Taking square roots gives the desired result.
Notice that the formula of Proposition 3.5 holds for the larger form Γ.
Remark 3.2. Another elementary but noteworthy observation is that if the expression Γ[P s f ] is changed by the derivative ∂ s P s f , then the fact that its norm in a certain Banach space grows like s −1 when s → 0 + is equivalent to the existence of an analytic extension of the semigroup t → P s over a sector Σ θ of the complex plane
(3.5)
Every Markovian semigroup is analytic over L p (M) for 1 < p < ∞ by a classical argument of complex interpolation, see [Ste70b, Chapter 2] . The analyticity when p = ∞ or 1 does not always hold. Nevertheless, it is always the case that the subordinated Poisson semigroup is analytic over M by the subordination formula. Therefore, Proposition 3.5 can be understood as an improvement over analyticity in which the time derivative is changed by the gradient.
With Proposition 3.5 at hand we can proceed to prove the main theorem.
Theorem 3.7. Let T be a Markovian semigroup and P is subordinated Poisson semigroup If Γ 2 ≥ 0, we have that
Proof. Using the previous lemma, we obtain that
The right hand side is larger that the quantity that we obtain when we change the norm of M by that of M • . Now, notice that for any f ∈ M • , it holds that
Therefore, by Lemma 3.2
and with that we conclude.
Remark 3.3. Notice that in the theorem above we only need Γ 2 ≥ 0 for one of the directions. The other is trivial and holds by definition of Γ. Observe also that we can replace the left hand side with Γ and retain an inequality stating that
and, since ∂ s P s = A 1 2 P s , we can interpret the inequality above as a form of boundedness of an abstract Riesz transform, i.e. an operator exchanging Γ by A 
where Λ 
Taking supremum in s > 0 makes both quantities above the same, therefore we can interpret Theorem 3.7 as
and this gives Theorem A.
Examples
The estimates of the last section can be used to produce explicit characterizations of the Hölder classes in several natural settings.
Riemannian manifolds. Let (M, g) be a complete Riemannian manifold. From this point on we shall denote its volume form by d vol a. In a Riemannian manifold it is possible to define a gradient operator ∇ :
is the space of smooth and compactly supported vector fields. The Laplace-Beltrami operator is given by ∆ = −div ∇ and it generates a Markovian semigroup of operators T t = e −t∆ , which is the classical heat semigroup over the manifold M , the interested reader can look up more of the background in [Ber12, Section 1.8/Chapter 9]. A classical regularity argument easily gives that T t is given by a continuous integral kernel h t (x, y) satisfying that
similarly there is an integral kernel p s for the associated subordinated Poisson semigroup.
Recall that in this example we can take C ∞ c (M ), the algebra of smooth and compactly supported functions as our test algebra. After a calculation using the so-called Bochner formulas, it was shown by P-A. Meyer [Mey76] , see also [Led00] , that Γ(f, h) = g ∇f, ∇h ,
where ∇ 2 is the second covariant derivative and ·, · HS denotes the Hilbert-Schmidt product over the matrices on T x M induced by g x . Meyer also showed that the Γ 2 ≥ 0 condition holds iff Ric ≥ 0.
Recall also that, if two points x, y ∈ M are in the same connected component their distance can be defined as the infimum over the length of all curves joining x and y. We can take the distance to be infinite if the points are in different connected components.
We are going to recall the following standard definitions Definition 4.1. Let (M, g) be a complete Riemannian manifold, we will say that (i) M satisfies a scale-invariant Poincare inequality iff for every 0 < r < ∞ and
where f B is the average of f over B x (r),
for a constant D 0 independent of r and x.
We are going to use the following theorem. 
We will also need the following lemma Lemma 4.2. Let φ s be the function on the subordination formula (1.1) and let Φ : R → R be an increasing and right-continuous doubling function i.e: satisfying that φ(2 r) ≤ D 0 Φ(r)
(ii) Let dm Φ be the Lebesgue-Stieltjes derivative of Φ. We have that
Proof. The first point follows after a straightforward calculation. For the second, use that, by definition 
But the series on the last expression are summable.
Let us denote by · α the classical Hölder seminorm over functions in M given by (ii) If Ric ≥ 0 and M is connected, then we have that f α f Λ • α (T ) .
Proof. We will prove first (i). Fix a function f with f α < ∞. We have, by the definition of the integral kernel of P s , that
Now, using that ∂ s p s (x, y) has 0-integral over y for every x ∈ M , we obtain that
and so
We have used the definition of f α in (4.1), the subordination formula in (4.2) and Fubini's theorem in (4.3). We can estimate the integral (I) as follows. Denote by Φ x (r) the doubling function given by Φ x (r) = vol(B x (r)). Taking a change of variable by calling r to d(x, y), we get that
r 2 u r α dm Φx (r) and using the Lemma 4.2 we get that (I) u α . Now, using the Lemma 4.2 we get
and taking supremum over al x we obtain (i).
For (ii) fix f ∈ Λ
• α (T ) and s > 0, to be determined later. We have that
y) = (I) + (II) + (III).
The terms (I) and (III) are estimated similarly
While, for (II) we are going to use the inequality (3.7) obtained in Theorem 3.7 and the fact that Γ[f ] = |∇f | 2 . take a continuous path γ from x to y of unit speed and left ℓ = d(x, y) + ǫ, we have that
But now, choosing s = d(x, y) and noting that ǫ > 0 can be made arbitrarily small gives the result.
There is certain overlapping between the hypotheses of both Theorem 4.3 and Corollary 4.4. For instance Ric ≥ 0 plus geodesic completeness implies a scale invariant Poincare inequality in L 1 . Also Ric ≥ implies doublingness, see [LV07] . Using this extra information we obtain the following corollary. Quantum torii and transference. Let Θ = (Θ ij ) ij be a real antisymmetric n × n-matrix and Θ ↓ its lower triangular part. We can define a bicharacter χ : Z n × Z n → C given by
where k 1 , k 2 ∈ Z n . Now, we can treat χ as a 2-cocycle and define the (n-dimensional) quantum torus A Θ as C ⋊ χ Z n as introduced in [ZM61] . More concretely, we have that A Θ is the von Neumann algebra generated by the unitaries u k of B(ℓ 2 Z n )
Those operators satisfy the following commutation relation
Observe that in A Θ is still true that τ (f ) = δ 0 , f δ 0 is still a faithful normal trace, in particular A Θ is a finite von Neumann algebra. Every element of A Θ can be understood as a sum
that can be understood in the weak- * sense. Notice that in the case of Θ = 0 the u k become translation operators or, in the other side of the Fourier transform, characters. To further the analogy with the Fourier transform we will denote a k = τ (f u * k ) by f (k). It is worth noting that the translation action of T n in L ∞ (T n ) has a natural analogue in the context of quantum torii. Let us define the * -homomorphism σ :
is the function given by exp k (θ) = e 2πi θ,k . A routine application of the Fell absorption principle gives that σ is indeed a normal * -homomorphism σ : GPJP18] for more on the details. Evaluation in the first component gives an weak- * continuous action σ : T n → Aut(A Θ ) that is given by
This action allows us to extend the heat semigroup. Indeed, let ∆ be the unbounded operator given by ∆(u k ) = 4π 2 |k| 2 u k . It generates a Markovian semigroup (T t ) t≥0 such that
where h t is the convolution kernel of the heat semigroup on T n . Similarly. we can define the associated Poisson semigroup generated by ∆ 1 2 , which in turn is given by
where p s is the associated Poisson convolution kernel on T n . A scale of spaces Λ α (A Θ ) was introduced by Weaver in [Wea98] as the subspaces of A Θ such that
for every i ∈ {1, 2, ..., n} with a norm (equivalent) to
We want to prove that the Hölder classes defined in terms of the semigroup P = (P s ) s≥0 and those given by the quantity above coincide.
Theorem 4.5. Let Θ, A Θ , σ and P be as above. We have that f Λα(T ) ∼ f α and the spaces Λ α (T ) and Lip α (A Θ ) are quasi isometric.
The proof is completely trivial once we notice that Γ has an explicit expression as
where the inner product is the A Θ -valued inner product of the Hilbert
is an n-dimensional Hilbert space. The gradient is given by
where k = (k 1 , k 2 , ..., k n ) ∈ Z n and e i is a base for ℓ 2 . Noticing that the semigroup satisfies the Γ 2 ≥ 0 property trivially allows us to apply Theorem 3.7.
Proof. (of Theorem 4.5).
The proof is analogous to that of Theorem 4.3, therefore we are only going to sketch it.
For the other inequality, again we make
The terms (I), (III) are estimated like in the proof of Theorem 4.3 by taking s = |z|. For the middle term we have that
and applying Theorem 3.7 we can conclude.
Remark 4.2. The technique presented here has applicability beyond the case of quantum torii. Let M is a semifinite von Neumann algebra with a family of automorphisms σ : G → Aut(M, τ ), where G is a Lie group. It is possible to extend notions from G to M. For instance if X is a right-invariant vector field in T e (G) -the Lie algebra of G-and γ t = e tX is the one-parameter subgroup of G generated by X we can define the operator X σ acting on a dense subset of M as
Similarly, it is possible to transfer to M the action of an invariant Laplacian acting on G and of the associated Heat semigroup. This allows to define semigroup Hölder classes. In the case of groups with positive Ricci curvature and actions satisfying the Fubini property
it is possible to extend the result above and prove that characterize the space of operators f such that
in terms of semigroups.
One interesting example that we shall cover in more detail in a forthcoming paper [GP19] is that of quantum Euclidean spaces R Θ . They are defined as deformations of R n pretty much in the same way as quantum torii are. Let Θ and Θ ↓ be as before and define the bicharacter χ :
Then, we can define R Θ ⊂ B(L 2 R n ) as the twisted crossed product C⋊ χ R n , where χ is treated as a 2-cocycle. Like in the quantum torii case there is a normal * -homomorphism given by σ(u ξ ) = exp ξ ⊗u ξ which extends to σ :
In this case all the hypotheses above hold and the α-Hölder classes defined in terms of the transfered Poisson semigroup equal those defined in terms of the automorphisms σ z (f ) = σ(f )(z). The interested reader can look [GPJP18] for more details.
Group von Neumann algebras. The last example of this article will be given by group algebras. Let G be a locally compact and second countable group and let λ : G → U (L 2 G) be the left regular representation given by λ g ξ(h) = ξ(g −1 h) for ξ ∈ L 2 (G). The reduced group algebra LG is given by
LG = span w * {λ g } g∈G .
Furthermore, the set of elements in LG that can be expressed as an operator-valued integral of the form
where F ∈ L 1 (G) is weak- * dense in LG. In the case in which G is unimodular, ie admits a right and left invariant measure, we can extend the following operator
a priori defined for F ∈ C c (G) * C c (G) to the whole von Neumann algebra, see [Ped79, Chapter 8] . In the non-unimodular case the formula above defines just a faithful normal weight. In both cases it satisfies the Plancherel identity that gives that λ extends to an isometric isometry λ :
LG, τ ), where the last space can be understood as the Gel'fand-Neumark-Segal construction associated to τ .
LG) is a Fourier multiplier iff it is given by T m (λ(f )) = λ(m f ). The function m is called the symbol of T m . We are interested in studying the Markovian semigroup of LG. Luckily, they have a well known characterization. Recall that a function ψ : G → R + is said to be conditionally negative iff ψ(e) = 0 and for every finite subset {g 1 , ..., g r } ⊂ G and vector (v 1 , .., v r ) ∈ C n we have
Similarly, we will say that ψ is symmetric iff ψ(g) = ψ(g −1 ). Let H be a real Hilbert space and π : G → O(H) be an orthogonal representation. We will say that β : G → H is a 1-cocycle with respect to π iff β(g h) = β(g) + π(g)β(h). Observe that this is the same as saying that the map ξ → π(g)ξ + β(g) is an affine isometric representation of G. Theorem 4.6. Let T = (T t ) t≥1 be a semigroup of Fourier multipliers. given by T t (λ g ) = e −tψ(g) λ g for some ψ : G → R + and the following statements are equivalent:
As a consequence of the result above we have an explicit characterization of the gradient form Γ associated to ψ. Let δ be the unbounded operator δ : LG → LG[H c ] given by extension of δ(λ g ) = λ g ⊗ β(g). It is possible to see that such operator is weak- * closable and that it satisfies both that Γ(f, g) = δ(f ), δ(g) and the commutation relation (3.2). We will use the this when obtaining characterizations of boundedness for Fourier multipliers over Λ
• α (LG) in Section 6.
Morrey inequalities and ultracontractivity
In this section we are going to prove that an analogue of the Morrey inequality, see [AF03, 4.27] or [SC02, Chapter 1], formulated strictly in terms of semigroups, is equivalent to the ultracontractivity property. This can be seen as an extension of the work of Varopoulos on semigroups and Hardy-Littlewood-Sobolev inequalities, see [Var85] 
It is well known that if (R p,q n ) holds for some p < q then it holds for all of them, see [VSCC92, 11.2.2 Proposition]. Therefore, we will denote such property simply by (R n ) . We will also use that if T has the (R n ) property, then its associated Poisson semigroup P satisfies (R 2n ). The proof is a straightforward calculation involving the subordination formula, similar to the proof of Lemma 4.2.
Proof. (of Theorem C). First we are going to prove (i) implies (ii). Fixing α = 1 − np −1 , we have that
For the other direction the calculation is very similar
This proves that P has (R 2n ). But this is equivalent to any of the Sobolev inequalities of p < n and therefore to T satisfying (R n ).
Remark 5.2. This gives the Sobolev-type inequalities over the critical range p > n that are equivalent to ultracontractivity. To the knowledge of the author it is still unknown if there is a Sobolev type inequality in terms of semigroups in the critical exponent p = n (something along the lines of Trudinger's inequality) that would allow to recover ultracontractivity.
Remark 5.3. There are several variations of the property (R n ) that have appeared in the literature and generally the theorem above can be be easily tweaked to give a Morrey inequality equivalent to each of this variations. We mention two. The first are the localized properties (R n (0)) and (R n (∞)) bellow, see also [VSCC92, 11.3.4 Theorem]
Both cases admit characterizations in terms of Sobolev embeddings. In our context the second would be equivalent to the inequality
for some p > n. The other family of variations of the inequality above has appeared in [GPJP17] and is obtained by changing the norm of
by its complete analogue, which can incomparably larger when M is not hyperfinite. In that situation the property (R n ) with complete bounds is equivalent to a completely bounded analogue of the Morrey inequality above.
Multipliers
In this section we will prove the boundedness between the homogeneous Hölder classes of different families of singular integral operators, namely spectral multipliers and Fourier multipliers. 
for some M ∈ L ∞ (R + ). We will denote by m M(ω) the quantity M ∞ . Observe that m is an analytic function. Indeed, the condition on m imposed by (6.1) can be understood as an infinite dimensional version of the Marcinkiewicz multiplier condition. The infinite smoothness of the multiplier condition for general semigroups seems necessary since all R n , for arbitrary large n, are included. The analytic character appears even in the commutative case when studying invariant multipliers over SL 2 (R), see [Ste70b, p. 4, note 4].
Theorem 6.1. Let T = (T t ) t≥0 be a Markovian semigroup and P = (P s ) s≥0 be its associated Poisson semigroup. We have that
for every 0 < α < 1.
Proof. The proof follows from a straightforward calculation.
Group algebras. The result above is, as we have explained before, infinite-dimensional in nature. Now, we are going to see results with finite smoothness on group algebras.
Let us start with the following lemma Lemma 6.2. Let P = (P s ) s≥0 be as above. For every 0 < α < 1 we have that
It is trivial, either from the subordination formula (1.1) or from the fact that P = (P s ) s≥0 is an analytical semigroup over L 1 (M), that s ∂ s P s is a uniformly bounded family of operators in L 1 (M) and thus also in M by the self-adjointness of P s . Therefore
The other inequality is also easy and follows after a straightforward calculation. Indeed, we have that
Taking supremum in s we can conclude.
Observe that the lemma can be generalized to higher derivatives, giving the well-definedness of the Λ
• α -norms for higher α as defined in (2.2). We will denote z → z e −z/2 by η(z). Then, we have that η(sA 2 ) = s∂ s P s/2 . It is interesting to point out that the norm equivalence in Lemma 6.2 can be understood as saying that we can change η(sA 1 2 ) for η 2 (sA 1 2 ) while maintaining the norm up to constants. It is likely that the lemma also holds for general ρ(sA 1 2 ), where ρ is any H ∞ 0 -function, i.e. a bounded holomorphic function over a sector Σ θ ⊂ C, as in (3.5), that tends to 0 both at 0 and ∞. That equivalence of norms could be understood as an instance of the H ∞ -functional calculus, see [JLMX06] .
Let G be a unimodular locally compact topological group and let ∆ : a similar result holds for left invariant operators but with the unbounded operator∆ acting on the left. We will call the operator∆ the multiplication symbol of ∆. The construction ofDelta and the proof of (6.2) are a inmediate in the case of ∆ bounded and straighforward exercise in the case of general unbounded operators. The interested reader can look up the details in [GPJP17] . Recall the following definition from [GPJP17] .
be the infinitesimal generator of a right-invariant Markovian semigroup and∆ ∈ (LG) ∧ + its multiplication symbol. We say that ∆ has cogrowth(∆) ≤ n iff (1 +∆)
for every s > n. The critical n satisfying the property above would be denoted by cogrowth(∆). A similar notion can be defined in the case of left-invariant Markovian semigroup generators without further complications.
Observe that the property above is a form of "polynomial growth" over the dual object of G, which is described by the algebra LG. We would use the following result from [GPJP17] which related the co-growth of∆ with the local Sobolev dimension of ∆.
The following are equivalent (i) S t has a local ultracontractivity property (R n+ǫ (0)) of Remark 5.3 for every ǫ > 0, i.e.
(ii) cogrowth(∆) = n (iii) The generator ∆ satisfies that ∀ǫ > 0, we have that
for every s = ǫ + n/2.
The following theorem can be understood as a generalization to group algebras of the boundedness of classical Marcinkiewicz multipliers over homogeneous Hölder classes, see [SZ67] . Recall that in the following theorem we are fixing a locally compact group G and a conditionally negative function ψ : G → R + . As we have said before, we will denote the Hölder classes coming from the Poisson semigroup
LG), removing the dependency on ψ. We will also fix η as the function η(z) = ze −z/2 and a right translation invariant Markovian semigroup S t acting on G and satisfying the property R n (0) above. We have that, for every 0 < α < 1, it holds that
In order to prove the theorem we are going to use the following easy lemma.
Lemma 6.5. Assume that cogrowth(∆) = n, then we have that for every ǫ > 0 and function m ∈ L 2 (G)
as usual we will interpret the right hand side to be infinite if f is not in the domain of (1 + ∆) (n+ǫ)/4 . As a consequence we have that
where s > n/2.
Proof. The proof amount to a calculation
We have used the finite cogrowth in the last inequality.
Proof. The proof is quite straightforward. We will start using the Lemma 6.2 to see that
Note that η(tA
f , we will denote m t the function m t (g) = η(tψ(g) 1 2 )m(g) and notice that η(tA 1 2 )T m = T mt . Now, using Lemma 6.5 we get that
and that concludes the proof.
Remark 6.2. This result is analogous to [GPJP17, Theorem C] for L p spaces. The main difference between the conditions of the two being that, in the case of Λ • α , since the norm is defined symmetrically, we don't need to control left and right invariant semigroups of operators simultaneously. By the contrary, although the norm of L p (LG) is still symmetric under conjugation, the proof of the theorem requires the use of square functions, which in the noncommutative case forces us to control both the column and the row behavior.
We are going to see a concrete instance of the Theorem 6.4 in the case in which G is a Lie group and ∆ is a sublaplacian. Recall that X = {X 1 , X 2 , ...X r } ⊂ T e (G), a family of right-invariant vector fields in G satisfies the Hörmander condition whenever its iterated commutators generate the whole Lie algebra. Given any such system we can associate to it a subriemannian metric given by
where the infimum is taken over all curves with γ(0) = x and γ(1) = y. The Hörmander condition ensures that the metric d X is finite for every two points in the same connected component of G. It was shown early on that the volumes on the Balls of d X for small radius grow like
where µ is the Haar measure of G and D 0 (X) is the local dimension given by
where F 0 = {0} and F j is the span of [F j−1 , X]. We can also construct an invariant sublaplacian operator ∆ X given by
The Markovian semigroup S = (S t ) t≥0 satisfies that its fixed functions on L ∞ (G) are just the constants. It is also worth noticing that the distance d X can be recovered from ∆ X as the gradient metric associated to S. Using techniques involving the parabolic Harnack principle it is possible to show the following.
Theorem 6.6 ([VSCC92, Theorem VIII 2.9.]). Let G be a unimodular Lie group and X ⊂ T e (G) a Hörmander system as above. We have that for every 0 ≤≤ t ≤ 1
Observe that this imply trivially that S satisfies the property (R D0(X) (0)) and therefore the whole family of ultracontractivity properties (R ǫ+D0(X) (0)) and any of the three properties of Proposition 6.3. As a consequence we get the Theorem D
Campanato-type formulas
In this section we will study alternatives to the norm of Λ
• α defined in terms of decaying mean oscillation. In the classical case this approach was pioneered by Campanato in [Cam63] . Our abstract semigroup approach is more close to that of [JM12, Mei12, Mei08] . Let us introduce the following two seminorms over elements of M Definition 7.1. Let T = (T t ) t≥0 be a Markovian semigroup and P = (P s ) s≥0 its subordinated Poisson semigroup. For each 0 < α < 1 and f ∈ M we define the following quantities
The c in the quantities above is shorthand notation for column (as in the column operator space structure). Similarly we can also define a row version of the quantities above as
Observe that we have just changed the square f → |f | 2 = f * f by f f * . We will also define the symmetric seminorms as follows
We will also denote such seminorms and their associated spaces by Lip r∧c α and ℓip r∧c α whenever we want to make the explicit joint row and column norm salient. The proof of the fact that they are seminorms follows the same steps of [JM12, Section 2]. We include it here for the sake completeness. Proof. Let us start with ℓip c α . Since P s is completely positive we can define a M-valued inner product on M ⊗ alg M given by
Now, using the theory described in [Lan95, Chapter 5] we can define a W * -Hilbert M-module M⊗ Ps M by completing with respect to the weak topology given by composing ξ → ξ, ξ 1 2 with any element ϕ ∈ M * . Now, notice that the function δ s :
is a seminorm. The nulspace is defined by those operators such that P s |f | 2 = |P s f | 2 which, by Choi's theorem, see [BO08, 1.5.7] , is given by the multiplicative domains P s (f g) = P s (f ) P s (g) and, using Stinespring's Theorem, is given by the set of f such that P s (f ) = f , which as discussed before definition 2.2 is given by ker(A ∞ satisfies the triangular inequality for every s.
but we can regard the second expression for each ϕ as Hilbert space norm. It is clear that composing that norm with f − P s f preserves the triangular inequality. That the nulspace is given by the kernel is immediate.
Like we did before, the spaces ℓip Equivalently you can see M ⊗ α Ps M as the Hilbert M-module associated with the completely positive map s −α P s . Now, consider the L ∞ -direct integral of all such Hilbert modules with respect to s > 0, we will denote such space as
In order to compare the norms Lip α and ℓip α with those that of Λ
• α we will need the following lemma, which goes along the lines of Lemma 3.6 and is taken from [JM12] and [JM10] . Before stating the lemma recall that we will denote by Γ A 1 2 the gradient form associated to the generator A 1 2 of P = (P s ) s≥0 . Like in Section 3 we will denote by Γ the space-time gradient. We have that Lemma 7.2 ([JM12, Lemma 1.1]). Let T = (T t ) t≥0 be a Markovian semigroup, P = (P s ) s≥0 its subordinated Poisson semigroup and Γ and Γ A 1 2
(iii) As a consequence it holds that
Proof. We have that (iii) follows trivially from (ii). Thus, We shall only prove (i) and (ii). For (i), recall from the proof of proposition 3.1 that t → F t given by
is a positive and operator-increasing function satisfying that F 0 = |T t f | 2 and that F s = T s |f | 2 . Therefore, by (3.1) applied to the quadratic form B[f ] = f * f , we get
For (ii), take again the operator-valued function G s from Lemma 3.6 given by
and that, by Choi's theorem, G s → 0 weakly as s → ∞, using the fundamental theorem of calculus we obtain the result.
We are also going to use the following proposition. We will omit its proof since it is entirely contained in [JM12] . All of the identities above are obtained from the iteration of (ii) and (i) in the Lemma 7.2 above to obtain that
Proposition 7.3 ([JM12, Proposition 2.5]). Let P = (P s ) s≥0 be as before, we have that
(ii)
We can now proceed to see that the norms of Lip α and ℓip α are bounded by those of Λ
, where † ∈ {r, c, r ∧ c}.
(ii) If T has the Γ 2 ≥ 0 property and
Proof. The first point is trivial. Indeed,
For the second one we need to use Proposition 7.3. Notice that
By Γ 2 ≥ we can apply Proposition 3.7 to obtain that
But it is immediate that the integral above is bounded by It is a natural question whether the inverse inequality to those shown in the theorem above hold. In particular it seems like a very natural problem to ask whether Lip ∞ without any further hypotheses on the semigroup. In the case of B = widehatΓ or B = Γ, we need to impose the Γ 2 ≥ 0 property on the semigroup. Observe that, as a corollary of 7.6, (ii) and (ii) in Proposition 7.3, we obtain that Corollary 7.7. Let T be a Markovian semigroup and P = (P s ) s≥0 be its subordinated Markovian semigroup. The last ingredient that we are missing is a way of bounding s −α P s f − P 2s f ∞ by any of the norms above. That is offered by the following proposition, which follows by Kadison-Schwarz and Jensen's inequality 
It is unknown to the author whether the same holds for semigroup Hölder classes. In particular, if Λ α (T ) nor is the subset of normal operators of Λ α (T ), when does the functional calculus associated to ϕ induce an operator T ϕ : Λ α (T ) nor → Λ αβ (T ) nor .
(P.3) When (X, d) is a complete metric space, the classical Hölder classes over X are not just dual spaces but double duals. Its double predual is given by the little Hölder classes, i.e. the classes of those functions such that |f (x) − f (y)| ∈ o(d(x, y) α ), see [BCD87] and [Wea18, Chapter 4]. In our semigroup context there is a natural candidate to the double predual given by λ α (T ) = f ∈ Λ α (T ) : lim
It is a natural question whether λ α (T ) * * ∼ = Λ α (T ) (P.4) Similarly, the predual of the Hölder classes over R n have a natural characterization as Hardy spaces H p , with p < 1. This sort of spaces and their properties, including generalizations of classical atomic decompositions, have been studied in more general context like those of doubling metric measure spaces. There is a real posibility of establishing a parallel theory in the case of semigroups by studying the preduals of the classes Λ α (T ) here defined. This would constitute a theory analogous to the semigroup H 1 -BMO duality established by Mei in [Mei12] The Campanato formulas could also be useful for making problems on the boundedness of non-spectral singular integral operators more tractable.
