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Abstract
The classical Ostrowski inequality for functions on intervals estimates the value of the function minus its average in terms of
the maximum of its first derivative. This result is extended to functions on general domains using the L∞ norm of its nth partial
derivatives. For radial functions on balls the inequality is sharp.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The classical Ostrowski inequality (of 1938) [5] is
∣∣∣∣∣ 1b − a
b∫
a
f (y) dy − f (x)
∣∣∣∣∣
(
1
4
+ (x −
a+b
2 )
2
(b − a)2
)
(b − a)‖f ′‖∞, (1.1)
for f ∈ C1([a, b]), x ∈ [a, b], and it is a sharp inequality. Further related work was done by the first author in [1].
Inequality (1.1) was extended from intervals to rectangles in RN , N  1, see [2, p. 507]. The extension to general
domains in RN was recently done by the authors [3].
The resulting inequality was sharp, and equality was shown to hold for certain radial functions on balls. The right-
hand side included the factor ‖∇f ‖∞. The extension of (1.1) to higher order derivative bounds on an interval was
obtained in [2, p. 502].
Our purpose here is to extend the results of [3] and [2, p. 502] to the higher order case when ‖∇f ‖∞ is replaced
by max|α|=n ‖Dαf ‖∞ for Wn,∞ functions on balls and more general domains. The obtained inequalities are sharp on
balls.
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Let N > 1, B(0,R) := {x ∈ RN : |x| < R} be the ball in RN centered at the origin and of radius R > 0. Let
SN−1 := {x ∈ RN : |x| = 1} be the unit sphere in RN . Let dω be the element of surface measure on SN−1 and let
ωN =
∫
SN−1
dω = 2π
N/2
Γ (N/2)
.
For x ∈ RN − {0} we can write x = rω, where r = |x| > 0 and ω = x
r
∈ SN−1. Note that ∫
B(0,R) dy = ωNR
N
N
is the
Lebesgue measure of the ball.
For f ∈ C(B(0,R)) let
−
∫
B(0,R)
f (y) dy := 1
Vol(B(0,R))
∫
B(0,R)
f (y) dy
and
−
∫
SN−1
f (rω)dω = 1
ωN
∫
SN−1
f (rω)dω
be the averages of f over the ball and the sphere, respectively. Here f can be real or complex valued.
Let
f˜ (r) := −
∫
SN−1
f (rω)dω
be the average of f (x) as x ranges over {y ∈ RN : |y| = r}. Then
N (f ) := sup
x∈B(0,R)
∣∣f (x)− f˜ (r)∣∣= ‖f − f˜ ‖∞ (2.1)
measures how far f is from being a radial function. More precisely, N is a seminorm on C(B(0,R)), and N (f ) = 0
if and only if f is a radial function, i.e. f (x) = g(r) for some function g ∈ C([0,R]). We view how close f is to
being radial by measuring N (f ); the closer f is to being radial, the smaller N (f ) is and conversely.
Let Ω be a domain in RN and let
Lip(Ω) = {f ∈ C(Ω): ∣∣f (x) − f (y)∣∣K|x − y| for some K > 0 and all x, y ∈ Ω}. (2.2)
The Lipschitz constant of f ∈ Lip(Ω) is
‖f ‖Lip = inf
{
K: K as in (2.2)}. (2.3)
Let n ∈ Z+ = {0,1,2, . . .}. Define the Sobolev space Wn,∞(Ω) in the usual way
Wn,∞(Ω) := {u :Ω → C: the distributional derivative Dαu exists and is in L∞(Ω) for 0 |α| n}
= {u ∈ Cn−1(Ω): Dαu ∈ Lip(Ω) for |α| = n}. (2.4)
This is a Banach space under the norm
‖u‖ := max
0|α|n
∥∥Dαu∥∥
L∞(Ω) (2.5)
(see [4]). Clearly Wn,∞(Ω) ⊃ Cn(Ω).
Our first main result is the following.
Theorem 2.1. Let f ∈ Wn,∞(B(0,R)). Then for x = rω as above
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∣∣∣∣f (x) − −
∫
B(0,R)
f (y) dy
∣∣∣∣
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RN
{∣∣∣∣∣
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k=1
1
k!
(
−
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∂kf (rω′)
∂rk
dω′
)( k∑
m=0
(
k
m
)
(−1)mrm
(
RN+k−m
N + k − m
))∣∣∣∣∣
+ ‖
∂nf
∂rn
‖L∞(B(0,R))
n!
(
n∑
m=0
(
n
m
)
(−1)mrm R
N+n−m
N + n−m − βn
n∑
m=0
(
n
m
)
(−1)m r
N+n
N + n −m
)}
, (2.6)
where n ∈ N, βn = 0 or 2, according as n is even or odd.
The constants in (2.6) are best possible, equality can be attained for nontrivial radial functions at any r ∈ [0,R].
We remark that∥∥∥∥∂nf∂rn
∥∥∥∥∞ 
∥∥Dnf ∥∥∞ := max|α|=n
∥∥Dαf ∥∥∞,
and the larger bound ‖Dnf ‖∞ replacing ‖ ∂nf∂rn ‖∞ gives perhaps a simpler version of the inequality (2.6).
Proof. Let f ∈ Wn,∞(B(0,R)). Then
∣∣∣∣f (x) − −
∫
B(0,R)
f (y) dy
∣∣∣∣ ∣∣f (x)− f˜ (r)∣∣+
∣∣∣∣∣ −
∫
SN−1
f (rω′) dω′ − N
ωNRN
∫
SN−1
R∫
0
f (sω′)sN−1 ds dω′
∣∣∣∣∣ (2.7)
N (f )+ N
RN
∣∣∣∣∣ −
∫
SN−1
[ R∫
0
[
f (rω′)− f (sω′)]sN−1 ds
]
dω′
∣∣∣∣∣=N (f )+ (∗). (2.8)
We observe by Taylor’s formula that
f (sω′)− f (ρω′) =
n−1∑
k=1
∂kf (ρω′)
k!∂rk (s − ρ)
k + Rn−1(ρ, s), (2.9)
where
Rn−1(ρ, s) :=
s∫
ρ
(
∂n−1f (tω′)
∂ρn−1
− ∂
n−1f (ρω′)
∂ρn−1
)
(s − t)n−2
(n − 2)! dt, (2.10)
for fixed ω′ ∈ SN−1 and all s, ρ ∈ (0,R]. As in [2, p. 500] we obtain
∣∣Rn−1(ρ, s)∣∣ ‖ ∂
nf
∂rn
‖∞
n! |s − ρ|
n, for all s, ρ ∈ [0,R]. (2.11)
Therefore
(∗) = N
RN
∣∣∣∣∣ −
∫
SN−1
[ R∫
0
[
n−1∑
k=1
∂kf (rω′)
k!∂rk (s − r)
k +Rn−1(r, s)
]
sN−1 ds
]
dω′
∣∣∣∣∣ (2.12)
 N
RN
{∣∣∣∣∣
n−1∑
k=1
−
∫
SN−1
[ R∫
0
∂kf (rω′)
k!∂rk (s − r)
ksN−1 ds
]
dω′
∣∣∣∣∣+ −
∫
SN−1
R∫
0
∣∣Rn−1(r, s)∣∣sN−1 ds dω′
}
(2.13)
 N
RN
{∣∣∣∣∣
n−1∑
k=1
1
k!
(
−
∫
N−1
∂kf (rω′)
∂rk
dω′
)( R∫
(s − r)ksN−1 ds
)∣∣∣∣∣S 0
G.A. Anastassiou, J.A. Goldstein / J. Math. Anal. Appl. 337 (2008) 962–968 965+ ‖
∂nf
∂rn
‖L∞(B(0,R))
n!
R∫
0
|s − r|nsN−1 ds
}
=: A. (2.14)
To evaluate the integrals in (2.14) we use an elementary calculation as follows.
Lemma 2.1.
(i)
R∫
0
sN−1(s − r)k ds =
k∑
m=0
(
k
m
)
(−1)mrm R
N+k−m
N + k −m, k ∈ N. (2.15)
(ii)
R∫
0
sN−1|s − r|n ds =
n∑
m=0
(
n
m
)
(−1)mrm R
N+n−m
N + n −m − βn
n∑
m=0
(
n
m
)
(−1)m r
N+n
N + n−m, (2.16)
where n ∈ N, βn = 0 or 2, according as n is even or odd.
Proof. (i) We have
R∫
0
sN−1(s − r)k ds =
R∫
0
sN−1
(
k∑
m=0
(
k
m
)
(−1)msk−mrm
)
ds
=
k∑
m=0
(
k
m
)
(−1)mrm
R∫
0
sN+k−m−1 ds
=
k∑
m=0
(
k
m
)
(−1)mrm R
N+k−m
N + k −m. (2.17)
(ii) Using (i) twice,
R∫
0
sN−1|s − r|n ds =
r∫
0
sN−1(r − s)n ds +
R∫
r
sN−1(s − r)n ds
= (−1)n
n∑
m=0
(
n
m
)
(−1)m r
N+n
N + n−m +
n∑
m=0
(
n
m
)
(−1)mrm
(
RN+n−m − rN+n−m
N + n− m
)
=
n∑
m=0
(
n
m
)
(−1)mrm R
N+n−m
N + n −m +
n∑
m=0
(
n
m
)
(−1)m[(−1)n − 1] rN+n
N + n−m. (2.18)
Part (ii) now follows. 
Continuing the calculation in (2.14)
A = N
RN
{∣∣∣∣∣
n−1∑
k=1
1
k!
(
−
∫
SN−1
∂kf (rω′)
∂rk
dω′
)( k∑
m=0
(
k
m
)
(−1)mrm
(
RN+k−m
N + k − m
))∣∣∣∣∣
+ ‖
∂nf
∂rn
‖L∞(B(0,R))
n!
(
n∑
m=0
(
n
m
)
(−1)mrm R
N+n−m
N + n −m − βn
n∑
m=0
(
n
m
)
(−1)m r
N+n
N + n−m
)}
, (2.19)
by Lemma 2.1. Hence (2.6) follows.
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for any fixed z satisfying 0 zR. We observe that g(j)(z) = 0, j = 0,1, . . . , n−1, and g(n)(z) = n!, ‖g(n)‖∞ = n!.
We look at inequality (2.6) evaluating the function at z,
L.H.S. (2.6) = N
RN
R∫
0
(s − z)nsN−1 ds
(2.15)= N
RN
n∑
m=0
(
n
m
)
(−1)mzm R
N+n−m
N + n−m (2.20)
= N
(
n∑
m=0
(
n
m
)
(−1)mzm R
n−m
N + n−m
)
. (2.21)
Because N (f ) = 0 and βn = 0 the right-hand side of (2.6) reduces to
R.H.S. (2.6) = N
RN
(
n∑
m=0
(
n
m
)
(−1)mzm R
N+n−m
N + n−m
)
= N
(
n∑
m=0
(
n
m
)
(−1)mzm R
n−m
N + n− m
)
. (2.22)
That is equality holds in (2.6). Note that g ∈ Cn(B(0,R)) if z > 0, but g ∈ Wn,∞(B(0,R)) −Cn(B(0,R)) if z = 0.
The optimal function in the case of n being odd is
g(r) := |z − r|n, 0 r R, z is fixed in [0,R]. (2.23)
Direct calculations show, for n odd,
g(k)(r) = n(n− 1) · · · (n− k + 1)|r − z|n−kαk(r), (2.24)
where
αk(r) =
{1 if k is even,
sign(r − z) if k is odd and r 
= z. (2.25)
It follows that
g ∈ C∞([0,R] − {z})∩Cn−1([0,R])
and g(n) ∈ L∞((0,R)) with a jump discontinuity at r = z, whence g ∈ Wn,∞((0,R)). It follows that f ∈
Wn,∞(B(0,R)). Moreover, g(k)(z) = 0 for k = 0,1, . . . , n − 1, and |g(k)(z + ε)| → n! as ε → 0 (with ε 
= 0). Thus
‖g(n)‖∞ = n!.
The left-hand side of (2.6) is
L.H.S. (2.6) = N
RN
R∫
0
|z − s|nsN−1 ds
(2.16)= N
RN
(
n∑
m=0
(
n
m
)
(−1)mzm R
N+n−m
N + n −m − 2
n∑
m=0
(
n
m
)
(−1)m z
N+n
N + n −m
)
. (2.26)
Since N (f ) = 0 and n is odd, using the calculation on g given above leads to the conclusion that
R.H.S. (2.6) = N
RN
{
n!
n!
(
n∑
m=0
(
n
m
)
(−1)mzm R
N+n−m
N + n −m − 2
n∑
m=0
(
n
m
)
(−1)m z
N+n
N + n −m
)}
. (2.27)
Thus equality holds in (2.6). This completes the proof of the sharpness of inequality (2.6). The proof of the theorem
is now complete. 
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sequence {fν}ν∈N of approximate extremal functions in Cn(B(0,R)), simply take fν(x) = gν(r), where
gν(r) = |z − r|n+ 1ν , ν ∈ N. (2.28)
Next we treat the case of r = R.
Theorem 2.2. Let f ∈ Wn,∞(B(0,R)) such that ∂kf
∂rk
, k = 1, . . . , n− 1, vanish on ∂B(0,R). Then for all w ∈ SN−1,
∣∣∣∣f (Rω)− −
∫
B(0,R)
f (y) dy
∣∣∣∣N (f )+ Rn‖
∂nf
∂rn
‖L∞(B(0,R))
(N + 1) · · · (N + n) . (2.29)
The constants in (2.29) are best possible, equality can be attained for nontrivial radial functions.
Proof. Here from (2.6) we get
∣∣∣∣f (Rω)− −
∫
B(0,R)
f (y) dy
∣∣∣∣N (f )+ NRnn!
∥∥∥∥∂nf∂rn
∥∥∥∥
L∞(B(0,R))
(−1)n
n∑
m=0
(
n
m
)
(−1)m
N + n− m = (∗), (2.30)
since 1 − βn = (−1)n.
Next,
n∑
m=0
(
n
m
)
(−1)mtN+n−m−1 = tN−1(t − 1)n (2.31)
by the Binomial Theorem.
Integrate (2.31) over t ∈ [0,1], the result is
n∑
m=0
(
n
m
)
(−1)m
N + n −m = (−1)
n
1∫
0
(1 − t)ntN−1 dt (2.32)
= (−1)nB(n + 1,N) [6, p. 329]
= (−1)n n!(N − 1)!
(N + n)! . (2.33)
By (2.33) we have
(∗) =NRn
∥∥∥∥∂nf∂rn
∥∥∥∥
L∞(B(0,R))
(N − 1)!
(N + n)! =
Rn‖ ∂nf
∂rn
‖L∞(B(0,R))
(N + 1) · · · (N + n), (2.34)
thus proving (2.29).
The function f (x) = g(r) = (R − r)n gives equality in (2.29), whether n is even or odd. 
3. Functions on general domains
The next result gives higher order Ostrowski type inequalities for functions on general bounded domains in RN .
Theorem 3.1. Let f ∈ Wn,∞(Ω) ∩ Cn−10 (Ω), where Ω is a bounded domain in RN and Cn−10 (Ω) = {u ∈
Cn−1(Ω): Dαu = 0 on ∂Ω for |α|  n − 1}. Extend f by zero to F on B(0,R), the smallest ball centered at the
origin and containing Ω . Then F ∈ Wn,∞(B(0,R)), and for all x = rω ∈ Ω ,
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∣∣∣∣f (x) − −
∫
Ω
f (y)dy
∣∣∣∣
N (F )+
(
1 − Vol(Ω)
Vol(B(0,R))
)∣∣∣∣ −
∫
Ω
f (y)dy
∣∣∣∣
+ N
RN
{∣∣∣∣∣
n−1∑
k=1
1
k!
(
−
∫
Sn−1
∂kF (rω′)
∂rk
dω′
)( k∑
m=0
(
k
m
)
(−1)mrm
(
RN+k−m
N + k −m
))∣∣∣∣∣
+ ‖D
nf ‖L∞(Ω)
n!
(
n∑
m=0
(
n
m
)
(−1)mrm R
N+n−m
N + n −m − βn
n∑
m=0
(
n
m
)
(−1)m r
N+n
N + n−m
)}
, (3.1)
where n ∈ N, βn = 0 or 2, according as n is even or odd. Here∥∥Dnf ∥∥
L∞(Ω) = max|α|=n
∥∥Dαf ∥∥
L∞(Ω). (3.2)
Proof. Let R := inf{R0 > 0: Ω ⊂ B(0,R0)}. Then
F(x) :=
{
f (x), x ∈ Ω,
0, x ∈ B(0,R)−Ω, (3.3)
satisfies
F ∈ Wn,∞(B(0,R))∩Cn−10 (B(0,R)).
Then for x ∈ Ω∣∣∣∣f (x) − −
∫
Ω
f (y)dy
∣∣∣∣
∣∣∣∣F(x) − −
∫
B(0,R)
F (y) dy
∣∣∣∣+
∣∣∣∣ −
∫
B(0,R)
F (y) dy − −
∫
Ω
f (y)dy
∣∣∣∣= J1 +J2, (3.4)
where
J1 :=
∣∣∣∣F(x) − −
∫
B(0,R)
F (y) dy
∣∣∣∣ (3.5)
and
J2 :=
∣∣∣∣
(
1
Vol(B(0,R))
− 1
Vol(Ω)
)∫
Ω
f (y)dy
∣∣∣∣
=
[
1 − Vol(Ω)
Vol(B(0,R))
]∣∣∣∣ −
∫
Ω
f (y)dy
∣∣∣∣. (3.6)
Theorem 2.1 applies and we may replace ‖ ∂nF
∂rn
‖L∞(B(0,R)) by its majorant ‖Dnf ‖L∞(Ω).
The theorem now follows. 
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