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1. Дифференциальные операторы 
Уравнениями математической физики называют уравнения, описы-
вающие математические модели физических явлений. Обычно такие уравне-
ния имеют вид дифференциальных уравнений в частных производных. По-
мимо дифференциальных уравнений при описании математических моделей 
физики используют также интегральные и интегро-дифференциальные урав-
нения. Особое значение для исследования математических моделей физики 
приобретают прямые численные методы, использующие компьютер. 
В этой книге рассматриваются методы решений линейных дифферен-
циальных уравнений в частных производных и связанных с ними обыкно-
венных дифференциальных уравнений. 
Дифференциальные уравнения в частных производных принимают 
компактный вид при использовании специальных дифференциальных опера-
торов. Все эти операторы выражаются через оператор набла , который в 
прямоугольной декартовой системе координат определяется формулой 
zyx 


 kji  . (1) 
Он представляет собой векторную сумму частных производных по всем ко-
ординатам. Здесь i , j , k   единичные векторы координатных направлений. 
Градиент скалярной функции ( r ) = (x,y,z) определяется формулой 
grad
zyx 


 kji  . (2) 
Градиент, как и оператор набла, является векторной величиной. Полный 
дифференциал d скалярной функции ( r ), соответствующий перемещению 
точки dr = i dx + jdy + k dz, может быть вычислен по формуле 



  )( grad rr  dddz
z
dy
y
dx
x
d . (3) 
Дивергенция векторной функции F(r) = F(x,y,z) определяется фор-
мулой 
 4
div
z
F
y
F
x
F zyx



 FF
FF
. (4) 
Дивергенция – скалярная величина, так как она является скалярным произве-
дением двух векторов. 
Ротор векторной функции F(r) = F(x,y,z) определяется формулой 
rot
  . (5) 
Это векторная величина, так как она является векторным произведением 
двух векторов. 
Оператор Лапласа или лапласиан определяется формулой 
  2 2
2
2
2
2
2
zyx 



 2)(
)()( 2 FFFF
. (6) 
Это – дифференциальный оператор второго порядка. Он является скалярной 
величиной. 
Используя правила для скалярного и векторного произведения векто-
ров, можно убедиться в справедливости следующих формул 
div grad , (7) 
grad div
   
FFF
, (8) 
rot rot F
  2) ()(  , (9) 
rot grad 0)(  , (10) 
div rot 0)(  FF  . (11) 
Из формул (10) и (11) следует, что любую векторную функцию F(r) можно 
представить в виде следующей суммы: 
F

= grad + rot A . (12) 
Здесь первое слагаемое называют потенциальной составляющей векторной 
функции, а второе – соленоидальной. Для потенциальной составляющей 
ротор равен нулю, а дивергенция отлична от нуля. Для соленоидальной со-
ставляющей, наоборот, дивергенция равна нулю, а ротор отличен от нуля. 
Поэтому дивергенция характеризует величину потенциальной составляющей 
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векторной функции пространственных координат, а ротор характеризует ве-
личину соленоидальной составляющей. 
Сущность дивергенции и ротора можно наглядно представить следую-
щим образом. Если векторную функцию изображать в каждой точке в виде 
стрелки, то потенциальная составляющая векторной функции изобразится в 
виде расходящихся или сходящихся линий со стрелками, а соленоидальная 
составляющая изобразится в виде замкнутых линий со стрелками. Следова-
тельно, дивергенция характеризует степень “расходимости” линий со стрел-
ками, а ротор характеризует степень “закрученности” линий со стрелками. 
2. Классификация дифференциальных уравнений в частных 
производных 
Уравнение, связывающее функцию u(x1,…, xn), ее частные производные 
и аргументы x1,…, xn , называют дифференциальным уравнением в ча-
стных производных. Оно имеет вид 
0) , ... ,, ... , ,,,,(
 ...
  ... 
11
1 





nk
n
k
n
k
n
n
xx
u
x
u
x
uuxxF . (1) 
где F  заданная функция. Порядок старшей частной производной, входящей 
в уравнение (1), называют порядком уравнения. Уравнение с частными 
производными называют квазилинейным, если оно линейно относительно 
всех старших производных. Уравнение называют линейным, если оно ли-
нейно относительно функции и всех ее производных. Линейные уравнения 
описывают лишь те физические процессы и явления, при которых состояние 
физической системы близко к положению равновесия. Описание же сильно 
возбужденных состояний физической системы требует учета в уравнении со-
ответствующих нелинейных членов. 
Квазилинейное уравнение второго порядка имеет вид 
0) , ...  , ,,, ... ,() , ...  ,(
1
1
1 1
2
1    




  n
n
n
i
n
j ji
nij x
u
x
uuxxf
xx
uxxa
iii
. (2) 
Уравнения вида (2) разделяют в каждой точке на три  типа .  Зафиксируем 
определенную точку ( ) и составим квадратичную форму относи-
тельно : 
00
1  , ...  , nxx
0xxt 
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 
 
n
i
n
j
jinij ttxxa
1 1 
00
1  ) ,  ...  ,(
00
1  , ...  , nxx
2
1
i
n
i
iita 

ji tt
iia
00
1  , ...  , nxx
1 n
. (3) 
Уравнение (2) принадлежит эллиптическому типу в точке ( ), ес-
ли в этой точке квадратичная форма (3) положительно определенная или от-
рицательно определенная. Напомним, что квадратичная форма (3) является 
положительно определенной или отрицательно определенной, если она после 
приведения к сумме квадратов 
 
с помощью линейного преобразования аргументов 
n
j
ijA


1
  
имеет, соответственно, все положительные или все отрицательные коэффи-
циенты . 
Уравнение (2) принадлежит гиперболическому типу в точке 
( ), если в этой точке квадратичная форма (3) при приведении ее к 
сумме квадратов имеет все коэффициенты aii , кроме одного, определенного 
знака, а оставшийся один коэффициент противоположного знака. 
Уравнение (2) принадлежит параболическому типу в точке 
( ), если в этой точке квадратичная форма (3) при приведении ее к 
сумме квадратов имеет только один коэффициент, равный нулю, а все другие 
коэффициенты имеют одинаковые знаки. 
00  , ...  , xx
Примером уравнения эллиптического типа является уравнение Пуас-
сона  
u = f (x, y, z). (4) 
Это неоднородное дифференциальное уравнение второго порядка относи-
тельно функции u (x, y, z). Правой частью уравнения является заданная функ-
ция f (x, y, z). Уравнение Пуассона описывает различные равновесные состоя-
ния. В частности оно описывает электростатический потенциал u (x, y, z) за-
рядов, распределенных с объемной плотностью  (x, y, z) = f (x, y, z). 
Частным случаем уравнения Пуассона является уравнение Лапласа 
u = 0. (5) 
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Это однородное дифференциальное уравнение эллиптического типа. В част-
ности оно описывает электростатический потенциал в области свободной от 
зарядов. 
Примером уравнения гиперболического типа является волновое 
уравнение 
uvu 
t
 2
2
2
. (6) 
Кроме оператора Лапласа оно содержит вторую производную по времени. 
Уравнение (6) описывает распространение различных волн, в том числе элек-
тромагнитных и акустических. Здесь константа v  скорость волны (фазовая 
и групповая) в свободном пространстве. 
Примером уравнения параболического типа является уравнение теп-
лопроводности 
uau
t
 2 . (7) 
Кроме оператора Лапласа оно содержит первую производную по времени. 
Уравнение (7) описывает процессы распространения тепла и диффузии. Здесь 
a  константа температуропроводности (диффузии). 
3. Классификация краевых задач 
Любое дифференциальное уравнение математической физики имеет 
неограниченное число различных решений. Для того чтобы решение кон-
кретной физической задачи было единственным, необходимо учитывать на-
чальные и граничные условия. Начальное условие задает значение иско-
мой функции u и ее производной u/ t в какой-либо момент времени t = t0, 
называемый начальным. Граничное условие задает значение искомой 
функции или ее градиента на поверхности S пространственной области V, для 
которой ищется решение. Граничное условие называют однородным, если 
оно описывается однородным уравнением. Различают следующие типы крае-
вых задач. 
1. Задача  Коши. Требуется найти решение u(x, y, z, t) уравнения ги-
перболического или параболического типа при заданных начальных услови-
ях для безграничной области. То есть дифференциальное уравнение решается 
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для случая, когда область V занимает все пространство. При этом начальные 
условия имеют вид 
10 00
     , u
t
uuu tttt  , (1)  
где u0(x, y, z) и u1(x, y, z)  заданные функции координат. 
2. Задача  Дирихле или краевая задача I рода. Требуется найти 
решение u(x, y, z) уравнения эллиптического типа при заданных граничных 
условиях на функцию на границе S. Начальные условия, естественно, отсут-
ствуют. В этой задаче граничные условия имеют вид 
u |S = u0, (2) 
где u0 – заданная функция на поверхности S. 
3. Задача  Неймана или краевая задача II рода. Требуется найти 
решение u(x, y, z) уравнения эллиптического типа при заданных граничных 
условиях на производную функции u(x, y, z) на границе S, начальные условия 
отсутствуют. В этой задаче граничные условия имеют вид 
1un
u
S

 , (3) 
где /n  производная по внешней нормали n к поверхности S, а u1 – задан-
ная функция на поверхности S. 
4. Краевая задача III рода. Требуется найти решение u(x, y, z) урав-
нения эллиптического типа при заданных граничных условиях на функцию 
u(x, y, z) и ее производную на границе S, начальные условия отсутствуют. В 
этой задаче граничные условия имеют вид 
2un
uu
S




 , (4) 
где  и u2  заданные непрерывные функции на поверхности S. 
5. Смешанная задача. Требуется найти решение u(x, y, z, t) уравнения 
гиперболического или параболического типа при заданных начальных усло-
виях и граничных условиях. При этом начальные условия имеют вид 
10
00
    , u
t
uuu
tttt

 , (5)  
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где u0(x, y, z) и u1(x, y, z)  заданные функции координат, а граничные условия 
имеют вид 





Sn
uu  , (6) 
где ,  и  – заданные непрерывные функции на S, причем 
  0,   0, + > 0. 
Краевые задачи имеют единственное решение. Для каждого типа урав-
нения это доказывается соответствующими математическими выкладками. 
Единственность решения имеет прямую связь с основными физическими 
принципами – законом сохранения энергии и вторым началом термодинами-
ки. 
4. Колебания струны 
1. Решение Даламбера. Свободные колебания струны описываются 
уравнением 
2
2
2
2
2
x
uvu
t 
 , (1) 
которое является одномерным случаем волнового уравнения (2.6)*. Здесь 
u(x, t) – функция, описывающая отклонение струны от равновесного положе-
ния. Получим общее решение уравнения (1). Для этого перейдем от перемен-
ных x и t к новым переменным 
 = x – vt ,  = x + vt. 
Тогда уравнение принимает вид 
0
2

 u . 
Или 
0






 u
                                                          
. 
Проинтегрировав по , получаем 
* Здесь и далее по тексту в ссылках на формулы, выражаемых двумя числами и 
разделительной точкой, первое число указывает номер раздела, а второе  номер форму-
лы. 
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)(
u
)()( 2   du
)(
, 
где   произвольная функция . Интегрируя полученное уравнение по   
и рассматривая  как параметр, получим 
. 
Полагая 
)( 1 d , 
получим 
u = 1( ) +2( ). 
Возвращаясь к старым переменным (x, t), будем иметь 
u(x, t) = 1(xvt) +2(x+vt). (2) 
Решение (2) уравнения (1) называется решением  Даламбера . 
Функция 1(xvt) описывает распространение прямой волны. Эта волна 
распространяется в положительном направлении оси x со скоростью v. Функция 
2(x + vt) описывает распространение обратной  волны со скоростью v  в 
отрицательном направлении оси x. 
2. Задача Коши. Найдем решение уравнения (1), удовлетворяющее на-
чальным условиям 
)(),( 1000 xt
uxu tt  . (3)  
Из начальных условий (3) имеем 
 0(x) = 1(x) +2(x),  1(x) = v1(x) + v2(x). 
Интегрируя второе равенство, получим 
Cdzz
v
xxxx
x
 
0
12021  )(
1=)(  , )(=)()( x 1 )(   , 
где C  произвольная постоянная. Из этих равенств находим 
2
 )(
2
1=)( 11
Cdzzx 
2
1)(
0
0 v
x
x
  , 
2
)(
2
1)(
2
1=)(
0
102
Cdzz
v
xx
x
  . 
Подставив полученные функции в (2), получим искомое решение 
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



vtx
vtx
dzz
v
vtxvtx
txu )(
2
1
2
)()(
) ,( 1
00 . (4) 
Рассмотрим два частных случая. 
1. Начальные скорости точек струны равны нулю, то есть  1(x) = 0. Из 
(4) имеем 
2
)(+)(
=),( 00
vtxvtx
txu
   
. 
2. Начальное смещение точек равно нулю, то есть  0(x) = 0. Из (4) име-
ем 




vtx
dzz
v
txu )(
2
1),( 1
vtx
 
или, полагая 
)( )(
2
1
0
1 xdzzv
x
 , 
получим 
u(x, t) = (x+vt)(xvt). 
3. Смешанная задача (ограниченная струна). Рассмотрим полу-
бесконечную струну, закрепленную в точке x = 0 и безграничную в положи-
тельном направлении оси x. Эта задача сводится к решению уравнения (1) 
при начальных условиях (3) и граничном условии 
u|x=0 = 0. (5) 
Решение Даламбера (2), конечно же, справедливо и в этом случае. Но имеет-
ся некоторое осложнение в формуле (4) с функцией начального смещения 
 0(x) и функцией начальной скорости 1(x), которые не определены при x < 0. 
Доопределим их значения, исходя из граничного условия (5). Для этого на-
ложим граничное условие (5) на решение задачи Коши (4) 
0 )(
2
1
2
)(+)(
1
00  
vt
dzz
v
vtvt vt
. 
Видно, что граничное условие (5) выполнится автоматически, если 
функции  0(x) и  1(x) доопределить при x < 0 формулами 
 0(x) =  0(x),  1(x) =  1(x), (6) 
 
 12
то есть обе функции сделать нечетными. Тогда решение Коши (4) будет 
решением задачи о закрепленной струне на одном конце. 
Аналогичным образом решается задача о струне конечной длины l, за-
крепленной на обоих концах. В этом случае функции  0(x) и  1(x) будут пе-
риодическими с периодом 2l. 
5. Метод Фурье (метод разделения переменных) 
Метод Фурье или метод разделения переменных является одним из 
наиболее распространенных методов решения дифференциальных уравнений 
с частными производными. Изложим этот метод на примере задачи о колеба-
ниях струны, закрепленной на концах. 
1. Свободные колебания закрепленной струны. Получим реше-
ние уравнения для колебания струны 
02
2
2
2
2



x
uv
t
u  (1) 
при граничных условиях 
u|x=0 = 0, u|x = l = 0  (2) 
и начальных условиях 
)(0    )( , )( 00     lxxFt
uxfu tt  . (3)  
Частные решения уравнения (1) будем сначала искать в виде 
u(x, t) = X(x)T(t). (4) 
Подставив (4) в (1), получим 
T(t)X(x) = v2T(t)X (x) 
или 
)(
)(
)(
)(
2 xX
xX
tTv
tT  . (5) 
Левая часть равенства (5) зависит только от t, а правая часть  только 
от x и равенство возможно лишь тогда, когда общая величина отношений (5) 
будет постоянной. Обозначим ее . Тогда из равенства (5) получим два 
обыкновенных дифференциальных уравнения: 
T(t) + v2T(t) = 0, (6) 
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X (x) +X(x) = 0. (7) 
Чтобы получить нетривиальные, то есть не равные тождественно нулю, 
решения вида (4), удовлетворяющие граничным условиям (2), необходимо 
найти нетривиальные решения уравнения (7), удовлетворяющие граничным 
условиям 
X|x=0 = 0, X|x=l = 0. (8) 
Найдем собственные значения  и собственные функции X(x) задачи 
(7), (8). Вид решения уравнения (7) зависит от . 
1. При < 0  общее решение имеет вид 
xx CCxX   ee=)( 21 . 
Удовлетворяя граничным условиям (8), получим 
0ee     ,0 2121   ll CCCC
0    ,0 211
. 
Отсюда находим С1 = 0, С2 = 0. Следовательно, решение тривиально при 
< 0 . 
2. При  = 0  общее решение имеет вид 
X (x) = C1 + C2 x. 
Граничные условия дают 
  lCCC . 
Отсюда находим С1 = 0, С2 = 0 и, следовательно, решение тривиально при 
= 0 . 
3. При > 0  общее решение имеет вид 
)(sin)( cos=)( 21 xCxCxX  . 
Удовлетворяя граничным условиям (8), получим 
0=)(sin )( cos0,= 211 lClCC  . 
Следовательно, нетривиальное решение задачи (7), (8) возможно только при 
собственных значениях 
...) lk  ,3 ,2 ,1(
2
  kk . (9) 
Этим собственным значениям соответствуют собственные функции 
l
xkxX k
 sin)( . (10) 
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При =k  общее решение уравнения (6) имеет вид 
l
vtkb
l
vtkatT kkk
  sin  cos=)( , 
где ak и bk   произвольные постоянные. 
Таким образом, функции 
l
xk
l
vtkb
l
vtkatxu kkk


   sin  sin  cos=),(   
удовлетворяют уравнению (1) и граничным условиям (2) при любых ak и bk .  
В силу линейности и однородности уравнения (1) всякая конечная 
сумма решений будет также решением. То же справедливо и для ряда 
 

 
1
sinsincos=
k
kk l
vtkb
l
vtka
 ) ,(
l
xktxu , (11) 
если он сходится. Остается определить постоянные ak и bk , чтобы удовлетво-
рялись начальные условия (3). Продифференцируем ряд (11) по t: 
 

 
1
sin   cossin =
k
kk l
xk
l
vtkb
l
vtka
l
vku


t
, (12) 
Полагая в (11) и (12) t = 0, в силу начальных условий (3) получим: 
    sin =)( ,sin  =)(      kk xkbvkxFxkaxf
 11 kk lll
. (13) 
Формулы (13) представляют собой разложения заданных функций f (x) и F(x) 
в ряд Фурье по синусам в интервале (0, l). Коэффициенты разложений (13) 
вычисляются по известным формулам: 
dx
l
x
l
ak

00
2 kxF
vk
bdx
l
xkxf
l
k
l
 
 sin  )(2 ,sin  )(      . (14) 
Формулы (14) получаются следующим образом. Умножим левую и 
правую части первого уравнения (13) на sin(kx/l) и проинтегрируем по x  
от 0 до l: 
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 
.
2
2 01
k
zk
k
la
kkkk



 

)(sin )(sin 
)( cos)( cos
2
)(cos)(cos
2
sin sin=sin )(
1 0
1 0
1 00
k
k
k
l
k
k
l
k
l
zkkzkkla
dzzkkzkkla
dx
l
xkk
l
xkka
dx
l
xk
l
xkadx
l
xkxf





  







 

 
 
 
 

 
Отсюда следует первое равенство формулы (14). Аналогичным образом по-
лучается второе равенство. 
2. Колебания отклоненной струны. Рассмотрим колебания струны 
в щипковом музыкальном инструменте. Пусть струна закреплена на концах. 
Оттянем ее вверх в точке x = c, а затем отпустим, предоставив ей совершать 
свободные колебания. 
l
u
0
h
xc  
В этом случае начальные условия будут следующие 
,,)(
,0,
)(0 





t
lxc
cl
xlh
cxx
c
h
xfu
.00 

tt
u
 
Применив формулы (14), получим 
0,sin
)(
2
     22
2
 kk bl
ck
kclc
lha . (15) 
Следовательно, отклонение струны выразится рядом 
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  1 22
2
cossinsin1
)(
2),(
k l
vtk
l
xk
l
ck
kclc
lhtxu . (16) 
Из (15) видно, что ak = 0, если sin (kc/l) = 0. То есть в решении (16) будут от-
сутствовать те гармоники, которые имеют узел в точке x = c. Так, например, 
если точка x = c есть середина струны, то в решении (16) будут отсутствовать 
все четные гармоники. 
3. Колебания струны под действием удара. Пусть в начальный 
момент времени струна получает удар от молоточка в точке x = c, причем го-
ловка молоточка сконструирована так, что начальная скорость будет выра-
жаться формулой 


 
 


 ,2||  при
)(cos
 
0
h
hcx
h
cxv
t
u
 .
2
|| при00 cxt
 
Применив формулы (14), найдем 
 22
0
1
2
cossin4
,0         
lkh
l
hk
l
ck
kv
hv
ba kk 
 
. (17) 
Подставив эти значения в ряд (11), получим выражение для смещения струны 
 


 
 1 22
0 sinsin
1
214
k l
vtk
l
xk
lkh
ll
kv
hv cossin
),(
hkck
txu . (18) 
6. Общая схема метода Фурье. Задача Штурма-Лиувилля 
Рассмотрим одномерное уравнение гиперболического типа 
2
2
)()()( uxuxq
x
uxp
x 








t
, (1) 
где p(x), p(x), q(x) и (x)  непрерывные функции при 0 x l, причем p(x) > 0, 
q(x) > 0, (x) > 0. 
Пусть требуется найти решение уравнения (1), удовлетворяющее одно-
родным граничным условиям 
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.0+
,0+ 00






lxlx
xx
x
uu
x
uu
 (2) 
где , , ,   постоянные, причем 2 +2  0, 2 +2  0, и начальным усло-
виям 
)(0     )(),( 00     lxxFt
uxfu tt  . (3)  
Будем искать нетривиальные решения уравнения (1) в виде произведения 
u(x, t) = X(x)T (t), (4) 
удовлетворяющие только граничным условиям (2). Подставляя (4) в уравне-
ние (1), получим 
  )()()()() tTxXxqxX  )()()(=()( tTxXxxp
dx
dtT   
или 
 
)()()( tTxXx
)(=
)()()()( tTxXxqxXxpdx
d

. (5) 
Левая часть равенства (5) зависит только от x, а правая часть  только от t  и 
равенство возможно лишь тогда, когда общая величина отношений (5) будет 
постоянной. Обозначим эту постоянную через . Тогда из равенства (5) по-
лучим два обыкновенных дифференциальных уравнения: 
T(t) +T(t) = 0, (6) 
   ()()()()( xXxqxxXxp
dx
  0=)d . (7) 
Чтобы решение (4) удовлетворяло граничным условиям (2), необходимо, 
чтобы функция X(x) удовлетворяла граничным условиям 
0.=+ lxlx XX  
0,=+ 00 xx XX    (8) 
Таким образом, мы приходим к задаче  Штурма -Лиувилля  о соб-
ственных числах: 
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Найти такие значения параметра , при которых су-
ществуют нетривиальные решения уравнения (7), 
удовлетворяющие граничным условиям (8). 
Те значения , при которых задача имеет нетривиальное решение, на-
зываются собственными числами или собственными значениями, а 
сами эти решения, соответствующие собственному числу  собственными 
функциями. Совокупность всех собственных чисел  называют спектром  
собственных значений. 
В силу однородности уравнения (7) и однородности граничных усло-
вий, собственные функции определяются с точностью до постоянного мно-
жителя. Выберем этот множитель так, чтобы 
1 )()( 
0
2  dxxXx
l
k
0 )( )( )( 
0
21  dxxXxXx
l
. (9) 
Собственные функции, удовлетворяющие условию (9), будем называть нор-
мированными. 
Покажем, что собственные функции, соответствующие различным соб-
ственным числам, ортогональны с весом (x), то есть 
. (10) 
Пусть 1 и 2  два различных собственных числа, а X1(x) и X2(x)  соответ-
ствующие им собственные функции. Тогда 
    0=)()()()()( 111 xXxqxxXxpdx
d  , 
    =)()()()()( 222 xXxqxxXxpdx
d  0 . 
Умножим первое равенство на X2(x), второе — на X1(x) и вычтем одно из 
другого почленно. Получим равенство 
   )()()( 21 xXxpdx
dxX    0=)()()()()()( 212112 xXxXxxXxpdx
dxX  
 
, 
которое можно переписать в виде 
   0=)()( )()()(+)()()( 21122121 xXxXxXxXxpdx
dxXxXx  . 
Интегрируя это равенство по x в пределах от 0 до l, получим 
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    lxxl xXxXxXxXxpdxxXxXx   02112
0
2112  )()( )()( )(= )( )( )(  
  0= )( )( )(  
0
2112  
l
dxxXxXx
. 
Приняв во внимание в правой части равенства граничные условия (8), полу-
чаем 
. 
Отсюда в силу 12  следует доказываемое равенство (10). 
Перечислим общие свойства собственных функций и собственных чи-
сел одномерной задачи Штурма-Лиувилля: 
1. Всякому собственному числу соответствует только одна нормированная 
собственная функция.* 
2. Собственные функции, соответствующие различным собственным чис-
лам, ортогональны с весом (x). 
3. Все собственные числа вещественны при вещественных коэффициентах 
уравнения и граничных условий. 
4. Спектр собственных чисел дискретен и состоит из бесконечного множе-
ства положительных чисел.† 
5. Собственные функции образуют полную систему. 
Систему функций называют полной, если не существует отличной 
от тождественного нуля функции, ортогональной ко всем функциям системы. 
Доказательство второго свойства приводилось выше. Остальные свой-
ства даются без доказательств. 
Отметим, что изложенный метод Фурье применим не только к рас-
смотренному здесь дифференциальному уравнению гиперболического типа, 
но и ко многим другим уравнениям в частных производных. 
7. Вынужденные колебания 
1. Вынужденные колебания струны. Рассмотрим вынужденные 
колебания струны под действием внешней силы p(x, t) , рассчитанной на еди-
ницу длины. Эта задача сводится к решению уравнения 
                                                          
* В многомерном случае одному собственному значению могут отвечать несколько 
различных собственных функций. Такие решения называют вырожденными. 
† В многомерном случае спектр собственных чисел может содержать еще и конеч-
ное множество отрицательных чисел. 
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




 ),(1=),(        ),(    2
2
2
2
2
txptxgtxg
x
uv
t
u  (1) 
при граничных условиях 
u|x=0 = 0, u|x=l = 0 (2) 
и начальных условиях 
)(    ),( 00 xFt
uxfu tt  . (3)  
Решение этой задачи будем искать в виде суммы 
u(x, t) = w(x, t) + W(x, t), (4) 
где w(x, t)  есть решение неоднородного  уравнения 
),(  2
2
2 txg
22
x
wv
t
w 
  , (5) 
удовлетворяющего граничным условиям 
w|x=0 = 0, w|x=l = 0 (6) 
и начальным условиям 
0 ,0 00     
 ww  tt t , (7) 
а W(x, t)  есть решение однородного  уравнения 
02
2
2
2
2



x
Wv
t
W , (8) 
удовлетворяющее граничным условиям 
W|x=0 = 0, W|x=l = 0, (9) 
и начальным условиям 
)(, )( 00      xFt
WxfW tt  . (10)  
Решение w(x, t) представляет вынужденные  колебания  струны, то 
есть такие колебания, которые совершаются под действием внешней возму-
щающей силы, когда начальные возмущения отсутствуют. 
Решение W(x, t) представляет свободные  колебания , то есть такие 
колебания, которые происходят только вследствие начальных возмущений. 
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Методы нахождения свободных колебаний W(x, t) мы уже рассмотрели. 
Здесь остановимся на нахождении только вынужденных колебаний w(x, t). 
Как и в случае свободных колебаний, решение w(x, t) будем искать в виде ря-
да: 
l
xk tTtxw
k
k
 
1
sin)(),(
 
, (11) 
так что граничные условия (6) удовлетворяются сами собой. Подставив ряд 
(11) в уравнение (5), получим 
),(sin)(+)(  
1
2 txg
l
xktTtT
k
kkk  , (12) 
где введено обозначение 
l
vk
k
 . (13) 
Разложим функция g(x,t) в интервале (0, l) в ряд Фурье по синусам: 
l
xktgtxg
k
k
 
1
sin )(),( , (14) 
где 
dx
l
txg
l
tgk 
0
sin ),()(
T kkkk
xkl 2 . (15) 
Сравнивая выражения (12) и (14) для одной и той же функции g(x, t), получим 
дифференциальное уравнение 
)... ,3 ,2 ,1(    )()(+)(  ktgtTt 2 , (16) 
определяющее функцию Tk(t). Чтобы решение w(x, t), определяемое рядом 
(11), удовлетворяло и начальным условиям (7), достаточно подчинить функ-
цию Tk(t) условиям 
Tk(0) = 0, Tk(0) = 0 (k = 1,2,3,…). (17) 
Решение уравнения (16) при начальных условиях (17) имеет вид 
  kkkk dtgtT 0  )(sin  )(
1)( .
t
 
Подставляя вместо gk() его выражение (15), получим 
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 
l
k
t
k
k dxl
xktxgd
l
tT
00
sin )(sin  ),( 2)(  . (18) 
Зная Tk(t), решение задачи о вынужденных колебаниях в соответствии с фор-
мулами (4) и (11) можно записать в виде 
 





 
11
sin sincossin )(),(
k
kk
k
k l
xk
l
vtkb
l
vtka
l
xktTtxu , (19) 
где 
 

l
k
l
k dxl
xkxF
vk
bdx
l
xkxf
l
a
00
sin )(2,sin )(2       . (20) 
2. Колебание под действием однородной периодической силы. 
Пусть внешняя сила имеет вид 
g(x, t) = A sint, 
а начальные смещения и начальные скорости струны отсутствуют. В этом 
случае, как следует из (19), решение выражается рядом 



1
sin )(),(
k
k l
xkxTtxu , (21) 
где коэффициенты Tk(t) определяются по формуле (18) и оказываются рав-
ными 
 
 
  .sin   sin   1)(12
)1(1
])[(sin])[(sin
sin   )]([  cos)]([  cos
2
sin  ),(2)(
0
00
0
00
sin )(sin   sin  
0
sin )(
22
k
kkk
k
k
t
k
kk
k
kk
k
t
kk
k
lt
k
l
k
t
k
k
tt
k
A
k
ltt
l
A
xdx
k
dt-t-
l
A
l
l
xgd
l
tT















k
k
l
dx
l
xktAd 


dxxkt 

 
В приведенных выкладках предполагалось, что ни одна резонансная частота 
k = kv/l (k =1,2,3, ) не совпадает с частотой внешней силы  .  Подстав-
ляя Tk(t) в (21), получаем 
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 
 






1
12
2
12
22
12
1212 sin
sin sin   4),(
k
k
kk
kk x
v
tt
l
Avtxu . (22) 
В случае, когда частота внешней силы   совпадет с одной из резонанс-
ных частот 2k  1, то функция T2k  1(t), как следует из (18), принимает вид 
  cossin 2)( 12121 122
12
12 tttl
AvtT kkk
k
k  

  . (23) 
Отсюда смещение u(x, t) в резонансном  случае  выражается формулой 
 
 , cossin 2
sin
sin sin 4 '),(
1212
1
122
12
1
12
2
12
2
12
2
12
12121212
ttt
l
Av
x
v
tt
l
Avtxu
kkk
k
k
k
kkk
kkkk
 








    
 (24) 
где штрих справа вверху у знака суммирования  говорит о том, что необхо-
димо исключить слагаемое с k = k , которое вынесено из-под знака суммиро-
вания. 
Заметим, что в реальных физических объектах решение вида (23), со-
держащее слагаемое с линейно нарастающей во времени амплитудой колеба-
ний, существовать не может из-за наличия диссипации энергии. 
8. Вынужденные колебания струны с подвижными концами 
Рассмотрим вынужденные колебания струны под действием внешней 
силы 
) ,(2
2
2
2
2
txg
x
uv
t
u 

 , (1) 
когда концы ее не закреплены, а двигаются по закону 
)(     ),( tutu 210 lxx   (2) 
при начальных условиях 
)(     ),(
0 
0   xFt
uxfu
t
t 
 . (3) 


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К решению этой задачи нельзя применить метод Фурье, так как гра-
ничные условия (2) неоднородны. Но эта задача легко сводится к задаче с 
однородными граничными условиями. 
Введем вспомогательную функцию 
 
l
xttttxw )()(+)(),( 121  . (4) 
Ясно, что 
)(     ),( 210  twtw lxx . (5)  
Решение задачи ищем в виде суммы 
u(x, t) = w(x, t) + W(x, t), (6) 
где W(x, t)  новая неизвестная функция. 
В силу граничных условий (2), (5) и начальных условий (3), функция 
W(x, t) должна удовлетворять граничным условиям 
0     ,00   lxx WW  (7) 
и начальным условиям 
 
  .)(=(0)(0)(0))(
,)(=
11210
10
xF
l
xxF
t
W
xfW
t
t




 (0)(0)(0))( 121 l
xxf 
 (8) 
Подставляя (6) в (1), получим 
) ,(2
2
2
2
2
2
2
2
2
2
txg
x
wv
t
w
x
Wv
t
W 



 . (9) 
Учитывая определение (4) функции w(x, t), получаем уравнение для искомой 
функции 
) ,(12
2
2
2
txgWvW  , (10) 2 xt 
где введено обозначение 
 
l
xttttxg )()()() ,( 121    txg ) ,(1 . (11) 
В результате мы пришли к задаче с однородными граничными условиями, 
метод решения которой нам уже известен. 
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9. Колебания прямоугольной мембраны 
Мембраной называют свободно изгибающуюся натянутую пленку. За-
дача о колебаниях мембраны сводится к решению двумерного волнового 
уравнения 
02
2
2
2
2
2
2








y
u
x
uv
t
u  (1) 
при граничных условиях 
0,0
,0,0
0
0




y
x
lyy
lxx
uu
uu
 (2) 
и начальных условиях 
) ,( ),  ,(      0 yxFt
uyxfu t  , (3)  
где u(x,y, t)  величина смещения мембраны от положения равновесия. 
Частные решения будем искать в виде 
u(x,y, t) = T(t)U(x,y). (4) 
Они должны удовлетворять граничным условиям (2). Подставив (4) в (1), по-
лучим 
),()(  yxUtTv
)
2
T yyxx  ,() ,()( yxUyxUt  . 
Очевидно, что это равенство возможно только в случае, когда обе его части 
равны константе. Обозначим ее через k 2  и, принимая во внимание гранич-
ные условия (2), найдем что 
T (t) + k2 v2 T( t) = 0 (5) 
и 
02  UkUU yyxx , (6) 
. 0,0
, 0,0
0
0



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y
x
lyy
lxx
UU
UU
 (7) 
Граничную задачу (6) и (7) будем решать методом Фурье, полагая 
U(x, y) = X(x)Y(y) . (8) 
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Подставляя (8) в (6), получим 
)(
)(
)(
)( 2
xX
xXk
yY
yY   . 
Отсюда получаем два уравнения 
0=)()(0,=)()( 22      yYkyYxXkxX yx 
222 = yx kkk 
.sin   cos)(
,sin   cos)(
43
21
ykCykCyY
xkCxkCxX
yy
xx

, (9) 
где 
. (10) 
Общее решение уравнений (9) имеет вид 
 
 (11) 
Из (7) получаем граничные условия 
.0,0
,0,0
0
0




y
x
lyy
lxx
YY
XX
 (12) 
Откуда ясно, что C1 = C3 = 0. Если мы положим C2 = C4 = 1, то окажется 
X(x) = sin kx x, Y(y) = sin ky y, (13) 
причем должно быть 
sin kx lx = 0, sin ky ly = 0. (14) 
Из (14) следует, что kx  и ky  имеют бесчисленное множество значений: 
...) ,3 2, 1,=  ,,      nmklmk xm (     ln yn  . (15) 
Тогда из равенства (10) получим значения постоянной k 2: 
222
nmmn kkk  . (16) 
Таким образом, собственным числам (15), (16) соответствуют собственные 
функции 
Umn(x,y) = sin (km x) sin (kn y) (17) 
граничной задачи (6), (7). 
Обратимся теперь к уравнению (5). Его общее решение имеет вид: 
Tmn(t) = Amn cos (vkmnt) + Bmn sin (vkmnt). (18) 
Таким образом, частные решения уравнения (1), удовлетворяющие гранич-
ным условиям (2), имеют вид 
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umn(x,y, t) = [Amn cos (vkmnt) + Bmn sin (vkmnt)] sin ( km x ) sin ( kn y). 
Чтобы удовлетворить начальным условиям (3), составим ряд 
  




1 1
)(sin  )(sin  )(sin )( cos),,(   
m n
nmmnmnmnmn ykxktvkBtvkAtyxu . (19) 
Для выполнения начальных условий необходимо 
 



 
1 1
0 )(sin   )(sin ) ,(
m n
nmmnt ykxkAyxfu , (20) 
)(sin  )(sin    ),(
1 1
0   



 

m n
nmmnmnt ykxkBkvyxFt
u . (21) 
Для определения Amn и Bmn умножим обе части уравнений (20) и (21) на 
sin ( km x) sin (kn y) 
и проинтегрируем по x от 0 до lx и по y от 0 до ly . Принимая во внимание, что 
 
 
,   ,  если ,
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  )(sin  )(sin  )(sin  )(sin 
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l lx y

 
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0 0
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получим 
.  )(sin  )
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dydxykx
klvl
B nm
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mn 
 , ,( tyxu
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(sin  ) ,( kyxF
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 4
,  )(sin  )(sin  ) ,(
0 0
dydxykxkyxf
ll
A
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mn   4 x
yl l
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Решение (19) можно записать также в виде 
)(sin  )(sin  )(sin  )
1 1
mnmn
m n
nmmn tvkykxkM   
 
, (23) 
где 
mn
mn
mnmnmnmn B
ABAM  arctg ,     22  . (24) 
Видно, что частота собственного колебания определяется формулой 
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mn = vkmn. 
Мы рассмотрели метод решение двумерной  задачи о собственных 
колебаниях прямоугольной  мембраны методом разделения переменных. 
Расчет производился в прямоугольной  декартовой  системе координат. 
Очевидно, что задачу о собственных колебаниях круглой  мембраны следу-
ет выполнять в полярной  системе координат. Прежде чем приступить к 
решению этой задачи, сначала научимся записывать уравнения математиче-
ской физики в криволинейных  системах  координат  и, в частности, в  
полярной  системе . Затем ознакомимся с  уравнением  Бесселя , к ко-
торому приходят при решении уравнений, записанных в полярной или ци-
линдрической системах координат. 
10. Криволинейные системы координат 
Криволинейная система координат каждой точке трехмерного про-
странства с декартовыми координатами x, y, z ставит в соответствие тройку 
действительных чисел x1, x2, x3. Криволинейные координаты задаются тремя 
формулами 
x1 = x1(x,y,z), x2 = x2(x,y,z), x3 = x3(x,y,z), (1) 
где функции (1) однозначны и непрерывно дифференцируемы. Система ко-
ординат x1, x2, x3 будет декартовой (но не обязательно прямоугольной), ес-
ли все уравнения (1) линейны. 
Условия xi = xi(x,y, z) = const определяют координатную поверх-
ность. Поверхности, соответствующие различным  значениям одной и той 
же координаты  xi, не  пересекаются . Две координатные поверхности, 
соответствующие различным координатам xi и xj, пересекаются по коорди-
натной  линии , соответствующей третьей координате xk. Каждая точка 
(x, y, z) (x1, x2, x3) может быть представлена как точка пересечения трех коор-
динатных поверхностей или трех координатных линий. 
Элемент длины дуги ds между двумя соседними точками (x, y, z)  
 (x1, x2, x3) и (x+dx, y+dy, z+dz) (x1+dx1, x2+dx2, x3+dx3) задается квадратичной 
дифференциальной формой: 
ki
i k
dxds
 1 1
ik dxxxxgdzdydx  3 3 3212222 ),,( , (2) 
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где 
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
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
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ik x
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x
xxxxg ),,( 321 ,  i, k = 1, 2, 3. 
Функции gik(x1, x2, x3) называют компонентами  метрического тензора . 
Шесть координатных поверхностей, соответствующих точкам (x1, x2, x3) 
и (x1+dx1, x2+dx2, x3+dx3), образуют элемент объема (параллелепипед) 
321
321 ) , ,(
) , ,( dxdxdx
xxx
zyxdV 
 . (3) 
Здесь мы используем функциональный определитель, называемый также 
якобианом, который определяется формулой 






k
i
x
f
xxx
fff det 
) , ,(
) ,,(
321
321  . (4) 
Якобиан связан с метрическим тензором формулой 
   ),,(det ) , ,( 321
2
xxxgzyx ik ) , ,( 321 xxx
 g. (5) 
Система координат называется правой, если касательные векторы к 
координатным линиям x1, x2, x3 образуют правую тройку. Для правой сис-
темы координат якобиан 
0) , ,( 
) , ,( 321
 gzyx
332211321 ) , ,()( iiiFrF
xxx
. (6) 
Если векторная функция  F(r) описывается в криволинейных коорди-
натах x1, x2, x3, то удобнее применять локальный базис из векторов, каса-
тельных к координатным линиям в каждой точке. Такие базисные векторы 
сами являются векторными функциями точки.  
Каждая векторная функция  F(r)F(x1,x2,x3) может быть однозначно 
представлена в виде 
  
FFFxxx   (7) 
в каждой точке (r) = (x1,x2,x3). Величины F1, F2 и F3 называют физическими  
координатами вектора F. Локальные базисные векторы i1(x1,x2,x3), 

i2(x1,x2,x3, 

i3(x1,x2,x3) и физические координаты F1, F2, F3 связаны с ортами 
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
i, 

j, 

k прямоугольной декартовой системы координат и ее координатами Fx , 
Fy, Fz соотношениями: 
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x
g ikijii
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
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Заметим, что функции 
iii x
x
g 
1 , 
iii x
y
g 
1 , 
iii x
z
g 
1

 являются направ-
ляющими косинусами орта i i по отношению к осям Ox, Oy, Oz. 
Многие практически важные задачи допускают применение ортого-
нальных криволинейных координат. Система криволинейных координат 
x1, x2, x3 называется ортогональной, если функции  gik(x1, x2, x3) удовлетво-
ряют соотношениям 
gik(x1, x2, x3) = 0   при  i k . (10) 
Координатные линии, а значит и векторы локального базиса i1, i2, i3 
будут при этом перпендикулярны друг другу в каждой точке. 
В ортогональной системе координат справедливы следующие 
векторные соотношения: 
 
 1ki ii

,   при
   при
ki
ki
0
 (11) 
213132321 ,, iiiiiiiii
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xxg
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. (21) 
Здесь знаки плюс и минус относятся, соответственно, к правой и левой сис-
темам координат. 
Векторные выражения для F  получают из формулы 
   FFF   . (22) 
Таким образом, формулы, описывающие действие оператора Лап-
ласа на скалярную и векторную функцию в криволинейной системе коор-
динат, могут существенно различаться. В частности, может иметь место не-
равенство ( . ii F) F

Из формулы (2) следует, что векторный элемент линии d r имеет физи-
ческие координаты 1111 dxgds  , 2222 dxgds  , 3333 dxgds  , то есть его 
можно записать одним из следующих способов: 
.333322221111
332211
dxgdxgdxg
dsdsdsdzdydxd kjir
iii
iii 
   


 (23) 
Элемент площади на координатной поверхности, отвечающей коорди-
нате xk = const, выражается формулами 
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  . 3 ,2 ,1
   


kikji
dsdsdxdxggd jikjikjjii iiS
  
 (24) 
Элемент объема dV, появляющийся в выражениях для объемного интеграла, 
дается формулами 
.    
  
) , ,(
) , ,(
321321332211
321321
321
dsdsdsdxdxdxggg
dxdxdxgdxdxdx
xxx
zyxdV



 (25) 
В  о р т о г он а л ьных  системах координат часто вместо диагональных 
компонент метрического тензора gi i используют координатные пара-
метры Ламе 
222
 



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
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iii x
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y
x
xgh . (26) 
Из (2) видно, что параметр Ламе hi есть коэффициент пропорциональности 
между приращением dxi криволинейной координаты xi и приращением dsi ко-
ординаты r в декартовой системе. 
Отметим, что в цилиндрической системе координат (r,, z), опре-
деляемой равенствами 
x = r cos , y = r sin , z = z, (27) 
параметры Ламе имеют значения 
hr = 1, h = r, hz = 1, (28) 
а в сферической системе координат (r,,), определяемой равенствами 
x = r sin cos , y = r sin sin , z = r cos, (29) 
параметры Ламе имеют значения 
hr = 1, h = r, h = r sin. (30) 
Поэтому формулы (18)(21) для цилиндрической системы координат 
имеют вид 
zrr zr 


  iii 

, (31) 
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 11F , (32) 
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
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а для сферической 
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11. Уравнение Бесселя. Цилиндрические функции 
Ура в н е н и ем  Бе с с е л я  называют обыкновенное дифференциальное 
уравнение вида 
0)(1)(1)( 2
2



  zZ
z
zZ
z
zZ . (1) 
Здесь  Z(z)  – функция аргумента z, а     параметр уравнения. 
Функции, являющиеся решением уравнения Бесселя, называются ци -
линдрическими . Это  с п е ц иа л ь ные  функции , то есть они не являют-
ся элементарными функциями. Общее решение уравнения Бесселя можно за-
писать в виде 
Z(z) = aJ(z) + bN(z), (2) 
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где J(z)  функция Бесселя первого рода -го порядка, а N(z)  функция 
Бесселя второго рода -го порядка. Последнюю функцию также называ-
ют функцией Неймана или функцией Вебера. 
Функция Бесселя первого рода определяется следующим степенным 
рядом 
 


 


0
ν2
2)1(!
)1()(
k
kk z
kk
zJ

. (3) 
Здесь знаменатель коэффициентов разложения содержит гамма-функцию, 
которая определяется интегралом 

 1e)( dxxx
0
. (4) 
Гамма-функция удовлетворяет уравнению 
(+1) = (). (5) 
В частности для целых  = n 
(n + 1) = n! (n = 0, 1, 2, …). (6) 
Ряд (3) сходится при любом значении z. 
Функция Неймана связана с функцией Бесселя формулой 
)... ,2 ,1 ,0(
sin 
)( cos )(
)(   
  zJzJzN . (7) 
Формула (7) не применима для целых значений , так как дает неопределен-
ность типа 0/0. Раскрытие неопределенности по правилу Лопиталя дает 
следующую формулу при  = n: 
.
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Здесь использована постоянная Эйлера-Маскерони , определяемая как 
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Функция Бесселя целого порядка имеет следующее интегральное  пред -
ставление  (формула Бесселя): 
) ...  ,2 ,1 ,0()sin  ( cos1)(
0
 

ndxxznxzJn . (10) 
Jn(z) Функции Бесселя Nn(z)
z0 5 10
0
1 J0
J1 J2
Функции Неймана
z
0
1
0 5 10
N0 N1
 
1,2, ...) 
Цилиндрические дка выражаются через 
элеме
Цилиндрические функции целого порядка (n = 0,
 функции полуцелого поря
нтарные функции следующими формулами: 
.) ... ,3 ,2 ,1(sin 1
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 (11) 
Все цилиндрические функции удовлетворяют следующим рекур -
рентным
2
 соотношениям :  
 )()()(=)()()( 11 zZzdzdzzZdzdzZzzZzZzzZ  2  . (12) 
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Функции Бесселя и Неймана при больших значениях аргуме
ваются асимптотическими  разложениями :  
нта описы-
 
 z
z
z
zJ
||
,)
42
( cos 2)(  
z
z
z
zN
,
.)
42
(sin  2)(
 (13) 
Помимо вещественных функций Бесселя и Неймана используют
комплексные функции  Ханкеля  (Ганкеля )  первого и второго рода, оп-
 также 
ределя
.)()(=)2( zNizJH  
Очевидно, что асимптотическое поведение этих 
формулами: 
емые формулами: 
,)()(=)1(  zNizJH    (14) 
функций будет описываться 
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Для функций Бесселя J(z) справедливо следующее условие ортогональ-
ности . Пусть )(m  и )(m  два нуля одной функции Бесселя, то есть 
 m0)(
)(   mJ  и 0)( )(  J . Тогда имеет место условие 
 
 

  при ,)()( )(21
1
)
JdxxxJ mm

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  при,0
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20
()(
mm
mm
Jxm  (16) 
Используя рекуррентные соотношения (12), получим выраже
водной от Бесселевой функции 
ние для произ-
)()(=)( 1 zJzJz
zJ   . 
Учитывая, что можно перепи-
сать в виде 
 )(m  есть нуль функции Бесселя, формулу (16) 

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)( mmJ   .  при,)()()( )(2 121 mmJ
dxxxJx
m
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12. Свободные колебания круглой мембр
Приступим к решению задачи о свободных колебаниях круглой мем-
браны радиуса r . В этом случае граничное условие имеет вид 
аны 
1
02
1
22 u . ryx
x = r cos , y = r sin . (1) 
В ней граничное условие имеет вид 
(2) 
а начальные условия имею
u/ t | t = 0 = F(r,). (3) 
Поэтому двумерное уравнение у
Наиболее просто оно записывается в полярной системе координат: 
 
u| r = r1 = 0, 
т вид 
u| t = 0 = f (r,),
пругих колебаний 
0222  
 yxvt  (4) 
22
2  

 uu
Учитывая, что двумерный 
оператор Лапласа  в полярной системе координат
2 u
следует переписать в полярной системе координат. 
 имеет вид (см. (10.34) 
222  rrrr
уравнение колебаний (4) переписываем в виде 
22 11  , 
0111 22222
22





t
u
v
u
rr
u
rr
u . (5) 
u(r,, t) = T(t)U(r,). (6) 
Тогда для функции T(t) 
где   постоянная разделен
 t. (7) 
Для : 
2

Применяя метод Фурье, положим 
мы получим уравнение 
T(t) = 0, T (t) +22
 ия переменных. Общее решение уравнения есть 
T(t) = C cos t + D sin
функции U(r,) мы полу  задачучим следующую граничную
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0222  Urrrr , 
11 22 UU2 U (8) 
U | r =r1= 0. (9) 
Уравнение (8) также будем решать методом разделения переменных, то 
есть будем искать решение в вид
еменные, получим 
е 
U (r,) = R(r)(). (10) 
Подставив (10) в (8) и разделив пер
2
222 )(+)(+)(  rRrrRrrR
)()(
 rR
)(  r
. (11) 
Отсюда, приняв во внимание (9) и (10), придем к двум граничным
() +2() = 0, (12) 
3) 
 задачам: 
( + 2) = ( ), (1
0)()( 2 


  rRrrRr , (14) 
1 2  )( 2 rR
R | r =r = 0, R | r=0 . (15) 
Видно, что нетрив решения задачи (12), (13) 
существуют лишь при ус
1
иальные периодические 
ло n вии  = n (  целое число) и имеют вид 
n() = An cos n +Bn sin n (n = 0,1,2,…). (16) 
Вернемся к уравнению (14). Вводя новую переменную 
z = r, (17) 
приходим к уравнению Бесселя 
0)()
2
  zRn . (18) 1(1)( 2 

z
zRzR n
Поэтому общее решение уравнения (14) для радиальн
ет вид 
ывая на общее решение (19) граничные условия (15), получаем 
z nn
ой функции Rn(r)  име-
Rn(r) = an Jn (r) + bn Nn (r). (19) 
Наклад
)=()( 1
)()(
1
)( rrrJ nm
n
m
n
mn  , (20) )(rRnm
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где )(nm   m-й нуль функции Jn(z). Учитывая формулы (10), (16), находим 
  )1) rr . (21) (sin   cos),( (JnBnArU nmnnmnmnm 
нец -
лебаний круглой мембраны: 
Нако , учитывая формулу (7), получаем общее решение для свободных ко
 
  .)((cos
 cos )(sin)(cos
) , ,(
1
0
1
)(
)(+
+1
)(+1
)(
 



 sin  )(sin) 1
)(+1  nmnm nrtvDrt
Найдем те  (22) и
ных условий (3). запишем в виде 
ряда 
m
n
n
mnn
mnm
n
mnm
n
mnm
rrJ
vC
nrtvBrtvA
tru  (22) 
перь коэффициенты разложения в формуле
Для этого функцию начального смещения 
з началь-
.)1
)
1
11

()(sin
1
1
( 
)()(cos)() ,( 1
)(
1
)0(
00     nmnnmmm rrJnArrJArf
mn
nnm JnC

n
m
m
nm
rr
 (23) 
Ряд (23) представляет собой ряд Фурье по углу  в интервале (0, 2). Найдем 
его коэффициенты Anm и Cnm. Для этого последовательно умножим обе сто-
пороны равенства (23) на cos n  и sin n, а затем проинтегрируем   от 0 до 
2. Получим уравнения: 




1
)0(
0
2
0
)(),(
2
1
 mm rrJAdrf , (24) 
1
0
m



2
0
()( cos),(1  
m
nnmJAdnrf
1
1
)( )nm rr , (25) 


 

1
1
)(
2
0
)()(sin),(1  
m
n
mnnm rrJCdnrf
Далее умножая
. (26) 
 обе стороны равенств (24)(26) на )( 1rrm  и интегри-)(Jr nn
руя по r от 0 до r1, получаем: 
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  
1
0
2
0
1
)0(
0)0(2
1
2
1
0  )() ,()(
1=
r
m
m
m drdrrrJrfJr
A , (27) 
drdrrJnrf
Jr
A
r
n
mnnnm   
1 2
1
)(
)(22 r)()( cos ) ,()(
2
mn 0 011
, (28) 
  


1
0
1
)(
2
0
)(2
1
2
1
)()(sin ) ,(
)(
2 r n
mnn
mn
nm drdrrrJnrfJr
C . (29) 
Здесь нами учтено условие нормировки функций Бесселя (11.17). 
Запишем теперь начальное условие для скоростей 
  
 10
1
)(+1
)( )()(sin)( cos) ,(
m
n
n
mnnmnm
n
m rrJnDnBrvrF . (30) 
Из сопоставления формулы (30) с формулой (23) находим остальные коэф-
фициенты разложения: 
drdrrrJnrF
Jvr
B
r
n
mnn
mn
n
m
nm   


1
0
2
0
1
)(
)(2
1
)(
1
)()(cos ) ,(
)(
2 , (31) 
  


1
0
1
)(
2
0
)(2
1
)(
1
)()(sin ) ,(
)(
2
r
n
mnn
mn
n
m
nm drdrrrJnrFJvr
D . (32) 
Очевидно, что решение (22) можно представить в виде 
  

1
0
1 sin )(sin )(
m
n
mnmmnnm r
nrrJM


  
1
)()() , ,( nm
nn tvtru . (33) 
Из выражения (33) видно, что общее колебание круглой мембраны складыва-
ется из бесконечного числа собственных гармонических колебаний с часто-
той 
1r
)(n
mnm  v . (34) 
При n = 0  и  m = 1  мы имеем основной тон с наинизшей частотой 
1
)0(
101 rv . Кроме того, формула (33) показывает существование узло-
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вых линий, в которых колебание мембраны отсутствует. Эти линии опреде-
ляются уравнениями 
0=)(sin   ,0)(     1
)(
nm
n
mn nrrJ  . (35) 
Первое из уравнений (35) дает m1 концентрическую окружность с радиу-
сами 
1)(
)(
1
)1(1)(
)(
2
(2)1)(
)(
1
)1(   ,  ...  ,    , rrrrrr n
m
n
m
mn
m
n
n
m
n



  . 
Второе из уравнений (35) дает n диаметров мембраны с углами 
nnnnn
n nm
n
nmnm    )1(  ,  ...  ,    , )((2)(1) . 
13. Распространение волн в трехмерном безграничном 
пространстве 
Распространение электромагнитных, акустических и некоторых других 
волн в трехмерном пространстве описывается однородным волновым 
уравнением 
022
2

 uv
t
u . (1) 
Решение задачи  Коши , то есть решение уравнения (1) для безгра-
ничного пространства и начальных условий 
) , ,(  , ) , ,( 00     zyxFt
uzyxfu tt 
  , (2) 
выражается формулой  Пуассона 
 


vtvt S
r
S
r dr
zyxf
tv
d
r
zyxF
v
tzyxu ), ,(
4
1),,(
4
1) , , ,( 111111
  
, (3) 
где 
2
1
2
1
2 )() yyx 1 )(( zzxr  . 
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Вывод этой формулы из-за ограниченности времени мы не приводим  . В ней 
интегрирование производится по сферической поверхности Svt радиуса r = vt с 
центром в точке (x, y, z). Координаты элемента поверхности dr обозначены 
(x1, y1, z1). 
Формула Пуассона (3) говорит о том, что значение функции u в задан-
ной точке (x, y, z) в момент времени t определяется лишь тем, какие значения 
эта функция принимала в начальный момент времени в точках, удаленных от 
заданной точки на расстоянии r = vt. Таким образом, формула Пуассона есть 
математическое выражение принципа  Гюйгенса , известного из общего 
курса физики. 
z
x1 1 1, y , z
S
y
x
vt
O
 
Рассмотрим частный  случай , когда функции f и F, задающие на-
чальные условия, не зависят от координаты z. Тогда из симметрии задачи 
следует, что и искомая функция u(x,y,z) не будет зависеть от z. А это значит, 
что она является решением двумерного волнового уравнения 
02
2
2
2
2
2
2








y
u
x
uv
t
u  (4) 
при начальных условиях 
),(    ),,( 00 yxFt
uyxfu tt 
  . (5) 
В этом случае в формуле (3) можно от интегрирования по сфере Svt радиуса 
r = vt с центром в точке (x, y, z) перейти к интегрированию по площади про-
екции сферы на плоскости xOy, то есть по площади круга Сv t того же радиуса 
                                                          
 Вывод формулы Пуассона имеется, в частности, в учебном пособии: 
Н.С. Кошляков и др. «Уравнения в частных производных математической физики». 
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на плоскости xOy с центром в точке (x, y, 0). При этом элемент площади кру-
га связан с элементом площади сферы формулой 
dCvt = cosdSvt. (6) 
Учитывая, что точка круга Сv t с координатами (x1, y1) есть проекция двух то-
чек сферы Svt с координатами ( 21212211 )()( ,, yyxxtvzyx   ), находим 
vt
yyxxtv 21
2
1
22 )()(θ cos  . (7) 
Используя выражения (6) и (7), решение (3) приводим к виду 
.
),(
2
1) , ,(
1
 

 yxFtyxu
)()(
),(
2
1
)()(
12
1
2
1
22
11
112
1
2
1
22
11
 






vt
vt
C
C
dydx
yyxxtv
yxf
tv
dydx
yyxxtvv
 (8) 
Решение (8) для трехмерного волнового уравнения (1) называется цилинд -
рическими  волнами .  
14. Излучение волн 
Излучение волн в трехмерном пространстве описывает неоднородное 
волновое уравнение 
),,,(22
2
tzyxguv
t
u 
 . (1) 
Будем искать его решение, удовлетворяющее нулевым  начальным услови-
ям: 
0,0 00     
  tt t
uu . (2) 
Для этого сначала рассмотрим решение однородного  уравнения 
022
2

 Uv
t
U , (3) 
удовлетворяющее начальным условиям 
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) , , ,(,0      
  zyxgt
UU tt , (4) 
причем за начальный момент времени взято не t = 0, а t = , где   некоторый 
параметр. Решение задачи (3), (4) будет выражаться формулой Пуассона, в 
которой время t  заменено на t . Итак будем иметь 





)(
)(
),, ,(
4
1); ,, ,(   111
tvS
rdtv
zyxg
v
tzyxU . (5) 
Учитывая, что координаты точек на сфере радиуса r = v(t) выражаются 
формулами 
x1 = x +v(t), y1 = y +v(t), z1 = z +v(t), (6) 
где  = sin cos  = sin sin  = cos   направляющие косинусы радиу-
сов сферы, а элемент сферической поверхности выражается формулой 
dr = v2 (t)2 d , (7) 
где d = sindd   элемент стереоугла, формулу (5) перепишем в виде 
  
 dtvztvytvxgttzyxU  ),( ),( ),(
4
); , , ,(
  dtzyxUtzyxu
t
 ); , , ,() , , ,(
. (8) 
Покажем, что функция u(x, y, z, t),  определенная формулой 
0
, (9) 
является решением неоднородного уравнения (1) при нулевых начальных ус-
ловиях (2). Действительно, из (9) следует, что 
  dtzyxUtzyxu
t
 ); , , ,() , , ,(
0
. (10) 
Теперь продифференцируем (9) по времени 
ttzyxUd
tzyxU
t
u t
t 

  ); , , ,(); , , ,(
0 
. (11) 
Здесь второе слагаемое в правой части уравнения равно нулю в силу первого 
из начальных условий (4). Дифференцируя еще раз, будем иметь 
tt
tzyxUd
t
tzyxU
t
u t



  ); , , ,(); , , ,(
0
2
2
2
2
. (12) 
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В силу второго из начальных условий (4) получим 
) , , ,(); , , ,(
0
2
2
2
2
tzyxgd
t
tzyxU
t
u t 

  . (13) 
Теперь из формул (10), (13) и уравнения (3) видим, что функция 
u(x, y, z, t), определяемая формулой (9), является решением неоднородного 
уравнения (1). Из формул (9) и (11) следует, что это решение удовлетворяет 
начальным условиям (2). 
Подставляя в формулу (9) вместо функции U(x, y, z, t) ее выражение (8), 
получаем 
  



  ddtvztvytvxgttzyxu
t
),(),(),()(
4
1),,,(
0
. (14) 
Введем вместо  новую переменную интегрирования 
r = v(t). (15) 
Тогда будем иметь 
drddr
r
vrtrzrrxg
v
tzyxu
vt y    sin  ),,,(
4
1), , ,( 2
0
2
0 0
2
    
    
 
. (16) 
Введя вместо сферических координат r,    прямоугольные координаты 
x1 = x +r, y1 = y +r, z1 = z +r, (17) 
получаем окончательное выражение для u(x, y, z, t) в виде 
111
111
2    
), , ,(
4
1) , , ,(
 dzdydx
r
vrtzyxg
v
tzyxu
vtV
  . (18) 
Выражение (18) называют запаздывающим  потенциалом , так как 
при выполнении интегрирования функция g(x, y, z, t) берется не в рассматри-
ваемый момент времени t, а в момент времени tr/v, предшествующий t на 
промежуток времени, который требуется, чтобы волна, распространяющаяся 
со скоростью v, прошла путь от точки (x1, y1, z1) до точки (x, y, z). 
Аналогичным образом можно получить решение двумерного неодно-
родного уравнения 
) , ,(22
2
2 tyxgy
u
x
uv
t
u 






 222  (19) 
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при нулевых начальных условиях. Оно имеет вид 






    dtv
dydxyxg
v
tyxu
t
tv
 
)(
  ) , ,(
2
1) , ,(
0 )( 222
1111
2
1
2
1
2 )()( yyxx 
, (20) 
где 
. 
В случае одномерного уравнения 
),(  2
2
2
2
2
txguvu 
xt   (21) 
решение, удовлетворяющее нулевым начальным условиям, будет следую-
щим: 



   


ddxxg
v
txu
t tvx
tvx
  ) ,(   
2
1) ,(
0
)(
)(
11 . (22) 
15. Точечный источник 
Рассмотрим частный случай, когда свободный член g(x, y, z, t) в уравне-
нии (14.1) отличен от нуля лишь в бесконечно малой (точечной) области V 
радиусом  в начале системы координат, то есть когда 
 222    при    0) , , ,( zyxtzyxg
)(4   ) , , ,( 2 twvdzdydxtzyxg
V


, (1) 
и в то же время внутри малой области V функция g(x, y, z, t) настолько вели-
ка, что ее интеграл конечен 
. (2) 
Обратимся к формуле (14.18) для запаздывающего потенциала. Пусть vt > r. 
Когда радиус области V мал, можно считать, что расстояния любых ее точек 
до точки наблюдения (x, y, z, t) одинаковы. Поэтому, вынося r в формуле 
(14.18) за пределы интеграла и учитывая равенство (2), получаем 
)(    )() , , ,( rvt
r
vrtwtzyx u  . (3) 
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Если же vt < r, то область интегрирования Vvt не содержит область V , в 
которой функция g(x, y, z, t) отлична от нуля, и поэтому u(x, y, z, t) = 0. 
Отметим, что функция (3) при любом выборе функции w(x, y, z, t) удов-
летворяет однородному  волновому уравнению и представляет собой сфе-
рическую волну, распространяющуюся со скоростью v от начала координат. 
16. Телеграфное уравнение 
Рассмотрим электрические колебания в  линии  передачи , характе-
ризующейся четырьмя погонными параметрами: индуктивностью L, емко-
стью C, сопротивлением проводников R и проводимостью изоляции G. За-
пишем выражение для падения напряжения u в проводнике на единицу дли-
ны, которое складывается из ЭДС самоиндукции и напряжения омических 
потерь: 
iRiLu  tx

 . (1) 
Здесь i – ток в проводниках линии. 
Разность входящих и выходящих токов обеспечивает рост потенциала 
проводника, а также восполняет утечку заряда через изоляцию: 
uG
t
uC
x
i 

 . (2) 
Получим уравнение для напряжения. Для этого продифференцируем 
уравнение (1) по x и исключим из него ток, используя формулу (2): 
  uGRuGLRCuLCu  22
ttx  22 . (3) 
Аналогично получается уравнение для тока 
  iGR
t
iGLRC
t
iLC
x
i 



2
2
2
2
. (4) 
Видим, что напряжение u и ток i в линии передачи удовлетворяют одному и 
тому же уравнению 
ucubuau 002
2
02
2
2  , (5) 
ttx 
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где 
GRcGLRCbLCa  000 ,2, . (6) 
Уравнение (5) называют телеграфным  уравнением *. В отсутствии 
омических потерь в проводнике и диэлектрических потерь в изоляции, то 
есть при R = 0 и G = 0, телеграфное уравнение переходит в волновое уравне-
ние. Поэтому волновое уравнение является частным случаем телеграфного 
уравнения. 
Если ввести новую функцию w(x, t), положив 
) ,(e),( 0
0
 txwtxu
t
a
b
 , (7) 
то уравнение (5) принимает более простую форму: 
wb
x
wv
t
w 2
2
2
2
2
2


 , (8) 
где 
CGLR
a
b
LCa
v 
2
1,1=1
00
cab  0020 . (9) 
Не приводя доказательств, отметим, что уравнения (8) при начальных 
условиях 
)(xFw t ,)( 00 t
wxf t 
   (10) 
имеет решение 




vtx
ztx  ) , ,(
2
+
2
) 
vtx
dzvtxfvtxftxw 1)(+)(,(  , (11) 
где 
22
222
0
0
)(
)(1) , ,(
tv
tvx-z
a
bJ
bJzF
v
ztx


 
2
222
)(
)()(
x-z
zftb+tvx-z
a
  . (12) 
Заметим, что в частном случае, когда параметр b = 0, формула (12) при-
нимает известный вид: 
)(1) , ,( zF
v
ztx 
                                                          
, 
* В радиотехнической литературе телеграфными уравнениями называют уравнения 
(1) и (2). 
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а уравнение (8) переходит в волновое уравнение (13.1). Этот случай имеет 
место в линии передачи, когда выполняется условие 
G
CL
R  . (13) 
Соотношение (13) на физическом языке выражает равенство добротно-
стей погонной индуктивности QL = L/R и погонной емкости QC = C/G, где 
  частота. 
Линию передачи, для которой выполняется соотношение (13), назы-
вают линией , свободной от искажений. 
Учитывая формулу (7), общее решение для напряжения волны в ли-
нии, свободной от искажений, можно записать в виде 
 ()(e xvtxtLR  )),( vttxu  , (14) 
где  и   произвольные функции. 
Для нахождения тока подставим выражение (14) в уравнение (2). Тогда 
получим 
 )()(e vtxvtx
Lx
L 
Ci tR  . (15) 
После интегрирования получаем 
 )()()(e tvtxvtx
L
i L  C t
R
, (16) 
где (t) – произвольная функция. Подставив теперь (14) и (16) в уравнение 
(1), найдем, что 
(t) = 0. 
Откуда 
(t) = K = const. 
Не нарушая общности, можно считать K = 0. Действительно, допустим, 
что все же K  0. Тогда, переопределив в формулах (14), (16) неопределенные 
функции заменой 
 (xvt)  (xvt)K/2, 
(x+vt) (x+vt) + K/2, 
мы исключим константу K . 
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Вид неопределенных функций  (x)  и (x)  найдем из начальных усло-
вий 
)(00 xFL
Cfu tt   ),( ix , (17) 
где f (x)  и F (x)   заданные функции. Подставляя в (17) общее решение (14), 
(16), получаем 
2
)()()(,
2
)()()( xFxfxxFxfx   . (18)  
17. Уравнение Гельмгольца 
Рассмотрим трехмерное уравнение 
ua
ttzyx 2120222

 uauauuu
2222
2  . (1) 
где a0, a1, a2  постоянные. Это уравнение описывает самые разные физиче-
ские процессы. В частности, при a0 > 0, a1 > 0, a2 > 0  оно представляет теле -
графное  уравнение , с одномерным аналогом (16.5) которого мы уже по-
знакомились. При a0 > 0, a1 = 0, a2 = 0  уравнение (1) переходит в волновое  
уравнение . При a0 = 0, a1 > 0, a2 > 0  уравнение (1) переходит в уравнение  
теплопроводности  и  диффузии . 
Руководствуясь методом разделения переменных, будем искать реше-
ния уравнения (1), имеющие вид 
u(x, y, z, t) = w(x, y, z) T(t). (2) 
Подставив (2) в уравнение (1), получим 
T
Ta
t
Ta
t
Ta
w
z
w
y
w
x
w
212
2
02
2
2
2
2
2
2 






. 
Откуда следует, что 
022
2
2
2
2
2



 wk
z
w
y
w
x
w , (3) 
  02 221220  TkatTatTa , (4) 
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где k 2  произвольное число. 
Уравнение (3) называют уравнением Гельмгольца. Оно играет важ-
ную роль в математической физике, описывая многие физические процессы, 
в том числе волновые процессы, процессы теплопроводности и диффузии. 
Заметим, что уравнение (4) описывает колебания, в которых величина 
смещения изменяется во времени по гармоническому  закону . Гармони-
ческие колебания удобно описывать с помощью комплексных функций вида 
w(x,y,z) e it (5) 
и 
w(x,y,z) e it, (6) 
где   круговая частота, а w(x,y, z)  комплексная функция координат. Ве-
щественная часть выражений (5) и (6) определяет в каждой точке одно и то 
же гармоническое колебание 
u(x,y, z) = Re [w(x,y, z) e +
_
i t] = |w | cos( t +) (7) 
с амплитудой |w |  и фазой , являющейся корнем уравнений 
w
w
w
w  Recos, Imsin   . (8) 
Здесь символы Re и Im означают, что берется соответственно вещественная 
или мнимая часть стоящей за ним функции. Знак минус или плюс перед Im 
выбирается в зависимости от того, используется ли выражение (5) или (6). 
Подставив (5) в (1), мы придем к уравнению Гельмгольца (3) с пара-
метром k 2 , имеющим значение 
k2 = a02 + i2a1 a2. (9) 
Наряду с однородным уравнением Гельмгольца (3) мы будет также 
рассматривать неоднородное уравнение Гельмгольца 
  2222 wk zyx
 222 www . (10) 
Как мы увидим в дальнейшем, функция  имеет смысл плотности рас-
пределения источников волн. 
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18. Уравнения Максвелла. Граничные условия 
В основе электродинамики сплошных сред лежат уравнения Мак-
свелла: 
t
 BE

rot , (1) 
jDH
 

t
rot , (2) 
div D

=  , (3) 
div B

= 0 . (4) 
Здесь E  и D   напряженность и индукция электрического поля, H  и B
 
 на-
пряженность и индукция магнитного поля, j   плотность электрического то-
ка,   плотность электрических зарядов. 
Ток j  складывается из тока проводимости jc , обусловленного опи-
сываемым электромагнитным полем, и тока сторонних источников je . 
В линейных изотропных средах индукции электрического и магнитно-
го полей связаны с соответствующими напряженностями линейными уравне-
ниями 
D

= E , (5) 
B

= H . (6) 
Аналогичным соотношением ток проводимости jc  связан с напряжен-
ностью электрического поля: 

jc = E

. (7) 
Покажем, что электромагнитные колебания в сплошной среде в отсутствие 
токов сторонних источников удовлетворяют однородному уравнению Гельм-
гольца. Для этого подействуем векторным дифференциальным оператором 
rot на правую и левую стороны равенства (2). Используя тождество (1.9), по-
лучим 
grad (div H

) H = /t (rot D ) + rot jc . (8) 
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Учитывая формулы (4), (5) и (6), перепишем уравнение (8) в виде 
EH
 
rot 


 

t
. (9) 
Подставляя в правую часть (9) формулу (1) и учитывая соотношение (7), 
имеем 
HH H
 
t

t 
 2
2
. (10) 
Будем искать гармоническое по времени решение в комплексной фор-
ме: 
H

(x, y, z, t) = h

(x, y, z) e it . (11) 
Подставляя (11) в уравнение (10), получаем 
02 



 hh i . (12) 
Величину 
~ = + i/ (13) 
называют комплексной диэлектрической проницаемостью. Ее не сле-
дует путать с обычной диэлектрической проницаемостью  ,  определяемой 
формулой (5), у которой мнимая часть описывает только диэлектрические 
потери. Мнимая же часть комплексной диэлектрической проницаемости опи-
сывает как диэлектрические, так и омические потери. 
Вводя обозначение 
k 2 = ~2, (14) 
уравнение (12) приобретает вид уравнения Гельмгольца 
h + k 2  h = 0. (15) 
Решив уравнение (15) для поля  h, электрическое поле 
E

(x, y, z, t) =  e

(x, y, z) e it  
можно найти, переписав уравнение (2) в виде 
he

rot~
i . (16) 
 
 54
Покажем, что и электрическое поле E  удовлетворяет уравнению анало-
гичному уравнению (10), а его амплитуда e  удовлетворяет уравнению Гельм-
гольца. Для этого подействуем оператором rot на правую и левую стороны 
равенства (1) и воспользуемся формулой (1.9): 
  HEE  rotdivgrad
t
 . (17) 
Переписав уравнение (2) в виде 
EH
 



 

t
rot  (18) 
и учитывая тождество (1.11), получаем равенство 
div E

= 0. (19) 
Подставляя в левую часть уравнения (17) равенство (19), а в правую  
уравнение (2), получаем искомое уравнение для электрической компоненты 
поля 
EEE
  
tt 

 2
2
. (20) 
Отсюда следует, что амплитуда e  электрической компоненты 
E

(x, y, z, t) = e

(x, y, z) e it  (21) 
удовлетворяет уравнению Гельмгольца 
e + k 2  e = 0. (22) 
Параметры среды, фигурирующие в уравнениях Максвелла, могут про-
извольным образом изменяться в пространстве. Это изменение может проис-
ходить не только непрерывно, но и скачкообразно. Например, на некоторой 
поверхности S параметры среды могут испытывать скачок. Такая поверх-
ность является границей раздела двух сред. Скачок параметров среды сопро-
вождается скачком некоторых компонент электромагнитного поля. Величина 
скачка компонент электромагнитного поля описывается граничными  усло-
виями: 
D (2n
) D (n ) = s ,  (23) 
B(2n
) B(n ) = 0 ,  (24) 
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E
  (2
t
)   E  (t ) = 0, (25) 
[n

,  H
 (2
t
)   H (t ) ] =  J

.  (26) 
Здесь s  плотность поверхностных зарядов, а вектор J
  плотность 
поверхностного электрического тока на границе раздела сред. Послед-
няя отлична от нуля только тогда, когда одна из сред является идеальным 
проводником, в который электромагнитное поле не проникает. Во всех ос-
тальных случаях  J = 0. Нижние индексы n и t указывают, соответственно, на 
нормальную и тангенциальную составляющие вектора, а верхний индекс, за-
ключенный в скобки, задает номер среды. Вектор нормали n  направлен из 
среды  в среду 2. Квадратные скобки в (26) обозначают векторное произве-
дение. 
В отсутствие сторонних зарядов равенство (23) упрощается, если ис-
пользовать комплексную диэлектрическую проницаемость ~ : 
~ (2) E (2n)  ~ ( ) E (n ) = 0 .  (27) 
Формулы (23)(26) задают 6 равенств: 2 равенства для нормальных 
компонент поля и 4 равенства для тангенциальных компонент. Однако при 
решении задач достаточно использовать только 4 равенства. Остальные 2 ра-
венства будут выполняться автоматически, если искомые компоненты в обе-
их средах являются решениями уравнений Максвелла (1)(4). 
19. Волны между идеально проводящими плоскостями 
Приступим к рассмотрению распространения электромагнитных волн в 
направляющих системах, называемых линиями передачи. Будем рассмат-
ривать только стационарные волны, компоненты поля которых изменяют-
ся во времени по гармоническому закону с частотой . 
Волны с более сложным периодическим изменением компонент всегда 
можно представить в виде суммы гармонических колебаний с кратными час-
тотами n, а любые непериодические волны можно представить в виде инте-
грала гармонических колебаний по всем частотам  от 0 до . Это утвержде-
ние вытекает из теорем о свойствах рядов и интегралов Фурье. 
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Начнем рассмотрение распространения плоской волны между двумя 
идеально проводящими плоскостями. Пусть проводящие плоскости беско-
нечно простираются в x- и y-направлениях. Полагаем, что первая плоскость 
расположена на высоте z1 = 0, а вторая — на высоте z1 = d. Для опреде-
ленности будем считать, что гармоническая волна распространяется вдоль 
оси x. Тогда компоненты волны не будут зависеть от координаты y. В про-
тивном случае волна будет распространяться под углом к осям x и y. 
Решение будем искать в комплексном виде, то есть будем полагать что 
E

(x, z, t) = e

(x, z) e - it , H

(x, z, t) = h

(x, z) e - it . (1) 
Тогда первые два уравнения Максвелла (18.1)–(18.2) можно записать в виде 
rot  e

= i h , (2) 
rot  h

=  i e . (3) 
Перепишем систему векторных уравнений (2) и (3) в скалярной форме: 
.~,
,~,
,~,
z
y
z
y
y
zx
y
zx
x
y
x
y
ei
x
h
hi
x
e
ei
x
h
z
h
hi
x
e
z
e
ei
z
h
hi
z
e











 (4) 
Здесь мы учли отсутствие зависимости компонент поля от координаты y. За-
мечаем, что система уравнений (4) распадается на две независимые системы 
уравнений 
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






 (5) 
и 
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y
zx
z
y
x
y
hi
x
e
z
e
ei
x
h
ei
z
h







 (6) 
Система уравнений (5) описывает волны, у которых отлична от нуля 
продольная (по отношению к направлению распространения) составляющая 
магнитного поля (hx  0), но равна нулю продольная составляющая электри-
ческого поля (ex = 0). Такие волны называют волнами магнитного  типа 
(кратко Н-волнами) или поперечно-электрическими волнами (кратко  
ТЕ-волнами). 
Система уравнений (6) описывает волны, у которых отлична от нуля 
продольная составляющая электрического поля (ex  0), но равна нулю про-
дольная составляющая магнитного поля (hx = 0). Эти волны называют вол-
нами электрического типа (кратко Е-волнами) или поперечно-
магнитными волнами (кратко ТМ-волнами). 
На поверхности идеально проводящих плоскостей тангенциальные со-
ставляющие электрического поля обращаются в нуль. Отсюда получаем сле-
дующие граничные условия: 
ex|z=0 = 0, ex|z=d = 0, (7) 
ey|z=0 = 0, ey|z=d = 0. (8) 
Как мы уже знаем, компоненты электромагнитной волны удовлетво-
ряют уравнениям Гельмгольца (18.15) и (18.22). Решение этих уравнений бу-
дем искать методом разделения переменных. Для этого искомое решение 
представим в виде произведения функций X(x) и Z(z). После подстановки их 
в (18.15) или (18.22) получим 
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022
2
 XkX
xd
d
x , (9) 
022
2
 ZkZ
zd
d
z
.)((
,)((
zkZ
xkX
z
x
, (10) 
где 
kz
2 = k 2  kx2. (11) 
Общее решение уравнений (9), (10) имеет вид 
 cos)(sin)
 cos)(sin)
DzkCz
BxkAx
z
x


 (12) 
Рассмотрим сначала Н-волну. Как видно из системы уравнений (5), 
эта волна имеет единственную тангенциальную компоненту электрического 
поля ey, граничное условие для которой выражается формулой (8). Подстав-
ляя общее решение (12) для компоненты ey в граничное условие (8), получа-
ем 
D = 0, sin (kzd) = 0. (13) 
Отсюда находим 
ey(x, z) = [ A sin (kx x) + B cos (kx x)] sin (kz z), (14) 
где 
) ... ,3 ,2 ,1()/( ,/ 22  ndnkkdnk xz . (15) 
Далее из уравнений (5) находим остальные ненулевые компоненты 
ТЕ-волны: 
      zkxkBxkAkizxh zxxzx coscossin),(  , (16) 
      zkxkBxkAkizxh zxxxz sinsincos),( 
 . (17) 
Общее решение (14)(17) для ТЕ-волны представляет собой суперпо-
зицию двух стоячих волн. Это решение можно записать еще и в виде супер-
позиции двух бегущих волн, распространяющихся в противоположные сто-
роны: 
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   zkB zxik x sine Azxe xiky xe),(  , (18) 
 zkkiAkizxh zzx cos),( 
 
B xikzxik xx ee  , (19) 
 zkBkAkzxh zxikxxikxz xx sinee),( 

 
 . (20) 
Из формулы (15) видно, что даже в отсутствие поглощения электро-
магнитной энергии, то есть при Im k = 0, волновое число волны kx не всегда 
может быть вещественным. Для каждого значения n существует такая часто-
та  nH, ниже которой волновое число kx становится комплексным при веще-
ственном значении k. В результате амплитуда такой волны убывает по экс-
поненте вдоль направления распространения. Поэтому такая волна не может 
распространяться на большие расстояния. Частоту  nH называют критиче-
ской частотой для n-й волны магнитного типа. Критическую частоту так-
же называют частотой отсечки. Из формулы 
k2 = 2 
для идеального диэлектрика (см. (18.14) и (15) следует, что 
) ... ,3 ,2 ,1( 
 n
d
nH
n . (21) 
Теперь перейдем к Е-волнам. Как видно из системы уравнений (6), 
эта волна имеет единственную тангенциальную компоненту электрического 
поля ex, граничное условие для которой выражается формулой (7). Так как в 
формулах (6) обе отличные от нуля компоненты электрического поля ex и ez  
выражаются через магнитное поле hy, то общее решение (12) запишем для 
компоненты hy: 
         zkh z cosDzkCxkBxkAzx zxxy sincos sin),(  . (22) 
Используя первое уравнение системы (6), получаем общее решение для 
тангенциальной компоненты электрического поля ex: 
         zkDzkCxkBxkAkizxe zzxxzx sin cos cossin~),( 

. (23) 
Подставим теперь общее решение (23) для компоненты ex в граничное усло-
вие (7). В результате находим 
 
 60
C = 0, kz = n/d (n = 0, 1, 2, …). (24) 
Отсюда получаем искомое решение для ТМ-волн: 
      zkxkBxkAzx zxxy  cos cossin),(h  , (25) 
    kxkBxkAzx zxzxz sin  cos~sin~),( 


 z
kikiex , (26) 
     zkxkBkixkAkizxe zxxxxz  cossin~ cos~),( 


 , (27) 
) ... ,2 ,1 ,0(      )/(       ,/ 22  ndnkkdnk xz . (28) 
Замечаем, что у поперечно-магнитной волны при n = 0 наряду с 
продольной составляющей магнитного поля (hx) отсутствует также продоль-
ная составляющая электрического поля (ex). Волны, не имеющие продольных 
составляющих ни электрического поля, ни магнитного поля, называют попе-
речно-электромагнитными  волнами, или ТЕМ-волнами, или Т-вол-
нами. 
Из формулы (28) видно, что критические частоты Е-волн 
...) ,3 ,2 ,1( 
 nnE
dn
 (29) 
совпадают с критическими частотами Н-волн (21). 
Перепишем формулы (25)(28) для случая Т-волны: 
   kxBkxAxhy  cossin )( , (30)  
   kxBikxAixez sin  ~ cos ~)( 

 . (31) 
Видно, что Т-волна распространяется при любых значениях k, то есть на лю-
бых частотах . Ее критическая частота 
T = 0. (32) 
Поэтому Т-волна является волной основного типа, а Е- и Н-волны явля-
ются волнами высших типов. В любой линии передачи волной основно-
го типа называют волну  с наинизшей критической частотой. Все 
остальные волны называют волнами высших типов. 
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Формулы (25)(27) для Е-волн представляют суперпозицию двух 
стоячих волн. Их можно представить также в виде суперпозиции бегущих 
волн двух направлений: 
 xikxik   zkBAzxh zy xx  cosee),(  , (33) 
 zkBkiAkizxe zx ~~  
xikzxikz xx sin ee),(    , (34) 
 zkBkAkzxe xikxxikx xx  cosee),(   
ikxikx
y BAxh
zz ~~   . (35) 
Аналогичным образом можно переписать формулы (30)(31) для 
Т-волны: 
 ee)( , (36) 
ikxikx
z BAxe


 e ~e ~)( . (37) 
Видим, что для любых бегущих волн знак отношения поперечных со-
ставляющих электрического и магнитного полей изменяется при изменении 
направления распространения. Величина отношения поперечных компонент 
электрического и магнитного полей для Е- и Н-волн зависит от частоты. Для 
Т-волны отношение 
 ~
y
z
h
e
 (38) 
постоянно. Величина  ~  называется характеристическим сопро-
тивлением среды. Для свободного пространства характеристическое со-
противление в системе единиц SI равно 
 Ом  377000  . (39) 
Учитывая гармонический характер временной зависимости (1) и пред-
полагая вещественность амплитуды А, запишем фазу волны, описываемой 
первым слагаемым в формулах (18)(20) и (33)(37): 
 (x, t) = x Re (kx)  t. (40) 
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Видим, что фаза волны будет оставаться постоянной, если координата 
x точки наблюдения фазы изменяется по закону 
x =  t / Re (kx) . 
Это означает, что фронт волны перемещается со скоростью 
v =  / Re (kx)  (41) 
в положительном направлении оси Ox. Аналогичным образом можно уви-
деть, что второе слагаемое в (18)(20) и (33)(37) описывает волну, распро-
страняющуюся в противоположном направлении. 
Величина  / Re (kx)  называется фазовой скоростью волны. Для Е- и 
Н-волн, как следует из выражений (15) и (28), величина фазовой скорости оп-
ределяется формулой 
) ... ,3 ,2 ,1(    
~Re
1
2
, 

 nv HEn
HE
nv
,
) (    dn
. (42) 
Видно, что фазовые скорости  зависят от частоты  . Зависимость фазо-
вой скорости волны от частоты называют дисперсией . 
Фазовая скорость Т-волны определяется формулой 
  ~ Re 1Tv . (43) 
Видно, что у Т-волн дисперсия отсутствует. На любой частоте поперечные 
волны распространяются с одинаковой скоростью, если не учитывать частот-
ную дисперсию самой среды, то есть зависимости  и  от . 
В случае незаполненного пространства между проводящими плоско-
стями ( = 0,   0) фазовая скорость Т-волны 
cvT  001 , (44) 
где c  скорость света в свободном пространстве. 
20. Волны в круглом волноводе 
Так как круглый волновод обладает осевой симметрией, то эту задачу 
проще решать в цилиндрической системе координат: 
x = r cos , y = r sin , z = z. (1) 
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В этой системе координат граничные усло-
вия, выражающие равенство нулю тангенци-
альных компонент электрического поля на 
идеально проводящей цилиндрической по-
верхности радиуса r = r1, имеют вид 
y
x
O
z
E | r =r1 = 0, Ez| r = r1 = 0. (2) 
Учитывая, что оператор Лапласа для скалярной функции выражается в 
цилиндрической системе координат формулой (10.34), запишем уравнение 
Гельмгольца (18.22) для продольной составляющей электрического поля 
гармонической электромагнитной волны в виде 
011 2
222
 zzzz ekeeee 2222  zzrrrr . (3) 
Найдем  сначала  решение  для  Е -волны , бегущей вдоль оси Oz. 
Решение для продольной составляющей будем искать в виде 
ez(r,,z) = R(r)() e i k zz, (4) 
где kz   волновое число волны. Подставляя (4) в уравнение (3) получаем 
  222222222 1 nrkkRRrrRRr nnnnnn   r z , (5) 
где n2  константа разделения переменных, которая подлежит определению. 
Из (5) получаются два обыкновенных дифференциальных уравнения 
  01 222222 


 


nz
nn R
r
nkk
r
R
rr
R , (6) 
022
2
 nn n . (7) 
Периодическое решение уравнения (7) имеет вид 
n() = cos (n  0), (n = 0,1,2,…). (8) 
Общее решение уравнения Бесселя (6) есть суперпозиция функций 
Бесселя и Неймана (см. (11.2). Так как мы ищем решения конечные внутри 
цилиндра радиуса r1, то функция Неймана исключается 


  rkkJrR znn 22)( . (9) 
Из граничного условия (2) получаем 
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2
1
22
1),()( rkkrrJrR nmznmnn  , (10) 
где nm – m-й нуль функции Бесселя Jn(z). 
Таким образом, в соответствии с (4), (8), (10) имеем 
ez(r,, z) = Jn(nmr/r1) cos (n  0) e i k zz. (11) 
Найдем остальные компоненты Е-волны. Для этого обратимся к уравнениям 
Максвелла 
rot e

= i h , (12) 
rot h

=  i  e . (13) 
Используя выражения (10.33) для оператора rot  в цилиндрической системе 
координат, перепишем векторные уравнения (12), (13) в виде системы ска-
лярных уравнений: 
  ,1 zrz hier
re
r






,
,1
zr
r
z
hi
r
e
z
e
hi
z
ee
r








 (14) 
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Видно, что если компонента ez зависит от координаты z как e i k zz, то и 
все остальные компоненты волны будут иметь такую же зависимость. По-
этому системы уравнений (14), (15) можно несколько упростить: 
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Подставляя второе уравнение системы (17) в первое уравнение системы (16), 
получаем 
 
r
hk zki
e
r
ihk zzrz

 1~22 . (18) 
Аналогичным образом выражаем остальные поперечные компоненты волны 
через продольные компоненты: 
    zzz rkirihk ~ 22 zhek 1
 
, (19) 


 zzzrz hrir
ekiekk 122
 
, (20) 
r
hie
r
kiekk zzzz 

  122 . (21) 
Подставляя выражение (11) в формулы (18)(21) находим поперечные ком-
поненты Е-волны: 
zki
nmn
nm
r
znrrJ
r
r
nih e )(sin  )(
~
012
2
1 
 , (22) 
zki
nm
zJ
r
ih enmn nrr  )( cos )(
~
01 1
 , (23) 
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zki
nm
znrr e )( cos )( 01  n
nm
z
r J
rk
ie 1  , (24) 
zki
nmn
nm
z znrrJ
r
rk
nie e )(sin  )( 012
2
1   . (25) 
Замечаем, что вторая тангенциальная составляющая электрического поля e 
автоматически удовлетворяет граничному условию (2). 
Из выражения (10) видим, что фазовая скорость Е-волны 


 

 22 )(~ Re
1
1r
v
nm
E
nm , (26) 
а критические частоты 

 r
nmE
nm
1
. (27) 
Теперь  будем  искать  решение  для  Н -волны . Решение для 
продольной составляющей будем искать в виде 
hz(r,,z) = R(r)() e i k zz. (28) 
где kz   волновое число волны. Подставляя (28) в соответствующее уравне-
ние Гельмгольца, аналогичное уравнению (3), и разделяя переменные, полу-
чаем 
hz(r,, z) = Jn(nmr/r1) cos (n  0) e i k zz, (29) 
где волновое число 
2
1
22 rkk nmz  , (30) 
а nm  число, подлежащее определению из граничных условий. 
Подставляя (29) в систему уравнений (18)(21), находим поперечные 
составляющие Н-волны 
 inmnzr nrrJrikzrh ecos)(),,( 011   zknm
z , (31) 
  zkinmn
nm
z znrrJ
r
rnikzrh esin)(),,( 012
2
1 

 , (32) 
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  zki ze0nmn
nm
r nrrJr
rnizre sin)(),,( 2 1
2
1 
  , (33) 
nmn
nm
nrrJrizre  cos)(),,( 011   zki ze
  . (34) 
Н-волна имеет только одну компоненту электрического поля, танген-
циальную к проводящей цилиндрической поверхности волновода. Это – ком-
понента e. Подставляя выражение (34) в граничное условие (2), получаем, 
что nm есть m-й нуль производной функции Бесселя, то есть корень уравне-
ния 
Jn(nm) = 0. (35) 
Из формулы (30) находим для Н-волны фазовую скорость 



2)( 1r
vHnm

  2~ Re
1
nm
 (36) 
и критическую частоту 

 1r
nmH
nm . (37) 
Анализируя формулы (27) и (37), можно увидеть, что наинизшую кри-
тическую частоту имеет волна типа Н11. Поэтому эта волна является волной 
основного типа в цилиндрическом волноводе. 
21. Волны в коаксиальной линии 
Коаксиальной линией называют линию пе-
редачи, в которой электромагнитные волны рас-
пространяются в диэлектрике, заполняющем про-
странство между двумя соосными проводящими 
цилиндрическими поверхностями. Поперечное 
сечение такой линии изображено на рисунке. 
Пусть r1 и r2 – внутренний и внешний радиусы 
цилиндрических поверхностей. Запишем гранич-
ные условия для тангенциальных компонент электрического поля: 
y
r2
x
r1
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  rrzrr
EE
EE
 (1) 
Будем искать решение для стационарной волны в комплексном виде. 
Амплитуды продольных составляющих такой волны удовлетворяют уравне-
нию Гельмгольца 
011 22
2
22
2

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


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zzzz ek
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, (2) 
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
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

z
zzzz hk
z
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h
, (3) 
где 
 ~k . (4) 
Зная продольные составляющие волны, остальные поперечные составляю-
щие можно вычислить по формулам (20.18)(20.21). 
Получим сначала решение для Н-волны. Общее решение уравне-
ния (3), согласно формулам (20.4)(20.9), имеет вид 
  zkiznznz znrkkkJAzrh e  cos)(+)() , ,( 022   kNBr 22 . (5) 
Здесь мы были вправе вместе с функцией Бесселя сохранить и функцию 
Неймана, так как в области r1 < r < r2 обе функции конечны. Подставляя (5) в 
уравнение (20.21), получаем выражение для тангенциальной составляющей 
электрического поля 
  zikz znr e  cos) 02  nzn
z
kkNBrkkJA
kk
izre ()() , ,( 222
22 
 


 . (6) 
Налагая на (6) граничные условия (1), получаем 
0=)()( 11
2222 rkkNBrkkJA znzn   , (7) 
0=)()( 22
2222 rkkNBrkkJA znzn   . (8) 
Система уравнений (7)(8) имеет нетривиальное решение, если ее оп-
ределитель равен нулю. Отсюда получаем дисперсионное уравнение для 
отыскания волнового числа kz: 
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0=)()( 11
22222 rkkNrkkJ znzn   ()() 22 222 kNrkkJrk nznz   . (9) 
Перепишем уравнение (9) в виде 
0=)()()()( 2121 rrNJNrrJ nnnn   . (10) 
Вычислив корни nm уравнения (10), находим значения волнового числа 
22 )( 2rkk nmz   . (11) 
Одновременно из (7), (8) получаем 
)()(= nmnnmn NJAB  . (12) 
Подставим (11) и (12) в выражения (5) и (6): 
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Далее, используя формулы (20.18)(20.20), находим остальные попе-
речные составляющие Н-волны: 
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Из (11) следует, что для Н-волны фазовая скорость 
   2
2 )(  Re 

2~ r
v
nm
H
nm
1 , (18) 
а критическая частота 

 2rnm
nmH . (19) 
Приступим теперь к нахождению решения для Е-волны. Запи-
шем общее решение уравнения (2) для составляющей ez: 
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zz
ki
znznz nrkkNBrkkJAzre e )( cos)(+)() , ,( 0
2222   . (20) 
Подставляя (20) в граничные условия (1), получаем систему уравнений 
.0=)(
,0=)(+)(
2
11
2222
2222
rkJA
rkkNBrkkJA
n
znzn 
(+)2 kkNBrk znz 
 (21) 
Вводя обозначение  
2zn
22 rkk  , (22) 
перепишем систему (21) в виде 
.0=)(+)(
,0=)(+)( 2121
nnnn
nnnn
NBJA
rrNBrrJA

  (23) 
Однородная система уравнений (23) имеет нетривиальное решение, ес-
ли ее определитель равен нулю. Отсюда получаем дисперсионное уравне-
ние Е-волны для определения значений nm поперечного волнового числа n: 
0
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. (24) 
Из системы (23) также находим отношение констант 
)()(= nmnnmn NJAB  . (25) 
Таким образом, продольная составляющая Е-волны имеет вид 
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где волновое число kz, как следует из (22), выражается формулой 
22 )( rkk nmz  2 . (27) 
Фазовая скорость и критическая частота Е-волны выражаются формулами 
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Подставляя (26) в формулы (20.18)(20.21), находим поперечные компонен-
ты Е-волны: 
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В коаксиальной линии передачи кроме Н- и Е-волн может распростра-
няться еще и Т-волна. Эта волна не имеет продольных компонент ez и hz. Из 
уравнений (20.18)(20.21) видно, что это возможно только в том случае, ко-
гда 
kz =  k.  (34) 
Отсюда, а также из (4) и (19.41) видно, что фазовая скорость Т-волны 
  ~ Re 1Tv , (35) 
а ее критическая частота 
T = 0. (36) 
Найдем компоненты Т-волны. Для этого запишем в цилиндрической 
системе координат уравнения Максвелла для амплитуд стационарной волны: 
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Перепишем систему уравнений (37), учитывая, что ez = hz = 0: 
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rr
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Из системы уравнений (38) видно, что компоненты Т-волны не зависят от уг-
ла . Кроме того, эта система разбивается на две разделяющиеся подсисте-
мы: 



rz
rz
hke
hek
.
,0
 (39) 
и 
0~ 
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hke zr
hek rz  (40) 
Учитывая (4) и (34), находим 
rhe  ~ , (41) 
reh  ~ . (42) 
Найдем зависимость поперечных компонент Т-волны от координаты r. 
Заметим, что в цилиндрической системе координат поперечные компоненты 
поля в отличие от продольных нельзя рассматривать как скалярные функции, 
так как отвечающие им орты i r  и 

i  являются функциями координат. Это 
значит, что в волновом уравнении мы не можем использовать компактную 
формулу (10.34) для оператора Лапласа, которая справедлива в отношении 
лишь скалярных, но не векторных функций. Поэтому сначала рассмотрим 
волновые уравнения для векторов электрического e и магнитного поля h в 
декартовой системе координат: 
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Учитывая экспоненциальную зависимость от координаты z и условие 
(34), уравнения (43) превращаются в два двумерных уравнения Лапласа: 
.0
,0
2
2
2
2
22




yx
yx
hh

22  ee 
 (44) 
Покажем сначала, что решение уравнений (44) для векторных величин 
e

 и h можно представить в виде 
e

= grade ,  h

= gradh , (45) 
где e, h – скалярные потенциалы электрического и магнитного полей, 
удовлетворяющие уравнениям 
0
22
2
2
2
2

 






heyx
,0 22 
 yx . (46) 
Действительно, учитывая, что ротор от градиента любой скалярной функции 
равен нулю, имеем 
ey /x ex /y = 0. (47) 
С другой стороны, из первого уравнения формулы (45) и первого уравнения 
формулы (46) имеем 
ex /x +ey /y = 0. (48) 
Дифференцируя равенство (48) по x и подставляя в него равенство (47), по-
лучаем уравнение 
02
2
2
2



y
e
x
e xx . (49) 
Дифференцируя (48) по y и подставляя в него равенство (47), получаем вто-
рое уравнение 
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02
2
2
2



y
e
x
e yy . (50) 
Из скалярных равенств (49) и (50) следует справедливость первого векторно-
го равенства системы (44). Справедливость второго векторного равенства 
(44) доказывается аналогичным образом. 
Найдем скалярные потенциалы электрического поля e и магнитного 
поля h. Для этого запишем уравнение (46) в полярной системе координат: 
01 








hr
rr
rr
1,0 



e rrr . (51) 
Здесь учтено отсутствие зависимости компонент электромагнитного поля от 
координаты  . Решение уравнений (51) имеет вид 
e = Ae ln r + Be , h = Ah ln r + Bh . (52) 
По формуле (45) находим напряженности полей: 
er =  Ae / r , hh =  Ah / r . (53) 
Используя формулы (41) и (42), получаем остальные компоненты поперечной 
волны: 
rAerAh he /
~,/~    . (54) 
Из граничных условий (1) для тангенциальных компонент электриче-
ского поля находим, что константа Ah = 0. Значение константы Ae  найдем из 
условия, что напряжение на внутреннем проводнике относительно внешнего 
равно U, то есть из условия 
1
2
1
2
ln
r
rAdreU e
r
r
r   . (55) 
Таким образом, имеем следующие отличные от нуля компоненты 
Т-волны: 
   ~e
ln 
~,e
ln 
1
2
1
2
k
r
rr
Uh
r
rr
Ue tizkitizkir . (56) 
Вычислим теперь электрический ток, протекающий по поверхности 
внутреннего проводника. Для этого обратимся к граничным условиям (18.26) 
для тангенциальных компонент магнитного поля на поверхности раздела 
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двух сред.  Так как в идеальный проводник электромагнитные волны не про-
никают, то в рассматриваемом случае граничные условия (18.26) принимают 
вид 
[n

, h

t] =  J

. (57) 
В цилиндрической системе координат формула (57) для поверхности внут-
реннего проводника имеет вид 
h | r = r1 = Jz. (58) 
Учитывая формулу (56), находим плотность поверхностного тока 
tizki
z
UJ  e~ . (59) 
r
rr ln 
1
2
1
Полный ток I по внутреннему проводнику есть интеграл поверхност-
ного тока Jz по окружности радиуса r1. Поэтому, умножая Jz на 2r1, получа-
ем 
tizki
r
r
UI  e  
ln 
2 ~ 
1
2
. (60) 
Отношение Z = U / I для бегущей Т-волны называют волновым  сопротив-
лением. Для коаксиальной линии, как следует из (60), оно равно 
 2
ln
~ 1
2
r
r
Z . (61) 
22. Волны в диэлектрическом стержне 
До сих пор мы рассматривали распространение электромагнитных волн 
в линиях передачи, образуемых проводящими поверхностями. Теперь рас-
смотрим распространение волн в диэлектрике цилиндрической формы ра-
диуса r1. Для простоты рассмотрения диэлектрик будем считать идеальным с 
диэлектрической проницаемостью  и немагнитным, то есть с магнитной 
проницаемостью 0. 
Заметим, что диэлектрический стержень, в отличие от круглого волно-
вода и коаксиальной линии, является неоднородной открытой линией пере-
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дачи. В такой линии область распространения электромагнитной волны не 
ограничена диэлектриком. Волна формируется и диэлектриком, и внешней 
средой. Поэтому в такой линии передачи не может распространяться Т-волна. 
Действительно, как мы уже знаем, для Т-волн kz = k и потому фазовая ско-
рость 01 Tv
 
. Это означает, что если все же такая волна существует, то 
она имеет разные фазовые скорости в диэлектрике и в окружающем свобод-
ном пространстве, а это уже не одна, а две волны. 
Поэтому будем искать Н- и Е-волны в диэлектрическом волноводе. В 
цилиндрической системе координат поперечные составляющие hr, h, er, e 
электромагнитных волн связаны с продольными  составляющими hz , ez фор-
мулами (20.18)(20.21). Сами же продольные составляющие являются реше-
ниями уравнения Гельмгольца (20.3). 
Граничные условия на цилиндрической поверхности раздела двух сред 
запишем исходя общих граничных условий электродинамики (18.23)(18.26).  
Поскольку мы имеем дело с идеальным диэлектрическим волноводом, то по-
верхностные заряды и токи в диэлектрическом стержне возникать не будут. 
Поэтому граничные условия для рассматриваемой задачи имеют вид: 
         
rrzz ee   02
 
eeee  22 ,, , (1) 
           
rrzz hhhhhh   222 ,, . (2) 
Здесь мы предполагаем, что среда  есть диэлектрик, а 2  окружающее сво-
бодное пространство. 
Приступим к нахождению Е-волны. Предполагая, что внутри диэлек-
трического стрежня 
22
0 zk  (3) 
и поле волны конечно, запишем решение уравнения Гельмгольца (20.3) 
для  первой  среды :  
zki
znz
znrkJAzre e)(cos )(),,( 0
22
0
)(   . (4) 
Общее решение уравнения Гельмгольца для второй среды можно пред-
ставить в виде суперпозиции функций Ханкеля первого и второго рода: 
zki
znznz
znrkHCrkHBzre e)(cos)()(),,( 0
22
00
(2)+2200
(1))2( 

   . (5) 
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Из асимптотических формул (11.15) видно, что функции Ханкеля в формуле 
(5) описывают при вещественном аргументе бегущие волны, расходящиеся и 
сходящиеся к оси цилиндра. Напротив, при чисто мнимом аргументе, полу-
чающемся при 
22
00 zk , (6) 
функции Ханкеля описывают стоячие волны вдоль координаты r. Причем 
функция Ханкеля первого рода обеспечивает экспоненциально убывающую 
амплитуду волны, а функция Ханкеля второго рода  экспоненциально на-
растающую. Однако, электромагнитная волна, распространяющаяся вдоль 
диэлектрического стержня, не может иметь бесконечную энергию. Эта энер-
гия может лишь излучаться из стрежня во внешнее пространство, но не пере-
носиться к нему из бесконечности. Поэтому, исключая второе слагаемое в 
общем решении (5), имеем 
zki
znz
znrkiHBzre e)(cos)(),,( 0
2
00
2(1))2(  
(1)
. (7) 
При чисто мнимом аргументе вместо функции Ханкеля первого рода 
удобно использовать функцию Макдональда Kn(z). При вещественном ар-
гументе z эта функция вещественна. Функции  и Kn(z) связаны соот-
ношением 
)(zHn
)(
2
)( (1)1 izHizK n
n
n
 . (8) 
Функция Макдональда Kn(z) является одним из решений модифици -
рованного  уравнения  Бесселя  
011 2
2
2
2



  u
z
n
zd
ud
zzd
ud . (9) 
Из формулы (8) и свойств функции Ханкеля следует, что функция 
Макдональда при  z = 0  обращается в бесконечность, а при z  убывает по 
экспоненциальному закону. 
Вторым решением модифицированного уравнения Бесселя (9) является 
вещественная функция 
In(z) = i 
nJn(iz). (10) 
Эта функция, напротив, конечна при z = 0  и нарастает по экспоненте при 
z . Функции Kn(z) и In(z) называют модифицированными  функция -
ми  Ханкеля  и  Бесселя . 
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После подстановки (8) в (7) получаем 
zki
znz
znrkKBzre e)(cos)(),,( 0
2
00
2)2(   . (11) 
Используя формулы (20.18)(20.21), получим поперечные компоненты 
волны: 
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Подставим в граничные условия (1)(2) тангенциальные* компоненты (4), 
(9), (14)(15): 
)()( 1
2
00
2
1
22
0 r-kKBr-kJA znzn  , (16) 
)1
2
02
00
222
0
r
-kk- zz


()( 0
20
1
22
0 -kK
B-
rk-JA znzn 
 , (17) 
                                                          
* При этом остальные (нормальные) компоненты волны будут удовлетворять гра-
ничным условиям (1)(2) автоматически, если они являются решениями уравнений Мак-
свелла. 
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r-kKBnrk-JA-n  002
00
21022 -kk- znz
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z 

. (18)  
Замечаем, что если    , то нетривиальное решение системы уравне-
ний (16)(18) для Е-волн существует только при n = 0. Это значит, что при 
n  0 у волны в диэлектрическом волноводе будут две отличные от нуля про-
дольные составляющие ez и hz. Волны, в которых отличны от нуля обе про-
дольные компоненты, называют гибридными . 
Продолжим рассмотрение Е-волны с n = 0. В этом случае равенство 
(18) превращается в тождество, и остаются лишь два уравнения: (16) и (17). 
Приравнивая определитель системы оставшихся уравнений нулю, получаем 
условие существования нетривиального решения: 
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Вводя обозначения 
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2(2)22
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(1) ,  -kk- zz , (20) 
перепишем (19) в виде 
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Используя рекуррентную формулу для цилиндрических функций 
1 nnn ZZz
nZ
zd
d , (22) 
переписываем уравнение (21) в виде 
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Уравнение (23) вместе с обозначениями (20) является дисперсионным 
уравнением для E0m-волн в цилиндрическом стержне, где n = 0, а m  по-
рядковый номер решения. 
Получим критические частоты для E0m-волн. Из формул (11) и (20) 
видно, что поле волны синфазно в поперечном сечении, а амплитуда поля 
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убывает по экспоненциальному закону при r , если квадрат радиального 
числа (2) положителен. Напротив, при ((2))2 < 0 фаза поля волны осцилли-
рует в поперечном сечении и перемещается от поверхности стержня в беско-
нечность. Это означает, что энергия волны излучается в окружающее про-
странство. А такая волна не может не затухать вдоль диэлектрического 
стержня. Отсюда следует, что критическая частота определяется условием 
 (2) = 0, (24) 
то есть 
2
00
2 = zk . (25) 
Подставим (24) в дисперсионное уравнение (23) и, учитывая, что правая 
часть его устремляется к бесконечности, получаем уравнение 
0)( 1
(1)
0  rJ . (26) 
Отсюда, используя (25), находим критическую частоту 
001 )( 
0
0
 mEm -r , (27) 
где nm – m-й нуль функции Бесселя Jn(z). Отметим, что 01 = 2,405. Подстав-
ляя (27) в (25), находим отвечающее критической частоте волновое число 
101
0
0 -r
k mEm 
 . (28) 
Приступим к нахождению Н-волны. Предполагая, что внутри диэлек-
трического стрежня выполняется условие (3), а вне его – условие (6), записы-
ваем общее выражение для продольной составляющей магнитного поля в ви-
де 

 

приe)(cos)( 02002
00
-nr-kKB zikzn
zn
z



. 
  приe)(cos)(
),,(
1
1
22
 rr
rr-nrk-JA
zrh
zik
z
z
 (29) 
Подставляя (29) в уравнения (20.18)(20.21), находим поперечные компонен-
ты Н-волны: 




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, приe)(cos)(
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),,(
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2
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2
10022
0
 rr-nr-kK
-k
B-ik
rr-nrk-J
-kzrh
zik
zn
z
z
zn
z
r
z
z 22Aik zikz
(30) 
 
 81





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(31) 



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(32) 

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


. при)e(cos)
  при)e(cos)(
),,(
10
2
2
00
2
0
10
22
022
0
0
 rr-nr
-k
Bi
rr-nrk-J
k-
A-i
zre
zik
z
zik
zn
z
z
z
 ( 002-kK zn
 (33) 
Подставим тангенциальные компоненты (29), (31), (32) в граничные условия 
(1)(2): 
)( 1
2
0010 r-JA znzn  () 222 kKBrk-  , (34) 
)( 1
2
00
222
22
0
rBnJ
k-
A-n
n
z
 () 200210
-kK
-k
rk- zn
z
z  , (35) 
)()( 1
2
00
2
2
00
21
22
022
0
r-kK
-k
Brk-J
k
-A
zn
z
zn
z




. (36) 
Видим, что Н-волны, как и Е-волны, существуют только при n = 0. Диспер-
сионное уравнение для H0m-волны имеет вид 
)()( 1
)2(
0
)2(
1
)1(
0
)1( rKrJ 
)(1)(1 1
)2(
01
)1(
0 rKrJ-  , (37) 
где введены обозначения 
2
00
2(2)22
0
(1) ,  -kk- zz . (38) 
Критические частоты Н0m-волны определяем из условия (2) = 0. Отсю-
да, используя формулы (37) и (38), получаем 
001
0
0 )( 

-r
mH
m , (39) 
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101
0
0 

r
k mHm . (40) 
Видим, что, несмотря на различие дисперсионных уравнений (23) и 
(37), критические частоты для Н0m- и Е0m-волн совпадают. 
23. Представление электромагнитного поля с помощью двух 
скалярных функций 
Решая электродинамические задачи в цилиндрической системе коор-
динат, мы сначала решали уравнение Гельмгольца для z-составляющих элек-
трического и магнитного полей, а затем полученные решения использовали 
для нахождения остальных компонент волны с помощью уравнений Мак-
свелла. В общем случае, когда ни один из ортов криволинейной системы ко-
ординат не является константой, а зависит от координат (как в сферической 
системе), то ни одна из составляющих электромагнитного поля не обязана 
быть решением уравнения Гельмгольца. Это видно из формулы (10.22) для 
оператора Лапласа в криволинейной системе координат. Однако в ряде слу-
чаев, как будет показано ниже, все компоненты электромагнитного поля мо-
гут быть выражены через две вспомогательные скалярные функции, удовле-
творяющие определенному уравнению. 
Уравнения Максвелла для комплексных амплитуд 
HE
  irot
EH
, (1) 
  ~rot i  (2) 
запишем в правой ортогональной криволинейной системе координат x1, x2, x3. 
Применяя формулу (10.20) для ротора в криволинейной системе, получаем 
    13222
3
33
2
HhhiEh
x
Eh
x


 , (3) 
    2133311 HhhiEhEh 
13 xx 

 , (4) 
    32111
2
22
1
HhhiEh
x
Eh
x


 , (5) 
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   22
3
33 Hhx
Hh  1322
~ Ehhi
x

 , (6) 
    21333
1
11
3
~ EhhiHh
x
Hh
x


 , (7) 
    32111
2
22
1
~ EhhiHh
x
Hh
x

  . (8) 
В ряде случаев все 6 компонент поля, входящих в уравнения (3)(8), 
можно выразить через две вспомогательных функции U и V. Это возможно, 
если уравнения (3)(8) допускают решения электрического и магнитного ти-
пов. Тогда функция U однозначно определяет электромагнитное поле элек-
трического типа, а функция V  поле магнитного типа. 
Решением электрического типа будем считать решение с E3  0 и 
H3 = 0, а решением магнитного типа – решение с E3 = 0 и H3  0. Для реше-
ния электрического типа из (5) следует соотношение 
    011
2
22
1


 Eh
x
Eh
x
. (9) 
Это означает, что составляющие E1, E2  можно представить в виде 
UEUE 
xhxh 


2211
21
1,1 . (10) 
В этом легко убедиться, подставив (10) в (9). 
Далее, подставляя (10) в (6) и (7), получаем 
  U
xh
hhiHh
x



11
32
22
3
~ , (11) 
  U
xh
hh
iHh
x



22
13
11
3
~ . (12) 
Система уравнений (11) и (12) легко решается в случае, когда 
0,1 23 





h
h
x
h . (13) 
13 
Полагая 
U
x
U
3
 , (14) 
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где U – некая новая функция, находим 
U
xh 11
iH2
~

  , (15) 
U
xh 22
iH1
~  . (16)  
Подставляя (14) в (10), переписываем выражения для поперечных ком-
понент электрического поля: 
U
xxh
E
31
2
1
1
1

 , (17) 
U
xxh
E
32
2
2
2
1

 . (18) 
Формулу для продольной компоненты электрического поля получим, 
подставив (15)(16) в (8): 





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1  
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
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  hx
U
xhx 2
1
211
2
12
. (19) 
Получим теперь уравнение для самой функции U. Для этого обратимся 
к оставшимся уравнениям (3) и (4). Подставим в них выражения (15)(19): 
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, (20) 
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  Uh . (21) 
Очевидно, что соотношения (20) и (21) будут выполняться одновре-
менно, если значение выражения в фигурных скобках равно нулю, то есть ко-
гда функция U есть решение уравнения 
0~1 2
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U
x
. (22) 
Аналогичные формулы для волн магнитного  типа проще всего по-
лучить из формул для волн электрического типа, если воспользоваться сим-
метрией уравнений Максвелла (1), (2) относительно замены 
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 ~  , ~ , ,              EHHE    . (23) 
Итак, произведя замену (23), а также U  V  в формулах (15)(19) и 
(22), получаем искомые формулы для волн магнитного типа: 
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Подчеркнем, что полученные формулы, выражающие компоненты 
электромагнитных полей через две вспомогательные функции U и V, спра-
ведливы только при выполнении условий (13). Если эти условия не выпол-
няются, то метод разделения волн на электрический и магнитный тип не 
применим. 
Условия (13) всегда выполняются, если координата x3 криволинейной 
системы совпадает с декартовой координатой z. В сферической системе ко-
ординат условия (13) выполняются, если в качестве координаты x3 выбрать 
координату r. 
24. Полиномы Лежандра 
Уравнением Лежандра называется уравнение вида 
  01   yyxdxxd 2  dd  , (1) 
где   некоторый параметр. В этом дифференциальном уравнении коэффи-
циент при старшей производной обращается в нуль в точках x = 1. Такие 
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точки называют особыми. Найдем значения параметра , при которых в 
промежутке [1,1] существует нетривиальное решение уравнения (1), огра-
ниченное в особых точках x = 1. 
Решение уравнения Лежандра (1) будем искать в виде степенного ряда 
)( nnxaxy
0n
. (2) 
Подставляя (2) в (1), получим 
    0 12
0



n
n
nnn xaann
 
  212  n anann . (3) 
Отсюда следует, что 
     0 2 11 2  n nna nann  (4) 
или 
 
   nn ann
nna
12
1
2 
 . (5) 
Коэффициенты a0 и a1 остаются произвольными. При a0   и a1 =  по-
лучим частное решение, содержащее только четные степени x, а при a0 =  и 
a1   получим частное решение, содержащее только нечетные степени x. 
При  = n(n+1) уравнение (1), как видно из (5), имеет решение в виде 
многочлена степени n, которое ограничено в особых точках x = 1. Найдем 
теперь многочлены степени n, являющиеся решениями уравнения 
    011 2   ynnydxdxdxd . (6) 
Рассмотрим многочлен степени 2n: 
z = (x 21)n. (7) 
Нетрудно видеть, что этот многочлен удовлетворяет дифференциальному 
уравнению 
  0212  znx
dx
dzx . (8) 
Продифференцируем n–1 раз по x обе части этого уравнения. Тогда получим 
    01 1 112  nnnn dx zdnndx zdx . (9) 
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Если продифференцируем еще раз по x, то найдем, что n
n
dx
zd  удовлетворяет 
уравнению (6). 
Итак, уравнение (6) имеет решение 
 ny 12  nnnn xdxdCdx zdC  , (10) 
где C  постоянная. Полагая 
!2 n
C n
1 , получим 
y = Pn(x) =    ,2,1,0,1 
!2
1 2  nx
dx
d
n
n
n
n
n . (11) 
Это и есть полиномы Лежандра, которые являются решениями 
уравнения (1) при  = n(n+1). Формула (11) называется формулой 
Родрига. 
Вычислив по формуле (11), получим    xxxPxxPxP 35)(,)(,1)( 32132210  xxP ,13)( 21   и т. д. 
Отметим некоторые свойства полиномов Лежандра. 
1. Полином Лежандра n-й степени есть функция той же четности, что и n: 
Pn(–x) = (–1)
nPn(x) . 
2. В нуле полином принимает значения: 
22212 )!(2
)!2()1()0(,0)0(
n
nPP n
n
nn  . 
3. В особых точках полином принимает значения: 
Pn(1) = 1, Pn(–1) = (–1)
n. 
4. Все корни полинома Лежандра вещественны, различны и лежат в ин-
тервале (–1, 1). 
25. Ортогональность полиномов Лежандра 
Докажем, что полиномы Лежандра различных порядков ортого-
нальны в интервале (1,1). Напишем уравнения для двух различных поли-
номов Лежандра (m  n): 
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   0)()(1 2  xPxPx
dx
d
mmm , (1) 
   0)()(1 2  xPxPx
dx
d
nnn
 
. (2) 
Умножим первое уравнение на Pn(x), а второе уравнение на Pm(x). Затем вы-
чтем из первого уравнения второе и проинтегрируем по x в промежутке 
(–1, 1). Получим 
   
  
   .0)()()()()1(
)()()()()1(
))(
)(
1
1
2
1
1
2
1
1
22
1
1





 









x
xmnnm
mnnm
mnnm
nnm
xPxPxPxPx
dxxPxPxPxP-x
dx
d
dxxP-x
dx
dxPxP-x
dx
dxP
PxP
1


mn



1
1
2 )( dxxPJ nn
()1()()()1(
)( m dxx
 
Итак, при mn 
0)()(
1
dxxPxP , (3) 
то есть полиномы Лежандра ортогональны в интервале (–1, 1). 
Вычислим квадрат нормы полиномов Лежандра 
. 
Пользуясь формулой Родрига (24.11), перепишем интеграл в виде 
 
1 22 (1)(1 xdxd nnn


1
22
1)
)!(2
dx
dxdxn
J n
n
nnn . 
Интегрируя n раз по частям и принимая во внимание, что каждый раз 
внеинтегральный член равен нулю, получим 



1
2 1)()!( dx
x
n

1
2
22
2
2
1)(
2
1)( dxxdJ n
nn
n
n
n
n  
или 



1
2
22 1)()!(2
)!2(1)( dxx
n
nJ nnn
1n
. 
Известно, что 
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)
1
1

 12(53
24221)(1)( 2 

n
ndxx nn 
 , 
и предыдущая формула окончательно дает 
12
2)(
1
2
 ndxxPn
1
. 
Таким образом, мы имеем 






 .,12
2
,0
)()(
1
1
nm
n
nm
dxxPxP mn  (4) 
Рассмотрим теперь разложение произвольной функции f (x) в ряд по 
полиномам Лежандра 

0
)(=)(
n
nn xPaxf . (5) 
Коэффициенты an этого разложения могут быть определены на основании 
свойств ортогональности полиномов Лежандра. Действительно, умножая (5) 
на Pm(x) и интегрируя по отрезку [1, 1], получим 



1
)()(
2
12 dxxPxfna nn
1
. (6) 
Полиномы Лежандра образуют на отрезке [1, 1] полную систему. Это 
следует из того, что любой многочлен Qn(x) степени n можно представить в 
виде линейной комбинации полиномов Лежандра порядков от 0 до n. 
26. Важные формулы для полиномов Лежандра 
Отметим, что помимо формулы Родрига (24.11), полиномы Лежандра 
могут быть также представлены интегралами. Существует интегральная 
формула Шлэфли 
dz
xz
z
i
xP nn
n
L
n 1
2
)(2
1)(
2
1)( 

  , (1) 
где L  произвольный контур, охватывающий точку x. Доказательство этой 
формулы базируется на теореме о вычетах из курса теории функций ком-
плексного переменного. 
 
 90
Из формулы Шлэфли можно получить формулу Лапласа 


 2 )  cos1(1)( dxxxP n 0n



 
,0)()(
),2,1(0=)(2)()1(
01
1
xxPxP
nnxPn n 
. (2) 
Приведем следующие рекуррентные формулы: 
  ()()1 1 xnPxPx nn  (3) 
dx
xdP
x
dx
xdPx nn )(2
)()( 11  
dx
dP
xP nn )(   , (4) 
dx
xdP
dx
xdP
xxnP nnn
)()(
)( 1 , (5) 
dx
xdP
dx
x n )()( 11  dPxPn nn )()12(  . (6) 
Последняя формула справедлива и при n = 0, если положить dP1(x) / dx = 0. 
Из формулы (6) следует 
dx
xdP
dx
xdP
xPk nn
n
k=
k
)()(
)()12( 1
0
  . (7) 
Приведем еще одну важную формулу 
)11(  
,1  при)(
,1
21
1
0
1
0
2







 



  при)(
 
 x
z
z
xPzzx
n
n
n
n
zzxP nn
. (8) 
Функцию 2211 zzx   называют производящей функцией для 
полиномов Лежандра. 
27. Сферические функции 
Сферические функции широко используются в математической физи-
ке. Они возникают в уравнениях, содержащих оператор Лапласа, когда по-
следний записывают в сферической системе координат. 
Рассмотрим простейшее уравнение, содержащее оператор Лапласа 
U = 0. (1) 
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Оно является предельным случаем уравнения Гельмгольца при k = 0. Так как 
параметр k пропорционален частоте , то уравнение Лапласа описывает 
электростатические и магнитостатические поля. 
Произведем разделение переменных в уравнении (1) по формуле 
U = R(r) Y() . (2) 
Подставляя (2) в уравнение (1), получаем 
0
2 RRdrrdr
 dd , (3) 
0
sin
11
2
2
2 


  YYsin 
sin 


 
 Y , (4) 
где   постоянная разделения. Функции Y(), удовлетворяющие уравне-
нию (4) получили название сферических функций. 
Решение уравнения (4) также будем искать методом разделения пере-
менных. Подстановкой 
Y() = P( (5) 
уравнение в частных производных (4) приведем к системе двух обыкновен-
ных дифференциальных уравнений: 
02  mm md
2
2d , (6) 
0
sin
sin 
sin 
1
2
2







 P
mP
d
d
d
d
. (7) 
Однозначные непрерывные периодические решения уравнения (6) получают-
ся только при целых значениях константы m. Каждому такому значению от-
вечает решение 
m() = cos m, m() = sin m, m = 0,1,2,… . (8) 
Займемся уравнением (7). Подстановкой 
z = cos (9) 
приведем его к виду 
0
1
)1( 2
2
2 





  P
z
mP
zd
dz
dz
d . (10) 
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Сделаем в уравнении (10) новую подстановку: 
P(z) = (1 z2) m /2 y. (11) 
Тогда функция y(z) будет удовлетворять уравнению 
      0)1(121 222  ymmydzdzmydzdz . (12) 
Чтобы найти его решения, обратимся к уравнению Лежандра 
0)( 

nPzd
d 1()1 2 
 n nnPdz
dz . (13) 
Продифференцируем его m раз по z. Воспользовавшись формулой Лейб-
ница 
  
 

k
knk
k
nn zdzd
Czfzf
zd
d
0
21
21 )()(
n knkn zfdzfd )()( , (14) 
где биномиальные коэффициенты 
!
)1()1(
k
knnnC kn
    , (15) 
получаем 
  0))1( 2
2
2  

m
n
m
m
n
m
zd
Pd
zdzd
Pdz 1()1()1(2 1
1
 

m
n
m
mmnnPdzm . (16) 
Сравнивая уравнения (16) и (12), видим, что при 
 = n( n + 1) (17) 
и целых m функции 
)()( zPdzy
m
  (18) 
dz nm
являются решениями уравнения (12). 
Мы ищем функции Y(,), ограниченные во всем диапазоне углов, в 
том числе и при cos = 1. Поэтому функции y(z) вместе с функциями Pn(z) 
должны быть ограничены при z = 1. Это возможно только при целых значе-
ниях n, так как только в этом случае ограничены решения уравнения Лежан-
дра (13). 
Подставляя (18) в (11), находим решения уравнения (10): 
Pnm(z) =   )(1 22 zP
dz
dz nm
mm . (19) 
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Возвращаясь от z к переменной , получаем искомые решения уравнения (7): 
) (cos
) (cos
  sin) (cos  nm
m
m
nm Pd
dP
  ,  ... ,3 ,2 ,1 ,0     , , ,2 ,1
, sin  ) (cos ,  ...   ,  cos ) (cos  ), (cos       


. (20) 
Так как полиномы Лежандра Pn(cos) представляют собой полиномы степе-
ни n от cos, то функции Pnm(cos) также являются полиномами от cos и 
sin, причем 
Pnm(cos) = 0  при m > n. (21) 
Функции Pnm(cos) получили название присоединенных функций Ле-
жандра. 
Таким образом, для каждого n мы получили (n+1) частных решений 
уравнения (7): Pn(cos), Pn1(cos), … Pnn(cos), соответствующих значени-
ям m = 0, 1, 2, … . Комбинируя эти решения с решениями (8), получим (2n+1) 
сферических функций Ynm(,): 
  
nnm
mPmPP nmnmn

 

 n
m
nmmmnn PmbmaPaY
1
0 ) (cos sin    cos) (cos=),(
 (22) 
являющихся частными решениями уравнения (4). Эти (2n+1) сферических 
функций линейно независимы, так как линейно независимы множители 
cos m, sin m (m = 0, 1, 2, … , n). Функции Pn(cos) получили название зо-
нальных, а функции Pnm(cos) cos m и Pnm(cos) sin m  тессеральных 
сферических функций. 
Таким образом, любую сферическую функцию Yn()  можно пред-
ставить в виде линейной комбинации найденных линейно независимых ре-
шений (22): 
, (23) 
где a0, am, bm  постоянные. 
Вернемся к уравнению (3) для радиальной функции R(r). Для значений 
, выражаемых формулой (17), его решение имеет вид 
1nn)(  nn r
B
rArR , (24) 
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где An и Bn  константы. При An = 0 получаем следующее решение уравнения 
Лапласа (1), ограниченное в бесконечности 
1
),(
=),,( 
 nnr
YrU . (25) 
Очевидно, что мы исчерпываем все функции Yn(), входящие в решение 
(25) уравнения Лапласа (1). Поэтому сферические функции Yn(), являю-
щиеся решениями уравнения 
  01
sin
1sin 
sin 
1
2
2
2 








 YnnYY , (26) 
образуют полную систему функций в интервалах 0      0    . 
Уравнение (26) называют уравнением сферических функций. 
28. Ортогональность сферических функций 
Покажем, что построенные сферические функции ортогональны на по-
верхности  любого шара с центром в начале координат, то есть интеграл от 
произведения двух различных функций (27.23) по поверхности  равен нулю. 
Начнем со сферических функций разных  порядков. Пусть Yk() и 
Ym() — две такие функции (k  m). Функции 
uk = r k Yk()  и  um = r m Ym() , (1) 
как следует из формул (27.2), (27.24), являются решениями  уравнения Лап-
ласа (27.1). Они конечны в любой ограниченной области. Функции, являю-
щиеся решениями уравнения Лапласа называют гармоническими функ-
циями. 
Рассмотрим интеграл 

 







 dS
n
u
u
n
u
uI km
m
kkm . (2) 
Здесь дифференцирование производится по нормали n к поверхности интег-
рирования , совпадающей с радиусом r, то есть n  r. Подставляя (1) 
в (2), получаем 
  

 dSmI mkkm ),(( 1  YYrk mk ),() . (3) 
С другой стороны, используя формулу Грина 
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 dVvuuvdS
n
vu
n
uv
V
 







 
, (4) 
изучаемую в теории кратных интегралов, и свойства функций (1), выра-
жаемые формулой (27.1), имеем 
Ikm = 0. (5) 
Сопоставляя (3) и (5) и учитывая неравенство k  m, получаем условие орто-
гональности 
0),(),( 

dSYY mk . (6) 
В случае функций одного порядка (k = m) ортогональность функций (27.22) 
возникает как следствие ортогональности множителей 
1, cos, sin, cos 2, sin 2, …, cos n, sin n 
в интервале (0, 2). 
Приведем без вывода значения интегралов от квадратов сферических 
функций 
 
  ,
)!(
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12
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,
12
) (cos
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2
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mn
n
rdSmP
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
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 
 ) (f
4 22 r
 (7) 
где r  радиус сферической поверхности . 
Из формул (7) следует, что в разложении в ряд 
 
 
 
1 1
000 (cossin  cos) (cos), 
n
n
m
nmnmnmnn PmbmaPaa  (8) 
произвольной функции f ( коэффициенты вычисляются по формулам: 
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
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29. Электромагнитные волны в сферической системе координат 
Найдем возможные типы электромагнитных волн в сферической сис-
теме координат: 
x = r sin cos, y = r sin sin, z = r cos. (1) 
Параметры Ламе в этой системе (см. (10.30) выражаются функциями 
hr = 1, h = r, h = r sin. (2) 
Решение будем искать в виде суперпозиции полей электрического и 
магнитного типа, компоненты которых (см. (23.15)(23.19), (23.24)(23.28) 
выражаются через функции U и V формулами: 
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При этом функции U и V удовлетворяют (см. (23.22) и (23.29) уравнениям 
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Так как формулы (3)(10) получены при условии, h3 = 1, а согласно (2) 
hr = 1, то координаты пронумеруем в следующем порядке 
x1 = , x2 =  , x3 = r. (11) 
Учитывая (2) и (11), формулы (3)(10) перепишем в виде 
V
r
kZi
U
rr
E c 


 sin  
1 2 , (12) 
V
r
kiZ
U
rr
E c 



2
sin  
1 , (13) 
V
rr
U
Zr
ikH
c 




21
sin  
, (14) 
V
rr
U
rZ
ikH
c 



2
sin  
1 , (15) 
Uk
r
Er 

2
2
 2 , (16) 
Vk
r
Hr 


 
 22
2
, (17) 
0
sin 
1sin 
sin 
1 2
22
2


















 UkUU
r
U
r
, (18) 
01sin 1 222
2
 


 


  VkVVV
sin sin     rr
, (19) 
где k 2 = 2,  ~cZ . В формулах (16) и (17) были учтены уравнения 
(18) и (19). Заметим, что уравнения (18) и (19) не являются уравнением 
Гельмгольца. Однако подстановкой 
U = rU, V = rV (20) 
уравнения (18) и (19), благодаря соотношению 
  







 U
r
r
rr
Ur
rr
2
22
2 11 , 
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приводятся к уравнению Гельмгольца 
02  UkU , (21) 
02  VkV , (22) 
где оператор Лапласа в сферической системе координат (см. (10.38) имеет 
вид 
2
2
22
2
2 sin
1sin 11 




 


 


r
r
rr 2sin    rr
. (23) 
ФункцииU иV получили название потенциалов Дебая. 
Уравнения Гельмгольца (21) и (22), записанные в сферической системе 
координат, будем решать методом разделения переменных. Поэтому иско-
мые функции представим в виде 
),()(,  YrRVU . (24) 
После подстановки (24) в (21) и (22) получаем 
0
sin
11
2
2
2
222 

 



 

 

 YY
Y
rkR
dr
dr
dr
d
R
sin 
sin 
11    . (25) 
Здесь первое слагаемое в левой части зависит только от координаты r, а по-
следнее – только от  и . Поэтому равенство может удовлетворяться при 
всех r,  и  только тогда, когда каждое из слагаемых постоянно, то есть 


 2221 rkR
dr
dr
dr
d
R
, (26) 












 YYY 22sin
1sin 
sin 
11 2 , (27) 
где   постоянная разделения. Отсюда получаем два уравнения: 
  0222  RrkRdrdrdrd , (28) 
0
sin
1sin 
sin 
1
22 

 
 YYY
2  . (29) 
Таким образом, уравнение Гельмгольца (25) для потенциала Дебая, за-
писанное в сферической системе координат, мы свели к обыкновенному 
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дифференциальному уравнению (28) для радиальной функции R(r) и к урав-
нению в частных производных (29) для функции угловых координат Y(). 
Уравнение (29) нам уже известно. Оно является уравнением для сфери-
ческих функций. При  = n(n+1) сферические функции Ynm() ограничены в 
особых точках cos = 1. 
Перейдем к уравнению (28). При  = n(n+1) с помощью подстановки 
)(1=)( rw
r
rR  (30) 
оно преобразуется в уравнение Бесселя полуцелого порядка ( 21 n ): 
0
)(1
2
2
2
1
2
2
2



  w
r
n
k
dr
dw
rdr
wd . (31) 
Поэтому решения уравнения (28) выражаются через цилиндрические функ-
ции полуцелого порядка: 
)(1
2
1 krZr n
)(rR  . (32) 
Вместо цилиндрических функций полуцелого порядка )(
2
1 xZn  часто исполь-
зуют функции 
zn(x) = )(
2 2
1 xZx n
 , (33) 
которые называют сферическими  функциями  Бесселя . Эти функции 
удовлетворяют уравнению 
01 22  nzxdxxdx
)1(22   nn nndzzd . (34) 
Сферические функции Бесселя, как и цилиндрические функции, могут 
быть четырех родов. Их обозначают теми же буквами, что и цилиндрические, 
но только не прописными, а строчными (маленькими). Эти функции выра-
жаются через элементарные функции формулами: 
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,e)(,e)(,  cos)(
,e)(,e)(,sin )(
)2(
1
)1(
11
)2(
0
)1(
00
x
xh
x
xh
x
xxj
x
ixh
x
ixh
x
xxj
ixix
ixix





 (35) 
...),2,1=(  )(1)(=)(  ,sin 1)( 1
1 nxjxn
x
x
dx
d
x
xxj n
n
n
n
n
n 

  , (36) 
)()()(1)(1 xzdx
dxz)(   ),( 1 x
nz
dx
dxz xzx
x
nxz nnnn 
)(x )((2) xHn
nn  . (37) 
Поведение сферических функций jn(x), nn(x), h0(1)(x), h0(2)(x) в нуле и в беско-
нечности подобно поведению функций Jn(x), Nn(x), , . (1)Hn
Итак, учитывая формулы (24), (32) и (33), получаем частные решения 
для потенциалов Дебая: 
)( cos ) (cos)(, mnmn mPkrzVU  . (38) 
30. Сферический резонатор 
Сферическую полость в проводящем материале называют сфериче-
ским резонатором. Найдем возможные типы электромагнитных колеба-
ний в таком резонаторе. Пусть его радиус r = r1. Граничные условия для тан-
генциальных компонент электрического поля имеют вид 
E | r = r1 = E |r = r1 = 0. (1) 
Подставляя (29.12), (29.13) и (29.20) в (1), получаем граничные условия 
для потенциалов Дебая: 
0
 UU
rr
, (2) 
0V . (3) 
Подставим теперь частные решения (29.38) для потенциалов Дебая в 
граничные условия (2) и (3): 
0)()( 111  rkzrkzrk lnlnl , (4) 
0)( 1 rkz ln , (5) 
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где l = 1, 2, 3, …  порядковые номера решений. Из выражений (29.35) 
(29.37) видно, что сферические функции третьего и четвертого рода  и 
 не имеют нулей и потому они не могут удовлетворять граничным усло-
виям (4) и (5). Нули имеют только сферические функции первого и второго 
рода jn и nn. Однако функции nn подобно функциям Неймана Nn обращаются 
в бесконечность при r  0. Поэтому из всех сферических функций выбираем   
jn. В результате уравнения (4) и (5) принимают окончательный вид: 
)(1
nh
)(2
nh
0)()( 111  rkjrkjrk lnlnl , (6) 
0)( 1 rkj ln . (7) 
Уравнение (6) определяет волновые числа k l  и, следовательно, резонансные 
частоты  l  для колебаний электрического типа. Уравнение (7) определяет те 
же величины, но для колебаний магнитного типа. 
Полагая 
)( cos) (cos) nm mPr( mln kjU  , (8) 
запишем компоненты полей для колебаний электрического  типа (U  0, 
V = 0): 
)(cos ) (cos)( mnmln
l mPrkj
r
k
E 
 , (9) 
)(
sin 
1)( mln
l mrkj sin) (cosnmPr
k
mE  , (10) 
)(sin) (cos
sin 
1)( mnmln
l
c
mPrkj
r
k
Z
miH  , (11) 
)
c
k
Z
iH (cos ) (cos)( mnmln
l mPrkj
r


  )(cos) (cos)()(2 mnmlnlnr mPrkjrkjkE 
, (12) 
, (13) 
Hr = 0. (14) 
Полагая 
)(cos) (cos)( mnmln mPrkjV  , (15) 
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аналогичным образом можно получить компоненты полей для колебаний 
магнитного  типа (U = 0, V  0). 
матривали решение задач, которые описываются 
уравн
боковая поверхность которого тепло-
изолирована. Эта задача формулируется следующим образом. 
Найти ограниченную функцию u(x, t) ( t  0, -<
роводности 
31. Распространение тепла в неограниченном стержне 
До сих пор мы расс
ениями в частных производных гиперболического  типа. Перейдем 
теперь к решению задач, описываемых дифференциальными уравнениями 
параболического типа. 
Рассмотрим решение задачи Коши о распространении тепла в неогра-
ниченном  однородном  стержне, 
x < ), удовлетворяю-
щую уравнению теплоп
),0(      2
2  xtuau  (1) 
2


t
ч
u| t =0
айдем сначала частные решения вида 
) X
 обыкновенных дифференциальных урав-
T (t) + a  T (t) = 0, X (x) + X(x) = 0, (4) 

 xBtxu a   sin )(e),( 2 , (5) 
справедливое при любом значении а . Общее ре
(1) бу
 

 dx  sin  . (6) 
Выберем A() и B() так, чтобы  нач
Подставляя (6) в (2), получаем 
 x
и на альному условию 
=  (x) (-< x < ) . (2) 
где  (x)  непрерывная ограниченная функция. 
Н
u = T(t (x). (3) 
Подставляя (3) в (1), получаем два
нения: 
2 2 2
где    постоянная разделения. 
Согласно (3), (4), получим частное решение 
xAt   cos)(2
параметр шение уравнения 
дет иметь вид 

 txu tae),( 22  BxA )( cos )(
 выполнялось альное условие (2). 
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 

С другой стороны, выразим функцию  (x) через ее интеграл Фурь
 dxBxAx  sin )( cos)()( . (7) 
е: 
.sin )(sin  
2
)( cos)(
2
1)(
 
 











dxdxxxxdx
xdxxxdx
 (8) 
Сравнивая (7) и (8), находим 
cos)( cos1
   xx



 xdxxBxdxxA sin )(2
1)(, cos)(
2
)( . (9) 
Подставляя (9) в (6), получаем: 

1
.
)( cose )(
2
1),(
0
22
 
 








xdxxxd
xdxxxdtxu ta
 (10) 
Изменив 
)( cose )(1
22    ta
порядок интегрирования, получаем: 
xddx 
) . (11) xxtxu ta  
   ( cose)(1),(
22  
у , положим 
 0
тренний интеграл можно вычислить. ДействительноВн
zx-xzta  )(, . (12) 
Откуда 
tata
xxdzd  , . 
Поэтому 
)( cose)( cose
00
  11 222 
   zta J
ta
dzz
ta
dxx . (13) 
Дифференцируя интеграл J() по параметру  , найдем, что 

  2z  sin e)( dzzzJ . 
Интегрируя теперь
0
 по частям, получаем 
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)(
2
 cose
2
)(
0
2  

 JdzzJ z . 
Отсюда 
4
2
e )(
 CJ . 
Чтобы найти постоянную C, полагаем здесь  = 0. Это дает 
2
e)0(
0
2  
  dzJC z . 
Поэтому 
4
2
e
2
)(
J  
и, в силу (13), 
tata
ta
dxx 2
22
4
0
e
2
)( cose
   . (14) 
Подставляя (14) в (11), получаем искомое решение задачи 
xx 2)( 



 

ta
xtxu ta
xx
2
2
4
)(
e
2
)(),( xd . (15) 
Нетрудно видеть, что функция 
ta
xx
txv 2
2
4
)(
1

ta
e
2
),(   (16) 
является решением уравнения (1). Функцию (
воряет условию 
(),(lim
0
txu
t
16) называют фундаменталь-
ным решением  уравнения теплопроводности (1). 
Убедимся, что полученное решение (15) удовлет
)x . (17) 
ю переменную интегрирования Для этого введем нову
a2
xx  . 
Произведя выкладки 
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,)()()2( xdax 
 


 
elim)2(
e
22
dax
d
t
t
 

 

 
убеждаемся в справедливости  мы учли одно из пред-
ставлений для дельта-функции: 
)2(lim),(lim
2
00
axtxu
tt
 
 


 равенства (15). Здесь

2 2() elim 
 . 
Выясним физический смысл фундаментального решения (16) уравне-
ния теплопроводности (1). Пусть функция начального 




.  при0
,  при
)(
0
00
h|xx|
h|xx|u
x
распределения темпе-
ратур
 (18) 
Физически можно представить, что участку длиной 2
тепла Q = 2 v
удельная 
В послед температуры, со-
ы 
h сообщили количество 
, c   объемная hS cv u0, где S   поперечное сечение стержня
теплоемкость. 
ующие моменты времени распределение 
гласно формуле (15), будет иметь вид 
.e
22
1 0
0
2
2
4
)(





hx
hx
ta
xx
v
xd
tacSh
Q
Если теперь мы будем уменьшать h до нуля, а количество тепла Q  сохранять 
точечного источника те-
пла Q, помещенного  в в точке x = x0. От дейст-
вия такого источника тепла распре
ры 
e
2
),(
0
0
2
2
4
)(
0




hx
hx
ta
xx
xd
ta
u
txu
 (19) 
прежним, то придем к понятию мгновенного 
момент времени  t = 0 
 в стержне получается деление температу-
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




ta xd24 . (20) 
hx
hx
xx
hv htacS
Qtxu
0
0
2)(
0
e
2
1lim
2
),(
Испол
a
(21) 
ьзуя теорему о среднем 
)( где),()()( 11 bxaxfabdxxf
b
 , 
выражение (20) приводим к виду 
ta
xx
v tacS
Qtxu 2
0
4
(
e
2
1),(

 . (22) 
Таким образом, фундаментальное решение (16) дает распределение 
температуры, вызываемое мгновенным точечным источником
2)
 тепла Q = S cv , 
помещенным в на
ние тепла в полуограниченном стержне 
Рассмотрим зад
. Пусть конец x = 0  
поддерживается при заданно
чение уравнения 
чальный момент t = 0 в точке x = x0 стержня. 
32. Распростране
ачу о
рхность которого тепло изолирована
 распространении тепла в полуограниченном 
стержне, боковая пове
й температуре, которая может изменяться с те-
м времени. Тогда задача сводится к решению 
)0,0(  xtu  (1) 2 xt
2
2  au
при граничном условии 
u| = (t) ( t > 0) (2) 
и начальном условии 
u| t = 0 =  (x) ( x0). (3) 
Решение задачи будем искать суммы: 
x = 0
 в виде 
u = v + w, (4) 
где v  и w  решения следующих задач: 
)(,0, 002
2
2         xvv
x
va
t
v
tx 


 , (5) 
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0 ),(  ,2
2
2     


x wtwx
wa
t
w
00       t . (6) 
Решим сначала зад е э
ного стержня. Для этого 
формулу (31.15) 
ачу (5). Решени той задачи может быть получено 
из решения (31.15), найденного для неограничен
перепишем в виде 
 




4
)(
4
)(
2
2
2
2
e)(e)(
2
1),( xdx-x
ta
txv ta
xx
ta
xx
. (7) 
Решение (7) будет удовлетво
разом: 
 (x) = – (–x), ( x < 0). (8) 
Подставляя (8) в (7), получим решение задачи (5): 
 
0
рять граничному условию, если функцию  (x) 
доопределим следующим об

  








 0
4
)(
4
)(
2
2
2
2
ee)(
2
1),( xdx
ta
txv ta
xx
ta
xx
В случае, когда начальная температура постоянна, то есть 
v | t =0 =  (x) = v0, (10) 
решение (9) принимает вид
 . (9) 
 
,)
2
( 
ta
erfe2
2
0
0
0
0
2
22
xvdv
ta
ta






 

ee),( 4
)(
4
)(
0 22 xdvtxv ta
xx
ta
xx
  
 
2
x
  (11) 
где 
erf (x)  
 d
0
e  (12) 
 специальная функция, называемая функцией ошибок, или интегралом  
вероятностей. 
Перейдем теперь к решению задачи (6). Начнем с частного случая 
(t) = 1. Видно, что функция 
x 22
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)
2
(erf1),(
ta
xtxw   (13) 
будет решением задачи (6) для этого частного случая. 
времени t =  бу-
дет w = 0
Пусть теперь температура  на конце стержня поддерживалась до мо-
мента времени  равной нулю, а затем равной единице. Решение для этого 
случая обозначим через w(x, t). Очевидно, что до момента 
. После же этого момента времени функция w  совпадет с решением 
(13), если в нем заменить t  на t. Это дает нам 
 2 -ta
4) 
Если же в промежутке времени от  до + d поддерживать температуру 
w(x, t) = w(x, t) w+(x
Действительно, каждая из функций удовлетворяет дифференциальному 
  .  при)(erf1),( txtxw  (1
 0  при0 t
 = 1, а все остальное время —  = 0, то распределение температуры вдоль 
стержня будет следующим 
, t) . (15) 
уравнению, а их разность удовлетворяет начальному и граничному условиям. 
При малой продолжительности d формулу (15) можно записать как 

 dtxw ),( . (16) 
Если же в промежутке времени от  до + d на границе стержня поддержи-
ие температуры будет 
w
вать температуру () , а не 1, то распределен

  dwtxw )(),( . (17) 
Ясно, что если поддерживать температуру на границе стержня при всех зна-
ожив все эффекты (17). 
Поэтому распределение температуры будет 
чениях  от 0 до t, то полный эффект мы получим, сл

0

 
t
d
w
txw )(),( . (18) 
Учитывая (14) и (12), окончательно получим 
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 


t
ta
x
ta
xtxw
0
)(4
2/3
2
2
e
)(
)(
2
),( . (19) d
Введем вместо  новую переменную интегрирования 
t
xz . 
Тогда формулу (19) перепишем в виде 
a2

  z dzxttxw 22
2 2
e)(2),( . (20) 
ta
x za
2
4
При x = 0  мы получим 
)(e2)(),
0
2
tdztt z  

0(w  , 
етворяет граничному условию (2). 
1. Рассмотрим распростра
то есть решение (20) удовл
33. Распространение тепла в ограниченном стержне 
нение тепла в стержне, концы которого под-
держиваются при нулевой температуре. Задача состоит в отыскании решения 
уравнения теплопроводности 
2
2 ua
t
u
  (1) 
2
x
при граничных условиях 

u|x = 0 = 0, u|x = l = 0 (2) 
и при начальном условии 
(3) 
Согласно методу Фурье решение
(4) 
Подставляя (4) в (1), получаем два уравнения: 
T (t) + a22T(t) =
X (x) +2X(x) = 0. (6) 
u| t =0 =  (x). 
 ищем в виде 
u = T(t) X(x). 
0, (5) 
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Решения уравнения условию (2), имеют 
вид 
 (6), удовлетворяющие граничному 
l
xX xn sin)( . (7) 
При этом постоянная разделения принимает значения 
. (8) 
Значениям  = n  соответствуют решения уравнения (5): 
n = n/l
t
an 2 
l
nn AtT e)(  . (9) 
Итак, все функции 
l
удовлетворяют уравнению (1) и граничным условиям (2) при любых посто-
янных An. Поэтому решение задачи запишем в в
xnAtxu
t
l
an
nn
 

 
sine),(
2
 (10) 
иде 




 
1
sine),(
n
t
l
n l
xnAtxu . (11) 
Требуя выполнения начального условия (3), получим 
 2an
 xn


1
sin)(
n
n l
Ax . (12) 
Написанный ряд представляет
Его коэффициенты определя-
ются по известной формуле

 собой разложение заданной функции  (x) в 
ряд Фурье по синусам в промежутке от 0 до l. 
 
 
l
n dxl
xnx
l
A
0
sin)(2 . (13) 
2. Рассмотрим распространение тепла в стержне, концы которого нахо-
дятся при заданных переменных температурах. Эт
нию уравнения теплопроводности (1) при граничных условиях 
x = 0 1 u| x = l = 2(t) (14) 
и при начальном условии 
u| t =0 =  (x). (15) 
а задача сводится к реше-
u| =  (t),
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Решение ищем в виде ряда 



1
sin)()
n
n tT
 ,(
l
xntxu , (16) 
где 
 
l
n dxl
xntxu
l
tT
0
sin ),(2)( . (17) 
Интегрируя два раза по частям, получим 
   
l
n
n
ltlu 22
2),()1 n dxl
xn
x
utu
n
tT
0
2
2
sin(),0()( . (18) 
 граничным условиям (14), то 
2
Так как u(x, t) удовлетворяет уравнению (1) и
   
l
n n
t
u
an
lt
0
2222 sin
2)()1( n dxl
xt
n
tT 1 )(
2)( . (19) 
Дифференцируя теперь выражение (17) по t, получим 
 
l
n dxxnu
td
tdT
sin2
)(
. (20)  ltl 0
Исключая интеграл из равенств (19) и (20), получаем ее уравнение 
для определения коэффициентов Tn(t): 
 следующ
 )()1()2)( 212 22 ttl antTl antd nn   . (21) 
Общее решение этого уравнения имеет вид 
(
)(tdTn 
 



 n d
l 0
21 )()1()( , (22) 
где, очевидно у условию (15), 
требуем


   

 

  t
l
an
n
t
l
an
n
anCtT 2
2
e2e)(
22
, Cn = Tn(0). Чтобы удовлетворить начальном
 выполнения равенства 
)(sin)0()0 ,(
1
x
l
xnTxu
n
n  

 
и, следовательно, 

 
l
nn dxl
xnx
l
TC sin)(2)0( . (23) 
0
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Таким образом, реше
( ых x1,x2 x
нием задачи (1), (14)(15) будет ряд (16), где Tn(t) 
определяются равенствами (22) и (23). 
34. Инт ьные преобразования 
Пусть f x1,x2,…,xn) есть функция n переменн ,…, n. Преобра-
зование 
еграл
 

b
njj
dxxxxKxxxxxf
xxxxxf
, )( ) ,(), ... , , ,, ... ,(
), ... ,,,, ... ,( 111
 (

a
jj 111
по которому функции f (x1,x2,…,xn) ставится в соответствие функция 
n
1) 
), ... , , ,, ... ,( 111 njj xxxxxf  , называют интегральным  преобразованием 
по переменной x = xj. Переменную x  называют переменной преобразо-
вания. Интегральное преобразование (1) определяется пределами преоб-
разования a и b, ядром ),( xxK  и весовой функцией (x). Пределы a и b 
могут быть бесконечными. Свойства функций 
 
) ,( xxK  и  (x) будут 
установлены ниже. Функцию f  называют интегральным преобразова-
нием, а также изображением, трансформантой или образом функции  
f. Фун и кцию f часто называют оригиналом или прообразом функци f . 
Преобразование, которым функция f  снова преобразуется в функцию 
f, называют обратным интегральному преобразованию (1). При этом само 
преобразование (1) называют прямым. 
Для практического применения интеграль
чтобы существовали обратные преобразования, устанавливающие взаимно 
однозначное соответствие
ных преобразований важно, 
 между функциями f и f . Идея применения 
интег
алгебраическое
 преобразованной задачи, с помощью обратного преоб-
разования получить решение исходной задачи. 
Приведем часто встречающиеся интегральные преобразования. 
1. Синус-преобразование Фурье
ральных преобразований состоит в том, чтобы выбором подходящего 
преобразования заменить дифференциальное уравнение на . 
Затем, найдя решение
 и обратн
даются формулами 
ое ему преобразование за-
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


0
 )(sin )()( dxxxfxf x , (2) 


 0
 )(sin )()( xdxxxfxf . (3) 
2. Косинус-преобразование Фурье
2
 и 
задаются формулами 
обратное ему преобразование 


 )( cos )()( dxxxxfxf
0
, (4) 


 0
Синус-преобразование и косинус-преобразование Фурье используются для 
функций f (x), заданных
 )( cos )()( xdxxxfxf . (5) 2
 в интервале от 0 до . 
3. Преобразование Фурье и обратное ему преобразование задаются 
формулами 



 dxxfxf xxie )()( , (6) 



 xdxfxf xxie )(
2
1)( . (7) 
Преобразование Фурье используется для функций f (x), заданных в интервале 
от - до . 
4. Преобразование Лапласа и обратное ему преобразование задают-
ся формулами 

 
0
e )()( dxxfxf xx , (8) 



ir
xx xdxfxf e )(1)( . (9) 
 iri2
Преобразование Лапласа
вале от 0 до . Формулу
формулой  обращения
Все четыре 
нимы к дифференциальным  вторую производную 
по x. Кроме того применимы и к дифферен-
 используется для фу
 обратного преобразования
 Меллина. 
нкций f (x), заданных в интер-
 (9), где r > 0 , называют 
приведенные выше интегральны
 уравнениям, содержащим
преобразования Фурье и Лапласа 
е преобразования приме-
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циальным уравнениям с постоянными коэффициентами любой степени. Пре-
образование Лапласа применимо также для исключения первой производной 
по вре
разовани
мени в уравнении теплопроводности. 
5. Преоб е Меллина и обратное ему преобразование задают-
ся формулами 

 
0
1  )()( dxxxfxf x , (10) 

 



ir
ir
x xdxxf
i
xf  )(
2
1)( . (11) 
Преобр ения из диф-
 выражения вида x2 u+ xu. 
азование Меллина может быть использовано для исключ
ференциального уравнения
6. Преобразование Ханкеля и обратное ему преобразование задают-
ся формулами 



0
  )( )()( dxxxxJxfxf , (12) 


 (x
0
  ) )()( xdxxJxfxf . (13) 
1. Задача о токе в электрической 
35. Применение преобразования Лапласа 
цепи, содержащей последовательно 
соединенные индуктивность, емкость и с оти
I (t), удовлетворяющий закону Ома  
опр вление. Требуется найти ток 
constEERIdt
Ctd
L         ,
0
 (1) 
при начальном условии 
I | t  0 = 0. (2) 
Продифференцировав по времени, преобразуем интегро-диффе
уравнение (1) в дифференциальное уравнение. 
IId t
ренциальное 
012
2
 I
Cdt
dIR
dt
IdL . (3) 
Умножим обе части уравнения (3) на ept  и проинтегрируем по t от 0 до : 
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0 e   dtItp . (4) 1ee
000
2
2
 
  
C
dt
td
dIRdt
td
IdL pttp
Интегрируем по частям 
    1eee RdtdtdILpdtdIL ptptpt  0 00 0ICIRpI tt , (5) 
где 


 e)( pI   )( dttIpt  (6) 
 преобразование Лапласа
авив (2) в (1), получа-
ем начальное условие для производной тока 
0
 для функции тока I (t). 
Мы имеем начальное условие (2) для тока. Подст
L
E
dt
dI
t 0 . (7) 
Подставляя (2) и (7) в (5), получаем 
0e
0
 
 1 I
C
IRpdt
dt
dILpE pt . (8) 
тегрПосле повторного ин ирования по частям получаем 
EI
C
IRpILp  1 2 . (9) 
Отсюда находим трансформанту Лапласа для тока 
C
RpLp
EI
12
 . 

(10) 
Оригинал функции )( pI  обратное преобразова-
ние Лапласа 
 можно , выполнивполучить




i
i
ptdppI
i
tI e )( 
2
1)( . (11) 
Однако оригинал проще найти, если обратиться к  преобразований 
Лапласа, имеющейся в справочниках по математике. 
r
r
таблице
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f (t) )( pf  
nap )(
1
  )!1(
e1


n
t tan  
22
1
ap   a
atsin  
pke 1  
p 

t 2
  erfc  k
Для этого формулу (10) перепишем в виде 
  12 4 pppCLR
, (12) 
где 
2p
  11EI

 4 CLR 
 21 1 12 RLp , (13) 
  22
41 1
2
CL
L
Rp
 R
. (14) 
Тогда, согласно таблице преобразований Лапласа, 
 tptp
CLR
EtI 21 ee 
4
)(
2


 . (15) 
После подстановки в (15) выражений (13) и (14) получаем искомую формулу 
t
L
R
CR
L
t
L
R
CR
L
CR
L
R
EtI 2
1 1
41 
1 2
4
2
2
4
ee1)(



 . (16) 
Из формулы (16) видно, что в отсутствие емкости, то есть при C , реше-
ние имеет вид 


   tL
R
R
e1 . (17)  EtI )(
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2. Задача о нагревании полубесконечного тела. Требуется найти рас-
пределение температуры u(x, t) для полубесконечного тела, исходная темпе-
 у
ратура которого u = 0, а его левый конец в точке x = 0 поддерживается при 
постоянной температуре u0. Записываем равнение теплопроводности 
)0  ,0(      2
2
2 

 tx
x
ua
t
u  (18) 
и начальные и граничные условия 
0) ,(
0
ttxu , (19) 
00
) ,( utxu
x
 . (20) 
Применим преобразование Лапласа по перемен
вую и pt нтегрируем по t от 0 до : 
ной t. Для этого умножим ле-
 правую части уравнения (18) на e –  и прои

  


00
ee du
x
adt
t
u tppt

 2
2
2 t . (21) 
После интегрирования по частям получаем 
u
dx
d 22aup 2 , (22) 
где 

  tp
Общее решение уравнения (22) име

0
 ),(e) ,( dttxupxu . (23) 
ет вид 
x
p
x
p 
(24) 
Из условия  решения 
aa pBpAu  e )(e )( . 
ограниченности u  при x  следует A(p) = 0. Для на-
хождения величин ) применим преобры B(p азование Лапласа к граничному 
условию (20): 
p
udtupx tp
x
0
0
00
 e) ,(  u
 
 . (25) 
Подставляя решение (24) в граничное условие (25), находим 
p
u
pB 0)(  . (26) 
Таким образом, трансформанта Лапласа для функции температуры 
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x
a
p
p
u
pxu
 e ),( 0 . (27) 
Из таблицы обратных преобразований Лапласа находим, что 


t 

 k
p
pk
2
 erfce 1 , (28) 
где erfc(x)  дополнительная  ошибок дополнительный интеграл  функция  или 
вероятностей, определяемый формулой 

 

x dxx
2
e 2)( erfc . (29) 
x
Напомним (см. (32.12), что функцией ошибок или интегралом вероятностей 
называется функция 
)( erfc1e  2)( erf
2
xdxx x  
 . 
0
x
(30) 
Учитывая формулу (28), находим прообраз трансформанты Лапласа 


 


ta
xutxu
 2
 erf1 ) ,( 0 . (31) 
Другими словами, формула (31) является решением задачи о нагревании по-
лубесконечного тела. 
36.  Фурье 
Выясним, в каких случаях следует применять синус-преобразование 
Фурье, а в каких Интегрируя по частям, 
вычислим трансформанты  для обоих сл
Применение преобразований
случаях косинус-преобразование. 
 Фурье для второй производной учаев: 
  ,sin  cos 2
0
0
000
0
uppudxupxpupxp
xx
x



  


  (1) 
 cossin sin 2
2
dx
x
upxp
x
upxdx
x
upx 





 

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  .     cos sin 2
0
00 up
udxupxpupxp
x
u
xx 


 
 
sin   coscos
000
2
2
dx
x
upxp
x
upxdx
x
upx
x









0x x 




 

(2) 
-преобразование Фурье (34.2) следует 
Дирихле, то есть когда задано граничное 
условие для искомой функции. Косинус-
дует использовать при решении Неймана
ничное условие для производной
Сравнивая (1) и (2), видим, что синус
использовать при решении задач 
преобразование Фурье (34.4) сле-
 задач , то есть когда задано гра-
ой функции.  от иском
1. Задача о нагревании полубесконечного тела, которая была уже ре-
шена нами с помощью преобразования Лапласа. На этот раз решим ее с по-
мощью преобразования Фурье. Записываем уравнение теплопроводности 
)0  ,0(    2
2
2  xuau  txt  (3) 
и начальные и граничные условия 
0),(
0
ttxu , (4) 
00x
),( utxu  . (5) 
Применяя синус-  уравнениюпреобразование Фурье (34.2) к  (3), получаем 
upaupa
td
22
0
2  . ud (6) 
Далее производя последовательные выкладки 
tdud  , 
uupa  202 pa2
Ctupaupa  )(ln1 222 , 
C, 
получаем решение для  
pa 022
ln (a2 pu0  a2 p2u ) = –a2 p2 t +
 синус-трансформанты Фурье
tpaCupup e2  . (7) 
Испол
0. (8) 
22
0
C = pu
ьзуя начальное условие (4), из выражения (7) находим константу 
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Итак, окончательно получаем синус-трансформанты Фурье:  решение для 

tp 2 . (9) 
ание Фурье (34.3) дает искомую функцию 
температуры 

  a
p
u
tpu
2
e1) ,( 0
Обратное синус-преобразов
.
 2
 erf1 
 ta  (10)  )(sin  ) ,
 udppxtp( 2) ,( 0
0

 
 xutxu
2. Задача о колебании бесконечной струны. Записываем волновое 
уравнение 
)22 

xt
 (11) 
вместе с начальными условиями 
(      
2
2
2
 xuvu
)() ,(
0
xftxu
t
 , (12) 
0) ,( 0 

t
txu . (13) 
t
На бесконечном участке применяем комплексное преобразование Фурье 



 xutpu e )() ,( dxxpi . (14) 
Учитывая, что 
,e
 e e 
2
2
2
updxup
x
uip
x
udx
x
u
x
xpiipx














e dxxpi 
2 xpi



  (15) 
ет вид уравнение (11) после выполнения преобразования Фурье принима
uvp
t 2
При интегрирова
u 222  . (16) 
нии (15) по частям было учтено, что 
.0     ,0     
 uu
Общее решение уравнения (16) имеет вид 
 xx x
 (17) 
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pvtpBpvtpAtpu sin )(cos)(),( 
 начальные условия (12) и (13), находим функции 
. (18) 
Учитывая
.0)(    , )()(  pBpfpA
подстановки (19) в решение (18) получаем трансформ
 (19) 
После 
комой функции: 
анту Фурье ис-
pvtpftpu  cos )() ,(  . (20) 
Выполнив обратное преобразование Фурье, получаем решение задачи: 
   
    
 .)()(
2
1
2
ee )(
2
1
vtxfvtxf
xf
pxxvtipxxvti




  






 (21) 
Здесь при вычислении  следующее интегральное 
ельта-
x
 )(
2
1 xdxxvtxxvtxf  

2
dpxd 
e  cos )(
2
1),( dppvtpftxu ipx  

интеграла использовано
представление для д функции: 


2
 dpixpe 1 . (22) 
ывании стержня с одним теплоизолированным концом 3. Задача об ост
и одним излучающим концом. Записываем уравнение теплопроводности 
)0  ,(0   2
2
2 

 tlx
x
ua
t
u  (23) 
граничные условия 
0    ,00 

 



x
x hux
u
x
u  (24) 
l
и начальное условие 
)() ,(
0
xftxu
t
 . (25) 
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Так как в граничном условии (24) для левого конца стержня ( x = 0) за-
дано значение производной косинус-преобразование Фу-
рье. До сих пор мы  решались с п
тегральных преобразований с бесконечными пределами. В этой задаче 
будем использовать конечное  интегральное преобразование. Выполним 
, то используем 
рассматривали задачи, которые омощью ин-
его для второй производной искомой функции 
 
.sin   cos uppxpupx
x lxlx
 
sin   cos cos 
2
2
00
2
u
uppxuppx
x
dxpx
x
l



Видим, что конечное косинус-преобраз
0
 (26) 
2 uu
ll 
ование Фурье позволяет упростить 
уравнение (23) лишь в том случае, когда будет выполняться равенство 
0)(  tg 
 lx
plpu
x
. (27) 
u
Учитывая граничное условие трансцендентное уравнение 
h
 (24), получаем 
p pl )(tg  (28) 
 обеспечивающих выполнение 
равенства (27). 
Таким образом, уравнение теплопровод
для нахождения всех значений параметра p, 
ности (23) после выполнения 
конечного косинус-преобразования Фурье принимает вид 
upa
t
u 22
 . (29) 
Оно имеет решение: 
tpapAtpu
22
e )() ,(  . (30) 
Учиты (вая начальное условие (25), переписываем 30) в виде 
tpu
22
, (31) 
где 
apftp e )() ,( 

l
dxpxxfpf
0
  cos )()( . (32) 
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Получим обратное преобразование для конечного косинус-преоб-
разования Фурье 

l
dxpxxutpu   cos )() ,(
0
. (33) 
Для этого сначала докажем ортогональность функций cos px и cos px, когда p 
и p являются двумя ра уравнения (28). Вычисля
грал по частям 
зличными решениями я инте-
,  
 
2
2
000


 


 
ll
lll
dxxppxpxppxplppl
dxxppx
p
pxppx
p
dxxppx
 cos  cossin   cos cos sin 1
sin  sin  cos sin 1  cos  cos
00
2  ppp
находим 
I
 (34) 
lppl
pp
I 
plpplp   cos  cos22 . (35) 
Учитывая уравнение (28), получаем I = 0, что говорит об о
функций cos px и cos px. 
Вычислим теперь норму функции cos px: 
  tg  tg
ртогональности 
 
.  tg1
422
2
00
pll
p


Учитывая, что p  корень
tg122 plp 
2sin 1 2 cos11 cos2 plldxpxdxpx
ll
 
 (36) 
 уравнения (28), находим норму 
)( 2
 cos 22
0 hp
dxpx  . (37) 
Теперь разложим иско  cos px: 
)( 222 hhpll 
мую функцию в ряд по

p
. (38) 
Для нахождения коэффициентов  Ap умножим левую и правую 
иям p: 
p pxAtxu  cos) ,(
 разложения
части выражения (38) на cos px, проинтегрируем по x, а затем просуммируем 
по всем значен
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)(2
)()( 22
22
hp
hhplApu p 
  . (39) 
вания: 
Подставляя (39) в (38), получаем формулу для обратного интегрального пре-
образо
  pxhptputxu  cos)(2) ,() ,( 22 . (40) 
решение за-
дачи: 
p hhpl )( 22
е Учитывая формулу (31) для образа функции, получаем искомо
   hhpl )( 22 (41) 
где функция 
 tpa pxhppftxu  cos)( 2e )() ,(
2222
, 
p
)( pf  есть интеграл, выражаемый формулой (32). 
37. Ур ассона 
Уравнение Лапласа 
авнения Лапласа и Пу
02
2
2
32
2
2
2
 uuu  (1) 
1  xxx
и уравнение Пуассона 




2
3
2
2
2x
о потенциала в омическом 
. 
-
ление
2
2
1
2
x
uu
x
u  (2) 
относятся к дифференциальным уравнениям эллиптического типа. Они опи-
сывают такие процессы, как стационарное движение несжимаемой жидкости, 
стационарное распределение температуры, потенциал равновесно распреде-
ленных зарядов, распределение электрическог
проводнике при наличии стационарных источников электрического тока
При этом функция  описывает соответственно пространственное распреде
 источников жидкости, источников тепла, плотности зарядов и источ-
ников электрического тока. 
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38 Решения уравнений Лапласа и Пуассона как потенциалы 
Будем рассматривать решения уравнений
. 
Лапласа и Пуассона как по-
тенциалы зарядов. Начнем  — потенциал
ного  точечного  заряда  плотности такого заряда 
 
 с простейшего случая
. Функция объемной
а  единич -
имеет вид 
)( )( )()()( 1111 zzyyxx  rrr  , (1) 
где 1r   координата точечного заряда. Покажем, что потенциал единичного 
точечного заряда выражается формулой 
)(  1rr
  . (2)    
)()()( 4
1
 4
1)(
2
1
2
1
2
11
10 rr
rr  
 zzyyxx
ль и, сле-
довательно, уравнение Пуассона (37.2) совпадает с уравнением Лапласа 
(37.1). Для того чтобы удо
нию Лапласа (37.1), по координате x: 
Действительно, при 1rr    функция плотности (1) обращается в ну
 убедиться, что выражение (2) 
продифференцируем его дважды 
влетворяет уравне-
  25212121
2
111
102
2
)()()( 4
)()()2()(
zzyyxx
zzyyxx
dx
d

 rr 
22
. (3) 
Аналогичное дифференцирование по остальным координатам дает 
  25212121102 )()()4)( zzyyxdy  rr , (4) 
2
1
2
1
2
1
2 )()()2( zzxxyd 
( x
y

  25212121
2
1
2
1
2
1
102
2
)()()( 4
)()()2()(
zzyyxx
yyxxzz
dz
d

 rr  . (5) 
Складывая, левые и правые части уравнений (3)–(5), убе даж емся в том, что 
потенциал (2) удов  (37.1). 
Покажем, что и при 1rr
летворяет уравнению Лапласа   выражение (2) удо
1rr
влетворяет уравнению Пу-
ассона (37.2). Замечаем, что левая и правая части уравнения (37.2) после под-
становки в него выражений (1) и (2) устремляются к бесконечности при  . Остается доказать правильность выбранного коэффициента (4)1 в 
формуле (2). Для этого уравнение Пуассона (37.2
V, ограниченному сферой SR радиуса R с центром в точке 1r : 
) проинтегрируем по объему 
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 
VV
dVdV    )  ( div 0 . (6) 
Учитывая точечное распределение заряда (1) 
теорему о дивергенции  (Остроградского-Гаусса) 
и используя интегральную 
 
S
n
V
dSFdV  div F

, (7) 
равенство (6) переписываем в виде 
1
0
RS
dS
n
. (8) 
Наконец, подставляя (2) в (8) и учитывая, что /n = /R, получаем тожде-
ство 
1 
 4
1 




RS
dS
RR
, (9) 
что доказывает правильность коэффициента (4)1 и, следовательно, пра-
вильность формулы (2). 
Точечные заряды не  точечными источниками 
поля
иполь . Его можно рассматривать как два или несколько близко 
расположенных зарядов, 
рактеризуют векторной 
i
 являются единственными
 поля. Простейшим точечным  источником , не имеющим заряда, яв-
ляется д
суммарный заряд
величиной 
i
 которых равен нулю. Диполь ха-
iq rp
  , (10) 
называемой дипольным  моментом , где ir   радиус-  заряда qi ,  
причем 
вектор
0 
i
iq . (11) 
Потенциал диполя выражается формулой 
)(     )( )( 11011 rrrrprr
  
ла 
сумм
 . (12) 
Форму (12) получается из формулы (2) суммированием потенциалов всех 
точечных зарядов, образующих диполь. Причем при ировании предпо-
лагается, что 
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r
rr
rrrrrr 
 )( 
)()()( 000
 

j
jiji
ием произведения единичного потенциа-
ла точ
. (13) 
Потенциал зарядов, расположенных в объеме V с объемной плотно-
стью )(r , получается интегрирован
ечного заряда )(0 rr    на плотность зарядов )(r   по всему объему, 
занимаемому дами  заря
 

VV
VdVd-
   4
 )(  )( )()( 0 rr
rrrrr 
 
ерхно
. (14) 
Потенциал, выражаемый формулой (14), называют потенциалом  объем -
ного  распределения  зарядов . 
овПотенциал зарядов, расположенных на поверхности S с п стной 
плотностью )(rs , выражается поверхностным интегралом 
 

SS
s
Sd
Sd-
   4
 
  )( )()( 0 rr
rrrr s )(r

. (15) 
Потенциал, выражаемый формулой (15), называют потенциалом  про -
стого  слоя . 
Если во всем пространстве объем ая плотность зарядов 0)(н  r , а на 
поверхности S распределены дипольные моменты  с поверхностной плотно-стью )(rp s , то их потенциал выражается формулой 
 

S
s
)( 
(  )()( 00
rr
rpr


S
s Sdn
pSd  
 
 )( ) rrr

. (16) 
В формуле (16) учтено, что дипольный момент )(rp  s  в каждой точке r  по-
верхности S направлен вдоль нормали n . Потенциал, 
называют потенциалом  двойного  слоя . 
выражаемый формулой 
(16), 
жен-
ных в ограниченной области жет быть записан в виде суммы 
трех потенциалов (14)(16): 
Очевидно, что в общем случае потенциал любых зарядов, располо
 пространства, мо
 

VS
s
S
s Vd-Sdn
-
pSd-  )( )( 
 
)( 
 )( )( )()( 0
0
0 rrr
rr
rrrrr

. (17) 
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39. Двумерная теория потенциала. Логарифмический 
потенциал 
В некоторых задачах функция  (x, y, z) не зависит от координаты z. Эти 
задачи составляют содержание двумерной  теории  потенциала . Оче-
видно, что функция потенциала  (x, y, z) не будет зависеть от координаты z 
лишь в том случае, когда и функция плотности зарядов  (x, y, z), создающих 
этот потенциал, не будет зависеть координаты. Отсутствие зависимо-
сти  (x, y, z) от z означает, что еле
сматривать как множество прот ь оси z линейных зарядов. 
0
ичная длина которого с ничный за-
ряд. Для этого разобьем  заряд на бесконечное 
число точечных  зарядов и потенциалы. В результате мы 
приходим к интегралу 

 от этой 
 любое распред
яженных  вдол
ние зарядов следует рас-
Вычислим потенциал  (x, y) единичного  линейного  заряда , то 
есть линейного заряда, един одержит еди
единичный линейный
просуммируем их 


 1100  )() ,( dzyx rr  . (1) 
где x1 и y1 – координаты линейного заряда. Подставляя в (1) выражение (38.2) 
для  0 и вводя обозначение 2121 )()( yyxxr  , получаем 
.
 
4
1) ,(
2
1
2
1
22
1
0
  





zzrzz
dz
yx
ся из-за того, что потенциал, созданный лю-
быми зарядами, определен с точностью до произвольной константы. Дейст-
вительно, если )(r
 )()(ln  
2 01  zz
Видим, что интегрирование по бесконечному пределу дает бесконечность. 
Такой результат у нас получил
1
)(
)(
 
2
1
)()()(
)(
 
4
1
)()()(
0 21
2
1
2
1
2
1
2
1
1
111















zzr
zzd
zzyyxx
zzd
zzyyxx
 
2 
  является решением уравнения Пуассона (37.2), то и 
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Const )(r  также является решением того же уравнения
 констант по всем точкам линейного заряда 
 Пуассона. Сумми-
рование этих и привело к беско-
нечности. 
ать появления бесконечности можно следующим о
этого  вычислим тенциал линейного заряда нечной протяженно-
сти l  направления
Избеж
 сначала
в оба
бразом. Для 
 по
 оси z: 
 ко
. 2ln 
2
1
2
ln 
2
1
2
1
22
0  
1
1
l
rl
lrl
dz
zz
l
l
 )()(ln  1
)()()(
 
4
) , ,(
 
2
1
2
1
2
1
2
1
2
1
0
zzrzz
zzyyxx
zyx
l
l



  (2) 
Последнее слагаемое  константой, не 
зависящей от опустить. Тогда по-
тенци
 

 





 
 в правой части равенства (2) является
координат. Поэтому эту константу можно 
ал бесконечного линейного проводника получаем как предел: 
.
 2
)(ln 
  2
ln  
2
1 lim
2ln 
2
1) , ,( lim) ,(
22
  
0  0


 


 


r
rl
lrl
lzyxyx
l
l
 (3) 
 Пуассона. 
Для этого

Убедимся, что 0(x, y) при r  0 удовлетворяет уравнению
 вычислим частные производные 
 l
, 
)()(
)(
2
1
))ln
2
1
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2
1
2
1
1
2
1
2
1
0
yyxx
xx
x
xx
yx






  ( yy ( x
 (4) 
 22121
2
1
2
10
2 )()(1) ,( yyxxyx  , 2
)()(2 yyxxx 
(5) 
 22121
2
1
2
1
2
0
2
)()(
)()(
2
1),(
yyxx
yyxx
y
yx



 . (6) 
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Складывая уравнения (5) и (6), убеждаемся, что потенциал 0(x, y) при r  0 
является решением двумерного уравнения Пуассона для точечного заряда 
)()( 112
0
2
0 yyxx
yx
 . (7) 
Убедимся теперь в том, что уравнение (7) остается справедливым и при 
ю стороны уравнения (7) по 
площади SR круга радиуса R вокруг точки (x1, y1): 
) ,() ,( 22 yxyx 
r = 0. Для этого проинтегрируем правую и леву
 
 
RS
dSyyxxdS
yxyx
  )()( 
) ,() ,(
112
0
2
2
0
2
. (8) 
Используя теорему о дивергенции на плоскости
 RS yx
 
   dCdS 
22
, (9) 
уравнение (8) приводим к виду 
  RR CS nyx 22
 10 )(  dC
r
. (10) 
тождеству 
RC
r
Подставляя в (10) выражение (3), приходим к 
 1 ln  
2
1 


 
RC
dC
r
r . (11) 
Это доказывает является ре-
шением дв
В площади S 
попер
, что потенциал 0(r), заданный формулой (3), 
умерного уравнения Пуассона (7). 
случае, когда линейный заряд распределен по некоторой 
ечного сечения с линейной плотностью заряда S(x, y), потенциал ли-
нейных зарядов выражается интегралом 
 
 
S
S
S
S dSyyxxyxdSryxyx 1
2
1
2
1111011 )()(ln  ),( 2
1)( ),(),( . (12) 
При распределении линейного заряда по некоторому контуру C попе-
речного сечения с линейной плотностью заряда  l (x, y) потенциал линейных 
зарядов выражается интегралом 
 

C
l
C
C dCyyxxyxdCryxyx .)()(ln ) ,(2
1 )( ) ,() ,( 1
2
1
2
1111011  (13) 
 
 131
1.  Применение конформных отображений в теории двумерных 
потенциалов 
В ряде случаев двумерные задачи о потенциале  заряженных  
проводников  могут быть решены с использованием так называемого кон-
формного отображения. Конформное отображение позволяет выразить реше-
ние задачи со сложным поперечным сечением проводников через решение 
задачи с простым сечением проводников. Дадим сначала понятие конформ-
ного отображения. 
Пусть положение точки на плоскости двумерной задачи характеризует-
ся координатами x и y. Двум координатам x и y можно поставить в соответст-
вие комплексное число 
z = x + iy. (1) 
Очевидно, что для указания положения точки на плоскости вместо двух ко-
ординат x и y можно использовать одно комплексное число z. Поэтому плос-
кость с координатами x и y будем называть z-плоскостью. 
Рассмотрим плоскость другой задачи. Пусть точка на второй плоскости 
характеризуется координатами u и v. Координатам второй плоскости поста-
вим в соответствие комплексное число 
w = u + i v. (2) 
Поэтому вторую плоскость будем называть w-плоскостью. 
Если каждая точка на w-плоскости связана с соответствующей точкой 
z-плоскости соотношением 
w = f (z), (3) 
где f (z)  некая аналитическая функция, для которой f  (z)  0 в каждой точ-
ке, то говорят, что функция f (z) осуществляет конформное  отображе -
ние  z-плоскости на w-плоскость, то есть такое отображение, при котором 
угол пересечения любых пересекающихся кривых сохраняется неизменным. 
Покажем, что уравнение Лапласа остается инвариантным при преобра-
зовании координат с помощью конформного отображения. Пусть функция 
                                                          
 В теории функций комплексного переменного функцию f ( z) называют анали-
тической в точке z, если в этой точке эта функция имеет конечную производную 
,Δlim
0
zfdzdf
z
   не зависящую от способа стремления z к нулю. Функцию f ( z) назы-
вают аналитической  в области, если она аналитична во всех точках области. 
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 (x,y) есть решение двумерного уравнения Лапласа 
022  yx
22  . (4) 
Перейдем от координат x и y к новым координатам u и v с помощью некоего 
конформного отображения 
u = Re f (z), (5) 
v = Im f (z). (6) 
Вычисляем заготовки для оператора Лапласа в новой системе координат: 
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Используя эти заготовки, получаем 
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Из формулы (7) видно, что если функция  (x,y) является решением уравне-
ния Лапласа (4), то в новой системе координат, получаемой с помощью како-
го-либо конформного преобразования (5)(6) с f  (z)  0, эта функция будет 
решением уравнения 
02
2
2
2



vu
. (8) 
В справочниках по математике имеются таблицы аналитических функ-
ций, обеспечивающих конформное преобразование одних плоских геометри-
ческих фигур в другие плоские фигуры. Например, функция f (z) = e z, как по-
казано на рисунке, отображает прямоугольный четырехугольник в полуколь-
цо. 
BA
v
i
y
x
A
u
B
C
CD
D
E
E  
В ряде случаев для нахождения вида функции f (z), обеспечивающей 
конформное преобразование одной геометрической фигуры в другую, может 
быть полезной следующая формула: 



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

n
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. 2
,)(...)()()(
0
21
 (9) 
Эта формула получила название интеграла  Шварца -Кристоффеля . 
Она отображает верхнюю полуплоскость ( y > 0) конформно во внутренность 
n-угольника в w-плоскости. При этом вершинам многоугольника w1, w2, … wn 
на w-плоскости соответствуют точки x1, x2, … xn, расположенные на оси x 
z-плоскости. Параметрам 1, 2, … n отвечают внутренние углы много-
угольника 1, 2, … n. 
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Для каждого данного многоугольника в w-плоскости три точки из точек xj 
могут быть выбраны произвольно; остальные точки xj и параметры А и В оп-
ределяются единственным образом. Если одной из вершин многоугольника 
соответствует бесконечно удаленная точка, например xn = , то формула (9) 
приводится к виду 
   
z
z
n BdzxzxzxzAzfw n
0
121 1
1
1
2
1
1 )(  ...)()()( , (10) 
где А и В  постоянные параметры, а x1, x2 , … xn -1  новые точки на оси х. 
2.  Расчет симметричной полосковой линии 
Используя метод конформных отображений, рассчитаем электростати-
ческое поле в воздушной трехпроводной полосковой линии передачи. Попе-
речное сечение такой линии изображено в левой стороне рисунка. Полоско-
вая линия содержит два параллельных безграничных плоских проводника, 
между которыми симметрично расположен полосковый проводник шириною W. 
h
0 W/2
x
-W/2
y
z4 z3 z2z1
z = x+ iy
v
u
K0 
2K
w1
w = u+ iv
w2
w3w4
 = + i
2h

0
1 2  3 4
1/k 1 1 1/k
3=/22= -/21= -/2 + iarch 1/k 4=/2 + iarch 1/k
 = arcsin  
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Видно, что линия передачи имеет две ортогональные плоскости сим-
метрии. Поэтому достаточно рассмотреть структуру поля, например, лишь в 
правом нижнем квадранте z-плоскости. Охватим этот квадрант треугольни-
ком с вершинами z1, z2 и z4. Стороны этого треугольника изображены штри-
ховыми линиями. Одна из вершин треугольника, z2, располагается в беско-
нечности. Отобразим выделенный треугольник на z-плоскости в какой-либо 
прямоугольник на w-плоскости. Для этого сначала в соответствии с форму-
лой (40.9) отображаем треугольник на верхнюю половину -плоскости: 
BkkAB
k
dAz 


 

)
1
1( arccos 
11)(0 22
. (1) 
Константы А и В найдем из условий, что z(1) = 0, z(20) =, z(4) = ih . По-
сле их подстановки в (1) получаем 


 

 )1
1( arccos kkhiz . (2) 
Совмещая точку z(3)  с  точкой z = W/2 + ih, расположенной на краю полос-
кового проводника, находим параметр 
h
W
k 2
π
e

. (3) 
Запишем теперь интеграл Шварца-Кристоффеля, отображающий 
w-пространство прямоугольника на верхнюю половину -плоскости: 
.)arcsin ,(
)11)((0 222
BkFA
B
k
dAw
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

 

 (4) 
Здесь F(k,)  неполный эллиптический интеграл  Лежандра первого 
рода, определяемый формулой 




0 22sin1
),(
k
dkF . (5) 
Параметр k называют модулем эллиптического интеграла. 
Полным эллиптическим интегралом  Лежандра первого рода 
называют интеграл, определяемый формулой 
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K(k)  = F(k,2) 



2
0 22sin  1 k
d .(6) 
Величины 
k  2  1 k
)(kKK
 (7) 
и k называют дополнительными  модулями , а величины 
  (8) 
и K называют связанными эллиптическими интегралами первого ро-
да. 
Обращение интеграла z = F(k,) порождает функцию, называемую 
амплитудой: 
 = am z. (9) 
С функцией  am  связана функция 
sn(z, k) = sin(am z), (10) 
которая называется синус амплитуды. 
Кроме этих функций используются еще функции 
cn(z, k) = cos(am z), (11) 
dn(z, k) )(amsin1 22 zk , (12) 
которые называют, соответственно, косинус  амплитуды  и  дельта  ам -
плитуды . Функции sn(z,k), cn(z,k) и dn(z,k) называются также эллипти -
ческими  функциями  Якоби .  
0
1
-1
K 2K 3K 4K
z
dn z
sn z
cn z
Эллиптические функции Якоби (k = 0,7)  
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Комплексные функции sn z, cn z и dn z периодичны. Период функции 
sn z вдоль вещественной оси равен 4K, а вдоль мнимой оси равен i2K, то 
есть 
sn(z+4K,k) = sn(z,k),  sn(z+ i2K,k) = sn(z,k). (13) 
Отметим еще одну необходимую нам формулу  
F(k, + n) = F(k,) + 2nK  (n = 1, 2, …). (14) 
Тригонометрические функции являются частным случаем эллиптических 
функций Якоби при модуле k = 0: 
sn(z, 0) = sin z,  cn(z, 0) = cos z,  dn(z, 0) = 1. (15) 
Гиперболические функции являются частным случаем эллиптических функ-
ций Якоби при модуле k = 1: 
sn(z,1) = th z, cn(z,1) = 1/ch z, dn(z,1) = 1/ch z. (16) 
В математических справочниках значения эллиптических интегралов 
Лежандра и эллиптических функций Якоби приведены только для “стандарт-
ных” значений модуля, находящихся в диапазоне 0 k1 . Подпрограммы 
расчета эллиптических интегралов и эллиптических функций включены в 
математические библиотеки программного обеспечения также только для 
“стандартных” значений модуля. В справочниках существуют таблицы фор-
мул для приведения функций “нестандартного” модуля к функциям “стан-
дартного” модуля. Приведем одно из них  
kF( , k) = F( , k ) , (17) 
где 
k

=1/k ,  sin = k sin . (18) 
Вернемся к конформному отображению (4). Для нахождения значе-
ний параметров А и В необходимо знать значения функции F(k,)  в точках 
 1 = arcsin(–1/k),  2 = arcsin(–1),  3 = arcsin(1), и  4 = arcsin(1/k). Очевидно, 
что 
F(k, 2) = K ,   F(k, 3) = K . (19) 
Значения функции F(k,)  в остальных точках не столь очевидны. Пусть 
F(k, 4) = x . (20) 
                                                          
 Например, пакет подпрограмм NAG  и библиотека IMSL . 
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Тогда 
sin 4 = snx = 1/k. (21) 
В справочнике по математике в таблице специальных значений эллиптиче-
ских функций находим, что 
sn(K+ iK,k) = 1/k. (22) 
Сравнивая (20), (21) и (22), получаем 
F(k, 4) = K+ iK. (23) 
Далее, используя формулы (23) и (14), находим 
F(k, 1) = F(k, 4) = K+ iK. (24) 
Так как координаты w1, w2, w3 и w4 вершин прямоугольника в 
w-плоскости еще не заданы, то в формуле (4) выберем значение константы 
A = 1. Значение константы B выберем таким, чтобы координата вершины 
w1= 0. Учитывая равенства (19), (23) и (24), находим, что высота прямоуголь-
ника в w-плоскости равна 2K, а ширина — K. При этом формула (4) прини-
мает вид: 
w = iF(k, arcsin) + iK + K. (25) 
Обращая формулу (2), выразим теперь переменную  через z: 
khz
khz

 
)(ch
1)(ch
. (26) 
Наконец, после подстановки (26) в (25) находим искомую функцию кон-
формного отображения: 
KiFzf )( iK
khz
khzk 




 )
)(ch
1)(ch(arcsin, . (27) 
Приступим теперь к решению двумерного уравнения Лапласа 
022  yx
22  , (28) 
полагая, что потенциал нижней и верхней безграничных пластин равен нулю, 
то есть 
 (x, y)| y=0 = 0,   (x, y)| y=2h = 0, (29) 
а потенциал полоскового проводника 
 (x, y)| y=h =  0   ( |x| < W/2). (30) 
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Получим сначала решение уравнения 
02
2
2
2



vu
 (31) 
с граничными условиями 
 (u, v)| v=0 = 0,   (u, v)| v=2K =  0 , (32) 
которые следуют из условий (29) и (30). Это решение имеет вид 
K
vvu
2
),( 0 . (33) 
Так как переменные u и v связаны с переменными x и y конформным 
преобразованием 
u + iv = f (x + iy), (34) 
то решение (33) будет и решением уравнения (28). 
В формуле (33) выразим переменную v через x и y, используя (34): 
)( Im
2
),( 0 zfvu . (35) 
K

Вычислим вертикальную составляющую электрического поля 
)( Re0 zfEy 2Ky 
 . (36) 
Найдем теперь поверхностную плотность зарядов. На поверхности 
проводника поверхностная плотность зарядов связана с нормальной компо-
нентой электрического поля соотношением 
0En = s . (37) 
Учитывая, что на поверхности полоскового проводника в рассматриваемом 
октанте поперечного сечения En = Ey, получаем поверхностную плотность 
зарядов 
ihxzs zfK
x  )( Re2)(
00 . (38) 
Вычисляем погонную плотность зарядов на всем полосковом проводнике 
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Наконец, вычисляем погонную емкость полоскового проводника 
K
KC l

 20
0
. (40) 
Зная погонную емкость C, мы можем рассчитать волновое сопротивле-
ние Z воздушной полосковой линии для Т-волны. Действительно, согласно 
общим формулам (16.9), (16.14) и (16.16), фазовая скорость и волновое со-
противление для Т-волн в линиях передачи связаны с погонной емкостью C и 
индуктивностью L формулами  
CLZLCv         ,1 . (41) 
В то же время, согласно общей формуле (19.44), фазовая скорость v Т-волны 
в любой воздушной линии передачи равна скорости света c. Отсюда с учетом 
формул (40) и (41) получаем 
K
KZ
K
KL 
 2      ,2 0
0
0 . (42) 
3.  Колебания маятника 
Рассмотрим нелинейные ко-
лебания математического маятника 
при произвольной амплитуде ко-
лебания  0 . Записываем уравне-
ние, выражающее закон сохране-
ния энергии: 

0
2
2  cos  cos 
2


  mglmgl
dt
dlm . (1) 
Отсюда находим 
 020
2
 cos cos2 

 
dt
d , (2) 
где lg0 . Извлечем квадратный корень из правой и левой части урав-
нения (2): 
2
sin
2
sin2 2020

dt
d , (3) 
mg
l
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полагая, что  | t = 0 = 0 и t < T/4, где T  период колебаний. Произведем ин-
тегрирование 
 
 t
dt
0
0
0 202
2
2
sin
2
sin
d . (4) 
Или, вводя обозначение 
2
sin1 0
k , (5) 
приходим к уравнению 
kF( /2, k) = 0 t.  (6) 
Воспользовавшись тождеством (41.17)(41.18), перейдем в уравнении (6) к 
новому эллиптическому интегралу 
tkF 0), )2
sin
((arcsin    

k
 . (7) 
со “стандартным” модулем 
2
sin 0
k . (8) 
Так как обратная функция для эллиптического интеграла F есть амплитуда 
am, то из (7) получаем 
),(sn sin  0 ktk  2
 . (9) 
Проанализируем формулу (9) для случая малых колебаний, то есть при 
| 0| << 1. В этом случае имеем k  0/2 и sn0 t  sin0 t. Подставляя в (9), 
получаем известную приближенную формулу для малых колебаний матема-
тического маятника 
   0 sin 0 t. (10) 
Из формулы (9) видно, что период колебания маятника равен периоду 
функции ) . Отсюда, используя формулу (41.13), находим частоту 
колебания маятника 
,(sn  0 kt 
0 )(2
  
kK  . (11) 
Из формул (11) и (8) видно, что с увеличением амплитуды угла отклонения 
0 от 0 до  частота колебания маятника  убывает от  0  до 0. 
 
 142
СПИСОК РЕКОМЕНДУЕМОЙ ЛИТЕРАТУРЫ 
1. Тихонов А. Н., Самарский А. А. Уравнения математической физики. 
М.: Наука, 1977. 
2. Кошляков Н. С., Глинер Э. Б., Смирнов М. М. Уравнения в частных 
производных математической физики. М.: Высшая школа, 1970. 
3. Корн Г., Корн Т. Справочник по математике для научных работников 
и инженеров. М.: Наука, 1970. 
4. Неганов В. А., Нефедов Е. И., Яровой Г. П. Современные методы 
проектирования линий передачи и резонаторов сверх - и крайневысоких час-
тот. М.: Педагогика-Пресс, 1998. 
5. Митра Р., Ли С. Аналитические методы теории волноводов. М.: Мир, 
1974. 
6. Гахов Ф. Д. Краевые задачи. М.: Наука, 1977. 
7. Мусхелишвили Н. И. Сингулярные интегральные уравнения. М.: 
Наука, 1986. 
8. Справочник по специальным функциям с формулами, графиками и 
математическими таблицами. Под ред. М. Абрамовица и И. Стиган. М.: Нау-
ка, 1979. 
9. Никольский В. В., Никольская Т. И. Электродинамика и распростра-
нение радиоволн. М.: Наука, 1989. 
 
 143
ПРЕДМЕТНЫЙ УКАЗАТЕЛЬ 
# 
 ........................................................3 
 ..................................................34 
x .......................................105, 121 
A 
am .................................................136 
C 
c .......................................................62 
cn(z,k) ...........................................136 
D 
div......................................................4 
div grad ..............................................4 
div rot.................................................4 
dn(z,k) ...........................................136 
E 
erf (x) .............................................107 
erfc(x)............................................118 
F 
F(k,).....................................135, 136 
G 
g .......................................................29 
gik ....................................................29 
grad....................................................3 
grad div ..............................................4 
H 
H
(1), H
(2 ) .........................................36 
h0
(1)(x), h0
(2)(x) .................................100 
hi ......................................................32 
I 
In(z) ................................................. 77 
J 
J(z) ................................................. 34 
jn(x)................................................ 100 
K 
k ..................................................... 135 
k  ................................................... 136 
K(k) ............................................... 136 
k2 ..................................................... 51 
Kn(z) ................................................ 77 
N 
N(z) ................................................ 34 
nn(x)............................................... 100 
P 
Pn(x) ................................................ 87 
Pnm(z) ............................................. 92 
R 
rot ...................................................... 4 
rot grad............................................... 4 
rot rot ................................................. 4 
S 
sn(z,k) ........................................... 136 
Y 
Ynm( ) ......................................... 93 
Z 
Z(z) ................................................ 33 
zn(x) ................................................ 99 
 
 144
А 
Аналитическая функция ............ 131 
Асимптотическое разложение .....36 
Б 
Биномиальные коэффициенты.....92 
В 
Волна магнитного типа.................57 
Волна основного типа ...................60 
Волна электрического типа ..........57 
Волновое сопротивление ..............75 
Волновое уравнение........................7 
Волны высших типов ....................60 
Вынужденные колебания .............20 
Г 
Гамма-функция ..............................34 
Гармонические функции ..............94 
Гибридная волна............................79 
Градиент ..........................................3 
Граничное условие..........................7 
Д 
Двумерная теория потенциала .. 128 
Декартова система  
координат ...................................28 
Дельта-функция ...................105, 121 
Дивергенция....................................  3 
Диполь ......................................... 126 
Дипольный момент .................... 126 
Дисперсионное уравнение............68 
Дисперсия.......................................62 
Дополнительная функция  
ошибок ....................................... 118 
Дополнительные модули ........... 136 
Дополнительный интеграл 
вероятностей ............................. 118 
Е 
Е-волна ...........................................57 
Единичные векторы  
координатных направлений ......... 3 
Единичный линейный заряд .....  128 
З 
Задача Дирихле ............................... 8 
Задача Коши .................................... 7 
Задача Неймана ............................... 8 
Задача Штурма-Лиувилля ...........  17 
Запаздывающий потенциал.........  45 
Зональные сферические  
функции .......................................  93 
И 
Изображение функции ..............  112 
Интеграл вероятностей..............  107 
Интеграл Шварца-
Кристоффеля .............................  133 
Интегральная теорема о 
дивергенции ..............................  126 
Интегральное преобразование..  112 
К 
Квазилинейное уравнение.............. 5 
Колебания отклоненной струны  15 
Колебания струны под  
действием удара..........................  16 
Комплексная диэлектрическая 
проницаемость ............................  53 
Конформное отображение ........  131 
Координатная линия ....................  28 
Координатная поверхность .........  28 
Координатные параметры Ламе .  32 
Косинус-преобразование Фурье 113 
Краевая задача I рода...................... 8 
Краевая задача II рода .................... 8 
Краевая задача III рода ................... 8 
Критическая частота ....................  59 
Л 
Лапласиан ...................................... 4 
Линейное уравнение....................... 5 
 
 145
Линия, свободная от искажений ..49 
Локальные базисные векторы ..... 29 
Локальный базис .......................... 29 
М 
Мгновенный точечный  
источник тепла .......................... 105 
Метод разделения переменных... 12 
Метод Фурье ..................................12 
Метрический тензор......................29 
Модифицированная функция 
Бесселя ..........................................77 
Модифицированная функция 
Ханкеля .........................................77 
Модифицированное уравнение 
Бесселя ..........................................77 
Модуль эллиптического  
интеграла ................................... 135 
Н 
Начальное условие ..........................7 
Н-волна .........................................57 
Неоднородное уравнение 
Гельмгольца .................................51 
Неполный эллиптический  
интеграл Лежандра первого  
рода............................................. 135 
Нормированные функции.............18 
О 
Образ функции............................ 112 
Обратная волна ..............................10 
Обратное интегральное 
преобразование ......................... 112 
Оператор  Лапласа  ...................4 
Оператор набла  ............................3 
Оригинал интегрального 
преобразования ......................... 112 
Ортогональная система  
координат......................................30 
Ортогональность функций с  
весом .............................................18 
Особая точка.................................  86 
П 
Полиномы Лежандра ...................  87 
Полная система функций ............  19 
Полный эллиптический  
интеграл Лежандра первого  
рода ............................................  135 
Поперечно-магнитная волна .......  57 
Поперечно-электрическая волна  57 
Поперечно-электромагнитная 
волна ............................................  60 
Порядок уравнения ......................... 5 
Потенциал двойного слоя .........  127 
Потенциал Дебая..........................  98 
Потенциал единичного  
точечного заряда.......................  125 
Потенциал простого слоя ..........  127 
Правая система координат ..........  29 
Преобразование Лапласа...........  113 
Преобразование Меллина .........  114 
Преобразование Фурье ..............  113 
Преобразование Ханкеля ..........  114 
Присоединенные полиномы 
Лежандра .....................................  93 
Производящая функция................ 90 
Прообраз функции .....................  112 
Прямая волна ................................  10 
Прямое интегральное 
преобразование .......................... 112 
Р 
Рекуррентные соотношения........  35 
Рекуррентные формулы ..............  90 
Решение Даламбера .....................  10 
Ротор................................................. 4 
С 
Свободные колебания..................  20 
Связанные эллиптические 
интегралы первого рода............ 136 
Синус амплитуды........................ 136 
 
 146
Синус-преобразование Фурье ... 112 
Смешанная задача ...........................8 
Собственные значения........... 13, 18 
Собственные функции ........... 13, 18 
Собственные числа........................18 
Спектр собственных значений .....18 
Стационарные волны ....................55 
Сферические функции ..................91 
Сферические функции Бесселя ....99 
Т 
Т-волна ...........................................60 
ТЕ-волна .........................................57 
Телеграфное уравнение ..........48, 50 
ТЕМ-волна.....................................60 
Тессеральные сферические 
функции ........................................93 
Типы краевых задач ........................7 
ТМ-волна ........................................57 
Трансформанта функции ........... 112 
У 
Узловые линии...............................41 
Уравнение Бесселя ........................33 
Уравнение Гельмгольца................51 
Уравнение гиперболического  
типа.................................................  6 
Уравнение Лапласа ........................  6 
Уравнение Лежандра ....................85 
Уравнение параболического типа  6 
Уравнение Пуассона ......................  6 
Уравнение сферических  
функций ........................................94 
Уравнение теплопроводности........7 
Уравнение эллиптического типа ..  6 
Уравнения Максвелла ...................52 
Ф 
Фазовая скорость.......................... 62 
Физические координаты вектора.29 
Формула Грина ............................. 94 
Формула Лапласа .........................  90 
Формула Лейбница ......................  92 
Формула обращения Меллина..  113 
Формула Остроградского-
Гаусса.........................................  126 
Формула Пуассона .......................  41 
Формула Родрига .........................  87 
Фундаментальное решение 
уравнения теплопроводности..  104 
Функции Ханкеля ........................  36 
Функциональный определитель .  29 
Функция амплитуда ...................  136 
Функция Бесселя.........................  34 
Функция Вебера ...........................  34 
Функция дельта амплитуды ......  136 
Функция косинус амплитуды...  136 
Функция Макдональда ................  77 
Функция Неймана ........................  34 
Функция ошибок ........................  107 
Х 
Характеристическое  
сопротивление среды .................  61 
Ц 
Цилиндрические волны ...............  43 
Цилиндрические функции ..........  33 
Ч 
Частота отсечки............................  59 
Э 
Электродинамические  
граничные условия .....................  54 
Элемент длины дуги ....................  28 
Элемент объема............................  29 
Эллиптические функции Якоби  136 
Я 
Якобиан .........................................  29 
 
 
 147
СОДЕРЖАНИЕ 
  
 1. Дифференциальные операторы ......................................................................  3 
 2. Классификация дифференциальных уравнений в частных  
производных .....................................................................................................  5 
 3. Классификация краевых задач........................................................................  7 
 4. Колебания струны ............................................................................................  9 
 5. Метод Фурье (метод разделения переменных)...........................................  12 
 6. Общая схема метода Фурье. Задача Штурма-Лиувилля ............................  16 
 7. Вынужденные колебания ..............................................................................  19 
 8. Вынужденные колебания струны с подвижными концами.......................  23 
 9. Колебания прямоугольной мембраны .........................................................  25 
10. Криволинейные системы координат ............................................................  28 
11. Уравнение Бесселя. Цилиндрические функции..........................................  33 
12. Свободные колебания круглой мембраны ..................................................  37 
13. Распространение волн в трехмерном безграничном пространстве ..........  41 
14. Излучение волн ..............................................................................................  43 
15. Точечный источник........................................................................................  46 
16. Телеграфное уравнение .................................................................................  47 
17. Уравнение Гельмгольца ................................................................................  50 
18. Уравнения Максвелла. Граничные условия ................................................  52 
19. Волны между идеально проводящими плоскостями .................................  55 
20. Волны в круглом волноводе .........................................................................  62 
21. Волны в коаксиальной линии .......................................................................  67 
22. Волны в диэлектрическом стержне..............................................................  75 
23. Представление электромагнитного поля с помощью двух  
скалярных функций .......................................................................................  82 
24. Полиномы Лежандра .....................................................................................  85 
25. Ортогональность полиномов Лежандра ......................................................  87 
26. Важные формулы для полиномов Лежандра ..............................................  89 
27. Сферические функции ...................................................................................  90 
28. Ортогональность сферических функций .....................................................  94 
29. Электромагнитные волны в сферической системе координат ..................  96 
30. Сферический резонатор...............................................................................  100 
31. Распространение тепла в неограниченном стержне.................................  102 
 
 148
32. Распространение тепла в полуограниченном стержне ............................  106 
33. Распространение тепла в ограниченном стержне.....................................  109 
34. Интегральные преобразования ...................................................................  112 
35. Применение преобразования Лапласа .......................................................  114 
36. Применение преобразований Фурье ..........................................................  118 
37. Уравнения Лапласа и Пуассона ..................................................................  124 
38. Решения уравнений Лапласа и Пуассона как потенциалы ......................  125 
39. Двумерная теория потенциала. Логарифмический потенциал ...............  128 
40. Применение конформных отображений в теории двумерных  
потенциалов ..................................................................................................  131 
41. Расчет симметричной полосковой линии ..................................................  134 
42. Колебания маятника ....................................................................................  140 
СПИСОК РЕКОМЕНДУЕМОЙ ЛИТЕРАТУРЫ Ошибка! Закладка не определена
ПРЕДМЕТНЫЙ УКАЗАТЕЛЬ.......................................................................  143 
 
 
