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A theoreticat comparative study of methods for determining naturat 
frequencies of vibration and their corresponding mode shapes is presented 
for the case of cantitevers, simpLy supported and continuous beam-
structures. Different methods are used, such as ctassicat, energy 
and matrix methods. Effects of mass Lumpings are investigated. A 
Literature review is given for the generaL probtem of dynamic 
behayiour of highway bridges, inctuding the passage of heavy vehictes. 
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1. 1 . 
C H A P T E R . 1 
INTRODUCTION 
At the outset the writer intended to investigate the vibration 
of structures in generat. It was soon reati~ed that this is a very wide 
\ 
fie'Ld. After studying some of the fundamentats of vibration, given 
in Chapter 2, the writer decided to confine the studies to the dynamic 
behaviour of beam-structures which vibrate freety, i.e. the periodic 
motion after the removat of a disturbance force. 
The first aim in bridge design catcu'La.tions with regard to 
dynamic behaviour witt be to estimate the two or three towest naturat 
frequencies of the structure. The fundamentat or towest frequency is 
of the greatest importance because beam-structures vibrate mostty in 
the fundamentat mode after excitation (depending on type and instance 
of the excitation). For highway bridges the knowtedge of the naturat 
frequencies is important because it is desirabte that these do not 
fatt within the range of naturat frequencies of heavy vehictes, caused 
by suspension characteristics and/or axte spacing. This can tead to 
'Large dynamic deftections and stresses. 
Damping of the structure reduces the amptitude of vibration 
to some extent and causes the vibration to die out eventuatty. However, 
damping is smatt in beam-structures and is therefore negtected in most 
practical, cases. Furthermore, if the disturbance is caused by an 
impact, the 'Largest and most dangerous amp ti tudes occur immediate Ly 
afterwards, before damping cou'Ld devel,op • 
. ·.1\.:.~,. · .There exists a considerabte number of methods for determining 
the naturat frequencies of a structurat system and some of them are 




(i) ctassicai method, which invoLves the soLution of partiaL 
differentia i equations; 
(ii) energy methods, which require for the soiution a guess 
of the mode shape; 
(iii) matrix methods, which 
(a) require the soLution of the eigenvaiue probLem 
or (b) require the so'Lutio:i:J. of a poLynomia'L, cal,Led 
the frequency equation. 
· Numerical, integration methods are often used in practical, 
prob'Lems where a disturbing force acts repetitive'Ly, since this com-. 
p'Licates the so'Lution of the differential, equations of motion. 
Since 1945 matrix methods became increasing'Ly popul.ar because 
they provided not on'Ly an easy way to ca'Lcutate the behaviour of com-
p'Licated systems, but al.so an organized method of computation which 
'Lends itse U' to computerization. wh1'ist the cl.assica 1, methods. can be 
app'Lied on'Ly to systems having uniformiy '·distributed mass, the energy 
methods can cope with both continuous and point masses, For the matrix 
·' r 
methods, howev.er, certain assumptions with respect to the mass distribution 
have to be made because these methods cannot hand'Le uniformty distributed 
mass, The actual,, continuous structure is approximated by a "'Lumped 
system", This is a system consisting of rigid bodies e\&stical,1,,y 
connected, The rigid bodies represen~:· .the concentrations of the 
continuous mass and the el.astic connections are weightLess but possess 
the f 'Lexura 1, properties of the system. This teads to the question of 
how many 'Lumped masses the structure shoul.d be approximated by, to give 
accurate resu'Lts for the natural, frequencies, The effect of 'Lumping 
the distributed mass of a beam is inve.stigated in Chapter 4. 
Certain matrix operations and matrix methods are necesaa:ry in 
order to so'Lve the eigenva'Lue prob'Lem which arises from the use of 
matrix methods. The writer fel,t that a brief section on the re'Levant 
· matrix ca'Lcu~us shoul.d be inc'Luded in this thesis and it can be found 
in Appendix B, 
The methods for determining the natural, frequencies are first 
discussed in connection with statica'L'Ly determinate structures. 
1. 3 
However, since many structures are not staticatty determinate, the 
assessment of the naturat frequencies for two-span continuous beams 
is. aiso discussed. Some of the methods considered can be extended 
to muiti-span continuous structures or other more compticated beam-
systems. 
Finatty a review of papers concerning the generat probl.em of 
dynamic behaviour of highway bridges is given, because this is the 
obvious next step, i.e. to consider the vehicte-bridge system. This 
is quite a comptex probl.em and was subject to many investigations 
during the 1.a.st twenty years. Many factors inftuence the dynamic 
response, such as: 
(i) bridge characteristics 
(ii) road characteristics 
(iii) vehicl.e characteristics. 
Obviousty, simptifying assumptions have to be made in order to 
sotve the probtem. A 1.a.rge number of field and modet tests have been 
carried out in order to find the most important causes of undesirabl.e 
vibration's due to heavy traffic and to deve top design procedures. 
! 
,. 
,, .. -.. 
CHAPTER 2. 
FORMULATION OF.THE VIBRATION PROBLEM 
Section 2.1 - Introduction 
The response of a structure to dynamic Loading depends on: 
(i) the mass of the structure, 
(ii) the resistance of the structure to defLections, 
(iii) the definition.of the Loading. 
2.1 
Of course, :j.f t;he supports of th~ structure are not immovabLe, their 
motion must be defined as wett. 
In order to determine the vibration behaviour of a.structural, system, 
we divide the anatytica1 approach into a number of stages: 
(i) the choice of the mathematical, model, which is 
to be used to represent the structure, 
(ii) the derivation of the equations of motion of the 
mathematical, modet, 
(iii) the determination of the physical, constants such 
as Lengths, masses, stiffnesses, etc. occurring 
in the .mathematical, equations, 
(iv) the so1ution of the mathematical, equations. 
The fotLowing section wi11 out1ine these stages in some detai1. 
With regard to the equations of motion, damping witt be negLected, 
since in many practical, systems the amount of inherent damping is 
sma Lt or not retevant·. 
·., 
2.2 
Section 2.2 - Vibrating Systems 
2.2.1 - Degrees of freedom 
In order to study the vibration behaviour of a system, one must be 
abl.e to define its positiOn at any instant. If this can be. done using one 
coordinate onty, the system is said to have one degree of freedom. An 
exampl.e is the mass-spring-system in fig. (2.1). 
/ 
spring 
Figure 2~ 1 Figure 2.2 
In general., a vibrating system has as many degrees of freedom as ,, 
I I I 
there ,are coordinates .required to describe its motion. A rigid body in 
space has six degree's of· freedom, three in rotation and three in transl.il.tion. 
A body constrained to move in a pl.ane has three degrees of freedom,,two in 
transl.ation and one in rotation about an ~xis perpendicul.ar to the pl.ane. 
A system of two rigid bodies, e l.astica tty conne.cted to each other · 
can have as many as 12 degrees of freedom. Such systems of el.astica11y 
connected rigid bodies are cal.l.ed "tumped systems". They are composed of 
concentrations of mass connected by massl.ess springs'. 
Distributed systems, on the other hand, are composed of an infinite 
number of infinitel.y smal.t masses, i.e. they have distributed mass and 
distributed el.asticity. Such systems have an infinite number of degrees 
of freedom. Beams (see fig. 2.2) and pl.ates are distributed systems and 
in fact most actual. vibrating systems are of this type. 
, ... 
To simpl.ify the vibration anal.ysis, an actual., continuous structure 
may be approximated by a l.umped system as shown in fig. 2.3. The mass 
of the members is concentrated at certain points and the beam or the 









the entire mass is 




Iri most cases t. the structura 1., members are ass~ed 't·o undergo, .no 
rotation and no axial, deformation since .they have· negtigib1e effect on 
the.deftection and on1y ?ending def1ections are considered. On, rhis 





To.summarise, the· number of degrees of freedom possessed by• 
' •ln,
1 
tumped mass .systeni q.ependS. on: 
··~· ,•. 
(i)- the number pf tumped masses, and 
( ~i). the number of deg:r:'.ees Qf freedom attributed :to .each 
\ 1umped mass •.. 
Vibrating systems may convenientl,y be divided into two types~ 
'. . . ~ 
' ' ' '". 
,· " 





and obviously this ,di-stinction is mathematical, and not physicat. 
2.2.2 - Lumped systems 
2.4 
' 
A tumped system is one whose exact equations of motion may b~, 
expressed as a set of ordinary diffe_rentia t equatipl'lS in a finite number 
of unknowns. These unknowns are functions of time· onty. For sma'l..1.. 
vibrations, in which we are interested, the equations of motion Witt be 
Linear and have constant coefficients. Lumped masses witl.. then be 
characterized 'by having a finite number of natural. frequencies. 
Att4ough 1..umped systems never occur exactly in practice, many structural. 
$ystems may be assumed to be Lumped for most practical purposes. 
2.2.3 - Distributed systems 
A distributed system is one whose exact equation of motion mB;Y be 
expressed as one or more partial, differential. equations governing certain 
displ..acements. These displ..acements are functions of the space variabl..es 
x, y, z and the time t. For smal.t vibrations, the equations wil..1.. be 
1..inear, but the coefficients w~l..l. not necessarity be constant. Dis-
tributed systems have an infinite number of natural. frequencies and 
corresponding modes of vibration. 
2. 2. 4 - Criterion of choice for the- -type of mathematica 1.. mode 1.. 
'~·, 
rt· is ctear that al.though it is possible to make an absolute / 
distinction between Lumped and distributed systems, no such ctear-cut 
·distinction is possible in the real. world. In practice; tJ1e decision 
, .......... 
whether to treat a system as Lumped or distributed depends on arguments 
invol.ving convenience and accur.aC'y. An exact treatment of the system 
':. J 
\' : . 
.·· .. , 
2.5 
i'ncreases the accuracy but SJ.t&o the compiication of the equation. However, 
in many cases the increase in accuracy does not justify the increase in 
mathematicai comp"Lexity. 
Sometimes it is easier to think of a system as being continuous 
rather ihan iumped. This is the case when the partia 1 differentia i 
equation can be soived exactiy. The cl.ass' of systems for which this is 
possibl,e is comparativeiy sma11~ but inciudes important systems such as 
uniform beams and uniform plates. The partial, differentiai equation and 
its soiution for simpte beam structures wiii be found in section 3.2. 
When it is impossib"Le, or difficu1t, to obtain an exact so1ution of 
the partia 1 different-ia 1 equations governing a distributed system, the ... 
system is reduced to a discrete form. So far oniy one method of approximating 
a real, structure was mentioned, which was the tumped-mass approach (see 
section 2.2.1). There is however, another method by which an actuai system 
can be approximated which is known as "assumed mode method". In this method 
the system is assumed to vibrate in a certain deftected shape. Both methods 
wi ii be discussed in more detai 1 in the sections 2. 3 and 3!,3~ 
Section 2. Y -' The Equations of Motion and their So 1ution 
2.3.1 Sing1e-degree-of•£reedom probtem 
The equation of motio:n for a sy~tem as shown iii fig. 2.5 may be 
obtained by conside;~n.g- the f~rces .acting on the mass m at any time t. 




Figure 2. 5 
se iected reference position (genera ~iy the position of static equi iibriumL 
The force exerted by the spring on t~e mass wi11 be - kx (acti~ in the 
negative x-direction), where k is the elastic stiffness of the spring 
(defined as a force per unit displacement). The acce1erated mass exerts 
ah inertia force on the spring equai to - mi. 
2.6 
For dynamic equitibrium:-
F = 0 .. = - mx - kx 
theref ore.1 mi+kx = 0 (2.1) 
This is catted the "equation of motion" for a singte-degree-of-freedom 
undamped, freety vibrating system. The general, sotution is:-
x = A sin pt + B cos pt (2.2) 
where 2 k/: p = m (2.3) 
The period, or time taken for one comptete cycte of vibration, is: 
T = 2rr/p = 2TG ../-m/k' 
where p is catted the natural, circular· frequency; it has the units 
••:t'adians per unit of time" e In the subsequent discussions, we sha 1,1, 
speak of the natural, circular frequency p simpty as the natural, 
frequency .. 
~he number of cyctes per unit time, say 1 second, is catted the 
frequency of vibration, an~ wi1,1, be denoted by f, where 
f = 1/T 
The constants A and B depend on the initial, conditions of the 
prob 1,em. Let us assume the f o ttowing ini tia 1, conditions: --
at t = 0 x = x and i: = 0 
then x = x cos pt 
and x 2 pt 2 = - x p cos = - p x 
Substituting 
.. 
into the.equation of motion gives:-x 
2 





which is catted the "frequency equation". It w±lX be noted tllat the 
r,iatura1 frequency p depends on1y on the parameter.·'~ and m, and not 
on the amount of the initial, disp1acement X. 
Let us determine the natural, frequency for the fo11.iowing systems, 
in which the actual, mass of the beam is approximated by one 1,~ped mass 
onty:-
(a) Canti Lever 








The stiffness of a cantil.ever; is known to be~-
k = 3 l!lI/13 
·hence from equation (2~5) 
. ; p 
= 
(b) Simp1y supported beam. 
'. 
'1 3 I 1, 13E;r/1 m; 
., 
·r· 
Using the re'1ationship give:n in Appendix· A, tpe stiffness ·is found 
to be:-
k = 48.EI 
13 
P =.t~;:r' 
. '· .6 WmI ,92·· -.
'._ t 3m 
It wi 11 be seen in a 'Later section, that the two :natural, frequencies·. 
obtained in. the a'hl@ve. exa.mptes are· not gc;)Qd approximations Ato the exact 
va1ues. This is due to the fact, that the one-degree-of.;;freedom model, is 
2.8 
not a good representation of the actuat structure, which has a distributed 
mass. 
2.3.2 - Mutti-degree-of-freedom probtem 
When there is more than one degree of freedom, the com~texity of the 
probtem increases, since there are as many naturat or normai nodes of 
vibration as there are degrees of freedom and the motion is not necessarity 
harmonic in form. However, any possibte motion can be broken down into its 
harmonic components, each component being related to a normat mode with its 
associated naturat frequency. 
As an exampte, consider the two-degree-of-freedom system shown in 
fig. 2.7. The cantitever is approximated by a mass-spring-system consisting 
of two masses and and two weighttess beam sections of stiffnesses 
k
1 
and k2• If this system were disturbed in some arbitrary manner and then 
attowed to vibrate freety, the movement of the two masses might have the form 
suggested in fig. 2 .• 7(a) and obviousty such a form is not the simpte harmonic 
pattern of a singte-degree-of-freedom probtem. Since the system has two 
degrees of freedom, we know that it has two modes of vibrations, and each mode has 
its own naturat frequency. 
The two equations of motion for the free undamped vibration of the 
system can be written down by considering the equitibrium of each m~ss 
under inertia and restoring forces: 
= 0 




find the two naturat frequencies and corresponding modes of vibration. 
For simpticity tet us assume that k1 = k2 = k and m1 = m2 = m and 
let the sotution be of the form x = X cos pt; then the two equations 
b~come: 
(p 2 - 2k) + x (.k) 0 x1 = m 2 m 
(.k) + x (p 2 - .!s) 
(2.7) 
x1 = 0 m 2 m 
~ ~, m• k, ~ k:z. ~ 
t t . ·1 ·b . ·~· T.~ .s a re. equ1 1 num pos11 ion 
m~i 
~~'· ~ --TT m I t+~ 
I 
position ait time t, 
Fi!]- 2. 1-(a) Free vibration due +o an initial 






Fig. 2. t (b) Free vibn;dion 
in the fir.st mode 
m2 
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E1imination of the amplitude ratio x
1
/x2 teads to the frequency equation: 
4 2 (lk) (k)2 p - p + -m m = 0 (2.8) 
hence, 
p
2 = 0,382 (k/m) or 2,618 (k/m) (2.9) 
and 
These two va1ues of the circu'Lar frequency p are the first and second 
natura1 frequencies, p1 being taken as the 1ower of the two, which is 
a 1so ca 1 'Led "fundamenta 1 frequency". 
Substituting equation (2.9) in equation (2.7) we get two re'Lationships 
between x1 and x2 , one for each .va1ue of p. These re'Lationships give 
the norma1 modes of vibration as fo11ows:-
mode 1: 
mode 2: 
x11 = + 0,618 x21 
x22 = - 1,618 x12 
where the second subscript designates the mode. 
(2.10) 
(2.11) 
The precise meaning of harmonic motion as app1ied to a mu1ti-mass-
system is as fottows: every point in the structure has as its time-
disptacement retationship an expression of the form; 
x = x cos pt 
where X is the maximum disp'l.a.cement at that point, and (cos pt) is 
c.ommon to the entire structure. This implies that a.1,1, points reach 
their maximum disptacement at the same time, and also pass through zero 
at the same time. These resutts are shown in figs. 2.7(b) and 2.7(c). 
Depending on the form of the ini.tia.1, disturbance given to the 
system, the free vibration pattern can be re'Lated to mode 1 and mode 2, 
and the corresponding frequencies. If the initial, disp'Lacements 
co~respond to equation (2.10) on re'Leasing, the system wil,1, vibrate in 
the first mode; if the initial, disptacements corres.Pond to equation (2.11) 
the system wi 1,1, iribrate in the sec·~md mode. Both modes are equa 1,1,y 
p0ssib "Leo ... In the' more genera 1, case of a random ini tia 1, disp"Lacement of the '" 
two masses, this dispta.cement can be considered as being composed of 
appropriate amou_~ts of mode 1 and 2o The free vibration pattern wil,1, then 
adopt the forms shown in figo 2o7(a)o 
There are several, important properties of normal, modes of vibration:-
(i) The abso1ute val.,ues of disp1acements are unimportant; 
what is imp0rtant is the shape of the mode or the · 
reta.tive disp1acemento 
(ii) Since· the abso1ute va1ues of the disp1acements are arbitrary, 
they can have any convenient val,ueo It may be convenient 
for each mode to have the sum for al,1, mass points of the 
product of each mass and the square of the corresponding 
displ,acement add up to unity:-
for P1 
2 2 
1 ll11 x1 i + m2x21 -· 
for 
2 2 1 p2: m1x12 + m2x22. = . 
When the displ,acements have been adjusted in such a manner they 
are said to have been norma1izedo 
(iii) The third property is cal,1,ed orthogona1,ity property, which is 
given by the equation:-
(2 0 12) 
This property is very important for determining higher natura1, 
frequencies and their associated modes; this witt be shown in 
the next chaptero 
It sh0u1.d be mentioned at this point, that in the above discussion on1,y 
one particular way of obtaining the equations of motion was· used, Le. the 
equati.ons were obtained by considering the equi 1,ibrium of the forces acting 
on the masso There are, however, other ways to set up the equations of 
motion, which wi 1.,1 be given in Chapter 3. 
2o3.3 = Pra~tical, im~ortanc~ of the natural, frequency 
The vatues of the natural frequencies are of great importance because 
they represent dangerous frequencies in most structural, systems. If a 
2.12 
harmonic disturbing force is a.ppl.ied to the system at one of these frequencies, 
the deflections coul.d become large as the system devetops what is known as 
resonance. Without sufficient damping the amptitude of vibration at 
resonance would theoreticatty approach infinity. In practice, with beam 
structures it coutd become dangerousty large (since damping may be smatt), 
causing discomfort, damage to the structure or fatigue faiture in certain 
ma teria ts. 
In practice, it is difficutt to predict the amptitude of vibration to be 
expected at resonance because the actuat amount of damping present in any given 
system can often onty be guessed. This presents no reat difficutty; it is 
sufficient to know the frequency at which re.sonance is expected to occur 
and to avoid exciting the system at any of' the naturat frequencies. The 
design ca 1,culations therefore first invotve estimating natura t frequenci@s 
and dampirr~~s· atways neg'Lected.. 
In a mutti-degree-of-freedom structure the frequency equation can 
become quite compticated. However, in most structurat problems onty the 
tower naturat frequencies, and more specificatty the fundamentat frequency, 
are of practicat importance, the tatte'r onty:is re'tativel.y;easy to obtain. 
2.3,4 - Limiting criteria of the mathetnaticat ideatization 
' 
The resistance of a structure to deflections can be defined more or 
tess satisfactoril.y. In generat, it depends on: 
(i) the simpticity of the structure, 
(ii) the properties of the materiato 
A structure composed of a few simpte etements, made of homogeneous isotropic 
and tinearl.y elastic materiat tike steel. (with strains not exceeding the 
proportional., l.imit) and subjected to smal.t displacements which invotve no 
significant changes in the geometry 0£ the structure, behaves very much 
l.ike its mathematical. ideal.ization, and its elastic properties can be 
estimated quite accuratety. en the other hand, a compl.icated assemblage 
of structural. etements made of non-homogeneous, non-isotropic and non-
tinearty el.astic materiat l.ike concrete exhibits a behaviour which is 
difficutt to estimate. 
The mass distribution of a structure is easil.y defined. However, in 
many cases it woutd be very tedious to include in the computation the exact 
distribution of the mass 9 as it was pointed out in sub-·section 2. 2. 4. 
·i . 
We are now teft to consider the various dynamic forces which can act 
on a structure and how they are treated mathematica'Lty. However, the 
description of types of forces wi11 be very brief, since this thesis is 
concerned with free vibrations of beam-structures. 
'. 
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Section 2.4 - Types of Dynamic Loading 
In the foregoing we considered undamped, free vibrations of an elastic 
system which are defined by: 
(i) the e 1.astic resistance and inertia forces of the structure, 
(ii) the initia1 conditions 0r the state of motion, 
(iii) the boundary conditions of the structure, 
(iv) the absence of any externa 1 and interna1 friction forces, 
(v) the absence of any externa1 impressed force. 
If a disturbing force is app1ied to a structure, the resu1ting 
motion is ca1"Led an undamped, forced vibration. The disturbing force p,(t) 
is .a..f.unction of the independent variab"Le time and there are two ma.in 
types of forc~s~-
(i) periodic forces, 
(ii) transient forces. 
Such dynamic l,oads, app1ied to a structure 9 produce a certain motion 
which is ca1"Led the response of the system~ Depending on the app1ied :force, 
we get the fo1towing types of responses~~ 
(i) steady-rate response, 
(ii)· transient response. 
The first type of force repeats itse"lf many times with constant 
maximum force at regular ~ime intervats. If a sti.fficient1y great number 
of cyc"Les has occurred, the responding system wit1 be found to vibrate in 
a steady state. Periodic forces may be caused by an u.uba1.anced machine 
running at a constant speed. 
The second type are forces which are app1ied sudden1y or forces 
a.pp1ied for a short interva1, of time, such as caused by an earthquake, 
b1.a.sting or· ·an impact. The fo1,l,owing figures represent the forcing 




Examp"Le £or a ~exiodic forcing function 
Figut'e 2.8(a) 
, J:1i1, . 
, 'I, I 
P( t) P(t) 
time time 
-putse l.oad of duration t
1 
b 1.:a.st pressure pu 1,se 
Exampl.e for transient forcing function 
Figure 2.8(b) 
2o4.,1 - Undamped fdrced vibrations 
For simpl.icity, "Let us again consider the one-degree-of-freedom 
system as shown in fig. 2.9. The system has the fol.towing equation of 
motion~"'."' 




The' sol.ution of equation (2.13) is made up of two parts; 
·~· . 
( i) the' comptementary function which is the so l:,ution of the 
homogeneous equation, i.e. the equation for free vibTations, 
(ii) the particul..ar integral., which must satisfy the comp"Lete 
equation (2.13). 
The ref ore 
x = A si:n pt + B cos pt + particul.ar integra i. 
,. .... 
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Obviousty, if there is no disturbing force the particu"La.r integral.. is zero 
and the comptete sotution is given by equation (2.2) in sub-section 2.3.1. 
2.4.2 - Damped, forced vibrations 
It has already been pointed out that in many practical, probtems 
damping has a reta.t.ivety sma.tt effect on the response. The usuat procedure, 
therefore, is to sotve for the naturat frequencies and corresponding normat 
modes of vibration neg'Lecting damping. However, when such compromises by 
means of ideatizing the actuat structure are made, this has to be in 
accordance with the aim of the particu1.ar study. Thus, where design toadings 
invol..ve transient forces, it is justifiab1,e to neg"Lect frictional, forces. 
Here the maximum response during or immediatety after the apptication of 
the force is of greatest interest, i.e. before damping couLd have much 
effect. On the other hand, if the design is controtted by fatigue 
conditions, occurring under steady-state toadings, the maximum response 
during steady state conditions may be s.ignificantl..y affected by daihping. 
Not ont;Y shoutd damping be considered in such steady-state cases 
produced by periodic toading, but it may aLso be significant in response 
produced by relativety tong non-periodic 1,oadings, as for e:x:ampte, those 
invotved by earthquake response. 
The damping present in rea 1, structures may take various forms,' but 
. mostty viscous damping is assumed, t:Q.at is, the damping force is pro-
portiona 1, to the ve toci ty of the mass. The genera t equation of motion 
for a damped, forced, vibration becomes~ 
m:x: +ex+ kx = P(t) 
The comptete solution consists of the compwmentary function and the 
particular integral, of the formg 
x = exp(-ct/2m)(A sin pt + B cos pt) + particu"La.r 
integrat 
(2.14) 
Physica11y, the comptete response is the sum of the starting transient 
(the complementary function), which dies away exponential.Ly, and the 
steady-state resp0nse (the particu"La.r integrat). If the vibration during 
the first few cycl.es is of interest, then equation (2.14) must be 
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investigated, but in probtems, where the response is required after the 
starting transient has died out, further consideration onLy has to be 
given to the particutar integraL. 
W'e wiLLrow return to undamped, forced, vibration and investigate the 
effect of various types of time-varying forces. 
2.4.3 - Harmonic forces 
Let us consider the system shown in fig. 2.9, which is subjected to a 
disturbing force of the form; 
B sin ext 
·o 
where ex is the circutar frequency of the periodic Load. In order to 
evaLuate the particutar integraL, x = X sin ext is used as a soLution 
and we get for the comptete soLution; 
x 
p /k 
0 = A sin pt + B··cos pt + _ _.,__ __ 
2 
1 - (ex/p) 
sin ext 
The constants A and B are determir:i.ed from ini tia L conditions. The first 
two terms of the equation above describe the free vibration, and the third 






1 - (ex/p) 
:";, ' 
However, X t = P /k, where Xst; is the disptacement for a static Load ~o' 
then· . ;:,,: s 0 
= 1 2 
1 - (a/p) 
(2.15) 
The ratio X/Xst is catted magnification factor. In fig. 2.10 the absoLute 
vaLue of the magnification factor is p1otted against the frequency ratio and 
the figure iLLustrates the phenomenon of resonance - that when the frequency 
of the disturbing force equaLs the naturaL frequency of the system, the 
ampLitude of the forced vibration tends to infinity, if there is no damping. 
When the frequency of the disturbing force increases beyond the condition 
of resonance, the magnification factor again becomes finite, and its 
absoLute vaLue diminishes as ex/p increases. This means that a dynamic 
2.18 


















2.4.4 - Transient forces 
If a force is applied to a one-degree-of-freedom system for a short 
interval of time and then removed, the subsequent motion will be free 
vibrations, which will decrease in amplitude, if damping is present in the 
system. Usually the maximum displacement of the mass is of interest; this 
will occur during the time of application of the force or in the first cycle 
of free vibration after the removal of the force. Thus considering tran-
sient disturbances of short duration, ·only a few cycles of vibration of 
the system are of interest. However, damping is small in many structural 
problems, so that its effect on the vibration during the first few cycles 
can be neglected. 
In practice, the variation of the transient force with time is often 
not known exactly~ and hence only approximations to the maximum displace-
ment can be determined. 
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First we sha11 consider the effect of an impulsive load, from which 
the response due to other time-varying forces can be derived. 
A) Effect of an impulse 
If at: a··1time · t'!= 0 an impulse G is applied to the mass in the 
+ x direction, the body instantaneously acquires a velocity G/m. If 
no forces are. applied thereafter, i.e. P(t) = 0 for t > O, there is no 
particular integral and the complete solution of the differential equation 
is:-
x = A sin pt + B cos pt 
applying the initial conditions:-
at t = 0 x = 0 and x = G/m 
then A = G/m 
hence x = G/(mp) sin pt for t > 0 
By similar reasoning, if the mass had been at rest until time t = t' and 
an impulse had been applied at t = t', then the resulting motion wou1d be:-
x = Q_ sin p(t - t') mp for 
B) General case of a time-varying force 
t > t 1 




t'---·I f- t 
llt I 
Fig#rw; 2.11 
The general continuous force ~-(t) can be considered as a series of impulses. 
The shaded area 6G = P·(t') tit' is a typical impulse occurring at time 
t = t'. The increment in displacement 6x 'at time t(t > t 1 ) due to 
6G is:-
D.x = f(t') tit' m • p 
2.20 
sin p (t - t 1 ) 
Summing for a 1..1.. the impu l..ses into which the curve p.( t) is divided between 
t = 0 and t = t, the response at time t is:-
1 
x = m.p 
t 
j p( t' ) sin lP ( t - t ') d t 1 
0 
(2.16) 
This integral.. is al.so known as Duhamel.. integral... If the initial.. conditions 
at time t = 0 are x = X and x = !, the solution of the homogeneous 
equation must be added so that the complete motion is described by:-
x 
. x = X cos -nt + -
Jt' :,? 
. t 1 sin .'-n. + 




) sin p(t - t') dt' 
0 
The total.. displ..a.cement is simply the superposition of three separate 
contributions: 
(1) The free vibration X cos pt, which would result if at 
(2) 
( 3) 
t = 0 the system were displaced by X but had no initial.. 
velocity and subsequently were not acted upon by an external.. 
force P.(t). This contribution is identical.. with the free 
vibration given by equation (2.2) in section 2.3.1. 
The free vibtation X sin pt, which would result if, at 
J . 
t = 0 the system were subjected to an initial.. velocity X 
but had no initial.. displacement and subsequently were not 
acted upon by an external.. force P(t). 
The dynamic response which would be produced by the time-varying 
/ 
force P(t) to a system which had neither a displacement nor a 
velocity at t = O. 
C) Stepwise disturbance 
Let us now consider the response of the system shown in fig. 2.9 
produced by a rectangular pulse load as given by fig. 2.12, the system 
being initially at rest. This case is of interest because the maximum 
displacement x max is dependent on the ratio of pulse length t 1 to the 





For 0 < t < t 1 , the motion is governed by 
t 
1 J p sin (t - t') dt' x = p ·m • p 
0 
.E ( 1 - cos pt) since 2 k x = p = k m 
and with p = k xst 





, the motion wi.1,1, be a free vibration and is governed by:-
x = 
p 
m.p sin p( t - t' )dt' 
t 
0 J +--m.p 
t1 
The integral, must be sptit into two portions, 
since 
and 
P(t') = P for 0 < t < t 1 
P( t') = O for t > t
1 
Evatuating the above equation 1,eads to 
sin p(t-t 1 )dt 1 
(2.18) 











motion is governed 
by e.qua+ion : 




... 0 .... 
I :x.. = 2 sin z.lpt .sin p (t-l t) 
:X.!>t I 2. I 
motion is 9over-ned by equation: 
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~ = 2 (2.19) 
xst 
provided pt1 ;:;:. 1t 
that is t 1/T;:;:. t 
where T is the period of the system. 
However, if t 1/T < f, then the maximum displ.acement is governed by 
equation (2.18) and the ratio xma~xst is given by:-
x 




These two relationships are shown in fig. 2.13. The curves (a) and (b) 
represent the motion of two one-degree-of-freedom systems with different 
periods of vibration T, i.e. 
for curve (a) 
for curve (b) 
T 
T = 
The curves were obtained by a method known as "Phase-pl.ane Method 11 , which 
witt not be expl.ained here and may be found in ref. (8). 
Comparing the two vatues for xma~xst from equations (2.19) and 
(2.20) it can be inferred that whether the maximum_ transient response 
occurs during or after the period of apptication of the disturbing force 
depends on the ratio:-
~ = putse tength 
T period of system 
and 
then the maximum displacement x occurs during max 
the putse and is given by equation (2.19), i.e. twice 
the static displ.acement; 
then the maximum disp1..acement x occurs after max 
the end of the putse and is given by equation (2.20). 
The variation of the dynamic magnification factor 
t 1/T is shown in fig. 2.13(b) 
x /x max st with the ratio 
i' 
CHAPTER 3 
VIBRATIONS OF STATICALLY DETERMINATE BEAM STRUCTURES 
Section 3.1 - Introduction 
) 
3,1 
In nearly all structural systems· such as beams, bridges and plates 
the mass and elastic properties are distributed rather than lumped. However, 
these parameters are assumed to be lumped 1n many vibration analyses since 
distributed systems are governed by partial differential equations and 
relatively few can be solved. But for some important cases, as for 
instanc~, beams, it is easy to write and solve the partial differential 
equation, governing the system. 
In the following section only simple cases such as cantilevers and 
simply supported beams will be investigated.· The exact solution will be 
found so as to form a basis of comparison with other mathematical models 
presented in section 3.3 of this chapter. 
Section 3.2 - Transverse Bending Vibration of Distributed Systems 
3.2.1 - General assumptions 
The following analysis is applicable only to slender beams, for which 
the effects of rotary inertia and shear defor!ll.ation are negligible. The 
material is assumed to be homogeneous and linearly elastic. Damping is 
neglected, and the beams are not subjected to axial forces. It is also 
assumed that the displacements are small and that they are referred to the 
static equi "Librium position, i.e. they do not include the displacements due 
to gravity. Furthermore, the beams have uniform cross section. 
3.2.Z - The equation of motion and its solution 
Consider the forces and moments acting on a beam-element of length dx 
as shown in fig. 3.1. 
3.2 
·-_->-- --· --- ~-__. .. _ x-
·x 
Q1 r +~ dx ox y 
J_ Mc )M OM dx +-ox 
y 
Figure 3. 1 
Q and M are the shear force and bending moment at section x. The inertia 
I 2 · < 2 
force on the e 1,ement is p A dx ( o y/ot ),, where p is the density of the 
beam and A is the cross-sectional area. 
Taking moments about the centre line of the e"Lement (neg"Lecting 
products of small quantities), and resolving for forces in they-direction, 
we find: 
Q. = OM OX 
.29. 
2 
and = AU ox P ot2 
From the relationship between bending moment and curvature and 





where EI is the flexural rigidity. Combining the above three equations 
"Leads to the partial differential equation of motion: 
o4y + _g! b = 
ox4 EI ot2 
0 ( 3. 1) 
When a beam performs a normal mode of vibration the def"Lection varies 
harmonically with the time and can be represented as follows: 
y = Y (A sin pt + B cos pt) (3.2) 
3.3 
where Y is a function of the coordinate x only. Y determines the shape 
of the normal mode under consideration and is called the "normal function". 





4-Ti-Y = 0 
dx 
(3.3) 
Equation (3.3) is of fourth order and the sine, cosine, sinh, and cosh 
will each satisfy the equation. Consequently, the general solution will 
contain four constants and may be written in the fol lowing form:· 
Y = C sin rx·:·: + D cos rx +. E sinh 1rx + F cosh~1rx (3.4) 
where 
4 2 
r = pAp /EI 
and the constants C, D, E and F will be determined from the end con-
ditions of the beam. For the two ends of a vibrating beam we always 
have four end-conditions from which the ratios between the arbitrary 
constants of the general solution (3.4) can be obtained. In this manner 
the normal modes of free vibration and their natural frequencies will be 
established. 
3.2.3 - End conditions 
(a) Simply supported beam 
In the case of a simply supported beam (fig. 3.2), the displacement 
and bending moment are both zero at each end of the beam. The end 
conditions are therefore: 
at x = 0 y = 0 i.e. 0 = D +F 
2 2 
thus D =F = 0 
at x = 0 Y" i= 0 i. e, 0 = - r D + rF 
(Primes wi 1,1 be used to designate differentiation w.r.t. x) 
at x = 1 y = 0 i.e. 0 = C sin rL + E sinh rL 
at x = 1 Y'' = 0 i.e. 0 2 2 =-Cr sin rL + Er sinh rL 
The only non-trivial solution is E = 0 and sin rL = 0 for C .f= 0 
1,eading to: 
rL = n7t n = 1,2,3, ..• 
and pn = ( nrt)"21 EI ' 
pAL4 
n = 1,2,3, ••• (3.5) 
_,. 
For convenience Let us introduce the symbol 
.GL' v M-oL3 B 
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pw incorporates all the properties for a patticutar beam, i.e. its total 
mass MB' its Length 1 and flexural rigidity EI. 








In the following sections, these values will be referred to as "exact" 
values of the natural frequencies for a beam having a continuous, uniform 
mass distribution. 
1 




= sin ( nx/L) 
p 1 = ( t) 2 J ~i I 
Mode 2 y2 = sin (2nx/L) 
P2 
( _gz_) 2 ([ I- 1/2 -I 1 p 
y = sin ( 3nx/L) 
Mode 3 3 
, ( lir) 2 ~Er' P3 = pA 1 r-- 1/3 .I. 1/3 1/3 -1 I 
Figure 2.2 
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In section 2.3.1, example (b), the fundamental frequency of a simply 
supported beam having one degree of freedom was calculated to be: 
p = 6,92 p w 
This value is very much lower than that of p
1 
given above and illustrates 
the magnitude of error which occurs when the total mass of the beam is 
concentrated at only one point. 
From equation (3.5) we see that there is an infinite number of 
values of p that satisfy this equation. As mentioned previously this 
is true of all distributed systems and is in agreement with the fact 
that the systems are composed of an infinite number of mass partic"Leso 
It should be noted that the natural frequencies increase with the square 
of the natural mode number. 
The shape of the normal mode of vibration corresponding to the 
natural frequency is given by the normal function: 
y = 
n 
. n7tX sin 
1 
The shapes of the normal modes therefore consist of integer numbers of 
"loops" of a sine curve, as shown in fig. 3.2. Hence for a uniform 
beam with simply supported ends the expression for the modes of vibration 
is given by: 
y(x,t) = . n7tx (A sin p t + B cos p t) sin 1 n n n n . (3.6) 
However, there is an infinite number of normal modes, and a general 
free vibration may involve all of them. Since the system is linear, 
we may, by superposition, write the following summation of an infinite 
number of expressions of the type of equation (3.6): 
y · n7tx (A sin p t + B cos p t) sin 1 n n n n 
n=1,2, •• 
(3.7) 
In order to evaluate A and B n' expressions are needed for the n 
displacement y and the velocity y at zero time; thus: -
yo = I: A . n7tX n sin 1 n 
00 
Yo = E B . n7tX n sin L n 
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If we multiply both sides of each equation by sin(mrtx/L), where m is 
an integer, and integrate between the limits x = 0 and x = L, then 
the following formulas are obtained:-
2 1 
A J . nrtx d = 1 yo sin 1 x n 
0 
( 3. 8) 
2 1 
B = f • sin nztx dx n Pn 1 Yo· 1 
0 
Example: 




A ;:::: n 
B = n 
0 




= f sin n~x dx 
n2L P1 0 
Hence from equation (3.8): 




0 for n = 2,4,6, ••• 
noting, that we substituted 
2 
pn = p1 n , for a simply supported beam. 
Substituting A and B 
n n 
in equation (3.7), we find that the 
displacement series resulting from the impulsive starting condition is 
given by: 
y 1 . nxx sin P t n3 sin 1 n (3.9) 
n=1, 3, 5 
Only the odd-numbered or symmetrical normal modes are excited by the 
symmetrical starting condition. Furthermore, we see that their 
amplitudes are proportional to 1/n3 , that is, to 1, 1/27, 1/125, etc. 
This indicates that the displacement response is largely in the 
fundamental mode. 
(b) Cantilever 
Consider the cantilever shown in.fig. 3.3; with the origin of the 
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axes at the fixed end, the end-conditions are:-
at x = 0 y = 0 i.e. 0 = D +F 
at x = 0 Y' = 0 i.e. 0 = rC + rE 
at x = 1 Y' I = 0 i.e. 0 = r
2
C sin rL - r 2D cos rL 
+ r
2
E sinh rL + r 2F co sh rL 
at x = 1 Y''' = O _0.,=. r 3c cos . rL ·:1- r 3D sin rL 
.t r 3E: cosh rL +·<r3F sinh rL 
Hence we obtain the set of equations: 
C(-sin rL - sinh rL) + D(-cos rL 
C(-cos rL - cosh rL) + D( sin rL 
cosh rL) = 0 
sinh rL) = 0 
These equations wilt have a non-trivial solution for C and D only 
if the determinant of the coefficients is equal to zero. Hence we get 
the frequency equation: 
(cosh rL +cos rL)
2 
+(sin rL + sinh rL)"(sin rL - sinh rL) = 0 
After expanding and simplifying this leads to: 
cos rL • cosh rL = - 1 (3.10) 
There exists an infinite number of values of rL which satisfy 
equation (3.10), as can be seen from fig. 3.4 where the graphs ~1 = -1/cosh rL 
and ~2 =cos rL are plotted. The first three roots of equation (3.10) 
are: 
r 1L = 0,597 7t = 1 ,875 
r 2L = 1,494 7t = 4,694 
r
3
1 = 2 '500 7t = 7,855 
Since 1/cosh rL becomes infinitely smatt for large values of rL, the 
higher roots are given with satisfactory accuracy by the equation: 
r 1 = (n - 1/2) n 
The natural frequency is given by: 
= r2 V EI ' n pA 
for n ~ 3 
'3. 8 
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Figure 3.4 
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and for higher frequencies, they can be approximated by: 
= (n - 1/2)
2 2 ~[ii' 
12 7t ·v PA (3.11) 
The values for the first three natural frequencies are as follows:-
P1 = 3,516 p w 
P2 = 22,03 p w 
P3 = 61'70 p w 
Comparing the value of the fundamental frequency with the one obtained 
in the example (a) in section 2.3.1, it can be seen that the exact value 
is roughly twice as much as the value obtained when using the lumped-mass 
approximation with one degree of freedom. 
Equation (3.11) shows that the natural frequencies of the higher 
harmonics increase with the squares of the successive integers no 
3.10 
Section 3. 3 - ApproxiinaiB :tiethods of :O.eterming the Niatura 1., Frequencies 
! 
3.3.1 - Introduction 
We saw in the previous section that exact solutions can be obtained 
for simple beam structures having a constant cross-section, i.e. uniform 
mass distribution by solving the partial differential., equation of motion 
and by substituting the appropriate end-conditions. However, for beams 
with non-uniform mass distribution or non-uniform cross-sectional., area, 
the complexity of the calculation becomes excessive and with the exception 
of a few special cases such solutions do not exist and approX:imate methods 
are required to determine the natural frequencies and their associated 
mode shapes. There are many methods of determining appr6xirilat13ly one or 
more natural frequencies and in the subsequent section follows a survey 
of some of these methods. In section 2.2.4 it was mentioned that there 
are two methods of approximating the actual structure: 
(i) the lumped mass method; in this method the equations of 
motion are set up. There will be as many equations as 
there are degrees of freedom in the system. In order to 
obtain the frequencies and mode shapes, the set of n 
simultaneous equations has to be solved; 
(ii) the assumed mode method; this approach is developed from 
considerations involving the total energy of the vibrating 
system. It is necessary to guess a normal mode shape and 
the success of this method depends on the choice of these 
assumed shapes. The Rayleigh and Rayleigh-Ritz methods 
fall into this group. 
Another way, which will not be discussed in this thesis, is to obtain an 
approximate solution of the partial differential equations using finite-
difference methods. 
By lumping the distributed mass at certain points a possible non-
uniformity of the beam mass can easily be taken into consideration. At 
the end of this chapter the question will arise, into how many concentrated 
masses a system should be divided in order to obtain a good approximation 
to the natural., frequencies of the original., system. 
3.11 
On the other hand, the self-weight of a beam might be negligible 
compared with the applied (point) toads and the approximate methods are 
very useful in assessing the natural frequencies of this type of system. 
3.3.2 - Rayleigh's approximation 
A) The Energy Equation 
Rayleigh's method is based on the principle that in a freely vib~ating 
system a periodic exchange of kinetic and potential energy takes place. 
The energy equation for a vibrating system is easily obtained from 
the equation of motion: 
my + ky = 0 
multiplying by y 
myy + eyy = 0 
and integrating w.r.t. time gives 
1 • 2 1 . 2 
2my + 2ky = c (3.12) 
The first term of this expression gives the instantaneous kinetic energy 
of the motion of the mass, and the second term represents the instan-
taneous potential energy of the restoring element relative to the potential 
energy at the static equilibrium position of the system. C is the total 
energy of the system and it remains constant throughout the motion 
provided there is no damping. The magnitude of C is determined by the 
initial conditions of the motion. 
When the displacement y is a maximum Y, the velocity witt be 
zero and 
Similarly, when the displacement y is zero, the velocity y witt be a 
maximum Y and 
1 • 2 
2mY = C 
The maximum kinetic energy is thus equal to the maximum potential energy. 
The maximum values of the two forms of energy occur a quarter of a cycle 
apart, which leads to the assumption that the motion of the free vibration 
can be described as harmonic so that the velocity of the motion is related 
to the displacement. 
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Consider for example again the single-mass-spring system (fig. 3o5) 
The displacement of the mass m is chosen to be: 
y = Y sin pt 
The kinetic and potential energies are given by 
KE 1 • 2 = 2 my = 
y 
PE = jkY .. dY= 
0 ' . 
f mY2 
1 k 2 2 y 
2 2 
p cos pt 
2
1 kY2 . 2 t = sin p 
At the position of maximum displacement we have: 
PE = f kY2 max ; KE = O 
and at the position of zero displacement we have: 
KE max = 0 
Figure 3.5 
Knowing that the maximum kinetic energy is equal to the maximum potential 
energy, we get 
thus 
f kY2 = f mY2 p2 
2 
p = k/m as before in section 2.3.1 
B) Bending vibration of a simple beam 
In the case of heavy beams, the expressions for the kinetic and 
potential energies are more complicated. Consider an element of a beam 
(fig. 3.6) deflected by the amount ~ from its equilibrium position. If 
a moment bends this element of length dx through alliangle qe, the 
elastic potential energy stored in the elementary length of the beam wilt 
be Md&/2. Since d& = 4x/r, and Since the relationship between moment M 
and radius of curvature r of a beam is given by M = EI/r, the above 










Figure 3. 6 





so that the maximum potentiat energy of the entire beam witt be given by 
an integration over its tength, 1, hence 
1 
PE = t EI J 
0 
l~ 'A 1 .2 The kinetic energy of the ei..t::ment is uKE = 2 my dx. Assuming that the etement 
has a simple harmonic motion about its static equitibrium position, then at x 
Tj = y sin pt 
hence max ~ = - PY 
and !::.KE t mp 2 2 = y dx x 
The maximum kinetic energy of the whol.e beam wiLL be obtained by int~ 
grating over its tength L, 
hence KE 
1 
= t x J 2 2 mp y dx 
0 
Since p is constant at att points atong the beam, and m is constant for 
a uniform beam, we rewrite 
KE 
2 1 2 = t mp J y dx (3.14) 
0 
and thus equating the maximum kinetic and maximum potentiat energy given 
by equations (3.14) and (3.13) respectivety, we get the fottowing 
expression for the towest natura t frequency 
2 
p = 










2 m f y dx 
( 3. 15) 
0 
non-uniform beam we get. 









This is a general expression that cannot.be integrated unless we can make 
a proper guess about y as a function of Xo The procedure is to guess 
a deflection curve which satisfies the end-conditons and corresponds to 
the mode of vibration concerned. 
It can be shown mathematicatty that for a uniform, simply supported 
beam the sine curve is the curve of att possible ones, satisfying the end-
conditions of zero displacement, that witt make the numerical value of 
equation (3.15) a minimum. 
C) Examples: (1) Simply supported beam 
' 
Consider the system shown in fig. 3.7, consisting of a heavy uniform 
beam simply supported at each end and carrying a concentrated toad at the 
centre of the span 
Figure 3.7 
- tet m = mass per unit length of the beam 
MB = total mass of beam = m,L 
ML = mass of centra 1 toad 
y = maximum deflection at mid-span. 
The end-conditions to be satisfied are that the displacements and bending 
moments at each end are zero, i.e. 
at x = 0 and x = 1: 
d2 
'<r - O· .£....X -- 0 " - -' ', dx2 
For the fundamental natural frequency the curve y = Y sin ~x/L satisfies 
the end-conditions. From equation (3.14) the maximum kinetic energy of 
the beam is: 
KE = 2 
1 
. 2 .1k!. t mp I y2 dx sin 1 
0 
= t MB p2 y2 
and for central load: 
KE = f ML p2 y2 
Hence for the whole system, 
From equation (3.13) the maximum potential energy is: 
PE 
2 
Equating the above two expressions and solving for p , gives: 
2 
p = 48,7 EI 
L3 (.L M + M ) 2 B 1 
Two special cases may be noted. 
3.15 
(3.17) 
(i) If the central load is zero, the system reduces to a heavy, simply 











This agrees extremely well with the exact expression of the · 
fundamental frequency derived in section 3.2.3, where 
= 9,8686 p w 
(ii) If the beam is light compared with the central load, Le. 
MB = O, then 
2 
p = 48,7 EI 
M L3 
1 




Comparing this with p = k/m for the system of fig. 3.7 and 
3.16 
-
exampte (b) in section 2.3.1, the effective spring constant of the 
tight beam is given as 
K = 48,7 EI 
13 
as compared with the wett known ftexibitity coefficient 
K = 
Thus Rayteigh's method gives a vatue for p
2 
which is 1,4% in excess 
of the true vatue for a tight beam with a centrat 1oad. 
Rayteign's method is very usefu t when it is desired to know the 
effect of negtecting the mass of a beam carrying concentrated 1oads. 
It can be seen from equation (3.17) that hatf the mass of the beam 
shouUl. be added to the centrat 1oad if it is required to find the 
iowest naturat frequency of a one-degree-of-freedom system having 
one tumped mass M1 and distributed mass m = MB/L 
(2) Cantitever 
Consider the cantitever shown in fig. 3.8 
x---:-...il 
- ---- ...-, t' _J 
I- 1 -I Figure 3.8 
The end-conditiomto be satisfied are the fot1owin~:-
at x = 0 y = 0 y' = 0 
at X = 1 y 1 I = 0 
3.17 
The fo1,1,owing assumed function wi1,1, satisfy the end-conditions:·· 
y = Y(1 - cos~) 
Simil,ar1,y as above, we obtain for the kinetic and potentia1, energies: 
KE = p2 y2 (t ML+ 0,113 MB) 
4 
PE 7t EI y2 = 
64 L3 
therefore 
2 2 2 04 EI p = 
L3 (ML+ 0,226 MB) 
Again two specia1, cases may be considered: 
(i) ML ; 6 , the system is reduced to a heavy beam with 
2 12 2 46 EI p = 
M L3 B 
p 3,66 ~EI/MB 31 = L 
compared with the exact resu1,t in section 3.2.3 
p = 
which is a percentage error of 4,1 
the system is reduced to a mass-spring system with 
2 
p = 
comparing this with . p2 = k/m for the system shown in examp1,e (a) 
section 2.3.1, the effective spring.:constant is given as 
k = 
as compared with the we1,1, known f1,exibi1,ity coefficient 
k 
3.18 
Thus Rayleigh's method gives a value for p which is 0,6% in 
excess of the true value for a Light beam. 
It fol,1,ows from the above, that Rayleigh's method can be used for 
both distributed and Lumped systems. 
D) Rayleigh's Quotient 
Rayleigh's principle states that if a reasonable mode shape is 
assumed, satisfying at Least the following end-conditions: 
y = 0 
y 0 
y'= 0 } 
for hinge-supported end 
for a clamped end 


















dx m y 
0 
1 
j EI (y11 ) 2 dx 
0 
1 2 2 
f my dx + L: M. Y. l l 
0 
X' K X 
X' M X 
for distributed systems with 
m =mass per unit Length 
for distributed systems with additional, 
concentrated masses M. 
l 
for a system having only 
Lumped masses. 
The Latter equation is given in ~atrix notation, where 
K = stiffness matrix 
M = mass matrix 
X = displacement vector. 
(see section 3.3.6 and Appendix B 4.1.3) 
E) Comment on Rayleigh's Princip1e 
The chief usefulness of Rayleigh's principle Lies in the fact that it 
provides a ~uick method of estimating the Lowest natural, frequency of a 
vibrating system. It is only necessary to use a moderately accurate 
representation of the mode shape in order to obtain a good approximation 
3.19 
of the fundamental frequency. However, by assuming the mode shape, 
constraints are imposed on the beam. This has the result that the 
calculated lowest natural frequency will always be higher than the true 
value, unless the exact mode shape is known, in which case, Rayleigh's 
quotient gives the exact value of the fundamental frequency. 
The chief disadvantages of Rayleigh's method as an alternative 
to the direct calculation of the modes and frequencies from the frequency 
equation (see section 2.3.2) are: 
(i) it can be expected to give accurate results only for 
the fundamental frequency of simple systems for which 
it is possible to guess the approximate mode shape; 
(ii) it is difficult to apply to higher frequencies of the 
system; 
(iii) it contains no "bui U-in" means of calculating an 
improved estimate of the mode shape from the 
calculated value of the frequency. 
3.3.3 - The static deflection method 
This method i's a special case and differs from Rayleigh 1 s method in 
that the potential energy is obtained in a different way and use is made 
of the static deflection curve. 
In the examples given in the previous section, only harmonic deflection 
curves were assumed for the mode shape. However, employing static 
deflection curves for the assumed mode shapes leads to similar good 
approximation of the natural frequency and hence it seems justifiable to 
use the static deflection curve for evaluating the maximum potential 
energy of the system. Assume that the beam shown in fig. 3.9 is given 
a displacement upwards equal to the gravitational displacement due to 




Consequentty we can catcutate the initiat potentiat energy in the beam by 
summing or integra.tirig, the work done against gravity. Denoting a 
concentrated mass by M and a distributed mass by m, the work done on 
these masses can be expressed by: 
and 
PE = r: t M.gd for concentrated masses 
l 
PE = J t mgy (dx) for distributed masses 
where d is the static deftection of the mass. 
This procedure dispenses with the necessity of deating with the second 
derivative or the curvature of the beam as shown in equation 3.13 and 
retates the maximum kinetic as'weii as the maximum potentiat energies to 




j my{dx) + ~ M. d . 
0 i=1 l l 
g L 2.f. 2 
. j my ldx)+ L: 1\ di 
( 3.18) 
0 
If the mass of the beam is neglected, or lumped at i discrete points 
in i equai masses M, equation (3.18) simpUfie~ to 
2 
p = ,f!;, 
d 
Examptes for a simply supported beam 









From Appendix A1, the static deflection dst at x =a is 
y 
2 2 = M.g.a b 
3 EI L = 
(3.19) 
Substituting in equation (3.19) gives for the fundamental frequency 
p = A(L1 = _1 .fiiU ·v ~ ab 'V . -M -
1 
Ifa=b=2 
p = 4 ~ ~ EI' 
M 1 3 · 




The vatue 6,928 is very close to that obtained above in exampte 1(ii), 
page 3.16, where 
= 6,981 EI ' 
p M 1 3 
But the amount of work is reduced considerably, when using the static 
deflection approach, since it w~s not necessary to make an intelligent 
guess of the mode shape and then obtain the expressions.for the kinetic 
.. 
and potential energies-
(b) With two lumped masses 
M1 M2 
-J% rn ~ A (a) 
r- 1 ·1· 12 -+ 13---1 1 
I~ t r:::::=====-1 (b) 
d11, d21 
l-===:::::::i L--::;:;--1 (c) 
d12 d22 
tj b (d) 
Figure 3.10 
•.· 
The principle of superposition may be applied to the system shown 
fig 3.10. Considering M1 first, we get from Appendix A1: 
M1 
2 2 M1g 1113 g 11 
[12 - 12 - 12] d11 = [1 - 11] d21 = 3 EI 1 6 EI 1 1 3 
in 
3.22 
Simi 1,arl.,y for M2 , we get:. 
2 
M2 g 13 2 
d22 = 3 EI 1 [L - 13] 
= M2 g 11 13 [ 12 - 12 - 12 J 
6 EI 1 1 3 
The total· displacements are therefore given by: 
and the 
d1 = d11 + d12 
d2 = d22 + d21 
expression for the frequency then becomes 
2 
p 




















12 = 13 = ~ 1 
M2 = tM 
d22 
2 M g L3 




= = 972 EI 
= 12.._ 
972 . 
M 15 M g L3 
= g 2 (2 . 972 EI ) 
M 15 M g L3)2 2 • 2 '(972 EI 
~ 8,951 EI I 
M L3 
(3.20) 
3.3.4 Dunkerley's Method 
\ 
3.23 
In this method several isolated systems are investigated and their 
natural frequencies are combined to a resultant fundamental frequency 
relating to the actual system of their combinationo The method is 
developed as follows. 
Assume that the potential energy is contained in one term, i.e. PE 




+ k p n 
2 
where k.p is the kinetic energy of the i's element; and remembering 
l 






k1 + k2 
deflection 
+ •••••• + k n 
PE 
curve may be 
+ y n 
estimated of the form: 
and the constants k. of the kinetic en·ergy contribution can be eva 'Lua ted 
l 
from such parts of y which are applicableo 
If, however, the interdependent constraints between the inertia 
element be relaxed to such an extent that n fully isolated systems 
result, we may evaluate the iso1,ated fundamental frequencies from the 









2 The ratio 1/pi wi1.,1., be a "true" but fictitious frequency if the iso1,ated 
deflection curve y. is the exact curve for the isolated system; if not, 
l ~ 
the ratio is sma'Ller than the true one. It is, of course considerably 
easier to find the exact curve for an iso1,ated system, i.e. a system 
having on'Ly one 'Lumped mass, than for a system having several, concentrated 
masses. 
Assuming now that instead of the n isolated deflection curves we 
know the one exact composite 
ca ku la ting a l,1, the isolated 
.L k1 k1 
2 = (PE)1 ~ PE 
P.1 
etc. 
_1 k k 
= (p~)n ~ _Q 2 PE 
pn 
deflection curve y and use it in 
approximate ratios 1/p~, we then have: 
l 
where the term in brackets is obtained from the isolated deflection curves 
yi and the term k1/PE without the brackets indicates the ratio which 
woul,d be obtained from the exact composite deflection curve Yo 
If these inequalities are added, we get, .. on the right-hand side, the 
inverse of Rayleigh's approximation with zero error, ioe. 
= + ••• + PE 
+ k 
n 1 = 2 
Pt rue 
~ 2 
This shows that an upper limit of p and consequentl,y a 1..ower Umit of p 
wil,l, be obtained. In other words, Dunkerley's approximation wil,l, be l,ower 
than, or equal, to, the true val,ue of the fundamental, frequency of the 
combined system. The general, equation for a system with n concentrated 
masses may be written as 
_ 1 1 1 + _1 _ = -+-+ 2 2 2 e&O•o• 2 (3.21) 
p P1 P2 pn 
where p is the fundamental, frequency of the combined system, and pi 
are the fundamental, frequencies of the various masses acting al,one. 
The above derivation is taken from ref. (8) and no mention is made 
with regard to the appl,ication of Dunkerley's method for other frequencies 
ihan the fundamental, frequency. Bishop and Johnson ( ·9 ) state that 
Dunkerley' s method is onl,y appticable to problems where the second and 
higher natural, frequencies of the combined system are considerabl,y greater 
than the 1,owest natural, frequency, as it is general,l,y the case in beam 
structures. Furthermore, it is stated that Dunkerl,ey 1 s approach can be 
appl,ied to higher frequencies under certain conditions which wil,l, not 
be discussed in this thesis. 
3.25 
(a): Examp"1e for a simpLy supported beam 
Let us again consider the beam shown in fig. 3.10(a). This system may 
be imagined rel.axed into two isolated systems, each invoLving the f'LexuraL 
properties of the beam and in turn each of the Lumped masseso The two 
isolated frequencies corresponding to fig. 3.10(b) and figo 3.10(c) on 
page 3.21 are 
P1 = y d~1 I P2 = v d!2 I 
1 1 1 d11 + d22 therefore = -+- = 2 2 2 g 
p P1 P2 
hence p = v d11 g + d22 
We sha LL eva Luate p for the same beam (fig. 3.10) investigated by the 
static defLection method. The vaLues for d
11 




= _?_ Mg13 
243 EI 
p = 7,79 ~·. 




which was obtained using the static def'Lection method. Since Dunker"Ley's 
method gives an unde~stimate and Ray'Leigh's method 
of the fundamentaL frequency, the true vaLue for p 
between the resuLts (a) and (b). 
giv.es an oveu,stimate 
of this system Lies 
It is quite obvious that the fundamenta1 frequency can be ca1cu1ated 
more quick1y using Dunker1ey's method than by the static def"1ection method, 
since considerab1y Less def1ection ca1cu1.ations are requiredo 
If, however, the beam with two Lumped masses is assumed to be an 
approximation of a beam with continuous mass distribution, both resuLts 
(a) and (b) are Lower than the exact va1ue, p = 9,8696 p and the resu1t 
w 
obtained from Dunker1ey's formul.a has a greater percentage error than that 
obtained .fTom :"the ,f3tatie ':def°Lection method 0 
Dunkertey's Method wiLL be discussed again in connection with the 
ftexibiLity matrix in sub-section 3.3.6. 
(b) SimpLy supported beam with cantitever end 
As a finaL exampte of this section, a beam with a cantitever end 
wiLL be considered, which is shown beLow. 
M1 M2 
_LS::.F===~l===::zs:::;<=====~ 




From Appendix A2: 








M2g a 1 
= -d = 16 EI M2g 12 
Let M1 M2 
!i and a 1 = = 2 = 2 
Dunkertey's Method 
2 g p = 




Mg 13 = 92 :!!JI 16 EI 
2 92 EI p = 
7 M 13 
p = 3,62 v EI I 
M 13 
Static Deflection Method 
2 
p 








92 EI 48 EI 
Mg 13 Mg 13 
= 16 EI + 48 EI 
= 3, 73 YEI I 
M13 
(c) Comment on S.I. Units 
= 
.2_ Mg 13 
= 92 EI 





It is necessary to comment briefly on the various units used for EI, 
M and 1 in the S.I. system. From Timoshenko's solution of the partial 
differential equation we get the following expression for any natural 
frequency: 




1 m J 
M kg = 
hence constant x Nm . m p = 
m3 Ns
2 
= constant [1/sec] 
3.28 
i.e. the above units 'Lead to the correct units for p, which is 1/sec. 
In Dunker1ey's method, we eva1uate def1ection due to a force 
W = M.g, which acts on the beam. For the def1ections, the fo11owing 
expressions are obtained:-
d = 
subs ti tu ting p = 1 g/"£,d 1 again 'Leads to 
p = V
EI' constant x .~~3 M 1 
with the units as given above. 
3.3.5 - Ray1eigh - Ritz Method 
Ahother extension of Ray1eigh's approximation is the Ray1eigh-Ritz 
method (see ref. (10)), which wi11 be discussed on1y very briefly. In 
this method, the system is assumed to vibrate on1y in combinations of a 
certain set of assumed modes, such as 
Each of the assumed functions y.(x) must satisfy the boundary conditions 
1. 
/ 
and they must impose as 1itt1e constraint as possib1e on the motion of the 
system. The parameters s. are arbitrary, but they are chosen in such a way 
1. 
as to make the frequencies, determined from Ray'Leigh's quotient, a minimum. 
After eva1uating the natura1 frequency as in Ray1eigh 1 s Method, i.e. 
equating max PE to max KE, p2 is obtained as a function of s., and now the 
1. 
set of equations 
o(p2) = o 
0 s. 
1. 
i = 1, 2, 3, ••••••• n 
is formed. E1imination 
2 
determinant in p , of 
of the parameters s. 1eads to an nth order 
]. 
which the roots give approximate va1ues of the first 
n natura1 frequencies of the system. 
This method overcomes 1arge1y the drawbacks of Ray"Leigh's method 
and a1so of the specia1 case of static def1ection method as fo11,ows~-
3.29 
(1) the method requires "Less guesswork than Rayleigh 1 s method; 
! 
(2) it ~ay be applied to frequencies other than the fundamental; 
(3) it provides a means of improving the mode shape; 
(4) it increases the accuracy in the determination of the 
fundamental frequency compared with Rayleigh's method. 
3. 3. 6 - Methods I.nvo lving F"Lexibi li ty and Stiffness Matrices 
I 
There are two e"Lementary approaches by which we may write the differential 
equations of motion of n lumped masses, which represent a particular 
structural system. We can consider either of the two: 
(i) the displacement of each mass in terms of all 
the forces acting on each mass, 
(ii) the equilibrium of the forces acting on 
each mass. 
In Chapter 2 we derived the equations of motion using the second approach. 
Obviously both methods are closely linked, as will be shown later. 
In the following paragraphs, matrix notation and matrix computation 
will be used, since they provide an organized approach to the prob"Lem. We 
shall follow the above distinction between the two approaches. However, in 
either case we need some information about the mechanical properties of the 
structure, which is provided by the f"Lexibility matrix F in the first 
approach and by the stiffness matrix K in the second approach. 
The Stiffness Matrix 
If an elastic body is subjected to static forces w1 , w2 , .•.•• Wn the 
body will def"Lect and the relation between the displacements and the Z9.-r:ces 
causing them has the matrix form:-
W = K • y (3.23) 
where K is the stiffness matrix for the system and y is the displace-
ment vector. For a system, which vibrates freely, the applied forces 
are the inertia forces - My, where M denotes the mass matrix of the 
system, which is nearly always symmetrical and in most cases simply a 
i~ 




Only in the case, where there are say 3 masses, the movement of which can 
be fully d:ea;c!.ribed.'.:by;two c:o·ordinates, is the mass matrix not a diagonal 
matrix. 
My+ Ky 0 ( 3. 24) 
Again the differential equation for the free vibration is solved by 
assuming a solution of the form y = Y cos pt where Y is a vector 
containing the maximum displacements, and hence y = Y p2 cos pt =-p2y 
which leads, after substitution to: 
2 
Ky = p My (3.25) 
Rewriting equation (3.25) leads to the homogeneous equation: 
2 (K - p M) y = 0 
In order to have a non-trivial solution, it is necessary that 
2 
det (K - p M) = 0 
This determinant is known as the frequency determinanto Upon expansion 
it gives a polynomial in p
2
, the roots of which are the natural frequencies 
of the system. For each value of p there exists an associated normal mode 
vector y. 
The Flexibility Matrix 
If an elastic system is subjected to dynamic displacements, forces 
will result and the relationship between forces and displacements has the 
matrix form: 
y = F • W (3.27) 
Where F is the flexibility matrix for the system. Since we consider 
free vibrations, the only forces acting on the system are the inertia 
forces - My, and we have: 
y = - F'My 
Using the same solution for y as above, i.e. y = Y cos pt, we obtain 
y = 
2 
p F My (3.28) 
Rewriting this equation leads again to a homogeneous equation: 
1 (2 I - FM) y = 0 
p 
and the frequency determinant has the form 
det (~ I - FM) = 0 
p 
Premuttiplying equation (3.28) by F-1, we get 
-1 2 F y = p My 
3.31 
(3.29) 
Comparing tb,is equation with equation (3.25) it can be seen that 
= K or F.K = I 
that is, the stiffness matrix is the inverse of the flexibility matrix 
and vice versa, provided the corresponding displacements and forces 
used in the compilation of K and F are the same. 
The System Matrix 
On premultiplying equation (3.25) on both sides by M-1 we have 
2 
p y 
and rewriting equation (3.28), ~e get 
F My 1 = 2 y 
p 
(3.31) 
The above two equations are alternative forms of the same basic equation 
which is known as the eigenvector equation. 
-
For equation (3.30): Ay with A -1 K 2 v = A.y = M and A. p 
' 
For equation (3.31): -1 -1 x FM and A.'X= -2 A y = A. y with A p 
' ~~--·--·· ::c>:~; f: Frv,, f .: -- _J_ E ::J >. 
where A is the system matrix and A-1 its inverse. f a. 
The eigenvector equation has to be solved to obtain the eigenvalues 
and eigenvectors. Appendix B deals with the solution of the eigenvalue 
problem in greater detail. 
It should be noted, that the maximum transverse displacements 
represented by the cotumn matrix y correspond to the eigenvector X 
in the Appendix B. 
It can be seen, that when the stiffness matrix K is used, the 
eigenvatues give directty the squares of the naturai frequencies and the 
first or largest eigenvatue gives the fastest vibration. If, however, 
the F matrix is used then the eigenvatues give the reciprocais of p2 
and the largest eigenvatue gives the siowest vibration or fundamentai 
mode, which is in many cases more retevant. With regard to the compitation 
of the F and the K matrix, the fottowing needs to be mentioned:~ 
' 
(i) The F matrix is much more easity obtained for staticatty 
determinate structures than for indeterminate oneso 
(ii) The K matrix is more easity obtained for highty 
staticatty indeterminate structures than the F matrix, 
i.e. continuous beams, muttistorey buildings. 
Sotution to the Eigenvatue Probtem 
There exist a variety of methods for determining the eigenvatues 
and eigenvectors of the eigenvatue probtem and they are discussed in 
Appendix B.4. A very popular method of obtaining the fundamentai 
frequency is the "Basic Iterative Method", which is given in Appendix B 4·.1. 2 
and a ftow-d.iagram for the computer program is shown in Appendix C.1. The 
method may be described by the fotiowing steps:-
( 1) Guess a vector y and set one of the vatues of the 
vector equai to 1. 
(2) Substitute the guessed vector in the teft-hand side of 
the eigenvector equation and perform the muttipticationo 
(3) Take out a factor such that the same vatue in the vector 
y is again unity. 
(4) If the resutting vector equats the guessed vector y, then 
the guess is correct, and the eigenvatue A has the vatue 
of the common factor. 
(5) If the resutting vector does not equai the guessed vector, 
repeat the process by substituting the resutting vector in 
the 'Left-hand side of the eigenvector equat~on. 
A numerical example is given in section 4.2. This method is a con-
vergent iterative procedure and it was originally developed by Stodola 
for finding the natural frequencies of rotating shafts. The iterative 
method is in fact related to Rayleigh's method in so far as an 
arbitrary displacement vector y is assumed. However, after each 
cycle of matrix multiplication a better estimate of the displacement 
vector is obtained; this is an improvement of Rayleigh's method which 
has no built-in means of an improved estimate of the originally chosen 
mode shape. 
Rayleigh's Quotient 
If a quick assessment of the largest eigenvalue is required, Rayleigh's 
quotient can be used. Starting with equation 
Ky = 2 p My 
and premultiplying both sides by y' (where the symbol 1 means 
the transpose of y) and dividing by 2, gives:. 
1 _1 2 2 y I Ky = 2 p y I My 
( 3. 32) 
Equation (3.33) can be interpreted physically as (the maximum potential 
energy in the system) = (the maximum kinetic energy in the system) and 
this agrees with the findings in section 3.3.2. In order to obtain the 
natural frequency, we solve the matri~ equation '(3.33) for p2 , hence 
2 
p = 
y' K y_ 
y' My 
(3.34) 
Equation (3.34) gives the highest natural frequency and the value will be 
greater than or equal to the true value. 
hence 
PremuUiplying equation (3.32) on both sides by(y' MF), we have 








Equation (3.35) gives the fundamental natural frequency and the value is 
3.34 
again an overestimate. Rayl..eigh 1 s quotient in matrix form is also 
-l~ 
discussed in Appendix B. 
Dunkerl..ey' s Formula 
Dunkerl..ey's formula, which gives a lower bound solution of the lowest 
natural frequency is a useful counterpart to Rayl.,eigh 1 s quotient which 
gives an upper bound solution. Dunkerl..ey's formula can be found from 
the following relationship (see A.ppendix B.2): 
n -1 -1 E A.. = trace A 
i l 
hence trace (FM) = 
1 1 -+-+ 2 2 
+ _1_ 
2 
P1 P2 pn 
If p
1 
which is the lowest natural frequency is appreciably less than p2 , 
then we can express the above equation in the form 
trace (FM) (3.36) 
and the value thus determined must be less than the true value of the 
fundamental frequency. Equation (3.36) is of practical value because 
it is often possible to determine trace (FM) without the need to 
define the flexibility matrix F fully. In particular, if the mass 
matrix is diagonal we get 
trace (FM) = 
Now f
11 
is the defl..ection at point 1 due to a unit force applied 
there and it equals 1/k
11 
where k11 is the stiffness of the structure 
measured correspondingly at point 1. If m1 were the only concentrated 
mass on the structure then the fundamental frequency would be given by 
1 1 f? P1 = = 1f 11·m~ = it race (FM)I 1 
~~ 
Rayleigh's method and Dunkerley 1 s approach were already discussed in the 
previous seci;ions. However, since it is possible to express the Rayleigh 
quotient in matrix form and since Dunkerley 1 s formula can more easily be 
derived from tlie system matrix than from the energy concept, the writer felt 
that this repetition is justified. 
If we can determine the fundamental frequency due to each mass when it 
atone is carried by the structure, we then can determine an approximate 
value for the lowest natural frequency when att masses are carried 
simultaneously from the following equation which is known as 
Dunkerley' s formula:-
(3.37) 
However, it should be noted that the shape of the normal mode can not be 
obtained by either Ray"Leigh''.s quotient or Dunker"Ley 1 s formula. 
Numerical examples which use the flexibility matrix for determining 
the fundamental frequency and the corresponding normal mode wilt be given 
in Chapter 4. At this point a few simple numerical examples are given to 
illustrate Dunkerley's method. 
A. Simply supported beam 
(i) with distributed mass 
~ 
I - --
MB = total mass of beam, 
uniformly distributed 
static deflection d 
Now 
2 
p = _1_ 
f MB 
From static deflection consideration we know that 
k • d = MB • g 
hence 2 E. p = d 
where g is the gravitational constant 
(3.38) 
and d is the static deflection and is known to be equal to 5 MBg L3/384 EI. 
Substituting d in equatjon (3.38) gives 
p = 384 EI 
5 M L3 
B 





p = 9,87~ 3 
MB L 
which was obtained from Rayleigh's method,. (s-ee page 3.15) 
(ii) with lumped masses 
L 







where L b 2 1 = a = 4' = 31 EI 4 
f11 
3 13 
m1 = 256 EI m1 
considering m2 : 
a2 b2 
where a b 
1 
f22 = = = 2 31 EI 
f22 m2 
13 














_ 13 [3m1 m2 3m3] 
fii mi - EI 256 + 48 + 256 
3.37 
where MB is the total mass of the beam, then 
p = 8,32 ~~ ·v Mn 13 
B 
From the two results above we can conclude, that if the continuous beam is 
appfo~imated by lumped masses, the value for p obtained for the lumped 
case is lower than for the continuous one, using the simple relationship 
p
2 = m/k = g/d. When comparing the above results with the exact 
solution p = 9,8696 p (see section 3.1), we get the following 
w 
percentage error:-
for case (i) 11,4 
for case (ii) 15,7 
B. Cantilever 
(i) with distributed mass 
2 M g 1
3 
ii with d B p = = d 8 EI 
15 then 18 EI p = = M 13 2,83 • MB B 
This result is considerably lower than the exact value and this discrepancy 
can be overcome by assuming the total mass of the cantilever concentrated 
at a distance 1/2 away from the fixed end. If the deflection is now 
determined at the tip of the cantilever, we get 
MB g 13 
9,60 EI d = 
hence p = 3' 1 ~ 3 
B 
compared 
p = 3,66·~ with M 13 
B 
3.38 
which was obtained from Rayleigh's method (page 3.17) 
(ii) with lumped masses 
When lumping the distributed mass of a cantilever, greater care has to 
be taken than in the case of a:s~mpty,:.~rupportecL:;b:eam, with regard to the 
positioning of the lumped masses. 
If the masses were lumped as shown in fig. 3.11, the value for the 
fundamental frequency would be considerably greater than the exact value 
for a uniform cantilever, since this type of lumping has the effect of 
shortening the actual beam and hence the frequency increases. 
m m 
®==@= 
·I· ~ -+t 
L Figure 2.11 
If the masses were lumped as shown in fig. 3.12 the value for the 
fundamental frequency would be lower than the exact value because this 
type of lumping has the effect of lengthening the cantilever and hence 
the frequency decreases. 
Fi&i:i.re. _;3 .•. 1.2. 
In the next chapter we shalt come back to the question of how to 
approximate an actual continuous structure by lumped masses. 
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3.3.7 - Myklestad's Method 
Myklestad's approach (1) is an extension of Holzer's method, which 
solves the torsional vibration problem of a shaft by first assuming a 
frequency and then calculating the deflection curve. Myklestad developed 
this method for tabular use and hence it lends itself very much to 
programming on digital computers. The method differs from the methods 
discussed so far, in that any particular natural frequency may be found 
independently of the others. 
The beam under consideration is divided into a finite number of 
segments and the mass of each segment is concentrated at discrete points 
along the length of the bea~. The elements of the beam connecting the 
masses are assu.rned weightless. Since the method uses a "lumped parameter" 
approximation, the accuracy of the result will depend on how many mass 
points are used. Myklestad gives the rough rule, that twice as many 
concentrated masses should be used as the number of natural frequencies 
desired. 
1. Method of Analysis 
The beam is subdivided as shown in fig. 3.13 and the equilibrium of 
any 6ne section is considered. (Myklestad's notation is adopted). Fig. 
3.14 shows the nth section of the beam between the stations n and n + 1, 





at the right end will cause a vertical deflection at the 
and a rotation eQn of the amounts: 
13 
dQn 
ll: = 6 EI 
n 
( 3. 39) 
12 
eQn 
n = 2 EI n 
(3.40) 
is the moment of inertia of the nth section of the beam. 
Similarly in fig 3.14(b) a unit moment M will produce a deflection 














(a) Ftgure 3.14 
mn+1 .sec+ion n mn ,-'---- ----,· ,_J-------
Ftgure 3.15 





mn.1 p ~Ln ---1 i Qh 
Figure 3.16 
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Each section contains the mass at the left-hand end and the element 
of the beam to the right as shown in fig. 3.15. The discrete mass 
mn+1 




disptacement position. Considering the equilibrium of the forces of the 
element shown in fig 3.16 we get: 
= 2 Q + m 1 p n n+ 
M = M n+1 n 
(3.43) 
(3.44) 
The deflections and rotations of the left-hand end can be written in 
terms of the deflection, rotation, shear force and moment existing at 
the right-hand end:-
= 1 IX + Q dQ - M ci__ n n n n n-~n ( 3o45) 
= (3.46) 
Using this technique, one may proceed from one element to the next along 
the axis of the beam. 
2. Procedure 
Starting at station 1 with known values of the shear force Q1 , 
bending moment M1 , deflection y1 
and rotation a1 , equations (3.43) to 
(3.46) can be applied at each station, until the values at the base 
station Qb, Mb, yb, ~ are found for an assumed frequency value p. 
When the values obtained at the base station satisfy the boundary 
conditions for the beam, the value used for p in equation (3.43) will 
be the natural frequency of the idealized beam for all modes. 
3. Examples 
A. Simply supported beam 
The end conditions are: 
at station 1 : Y1 = O· ' M1 = 0 a1 + Q1 are unknown 
at station 2: Y2 = O; M2 = 0 a2 + Q2 are unknown 
i~ 
The inertia force is my; assuming harmonic motion, we have y cos pt, 
2 
hence y = - p cos pt = 2 [ .• 2 J - p y and therefore - my = mp y 
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First assume: ct1 = 1 Q1 = 0 
For any va "Lue of p, the va "Lues at the base station can be found; "Let 
these be 
Q. M Y ex' ex ex' ex' ex 
Now assume: = 0 = 1 
new values at the base station for the same values of p can be found; 1,et 
these be 
For any actual beam vibration, both a
1 
and Q1 will not be zero, but may 
be related to the form 
X = + ex/Q1 
Then the actual values at the base station will be 
Qb = QQ + xQex 
Mb = MQ + XMex 
Yb = YQ + XY ex 
exb = exQ + xex ex 
Since at the base station Mb = o, we get 
x = - M /M Q ex 
hence ~ Yb = YQ - (M ) y ex 
ex 
" 
can be computed for any chosen value of p. If yb is calculated for several 
values of p and plotted against p, the boundary conditions are satisfied 
where yb 0 and the values of ~ at these points are the natural 
frequencies of the simply supported beam. 
f 
- ~b 
The mode shape is immediately available since the deflection y has been 
computed at every section for unit values of two parameters at a1,1, values 
of p. When the correct p is known, the appropriate proportions of each 
deflection can be added, e.g. 
= 
B. Can ti 1,ever 
The end conditions are 
at station 1 
at base station: 







i.e. free, but y'?.,a'? 
i.e. fixed, but ~l'? .,M'? 
For any va1,ue of p, the va1,ues at the base station can be found; 1,et these 
be 
Yy' a, y 
Now assume: = o, ex1 = 1 
New va1,ues at the base station for the same va1,ue of p can be found; 1,et 
these be 
Q.,M,y,ex 
ex a: a: a: 




wi1,1, have real, maximum 
disp1,acements in some unknown proportion to each other, say 
Then the actuat va1,ues at the base station wi11 be 
Q.b Qy + ¢ Qa, 
Mb M + ¢ M y a, 
Yb = Yy + ¢ y a, 
~- = ex + ¢ 
a, 
y ex 
Since the base station of the canti 1ever is bui it in, 
therefore Yb = a,b = 0 
hence Yy + ¢ Ya, = 0 
or ¢ = - Y/Ycx 
therefore a:b = ex (y/ycx) exa: y 





indicates the shape of the curve for a cantitever and each naturat 
frequency occurs when~ = O, i.e. at p1 , p2 , etc. 
In Tidbury's paper (2) on Myktestad's method, Q
1 
was set equa1 to 
zero at the first station. The writer, however is of the opinion that 
2 
much better resu1ts are obtained when Q
1 





since the inertia of the first mass is known for an assumed y. 
Tidbury atso states that the natura1 frequencies for a 1umped mass 
system are genera11y 'Less than the exact va1ue of the actuat system. This 
however is not true, and the aspects of tum ping the masses at certain 
discrete points wi11 be discussed in Chapter 4. At this point it may 
be said, that if a canti 'Lever is 1umped as shown in fig. 3.18(a), then 
the frequencies of this approximation are greater than the exact vatues, 
acfual canf /lever 
~-~®--®--®-~ (b) 
Fig. 3.18 
and if the beam mass is 1umped as shown in fig. 3.18(b), then the natura1 
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frequencies of this mass-approximation are smaller than the exact value 
(also see fig. 4.8). 
4. Computer Program WMYKLE 
The writer developed a computer program which can be used for both 
cantilever and simply supported beams. The flow-diagram is given in 
Appendix C and the computer program WMYKLE in FORTRAN IV c·an be seen in 
Appendix D. The program was used to investigate the effect of different 
types of lumping of the mass of the beam and how the number of lumped masses 
will affect the accuracy of the natural frequencies obtained. These results 
will be discussed in section 4.4.3. 
But at this point it should be mentioned that the results which were 
obtained for a simply supported beam were much more accurate than those 
for a cantilever, using the same number of lumped masses. This is due to 
the fact that a cantilever is a structure with completely unsymmetrical end-
conditions whilst the supports of a simply supported beam (i.e. roller and 
hinge) make it a more symmetrical structure. 
It can be seen that the program WMYKLE can easily be altered to allow 
for varying flexural rigidities along the beam. 
The· following two graphs are obtained from the program WMYKLE for a 
simply supported beam. The assumed frequency value p is plotted against 
the deflection of the Left support. 
3.3.8 - Transfer Matrix Method 
Myklestad's method has been extended and generalized by Pes~el and 
Associates (3) and is described as a method of transfer matrices. For 
this approach of.determining the natural frequencies and normal modes of 
vibration the 4ransfer matrices and state vectors have to be set up; 
the computation is conveniently carried out by initially inserting a trial 
value of the frequency into the transfer matrices. Since many such trial 
values may be necessary in order to find the frequencies, a great amount 
of computation is generally involved and therefore the method is usual'ty on1y 














MYKLESTAD 1 S METHOD 
Simpty Supported Beam 
In att cases the mass of each section is sptit 
and tumped at the end of each section. 
The range of the frequency is se1ected near 
the fundamentat frequency. 
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MYKLESTAD'S METHOD 
Simply Supported Beam 
The range of the frequency is selected 
near the second lowest natural frequency. 
beam with 5 sections 
beam with 3 sections 
p 
f w 
Graph of End Deflection vs. 




(a) The State Vector 
A state vector defines the displacements and the associated internat 
forces at a point in a system. The state vector at the point i of a 
spring, fig. 3.19, is then defined as: 
where x is the displacement and N the spring force. 
N· (. 
displacemenf x. ten.sion N 
~ -I 








F/gure 3. /q 
Figure 3.20 
Figure 3. 21 
A transfer matrix T relates the state vectors at two consecutive 
points. Consider the two points i and i + 1 on the spring of stiffness 
k shown in fig. 3.20. From equitibrium of the spring, we obtain 
N. 1 i+ = N i 
and from the stiffness property of the spring we have the further relation 
N. = k. (x.+1 - x.) l l l l 
When written in matrix form these equations become 
3.47 
= 
or Zi-+1 = Ti zi 
in which T. is defined as the transfer matrix of the element. When, 
l 
as in this example, a transfer matrix relates the variables at two 
different points in a system it is called a field matrix and is denoted 
by T. 
When a transfer matrix relates the variables on either side of a 
discontinuity it is referred to as a point matrix and is denoted by P. 
In fig 3.21 the points i and (i+1) are immediately to the left and right 
of a concentrated mass m. If the mass executes simple harmonic motions, 
2 
the maximum inertia force generated is m.p x. in the positive x direction. 
l l 
Since the mass is rigid, the deflections to the left and to the right are 
the same, so that 
xi+1 = x. l 
and from equi Ubrium of the forces we have 
N. 1 
2 
= N. - m.p x. 
l+ l l l 
In matrix form these equations are: 
[:] [ 1 : ][:] = -mi i+1 i l 
Since the mass is concentrated, i and (i+1) are coincident and it is 
convenient to write this equation as: 
r l 
ZJ. = P. z. 
l l l 
where r and l denote left and right respectively. 
2. Beam Systems 
A mass which is rigidly attached to a flexible beam has two degrees of 
freedom since the mass rotates as the beam deflects transversely. The state 
vector therefore contains two displacement components. Associated with the 
displacements are two internal forces, a shear force Q and a bending moment 
M·. The order in which these four variab Les are placed in the state vector 
3.48 
-l~ 
is arbitrary but it is convenient to define the state vector as follows:-
y 




The sign convention used is given in fig 3.22. In this method, once more 
we follow the technique of replacing the actual beam by a beam of the same 
flexural stiffness which is massless between discrete points, where the 
mass is concentrated. 
















It can be seen later that the sequence of the variables as given above 
leads to a field matrix which is an upper triangular matrix. 
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and using the standard results of structural analysis (see previous section) 
the displacement equations are: 
2 . 
&i+1 = g - 0.i+1 1 /2 EI + Mi+1 1/EI i 
= 9. + M. 1/EI + Q. 1
2
/2 EI 
l l l 
+ g 2 Qi+1 1
3
/3 EI Yi+1 = y. 1 + Mi+1 1 /2 EI + l i 
= y. + &. 1 + M. 1
2
/2 EI + Q.. 13/6 EI 
l l l l 
Writing the above four equations in matrix form leads to the following 


































r l The point matrix connecting z. and z. is found by noting that the 
l l 
deflection, slope and moment are continuous across the concentrated mass 
so that 
r l 
y i'' - y i ' 
l = M .• 
l 
The vibrating mass, however, introdu·ces an inertia force which causes· a 
discontinuity in the shear. Equating the vertical forces in fig. 3.22(b), 
we have 
Q.. r l 2 = Q. +m.py. 
l l l l 
In matrix notation the above relationship becomes 
r l y 1 0 0 0 y 
e 0 1 0 0 e 
= 
M 0 0 1 0 M 
0. 
2 
0 0 1 Q. i ,mp i 
r p l ( 3. 48) z. = zi l i 
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3. The General State Vector Equation 
Consider a beam which consists of several uniform massless elements 
with masses concentrated at discrete points. The transfer matrices have 
already been derived, i.e. equation(3.47) and equation (3.48), so that 
with the dimensions of the beam (shown in fig, 3.23) known, the following 
matrix relations exist between adjacent state vectors: 
.. 
r 
• • • • ~ Z4 = T4 Z3 • 
Substitution Leads to the following relation between the state vectors of 
the two ends of the beam: 
= u z 
0 
(3.49) 
where U is called the overall transfer matrix. In this manner all the 
intermediate state vectors have been eliminated. The matrix equation is 
equivalent to the following set of equations: 
Y4 = u11 Yo + u12 eo + u13 Mo + u14 Q.o 
e4 = u21 yo + u22 eo + u23 Mo + ~24 Qo 
M4 = u31 Y-o + u32 eo + u33 Mo + u34 Qo 
Q4 = u41 .Yo + u42 eo + u43 Mo + U44 ~o 
0 1 2 3 4 
I EI I EI I EI I EI I 
I ® @ ® I m1 m2 m3 








It is by applying the boundary conditions of a particular beam to these 
equations that the natural frequencies can be obtained. 
(a) Simply supported beam 
The boundary conditions are: 
= 0 = 0 M 
0 
= 0 
Subs ti tu ting these in equations (3.~50a) and (3.;50c), we get: 
0 = u12 eo + u14 Qo 
O = u32 60 + u34 Qo 




Since the elements u .. 
lJ 
are known functions of the natural frequency 
the above equation serves to compute the natural frequencies. Equation 
(3.51) is in fact the natural frequency equation for the beam and since 
it possesses three lumped masses this equation is of third order in p
2
• 
If the number of lumped masses is large, it is difficult to solve for 
2 p from this equation and a numerical approach, given in the next para-
graph, is more convenient. 
(b) Can ti leir,er 
The boundary conditions are: 
= 0 ~ 
0 
Substitution in equations (3.50c) and (3.50d) yields: 
0 
0 
= u33 Mo + u34 Qo 
= u43 Mo + u44 ~o 
which leads for a non-trivial solution to 
0 





Consider the cantilever in fig. 3.24. The beam is assumed massless, 
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which is the same result as determined in the example in section 2.3.1 
page 2.7, where we used the stiffness coefficient k = 3EI/13 for a 
cantilever. 
Obviously the above example serves merely as an illustrative example 
of the transfer·matrix method, since the result can be obtained more 
quickly by other meth?ds, e.g. that of section 2.3.1. However, if several 
lumped masses are involved, the method is more simple than the use of the 
stiffness coefficients. In this method, only matrix multiplications are 
required and this can be done easily by means of a computer. This approach 
is described in the next paragraph. 
4o Numerical Procedures 
In the above example for a cantilever it was easily possible to carry 
out the matrix multiplication algebraically. However, as the number of 
lumped masses increases the algebraic labour would become prohibitive and 
the procedure adopted in practice is to choose certain values for the 
natural frequency p and compute the corresponding values 6. of the 
frequency equation (3.51) or (3.52). The value 6. of the equation is 
then plotted against the frequency p, the zero values of 6 occurring 
3.53 
at each natural frequency of the system. 
5. Example and Program WTRANS 
The numerical., procedure is demonstrated for the simply supported 
beam shown in fig. 3.25. 
MB = to ta 1., beam mass 
0 1 t 2 
I ! 
.~ ~=.==E=I==~~~M=B===E=I==IF======~"MB EI /Tm m=2 m=2 






= 0,251 I 12 = o,51 113 = 0,251 
1 
Figure 3.25 
The substitution of the state vector relationships from point 0 to point 3 














T2 pi T1 
r 




p2 T2 p1 Ti 
r 




T3 p2 T2 p1 T1 
r 
z3 = = z 0 
i.e. 
1., u z r z3 = 0 
Since 1i 13 = 1/4, and furthermore 
1 = i and EI = const. = 1 (i.e. EI is the same for al.,1., segments), 
the field matrices Ti arid T3 are equal, and take the form 
i,000 0,250 0 ,031 0,003 
0 1,000 0,250 0,031 
T1 = T3 = 
0 0 1,000 0,250 
0 0 0 1,000 
3.54 
with 12 = .1. 2 
1,000 0,500 0, 125 0,021 
0 1,000 0,500 0' 125 
T2 = 
0 0 1,000 0,500 
0 0 0 1,000 






Assuming p = 10 and ~ = 1, the point matrices become 
1 0 0 0 
0 1 0 0 
= 
0 0 1 0 
50 0 0 1 
Applying equation (3.51), we obtain: 
~ = 2,01 • 2,01 - 22,01 • 0,19 





A computer program was written for the above computation which can be used 
for a simply supported beam having up to 9 lumped masses. The results of 
this program for the example given above are shown on the fotlowing page. 
The program WTRANS in FORTRAN IV is 1,isted in Appendix D and the flow-
diagram is given in Appendix C. This program is not discussed furt1her, 
since its results are similar to Myklestad 1 s method. It onty confirms 
the findings of the effect of lumping the mass of the beam, which is 
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program WTMCB for a two-span continuous beam, given in Chapter 5. 
Finally the mode shape is to be determined. Assuming p = 10 is a good 
enough approximation of the fundamental frequency, i.e. 6 * O, and noting 
that y
3 





2,01 e + 0,19 Q = y = o 
0 0 3 
where the numerical values are taken from the computer printout. 
Hence Q.o = - 10,83 e 0 
with e = 1 
0 
the value of the deflections at the two internal points are 
computed as shown below: 
, r r 
z1 = p1 T1 zo 
[:I 
[ 0' 250 0,003] [ 1 ,00] [ 0,222] = -
1 ,ooo 0,031 -10,83 0,662 
r 
p2 T2 p1 T1 zo 
r 
z2 = 
[:J: = [1,010 0,073] [ 1 ,oo] ~ 0 ,220] = 2,563 0,297 -10' 83 -0,657 
I- Lit,. • I • L/z .. , .. L/1/- -I 
~ 37 
SLOPE:- 0,66Z - 0) 6q1-
The first mode shape should be symmetrical about the centre and the slight 
discrepancy in the above results is due to the fact that the estimate which 
was used for the fundamental frequency, i.e. p = 10, was not quite correct. 
Fig. 3.26 is plotted from results of the program WTRANS and shows the 
variation of 6 with p for the beam shown in fig. 3.25. The determinant 
6 assumes a zero value very close to the fundamental frequency value for 
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Figure 3. 26 
3.3.9 - ~ummary and comments 
A. Energy methods 
The methods presented in the first part of section 3.3 are alt based 
on the principle that in a freely vibrating system a periodic exchange of 
kinetic and potential energies takes place. Since frictional effects are 
neglected, the law of conservation of energy requires that the instantaneously 
occurring maximum values of the two forms of energy must be equal. 
In Rayleigh's method it is necessary that a proper estimate of the 
deflection curve is made. This is fairly easy for the fundamental mode, 
but Rayleigh's method is difficult to apply to higher frequencies. If the 
difference between the assumed mode shape and the exact one is small, then 
the difference between the fundamental frequency obtained from Ray"Leigh 1 s 
method and the exact value will be very small. In other words the value 
of the fundamental frequency is not oversensitive to the shapes of the 
assumed curves as long as the curves are in reasonable agreement with the 
end-conditions of the system. This is the essence of Ray1eigh 1 s principle. 
Rayleigh's method gives an overestimate of the fundamental frequency, 
3.58 
The static deflection method is a special case of Rayleighns method 
in that the static gravitational displacement (due to the suitable static 
loading) is used as a guess for the deflection curve, and again, in 
general, only the fundamental frequency is obtained. This approach is 
simpler than Rayleigh's method in so far as ·_it is not necessary to guess 
the assumed mode shape and also to determine its derivative. 
Another energy method - Dunkerley's extension of Rayleigh 1 s method -
is discussed, which may provide an alternative method to the static 
deflection method, since it gives a tower bound solution of the fundamental 
frequency. Dunkerley's method also uses the deflected shape due to gravity 
of the beam-structure, but because the mass of the beam is assumed to be 
lumped at discrete points and each lumped mass may be treated separately, 
only the deflection under the particular concentrated mass is required. 
Hence, from a practical point of view, the 11 isolated frequency method" 
of Dunkerley is often preferable to the static deflection method because 
it involves fewer calculations of the deflections - as was shown by examples. 
In fact, the writer considers Dunker"Ley's method to be a very easy and quick 
one, as tong as the fundamental frequency only is required. In both the 
static deflection method and Dunker1ey 1 s method it is no problem to take 
a non-uniform mass distribution into account. However, a variation in 
bending stiffness results in a more complicated computation of the 
deflections since the elastic-tine expression (in Appendix A) cannot be 
used. 
Another extension of Rayleigh 1 s method is the Rayleigh-Ritz method 
which uses specialty constructed functions for the assumed mode shapes. 
The Rayleigh-Ritz method requires a considerable amount of calculation, 
but in spite of that fact, this type of the assumed mode method was often 
preferred to the lumped-mass methods because it can be used with far fewer 
degrees of freedom, i.e. it does not lead to a large number of.equations, 
the solution of which used to present great difficulty. However, since 
digital computers are generally available the difficulty in problems of 
vibration analysis has been reduced, at "Least with regard to the solution 
of large matrix equations. For that reason the writer did not expand on 
the Rayleigh-Ritz method but investigated the lumped mass approach in 
greater detai 1. 
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B. Lumped.mass methods 
An atternative approach to the energy methods is the anatysis of 
vibration probtems is the setting up of the differentiat equations of 
motion of the structure, as was shown in section 2.3. In other words a 
beam is assumed to consist of tumped mass points which are interconnected 
by weight"Less segments, having onty f"Lexurat properties. The differentiat 
equations of motion can easity be written in matrix form which teads to an 
organized method of computation and can readity be computerized. 
If the equations of motion are obtained by considering the equitibrium 
of the dynamic forces which act on the freety vibrating tumped masses, we 
obtain a matrix equation of the form: 
my+Ky 0 (a) 
where K is a matrix which contains the stiffness properties of the system. 
It is equatty possibte to use the ftexibiUty matrix F, which contains the 
ftexibitity properties of the structure, since FK =I, which teads to 
FMy+y = 0 (b) 
The sotution of either of the above equations "Leads to the classicat 
eigenvatue prob"Lem, which can be sotved by direct or indirect methods. 
However, in most cases indirect, i.e. iterative methods are used to sotve 
the eigenvatue probtem. It was mentioned that either the stiffness matrix 
or the ftexibitity matrix can be used, whichever is more conveniento If the 
stiffness matrix K is used, the eigenvatues give directty the squares of 
the naturat frequencies and the first or largest eigenvatue gives the 
highest frequency vibration. However, in most practicat probtems the 
stowest vibration or fundamentat frequency is usuatty of greatest 
importance. This is obtained when the eigenvatue probtem contains the 
f"Lexibitity matrix F. 
In Appendix B iterative methods are given, which may be used to 
determine the eigenvatues and corresponding eigenvectors, especiatty the 
.largest and second-largest eigenvatues. Direct methods are not discussed 
since they tead to sotutions giving ati the eigenvatues and associated 
eigenvectors, which are se"Ldom required in structurat prob"Lems. Many 
computers have 'supptied programs' for the eigenvatue probtem, which 
emptoy direct methods. However, it is worth mentioning that for instance 
the UNIVAC computer at UCT has onty supptied programs for the eigenvatue 
probte~ of symmetricat matrices. On. the other hand, the eigenvatue probtem 
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of an unsymmetrical matrix is considerably more complicated than that of 
a symmetrical matrix. Since it is likely that the systems matrix A is not 
symmetrical, the writer is of the opinion that in structural vibration analysis 
iterative methods should generally be used. For the fundamental frequency, 
the basic iterative method (Appendix B 4.1.2) can be employed for both 
symmetrical and unsymmetrical matrices and Wielandt 0 s deflation (Appendix 
B 4.2.2) can be used for both types of matrices to determine the second 
largest eigenvalue. 
Myklestad's method is not a matrix method but its extension and 
generalization led to the transfer matrix method which has certain advantages 
over the matrix methods using flexibility or stiffness matrices. Again the 
beam is represented by lumped masses which are interconnected by weightless 
segments which have flexural properties. The essence of both methods is that 
(i) a trial value for the natural frequency is assumed, 
(ii) the four quantities: displacement, slope, shear and moment 
(which are characteristic of bending) at the one end of the 
segment are expressed in terms of those at the previous end, 
(iii) the boundary conditions of the structure are used to determine 
whether the trial value p for the particular natural 
frequency was correct. 
The methods are based on a continuous substitution process of the end~ 
conditions of the segments, from one support of the structure to the 
other, both of which have certain boundary conditions. However, at the 
supports usually only two of the four variables are known and the other· 
two variables have to be guessed. In Myklestad's method the two quantities 
which were guessed at one support or boundary are used in the substitution 
process, and together with one of the known end-conditions at the other 
boundary (e.g. deflection = o) the correct ratio of the two guessed 
quantities may be obtained. This ratio is now used to check whether the 
second known boundary condition (e.g. sl.9pe = 0) is also fulfilled at the 
end. If this is the case, the assumption for the natural frequency was 
correct. 
In the transfer matrix method matrix notation is adopted, i.e. 
the four characteristic quantities for a beam in bending are listed in 
what is called a state vector, denoted by z. Again the four quantities at 
one end of the segment are expressed in terms of those at the previous end, 
with the only difference that the elastic, weightless segment is treated 
separately from the lumped mass. This leads to two matrices, the field 
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matrix containing only the ftexurat properties of the segment and the point 
matrix considering only the inertia of the mass, equal to mp2y, i.e. the 
assumption of the natural frequency enters into the point matrix. Sub-
stitution from segment to lumped mass, to segment, etc. teads to a string 
of matrix muUiptications, the product of which is the overall matrix U, say. 
Hence an equation of the following form is obtained:-
z = u z 
n o 
This is simply a set of four simultaneous equations, independent of the 
number of lumped masses. Substituting the known end-conditions at supports 
o and n, the four equations reduce usually to a homogeneous set of two 
equations, the determinant of which shoutd be zero for a non-trivial 
solution. However, the determinant is only zero if the assumption for 
the natural frequency was correct. This trial and error method may be 
particutarty useful, if it is r~quired to investigate the vibration 
characteristics of a structure in a given frequency range. 
In the foltowing paragraph we conclude this section with a brief 
comparison of the two types of matrix methods:-
(i) Stiffness and Flexibility Matrices 
Advantages: The stiffness or ftexibitity matrix might have been 
set up already in the process of statical analysis. 
Disadvantages: 
1) The setting up of the ftexibitity or stiffness 
matrix uf the structure might be tabo:r:'ii..6us. 
2) The size of the matrices, involved, increases with 
the number of lumped masses, i.e. with the desired 
accuracy. 
(ii) Transfer Matrices 
Advantages: 
1) Ftexibility and stiffness matrices are not required. 
2) The transfer matrices are very easily obtained. 
3) The catcutation process gives alt natural frequencies 
of the system. 
4) The size~ of the matrices involved are small, i.e. 
(4 x 4) matrices for a beam structure and do not 
increase with the number of lumped masses. 
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5) The programming of the calcutation process is much 
easier and the program is also shorter (see 
Appendix D programs WCANT and WSBEAM c,'f. WTRANS). 
Disadvantages: 
If the system is complicated, that is, if the structure 
has too many branches, the transfer matrix method becomes 
too complicated, In other words, the type of structure 
which can be analysed by means of transfer matrix 
method is one in which the joints are connected by 
a single chain of members as shown in the sketch as 
below. 
\... ,,, 
C H A P T E R 4 4.1 
THE APPROXIMATION OF UNIFORM BEAMS BY LUMPED MASS-SPRING SYSTEMS 
Section 4.1 - Introduction 
In section 2.2 we mentioned that it is a common approach to Lump 
the mass of a continuous system into a finite number of particles. This 
allows an approximate treatment of the system, which is simpler than an 
exact analysis of vibration of a continuous structure.. The natura t 
frequencies of a discrete system may be calculated in various ways as 
was shown in Chapter 3. Myktestad 1 s method and the matrix methods are 
"exact" in the sense that they will yield the natural frequencies and 
normal modes to any desired accuracy; however, the frequencies that they 
give are those of the discrete approximating systems and not those of the 
original continuous structure. It is therefore important to know how the· 
natural frequencies and normal modes of the discrete system are related 
to the original system. In particular it is of interest to know how the 
errors, incurred by calculating the frequencies from the discrete system 
are related to the number of degrees of freedom employed in the 
approximation. 
The following discussion is based on papers by Duncan (4), Livesley (5) 
and Gladwell (6) and the present writer attempted to verify their findings 
by making use of her own computer programs. 
Section 4.2 - Computer Program WCANT 
Before giving the flow-diagram of the program WCANT and commenting 
on it, a complete solution for a cantilever beam is presented. The 
flexibility matrix is used in this analysis. 
Let 
Consider the beam and its approximation shown in fig. 4.1. 
1 
i 
be a decimal fraction of the total length L of the beam, 
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We make use of the general., equation: ( 
4J 1 ---~ -·- -FM y = 2_Y 
p 0 
,_. .. ~A~(y ~(y \ A ::; = 
The next step is to compile the matrices M and F. The mass matri~ 
M is very easily obtained and has the form 
Iil 1 0 0 
J.! M = 0 m2 0 
0 0 m3 
In order to obtain the flexibility matrix F for the whole structure 
we mu.st first set up the matrices B 
0 
and F where: 
m 
Then 
B is the connection matrix which expresses the 
0 
equilibrium of the member ends due to the 
externa t forces. 
F is the flexibility matrix for the member ends. 
m 
F B' F B o m ,, o 





_l_ __l_ Q 
3-EI 2 EI f. = 
L~ l 1. 
_ l_ _l _ 
M 2 EI EI 
be the flexibility relationship for any section of the beam, we then may 
compile the matrix F for all member ends as follows:-
m 
It should be noted that the flexibility of a beam segment is defined in 
terms of vertical deflection and rotation at one end of the segment due 
to bending moment and shear force at that end; it would also have been 
possible to express the flexibility in terms of the rotations at each of 
the ends of the segment, caused by the bendiµg moments. 
The connection matrix B has the form (see fig. 4.1c): 
0 
1 1 1 Q1 
0 12 (12 + 13) M1 
B 0 1 1 Q2 = 
0 
0 0 12 M2 
0 0 1 Q3 
0 0 0 Q3 
Hence, 
F = B' F B 0 m 0 
-~--- d2 ---~ 
13 13 L2 
1 1 1 
3 3+2L2 
= ..L 
L3 12 (11 + L )3 F 1 1 1 2 EI 3+2 2 3 
(11 + 12)3 (11 + 12)2 
+ 1 p2 3 2 3 
1~ 1~( (11 + 12)3 (11 + 12)2 I (11 + L2 + 13)3 
3 + 2 L2 + 13)1 3 - + 2 L3 3 
4.4 
The flexibi"Lity matrix F is reduced to a (3 x 3) matrix, giving only 
the deflection at points (1), (2) and (3) due to a unit load W at (1), 
( 2) and ( 3). 
Since the algebra of the following steps becomes too involved, the 
following numerical values wi tl be inserted in the matrices:-
m1 = 1/3 MB 11 = 1/3 1 
m2 = 1/3 MB 12 = 1/3 1 
m3 = 1/6 MB 13 = 1/3 1 
hence 
13M 1 l: 5 2:1 F ,,- B 16 = EI 162 28 54 
13 M ~~ 
10 
2:] F.M B 1 32 = ·EI 972 
6 56 54 
In order to find the largest eigenvalue (which is in this case the 
fundamental frequency or slowest vibration) the basic iterative method 
(~ppendix B 4.1.2) may be applied. An initial guess for the eigenvector 
corresponding to the largest eigenvalue has to be made and a good 
approximation is to use the relative deflections of the cantilever due to 
static loading, e.g. x' = ( 1 ; 4 ; 7) 
First iteration: 
L3 M l 4 10 BJ [~ j 13 M l100J 972 E~ 10 32 28 B 334 = 972 EI 16 56 54. 618 
13 M 1 B 
0'103 3,34 = EI 
6' 18 
Second iteration: 
3 ~4 10 2:1 ~·3~ = 13 ~ ~,34] 1 MB 10 32 0,0893 972 EI 16 56 54 6' 18 EI 6' 18 
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The second iteration gives an improved eigenvalue; the values of the 
eigenvector, however do .. : not change any more, because they are ca1cu1ated 
only to the second decimal p1ace. 
\ 
Now -1 2 0,0893 "'1 = P1 = 
- 1 ...!L = 
"'1 L3M 
B 
P1 - ·3,34 v EI I 
L3M 
B 
The exact value of the fundamenta~ frequency for a continuous cantilever 
is (see page 3.9): 
The following f1ow-diagtam indicates the major operations performed in the 
program. The program WCANT, ±n.~1.FORTRAN IV, is given in Appendix D. A 
number of subroutines are included and they are discussed briefly. 
Subroutine MSMSW: 
This subroutine ca1cu1ates the Largest eigenvalue only. It was added 
as a check for the basic iterative method. The method is described and 
illustrated in Appendix B 4.1.1. ~ 
. ~ 
Subroutine SWIT: f 
This subroutine ca1cu1ates the Largest eigenvalue and corresponding 
eigenvector by means of the basic iterative method which is described in 
great detail in Appendix B 4.1.2 and a1so in sub-section 3.3.6, page 3.32. 
Subroutine LAMBDA: 
This subroutine ca1cu1a~es the second Largest eigenvalue and 
corresponding mode shape by means of Wie1andt 1 s deflation. This particular 
method for ca1cu1ating the second Largest eigenvalue is discussed in 
Appendix B 4.2.2. 
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·j This program is used to investigate 
(i) the effect of different types of Lumping, 
(ii) the effect of the number of Lumped masses, 
on the naturaL frequency. The resuLts are discussed in section 4.4. 
Section 4.3 - Computer Program WSBEAM 
In the previous section it is mentioned that the flexibiLity of a 
beam may be expressed in terms of the rotations at each end of the beam 
segment, which are caused by the internaL bending moment. The writer 
.found this approach more convenient for computerizing the compilation of the 
required matrices. Again, a complete sampLe solution for a simply 
supported beam is given and thereafter the fLow-diagram for the 
corresponding computer program. 
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Again we make use of the generaL equation 
FM y 1 = 2Y 
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The mass matrix is a diagonaL matrix as before, and the overaLL fle:x::ibiLity 
matrix is given by F = B' F B • 
o m o 
However the F and B matrices are different from those in section 4.2. m o 
The flexibiLity relationship for any section of the beam is now given 




















The connection matrix, expresses the relationship between the apptied 
toads and internat member forces in terms of the end moments, and.is 
found by computing the end moments as fottows:-
Considering a 'unit toad W at point (1): 







Knowing RA and RB, the bending moments at points 1, 2, 3 can easily be 
determined. Similarly the remaining two unit Loads at points 2 and 3 are 
applied and the values for the bending moments at points 1 to 3, written 
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= 4 . 4 
Matrix B and F are not yet in a form so that they can be multiplied. 
o m 
The flexibility matrix F may be condensed into the foLLowing form by 
m 
adding the rows (and columns) (2 + 3), (4 + 5) and (6 + 7) and omitting 
the first and Last row (and coJ.-urnn): 
2(11 + 12) 11 0 
F = 
_1_ 
11 2(12 + 1) 12 m 6EI 
6 12 2(13 + 14) 
or 
2~EI l~ :J 
1 
F 4 since aLL 1. 
1 
= =4 m l 
1 
This reduction of the matrix is possible because the moments at the 
supports are zero and at the intermediate points the values of the moments 





= m2 = m3 = MB/4, since we assume the following lumping: 
this mass is neglected MB = tota 1, mass + 1!0'///;//ffe4"""\\\\\ \Wl'i/Td //,717~ t 
//. I / 
A M~ M,4 ~4 A 
l-1;81 .. 1/4 -I· 1/4 -1-- 1/4 1·1;~ 




1:] and F.M MB.L 16 = 3072;EI 
11 
In order to find the fundamental frequency the basic iterative method may 





1~J x l ~ J M 13 lo, 7 J B 16 B • 54 1 ,o 3072-EI = 3072 EI 11 0,7 
~ 13 [o, 7 j 
= EI 0,0176 1 ,o 
0,7 
Third iteration: 
M 13 [~ 
11 7 J [o, 71j M 13 [o, 71] B 16 11 x 1 ,oo = B 0,0103 1,00 
3072 EI EI-
11 9 0 '71 0 '71 
The accuracy of the third iteration is quite adequate, and we obtain 









The exact resutt for- a continuous, simpty supported beam is (see page 3.4) 
p = 9,87. Pw 
This shows ctearty that the approximation of the actuat beam by a tumped 
mass system with three concentrated masses is a very good one. 
Comment 
The above catculation process has been programmed. The ftow-diagram 
is given on the next page and the program WSBEAM in FORTRAN IV is tisted 
in Appendix D. 
The program WSBEAM was later extended and use was made of the UNIVAC 
supptied subroutine JACMX, which determines att the eigenvatues and 
eigenvectors of a symmetricat matrix. The resutt for the fundamentat 
modes was identicat with those obtained by means of the basic iterative 
1 
method and provided a good check. However, there does not exist a 
UNIVAC supptied program wh~ch determines the eigenvatues and corresponding 
eigenvectors of a unsymmetricat matrix, which is a much more compticated 
probtem. In other words, use can onty be made of the subroutine JACMX if 
the matrix A= F.M, is a symmetricat matrix. The ftexibitity matrix F 
of course is symmetricat but the matrix A witt onty be symmetricat if the 
mass matrix M is a diagonal matrix with etements att having the same 
vatue. If the mass of the beam is uniform, then the system matrix A witl 
be symmetricat provided that in the case of a cantitever the masses must 
not be tumped in a manner, known as Rayteigh's modet (see section 4.4). 
Figure 4.5 shows ctearty that the mass matrix M witt not have equal 
etements 
Note: 
FLOW-DIAGRAM FOR WSBEAM 





= MA(I) = lumped mass 
= L(I) = distance between lumped masses 
READ: N, MA(I), L(I) 
t 
Print out input 
Compilation of connection matrix: BO 
I 
Compilation of flexibility matrix for 
member ends: FM 
Obtain transpose BOT of connection 
matrix BO 
Multiplication of BOT • FM • BO = F 
where Fis the fl,exibitity matrix of 
the structure 
Multiplication of F .. MASS 
where MASS is the mass matrix 
CAL1 SUBROUTINE EVAL 1 - which 
cal,cul.ates the largest eigen-
value aµd corresponding eigen-
vector by means of the basic 
iterative method 






this mass is neglected MB = to ta 1, mass 







In the case of a beam having a non-uniform mass distribution, the mass 
matrix wi11, not have equa1 elements, un1ess the length of the segments 
is not constant. 
It shoul.d be pointed out, that the basic ~erative method, atthough 
giving on1y the fundamenta1 frequency and corresponding mode shape, is 
equa11y app1icable to both symmetrica1 and non-symmetrica1 matrices. 
The above two programs, WCANT and WSBEAM, can easi1y be extended for 
a beam with varyin~ flexura1 stiffness. The symmetry of the flexibi1ity 
matrix wi11 not be affected. 
Section 4.4 - Types of Approximations 
There are essentia11y two ways of approximating a uniform beam. The 
first is ana1ogous to the representation used by Rayleigh (7) for uniform 
strings, and the second is the mode1 used by Duncan, as shown in fig. 4.6(c). 
In Rayleigh's representation the beam is assumed to have mass per unit 
Length pA and the beam is .divided into n sections of length a = L/n. 
The mass of each section is rep1aced by two equa1, Lumped masses m/2 = pAa/2 
at the ends of the beam segment. In this way we obtain a beam Loaded by 








a~ ~ ~ ( b) Rayteigh' s model., -~ a ·I-
~a/2~ 
m 




In Duncan's representation the mass of each section is reptaced 
by a concentrated mass m at the centre. Now we obtain a beam toaded 
by n equal., masses at the points a/2, 3a/2, (2n - 1)a/2, and the 
number of tumped masses u is equal., to the number of sections. n. 
4.4.1 - Duncan's approach 
Duncan (4), Livestey (5) and Gtadwett (6) derived expressions for 
the frequency error by investigating cases in which both the continuous 
and the tumped mass system coutd be treated exactly. Duncan gave a 
complete answer to the probtem as far as it concerns torsional., systems. 
He showed that if an actual., shaft is reptaced by n flywheels on a tight 
shaft then, provided that the positions of the flywheels are suitably 
chosen, the error involved in the natural., frequencies wilt be inversely 
2 proportional., to n , the square of the number of sections. Duncan 
also considered the problem of a uniform cantitever beam in transverse 
vibration. However, he did not know an exact solution for a segmented 
beam, and he showed from numerical., catcutations that the inverse square 
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The computer program WCANT is used to demonstrate Duncanis empirical 
proof. The cantilever is divided into 1, 2, 3, ••• to 10 lumped masses 
as shown in fig. 4. 7, using Duncan 1 s mode.l. The fundamental frequency is 
calculated as a coefficient c of pw =lEI/L3M;
1 
for example (see Table 1): 
for n = 1 
therefore 
= 4,89898 p w 
c = 4,89898 
In Table 1, column C, a dimensionless:;frequency parameter j3 is given, 
which is the square of c: 
2 = c 
Duncan used dimensionless frequency paramaters, i.e. 
of the inverse square law. Since ~ is proportional to 
for his proofs 
2 
p , the errors 
involved in the parameter ~ are related to the errors in the natural 
frequency as follows:-
e(~) = t e(p) 
In Table 1, column D, the differences e between the exact value ~ of 
OD 
the fundamental frequency for a continuous beam and the exact values 





leads to the values in column E in Table 1. It can be observed that 
these values ultimately assume a constant value as n gets large. 
Duncan found for a torsional shaft that: 
e: (~) C><~ + higher inverse powers of n. 
n 
Hence as n tends to infinity 
2 
e: n .. constant. 
From similar results as gi~en in Table 1, column E, Duncan showed 
empirically that the inverse square law holds for a segmented beam with 
one end free and the other clamped. 
With regard to torsional vibration, Duncan showed that if the fly-
wheels are not placed at the centre but at the outer ends of the segments 
of the shaft, then the errors incurred by calculating the natural frequencies 
from these models are greatly increased. The errors vary ultimately pro-
portional to the inverse first power of the number of sections n: 
(~) 
1 = ~ 00 - ~ --- -•constant n 
when n is large. Duncan mentioned that the law also holds for bending 
vibration of a uniform cantilever with masses placed at the outer end of 
the sections. The writer used the program WCANT to obtain the fundamental 
frequency for a cantilever, which is approximated in the manner just 
described. The values obtained for c = p/p are given in Table 2, 
w 
column B. In this case the values for e:n are calculated and it can be 
2 
observed that the convergence of e:n is much slower than that of e:n in 
Table 1. The slow convergence and a comparison of the e: values in 
both Table 1 and Table 2, indicates the considerable loss of accuracy 
when the masses are moved away from the centre of the sections. The 
values of c from Table 1 and 2 are plotted in fig.4.8 and the effect of 
the two types of lumping investigated by Duncan can be seen clearly. 
In Table 3 the results from the program WCANT are used, when 
Rayleigh's model was adopted. Comparing columns E in Tables 1 and 3, 
2 
it can be noticed that the convergence of the values e:n is slower in 
Table 3, which indicates that Rayleigh's model is not as good an 
approximation as Duncan's model. This can also be seen from fig. 4.8, 
where the c values of the various models are plotted versus the number 
of sections n or versus the number of lumped masses u, which are 
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A B 
I c I 
I I D E I 
{3 e: = {3 - {3Cl0 
2 n c e: n 
1 4,89898 24,0000 11,6377 11,6)77 
2 3,72992 13,9123 1,5500 6,2000 
3 3,,60784 13,0165 0,6542 5,8878 
4 3' 56709 12,7241 0,3618 5,7888 
5 3,54855 12,5922 0,2299 5,7475 , 
6 3,53850 12,5210 0,1587 5,7132 
8 3,52866 12,4514 0,0891 5,7024 
10 3,52410 12,4193 0,0570 5,7000 
TABLE 1 
Dependence of Error in the Frequency Parameter on the Number of Segments 
for Bending Vibration of a Uniform Cantileyer, using Duncan's Model (with 
{3 co = 12, 3623 for the fundamental mode) 
A B c I D I E 
n c {3 e: ={3Cb-{3 e: n 
1 1'73205 2,9999 9,3623 9,3623 
2 2,33534 5,4538 6,9085 13 ,8170 
3 2,63235 6,9293 5,4330 16,2991 
4 2 ,80987 7,8954 4,4669 17,8678 
5 2,92798 8,5731 3,7892 18,9462 
6 3,01223 9,0735 3,2888 19,7326 
8 3' 12445 9,7622 2,6001 20,8008 
10 3, 19578 i 10,2130 2' 1493 21,4929 l 
TABLE 2 
Convergence of e:n for the Fundamental Frequency of a Uniform Cantilever 
with the Masses lumped at the Outer End of the Sections ({3= = 12,3623) 




= p - p= 
2 :p c € e n 
1 2,44949 6,0000 6,3623 6,3623 
2 3,15623 9,9618 2,4005 9,6020 
3 3,34574 11,1940 1,1684 10,5156 
4 3,41804 11,6830 0,6793 10,8688 
5 3,45266 11,9209 0,4415 11 ,0375 
6 3,47164 12,0523 0,3101 11 '1636 
8 3,49099 12'1870 0'1753 11,2192 
10 3,49996 12,2497 0' 1126 11 ,2580 
TABLE 3 
Dependence rdf Error in the Frequency Parameter on the Number of Sections 
for Bending Vibration of a Uniform Can ti lever, using Rayleigh 1 s Mode lo 
(~°"' = 12, 3623 for the fundamental frequency). 
4.4.2 - Livesley's and Gladwell's approaches 
Livesley (5) investigated the frequency error for the case of a 
uniform simply supported beam in transverse vibration. He showed that i.f 
the continuous mass distribution of the beam is replaced by a set of 
equally spaced lumped masses (using either Duncan's or Rayleighus model) 
the errors in the natura u frequencies are proportional to the inverse 
fourth power of the number of sections into which the beam is divided. 
Gladwell pursued the problems of an exact analytical solution for 
segmented beams with various types of end-conditions. In his paper a 
mathematical proof is given of Duncan's empirical result for the frequency 
error in the case of a cantilever and furthermore Livesley's findings are 
confirmed. 
The writer will not expand on the mathematical proofs given by 
Gladwell which are of great length and not considered relevant in the 
mntext of this thesis. Only some of the more important results are given. 
Livesley and Gladwell showed that if a simply supported beam is approximated 
by Rayleigh's model then the errors in the natural frequencies are 
uLtimateLy proportionaL to 1/n4 , and that 
r 1 4 1 
p 
(-s-) • 1440 n . 




in the sth mode of vibration of the originaL beam. For the simpLy 
supported beam r 1 = S7t and hence: s 
p- - Poo (~)4 s _,_ 0,0676 E: = T p n 
For instance, if a beam is divided into n = 3 sections, then the error in 
the fundamentaL frequency is given by: 
e_ =i= o , o 6 7 6 ( i) 4 = o , 1 % 
GLadweLL showed that for beams with cLamped, pinned or sLiding ends the 
errors in then aturaL frequencies are proportionaL to 1/n4 and are aLways 
given by equation (4.1), where r 1 has the vaLues appropriate to the mode 
s 
and end-conditions. Table 4 is intended to show empiricaLLy that p is 
4 proportionaL to 1/n , as was shown in the case of a cantilever. The c 
vaLues in Table 4 are obtained from program WSBEAMo 
~ = c 
2 
E: = ~ - ~co 4 n c e n 
1 6,92820 47,99996 - 49,40914 - 49,40914· 
2 9,79796 96,00002 - 1 ,40907 - 22,54513 
3 9,85901 97,20008 - 0,20901 - 16,93004 
4 9,86659 97,34960 - 0,05949 - 14,23015 
5 9,86843 97,38591 - 0,02318 - 14,4-8772 
6 9,86904 97,39795 - 0,01114 - 14,43808 
-~ 
8 9,86943 97,40565 - 0 ,0·0344 - 14, 10052 
TABLE 4 
Dependence of Error in the Frequency Parameter on the Number of Sections 
for Bending Vibration of a Uniform Simply Supported Beam, using Duncan 1 s 
ModeL (with ~ 00= 97,40909, for the fundamentaL frequency) 
~~ 
It shou'Ld be noted that r is identicaL with that given in section 3.2.2. 
Atso, the derivation of the equality rsL = S7tis given in this section. OnLy 
the symboL for the mode has been changed from n to s, since in the present 
chapter n indicates the number of sections. 
4.20 
It wilt be noticed that the values of 4 e n converge towards a 
constant. The somewhat erratic convergence is attributed to a high 
sensitivity of the results, depending on the sixth decimal place of the 
c values. Furthermore both Livesley and Gladwell state that the errors 
involved by either type of mass representation, i.e. Rayleigh 1 s and 
Duncan's models are practically identical in the case of a simply 
supported beam. In order to demonstrate this, use is made of program 
.WSBEAM. The following four pages show a typical output of results of 
this program and it may be noted that the values for the fundamental 











this mass~ I I i ® ® @ Rayleigh 1 s model does not vibrate 
Duncan's model 
It can be seen from the sketch above, that the two types of lumping 
do not lead to·the same number of lumped masses in the case of a simply 
supported beam. It is therefore misleading to specify the number of 
lumped masses, since they vary with the lumping-model and end conditions 
and it is better to state the number of sections into which the beam is 
divided. 
In the case of a cantilever the two types of approximation do not 
give identical results and the following relationship of the errors exists: 
e(Duncan) =-t €(Rayleigh) (4.2) 
In Table 3, column B, the results of the program WCANT are given for the 
case of Rayleigh's representation of the lumped masses and the values 
c = p/p are plotted in fig. 4.S, curve 3. The curves 1 and 3 conform 
w 
reasonably welt with the above relationship. Since the errors in Duncan 1 s 
approach are in fact negative, the minus sign in equation(4.2) is also 
explained. Also, by comparing the columns D in Table 1 and 3, the above 
relationship of the errors of the two models can be observed, i.e. the 
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4.4.3 - Differences between the two types of mass-1,umping, as 
demonstrated by Myk1estad 1 s method 
( 1) Canti 1evers 
4.21 
In the above sections the effects of different ways of "Lumping the 
continuous mass of a beam and different numbers of concentrated masses 
are investigated by emp"Loying the f1exibi1ity'matrix of the system. This 
1eads to the classica"L eigenva"Lue probtem, which is so"Lved by means of 
iterative methods. However, we atso can use Myk1estad 1 s method to 
i11ustrate the effect of 
(i) type of "Lumping, 
(ii) number of sections, 
on the accuracy of the natura1, frequencies. We considered a cantitever, 
approximated by: 
(i) Duncan's mode"L, 
(ii) Rayleigh's mode 1, 
using three and six sections in both cases. The computer program WMY.KLE 
(see page 3.45) was emptoyed to p1,ot fig. 4.9 and fig. 4.10, the latter 
being just an enlarged part of fig. 4.9 near the fundamenta"L frequency, 
The rotation at the fixed end is p"Lotted against the dimensionless parameter 
c which is introduced in the previous section. If c and therefore, p 
are correct"Ly assumed, then the end-rotation must be zero, since the 
cantilever is clamped at the base station. Figures 4.9 and 4.10 i11ustrate 
c lear"Ly: 
(i) Rayleigh's mode"L teads to an under-estimate of the exact natura"L 
frequencies, for a1,1, modes, 
(ii) Duncan's mode"L "Leads to an over-estimate of the exact 
natura"L frequencies, for a1,1, modes, 
(iii) the accuracy of the va"Lue obtained for the natura1, 
frequencies increases with the number of "Lumped masses. 
It can be seen from fig. 4.10 that the division of a 
cantilever into six sections leads to a va"Lue for the 
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c, = 13,516 
.E_ = c 
Pw 
NYKLE:5TRD'S f1ETHOD 
for a cant/lever 
6 sections (Duncans model) 
_6 secfions (Rayleigh's model) 
3secf-ions (Duncan's moc/el) 









MYKLE.STRD 'S METHOD 
for a cant i le ver 
3 .sections (Duncan's mode/) 
3 sections (R!ayleighs model) 
6 -sect ions (Duncan !s- model) 
6sections (R..aylei hs model) 
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(iv) The accuracy of the natural frequencies is best for the lowest 
frequency; it decreases considerably for the second natural 
frequency (see fig. 4.9) and wilt be even worse for the 
following frequencies. 
(v) Point (iv) indicates that if a higher natural frequency is 
required with a certain accuracy, the beam has to be 
approximated by a greater number of sections. 
(2) Simply supported beams 
Most of the points Listed above for cantilevers hold also for simply 
supported beams, with the exception of the following:-
(i) Rayleigh's model and Duncan 1 s model give practically 
identical results for the same number of sections, for 
alt modes. 
(ii) Both models give an under-estimate of the exact natural 
frequencies, for all modes. 
4.4.4 - Comments on the second lowest natural frequency 
This chapter is concluded with a few remarks on the determination of 
the second Lowest natural frequency. 
In the program WCANT the second natural frequency was obtained by 
using a technique known as deflation (see Appendix B 4.2.2). This type 
of iterative method for evaluating eigenvalues other than the Largest, is 
based on an important property of the normal modes, known as the 1 orthogonality 
property'. 
Table 5 gives the results from the program WCANT for a cantilever. 
The results are also shown graphically in fig. 4.11. Comparing fig. 4.8 
and fig. 4.11 and noting the difference in scale of the y-axis, it follows 
that for a particular number of lumped masses, the results for the second 
lowest natural frequency are not at alt as close to the exact value as was 
the case for the fundamental frequency. This means that a considerably 
greater number of sections is required if one wishes to determine the 
second lowest natural frequency to the same accuracy as the fundamental 
frequency. 
: :r:'lyklest.ad 1 s method (as well as the transfer ma tr ix method) does 
not require any additional calculation process for the second lowest 
frequency, only the range of c has to be changed. Fig. 4.9 confirms 







(i) There is a loss in accuracy of the value for the 
second natural frequency compared with the fundamental 
frequency for the same number of sections. 
(ii) Duncan's model gives an over-estimate and Rayleigh's 
model an under-estimate of the true value of the 
second lowest natural frequency. 
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Figure 4.11 - Effect of ntimber of sections and types of lumping on the values 
of the second natural frequency for a cantilever. 
/ 
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2 16,2580 31 ,0410 
3 18,8855 24,1739 
4 20,6903 23, 1825 
5 20,7335 22,7560 
6 21, 1083 22,5308 
TABLE 5 
Second Lowest Natu~al Fre~uency for a Segmented Cantilever 
(with p2 = 21,9115 p) 
5.1 
C H A P T E R 5 
VIBRATION OF STATICALLY INDETERMINATE BEAM-STRUCTURES 
Section 5.1 - Introduction 
The determination of the natural frequencies and corresponding normal 
modes for statically indeterminate structures is generally more complicated 
than for statically determinate structures. 
The writer selected certain of the methods given in Chapter 3 and 
investigated their application to a two-span continuous beam. For beams 
on one or two intermediate supports, there exist exact solutions of the 
partial differential equations. With regard to the energy methods, the 
simplest (i.e. Dunkerley' s method) is extended for the determination of 
the fundamental frequency. With respect to the lumped-mass approach, both 
the matrix methods are extended for a two-span continuous beam. 
Section 5.2 - Timoshenko's Solution for a Continuous Beam with N spans 
Timoshenko (11) gives a solution for a uniform continuous beam with 
N spans simply supported at the ends and at (N - 1) intermediate supports. 
The flexural rigidity of the beam is the same for all spans and the Lengths 
of the spans are denoted by t 1 , t 2 , ••• lN. 
The solution of the partial differential equation is not given and 
reference is made to (11). The solution Leads to the following set of 
equations:-
a2 (¢1 + ¢2) + a3 *·2 = 0 
a2 w.2 a3 (¢2 + ¢3) + a4 Jl.r.3 = 0 ( 5. 1) 
aN-1 *·N-1 aN (¢N-1 + ¢N) + 0 0 
where a. is an unknown constant which is proportiona 1, to the bending 
l 
moment at the support i, and 
¢i = co th (rl.)- cot (rl.) l l 
ti = cosech (rl.) - cosec (rl.) l l 
with 4 r = 
2 pA p 
EI 
5.2 
as in section 3.2. 
In order to obtain a non-trivial solution, the determinant of the above 
set of equations is put equal to zero. This leads to the frequency 
equation for the .vibration of continuous beams. 
For example, consider a beam with two spans. In this case only the 
first equation of ( 5. 1) remains, with a3 = 0 since is proportional 
to the moment, which is zero at the third support. 
(j) ~ I ® I 
_k ::::ZS::::: 
I- e, -I 
Hence ¢1 = ¢2 
The frequencies of the consecutive modes of vibration are obtained from the 
relationship 
For the solution of this transcendental equation it is convenient to draw 
a graph of the functions ¢ and - ¢. In fig. 5.1, ¢ and - ¢ are 
given as functions of the argument rl expressed in degreeso The problem 
then reduces to finding, by trial and error, a line parallel to the rl-axis 
which cuts the graphs of ¢ and - ¢ in points whose abscissae are in the 
ratio of the lengths of the spans. Fig. 5.1 is plotted from results of the 
computer program WTIM, which is given in Appendix D. 
Taking, for instance, 11:12 = 1:0,75, we obtain from fig. 5.1: 
rl
1 
196° = 3,416 rad 
from which the fundamental frequency can be calculated; 
since = 
2 
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The same value for the lowest natural frequency is obtained, using the 
result for the second span, i.e. 
Hence 
= i47° = 










Substituting M2 = 0,75 Mi 
gives p = 
= 
as above. 
Obviously, the continuous beam must have the same natural frequency for 
both spans, as is shown above. It is only for convenience:.that we expressed 
the variable term 1 EI/Mil; 1 in terms of the mass and length of the left~hand 
span in order to use this result as a basis for comparing results obtained 
later by other methods. 
For the next higher frequency we obtain from fig. 5.1: 
= 0 274 = 4,787 rad 
hence = 22,915 ~ ( 5. 3) 
As the lengths of the spans tend to become equal it is seen from fig. 5.1 
that the lowest natural frequency tends to 
= = 7t 
(a) Fundamental mode shape. (b) Mode shape of second lowest 
frequency. 
Figure 5.3 
As indicated in fig. 5.3(a), in the case of the fundamental mode of 
vibration each span will be in the condition of a beam with hinged ends, 
i.e. the frequency is the same as for a simply supported beam. The second 
mode of vibration is obtained by assuming the tangent of the intermediate 
5.5 
support to be horizontal; then each span will be a propped cantilever, as 
shown in fig. 5.3(b). 
Ayre and Jacobson (12) deal in great detail with continuous spans 
of equal lengths. A graphical network is developed for determining the 
natural frequencies of flexural vibration. In their paper, the following 
' values are given for the first three natural frequencies of a beam with 
two equal spans: 
P4 = (n)21EI' 
M 13 
P2 = (1,25,)21 EI3' 
. M l 
P3 = (2,0 ,)21 EI 3 
M l 
where M = mass of one span 
l = length of one span. 
Section 5.3 - Dunkerley's Method 
(5.4·) 
Dunkerley's method can be extended very easily for statically 
indeterminate beam structures. Consider again a two-span continuous 
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The deflection diagrams (a), (b) and (c) of fig. 5.4 enable us to 
obtain the three isolated frequencies by using only the deflections, 
d11 , d22 and d33
• Since the combined frequency is given by: 
hence 
1 1 1 
2 
p 







The result is again a tower-bound approximation of the fundamental frequency. 
The effort in calculating the lowest natural frequency using Dunkerley 0 s 
method can be compared with the effort in using the "static deflection curve" 
approximation. The Latter makes use of diagram (d) in fig. 5.4 'in which the 
deflections are given by! 
d1 = d11 + d12 + d13 
d2 = d21 + d22 + d23 
d3 = d31 + d32 + d33 
and p 
which gives an upper-bound approximation. But it is obvious, that for 
several toads W, considerably more deflections have to be evaluated for 
the "static deflection method11 than in the case of Dunkerley 1 s method. 
In order to apply Dunkerley's formula, the deflections under the 
toads have to be determined. In Appendix A 3, the defiection equation 
for a two-span continuous beam is given. A computer progr~m was written 
which uses the deflection equation for evaluating the required deflections 
for spans having different lengths and up to nine lumped masses per spano 
The program WDUNK is listed in Appendix D, and the flow-diagram is given 
in Appendix C. In the following examples the same two-span continuous 
beams are considered as in section 5.2 
5.3.1 - Continuous beam with two eguat spans 
Consider the beam shown in fig. 5.5: 
5.7 
r M = 1 2 ~ 
A I I =zs= h_ 
~- l ·I· l ~ 
Figure 5.5 
The beam is divided into n = 2, 3, 4 or 6 sections. As pointed out in 
section 4.2 it is better to specify the number of sections rather than the 
number of lumped masses. The results obtained for an equal-span continuous 
beam are plotted in fig. 5.6. Both types of mass-lumping are investigated 
and in both cases the same lower bound value of the fundamental frequency 
-l~ 
is obtained, equal to 7,938 p • The 'true' value is 9,8696 p (see w w 
equation (5.4)); hence Dunkerley's formula under-estimates the exact value 
by 19,6 %. This percentage error seems to be larger in the case of 
statically indeterminate structures than for statically determinate ones. 
It can be seen from fig. 5.6 that the true value of the fundamental 
frequency is not approached with an increase in the number of lumped masses, 
but only the lower bound value. It should be noted that for a two-span 
continuous beam Rayleigh's model gives an over-estimate and Duncan's model 
an under-estimate of Dunkerley's approximate value for the fundamental 
mode. 
5.3.2 - Continuous beam with two unequal spans 
Consider the beam shown in fig. 5.8: 





I- l1 -1- l2=0, 7511 ~ 
Figure 5.8 
-l~ 
The results obtained by Timoshenko's method are referred to as the true 
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Figure 5.6 - Equai span continuous beam 
ea_ytei9h '.s model 
lower bound value~9 'f'32.. 
Duncan 6 model 
number of se.c.t-ions per opcrn 
z 6 
Figure 5.7 - Unequal span continuous beamo 
5.9 
Again the beam is divided into n = 2, 3, 4 or 6 sections and the resutts 
obtained from the program WDUNK are ptotted in fig. 5.7. In this case, 
both types of mass-tumping tead to a tower-bound vatue of the fundamentat 
frequency equat to 9,932 Pw· The true vatue is 11,67 pw (see equation(5.2)) 
and hence Dunkertey's formuta underestimates Timoshenko 1 s vatue by 14.9 %. 
Again~ it can be observed, that Rayteigh's and Duncan's modet give an 
over-estimate and under-estimate respectively.of Dunkertey's vatue. 
5.3.3 - Comments on Dunkertey's method 
There is a considerabte difference in the percentage error.for the 
above two beams. This may be due to the fact, that Dunkertey's method onty 
gives good resuUs if the second towest naturat frequency is numericatty 
much targer than the fundamentat frequency. However, for a beam with two 
equat spans the second towest frequency is: 
p = 15,424 p 
2 w 
whitst for a beam having two spans, with tengths in the ratio 1 
second towest frequency becomes: 
0, 75, the 
= 22 ,915 p • 
w 
Since in the tatter case the !percentage difference between p1 and is 
targer than for the equat span continuous beam, it may be assumed that the 
percentage error between the tower bound vatue and Timoshenko 1 s vatue is 
smatter for this particular case. 
Dunkerley's method does not seem very advantageous compared with the 
simple way the fundamental frequency can be obtained from Timoshenko 1 s graph, 
because the determination of the deflections requires some effort. It is, 
however, possible to take a varying mass of the beam ~nto consideration; 
but the ftexurat rigidity can not be varied along the beam in both 
Timoshenko's and Dunkerley's method. 
If the "static deflection method" were employed for the same problem 
the approximate value would probably give a result with a smatter percentage 
error, but the approximate value would be an overestimate. The fact that 
Dunkerley's method gives an under-estimate is advantageous in so far as 
the designer can be sure that betow this tower bound value of the 
fundamental frequency there is no possibility of resonance. 
5.10 
Section 5.4 - Transfer Matrix Method 
The basic procedure described in section 3.3.8 can be applied to any 
simple continuous beam-structure, consisting of a set of lumped masses carried 
on a weightless beam. However, any intermediate support causes a rigidity 
which prevents a deflection and introduces a discontinuity in the shear force. 
As an example, we consider again a two-span continuous beam, shown in fig. 5.9. 
Figure 5.9 
In the case of a two-span continuous beam the reaction R at the intermediate 
support is the only unknown discontinuity. Assuming that the overall trans-









Since a relationship between and 
( 5. 5) 
(5.6) 
is missing, we make use of the 
end-condition y = M = O, which after substitution into matrix equation 
0 0 
(5.5) gives the following expression:-
= 





the following relation 
This relationship makes it possible to express the state vector 
1 
z1 
terms of e 
0 
only, so that 
r 0 y 
1 
(a14 a24) e 
a14 








(a14 a42 - a12 a44) 
1 aH 
in 
The deflection, slope and moment are continuous over the intermediate 
support 1, but the shear ~ = Q; + R is discontinuous, with R as the 
unknown reaction. The state vector 
r z
1 








e -(a a22 - a12 0 
= a14 14 
M _1_(a a32 - a12 a34) 0 a 14 14 
Q _1_(a a42 - a12 a44) 1 
1 a14 14 
or r ~1 = E . [:J 
The initial unknown Q 
0 
is thereby eliminated and the new unknown 
introduced. We proceed now in the usual way to find the state vector 
l r 
z2 = B z1 
= B • E • [:OJ = D [:OJ 
l 
or y d11 d12 
G d21 d22 • [:OJ = 
M d31 d32 
Q 2 d41 d42 
Using the end-condition at support 2, M2 = y2 = O, we obtain the following 
set of equations:-
0 = Y2 = d11 e + d12 R 0 
0 = M2 = d31 e + d32 R 0 
Hence for a non-trivial solution, we have 
det = b. = d11 d32 - d31 d12 = 0 (5.7) 
The same numerical procedure, outlined in section 3.3.8 may be used 
to determine any natural frequency p, i.e. rcertain trial values are 
chosen for p and the corresponding values for 6 of the frequency 
equation (5.7) are calculated. The value 6 is then plotted against the 
frequency p, the zero values of b. occurring at each natural frequency 
of the system. 
In order to investigate various types of beams and the effect of the 
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two kinds of mass-lumping, a program was written, which may be used for 
any two-span continuous beam with up to 10 sections per span. The program 
WTMCB in FORTRAN IV is listed in Appendix D and the flow-diagram is given 
in Appendix C. The following page shows a typical output of the program. 
Both types of mass-lumping are considered for a continuous beam with 
two equal spans, of which each is divided into 1, 2, 3 or 4 sections. 
However, the results obtained are not satisfactory as can be seen from 
fig. 5.10. The most crude lumping of the span masses gives reasonable 
values of the fundamental frequency, i.e. in the case of Duncan's model 
one section with one lumped mass at the centre, and in the case of 
Rayleigh's model two sections with three masses, of which only the one 
at the centre vibrates. With an increase in sections per span the 
results for the fundamental frequency do not improve, and this aspect 
requires further investigation. It is possible that the transfer matrix 
method is not entirely satisfactory for this type of beam-structure. 
Pestel and Leckie (3) mention that numerical difficulties may arise, 
when the stiffness of elastic supports is very large compared with the 
bending stiffness of the beam; and this is the 'case with a rigid 
intermediate support. Pestel and Leckie recommend for this type of 
problem the Delta-matrix method. 
Section 5.5 - The Use of the Flexibility Matrix 
In section 3.3.6 the application of the flexibility matrix to 
vibration problems is discussed and at the beginning of Chapter 4, a 
detailed description is given of the procedures involved when setting 
up the overall flexibility matrix. In the case of statically indeterminate 
.structures more matrix operations are required to obtain the flexibility 
matrix of the whole system, because redundancies have to be considered. 
The following is a brief description of the steps involved. 
The flexibility of a beam section of length L is defined in terms 
of the end-rotations due to unit moments applied at the ends, i.e. 
f, 
l 
= L 6EI 
As before, the matrix F 
m 
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Figure 5.10 - Transfer Matrix Method 
(for a continuous beam with two equat spans) 
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F = m 
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( 5. 8) 
In order to set up the connection matrix B , which expresses the ret-o 
ationship between applied loads and internal member forces, it is first 
necessary to make the structure statically determinate. Then another 
,connection matrix, denoted by B1 , is required which expresses the 
equilibrium relationship between the redundant forces and the internal 
member end forces. 
To obtai~ the overall flexibility matrix F for the system, the 
following matrix operations have to be carried out:-
(i) Evaluate the displacements corresponding to the redundants 
D = 
(ii) Calculate the values of the redundants due to applied 
unit external loads 
x = 
(iii) Calculate the B matrix, which relates the applied 






(iv) Calculate th~' flexibility matrix of the structure, i.e. 
the displacement corresponding to the external loads 
due to applied unit external loads 
F = B' F B 
o m 
These matrix operations are demonstrated for a two-span continuous 
beam, shown in fig. 5.11. 
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lumped masses 
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Figure 5.11 
(1) The flexibility matrix for member ends 
The flexibility matrix given in equation (5.8) above can be re-
written in a reduced form, because the moments at the supports are zero 








m 6 EI 
1 
(2) The connection matrix B 
0 
The beam is made statically determinate by introducing a hinge at 
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(3) The connection matrix B1 
Now the redundant moment at support 3 is applied, which gives the 
B1 matrix (see sketch) 
x x 
B1 ~ 10;5] :: 
lo, 5 M
3 ~ 1,0 
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(8) Calculating the system matrix 
A = F.M where M = M1 [0;5 0:5] 
hence A 1 = 2 M1 .F 
(9) Applying the basic iterative method 
with 
t 
= tJ 1 1 and trial eigenvector y = 2 
3 3 11 M1 
[23 ::J [:] 
11 M1 
[::J 3072 EI = 3072 EI -9 then A = 
, l, 3 M 
L:J 0,0104 
1 1 = EI 
The first iteration does not improve the eigenvector, because in 
the initial guess the ratio of the amplitudes is already correct, and 













~ 1 1 
which is very close to the value given in section 5.2, where 
The abov~ calculation process was programmed. The flow-diagram is 
given in Appendix C and the program WCO:N'T in FORTRAN IV is listed in 
Appendix D. The following two pages give the computer printout for the 
above example~ 
The program WCONT contains the UNIVAC supplied subroutine JACMX, 
which determines all the eigenvalues and eigenvectors of a symmetrical 
matrix. The results for the fundamental mode are identical with those 
obtained by means of the basic iterative method and provide a good check. 
It should be mentioned that the subroutine for the basic iterative method 
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continuous beam the process did not always converge to the largest eigen-
value and eigenvector .but to the second largest eigenvalue and its 
corresponding eigenvector. Again it should be noted that the program 
JACMX applies only to symmetrical matrices and hence its results cannot 
be used in the case of continuous beams with uniform mass but unequal 
spans if each span is divided into the same number of sections. To 
illustrate this, consider the beam-structure shown in fig. 5.12 
M1 = 1 M2 = 0,75 M1 
......c::._r=====@ @1===x=1.==~® . @==:z.__=;. 
m = M., · m = l'!i m = M2 m = ~ 
T ; J .3 
.:i+.:i+.:i 12+ 1~12 
3 3 3 3 3 -r . 3 
Figure 5.12 
The overall mass matrix for the above structure has the form: 
0,333 0 0 0 
0 0,333 0 0 
M = 0 0,25 0 0 
0 0 0 0,25 
And the system matrix F.M will not be symmetrical because the elements 
of the mass matrix along the diagonal do not all have the same values. 
The program WCONT is used to analyse the two types of beam-structures 
discussed previously, i.e. continuous beams with two equal and two unequal 
spans. The results for the fundamental frequency of a continuous beam 
with two equal spans, where each span is subdivided into n = 2, 3, 4 or 
6 sections, are plotted in fig. 5.13. In this case both types of mass-
lumpings give identical results. In fig. 5.14 the results for a con-
tinuous beam having unequal spans in the ratio 1 : 0,75 are plotted, and 
it will be noted that the two types of mass-lumpings lead to different 
graphs. With increasing number of sections per span both models converge 
towards a value which is larger than Timoshenko' s resu U. In the case of 
two equal spans the coefficient ~1 ~· . 2 p/~EI/M 1 L 1 is equal to 9,8696 = ~ , 
fl.5 
I I 
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Figure 5.13 - Dependence of fundamentat frequency on number 
of sections for continuous beam with two 
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equa t spans. 
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which is definitely an exact result. In the case of two unequal spans the 
coefficient, equal to 11,67, is obtained from Timoshenko's graph (fig. 5.1) 
and hence is probably subject to inaccuracies of the graph. The error, 
however, is :not_ grea. te;r. 
Section 5.6 - Summary and Comments 
Comparing the methods given in this chapter, which are applied only 
to two-span, continuous beam structures, the following can be said:-
(i) Timoshenko's graphical solution is the easiest and quickest. 
It can be applied to equal and unequal spans and provided the 
graph, (fig. 5 .1) is extended, higher frequencies may also 
be obtained. Timoshenko's theoretical solution can be 
adopted for any number of spans but the trial and error 
approach becomes more complicated. A disadvantage is that 
a variation in mass or· flexural rigidity cannot be considered. 
(ii) Dunkerley's method is also very easy; only the determination 
of the required deflection may be lengthyo It can be applied 
to any type of continuous beam including cantilever endso 
The results are, however, not very close to the exact values, 
but they constitute a lower bound solution. As in Timoshenko's 
method a variation in mass or fleorural rigidity cannot be 
included. 
(iii) The transfer 'matrix method does not lead to satisfactory 
results and further investigation is necessary. 
(iv) The use of the flexibility matrix is very laborious especially 
if the spans are subdivided into'several sections. This leads 
to large matrices and since many matrix operations are required 
the evaluation of the fundamental frequency is a lengthy 
procedure. Nevertheless, this approach has several 
advantages: 
1) the method can be used for continuous beams with varying 
mass and flexural rigidity; 
2) for more than three sections per span the results for the , 
fundamental frequency is very good in the case of a 
two-span continuous beam (see figs. 5.13 and 5.14); 
5.21 
4) the method gives the mode shape of the fundamental 
frequency, and provided appropriate numerical methods 
are applied, higher frequencies and their associate mode 
shapes may be obtained. 
The compi1ation of the program WCONT required a considerab1e amount of 
time. The program, however, has the advantage of a11owing for variations of 
mass, span 1engths, number of spans, and it can easily be extended to take 
into account a variation in flexural rigidity. 
Hence, the use of the f1exibi1ity matrix constitutes a method which 
1eads to very good results though the effort required to produce a computer 
program might be prohibitive. 
6. 1 
C H A P T E R 6 
DYNAMIC BEHAVIOUR OF HIGHWAY BRIDGES 
Section 6.1 - Introduction 
The main object of the thesis is the investigation of methods used to 
determine free vibrations of beam structures. Estimating the natural 
frequencies is, however, only the first step in the design calculations. 
The knowledge of the fundamental and higher frequencies is valuable in so 
far as it indicates which external frequency or frequency range must be 
avoided in order not to cause resonance. The next step in the vibration 
analysis is to consider the effect of a dynamic loading on the response 
of a structure. Many more factors, however, also influence the dynamic 
behaviour of the structure, such as:-
(i) bridge characteristics: 
(a) geometry, 
(b) material (steel, concrete, composite), 
(c) dynamic state (at rest or already vibrating); 
(ii) vehicle characteristics: 
(a) type (axle-mass distribution), 
(b) speed, 
(c) dynamic state (at rest or vibrating); 
(iii) road characteristics: 
(a) roughness on approach pavement, 
(b) roughness on bridge pavement, 
(c) irregularities (settlement near abutments). 
In the case of railway bridges the dynamic forces, which are mainly 
periodic, can be defined accurately, whilst in the case of highway bridges 
the assessment of the dynamic forces is more problematic. A modern truck 
on its springs and tyres, and with its shock absorbers, is a very complex 
elastic system. Joints, bumps and other forms of pavement roughness may 
cause it to move in any one mode of vibration, or simultaneously in several 
modes • .., 
In Chapter 2 we dealt briefly with general types of dynamic loading. 
6.2 
In this chapter the live loads are discussed which produce dynamic effects 
in highway bridges. Furthermore, other important factors influencing the 
dynamic responses are considered. 
Section 6.2 - Impact Factors 
A moving load causes deflections and stresses in a bridge which 
differ from those which would result from the same load applied statically. 
In order to ensure structural safety and freedom from vibrations which might 
cause discomfort and apprehension to pedestrians or static motorists, highway 
bridge designers took account of the dynamic stresses by adding to the dead 
and (static) U ve- load stresses an 11 impact 11 fraction .of tlie latter. With 
the advent of new forms of construction, higher strength steels, welding 
and prestressed concrete, it became necessary to set more rational rules to 
ensure the economical use of these developments. The impact factors have 
been reduced appreciably since 1950. British Standard 153, now includes a 
factor I of 1,25 to be applied to H.A. static loading whilst the heavy H.B. 
loading is applied with no allowance for impact and using increased 
permissible stresses. The American Specification for highway bridges 
(AASHO 1961) requires an impact allowance for dynamic, vibratory and impact 
effects and gives the formula: 
I = 1 + 1 + 125 
50 
where 1 is the length (in feet) of the span which is loaded to produce 
maximum stress in the member. The impact factor must not exceed30 percent. 
The German Specification for the calculation of steel bridges (DIN 1073) 
adopts an impact factor 
I = 1 + 4,.5 1 + 5 (1,04 ~I~ 1,64) 
where 1 is in metres. The Hungarian Specification for highway bridges 
uses 
I = 5 1 ,05 + 1 + 5 (I~ 1,50) 
where 1 is in metres. The Swedish Specification gives an impact factor 
of 1,40 which is applied to point loads only and does not depend on the 
span length. Uniformly distributed lane loading is applied without impact 
allowance. For bridges designed to carry any non-standard loading the 
percentage increase applied for impact is not only dependent on the length 
of the span but also on the speed of the vehicle. 
6.3 
Considerable attention is paid to the provision of road surfaces 
free of major corrugations or depressions o~ highway bridges but no 
variation in impact factor has been allowed with differing qualities 
of running surface. 
Section_6.3 - An Alternative Approach 
Considering the variety of standard loads to which these impact factors 
apply, no simple comparison of the factors is possible. These crude 
guides for impact are not related to the frequency of a bridge but only to 
conditions that arise with vehic~of the type and with speeds currently 
used when moving over bridges ~th average proportions. A more rational 
approach might be to design a bridge in such a way as to ensure that its 
natural frequencies are well in excess of the forcing frequencies of the 
vehicles. Highway vehicles have no large out-of-balance reciprocating 
components; vibrations are mainly caused by vertical oscillation of the 
vehicle on its springs, by impact due to irregularities of the road 
surface or by successive application of axle loads of a multi-axle truck, 
As a design guide, it has been commonly assumed that provided a bridge 
has a fundamental frequency of at least 4,5 cps, resonance is unlikely, 
although 6,5 cps has also been recommended (see ref. 27). Research on 
British military vehicles showed that a complete vehicle vibrates on the 
suspensions at between 1 and 3 cps. 
Repeated application of axle loads may also augment the bridge 
motion considerably if the frequency of passage of truck axles is close 
to a natural frequency of the bridge. This particular frequency depends 
on the speed v of the truck and the distance d between the axles; i.e. 
f = ....:!__ (cps) 
27td 
Section 6.4 - Limitation of Deflection 
The standard method of ensuring high natural frequencies of the 
structure is to restrict the "static11 deflection under live load, us-qally 
including impact. The British Ministry of Transport imposes no limit 
but the AASHO Specification restricts live load deflection to 1/800. A 
more severe limit, recently proposed (AASHO) to allow for the possibility 
of vehicles bouncing on to short spans due to surface irregularities at 
the bridge abutments, restricts the deflection to 
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6/L = 0,0075 (2 - eL/25). 
The German Specification (DIN 1037) permits a va1ue of 6 = L/500 under 
1ive 1oad applied without impact. 
It has a1so been suggested to limit the span/depth ratio for highway 
bridges in order to conf.orm to a tower frequency limit of 3 cps. Due to 
half the H.·A; Loading these span/depth ratios range from 53 to 20 for 
varying from 46 to 100 feet. 
Section 6. 5 - Limitation of Vertica 1 Acee 1eration 
In order to avoid discomfort to pedestrians, vertical accelerations 
should be restricted~ During the passag~/of"a vehicle at 40 mph a 
limiting acceleration of 0,5 ft/sec2~ been.adopted as an acceptable 
acceleration (see ref. 19). For a bridge traversed by a uniformly dist-
ributed toad the vertical acceleration based on the theory due to Inglis (20) 
is given by: 
a = 
where v = ve1oci ty of uniform toad (ft/sec) 
6 = static deflection due to the same uniformly distributed 
live toad (ft) 
L = span (ft) 
Section 6.6 - Literature Review 
During the 1ast 20 years the behaviour of highway bridges under the 
passage of heavy vehicles has been the subject of numerous investigations. 
A partial 1ist of recent studies is given in the bibliography from (22) 
to (38); which were avai1ab1e to the writer. The most systematic and 
comprehensive investigations have probably been conducted at the University 
of I11inois since 1950. In this section a brief survey of some of the 
papers is given in chrono1ogica1 order. 
6.6.1 - Highway Research Board 
The Highway Research Board Bulletin 124 contains six papers under the 
heading "Vibration and Stresses in Girder Bridges". These reports con-
tain a substantial amount of impact data of an exploratory nature and 
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catt attention to some important factors. The paper by Biggs and Suer (22) 
presents results of field measurements of dynamic midspan deflections of 
simply supported, single-span bridges due to the passage of a heavy 
vehicle. The measurements are Limited to deflections, because once it is 
possible to predict dynamic deflections the increase in stress may be 
determined. The tests were carried out on five bridges, two of which were 
RSJ bridges and the remaining were plate-girder bridges. The following 
classification with regard to the causes of vibration is given: 
(1) the simple passage of an unsprung mass toad on a smooth road 
surface.- In this case the free vibrations are superimposed on 
the static or crawl deflection. The frequency of this vib-
ration is essentially the same as the natural frequency of 
the bridge. However, due to the mass of the load, the 
natural frequency changes continually as the vehc/j.le crosses 
the span; but generally the maximum variation in natural 
frequency does not exceed 20 percent. This type of 
excitation causes only small amplitudes; 
(2) the vertical motion of the vehicle on its springs which is 
induced on approach. - This cause of vibration is very important. 
The vertical oscillation of the vehicle mass on its suspension 
system results in a periodic variation in the applied force. 
Theoretical solutions for this case indicate that the pre-
dominant frequency of the vibration is the same as the 
frequency of the alternating force rather than the fundamental 
frequency of the bridge. The amplitudes of these vibrations 
depend on 
(a) the magnitude of the alternating force, 
(b) the ratio between 'the(;frequency of the force 
and the frequency of the structure. (Resonance 
occurs if the ratio approaches one). 
Bridge amplitudes resulting from vehicle springing can be much 
larger than those caused by a smoothly running load, case (1.) 
above; 
(3) irregularities in the road surface of the bridge. - In the 
case of an unsprung vehicle this results in a Large and 
suddenly excited vibration. Comparing this with section 
2.4.4.B it can be assumed that the amplitudes depend on 
both the duration of the impact and the period of the 
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structure. The presence of springs generally reduces the 
~agnitude of vibration. The authors (22) believe that this 
cause of vibration is not very important for modern highway 
bridges. 
The natural frequencies of the five bridges were obtained from the 
residual vibration which continues after the vehicle has left the span 
and it was.found that for all five bridges the first mode of vibration 
was predominant. When testing the stationary vehicle, which was used in 
the test series, its natural frequency was found to be 3,1 cps. However, 
the frequency of the moving vehicle varies and depends upon the roughness 
of the roadway. From the various tests carried out is was concluded that 
the frequency of vibration of the bridge, at least during the first part 
of the crossing, is related to the natural frequency of the vehicle. 
Furthermore, it was found, that the type of suspension system has a marked 
influence on the amplitude of bridge vibration; the vibration due to an 
unsprung vehicle being much more severe than that of a sprung vehicle. 
Since the amplitude of vibration was found to be much larger than that 
which would be caused by a smoothly running load, it was concluded that 
vertical oscillation of the vehicle as it approaches the span is of 
primary importance. - The repetition of axle passages as a cause of 
vibration is not mentioned; also, the speed of the vehicle is not re-
ported to have any influence on the response. 
Hayes and Sbarounis (24) present a report on a vibration study of 
a three-span continuous RSJ highway bridge with a composite concrete deck 
slab. Considerable vibrations had been observed in some structures of this 
type. Data was collected in order to investigate the seriousness of the 
possible vibrations in such structures. The test results show that the 
natural frequency of vibration of the bridge varies with the amount of 
interaction between the concrete slab and the steel girders, which depends 
upon the capacity for horizontal shear transfer between the slab and the 
girders. If no shear connectors are present, this capacity for shear 
transfer depends on bond and/or friction. 
The frequency of application of axle loads at a point was considered 
to be the frequency of a repetitive dynamic force at that point on the bridge. 
This is a function of vehicle speed and axle spacing, as was mentioned in 
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section 6.3. The authors found that resonance occurs if the frequency 
of application of axle toads at a point coincides with the natural 
frequency of the bridge with the mass at that point. It should be re-
membered that the natural frequency of the bridge varies as the toad 
moves across the structure. It is suggested that in order to prevent 
undesirable vibrations, the fundamental frequency of the bridge, in-
' 
c~ding the effect of the mass of the live toad·,. should be greater than 
the frequency of applications of axle toads ~sed on a reasonable maximum 
speed and axle spacing. 
Because the fundamental frequency is proportional to the square 
root of the moment of inertia, it is of great importance to assess the 
tatter value correctly. A simplified analysis of the computation of 
moment of inertia of the transformed section due to partial interaction of 
the concrete stab with the steel girders is presented. 
Foster and Oehler (25) report on the vibration and deflection 
characteristics of an eight-span plate-girder bridge and a six-span RSJ 
bridge. The plate-girder bridge consists of five simple spans and a 
three-span continuous beam, whilst the RSJ bridge has only simply supported 
spans. It was found that the observed amplitudes and duration of vibration 
increase with span flexibility, as might be expected. An increase in 
dynamic deflection was observed when the time interval between axles 
passing a given point on the span was close to the fundamental period 
of vibration of the span. This finding is in accordance with that of the 
paper by Hayes (24), i.e. the type of truck and its axle spacing, in con-
junction with its speed, do have an effect on bridge vibration. It is 
concluded that in order to control bridge vibration, the fundamental 
frequency of the bridge span should be limited and on the basis of the 
test data a tower limit of 6,5 cps is suggested. 
The fundamental frequencies of the simple spans of the highway 
bridges were calculated, using the equation(3.5) of Chapter 3. In ca"L-
cutating the theoretical frequency, an effective cross-section was used 
which included the girders and 50 percent of the area of the concrete 
deck, which was considered to act compositely with the girders. The 
values obtained were in good agreement with the experimental data. 
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The paper by Tung et al (26) is a review of analytical and experi-
mental research on the highway bridge impact problem which was carried 
out at the University of Illinois. It was intended· to assess the 
relative importance of the various factors that influence the dynamic 
stresses in a highway bridge. 
Because of the very complex dynamic behaviour of the actual bridge-
vehicle system, assumptions and simplifying approximations were necessary 
to make the solution of the problem possible. Three idealized types of 
.loading were considered. In all cases the load moved at a constant speed 
across a simply supported flexible beam and the three types of loading 
are given in the order of increasing importance: 
(1) a single unsprung mass, 
(2) a single sprung mass, with zero deflection and bouncing 
velocity, when it enters the bridge, 
(3) a sprung mass, oscillating with some definite amplitude 
such that it produces the worst possible condition in 
the beam. 
The derivation and solution of the equations of motion will not be 
discussed, but the graphs presented in the paper seem to indicate a 
good agreement between most of the theoretical and experimental results 
which were carried out on model structures. It should however be mentioned 
that the authors did not find the analytical treatment given by Inglis (20) 
and Timoshenko (11) adequate for the problem at hand. 
Owing to the presence of pavement joints, irregularities in the 
approaches and settlement at the bridge abutments, etc. the sprung part 
of the vehicle will not be motionless as it enters the span. It is much 
mo~e .realistic to assume that the vehicle has an initial displacement 
and bouncing velocity. Because there is some difficulty in selecting 
appropriate values for these variables the authors chose the initial 
condition for the sprung mass such as to cause approximately the worst 
possible condition with regard to the resulting stresses in the beam. 
It was found that for both sprung and unsprung vehicles with zero 
initial conditions there is a good deal of variation in bending moment 




where A = ratio of maximum dynamic moment at midspan based on 
maximum moment at midspan. 
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However, in the case of a sprung load with initial displacement 
and bouncing velocity as it enters the bridge, the increase in bending 
moment was found to be much larger than for an unsprung or sprung mass 
with no initial vibratory motion. This applied for all speeds • 
. c The studies reported in the paper (26) did not take into account 
a possible motion of the bridge at the time the vehicle enters the span, 
which may have arisen from the passage of previous vehicles. Such 
oscillation can cause a further increase in bending moment and stresses. 
6.6.2 - American Society of Civil Engineers 
In 1957 Biggs et al (27) published an analytical method by which 
the magnitude and character of highway bridge vibration due to the 
passage of heavy vehicles can be predicted. Certain assumptions were 
made., such as : 
(i) the bridge is represented as a simple beam, of which only 
the fundamental mode is considered. Thus, a single-degree-
of-freedom system is assumed for the bridgef 
(ii) the vehicle is treated as a single-degree-of-freedom system, 
and the entire mass is spring supported. 
The differential equations of motion for the sprung mass and for the bridge 
were solved by numerical integration. 
Laboratory tests on model bridges and field tests were carried out 
in order to investigate both the accuracy of the analytical methods 
and the validity of the assumptions made. The proposed method was 
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found to be satisfactory and hence the authors concluded that for the 
computation of midspan deflections the bridge may be app~oximated by a 
single-degree-of-freedom system. Damping in both the bridge and the 
vehicle were neglected, because damping is generally small in highway 
bridges and vehicle damping appears to complicate the analysis un-
necessari Ly, with the exception of long spans. 
It is concluded that the initial oscillation of the vehicle on its 
suspension system is the major cause of vibration and that for design 
purposes the effect of surface roughness on the bridge can be neglected. 
This is in agreement with the findings by Tung (26). Furthermore, it 
was pointed out that the ratio of vehicle mass to bridge mass is of 
importance for the case when the natural frequency of the vehicle is 
close to the natural frequency of the bridge, i.e. an increase in the 
mass ratio causes an increase in bridge amplitude. 
Oehler (28) investigated the vibration susceptibility of various 
highway bridge types and the following grouping was used:-
(1) single-span RSJ bridges, designed with and without 
composite action, 
(2) continuous-span bridges of steel girder and reinforced 
concrete type, 
(3) cantilever girder bridges, designed with and without 
composite action. 
Measurements on aLL bridge types seemed to indicate that bridges with 
Lower natural frequencies are subject to larger amplitudes of vibrati.on 
and vice versa. Test results of bridges falling in group (2) showed: 
(a) reinforced concrete bridges vibrated with smaller 
amplitudes than steel girder bridges; 
(b) the duration of vibration was considerably larger for the 
girder bridges than the reinforced concrete bridges; 
(c) on average, reinforced concrete bridges had high values for 
the fundamental frequency, i.e. 7,6 cps (compared with 
5,5 cps for ~~idges; 
(d) the defLect~en -~inforced concrete bridges were Less 
than those of other types. 
6. 11 
In comparison with the other two bridge groups it was concluded that 
cantilever bridges 
(a) were the most f Lexi b Le type , 
(b) had the smallest values for the fund amen ta L frequency, 
(c) had the Longest duration of vibration, 
(d) had the Largest amplitudes of vibration. 
i.e. cantilever bridges are most susceptible to vibrations. 
Oeh Ler is of the opinion that b Lanke.t deflection Limitations, when 
applied to all three bridge groups, do not result in satisfactory stiff-
nesses for each type. A thorough study of the cantilever bridges is 
necessary in order to propose a method which controls vibration sus-
ceptibi Lity of this type of highway bridge. 
A fairly complete bibliography on the investigation of the vibration 
problem in highway bridges was given in a report by the Committee on 
Deflection Limitations of Bridges of the Structural Division of the 
ASCE (29). 
Looney (30) developed a method which is essentially the same as 
Biggs's method (27), i.e. the differential equation is written for the 
fundamental mode of the simply supported bridge and is solved numerically. 
The equations include the mass of both the Load and the bridge. The main 
differences between the two procedures are: 
(a) Looney assumed a smoothly running unsprung Load whereas 
Biggs included the effect of vehicle springing, 
(b) Looney considered mu"Lti~axle Loads whereas Biggs approximated 
the vehicle only by a single-degree-of-freedom system. 
Fleming and Rumua"Ldi (32) determined the dynamic response for both 
single-span and multi-span continuous bridges. Factors influencing the 
response, such as the mass of the Load,- the mass of the bridge and 
vehicle springing were included in the analysis. The mass of the sing"Le-
span bridge was approximated by three concentrated masses and Rayleigh's 
model was adopted for the mass-Lumping. The authors were of the opinion 
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that the assumption of a single-axle load is an over-~implification of 
the genera 1 type of wading which causes vibration. It was cone luded 
that one of the most important considerations is the springing of the 
vehicle and the .~?ndition of the bridge approach. Extremely large impacts 
were observed due to ini tia 1 vibration of the load which,_!~a-2ls~~._ °?Y a 
settlement in the approaching roadway. - -- ·-- --- ..... , ____ _ 
Wen and Veletsos (33) presented an analytical study which included 
most of the important factors regarding the dynamic response of a bridge 
) 
which so far were only treated separately by the various authors. The 
factors considered were: 
1) speed of the vehicle 
2) spacing of the vehicle axles, 
3) dynamic state of the vehic 1e, 
4) dynamic state of the bridge, 
5) roughness of the bridge surface. 
In the analysis, the bridge is idealized as a single-degree-of-
freedom system and the vehicle as a two-..ax.le sprung load. It was found 
that: 
1) the magnitude of the dynamic effects in a bridge increases 
with the vehicle speed, 
2) the magnitude of the dynamic response is larger for short 
spans than for long spans, 
3) relatively large dynamic effects occur when the time 
interval between the application of the two-axle load 
unit at a point is equal to the fundamental period of 
vibration of the bridge, 
4) if the bridge is already in a state of oscillation when 
the vehicle enters the span, the dynamic response of the 
bridge can be amplified depending on the time of entry 
of the vehicle, 
5) roughness of the bridge deck can cause large dynamic 
effects in highway bridges. 
Damping of both the vehicle and the bridge was not considered in the 
analysis, and only single-span bridges were investigated. 
6. 13 
Wen and Toridis (34) confirmed the findings by Oehler (28) with 
regard to cantilever bridges, i.e. this type of bridge is subject to 
considerably larger dynamic effects than simply supported or continuous 
span bridges. Whilst Oehler's paper was mainly a report on field 
observations, Wen and Toridis gave an analytical investigation of the 
dynamic behaviour of cantilever bridges. 
Cantilever bridges were found to vibrate not only in the fundamental 
mode but also in the second and third modes. Hence the representation 
of the bridge as a single-degree-of-freedom system (which was possible 
for a simply supported beam)..1-s not adequate and a multi-degree-of-
freedom system should be used to represent cantilever bridges. Wen and 
Toridis recommend a five-degree-of-freedom system. The authors pointed 
out that vibration of the vehicle on its springs and surface roughness 
of the pavement were not included in the study and hence it is possible 
that the already considerable maximum dynamic effects would be even 
increased. 
6.6.3 - University of Illinois 
Walker and Veletsos (35) presented a very detailed study of simple-
span highway bridges due to moving vehicles. Most factors affecting 
the dynamic behaviour of this type of bridge, which are mentioned 
so far in this Chapter were considered and in addition the effect of 
'interleaf friction' in the suspension system of the vehicle was included. 
The most significant parameters in vibration problems were given as: 
1) speed of the vehicle, 
2) axle spacing, 
3) weight and frequency ratios of bridge and vehicle, 
4) vehicle suspension (damping), 
5) dynamic state of vehicle. 
The effect of surface irregularities was, however, not included. Mention 
was made that other investigators (32) found that bumps in the bridge 
pavement (idealized by sinusoidal shapes) can lead to large dynamic 
effects, but the authors (35) felt that this was not a very realistic 
approximation of such irregularities. 
The study by Nieto-Ramirez and Veletsos (36) of the response of 
three-span highway bridges due to moving vehicles is as comprehensive as 
6.14 
the one mentioned above (35). The bridge was ideal.,ized as a continuous 
beam and the vehicle was represented as a multi-axle sprung un1t and 
again interleaf friction was taken into account. The effects of un-
controllable parameters such as the phase difference between the motions 
of the individual axles and the initial values of the interleaf friction 
in the suspension system were pointed out. The ratio of vehicle mass to 
bridge mass did not seem to have much influence on the response of a 
continuous bridge. 
The interleaf friction in the suspension system of the vehicle 
was found to be an important source of energy dissipation and hence 
should not be neglected in the analysis. The dynamic effects computed 
on the assumption that the vehicle is a linearly elastic, undamped 
system may be extremely conservative. 
Section 6.7 - Final Comments 
This brief survey of some of the publications on the dynamic 
behaviour of highway bridges is intended to indicate the development 
of vibration analysis. These investigations consisted initially only 
of field measurements and subsequently the experimental data was 
compared with newly developed analytical approaches. The studies 
were aimed at a better understanding of the many factors affecting the 
dynamic response of highway bridges and the analyses become increasingly 
comprehensive but also more complicated. It is apparent that there is 
c.onsiderab le scope for further research in this field. 
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APPENDIX A 
A.1 THE DEFLECTION EQUATION 
In order to find the f1,exibility coefficients for a simply s~pported 
beam, we have to find the relationship between load and deflection of the 
beam shown below 
r- a w 
T -..... y ---------R - - -----y l x ~ R r 
L 
From the condition ~M = 0 we get 
2 
EI .£....x = - w( 1 - ~) x + [W(x - a) Jx > a 2 1 d-x 
2 2 
EI ..9J: - w( 1 a) x [W(Xf. - a) J +A --- -- - + dx 1 2 - 2 ' x >a 
3 a x3 
EI y = - W( 1 - -) - + [W( x - a) J + Ax + B 1 6 ' 6 x >a 
The constants A and B are found from the two end conditions y = 0 for 
x = 0 and x = 1 
therefore: B = 0 and A = ~~ (L - a)(21 - a) 
Hence 
w 1 2 2 w 3 
y = 6EI L x(L - a)(2a1 - a - x ) + 6EI [x - a] 
This is the equation for the defiected curve of the beam. The term in 
square brackets will b~ rejected if the quantity inside is negative. 
A.2 DEFLECTION EQUATION FOR BEAM WITH CANTILEVER END 
EI y" 1 
EI y' 1 
EI y1 
EI Y2 
EI yi 2 
A = Wa 
1 
= -M = -
2 Wax 
= 'L2 + c1 
Wa x3 
= 16 + c1 
(- Wa x) 
1 
Wa 
= 1 x 
x + c2 
= - [-~ax+ W(1 + ~)(x - L)] 
2 2 
Wa .!.... - w( 1 + ~) (x - L) c· = 2 + 3 1 2 1 
2 (x - 1)3 EI y2 = 
Wa .!.... - W(1 + ~) . 6 + C3 x +.C4 1 6 L 
Four boundary conditions are needed to determine the 
at x = 0 Y1 = 0 c2 = 0 
at x = 1 Y2 = 0 c4 = 0 
at x = 1 = 0 c1 
WaL 
Y4 = - 6 
at x = 1 y' - y' c3 
wa1 
- 2 = - 6 1 
d1 
W aL2 
= ---EI 16 




A was obtained after substituting for B the following value, which 
follows from the two equilibrium conditions ~ V = O, ~ M = 0: 
B 
Substituting B into the equation for y
3 
and using boundary condition 
(7), A is obtained. 
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APPENDIX B 
1. THE EIGENVECTOR EQUATION 
A set of n simultaneous equations can be represented by the equation 
AX = Y 
whene A is a square matrix of order n, 
X is a column matrix having n unknowns, 
Y is a column matrix of order n. 
In general the column matrix y will not have 
magnitude as the vector x. However, if the vector 
direction as the vector x, i.e. if y = A..X, where 
quantity, then the equation ( 1) becomes 
AX- = A..X 
( 1) 
the same direction or 
y has the same 
A is a sea 1.ar 
(2) 
Equation (2) is called the "eigenvector eguation11 • It represents the 
eigenvalue problem, in which the solution of the simultaneous equations 
is a vector X, such that the product A.X is a scalar multiple of X 
itself. Equation (2) can be rewritten as a homogeneous equation. 
(A - AI) X = 0 
This set of linear homogeneous equations only has a non-trivial 
solution if the determinant of its coefficients is equal to zero; 
if 
det (A - A.I) 0 
(3) 
( 4) 
When this determinant is expanded, an algebraic equation in A is 
obtained, which is known as the "characteristic eguation" of the matrix 
A or as "freguency eguation11 in vibration problems. 
2. THE EIGENVALUES AND EIGENVECTORS OF A nTH ORDER SQUARE MATRIX 
The roots A.1 , A.2 •••••• An of the eigenvector equation are known 
as the eigenvalues of the matrix A. 
To each eigenvalue corresponds a solution vector which is called 
eigenvector. In general, to find the associated eigenvector X, the 
eigenvalue is substituted in the equation (3) which leads to a set of 
n linear simultaneous equations. However, because the determinant 
B 2 
(A ~ AI) is equat to zero, this homogeneous system of n tinear simul.,-
taneous equations has onty (n - 1) independent equations with n 
unknowns. Hence one of the equations can be discarded and one of the 
remaining variabtes may be given an arbitrary vatue. It is therefore 
obvious that the etements in the eigenvector have onty retative vatues. 
Frequentty the first etement or the targest etement of the 
eigenvector is chosen to be equat to unity. Alternativety the vatue 




+ x n 
The eigenvector is said to be normatized. 
The sotution of the potynomiat, i.e. the characteristic equation 
presents no theoreticat difficutties. However, if n is even moderatety 
targe;, the amount of work becomes excessive and an a Uernative method not 
requiring the expansion of the determinant is necessary and witt be given 
tater. 
Before continuing, the fottowing numericat exampte is given to 
i ttustrate what is stated above. Consider the equations 
3 x1 + 2 x2 = A.x1 . 
1 x1 + 2 x2 = A.X2 
(a) 
This is the eigenvector equation A.X = A.X where A is the matrix: 
( 
A = ~ :J 
This set of equations has a non-zero sotution only if the determinant 
of its coefficients is equal to zero, i.e. 
3 - A 2 
det = 0 
1 2 - A 
The expansion of the determinant results in tP:e characteristic equation 
2 
A - 5 A + 4 = 0 
The roots or eigenvalues of this equation are 
= 4 
= 1 
If A = 4 is substituted in equations (a) they become 
x
1 
+ 2x2 = O 
x1 2x2 = O 
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Either or can be fixed arbitrarily. If x1 = 1, then x2 = 0,5 




2 = 0 
x1 + x2 = 0 
Assuming x1 = 1 ' then x2 = - 1 • 
The vectors and = [_:] 
are the eigenvectors corresponding to the eigenvalues A
1 
= 4 and 
A2 = 1 respectively. 
Normalising the eigenvectors such that each vector has unit length, we 
calculate the first elements as follows:-
for A1 
1 1 _1_ 
x1 = = = 





1 1 1 
x1 = = = 
1x~ 2' 11 + 1 I (2' + x2 













(~1 + ~2 + ••.• + ~n) = tr A 






In the above numerical example we have 
3+2 = 4+1 
and the check is satisfied. 
In the above numerical example we have 
(4) x (1) = (3) x (2) - (1) x (2) 
and the check is satisfied. 
( 5) 
(6) 
From check (2) it follows that if det (A) = 0 so that A is a singular 
matrix, then at Least one of the eigenvalues is zero. 
3. PROPERTIES OF THE EIGENVALUES AND EIGENVECTORS OF A SQUARE MATRIX 
In this section several of the most important properties of the 
eigenva 1ues and eigenv.ectors of a square matrix A are discussed. These 
properties are of theoretical and practical importance and wi11 be needed 
for the following section. 
When the proof of a theorem is either relatively unimportant or too 
Long for inclusion in the script, adequate reference wi 11 be .. made to the 
Literature. 
THEOREM 1 
If a 11.. eigenva 1ues of a matrix A are diff~rent, then the eigenvectors 
are different and linearly independent. That is, it is not possible to 
obtain any one of the eigenvectors by adding together simple multiples of 
the other eigenvectors in the form 
x: 
1 
= + 0: x n n 
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Where there is such a set of tinearty independent vectors, any 
arbitrary vector 
set, such that 
v 
0 




Use of this theorem witt be made in section B 4.1.2. 
THEOREM 2. 
If a matrix A is symmetric and has eigenvectors X. 
]_ 
and X. that 
J 
correspond to eigenvalues A.. 
]_ 
are orthogonai vectors, i.e. 
X! X. = 0 
]_ J 
and A. . , where 
J 
The proof can be found in ref. (13). 
THEOREM 3. 
A. . -/= A. • , then 
]_ J 
X. and X. 
]_ J 
If an unsymmetric matrix A has eigenvatues A.. and eigenvectors X., · 
]_ ]_ 
then its transpose has the same eigenvatues 
which are orthogonai to 





when i -/= j 
The proof is given in ref. (14). 
A.. 
]_ 
and eigenvectors U. 
]_ 
This is an important property when the eigenvatues of an unsymmetric 
matrix Bipe required. 
THEOREM 4. 
If a matrix A is symmetric and atl its etements are real (not complex) 
numbers, then alt its eigenvatues and eigenvectors are reai. 
This is not an obvious fact for the roots of an nth order equation 
with real coefficients are, in general, cociptex.numbers. 
The proof of this theorem is given in ref. (13). 
THEOREM 5. 
If the matrix A is a real, skew-symmetric matrix, so that A' = - A, 




If the eigenvalues of a matrix 
values of Am are A~' A~, 
A are A
1
, A2 , ••.• An then the eigen-






as before AX. = A.X. 
l l l 
premultiplying both sides by A gives 






l l l 
This process can be repeated to give 
AilJc. = Ai:1x. 
l l l 
The theorem is true for all integer' values of n, positive 
and negative, provided A. 
l 
is not zero. 
This proof is important for the basic iterative method and the 
matrix squaring method in B 4.1 
If the eigenvaluesof a matrix A are A. and its eigenvectors are 
l 
then the eigenvalues of the matrix B = T-1AT are the same A. and X.' 
l 
its eigenvectors are 
-1 l 
T X.,T being any non-singular square matrix. 
l 
Such a transformation is also called a "similarity transformation". 
The matrices A and B are said to be similar matrices, and similar 
matrices always have the same set of eigenvalues. This theorem is 
important for finding the eigenvalues other than the first. 
THEOREM 8. 
The reciprocals of the eigenvalues of a matrix A are the eigenvalues 
-1 1 of A , and the eigenvectors of A are the eigenvectors of A- • 
Proof: Consider the eigenvector equation 
premultiplying by A-1 gives 
A - 1 AX = IX · = A A - 1 X 
THEOREM 9. 
this equation may be written in the form 
= 
Equation (7) is the eigenvector equation of A-1 ; 
... ~ -1 -1 therefore 1\ is the eigenvalue of A , and the 
-1 eigenvectors of A or the eigenvectors of A . 
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(7) 
Every matrix A satisfies its own ·characteristic equation. 
(Cayley-Hamilton Theorem). For the proof see ref. (14); a numerical 
example is given, to demonstrate the theorem. 
Consider the matrix used earlier A = [~ :J 
The characteristic equation is A.2 5A. + 4 = o, 
the ref ore A2 5A + 4I = o. 
A2 l: 1,:J [: 10] [; :J Summing = 5A = 4I = 10 
gives a total = 0 
4. ITERATIVE METHODS FOR EIGENVALUES AND EIGENVECTORS. 
In many engineering applications the matrix A is a real matrix 9 
and frequently also a symmetric matrix. This section will deal with 
i terati.ve methods for determining the eigenva Lues and their associated 
eigenvectors for a real matrix. However, it is interesting to note 
that the theory is much simpler in the case of a symmetric matrix than in 
that of a non-symmetric matrix. 
Similar to the solution of Linear equations the methods of obtaining 
the eigenvalues faLL into two groups: 
(a) direct method, 
(b) indirect method. 
The decision of which to use, does not depend so much on the form 
of the matrix, as on what solutions are required. If only one or a few 
solutions are needed, an iterative (or indirect) method may welt be 
applied, whereas if all or most of the eigenvalues and eigenvectors are 
required, one of the direct methods is more suited. 
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In engineering problems such as the vibration of a beam, the size of 
the matrix A will depend on the approximation of the system containing 
a finite degree of freedom (Lumped system) to the real structure. The 
order of A wiLL increase with the desired accuracy for any of the 
eigenvalues, i.e. with the number of degrees of freedom. However, in 
general, only the first three eigenvalues are of practical interest for 
structural work. Hence in most cases iterative methods are best suited, 
and only they are discussed in the following paragraphs. 
4.1 DETERMINATION OF THE LARGEST EIGENVALUE 
4.1.1 - Matrix Squaring Method 
This is a fairly quick method to obtain the Largest eigenvalue, but 
it is not suited for hand calculation. The proof can be found in refo (14) 
and an example is given in the following paragraph, to illustrate the 
method. 
If B = Am and c = Am+1 then 
c .. 
A.1 = ....1..1 b .. 
lJ 
c .. is any element of the c matrix and 
lJ 
where 
b .. is the corresponding element of the B matrix. 
lJ 
Numerical example: 
Consider the same matrix A as in the previous example: 
A = [~ !] 
AB [43691 43690J = 
21845 21846 




= 174762 = 3,999 977 
b11 43691 
A.1 
c12 174762 = 4,000 046 = = 
b12 43690 
A.1 





3,999 908 = = = 
b22 21846 
The exact va 1,ue is "1 = 4. 
However, as mentioned eartier, this method is not suitabl,e for 
sl,iderute ca1,cu"Lation with respect to both the amount of arithmetic 
and the acc.uracy. 
The fol,1,owing method is a modification of the matrix squaring 
method and reduces the amount of work considerabty. Furthermore, the 
corresponding eigenvector is determined by this method. 
4.1.2 - Basic iteration method (power method) 
If the matrix A of order n is real, and symmetric, al,1, eigenvectors 
are 1,inearl,y independent (see Theorem 1.) and any arbitrary vector V can 
0 






can be regarded as being composed of contributions from each of 





We asslline that V 
0 
and substitute it for X 
is the starting vector for the iterative process 
in the 1,eft hand side of eigenvector equation (2). 
This gives 
A second vector v
1 
is obtained which is again substituted, giving a 
third vector 




in genera 1, V = A~ m 0 
= Am (a:1X1 + a:2X2 + ••• + a: x ) n n 






m = A.. X. 
l l 
= 
for i = 1, 2, ••• n 
~ma: X + ••• + /\. n n n 
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Since we know that all eigenvalues are real for real symmetric matrices 
(see Theorem 4) and furthermore we assume that no two eigenvalues have 
the same absolute value, we can divide by /...~, so that 
~m r [/...2Jm vm = 1\1 Li:x1X1 + ~ i:x2X2 + ••• + 
If r...
1 
> r...2 > /...n we see that the contributions of x2 to Xn become of 
less and less importance as the number of iterations is increased and 
ultimately x
1 
is completely dominant. 
The rate of convergence depends partly on the constants i:x1 to i:xn~ 
but more effectively on the ratios jr...2/r...11, lr... 3
/r...11 ..• The smaller the 
ratios the fa~ter will be the convergence. 
It can happen that i:x
1 
= 0 in which case convergence is to x2• 
However, provided that i:x1 f 0 then, no matter how small i:x1 is, con-
vergence will ultimately be to x
1
, though it may appear otherwise in the 
initial stages of the iteration process. In practice we work with a 
fixed number of figures and successive iterations will introduce 
rounding errors. Due to these rounding errors i:x1 will never be 
exactly zero and convergence will be towards x
1
• For this reason the 
iterative process is less valuable for the computation of any but the most 
dominant eigenvalue and corresponding vector. In a later section (p. B.15) 
a method is given, referred to as "Rinsing Technique" which makes use of 
setting i:x
1 
to zero whilst keeping the rounding errors small, thus 
evaluating the second eigenvalue and eigenvector. 
The writer felt justified in explaining the method and its mechanism 
in greater detail because of the importance of this method. 
Example: 
Consider the same matrix A, and assume an ar~itrary vector v . 
0 
(The choice of the starting vector will only effect the rate of convergence). 
then v1 
A = [~ :J 
--[35 -] = A.V 
0 
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v2 = A.V1 ·= A.A.V = [: J [:J ~ [:J 0 
v3 = A.V2 = A.A.A.V = [: : ] [: :J ~ [ ::J 0 
The numbers of this calculation become larger and larger at each step 
and it is usual to divide each vector by its first, or its largest, 
e:lement and to use the result for the next iteration. This does not 
only keep the numbers small but each successive divisor is an 
approximation to A
1 
and the convergence of the process can be watched. 
In this form the calculation of the above becomes: 




[: :][ :J = 
~ J ~:6J = 






= A.V4 = ~ J ~:500J = [4,0004] = 4,0004 x 2 ,0004 
It will be seen that the calculation is converging on A
1 
= 4 
and X1 = (1; 0,5) 
It should be noted that as the order of the matrix A (i.e. as the number 
of degrees of freedom) is increased, the rate of convergence to the highest 
eigenvalue is slowed down. In addition it is often necessary to carry a 
large nti.mber of significant figures in the elements of the matrix A. 
If the eigenvalues are very close, the rate of convergence is slowed 
down, since it was shown previously that the rate of convergence depends 
on the ratios 1Ai/A11 with i = 2, 3, •.• n. 
4.1.3 - Rayleigh's quotient 
When the iteration method is used it is generally necessary to 
expend a fair amount of work to obtain an accurate assessment of the 
X • A 
0 
largest eigenvalue from an initial guess of the eigenvector 
method which enables a good estimate of the largest eigenvalue using 
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X'AX = 8 






It can be observed, that the correct eigenvalue is obtained though the 
guess of the eigenvector was not correct. 
This method needs considerably less calculation effort, but it does 
not give the corresponding eigenvector. 
4.2 DETERMINATION OF THE SUBDOMINANT EIGENVALUES 
4.2.1 - Use of the Orthogonality Relationship 
In order to determine the second largest eig~nvalue A.2 · and its 
corresponding eigenvector x2 , the order of the matrix A must be 
reduced by an elimination process. This process uses the orthogonality 
property (see Theorem 2) of the eigenvectors when the matrix is 
symmetrical. For unsymmetrical matrices it is necessary to consider 
the eigenvectors of the transpose (see Theorem 3) because the eigenvectors 
of an unsymmetrical matrix A are not necessarily orthogonal to each 
other. 
The iteration procedure is apptied to the new matrix of order (n - 1) 
to obtain A.2 and x2• This process of matrix reduction followed by 
iteration is continued until all eigenvalues and eigenvectors are 
determined. 
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When the matrix A has been reduced to a 2 x 2 matrix, the 
remaining eigenvalues can be found either by iteration or by solving 
the characteristic equation (which is quadratic). 
The process of ~atrix reduction can be accomplished in the 
following way. The orthogonality condition between the first eigen-
vector X. is given by: 
l 
or, when the product is formed: 
a x 
nn = 0 
where: a 1 to an are the known el,ements of the eigenvector x1 




Equation (8) can be solved for x
1 
in terms of x2 ,x3
, etco, thus 
= 
a 




Then, this expression for x
1 
can be substituted into the originat 
equations of. the eigenvalue problem AX = AX, to produce n equations 
in (n - 1) unknowns. 
The first of these equations will be a linear combination of the 
remaining (n - 1) equations and can be discarded, leaving the reduced 
set of (n - 1) equations in (n - 1) unknowns: 
BX = AX (10) 
Equation (10) constitutes an eigenvalue problem involving only the 
(n = 1) remaining eigenvalues of the original system of equations. 
Now the iterative method can be used.· for the new matrix B of 
order (n - 1). The result will be the numerically highest eigenvalue 
of the reduced matrix (which is the second eigenvalue of the original 
matrix A) and the corresponding eigenvector for the reduced matrix. 
This reduced eigenvector contains only the values x2 ,x3, ... , xn of 
the eigenvector for the original matrix. The associated value of x1 
can be found from equation (9). Thus, the second eigenvector of the 
original matrix is determined. 
B 14 
Exam]2l.e 1 : svmmetrical. matrix 
t~ 
-1 
-:1 A = 2 -1 
Using the basic iteration method we obtain the fol.lowing values for the 
"Largest eigenvalue and its corresponding eigenvector. 




We want to find the second "Largest eigenvalue and eigenvector. 
The orthogonality condition of equation (9) results in 
The values of x
1
, x2 and x3 






into the second and third equations and discarding the 
first equation gives the fol.lowing set of equations: 
0,753x 2 - 0,445x3 
= "-2x2 
- x2 + x3 - "-2x3 
(12) 
hence 
0,753 - "-2 - 0,445 
- 1 1 - "-2 
0 
which leads to the characteristic equation 
A.2 - 1 '753A. + 0' 308 = 0 
with the roots: 
"-2 = 1,555 
"-3 0' 198 
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Substituting ~2 in equation (12) and assuming x3 = 1, gives x2 = - 0,555, 






= [= ~.4J 
+ 0,80~ 
and can be obtained in the same way by substituting 
Example 2: unsymmetrical matrix 
') 
A = = 4 = 
where u1 is the eigenvector of the transpose of A. 
Now, according to Themuem 3, u1 is orthogonal to x2, hence 




in equation AX=~ and discarding the first 
equation leads to 
= 
the ref ore 
choosing x2 = - 1 then x1 = + 1 
and hence x2 [_;] as before in section B.2 
Note: In the case of an unsymmetrical matrix, use has to be made of 
the eigenvector u1 of A' ' since for a unsymmetrical matrix 
the eigenvectors are not necessarily orthogonal to each other. 
However, the eigenvectors U of the transpose of A are 
orthogonal to the eigenvectors X of A. 
11Rinsing technigue11 
This is another way of obtaining the second largest eigenvalue which 
uses the orthogonality properties •. · 
It has already been stated that any guessed vector V can be expressed 
. .:.., 
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as the sum of the eigenvectors, i.e. 
V = a1x 1 + a2x2 + .•. + anXn ( 17) 
Using the basic iteration method leads u·Uimate 1,y to the suppression of 
a1,1, terms on the right hand side except the first. This assumes that a1,1, 
the eigenvatues are positive and 
It is evident that if a = 0 but 
1 a2 -/= O 
>II.. 
n 
the process wi1,1, converge 
to the second largest eigenvatue 11.2 and the associated eigenvector X2 o 
To find these it is therefore necessary to devise a procedure for obtaining 
a starting vector V in whose expansion, equation (17), the coefficient 
of x 1 wi11 be zero. This is done in the fo11owing way:-
Premu1tip1,ying equation (17) by x1 which has atready been determined, 
gives on account of the orthogona1,ity conditions: 
X' 1 v = a1 X' 1 x1 




Then obviousty the difference 
= 
+O+O+ ••• + o. 
+ ••. + a X 
n n 
( 18) 
is a vector in whose expansion the coefficient a
1 
is zero. The 
iteration method for finding 11.2 and x2 can then be emptoyed using 
= as the starting vector. 
In practical, problems the components of x
1 
cannot in general, be 
found with perfect accuracy and rounding errors are introduced as 
mentioned in section 4.1.2. The va 1,ue of given in the equation (18) 
wi1,1, be onty approximate and consequentty the coefficient of x 1 , while 
it is presumabty very sma11, wi1,1, not be zero. Now the effect of each 
iteration is to increase the term containing x1 . retative to the other 
terms. Hence, to prevent the process converging very stowty, but none 
the tess inevitabty, to 11.1 and x1 rather than to 11.2 and x2, it is 
necessary after each iteration, or at least after every few iterations, to 
remove the accumulated component of x 1• This method of preventing the 
convergence to x
1 
is referred to as rinsing technique. 
In order to remove the accumulated component of x 1 , the vatue of 
in the expansion vector v. 
l 
is computed and the iterative process 
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is continued with the rinsed vector (Vi - o:1 X1) instead of with V .• ]. 
The "rinsing techniq_ue" applies onl.y to symmetrical. matrices. 
4.2.2 - Defl.ations 
The term defl.ation is used to describe the process of determining a 
new matrix which has the same "Latent roots as the original. matrix except 
for one which is repl.aced by zero. 
Hotel.l.ing's Defl.ation 
Hotel.l.ing found that the matrix 
has certain desirabl.e properties, where 
A is any sq_uare matrix, 
x1 is the eigenvector of A corresponding to "1' 
u1 is the eigenvector of the transpose of A. 
These properties are: 
(a) H has the same eigenval.ues as the matrix A except for A1 
which is zero. 
(b) 





= A x1 - A1 x1 u1 x1 





Therefore x1 is a eigenvector of H corresponding to 
an eigenval.ue which is zero. 
H has the same eigenvectors as the matrix A. 
Proof: postmu l.tip "Lying by another eigenvector X. and noting 
]. 
that U' X. = 0 (from Theorem 3) gives 1 ]. 
H X. = AX. - A1 X1 U' x. ]. ]. 1 ]. 
= AX. 
]. 
= A. X. ]. ]. 
Therefore A. is an eigenval.ue of the matrix H as it is of 
]. 
with the same eigenvector x. 
A, 
Hote11ing's theorem, however, is used atmost exc1usive1y for the 
determination of onty the second eigenvatue. 
Wietandt's Deftation 
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Hote11ing's deftation requires knowtedge of the eigenvectors of 
both matrix A and its transpose A', except where the matrix is 
symmetricat. Wietandt found that it is not necessary to use u
1
, but 
that an arbitrary vector Z coutd be chosen to obtain the matrix W. 
The deftated matrix 
w 
X Z' 1 
= A - "-1 Z' X-
1 
( 19) 
has simitar properties to the matrix A:-
(a) The eigenvatues of W are the same as those of A except 
that the first eigenvatue is reptaced by zero. 




X. and of W, Y. are re tated by 
J.. J.. 
A proof of this can be found in ref. (14). Obviousty if Z is 
arbitrary it can be chosen to simptify the work, and one way of doing 
this is to choose it to make the first row of W att zero. 
If we denote the first row of A by the symbot A
1





has the desired resutt 
z' .x1 = A1 .x1/"-1 
= 1 
and so equation (19) 
W = A 
= A - X A 1 1 
This deftation has been used in the program WCANT, to obtain the 
second eigenvatue and eigenvector. 
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Comparison of both deflations 
1) To compute Wielandt's matrix W only, the eigenvector x
1 
must be 
known. To compute H, the eigenvector u1 of A
1 must also be 
known. So, in the case where A is unsymmetrical, the computation 
of Wielandt's matrix W is simpler. 
2) Hotelling's deflation does not change the order of the matrix, whereas 
Wielandt's deflation reduces it by one. This, however, is only 
significant if several eigenvalues are to be determined since then 
the iterations require fewer and fewer operations. 
3) In general, therefore, Wielandt's deflation is preferable. 
4.2.3 - Final remarks 
There exist many more methods which determine eigenvalues other than 
the first. Similarity transformations (see Theorem 7) can be used to 
eliminate the first eigenvalue,ref.(4;5)~; Bodwig (16) gives a method 
known as annihi1.ati6nuand Fox (17) favours "inverse iteration" besides 
"deflations" to determine the subdominant eigenvalues. 




SET ><(J.) = I• 
.__--1 SET I= I+f 
SET IT;::; 0 
AA~la 
ML= N 
SET :r:T-= IT+ I 
SET I= I 
stT 2(I)-= 0. 
srr ::r = 1 
St:T z(:t) -= 
A(r >'J")~ x(:r) 
+ Z(I) 
St:=T I -=- l 
.___, St;T I =:r+I 
SET :r-= 2. 





.___1 SET :f'=~+I 
SET EiVL = 
x(M.AX) 
SET I= I 
S~T )((:t) '= 
X(!)/EYL 
.___, SET I =r +I 







F LOWPIAGRAM FOR FkoeRAM Vv'tv1YKLE 
READ: M : NO OF MASSES 
N = No OF SECTIONS 
m = MA(I:) = LUMPED MASSES 
L = L(r) = Lt;NGTHS OF S~CTIONS 
t;:r('I) = SENDING RIGIDITY OF SEcnONS 
CALCULATE ElA$11C COEFFICIENTS 
dQ - DG (I~ 
~ - t:>M (r) 
9"? - R.Q (I) 
e,,,, = ~M ('!) 
c 3 
CANTILEVER SIMPLY SUPPOR1C.D BEAM 
SET ?: C SET P= C 
I $T AS.SUM~itON OF I ~T AsSJMPTION OF 
ENt:> CCNt>l'TIO"lS El\J D COND\TIONS 
C>( (1) - 0 o( (I') - 1-
~ (1) - 1. ~ (1) - 0 
BM(I) - 0 BM (1) - 0 
6< (l) '2 Q (i) 0 - m,p~, = 
CALcUlA"TION Cl= TME. CA.LCULA'11o.t OF 'THE 
VALlJE~ OF"" o<. > ~> Blvl, VAlJJES OF rA > ~') ~ 
Q 'FOR ALL S.E:C..TION Q f"OR Al-L seen ONS 
UP TO BASE STATICl-I UP Tt> SASS ~11~ 
AND SToRE: AND SIORE 
O((b') = ALI o( (b) = ALI 
~(b) == y l ~£~) - YI 
BM( b) =- BM I Blv1(b) = Btv\l 
Q (b): QI Q(\>) =- Q\ 
/ 
2ND A$J.JMP110N OF 
END CONDITIONS 
~(t) = I. 
'= 0 
- 0 '2 
~(1) 
BM(t) 
Q(I) - wi,p~ 
CALCULATICN OF THE 
VALJJES OF o<. >~>SM} 
Q FOR AU.. SEC..TICNS 
UP TO BASE S>"'"'TION 
ANO STORE 
. 0( (b) : At..'2. 
~ (b) - '12 
BM(b) =- Bt-A2. 
Q(~ = Q2. 
SET q, = -Yl/Yz. 
SE.T o<(b)=AJ-l +~I 
PR/NT OUT: 
No 
2ND ASSUMPnoN oF 
END Cl:NDITIO'JS 
d.(t) - 0 
~(1) '= 0 
6M(I) = 0 
Q(t) = l. 
CAL CU/-Ailt:N OF 11-fE 
VAWES OF Q</~;BM; 
Q FOR ALL SEcnONS 
UP IO ~E ST~CN 
AND SibRE 
o( lb) = AL.2-
~(b) = Y7-
BM(b) :::. BtviZ 
Q (b) =- Qz. 
SET ~-:::-BMZ/BM/ 
/NCRGA..SE. p 
o< VALUES AT BA.SE STATICN 
R>R CAN-r1LE~R 




F LCWDIAGRAM FOR PROG-RP-.iV\ w TRANS 
READ: M =NO a= MASS6S 
N = NO ~ SECTIONS 
MA(I)= LUMPED lv'\.ASSES 
L(i)= LGN&Tl4S oi:- secnoNS 
t;;Ilt):::: Bt=Nt:lNG-- Rl<EslDITY 
OF SEC..110NS 
SET: OM= ?TAR'T\NG VAWe: FOR 
NA'"TIJRAL ~6QUENC;' 
STE?= INc.REM~I 
END= LIMtTitJG VAl-Ue OF 
FR~Q\JENC;I RANGE 
I 551 K-1 
CALI- SUBROUTINE FlELD 
Wl4lQ.I se::-rs. u~ ·~ Fle:LD 
MATRJX T FOR. 14--\-'E FtRsr 
S6CTI ON L.(1<) 
CA.L.-t.. SU6ROUTINE POINT 
Wl-llc.14 SETS UP TH"E: 
POINT MATRI}( P FOR. 
MASS f\'1 (.\<) 
CALL SUia-ROUTiNE PR.OP 
W\-1-1 c...f-1 MlJLTIPLIES TWO GrfVEiN 
MAT~IC£S IE P~LL=O 
c 5 
SET K=K+I 
CALL SUBROlJTINE' Flt:LD 
WHICH S~ I.JP Tl-lE Flta-O 
NATRIX T 'R:)R '"Tl-'E N~I 
SECTIOl-J L(K) 
CALL SU6R.OUTINE PROO 
\Ml-~ MUL..TIPL.IES. 2 GIYEJ-.J 
MATR I C.«:5 IE' T~ D = \..A. 
< 
CALCULAIE t>E-r-ER.MINANT 
DET = U1~ ~ ~ - u..3 , ~ ~ 
S5T OM = OM + S11::-P 
WRITE P VALUES> AND COR.-
~ONDING ·Der VALUE"S 
c 6 
-
FLowo1AGRAM FOR PRoGR~.1...rv\ WDUNK 
MI (1) M/(2) Mz(2) M2(1) 
~ ~--@,__--x--'®'--t""1----,o\ 
AL(r)= LI (1) 
SPNI 
ReAD1 NI > N2. 
SPN\ > SPNZ 
u(r) > L2(I) 
Ml (r..) '> fv1z.(r) 
Er 
SE=!! AL(I) = LI (r) 
AM~ =- M\ (:r) 
L.L- = SPNI 
LR = SPN2. 
Se:r1 & = c:i.er 
k - 0 
S"GT: :r - I 
SUM - 0 
SET R.5AC.TION A 
AM(:t)~(LL~AL(.r)) - AM(r)~L(:t)~{!.L7.-(AL(:r))2J 
A= -
LL -:2~ LL-z *(LL+ LR) 
SET CON STANT C \ 
C. = I *.r A*- LL~-AM (:t)-"' (LL-AL(I))3] 
G~LL L 
"=>ET PG~L..EC..TION 
Y( IJ = Gr lJiE: [ A ~ AL.(:I:) '!J + C ')( AL{I)] 
=~ 6 ' 
c 7 
SET SUM= SJM +v(r) 
:t="X+I 
SET K=K+l 
SEI AL(J:)= l2(l:) 
LL ~ SPN2 
LR = SPN \ 
AM (:t) = M2(I) 
SDI =SUM 
SET 502 =SUM 
WRITE" P '/A.LUE 
c 8 
F LOWDIAGR.AM l="OR PR OG P-At-.;I( WTMCB 
MA(i) Jv\4(2) MA~) MA(4) MA(S) 
=o ::o 
L..(1) L(2') L{s) L(6) 
N1=3 NZ.=3 
REA.P: NI = NO OF" SE'CTICNS OF 15r SPAN 
NZ= NO OF se:::nt:\'.6 OF 2NO SPAN 
MAf!.)= . WMPEI:> MA~es a..i Bcm4 SPANS 
L(I)=' LENC:,-TI-\ OF ~°"5 CF BO'T'H 
SPANS 
E.:r(:t)= BENDING- STIFFNES.SES OF 1"HS 
St:=crlCNS O'F BO,,... SPANS 
SST N=NI + N"2. 
SET: OM :. SlA.fqlNGr VALVE' FOR. ~ 'FR6.Q. 
S'TEP: INCRBA'El'IT 
END= LIMITING-~£ OF~ RANG&: 
551 k=' 
CAU- SUBROUTINE Fl~L-D 
'\AA-ffCJ-1 SG'TS UP ~ Fl6LD MAIR.I')( T 
FOR S6:C.llON ~ 
CAL-L SUBROl.JTJNE R::>INt 
W'4-1Q;l -$~ up '"Tl-le: PorNT MATRI~ 
P FC>R MASS K 
c ~ 
'· 
CALL SUBROUTINE' PROD 
WHICM MULTI PL.IES T'WO MATRI C.~S 
:ti:: p ~ Ll = 0 
SET K= K+-1 
CALL SUBROUTINE FIGL..P 
CA1..L SUS.ROUTINE PROD 
To MUL-Tl'PLY T~ b = L.A. 
SET K= K+I 
CALI_ SUBROUTINE l="IELO 
ser u. = -,-
SGT K-= k+ I 
c '10 
SEI J: =2. 
s=.- E(r> 1) = 
A (I >4) ~ A(I >"2) - A( 1.;'2.)~ A(;4) 
A(l)4 






I=" LOWDIAGRAM !=OR PROGRAM WCONT 
READ NSPAN 
S.ETt. K = I ' IB =- o--> , 
NS= O· ::lB= 0-
~ .> 
.:rs= o 
RE'A Dt N = NO OF SECTIONS OF SPAN K 
MARR(~= 11-i E LUMPED MASS OF SPAN K 
L(I)= THE SECTION OF SPAN K 
EI= THE FLEXURAL RIGlD\TY 
SET MASS(K,I) = MARR(I) 
DI 5 ( K > I) = L (I) 
SET M =N-1 
CALL SUBROUTINE BMOD 
v.MtCJ.t SETS UP THE CONNECTION 
MAIR.IX Bo FOR SPAN K 
SET I =O 
::J=O 
SET :tB =-IB+ \ 
I= I +I 
56'.T :rB= ::tB+ I 
7=~+1 
seT' aoo(r):r) = eo(K.)r.,::r) 
[PLACE BO IN BOO MATRIX:) 
< 
< 
!.~-----i S8'r :r:B= IB + I 0 K= K +I 
A4!6EMBLE secna..as 
OF AU.. ~PANS JN 
AAPAY L(r) 
SET" UP FLE)(IBILl'TY 
MATRIX (FM) FOR 
MEMBER. ENOS 
CAU- SUBROuTINE . · · BI M 
VMIC'-' SETS UP !ME: . C~Nec.TlON 
MA'T"~X B:C l=t>R l1-IE EAM ANO 
ITS 'TRANSPOSE B:t T 
MUL..TIPLY 
e1Tw l='M~ 8'.I : 0 
c 13 
c 14 
' .. CALL SUBRCU11NE G:TR W~ICH IS A UNIVAC. SUPl=>Llt:D 
PRCGRAM \Nl-tlel-t fNVERT.S MATRlx(o) 
f 
SET G- = BI.T ~FM* BOO 
x = o-'~ G 
BIX = e.i:. ~ x 
B =BOO - BD< 
' SET BOT= TRANSFOSE OF BO 
' SET F - BOT* FM~ B F \S -n-tE FLEXIBILITY MATRIX FOR. 
11-tE' CONTINUOUS BE.AM 
' ~E:MBLE 114-E MASS /"1.ATR.IX ARRAY.5 INTO AN OVERALL MASS 
MAIRIX FoR 1l-\e: CONTINUOUS 
t:!eAM • ALLM (r>:r) .
1 
SET S= F * ALU"1 Wl-lERt: s \S 11-tt sYS-n:=MS ~>< 
' -· CA.LL SVBRcUTIN'E: TTERW W+\lc.H DE:TERMJNE$ WE LAR~T 
El 6ENYALUE' 
' C.A.LL. SUBROLTTINE:: -:r"Ac..M )( WHI~ \S A UNIVAC St>PPL1£D P~ 
TO DE-reRMINE' ALL E"I GEN VALUe:'S "1-ltl 
E.'I GENY.Eci-ORS OF IV\ATRI>< s 
STOP 
APPENDIX D 



























PROGRAM FOR THE BASIC ITERATIVE METHOD 
. DIMENSION Cl20120}rXt20)1it20) 
REAU!Br68)N 
FORMATC12l 




FORMATl1Hlr' GIVEN MATRIX'1/) 
0 0 6 6 I= 11 ~J 
WRITt15167ltCIIrJl1J=l1N) 
FORMAT I 12E.13.6} 
WRITU5160l 








CO 53 I=l1N 
ZII>=o. 
00 53 J=l1N 
Ztl>=C<I1Jl*XIJ>•Z<I> 
CONTINUE. 
DO 54 I=l 1N 
XII>=Z<I> 
MAX=t 















































C INSERl ACARD ~ITHO AFTER 
WEINH 
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WMYKLE - CMYKLESTAD'S METHOD> 





C-----READ. NTYP = 0 FOR A CANTILEVER BEAM 
C NTYP = 1 FOR A ~IMPLY SUPPORTED BEAM 
C N = NUMBER OF BEAM SEGMENTS 
C M = NUMBER OF LU~PED MASSES 
WEINH 






1 REAOIIRtlOOINTYPtNtM WEINH 
100 FORMAT( > WEINH 
IFINTYP>99t2t3 WEINH 
2 WRITE<IWrlOllN WEI NH 
101 FOWMATClHlt' EVALUATION OF A CANTILEVER DIVlbED INTO '•13t' SECTIWEINH 
lONS•r///) WEI NH 
GO TO 4 WEINH 
3 WR1ll!IWt102>N WEINH 
102 FORMATllHlr' EVALUATION OF A SIMPLY SUPPORTED BEAM DIVIDED INTO 'tWEINH 
2I3r• SECTIONS'•///) WEINH 
4 WRITEIIWt1031 WEINH 
103 FORMAT(' STATION LUMPED MASS fT)•,s~.~LENdTH OF SECTIONCM)'r/t/ 
U) 
C-----READ MAii> = THE tUMPEO MASSES 











FORMAT(/lt' THE RIGIDITY VALUE •rE13.6t//) 
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t06 FCRMAT<i,• lHE FLEXIBILITY COEFFICIENTS•,/) 


















c-----T~E FOLlOWING APPLIES 10 A CANTILEVER ONLY 
C-----FIRST A~SUMPTION FOR STARTING VALUES AT STATION 1 
10 Ylll=l. 
AL<ll=O. 
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WRI Tt:< II.It 120) 























FORMATl/tT79,'CISPLACE~ENT'-r/,T57t'~AT. FREQUENCIES'•l79t'Al BASE 































































99 CALL EXIT WEINH 





















WT~ANS - !TRANSFER MATRIX METHOD) 





N = NUMBER OF BEAM SEGMENTS 
M : NUMBER OF LUMPED MASSES 
READtIRr100IN 
WEI NH 


















FORMAT< I WEINH 
WEI NH 
LUMPED MASSES't11Xt'LENGTH OF SEGMENTs•,qx,•FLEXURA 
WRITt.<IWtlOll 
FORMAT flHl t' 
IXURAL RlGIOITY•/) 






WIU Tt.< hi '105 I 





00 4 1::1,4 
0 0 4 J: l t "q 
WEI NH 































5 CALL POINl 









IFIOM.tE.ENDlGO TO 3 












co 1 1=1t4 
DO 2 J=lr4 
C<J>=O. 
00 2 KT=l•4 
C(Jl=C<Jl+A(ltKT>•B(KlrJJ 
DO 1 J=lr4 
PRtlrJ>=CIJ) 
RETUHN 
C-----SUBROUTINE 5ETS UP THE FIELD MATRIX 
SUBROUTINE FIELD 
00 1 I=l•4 
l TCltI>=l• 







C-----SUBROUTINE SETS UP THE POINT MATRIX 
SUBROUTINE POINT 

























































WCANT - !METHOD USING FLEXIBILlTY MATRIX FOR A CANTILEVER> 




C-----READ THE NUMBER OF LUMPED MASSES N 
99 ~EADC8o100lNtLM 
100 FOHMATC2I2> 
C-----LM=-1 INDICATES THAT THE MASSES ARE CCNCENTRATEO AT EACH 
C MEMBER ENO (HALF THE ~ASS) 
C-----LM=O INDICATES THAT THE MASSES ARE CONCENTRATED AT THE CENTRE OF 
C EACH SEClION 
C-----LM=+t INDICATES THAT THE MASSES ARE CONCENTRATED AT ONE 
C MEMBER ENU ONLY 
C-----REAO THE MASS MATRIX 




C-----REAO 1HE LENGTHS OF THE SEGME~TS 
DO 104 I=l•N 
104 REAOC8tl02>L<I> 
102 FORMAT!Ft0.5l 





105 FORMATl1Hl•' THE MASS OF EACH SECTION IS SPLIT ANO LUMPED AT BOTH 
UMEMBt-.R ENOS'r/t 
























~ • • < I 
• 
106 FORMATClHlr' THE MASS OF EACH SECTION IS CONCENTRATED AT THE CENTR 
UE OF THE SECllCN•,/) 
GO To 23 
27· WRITll5rl07> 
107 FORMATC1Hlr' THE MASS OF EACH SECTION IS CONTRATED AT ONE. ME~BER 
UENU ONLY'r/l 
23 WR1TlC5r200) 
200 FORMAT!//,• MASS MATRIX'•/) 




202 FORMAT(//,• THE DISTANCES BETWEEN THE LUMPED.MASSES'•/> 
00 21 I=l•N 
21 IJRIT£15t203ll(I) 
203 .FORMATClH rFl0.5) 
WRIT£15t204lEI 
204 FORMATl//r' THE RIGIDITY VALUE '•El3.6r//l 





















K = 1 
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DO 8 J=KtN 
B BIIrJ>=l. 
IF t KN-NI 5 r 10t10 
WEI NH 
t..IEINH 
C-----MULTIPllCATION OF BT•FM•Br WHICH GIVES THE OVERALL FLEXIBILITY MATRIX 
10 00 12 I=l•NN 










DO 13 K=lrNN 
CIJ>=C<~>+FMlltKl•BlKrJ) 
DO 12 J=trlll 
FMBIIrJl=CIJ) 
DO 14 I=lrN 
·o 0 111 J = 1 r ~JN 
BT<lrJl=BIJrll 
DO 15 I=lrN 
·oo lb J=trlll 
CIJ>=o. 
00 lb K=lrNN 
CIJl=CIJl+eTIItK>•FMBCKtJ) 
DO 15 J=lrN 
FllrJ>=CIJI 
WRIT€15t209) 
FORMATl//t' THE FLEXIBILITY MATRIX't/) 
DO 17 I=lrN 
WRITl(5r210llFtlrJtrJ=1rNl 
FORMATllH r9E13.6) . 






DO 18 I=lrN 
DO 19 J=lrN 
CtJl=O• 
00 19 K=ltN 
CIJl=CIJl+FIIrKl•MASS!KrJ) 
DO 18 J::lrN 
FMStlrJl=CIJI 
WRITl:.C5r211> 
FORMATl///r• IF•MI MATRlX'r/I 
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DO 33 I=l t3 
TTtI1=2.•Pl/FIRST!Il 




·r 2 = 2. * P II 0 M 2 
WRITE!5t21.3lT2 
WtUTUS,214) 
FORMATClHlt• THE EXACT VALUES FOR A CANTILEVER ARE!"oT61t 0 THE 










215 FORMAT(' MOOE'tT16t'l'tT32•'2'tT4Bt'3'tT61•'MOOE•,T76t'1'•T92t'2"• 
IT108•'3'l 
WRITEt5•212) WEI NH 
WRITEt5•250ltFIRSTCl)tl=1•3ltOMEGA,OM2 
250 FORMAT(/,• CMEGA 't3CE13.6t3XltT6l•'OMEGA •t2!E13.6t3X>> 
WHITEC5,25llCTTCll•I=1•3ltTtT2 
251 FORMATC/t' PERI00't3,E13.6•3Xt)tT61t'PERl00'•2CE13~6t3X>> 
WRIT~(5t212l 
C INSERT AFTER EACH SET OF DATA A CARO WITH 0 ANO AFTER THE LAST SET ONE WITH I 
REAOC8t22lll\IENO 
221 FORMAT< Ill 
IFCNENOl99t99t999 
999 CALL EX IT 
C-----SUBROUTINE SWIT TO FINO THE LARGEST EIGENVALUE 

































' I • I 








C:O 303 J::ltN 
Zlll~AtltJl•XIJl•Z(ll 
303 CONTINUE 









300 FCRMAT(//r' RESULTS FROM BASIC ITERATIVE MET~oo, AFTE~·.13,• 
lATIONS'tll 
·w R IT I:. C 5 t 31 0 l EV L 
310 FORMAT!/•' E-VALUE't6XtE13.6t/;' E-VECTOR'> 




C-----SUBROUTINE MSMSWt TO FIND THE LARGEST EIEENVALUE (ONLY) 






DO 400 I=l•N 
. DO 400 J=hN 
400 SlltJl::A(I,Jl 
401 DO 408 I=l•N 
DO 408 J=l•N 
408 P!ltJl:SlltJl 
00 402 I=ltN 
DO 403 J=l•N 
Z!Jl::o. 
DO 403 K=ltN 
403 ZIJl::ZtJl+SIItKl•A(KrJ) 






DO 405 I='l•N 
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FORMAT(//,• CALCULATION OF LARGEST E-VALUE BY MEANS OF MATRIX 
CRING MfTHoo•.n 
WRITEl5t407JEAVG 









C-----SUBROUTINE LAMBDA• TO FINO THE SECOND EIGENVALUE ANO ITS CORRESPONDING 
C EIGENVECTOR USING WIELANOT•s DEFLATION 
SUBROUTINE lAMBOAlAtNtiVLl•XtEVl2tY) 
INTEGER l 
~EAL Lil10tl0) WE!NH 
DIMENSION A<10t10JtXllOJtXA110t10)tBC10rl0>1BCOllOtlOJ1ZllO>tYClO>WEINH 
1tY2110)tALI110tl0) WEI NH 
·wRITEl5t85) WEINH 
85 FORMAT(///,• EVALUATION OF SECOND EIGENVALUE USING WIELANOT S OEFLA 
UATION' tll 
L=l 
00 84 I= 1, N 
DO 84 K=ltN 
~4 XAIItKl=XII>•AtLtK) 
00 88 I=ltN 
00 SCI J=lrN 
88 BII,J>=A<I,J)-XACl•J> 
K=N-1 
00 91 I=ltK 
DO 91 J= 1t K 
91 BCOCltJ>=BII+ltJ+l) 
KON=O 
DO 92 I=lt K 




93 IT=I 1+1 
00 911 I=l•K 
Z<I>=o. 
00 911 J=ltK 
94 ZII>=BCOlloJl•Y(J)+ZtI) 





























































00 62 I=2• N 
62 Y21Il=Yll-1l 
00 64 I=ltN 
DO 64 J=l•N 
64 LI<ltJ>=o. 
DO 65 I=l•N 
65 .LI<IrI>=EVll 
DO 66 I=ltN 
00 66 J=ltN 
66 .AlllltJ>=A!ItJl-LI<ItJ) 
00 69 I=l•N 
Z<I>=O 
00 69 J=ltN 
69 Zlll=ALI<ItJl•Y2(J)+Z(ll 




DO 107 l=-1•1\J 
107 Y<l>=X!Il/EVL 
WRIT~C5•108lEVL2 
108 FORMAT!//,• E-VALUE 9 t6XtE13.6tl•' E-VECTOR'> 





WSBEAM - fMETHGD USING FL£XIBILITY ~ATRIX FOR A SIMPLY SUP-
PORTED SEAM) 
THIS PROGRAM WAS USED IN SECTION 4.3 
c-----TnlS PROGKAM APPLIES ONLY FOR A SIMPLY SUPPORTED BEAM• 
C WITH VERTICAL LOADING 
REAL Ll30ltMS(30lt~ASS(30t30t 
Ol~ENSION 80~30t30JtFM(30t30)tXl10ltFBl3Ct30>tF(30t30)tBOT<~Ot30)t 

























1 • J 




















C-----READ THE ~UMBER OF THE SEAM SECTION WEI NH 
1 READIIRt100lMtLM 
N=M+l 
c----- ·. LM = 0 THE MASS OF EACH SECTION IS LUMPED AT 
c THE CE~TR~ OF THE SECTION 
c LM = +1 THE MASS OF EACH SECTION IS LUMPED AT 
c THE ENOS OF THE SECTION 
c LM .'.: -1 THE MASS IS LUMPED IN A DIFFERENT WAY 
IFIL1'1l20t21•22 
20 WRlTE(IWt133) 
GO TO 2 
21 WRITEIIWt131l 
~O TO 2 
22 WRITt::IIWtl32l 
ioo FORMAT( ) 
131 FORM~Tt1Hlt15(/I•' THE MASS OF EACH SECTION IS CONCENTRATED AT THE 
~ CENTRE OF EACH SECTION CDUNCANS MOOEL>•1/I 
132 FORMATt1Hlt15t/I•' THE MASS OF EACH SECTION IS CONCENTRATED AT THE ENOS 
U ENO~ OF THE SECTION lRAYLEIGHS MODEL>'1/l 
133 FORMATllHl) 
C-----READ lHE LUMPED MASSES WEINH 
2 WRIT~<IWtlOll 
101 FORMATl//t' MASS MATRIX't/) 
READIHhlOOl !MSII>rl=l•Ml 
CO 3 I=l•M 
MASS!Itil=l'IStI> 
3 WRIT~IIWtllOICl'IASSCltJ>•J=ltM> 
C-----REAO IHE DISTANCES BETWEEN THE LUMPED MASSES 
WRITE.IIWtl051 
105 FORMATl/t• THE DISTANCES BETWEEN THE LUMPED MASSES't/) 
TL=o.o 
REAO!IRtlOOllL<l>•I=ltNl 
DO II I=ltN 
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FM< J d >=FM! I tJl 
I=l+l 
GO TO 6 
C-----MULTIPLICATION OF BOT•FM•BO 
12 WHITEtIWt109l 
109 FORMAT!/•' lHE FLEXIBILITY MATRIX'~/) 
110 FORMAT!2Xt8E13.6l 
'CALL SWMUL (FMtB01FBtMtM1M) 
00 8 l=l•M 
00 8 J=l•M 
8 BOTCI1Jl=BO(J1Il 
CALL SWMUL lBOT1FB1F1MtM1M> 
DO 9 I=l•M 
9 WRITl!IWrllOllFll1Jl•J=l•M> 
c~----MULTIPLICATION OF F•MASS 
CALL SWMUL lFtMASS~FMMoMtMtM) 
WR1Tt.(1Wtl30l 
130 FORMAT(/•' tF•M> MATRIXl't/) 
DO 10 1::1,M 




116 FORMATl//lr' THE FIRST EIGENVALUE IS OBTAINED BY AN IlERATI~E 
100• t//l 
WRil~(!Wtll7lEV1 
117 FORMAT(/,~ E-VALUE'rT12rE13.6t/t 9 E-VECTOR'r> 





WfH TE. (I W' 119 I 0 
119 FORMAT(/1' OMEGA '11121£13.6) 
WRITE!IW11201T 













































121 FONMATl//t' EXACT VALUE OF FUNOA~ENTAL FREQUENCY FOR A '•I•' CON 
UONTINUOUS SIMPLY SUPPORTED BEAM'tT50tE13.6) 
~RITl<IW1122lM•O 
122 F'ORMAT (//, • FUNDAl"ENTAL FREQUENCY FOR A SEGMENTED SIMPL Y9 tit' SUPPORTE 




999 CALL EX IT 
c-----SUBROUTINE To SET UP THE CONNECTIO~ MATRIX BO 
SUBROUTINE BOMSW WEINH 
OIME~SION RAl10)tRBl101 WEINH 
C-----SUPPORT REACTIONS WEINH 
SL=o.o 
00 2UO I=trM 






















FORMAT!/•' CONNECTION MATRIX BO'e/) 
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C-----SU~ROUTINE FOR MULTIPLICATION OF 2 MATRICES 
SUtlRUUTINE SWMUL 1AtBtPRtNAtNBtNC) 
Dl~ENSION At30t30),8(30t30trCl30)rPRC30r30> 
DO 401 I=l•N.ll 
DO 402 .J=lrNC 
C<J>=o.o 
DO 402 K= 1r NB 
402 ClJ>=C(J)+AllrKl•B(KtJ) 
DO 401 .J=ltNC 
401 PR(ltJ>=C<J) 
RElURN 










DO 302 I=lrM 
Z<I>=o. 
DO 302 J=lrM 
302 Zlil=AilrJl•X(J)+Z(l) 
00 303 I=lr.M 
303 XIU=Z<Il 
. MAX=t 






































































WTIM - <PROGRAM 10 OBTAI~ A GRAPH SHOWN IN TIMOSHENKO> 
THIS PROGRAM WAS USED IN SECTION 5.2 
IW=5 
RAD=3.1415927/180. 
WRI Tt. <I Wt 100) 
100 FORMAT<lH tT6t•X•tT20t'XRAO'tl36.•CoT•.T50t°COTH'tl66t'PHl't() 
x=o. 





















WOUNK - CDUNKERLEY'S METHOD> 














FORMAT ( I 
Nl = NUMBER OF SEGMENTS IN THE FIRST SPAN 
N2 = NUMBER OF SEGME~TS IN THE SECOND SPAN 
Sl-'Nl = LENGTH OF FIRST SPAN 
Sf-'N2 = LENGTH OF SECOND SPAN 
L1 (I> = LENGTH OF SEGMENTS. IN THE FIRST SPAN 
L21I> = LENGTH OF SEGME.~TS IN THE SECOND SPAN 
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= tUMPEO MASSES IN THE SECOND SPAN 
= RIGIDITY VALUE 
· WRIH:.!Hh102) 
102 FORMAT(lHt,•FINST SPAN'•/) 
WRITt.t 1Wtl(l3) 
103 FORMATIT36•"LUl'IPED"•T51•'0ISTANCE FROM'•/•T36,'MASSES'tT52t'ENO SUPPORT'> 
IJPPORl 'I 
WRIT£1IW•l04)MM1•SPN1 
104 FCRMATt5x.·~uMBER OF MASSES =··I3tT72t'LENGTH OF SPAN•tF10.6J 




106 FORMAT(//,~ SECOND SPAN't/I 
·w R IT l t I W , 1 0 3 l 
WRIT£(1Wr1041MM2•SPN2 




200 FORMAT!///,15t'l'tll9r'A'tl39t'C'tT59t'Y't/) WEI NH 
DO 2 I=t•Nl WEINH 
ALII>=Lllll WEI NH 




3 I=l WEINH 






C--------Y IS MULTIPLIED BY G BECAUSE A ANO C WERE IN MASS UNITS 









K ::K+ 1 
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101 FORMATl/t• lHE FUNDAMENTAL FREQUENCY IS•tFl0.4) 






AM Ill =O • 
















WTMCB - <TRANSFER MATRIX METHOD FOR A TWO-SPAN CONTINUOUS BEAM) 
THIS PROGRAM WAS USED IN SECTION 5.4 . 
REAL MAl20ltLC20l 
DIMtNSlON Elt20)tTC4t4ltPl4t4>tDl4t41tUC4t•>•Al4t4ltEl4t2leGf4t2> IJEl~H 
DIMENSION Bl4t4ltCC4l 
' IR=B IJEINH 
IW=5 WEI NH 
Nl = NUMBER OF SEGMENTS OF FIRST SPAN 
N2 = NUMBER OF SEGMENTS OF SECOND SPAN 
MA = LUMPED MASSES CN BOlH SPANS 
L = LENGTHS OF SEGMENTS OF BOTH SPANS 
















































103 FORMATt5Xt'~UMBE~ OF SEGMENTS ='•13) 




105 FORMAT(///,• SECOND SPAN'c/) 
WRITE<IWtl02) 
WRI Tt::< rw, 103>N2 
NN:Nt+l 










·s TEP=. 5 
ENU:t11. 





DO 4 I=ltll 








. 00 1 1=1•4 
DO 7 J:1,4 
AIIrJ>=UCltJ) 






























c ' A • I~ THE OVERALL TRANSFER MATRIX FOR lHE FIRST SPAN 
K=K+t 




00 9 I=t.4 
co 9 J=lt4 
BCltJ):UlltJI 
C--------• B • IS THE OVERALL TRANSFER ~ATRIX FOR THE SECOND SPAN 
C--------IN THE FOLLOWING PART THE MATRIX IS SET UP IJHICH CONNECTS 
























i • ,;j 
' i • 
.DO 12 1=2•4 
12 ' E<l•l>=<Al1t4)•Allt2l-A(1t2)•A<I,4))/Allt4l 
EC4t2l=l• 
C--------MULTIPLY B • E 
00 14 1=1·4 
00 15 J=1·2 
C(Jl=O. 
DO 15 KN=l•4 
15 C!Jl=C<Jl+Bll•KNl•E(KN•J> 






IFIOM.LE.END>GO TO 11 









co 1 1=1'4 
IJO 2 J=lr4 
CCJ>=o. 
. 00 2 KT=lrlJ 
2 C(Jl=CCJl+ACltKT>•BCKl•J> 


















































1 . • 
I 











" • ' 











WCONT - <METHOD USING FLEXIBILITY MATRIX FOR MULTI-SPAN CON-
TINUOUS BEAM) 


















DO 50 1=1•30 







C-----READ THE NUMBER OF BEAM SECTIONS N ANO LUMPED MASSES M 
.2 RE.AD<lRtlOO)N 
M=N-1 




c-~---READ 1HE LUMPED MASSES 
WRITUIWtlOllK 
101 FORMAT!//,• SPAN'tI3tT18t'LUMPED MASSES•) 
REAOtlRtlOOllMARRlilrI=ltMl 
100 FORMAT Cl 


































C--~--REAO .THE DISTANCES BETWEEN THE LUMPED MASSES 
WRITE.IIWt105> 





DO 4 I=l•N 
DlSIK•I>=LII I 
WRITEtIWt1031Ltl> 
TL= TL+ll l) 
REAOIIRtlOOlEI 
WRITE I I.it lOblEI 






11 J!l=JB .. 1 
J=J•l 
BOO<IBtJBl=BOCKtltJ) 








GO TO 2 
21 . WRITEIIWr107) 
107 FORMATl//1' MATRICES FOR THE•t• ~ONTINUOUS BEAM') 
WRITE.I IWtlClCil 
109 FORMATl/rT18t'CONNECTION MATRIX BO') 
Jl:IO=MS 
1so=111s.:.1 
DO 5 IB=l •IBO 
5 WRIJE(IWtl08l(BOOllB•JBltJB:1,JBb> 
108 FCRMATIT4lt61(13.b)) 
C--~--ASSEMBllNG All DISTANCES IN ONE ARRAY 
15 
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'lFII.LT.NBEAMIKllGO TO lb 
IFCK.lT.N~PANlGO TO 15 









FMCJt I>=FMC ltJ) 
I=I+l 
GO TO b 
7 WRITtCIWtllll 
111 FORMATC/tllBt'FLEXIBILlTY MATRlX 0 tltT18t°FOR MEMBER ENOS') 




WR I TE. C I .It 112 > 
112 FOkMATC/tTlB••O-MATRIX'> 
DO 17 I=l•MP 
17 Wk ITU IW'108l IOC hJhJ=ltNP) 
C•----INVEkSE FROM M-TH PACK 
WIU TU lioi t 110 l 
V<ll=3 
CALL GJRCOt30t30tNPtNP,$999tJCtV) 
Wk ITU !Wt 113) 
113 FORMATC/tT18t'INVERSE OF 0°) 
DO 18 l=ltNP 




00 lY I=ltltiO 
DO lY J=ltJBO 
BlltJ>=BOOlltJl-BlX(ltJI 
19 80TIJ1ll=BOOII1J) . 
CALL TRIPMIBOT·tFMtBtFtJBOtNFtNFtJBOI 
WHITUIWfllq) . 
114 FORMATl/•T18t'FLEXIBILITY MATRIX F'I 
DO 20 I=ltJBO 
































































IFCI.LT.MBEAM(KllGO TO 2b 
lF(K.LT.NSPANlGO TO 25 
l.llHTt.CIWtl18l 
FORMATC/,T18t•MAS5 MATRIX•) 














c-----·usING JACMX FROM MATH-PACK TO CALCULATE EIGENVALUES ANO EIGENVECTORS 
WIHTECIWtll~l 
115 'FORMATC/lt' RESULTS FROM MATH-PACK PROGRAM JACMX WHICH DETERMINES WEINH 




CALL JACMXCStEt30tJBOtACCtllt$22t1) WEINH 
22 WRITE<IWtllbl 
llb FORMATCT18•'THE MATRIX CONTAINS•t/oT18o'lHE t-VALUES ALONG'•/oT18o 
U'THE DIAGONAL') 
00 2.3 I=J,JBO 
23 WRITE C IW' 1081 CS( I tJl •J= 1t JBO I 
WRITE.C1Wtl171 
117 FORMATC/tTlBt'THE MATRIX CONTAINS 1t/tT18t'THE £-VECTORS'•) 
. 00 211 I=l•JBO 
24 WRITlCIW1l08)(£(ltJl•J=l1JBOl 
READtIR19911'>0 
99 FORMATCI11 . 
IF<NOl999tlt999 
999 CALL EXIT 
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00 1 I=l t30 






























































100 FOkMATl1.11a.•coNNECTION MATRIX BI•J 
NP=N~PAN-1 
DO 14 l=l•NF 
14 WRITECIWtlOll IBI<l1JhJ::ltNPl 
101 FORMATCT41t6CE13.6>J 
DO 15 t::i.NF 
DO 15 J:t,NP 
15 BITIJtl>=BilltJl 
.RE TUl<N 
C-----SUBROUTINE TO MULTIPLY 2 MATRICES 
SUBROUTINE TWICE<A•BtPRtNAtNBtNCJ 
DIMENSION A130t30ltBl30t301tPR(30t30)tC(30l 
DO 601 I= lt NA 
00 602 J::ltNC 
CIJJ:O. 
DO 602 K::ltNB 
602 CIJl:CIJl+AlI,Kl•BCK1J) 
00 601 J::l1NC 
601 PRCI1Jl:C(J) 
RETUl<N 







DO 601 I::i.NA 
DO 602 J::ltNC 
ZIJJ::Q~ 
DO 61J~ K=l•NB 
ZIJ)::ZIJl+All1Kl•BIKtJI · 
DO 601 J::ltNC 
OUM(ltJl=ZCJl 
00 603 J::t.NB 
00 60IJ J=l•NO 
ZIJl=O. 
00 604 K::lrNC 
ZIJl::ZtJl+DUMCltKl•ClKtJ) 


































































IE=It::+MBEAf'M K > 




· IS=l!:.~,.,BEAM lKl 
GO TO 12 
15 K=O 
2 K=K+l WEINH 
00 3 I=l•N · WEINH 
Z<I>=o. WEINH 
CO 3 J=l•N WEINH 
3 Z<Il=ACirJ>•X(Jl•Z<I> WEINH 
[0 Q l=l•N WEINH 
4 xcr>=ZCI> WEINH 
L=l WEINH 
EVL=X<U WEINH 
DO 6 I=l•N WEINH 








UT I ON S', I> 
WRITE<IWt8lEVL 
FORMATl/tT18t'ElGENVALUE'tT41tE13.6tltT1~•·EIGENVECTOR•> 








C EXPRESSED IN TERMS OF THE FIRST SPANt WITH EltM ANO L EQUAL TO UNITY 
11 
l.llU Tt: <I Wt 11> P 
FORMATC/t118t'FUNDA~EN1AL FREQUENCY•tT41tE13.6) 
RETURN WEI NH 
