Two methods of using collateral information from similar institutions to predict college freshman grade average were investigated. One central prediction model, referred to as pooled least squares with adjusted intercepts, assumes that slopes and residual variances are homogeneous across selected colleges. The second model, referred to as Bayesian m-group regression, allows estimates of slopes and variances to vary across colleges without ignoring the available collateral information. These models were compared with the more usual procedure of deriving regression equations within each cones.) considered in isolation from other colleges. Data were obtained from colleges that participated in the American College Testing predictive research services program during the 1983 and 1984 years, and that had fewer than 100 records in 1983. Two groups of colleges were used: (1) 9 four-year colleges with "liberal", or "open," enrollment; and (2) 10 two-year colleges with more than 20 freshmen over the age of 25 years. It was found that both models using collateral information resulted in more accurate predictions, on cross validation, than did the within-college model, and that the Bayesian approach slightly outperformed the pooled least squares approach. It is noted that the Bayesian simultaneous regression model is highly adaptive to different regression structures and therefore can be expected to perform as well as the other two models across most situations. Seven tables present study data. (Author/SLD) second model, referred to as Bayesian mgroup regression, allows estimates of slopes and variances to vary across colleges without ignoring the available col lateral information. These models were compared with the more usual procedure of deriving regression equations within each college considered in isolation from other colleges. It was found that both models employing collateral information resulted in more accurate predictions, on cross validation, than did the within college model, and that the Bayesien approach slightly outperformed the pooled least squares approach. It is noted that the Bayesian simultaneous regression model is highly adaptive to different regression structures and therefore can be expected to perform as well as the other two models across most situations.
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Currently, regression equations are calculated within each college separately using standard least squares methods. In calculating within-college equations (by whatever statistical procedure), one can encounter several practical problems.
Among these potential problems are the necessity for "adequate" sample sizes within each college, the presence of negative regression weights, a lack of stability over time of estimated regression parameters, and the loss if predictive accuracy on cross validation. Under some circumstances, the need Tor adequate sample sizes would preclude the possibility of deriving separate regression equations for relevant subpopulations within a college. In addition to the use of within-college regression equations, other factors that could lead to these problems are the low reliability of available criterion measures, differing degrees of range restriction both within and across colleges due to disparate applicant populations and the criteria imposed for admittance, and different grading standards across colleges and across curricula within colleges.
It has long been thought that some improvement on within-college lest squares equations could be realized by using collateral information from similar Rubin (1980) and Braun, Jones, Rubin, and Thayer (1983) . Another centralized prediction model proposed Fri Dempster, Rubin, and Tsutakawa (1981) is closely related to these empirical Bayesian models. is normally distributed with mean 0 and variance a2 02 is the common residual variance across colleges 0 k is the common regression slope for variable k across the m colleges.
All other notation is as previously defined.
Under this model, the intercepts are allowed to vary while the slopes and residual variances are assumed constant across colleges. Thus, the regression surfaces within each college are assumed parallel but not coincident. Note that the model assumes homoscedasticity of residual variances both within and across colleges.
M-group Regression (BAYES)
The m-group regression model uses the observed variability in regression coefficients and residual variances across the m groups to estimate the withingroup parameters. The m-group parameter estimates are a weighted average of the individual within-group estimates and the estimates obtained from a pooled analysis.
The m-group regression model is hierarchical and can be described in three stages. While we distinguish between empirical Bayesian and Bayesian models, the first two stages are identical in both approaches. At Stage 1, the standard normal linear t-gression model within each college j is assumed. The quantities u and E are referred to as hyperparameters. In a fully Bayesian approach and in the approach utilized in this research, it is also assumed that the residual variances a? are independent realizations from an inverse chi-square distribution with specified degrees of freedom used to incorporate the strength of prior information.
Given the prior belief that the m colleges (or given subpopulations within each college) have similar characteristics, the colleges are said to constitute exchangeable units. The reader is referred to Lindley (1971) for further discussion of the important concept of exchangeability. For present purposes, the assumption of exchangeability permits one to act as though the unobservable parameters were randomly sampled from the stated distributions, although no actual random sampling of colleges is implied.
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If the residual variances a? and the hyperparameters u and E were known, standard Bayesian results (DeGrflot, 1970; Box & Tiao, 1973) In a Bayesian approach, the elements of the vector u are typically assumed to follow a multivariate normal distribution, E is taken to have a Wishart distribution, and the o? are taken to be inverse chi-square (see Novick, Jackson, Thayer, & Cole; 1972) . With these prior specifications, the joint distribution of the data, parameters, and hyperparameters can be found. In principle, the joint posterior density of the parameters is then obtained by integrating out the hyperparameters and conditioning on the data, though the estimation of the prior distributions and the numerical techniques involved in obtaining the joint posterior distributions are complex. The reader is referred to Lindley :1970) , Jackson, Novick, and Thayer (1971) , Novick, Jackson, Thayer, and Cole (1972) for details. Although not the approach used in this study, a simplified version of a Bayesian approach to m-group regression, developed by Molenaar and Lewis (1979) and employed by Dunbar, Mayekawa, and Novick (1986) , appears to be promising.
The Molenaar-Lewis model places greater restrictions on the specification of prior information in order to increase computational efficiency and avoid problems in estimation.
In the empirical Bayesian approaches developed previously, maximum likelihood estimates of u,E, and a? (j=1,...,m) are obtained from the data via implementation of the EM algorithm; (Dempster, Laird, & Rubin, 1977) . The joint likelihood function is integrated over the distribution of O. The approach used in this study to estimate u, E, and a? is a refinement of 
ent from equation (6). As 0, the 'between-group" variance of the 0 J, increases relative to the within-group sampling variance 02(0 ), greater emphasis is placed on the data from college j considered in isolation from the other m-1 colleges.
For simultaneous regression procedures to prove more effective than within-college least squares, care must be taken to identify colleges that constitute exchangeable units.
The weighted average approach also provides some protection against th:
inclusion of non-exchangable units. 
Method Data Source
Data available for this investigation were obtained from colleges that participated in the ACT predictive research services during the 1983 and 1984 academic years, and that had fewer than 100 records in 1983. These data were a subset of data analyzed by Sawyer (1987) . Of the 125 colleges in the data set, two groups were selected for subsequent analysis.
Group 1 colleges were selected from among four-year public institutions whose self-described freshman admission policies were "liberal" or "open." Hierarchical cluster analysis was used to select a subset of these colleges based on the percentages of students enrolled in various programs and majors. The nine colleges selected were characterized as having the vast majority of students enrolled in fine arts, humanities, and foreign language programs.
Group 2 colleges consibid of two-year public institutions with freshmen over the age of 25 years. Ten two-year public colleges were selected for which the number of freshmen over the age of 25 years was greater than 20 in both the 1983 and 1984 school years. The need for adequaze sample sizes and for a moderate number of similar colleges within each group precluded using data from colleges with more selective admission policies.
Sample sizes for Group 1 and Group 2 colleges in both the 1983 and 1984 school years are presented in Table 1 . The colleges within Group 1 and the colleges within Group 2 were considered to be exchangeable for the Bayesian portion of the analysis.
Procedure
Predictor variables of interest in this study are the four subtests comprising the ACT Assessment (E, M, SS, and NS) and high school grade point average (HSA).
The criterion variable is first sem'.ster grade point average (GPA), reported on a scale from 0.0 to 4.0. Preliminary inspections of bivariate scatterplots were made for each college in order to identify any serious departures from the linearity and homoscedasticity assumptions of the within-college regression models.
No serious violations of these assumption:, were found.
Three separate regression models were applied to the nine Group 1 colleges for the 1983 base year. The three regression models were within-college least
Squares (WCLS), pooled least squares with adjusted intercepts (ADJUST), and
Bayesian m-group regression across the nine colleges (BAYES). The prediction equations derived from each of these three models were then cross validated using 1984 data from the same schools. These procedures were repeated for the 10 Group 2 colleges using data only for students age 25 or over.
There are several criteria for comparing predicted versus obtained GPA. The cross validation analyses utilized three of the most common criteria: mean squared error (MSE), mean absolute error (MAE), and the squared correlation coefficient
MSE is defined as the squared deviation between predicted and observed GPA averaged across students at a given college. MAE is defined as the mean absolute deviation between predicted and observed GPA. R2 is the squared zero-order correlation between predicted and observed GPA at a given college.
Cross validated prediction bias for non-traditional aged freshmen (over the age of 25 years) in the Group 2 colleges was also calculated. Thr following identity was used in the computation: The definition of prediction bias used in this study provides an estimate of the syalle bias which occurs over the range of the predictor score scales and across all examinees. Houston and Novick (1987) have demonstrated that these indices of average bias may be misleading if there are selected cut-off points on the predictor variables. In such situations, regression equations derived from various models should be compared at these cut-off points. However, indices of average bias do provide one useful method for comparing how various models perform overall on cross validation.
Results

Group 1
The estimated regression parameters obtained from the within-group least squares (WCLS), the m-group regression (BAYES), and the pooled least squares with adjusted intercepts (ADJUST) models for Group 1 colleges during the 1983 school year are presented in Table 2 . The results in Table 3 indicate a small yet consistent trend toward smaller errors of prediction on cross validation using an m-group regression model than 16 those obtained from the classical models. These results are consistent with previous comparisons of m-group regression with conventional approaches (Novick et al., 1972) . The average reduction in MSE, comparing the BAYES model to the WCLS model, was about 5%. Some improvement in MSE was found in each of the nine colleges. Somewhat smaller reductions were found for MAE, though the general trend was the same. Differences between the BAYES and ADJUST models in both MSE and MAE were very small.
Group 2 Table 4 presents the estimated regression parameters obtained from the three models for Group 2 colleges during 1.ae 1983 school year. Variation from group to group in the magnitude of the within-college least squares weights is evident, with a large number of estimates taking on negative values.
In the absence of other data, a reasonable explanation of this finding is that the negative weights are due, in part, to the small within-group sample sizes employed and that the "true" coefficients are very small. However, a rather disturbing feature of the results presented in Table 4 is the negative weights associated with the mathematics and natural science subtests obtained from the ADJUST analysis in which a sample size. of 375 was available. Once again, the general effect of the m-group regression procedure was to shrink parameter estimates toward common values. Note from Table 4 that m-group regression is not effective in eliminating negative regression weights when the weights derived from the pooled analysis are themselves negative. For those variables in which the ADJUST model yielded positive weights, the Bayesian procedure also proved effective in eliminating the negative waights obtained from the WCLS model.
Although not reported, squared correlations from the within-college WCLS model ranged from .13 to .60.
Results from the cross validation analysis of Group 2 colleges are given in Table 5 . 
WCLS (ALL)
.2250
*Average absolute BIAS weighted by within college sample sizes Note that use of the BAYES model resulted in less prediction bias than the other three models. Note also that all three models that utilized only those data from freshmen over the age of 25 attained substantially less prediction bias than the WCLS (ALL) model that derived regression equations based on all freshmen records in a college. The. prediction bias reported in Table 6 was calculated by forming a weighted average of the absolute bia.; within each college.
In order to compare the stability of the estimated regressi par lters for the BAYES, ADJUST, and WCLS models over time, estimates of these parameters were obtained for Group 2 colleges in the 1984 data set in addition to estimates obtained from the 1983 data set already presented. Table 7 presents the absolute differences between the 1984 estimates and the 1983 estimates for each predictor variable for the three models averaged across colleges. The results in Table 7 indicate that the BAYES and ADJUST estimates are substantially less variable over time than the WCLS estimates. The greater stability of estimates obtained from the BAYES and ADJUST models suggests that using collateral information reduces the effects of year-to-year sampling fluctuations.
Discussion
The results of this stidy indicate that increases, both in predictive accuracy An advantage of Bayesian simultaneous prediction methods is that the estimates of regression slopes and residual variances are allowed to vary across colleges, while traditional least squares methods either assume homogeneity of slopes and variances across colleges (ADJUST) or fail to utilize any collateral information (WCLS). It should be noted that the colleges in this study were selected to be very similar, and thus to make the Bayesian and pooled least squares procedures perform well. It has yet to be determined whether or not either procedure can perform meaningfully better than within-college least squares methods in more general situations. Because the Bayesian approach is highly adaptive to different regression structures, the BAYES model can be expected to perform as well as tile other two models across the vast majority of situations. The justification for Bayesian simultaneous regression hinges on whether the flexibility inherent in the Bayesian system can achieve meaningful improvements over more easily implemented approaches.
The greatest potential for centralized prediction systems has to do with special prediction situations involving small numbers of students. Such situations include the prediction of specific course grades, the calculation of prediction equations for socially or educationally relevant subgroups, and the calculation of regression equations for small colleges with limited numbers of ACT tested students. From either a classical or Bayesian perspective, the use of collateral information from similar institutions may provide a viable alternative to within-college least squares regression equations in situations such as these.
