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FORMALITY AND SPLITTING OF REAL NON-ABELIAN MIXED
HODGE STRUCTURES
J.P.PRIDHAM
Abstract. We define and construct mixed Hodge structures on real schematic homotopy
types of complex projective varieties, giving mixed Hodge structures on their homotopy
groups and pro-algebraic fundamental groups. We also show that these split on tensoring
with the ring R[x] equipped with the Hodge filtration given by powers of (x− i), giving
new results even for simply connected varieties. Thus the mixed Hodge structures can be
recovered from cohomology groups of local systems, together with the monodromy action
at the Archimedean place. As the basepoint varies, these all become real variations of
mixed Hodge structure.
Introduction
The main aims of this paper are to construct mixed Hodge structures on the real
schematic homotopy types of complex varieties, and to investigate how far these can be
recovered from the structures on cohomology groups of local systems.
In [Mor], Morgan established the existence of natural mixed Hodge structures on the
minimal model of the rational homotopy type of a smooth variety X, and used this to
define natural mixed Hodge structures on the rational homotopy groups pi∗(X ⊗Q) of X.
This construction was extended to singular varieties by Hain in [Hai2].
When X is also projective, [DGMS] showed that its rational homotopy type is formal;
in particular, this means that the rational homotopy groups can be recovered from the
cohomology ring H∗(X,Q). However, in [CCM], examples were given to show that the
mixed Hodge structure on homotopy groups could not be recovered from that on integral
cohomology. We will describe how formality interacts with the mixed Hodge structure,
showing the extent to which the mixed Hodge structure on pi∗(X⊗R, x0) can be recovered
from the pure Hodge structure on H∗(X,R).
This problem was suggested to the author by Carlos Simpson, who asked what happens
when we vary the formality quasi-isomorphism. [DGMS] proved formality by using the
ddc Lemma (giving real quasi-isomorphisms), while most subsequent work has used the ∂∂¯
Lemma (giving Hodge-filtered quasi-isomorphisms). The answer (Corollary 2.12) is that,
if we define the ring S := R[x] to be pure of weight 0, with the Hodge filtration on S ⊗RC
given by powers of (x− i), then there is an S-linear isomorphism
pi∗(X ⊗ R, x0)⊗R S ∼= pi∗(H∗(X,R)) ⊗R S,
preserving the Hodge and weight filtrations, where the homotopy groups pi∗(H
∗(X,R))
are given the Hodge structure coming from the Hodge structure on the cohomology ring
H∗(X,R), regarded as a real homotopy type.
This is proved by replacing dc with dc + xd in the proof of [DGMS], so x ∈ S is
the parameter for varying formality quasi-isomorphisms. In several respects, S ⊗R C
behaves like Fontaine’s ring Bst of semi-stable periods, and the MHS can be recovered
from a pro-nilpotent operator on the real homotopy type H∗(X,R), which we regard as
monodromy at the Archimedean place. The isomorphism above says that the MHS on
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pi∗(X⊗R, x0) has an S-splitting, and by Proposition 1.25, this is true for all mixed Hodge
structures. However, the special feature here is that the splitting is canonical, so preserves
the additional structure (such as Whitehead brackets).
For non-nilpotent topological spaces, the rational homotopy type is too crude an invari-
ant to recover much information, so schematic homotopy types were introduced in [Toe¨],
based on ideas from [Gro2]. [Pri3] showed how to recover the groups pin(X) ⊗Z R from
schematic homotopy types for very general topological spaces, while in Corollary 3.11 we
will see how relative Malcev homotopy types govern the variation of real homotopy types
in a fibration.
Since their inception, one of the main goals of schematic homotopy types has been to
define and construct mixed Hodge structures. This programme was initiated in [KPS], and
continued in [KPT2]. Although the structures in [KPT2] have important consequences,
such as proving that the image of the Hurewicz map is a sub-Hodge structure, they are too
weak to give rise to mixed Hodge structures on the homotopy groups, and disagree with
the weight filtration on rational homotopy groups defined in [Mor] (see Remark 5.15).
In this paper, we take an alternative approach, giving a new notion of mixed Hodge
structures on schematic (and relative Malcev) homotopy types which is compatible with
[Mor] (Proposition 5.6). These often yield mixed Hodge structures on the full homotopy
groups pin(X,x0) (rather than just rational homotopy groups). In Corollaries 5.16 and
6.12 we show not only that the homotopy types of compact Ka¨hler manifolds naturally
carry such mixed Hodge structures, but also that they also split and become formal on
tensoring with S. The structure in [KPT2] can then be understood as an invariant of the
S-splitting, rather than of the MHS itself (Remark 6.4). Corollary 7.7 shows that these
MHS become variations of mixed Hodge structure s the basepoint varies.
The structure of the paper is as follows.
In Section 1, we introduce our non-abelian notions of algebraic mixed Hodge and twistor
structures. If we define C∗ = (
∏
C/R A
1) − {0} ∼= A2 − {0} and S = ∏C/RGm by Weil
restriction of scalars, then our first major observation (Corollary 1.8) is that real vector
spaces V equipped with filtrations F on V ⊗C correspond to flat quasi-coherent modules
on the stack [C∗/S], via a Rees module construction, with V being the pullback along
1 ∈ C∗. This motivates us to define an algebraic Hodge filtration on a real object Z
as an extension of Z over the base stack [C∗/S]. This is similar to the approach taken
by Kapranov to define mixed Hodge structures in [Kap]; see Remark 1.9 for details. The
morphism SL2 → C∗ given by projection of the 1st row corresponds to the Hodge filtration
on the ring S above, and has important universal properties.
Similarly, filtered vector spaces correspond to flat quasi-coherent modules on the stack
[A1/Gm], so we define an algebraic mixed Hodge structure on Z to consist of an exten-
sion ZMHS over [A
1/Gm]× [C∗/S], with additional data corresponding to an opposedness
condition (Definition 1.36). This gives rise to non-abelian mixed Hodge structures in the
sense of [KPS], as explained in Remark 1.39. In some cases, a mixed Hodge structure is
too much to expect, and we then give an extension over [A1/Gm]× [C∗/Gm]: an algebraic
mixed twistor structure. For vector bundles, algebraic mixed Hodge and twistor structures
coincide with the classical definitions (Propositions 1.40 and 1.48).
Section 2 contains most of the results related to real homotopy types. Corollary 2.12
constructs a non-abelian mixed Hodge structure on the real homotopy type. Moreover,
there is an S-equivariant morphism row1 : SL2 → C∗ corresponding to projection of the
first row; all of the structures split on pulling back along row1, and these pullbacks can
be recovered from cohomology of local systems. This is because the principle of two
types (or the ddc-lemma) holds for any pair ud + vdc, xd + ydc of operators, provided
( u vx y ) ∈ GL2. The pullback row1 corresponds to tensoring with the algebra S described
above. Proposition 2.18 shows how this pullback to SL2 can be regarded as an analogue of
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the limit mixed Hodge structure, while Proposition 2.13, Corollary 2.21 and Proposition
2.14 show how it is closely related to real Deligne cohomology, Consani’s Archimedean
cohomology and Deninger’s Γ-factor of X at the Archimedean place.
Section 3 is mostly a review of the relative Malcev homotopy types introduced in [Pri3],
generalising both schematic and real homotopy types, with some new results in §3.3 on
homotopy types over general bases (rather than just fields). Major new results are Theorem
3.10 and Corollary 3.11, which show how relative homotopy types arise naturally in the
study of fibrations. Theorem 3.28 adapts the main comparison result of [Pri3] to the case
of fixed basepoints.
In Section 4, the constructions of Section 1 are then extended to homotopy types. The
main result is Theorem 4.20, showing how non-abelian algebraic mixed Hodge and twistor
structures on relative Malcev homotopy types give rise to such structures on homotopy
groups, while Proposition 5.6 shows that these are compatible with Morgan’s mixed Hodge
structures on rational homotopy types and groups.
In the next two sections, we establish the existence of algebraic mixed Hodge structures
on various relative Malcev homotopy types of compact Ka¨hler manifolds, giving more
information than rational homotopy types when X is not nilpotent (Corollaries 5.16 and
6.12). The starting point is the Hodge structure defined on the reductive complex pro-
algebraic fundamental group $1(X,x0)
red
C in [Sim3], in the form of a discrete C
∗-action.
We only make use of the induced action of U1 ⊂ C∗, since this preserves the real form
$1(X,x0)
red
R , respects the harmonic metric, and has has the important property that the
map
pi1(X,x0)× U1 → $1(X,x0)redR
is real analytic. We regard this as a kind of pure weight 0 Hodge structure on $1(X,x0)
red
R ,
since a pure weight 0 Hodge structure is the same as an algebraic U1-action. We extend
this to a mixed Hodge structure on the schematic (or relative Malcev) homotopy type
(Theorem 5.14 and Proposition 6.3).
In some contexts, the unitary action is incompatible with the homotopy type. In these
cases, we instead only have mixed twistor structures (as defined in [Sim2]) on the homotopy
type (Theorem 6.1) and homotopy groups (Corollary 6.2).
Section 7 shows how representations of $1(X,x0) in the category of mixed Hodge struc-
tures correspond to variations of mixed Hodge structure (VMHS) on X (Theorem 7.6).
This implies (Corollary 7.7) that the relative Malcev homotopy groups become VMHS as
the basepoint varies. Taking the case of pi1, this proves [Ara] Conjecture 5.5 (see Remarks
5.18 and 7.9 for details).
Section 8 is dedicated to describing the mixed Hodge structure on homotopy types in
terms of a pro-nilpotent derivation on the split Hodge structure over SL2. It provides an
explicit description of this derivation in terms of standard operators on the complex of C∞
forms on X, and in particular shows that the real Hodge structure on pi3(X) ⊗ R is split
whenever X is simply connected (Examples 8.15.2).
In Section 9, we extend the results of Sections 5 and 6 to simplicial compact Ka¨hler
manifolds, and hence to singular proper complex varieties.
I would like to thank Carlos Simpson for drawing my attention to the questions ad-
dressed in this paper, and for much useful discussion. I would also like to thank Jack
Morava for suggesting that non-abelian mixed Hodge structures should be related to
Archimedean Γ-factors.
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1. Non-abelian structures
1.1. Hodge filtrations. In this section, we will define algebraic Hodge filtrations on real
affine schemes. This construction is essentially that of [Sim1] §5, with the difference that
we are working over R rather than C.
Definition 1.1. Define C to be the real affine scheme
∏
C/RA
1 obtained from A1C by
restriction of scalars, so for any real algebra A, C(A) = A1C(A⊗R C) ∼= A⊗R C. Choosing
i ∈ C gives an isomorphism C ∼= A2R, and we let C∗ be the quasi-affine scheme C − {0}.
Define S to be the real algebraic group
∏
C/RGm obtained as in [Del1] 2.1.2 from Gm,C
by restriction of scalars. Note that there is a canonical inclusion Gm ↪→ S, and that S
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acts on C and C∗ by inverse multiplication, i.e.
S ×C → C
(λ,w) 7→ (λ−1w).
Remark 1.2. A more standard S-action is given by the inclusion S ↪→ A2 ∼= C. However,
we wish C to be of weight −1 rather than +1.
Fix an isomorphism C ∼= A2, with co-ordinates u, v on C so that the isomorphism
C(R) ∼= C is given by (u, v) 7→ u + iv. Thus the algebra O(C) associated to C is the
polynomial ring C = R[u, v]. S is isomorphic to the scheme A2R − {(u, v) : u2 + v2 = 0}.
Definition 1.3. Given an affine scheme X over R, we define an algebraic Hodge filtration
XF on X to consist of the following data:
(1) an S-equivariant affine morphism XF → C∗,
(2) an isomorphism X ∼= XF,1 := XF ×C∗,1 SpecR.
Definition 1.4. A real splitting of the Hodge filtration XF consists of an S-action on X,
and an S-equivariant isomorphism
X × C∗ ∼= XF
over C∗.
Remark 1.5. Note that giving XF as above is equivalent to giving the affine morphism
[XF/S]→ [C∗/S] of stacks. This fits in with the idea in [KPS] that if OBJ is an ∞-stack
parametrising some ∞-groupoid of objects, then the groupoid of non-abelian filtrations of
this object is Hom([A1/Gm],OBJ).
Now, we may regard a quasi-coherent sheaf F on a stack X as equivalent to the affine
cogroup Spec (OX ⊕F ) over X. This gives us a notion of an algebraic Hodge filtration on
a real vector space. We now show how this is equivalent to the standard definition.
Lemma 1.6. There is an equivalence of categories between flat quasi-coherent Gm-
equivariant sheaves on A1, and exhaustive filtered vector spaces, where Gm acts on A
1
via the standard embedding Gm ↪→ A1.
Proof. Let t be the co-ordinate on A1, and M global sections of a Gm-equivariant sheaf
on A1. Since M is flat, 0 → M t−→ M → M ⊗k[t],0 k → 0 is exact, so t is an injective
endomorphism. The Gm-action is equivalent to giving a decomposition M =
⊕
Mn, and
we have t :Mn ↪→Mn+1. Thus the images of {Mn}n∈Z give a filtration on M ⊗k[t],1 k.
Conversely, set M to be the Rees module ξ(V, F ) :=
⊕
FnV , with Gm-action given by
setting FnV to be weight n, and the k[t]-module structure determined by letting t be the
inclusion FnV ↪→ Fn+1V . If I is a k[t]-ideal, then I = (f), since k[t] is a principal ideal
domain. The map M ⊗ I → M is thus isomorphic to f : M → M . Writing f =∑ antn,
we see that it is injective on M =
⊕
Mn. Thus M ⊗ I → M is injective, so M is flat by
[Mat] Theorem 7.7. 
Remark 1.7. We might also ask what happens if we relax the condition that the filtration
be flat, since non-flat structures might sometimes arise as quotients.
An arbitrary algebraic filtration on a real vector space V is a system Wr of complex
vector spaces with (not necessarily injective) linear maps s : Wr → Wr+1, such that
lim−→r→∞Wr ∼= V .
Corollary 1.8. The category of flat algebraic Hodge filtrations on real vector spaces is
equivalent to the category of pairs (V, F ), where V is a real vector space and F an exhaustive
decreasing filtration on V ⊗RC. A real splitting of the Hodge filtration is equivalent to giving
a real Hodge structure on V (i.e. an S-action).
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Proof. The flat algebraic Hodge filtration on V gives an S-module ξ(V,F) on C∗, with
ξ(V,F)|1 = V . Observe that C∗ ⊗R C ∼= A2C − {0}, and S ⊗R C ∼= Gm × Gm, compatible
with the usual actions, the isomorphisms given by (u, v) 7→ (u + iv, u − iv). Writing
A2C−{0} = (A1×Gm)∪ (Gm×A1), we see that giving ξ(V,F)⊗C amounts to giving two
filtrations (F,F ′) on V ⊗R C, which is the fibre over (1, 1) in the new co-ordinates. The
real structure determines behaviour under complex conjugation, with F ′ = F¯ . If we set
M ⊂ ξ(V ⊗ C;F, F¯ ) to be the real elements, then ξ(V,F) = j−1M . 
Remark 1.9. Although flat quasi-coherent sheaves on [C∗/S] also correspond to flat quasi-
coherent sheaves on [C/S], we do not follow [Kap] in working over the latter, since many
natural non-flat objects arise on [C/S] whose behaviour over 0 ∈ C is pathological. How-
ever, our approach has the disadvantage that we cannot simply describe the bigraded vector
space grFgrF¯V , which would otherwise be given by pulling back along [0/S]→ [C/S].
The motivating example comes from the embedding H∗ → A• of real harmonic forms
into the real de Rham algebra of a compact Ka¨hler manifold. This gives a quasi-
isomorphism of the associated complexes on [C∗/S], since the maps F p(H∗ ⊗ C) →
F p(A•⊗C) are quasi-isomorphisms. However, the associated map on [C/S] is not a quasi-
isomorphism, as this would force the derived pullbacks to 0 ∈ C to be quasi-isomorphic,
implying that the maps Hpq → Apq be isomorphisms.
Remark 1.10. We might also ask what happens if we relax the condition that the Hodge
filtration be flat.
An arbitrary algebraic Hodge filtration on a real vector space V is a system F p of
complex vector spaces with (not necessarily injective) linear maps s : F p → F p−1, such
that lim−→p→−∞ F
p ∼= V ⊗ C.
Definition 1.11. For C∗ as in §1.1, fix an isomorphism C ∼= A2, with co-ordinates (u, v),
so that the isomorphism C(R) ∼= C is given by (u, v) 7→ u+ iv. Let C˜∗ → C∗ be the e´tale
covering of C∗ given by cutting out the divisor {u− iv = 0} from C∗ ⊗R C.
Lemma 1.12. There is an equivalence of categories between flat S-equivariant quasi-
coherent sheaves on C˜∗, and exhaustive filtrations on complex vector spaces.
Proof. First, observe that there is an isomorphism C˜∗ ∼= A1C × Gm,C, given by (u, v) 7→
(u + iv, u − iv). As in Corollary 1.8, SC ∼= Gm,C × Gm,C under the same isomorphism.
Thus S-equivariant quasi-coherent sheaves on C˜∗ are equivalent to Gm,C × 1-equivariant
quasi-coherent sheaves on the scheme A1C ⊂ C˜∗0 given by u− iv = 1. Now apply Lemma
1.6. 
1.1.1. SL2.
Definition 1.13. Define maps row1, row2 : GL2 → A2 by projecting onto the first and
second rows, respectively. If we make the identification C = A2 of Definition 1.1, then
these are equivariant with respect to the right S-action GL2×S → GL2, given by (A,λ) 7→
A
(
<λ =λ
−=λ <λ
)−1
.
Definition 1.14. Define an S-action on SL2 by
(λ,A) 7→ ( 1 00 λλ¯ )A ( <λ =λ−=λ <λ )−1 = ( λλ¯ 00 1 )−1A ( <λ −=λ=λ <λ ) .
Let row1 : SL2 → C∗ be the S-equivariant map given by projection onto the first row.
Remark 1.15. Observe that, as an S-equivariant scheme over C∗, we may decompose GL2
as GL2 =
(
1 0
0 Gm
) × SL2, where the S-action on Gm has λ acting as multiplication by
(λλ¯)−1.
We may also write C∗ = [SL2/Ga], where Ga acts on SL2 as left multiplication by(
1 0
Ga 1
)
, where the S-action on Ga has λ acting as multiplication by λλ¯.
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Lemma 1.16. The morphism row1 : SL2 → C∗ is weakly final in the category of S-
equivariant affine schemes over C∗.
Proof. We need to show that for any affine scheme U equipped with an S-equivariant
morphism f : U → C∗, there exists a (not necessarily unique) S-equivariant morphism
g : U → SL2 such that f = row1 ◦ g.
If U = SpecA, then A is a O(C) = R[u, v]-algebra, with the ideal (u, v)A = A, so
there exist a, b ∈ A with ua − vb = 1. Thus the map factors through row1 : SL2 → C∗.
Complexifying, and writing w = u+ iv, w¯ = u− iv gives an expression αw+βw¯ = 1. Now
splitting α, β into types, we have α10w + β01w¯ = 1. Similarly, 12(α
10 + β01)w + 12 (β
01 +
α10)w¯ = 1, on conjugating and averaging. Write this as α′w + β′w¯ = 1. Finally, note
that y := α′ + β′,−x := iα′ − iβ′ are both real, giving uy − vx = 1, with x, y having
the appropriate S-action to regard A as an O(SL2)-algebra when SL2 has co-ordinates
( u vx y ). 
Remark 1.17. Observe that for our action of Gm ⊂ S (corresponding to left multiplication
by diagonal matrices) on SL2, the stack [SL2/Gm] is just the affine scheme P
1×P1−∆(P1).
Here, ∆ is the diagonal embedding, and the projections to P1 correspond to the maps
row1, row2 : [SL2/Gm] → [(A2 − {0})/Gm] (noting that for row2 this means taking the
inverse of our usual Gm-action on C
∗). Lemma 1.16 can then be reformulated to say that
P1 × P1 −∆(P1) is weakly final in the category of U1-equivariant affine schemes over P1.
Lemma 1.18. The affine scheme SL2
row1−−−→ C∗ is a flat algebraic Hodge filtration, corre-
sponding to the algebra
S := R[x],
with filtration F p(S ⊗ C) = (x− i)pC[x].
Proof. Since row1 is flat and equivariant for the inverse right S-action, we know by Corol-
lary 1.8 that we have a filtration on S ⊗ C, for SpecS = SL2 ×row1,C∗,1 SpecR. SpecS
consists of invertible matrices ( 1 0x 1 ) , giving S the ring structure claimed.
To describe the filtration, we use Lemma 1.12, considering the pullback of row1 along
C˜∗ → C∗. The scheme S˜L2 := SL2 ×row1,C C˜∗ is isomorphic to C˜∗ × A1, with projection
onto A1C given by (
u v
x y ) 7→ x− iy. This isomorphism is moreover SC-equivariant over C˜∗,
when we set the co-ordinates of A1 to be of type (1, 0).
The filtration F on S⊗C then just comes from the decomposition on C[x−iy] associated
to the action of Gm,C × {1} ⊂ SC, giving
F pC[x− iy] =
⊕
p′≥p
(x− iy)−p′C.
The filtration on S⊗C is given by evaluating this at y = 1, giving F p(S⊗C) = (x−i)pC[x],
as required.
For an explicit inverse construction, the complex Rees module
⊕
pq w
pw¯qF pF¯ qS associ-
ated to S is the C[w, w¯]-subalgebra of (S⊗C)[w,w−1, w¯, w¯−1] generated by z¯ := w−1(x−i)
and z := w¯−1(x+ i). These satisfy the sole relation wz¯− w¯z = −2i, so ( u vξ η ) ∈ SL2, where
z = ξ + iη, z¯ = ξ − iη. 
Remark 1.19. We may now reinterpret Lemma 1.16 in terms of Hodge filtrations. An
S-equivariant affine scheme, flat over C∗, is equivalent to a real algebra A, equipped with
an exhaustive decreasing filtration F on A⊗RC, such that grFgrF¯ (A⊗RC) = 0. This last
condition is equivalent to saying that 1 ∈ F 1+F¯ 1, or even that there exists α ∈ F 1(A⊗RC)
with <α = 1. We then define a homomorphism f : S → A by setting f(x) = =α, noting
that f(1 + ix) = α ∈ F 1(A⊗R C), so f respects the Hodge filtration.
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We may make use of the covering row1 : SL2 → C∗ to give an explicit description of the
derived direct image Rj∗OC∗ as a DG algebra on C, for j : C
∗ → C, as follows.
Definition 1.20. The Ga-action on SL2 of Remark 1.15 gives rise to an action of the
associated Lie algebra ga ∼= R on O(SL2). Explicitly, define the standard generator N ∈ ga
to act as the derivation with Nx = u,Ny = v,Nu = Nv = 0, for co-ordinates ( u vx y ) on
SL2.
This is equivalent to the O(SL2)-linear isomorphism Ω(SL2/C) → O(SL2) given by
dx 7→ u, dy 7→ v. This is not S-equivariant, but has type (−1,−1), so we write Ω(SL2/C) ∼=
O(SL2)(−1).
The DG algebra O(SL2)
N−−→ O(SL2)(−1), for  of degree 1, is an algebra over O(C) =
R[u, v], so we may consider the DG algebra j−1O(SL2)
N−−→ j−1O(SL2)(−1) on C∗, for
j : C∗ → C. This is an acyclic resolution of the structure sheaf OC∗ , so
Rj∗OC∗ ' j∗(j−1O(SL2) N−−→ j−1O(SL2)(−1)) = (O(SL2) N−−→ O(SL2)(−1)),
regarded as an O(C)-algebra. This construction is moreover S-equivariant.
Definition 1.21. From now on, we will denote the DG algebra O(SL2)
N−−→ O(SL2)(−1)
by RO(C∗), thereby making a canonical choice of representative in the equivalence class
Rj∗OC∗ .
Definition 1.22. Define a (real) quasi-MHS to be a real vector space V , equipped with
an exhaustive increasing filtration W on V , and an exhaustive decreasing filtration F on
V ⊗ C.
We adopt the convention that a (real) MHS is a finite-dimensional quasi-MHS on which
W is Hausdorff, satisfying the opposedness condition
grWn gr
i
F gr
j
F¯
(V ⊗ C) = 0
for i+ j 6= n.
Define a (real) ind-MHS to be a filtered direct limit of MHS. Say that an ind-MHS is
bounded below if WNV = 0 for N  0.
Example 1.23. The ring S of Lemma 1.18 can be given the structure of a quasi-MHS with
the weight filtration W0S = S, W−1S = 0, but is not an ind-MHS.
Definition 1.24. Given a quasi-MHS V , define the decreasing filtration γ∗ on V by
γpV = V ∩ F p(V ⊗C).
Proposition 1.25. Every (finite-dimensional abelian) MHS V admits an S-splitting, i.e.
an S-linear isomorphism
V ⊗ S ∼= (grWV )⊗ S,
of quasi-MHS, inducing the identity on the grading associated to W . The set of such
splittings is a torsor for the group id +W−1γ
0End((grWV )⊗ S).
Proof. We proceed by induction on the weight filtration. S-linear extensions 0→Wn−1V ⊗
S →WnV ⊗ S → grWn V ⊗ S → 0 of quasi-MHS are parametrised by
Ext1A1×SL2(gr
WV ⊗O(A1)⊗O(SL2), ξ(Wn−1V,W,F, F¯ )tenO(C)O(SL2))Gm×S ,
since Gm×S is (linearly) reductive. Now, grWV ⊗O(A1)⊗O(SL2) is a projective O(A1)⊗
O(SL2)-module, so its higher Exts are all 0, and all S-linear quasi-MHS extensions of
grWn V ⊗ S by Wn−1V ⊗ S are isomorphic, so WnV ⊗ S ∼=Wn−1V ⊗ S ⊕ grWn V ⊗ S.
Finally, observe that any two splittings differ by a unique automorphism of (grWV )⊗S,
preserving the quasi-MHS structure, and inducing the identity on taking grW . This group
is just id +W−1γ
0End((grWV )⊗ S), as required. 
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1.1.2. Cohomology of Hodge filtrations. Given a complex F • of algebraic Hodge filtrations,
we now show how to calculate hypercohomology H∗([C∗/S],F •), and compare this with
Beilinson’s weak Hodge cohomology.
Considering the e´tale pushout C∗ = C˜∗∪SC S of affine schemes, RΓ(C∗,F •) is the cone
of the morphism
RΓ(C˜∗,F •)⊕RΓ(S,F •)→ RΓ(SC,F •).
If F • is a flat complex, it corresponds under Corollary 1.8 to a complex V • of real
vector spaces, equipped with an exhaustive filtration F of V •C := V
• ⊗ C. The expression
above then becomes
(
⊕
n∈Z
Fn(V •C )w
−n)[w¯, w¯−1]⊕ V •R [u, v, (u2 + v2)−1]→ V •C [w,w−1, w¯, w¯−1],
for co-ordinates u, v on C∗ as in Corollary 1.8, and w = u+ iv, w¯ = u− iv.
Since S is a reductive group, taking S-invariants is an exact functor, so RΓ([C∗/S],F •)
is the cone of the morphism
RΓ(C˜∗,F •)S ⊕RΓ(S,F •)S → RΓ(SC,F •)S
which is just
F 0(V •C )⊕ V •R → V •C ,
which is just the functor RΓHw from [Bei].
Therefore
RΓ([C∗/S],F •) ' RΓHw(V •),
Likewise, if E • is another such complex, coming from a complex U• of real vector spaces
with complex filtrations, then
RHom[C∗/S](E
•,F •) ' RHomHw(U•, V •).
Remark 1.26. For S as in Lemma 1.18, and a complex V • of S-modules, with compatible
filtration F on V • ⊗ C, let F • be the associated bundle on [C∗/S]. By Lemma 1.18,
this is a row1∗O[SL2/S]-module, so F
• = row1∗E
•, for some quasi-coherent complex E • on
[SL2/S], and
RΓ([C∗/S],F •) = RΓ([C∗/S], row1∗E
•)
' RΓ([SL2/S],E •)
= Γ([SL2/S],E
•)
= Γ([C∗/S,F •),
since SL2 and row1 are both affine.
In other words,
RΓHw(V
•) ' γ0V •,
for γ as in Definition 1.24, which is equivalent to saying that V ⊕ F 0(V ⊗ C)→ V ⊗ C is
necessarily surjective for all S-modules V .
1.2. Twistor filtrations.
Definition 1.27. Given an affine scheme X over R, we define an algebraic (real) twistor
filtration XT on X to consist of the following data:
(1) a Gm-equivariant affine morphism T : XT → C∗,
(2) an isomorphism X ∼= XT,1 := XT ×C∗,1 SpecR.
Definition 1.28. A real splitting of the twistor filtration XT consists of a Gm-action on
X, and an Gm-equivariant isomorphism
X × C∗ ∼= XT
over C∗.
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Definition 1.29. Adapting [Sim2] §1 from complex to real structures, say that a twistor
structure on a real vector space V consists of a vector bundle E on P1R, with an isomorphism
V ∼= E1, the fibre of E over 1 ∈ P1.
Proposition 1.30. The category of finite flat algebraic twistor filtrations on real vector
spaces is equivalent to the category of twistor structures.
Proof. The flat algebraic twistor filtration is a flat Gm-equivariant quasi-coherent sheaf M
on C∗, with M |1 = V . Taking the quotient by the right Gm-action, M corresponds to a
flat quasi-coherent sheaf MGm on [C
∗/Gm]. Now, [C
∗/Gm] ∼= [(A2 − {0})/Gm] = P1, so
Lemma 1.6 implies that MGm corresponds to a flat quasi-coherent sheaf E on P
1. Note
that E1 = (M |Gm)Gm ∼=M1 ∼= V , as required. 
Definition 1.31. Define the real algebraic group U1 to be the circle group, whose A-
valued points are given by {(a, b) ∈ A2 : a2 + b2 = 1}. Note that U1 ↪→ S, and that
S/Gm ∼= U1. This latter S-action gives U1 a split Hodge filtration.
Lemma 1.32. There is an equivalence of categories between algebraic twistor filtrations
XT on X, and extensions X˘ of X over U1 (with X = X˘1) equipped with algebraic Hodge
filtrations X˘F, compatible with the standard Hodge filtration on U1.
Proof. Given an algebraic Hodge filtration X˘F over U1 × C∗, take
XT := X˘F ×U1,1 SpecR,
and observe that this satisfies the axioms of an algebraic twistor filtration. Conversely,
given an algebraic twistor filtration XT (over C
∗), set
X˘F = (XT × U1)/(−1,−1),
with projection pi(x, t) = (pr(x)t−1, t2) ∈ C∗ × U1. 
Corollary 1.33. A flat algebraic twistor filtration on a real vector space V is equivalent to
the data of a flat O(U1)-module V˜
U1 with V˜ U1 ⊗O(U1) R = V , together with an exhaustive
decreasing filtration F on (V˜ U1)⊗C, with the morphism O(U1)⊗R V˜ U1 → V˜ U1 respecting
the filtrations (for the standard Hodge filtration on O(U1)⊗C). In particular, the filtration
is given by F p(V˜ U1 ⊗ C) = (a+ ib)pF 0(V˜ U1 ⊗ C).
Definition 1.34. Given a flat algebraic twistor filtration on a real vector space V as above,
define grFV˜
U1 to be the real part of grFgrF¯ (V˜
U1 ⊗C). Note that this is an O(U1)-module,
and define grTV := (grFV˜
U1)⊗O(U1) R.
These results have the following trivial converse.
Lemma 1.35. An algebraic Hodge filtration XF → C∗ on X is equivalent to an algebraic
twistor filtration T : XT → C∗ on X, together with a U1-action on XT with respect to
which T is equivariant, and for which −1 ∈ U1 acts as −1 ∈ Gm.
Proof. The subgroups U1 and Gm of S satisfy (Gm × U1)/(−1,−1) ∼= S. 
1.3. Mixed Hodge structures. We now define algebraic mixed Hodge structures on real
affine schemes.
Definition 1.36. Given an affine scheme X over R, we define an algebraic mixed Hodge
structure XMHS on X to consist of the following data:
(1) an Gm × S-equivariant affine morphism XMHS → A1 × C∗,
(2) a real affine scheme grXMHS equipped with an S-action,
(3) an isomorphism X ∼= XMHS ×(A1×C∗),(1,1) SpecR,
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(4) a Gm × S-equivariant isomorphism grXMHS × C∗ ∼= XMHS ×A1,0 SpecR, where
Gm acts on grXMHS via the inclusion Gm ↪→ S. This is called the opposedness
isomorphism.
Definition 1.37. Given an algebraic mixed Hodge structure XMHS on X, define
grWXMHS := XMHS ×A1,0 SpecR, noting that this is isomorphic to grXMHS × C∗. We
also define XF := XMHS ×A1,1 SpecR, noting that this is a Hodge filtration on X.
Definition 1.38. A real splitting of the mixed Hodge structure XMHS is a Gm × S-
equivariant isomorphism
A1 × grXMHS × C∗ ∼= XMHS,
giving the opposedness isomorphism on pulling back along {0} → A1.
Remarks 1.39. (1) Note that giving XMHS as above is equivalent to giving the affine
morphisms [XMHS/Gm × S] → [A1/Gm] × [C∗/S] and grXMHS → BS of stacks,
satisfying an opposedness condition.
(2) To compare this with the non-abelian mixed Hodge structures postulated in
[KPS], note that pulling back along the morphism C˜∗ → C∗ gives an object
over [A1/Gm] × [C˜∗/SC] ∼= [A1/Gm] × [A1/Gm]C; this is essentially the stack
XdR of [KPS]. The stack XB,R of [KPS] corresponds to pulling back along
1 : SpecR → C∗. Thus our algebraic mixed Hodge structures give rise to pre-
non-abelian mixed Hodge structures (pre-NAMHS) in the sense of [KPS]. Our
treatment of the opposedness condition is also similar to the linearisation condition
for a pre-NAMHS, by introducing additional data corresponding to the associated
graded object.
As for Hodge filtrations, this gives us a notion of an algebraic mixed Hodge structure
on a real vector space. We now show how this is equivalent to the standard definition.
Proposition 1.40. The category of flat Gm×S-equivariant quasi-coherent sheaves M on
A1 × C∗ is equivalent to the category of quasi-MHS.
Under this equivalence, bounded below ind-MHS (V,W,F ) correspond to flat algebraic
mixed Hodge structures M on V whose weights with respect to the Gm × 1-action are
bounded below.
A real splitting of the Hodge filtration is equivalent to giving a (real) Hodge structure on
V (i.e. an S-action).
Proof. Adapting Corollary 1.8, we see that a flat Gm×S-equivariant moduleM on A1×C∗
corresponds to giving exhaustive filtrations W on V = M |(1,1) and F on V ⊗ C, i.e. a
quasi-MHS on V . Write ξ(V,MHS) for the Gm × S-equivariant quasi-coherent sheaf on
A1 × C∗ associated to a quasi-MHS (V,W,F ).
A flat algebraic mixed Hodge structure is a flat Gm × S-equivariant module M on
A1 × C∗, with M |(1,1) = V , together with a Gm × S-equivariant splitting of the algebraic
Hodge filtrationM |{0}×C∗ . Under the equivalence above, this gives a quasi-MHS (V,W,F ),
with W bounded below, satisfying the split opposedness condition
(grWn V )⊗ C =
⊕
p+q=n
F p(grWn V ⊗ C) ∩ F¯ q(grWn V ⊗ C).
When the weights of M are bounded below, we need to express this as a filtered direct
limit of MHS. SinceW is exhaustive, it will suffice to prove that each WrV is an ind-MHS.
Now WNV = 0 for some N , so split opposedness means that WN+1V is a direct sum of
pure Hodge structures (i.e. an S-representation), hence an ind-MHS. Assume inductively
that Wr−1V is an ind-MHS, and consider the exact sequence
0→Wr−1V →WrV → grWr V → 0.
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of quasi-MHS. Again, split opposedness shows that grWr V is an ind-MHS, so we may
express it as grWr V = lim−→α Uα, with each Uα a MHS. Thus WrV = lim−→αWrV ×grWr V Uα,
so we may assume that grWr V is finite-dimensional (replacing Wr with WrV ×grWr V Uα).
Then quasi-MHS extensions of grWr V by Wr−1V are parametrised by
Ext1A1×C∗(ξ(gr
W
r V,MHS), ξ(Wr−1V,MHS))
Gm×S .
Express Wr−1V as a filtered direct limit lim−→β Tβ of MHS, and note that
Ext1A1×C∗(ξ(gr
W
r V,MHS), ξ(Wr−1V,MHS))
Gm×S = lim−→
β
Ext1A1×C∗(ξ(gr
W
r V,MHS), ξ(Tβ ,MHS))
Gm×S ,
since ξ(grWr V,MHS) is finite and locally free. Thus the extension WrV → grWr V is a
pushout of an extension
0→ Tβ → E → grWr V → 0
for some β, so WrV can be expressed as the ind-MHS WrV = lim−→β′>β E ⊕Tβ Tβ′ .
Conversely, any MHS V satisfies the split opposedness condition by [Del1] Proposition
1.2.5, so the same holds for any ind-MHS. Thus every ind-MHS corresponds to a flat
algebraic MHS under the equivalence above.
Finally, note that the split opposedness condition determines the data of any real split-
ting. 
Remark 1.41. Note that the proof of [Del1] Proposition 1.2.5 does not adapt to infinite
filtrations. For instance, the quasi-MHS S of Example 1.23 satisfies the opposedness
condition, but does not give an ind-MHS. Geometrically, this is because the fibre over
{0} ∈ C is empty. Algebraically, it is because the Hodge filtration on the ring S = grW0 S
is not split, but grF grF¯ (S ⊗ C) = 0, which is a pure Hodge structure of weight 0.
1.3.1. Cohomology of MHS. Given a complex F • of algebraic MHS, we now show how to
calculate hypercohomology H∗([C∗/S]× [A1/Gm],F •), and compare this with Beilinson’s
absolute Hodge cohomology. By Proposition 1.40, F • gives rise to a complex V • of quasi-
MHS.
Since A1 is affine and Gm reductive, Rpr∗ = pr∗ for the projection pr : [C
∗/S] ×
[A1/Gm]→ [C/S]. Thus
RΓ([C∗/S]× [A1/Gm],F •) ' RΓ([C∗/S],pr∗F •),
and pr∗F
• just corresponds under Corollary 1.8 to the complex W0V
•
R with filtration F
on W0V
•
C .
Hence §1.1.2 implies that RΓ([C∗/S]× [A1/Gm],F •) is just the cone of
W0F
0(V •C )⊕W0V •R →W0V •C ,
which is just the absolute Hodge functor RΓH from [Bei].
Therefore
RΓ([C∗/S]× [A1/Gm],F •) ' RΓH(V •),
Likewise, if E • is another such complex, coming from a complex (U•,W,F ), then
RHom[C∗/S]×[A1/Gm](E
•,F •) ' RHomH(U•, V •).
1.4. Mixed twistor structures.
Definition 1.42. Given an affine scheme X over R, we define an algebraic mixed twistor
structure XMTS on X to consist of the following data:
(1) an Gm ×Gm-equivariant affine morphism XMTS → A1 × C∗,
(2) a real affine scheme grXMTS equipped with a Gm-action,
(3) an isomorphism X ∼= XMTS ×(A1×C∗),(1,1) SpecR,
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(4) a Gm ×Gm-equivariant isomorphism grXMTS × C∗ ∼= XMTS ×A1,0 SpecR. This is
called the opposedness isomorphism.
Definition 1.43. Given an algebraic mixed twistor structure XMTS on X, define
grWXMTS := XMTS ×A1,0 SpecR, noting that this is isomorphic to grXMTS × C∗. We
also define XT := XMTS ×A1,1 SpecR, noting that this is a twistor filtration on X.
Definition 1.44. A real splitting of the mixed twistor structure XMTS is a Gm × Gm-
equivariant isomorphism
A1 × grXMTS × C∗ ∼= XMTS,
giving the opposedness isomorphism on pulling back along {0} → A1.
Remark 1.45. Note that giving XMTS as above is equivalent to giving the affine morphism
[XMTS/Gm×Gm]→ [A1/Gm]×[C∗/Gm] of stacks, satisfying a split opposedness condition.
Definition 1.46. Adapting [Sim2] §1 from complex to real structures, say that a (real)
mixed twistor structure (real MTS) on a real vector space V consists of a finite locally free
sheaf E on P1R, equipped with an exhaustive Hausdorff increasing filtration by locally free
subsheaves WiE , such that for all i the graded bundle gr
W
i E is semistable of slope i (i.e.
a direct sum of copies of OP1(i)). We also require an isomorphism V ∼= E1, the fibre of E
over 1 ∈ P1.
Define a quasi-MTS on V to be a flat quasi-coherent sheaf E on P1R, equipped with
an exhaustive increasing filtration by quasi-coherent subsheaves WiE , together with an
isomorphism V ∼= E1. Define an ind-MTS to be a filtered direct limit of real MTS, and
say that an ind-MTS E on V is bounded below if WNE = 0 for N  0.
Applying Corollary 1.33 gives the following result.
Lemma 1.47. A flat algebraic mixed twistor structure on a real vector space V is equiv-
alent to giving an O(U1)-module V
′, equipped with a mixed Hodge structure (compat-
ible with the weight 0 real Hodge structure on O(U1)), together with an isomorphism
V ′ ⊗O(U1) R ∼= V .
Proposition 1.48. The category of flat Gm × Gm-equivariant quasi-coherent sheaves on
A1 × C∗ is equivalent to the category of quasi-MTS.
Under this equivalence, bounded below ind-MTS on V correspond to flat algebraic mixed
twistor structures ξ(V,MTS) on V whose weights with respect to the Gm × 1-action are
bounded below.
Proof. The first statement follows by combining Lemma 1.30 with Lemma 1.6.
Now, given a flat algebraic mixed twistor structure ξ(V,MTS) on V whose weights
with respect to the Gm×1-action are bounded below, the proof of Proposition 1.40 adapts
(replacing S with Gm) to show that ξ(V,MTS) is a filtered direct limit of finite flat algebraic
mixed twistor structures. It therefore suffices to show that finite flat algebraic mixed
twistor structures correspond to MTS.
A finite flat algebraic mixed twistor structure is a finite locally free Gm×Gm-equivariant
moduleM on A1×C∗, withM |(1,1) = V , together with a Gm×Gm-equivariant splitting of
the algebraic twistor filtration M |{0}×C∗ . Taking the quotient by the right Gm-action, M
corresponds to a finite locally free Gm-equivariant module MGm on A
1 × [C∗/Gm]. Note
that [C∗/Gm] ∼= [(A2 −{0})/Gm] = P1, so Lemma 1.6 implies that MGm corresponds to a
finite locally free module on E on P1, equipped with a finite filtration W .
Now, grXMTS corresponds to a Gm-representation V , or equivalently a graded vector
space V =
⊕
V n. If pi denotes the projection pi : C∗ → P1, then the opposedness
isomorphism is equivalent to a Gm-equivariant isomorphism
grWE ∼= V ⊗Gm (pi∗OC∗) =
⊕
n
V n ⊗R OP1(n),
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so grWn E
∼= V n ⊗R OP1(n), as required. 
Remark 1.49. Note that every MHS (V,W,F ) has an underlying MTS E on V , given by
forming the S-equivariant Rees module ξ(V,F) on C∗ as in Corollary 1.8, and setting E
to be the quotient ξ(V,F)Gm by the action of Gm ⊂ S. Beware that if E is the MTS
underlying V , then E (−2n) is the MTS underlying the MHS V (n).
2. S-splittings for real homotopy types
Fix a compact Ka¨hler manifold X.
In [Mor], Theorem 9.1, a mixed Hodge structure was given on the rational homotopy
groups of a smooth complex variety X. Here, we study the consequences of formality quasi-
isomorphisms for this Hodge filtration when X is a connected compact Ka¨hler manifold.
Let A•(X) be the differential graded algebra of real C∞ forms on X. As in [DGMS],
this is the real (nilpotent) homotopy type of X. If we write J for the complex structure on
A•(X), then there is a differential dc := J−1dJ on the underlying graded algebra A∗(X).
Note that ddc + dcd = 0.
2.1. The mixed Hodge structure.
Definition 2.1. Define the DGA A˜•(X) on C by
A˜•(X) = (A∗(X) ⊗R O(C), ud+ vdc),
for co-ordinates u, v as in §1.1. We denote the differential by d˜ := ud + vdc. Note that d˜
is indeed flat:
d˜2 = u2d2 + uv(ddc + dcd) + v2(dc)2 = 0.
Definition 2.2. There is an action of S on A∗(X), which we will denote by a 7→ λ  a,
for λ ∈ C∗ = S(R). For a ∈ (A∗(X) ⊗ C)pq, it is given by
λ  a := λpλ¯qa.
Lemma 2.3. There is a natural algebraic S-action on A˜•(X) over C.
Proof. For λ ∈ S(R) = C∗, this action is given on A∗(X) by a 7→ λa, extending to A˜•(X)
by tensoring with the action on C from Definition 1.1. We need to verify that this action
respects the differential d˜.
Taking the co-ordinates (u, v) on C, we will consider the co-ordinates w = u+ iv, w¯ =
u − iv on CC. Now, we may decompose d and dc into types (over C) as d = ∂ + ∂¯ and
dc = i∂ − i∂¯. Thus d˜ = w∂ + w¯∂¯, so
d˜ : (A∗(X)⊗ C)p,q → w(A∗(X)⊗ C)p+1,q ⊕ w¯(A∗(X) ⊗ C)p,q+1,
which is equivariant under the S-action given, with λ acting as multiplication by λpλ¯q on
both sides. 
As in [Mor], there is a natural quasi-MHS on A•(X). The weight filtration is given
by the good truncation WiA
•(X) = τ≤iA•(X), and Hodge filtration on A•(X) ⊗R C is
F p(A•(X) ⊗R C) =
⊕
p′≥pA
p′q(X,C).
Lemma 2.4. The S-equivariant C∗-bundle j∗A˜•(X) corresponds under Corollary 1.8 to
the Hodge filtration on A•(X,C).
Proof. We just need to verify that A˜•(X) ⊗ C is isomorphic to the Rees algebra
ξ(A•(X), F, F¯ ) (for F the Hodge filtration), with the same complex conjugation.
Now,
ξ(A•(X), F, F¯ ) =
⊕
pq
F p ∩ F¯ q,
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with λ ∈ S(R) ∼= C∗ acting as λpλ¯q on F p ∩ F¯ q, and inclusion F p → F p−1 corresponding
to multiplication by w = u + iv. We therefore define an O(C)-linear map f : A˜∗(X) →
ξ(A•(X), F, F¯ ) by mapping (A(X) ⊗ C)pq to F p ∩ F¯ q. It only remains to check that this
respects the differentials.
For a ∈ (A(X) ⊗C)pq,
f(d˜a) = f(w∂a+ w¯∂¯a) = w(∂a) + w¯(∂¯a) ∈ w(F p+1 ∩ F¯ q) + w¯(F p ∩ F¯ q+1).
But w(F p+1 ∩ F¯ q) = F p ∩ F¯ q = w¯(F p ∩ F¯ q+1), so this is just ∂a + ∂¯a = da in F p ∩ F¯ q,
which is just df(a), as required. 
Combining this with the weight filtration means that the bundle ξ(A•(X),MHS)
on [A1/Gm] × [C∗/S] associated to the quasi-MHS A•(X) is just the Rees algebra
ξ(j∗A˜•(X),W ), regarded as a Gm × S-equivariant A1 × C∗-bundle.
2.2. The family of formality quasi-isomorphisms.
Lemma 2.5. Given a graded module V ∗ over a ring B, equipped with operators d, dc of
degree 1 such that [d, dc] = d2 = (dc)2 = 0, then for ( u vx y ) ∈ GL2(B),
ker d ∩ ker dc = ker(ud+ vdc) ∩ ker(xd+ ydc),
Im (ud+ vdc) + Im (xd+ ydc) = Im d+ Im dc,
Im (ud+ vdc)(xd+ ydc) = Im ddc.
Proof. Observe that if we take any matrix, the corresponding inequalities (with ≤ replacing
=) all hold. For invertible matrices, we may express d, dc in terms of (ud+vdc), (xd+ydc)
to give the reverse inequalities. 
Proposition 2.6. If the pair (d, dc) of Lemma 2.5 satisfies the principle of two types, then
so does (ud+ vdc), (xd+ ydc).
Proof. The principle of two types states that
ker d ∩ ker dc ∩ (Im d+ Im dc) = Im ddc.

Corollary 2.7. On the graded algebra
A∗R(X)⊗O(SL2),
for X compact Ka¨hler, the operators (ud + xdc), (xd + ydc) satisfy the principle of two
types, where
O(SL2) = Z[u, v, x, y]/(uy − vx− 1)
is the ring associated to the affine group scheme SL2.
Definition 2.8. We therefore set d˜c := xd+ ydc.
The principle of two types now gives us a family of quasi-isomorphisms:
Corollary 2.9. We have the following S-equivariant quasi-isomorphisms of DGAs over
SL2, with notation from Definition 1.14:
row∗1j
∗A˜•(X)
i←− ker(d˜c) p−→ row∗2H∗(j∗A˜•(X)) ∼= H∗(A•(X)) ⊗R O(SL2),
where ker(d˜c) means ker(d˜c) ∩ row∗1j∗A˜•(X), with differential d˜.
Proof. The principle of two types implies that i is a quasi-isomorphism, and that we may
define p as projection onto H∗
d˜c
(A∗(X) ⊗ O(SL2)), on which the differential d˜ is 0. The
final isomorphism now follows from the description H∗(A•(X)) ∼= ker d∩ker dcIm ddc , which clearly
maps to H∗(j∗A˜•(X)), the principle of two types showing it to be an isomorphism. 
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Since the weight filtration is just defined in terms of good truncation, this also implies
that
ξ(row∗1j
∗A˜•(X),W ) ' ξ(H∗(X,R),W ) ⊗ OSL2
as Gm × S-equivariant dg algebras over A1 × SL2.
Corollary 2.10. For S as in Example 1.23, we have the following W -filtered quasi-
isomorphisms of DGAs
A•(X) ⊗ S i′←− ker(dc + xd) p
′
−→ H∗(X,R)⊗ S,
where ker(dc + xd) := ker(dc + xd) ∩ (A•(X) ⊗ S), with differential d. Moreover, on
tensoring with C, these become (W,F )-bifiltered quasi-isomorphisms.
Proof. Under the equivalence of Lemma 1.18, SpecS corresponds to ( 1 0
A1 1
) ⊂ SL2,
equipped with a Hodge filtration. Then Corollary 2.9 is equivalent to the statement that i′
and p′ are quasi-isomorphisms which become F -filtered quasi-isomorphisms on tensoring
with C.
That these are also W -filtered quasi-isomorphisms is immediate, since W is defined as
good truncation. 
Remarks 2.11. Note that we cannot deduce Corollary 2.10 directly from Lemma 2.5 for the
pair d, dc+xd, since that would only establish that i′, p′ are quasi-isomorphisms preserving
the filtrations, rather than filtered quasi-isomorphisms.
Setting x = 0 recovers the real formality quasi-isomorphism of [DGMS], while x = i
gives the complex filtered quasi-isomorphism used in [Mor].
Since A∗(X,R) ⊗ S is not a mixed Hodge structure in the classical sense (as F is not
bounded on S), we cannot now apply the theory of mixed Hodge structures on real ho-
motopy types from [Mor] to infer consequences for Hodge structures on homotopy groups.
In §§4 and 5, we will develop theory allowing us to deduce the following result on the
interaction between formality and the mixed Hodge structure.
Corollary 2.12. For x0 ∈ X, S as in Example 1.23, and for all n, there are S-linear
isomorphisms
pi∗(X ⊗ R, x0)⊗R S ∼= pi∗(H∗(X,R)) ⊗R S,
of inverse systems of quasi-MHS, compatible with Whitehead brackets and Hurewicz maps.
The associated graded map from the weight filtration is just the pullback of the standard
isomorphism grWpi∗(X ⊗ R, x0) ∼= pi∗(H∗(X,R)) (coming from the opposedness isomor-
phism).
Here, pi∗(H
∗(X,R)) are the real homotopy groups H∗−1G¯(H
∗(X,R)) (see Definition
3.22) associated to the formal homotopy type H∗(X,R), with a real Hodge structure coming
from the Hodge structure on H∗(X,R).
Proof. Corollary 5.4 will show how j∗A˜• determines an ind-MHS on pi∗(X ⊗ R), and we
will see in Proposition 5.6 that this is the same as the Hodge structure of [Mor]. The
S-splitting of ind-MHS is then proved as Corollary 5.5. 
In §7, we will see how these MHS become variations of mixed Hodge structure as the
basepoint x0 ∈ X varies, while §8 will show how to recover the MHS explicitly from the
formality quasi-isomorphisms.
2.3. Real Deligne cohomology. Now, consider the derived direct image of j∗A˜•(X)
under the morphism q : [C∗/S]→ [A1/Gm] given by u, v 7→ u2 + v2. This is equivalent to
(Rj∗j
∗A˜•(X))U1 for j : C∗ → C, since U1 is reductive, Gm = S/U1 and A1 = C∗/U1.
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Proposition 2.13. There are canonical isomorphisms
(Rmj∗j
∗A˜•(X))U1 ∼= (
⊕
a<0
Hm(X,R))⊕ (
⊕
a≥0
(2pii)−aHmD (X,R(a))),
where a is the weight under the action of S/U1 ∼= Gm, and HmD (X,R(a)) is real Deligne
cohomology.
Proof. The isomorphism Gm = S/U1 allows us to regard O(Gm) as an S-representation,
and
(Rq∗j
∗A˜•(X))U1 ' RΓ([C∗/S], j∗A˜•(X)⊗O(Gm)).
Now, O(Gm) = R[s, s
−1], with s of type (−1,−1), so O(Gm) ∼=
⊕
a(2pii)
−aR(a), giving
(by §1.1.2)
(Rq∗j
∗A˜•(X))U1 '
⊕
a
(2pii)−aRΓHw(A
•(X)(a)),
which is just real Deligne cohomology by [Bei]. 
We may also compare these cohomology groups with the groups considered in [Den1]
and [Den2] for defining Γ-factors of smooth projective varieties at Archimedean places.
Proposition 2.14. The torsion-free quotient of the Gm-equivariant A
1-module
(Rmj∗j
∗A˜•(X))U1 is the Rees module of Hm(X,R) with respect to the filtration γ.
Proof. The results of §1.1.2 give a long exact sequence
. . .→ (Rmj∗j∗A˜•(X))U1 →
⊕
a∈Z
(F aHm(X,C) ⊕Hm(X,R))→
⊕
a∈Z
Hm(X,C)→ . . . ,
and hence
0→
⊕
a∈Z
Hm−1(X,C)
F aHm−1(X,C) + Hm−1(X,R)
→ (Rmj∗j∗A˜•(X))U1 →
⊕
a∈Z
γaHm(X,R)→ 0.
Since multiplication by the standard co-ordinate of A1 corresponds to the embedding
F a+1 ↪→ F a, the left-hand module is torsion, giving the required result. 
Remark 2.15. In [Den1] and [Con], Γ-factors of real varieties were also considered. If
we let σ denote the de Rham conjugation of the associated complex variety, then we
may replace S throughout this paper by S o 〈σ〉, with σ acting on S(R) by λ 7→ λ¯,
and on SL2 by (
u v
x y ) 7→
(
u −v
−x y
)
(i.e. conjugation by
(
1 0
0 −1
)
, noting that σ(dc) = −dc.
In that case, the cohomology group considered in [Den1] is the torsion-free quotient of
(Rmj∗j
∗A˜•(X))U1o〈σ〉.
Lemma 2.16. There is a canonical S-equivariant quasi-isomorphism
Rj∗j
∗A˜•(X) ' H∗(X,R)⊗R RO(C∗)
of C-modules, where H∗(X,R) is equipped with its standard S-action (the real Hodge struc-
ture), and RO(C∗) is from Definition 1.21.
Proof. The natural inclusion H∗ ⊗ O(C) → A˜• of real harmonic forms gives rise to a
morphism
H∗ ⊗ O(C∗)→ j∗A˜•
of S-equivariant cochain complexes over C∗, which is a quasi-isomorphism by Lemma 2.5,
and hence
H∗ ⊗RO(C∗) ' Rj∗j∗A˜•,
as required. 
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Corollary 2.17. As an S-representation, the summand of Hn(C∗, j∗A˜•) ⊗R C of type
(p, q) is given by ⊕
p′≥p
q′≥q
p′+q′=n
Hp′q′ ⊕
⊕
p′<p
q′<q
p′+q′=n−1
Hp′q′ .
In particular, this describes Deligne cohomology by taking invariants under complex con-
jugation when p = q.
Proof. This follows from Lemma 2.16, since H∗(C,OC∗) ∼=
⊕
nH
∗(P1,OP1(n)). 
2.4. Analogies with limit Hodge structures. If ∆ is the open unit disc, and f : X →
∆ a proper surjective morphism of complex Ka¨hler manifolds, smooth over the punctured
disc ∆∗, then Steenbrink ([Ste]) defined a limit mixed Hodge structure at 0. Take the
universal covering space ∆˜∗ of ∆∗, and let X˜∗ := X ×∆ ∆˜∗. Then the limit Hodge
structure is defined as a Hodge structure on
lim
t→0
H∗(Xt) := H
∗(X˜∗)
[Ste] (2.19) gives an exact sequence
. . .→ Hn(X∗)→ Hn(X˜∗) N−→ Hn(X˜∗)(−1)→ . . . ,
where N is the monodromy operator associated to the deck transformation of ∆˜∗.
Since we are working with quasi-coherent cohomology, connected affine schemes replace
contractible topological spaces, and Lemma 1.16 implies that we may then regard SL2 as
the universal cover of C∗, with deck transformations Ga. We then substitute C for ∆, C
∗
for ∆∗ and SL2 for ∆˜∗. We also replace OX∗ with j
∗A˜•(X), so O
X˜∗
becomes row∗1j
∗A˜•(X).
This suggests that we should think of row∗1j
∗A˜•(X) (with its natural S-action) as the limit
mixed Hodge structure at the Archimedean special fibre.
The derivation N of Definition 1.20 then acts as the monodromy transformation. Since
N is of type (−1,−1) with respect to the S-action, the weight decomposition given by the
action of Gm ⊂ S splits the monodromy-weight filtration. The following result allows us
to regard row∗1j
∗A˜•(X) as the limit Hodge structure at the special fibre corresponding to
the Archimedean place.
Proposition 2.18. Rj∗j
∗A˜•(X) is naturally isomorphic to the cone complex of the dia-
gram row∗1j
∗A˜•(X)
N−→ row∗1j∗A˜•(X)(−1), where N is the locally nilpotent derivation given
by differentiating the Ga-action on SL2.
Proof. This follows from the description of RO(C∗) in §1.1.1. 
2.5. Archimedean cohomology. As in §2.4, the S-action gives a real (split) Hodge
structure on the cohomology groups Hq(row∗1j
∗A˜•(X)). In order to avoid confusion with
the weight filtration on j∗A˜•(X), we will denote the associated weight filtration by M∗.
Corollary 2.19. There are canonical isomorphisms
grMq+rH
q(row∗1j
∗A˜•(X)) ∼= Hq(X,R) ⊗ grMr O(SL2)
Proof. This is an immediate consequence of the splitting in Corollary 2.9. 
Lemma 2.20. kerN ∩ Hq(row∗1j∗A˜•(X)) ∼= Hq(X,R) ⊗ R[u, v], and cokerN ∩
Hq(row∗1j
∗A˜•(X)(−1)) ∼= Hq(X,R)⊗ R[x, y](−1), for N as in Definition 1.20.
Proof. This is a direct consequence of Corollary 2.19, since R[u, v] = kerN |O(SL2) and the
map R[x, y]→ cokerN |O(SL2) is an isomorphism. 
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Corollary 2.21. The U1-invariant subspace H
q(row∗1j
∗A˜•(X))U1 is canonically isomor-
phic as an N -representation to the Archimedean cohomology group Hq(X˜∗) defined in
[Con].
Proof. First observe that N acts on O(SL2) as the derivation ( 0 01 0 ) ∈ sl2 acting on the left,
and that differentiating the action of Gm ⊂ S on O(SL2) gives the derivation
(
−1 0
0 1
) ∈ sl2,
also acting on the left. Therefore decomposition by the weights of the Gm-action gives a
splitting of the filtration M associated to the locally nilpotent operator N .
By Proposition 2.13 and [Con] Proposition 4.1, we know that Deligne cohomology arises
as the cone of N : H∗ → H∗(−1), for both cohomology theories H∗.
It now follows from Corollary 2.19 and Lemma 2.20 that the graded N -module
Hq(row∗1j
∗A˜•(X))U1 shares all the properties of [Con] Corollary 4.4, Proposition 4.8 and
Corollary 4.10, which combined are sufficient to determine the graded N -module Hq(X˜∗)
up to isomorphism. 
2.5.1. Archimedean periods. We can construct the ring S without choosing co-ordinates
as follows. Given any R-algebra A, let UA be the underlying R-module. Then
S = R[UC]⊗R[UR] R,
For an explicit comparison, write UC = Rx1⊕Rxi, so the right-hand side is R[x1, xi]⊗R[x1]
R = R[xi].
The filtration F is then given by powers of the augmentation ideal of the canonical
map S ⊗R C → C, since the ideal is (xi − i). The derivation N (from Definition 1.20)
is differentiation S → Ω(S/R), and Ω(S/R) = S ⊗R (C/R). There is also an action of
Gal(C/R) on S, determined by the action on UC, which corresponds to the generator
σ ∈ Gal(C/R) acting C-linearly as σ(x) = −x.
For K = R,C, we therefore define B(K) := S⊗RC, with Frobenius φ acting as complex
conjugation, and the Hodge filtration, Gal(C/K)-action and N defined as above. However,
beware that B(K) differs from the ring Bar from [Den1].
We think of B(K) as analogous to the ring Bst of semi-stable periods (see e.g. [Ill])
used in crystalline cohomology. For a p-adic field K, recall that Bst(K) is a Qp-algebra
equipped with a Gal(K¯/K)-action, a Frobenius-linear automorphism φ, a decreasing fil-
tration F iBst(K), and a nilpotent derivation
N : Bst(K)→ Bst(K)(−1).
Thus we think of X ⊗ R as being of semi-stable reduction at ∞, with nilpotent mon-
odromy operator N on the Archimedean fibre X ⊗S. The comparison with Bst is further
justified by comparison with [Pri2], where the crystalline comparison from [Ols] is used to
show that for a variety of good reduction, the p-adic e´tale homotopy type (Xe´t⊗Qp)⊗QpBφst
is formal as Galois representation in homotopy types, and that formality preserves N (since
good reduction means that N acts trivially on (Xe´t ⊗Qp), while Bφst ∩ kerN = Bφcris).
In our case, B(K)φ = S, so (X⊗R)⊗RB(K)φ is formal as a Gal(K¯/K)-representation in
non-abelian MHS. However, formality does not preserve N since we only have semi-stable,
not good, reduction at ∞.
In keeping with the philosophy of Arakelov theory, there should be a norm 〈−,−〉 on
B(K) to compensate for the finiteness of Gal(C/K). In order to ensure that d˜∗ = −[Λ, d˜c],
we define a semilinear involution ∗ on O(SL2)⊗ C by u∗ = y, v∗ = −x. This corresponds
to the involution A 7→ (A†)−1 on SL2(C), so the most natural metric on O(SL2) comes
via Haar measure on SU2(C) (the unit quaternions). However, the ring homomorphism
O(SL2) → B(K) (corresponding to
(
1 0
Ga 1
) ≤ SL2) is not then bounded for any possible
norm on B(K), suggesting that we should think of SL2 as being more fundamental than
S.
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Remark 2.22. If we wanted to work with k-MHS for a subfield k ⊂ R, we could replace S
with the ring
Sk = k[UkC]⊗k[Ukk] k,
where UkB is the k-module underlying a k-algebra B. The results of §§1.1.2, 1.3.1 then
carry over, including Remark 1.26.
We can use this to find the analogue of Definitions 1.3 and 1.36 for k-MHS. First,
note that S-equivariant SL2-modules are quasi-coherent sheaves on [SL2/S], and that
[SL2/S] = [SSym2/Gm], where SSym2 ⊂ SL2 consist of symmetric matrices, and the
identification SL2/U1 = SSym2 is given by A 7→ AAt (noting that U1 acts on SL2 as right
multiplication by O2). The action of σ ∈ Gal(C/R) on SSym2 is conjugation by
(
1 0
0 −1
)
,
while the involution ∗ is given by B 7→ B¯−1.
Note that SSym2 = Spec ξ(S, γ), for ξ(S, γ) the Rees algebra with respect to the filtra-
tion γ.
Now, algebraic Hodge filtrations on real complexes correspond to S-equivariant
RO(C∗)-complexes (for RO(C∗) as in Definition 1.21). The identifications above and
Remark 1.26 ensure that these are equivalent to Gm-equivariant RO(C
∗)U1-complexes,
where RO(C∗)U1 is the cone of ξ(S, γ) N−→ ξ(Ω(S/R), γ).
Therefore we could define algebraic Hodge filtrations on k-complexes to be Gm-
equivariant ξ(Ω•(Sk/k), γ)-complexes, where γpV = V ∩ F p(V ⊗k C).
To complete the analogy with e´tale and crystalline homotopy types, there should
be a graded homotopy type ξ(Xst, γ) over the generalised ring (in the sense of [Har])
ξ(B, γ)〈−,−〉,Gal(C/K) of norm 1 Galois-invariant elements in the Rees algebra ξ(B, γ) =
O(SSym2), equipped with a monodromy operator N and complex conjugation φ.
The generalised tensor product ξ(Xst, γ) ⊗ξ(B,γ)〈−,−〉 ξ(B, γ) should then be equivalent
to ξ((X ⊗ R) ⊗R B, γ), and then we could recover the rational homotopy type as the
subalgebra
(X ⊗ R) = ξ(Xst ⊗B, γ)Gm,φ=1,N=0 = F 0(Xst ⊗B)φ=1,N=0.
By comparison with e´tale cohomology, the existence of a Hodge filtration on X ⊗R seems
anomalous, but it survives this process because (unlike the crystalline case) F 0B = B.
3. Relative Malcev homotopy types
Given a reductive pro-algebraic group R, a topological space X, and a Zariski-dense
morphism ρ : pi1(X,x)→ R(k), [Pri3] introduced the Malcev homotopy type Xρ,Mal of X
relative to ρ. If R = 1 and k = Q (resp. k = R), then this is just the rational (resp. real)
homotopy type of X. If R is the reductive pro-algebraic fundamental group of X, then
Xρ,Mal is the schematic homotopy type of X.
Readers uninterested in non-nilpotent topological spaces or homotopy fibres can skip
straight to §3.3, restricting to the case R = 1.
3.1. Review of pro-algebraic homotopy types. Here we give a summary of the results
from [Pri3] which will be needed in this paper. Fix a field k of characteristic zero.
Definition 3.1. Given a pro-algebraic group G (i.e. an affine group scheme over k), define
the reductive quotient Gred of G by
Gred = G/Ru(G),
where Ru(G) is the pro-unipotent radical of G. Observe that G
red is then a reductive pro-
algebraic group, and that representations of Gred correspond to semisimple representations
of G.
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Proposition 3.2. For any pro-algebraic group G, there is a Levi decomposition G =
Gred n Ru(G), unique up to conjugation by Ru(G).
Proof. See [HM]. 
3.1.1. The pointed pro-algebraic homotopy type of a topological space. We now recall the
results from [Pri3] §1.
Definition 3.3. Let S0 be the category of reduced simplicial sets, i.e. simplicial sets with
one vertex, and sGp the category of simplicial groups. Let Top0 denote the category of
pointed connected compactly generated Hausdorff topological spaces.
Note that there is a functor from Top0 to S0 which sends (X,x) to the simplicial set
Sing(X,x)n := {f ∈ HomTop(|∆n|,X) : f(v) = x ∀v ∈ ∆n0}.
this is a right Quillen equivalence, the corresponding left equivalence being geometric
realisation. For the rest of this section, we will therefore restrict our attention to reduced
simplicial sets.
As in [GJ] Ch.V, there is a classifying space functor W¯ : sGp → S0. This has a left
adjoint G : S0 → sGp, Kan’s loop group functor ([Kan]), and these give a Quillen equiv-
alence of model categories. In particular, pii(G(X)) = pii+1(X). This allows us to study
simplicial groups instead of pointed topological spaces.
Definition 3.4. Given a simplicial object G• in the category of pro-algebraic groups,
define pi0(G•) to be the coequaliser
G1
∂1 //
∂0
//G0 //pi0(G)
in the category of pro-algebraic groups.
Definition 3.5. Define a pro-algebraic simplicial group to consist of a simplicial complex
G• of pro-algebraic groups, such that the maps Gn → pi0(G) are pro-unipotent extensions
of pro-algebraic groups, i.e. ker(Gn → pi0(G)) is pro-unipotent. We denote the category
of pro-algebraic simplicial groups by sAGp.
There is a forgetful functor (k) : sAGp → sGp, given by sending G• to G•(k). This
functor clearly commutes with all limits, so has a left adjoint G• 7→ (G•)alg. We can
describe (G•)
alg explicitly. First let (pi0(G))
alg be the pro-algebraic completion of the
abstract group pi0(G), then let (G
alg)n be the relative Malcev completion (in the sense of
[Hai4]) of the morphism
Gn → (pi0(G))alg.
In other words, Gn → (Galg)n f−→ (pi0(G))alg is the universal diagram with f a pro-unipotent
extension.
Proposition 3.6. The functors (k) and alg give rise to a pair of adjoint functors
Ho(sGp)
Lalg //
Ho(sAGp)
(k)
⊥oo
on the homotopy categories, with LalgG(X) = G(X)alg, for any X ∈ S0.
Proof. As in [Pri3] Proposition 1.36, it suffices to observe that (k) preserves fibrations and
trivial fibrations. 
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Definition 3.7. Given a reduced simplicial set (or equivalently a pointed, connected
topological space) (X,x), define the pro-algebraic homotopy type (X,x)alg of (X,x) over
k to be the object
G(X,x)alg
in Ho(sAGp). Define the pro-algebraic fundamental group by $1(X,x) := pi0(G(X,x)
alg).
Note that pi0(G
alg) is the pro-algebraic completion of the group pi0(G).
We then define the higher pro-algebraic homotopy groups $n(X,x) by
$n(X,x) := pin−1(G(X,x)
alg).
3.1.2. Pointed relative Malcev homotopy types.
Definition 3.8. Assume we have an abstract group G, a reductive pro-algebraic group
R, and a representation ρ : G → R(k) which is Zariski-dense on morphisms. Define the
Malcev completion (G, ρ)Mal (or Gρ,Mal, or GR,Mal) of G relative to ρ to be the universal
diagram
G→ (G, ρ)Mal p−→ R,
with p a pro-unipotent extension, and the composition equal to ρ.
Note that finite-dimensional representations of (G, ρ)Mal correspond to G-
representations which are Artinian extensions of R-representations.
Definition 3.9. Given a Zariski-dense morphism ρ : pi1(X,x) → R(k), let the Malcev
completion G(X,x)ρ,Mal (or G(X,x)R,Mal) of (X,x) relative to ρ be the pro-algebraic
simplicial group (G(X,x), ρ)Mal. Observe that the Malcev completion of (X,x) rel-
ative to (pi1(X,x))
red is just G(X,x)alg. Let $1(X
ρ,Mal, x) = pi0(G(X,x), ρ)
Mal and
$n(X
ρ,Mal, x) = pin−1(G(X,x), ρ)
Mal. Observe that $1(X
ρ,Mal, x) is just the relative Mal-
cev completion $1(X,x)
ρ,Mal of ρ : pi1(X,x)→ R(k).
Note that for any cosimplicial G(X,x)R,Mal-representation (i.e. O(G(X,x)R,Mal)-
comodule, and in particular any $1(X
ρ,Mal, x)-representation) V , the canonical map
H∗(G(X,x)ρ,Mal, V )→ H∗(X,V ) is an isomorphism.
Theorem 3.10. Take a fibration f : (X,x) → (Y, y) (of pointed connected topological
spaces) with connected fibres, and set F := f−1(y). Take a Zariski-dense representa-
tion ρ : pi1(X,x) → R(k) to a reductive pro-algebraic group R, let K be the closure of
ρ(pi1(F, x)), and T := R/K. If the monodromy action of pi1(Y, y) on H
∗(F, V ) factors
through $1(Y, y)
T,Mal for all K-representations V , then G(F, x)K,Mal is the homotopy fi-
bre of G(X,x)R,Mal → G(Y, y)T,Mal.
In particular, there is a long exact sequence
. . .→ $n(F, x)K,Mal → $n(X,x)R,Mal → $n(Y, y)T,Mal → $n−1(F, x)K,Mal →
. . .→ $1(F, x)K,Mal → $1(X,x)R,Mal → $1(Y, y)T,Mal → 1.
Proof. First observe that ρ(pi1(F, x)) is normal in pi1(X,x), so K is normal in R, and T
is therefore a reductive pro-algebraic group, so (Y, y)T,Mal is well-defined. Next, observe
that since K is normal in R, Ru(K) is also normal in R, and is therefore 1, ensuring that
K is reductive, so (F, x)K,Mal is also well-defined.
Consider the complex O(R) ⊗O(T ) O(G(Y )T,Mal) of G(X,x)R,Mal-representations, re-
garded as a complex of sheaves on X. The Leray spectral sequence for f with coefficients
in this complex is is
Ea,b2 = H
i(Y,Hj(F,O(R))⊗O(T )O(G(Y )T,Mal)) =⇒ Ha+b(X,O(R)⊗O(T )O(G(Y )T,Mal)).
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Regarding O(R) as a K-representation, H∗(F,O(R)) is a $1(Y, y)
T,Mal-representation
by hypothesis. Hence H∗(F,O(R)) ⊗O(T ) O(G(Y )T,Mal) is a cosimplicial G(Y )T,Mal-
representation, so
Hi(Y,Hj(F,O(R))⊗O(T )O(G(Y )T,Mal)) ∼= Hi(G(Y )T,Mal,Hj(F,O(R))⊗O(T )O(G(Y )T,Mal)).
Now, H∗(F,O(R)) ⊗O(T ) O(G(Y )T,Mal) is a fibrant cosimplicial G(Y )T,Mal-
representation, so
Hi(G(Y )T,Mal,Hj(F,O(R)) ⊗O(T ) O(G(Y )T,Mal))
∼= HiΓ(G(Y )T,Mal,Hj(F,O(R)) ⊗O(T ) O(G(Y )T,Mal))
=
{
Hj(F,O(R)) ⊗O(T ) k = Hj(F,O(K)) i = 0
0 i 6= 0,
so
Hj(X,O(R) ⊗O(T ) O(G(Y )T,Mal)) ∼= Hj(F,O(K)).
Now, let F be the homotopy fibre of G(X,x)R,Mal → G(Y, y)T,Mal, noting that there is
a natural map G(F, x)K,Mal → F . We have
Hj(X,O(R) ⊗O(T ) O(G(Y )T,Mal)) = Hj(G(X)R,Mal, O(R)⊗O(T ) O(G(Y )T,Mal)),
and a Leray-Serre spectral sequence
Hi(G(Y )T,Mal,Hj(F , O(R))⊗O(T )O(G(Y )T,Mal)) =⇒ Hi+j(G(X)R,Mal, O(R)⊗O(T )O(G(Y )T,Mal)).
The reasoning above adapts to show that this spectral sequence also collapses, yielding
Hj(F , O(K)) = Hj(X,O(R) ⊗O(T ) O(G(Y )T,Mal)).
We have therefore shown that the map G(F, x)K,Mal → F gives an isomorphism
H∗(F , O(K))→ H∗(G(F, x)K,Mal, O(K)),
and hence isomorphisms H∗(F , V ) → H∗(G(F, x)K,Mal, V ) for all K-representations V .
Since this is a morphism of simplicial pro-unipotent extensions of K, [Pri3] Corollary 1.55
implies that G(F, x)K,Mal → F is a weak equivalence. 
A special case of Theorem 3.10 has appeared in [KPT1] Proposition 4.20, when F is
simply connected and of finite type, and T = $1(Y, y)
red.
Corollary 3.11. Given a fibration f : (X,x) → (Y, y) with connected fibres, assume that
the fibre F := f−1(y) has finite-dimensional cohomology groups Hi(F, k) and let R be the re-
ductive quotient of the Zariski closure of the homomorphism pi1(Y, y)→
∏
iGL(H
i(F, k)).
Then the Malcev homotopy type (F ⊗ k, x) is the homotopy fibre of
G(X,x)R,Mal → G(Y, y)R,Mal.
Proof. This is just Theorem 3.10, with R = T and K = 1. 
Remark 3.12. Beware that even when Y is a K(pi, 1), the relative completion Y R,Mal need
not be so. For instance, [Hai3] and [Hai1] are concerned with studying the exact sequence
1→ Tg → Γg → Spg(Z)→ 1, where Γg is the mapping class group and Tg the Torelli group.
Taking R = Spg/Q, we get H
1(Spg(Z), O(R)) = 0, but H
2(Spg(Z), O(R))
∼= Q. Therefore
$1(BSpg(Z))
R,Mal = R, but the Hurewicz theorem gives $2(BSpg(Z))
R,Mal) = Q. Thus
the long exact sequence for homotopy has
Q→ Tg ⊗Q→ ΓR,Malg → Spg(Z)R,Mal → 1.
This is consistent with [Hai3] Proposition 7.1 and [Hai1] Theorem 3.4, which show that
Tg ⊗Q→ ΓR,Malg is a central extension by Q.
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Definition 3.13. Define a group Γ to be good with respect to a Zariski-dense representa-
tion ρ : Γ→ R(k) to a reductive pro-algebraic group if the homotopy groups $n(BΓ)R,Mal
are 0 for all n ≥ 2.
By [Pri3] Examples 3.20, the fundamental group of a compact Riemann surface is al-
gebraically good with respect to all representations, as are finite groups, free groups and
finitely generated nilpotent groups.
Lemma 3.14. A group Γ is good relative to ρ : Γ→ R(k) if and only if the map
Hn(Γρ,Mal, V )→ Hn(Γ, V )
is an isomorphism for all n and all finite-dimensional R-representations V .
Proof. This follows by looking at the map f : G(BΓ)R,Mal → ΓR,Mal of simplicial pro-
algebraic groups, which is a weak equivalence if and only if $n(BΓ)
R,Mal = 0 for all n ≥ 2.
By [Pri3] Corollary 1.55, f is a weak equivalence if and only if the morphisms
H∗(ΓR,Mal, V )→ H∗(G(BΓ)R,Mal, V )
are isomorphisms for all R-representations V . Since H∗(G(BΓ)R,Mal, V ) = H∗(BΓ, V ) =
H∗(Γ, V ), the result follows. 
Lemma 3.15. Assume that Γ is finitely presented, with Hn(Γ,−) commuting with fil-
tered direct limits of Γρ,Mal-representations, and Hn(Γ, V ) finite-dimensional for all finite-
dimensional Γρ,Mal-representations V .
Then Γ is good with respect to ρ if and only if for any finite-dimensional Γρ,Mal-
representation V , and α ∈ Hn(Γ, V ), there exists an injection f : V → Wα of finite-
dimensional Γρ,Mal-representations, with f(α) = 0 ∈ Hn(Γ,Wα).
Proof. The proof of [KPT1] Lemma 4.15 adapts to this generality. 
Theorem 3.16. If (X,x) is a pointed topological space with fundamental group Γ, equipped
with a Zariski-dense representation ρ : Γ → R(k) to a reductive pro-algebraic group for
which:
(1) Γ is good with respect to ρ,
(2) pin(X,x) is of finite rank for all n > 1, and
(3) the Γ-representation pin(X,x) ⊗Z k is an extension of R-representations (i.e. a
Γρ,Mal-representation),
then the canonical map
pin(X,x) ⊗Z k → $n(Xρ,Mal, x)
is an isomorphism for all n > 1.
Proof. This is [Pri3] Theorem 3.21. Alternatively, we could apply Theorem 3.10 to the
fibration (X,x)→ BΓ. 
3.2. Equivalent formulations.
Definition 3.17. Define E(R) to be the full subcategory of AGp ↓R consisting of those
morphisms ρ : G → R of pro-algebraic groups which are pro-unipotent extensions. Simi-
larly, define sE(R) to consist of the pro-unipotent extensions in sAGp↓R, and Ho∗(sE(R))
to be full subcategory of Ho(sAGp) on objects sE(R).
Definition 3.18. Let cAlg(R)∗ be the category of of R-representations in cosimplicial
R-algebras, equipped with an augmentation to the structure sheaf O(R) of R. A weak
equivalence in cAlg(R)∗ is a map which induces isomorphisms on cohomology groups. We
denote by Ho(cAlg(R)∗) the localisation of cAlg(R)∗ at weak equivalences. Denote the
respective opposite categories by sAff(R)∗ = R↓sAff(R) and Ho(sAff(R)∗).
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Definition 3.19. Define DGAlg(R)∗ to be the category of R-representations in non-
negatively graded cochain R-algebras, equipped with an augmentation to O(R). Here,
a cochain algebra is a cochain complex A =
⊕
i∈N0
Ai over k, equipped with a graded-
commutative associative product Ai ×Aj → Ai+j , and unit 1 ∈ A0.
A weak equivalence in DGAlg(R)∗ is a map which induces isomorphisms on cohomology
groups. We denote by Ho(DGAlg(R)∗) the localisation of DGAlg(R)∗ at weak equiva-
lences. Define dgAff(R)∗ to be the category opposite to DGAlg(R)∗, and Ho(dgAff(R)∗)
opposite to Ho(DGAlg(R)∗).
Let DGAlg(R)0∗ be the full subcategory of DGAlg(R)∗ whose objects A satisfy
H0(A) = k. Let Ho(DGAlg(R)∗)0 be the full subcategory of Ho(DGAlg(R)∗) on
the objects of DGAlg(R)0. Let dgAff(R)0∗ and Ho(dgAff(R)∗)0 be the opposite cate-
gories to DGAlg(R)0∗ and Ho(DGAlg(R)∗)0, respectively. Given A ∈ cAlg(R)∗, write
SpecA ∈ sAff(R)∗ for the corresponding object of the opposite category.
Definition 3.20. Define dgN (R) to be the category of R-representations in finite-
dimensional nilpotent non-negatively graded chain Lie algebras. Let dgNˆ (R) be the cate-
gory of pro-objects in the Artinian category dgN (R).
Let dgP(R) be the category with the same objects as dgNˆ (R), and morphisms given by
HomdgP(R)(g, h) = exp(H0h)×exp(h
R
0 ) HomHo(dgNˆ (R))(g, h).
where hR0 (the Lie subalgebra of R-invariants in h0) acts by conjugation on the set of
homomorphisms. Composition of morphisms is given by (u, f) ◦ (v, g) = (u ◦ f(v), f ◦ g).
Definition 3.21. Let sNˆ (R) be the category of simplicial objects in Nˆ (R), and let sP(R)
be the category with the same objects as sNˆ (R), and morphisms given by
HomsP(R)(g, h) = exp(pi0h)×exp(h
R
0 ) HomHo(sNˆ (R))(g, h),
where composition of morphisms is given by (u, f) ◦ (v, g) = (u ◦ f(v), f ◦ g).
Definition 3.22. Define a functor W¯ : dgNˆ (R)→ dgAff(R) by O(W¯g) := Symm(g∨[−1])
the graded polynomial ring on generators g∨[−1], with derivation defined on generators
by dg +∆, for ∆ the Lie cobracket on g
∨.
W¯ has a left adjoint G, given by writing σA∨[1] for the brutal truncation (in non-
negative degrees) of A∨[1], and setting
G(A) = Lie(σA∨[1]),
the free graded Lie algebra, with differential similarly defined on generators by dA + ∆,
with ∆ here being the coproduct on A∨.
We may then define G¯ : Ho(dgAff(R)0∗) → dgP(R) on objects by choosing, for A ∈
DGAlg(R)0∗, a quasi-isomorphism B → A with B0 = k (for an explicit construction of B,
see [Pri3] Remark 4.35) and setting G¯(A) := G(B).
Definition 3.23. Given a cochain algebra A ∈ DGAlg(R), and a chain Lie algebra g ∈
dgNˆ (R), define the Maurer-Cartan space by
MC(A⊗ˆRg) := {ω ∈
∏
n
An+1⊗ˆRgn | dω + 1
2
[ω, ω] = 0},
where, for an inverse system {Vi}, {Vi}⊗ˆA := lim←−(Vi ⊗ A), and {Vi}⊗ˆ
R
A consists of
R-invariants in this. Note that
HomdgAff(R)(SpecA, W¯g) ∼= MC(A⊗ˆRg).
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Definition 3.24. Given A ∈ DGAlg(R) and g ∈ dgNˆ (R), we define the gauge group by
Gg(A⊗ˆRg) := exp(
∏
n
An⊗ˆRgn).
Define a gauge action of Gg(A⊗ˆRg) on MC(A⊗ˆRg) by
g(ω) := g · ω · g−1 − (dg) · g−1.
Here, a · b denotes multiplication in the universal enveloping algebra U(A⊗ˆRg) of the
differential graded Lie algebra (DGLA) A⊗ˆRg. That g(ω) ∈ MC(A⊗ˆRg) is a standard
calculation (see [Kon] or [Man]).
Proposition 3.25. For A ∈ DGAlg(R)∗ and g ∈ dgNˆ (R),
HomHo(dgAff(R)∗)(SpecA, W¯g)
∼= exp(H0g)×Gg(A⊗ˆ
R
g) MC(A⊗ˆRg),
where W¯g ∈ dgAff∗ is the composition R → Spec k → W¯g, and the morphism
Gg(A⊗ˆRg)→ exp(H0g) factors through Gg(O(R)⊗ˆRg) = g0.
Proof. The derived Hom space RHomdgAff(R)∗(SpecA, W¯g) is the homotopy fibre of
RHomdgAff(R)(SpecA, W¯g)→ RHomdgAff(R)(R, W¯g),
over the unique element 0 of MC(O(R)⊗ˆRg). For a morphism f : X → Y of simplicial
sets (or topological spaces), path components pi0F of the homotopy fibre over 0 ∈ Y are
given by pairs (x, γ), for x ∈ X and γ a homotopy class of paths from 0 to fx, modulo the
equivalence relation (x, γ) ∼ (x′, γ′) if there exists a path δ : x→ x′ in X with γ ∗ fδ = γ′.
If Y has a unique vertex 0, this reduces to pairs (x, γ), for x ∈ X and γ ∈ pi1(Y, 0), with
δ acting as before.
Now, we can define an object V g ∈ dgAff(R) by
HomdgAff(R)(SpecA,V g) ∼= Gg(A⊗ˆRg),
and by [Pri3] Lemma 4.33, V g× W¯g is a path object for W¯g in dgAff(R) via the maps
W¯g
(id,1)
//W¯g× V g
pr1 //
φ
//W¯g,
where φ is the gauge action.
Thus the loop object Ω(W¯g, 0) for 0 ∈ MC(A⊗ˆRg)) is given by
HomdgAff(R)(SpecA,Ω(W¯g, 0)) = {g ∈ Gg(A⊗ˆRg) : g(0) = 0} = exp(ker d ∩
∏
n
An⊗ˆRgn)
Hence
piiRHomdgAff(R)(SpecA,Ω(W¯g, 0))
∼= H−i(
∏
n
An⊗ˆRgn),
and in particular,
pi1(RHomdgAff(R)(R, W¯g), 0) = pi0RHomdgAff(R)(SpecA,Ω(W¯g, 0))
∼= exp(H0g).
This gives us a description of
HomHo(dgAff(R)∗)(SpecA, W¯g) = pi0RHomdgAff(R)∗(SpecA, W¯g)
as consisting of pairs (x, γ) for x ∈ MC(A⊗ˆRg) and γ ∈ exp(H0g), modulo the equivalence
(x, γ) ∼ (δ(x), δ ∗ γ) for δ ∈ Gg(A⊗ˆRg). In other words,
HomHo(dgAff(R)∗(SpecA, W¯g)
∼= MC(A⊗ˆRg)×Gg(A⊗ˆ
R
g) exp(H0g),
as required. 
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Corollary 3.26. W¯ defines a functor W¯ : dgP(R)→ Ho(dgAff(R)∗).
Proof. On objects, we map g to W¯g. Given a morphism f : g→ h in dgNˆ (R) and h ∈ H0h,
we can define an element W¯ (h, f) of
HomHo(dgAff(R)∗)(W¯g, W¯h)
by [(exp(h), W¯ f)] ∈ exp(H0g)×Gg(A⊗ˆ
R
g) HomdgAff(R)(W¯g, W¯h).
If f is a weak equivalence then W¯ (0, f) is a weak equivalence in dgAff(R)∗, which implies
that W¯ must descend to a functor
W¯ : dgP(R)→ Ho(dgAff(R)∗),
since W¯ (h, f) is a function of the homotopy class of f . 
Definition 3.27. Recall that the Thom-Sullivan (or Thom-Whitney) functor Th from
cosimplicial algebras to DG algebras is defined as follows. Let Ω(|∆n|) be the DG algebra
of rational polynomial forms on the n-simplex, so
Ω(|∆n|) = Q[t0, . . . , tn, dt0, . . . , dtn]/(1−
∑
i
ti),
for ti of degree 0. The usual face and degeneracy maps for simplices yield ∂i : Ω(|∆n|)→
Ω(|∆n−1|) and σi : Ω(|∆n|) → Ω(|∆n−1|), giving a simplicial complex of DGAs. Given a
cosimplicial algebra A, we then set
Th (A) := {a ∈
∏
n
An ⊗ Ω(|∆n|) : ∂iAan = ∂ian+1, σjAan = σjan−1 ∀i, j}.
Theorem 3.28. We have the following diagram of equivalences of categories:
Ho(dgAff(R)∗)0
SpecD //
G¯

Ho(sAff(R)∗)0
dgP(R)
W¯
OO
sP(R)
N
oo
W¯ exp
OO
Rnexp(−)
// Ho∗(sE(R)),
where N denotes Dold-Kan normalisation ([Pri3] Definition 4.11), D denormalisation
([Pri3] Definition 4.26), and W¯ exp(g) is the classifying space of the simplicial group
exp(g). A homotopy inverse to D is given by the functor Th of Thom-Sullivan cochains.
Proof. First, [Pri3] Propositions 4.27 and 4.12 ensure that SpecD and N are equivalences,
while [Pri3] Theorem 4.39 implies that (SpecD) ◦ W¯ = W¯ ◦N . [HS] 4.1 shows that D and
Th are homotopy inverses. We now adapt the proof of [Pri3] Corollary 4.41.
The functor R n exp : sP(R) → Ho∗(sE(R)) maps g to the simplicial pro-algebraic
group given in level n by R n exp(gn). Given a morphism (f, u) ∈ exp(pi0h) ×exp(hR)
HomHo(sN (R))(g, h), lift u to u˜ ∈ exp(h0), and construct a morphism
adu˜ ◦ (Rn exp(f))
in sE(R), were adg(x) = gxg−1 . Another choice u˜′ of u˜ amounts to giving v ∈ exp(h1) with
∂0v = u˜ and ∂1v = u˜
′. Thus adv ◦(Rnexp(f)) gives a homotopy from adu˜◦(Rnexp(f)) to
adu˜′ ◦ (Rn exp(f)). This means that Rn exp(−) : sP(R)→ Ho∗(sE(R)) is a well-defined
functor.
The existence of Levi decompositions ensures that R n exp(−) is essentially surjective
and full (since every morphism in sE(R) is the composite of an inner automorphism and
a morphism preserving Levi decompositions). Since the choice of inner automorphism
on R n U is unique up to R-invariants UR, R n exp(−) : sP(R) → Ho∗(sE(R)) is an
equivalence (see [Pri3] Proposition 3.15 for a similar result).
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Now, by [Pri3] Proposition 3.48, there is a canonical quasi-isomorphism W¯G(X)→ X,
for all X ∈ dgAff(R) withX0 = Spec k, and hence for all X ∈ dgAff(R)∗ withX0 = Spec k.
With reasoning as in Definition 3.22, this means that
W¯ : dgP(R)→ Ho(dgAff(R)∗)0
is essentially surjective, with G¯(Y ) in the essential pre-image of Y , although it does not
guarantee that we can define G¯ consistently on morphisms.
To establish that W¯ is full and faithful, it will suffice to show that for all A ∈ DGAlg(R)
with A0 = k, the transformation
HomdgP(R)(G(A), h) → HomHo(dgAff(R)∗)(SpecA, W¯h)
is an isomorphism. For A = k, this is certainly true, since in both cases we get
exp(H0h)/ exp(H0h)
R for both Hom-sets (using Proposition 3.25). The morphism k → A
gives surjective maps from both Hom-sets above to exp(H0h)/ exp(H0h)
R, and by Propo-
sition 3.25, the map on any fibre is just
HomHo(dgNˆ (R))(G(A), h)/ exp(ker(h
R
0 → H0hR)) θ−→ MC(A⊗ˆRh)/ ker(Gg(A⊗ˆRh)→ exp(H0hR)).
Now, G(A) is a hull for both functors on dgN (R) (in the sense of [Pri3] Proposition 3.43),
so by the argument of [Pri3] Proposition 3.47, it suffices to show that θ is an isomorphism
whenever h ∈ N (R) (i.e. whenever hi = 0 for all i > 0). In that case,
HomHo(dgNˆ (R))(G(A), h) = HomdgcˆN(R)(G(A), h) = MC(A⊗ˆ
R
h),
and
Gg(A⊗ˆRh) = exp(A0⊗ˆRh) = exp(k⊗ˆRh) = exp(hR) = exp(hR0 ),
so θ is indeed an isomorphism. Hence W¯ is an equivalence, with quasi-inverse G¯ on
objects. 
Remark 3.29. If we take a set T of points in X, then the groupoid Γ := T ×|X| pifX has
objects T , with morphisms Γ(x, y) corresponding to homotopy classes of paths from x to
y in X. If T = {x}, note that Γ is just pi1(X,x).
Take a reductive pro-algebraic groupoid R (as in [Pri3] §2) on objects T , and a
morphism ρ : Γ → R preserving T . The relative Malcev completion G(X;T )ρ,Mal
is then a pro-unipotent extension of R (as a simplicial pro-algebraic groupoid — see
[Pri3] §2.4). Then $1(X;T )ρ,Mal := pi0G(X;S)ρ,Mal is a groupoid on objects T , with
$1(X;T )
ρ,Mal(x, x) = $1(X,x)
ρx,Mal. Likewise, $n(X;T )
ρ,Mal := pin−1G(X;T )
ρ,Mal is
a $1(X;T )
ρ,Mal-representation, with $1(X;T )
ρ,Mal(x) = $1(X,x)
ρx,Mal. Here, ρx :
pi1(X,x)→ R(x, x) is defined by restricting ρ to x ∈ T .
If we set dgAff(R)∗ := (
∐
x∈T R(x,−)) ↓ dgAff(R) and sAff(R)∗ := (
∐
x∈T R(x,−)) ↓
sAff(R), where R(x,−) is the R-representation y 7→ R(x, y), then Theorem 3.28 adapts
to give equivalences
Ho(dgAff(R)∗)0
SpecD //
G¯

Ho(sAff(R)∗)0
dgP(R)
W¯
OO
sP(R)
N
oo
W¯
OO
Rnexp(−)
// Ho∗(sE(R)),
where Ho∗(sE(R)) is the full subcategory of the homotopy category Ho(T ↓sAGpd↓R) (of
simplicial pro-algebraic groupoids under T and over R) whose objects are pro-unipotent
extensions of R. The objects of sP(R) are R-representations in sN , with morphisms given
by
HomsP(R)(g, h) = (
∏
x∈T
exp(pi0h(x))) ×exp(hR0 ) HomHo(sNˆ (R))(g, h),
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where hR0 is the Lie algebra HomR(R, h0) (with R regarded as a constant R-representation).
The category dgP(R) is defined similarly.
Definition 3.30. Recall that O(R) has the natural structure of an R×R-representation,
with the R-actions given by left and right multiplication.
Definition 3.31. Let Bρ be the R-torsor on X corresponding to the representation ρ :
pi1(X,x) → R(R), and let O(Bρ) be the R-representation Bρ ×R O(R) in local systems of
R-algebras on X (with the R-representation structure given by the right action on O(R)).
Proposition 3.32. Under the equivalences of Theorem 3.28, the relative Malcev homotopy
type G(X,x)ρ,Mal of a pointed topological space (X,x) corresponds to the complex
(C•(X,O(Bρ))
x∗−→ O(R)) ∈ cAlg(R)0∗
of O(Bρ)-valued chains on X.
Proof. This is essentially [Pri3] Theorem 3.55 
Definition 3.33. Given a manifold X, denote the sheaf of real C∞ n-forms on X by A n.
Given a real sheaf F on X, write
An(X,F ) := Γ(X,F ⊗R A n).
Proposition 3.34. If k = R, then the relative Malcev homotopy type of a pointed manifold
(X,x) relative to ρ : pi1(X,x)→ R(R) is given in DGAlg(R)∗ by A•(X,O(Bρ)) x
∗−→ O(R).
Proof. This is essentially [Pri3] Proposition 4.50. 
Remark 3.35. If we take a set T of points in X and ρ as in Remark 3.29, then Proposition
3.32 adapts to say that the relative Malcev homotopy type G(X;T )ρ,Mal corresponds to
the complex
(C•(X,O(Bρ))
∏
x∈T x
∗
−−−−−→
∏
x∈T
O(R)(x,−)) ∈ cAlg(R)0∗.
Proposition 3.34 adapts to show that (X;T )ρ,Mal is given by
A•(X,O(Bρ))
∏
x∈T x
∗
−−−−−→
∏
x∈T
O(R)(x,−) ∈ DGAlg(R)∗.
3.3. General homotopy types.
Lemma 3.36. For an R-representation A in DG algebras, there is a cofibrantly generated
model structure on the category DGZModA(R) of R-representations in Z-graded cochain
A-modules, in which fibrations are surjections, and weak equivalences are isomorphisms
on cohomology.
Proof. Let S(n) denote the cochain complex A[−n]. Let D(n) be the cone complex of
id : A[1− n]→ A[1− n], so the underlying graded vector space is just A[1− n]⊕A[−n].
Define I to be the set of canonical maps S(n) ⊗ V → D(n) ⊗ V , for n ∈ Z and V
ranging over all finite-dimensional R-representations. Define J to be the set of morphisms
0 → D(n) ⊗ V , for n ∈ Z and V ranging over all finite-dimensional R-representations.
Then we have a cofibrantly generated model structure, with I the generating cofibrations
and J the generating trivial cofibrations, by verifying the conditions of [Hov] Theorem
2.1.19. 
Definition 3.37. Let DGZAlg(R) be the category of R-representations in Z-graded
cochain R-algebras. For an R-representation A in algebras, we define DGZAlgA(R) to
be the comma category A ↓DGZAlg(R). Denote the opposite category by dgZAffA(R).
We will also sometimes write this as dgAffSpecA(R).
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Lemma 3.38. There is a cofibrantly generated model structure on DGZAlgA(R), in which
fibrations are surjections, and weak equivalences are quasi-isomorphisms.
Proof. This follows by applying [Hir] Theorem 11.3.2 to the forgetful functor
DGZAlgA(R)→ DGZModQ(R). 
3.3.1. Derived pullbacks and base change.
Definition 3.39. Given a morphism f : X → Y in dgAff(R), the pullback functor f∗ :
DGZAlgY (R) → DGZAlgX(R) is left Quillen, with right adjoint f∗. Denote the derived
left Quillen functor by Lf∗ : Ho(DGZAlgY (R)) → Ho(DGZAlgX(R)). Observe that f∗
preserves weak equivalences, so the derived right Quillen functor is just Rf∗ = f∗. Denote
the functor opposite to Lf∗ by ×RY X : Ho(dgZAffY (R))→ Ho(dgZAffX(R)).
Lemma 3.40. If f : SpecB → SpecA is a flat morphism in Aff(R), then Lf∗ = f∗.
Proof. This is just the observation that flat pullback preserves weak equivalences. Lf∗C
is defined to be f∗C˜, for C˜ → C a cofibrant approximation, but we then have f∗C˜ → f∗C
a weak equivalence, so Lf∗C = f∗C. 
Proposition 3.41. If S ∈ DGZAlgA(R), and f : A→ B is any morphism in DGAlg(R),
then cohomology of Lf∗S is given by the hypertor groups
Hi(Lf∗S) = TorA−i(S,B).
Proof. Take a cofibrant approximation C → S, so Lf∗S ∼= f∗C. Thus A→ C is a retrac-
tion of a transfinite composition of pushouts of generating cofibrations. The generating
cofibrations are filtered direct limits of projective bounded complexes, so C is a retrac-
tion of a filtered direct limit of projective bounded cochain complexes. Since cohomology
and hypertor both commute with filtered direct limits (the latter following since we may
choose a Cartan-Eilenberg resolution of the colimit in such a way that it is a colimit of
Cartan-Eilenberg resolutions of the direct system), we may apply [Wei] Application 5.7.8
to see that C is a resolution computing the hypertor groups of S. 
Proposition 3.42. If S ∈ DGZAlgA(R) is flat, and f : A → B is any morphism in
Alg(R), with either S bounded or f of finite flat dimension, then
Lf∗S ' f∗S.
Proof. If S is bounded, then Lf∗S ' S ⊗LA B, which is just S ⊗A B when S is also
flat. If instead f is of finite flat dimension, then [Wei] Corollary 10.5.11 implies that
H∗(S ⊗A B) = TorA−∗(S,B), as required. 
Definition 3.43. Given an R-representation Y in schemes define DGZAlgY (R) to be the
category of R-equivariant quasi-coherent Z-graded cochain algebras on Y . Define a weak
equivalence in this category to be a map giving isomorphisms on cohomology sheaves (over
Y ), and define Ho(DGZAlgY (R)) to be the homotopy category obtained by localising at
weak equivalences. Define the categories dgZAffY (R),Ho(dgZAffY (R)) to be the respective
opposite categories.
Definition 3.44. Given a quasi-compact, quasi-affine scheme X, let j : X → X¯ be the
open immersionX → SpecΓ(X,OX). Take a resolution OX → C •X of OX inDGZAlgX(R),
flabby with respect to Zariski cohomology (for instance by applying the Thom-Sullivan
functor Th to the cosimplicial algebra Cˇ •(OX) arising from a Cˇech resolution). Define
Rj∗OX to be j∗C
•
X ∈ DGZAlgX¯(R).
Proposition 3.45. The functor j∗ : DGZAlgRj∗OX (R)→ DGZAlgX(R) induces an equiv-
alence Ho(DGZAlgRj∗OX (R))→ Ho(DGZAlgRj∗OX (R)).
For any R-representation B in algebras, this extends to an equivalence
Ho(DGZAlgRj∗OX (R)↓Rj∗OX ⊗B)→ Ho(DGZAlgRj∗OX (R)↓OX ⊗B).
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Proof. Since j is flat, j∗ preserves quasi-isomorphisms, so j∗ descends to a morphism of
homotopy categories. If C •X = Th Cˇ
•(OX), then a quasi-inverse functor will be given by
A 7→ j∗Th Cˇ •(A ). The inclusion A → Th Cˇ •(A ) is a quasi-isomorphism, as is the map
j∗j∗Th Cˇ
•(A )→ Th Cˇ •(A ), since
H
i(j∗j∗Th Cˇ
•(A )) = j∗Rij∗(A ) = H
i(A ),
as j∗Rij∗F = 0 for i > 0 and F a quasi-coherent sheaf (concentrated in degree 0), X
being quasi-affine.
Now, the composite morphism
Rj∗OX → j∗j∗(Rj∗OX)→ j∗Th Cˇ •(j∗(Rj∗OX))
is a quasi-isomorphism, since j∗(Rj∗OX)→ OX is a quasi-isomorphism. Cofibrant objects
M ∈ DGZModRj∗OX (R) are retracts of I-cells, which admit (ordinal-indexed) filtrations
whose graded pieces are copies of (Rj∗OX)[i], so we deduce that for cofibrant modules M ,
the map
M → j∗Th Cˇ •(j∗M )
is a quasi-isomorphism. Since cofibrant algebras are a fortiori cofibrant modules, B →
j∗Th Cˇ
•(j∗B) is a quasi-isomorphism for all cofibrant B ∈ DGZAlgRj∗OX (R), which com-
pletes the proof in the case when C •X = Th Cˇ
•(OX).
For the general case, note that we have quasi-isomorphisms Th Cˇ •(OX) →
Th Cˇ •(C •X) ← C•X , giving quasi-isomorphisms j∗Th Cˇ •(OX) → j∗Th Cˇ •(C •X) ← j∗C •X ,
and hence right Quillen equivalences
DGZAlgj∗Th Cˇ •(OX)(R)← DGZAlgj∗Th Cˇ •(C •X )(R)→ DGZAlgj∗C •X (R).

Lemma 3.46. Let G be an affine group scheme, with a reductive subgroup scheme H
acting on a reductive pro-algebraic group R. Then the model categories dgZAffG(R oH)
and dgZAffG/H(R) are equivalent.
Proof. This is essentially the observation that H-equivariant quasi-coherent sheaves on G
are equivalent to quasi-coherent sheaves on G/H. Explicitly, define U : dgZAffG/H(R)→
dgZAffG(RoH) by U(Z) = Z ×G/H G. This has a left adjoint F (Y ) = Y/H. We need to
show that the unit and co-unit of this adjunction are isomorphisms.
The co-unit is given on Z ∈ dgZAffG/H(R) by
Z ← FU(Z) = (Z ×G/H G)/H ∼= Z ×G/H (G/H) ∼= Z,
so is an isomorphism.
The unit is Y → UF (Y ) = (Y/H)×G/H G, for Y ∈ dgZAffG(RoH). Now, there is an
isomorphism Y ×G/H G ∼= Y ×H, given by (y, pi(y) · h−1) ← [ (y, h), for pi : Y → G. This
map is H-equivariant for the left H-action on Y ×G/H G, and the diagonal H-action on
Y ×H. Thus
UF (Y ) = (Y ×G/H G)/(H × 1) ∼= (Y ×H)/H ∼= Y,
with the final isomorphism given by (y, h) 7→ y · h−1. 
3.3.2. Extensions.
Definition 3.47. Given B ∈ DGZAlgA(R), define the cotangent complex
L•B/A ∈ Ho(DGZModB(R))
by taking a factorisation A → C → B, with A → C a cofibration and C → B a trivial
fibration. Then set L•B/A := Ω
•
C/A ⊗C B = I/I2, where I = ker(C ⊗A B → B). Note that
L•B/A is independent of the choices made, as it can be characterised as the evaluation at B
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of the derived left adjoint to the functorM 7→ B⊕M from DG B-modules to B-augmented
DG algebras over A.
Lemma 3.48. Given a surjection A→ B in DGZAlg(R), with square-zero kernel I, and
a morphism f : T → C in DGZAlgA(R), the hyperext group
Ext1T,R(L
•
T/A, T ⊗LA I
f−→ C ⊗LA I)
of the cone complex is naturally isomorphic to the weak equivalence class of triples (θ, f ′, γ),
where θ : T ′ ⊗LA B → T ⊗LA B is a weak equivalence, f ′ : T ′ → C a morphism, and γ a
homotopy between the morphisms (f ⊗A B) ◦ θ, (f ′ ⊗A B) : T ′ ⊗LA B → C ⊗LA B.
Proof. This is a slight generalisation of a standard result, and we now sketch a proof.
Assume that A → T is a cofibration, and that T → C is a fibration (i.e. surjective). We
first consider the case γ = 0, considering objects T ′ (flat over A) such that θ : T ′ ⊗A B →
T ⊗A B is an isomorphism and (f ⊗A B) ◦ θ = (f ′ ⊗A B).
Since T is cofibrant over A, the underlying graded ring UT is a retract of a polynomial
ring, so UT ′ ∼= UT . The problem thus reduces to deforming the differential d on T . If we
denote the differential of T ′ by d′, then fixing an identification UT = UT ′ gives d′ = d+α,
for α : UT → UT ⊗A I[1] a derivation with dα + αd = 0. In order for f : T ′ → C to be a
chain map, we also need fα = 0. Thus
α ∈ Z1HOMT,R(ΩT/A, ker(f)⊗A I),
where HOM(U, V ) is the Z-graded cochain complex given by setting HOM(U, V )n to be
the space of graded morphisms U → V [n] (not necessarily respecting the differential).
Another choice of isomorphism UT ∼= UT ′ (fixing T⊗AB) amounts to giving a derivation
β : UT → UT⊗AI, with id+β the corresponding automorphism of UT . In order to respect
the augmentation f , we need fβ = 0. This new choice of isomorphism sends α to α+ dβ,
so the isomorphism class is
[α] ∈ Ext1T,R(ΩT/A, ker(f)⊗A I).
Since A→ T is a cofibration and f a fibration, this is just hyperext
Ext1T,R(L
•
T/A, T ⊗LA I
f−→ C ⊗LA I)
of the cone complex. Since this expression is invariant under weak equivalences, it follows
that it gives the weak equivalence class required. 
4. Structures on relative Malcev homotopy types
Now, fix a real reductive pro-algebraic group R, a pointed connected topological space
(X,x), and a Zariski-dense morphism ρ : pi1(X,x)→ R(R).
Definition 4.1. Given a pro-algebraic group K acting on R and on a scheme Y , define
dgZAffY (R)∗(K) to be the category (Y × R) ↓ dgZAffY (R o K) of objects under R × Y .
Note that this is not the same as dgZAffY (RoK)∗ = (Y ×RoK)↓dgZAffY (RoK).
4.1. Homotopy types. Motivated by Definitions 1.3, 1.27, 1.36 and 1.42, we make the
following definitions:
Definition 4.2. An algebraic Hodge filtration on a pointed Malcev homotopy type
(X,x)ρ,Mal consists of the following data:
(1) an algebraic action of U1 on R,
(2) an object (X,x)ρ,MalF ∈ Ho(dgZAffC∗(R)∗(S)), where the S-action on R is defined
via the isomorphism S/Gm ∼= U1, while the Ro S-action on R combines multipli-
cation by R with conjugation by S.
(3) an isomorphism (X,x)ρ,Mal ∼= (X,x)F ×RC∗,1 SpecR ∈ Ho(dgZAff(R)∗).
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Note that under the equivalence dgZAff(R) ' dgZAffS(RoS) of Lemma 3.46, (X,x)ρ,Mal
corresponds to the flat pullback (X,x)F ×C∗ S.
Definition 4.3. An algebraic twistor filtration on a pointed Malcev homotopy type
(X,x)ρ,Mal consists of the following data:
(1) an object (X,x)ρ,MalT ∈ Ho(dgZAffC∗(R)∗(Gm)),
(2) an isomorphism (X,x)ρ,Mal ∼= (X,x)ρ,MalT ×RC∗,1 SpecR ∈ Ho(dgZAff(R)∗).
Note that under the equivalence dgZAff(R) ' dgZAffGm(R × Gm) of Lemma 3.46,
(X,x)ρ,Mal corresponds to the derived pullback (X,x)ρ,MalT ×RC∗ Gm.
Definition 4.4. An algebraic mixed Hodge structure (X,x)ρ,MalMHS on a pointed Malcev
homotopy type (X,x)ρ,Mal consists of the following data:
(1) an algebraic action of U1 on R,
(2) an object
(X,x)ρ,MalMHS ∈ Ho(dgZAffA1×C∗(R)∗(Gm × S)),
where S acts on R via the U1-action, using the canonical isomorphism U1 ∼= S/Gm,
(3) an object
gr(X,x)ρ,MalMHS ∈ Ho(dgZAff(R)∗(S)),
(4) an isomorphism (X,x)ρ,Mal ∼= (X,x)ρ,MalMHS ×R(A1×C∗),(1,1) SpecR ∈ Ho(dgZAff(R)∗),
(5) an isomorphism (called the opposedness isomorphism)
θ](gr(X,x)ρ,MalMHS )× C∗ ∼= (X,x)ρ,MalMHS ×RA1,0 SpecR ∈ Ho(dgZAffC∗(R)∗(Gm × S)),
for the canonical map θ : Gm × S → S given by combining the inclusion Gm ↪→ S
with the identity on S.
Definition 4.5. Given an algebraic mixed Hodge structure (X,x)ρ,MalMHS on (X,x)
ρ,Mal,
define grW (X,x)ρ,MalMHS := (X,x)
ρ,Mal
MHS ×RA1,0SpecR ∈ Ho(dgZAffC∗(Gm×R)∗(S)), noting that
this is isomorphic to θ](gr(X,x)ρ,MalMHS )×C∗. We also define (X,x)ρ,MalF := (X,x)ρ,MalMHS ×RA1,1
SpecR, noting that this is an algebraic Hodge filtration on (X,x)ρ,Mal.
Definition 4.6. A real splitting of the mixed Hodge structure (X,x)ρ,MalMHS is a Gm × S-
equivariant isomorphism
A1 × gr(X,x)ρ,MalMHS × C∗ ∼= (X,x)ρ,MalMHS ,
in Ho(dgZAffA1×C∗(R)∗(Gm × S)), giving the opposedness isomorphism on pulling back
along {0} → A1.
Definition 4.7. An algebraic mixed twistor structure (X,x)ρ,MalMTS on a pointed Malcev
homotopy type (X,x)ρ,Mal consists of the following data:
(1) an object
(X,x)ρ,MalMTS ∈ Ho(dgZAffA1×C∗(R)∗(Gm ×Gm)),
(2) an object gr(X,x)ρ,MalMTS ∈ Ho(dgZAff(R)∗(Gm)),
(3) an isomorphism (X,x)ρ,Mal ∼= (X,x)ρ,MalMTS ×R(A1×C∗),(1,1) SpecR ∈ Ho(dgZAff(R)∗),
(4) an isomorphism (called the opposedness isomorphism)
θ](gr(X,x)ρ,MalMTS )× C∗ ∼= (X,x)ρ,MalMTS ×RA1,0 SpecR ∈ Ho(dgZAffC∗(R)∗Gm ×Gm)),
for the canonical diagonal map θ : Gm ×Gm → Gm.
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Definition 4.8. Given an algebraic mixed twistor structure (X,x)ρ,MalMTS on (X,x)
ρ,Mal,
define grW (X,x)ρ,MalMTS := (X,x)
ρ,Mal
MTS ×RA1,0 SpecR ∈ Ho(R × C∗dgZAffC∗(Gm ×R ×Gm)),
noting that this is isomorphic to θ](gr(X,x)ρ,MalMTS ) × C∗. We also define (X,x)ρ,MalT :=
(X,x)ρ,MalMTS ×RA1,1 SpecR, noting that this is an algebraic twistor filtration on (X,x)ρ,Mal.
Remark 4.9. As in Remark 3.29, we might want to consider many basepoints, or none. The
definitions above then have analogues (X;T )ρ,MalF , (X;T )
ρ,Mal
T , (X;T )
ρ,Mal
MHS , (X;T )
ρ,Mal
MTS ,
given by replacing the R-representation R with the representation
∐
x∈T R(x,−), as in
Remark 3.35.
4.2. Splittings over S. We now work with the S-equivariant map row1 : SL2 → C∗ as
defined in §1.1.1.
Definition 4.10. An S-splitting (or SL2-splitting) of a mixed Hodge structure (X,x)ρ,MalMHS
on a relative Malcev homotopy type is a Gm × S-equivariant isomorphism
A1 × gr(X,x)ρ,MalMHS × SL2 ∼= row∗1(X,x)ρ,MalMHS ,
in Ho(dgZAffA1×SL2(R)∗(Gm×S)), giving row∗1 of the opposedness isomorphism on pulling
back along {0} → A1.
An S-splitting (or SL2-splitting) of a mixed twistor structure (X,x)ρ,MalMTS on a relative
Malcev homotopy type is a Gm ×Gm-equivariant isomorphism
A1 × gr(X,x)ρ,MalMTS × SL2 ∼= row∗1(X,x)ρ,MalMTS ,
in Ho(dgZAffA1×SL2(R)∗(Gm × Gm)), giving row∗1 of the opposedness isomorphism on
pulling back along {0} → A1.
Lemma 4.11. Let S′ be S or Gm. Take flat fibrant objects
Y ∈ dgZAffA1×SL2(R)∗(Gm × S′) and Z ∈ dgZAff(R)∗(Gm × S′),
together with a surjective quasi-isomorphism φ] : 0∗OY → OZ ⊗ OSL2 in
dgZAffSL2(R)∗(Gm × S′). Then the weak equivalence class of objects X ∈
dgZAffA1×C∗(R)∗(Gm × S′) equipped with weak equivalences f : row∗1X → Y and g :
0∗X → Z × C∗ with φ ◦ row∗1g = 0∗f is either ∅ or a principal homogeneous space for the
group
Ext0(L•(1), ker(φ] : OY → OZ ⊗ OSL2)→ (W−1OA1)⊗ (y∗O(R))⊗ OSL2)Gm×RoS
′
,
where L• is the cotangent complex of Y ∪L(Z×SL2) (Z×C∗) over (A1×SL2)∪({0}×SL2) ({0}×
C∗), and Ext is taken over Y ∪L
(Z×SL2)
(Z×C∗).
Proof. The data Y,Z, φ determine the pullback of X to
(A1 × SL2) ∪({0}×SL2) ({0} × C∗).
Since φ] is surjective, we may define
OY ×φ],(OZ⊗OSL2 ) (OZ ⊗RO(C
∗))→ O(R)⊗ ((OA1 ⊗OSL2)×OSL2 RO(C
∗))
over
(O(A1)⊗O(SL2))×O(SL2) RO(C∗),
which we wish to lift to RO(C∗), making use of Proposition 3.45.
Now, the morphism RO(C∗) → (O(A1) ⊗ O(SL2)) ×O(SL2) RO(C∗) is surjective, with
square-zero kernel (W−1O(A
1))⊗O(SL2)(−1)[−1], where W−1O(A1) = ker(O(A1) 0
∗−→ R),
so Proposition 3.48 gives the required result. 
FORMALITY AND SPLITTING OF REAL NON-ABELIAN MIXED HODGE STRUCTURES 35
Corollary 4.12. The weak equivalence class of S-split mixed Hodge structures (X,x)ρ,MalMHS
with gr(X,x)ρ,MalMHS = (R
z−→ Z) is canonically isomorphic to
Ext0Z(L
•
Z , (W−1O(A
1))⊗ (OZ → z∗O(R))⊗O(SL2)(−1))Gm×RoS .
The weak equivalence class of S-split mixed twistor structures (X,x)ρ,MalMTS with
gr(X,x)ρ,MalMTS = (R
z−→ Z) is canonically isomorphic to
Ext0Z(L
•
Z , (W−1O(A
1))⊗ (OZ → z∗O(R))⊗O(SL2)(−1))Gm×R×Gm.
Proof. Set Y = A1 × Z × SL2 in Lemma 4.11, and note that the cone of O(A1) 0
∗−→ R
is quasi-isomorphic to W−1O(A
1). The class of possible extensions is non-empty, since
A1 × Z × C∗ is one possibility for (X,x)ρ,MalMHS (resp. (X,x)ρ,MalMTS ). This gives a canonical
basepoint for the principal homogeneous space, and hence the canonical isomorphism. 
4.3. Grouplike structures.
Definition 4.13. Given A ∈ DGAlg(R), define the category of R-equivariant dg pro-
algebraic groups G• over A to be opposite to the category of R-equivariant DG Hopf
algebras over A. Explicitly, this consists of objects Q ∈ DGAlgA(R) equipped with mor-
phisms Q → Q ⊗A Q, (comultiplication), Q → A (coidentity) and Q → Q (coinverse),
satisfying the usual axioms.
A morphism f : G• → K• of dg pro-algebraic groups is said to be a quasi-isomorphism
if it induces an isomorphism H∗O(K) → H∗O(G) on cohomology of the associated DG
Hopf algebras.
Definition 4.14. Given G ∈ sAGp, define the dg pro-algebraic group NG over R by
setting O(NG) = D∗O(G), where D∗ is left adjoint to the denormalisation functor for
algebras. The comultiplication on O(NG) is then defined using the fact that D∗ preserves
coproducts, so D∗(O(G)⊗O(G)) = O(NG)⊗O(GN), where (O(G)⊗O(G))n = O(G)n⊗
O(G)n, but (O(NG) ⊗O(NG))n =⊕i+j=nO(NG)i ⊗O(NG)j .
Examples 4.15. Given g ∈ dgNˆ (R o S), we may form an S-equivariant dg pro-algebraic
group exp(g) over R by letting O(exp(g)) represent the functor
exp(g)(A) := exp({g ∈
∏
n
gn⊗ˆAn : (d⊗ 1)gn = (1⊗ d)gn−1}),
for DG algebras A. Note that the underlying dg algebra is given by O(exp(g)) = R[g∨],
with comultiplication dual to the Campbell-Baker-Hausdorff formula.
For any DG algebra B, observe that the R-action on g provides an R(H0B)-action on
exp(g)(B), so we can then define the S-equivariant dg pro-algebraic group Rn exp(g) to
represent the functor
A 7→ R(H0A)n exp(g)(A),
noting that O(Rn exp(g)) ∼= O(R)⊗O(exp(g)) as a DG algebra.
If g ∈ sNˆ (R o S), note that N(R n exp(g)) ∼= R n exp(Ng), since both represent the
same functor.
Definition 4.16. Define a grouplike mixed Hodge structure on a pointed Malcev homo-
topy type (X,x)ρ,Mal to consist of the following data:
(1) an algebraic action of U1 on R,
(2) a flat Gm × S-equivariant dg pro-algebraic group G(X,x)ρ,MalMHS over O(A1) ⊗
RO(C∗), equipped with an S-equivariant map G(X,x)ρ,MalMHS → A1 × R ×
SpecRO(C∗) of dg pro-algebraic groups over A1 × SpecRO(C∗), where S acts
on R via the U1-action.
(3) an object grg(X,x)ρ,MalMHS ∈ dgNˆ (Ro S).
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(4) a weak equivalence NG(X,x)ρ,Mal ' G(X,x)ρ,MalMHS ×(A1×SpecRO(C∗)),(1,I) SpecR of
pro-algebraic dg groups on SpecR, respecting the R-augmentations, where I :
SpecR→ SL2 → SpecRO(C∗) is the identity matrix.
(5) a weak equivalence
θ](Rn exp(grg(X,x)ρ,MalMHS ))× SpecRO(C∗) ' G(X,x)ρ,MalMHS ×A1,0 SpecR
of pro-algebraic dg groups on B(Gm × S), for the canonical map θ : Gm × S → S
given by combining the inclusion Gm ↪→ S with the identity on S.
Definition 4.17. Define a grouplike mixed twistor structure similarly, dispensing with
the U1-action on R, and replacing S with Gm.
Remark 4.18. We can adapt Definition 4.13 in the spirit of Remark 3.29 by defining an
R-equivariant dg pro-algebraic groupoid G over A to consist of a set ObG of objects,
together with O(G)(x, y) ∈ DGAlgA(R) for all x, y ∈ Ob , equipped with morphisms
O(G)(x, z) → O(G)(x, y) ⊗A O(G)(y, z) (comultiplication), O(G)(x, x) → A (coidentity)
and O(G)(x, y) → O(G)(y, x) (coinverse), satisfying the usual axioms.
Given a reductive pro-algebraic groupoid with an S-action, and g ∈ dgNˆ (R o S), we
then define the S-equivariant dg pro-algebraic group R n exp(g) to have objects ObR,
with
(Rn exp(g))(x, y) = R(x, y)× exp(g(y)),
and multiplication as in [Pri3] Definition 2.15.
Definitions 4.16 and 4.17 then adapt to multipointed Malcev homotopy types
(X;T )ρ,Mal, replacing dg pro-algebraic groups with dg pro-algebraic groupoids on objects
T , noting that ObR = T .
Proposition 4.19. Take an S-split MHS (X,x)ρ,MalMHS (resp. an S-split MTS (X,x)ρ,MalMTS )
on a relative Malcev homotopy type, and assume that gr(X,x)ρ,MalMHS ∈ Ho(dgZAff(R)∗(S)0)
(resp. gr(X,x)ρ,MalMTS ∈ Ho(dgZAff(R)∗(Gm)0)).
Then there is a canonical grouplike MHS (resp. grouplike MTS) on (X,x)ρ,Mal, inde-
pendent of the choice of S-splitting.
Moreover, the induced pro-MHS Ru(G(X,x)
ρ,Mal
MHS )
ab (resp. MTS Ru(G(X,x)
ρ,Mal
MTS )
ab)
on the abelianisation of the pro-unipotent radical of G(X,x)ρ,Mal is dual to the complex
given by the cokernel of
R[−1]→ O(X)ρ,MalMHS [−1] resp. R[−1]→ O(X)ρ,MalMTS [−1],
where Xρ,MalMHS = SpecO(X)
ρ,Mal
MHS .
Proof. We will prove this for mixed Hodge structure; the case of mixed twistor structures
is entirely similar.
Choose a representative Z for gr(X,x)ρ,MalMHS with Z0 = SpecR, and set g =
grg(X,x)ρ,MalMHS := G(Z) (for G as in Definition 3.22). Then Z → W¯g is a weak equivalence,
making O(W¯g) into a cofibrant representative for Z, so by Corollary 4.12, (X,x)ρ,MalMHS
corresponds to a class
ν ∈ Ext0(Ω(O(W¯g)/R), (W−1O(A1))⊗ (O(Z)→ z∗O(R))⊗O(SL2)(−1))Gm×RoS .
Now, Ω(O(W¯g)/R) ∼= g∨[−1], so we may choose a representative
(α′, γ′) : g∨[−1]→ (W−1O(A1))⊗ (O(Y )×O(R)[−1]) ⊗O(SL2)(−1)
for ν, with [d, α′] = 0, [d, γ′] = z∗α′.
Studying the adjunction W¯ ` G, we see that α′ is equivalent to an R n S-equivariant
Lie coalgebra derivation α : g∨ → W−1O(A1) ⊗ g∨ ⊗ O(SL2)(−1) with [d, α] = 0. This
generates a derivation α : O(Rn exp(g))→ (W−1O(A1))⊗O(Rn exp(g))⊗O(SL2)(−1).
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γ′ corresponds to an element γ ∈ (g0⊗ˆ(W−1O(A1)⊗O(SL2)(−1)))Gm×S , and conjugation
by this gives another such derivation [γ,−], so we then set O(G(X,x)ρ,MalMHS ) to be the
quasi-isomorphism class of the dg Hopf algebra over O(A1)⊗RO(C∗) given by the graded
Hopf algebra
O(A1)⊗O(R n exp(g))⊗ (O(SL2)⊕O(SL2)(−1))
(where  is of degree 1 and 2 = 0), with differential d(α,γ) := dO(Rnexp(g))+(id⊗ id⊗N +
α+ [γ,−]).
Explicitly, G(X,x)ρ,MalMHS represents the group-valued functor on DGAlgA1×RO(C∗)(Gm×
S) given by mapping A to the subgroup of (R(A0)nexp(g⊗ˆA)0)S , consisting of (r, g) such
that
dA ◦ (r, g) = (r, g) ◦ d(α,γ) : O(R n exp(g))→ A[1]
or equivalently (dA ◦ (r, g) − (r, g) ◦ d(α,γ)) · (r, g)−1 = 0, so
d(rg) · g−1 = rα(g)g−1r−1 + (γrg − rgγ)g−1r−1 ∈ (LieR)⊗ˆA1 ⊕ (g⊗ˆA)1,
where d is the total differential dA − dg. This reduces to
dg · g−1 + r−1 · dr = α(g) · g−1 + adr−1γ − adg(γ).
To see that this is well-defined, another choice of representative for ν would be of
the form (α + [d, h], γ + dk), for a Lie coalgebra derivation h : g∨ → (W−1O(A1)) ⊗
g∨ ⊗ O(SL2)(−1)[1], and k ∈ (g1⊗ˆ(W−1O(A1)) ⊗ O(SL2)(−1))Gm×S. The morphism
id + h + [k,−] then provides a quasi-isomorphism between the two representatives of
O(G(X,x)ρ,MalMHS ).
The evaluations of α and γ at 0 ∈ A1 are both 0 (since W−1O(A1) = ker 0∗), so there is
a canonical isomorphism
ψ : 0∗G(X,x)ρ,MalMHS
∼= (Rn exp(g))× SpecRO(C∗).
Meanwhile, pulling back along the canonical morphism r1 : SL2 → SpecRO(C∗) gives
an isomorphism r∗1G(X,x)
ρ,Mal
MHS
∼= A1 × (R n exp(g))× SL2, so
(1, I)∗G(X,x)ρ,MalMHS
∼= (R n exp(g))
and combining this with the pullback along I → SL2 of our choice of SL2-splitting gives a
quasi-isomorphism
φ : (1, I)∗G(X,x)ρ,MalMHS ' G(X,x)ρ,Mal.
Now, (RuG(X,x)
ρ,Mal
MHS )
ab is dual to the complex
O(A1)⊗ coker (R→ O(Z))[−1]⊗ (O(SL2)⊕O(SL2)(−1))
with differential dZ + (id⊗ id⊗N +α′). Under the characterisation of Lemma 4.12, this
is quasi-isomorphic to the cokernel coker (R → O(X)ρ,MalMHS ) of complexes, with φ and ψ
recovering the structure maps of the ind-MHS.
Finally, another choice of S-splitting amounts to giving a homotopy class of automor-
phisms u of A1 × gr(X,x)ρ,MalMHS × SL2, giving the identity on pulling back along 0 → A1.
Since Z ' gr(X,x)ρ,MalMHS and η : Z → W¯G(Z) is a fibrant replacement for Z, u gives rise to
a homotopy class of morphisms υ : A1×Z×SL2 → W¯G(Z), with 0∗υ = η. Via the adjunc-
tion G a W¯ this gives a homotopy automorphism U : A1×G(Z)×SL2 → A1×G(Z)×SL2
with 0∗U = id. This gives a quasi-isomorphism between the respective constructions of
(G(X,x)ρ,MalMHS , ψ, φ). 
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Theorem 4.20. If the S-action on H∗O(grXρ,Mal) is of non-negative weights, then the
grouplike MHS (resp. grouplike MTS) of Proposition 4.19 gives rise to ind-MHS (resp.
ind-MTS) on the relative Malcev homotopy groups $n(X,x)
ρ,Mal for n ≥ 2, and on the
Hopf algebra O($1(X,x)
ρ,Mal).
These structures are compatible with the action of $1 on $n, the Whitehead bracket
and the Hurewicz maps $n(X
ρ,Mal) → Hn(X,O(Bρ))∨ (n ≥ 2) and Ru$1(Xρ,Mal) →
H1(X,O(Bρ)), for Bρ as in Definition 3.31.
Proof. Again we give the proof for MHS only, as the MTS case follows by replacing S with
Gm and Proposition 1.40 with Proposition 1.48.
Choose a representative Z for gr(X,x)ρ,MalMHS with Z0 = SpecR, and O(Z) of non-negative
weights. [To see that this is possible, take a minimal model m for G¯(gr(X,x)ρ,MalMHS ) as
in [Pri3] Proposition 4.7, and note that m/[m,m] ∼= H∗O(grXρ,Mal)∨ is of non-positive
weights, so m is of non-negative weights, and therefore O(W¯m) is of non-negative weights,
so W¯m is a possible choice for Z.] Set g = grg(X,x)ρ,MalMHS := G(Z).
Since RO(C∗) is a dg algebra over O(C), we may regard it as a quasi-coherent sheaf on
C, and consider the quasi-coherent dg algebra j−1RO(C∗) on C∗, for j : C∗ → C.
Define
$1(X,x)
ρ,Mal
MHS := SpecH
0(j∗O(G(X,x)ρ,MalMHS )),
which is an affine group object over A1 ×C∗, as j−1RO(C∗) is a resolution of OC∗ . Since
row1 : SL2 → C∗ is flat,
row∗1$1(X,x)
ρ,Mal
MHS = SpecH
0(row∗1O(G(X,x)
ρ,Mal
MHS )).
Now the choice of S-splitting gives
χ : row∗1O(G(X,x)
ρ,Mal
MHS )
∼= A1 × (Rn exp(g))× Spec (row∗1RO(C∗)),
and row∗1RO(C
∗) is a resolution of O(SL2), so
row∗1$1(X,x)
ρ,Mal
MHS
∼= A1 × (R n exp(g))× SL2,
whose structure sheaf is flat on A1 × SL2, and has non-negative weights with respect to
the Gm × 1-action. Lemma 1.16 then implies that the structure sheaf of $1(X,x)ρ,MalMHS is
flat over A1 × C∗, with non-negative weights.
Set gr$1(X,x)
ρ,Mal
MHS := (R n exp(H0g)). The morphisms φ and ψ from the proof of
Proposition 4.19 now induce an S-equivariant isomorphism
SpecR×A1,0 $1(X,x)ρ,MalMHS ∼= gr$1(X,x)ρ,MalMHS × C∗,
and an isomorphism
$1(X,x)
ρ,Mal
MHS ×A1×C∗,(1,1) SpecR ∼= $1(X,x)ρ,Mal,
giving the data of a flat algebraic MHS on O($1(X,x)
ρ,Mal), of non-negative weights. By
Proposition 1.40, this is the same as an ind-MHS of non-negative weights.
Next, we consider the dg Lie coalgebra over O(A1)⊗RO(C∗) given by
C(G(X,x)ρ,MalMHS ) := Ω(G(X,x)ρ,MalMHS /RO(C∗))⊗O(G(X,x)ρ,MalMHS ),1 RO(C
∗),
which has non-negative weights with respect to the Gm × 1-action. Pulling back along j
gives a dg Lie coalgebra j−1C(G(X,x)ρ,MalMHS ) over O(A1)⊗ j−1RO(C∗), so the cohomology
sheaves H ∗(j−1C(G(X,x)ρ,MalMHS )) form a graded Lie coalgebra over O(A1)⊗OC∗ .
The isomorphism χ above implies that these sheaves are flat over A1×C∗, and therefore
that H 0(j−1C(G(X,x)ρ,MalMHS )) is just the Lie coalgebra of $1(X,x)ρ,MalMHS . For n ≥ 2, we set
$n(X,x)
ρ,Mal
MHS )
∨ := H n−1(row1∗C(G(X,x)ρ,MalMHS )),
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noting that these have a conjugation action by $1(X,x)
ρ,Mal
MHS and a natural Lie bracket.
Setting gr$n(X,x)
ρ,Mal
MHS := (Hn−1g)
∨, the isomorphisms φ and ψ induce S-equivariant
isomorphisms
SpecR×A1,0 $n(X,x)ρ,MalMHS ∼= gr$n(X,x)ρ,MalMHS × C∗,
and isomorphisms
$n(X,x)
ρ,Mal
MHS ×A1×C∗,(1,1) SpecR ∼= $n(X,x)ρ,Mal,
so Proposition 1.40 gives the data of an non-negatively weighted ind-MHS on
($n(X,x)
ρ,Mal)∨, compatible with the $1-action and Whitehead bracket.
Finally, the Hurewicz map comes from
RuG(X,x)
ρ,Mal → (RuG(X,x)ρ,Mal)ab ' coker (R→ O(Xρ,Mal))[−1]∨,
which is compatible with the ind-MHS, by the final part of Proposition 4.19. Thus the
Hurewicz maps
$n(X,x)
ρ,Mal → Hn(X,O(Bρ))∨ Ru$1(Xρ,Mal)→ H1(X,O(Bρ))
preserve the ind-MHS. 
In Proposition 4.19 and Theorem 4.20, the only roˆle of the S-splitting is to ensure that
the algebraic MHS is flat. We now show how a choice of S-splitting gives additional data.
Theorem 4.21. A choice of S-splitting for (X,x)ρ,MalMHS (resp. (X,x)ρ,MalMTS ) gives an iso-
morphism
O($1(X,x)
ρ,Mal)⊗ S ∼= grWO($1(X,x)ρ,Mal)⊗ S
of (real) quasi-MHS (resp. quasi-MTS) in Hopf algebras, and isomorphisms
($n(X,x)
ρ,Mal)∨ ⊗ S ∼= grW ($n(X,x)ρ,Mal)∨ ⊗ S
of (real) quasi-MHS (resp. quasi-MTS), inducing the identity on grW , and compatible with
the Whitehead bracket.
Proof. The choice of S-splitting gives an isomorphism
row∗1G(X,x)
ρ,Mal
MHS
∼= A1 × (Rn exp(g))× row∗1SpecRO(C∗)
in Proposition 4.19. The isomorphisms now follow from Lemma 1.18 and the constructions
of Theorem 4.20. 
Remark 4.22. This leads us to ask what additional data are required to describe the
ind-MHS on homotopy groups in terms of the Hodge structure gr(X,x)ρ,MalMHS . If we set
g = G¯(gr(X,x)ρ,MalMHS ), then we can let D• := DerR(Ro exp(g), Ro exp(g)) be the complex
of DG Hopf algebra derivations on O(Roexp(g)). This has a canonical S-action (inherited
from R and g), and the proof of Proposition 4.19 gives
[β] := [α+ [γ,−]] ∈ H0(W−1γ0(D• ⊗ S)),
for γ0 as in Definition 1.24. This determines the mixed Hodge structure, by Corollary
4.12, and γ0(D• ⊗ S) ' RΓwH(D• ⊗ S), by Remark 1.26.
This gives a derivation N + β : O(R o exp(g)) ⊗ S → O(R o exp(g)) ⊗ S(−1), and
this diagram is a resolution of D∗O(G(X,x)), making O(G(X,x)) into a mixed Hodge
complex. As in §2.4, we think of N + β as the monodromy operator at the Archimedean
place. This will be constructed explicitly in §8.
Moreover, for any S-split MHS V arising as an invariant of O(G(X,x)), the induced map
N + β¯ : (grWV )⊗ S → (grWV ) ⊗ S(−1) just comes from conjugating the surjective map
id⊗N : V ⊗S → V ⊗S(−1) with respect to the splitting isomorphism (grWV )⊗S ∼= V ⊗S.
Therefore N + β¯ is surjective, and V = ker(N + β¯).
All these results have analogues for mixed twistor structures.
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Remark 4.23. If we have a multipointed MHS (resp. MTS) (X;T )ρ,MalMHS (resp. (X;T )
ρ,Mal
MTS )
as in Remark 4.9, then Proposition 4.19 and Theorems 4.20 and 4.21 adapt to give S-
split multipointed grouplike MHS (resp. MTS) as in Remark 4.18, together with S-split
ind-MHS (resp. ind-MTS) on the algebras O($1(X;x, y)
ρ,Mal), compatible with the pro-
algebraic groupoid structure. The S-split ind-MHS (resp. ind-MTS) on ($n(X,x)ρ,Mal)∨
are then compatible with the co-action
($n(X,x)
ρ,Mal)∨ → O($1(X;x, y)ρ,Mal)⊗ ($n(X, y)ρ,Mal)∨.
In the proof of Proposition 4.19, g = grg(X;T )ρ,MalMHS becomes an R-representation, giving
gx for all x ∈ T . For objects G(X;T )ρ,MalMHS is then defined on Gm × S-equivariant DGAs
A over O(A1) ⊗RO(C∗) by setting, for x, y ∈ T , G(X;x, y)ρ,MalMHS (A) to be the subset of
(R(x, y)(A0)n exp(gy⊗ˆA)0)S , consisting of (r, g) such that
dg · g−1 + r−1 · dr = α(g) · g−1 + adr−1γx − adg(γy).
4.4. MHS representations. Take a pro-unipotent extension G → R of pro-algebraic
groups with kernel U , together with a compatible ind-MHS on the Hopf algebra O(G).
This gives rise to Gm × S-equivariant affine group objects UMHS  GMHS over A1 × C∗,
given by
GMHS = Spec ξ(O(G),MHS), UMHS = Spec ξ(O(U),MHS),
and this gives a morphism GMHS → A1 ×R× C∗ with kernel UMHS.
Now, since U = exp(u) is pro-unipotent, we can express GMHS → A1 × R × C∗ as a
composition of extensions by locally free abelian groups. On pulling back to the affine
scheme A1 × SL2, the argument of [Pri3] Proposition 2.17 adapts to give a Gm × S-
equivariant section
σG : A
1 ×R× SL2 → row∗1GMHS,
since R and Gm × S (linearly) reductive. This section is unique up to conjugation by
Γ(A1 × SL2, UMHS)Gm×S.
This is equivalent to giving a retraction σ]G : O(G) ⊗ S → O(R) ⊗ S of quasi-MHS in
Hopf algebras over S, unique up to conjugation by exp(W0γ0(u⊗ S)).
Now, applying the derivation N gives a morphism
(σ]G +Nσ
]
G) : O(G) ⊗ (S ⊕ S(−1))→ O(R)⊗ (S ⊕ S(−1))
of quasi-MHS in Hopf algebras over S ⊕ S(−1), where 2 = 0. The argument above
(considering affine group schemes over A1 × Spec (O(SL2) ⊕ O(SL2)(−1)) ) adapts to
show that there exists γG ∈ Γ(A1 × SL2, uMHS(−1))Gm×S =W0γ0(u⊗ S(−1)) with
σG +NσG = ad(1+γG) ◦ σG : A1 ×R× Spec (O(SL2)⊕O(SL2)(−1))→ GMHS.
Then observe that N − [γG,−] : u ⊗ S → u ⊗ S(−1) is R-equivariant, and denote this
derivation by αG.
If instead we started with an ind-MTS on O(G), then the construction above would give
corresponding data for GMTS = Spec ξ(O(G),MTS), replacing S with Gm throughout.
Definition 4.24. For G → R as above, let (u, αG)MHS (resp. (u, αG)MTS) be
the Lie algebra row∗1ξ(u,MHS)
αG−−→ row∗1ξ(u,MHS)(−1)) (resp. row∗1ξ(u,MTS)
αG−−→
row∗1ξ(u,MTS)(−1)) over O(A1)⊗RO(C∗).
Definition 4.25. Given a pro-nilpotent DG Lie algebra L• in non-negative cochain de-
grees, define the Deligne groupoid Del(L) to have objects MC(L) ⊂ L1 (see Definition
3.23), with morphisms ω → ω′ consisting of g ∈ Gg(L) = exp(L0) with g ∗ ω = ω′, for the
gauge action of Definition 3.24.
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Since Theorem 4.20 gives the Hopf algebra O($1(X,x)
ρ,Mal) an ind-MHS or ind-MTS
independent of the choice of S-splitting, we now show how to describe MHS and MTS
representations of $1(X,x)
ρ,Mal in terms of (X,x)ρ,MalMHS .
Proposition 4.26. For G → R and (X,x)ρ,Mal as above, the set
Hom($1(X,x)
ρ,Mal, G)MHSρ (resp. Hom($1(X,x)
ρ,Mal, G)MTSρ ) of morphisms
O(G)→ O($1(X,x)ρ,Mal)
of ind-MHS (resp. ind-MTS) in Hopf algebras extending ρ is isomorphic to the fibre of the
morphism
Del(O(Xρ,MalMHS )⊗ˆ
Gm×RoS
A1×C∗ (u, αG)MHS)
x∗−→ Del((u, αG)Gm×SMHS )
(resp.
Del(O(Xρ,MalMTS )⊗ˆ
Gm×R×Gm
A1×C∗ (u, αG)MTS)
x∗−→ Del((u, αG)Gm×GmMTS ))
over γG. Here, the morphism of Deligne groupoids is induced by x : A
1×R×C∗ → Xρ,MalMHS
(resp. x : A1 ×R× C∗ → Xρ,MalMTS ).
Proof. We will prove this for the MHS case only; the MTS case can be recovered by
replacing S with Gm.
An element of Hom($1(X,x)
ρ,Mal, G)MHSρ is just a Gm × S-equivariant morphism ψ :
G(X,x)ρ,MalMHS → GMHS of pro-unipotent extensions of A1×R×C∗. The proof of Proposition
4.19 gives a choice σ : R × SL2 → G(X,x)ρ,MalMHS of section, and the argument above shows
that there must exist u ∈ Γ(A1 × SL2, UMHS)Gm×S = W0γ0U(S) with ψ ◦ σ = adu ◦ σG.
Then ad−1u ◦ ψ preserves the Levi decompositions, giving an R-equivariant morphism f :
g⊗ S → u⊗ S of pro-Lie algebras in quasi-MHS over S, with
ψ(r · g) = u · r · f(g) · u−1,
for r ∈ R, g ∈ exp(g).
We also need ψ to commute with N . Looking at N ◦ψ = ψ ◦N restricted to R, we need
[uf(γ)u−1, uru−1] = [γG + αG(u)u
−1, uru−1]
for r ∈ R, and γ as in the proof of Proposition 4.19. Equivalently, there exists b ∈
W0γ
0(uR ⊗S(−1)) with u−1γGu+ u−1αG(u) = f(γ) + b Looking at ψ on g ∈ exp(g) then
gives the condition that αG ◦ f(g)− f ◦ α(g) = [b, f(g)].
A different choice of u would be of the form uv, for v ∈ Γ(A1×SL2, UMHS)Gm×RoS , and
we then have to replace (f, b) with (adv−1f, v
−1bv + v−1αG(v)).
We now proceed by developing an equivalent description of the Deligne groupoids. De-
fine a Gm ×Ro S-equivariant DG algebra A over O(A1)⊗RO(C∗) by
An = (O(A1)⊗O(W¯g)n ⊗O(SL2))⊕ (O(A1)⊗O(W¯g)n−1 ⊗O(SL2)(−1)),
with differential dW¯ ± (N + α). Then
MC(A⊗Gm×RoS
O(A1)⊗RO(C∗) ((u, αG)MHS)
consists of pairs
(f, b) ∈ (Hom(g, row∗1ξ(u,MHS))× Γ(A1 × SL2, row∗1ξ(u,MHS)(−1)))Gm×RoS ,
satisfying the the Maurer-Cartan conditions. These are equivalent to saying that f is a
Lie algebra homomorphism, and that αG ◦ f(g)− f ◦ α(g) = [b, f(g)].
Meanwhile,
MC((u, αG)MHS)
Gm×S = W0γ
0(u⊗ S(−1)),
Gg((u, αG)MHS)
Gm×S = W0γ
0U(S),
Gg(A⊗Gm×RoS
O(A1)⊗RO(C∗) (u, αG)MHS) = W0γ
0UR(S).
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There is a morphism A→ O(A1)⊗O(R)⊗RO(C∗) determined on generators by γ : g∨ →
O(A1)⊗O(SL2)(−1) in level 1, for γ as in the proof of Proposition 4.19.
Thus the fibre of the Deligne groupoids
Del(A⊗Gm×RoS
O(A1)⊗RO(C∗) (u, αG)MHS)→ Del((u, αG)MHS)Gm×S)
over γG consists of (f, b) as above, together with u ∈ W0γ0U(S) mapping γG to f(γ) + b
under the gauge action of Definition 3.24. Morphisms in this groupoid are given by v ∈
W0γ
0UR(S), mapping (f, b, u) to (adv−1f, v−1bv+ v−1αG(v), vu). Taking v = u−1, we see
that fibre is therefore equivalent to the groupoid with objects Hom($1(X,x)
ρ,Mal, G)MHSρ
and trivial morphisms.
Finally, observe that Corollary 4.12 combines with the proof of Proposition 4.19 to give
a quasi-isomorphism
A ' O(Xρ,MalMHS )
in DGAlgO(A1)⊗RO(C∗)(Gm×RoS)↓(O(A1)⊗O(R)⊗RO(C∗)), where the augmentation
map O(Xρ,MalMHS )→ O(A1)⊗O(R)⊗RO(C∗) is given by x. Therefore there is an equivalence
Del(A⊗Gm×RoS
O(A1)⊗RO(C∗)
(u, αG)MHS) ' Del(O(X) ⊗Gm×RoSO(A1)⊗RO(C∗) (u, αG)MHS)
of groupoids over Del((u, αG)MHS)
Gm×S) (by [GM] Theorem 2.4), giving the required re-
sult. 
5. Mixed Hodge structures on relative Malcev homotopy types of
compact Ka¨hler manifolds
Fix a compact Ka¨hler manifold X and a point x ∈ X.
5.1. Real homotopy types.
Definition 5.1. Define the Hodge filtration on the real homotopy type (X ⊗ R, x) by
(X ⊗ R, x)F := (SpecR × C∗ x−→ Spec j∗A˜•(X)) ∈ Ho(C∗ ↓dgZAffC∗(S)), for j : C∗ → C
and A˜•(X) as in Definition 2.1.
Definition 5.2. Define the algebraic mixed Hodge structure (X ⊗ R, x)MHS on (X ⊗
R, x) to be Spec of the Rees algebra associated to the good truncation filtration Wr =
τ≤rj∗A˜•(X), equipped with the augmentation A˜•(X)
x∗−→ O(C).
Define (gr(X ⊗ R)MHS, 0) to be the unique morphism SpecR → SpecH∗(X,R), deter-
mined by the isomorphism H0(X,R) ∼= R. Now
(X ⊗ R, x)MHS ×hA1 {0} = (C∗
x−→ Spec grW j∗A˜•(X)),
and there is a canonical quasi-isomorphism grW j∗A˜•(X) → H ∗(j∗A˜•(X)). As in the
proof of Corollary 2.9, this is S-equivariantly isomorphic to H∗(X,R)⊗O(C∗), giving the
opposedness quasi-isomorphism
(X ⊗ R, x)×hA1 {0}
∼←− (gr(X ⊗ R)MHS, 0)× C∗.
Proposition 5.3. The algebraic MHS (X ⊗ R, x)MHS splits on pulling back along row1 :
SL2 → C∗. Explicitly, there is an isomorphism
(X ⊗ R, x)MHS ×RC∗,row1 SL2 ∼= A1 × (gr(X ⊗ R)MHS, 0) × C∗,
in Ho(A1 × SL2 ↓ dgZAffA1×SL2(Gm × S)), whose pullback to 0 ∈ A1 is given by the
opposedness isomorphism.
Proof. Corollary 2.9 establishes the corresponding splitting for the Hodge filtration (X ⊗
R, x)F, and good truncation commutes with everything, giving the splitting for (X ⊗
R, x)MHS. The proof of Corollary 2.9 ensures that pulling the S-splitting back to 0 ∈ A1
gives row∗1 applied to the opposedness isomorphism. 
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Corollary 5.4. There are natural pro-MHS on the homotopy groups pin(X ⊗ R, x).
Proof. Apply Theorem 4.20 in the case R = 1, noting that Proposition 5.3 gives the
requisite S-splitting. 
Corollary 5.5. For S as in Example 1.23, and for all n ≥ 1, there are S-linear isomor-
phisms
pin(X ⊗ R, x)∨ ⊗R S ∼= pin(H∗(X,R))∨ ⊗R S,
of quasi-MHS, compatible with Whitehead brackets and Hurewicz maps. The graded
map associated to the weight filtration is just the pullback of the standard isomorphism
grWpin(X ⊗ R, x) ∼= pin(H∗(X,R)) (coming from the opposedness isomorphism).
Proof. The S-splitting of Proposition 5.3 allows us to apply Theorem 4.21, giving isomor-
phisms
pin(X ⊗ R, x)∨ ⊗R S ∼= $n(gr(X ⊗R)MHS, 0)∨ ⊗R S
of quasi-MHS.
The definition of gr(X⊗R)MHS implies that $n(gr(X ⊗R)MHS, 0) = pin−1G¯(H∗(X,R)),
giving the required result. 
5.1.1. Comparison with Morgan. We now show that our mixed Hodge structure on homo-
topy groups agrees with the mixed Hodge structure given in [Mor] for simply connected
varieties.
Proposition 5.6. The mixed Hodge structures on homotopy groups given in Corollary 5.4
and [Mor] Theorem 9.1 agree.
Proof. In [Mor] §6, a minimal model M was constructed for A •(X,C), equipped with a
bigrading (i.e. a Gm×Gm-action). The associated quasi-isomorphism ψ :M→ A •(X,C)
satisfies ψ(Mpq) ⊂ τ≤p+qF pA •(X,C). Thus ψ is a map of bifiltered DGAs. It is also
a quasi-isomorphism of DGAs, but we need to show that it is a quasi-isomorphism of
bifiltered DGAs. By [Mor] Lemma 6.2b, ψ maps H∗(Mpq) isomorphically to Hpq(X,C),
so the associated Rees algebras are quasi-isomorphic.
Equivalently, this says that we have a Gm ×Gm-equivariant quasi-isomorphism
ξ(A˜•(X) ⊗O(C) O(A1C); τ) ' ξ(M;F,W ).
over the subscheme A1 × A1C ⊂ A1 × C˜∗ given by u − iv = 1 as in Lemma 1.12. Now,
Lemma 3.46 gives equivalences
DGZAlgA1×C˜∗(Gm × S) ∼= DGZAlgA1×C˜∗(Gm × SC)
∼= DGZAlgA1×A1
C
×Gm,C
(Gm ×Gm,C ×Gm,C)
' DGZAlgA1×A1
C
(Gm ×Gm,C),
so ξ(M;F,W ) ⊗ O(Gm,C) is quasi-isomorphic to ξ(A˜•(X) ⊗O(C) O(C˜∗), τ), which is just
the pullback p∗O((X ⊗ R)MHS) along p : C˜∗ → C∗. Equivalently, M is a C˜∗-splitting
(rather than an SL2-splitting) of the MHS on O(X ⊗ R).
Note thatM0 = C, so there is a unique mapM→ C, and thus ξ(M;F,W )⊗O(Gm,C)
is quasi-isomorphic to p∗O((X ⊗ R)MHS) in DGAlgA1×C˜∗(Gm × S) ↓O(A1 × C˜∗). Since
p factors through row1 : SL2 → C∗ by Lemma 1.16, we have a morphism q : RO(C∗) →
O(C˜∗), and the construction of Proposition 4.19 then gives a quasi-isomorphism
q∗G(X ⊗ R, x)MHS ' ξ(exp(G(M));W,F )
of Gm × S-equivariant pro-nilpotent Lie algebras over A1 × C˜∗.
Taking homotopy groups as in the proof of Theorem 4.20, we see that
q∗$n(X ⊗ R, x)MHS ∼= ξ(Hn−1(G(M));W,F ).
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Now, under the equivalences of Theorem 3.28, Hn−1(G(M))∨ = Hn(LM/R ⊗LM R). Since
M is cofibrant, this is just Hn(Ω(M/R) ⊗M R). Finally, M is minimal, so the complex
Ω(M/R) ⊗M R is isomorphic to the indecomposables I of M, with trivial differential.
This means that Hn−1(G(M))∨ ∼= In, and
ξ($n(X ⊗ C, x)∨;W,F ) = p∗ξ($n(X ⊗ R, x)∨,MHS) ∼= ξ(In;W,F ),
so the Hodge and weight filtrations from Theorem 4.20 and [Mor] agree. 
5.2. Relative Malcev homotopy types.
5.2.1. The reductive fundamental groupoid is pure of weight 0.
Lemma 5.7. There is a canonical action of the discrete group U δ1 on the real reductive
pro-algebraic completion $1(X,x)
red of the fundamental group pi1(X,x).
Proof. By Tannakian duality, this is equivalent to establishing a U δ1 -action on the category
of real semisimple local systems on X. This is just the unitary part of the C∗-action on
complex local systems from [Sim3]. Given a real C∞ vector bundle V with a flat connection
D, there is an essentially unique pluriharmonic metric, giving a unique decomposition
D = d+ + ϑ of D into antisymmetric and symmetric parts. In the notation of [Sim3],
d+ = ∂+ ∂¯ and ϑ = θ+ θ¯. Given t ∈ U δ1 , we define t~D by d++ t ϑ = ∂+ ∂¯+ tθ+ t−1θ¯
(for  as in Definition 2.2), which preserves the metric. 
5.2.2. Variations of Hodge structure. The following results are taken from [Pri1] §2.3.
Definition 5.8. Given a discrete group Γ acting on a pro-algebraic group G, define ΓG
to be the maximal quotient of G on which Γ acts algebraically. This is the inverse limit
lim←−αGα over those surjective maps
G→ Gα,
with Gα algebraic (i.e. of finite type), for which the Γ-action descends to Gα. Equivalently,
O(ΓG) is the sum of those finite-dimensional Γ-representations of O(G) which are closed
under comultiplication.
Definition 5.9. Define the quotient group VHS$1(X,x) of $1(X,x) by
VHS$1(X,x) :=
Uδ1$1(X,x)
red.
Remarks 5.10. This notion is analogous to the definition given in [Pri5] of the maximal quo-
tient of the l-adic pro-algebraic fundamental group on which Frobenius acts algebraically.
In the same way that representations of that group corresponded to semisimple subsystems
of local systems underlying Weil sheaves, representations of VHS$1(X,x) will correspond
to local systems underlying variations of Hodge structure (Proposition 5.12).
Proposition 5.11. The action of U1 on
VHS$1(X,x) is algebraic, in the sense that
U1 × VHS$1(X,x)→ VHS$1(X,x)
is a morphism of schemes.
It is also an inner action, coming from a morphism
U1 → (VHS$1(X,x))/Z(VHS$1(X,x))
of pro-algebraic groups, where Z denotes the centre of the group.
Proof. In the notation of Definition 5.8, write $1(X,x) = lim←−αGα. As in [Sim3] Lemma
5.1, the map
Aut(Gα)→ Hom(pi1(X,x), Gα)
is a closed immersion of schemes, so the map
U δ1 → Aut(Gα)
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is analytic, hence continuous. This means that it defines a one-parameter subgroup, so is
algebraic. Therefore the map
U1 × VHS$1(X,x)→ VHS$1(X,x)
is algebraic, as VHS$1(X,x) = lim←−Gα.
Since $1(X,x)
red is a reductive pro-algebraic group, Gα is a reductive algebraic group.
This implies that the connected component Aut(Gα)
0 of the identity in Aut(Gα) is given
by
Aut(Gα)
0 = Gα(x, x)/Z(Gα).
Since
VHS$1(X,x)/Z(
VHS$1(X,x)) = lim←−Gα/Z(Gα),
we have an algebraic map
U1 → VHS$1(X,x)/Z(VHS$1(X,x)),
as required. 
Proposition 5.12. The following conditions are equivalent:
(1) V is a representation of VHS$1(X,x);
(2) V is a representation of $1(X,x)
red such that t~ V ∼= V for all t ∈ U δ1 ;
(3) V is a representation of $1(X,x)
red such that t ~ V ∼= V for some non-torsion
t ∈ U δ1 .
Moreover, representations of VHS$1(X,x) o U1 correspond to weight 0 variations of
Hodge structure on X.
Proof.
1. =⇒ 2. If V is a representation of VHS$1(X,x), then it is a representation of $1(X,x)red,
so is a semisimple representation of $1(X,x). By Lemma 5.11, t ∈ U δ1 is an
inner automorphism of VHS$1(X,x), coming from g ∈ VHS$1(X,x), say. Then
multiplication by g gives the isomorphism t~ V ∼= V .
2. =⇒ 3. Trivial.
3. =⇒ 1. Let M be the monodromy group of V ; this is a quotient of $1(X,x)red. The
isomorphism t ~ V ∼= V gives an element g ∈ Aut(M), such that g is the image
of t in Hom(pi1(X,x),M), using the standard embedding of Aut(M) as a closed
subscheme of Hom(pi1(X,x),M). The same is true of g
n, tn, so the image of U1 in
Hom(pi1(X,x),M) is just the closure of {gn}n∈Z, which is contained in Aut(M),
as Aut(M) is closed. For any s ∈ U δ1 , this gives us an isomorphism s~ V ∼= V , as
required.
Finally, a representation of VHS$1(X,x) o U1 gives a semisimple local system V =
ker(D : V → V ⊗A 0 A 1) (satisfying one of the equivalent conditions above), together
with a coassociative coaction µ : (V ,D) → (V ⊗ O(U1), t ~ D) of ind-finite-dimensional
local systems, for t = a + ib ∈ O(U1) ⊗ C. This is equivalent to giving a decomposition
V ⊗C =⊕p+q=0 V pq with V pq = V qp, and with the decomposition D = ∂+ ∂¯+ tθ+ t−1θ¯
(as in Lemma 5.7) satisfying
∂ : V pq → V pq ⊗A 10, θ¯ : V pq → V p+1,q−1 ⊗A 01,
which is precisely the condition for V to be a VHS. Note that if we had chosen V not
satisfying one of the equivalent conditions, then (V ⊗ O(U1), t ~ D) would not yield an
ind-finite-dimensional local system. 
Lemma 5.13. The obstruction ϕ to a surjective map α : $1(X,x)
red → R, for R algebraic,
factoring through VHS$1(X,x) lies in H
1(X, adBα), for adBα the vector bundle associated
to the adjoint representation of α on the Lie algebra of R. Explicitly, ϕ is given by
ϕ = [iθ − iθ¯], for θ ∈ A10(X, adBα) the Higgs form associated to α.
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Proof. We have a real analytic map
U1 × pi1(X,x)→ R,
and α will factor through VHS$1(X,x) if and only if the induced map
U1
φ−→ Hom(pi1(X,x), R)/Aut(R)
is constant. Since R is reductive and U1 connected, it suffices to replace Aut(R) by the
group of inner automorphisms. On tangent spaces, we then have a map
iR
D1φ−−→ H1(X, adBα);
let ϕ ∈ H1(X, adBα) be the image of i. The description ϕ = [iθ− iθ¯] comes from differen-
tiating eir ~D = ∂ + ∂¯ + eirθ + e−ir θ¯ with respect to r.
If φ is constant, then ϕ = 0. Conversely, observe that for t ∈ U1(R), Dtφ = tD1φt−1,
making use of the action of U δ1 on Hom(pi1(X,x), G). If ϕ = 0, this implies that Dtφ = 0
for all t ∈ U δ1 , so φ is constant, as required. 
5.2.3. Mixed Hodge structures.
Theorem 5.14. If R is any quotient of VHS$1(X,x)
red
R , then there is an algebraic mixed
Hodge structure (X,x)ρ,MalMHS on the relative Malcev homotopy type (X,x)
ρ,Mal, where ρ
denotes the quotient map to R.
There is also an S-equivariant splitting
A1 × (gr(X,x)ρ,MalMHS , 0) × SL2 ' (Xρ,Mal, x)MHS ×RC∗,row1 SL2
on pulling back along row1 : SL2 → C∗, whose pullback over 0 ∈ A1 is given by the
opposedness isomorphism.
Proof. By Proposition 5.11, we know that representations of R all correspond to local
systems underlying polarised variations of Hodge structure, and that the U δ1 -action on
VHS$1(X,x)
red
R descends to an inner algebraic action on R, via U1 → R/Z(R). This allows
us to consider the semi-direct products RoU1 and RoS of pro-algebraic groups, making
use of the isomorphism U1 ∼= S/Gm.
The R-representation O(Bρ) = Bρ ×R O(R) in local systems of R-algebras on X thus
has an algebraic U1-action, denoted by (t, v) 7→ t~ v for t ∈ U1, v ∈ O(Bρ), and we define
an S-action on the de Rham complex
A
∗(X,O(Bρ)) = A
∗(X,R) ⊗R O(Bρ)
by λ (a⊗ v) := (λ  a)⊗ ( λ¯λ ~ v), noting that the  and ~ actions commute. This gives
an action on the global sections
A∗(X,O(Bρ)) := Γ(X,A
∗(X,O(Bρ))).
It follows from [Sim3] Theorem 1 that there exists a harmonic metric on every semisimple
local system V, and hence on O(Bρ). We then decompose the connection D as D = d
++ϑ
into antisymmetric and symmetric parts, and let Dc := i  d+ − i  ϑ. To see that this is
independent of the choice of metric, observe that for C = −1 ∈ U1 acting on $1(X,x)red,
antisymmetric and symmetric parts are the 1- and −1-eigenvectors.
Now, we define the DGA A˜•(X,O(Bρ)) on C by
A˜•(X,O(Bρ)) := (A
∗(X,O(Bρ))⊗R O(C), uD + vDc),
and we denote the differential by D˜ := uD + vDc. Note that the  S-action makes this
S-equivariant over C. Thus A˜(X,O(Bρ)) ∈ DGAlgC(R o S), and we define the Hodge
filtration by
(Xρ,MalF , x) := (R× C∗
x−→ (Spec A˜(X,O(Bρ))) ×C C∗) ∈ dgZAffC∗(R)∗(S),
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making use of the isomorphism O(Bρ)x ∼= O(R).
We then define the mixed Hodge structure (Xρ,MalMHS , x) by
(A1 ×R× C∗ x−→ (Spec ξ(A˜(X,O(Bρ)), τ)) ×C C∗) ∈ dgZAffA1×C∗(R)∗(Gm × S),
with (grXρ,MalMHS , 0) given by
(R→ SpecH∗(X,O(Bρ))) ∈ dgZAff(R)∗(S).
The rest of the proof is now the same as in §5.1, using the principle of two types from
[Sim3] Lemmas 2.1 and 2.2. Corollary 2.9 adapts to give the quasi-isomorphism
(Xρ,MalMHS , x)×RC∗,row1 SL2 ' (grXρ,MalMHS , 0) × SL2,
which gives the splitting. 
Observe that this theorem easily adapts to multiple basepoints, as considered in Remark
4.9.
Remark 5.15. Note that the filtration W here and later is not related to the weight tower
W ∗F 0 of [KPT2] §3, which does not agree with the weight filtration of [Mor]. W ∗F 0
corresponded to the lower central series filtration Γng on g := Ru(G(X)
alg), given by
Γ1g = g and Γng = [Γn−1g, g], by the formula W
iF 0 = g/Γn+1g. Since this is just
the filtration G¯(Fil) coming from the filtration Fil−1A
• = 0,Fil0A
• = R, Fil1A
• = A•
on A•, it amounts to setting higher cohomology groups to be pure of weight 1; [KPT2]
Proposition 3.2.6(4) follows from this observation, as the graded pieces griWF
0 defined in
[KPT2] Definition 3.2.3 are just gri+1G(Fil)g.
Corollary 5.16. In the scenario of Theorem 5.14, the homotopy groups $n(X
ρ,Mal, x) for
n ≥ 2, and the Hopf algebra O($1(Xρ,Mal, x)) carry natural ind-MHS, functorial in (X,x),
and compatible with the action of $1 on $n, the Whitehead bracket and the Hurewicz maps
$n(X
ρ,Mal, x)→ Hn(X,O(Bρ))∨.
Moreover, there are S-linear isomorphisms
$n(X
ρ,Mal, x)∨ ⊗ S ∼= pin(H∗(X,O(Bρ)))∨ ⊗ S
O($1(X
ρ,Mal, x))⊗ S ∼= O(Rn pi1(H∗(X,O(Bρ)))) ⊗ S
of quasi-MHS. The associated graded map from the weight filtration is just the pullback of
the standard isomorphism grW$∗(X
ρ,Mal) ∼= pi∗(H∗(X,O(Bρ))).
Here, pi∗(H
∗(X,O(Bρ))) are the homotopy groups H∗−1G¯(H
∗(X,O(Bρ))) associated to
the R o S-equivariant DGA H∗(X,O(Bρ)) (as constructed in Definition 3.22), with the
induced real Hodge structure.
Proof. Theorem 5.14 provides the data required by Theorems 4.20 and 4.21 to construct
S-split ind-MHS on homotopy groups. 
Remark 5.17. If we have a set T of several basepoints, then Remark 4.23 gives S-split
ind-MHS on the algebras O($1(X;x, y)
ρ,Mal), compatible with the pro-algebraic groupoid
structure. The S-split ind-MHS on ($n(X,x)ρ,Mal)∨ are then compatible with the co-
action
($n(X,x)
ρ,Mal)∨ → O($1(X;x, y)ρ,Mal)⊗ ($n(X, y)ρ,Mal)∨.
Remark 5.18. Corollary 5.16 confirms the first part of [Ara] Conjecture 5.5. If V is a
k-variation of Hodge structure on X, for a field k ⊂ R, and R is the Zariski closure
of pi1(X,x) → GL(Vx), the conjecture states that there is a natural ind-k-MHS on the
k-Hopf algebra O($1(X
ρ,Mal, x)ρ,Mal). Applying Corollary 5.16 to the Zariski-dense real
representation ρR : pi1(X,x) → R(R) gives a real ind-MHS on the real Hopf algebra
O($1(X
ρ,Mal, x)ρR,Mal) = O($1(X
ρ,Mal, x)ρ,Mal) ⊗k R. The weight filtration is just given
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by the lower central series on the pro-unipotent radical, so descends to k, giving an ind-k-
MHS on the k-Hopf algebra O($1(X
ρ,Mal, x)ρ,Mal).
If V is a variation of Hodge structure on X, and R = GL(Vx), then Corollary 5.16
recovers the ind-MHS on O($1(X
ρ,Mal, x)) first described in [Hai4] Theorem 13.1. If T
is a set of basepoints, and R is the algebraic groupoid R(x, y) = Iso(Vx,Vy) on objects
T , then Remark 5.17 recovers the ind-MHS on $1(X
ρ,Mal;T ) first described in [Hai4]
Theorem 13.3.
Corollary 5.19. If pi1(X,x) is algebraically good with respect to R and the homo-
topy groups pin(X,x) have finite rank for all n ≥ 2, with each pi1(X,x)-representation
pin(X,x) ⊗Z R an extension of R-representations, then Theorem 4.20 gives mixed Hodge
structures on pin(X,x) ⊗ R for all n ≥ 2, by Theorem 3.16.
Before stating the next proposition, we need to observe that for any morphism f : X →
Y of compact Ka¨hler manifolds, the induced map pi1(X,x) → pi1(Y, fx) gives rise to a
map $1(X,x)
red → $1(Y, fx)red of reductive pro-algebraic fundamental groups. This is
not true for arbitrary topological spaces, but holds in this case because semisimplicity is
preserved by pullbacks between compact Ka¨hler manifolds, since Higgs bundles pull back
to Higgs bundles.
Proposition 5.20. If we have a morphism f : X → Y of compact Ka¨hler manifolds, and
a commutative diagram
pi1(X,x)
f−−−−→ pi1(Y, fx)
ρ
y y%
R
θ−−−−→ R′
of groups, with R,R′ real reductive pro-algebraic groups to which the U δ1 -actions de-
scend and act algebraically, and ρ, % Zariski-dense, then the natural map (Xρ,Mal, x) →
θ](Y %,Mal,fx) = (Y %,Mal, fx)×BR′ BR extends to a natural map
(Xρ,MalMHS , x)→ θ](Y %,MalMHS , fx)
of algebraic mixed Hodge structures.
Proof. This is really just the observation that the construction A˜•(X,V) is functorial in
X. 
Note that, combined with Theorem 3.10, this gives canonical MHS on homotopy types
of homotopy fibres.
6. Mixed twistor structures on relative Malcev homotopy types of
compact Ka¨hler manifolds
Let X be a compact Ka¨hler manifold.
Theorem 6.1. If ρ : (pi1(X,x))
red
R → R is any quotient, then there is an algebraic mixed
twistor structure on the relative Malcev homotopy type (X,x)ρ,Mal, functorial in (X,x),
which splits on pulling back along row1 : SL2 → C∗, with the pullback of the splitting over
0 ∈ A1 given by the opposedness isomorphism.
Proof. For O(Bρ) as in Definition 3.31, we define a Gm-action on the de Rham complex
A
∗(X,O(Bρ)) = A
∗(X,R) ⊗R O(Bρ)
by taking the -action of Gm on A ∗(X,R), acting trivially on O(Bρ).
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There is an essentially unique harmonic metric on O(Bρ), and we decompose the connec-
tion D as D = d++ϑ into antisymmetric and symmetric parts, and let Dc := id+− iϑ.
Now, we define the DGA A˜(X,O(Bρ)) on C by
A˜•(X,O(Bρ)) := (A
∗(X,O(Bρ))⊗R O(C), uD + vDc),
and we denote the differential by D˜ := uD + vDc. Note that the -action of Gm makes
this Gm-equivariant over C. Thus A˜(X,O(Bρ)) ∈ DGAlgC(R×Gm). The construction is
now the same as in Theorem 5.14, except that we only have a Gm-action, rather than an
S-action. 
Observe that this theorem easily adapts to multiple basepoints, as considered in Remark
4.9.
Corollary 6.2. In the scenario of Theorem 6.1, the homotopy groups $n(X
ρ,Mal, x) for
n ≥ 2, and the Hopf algebra O($1(Xρ,Mal, x)) carry natural ind-MTS, functorial in (X,x),
and compatible with the action of $1 on $n, the Whitehead bracket and the Hurewicz maps
$n(X
ρ,Mal, x)→ Hn(X,O(Bρ))∨.
Moreover, there are S-linear isomorphisms
$n(X
ρ,Mal,x)∨ ⊗ S ∼= pin(H∗(X,O(Bρ)))∨ ⊗ S
O($1(X
ρ,Mal, x))⊗ S ∼= O(Rn pi1(H∗(X,O(Bρ)))) ⊗ S
of quasi-MTS. The associated graded map from the weight filtration is just the pullback of
the standard isomorphism grW$∗(X
ρ,Mal) ∼= pi∗(H∗(X,O(Bρ))).
Proof. Theorem 6.1 provides the data required by Theorems 4.20 and 4.21 to construct
S-split ind-MTS on homotopy groups. 
6.1. Unitary actions. Although we only have a mixed twistor structure (rather than a
mixed Hodge structure) on general Malcev homotopy types, $1(X,x)
red has a discrete
unitary action, as in Lemma 5.7. We will extend this to a discrete unitary action on the
mixed twistor structure. On some invariants, this action will become algebraic, and then
we have a mixed Hodge structure as in Lemma 1.35.
For the remainder of this section, assume that R is any quotient of $1(X,x)
red to which
the action of the discrete group U δ1 descends, but does not necessarily act algebraically,
and let ρ : pi1(X,x)→ R be the associated representation.
Proposition 6.3. The mixed twistor structure (Xρ,MalMTS , x) of Theorem 6.1 is equipped
with a U δ1 -action, satisfying the properties of Lemma 1.35 (except algebraicity of the ac-
tion). Moreover, there is a U δ1 -action on gr(X
ρ,Mal
MTS , 0), such that the Gm×Gm-equivariant
splitting
A1 × gr(Xρ,MalMTS , 0)× SL2 ∼= (Xρ,MalMTS , x)×RC∗,row1 SL2
of Theorem 6.1 is also U δ1 -equivariant.
Proof. Since U δ1 acts on R, it acts on O(Bρ), and we denote this action by v 7→ t ~ v,
for t ∈ U δ1 . We may now adapt the proof of Theorem 5.14, defining the U δ1 -action on
A ∗(X,R)⊗R O(Bρ) by setting t (a⊗ v) := (t  a)⊗ (t2 ~ v) for t ∈ U δ1 . 
Remark 6.4. Note that taking R = (pi1(X,x))
red
R satisfies the conditions of the Proposition.
Taking the fibre over
(
1 0
−i 1
) ∈ SL2(R) of the S-splitting from Theorem 6.1 gives the
formality result of [KPT2], namely Xρ,Mal ∼= Xρ,MalT,(1,i), since −id+ dc = −2i∂¯. Now, (−i, 1)
is not a stable point for the S-action, but has stabiliser 1 × Gm,C ⊂ SC. In [KPT2], it is
effectively shown that this action of Gm(C) ∼= C∗ lifts to a discrete action on Xρ,MalT,(1,i). From
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our algebraic Gm-action and discrete U1-action on X
ρ,Mal
T , we may recover the restriction
of this action to U1 ⊂ C∗, with t2 acting as the composition of t ∈ Gm(C) and t ∈ U1.
Another type of Hodge structure defined on Xρ,Mal was the real Hodge structure (i.e. S-
action) of [Pri1]. This corresponded to taking the fibre of the splitting over ( 1 00 1 ), giving an
isomorphismXρ,Mal ∼= grXρ,MalMTS , and then considering the S-action on the latter. However,
that Hodge structure was not in general compatible with the Hodge filtration.
Now, Proposition 6.3 implies that the mixed twistor structures on homotopy groups
given in Theorem 4.20 have discrete U1-actions. By Lemma 1.35, we know that this will
give a mixed Hodge structure whenever the U1-action is algebraic.
6.1.1. Evaluation maps. For a group Γ, let S(Γ) denote the category of Γ-representations
in simplicial sets.
Definition 6.5. Given X ∈ S(R(A)), define C•(X,O(R)⊗A) ∈ cAlg(R) by
Cn(X,O(R)⊗A) := HomR(A)(Xn, A⊗O(R)).
Lemma 6.6. Given a real algebra A, the functor sAffA(R)→ S(R(A)) given by Y 7→ Y (A)
is right Quillen, with left adjoint X 7→ SpecC•(X,O(R)⊗A).
Proof. This is essentially the same as [Pri3] Lemma 3.52, which takes the case A = R. 
Recall from [GJ] Lemma VI.4.6 that there is a right Quillen equivalence
holim−→R(A) : S(R(A) → S ↓ BR(A), with left adjoint given by the covering system func-
tor X 7→ X˜ .
Definition 6.7. Given f : X → BR(A), define
C•(X,O(Bf )) := C
•(X˜,O(R)⊗A).
Lemma 6.8. Given a real algebra A, the functor sAffA(R) → S ↓BR(A) given by Y 7→
holim−→R(A) Y (A) is right Quillen, with left adjoint
(X
f−→ BR(A)) 7→ SpecC•(X,O(Bf )).
Proof. The functor sAff(R) → S(R(A)) given by Y 7→ Y (A) is right Quillen, with left
adjoint as in Lemma 6.6. Composing this right Quillen functor with holim−→R(A) gives the
right Quillen functor required. 
6.1.2. Analyticity.
Lemma 6.9. There is a group homomorphism√
h : pi1(X,x)→ R(Uan1 ),
invariant with respect to the U δ1 -action given by combining the actions on R and U
an
1 , such
that 1∗
√
h = ρ : pi1(X,x)→ R(R), for 1 : SpecR→ Uan1 .
Proof. This is just the unitary action from Lemma 5.7, given on connections by√
h(t)(d+, ϑ) = (d+, t  ϑ), for t ∈ U1. The analyticity of the isomorphism between de
Rham and Betti spaces from [Sim4] then shows that the map U1 × pi1(X,x) → R is
analytic. For more details, see [Pri4] Proposition 1.5, taking C = −1 ∈ U1. 
Informally, this gives an analyticity property of the discrete U1-action, and we now wish
to show a similar analyticity property for the U δ1 -action on the mixed twistor structure
(Xρ,Mal, x)MTS of Proposition 6.3. Recalling that XT = XMTS×RA1{1}, we want an analytic
map
(X,x) × U1 → Rholim−→
R
(Xρ,Mal, x)T
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over C∗.
The following is essentially [Pri1] §3.3.2:
Proposition 6.10. For the U δ1 -actions on grX
ρ,Mal
MTS of Proposition 6.3 and on U
an
1 , there
is a U δ1 -invariant map
h ∈ HomHo(S0↓BR(Uan1 ))(Sing(X,x),R holim−→
R(Uan1 )
(X,x)ρ,MalT (U
an
1 )C∗)),
extending the map h : X → BR(Uan1 ) corresponding to the group homomorphism h :
pi1(X,x) → R(Uan1 ) given by h(t) =
√
h(t2), for
√
h as in Lemma 6.9 and t ∈ U1. Here,
(Xρ,Mal, x)T(U
an
1 )C∗ := HomC∗(U
an
1 , (X
ρ,Mal, x)T).
Moreover, for 1 : SpecR→ Uan1 , the map
1∗h : Sing(X,x)→ (Rholim
−→
R(R)
(Xρ,Mal, x)T(U
an
1 )C∗)×BR(Uan1 ) BR(R)
in Ho(S0 ↓BR(R)) is just the canonical map
Sing(X,x)→ Rholim
−→
R(R)
(Xρ,Mal(R), x).
Proof. By Lemma 6.8, this is equivalent to giving a U δ1 -equivariant morphism
SpecC•(Sing(X), O(Bh))→ (Xρ,Mal, x)T ×RC∗ Uan1
in Ho((R × Uan1 ) ↓ sAffUan1 (R)), noting that for the trivial map f : {x} → BR(Uan1 ),
we have C•({x}, O(Bf )) = O(R) ⊗ O(Uan1 ), so x ↪→ X gives a map R × Uan1 →
SpecC•(Sing(X), O(Bh)).
Now, the description of the U1-action in Lemma 6.9 shows that the local system O(Bh)
on X has a resolution given by
(A ∗(X,O(Bρ))⊗R O(Uan1 ), d+ + t−2  ϑ),
for t the complex co-ordinate on U1, so C
•(Sing(X), O(Bh))
x∗−→ O(R)⊗ O(Uan1 ) is quasi-
isomorphic to E•
x∗−→ O(R)⊗O(Uan1 ), where
E• := D(A∗(X,O(Bρ))⊗R O(Uan1 ), d+ + t−2  ϑ),
for D the denormalisation functor.
Now, O(U1) is the quotient of O(S) given by R[u, v]/(u
2 + v2 − 1), where t = u + iv,
and then
uD + vDc = t  d+ + t¯  ϑ = t  (d+ + t−2  ϑ).
Thus t gives a U δ1 -equivariant quasi-isomorphism from R × Uan1 x−→ SpecE• to
(XT, x)
ρ,Mal ×C∗ Uan1 , as required. 
Corollary 6.11. For all n, the map pin(X,x)×U1 → $n(Xρ,Mal, x)T, given by composing
the map pin(X,x)→ $n(Xρ,Mal, x) with the U δ1 -action on (Xρ,Mal, x)T, is analytic.
Proof. Proposition 6.10 gives a U δ1 -invariant map
pin(h) : pin(X,x)→ pin(R holim−→
R(Uan1 )
(Xρ,Mal, x)T(U
an
1 )C∗).
It therefore suffices to prove that
pin(R holim−→
R(Uan1 )
(Xρ,Mal, x)T(U
an
1 )C∗) = $n(X
ρ,Mal, x)T(U
an
1 )C∗ .
Observe that the morphism S → C∗ factors through row1 : SL2 → C∗, via the map
S → SL2 given by the S-action on the identity matrix. This gives us a factorisation
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of Uan1 → C∗ through SL2, using the maps Uan1 → U1 ⊂ S. It thus gives a morphism
Uan1 → SpecRO(C∗), so the SL2-splitting of Theorem 6.1 gives an equivalence
(Xρ,Mal, x)T ×RC∗ Uan1 ' (grXρ,MalMTS , 0)× Uan1 .
Similarly, we may pull back the grouplike MTS G(X,x)ρ,MalMTS from Proposition 4.19 to
a dg pro-algebraic group over Uan1 , and the SL2-splitting then gives us an isomorphism
$n(X,x)
ρ,Mal
T ×C∗ Uan1 ∼= $n(grXρ,MalMTS , 0) × Uan1 ,
compatible with the equivalence above.
Thus it remains only to show that
pin(R holim−→
R(Uan1 )
(grXρ,MalMTS , 0)(U
an
1 )) = $n(grX
ρ,Mal
MTS , 0)(U
an
1 ).
Now, write grXρ,MalMTS ' W¯Ng under the equivalences of Theorem 3.28, for g ∈ sNˆ (R).
By [Pri3] Lemma 3.53, the left-hand side becomes pin(W¯ (Rn exp(g))(U
an
1 )), which is just
pin−1((Rnexp(g))(U
an
1 )), giving (Rnexp(pi0g))(U
an
1 ) for n = 1, and (pin−1g)(U
an
1 ) for n ≥ 2.
Meanwhile, the right-hand side is (R n exp(H0Ng))(U
an
1 ) for n = 1, and (Hn−1Ng)(U
an
1 )
for n ≥ 2. Thus the required isomorphism follows from the Dold-Kan correspondence. 
Hence (for R any quotient of ($1(X,x))
red
R to which the U
δ
1 -action descends), we have:
Corollary 6.12. If the group $n(X,x)
ρ,Mal is finite-dimensional and spanned by the image
of pin(X,x), then the former carries a natural S-split mixed Hodge structure, which extends
the mixed twistor structure of Corollary 6.2. This is functorial in (X,x) and compatible
with the action of $1 on $n, the Whitehead bracket, the R-action, and the Hurewicz maps
$n(X,x)
ρ,Mal → Hn(X,O(Bρ))∨.
Proof. The splittings of Theorem 4.21 and Proposition 6.3 combine with Corollary 6.11 to
show that the map
pin(X,x) × U1 → $n(grXρ,MalMTS , 0)
is analytic. Since the splitting also gives an isomorphism $n(grX
ρ,Mal
MTS , 0)
∼= $n(X,x)ρ,Mal,
we deduce that pin(X,x) spans $n(grX
ρ,Mal
MTS , 0), so the U1 action on $n(grX
ρ,Mal
MTS , 0) is
analytic.
Since any finite-dimensional analytic U1-action is algebraic, this gives us an algebraic
U1-action on $n(grX
ρ,Mal
MTS , 0). Retracing our steps through the splitting isomorphisms,
this implies that the U1-action on $n(X,x)
ρ,Mal
MTS is algebraic. As in Lemma 1.35, this gives
an algebraic Gm×S-action on row∗1$n(Xρ,MalMTS ), so we have a mixed Hodge structure. That
this is S-split follows from Proposition 6.3, since the S-splitting of the MTS in Corollary
6.2 is U1-equivariant. 
Remark 6.13. Observe that if pi1(X,x) is algebraically good with respect to R and the
homotopy groups pin(X,x) have finite rank for all n ≥ 2, with the local system pin(X,−)⊗Z
R an extension of R-representations, then Theorem 3.16 implies that $n(X
ρ,Mal, x) ∼=
pin(X,x) ⊗ R, ensuring that the hypotheses of Corollary 6.12 are satisfied.
7. Variations of mixed Hodge and mixed twistor structures
Fix a compact Ka¨hler manifold X.
Definition 7.1. Define the sheaf A˜ •(X) of DGAs on X ×C by
A˜
• = (A ∗ ⊗R O(C), ud+ vdc),
for co-ordinates u, v as in §1.1. We denote the differential by d˜ := ud + vdc. Note that
Γ(X, A˜ •) = A˜•(X), as given in Definition 2.1.
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Definition 7.2. Define a real C∞ family of mixed Hodge (resp. mixed twistor) structures
E on X to be of a finite locally free S-equivariant (resp. Gm-equivariant) j
−1A˜ 0X-sheaf on
X×C∗ equipped with a finite increasing filtration WiE by locally free S-equivariant (resp.
Gm-equivariant) subbundles such that for all x ∈ X, the pullback of E to x corresponds
under Proposition 1.40 to a mixed Hodge structure (resp. corresponds under Corollary
1.48 to a mixed twistor structure).
Lemma 7.3. A (real) variation of mixed Hodge structures (in the sense of [SZ]) on X is
equivalent to a real C∞ family of mixed twistor structures E on X, equipped with a flat
S-equivariant d˜-connection
D˜ : E → E ⊗
j−1A˜ 0X
j−1A˜ 1X ,
compatible with the filtration W .
Proof. Given a real VMHS V, we obtain a C∞ family E := ξ(V⊗A 0,F) of mixed Hodge
structures (in the notation of Corollary 1.8), and the connection D : V ⊗ A 0 → V ⊗A 1
gives D˜ = ξ(D,F). S-equivariance of D˜ is equivalent to the condition
D : F p(V ⊗A 0 ⊗ C)→ F p(V⊗A 0 ⊗ C)⊗A 0X⊗C A
01 ⊕ F p−1(V ⊗A 0 ⊗ C)⊗A 0X⊗C A
10,
corresponding to a Hodge filtration on V⊗OX , with D : F p(V⊗OX)→ F p−1(V⊗OX)⊗OX
ΩX . 
Definition 7.4. Adapting [Sim2] §1 from complex to real structures, we define a (real)
variation of mixed twistor structures (or VMTS) on X to consist of a real C∞ family of
mixed twistor structures E on X, equipped with a flat Gm-equivariant d˜-connection
D : E → E ⊗
j−1A˜ 0
j−1A˜ 1,
compatible with the filtration W .
Definition 7.5. Given an ind-MHS (resp. ind-MTS) structure on a Hopf algebra O(Π),
define an MHS (resp. MTS) representation of G to consist of a MHS (resp. MTS) V ,
together with a morphism
V → V ⊗O(Π)
of ind-MHS (resp. ind-MTS), co-associative with respect to the Hopf algebra comultipli-
cation.
Fix a representation ρ : pi1(X,x)→ R as in Theorem 5.14.
Theorem 7.6. For % : pi1(X,x) → VHS$1(X,x) (resp. % : pi1(X,x) → $1(X,x)red) the
category of MHS (resp. MTS) representations of $1(X
%,Mal, x) is equivalent to the category
of real variations of mixed Hodge structure (resp. variations of mixed twistor structure)
on X. Under this equivalence, the forgetful functor to real MHS (resp. MTS) sends a real
VMHS (resp. VMTS) V to Vx.
For R any quotient of VHS$1(X,x) (resp. $1(X,x)
red) and ρ : pi1(X,x) → R, MHS
(resp. MTS) representations of $1(X
ρ,Mal, x) correspond to real VMHS (resp. VMTS) V
whose underlying local systems are extensions of R-representations.
Proof. We will prove this for VMHS. The proof for VMTS is almost identical, replacing S
with Gm, and Proposition 1.40 with Proposition 1.48.
Given an MHS representation ψ : $1(X
ρ,Mal, x) → GL(V ) for an MHS V , let S0V be
the maximal semisimple subrepresentation of V , and define the increasing filtration SiV
inductively by the property that (SiV/Si−1V ) is the maximal semisimple subrepresenta-
tion of V/(Si−1V ). Then let GL
S(V ) ≤ GL(V ) consist of automorphisms respecting the
filtration S. Then ψ induces a morphism R → ∏iGL(grSi V ) = GLS(V )red, and we set
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G = GLS(V ) ×GLS(V )red R. The Hopf algebra O(G) then inherits an ind-MHS structure
from V , and U := ker(G→ R) is the matrix group I + S−1End(V ).
The S-splitting of $1(Xρ,Mal, x) gives a section R×SpecS → $1(Xρ,Mal, x) compatible
with the ind-MHS, which combines with ψ to give a section σG : R × SpecS → G. As in
§4.4, this gives rise to γG ∈ γ0(S−1End(V )⊗ˆS(−1)) with σG + NσG = ad1+γG ◦ σG. If
we set
V ′ := ker(id ⊗N − γG : V ⊗ S → V ⊗ S(−1)),
then it follows that V ′ is a real R-representation, with V ′ → V ′⊗O(R) a morphism of quasi-
MHS. Since γG is nilpotent, V ⊗ S ∼= V ′ ⊗ S and grSV = grSV ′. Since O($1(Xρ,Mal, x))
is of non-negative weights, with O($1(X
ρ,Mal, x)red) = O(R) of weight 0, this also implies
grWV ∼= grWV ′. Thus V ′ is a MHS, and V ′ is an MHS representation of R.
Proposition 1.40 then associates to V ′ a locally free OA1 ⊗OC∗-module E′ on X ×A1×
C∗, equipped with a Gm × S-action on E′ ⊗ A 0X , compatible with the O(A1) ⊗ O(SL2)-
multiplication. The fibre at (1, 1) ∈ A1 × C∗ is the local system V′ associated to the
R-representation V ′. If D′ = id ⊗ d : E′ ⊗ A 0X → E′ ⊗ A 1X is the associated connection,
then by Proposition 5.12 the element (s, λ) ∈ Gm(R)× S(R) sends D′ to λ¯λ ~D′.
Proposition 1.40 then gives a MHS on the C∞-family V ′ := V′ ⊗A 0X , with E′ ⊗A 0X =
ξ(V ′,MHS), and the connection D′ : V ′ → V ′ ⊗A 0X A
1
X preserves W , with
∂ : F pF¯ q(V ′ ⊗ C) → A 10X ⊗ F pF¯ q(V ′ ⊗ C),
θ : F pF¯ q(V ′ ⊗ C) → A 10X ⊗ F p−1F¯ q+1(V ′ ⊗C).
This implies that the filtration F descends to V′⊗OX = ker(∂¯+ θ¯), that the connection D′
satisfies Griffiths transversality, and that grWV′ is a VHS. Thus V′ is a semisimple VMHS
on X.
We next put a quasi-MHS on the DG Lie algebra
A•(X,S−1End(V
′)),
with weight filtration and Hodge filtration given by
WnA
•(X,S−1End(V
′)) =
∑
i+j=n
τ≤iA•(X,WjS−1End(V
′))
F pAm(X,S−1End(V
′)⊗ C) =
∑
i+j=p
Ai,m−i(X,F jS−1End(V
′)⊗ C).
Now, the derivation
αG = id⊗N − [γG,−] : S−1End(V )⊗ S → S−1End(V )⊗ S(−1)
corresponds under the isomorphism V ⊗ S ∼= V ′ ⊗ S to the derivation
id⊗N : S−1End(V ′)⊗ S → S−1End(V ′)⊗ S(−1),
so the morphism of Deligne groupoids from Proposition 4.26 is
Del(W0γ
0(A•(X,S−1End(V
′))⊗(S N−→ S(−1))))→ Del(W0γ0(S−1End(V ′)⊗(S N−→ S(−1)))).
Objects of the first groupoid are elements
(ω, η) ∈ γ0A1(X,W−1S−1End(V′)⊗ S)× γ0A0(X,W0S−1End(V′))⊗ S
satisfying [D′, ω] + ω2 = 0, [D′ + ω, η] +Nω = 0. This is equivalent to giving a (d +N)-
connection
D = (id⊗ d⊗ id)+ (id⊗ id⊗N)+ω+ η : V′⊗A 0⊗S → V′⊗A 1⊗S ⊕V′⊗A 0⊗S(−1)
with the composite
D2 : V′ ⊗A 0 ⊗ S → V′ ⊗A 2 ⊗ S ⊕ V′ ⊗A 1 ⊗ S(−1)
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vanishing. If we let V = kerD, then this gives V ⊗ A 0 ⊗ S ∼= V′ ⊗ A 0 ⊗ S, with
grWV = grWV′, so it follows that V is a VMHS.
A morphism in the second groupoid from x∗(ω, η) to γG is
g ∈ id +W0γ0(S−1End(V ′)⊗ S)
with the property that gDxg
−1 = αG+ γg. Since V = ker(α+ γG : V
′⊗S → V ′⊗S(−1)),
this means that g is an isomorphism Vx → V of MHS.
Thus the MHS representation V gives rise to a VMHS V equipped with an isomorphism
Vx ∼= V of MHS.
Conversely, given a VMHS V with Vx = V , let V
′ be its semisimplification. Since
V′ is a semisimple VMHS, the corresponding R-representation on V ′ = V′x is an MHS
representation, giving σ : R× SpecS → GL(V ′). We may then adapt Proposition 1.25 to
get an isomorphism V′ ⊗A 0X ⊗ S ∼= V′ ⊗A 0X ⊗ S of C∞-families of quasi-MHS, since A 0X
is flabby. We may therefore consider the difference
D −D′ : V′ ⊗A 0X ⊗ S → V′ ⊗A 1 ⊗ S ⊕V′ ⊗A 0 ⊗ S(−1)
between the (d+N)-connections associated to V and vv′. We may now reverse the argu-
ment above to show that this gives an object of the Deligne groupoid, and hence an MHS
representation $1(X
ρ,Mal, x)→ GL(V ). 
For ρ as in Theorem 7.6, we now have the following.
Corollary 7.7. There is a canonical algebra O($1X
ρ,Mal) in ind-VMHS (resp. ind-
VMTS) on X ×X, with O($1Xρ,Mal)x,x = O($1(Xρ,Mal, x)). This has a comultiplication
pr−113 O($1X
ρ,Mal)→ pr−112 O($1Xρ,Mal)⊗ pr−123 O($1Xρ,Mal)
on X × X × X, a co-identity ∆−1O($1Xρ,Mal) → R on X (where ∆(x) = (x, x)) and
a co-inverse τ−1O($1X
ρ,Mal) → O($1Xρ,Mal) (where τ(x, y) = (y, x)), all of which are
morphisms of algebras in ind-VMHS (resp. ind-VMTS).
There are canonical ind-VMHS (resp. ind-VMTS) Πn(Xρ,Mal) on X for all n ≥ 2, with
Πn(Xρ,Mal)x = $n(X
ρ,Mal, x)∨.
Proof. The left and right actions of $1(X
ρ,Mal, x) on itself make O($1(X
ρ,Mal, x)) into an
ind-MHS (resp. ind-MTS) representation of $1(X
ρ,Mal, x)2, so it corresponds under The-
orem 7.6 to an ind-VMHS (resp. ind-VMTS) O($1X
ρ,Mal) with the required properties.
Theorem 5.16 makes $n(X
ρ,Mal, x)∨ into an ind-MHS-representation of $1(X
ρ,Mal, x),
giving Πn(Xρ,Mal). 
Note that for any VMHS (resp. VMTS) V, this means that we have a canonical mor-
phism pr−12 V → pr−11 V ⊗ O($1X%,Mal) of ind-VMHS (resp. ind-VMTS) on X ×X, for %
as in Theorem 7.6.
Remark 7.8. Using Remarks 4.18 and 5.17, we can adapt Theorem 7.6 to any MHS/MTS
representation V of the groupoid $1(X
ρ,Mal;T ) with several basepoints (i.e. require that
V (x) → O($1(Xρ,Mal;x, y)) ⊗ V (y) be a morphism of ind-MHS/MTS). This gives a
VMHS/VMTS V, with canonical isomorphisms Vx ∼= V (x) of MHS/MTS for all x ∈ T .
Corollary 7.7 then adapts to multiple basepoints, since there is a natural represen-
tation of $1(X
ρ,Mal;T ) × $1(Xρ,Mal;T ) given by (x, y) 7→ O($1(Xρ,Mal;x, y)). This
gives a canonical Hopf algebra O($1X
ρ,Mal) in ind-VMHS/VMTS on X × X, with
O($1X
ρ,Mal)x,y = O($1(X
ρ,Mal;x, y) for all x, y ∈ T . Since this construction is func-
torial for sets of basepoints, we deduce that this is the VMHS /VMTS O($1X
ρ,Mal) of
Corollary 7.7 (which is therefore independent of the basepoint x). This generalises [Hai4]
Corollary 13.11 (which takes R = GL(Vx) for a VHS V).
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Likewise, the representation x 7→ $n(Xρ,Mal, x)∨ of $1(Xρ,Mal;T ) gives an ind-
VMHS/VMTS Πn(Xρ,Mal) (independent of x) on X with Πn(Xρ,Mal)x = $n(X
ρ,Mal, x)∨,
for all x ∈ X.
Remark 7.9. [Ara] introduces a quotient $1(X,x)
alg
k → pi1(X,x)hodgek over any field k ⊂ R,
characterised by the the property that representations of pi1(X,x)
hodge
k correspond to local
systems underlying k-VMHS on X.
Over any field k ⊂ R, there is a pro-algebraic group MTk over k, whose representations
correspond to mixed Hodge structures over k. If ρ : $1(X,x)
alg
k → VHS$1(X,x)k is the
largest quotient of the pro-k-algebraic completion with the property that the surjection
$1(X,x)
alg
R → $1(X,x)algk ⊗k R factors through VHS$1(X,x)R, then Theorem 5.16 and
Remark 5.18 give an algebraic action of MTk on $1(X,x)
ρ,Mal
k , with representations of
$1(X,x)
ρ,Mal
k oMTk being representations of$1(X,x)
ρ,Mal
k in k-MHS. Theorem 7.6 implies
that these are precisely k-VMHS on X, so [Ara] Lemma 2.8 implies that $1(X,x)
ρ,Mal
k =
pi1(X,x)
hodge
k .
For any quotient ρ′ : VHS$1(X,x)k → R (in particular if R is the image of the mon-
odromy representation of a k-VHS), Theorem 7.6 then implies that $1(X,x)
ρ′,Mal
k is a
quotient of pi1(X,x)
hodge
k , proving the second part of [Ara] Conjecture 5.5.
Note that this also implies that if V is a local system on X whose semisimplification
Vss underlies a VHS, then V underlies a VMHS (which need not be compatible with the
VHS on Vss).
Example 7.10. One application of the ind-VMHS on O($1X
ρ,Mal) from Corollary 7.7 is
to look at deformations of the representation associated to a VHS V. Explicitly, V gives
representations ρx :
VHS$1(X,x) → GL(Vx) for all x ∈ X, and for any Artinian local
R-algebra A with residue field R, we consider the formal scheme Fρx given by
Fρx(A) = Hom(pi1(X,x),GL(Vx ⊗A))×Hom(pi1(X,x),GL(Vx)) {ρx}.
Now, GL(Vx ⊗ A) = GL(Vx) n exp(gl(Vx) ⊗ m(A)), where m(A) is the maximal ideal
of A. If R(x) is the image of ρx, and ρ
′
x :
VHS$1(X,x) → R(x) is the induced morphism,
then
Fρx(A) = Hom($1(X,x)
ρ′x,Mal, R(x)n exp(gl(Vx)⊗m(A))ρx .
Thus Fρx is a formal subscheme contained in the germ at 0 of O($1(X,x)
ρ′x ,Mal)⊗ gl(Vx),
defined by the conditions
f(a · b) = f(a) ? (adρ′x(a)(f(b)))
for a, b ∈ $1(X,x)ρ′x ,Mal, where ? is the Campbell-Baker-Hausdorff product a ? b =
log(exp(a) · exp(b)).
Those same conditions define a family F(ρ) on X of formal subschemes contained in
(∆−1O($1X
ρ′,Mal))⊗gl(V), with F(ρ)x = Fρx . If F = Spf B, the VMHS on O($1Xρ
′,Mal)
and V then give B the natural structure of a (pro-Artinian algebra in) pro-VMHS. This
generalises [ES] to real representations, and also adapts easily to S-equivariant represen-
tations in more general groups than GLn. Likewise, if we took V to be any variation of
twistor structures, the same argument would make B a pro-VMTS.
7.1. Enriching VMTS. Say we have some quotient R of $1(X,x)
red to which the ac-
tion of the discrete group U δ1 descends, but does not necessarily act algebraically, and
let ρ : pi1(X,x) → R be the associated representation. Corollary 6.2 puts an ind-
MTS on the Hopf algebra O($1(X,x)
ρ,Mal), and Proposition 6.3 puts a U δ1 action on
ξ(O($1(X,x)
ρ,Mal),MTS), satisfying the conditions of Lemma 1.35.
FORMALITY AND SPLITTING OF REAL NON-ABELIAN MIXED HODGE STRUCTURES 57
Now take an MHS V , and assume that we have an MTS representation $1(X,x)
ρ,Mal →
GL(V ), with the additional property that the corresponding morphism
ξ(V,MHS)→ ξ(V,MHS)⊗ ξ(O($1(X,x)ρ,Mal),MTS)
of ind-MTS is equivariant for the U δ1 -action.
Now, grWn V is an MTS representation of gr
W
0 $1(X,x)
ρ,Mal = R, giving a U δ1 -equivariant
map
grWn V → grWn V ⊗O(R).
If V is the local system associated to V , then this is equivalent to giving a compatible
system of isomorphisms grWn V
∼= t ~ grWn V for t ∈ U1. Therefore Proposition 5.12 im-
plies that grWV is a representation of VHS$1(X,x). Letting R
′ be the largest common
quotient of R and VHS$1(X,x), this means that gr
WV is an R′-representation, so V is a
representation of $1(X,x)
ρ′,Mal, for ρ′ : pi1(X,x)→ R′.
Then we have a U1-equivariant morphism
ξ(V,MHS)→ ξ(V,MHS)⊗ ξ(O($1(X,x)ρ′,Mal),MHS)
of ind-MTS, noting that U1 now acts algebraically on both sides (using Corollary 4.20), so
Lemma 1.35 implies that this is a morphism of ind-MHS, and therefore that V is an MHS
representation of $1(X,x)
ρ′,Mal. Theorem 7.6 then implies that this amounts to V being
a VMHS on X.
Combining this argument with Corollary 6.11 immediately gives:
Proposition 7.11. Under the conditions of Corollary 6.12, the local system associated to
the pi1(X,x)-representation $n(X,x)
ρ,Mal naturally underlies a VMHS, which is indepen-
dent of the basepoint x.
8. Monodromy at the Archimedean place
Remark 4.22 shows that the mixed Hodge (resp. mixed twistor) structure on
G(X,x0)
R,Mal can be recovered from a nilpotent monodromy operator β : O(Rnexp(g))→
O(Rn exp(g))⊗S(−1), where g = G¯(H∗(X,O(Bρ))). In this section, we show how to cal-
culate the monodromy operator in terms of standard operations on the de Rham complex.
Definition 8.1. If there is an algebraic action of U1 on the reductive pro-algebraic group
R, set S′ := S. Otherwise, set S′ := Gm. These two cases will correspond to mixed Hodge
and mixed twistor structures, respectively.
We now show how to recover β explicitly from the formality quasi-isomorphism of
Theorem 5.14. By Corollary 4.12, β can be regarded as an element of
W−1Ext
0
H∗(X,O(Bρ))
(L•H∗(X,O(Bρ)), (H
∗(X,O(Bρ))→ O(R))⊗O(SL2)(−1))RoS′ .
Definition 8.2. Recall that we set D˜ = uD + vDc, and define D˜c := xD + yDc, for
co-ordinates ( u vx y ) on SL2. Note that D˜c is of type (0, 0) with respect to the S-action,
while D˜c is of type (1, 1).
As in the proof of Theorem 5.14, Corollary 2.9 adapts to give RnS′-equivariant quasi-
isomorphisms
H∗(X,O(Bρ))⊗O(SL2) p←− ZD˜c
i−→ row∗1A˜•(X,O(Bρ))
of DGAs, where ZD˜c := ker(D˜
c) ∩ row∗1A˜• (so has differential D˜). These are moreover
compatible with the augmentation maps to O(Bρ)x0 ⊗O(SL2) = O(R)⊗O(SL2).
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Definition 8.3. For simplicity of exposition, we denote these objects by H∗,Z•,A•, so
the quasi-isomorphisms become
H∗ ⊗O(SL2) p←− Z• i−→ A•.
We also set O := O(R), H∗ := H∗ ⊗O(SL2) and O := O ⊗O(SL2).
This gives the following Rn S′-equivariant quasi-isomorphisms of Hom-complexes:
RHomA(LA/O(C),A(−1) x0
∗−−→ O(−1)) i
∗
// RHomZ(LZ/O(C),A(−1) x0
∗−−→ O(−1))
RHomZ(LZ/O(C),Z(−1)→ O(−1))
i∗
22
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
p∗ // RHomZ(LZ/O(C),H(−1)→ O(−1))
RHomH(LH/O(C),H(−1)→ O(−1)).
p∗
22
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
(Note that, since H0 = R and Z0 = O(SL2), in both cases the augmentation maps to O
are independent of the basepoint x0.) The final expression simplifies, as
L(H⊗O(SL2))/O(C)
∼= (LH/R ⊗O(SL2))⊕ (H⊗ Ω(SL2/C)).
The derivation N : O(SL2)→ O(SL2)(−1) has kernel O(C), so yields an O(C) derivation
A→ A(−1), and hence an element
(N, 0) ∈ HomA,RnS′(LA,A(−1) x0
∗−−→ O(−1))0 with d(N, 0) = (0, N ◦ x0∗).
The chain of quasi-isomorphisms then yields a homotopy-equivalent element f in the final
space, and we may choose the homotopies to annihilate O(SL2)(−1) = Ω(SL2/C) ⊂ LZ ,
giving
β ∈ RHomH,RnS′(LH,H(−1)⊗O(SL2)→ O(−1))0 with dβ = 0,
noting that N ◦ x0∗ = 0 on H ⊂ H ⊗ O(SL2), and that f restricted to H ⊗ Ω(SL2/C) is
just the identification H⊗ Ω(SL2/C) ∼= H(−1)⊗O(SL2).
8.1. Reformulation via E∞ derivations.
Definition 8.4. Given a commutative DG algebra B without unit, define E(B) to be the
real graded Lie coalgebra CoLie(B[1]) freely cogenerated by B[1]. Explicitly, CoLie(V ) =⊕
n≥1CoLie
n(V ), where CoLien(V ) is the quotient of V ⊗n by the elements
shpq(v1 ⊗ . . . vn) :=
∑
σ∈Sh(p,q)
±vσ(1) ⊗ . . . ⊗ vσ(n),
for p, q > 0 with p+ q = n. Here, Sh(p, q) is the set of (p, q) shuﬄe permutations, and ±
is the Koszul sign.
E(B) is equipped with a differential dE(B) defined on cogenerators B[1] by
(qB + dB) : (
∧2
(B[1])⊕B[1])[−1]→ B[1],
where qB : Symm
2B → B is the product on B. Since d2E(B) = 0, this turns E(B) into a
differential graded Lie coalgebra.
Freely cogenerated differential graded Lie coalgebras are known as strong homotopy
commutative algebras (SHCAs). A choice of cogenerators V for and SHCAE is then known
as an E∞ or C∞ algebra. For more details, and analogies with L∞ algebras associated to
DGLAs, see [Kon]. Note that when B is concentrated in strictly positive degrees, E(B) is
dual to the dg Lie algebra G(B ⊕ R) of Definition 3.22.
FORMALITY AND SPLITTING OF REAL NON-ABELIAN MIXED HODGE STRUCTURES 59
Definition 8.5. The functor E has a left adjoint O(W¯+), given by O(W¯+(C)) :=⊕
n>0 Symm
n(C[−1]), with differential as in Definition 3.22. In particular, if C = g∨,
for g ∈ dgNˆ , then R⊕O(W¯+C) = O(W¯g).
For any dg Lie coalgebra C, we therefore define O(W¯C) to be the unital dg algebra
R⊕O(W¯+C).
Now, the crucial property of this construction is that O(W¯+E(B)) is a cofibrant re-
placement for B in the category of non-unital dg algebras (as follows for instance from the
proof of [Pri6] Theorem 4.55, interchanging the roˆles of Lie and commutative algebras).
Therefore for any dg algebra B over A, O(W¯E(B))⊗O(W¯E(A))A is a cofibrant replacement
for B over A, so
LB/A ' ker(Ω(O(W¯E(B)))⊗O(W¯E(B)) B → Ω(O(W¯E(A))) ⊗O(W¯E(A)) B).
Thus
RHomZ(LZ , B) ' Der(O(W¯E(Z)) ⊗O(W¯E(R)) R, B),
the complex of derivations over R. This in turn is isomorphic to the complex
DerE(R)(E(Z), E(B))
of dg Lie coalgebra derivations. The remainder of this section is devoted to constructing
explicit homotopy inverses for the equivalences above, thereby deriving the element
β = (α, γ) ∈ Der (E(H), E(H) ⊗O(SL2))0 ×Der (E(H), E(R) ⊗O(SL2))−1
required by Remark 4.22, noting that the second term can be rewritten to give γ ∈ G(H)0.
8.2. Ka¨hler identities. By [Sim3] §, we have first-order Ka¨hler identities
D∗ = −[Λ,Dc], (Dc)∗ = [Λ,D]
(noting that our operator Dc differs from Simpson’s by a factor of −i), with Laplacian
∆ = [D,D∗] = [Dc, (Dc)∗] = −DΛDc +DcΛD +DDcΛ + ΛDDc.
Since uy − vx = 1, we also have
∆ = −D˜ΛD˜c + D˜cΛD˜ + D˜D˜cΛ+ ΛD˜D˜c.
Definition 8.6. Define a semilinear involution ∗ on O(SL2)⊗C by u∗ = y, v∗ = −x. This
corresponds to the map A 7→ (A†)−1 on SL2(C). The corresponding involution on S is
given by λ∗ = λ¯−1, for λ ∈ S(R) ∼= C∗.
The calculations above combine to give:
Lemma 8.7.
D˜∗ = −[Λ, D˜c] D˜c∗ := [Λ, D˜].
Note that this implies that D˜D˜c
∗
+ D˜c
∗
D˜ = 0. Also note that Green’s operator G
commutes with D˜ and D˜c as well as with Λ, and hence with D˜∗ and D˜c
∗
.
The working above yields the following.
Lemma 8.8.
∆ = [D˜, D˜∗] = [D˜c, D˜c
∗
] = −D˜ΛD˜c + D˜cΛD˜ + D˜D˜cΛ+ ΛD˜D˜c.
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8.3. Monodromy calculation. Given any operation f on A or Z, we will simply denote
the associated dg Lie coalgebra derivation on E(A) or E(Z) by f , so dE(A) = D˜+q = dE(Z).
Note that the complex Der(C,C) of coderivations of a dg Lie coalgebra C has the natural
structure of a DGLA, with bracket [f, g] = f ◦ g − (−1)deg f deg gg ◦ f . When C = E(B),
this DGLA is moreover pro-nilpotent, since E(B) =
⊕
n≥1CoLie
n(B[1]), so
Der(E(B), E(B)) = lim←−
n
Der (
⊕
1≤m≤n
CoLiem(B[1]),
⊕
1≤m≤n
CoLiem(B[1])).
Since [D˜c, D˜∗] = 0 and
id = prH +G∆ = prH +G(D˜
cD˜c
∗
+ D˜c
∗
D˜c),
it follows that Im (D˜c
∗
) is a subcomplex of Z = ker(D˜c), and Z = H⊗O(SL2)⊕ Im (D˜c∗).
Definition 8.9. Decompose Im (D˜c
∗
) as B ⊕ C, where B = ker(D˜) ∩ Im (D˜c∗), and C
is its orthogonal complement. Since i : Z → A is a quasi-isomorphism, D˜ : C → B is
an isomorphism, and we may define hi : A → A[−1] by hi(z + b + c) = D˜−1b ∈ C, for
z ∈ Z, b ∈ B, c ∈ C. Thus h2i = 0, and id = prZ + D˜hi + hiD˜. Explicitly,
hi := GD˜
∗ ◦ (1− prZ) = G2D˜∗D˜c
∗
D˜c = G2D˜c
∗
D˜cD˜∗,
where G is Green’s operator and prZ is orthogonal projection onto Z. Since D˜D˜c = DDc,
we can also rewrite this as G2D∗Dc∗D˜c.
Lemma 8.10. Given a derivation f ∈ Der (E(Z), E(A))0 with [q, f ] + [D˜, f ] = 0, let
γi(f) :=
∑
n≥0
(−1)n+1hi ◦ [q, hi]n ◦ (f + hi ◦ [q, f ]).
Then γi(f) ∈ Der(E(Z), E(A))−1, and
f + [dE , γ
i(f)] = prZ ◦ (
∑
n≥0
(−1)n ◦ [q, hi]n ◦ (f + hi ◦ [q, f ])),
so lies in Der(E(Z), E(Z))0.
Proof. First, observe that hi is 0 on Z, so g ◦ hi = 0 for all g ∈ Der (E(Z), E(A)), and
therefore hi ◦ g = [hi, g] is a derivation. If we write adq(g) = [q, g], then adq(hi ◦ e) =
[q, hi] ◦ e, for any e ∈ Der(E(Z), E(A))0 with [q, e] = 0. Then
adq(hi ◦ adq(hi ◦ e)) = [q, hi ◦ [q, hi] ◦ e] = [q, hi] ◦ [q, hi] ◦ e+ hi ◦ 1
2
[[q, q], hi] ◦ e,
which is just [q, hi]
2 ◦ e, since q2 = 0 (which amounts to saying that the multiplication on
A is associative), so ad2q = 0.
Now,
adq(hi ◦ f) = [q, hi ◦ f ] = [q, hi] ◦ f − hi ◦ [q, f ],
and this lies in ker(adq). Proceeding inductively, we get
γi(f) :=
∑
n≥0
(−1)n+1(adhiadq)nadhif,
which is clearly a derivation. Note that the sum is locally finite because the nth term
maps CoLiem(Z) to CoLiem−n(A).
Now, let y :=
∑
n≥0(−1)n(adqadhi)nf , so γi(f) = −[hi, y] = −hi ◦ y. Set f ′ := f +
[dE , γ
i(f)]; we wish to show that [D˜, hi ◦ f ′]+hi ◦ [D˜, f ′] = 0. Note that f +[q, γi(f)] = y,
so
f ′ = f − [q, hi ◦ y]− [D˜, hi ◦ y] = y − [D˜, hi] ◦ y − hi ◦ [D˜, y].
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Since prZ = (id− [D˜, hi]), it only remains to show that hi ◦ [D˜, y] = 0, or equivalently that
hi ◦ [D˜, f ′] = 0.
Now, 0 = [dE , f
′] = [D˜, f ′] + [q, f ′]. Since [q,Z] ⊂ Z, this means that
hi ◦ [D˜, f ′] = −hi ◦ [q, hi ◦ [D˜, f ′]].
Since hi ◦adq maps CoLien(A[1]) to CoLien−1(A[1]), this means that hi ◦ [D˜, f ′] = 0, since
hi ◦ [D˜, f ′] = (−hi ◦ adq)n ◦ (hi ◦ [D˜, f ′]) for all n, and this is 0 on CoLien(A[1]). 
Definition 8.11. On the complex Z, define hp := GD˜∗, noting that this is also isomorphic
to GD˜cΛ here.
Lemma 8.12. Given a derivation f ∈ Der(E(Z), E(H))0 with [q, f ] + [D˜, f ] = 0, let
γp(f) :=
∑
n≥0
(−1)n+1(f + [q, f ] ◦ hp) ◦ [q, hp]n ◦ hp.
Then γp(f) ∈ Der(E(Z), E(H))−1, and
f + [dE , γ
p(f)] = (
∑
n≥0
(−1)n(f + [q, f ] ◦ hp) ◦ [q, hp]n) ◦ prH,
where prH is orthogonal projection onto harmonic forms. Thus f + [dE , γ
p(f)] lies in
Der(E(H), E(H))0.
Proof. The proof of Lemma 8.10 carries over, since the section of p : Z → H given by
harmonic forms corresponds to a decomposition Z = H⊕ Im (D˜c). Then hp makes p into
a deformation retract, as [hp, D˜] = prH on Z. 
Theorem 8.13. For g = G(H∗(X,O(Bρ))), the monodromy operator
β : O(Ro exp(g))→ O(Ro exp(g))⊗O(SL2)(−1)
at infinity, corresponding to the MHS (or MTS) on the homotopy type (X,x0)
ρ,Mal is given
β = α+ adγx0 , where α : g
∨ → g∨ ⊗O(SL2)(−1) is
α =
∑
b>0a≥0
(−1)a+b+1prH ◦ ([q,G2D∗Dc∗] ◦ D˜c)b ◦ (D˜ ◦ [q,GΛ]) ◦ (D˜c ◦ [q,GΛ])a ◦ s
+
∑
b>0,a>0
(−1)a+b[q,prH] ◦ ([q,G2D∗Dc∗] ◦ D˜c)b ◦ (D˜ ◦GΛ) ◦ (D˜c ◦ [q,GΛ])a ◦ s,
for s : H → A the inclusion of harmonic forms. Meanwhile, γx0 ∈ g⊗ˆO(SL2)(−1) is
γx0 ◦ s =
∑
a≥0,b≥0
(−1)a+b(x∗0 ◦ hi ◦ ([q,G2D∗Dc∗] ◦ D˜c)b ◦ (D˜ ◦ [q,GΛ]) ◦ (D˜c ◦ [q,GΛ])a ◦ s
+
∑
a>0,b>0
(−1)a+bx∗0 ◦ ([q,G2D∗Dc∗] ◦ D˜c)b ◦ (D˜ ◦GΛ) ◦ (D˜c ◦ [q,GΛ])a ◦ s.
Proof. The derivation N : A → A(−1) yields a coderivation N ∈ Der(E(Z), E(A))0
with [q, f ] = [D˜, f ] = 0. Lemma 8.10 then gives γi(N) ∈ Der(E(Z), E(A))−1 with N +
[dE , γ
i(N)] ∈ Der(E(Z), E(Z))0 . Therefore, in the cone complex Der(E(Z), E(A)) x∗−→
Der(E(Z), E(cO)), the derivation N is homotopic to
(N + [dE , γ
i(N)], γi(N)x0) ∈ Der (E(Z), E(Z))0 ⊕Der(E(Z), E(O))−1.
Explicitly,
γi(N) =
∑
n≥0
(−1)n+1hi ◦ [q, hi]n ◦N
N + [dE , γ
i(N)] = prZ ◦ (
∑
n≥0
(−1)n ◦ [q, hi]n ◦N.
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Setting f := N + [dE , γ
i(N)], we next apply Lemma 8.12 to the pair (p ◦ f, γi(N)x0). If
s : H → Z denotes the inclusion of harmonic forms, we obtain
α ◦ s = p ◦ f + [dE , γp(p ◦ f)],
γx0 ◦ s = γi(N)x0 + γp(p ◦ f)x0 + [dE , γp(γi(N)x0) + γp(p ◦ f)x0)].
Now,
α =
∑
m≥0
(−1)m(p ◦ f + [q, p ◦ f ] ◦ hp) ◦ [q, hp]m ◦ s
=
∑
m≥0,n≥0
(−1)m+nprH ◦ [q, hi]n ◦N ◦ [q, hp]m ◦ s
+
∑
m≥0,n≥0
(−1)m+n[q,prH] ◦ [q, hi]n ◦N ◦ hp ◦ [q, hp]m ◦ s
since p ◦ prZ = prH, [q,N ] = 0 and ad2q = 0.
Now, N ◦g = [N, g]+g ◦N , but N is 0 on H ⊂ H, while [N, s]=0 (since s is SL2-linear).
Since hi = G
2D∗Dc∗D˜c, hp = D˜cGΛ and [q, D˜c] = 0, we get [q, hi] = [q,G
2D∗Dc∗] ◦ D˜c
and [q, hp] = D˜c ◦ [q,GΛ]. In particular, this implies that [q, hi] ◦ D˜c = 0 and that
[N, [q, hp]] = D˜ ◦ [q,GΛ], since [N,GΛ] = [N, q] = 0.
Thus
α =
∑
n,a,c≥0
(−1)n+a+c+1prH ◦ [q, hi]n ◦ [q, hp]c ◦ (D˜ ◦ [q,GΛ]) ◦ [q, hp]a ◦ s
+
∑
m,n≥0
(−1)m+n[q,prH] ◦ [q, hi]n ◦ (D˜ ◦GΛ) ◦ [q, hp]m ◦ s
+
∑
n,a,c≥0
(−1)m+n[q,prH] ◦ [q, hi]n ◦ D˜c ◦GΛ ◦ [q, hp]c ◦ (D˜ ◦ [q,GΛ]) ◦ [q, hp]a ◦ s.
When n = 0, all terms are 0, since prH ◦ D˜ = prH ◦ D˜c = 0, and [q, hp] = D˜c ◦ [q,GΛ].
For n 6= 0, the first sum is 0 whenever c 6= 0, and the final sum is always 0 (since
[q, hi] ◦ D˜c = 0). If m = 0, the second sum is also 0, as D˜ ◦ GΛ equals GD˜c∗ on ker(D˜),
so is 0 on H. Therefore (writing b = n), we get
α =
∑
b>0,a≥0
(−1)a+b+1prH ◦ [q, hi]b ◦ (D˜ ◦ [q,GΛ]) ◦ [q, hp]a ◦ s
+
∑
b>0,a>0
(−1)a+b[q,prH] ◦ [q, hi]b ◦ (D˜ ◦GΛ) ◦ [q, hp]a ◦ s,
and substituting for [q, hi] and [q, hp] gives the required expression.
Next, we look at γx0 . First, note that Λ|Z1 = 0, so hp|Z1 = 0, and therefore hp (and
hence γp(p ◦ f)) restricted to CoLien(Z1) is 0, so x∗0 ◦ γp(p ◦ f) = 0. Thus
γx0 ◦ s = γi(N)x0 + [dE , γp(γi(N)x0)]
=
∑
m≥0
(−1)m(γi(N)x0 + [q, γi(N)x0 ] ◦ hp) ◦ [q, hp]m ◦ s
=
∑
m,n≥0
(−1)m+n+1x∗0 ◦ hi ◦ [q, hi]n ◦N ◦ [q, hp]m ◦ s
+
∑
m,n≥0
(−1)m+n+1[q, x∗0 ◦ hi ◦ [q, hi]n ◦N ] ◦ hp ◦ [q, hp]m ◦ s.
On restricting to H ⊂ H, we may replace N ◦ g with [N, g] (using the same reasoning
as for α). Now, [q, hi]
n+1 ◦ hp = 0, and on expanding out D˜c ◦ [N, [q, hp]m], all terms but
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one vanish, giving
γx0 ◦ s =
∑
m>0,n≥0
(−1)m+n+1x∗0 ◦ hi ◦ [q, hi]n ◦ (D˜ ◦ [q,GΛ]) ◦ [q, hp]m−1 ◦ s
+
∑
m>0,n≥0
(−1)m+n+1x∗0 ◦ [q, hi]n+1 ◦ (D˜ ◦GΛ) ◦ [q, hp]m ◦ s,
which expands out to give the required expression. 
Remark 8.14. This implies that the MHS O($1(X,x0)
ρ,Mal) is just the kernel of
β ⊗ id + adγx0 ⊗ id + id⊗N : O(Ro exp(H0g))⊗ S → O(Ro exp(H0g))⊗ S(−1),
where β, γx0 here denote the restrictions of β, γx0 in Theorem 8.13 to SpecS =
(
1 0
A1 1
) ⊂
SL2.
Likewise, ($n(X,x0)
ρ,Mal)∨ is the kernel of
β ⊗ id + adγx0 ⊗ id + id⊗N : (Hn−1g)∨ ⊗ S → (Hn−1g)∨ ⊗ S(−1)
Examples 8.15. Since q maps CoLien(H) to CoLien−1(H), we need only look at
the truncations of the sums in Theorem 8.13 to calculate the MHS or MTS on
G(X,x0)
R,Mal/[RuG(X,x0)
R,Mal]m, where [K]1 = K and [K]n+1 = [K, [K]m].
(1) Since all terms involve q, this means that G(X,x0)
R,Mal/[RuG(X,x0)
R,Mal]2 '
Rn H>0(X,O(Bρ))
∨[1], the equivalence respecting the MHS (or MTS). This just
corresponds to the quasi-isomorphism s : H∗(X,O(Bρ))→ A•(X,O(Bρ)) of cochain
complexes, since the ring structure on A•((X,O(Bρ)) is not needed to recover
G(X,x0)
R,Mal/[RuG(X,x0)
R,Mal]2.
(2) The first non-trivial case is G(X,x0)
R,Mal/[RuG(X,x0)
R,Mal]3. The only contri-
butions to β here come from terms of degree 1 in q. Thus α vanishes on this
quotient, which means that the obstruction to splitting the MHS is a unipotent
inner automorphism.
The element γx0 becomes
x∗0 ◦ hi ◦ D˜ ◦ [q,GΛ] ◦ s = x∗0 ◦G2D∗Dc∗D˜cD˜ ◦ [q,GΛ] ◦ s
= x∗0 ◦G2D∗Dc∗DcD ◦ [q,GΛ] ◦ s,
which we can rewrite as x∗0◦prIm (D∗Dc∗)◦[q,GΛ]◦s, where prIm (D∗Dc∗) is orthogonal
projection onto Im (D∗Dc∗). Explicitly, γx0 ∈ ([g]2/[g]3)⊗ˆO(SL2) corresponds to
the morphism
∧2H1 → O(R)⊗O(SL2) given by
v ⊗ w 7→ (prIm (D∗Dc∗)GΛ(s(v) ∧ s(w)))x0 ,
since Λ|H1 = 0.
Since [g]2/[g]3 lies in the centre of g/[g]3, this means that adγx0 acts trivially on
Ru(G(X,x0)
R,Mal)/[RuG(X,x0)
R,Mal]3, so G(X,x0)
R,Mal/[RuG(X,x0)
R,Mal]3 is an
extension
1→ Ru(G(X,x0)R,Mal)/[RuG(X,x0)R,Mal]3 → G(X,x0)R,Mal/[RuG(X,x0)R,Mal]3 → R→ 1
of split MHS. Thus γx0 is the obstruction to any Levi decomposition respecting
the MHS, and allowing x0 to vary gives us the associated VMHS on X.
In particular, taking R = 1, the MHS on G(X,x0)
1,Mal/[G(X,x0)
1,Mal]3 is split,
and specialising further to the case when X is simply connected,
(pi3(X,x0)⊗ R)∨ ∼= H3(X,R)⊕ ker(Symm2H2(X,R) ∪−→ H4(X,R))
is an isomorphism of real MHS. This shows that the phenomena in [CCM] are
entirely due to the lattice pi3(X,x0) in pi3(X,x0)⊗ R.
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(3) The first case in which α is non-trivial is Ru(G(X,x0)
R,Mal)/[RuG(X,x0)
R,Mal]4.
We then have
α = prH ◦ [q,G2D∗Dc∗] ◦DcD ◦ [q,GΛ] ◦ s
= prH ◦ q ◦ prIm (D∗Dc∗) ◦ [q,GΛ] ◦ s,
and this determines the MHS on G(X,x0)
R,Mal up to pro-unipotent inner auto-
morphism. In particular, if X is simply connected, this determines the MHS on
pi4(X,x0)⊗ R as follows.
Let V := CoLie3(H2(X,R)[1])[−2], i.e. the quotient of H2(X,R)⊗3 by the sub-
space generated by a⊗b⊗c−a⊗c⊗b+c⊗a⊗b and a⊗b⊗c−b⊗a⊗c+b⊗c⊗a,
then set K to be the kernel of the map q : V → H4(X,R) ⊗ H2(X,R) given by
q(a ⊗ b ⊗ c) = (a ∪ b) ⊗ c − (b ∪ c) ⊗ a. If we let C := coker (Symm2H2(X,R) ∪−→
H4(X,R)) and L := ker(H2(X,R) ⊗H3(X,R) ∪−→ H5(X,R)), then
grW (pi4(X) ⊗ R)∨ ∼= C ⊕ L⊕K.
The MHS is then determined by α : K → C(−1), corresponding to the restric-
tion to K of the map α′ : V → C(−1) given by setting α′(a⊗ b⊗ c) to be
prH(prI((GΛa˜) ∧ b˜) ∧ c˜)− prH((prIGΛa˜) ∧ (b˜ ∧ c˜))
−prH(prI(a˜ ∧ (GΛb˜)) ∧ c˜)− prH(a˜ ∧ prI((GΛb˜) ∧ c˜))
−prH(a˜ ∧ b˜ ∧ (prIGΛc˜)) + prH(a˜ ∧ prI(b˜ ∧ (GΛc˜)))
where a˜ := sa, for s the identification of cohomology with harmonic forms, while
prI and prH are orthogonal projection onto Im (d
∗dc∗) and harmonic forms, re-
spectively.
Explicitly, the MHS (pi4(X)⊗ R)∨ is then given by the subspace
(c− xα(k), l, k) ⊂ (C ⊕ L⊕K)⊗ S,
for c ∈ C, l ∈ L and k ∈ K, with S the quasi-MHS of Lemma 1.18.
9. Simplicial and singular varieties
In this section, we will show how the techniques of cohomological descent allow us
to extend real mixed Hodge and twistor structures to all proper complex varieties. By
[SD] Remark 4.1.10, the method of [Gro1] §9 shows that a surjective proper morphism of
topological spaces is universally of effective cohomological descent.
Lemma 9.1. If f : X → Y is a map of compactly generated Hausdorff topological spaces
inducing an equivalence on fundamental groupoids, such that Rif∗V = 0 for all local sys-
tems V on X and all i > 0, then f is a weak equivalence.
Proof. Without loss of generality, we may assume that X and Y are path-connected. If
X˜
pi−→ X, Y˜ pi′−→ Y are the universal covering spaces of X,Y , then it will suffice to show
that f˜ : X˜ → Y˜ is a weak equivalence, since the fundamental groups are isomorphic.
As X˜, Y˜ are simply connected, it suffices to show that Rif˜∗Z = 0 for all i > 0. By the
Leray-Serre spectral sequence, Ripi∗Z = 0 for all i > 0, and similarly for Y . The result
now follows from the observation that pi∗Z is a local system on X. 
Proposition 9.2. If a : X• → X is a morphism (of simplicial topological spaces) of
effective cohomological descent, then |a| : |X•| → X is a weak equivalence, where |X•| is
the geometric realisation of X•.
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Proof. We begin by showing that the fundamental groupoids are equivalent. Since
H0(|X•|,Z) ∼= H0(X,Z), we know that pi0|X•| ∼= pi0X, so we may assume that |X•| and X
are both connected.
Now the fundamental groupoid of |X•| is isomorphic to the fundamental groupoid of the
simplicial set diag Sing(X•) (the diagonal of the bisimplicial complex given by the singular
simplicial sets of the Xn). For any group G, the groupoid of G-torsors on |X•| is thus
equivalent to the groupoid of pairs (T, ω), where T is a G-torsor on X0, and the descent
datum ω : ∂−10 T → ∂−11 T is a morphism of G-torsors satisfying
∂−12 ω ◦ ∂−10 ω = ∂−11 ω, σ−10 ω = 1.
Since a is effective, this groupoid is equivalent to the groupoid of G-torsors on X, so the
fundamental groups are isomorphic.
Given a local system V on |X•|, there is a corresponding GL(V )-torsor T , which therefore
descends to X. Since V = T ×GL(V ) V and T = |a|−1|a|∗T , we can deduce that V =
|a|−1|a|∗V, so Ri|a|∗V = 0 for all i > 0, as a is of effective cohomological descent. Thus
|a| satisfies the conditions of Lemma 9.1, so is a weak equivalence. 
Corollary 9.3. Given a proper complex variety X, there exists a smooth proper simplicial
variety X•, unique up to homotopy, and a map a : X• → X, such that |X•| → X is a weak
equivalence.
In fact, we may take each Xn to be projective, and these resolutions are unique up to
simplicial homotopy.
Proof. Apply [Del2] 6.2.8, 6.4.4 and §8.2. 
9.1. Semisimple local systems. From now on, X• will be a fixed simplicial proper
complex variety (a fortiori, this allows us to consider any proper complex variety).
In this section, we will define the real holomorphic U1-action on a suitable quotient of
the real reductive pro-algebraic fundamental group $1(|X•|, x)red.
Recall that a local system on a simplicial complex X• of topological spaces is equivalent
to the category of pairs (V, α), where V is a local system on X0, and α : ∂
−1
0 V→ ∂−11 V is
an isomorphism of local systems satisfying
∂−12 α ◦ ∂−10 α = ∂−11 α, σ−10 α = 1.
Definition 9.4. Given a simplicial complex X• of smooth proper varieties and a point
x ∈ X0, define the fundamental group $1(|X•|, x)norm to be the quotient of $1(|X•|, x) by
the normal subgroup generated by the image of Ru$1(X0, x). We call its representations
normally semisimple local systems on |X•|— these correspond to local systemsW (on the
connected component of |X| containing x) for which a−10 W is semisimple, for a0 : X0 →
|X•|.
Then define $1(|X•|, x)norm,red to be the reductive quotient of $1(|X•|, x)norm. Its
representations are semisimple and normally semisimple local systems on the connected
component of |X| containing x.
Lemma 9.5. If f : X• → Y• is a homotopy equivalence of simplicial smooth proper vari-
eties, then $1(|X•|, x)norm ' $1(|Y•|, fx)norm.
Proof. Without loss of generality, we may assume that the matching maps
Xn → Yn ×HomS(∂∆n,Y ) HomS(∂∆n,X)
of f are faithfully flat and proper for all n ≥ 0 (since morphisms of this form generate all
homotopy equivalences), and that |X| is connected. Here, S is the category of simplicial
sets and ∂∆n is the boundary of ∆n, with the convention that ∂∆0 = ∅.
Topological and algebraic effective descent then imply that f−1 induces an equivalence
on the categories of local systems, and that f∗ induces an equivalence on the categories of
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quasi-coherent sheaves, and hence on the categories of Higgs bundles. Since representations
of $1(|X•|, x)norm correspond to objects in the category of Higgs bundles on X•, this
completes the proof. 
Definition 9.6. If X• → X is any resolution as in Corollary 9.3, with x0 ∈ X0 map-
ping to x ∈ X, we denote the corresponding pro-algebraic group by $1(X,x)norm :=
$1(|X•|, x0)norm, noting that this is independent of the choice of x0, since |X•| → X is a
weak equivalence.
Proposition 9.7. If X is a proper complex variety with a smooth proper resolution a :
X• → X, then normally semisimple local systems on X• correspond to local systems on X
which become semisimple on pulling back to the normalisation pi : Xnorm → X of X.
Proof. First observe that $1(|X•|, x0)norm = $1(X,x0)/〈a0Ru($1(X0, x0))〉. Lemma 9.5
ensures that $1(|X•|, x0)norm is independent of the choice of resolution X• of X, so can
be defined as $1(X,x0)/〈fRu($1(Y, y))〉 for any smooth projective variety Y and proper
faithfully flat f : Y → X, with fy = x.
Now, since Xnorm is normal, we may make use of an observation on pp. 9–10 of [ABC+]
(due to M. Ramachandran). Xnorm admits a proper faithfully flat morphism g from a
smooth variety Y with connected fibres over Xnorm. If x˜ ∈ Xnorm is a point above x ∈ X,
and y ∈ Y is a point above x˜, then this implies the morphism pi1g : pi1(Y, y)→ pi1(Xnorm, x˜)
is surjective (from the long exact sequence of homotopy), and therefore g(Ru$1(Y, y)) =
Ru$1(X
norm, x˜).
Taking f : Y → X to be the composition Y g−→ Xnorm pi−→ X, we see that fRu$1(Y, y) =
pi(Ru$1(X
norm, x˜)). This shows that $1(X,x)
norm = $1(X,x)/〈pi(Ru$1(Xnorm, x˜))〉, as
required. 
Proposition 9.8. If X• is a simplicial complex of compact Ka¨hler manifolds, then there
is a discrete action of the circle group U1 on $1(|X•|, x)norm, such that the composition
U1 × pi1(X•, x) → $1(|X•|, x)norm is real analytic. We denote this last map by
√
h :
pi1(|X•|, x)→ $1(|X•|, x)norm(Uan1 ).
This also holds if we replace X• with any proper complex variety X.
Proof. The key observation is that the U1-action defined in [Sim3] is functorial in X, and
that semisimplicity is preserved by pullbacks between compact Ka¨hler manifolds (since
Higgs bundles pull back to Higgs bundles), so there is a canonical isomorphism t(∂−1i V)
∼=
∂−1i (tV) for t ∈ U1; thus it makes sense for us to define
t(V, α) := (tV, t(α)),
whenever V is semisimple on X0.
If C is the category of finite-dimensional real local systems onX•, this defines a U1-action
on the full subcategory C′ ⊂ C consisting of those local systems V on X• whose restrictions
to X0 (or equivalently to all Xn) are semisimple. Now, the category of $1(|X•|, x)norm-
representations is equivalent to C′ (assuming, without loss of generality, that |X•| is con-
nected). By Tannakian duality, this defines a U1-action on $1(|X•|, x)norm.
Since X0,X1 are smooth and proper, the actions of U1 on their reductive pro-algebraic
fundamental groupoids are real analytic by Lemma 6.9, corresponding to maps
pi1(Xi;T )→ $1(Xi;T )red(Uan1 ).
The morphisms $1(Xi; a
−1
i (x)) → $1(|X•|, x) (coming from ai : Xi → |X•|) then give us
maps
pi1(Xi; a
−1
i (x))→ $1(|X•|, x)norm,red(Uan1 ),
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compatible with the simplicial operations on X•. Since
pi1(X1; a
−1
1 (x))
∂0 //
∂1
//pi1(X0; a
−1
0 (x))→ pi1(|X•|, x)
is a coequaliser diagram in the category of groupoids, this gives us a map
pi1(|X•|, x)→ $1(|X•|, x)norm,red(Uan1 ).
For the final part, replace a proper complex variety with a simplicial smooth proper
resolution, as in Corollary 9.3. 
9.2. The Malcev homotopy type. Now fix a simplicial complex X• of compact Ka¨hler
manifolds, and take a full and essentially surjective representation ρ : $1(|X•|, x)norm,red →
R. As in Definition 3.31, this gives rise to an R-torsor Bρ on X.
Definition 9.9. Define the cosimplicial DGAs
A•(X•, O(Bρ)), H
∗(X•, O(Bρ)) ∈ cDGAlg(R)
by n 7→ A•(Xn, O(Bρ)) and n 7→ H∗(Xn, O(Bρ)).
Definition 9.10. Given a point x0 ∈ X0, define x∗0 : A•(X•, O(Bρ)) → O(R) to be given
in cosimplicial degree n by ((σ0)
nx0)
∗ : A•(Xn, O(Bρ))→ O(Bρ)(σ0)nx0 ∼= O(R).
Lemma 9.11. The relative Malcev homotopy type |X•|ρ,Mal is represented by the morphism
(Th (A•(X•, O(Bρ)))
x∗0−→ O(R)) ∈ Ho(DGAlg(R))),
where Th : cDGAlg(R) → DGAlg(R) is the Thom-Sullivan functor (Definition 3.27)
mapping cosimplicial DG algebras to DG algebras.
Proof. This is true for any simplicial complex of manifolds, and follows by combining
Propositions 3.28 and 3.34. 
9.3. Mixed Hodge structures. Retaining the hypothesis that X• is a simplicial proper
complex variety, observe that a representation of $1(|X•|, x)norm,red corresponds to a
semisimple representation of X• whose pullbacks to each Xn are all semisimple. This fol-
lows because the morphisms Xn → X0 of compact Ka¨hler manifolds all preserve semisim-
plicity under pullback, as observed in Proposition 9.8.
Theorem 9.12. If R is any quotient of $1(|X•|, x)norm,red (resp. any quotient to which
the U δ1 -action of Proposition 9.8 descends and acts algebraically), then there is an algebraic
mixed twistor structure (resp. mixed Hodge structure) (|X•|, x)ρ,MalMTS (resp. (|X•|, x)ρ,MalMHS )
on the relative Malcev homotopy type (|X•|, x)ρ,Mal, where ρ denotes the quotient map.
There is also a Gm-equivariant (resp. S-equivariant) splitting
A1 × (gr(|X•|ρ,Mal, 0)MTS)× SL2 ' (|X•|, x)ρ,MalMTS ×RC∗,row1 SL2
(resp.
A1 × (gr(|X•|ρ,Mal, 0)MHS)× SL2 ' (|X•|, x)ρ,MalMHS ×RC∗,row1 SL2)
on pulling back along row1 : SL2 → C∗, whose pullback over 0 ∈ A1 is given by the
opposedness isomorphism.
Proof. We define the cosimplicial DGA A˜(X•, O(Bρ)) on C by n 7→ A˜•(Xn, O(Bρ)), observ-
ing that functoriality (similarly to Proposition 5.20) ensures that the simplicial and DGA
structures are compatible. This has an augmentation x∗ : A˜(X•, O(Bρ)) → O(R) ⊗O(C)
given in level n by ((σ0)
nx)∗.
We then define the mixed Hodge structure by
|X•|ρ,MalMHS := (SpecTh ξ(A˜(X•, O(Bρ)), τA˜))×C C∗ ∈ dgZAffA1×C∗(Gm ×Ro S),
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with
gr|X•|ρ,MalMHS = Spec (ThH∗(X•, O(Bρ))) ∈ dgZAff(Ro S).
For any DGA B, we may regard B as a cosimplicial DGA (with constant cosimplicial
structure), and then Th (B) = B. In particular, Th (O(R)) = O(R), so we have a basepoint
SpecTh (x∗) : A1 ×R× C∗ → |X•|ρ,MalMHS , giving
(|X•|, x)ρ,MalMHS ∈ dgZAffA1×C∗(R)∗(Gm × S)
The proof of Theorem 5.14 now carries over. For a singular variety X, apply Proposition
9.2 to substitute a simplicial smooth proper variety X•. 
Corollary 9.13. In the scenario of Theorem 9.12, the homotopy groups $n(|X•|ρ,Mal, x)
for n ≥ 2, and the Hopf algebra O($1(|X•|ρ,Mal, x)) carry natural ind-MTS (resp. ind-
MHS), functorial in (X•, x), and compatible with the action of $1 on $n, the Whitehead
bracket and the Hurewicz maps $n(|X•|ρ,Mal, x)→ Hn(|X•|, O(Bρ))∨.
Moreover, there are S-linear isomorphisms
$n(|X•|ρ,Mal, x)∨ ⊗ S ∼= pin(ThH∗(X•, O(Bρ)))∨ ⊗ S
O($1(|X•|ρ,Mal, x))⊗ S ∼= O(Rn pi1(ThH∗(X•, O(Bρ)))⊗ S
of quasi-MTS (resp. quasi-MHS). The associated graded map from the weight filtration is
just the pullback of the standard isomorphism grW$∗(|X•|ρ,Mal) ∼= pi∗(ThH∗(X•, O(Bρ))).
Here, pi∗(B) are the homotopy groups H∗−1G¯(B) associated to the R o S-equivariant
DGA H∗(X,O(Bρ)) (as constructed in Definition 3.22), with the induced real twistor (resp.
Hodge) structure.
Furthermore, W0O($1(|X•|ρ,Mal, x)) = O($1(|X•|ρ,Mal, x)norm).
Proof. This is essentially the same as Corollary 5.16. Note that we may
simplify the calculation of pi∗(ThH
∗(X•, O(Bρ))) by observing that pi∗(C
•) =
pi∗Spec (DC
•), where D denotes cosimplicial denormalisation, so pi∗(ThH
∗(X•, O(Bρ))) =
pi∗Spec (diagDH
∗(X•, O(Bρ))).
For the final statement, note that representations of grW0 $1(|X•|ρ,Mal, x) :=
SpecW0O($1(|X•|ρ,Mal, x)) correspond to representations of $1(|X•|ρ,Mal, x) which an-
nihilate the image of W−1$1(X
ρ,Mal
n , x) for all n. Since Xn is smooth and projective,
we just have W−1$1(X
ρ,Mal
n , x) = Ru$1(X
ρ,Mal
n , x), so these are precisely the normally
semisimple representations. 
Corollary 9.14. If pi1(|X•|, x) is algebraically good with respect to R and the homotopy
groups pin(|X•|, x) have finite rank for all n ≥ 2, with pin(|X•|, x) ⊗Z R an extension of
R-representations, then Corollary 9.13 gives mixed twistor (resp. mixed Hodge) structures
on pin(|X•|, x)⊗ R for all n ≥ 2, by Theorem 3.16.
Proposition 9.15. When R = 1, the mixed Hodge structures of Corollary 9.12 agree with
those defined in [Hai2] Theorem 6.3.1.
Proof. Proposition 5.6 adapts to simplicial varieties, showing that our algebraic mixed
Hodge structure on the simplicial variety recovers the mixed Hodge complex of [Hai2]
Theorem 5.6.4, by applying the Thom-Sullivan functor to pass from cosimplicial to DG
algebras.
Since the reduced bar construction is just our functor G¯, it follows from Theorem 3.28
that our characterisation of homotopy groups (Definition 3.7) is the same as that given
in [Hai2], so our construction of Hodge structures on homotopy groups is essentially the
same as [Hai2] Theorem 4.2.1. 
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9.4. Enriching twistor structures. For the remainder of this section, assume that R
is any quotient of (pi1(|X•|, x))red,normR to which the U δ1 -action descends, but does not
necessarily act algebraically.
Proposition 9.16. There is a natural U δ1 -action on gr|X•|ρ,MalMTS , giving a U δ1 -invariant
map
h ∈ HomHo(S↓BR(Uan1 ))(Sing(|X•|, x),R holim−→
R(Uan1 )
(|X•|, x)ρ,MalT (Uan1 )C∗),
where (|X•|, x)ρ,MalT (Uan1 )C∗ := HomC∗(Uan1 , (|X•|ρ,Mal, x)T).
Moreover, for 1 : SpecR→ Uan1 , the map
1∗h : Sing(|X•|, x)→ Rholim−→
R(R)
(|X•|ρ,Mal, x)T(Uan1 )C∗ ×BR(Uan1 ) BR(R)
in Ho(S↓BR(R)) is just the canonical map
Sing(|X•|, x)→ Rholim−→
R(R)
(|X•|ρ,Mal, x)(R).
Proof. We first note that Proposition 6.3 adapts by functoriality to give a U δ1 -action on the
mixed twistor structure |X•|ρ,MalMTS of Theorem 9.12. It also gives a U δ1 -action on gr|X•|ρ,MalMTS ,
for which the Gm ×Gm-equivariant splitting
A1 × gr|X•|ρ,MalMTS × SL2 ∼= (|X•|ρ,MalMTS , x)×RC∗,row1 SL2
of Theorem 9.12 is also U δ1 -equivariant.
The proof of Proposition 6.10 also adapts by functoriality, with h above extending the
map h : (|X•|, x)→ BR(Uan1 ) corresponding to the group homomorphism h : pi1(|X•|, x)→
R(Uan1 ) given by h(t) =
√
h(t2), for
√
h as in Proposition 9.8. 
Thus (for R any quotient of $1(|X•|, x)red,norm to which the U δ1 -action descends), we
have:
Corollary 9.17. If the group $n(|X•|ρ,Mal, x) is finite-dimensional and spanned by the
image of pin(|X•|, x), then the former carries a natural mixed Hodge structure, which splits
on tensoring with S and extends the mixed twistor structure of Corollary 9.13. This is
functorial in X• and compatible with the action of $1 on $n, the Whitehead bracket, the
R-action, and the Hurewicz maps $n(|X•|ρ,Mal, x)→ Hn(|X•|, O(Bρ))∨.
Proof. We first note that Corollary 6.11 adapts to show that for all n, the homotopy class
of maps pin(|X•|, x)×U1 → $n(|X•|ρ,Mal, x)T, given by composing the maps pin(|X•|, x)→
$n(|X•|ρ,Mal, x) with the U δ1 -action on (|X•|ρ,Mal, x)T, are analytic. The proof of Corollary
6.12 then carries over to this context. 
Remark 9.18. Observe that if pi1(|X•|, x) is algebraically good with respect to R and
the homotopy groups pin(|X•|, x) have finite rank for all n ≥ 2, with pin(|X•|, x) ⊗Z R
an extension of R-representations, then Theorem 3.16 implies that $n(|X•|ρ,Mal, x) ∼=
pin(|X•|, x)⊗ R, ensuring that the hypotheses of Corollary 6.12 are satisfied.
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