Abstract. In this article we present a new algorithm for reducing the usual sparse bivariate factorization problems to the dense case. This reduction simply consists of computing an invertible monomial transformation that produces a polynomial with a dense size of the same order of magnitude as the size of the integral convex hull of the support of the input polynomial. This approach turns out to be very efficient in practice, as demonstrated with our implementation.
Introduction
Let K be a field. Throughout this paper, F represents the bivariate polynomial in the variables x and y over K that we want to factor. At the present time, the best known complexity bounds for the squarefree and irreducible factorization problems are essentially obtained in terms of the dense size of F . This is relevant to many situations but, in many others, it is important to take the sparsity of F into account. In this article, we present a simple method to transform F in a way that is compatible to factorizations, but so that the dense size becomes of the same order of magnitude as the size of the integral convex hull of the support of F . In the next paragraphs, we give precise definitions for the sparse and dense sizes, state our main complexity result on support reduction, and then corollaries on factorizations. The convex size of S is defined as the cardinality | Int S| of Int S. For our purposes it will be convenient to consider bivariate Laurent polynomials. Any such polynomial F ∈ K[x, y, x −1 , y −1 ] can be stored as a vector of nonzero terms, with each term composed of a coefficient and an exponent, regarded as a vector in Z 2 . This storage is usually called the sparse representation of F . For any (i, j) ∈ Z 2 , we let F i,j denote the coefficient of x i y j in F . The support of F is defined as Supp F = (i, j) ∈ Z 2 |F i,j = 0 .
The sparse size of F , written as σ, refers to the cardinality of the support of F . We also define the dense size (resp. the convex size) of F as the dense size (resp. convex size) of its support.
The Newton polygon of F , written Newton F , is the convex hull of the support of F in R 2 . If F factors into GH, then it is known from Ostrowski [Ost21] (translated in [Ost99] , and revisited later in [Ost75] ) that:
The latter sum of the convex hulls of G and H is usually called the Minkowski sum. In general, even if the sparse size of F is small compared to its convex size, the irreducible factors of F can be dense with respect to their Newton polygons, what we call convex-dense for short. For example, simply consider F = y p − x p ∈ Q[x, y], where p is a prime integer: here σ = 2 and F factors into x − y and F/(x − y) whose sparse size is exactly p. This shows that the irreducible factorization of F cannot be achieved in time polynomial in σ, and that the convex size of F is a relevant quantity to analyze the complexity of factorization problems. 1.2. Main result. The method we propose in this paper concerns all the usual types of factorization, including the squarefree, the irreducible and the absolute ones. Our main result is a pretreatment, applied to the input polynomial, which consists of a monomial transformation that preserves the sparse size and roughly the convex size, but decreases the dense size. The monomial transformations considered are the maps of the affine group over Z 2 , written Aff Z 2 . To be precise, these are the maps U
with α, β, γ, α , β , and γ in Z, such that αβ −α β = ±1. Such a map U preserves the absolute value of the volumes in R 2 . Let S be a finite subset of Z 2 . The set S is said to be normalized if it belongs to N 2 and if it contains at least one point in {0} × N, and also at least one point in N × {0}. For such a normalized set, we write d x for the largest abscissa involved in S and, analogously, d y for the largest ordinate, so that the bounding rectangle
The following theorem will be proven in Section 4. Here, by the number of bit-operations we mean the size of the Boolean circuit that performs the computation, as in the computation tree model considered in [BCS97, Chapter 4]. The rest of this introduction is devoted to applications of Theorem 1.2 to factorizations of bivariate polynomials. Roughly speaking, given a polynomial F with a small convex size compared to its dense size, we can use the algorithm underlying Theorem 1.2 on the support of F in order to construct another polynomial to factor, with the same convex size as F but with a dense size of the same order of magnitude as the convex size. Therefore, any fast factorization algorithm in terms of the dense size leads to a fast algorithm in terms of the convex size. Another important application of our Theorem 1.2, developed by Chèze in [Chè10] , concerns the decomposition of multivariate rational functions.
The proof of Theorem 1.2 is organized as follows. In our first section we explain a naive approach to reduce S so that the ratio of the volumes of its convex hull and of its bounding rectangle increases. The second section provides us with a uniform bound on the latter ratio reached at the end of the reduction process. The last section is then devoted to a faster dichotomic reduction algorithm, to practical performances, and to a proof that our reduction technique leads to an essentially optimal volume ratio in the worst case.
1.3. Applications. We shall now explain how Theorem 1.2 can be used to reduce convex-dense factorization problems to the usual dense case. For the cost analysis we use the computation tree model for counting the number of operations in the ground field K. Let us recall that the "soft-Oh" notation f (n) ∈Õ(g(n)) means that f (n) ∈ g(n) log O(1) (3 + g(n)) (we refer the reader to [GG03, Chapter 25, Section 7] for details).
If U is an affine map of Z 2 as in (1.1), then we consider its action on the monomials, and we write U (x i y j ) for x αi+βj+γ y α i+β j+γ . By linearity, this action extends to K[x, y, x −1 , y −1 ] as follows: 
As for the g.c.d., thanks to Theorem 1.2, we can compute a reduction map U with O σ log 2 δ bit-operations such that the partial degrees ofF = U (F ) are at most . As for the squarefree factorization, we first compute a reduction map U , then we compute the irreducible factorization of U (F ), and finally we apply U −1 and normalize all the factors. With this strategy, informally speaking, the algorithms of [Lec10] for instance show that the number of operations in a prime finite field can grow with only O(π 1.5 ). In Section 4.3 we report on examples that illustrate the speedup gained thanks to the reduction process.
1.4. Related work. Fast arithmetic operations on sparse polynomials are still a matter of active research. At the present time, the best performances are achieved essentially with supports being close to rectangles, thanks to the Kronecker substitution that reduces the product to a single variable [GG03, Chapter 8, Section 4]. Recent progress has been accomplished for instance in [HL10] , but even when softly linear time algorithms are available for the sparse product, the overhead compared to dense sizes remains important. These facts motivate the strategy of the present paper: by a direct reduction to the dense case we avoid relying on sparse arithmetic at all.
Concerning the irreducible factorization of bivariate polynomials, the Hensel lifting and recombination technique is the most popular. It leads to the best known complexity bounds [BLS+04, Lec06, Lec07, Lec10] in the dense case. Hensel lifting is used in Bernardin's implementation within Maple [Ber97, Ber98] , and in Steel's implementation in Magma [Ste05, BHKS09] . In order to benefit from fast Hensel lifting, which means here with a softly linear cost, in the bivariate case, one first needs to assume that F is separable, say in y, and then find a value x 0 such that F (x 0 , y) remains separable. Unfortunately, the shift of x spoils the sparse and convex sizes. One possible solution consists of the direct computation of the irreducible factorization in
[y] but, at the present time, no algorithm with softly linear time is known for that task. Efforts have been made in this direction. For instance, in [AGL04] an algorithm for computing a factor of a given convex support is designed for special cases, with time polynomial in the convex size of the input polynomial. In [BHKS09] , Puiseux series solutions of F are computed directly, with no shift in x. The best known complexity bounds for the Puiseux expansions seem to be found in [Pot08, PR10] . Recently, in [Wei10] , Weimann proposed partial generalizations of the algorithms of [Lec06, Lec07] : if K is a number field, and if the polynomials supported by the exterior facets of the Newton polygon are separable, then, from their irreducible factors, one can deduce the factorization with O(π ω ) operations in K, where ω is the linear algebra exponent (known to be between 2 and 2.37, but unfortunately close to 3 in practice). Compared to these methods, our approach has the advantage that it can be performed from the outset with no separability assumption, that it does not need to compute the Newton polygon, and that it can benefit from fast Hensel lifting.
Another important class of factorization algorithms is due to Gao in [Gao03] , who showed that the absolute factorization can be performed in softly quadratic time in terms of the dense size. The first half of his algorithm consists of computing a basis of the first De Rham cohomology group of the complementary of the hypersurface defined by F . In [GR03] it has been shown that this task can be done in time polynomial in the convex size. When a fast sparse polynomial product is available, one can even compute the probable number of absolute factors in time softly quadratic in the convex size, over finite fields with sufficiently large characteristic [HL10, Section 7]. However, these approaches still suffer an overhead when compared to the dense case, and it requires the input polynomial to be separable.
The factorization of sparse polynomials in terms of the sparse size is an active research area. Although this is not the main goal of the present article, let us mention briefly important results for multivariate polynomials. Polynomial time in 
Support reduction
This section is devoted to the reduction algorithm underlying Theorem 1.2. We start with a naive version that is to be refined in Section 4.
2.1. Bounding rectangles. Let S be a normalized finite subset of Z 2 with bound-
We introduce the integers b, d, f and h as follows: Then, let us define the following eight points, drawn in Figure 2 :
The rectangle R supported by lines (AH), (BC), (DE), (F G) is the smallest rectangle containing S whose edges are parallel to the two main bissectors. The octagon O = ABCDEF GH contains S and any of its edges contains a point of S, O is the bounding octagon of S.
Elementary transformations.
Our reduction algorithm will only use the three following elementary transformations. The first one, written λ, corresponds to substituting y/x into y, this yields the following map of Z 2 :
We will need to swap x and y. This is the role of μ:
Finally, translations in x are necessary to normalize the supports occurring in the reduction algorithm: 
If S has only one point, then it is already η-reduced. In the next subsection, we propose an algorithm for reducing any finite subset of points of Z 2 . We shall see that η is used for controlling the tradeoff between the quality of the reduction and the time needed to reduce. The strongest reduction corresponds to η = 0.
2.4. Degenerate case. In this subsection we consider the case when S is degenerate, which means that all the points of S are aligned. If S is normalized and is a singleton, then it is the origin and it is already η-reduced, whatever the value of η is. Otherwise we have the following proposition: We refer the reader to [GG03, Lemma 3.12] for instance for these classical facts. We take U to be the linear map whose matrix is
. . , g}} we have that π = g + 1 and that U (Int S) is the segment joining (0, 0) to (g, 0). It follows that U (S) has dense size exactly π. The latter case, where S is on the segment joining (0, d y ) to (d x , 0), is similar, taking
By [GG03, Theorem 3.13] the computation of g, u, and v can be done with O(log 2 δ) bit-operations using the naive version of the Euclidean algorithm. Then applying U to all the points of S takes O σ log 2 δ bit-operations by multiplying naively the integers in quadratic time [GG03, Chapter 2, Section 3].
We remark that the value of η does not intervene in this degenerate case.
2.5. Reduction algorithm. Until the end of this section we assume that S is a nondegenerate finite set of points. The following algorithm computes U ∈ Aff Z 2 such that U (S) is η-reduced.
Algorithm 1. Support reduction.
Input: a nondegenerate normalized finite subset S of N 2 of cardinality σ, and a real number η in 0,
Compute (d x , d y ) for S, as defined in Section 2.1. Initialize U with the identity. (max(d x , d y ) ). Since S remains normalized all along the process, the algorithm always terminates with S being η-reduced.
Example 2.4. Assume η = 0 and let F = 1 + xy + x 5 y 2 , whose support S is { (0, 0) , (1, 1) , (5, 2)}, as drawn in Figure 5 below. After the first step of the algorithm, where λ is applied, S becomes as in the left part of Figure 6 . In the second step, λ is applied once more and makes S reduced, as shown in the right part of Figure 6 . In the end, the algorithm returns U = τ 1 • λ 2 , so that we have Figure 5 , and assume η = 1/2. Since b + f = 4 and (1 + η) d y = 3, the input set S can be reduced by applying λ to obtain the same set as in the left part of Figure 6 . However, after this reduction, we have b + f = 3 which is not strictly greater than (1 + η) d y = 3. We thus see with this example that the reduction process stops earlier with η = 1/2 than with η = 0.
2.6. Bit-cost analysis. The main difficulty in analyzing the bit-cost of Algorithm 1 resides in bounding the size of the entries of the map U . This is the purpose of the following lemma: 
It follows that 
Proof. Since the maximum of d x and d y never increases during the main loop, the bit-size of the points in S remains in O(log δ). Therefore Lemma 2.6 implies that all the entries in U also remain bounded by O (log δ) at every step. Each reduction step thus takes O(σ log δ) bit-operations. The conclusion follows from Proposition 2.3.
Dense size of reduced sets
Let S be a finite subset of Z 2 . In this section, we carry on using the notation of Section 2.1, and we further write Vol S for the volume of the convex hull of S. In the next paragraphs, we show that Vol S cannot be too small compared to the volume Vol R of the bounding rectangle R of S, whenever S is reduced. In the second subsection, we deduce similar bounds in terms of discrete sizes while taking care of the degenerate cases.
Continuous bound.
Recall that η is a real constant in [0, 3/4). The following theorem guarantees that the volume spanned by an η-reduced set of points can be uniformly controlled in terms of the volume of its bounding rectangle: Proof. In Lemma 3.2 below, we shall show that the volume of S is larger or equal to the volume of at least one of the following polygons: 
Then, Lemma 3.3 asserts that Vol Q i ≥ 1−η 2 Vol R, for all i ∈ {1, 2}; and finally, for the eight pentagons, the combination of Lemmas 3.4 and 3.6 below provides us with Vol P i ≥ 3−4η 8 Vol R, for all i ∈ {1, . . . , 8}.
Lemma 3.2. Let S be a normalized finite set of points (not necessarily η-reduced).
Then at least one of the polygons Q 1 , Q 2 , P 1 ,...,P 8 defined above has at most Vol S. • Proof. Since the roles of Q 1 and Q 2 are interchanged by the symmetry i → d x − i, it suffices to prove the lemma for Q 1 only. We compute the volume of Q 1 as the difference between the volume d x d y of the bounding rectangle and the volume of the four triangles outside of Q 1 : Proof. Thanks to the symmetries, it suffices to prove the lemma for P 1 . The volume of P 1 is computed as the difference of the volume of R with those of the four triangles outside of P 1 :
Lemma 3.3. If S is an η-reduced set of points, then
Vol Q i ≥ 1 − η 2 Vol R, for i ∈ {1, 2}.Vol Q 1 = d x d y − (d x − h)b/2 − (d y − b)d/2 − (d x − d)f/2 − (d y − f )h/2 = 1 2 (d y − b − f ) (d x − d − h) + 1 2 d x d y . (3.1) Since S is η-reduced, we have (1 + η) d y −b−f ≥ 0, d x −d−h ≥ 0, thus d y −b−f ≥ −ηd y . This yields Vol Q 1 ≥ 1 2 d x d y − η 2 d x d y = 1−η 2 Vol R.
Lemma 3.4. If S is an η-reduced set of points, then
From (3.1) we deduce that:
Then, from
and
y . The conclusion comes from Lemma 3.3:
Remark 3.5. For η = 0, the inequality of Lemma 3.4 turns out to be sharp. For instance, with Proof. Thanks to the symmetries, it suffices to prove the lemma for P 2 . Specifically we shall prove that the following quantity is nonnegative:
which concludes the proof.
3.2. Discrete bound. For our algorithmic purposes, we need to control the number of integral points in the convex hull, instead of its volume. 
It follows that π ≥ Vol S, and that π ≥ thus may be rather pessimistic for large S.
Faster reduction algorithm
The last ingredient now missing to prove Theorem 1.2 is a reduction algorithm with a number of reduction steps that grows only with the logarithm of the dense size. This is the goal of this section.
4.1. Dichotomic approach. This section is dedicated to a fast variant of Algorithm 1. We do not compute exactly the same output, however. Roughly speaking, the main idea is to determine quickly how many times λ or λ −1 can be applied before two consecutive swaps.
Let S be a normalized finite subset of 
For q = 1, these definitions coincide with those of b, d, f , and h of Section 2.1. The following inequalities hold:
The height of the bounding rectangle of λ q (S) is still d y , while the horizontal length becomes d x + qd y − b q − f q . In the same manner, the horizontal length of the bounding rectangle of λ −q (S) becomes d x + qd y − d q − h q . From now on, the reduction factor η is supposed to be positive, that is in (0, 3/4). We write a for the integer part of a ( a ≤ a < a + 1), and log 2 a for the logarithm of a in base 2. The fast algorithm we propose summarizes as follows: Algorithm 2. Dichotomic support reduction.
Input: a nondegenerate normalized finite subset S of N 2 of cardinality σ, and a real number η in 0, 
The number of swaps r thus drops to
By Lemma 2.6, since all the S i are normalized, each reduction step amounts to O (σ log δ) bit-operations. On the other hand, the total number of steps is
which concludes the cost analysis. We shall prove that when the algorithm stops, the final value of S is η-reduced. We now focus on what happens just after the last swap. In short, we let M be m r and T M +1 be S r . We denote by T m the current value of S just before entering step 6, where m being the corresponding current value of m. Therefore T 0 corresponds to the output of the algorithm and we want to prove that it is η-reduced. If T 0 = T 1 , then we are done.
If A is a subset of points, then we write x (A) for the horizontal length of the bounding rectangle of A. Let us now assume that T 0 is the normalization of λ(T 1 ). In this case, of course, λ −1 does not reduce T 0 . Let us prove that λ does not reduce T 0 either. If T m were the normalization of λ 4.3. Timings. We report on performances obtained with our implementation in Maple 14 for computing the irreducible factorization of the following polynomials in Q[x, y]:
The source code is available from http://www.lix.polytechnique.fr/~berthomieu/convex-dense.htm. In Table 1 , we display timings, in seconds obtained using an Intel Xeon X5450 at 3.0 GHz running Linux. The first line contains the time spent in the direct call of the native function factor. The second line concerns the time spent in our Algorithm 1 with η = 0. The last line corresponds to calling factor on the reduced polynomial. Indeed, as an optimization, Algorithm 1 is run on the set of vertices of the convex hull of the support of the input polynomial. For a set of size σ, it is classical that the convex hull can be computed in time softly linear in σ: we refer the reader to [PS85, Chapter 3, Theorem 3.7] for instance. As expected, our reduction strategy leads to a significant speedup. In fact, with this family, notice that the dense size grows with n 2 while the convex size only grows with n. We have also tried Algorithm 2: the gains are not substantial since most of the time is spent in the factorization. Finally, let us mention that one could investigate the design of a reduction algorithm featuring a dichotomy in the size of the exponents, in a way similar to the half-g.c.d. algorithm (see for instance [GG03, Chapter 11] ). This would probably lead to a bit-complexity bound inÕ (σ log δ). However, the practical impact would be minor as long as the sizes of the exponents are intended to fit into one machine word.
4.4. Optimality of the reduction. It is natural to ask if our algorithm computes the best transformation U of Z 2 , that maximizes the ratio of the volumes of U (S) and R(U (S)), where R(U (S)) represents the bounding rectangle of U (S).
First, let us mention that the transformations λ, μ and τ 1 used within our algorithm actually generate Aff Z 2 . In fact, it is classical that SL Z 2 is generated by λ and the rotation ρ = 0 −1 1 0 by the angle π/2 [Ser73, Chapter 7, Theorem 2]. Since ρ can be decomposed into ρ = μλμλ −1 μλμ, and since det μ = −1, we deduce that λ and μ generate GL Z 2 . However, we will not prove that our algorithm returns the best U ∈ Aff(Z 2 ) on all input. Roughly speaking, we will only prove that the bound 3/8 of the ratio of the volumes at the end of our reduction algorithm is the best bound one can expect in general when η = 0. This bound is attained with the example of Figure 10 . Specifically, we aim at proving there is no transformation U such that for all finite subset S ⊂ Z 2 , the inequality Vol U (S) ≥ α Vol R(U (S)) holds with α > 3/8: Proof. The degenerate case, that is when Vol S = 0, follows from Proposition 2.2, so that from now on, we can assume that Vol S > 0. By Theorem 3.1, there exists U ∈ Aff(Z 2 ) such that Vol U (S) ≥ Vol U (S) Vol R(U (S)) ≥ 3 8 .
We shall show that sup U∈Aff(Z 2 )
Vol U(S)
Vol R(U(S)) = 3 8 holds for when S = {(1, 0) , (0, 1) , (2, 2)}, which will conclude the proof. For the rest of the proof, S represents the particular set of points {(1, 0) , (0, 1) , (2, 2)}. As Vol U (S) is constant, and equals 3/2 for all U , it suffices to show that, for any U ∈ Aff Z 2 , Vol R(U (S)) ≥ 4. As translating and swapping x and y do not change Vol R(U (S)), we can assume that U ∈ SL Z 2 . Let α β α β be the matricial representation of U , with αβ − βα = 1. Let ρ be the rotation by the angle π/2. As Vol R(ρ(U (S))) = Vol R(U (S)), one can apply ρ, or ρ −1 , once or twice so that we can further assume that α ≥ 1 and α ≥ 0 hold. If α = 0, then αβ = 1 so that α = 1 and β = 1. Since the image of (2, 2) is (2 + 2β, 2), the height of the bounding rectangle of U (S) is 2, and Vol R(U (S)) ≥ 4 as soon as the horizontal length of R(U (S)) is greater or equal to 2. In fact, this length is the maximum of |β − 1|, |2β + 1| and |β + 2|. If |β − 1| = 0, then β = 1 and 2β + 1 = 3. Otherwise, if |β − 1| = 1, then either β = 0 and β + 2 = 2, or β = 2 and β + 2 = 4. In this way we observe that, in all cases, the length is at least 2. We can now restrict to considering α ≥ 1. If β = 0, then α = 1 and β = 1. The horizontal length of U (S) is 2 and its height is 2α + 1. Therefore we have again that Vol R(U (S)) ≥ 4. Similarly, when β = 0, we have β = −1 and α = 1: the height of U (S) is 2 and its horizontal length is at least α + 1 ≥ 2, which yields the same conclusion. Thus, we can now further restrict to considering the case that none of the coefficients of the matrix of U is zero.
From U (1, 0) − U (0, 1) = (α − β, α − β ), we deduce that Vol R(U (S)) ≥ |α − β| |α − β | .
Whenever |α − β| ≥ 2 and |α − β | ≥ 2, we are done. Therefore, it remains to examine the following cases:
• If α = β, then αβ − βα = α (β − α ) = 1 implies α = β = 1 and β = α + 1. A direct calculation yields Vol R(U (S)) = 3(3α + 2) ≥ 4.
• If α = β , then αβ − βα = α (α − β) = 1 implies α = β = 1 and α = β + 1, and then Vol R(U (S)) = 3(3β + 2) ≥ 4, since β ≥ 1 holds in this case. • If |α − β| = 1, then we distinguish:
• if β = α+1, then the horizontal length of R(U (S)) is at least 3α+2 ≥ 5,
• if α = β+1, then the horizontal length of R(U (S)) is at least 3β+2 ≥ 5.
• If |α − β | = 1, then we distinguish:
• if β = α + 1, then the height of R(U (S)) is at least 3α + 2 ≥ 5,
• if α = β + 1, then the height of R(U (S)) is at least 3β + 2 ≥ 5.
