[1] A stationary wave model (SWM) that captures the stratospheric and tropospheric stationary wave field is developed and applied to the problem of the stationary wave response to climate change. The SWM solution is controlled by damping settings that need to be tuned differently for observational and for modeling applications. The SWM is used to separately diagnose the effects of changes to the zonally asymmetric component of diabatic heating and of changes to the zonal mean basic state on the Northern Hemisphere winter stationary wave response to greenhouse gas forced climate change simulated by the Canadian Middle Atmosphere Model (CMAM). The SWM analysis shows that changes to the zonal mean basic state with diabatic heating held fixed explain much of the stationary wave response. In particular, changes to the zonal mean wind in the Northern Hemisphere subtropical upper troposphere dominate the subtropical and extratropical stationary wave response. CMAM simulates an increase in stratospheric wave driving in response to greenhouse forcing, in common with many climate models. In the SWM, this wave driving response, which is sensitive to the spatial structure of the waves, is not dominated by the subtropical jet response but involves several aspects of the zonal mean wind response and the diabatic heating response, all of which contribute to enhanced stratospheric wave driving.
Introduction
[2] In this report, we aim to elucidate the dynamics of the response to climate change of the "stationary wave field," which is the zonally asymmetric component of the climatological mean circulation (see the review by [Held et al., 2002] ). To complement previous work in this area [e.g., Stephenson and Held, 1993; Joseph et al., 2004; Brandefelt and Körnich, 2008] , which has focused on the tropospheric stationary wave response to climate change, we extend the analysis to include the stratospheric stationary wave field. While changes to the tropospheric stationary wave field are of applied interest for regional climate change, understanding the stratospheric stationary wave response to climate change is primarily relevant to changes to the zonal mean wave driven circulation of the stratosphere. In the stratosphere, stationary waves contribute to more than half of the Eliassen-Palm flux (EP flux) [Eliassen and Palm, 1960] and the Brewer-Dobson circulation (BDC) in Northern Hemisphere (NH) winter [Rosenlof and Holton, 1993; Yulaeva et al., 1994] ; the BDC response to climate change has been attributed to increases in the stationary wave activity flux into the stratosphere [e.g., McLandress and Shepherd, 2009; Calvo and Garcia, 2009] .
[3] Our main interest is in the stationary wave response to climate change in so-called "Chemistry Climate Models" (CCMs) [e.g., Eyring et al., 2007] , which are climate models used to predict the evolution of stratospheric ozone, accounting for stratospheric chemistry and anthropogenic forcings. We here focus on the stationary wave response to climate change simulated by the Canadian Middle Atmosphere Model (CMAM) [Scinocca et al., 2008 ] CCM, with a view to extending the analysis to the stationary wave response in a larger set of CCMs involved in Phases 1 and 2 of the Chemistry Climate Model Validation Activity of the World Climate Research Program's Stratospheric Processes and their Role in Climate project (WCRP SPARC CCMVal and CCMVal 2) [Eyring et al., 2007; Butchart et al., 2010a] .
[4] Our theoretical tool for this analysis is a new stationary wave model (SWM) we develop that captures the tropospheric and stratospheric stationary wave field (see section 2.1). This is a weakly nonlinear model [e.g., Ting and Yu, 1998; Held et al., 2002; Chang, 2009; Wang and Kushner, 2010] that solves for the climatological wave field for prescribed zonal mean basic state and zonally asymmetric boundary, thermal, and mechanical forcing inputs.
[5] We expect that the dynamics of the stationary wave response to climate change will be problem and model dependent. Stephenson and Held [1993] , for example, find that the stationary wave response to greenhouse warming in the Geophysical Fluid Dynamics Laboratory (GFDL) climate model can be largely attributed to changes to transient eddy forcing and diabatic heating. But in a similar model at higher resolution, Joseph et al. [2004] find that the changes in the zonal mean basic state must be accounted for to explain the greenhouse warming response. The tropospheric stationary wave response in these studies generally consists of a zonal wave number 5 wave train in the NH midlatitudes, but the phase does not agree among these simulations. Brandefelt and Körnich [2008] seek common dynamical features in the stationary wave response of the models used for Phase 3 of the Coupled Model Intercomparison Project, which contributed to the Intergovernmental Panel on Climate Change 4th Assessment Report (CMIP3 IPCC AR4). The CMIP3 responses are divided into three groups based on their stationary wave response patterns, and using a barotropic SWM the authors find that the zonal mean flow changes account for up to half of the total stationary wave changes in each group. Further work is required to explain the considerable spread of the stationary wave response in climate simulations.
[6] The studies we have cited analyze for the most part the tropospheric stationary wave field, in part because the models have relatively poor stratospheric representation. Stratospheric stationary wave modeling work [e.g., Lindzen and Matsuno, 1968; Matsuno, 1970; Hartmann, 1976] , on the other hand, has primarily focused on basic dynamical processes and has been less quantitative. To our knowledge, there has been little work on understanding the full stratosphere-troposphere stationary wave response to climate change in a quantitative manner, in the context of models used in climate assessments.
[7] The paper is structured as follows. After describing the SWM and its development (section 2.1), we describe the CMAM and the data used for our study (section 2.2), analyze the CMAM stationary wave response to climate change (section 3.1) and the ability of the SWM to capture this response (section 3.2), and use the SWM to explain important aspects of the stationary wave dynamics and the related impacts on the zonal mean wave activity (section 3.3). The main findings are summarized and conclusions presented in section 4.
2. Methods 2.1. Stationary Wave Model 2.1.1. SWM Overview [8] The Stationary Wave Model (SWM) solves for the zonal asymmetric component of the climatological temperature, wind and surface pressure fields, given a prescribed time independent zonal mean basic state and zonally asymmetric forcings associated with diabatic heating, topographic forcing, and transient eddy fluxes [e.g., Nigam et al., 1988; Ting, 1994; Held et al., 2002; Chang, 2009] . The SWM time integrates the damped nonlinear primitive equations on the sphere to a steady state [e.g., Ting and Yu, 1998; Held et al., 2002; Chang, 2009] while fixing the zonal mean basic state and zonally asymmetric forcings. It thus solves for stationary wave nonlinearity, which involves advective nonlinearity and other nonlinear terms [Ting and Yu, 1998; Wang and Kushner, 2010; Wang, 2010] . It uses the GFDL Flexible Modeling System (FMS) primitive equation spectral dynamical core [e.g., Polvani and Kushner, 2002] with T42 resolution in the horizontal and 42 levels in the vertical with balanced representation of the troposphere and stratosphere. There are 18 stratospheric levels above 100 hPa and the highest full model level is at 0.4 hPa, which is above the stratopause. A hybrid sigma-to-pressure vertical coordinate rather than a pure sigma grid is adopted to avoid numerical artifacts in the stratosphere over large topography.
[9] Construction of the SWM requires configuring the zonally asymmetric forcings. The zonally asymmetric forcings considered include orographic forcing (O), transient wave forcing (Trans), and diabatic heating (H), which may be further broken into its convective, condensational, shortwave radiative, longwave radiative, and other components. While these fields are all available for reanalysis products such as the ERA-40 Reanalysis [Uppala et al., 2005] , they are often not archived for climate model output, which means that we will not always be able to use them in SWM analysis. In addition, our experience has been that including some of these forcings only moderately improves or even degrades the accuracy of solution. For example, in the stratosphere, longwave radiative heating (H LW ) is problematic to prescribe as a forcing, because it is typically locally relaxational, implying that in regions where the longwave heating H LW > 0, the local temperature is anomalously cool, and the converse. When positive H LW is imposed as a forcing, in the presence of Newtonian relaxation in the SWM it locally warms the atmosphere, leading to an opposite thermal response to what is physically expected. Thus we separately consider the diabatic heating minus its longwave component (H − H LW ) as a forcing.
[10] Construction of the SWM also requires configuring the damping settings used. The formulation of thermal damping (Newtonian cooling) and mechanical damping (Rayleigh (Table 1 ). The damping generally decreases with height and latitude, but also employs mechanical damping in a sponge layer near the model lid as by Polvani and Kushner [2002] .
SWM of the Observed Stationary Wave Field
[11] We first configure the SWM to capture the observed stationary wave field. We aim to accurately reproduce the stationary wave field and to estimate the effect of removing zonally asymmetric forcings that often cannot be calculated from available climate model output. We investigate 15 combinations of zonally asymmetric forcings using a standard set of damping parameters listed in Tables 1 and 2 ; how these damping parameters were chosen will be discussed below. The SWM for the observational analysis uses smoothed topography (similarly to Grose and Hoskins [1979] and Ting et al. [2001] ) at T20 (6°) instead of T42 (2.8°) because the solutions modestly improve with this smoothing. The forcings are listed in Table 3 and the SWM results are plotted in Taylor diagram format [Taylor, 2001] in Figure 1 .
[12] To explain the Taylor diagram format: the radial coordinate of a point on a Taylor diagram indicates the level of variance in a test field relative to a target field, and the polar coordinate of the point indicates the correlation of the test field relative to the target field. If the test field and target field are identical (to within a constant), the point is located on the horizontal axis a unit distance from the origin; the radial distance from this point is the standardized mean square difference between the test and target fields. In Figure 1 , the target is a set of stationary wave climatological fields for January 1979-2002 for the ERA-40 reanalysis, for 250 hPa and 10 hPa in the Northern Hemisphere troposphere and stratosphere, and for vertical cross sections at 30°N and 60°N. The test fields are the corresponding SWM solutions when the model is run with the January 1979-2002 ERA-40 zonal mean wind and temperature climatology.
[13] Considering the overall behavior, the best performing configurations of the SWM are able to capture best the pattern and amplitude of the sub-Arctic (60°N) and the NH stratospheric (10 hPa) stationary wave fields. The pattern of the subtropical (30°N) and NH upper tropospheric (250 hPa) fields are less well captured.
[14] Considering the different zonally asymmetric forcing configurations, one of the best cases is one for which orographic forcing and diabatic heating absent the longwave heating are included (O + H − H LW ; symbol "1" in Figure 1 ). Adding the longwave heating (O + H; symbol "2") strongly degrades the solution in most respects, except in the NH upper troposphere, and retaining only the longwave heating term in the diabatic heating (O + H LW ; symbol "3") leads to stationary wave solutions that are anticorrelated with the observed stationary wave, except in the upper troposphere. This conclusion is reinforced when longwave heating is imposed in isolation (H LW ; symbol "8"); the solid curves in Figure 2 show the spatial correlation and the relative amplitude between the observed stationary wave field and the SWM solution as a function of vertical level for this solution. The longwave radiative heating in isolation generates a stationary wave pattern that is negatively correlated with the observed stationary wave field almost throughout the entire troposphere and stratosphere.
[15] Given the physical expectation of the counterintuitive effects of longwave heating discussed in section 2.1.1 and the results of these tests, which are consistent with this physical expectation, we proceed to exclude, where possible, prescribed longwave radiative diabatic heating as a forcing in the SWM. An exceptional case (O + H tropo ; symbol "4" in Figure 1 ) in which longwave heating is retained in the troposphere and all diabatic heating turned off in the stratosphere, will be discussed in section 2.1.3.
[16] Returning to the O + H − H LW (symbol "1" in Figure 1 ) case, adding transients to this combination (O + H − H LW + Trans; symbol "12") has a modest impact on the solution and tends to degrade it. The dashed line in Figure 2 plots the vertical profile of the spatial correlation and the relative amplitude between the observed stationary wave field and the stationary wave solution by transient wave flux convergences only (corresponding to Trans; symbol "10" in Figure 1 ). This correlation is negative in the troposphere, consistent with previously reported relaxational behavior of transient wave forcing [e.g., Ting and Held, 1990; Ting et al., 2001] , and positive in the stratosphere. Including the longwave heating (O + H + Trans; symbol "13" in Figure 1 ) degrades the solution even more, as expected from the discussion of longwave heating.
[17] The combination of forcings that best captures the ERA-40 stationary wave field is comprised of topography, diabatic heating absent its longwave radiative component, plus the stratospheric transient wave flux convergences (O + H − H LW + Trans strat ; symbol "15" in Figure 1 ). This confirms that the tropospheric transients tend to degrade the SWM solutions. The forcing from stratospheric transients increases the stationary wave amplitude, bringing it closer to the observed stationary wave field.
[18] Much of the testing of different damping settings is described in the doctoral thesis of Wang [2010] and will only be partially described here. This includes (1) testing on the order and strength of the horizontal hyperviscocity in the model, (2) testing on the vertical structure of the damping profile in Table 1 including damping time scales (such as t av , t f , etc.), the transition level for boundary layer (s b ) the tropopause (s strat1 ) and the sponge layer near the model lid (s strat2 ), etc.., and (3) testing on the meridional structure of the damping profile by varying the coefficient n in the Newtonian cooling coefficient formula in the second row of Table 1 . Figure 3a shows the Taylor diagram for n = {0, 1, 2, 3, 4} with zonally asymmetric forcing O + H − H LW . In the simple dynamical core GCM of Held and Suarez [1994] and Polvani and Kushner [2002] , n is set to 4. In the SWM, as n increases from 0 to 4, the boundary layer Newtonian damping weakens in the extratropics, and the stationary wave amplitude increases and therefore improves relative to observations. But the pattern correlation does not improve systematically: for example, the stationary wave field on the 250 hPa pressure level. This kind of trade-off is typical in tuning the damping parameters, and one has to compromise at a certain point to control the overall quality of the stationary wave solution, balancing the quality of different components as well as balancing the pattern correlation against the relative amplitude.
[19] There is a wide variety of tunings of similarly formulated SWMs, two of which we have tested for this SWM and are represented in the Taylor diagram of Figure 3b for the same zonally asymmetric forcings as Figure 3a . Ting and Yu [1998] employ a damping time scale of 0.2 days and 1 day at the lowest two sigma levels, and then 15 days for levels less than s = 0.811, for both the Rayleigh friction and the Newtonian cooling. Held et al. [2002] retune the damping settings of the Ting and Yu [1998] model, using a uniform damping time scale 15 days throughout the atmosphere for Table 3 . Symbols "1" and "15" in down-pointing triangles overlap almost completely. The Taylor diagram displays a measure of the correlation (azimuthal direction) and the relative magnitude (radial direction) between the test field and the target field. The down-pointing triangles represent the 250 hPa pressure level, the up-pointing triangles represent the 10 hPa pressure level, the circles represent the height-longitude cross section at 30°N, and the squares represent the height-longitude cross section at 60°N (hereafter for all Taylor diagrams). To calculate the spatial correlation, the stream function fields are weighted by area, cos 2 (), and log-pressure depth of each level, Dlog(p); the amplitude is measured in terms of the spatial standard deviation of the stationary wave field.
the Newtonian cooling, plus a damping time scale of 25 days for the Rayleigh friction throughout the atmosphere except for the lowest four sigma levels which are 0.3, 0.5, 1, and 8 days, respectively. Chang [2009] uses a Rayleigh friction profile very similar to that of Held et al. [2002] plus a Newtonian cooling damping time scale of 30 days for s < 0.7, which decreases to 2 days at the surface. The wide variation of these damping parameters (t s , t a , etc. in Table 1 ) in the previous literature and the enhanced stratospheric representation of our SWM motivated us to perform our own tuning. Figure 3b compares the stationary wave solution using our damping settings in Table 2 (symbol "1" in Figure 3b ) with the solutions using damping profiles from Held et al. [2002] and Chang [2009] . These stationary wave solutions using different damping profiles are comparable to each other while the settings in Table 2 work better with the ERA-40 diabatic heating, partly reflecting the extensive tuning we have carried out.
[20] We note that the tests attempting to isolate the role of individual forcings are not completely clean because of nonlinear effects. We find that the SWM solutions have moderate nonadditivity for different combinations of forcings (not shown), indicating nonlinear interaction between the stationary waves response to individual forcings is a major source of the total stationary wave nonlinearity [e.g., Held, 1983; Held et al., 2002; Brandefelt and Körnich, 2008] .
SWM Construction for GCM Analysis
[21] We have found that the tuning for observational analysis in section 2.1.2 does not lead to a SWM that best captures the stationary wave climatology in CMAM. We summarize the following differences in the set up of the SWM for analyzing the CMAM:
[22] 1. For the SWM applied to CMAM, the best solution uses T42 topography that is consistent with model resolution (comparison not shown) instead of the smooth topography in section 2.1.2; we adopt this resolution for topography in the SWM applied to CMAM.
[23] 2. The breakdown of diabatic heating H into its longwave, shortwave, condensational, and other components are not available from the CMAM simulation; thus H LW cannot be removed from H. But since H LW is dominant in the stratosphere, but is a minor component in the troposphere, we work around this shortcoming by applying the total diabatic heating only in the troposphere below 200 hPa in the SWM. When this approach is tested with reference to the ERA-40 data in Figure 1 (O + H tropo , symbol "4") is compared with O + H − H LW (symbol "1"), one can see that this represents a reasonable compromise that only slightly degrades the solution.
[24] 3. The zonally asymmetric transient eddy forcing Trans requires daily data to be calculated, but daily data was also not archived for this CMAM data set. Given this and in addition that transient eddy forcing has a moderate impact on the solution and generally degrades the solution in the troposphere, we neglect the Trans forcing.
[25] 4. Given differences between the CMAM and the ERA-40 zonal mean climatologies and the differences in zonally asymmetric forcings described, it is not surprising that the damping settings for the SWM applied to CMAM require a modest retuning (Tables 1 and 2 ): for the SWM applied to CMAM, thermal damping is strengthened at the lower boundary and in the stratosphere. The damping settings (the CMAM settings in Table 2 ) are retuned considering the optimization of both the stationary wave stream function and the stationary wave driving (EP flux), which is another quantity of interest to us in the analysis that follows.
[26] The performance of the SWM applied to the CMAM simulation is evaluated in section 3.2. Table 2 for ERA-40 analysis (symbol "1") with the nonlinear stationary wave solutions using damping settings from Held et al. [2002] (symbol "2") and Chang [2009] (symbol "3").
CMAM Simulation
[27] As input to the SWM, we use the zonal mean basic state and zonally asymmetric diabatic heating from a simulation of the CMAM [Beagley et al., 1997; Scinocca et al., 2008] forced by greenhouse gases (GHG) and ozonedepleting substances following the CCMVal REF-2 scenario for the Stratospheric Processes And their Role in Climate project (SPARC) [Eyring et al., 2007] . The REF-2 scenario [28] The focus of the current study is on long-term climate projections after stratospheric ozone has recovered from the effects of ozone depletion. The CMAM simulation spans from 1950 to 2099 and the first ten years are discarded as spin-up. Then the time average of the first and last twenty years, 1960-1979 and 2080-2099 , are chosen as the "past" and the "future" climate, respectively. The difference between them, i.e., "future" minus "past," is defined as the "response." The response is dominated by radiative forcing from GHG increases because ODS concentrations are similar for both the past and future periods [see Eyring et al., 2007, Figures 1a and 1b] . We focus in this work on the boreal winter stationary wave response. The stratospheric stationary wave response in December is quite different from the January-February change and is mostly not statistically significant (not shown). Therefore the long-term mean of January and February is chosen as the analysis period for this study. [29] Before applying the SWM, we show in Figure 4 the past and future stationary wave field in January-February and the response as simulated by CMAM, for the NH stationary wave field at 250 hPa (Figures 4a-4c ) and 10 hPa (Figures 4d-4f ) and in pressure-longitude sections at 30°N (Figures 4g-4i) and 60°N (Figures 4j-4l) . The stationary wave field in CMAM (Figure 4a ) is quite similar to the observations (the ERA-40 and NCEP [Kalnay et al., 1996] reanalyses) in terms of both spatial correlation and amplitude (e.g., spatial correlation r = 0.85 at 250 hPa and r = 0.98 at 10 hPa with the NCEP Reanalysis for [1960] [1961] [1962] [1963] [1964] [1965] [1966] [1967] [1968] [1969] [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] January and February climatology).
[30] The 250 hPa NH stationary wave response (Figure 4c ) consists of a highly structured wave train, characterized approximately by zonal wave number 5, centered in the subtropics, and corresponding to an eastward shift of several features of the stationary wave field. The tropospheric stationary wave averaged over 20-40°N in the past and future primarily comprises zonal wave-1, wave-2, and wave-3 components (36%, 24%, and 16% of the spatial variance of the stationary wave field respectively in the past; 39%, 26%, 10% respectively in the future), while the response has more small scale structures with a relatively strong wave-5 component (20%, 12%, 19%, 14%, 23%, 9% of the spatial variance of the response for the first six wave number components respectively). The relatively fine structured tropospheric response pattern is not just a feature of the CMAM simulation, but is also found in the related climate model CCCma CGCM used in IPCC AR4 [see Brandefelt and Körnich, 2008, Figure 3 ]. In addition, this pattern has most of the features of group S, which characterizes 7 out of 16 IPCC models grouped by the similarity of their response to GHG forcing, in the first panel of Figure 5 of Brandefelt and Körnich [2008] . Thus the upper tropospheric pattern in Figure 4c is a robust response to GHG forcing common to many climate models.
[31] Charney-Drazin theory [Charney and Drazin, 1961] suggests that the small-scale component of the low-latitude tropospheric wave response will not propagate directly into the stratosphere. The NH wintertime stratospheric stationary wave is correspondingly dominated by a wave-1 dipolar structure ( Figure 4d ) and its response to climate change (Figures 4e-4f) is primarily an enhancement of this dipole plus an eastward shift of 15-20°. The stationary wave averaged over 50°N-80°N on 10 hPa is dominated by the wave-1 component in the past (71% of spatial variance), the future (79%) and the response (83%). The positive center over Eastern Siberia moves eastward to the Bering Strait; the negative center over Eastern Canada moves eastward to Northern Europe; both centers strengthen in the future, particularly the negative center.
[32] The vertical structure of the stationary wave field in NH extratropics is mainly barotropic in the troposphere and baroclinic in the stratosphere (Figures 4g, 4h, 4j, and 4k) ; the vertical structure of the response is similar, but is characterized by smaller spatial scales in the troposphere (Figure 4i ). The tropospheric stationary wave and its response have larger amplitudes in subtropics than in high latitudes. In common with other aspects of the response, the pattern generally involves an eastward shift of the past stationary wave pattern.
SWM Analysis of the Stationary Wave Response
[33] The stationary wave response is diagnosed using our SWM with the damping settings of Tables 1 and 2 and with prescribed zonal mean basic state and zonally asymmetric forcings as discussed in section 2.1. In Figure 5 we show the Taylor diagram for the SWM stationary wave solution tested against the target of the CMAM stationary waves for the past, the future, and the response. All these components of CMAM stationary wave are generally well reproduced in terms of spatial pattern correlation with modest underestimates of the stationary wave amplitude. The response is generally more 
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difficult to reproduce because it consists of small differences between pairs of fields with relatively large amplitude, and because it has a relatively small scale structure compared to those of the past and future stationary waves. Our focus will be on which gross features can be captured in the SWM and on how these features can be explained physically.
[34] In Figure 6 we show the stationary wave response in CMAM (Figures 6a, 6e , 6i, and 6m, which repeat Figures 4c, 4f, 4i, and 4l, respectively) and in the SWM model (Figures 6b,  6f , 6j, and 6n). Although Figure 5 shows that the lowest pattern correlation between the SWM and the CMAM response occurs in the case of the 250 hPa pressure level response, the basic features of the wave trains in Figure 6a are captured by the SWM in Figure 6b , albeit with a weak overall amplitude. The degradation of the spatial correlation is more a result of the mismatch in the amplitude of individual positive and negative centers.
[35] The dipolar structure of the stratospheric change is captured in the SWM response (Figures 6e and 6f) . The location and strength of the positive center over North America are quite close to the counterpart in CMAM, while the negative region is more split and too intense over Siberia. This discrepancy comes from the fact that the wave-2 component decreases in the CMAM stationary wave response but increases in the SWM response (not shown).
[36] The vertical structure of the stationary wave response to climate change is generally reproduced in the SWM especially in the stratosphere (Figures 6i, 6j, 6m, and 6n) . The tropospheric SWM response in the 30°N cross section is not well captured in Figure 6j , as expected from com- paring Figures 6a and 6b around the latitude circle at 30°N. The wave-5 fine structure that characterizes the subtropical tropospheric response is challenging for the SWM to reproduce in detail.
Analysis of the Stationary Wave Response Using the SWM
[37] Having shown that the SWM can capture the basic features of the stationary wave field in observations (section 2.1.2) and in the CMAM simulation (section 3.2), we now use it to better understand the dynamics of the stationary wave response to climate change. In particular, we focus on the impact of changes to the zonal mean basic state (denoted DZM) and the zonally asymmetric diabatic heating in the troposphere (denoted DH). In Table 4 we list the SWM experiments designed to investigate the importance of DH, DZM, and different aspects of DZM. In the notation of the table, P indicates past, F indicates future, and each run is identified by a two-part tag with the first part representing the zonal mean basic state and second part representing the diabatic heating forcing. The past and future stationary wavefields in the SWMs referred to in section 3.2 are from PP and FF, respectively. The total stationary wave response to climate change is thus given by FF − PP, which we decompose into the response to DZM, FP − PP, and the response to DH, FF − FP. We keep the zonal mean fixed at its future value, so that we have a clean decomposition of the total, i.e., FF − PP (Figures 6b, 6f , 6j, and 6n) is equal to FF − FP (Figures 8c, 8f , 8i, and 8l) plus FP − PP (Figures 6c, 6g, 6k , and 6o). We have also carried out the experiment PF − PP, in which H is changed while the zonal mean is kept constant at its past value; this produces similar results (not shown).
[38] To evaluate the role of the change in the zonal mean circulation, DZM, in the stationary wave response, we compare FF − PP (Figures 6b, 6f, 6j , and 6n) to FP − PP (Figures 6c, 6g, 6k, and 6o) . One of our principal results is that the change in the zonal mean captures most of the upper tropospheric response (Figures 6b and 6c) , the lower stratospheric response (Figures 6f and 6g) , the 30°N response (Figures 6j and 6k) , and the 60°N response (Figures 6n  and 6o ). Generally speaking, the response to the zonal mean change is somewhat weaker than the total (see also Figure 9a ), suggesting that the response to the change in the zonal mean winds and diabatic heating reinforces each other, as we will confirm below in discussing Figure 8 .
[39] We explore the dynamics further by asking which part of the zonal mean change is most important in shaping the stationary wave response. We are motivated by the understanding that the zonal mean response can be broken down into components that are dynamically distinct. Figures 7a  and 7e show the zonal mean wind and temperature from the past, and Figures 7b and 7f show the response of these fields, with shading for significance of the response. The temperature response (Figure 7f ) includes well known features of climate responses to greenhouse forcing such as tropospheric warming and stratospheric cooling, amplification of the tropospheric warming in the tropical upper troposphere and toward the poles in the lower troposphere. In the Arctic stratosphere, the cooling is relatively small and statistically insignificant. In the winds, there is a westerly response near the subtropical tropopause in both hemispheres. This response, which is common in many climate simulations, is expected from thermal wind balance, given the direct temperature response to the meridional gradient in radiative forcing. The zonal wind response in the NH polar stratosphere is easterly but statistically insignificant.
[40] Since the subtropical zonal wind response is similar in the two hemispheres, we can reasonably assume that it is independent of stationary wave effects and primarily driven by the direct radiative response to climate change. The high latitude stratospheric zonal wind response is quite different between the NH and SH and could be greatly influenced by stationary wave responses. Accordingly, after some trial and error experimentation, we carry out a SWM experiment (F a P) in which the NH subtropical wind response (DZM a ) is imposed in isolation, to see what influence this has on the NH stationary wave pattern. The zonal wind anomaly used is shown in Figure 7c . To maintain a consistent thermal wind balance, we find a zonal mean temperature anomaly field with zero global meridional mean that balances this zonal wind anomaly. This field is shown in Figure 7g ; the meridional gradient of this field is proportional to the vertical gradient of the wind anomaly.
[41] In addition to DZM a we also consider two other basic state changes, one corresponding to the total zonal wind response minus the subtropical part (DZM b ; Figures 7d and 7h) and another corresponding to the residual in the temperature changes (DZM c ; Figure 7i ) that consists of zero zonal mean wind response and a mean temperature perturbation with very weak gradients that correspond to very small ageostrophic contributions. By construction, the zonal wind anomalies in Figures 7c and 7d add up to the zonal wind response in Figure 7b , and the temperature anomalies in Figures 7g-7i add up to Figure 7f .
[42] We input these different basic state responses into the SWM; these are listed as F a P, F b P, and F c P in Table 4 . Our second principal point is that DZM a is responsible for most of the stationary wave response to climate change in the stratosphere and troposphere. This is evident by comparing Figures 6d, 6h , 6l, and 6p (F a P − PP) with Figures 6b, 6f, 6j, and 6n (FF − PP) and Figures 6c, 6g , 6k, and 6o (FP − PP). The response to the change in the NH subtropical jet brings out some interesting features. For example, this response is associated with an upper tropospheric wave train that appears to arc from the Northwest Pacific across the pole to the North Atlantic Sector in Figure 6d ; and it appears to enhance the wave-2 component of the response in the stratosphere in Figure 6h .
[43] Our main results are thus summarized in Figure 6 : the main features of the CMAM stationary wave response (Figures 6a, 6e, 6i, and 6m) are captured in the SWM 
The notation DZM a , DZM b , etc., is defined in section 3.3.
( Figures 6b, 6f , 6j, and 6n, FF − PP); the stationary wave response is dominated by the change in the zonal mean circulation (Figures 6c, 6g , 6k, and 6o, FP − PP); and this response is in turn dominated by the change to the subtropical jet (Figures 6d, 6h , 6l, and 6p, F a P − PP). Because this kind of subtropical jet response is typical of other models' response to greenhouse warming [e.g., Lorenz and DeWeaver, 2007] , it will be of interest to see which aspects of these results carry over to other models. We speculate that the general eastward shift of the stationary wave features seen in the response is tied to the westerly wind response in the subtropics; it perhaps can be understood in terms of an increase in the eastward component of the stationary wave group velocity.
[44] In the exploration of the SWM we have carried out, other effects are worth considering. In Figures 8a, 8e, 8g , and 8j (F b P − PP), we consider the effects of the zonal mean circulation response without the NH subtropical jet response, and in Figures 8b, 8f , 8h, and 8k (F c P − PP) we consider the case with zero wind response and a thermal perturbation with correspondingly weak temperature gradients. In this case, DZM b induces a stationary wave response that has weaker amplitude and is poorly correlated with the CMAM response in the stratosphere, while the response to DZM c is even weaker and has much poorer spatial correlation. We note that the responses associated with these three components of the zonal mean changes do not perfectly add up to the response associated with the total changes in zonal mean flow, indicating modest nonlinearity in this decomposition. Finally, in Figures 8c, 8f , 8i, and 8l (FF − FP), we investigate the impact of changing the diabatic heating while keeping the zonal mean fixed. As expected the response in this case is weak but fairly well correlated with the troposphere-stratosphere response, thus suggesting that the heating and zonal mean responses reinforce each other. In Figures 6n-6p, 8j , and 8l, we note that the wave response exhibits a westward tilt with height indicating an enhanced vertical EP flux in response to changes in the zonal flow and tropospheric diabatic heating. These responses will be considered further in section 3.4.
[45] We use Taylor diagrams to summarize the above findings in a quantitative manner. In Figure 9a we present the relative contribution of the zonal mean flow change (DZM, open symbols in Figure 9a ) and the diabatic heating change (DH, solid symbols in Figure 9a ) to the total stationary wave response captured by the SWM (DZM + DH, "1" on the x axis in Figure 9a as the target stream function field), which shows clearly that the dominance of DZM in the total response DZM + DH. In the Taylor diagram in Figure 9b we present the further decomposition of the response to DZM into three subsets (DZM a , DZM b , and DZM c ). The stationary wave response to DZM a is found to explain most of the response to the total zonal mean change DZM.
Analysis of the EP Flux Response Using the SWM
[46] A challenging test of the SWMs is to use it to explain changes in wave driving in the stratosphere, since the stationary wave activity flux depends on the details of stationary (Figures 7a and 7e) ; their response to climate change, DZM (Figures 7b and 7f) ; and three subsets of the response DZM a (Figures 7c and 7g) , DZM b (Figures 7d and 7h) , and DZM c (Figure 7i ), which satisfy DZM = DZM a + DZM b + DZM c . The zonal mean zonal wind response for the third subset is zero by construction. Zonal wind contour intervals are 10 m s −1 for the past ( Figure 7a ) and 2 m s −1 for the response (Figures 7b-7d) ; temperature contour intervals are 10 K for the past (Figure 7e ) and 1 K for the response (Figures 7f-7i) .
wave spatial structure. The EP flux of the CMAM past stationary wave shows significant upward propagation of wave activity into the high-latitude stratosphere from midlatitude troposphere (not shown) and this feature is enhanced in the future as shown in the changes of the EP flux (Figure 10a ). This enhanced wave driving is one of the key contributors to the Brewer Dobson circulation response to climate change, which in this and many other models increases in response to greenhouse gas increases [e.g., Butchart et al., 2006; McLandress and Shepherd, 2009; Butchart et al., 2010b] . We note, however, that the dominant part of the response occurs in the region of easterly wind response, where the zonal mean wind response is not statistically significant (Figure 7b ). Thus, while it is reasonable that this enhanced wave driving and EP flux convergence is associated with the easterly wind response, the zonal mean wind responses themselves are not statistically robust.
[47] The EP flux response to climate change is diagnosed and decomposed using the SWM, similarly to the decomposition of the stationary wave response. The stratospheric component of the CMAM EP flux response to climate change is generally captured by the SWM response FF − PP (or DZM + DH; Figure 10b ) except for an overestimate in its amplitude by 55%. This occurs despite the fact that the SWM wave amplitude is relatively weak in the polar stratosphere compared to CMAM ( Figure 5 and Figures 6e, 6f, 6m, and 6n). Our understanding is that this discrepancy reflects the sensitivity of the EP flux response to the vertical structure of the wave. For example, the amplitude of the zonally asymmetric temperature field (which reflects vertical variations in geopotential) is generally overestimated by the SWM (up to 40%; not shown); this contributes to an overestimate in the amplitude of the vertical EP flux and its response. In addition, the relatively strong westward tilt with height seen in the wave response in the stratosphere in Figure 6n for the SWM compared to Figure 6m for CMAM also contributes to an overestimate of the EP flux response from the SWM. Acknowledging this discrepancy, we use the SWM to provide dynamical insight into the source of this EP flux response.
[48] In the SWM, the stratospheric EP flux response to DZM, i.e., FP − PP, is reduced in amplitude but has a similar pattern, as shown in Figure 10c , to the total SWM response in Figure 10b and to the CMAM EP flux response in Figure 10a . On the other hand, the stratospheric EP flux response to tropospheric diabatic heating DH (Figure 10d ) is only slightly weaker than the response to DZM and its pattern is also fairly consistent with the CMAM response (Figure 10a ). The contributions of DZM and DH are 64% and 42% respectively to the total stationary wave EP flux response (DZM + DH) in the stratosphere, which are qualitatively consistent with their relative contributions to the total stationary wave response. Thus, tropospheric diabatic heating plays a relatively large role in the wave driving response to climate change compared to what might have been expected based on the relatively weak amplitude of the wave response to this heating Figures 8c, 8f, 8i, and 8l) . The relative strong wave activity response to tropospheric diabatic heating is related to the relatively strong westward tilt with height of the wave response seen in Figure 8l .
[49] In section 3.3, we found that the subtropical jet change (DZM a ) dominated the SWM's stationary wave stream function response to the zonal wind change (DZM; see Figures 6 and 9b) . But the effect of the different components of the zonal wind response on the EP flux does not behave analogously. For example, the stratospheric EP flux response to DZM a (Figure 10e) does not capture the main features of the stratospheric EP flux response to DZM (Figure 10c ). Instead, these features are more fully captured in the response to DZM b , in which the zonal mean basic state includes the easterly high latitude response but not the westerly subtropical response (Figure 10f) . As in the response to tropospheric diabatic heating DH, the relatively strong EP flux response to DZM b is related to the strong baroclinic tilt of the wave response in Figure 8j . Finally, DZM c has a minor contribution to the EP flux response in the stratosphere (Figure 10g ). The relative EP flux contributions of DZM a , DZM b , and DZM c are 38%, 91%, and 19% to the EP flux contributions of DZM in the stratosphere, respectively, indicating moderate nonlinearity in this decomposition as the sum of these percentages is about 150% (119% if the cancellation between their EP flux responses is taken into account).
[50] The sensitivity of the EP flux convergence feature around 60°N above 30 hPa to DZM b suggests that the polar stratospheric easterly wind response to climate change in CMAM controls some of the SWM's EP flux convergence response. Interpretation of this is ambiguous because of wave mean flow dynamical coupling: the wind response is determined to a large extent by the total (stationary + transient) wave activity response. In addition, this easterly response in CMAM is not statistically significant (Figure 7b ). But to quantify the local effect of the easterly response, we carry out another decomposition of DZM as input to the SWM. The decomposition is shown in Figure 11 : the polar zonal mean zonal wind response and its corresponding temperature response is isolated as DZM d , and the complementary zonal mean zonal wind response and its corresponding temperature response is denoted as DZM e ; these fields satisfy by construction DZM = DZM d + DZM e + DZM c . The relative contributions of this decomposition can be seen in Figures 10h, 10i , and 12. As can be inferred from the effects of DZM a and DZM b , DZM d has a minor contribution to the stationary wave stream function response (open symbols in Figure 12) ; however, this polar easterly response contributes significantly to the stratospheric EP flux response (Figure 10h , 71% of the stratospheric EP flux response to DZM). On the other hand, DZM e (shaded symbols in Figure 12 ) explains most of the stationary wave response to DZM, but has a smaller contribution (60%) to the stratospheric EP flux response to DZM (Figure 10i ). Note that DZM e dominates the tropospheric EP flux response, consistent with the expectation that the tropospheric zonal mean flow changes drive changes to the tropospheric stationary waves. There is still moderate nonlinearity in this decomposition; the sum of their percentages is 150%, or 111% if the cancellation between their EP flux responses is taken into account.
[51] An especially striking point about Figure 10 is that all the changes to the zonal flow and the diabatic heating result in an essentially similar EP flux response in the stratosphere: namely, an increase in upwelling wave activity and wave dissipation and driving in the stratosphere. Thus DZM b , DZM d , DZM e , and DH all induce an EP flux pattern similar to the CMAM stratospheric EP flux response (Figure 10a ). The stratospheric EP flux responses to DZM a and DZM c have relatively small amplitudes but agree in sign with the responses to the above components. This indicates that the EP flux contributions reinforce each other in all decompositions. We will further discuss this in section 4.
Summary and Discussion
[52] We have developed a stratosphere-troposphere stationary wave model (SWM) to diagnose the stationary wave response to climate change simulated by the Canadian Middle Atmosphere Model (CMAM) Chemistry Climate Model (CCM). The zonal mean flow change is found to be responsible for most of the total response in the stationary wave field, especially in the stratosphere. A further decomposition of the zonal mean flow change has revealed that the westerly response near the NH subtropical tropopause is the major factor controlling the stationary wave response as measured by the stationary wave stream function.
[53] In contrast to their contribution to the stationary wave response, the zonal mean changes in the polar region (mostly in the stratosphere) and the diabatic heating change contribute significantly to the EP flux response. It is noteworthy that for all the decompositions the climate change response involves an increase in the upward propagating EP flux. The resolved wave (stationary and transient waves) driving contributes to most of the strengthening of BDC in response to climate change (e.g., more than 60% according to Butchart et al. [2006] ), and stationary wave driving dominants the extratropical resolved wave driving in NH winter [McLandress and Shepherd, 2009] . The contributions of these components to the stationary wave driving reinforce each other, suggesting that positive feedbacks play a role in the interactions between the stationary wave responses to individual components. The mechanism of such feedbacks can be similar to that of the stratospheric sudden warming, which involves the breakdown of the wintertime polar vortex by wave forcing from the troposphere [e.g., Matsuno, 1971] . Borrowing from the sudden warming terminology, the direct greenhouse response in the troposphere and lower stratosphere preconditions the polar vortex response, which then reinforces the response by allowing for an enhanced wave drag there.
[54] The dominance of the zonal mean flow change in the stationary wave response to climate change is consistent with at least two previous studies on tropospheric stationary waves [Joseph et al., 2004; Brandefelt and Körnich, 2008] , and the dominance is also significant in the stratosphere. Although the model includes sources of nonlinearity such as the dependence on the basic state and the stationary wave nonlinearity, one can roughly quantify how much of the response is explained by the two principal effects investigated here. In particular, the zonal mean change accounts for about 1/2 of the tropospheric stream function response and about 3/4 of the stratospheric response. On the other hand, the diabatic heating change only contributes less than 1/3 to both the tropospheric and the stratospheric stream function response. Those parts of the response that the SWM is not able to capture could result from missing forcing terms, such as transient wave flux convergences, and the enhanced damping being introduced in the SWM.
[55] It has proven difficult to improve our dynamical understanding of the enhancement of high latitude stratospheric planetary wave forcing by stratospheric basic state changes, beyond what has been deduced by decomposing the response from the nonlinear SWM. For example, the role of nonlinearity is strong in this problem, as indicated by a general degradation of the solution when stationary wave nonlinearity is neglected (not shown). The behavior of the classical planetary wave refractive index has also been examined, and leads to inconclusive results. The CMAM refractive index response to climate change predicts enhanced upward wave activity in the upper Arctic stratosphere for all wave numbers. However, a wave number decomposition of CMAM wave activity reveals reduced vertical wave propagation for the wave-2 component (not shown). Nevertheless, future dynamical research should explore further the robust enhancement of the stationary wave forcing in response to climate change in this relatively simple case, in order to better understand the enhanced Brewer Dobson Circulation response to climate change seen in almost all CCMs [Butchart et al., 2010a [Butchart et al., , 2010b .
[56] The zonal mean zonal wind response in CMAM has a tropospheric component similar to that of group S of Brandefelt and Körnich [2008] , which is characterized by a strengthened tropospheric jet, which might explain why the stationary wave results in this study are consistent with their findings on that group. How the general eastward shift of the stationary wave field is linked to this westerly response is a subject of future research. In light of the recent chemistryclimate-model-based intercomparison and assessment activities (i.e., CCMVal2), we intend to test the findings from this study using data from these simulations. (An ongoing pragmatic challenge is that to test the SWM properly the diabatic heating and transient wave flux fields need to be archived, and these are frequently unavailable.) In particular, the acceleration of the zonal mean zonal wind near the subtropical tropopause of both hemispheres is a robust feature of the response to climate change seen in many simulations. It results from radiative warming in the tropical upper troposphere and radiative cooling in the polar stratosphere, and is therefore, in principal, separable from the stationary wave response to climate change. We wish to test its effects on the stationary wave response in different CCMs.
