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Abstract
The generalized decoration-iteration transformation is adapted for the exact study of a coupled spin-electron model on 2D lattices
in which localized Ising spins reside on nodal lattice sites and mobile electrons are delocalized over pairs of decorating sites. The
model takes into account a hopping term for mobile electrons, the Ising coupling between mobile electrons and localized spins
as well as the Ising coupling between localized spins (J′). The ground state, spontaneous magnetization and specific heat are
examined for both ferromagnetic (J′ > 0) as well as antiferromagnetic (J′ < 0) interaction between the localized spins. Several
kinds of reentrant transitions between the paramagnetic (P), antiferromagnetic (AF) and ferromagnetic (F) phases have been found
either with a single critical point, or with two consecutive critical points (P − AF/F − P) and three successive critical points
AF/F − P − F/AF − P. Striking thermal variations of the spontaneous magnetization depict a strong reduction due to the interplay
between annealed disorder and quantum fluctuations in addition to the aforementioned reentrance. It is shown that the specific heat
displays diverse thermal dependencies including finite cusps at the critical temperatures.
Keywords: strongly correlated systems, Ising spins, mobile electrons, phase transitions, criticality
1. Introduction
During the past decades the more interesting and uncon-
ventional phenomena like the giant magnetoresistivity [1–4],
metal-insulator transitions [5], itinerant ferromagnetism [6–
8], metamagnetic transitions [9–11], mixed-valence phenom-
ena [5], enhanced magnetocaloric effect [12–15], superconduc-
tivity [16–18], electronic ferroelectricity [19, 20], or multifer-
roicity [21, 22] have attracted much attention of experimental
as well as theoretical physicists with the aim to describe and
explain the origin of these intriguing phenomena. In spite of
enormous efforts, some of these phenomena still lack full un-
derstanding and have not been reliably explained so far. Most
of the aforementioned collective phenomena arise from the mu-
tual interaction between mobile and localized electrons, which
is of a highly cooperative nature with many active degrees of
freedom. In general, it is a very complex task to solve this kind
of interacting many-body problem, which requires application
of various alternative approaches. One of them, currently in
foreground, is the application of an appropriate type of a nu-
merical method, which can be either the exact (e.g., the ex-
act diagonalization [23, 24]) or approximate (e.g., the Density
Matrix Renormalization Group [25–27] or Monte Carlo meth-
ods [28, 29]). Another approach, which enables to investigate
the physical properties of mutually coupled electron and spin
subsystems, is based on first-principle calculations known as
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a Density Functional Theory [30]. Although both aforemen-
tioned approaches are very useful, there are serious limitations
when applying them to coupled spin-electron systems owing
to restrictions related to CPU time, machine memory or other
computational difficulties associated with finite-size effects.
Recently, another fascinating approach has been suggested
by Pereira et al. [31, 32] when applying a relatively sim-
ple analytical method based on the generalized decoration-
iteration transformation to an interacting spin-electron system
on a diamond chain. Following Fisher’s ideas [33], an arbitrary
statistical-mechanical system (even of quantum nature), which
merely interacts with either two or three outer Ising spins, may
be replaced with the effective interactions between the outer
Ising spins through the generalized decoration-iteration or star-
triangle mapping transformations [33, 34]. The procedure elab-
orated by Pereira et al. [31, 32] has been later adopted to other
interacting spin-electron models in one [35–42] or two dimen-
sions [43–46]. The interest in this field of study has two differ-
ent reasons. The first, very prosaic, reason is that such relatively
simple procedure allows us to obtain ground states as well as
thermodynamic characteristics for an interesting class of two-
component spin-electron systems. These systems has gained
a new direction with the realization of optical lattices [47],
namely, they represent a theoretical counterpart of possible
experimental realizations of coupled spin-electron systems on
decorated lattices that allow us to study many types of collec-
tive phenomena in their pure nature [48–50]. The second, more
crucial, reason relates to the possibility to provide important
hints on fundamental questions concerning the origin of phe-
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nomena such as the giant magnetocaloric effect, metamagnetic
transitions, reentrant phase transitions, etc.
The organization of this paper is as follows. In Sec. 2, we
will first introduce a coupled spin-electron model on 2D lat-
tices in which localized Ising spins reside on nodal lattice sites
and mobile electrons are delocalized over pairs of decorating
sites, together with the crucial steps of an exact mapping pro-
cedure, which has been used to obtain exact closed-form ex-
pressions for the critical temperature, order parameter and other
relevant thermodynamic characteristics. The most interesting
results for the ground state and the finite-temperature phase di-
agrams are collected in Sec. 3 along with thermal dependencies
of magnetization and specific heat. In this section, our attention
will be also focused on the possibility of observing reentrant
phase transitions. Finally, some concluding remarks are drawn
in Sec. 4.
2. Model and Method
Let us investigate an interacting spin-electron system on
doubly decorated 2D lattices, as displayed in Fig. 1. The
investigated model contains one localized Ising spin at each
nodal lattice site and a set of mobile electrons delocal-
ized over the pairs of decorating sites (dimers) placed at
each bond (see Fig. 1). From the experimental point of
view, such coupled spin-electron models could capture phys-
ical properties of polymeric coordination compounds like
[Ru2(OOCtBu)4]3[M(CN)6] (M=Fe, Cr) [51].
k-th bond
σk1 σk2
k1k2
J Jt
J
′
Figure 1: A schematic representation of the studied spin-electron model
on a doubly decorated square lattice. Black balls represent the nodal
sites occupied by the localized Ising spins and gray balls represent the
decorating sites occupied by at most four mobile electrons per dimer.
The ellipse illustrates the k-th bond.
In the present model, each decorating site involves a s-type or-
bital, which can be occupied by at most two electrons with op-
posite spins in accordance with the Pauli’s exclusion principle.
The electron motion described by the hopping amplitude t is
allowed just between nearest-neighbour decorating sites. Each
localized Ising spin interacts with the nearest-neighbourmobile
electrons through the Ising coupling J. In the present work we
go beyond the previous studies [46, 63] by taking into account
the additional Ising coupling J′ between nearest-neighbour lo-
calized Ising spins. We suppose that this interaction is not neg-
ligible and it can lead to a new physics in the coupled spin-
electron systems due to a competition with the effective cou-
pling originating from the hopping process of the mobile elec-
trons. The total Hamiltonian of the interacting spin-electron
system on such doubly decorated 2D lattice can be written as
follows
Hˆ = −t
Nq/2∑
k=1
∑
γ=↑,↓
(cˆ
†
k1,γ
cˆk2,γ + h.c.)
− J
∑
〈ik〉
σˆz
i
(nˆkα,↑ − nˆkα,↓) − J′
∑
〈kl〉
σˆz
k
σˆz
l
, (1)
where cˆ
†
kα,γ
and cˆkα,γ (α=1,2) are the creation and annihila-
tion fermionic operators for the mobile electrons delocalized
over the k-th decorating dimer, nˆkα,γ = cˆ
†
kα,γ
cˆkα,γ and nˆkα =
nˆkα,↑ + nˆkα,↓ are the respective number operators. The opera-
tor σˆz
i
denotes the z-component of the spin-1/2 operator with
eigenvalues σz
i
= ±1. The first term in Eq. (1) describes the
quantum-mechanical hopping of mobile electrons delocalized
over a couple of decorating sites k1 and k2 from the k-th dimer.
The second term represents the Ising-type exchange interac-
tion between the mobile electrons and their nearest Ising neigh-
bours. The last term in Eq. (1) represents a further-neighbour
Ising-type exchange interaction between the nearest-neighbour
localized Ising spins. The symbol N denotes the total number
of localized Ising spins and q is their coordination number. For
a practical reason, we may rewrite the total Hamiltonian (1)
in the form of a sum over bond Hamiltonians Hˆ = ∑Nq/2
k=1
Hˆk,
where each bond Hamiltonian Hˆk accounts for the kinetic en-
ergy of mobile electrons from the k-th decorating dimer, the
exchange interaction between the mobile electrons and their
nearest-neighbour Ising spins, and finally, the exchange inter-
action between two localized Ising spins attached to the k-th
decorating dimer
Hˆk = − t(cˆ†k1,↑cˆk2,↑ + cˆ†k1,↓cˆk2,↓ + cˆ†k2,↑cˆk1,↑ + cˆ†k2,↓cˆk1,↓)
− Jσˆz
k1
(nˆk1,↑ − nˆk1,↓) − Jσˆzk2(nˆk2,↑ − nˆk2,↓)
− J′σˆz
k1
σˆz
k2
. (2)
Let us calculate the grand-canonical partition function Ξ of the
correlated spin-electron system, which will allow us to rigor-
ously analyze the ground-state as well as the thermodynamic
properties. In general, the calculation of the grand-canonical
partition function is a difficult problem, but for the model de-
fined by Eq. (1) there exists an elegant way due to the commu-
tativity between different bond Hamiltonians [Hˆi, Hˆ j]=0. This
fact allows us to partially factorize the grand-canonical partition
function into the product of bond partition functions Ξk
Ξ =
∑
{σi}
Nq/2∏
k=1
Trk exp(−βHˆk) exp(βµnˆk) =
∑
{σi}
Nq/2∏
k=1
Ξk , (3)
where β = 1/(kBT ), kB is the Boltzmann’s constant, T is the
absolute temperature, nˆk = nˆk1 + nˆk2 is the total number op-
erator for mobile electrons delocalized over the k-th decorating
dimer and µ is their chemical potential. The summation
∑
{σi} in
Eq. (3) runs over all possible configurations of the nodal Ising
spins and the symbol Trk stands for the trace over the degrees of
freedom of the mobile electrons from the k-th decorating dimer.
2
It is evident from this notation that it is necessary to diagonalize
the bond Hamiltonian Hˆk in order to find the grand-canonical
partition function. Apparently, the bond Hamiltonian Hˆk com-
mutes with the total number of mobile electrons per bond (nˆk)
as well as the z-component of the total spin of the mobile elec-
trons Sˆ z
k
=
∑
α={1,2}(nˆkα,↑ − nˆkα,↓). Hence, it follows that the
matrix form of the bond Hamiltonian Hˆk can be divided into
several disjoint blocks Hk(nk, S zk) corresponding to orthogonal
Hilbert subspaces characterized by different numbers of mobile
electrons (nk) and different values of the total spin S
z
k
. Since
the further-neighbour exchange coupling J′ between the local-
ized Ising spins (the last term in Eq. (2)) is independent of the
mobile electrons, it is sufficient to diagonalize the reduced form
of the bond Hamiltonian H˜k including only the first two terms
depending on the mobile electrons, whereas the obtained eigen-
values (E˜k) must be subsequently extended by an additional
term −J′σk1σk2 in order to obtain the eigenvalues Ek of the full
bond HamiltonianHk.
(a) The subspace with nk = 0.
This subspace includes only one basis state, and namely, |0, 0〉k
(the notation |0, 0〉k denotes the vacuum state of the pair of dec-
orating sites on the k-th bond) with S z
k
= 0. Thus, the corre-
sponding block Hamiltonian has the form H˜k(0, 0) = 0, which
gives the eigenvalue
Ek1 = −J′σk1σk2 . (4)
(b) The subspace with nk = 1.
In this case, four basis states cˆ
†
k1,↑|0, 0〉k, cˆ†k2,↑|0, 0〉k cˆ†k1,↓|0, 0〉k,
cˆ
†
k2,↓|0, 0〉k lead to two different 2 × 2 block Hamiltonians with
the total spin S z
k
= ±1
H˜k(1,±1) =
( ∓Jσk1 −t
−t ∓Jσk2
)
, (5)
which give, after the direct diagonalization, the following
eigenvalues for S z
k
= 1
Ek2,k3 = − J(σk1 + σk2)
2
±
√
J2(σk1 − σk2)2 + 4t2
2
− J′σk1σk2 , (6)
and for S z
k
= −1
Ek4,k5 =
J(σk1 + σk2)
2
±
√
J2(σk1 − σk2)2 + 4t2
2
− J′σk1σk2 . (7)
(c) The subspace with nk = 2.
In this Hilbert subspace, three different block Hamiltonians can
be discerned according to the value of the total spin S z
k
available
to the basis states cˆ
†
k1,γ
cˆ
†
k2,γ
|0, 0〉k. For two mobile electrons with
equally oriented spins S z
k
= ±2 the bond Hamiltonians H˜k take
the following form
H˜k(2,±2) = ∓J(σk1 + σk2) , (8)
which directly give other two eigenvalues
Ek6,k7 = ∓J(σk1 + σk2) − J′σk1σk2 . (9)
The Hilbert subspace spanned over the four basis states
cˆ
†
k1,↑cˆ
†
k2,↓|0, 0〉k, cˆ†k1,↓cˆ†k2,↑|0, 0〉k, cˆ†k1,↑cˆ†k1,↓|0, 0〉k, cˆ†k2,↑cˆ†k2,↓|0, 0〉k,
with the opposite orientation of two mobile electrons leads to
the following block Hamiltonian H˜k for the particular case with
S z
k
= 0
H˜k(2, 0) =

−J(σk1 − σk2) 0 −t −t
0 J(σk1 − σk2) t t
−t t 0 0
−t t 0 0
 , (10)
which gives the following four eigenvalues
Ek8,k9 = −J′σk1σk2 . (11)
Ek10,k11 = ±
√
J2(σk1 − σk2)2 + 4t2 − J′σk1σk2 . (12)
(d) The subspace with nk = 3.
There are four different basis states cˆ
†
k1,↑cˆ
†
k1,↓cˆ
†
k2,↑|0, 0〉k,
cˆ
†
k1,↑cˆ
†
k1,↓cˆ
†
k2,↓|0, 0〉k, cˆ†k1,↑cˆ†k2,↑cˆ†k2,↓|0, 0〉k and cˆ†k1,↓cˆ†k2,↑cˆ†k2,↓|0, 0〉k,
which form two different 2 × 2 block Hamiltonians
H˜k(3,±1) =
( ∓Jσk2 t
t ∓Jσk1
)
. (13)
After the direct diagonalization of (13) for S z
k
= 1, one obtains
the eigenvalues
Ek12,k13 = − J(σk1 + σk2)
2
±
√
J2(σk1 − σk2)2 + 4t2
2
− J′σk1σk2 , (14)
and for S z
k
= −1
Ek14,k15 =
J(σk1 + σk2)
2
±
√
J2(σk1 − σk2)2 + 4t2
2
− J′σk1σk2 . (15)
It is evident that the energy spectrum for the particular case
with three mobile electrons per decorating dimer is identical
to the particular case with one electron per decorating dimer.
This reflects the particle-hole symmetry of the present model.
(e) The subspace with nk = 4.
Owing to the particle-hole symmetry, the system with nk = 4 is
equivalent to the system without any electron. For this reason,
the last eigenvalue for nk = 4 reads Ek16 = −J′σk1σk2.
The sixteen eigenvalues can be straightforwardly used for the
calculation of the bond grand-partition function Ξk. After trac-
ing out the degrees of freedom of mobile electrons, the bond
grand-partition function Ξk depends only on the spin states
of localized Ising spins, and one may employ the generalized
decoration-iteration transformation [33, 34, 52]
Ξk =
16∑
i=1
exp(−βEki) exp [βµnk(Eki)]
= exp(βJ′σk1σk2)
{
1 + 4 cosh
[
βJ
2
(σk1 + σk2)
]
3
× cosh
[
β
2
√
J2(σk1 − σk2)2 + 4t2
]
(z + z3)
+ 2z2
{
1 + cosh
[
βJ(σk1 + σk2)
]
+ cosh
[
β
√
J2(σk1 − σk2)2 + 4t2
]}
+ z4
}
= A exp(βRσk1σk2) , (16)
where z = exp(βµ) is the fugacity of the mobile electrons.
The mapping parameters A and R are given by the ”self-
consistency” condition of the decoration-iteration transforma-
tion (16), which must hold for all four combinations of two
Ising spins σk1 and σk2. Using standard mathematical opera-
tions, one can obtain the following expressions
A = (V1V2)
1/2, βR =
1
2
ln
(
V1
V2
)
+ βJ′ , (17)
where
V1 = 1 + 4(z + z
3) cosh(βJ) cosh(βt)
+ 2z2
[
1 + cosh(2βJ) + cosh(2βt)
]
+ z4 ,
V2 = 1 + 4(z + z
3) cosh
(
β
√
J2 + t2
)
+ 2z2
[
2 + cosh
(
2β
√
J2 + t2
)]
+ z4 . (18)
By a straightforward substitution of the generalized decoration-
iteration transformation (16) into the expression (3), one ob-
tains a simple mapping relation between the grand-canonical
partition function Ξ of the interacting spin-electron system on
doubly decorated 2D lattices and, respectively, the canonical
partition function ZIM of a simple spin-1/2 Ising model on
the corresponding undecorated lattice with an effective nearest-
neighbour interaction R
Ξ(β, J, J′, t) = ANq/2ZIM(β,R) . (19)
The mapping parameter A cannot cause a non-analytic be-
haviour of the grand-canonical partition function Ξ and thus,
the investigated spin-electron system becomes critical if and
only if the corresponding Ising model becomes critical as well.
The average number of mobile electrons per decorating dimer
is given by
ρ = 〈nk〉 = z
N
∂
∂z
lnΞ = z
∂
∂z
ln A + zε
∂
∂z
βR
=
z
2
(
V ′
1
V1
+
V ′
2
V2
)
+
z
2
ε
(
V ′
1
V1
− V
′
2
V2
)
, (20)
where
V ′1 =
∂V1
∂z
= 4(1 + 3z2) cosh (βJ) cosh(βt)
+ 4z
[
1 + cosh (2βJ) + cosh (2βt)
]
+ 4z3 ,
V ′2 =
∂V2
∂z
= 4(1 + 3z2) cosh
(
β
√
J2 + t2
)
+ 4z
[
2 + cosh
(
2β
√
J2 + t2
)]
+ 4z3 . (21)
The critical points of the coupled spin-electron system on dou-
bly decorated 2D lattices can now be obtained from the ex-
pression (20) for the average number of mobile electrons after
taking into account the critical value of the nearest-neighbour
pair correlation function ε = 〈σk1σk2〉 of the effective spin-
1/2 Ising model along with the critical value of the effective
coupling βcR. Critical values of the effective coupling βcR and
nearest-neighbour pair correlation functions εc of the spin-1/2
Ising model on a few different 2D lattices are listed in Tab. 1.
It is generally known that the critical values for the AF Ising
lattice type βcR ε
F
c
honeycomb ± 1
2
ln(2 +
√
3) ±4√3/9
square ± 1
2
ln(1 +
√
2) ±1/
√
2
kagome 1
4
ln(3 + 2
√
3) (1 + 2
√
3)/6
triangular 1
4
ln 3 2/3
diced ± 1
2
ln
[
1
2
(
1 +
√
3 +
4
√
12
)]
± 1
33/4
(√
2/3 + 1/
√
2
)
Table 1: Critical parameters for a few different planar Ising lattices with
spin ±1. The ± sign corresponds to the F(+)/AF(-) model.
model are the same (but of opposite signs) as for the F ones
on loose-packed lattices (e.g. honeycomb and square), while
the AF Ising models on the close-packed lattices (like the trian-
gular and kagome lattice) cannot exhibit criticality at non-zero
temperatures.
The mapping relation (19) between the partition functions al-
lows us to study also thermodynamic quantities, like the grand
potential Ω, the internal energy U, the entropy S and the spe-
cific heat C using the basic relations
Ω = −kBT lnΞ , U = −∂ lnΞ
∂β
,
S = −
(
∂Ω
∂T
)
z
, C =
∂U
∂T
.
(22)
In addition, we will concentrate our attention on a detailed anal-
ysis of the uniform and staggered magnetizations of the local-
ized Ising spins and the mobile electrons, which can serve as or-
der parameters for the F and AF states, respectively. Applying
exact mapping theorems developed by Barry et al. [53–56], the
magnetization of nodal Ising spins equals to the magnetization
of the corresponding spin-1/2 Ising model on the undecorated
lattice
mi ≡ 1
2
〈σˆz
k1
+ σˆz
k2
〉 = 1
2
〈σˆz
k1
+ σˆz
k2
〉IM ≡ mIM . (23)
The symbols 〈· · ·〉 and 〈· · ·〉IM denote the standard ensemble av-
erage within the original spin-electron model and the effective
Ising model, respectively. The magnetization of the Ising spins
can be calculated from the following expressions
mIM = (1 − P)1/8 ,
P =

16y3(1 + y3)
(1 − y)3(1 − y2)3 [57] (honeycomb)
16y4
(1 − y2)4 [58] (square)
16y6
(1 + 3y2)(1 − y2)3 [59] (triangular),
(24)
4
where y = exp(−2βR). The total magnetization of mobile elec-
trons per decorating dimer can be derived from the generalized
Callen-Suzuki identity [60, 61]
〈 f (cˆ†
kα,γ
cˆkα,γ)〉 =
〈
Trk f (cˆ
†
kα,γ
cˆkα,γ) exp(−βHˆk) exp(βµnˆk)
Trk exp(−βHˆk) exp(βµnˆk)
〉
, (25)
where α=1,2, γ =↑, ↓ and f is an arbitrary function of creation
and annihilation operators from the k-th bond Hamiltonian Hˆk.
As a result, one obtains the following formula for the magneti-
zation of mobile electrons
me =
〈 2∑
i=1
(nki,↑ − nki,↓)
〉
=
〈
1
Ξk
[
∂Ξk
∂(βJσk1)
+
∂Ξk
∂(βJσk2)
]〉
=
4mi
V1
[
(z + z3) cosh(βt) sinh(βJ) + z2 sinh(2βJ)
]
.
(26)
It should be noted that the expressions for the spontaneousmag-
netizations mi and me hold just for the case with the F effective
interaction βR > 0, which supports the existence of the F phase.
For the AF effective interaction βR < 0, it is necessary to cal-
culate new order parameters known as the staggered magneti-
zation of localized Ising spins (ms
i
) and the staggered magneti-
zation of mobile electrons (mse) per decorating dimer. As in the
previous case, the staggered magnetization ms
i
can be obtained
from the exact mapping theorem
msi ≡
1
2
〈σˆz
k1
− σˆz
k2
〉 = 1
2
〈σˆz
k1
− σˆz
k2
〉IM ≡ msIM . (27)
Owing to this fact, the staggered magnetization of the localized
Ising spins ms
i
has the following explicit form on the honey-
comb [57] and square [58] lattices
ms
i
=
1
2
[
1 − 16x
3(1 + x3)
(1 − x2)3(1 − x)3
]1/8
, (honeycomb)
ms
i
=
1
2
[
1 − 16x
4
(1 − x2)4
]1/8
, (square)
(28)
where x = exp(−2β|R|). The staggered magnetization ms
i
fol-
lows the same formula (28) on the loose-packed lattices as does
the uniform magnetization mi given by Eq. (24), while it be-
comes identically zero on close-packed lattices due to a lack of
spontaneous AF long-range order caused by a geometric spin
frustration. The staggered magnetization of mobile electrons
can be derived by the use of the Callen-Suzuki identity, which
provides formse the following expression depending on the bond
grand-partition function Ξk and its derivatives
mse =
〈
(nk1,↑ − nk1,↓) − (nk2,↑ − nk2,↓)〉
=
〈
1
Ξk
[
∂Ξk
∂(βJσk1)
− ∂Ξk
∂(βJσk2)
]〉
. (29)
After straightforward but cumbersome calculations, one obtains
an explicit formula for the staggered magnetization of mobile
electrons mse on the 2D doubly decorated lattices
mse =
(z + z3) sinh(β
√
J2 + t2) + z2 sinh(2β
√
J2 + t2)
V2
√
J2 + t2
× 4Jmsi , (30)
which is expressed in terms of the formerly derived staggered
magnetization of the Ising spins ms
i
. Finally, the calculation of
the electron compressibility follows from the knowledge of the
average electron density ρ according to [62]
κ =
1
ρ2
(
∂ρ
∂µ
)
T
. (31)
The exact expression (20) for the average number of mobile
electrons can be now utilized in order to find the following ex-
pression for the electron compressibility
κ =
z
2
βΓ + (1 + ε)V2
1
[
∂V ′
1
∂µ
V1 − V ′1
∂V1
∂µ
]
+
(1 − ε)
V2
2
[
∂V ′
2
∂µ
V2 − V ′2
∂V2
∂µ
] , (32)
where
Γ =
[
V ′
1
V1
(1 + ε) +
V ′
2
V2
(1 − ε)
]
. (33)
3. Results and discussion
In the following we will provide a detailed discussion of the
most interesting results obtained for the extended spin-electron
model on doubly decorated planar lattices. First of all, it is
worth mentioning that all exact results derived in the previous
section remain unchanged under the transformation J → −J. A
change of the F Ising interaction J > 0 to the AF one J < 0
results in a rather trivial change of the mutual spin orientation
of the mobile electrons with respect to their nearest Ising neigh-
bours. Consequently, the critical temperature as well as other
thermodynamic quantities (except the sign of order parameters)
remain unchanged under the transformation J → −J and one
may further consider the F interaction J > 0 without loss of
generality. On the other hand, it should be expected that differ-
ent types of further-neighbour Ising interaction J′ between the
localized Ising spins may basically influence the physical prop-
erties of the model under investigation. For this reason, we will
investigate the model with the F (J′ > 0) as well as AF (J′ < 0)
further-neighbour Ising interaction in addition to the zero inter-
action limit (J′ = 0). Our further discussion of thermodynamic
characteristics will be restricted only to the case ρ ≤ 2 due to
the validity of particle-hole symmetry. For simplicity, we will
use the magnitude of the nearest-neighbour Ising interaction J
between localized spins and mobile electrons as the energy unit
when normalizing all other parameters with respect to this cou-
pling.
3.1. Ground state
At first, let us perform an exhaustive study of the ground
state of correlated spin-electron system for different values
of the relative strength of the further-neighbour interaction
J′/J. Our analysis has shown that the competition between
the model parameters (µ, J, J′ and t) leads to several ground
states with different number of mobile electrons per decorating
dimer, which may result in qualitatively different ground-state
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phase diagrams. It turns out that even small non-zero values
of the further-neighbour coupling J′/J strongly influences the
ground-state phase diagram by generating new ground states,
which are totally absent in the ground-state phase diagram for
J′/J = 0 (Fig. 2(a)). For better clarity, we have collected the
ground-state eigenvectors together with the respective eigenen-
ergies and phase boundaries in Tab. 2. The microscopic nature
of the ground states for J′/J = 0 has been examined in de-
tail in our preceding work [63] to which the interested readers
are referred to for further details. Herewith we will concentrate
our attention to the effect of further-neighbour Ising interaction
J′/J.
We start our discussion with the particular case with F
further-neighbour interaction J′/J > 0. It could be expected
that the F further-neighbour interaction will stabilize the F
phases (the phase I and III) at the expense of the remaining
phases (0, II and IV) that may additionally undergo qualita-
tively changes. Indeed, we have found that the eigenvectors
of the phases I and III remain qualitative unchanged, whereas
the corresponding eigenenergies are only shifted by the con-
stant −J′ (see Tab. 2). The ground-state phase diagrams are
presented in Fig. 2(b)-(d) for a few selected values of the F
further-neighbour interaction J′/J > 0. For the ground states 0
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Figure 2: Ground-state phase diagrams of the coupled spin-electron
model (1) in the t/J − µ/J plane for J′/J = 0 and the F further-
neighbour coupling J′/J > 0.
and IV, in which the electron subsystem is empty or fully occu-
pied, the additional F interaction J′/J influences only the spin
subsystem. As a result, the F spin alignment of the localized
Ising spins is strictly preferred instead of a random spin orien-
tation observed in the ground states 0 and IV on assumption
that J′/J = 0. The corresponding eigenenergies are therefore
shifted only by the constant −J′. In the spirit of these facts, it is
not surprising that the phase boundaries between phases 0-I and
III-IV are identical with the corresponding ones for J′/J = 0
(Tab. 2). The situation is much more involved for the ground
states with two mobile electrons per decorating dimer, which
cause the AF Nee´l order II in the limit J′/J = 0. Namely, the F
interaction J′/J competes with the AF arrangement of the lo-
calized Ising spins and it thus strongly influences both subsys-
tems. While the classical F spin arrangement between the lo-
calized Ising spins and the mobile electrons is preferred within
the phase II2 emerging for sufficiently small values of the hop-
ping term t <
√
2JJ′ + J′2, the quantum superposition of two
AF and two non-magnetic ionic states of the mobile electrons
accompanies a perfect F alignment of the localized Ising spins
within the ground state II3 for strong enough hopping ampli-
tudes for t > (J2−J′2)/2J′ (see Tab. 2). These two novel ground
states become dominant with increasing J′/J until the AF Nee´l
ground state II1 completely disappears from the ground-state
phase diagram. Nevertheless, all three phases coexist together
at the appropriate small values of J′/J. Thus, we can conclude
that the variation of the kinetic term may lead to a magnetic
phase transition, while the number of mobile electrons is kept
constant. On the other hand, the AF further-neighbour interac-
tion J′/J < 0 should stabilize the AF phase (the phase II) at
the expense of the remaining ground states (0, I, III and IV), as
it is illustrated in Fig. 3. It actually turns out that the ground
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Figure 3: Ground-state phase diagrams of the extended spin-electron
model (1) in the t/J−µ/J plane for the AF further-neighbour coupling
J′/J < 0.
state II with two mobile electrons per decorating dimer cannot
be accompanied with the F alignment of localized Ising spins,
which originate in the phases II2 and II3 exclusively from the F
further-neighbour interaction (the hopping process of two mo-
bile electrons transmits an effective AF interaction between the
localized Ising spins). Bearing this in mind, the AF further-
neighbour interaction does not alter the ground state II with two
mobile electrons per decorating dimer, which still exhibits the
quantumNe´el ordering with a perfect AF arrangement of local-
ized Ising spins and the quantum AF arrangement of the mobile
electrons underlying a quantum superposition of two AF and
two non-magnetic states. The corresponding eigenenergy of the
phase II has the similar form with a rather trivial extension by
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the further-neighbour interaction +|J′| (see Tab. 2). Similarly
as for J′/J > 0, the AF further-neighbour interaction J′/J in-
fluences only the spin subsystem of the phase 0 and IV with an
empty or fully occupied electron subsystem, where the classical
Nee´l long-range order of the localized Ising spins is preferred
and the corresponding eigenenergies are only shifted by the
constant −J′. Surprisingly, the AF further-neighbour interac-
tion still favors the same arrangement of the electron as well as
spin subsystems as for the case J′/J = 0 for the ground states I
and III with one and three electrons per decorating dimer. When
the hopping term is sufficiently weak t < −2J′[(J+J′)/(J+2J′)]
with respect to the AF further-neighbour interaction J′, the
ground states with odd number of mobile electrons per dimer
are suppressed by the quantum AF ground state II with two
electrons per decorating dimer. The ground-state phase dia-
gram consists only of phases with an even number of mobile
electrons per dimer if
[
−(1 + t/J) −
√
(t/J)2 + 1
]
/2 < J′/J <[
−(1 + t/J) +
√
(t/J)2 + 1
]
/2, as is illustrated in Fig. 3(d).
3.2. Finite-temperature phase diagrams
It has been demonstrated in our previous works [46, 63]
that the finite-temperature phase diagram of the coupled
spin-electron model on doubly decorated 2D lattices displays
similar features for several lattice topologies. Therefore our
further discussion will be restricted only to the representative
case of the double decorated square lattice. Fig. 4 illustrates
a few typical finite-temperature phase diagrams in the form
of critical temperature versus electron concentration plots for
several values of the F further-neighbour coupling J′/J > 0.
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Figure 4: Phase diagrams in the ρ − kBT/J plane for two representative
values of t/J (t/J =1 and 1.35) and distinct F further-neighbour in-
teraction J′/J. Different lines illustrate the borders between the AF-P
and F-P phases. The shaded area has been used for the better visual-
ization of the AF phase.
It is evident that the area corresponding to the F long-range
order (in the vicinity of ρ ≈ 1) generally increases with increas-
ing J′/J, whereas the area corresponding to the AF state (in the
vicinity of ρ ≈ 2) gradually diminishes. The most pronounced
changes in the phase diagram can be primarily observed at low
electron concentrations, where the spontaneous F long-range
order appears due to the non-zero further-neighbour interaction
J′/J , 0 also below the bond percolation threshold ρ = 0.5, in
contrast with the particular case of J′/J = 0. In addition, there
exists a critical value of J′/J above which only the F state can
be detected for all possible electron concentrations ρ (e.g., see
the curve J′/J=0.34 in Fig. 4(b)). As far as the reentrant transi-
tions are concerned, we have found that the F further-neighbour
interaction J′/J > 0 may producemany types of magnetic reen-
trant phenomena, some of which are absent in the model with
J′/J = 0. If the further-neighbour coupling is weaker than
J′/J ≈ 0.05, the system exhibits a reentrant phase transitions
with two consecutive critical points similar to the ones observed
for J′/J = 0 for both the F and AF phases. The reentrant phase
transitions with two consecutive critical points can be also ob-
served for J′/J ≥ 0.05, but only for the F case. Moreover for
the higher further-neighbour interaction (J′/J & 0.08), a dif-
ferent mechanism underlines their formation, as illustrated in
Fig. 5. Surprisingly, the temperature fluctuations support an ap-
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Figure 5: Phase diagrams in the t/J − kBT/J plane for a few selected
values of J′/J and ρ corresponding to the F phase. Different lines
illustrate the borders between the F and P phase. For ρ = 1.15 in the
panel (a) and ρ = 1.4 and 1.62 in the panel (b) the F phase is delimited
by border lines, above and below which the P phase occurs.
pearance of the F long-range order above the P ground state
when the hopping integral t is smaller or greater than the Ising
coupling and the electron filling ρ & 1, see Fig. 5(a). The F
state then persists in a rather narrow temperature interval. A
further temperature increase destroys this state. It was found
that the P-F-P reentrance observed for t/J > 1 is markedly re-
duced for a stronger further-neighbour interaction (J′/J & 0.2)
and the system exhibits a single transition from the F to the
P state, as seen Fig. 5(b). As one can see from Fig. 5(b), a
sufficiently strong further-neighbour F coupling is responsible
for the existence of other reentrant phase transitions with three
consecutive critical points, namely F-P-F-P, near the electron
filling ρ ≈ 1.5, e.g., for ρ = 1.62. Last but not least, new reen-
trant phenomena produced by the non-zero F further-neighbour
interaction are the mixed reentrant phase transitions with three
consecutive critical points of the AF-P-F-P type. The term
mixed reentrant phase transition is used to denote the situation
when the investigated model system re-enters at higher temper-
atures to a spontaneous ordering of another type than at lower
temperatures. Such behaviour exists only near the half-filled
band case (ρ ≈ 2) and appropriate model parameters t/J ≈ 1
and J′/J ≈ 1/3 (see border lines for J′/J = 0.34 in Fig. 4(a)).
It is clear that this behaviour is a direct effect of the additional
further-neighbour Ising interaction J′/J, because its existence
cannot be observed for the J′/J = 0.
The obtained phase diagrams are more complex for the AF
further-neighbour interaction J′/J < 0. In Fig. 6 we present
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a few typical finite-temperature phase diagrams for two repre-
sentative values of the hopping term t/J = 0.25 and 1. It is
evident that the AF further-neighbour interaction between the
localized Ising spins reduces the critical temperature of the F
phase (in the vicinity of ρ ≈ 1) and increases (in compari-
son with the J′/J = 0) the lower critical concentration (up to
ρc = 0.854) of the mobile electrons needed for the onset of the
F long-range order at relatively low temperatures. Moreover,
the small additional AF further-neighbour interaction generates
a new P−F−P reentrant transition for smaller electron concen-
trations ρ < 1. Even though the F long-range order is generally
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Figure 6: Phase diagrams in the ρ − kBT/J plane for two representative
values of t/J calculated for J′/J < 0. Different lines illustrate the
borders between the AF-P and F-P phases. The shaded area has been
used for the better visualization of the F phase.
reduced with the AF further-neighbour interaction J′/J, the F
long-range order still ends up at the same upper critical con-
centration ρUc = 1.146 as for J
′/J = 0. Contrary to this, the
AF phase gradually fills up the whole region of the phase di-
agram, because the new AF phase emerges at small electron
concentrations ρ → 0. Both AF phases are stabilized through
the AF further-neighbour interaction J′/J < 0 and are sub-
sequently connected into one large common AF area above a
certain threshold value. Also for the AF further-neighbour in-
teractions J′/J < 0, the interesting mixed reentrant sequence
of transitions F-P-AF-P has been detected. Contrary to the
former case with J′/J > 0, where similar reentrant transitions
AF-P-F-P occurs just for the electron concentrations close to a
half-filling ρ ≈ 2, the reentrant transitions F-P-AF-P can be ob-
served only for electron concentrations in the vicinity of ρ ≈ 1.
This effect is also a direct consequence of the additional further-
neighbor Ising interaction J′/J, because its existence cannot be
observed for J′/J = 0.
3.3. The magnetization, specific heat and compressibility
The existence of mixed reentrant transitions motivated us
to investigate also the behaviour of selected physical quanti-
ties, e.g., the magnetizations, specific heat and compressibility
with the goal to provide a more complete understanding of the
considered coupled spin-electron system. We start our discus-
sion with the particular case with a F further-neighbour inter-
action J′/J > 0 at half-filling ρ = 2. If the additional further-
neighbour interaction is relatively small, the system should ex-
hibit the AF long-range order at low enough temperatures and
the disordered P phase at higher temperatures. The spontaneous
staggered magnetizationsms
i
and mse of the localized Ising spins
and mobile electrons shown in Fig. 7(a) indeed confirm the AF
nature of both spin as well as electron subsystems. The mag-
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Figure 7: The staggered magnetizations ms
i
(black lines) and mse (gray
lines) and corresponding specific heat as a function of temperature for
t/J = 1, ρ = 2 and J′/J ≥ 0 generating the AF state.
netic moment of localized Ising spins exhibits a perfect Nee´l
long-range order characterized by the maximal value of ms
i
= 1
at zero temperature. On the other hand, the quantum fluctua-
tions present in the electron subsystem lead to a quantum reduc-
tion of the staggered magnetization of mobile electronsmse. For
this reason, the saturation value of mse is not equal to its maxi-
mal value, but reaches the value 2/
√
1 + (t/J)2. Both staggered
magnetizations remain nearly constant as temperature increases
up to moderate temperatures. Then they rapidly vanish in the
vicinity of the critical temperature with the identical critical ex-
ponent βm = 1/8 from the standard Ising universality class. It
is evident from Fig. 7(a) that the critical temperature declines
upon strengthening of the F further-neighbour coupling J′/J.
The significant changes in the magnetization curves are also re-
flected in the specific heat, where a relatively narrow sharp but
still finite maximum (cusp) is observed at the critical temper-
ature for both non-integer and integer electron concentrations.
The previously conjectured possibility of a logarithmic diver-
gence of the specific heat for integer average electron concen-
trations [63] has been ruled out by more accurate numerical
calculations with the temperature step up to 10−9. The present
results definitively confirm the finite character of the narrow
sharp maximum of the specific heat also for integer values of
electron concentration, as illustrated in Fig. 8. The specific-heat
curves may also exhibit an additional broad maximum located
at higher temperatures with the dominant contribution from the
electron subsystem. The situation is very different for a suffi-
ciently large F further-neighbour coupling J′/J, where only the
F long-range order is present, e.g., J′/J = 0.45 (see Fig. 9(a)).
In this case both uniform magnetizations start from the identi-
cal value mi = me = 1 and commonly vanish at the critical tem-
perature keeping the critical exponent βm = 1/8 identical with
the standard Ising universality class. Nevertheless, there is an
evident difference in magnetizations at moderate temperatures,
where the electron subsystem is more susceptible with respect
to temperature fluctuations than the spin subsystem. Also the
character of the specific heat is slightly different with a narrow
finite cusp, whose position (contrary to the small J′/J) shifts to
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Figure 8: The dependencies of the cusp maximum on the temperature
step for integer electron concentrations (ρ = 1 and ρ = 2) and two
representative values of t/J. The lines are the guide for eyes.
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Figure 9: (a) The magnetizations mi (black lines) and me (gray lines)
and corresponding specific heat (inset) as a function of temperature
for t/J = 1, ρ = 2 and J′/J = 0.45 generating just the F state. (b) The
thermal dependence of the specific heat in the case with mixed reen-
trant transitions AF-P-F-P for J′/J = 0.34. Inset: uniform (solid
lines) and staggered (dashed lines) magnetizations as a function of
temperature for the same model parameters.
a higher temperature and its magnitude becomes smaller. How-
ever, the most attractive type of reentrant phase transitions re-
lates to the thermally driven magnetic transition from the AF
to the F state through the intermediate P state. Under this
circumstance the AF order vanishes at relatively low critical
temperature with an identical behaviour of magnetic moments
for spin and electron subsystems. Afterwards the F phase be-
comes favorable at moderate temperatures, which is manifested
by a loop character of uniform magnetizations with mi & me.
The specific heat consequently displays an interesting tempera-
ture dependence, in which the development or disappearance of
spontaneous (uniform or staggered) magnetizations is reflected
by finite cusps (Fig. 9(b)). It is found from the analysis of the
electron compressibility κ that the system in the AF state ex-
hibits a huge rigidity (κ(0) = 0), which is generally weakened
as the ratio J′/J increases (inset in Fig. 10). An increase in the
further-neighbour Ising interaction of the F type leads to the
formation of a visible kink connected to the fluctuation of par-
ticles, which become more free and destroy the stability of the
system. Thus, the magnitude of the kink determines the degree
of its compressibility. On the other hand, the transition to the F
state (J′/J = 0.45 in Fig. 10) due to the further-neighbour J′/J
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Figure 10: Thermal dependencies of the electron compressibility for a
few different values of the F further-neighbour interactions, the elec-
tron concentration ρ = 2 and the hopping parameter t/J = 1.
interaction is accompanied with a rapid divergence of the com-
pressibility, which indicates a reduction of the system’s rigidity.
Contrary to the previous case, the AF further-neighbour
interaction J′/J reduces the F phase. Owing to this fact, the
mechanism of thermally-induced changes in the spontaneous
magnetization is different. For a relatively small |J′|/J,
which is not strong enough to destroy the F ground state,
the uniform magnetization of both subsystems starts from
the zero-temperature asymptotic value equal to its saturation
value provided that the electron concentration is equals to
ρ=1, as shown in the inset of Fig. 11(a). The specific heat
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Figure 11: (a) The specific heat and corresponding magnetizations mi
(black lines) orme (gray lines) as a function of temperature for t/J = 1,
ρ = 1 and J′/J < 0. (b) The thermal dependence of the specific heat
in a case with mixed reentrant transitions for J′/J < 0. Inset: uniform
(solid lines) and staggered (dashed lines) magnetizations as a function
of temperature for the same model parameters.
curves show just two separate maxima, one significant finite
cusp connected to the order-disorder phase transition and
one more or less visible broad maximum whose origin lies
predominantly in thermal excitations of the electron subsystem.
For the case with mixed reentrant phase transitions F-P-AF-P,
the uniform spontaneous magnetizations within the F phase
decline until they both vanish at the lowest critical temperature.
A further temperature increase is responsible for the up rise
of the staggered magnetizations within the AF phase with a
more interesting loop thermal dependencies with ms
i
& mse.
In accordance with this phenomenology, the corresponding
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temperature dependence of the specific heat shows a finite
cusp at each critical temperature, where either spontaneous
uniform or staggered magnetization disappears, as illustrated
in Fig. 11(b). If the AF further-neighbour Ising interaction
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Figure 12: (a) The staggered magnetizationsms
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(black lines) ormse (gray
lines) as a function of temperature for t/J = 1, ρ = 1 and J′/J < 0 pro-
ducing the AF phase. (b) The thermal dependence of the electron com-
pressibility for a few different values of the AF further-neighbour inter-
actions, electron concentration ρ = 1 and hopping parameter t/J = 1.
is sufficiently strong to enforce a perfect Nee´l arrangement
of the localized Ising spins, the staggered magnetizations
follow similar trends except that the staggered magnetization
of mobile electrons mse does not start from its saturation value
in contrast to the staggered magnetization of the localized
Ising spins (Fig. 12(a)). The corresponding specific heat
has a simple thermal dependence with a single sharp cusp
located at the critical point. The electron compressibility
of the system (Fig. 12(b)) with AF further-neighbour inter-
action indicates a huge rigidity for the F phase with κ = 0,
while large κ values points to a large instability in the AF phase.
We have also analyzed other basic thermodynamic char-
acteristics out of mixed reentrant phase transitions. In the
following, we will present just the most interesting results to
demonstrate the richness of the present model. We start our
discussion with the case J′/J & 0 and high electron concentra-
tions leading to the presence of a spontaneous AF arrangement.
It will be demonstrated that the increasing temperature influ-
ences the behaviour of sublattice magnetizations in a different
way. Out of the reentrant regime, the staggered magnetizations
of localized Ising spins as well as mobile electrons gradually
fall down with increasing temperature until they completely
vanish at a critical temperature, as illustrated in Fig. 13(a).
However, it should be pointed out that the staggered mag-
netization mse is higher than the staggered magnetization m
s
i
.
While the staggered magnetization mse undergoes a quantum
reduction, the staggered magnetization ms
i
is substantially
reduced by the annealed bond disorder. Also the specific heat
displays a more diverse temperature dependence including
a sharp finite cusp along with a broad high-temperature
maximum sometimes accompanied with another smaller broad
maximum. Other types of magnetization curves are connected
to the P − AF − P reentrant phase transition (with a loop
character) or dependences in their close neighbourhood [see
upper curves in the inset of Fig.13(b)]. In this parameter space
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Figure 13: Thermal dependencies of the specific heat for the AF phase
for J′/J > 0, ρ → 2 and (a) t/J = 1 or (b) t/J = 1.35. Insets: the
respective thermal variations of staggered magnetizations.
region, the specific heat has a simple behaviour, as shown in
Fig. 13(b). The influence of the F further-neighbour Ising
interaction J′/J is very significant, especially on the opposite
parameter space with low electron concentrations (ρ < 1),
where the F further-neighbour Ising interaction stabilize the
F phase. For J′/J & 0, the localized Ising spins display a
perfect spontaneous F ordering with mi ≡ 1, quite similarly as
the electron subsystem does (me ≡ ρ). However, temperature
fluctuations cause a rather steep decrease of the spontaneous
magnetizations of localized Ising spins (see Fig. 14(a)). The
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i,m
e
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Figure 14: (a) Thermal dependencies of spontaneous magnetizations
mi (black lines) and me (gray lines); (b) Thermal dependencies of the
specific heat for the F phase.
increasing strength of the further-neighbour interaction J′/J
reduces the effect of thermal fluctuations and the spontaneous
magnetizations persist at their maximum values up to higher
temperatures. The specific heat displays for this particular case
a broad high-temperaturemaximum, originating predominantly
from thermal excitations of the electron subsystem, and an
additional sharp cusp singularity, arising out from both spin and
electron subsystems, Fig. 14(b). Note, furthermore, that the
specific heat exhibits another low-temperature maximum (inset
in Fig. 14(b)) for J′/J → 0 with a very small height. Such
low-temperature maximum is missing in the model without the
further-neighbour coupling J′/J = 0, so its presence can be
attributed to the Ising subsystem. For electron concentrations
above a quarter-filling, the thermal variation of the spontaneous
magnetization can be divided into two groups, namely, with or
without reentrant phase transitions. The reentrant transitions
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manifest themselves in the corresponding magnetizations as
loop dependencies. Depending on the hopping amplitude,
the spontaneous magnetization of mobile electrons me can
reach higher (t/J < 1) or smaller (t/J ≥ 1) values than
the spontaneous magnetization of localized spins mi, as it
is shown in Fig. 15. Comparing this observation with the
J′/J = 0 case, it is plausible to suppose that the change of the
relationship between mi and me is a direct consequence of the
further-neighbour interaction J′/J.
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t/J=1,J′/J=0.25(b)
Figure 15: Thermal dependencies of spontaneous magnetizations mi
(black lines) and me (gray lines) in the F phase for ρ > 1 and (a)
t/J < 1, (b) t/J ≥ 1.
Out of the reentrant regime, it is evident that the spontaneous
magnetizations are reduced by the annealed bond disor-
der of the decorating dimers caused by fractional electron
concentrations. The disorder can be partially lifted by a
non-zero temperature whose increase leads to an almost ideal
ferromagnetic alignment of magnetic moments. Of course,
both magnetizations vanish together at the critical point,
where thermal fluctuations become too large. The region with
t/J ≈ 1.35 exhibits a very interesting diversity of temperature
variations of the spontaneous magnetizations, as reported in
Fig. 16. It should be stressed that the F state is detected for
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Figure 16: Thermal dependencies of spontaneous magnetizations mi
(black lines) and me (gray lines) for J
′/J > 0, t/J = 1.35 and vari-
ous model parameters. The letters in figure (b) denote the following
model parameters a: J′/J = 0.34, ρ = 1.56, b: J′/J = 0.4, ρ = 1.8 and
c: J′/J = 0.4, ρ = 2.
all electron concentrations ρ owing to a relatively strong F
further-neighbour coupling J′/J, which causes the F alignment
of the localized Ising spins even though the spontaneous align-
ment of mobile electrons is incomplete. It can be seen from
Fig. 16 that increasing temperature diminishes the differences
between both sublattice magnetizations, which merge together
at the critical point.
The thermal variation of the specific heat in the parame-
ter space with the electron concentration above quarter-filling
is also rich. In Fig. 17, we present some typical curves ob-
tained for different model parameters. In general, all specific
heats have the multipeak structure with a more or less visi-
ble broad high-temperature maximum, which is predominantly
formed by the contribution of the electron subsystem accom-
panied with one or more narrow finite-cusp singularities con-
nected with continuous order-disorder phase transitions. The
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Figure 17: Thermal dependencies of the specific heat for J′/J > 0, ρ >
1 and selected values of model parameters. Different letters in figure
(b) correspond to different model parameters. a: t/J = 1, J′/J = 0.41,
ρ = 1.05 and b: t/J = 1.35, J′/J = 0.32, ρ = 1.1.
most fascinating behaviour of the specific heat has been de-
tected near quarter-filling provided that the hopping integral is
sufficiently large (t/J ≥ 1) and the further-neighbour Ising in-
teraction J′/J > 0 leads to almost perfect spontaneous F or-
der of all magnetic moments (e.g., for t/J = 1, J′/J = 0.41
or t/J = 1.35, J′/J = 0.32 in Fig. 17(b)). Under this condi-
tion, the specific heat exhibits a small narrow maximum at very
low temperature rapidly falling down almost to zero (inset in
Fig. 17(b)), with a further temperature rise. The specific heat
do not reach zero value within this interval of moderate temper-
atures, but it is very small (of the order 10−4 − 10−5). The anal-
ysis of the electron compressibility showed that all F phases
generated by the F further-neighbour interaction below ρ < 1
always exhibit a weak system stability characterized by a rapid
divergence of κ (e.g., ρ = 0.9, t/J = 0.25 and J′/J = 0.001
in Fig. 18(a)). On the other hand, the electron compressibility
for the F phase at ρ ≥ 1 shows a huge system rigidity, which
basically depends on all other parameters. The system rigid-
ity in the F phase for ρ ≥ 1 is quite reduced at sufficiently large
J′/J, for which the F phase fills up the whole phase diagram. In
the AF phase, the electron compressibility always tends to zero
for very low temperatures, indicating the huge system rigidity.
However, the F further-neighbour interaction rapidly reduces
this phase.
Let us turn our attention to the case J′/J < 0. It is evident
from the phase diagrams shown in Fig. 6 that the AF further-
neighbour interaction J′/J stabilizes the AF phase, and con-
straints the F one. For this reason, let us firstly analyze the F
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Figure 18: The electron compressibility as a function of temperature for
the F further-neighbour interaction and different model parameters.
phase. If the AF further-neighbour interaction is sufficiently
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Figure 19: (a) Thermal dependencies of spontaneous magnetizations
mi (black lines) and me (gray lines); (b) Thermal dependencies of the
corresponding specific heat.
small and the system exhibits a reentrant phase transition in
the F phase, the character of the spontaneous magnetizations
mi and me is influenced by the electron concentration ρ. Typ-
ical examples are presented in Fig. 19(a). As one could ex-
pect, the loop behaviour of both magnetizations has been de-
tected for electron concentrations near the lower and upper per-
colation thresholds connected to the reentrant phase transitions
(e.g., ρ = 1.16). Between these borders, both spontaneous
magnetizations are reduced by the annealed bond disorder, pre-
sented at non-zero temperatures (e.g., ρ = 0.9 or 1.1) and then
commonly vanish at the critical point. It is interesting to note
that this reduction is fully absent for very small values of the
further-neighbour interaction |J′|/J → 0 (e.g., J′/J = −0.001)
where an almost constant behaviour of the uniform magnetiza-
tions has been observed at low temperatures. For the higher
value of |J′|/J, where reentrant transitions in the F phase are
absent, both spontaneous magnetizations mi and me are almost
indistinguishable functions, whereas the electron concentration
influences only the critical temperature as well as their satu-
ration value. Moreover, our analysis shows that for t/J > 1
the magnetization of mobile electrons is always smaller than
the magnetization of localized spins. However, in the opposite
limit t/J < 1, such behaviour is observed only for ρ . 1. A
slightly different picture has been detected for the special case
t/J = 1, where reentrant transitions are present only for ρ ≤ 1.
For this parameter set, a behaviour similar to the one described
above for t/J = 0.25 and J′/J = −0.01 has been observed. On
the other hand, both magnetizations are almost indistinguish-
able for ρ ≥ 1 and arbitrary J′/J. The thermal variation of the
specific heat is very similar to the ones observed for J′/J > 0
(see Fig. 19(b)). In general, the specific heat may exhibit a
multipeak structure with a broad high-temperature maximum
accompaniedwith relatively narrow finite cusps associated with
the formation of spontaneous long-range order.
The spontaneous staggered magnetizations in the AF phase
may also show some peculiar features. Depending on the model
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Figure 20: Thermal dependencies of staggered magnetizations (a), spe-
cific heat (b)-(c) and electron compressibility (d) for J′/J < 0 for dif-
ferent model parameters. Inset: The electron compressibility for the F
state and different AF further-neighbour interaction.
parameters one can observe staggered magnetizations with or
without a loop character, whereas the staggered magnetiza-
tion of the mobile electrons does not saturate neither at zero
temperature. In general, the electron concentration determines
whether ms
i
> mse holds or vice versa. However, the AF further-
neighbour coupling J′/J < 0 is responsible for the existence
of a spontaneous AF long-range order also for small electron
concentrations. In this region, the spontaneous order due to
the electron subsystem is marginal on account of mse → 0
(Fig. 20(a)). Contrary to this, the specific heat shows that the
electron subsystem has a major influence on the low tempera-
ture behaviour. The specific heat exhibits two significant peaks,
which arise from the superposition of both subsystem contribu-
tions (Fig. 20(b)). Other types of magnetization dependencies
were observed for sufficiently large |J′|/J where the AF ground
state dominates for all electron concentrations ρ. Namely, the
localized Ising spins display a perfect spontaneous Nee´l order
with the saturated staggered magnetization ms
i
≡ 1, while the
staggered magnetization of the mobile electron obey a quan-
tum reductionmse ≡ ρ/
√
1 + (t/J)2. The increasing temperature
gradually destroys the AF long-range order due to the mutual
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interplay of thermal fluctuations and annealed bond disorder.
Fig. 20(c) illustrates a few typical thermal variations of spe-
cific heat for the special case without mixed reentrant phase
transitions. The strong influence of J′/J < 0 has been also
observed on the relative magnitude of the electron compress-
ibility κ. While the electron compressibility of the AF state
reaches zero at T = 0 for an arbitrary |J′|/J [as illustrated in
Fig. 20(d)], the electron compressibility of the F state depends
basically on the further-neighbour interaction |J′|/J and elec-
tron concentration ρ. For ρ ≥ 1 and arbitrary |J′|/J, its charac-
ter is similar to the AF one, while the electron compressibility
diverges below this value for small |J′|/J. A decrease in the
further-neighbour coupling changes this behaviour and the elec-
tron compressibility tends to zero at zero absolute temperature
(see inset in Fig. 20(d)).
4. Conclusion
In the present work we analyzed the thermodynamic behav-
ior of an interacting spin-electron system with a variable elec-
tron filling on decorating positions of doubly decorated pla-
nar lattices by adapting the exact solution based on a gener-
alized decoration-iteration transformation. Besides the hop-
ping integral t and the nearest-neighbour exchange interaction
J, we have taken into account an additional further-neighbour
exchange interaction between the nodal Ising spins J′. The
ground-state analysis as well as thermodynamic study have
been performed for the F and AF further-neighbour interac-
tions. It has been shown that the ground-state phase diagrams
strongly depend on the type of further-neighbour interaction.
As expected, the non-zero value of further-neighbour coupling
changes the P phase (detected for J′/J = 0) to spontaneously
long-range ordered F or AF phases with respect to the type of
the further-neighbour interaction. The AF further-neighbour in-
teraction stabilizes the AF phase, while the F one produces two
new phases determined by the value of t/J. If the hopping term
of the mobile electrons is smaller than the nearest-neighbour
interaction (t/J < 1), the electron subsystem always prefers
an electron distribution with one parallel oriented electron per
each decorating site with respect to its neighbouring Ising spin.
In the opposite limit (t/J > 1), the electron distribution is not
fundamentally influenced even though the localized Ising spins
change their orientation to the parallel one. It has been found
from our analysis that these two new phases become dominant
in the phase diagram for the F regime with relatively large J′/J
with a complete absence of the AF phase.
Our special interest has been devoted to reentrant phase tran-
sitions, which represent a highly debated problem at present.
The reentrant phase transitions where observed and investi-
gated in a variety of different physical systems, e.g., binary liq-
uid mixtures [64, 65], spin glasses [66], superconductors [33],
liquid crystals [67] and intermetallic compounds [68, 69]. It
is known that different intermetallic rare-earth compounds can
produce different types of magnetic reentrant transitions [69].
For example, the manganese subsystem of the RMn2Ge2 (R=
Pr, Nd) compounds undergoes at first a transition from the P
to an AF state and then to the F one with decreasing temper-
ature for light rare earths, e.g., Pr or Nd. On the other hand,
SmMn2Ge2 compound exhibits a phase transition from the P to
the AF state and then from the AF to the F state as the temper-
ature is lowered. It is evident that the spectrum of the magnetic
reentrant transitions is very rich and theoretical models for a de-
scription of this remarkable phenomenon are therefore highly
desirable.
In our previous work [63] we have introduced a relative sim-
ple model describing the physics of the interacting many-body
system composed of the localized Ising spins and mobile elec-
trons. In spite of some simplifications, the model surprisingly
described the existence of the reentrant behaviour, separately
for the F or AF state. However, the model has not been able to
explain an existence of mixed reentrant phase transitions (from
the AF through the P state to the F state or vice versa) as found
in many rare-earth compounds. Nevertheless, it was shown in
the present paper that a little modification of this model, namely
taking into consideration the further-neighbour interaction be-
tween the localized Ising spins, can also describe the above
mentioned mixed reentrant phase transitions. Indeed, a few
novel types of reentrant transitions have been determined upon
the value of the electron concentration ρ. The non-zero value
of the further-neighbour interaction can produce unique reen-
trant transitions with three consecutive critical points, namely
AF − P − F − P for J′/J > 0 and ρ ≈ 2 or F − P − AF − P
for J′/J < 0 and ρ ≈ 1, which has been detected as an effect
of the additional further-neighbour Ising interaction J′/J and
cannot be observed for J′/J = 0. Due to the annealed nature of
the electron distribution, the specific heat presents finite-cusp
singularities at the critical temperature, both for integer-valued
as well as fractional electron concentrations. Finally, the ob-
tained result unveiled a competition between the hopping inte-
gral, the Ising interaction between nearest-neighbour Ising spin
and mobile electrons and the further-neighbour AF interaction
between the localized Ising spins. As a result, a rich variety
of temperature dependencies of magnetization and specific heat
have been presented for the coupled spin-electron system under
investigation, whereas many of them are quite reminiscent of
that observed experimentally in various magnetic systems (e.g.
intermetallic compounds [68–70]). In addition, it has turned
out that the critical exponents are from the standard Ising uni-
versality class except that for the specific heat, which always
shows at a phase transition a finite cusp instead of logarithmic
divergence.
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phase J′ Eigenvalue (E) Eigenvector border expression
0
J′ = 0
J′ < 0
J′ > 0
 E(0) = −J
′
|0〉 = ∏Nq/2
k=1
| ± 1〉σk1 ⊗ |0, 0〉k ⊗ | ± 1〉σk2
|0〉 = ∏Nq/2
k=1
|1〉σk1 ⊗ |0, 0〉k ⊗ | − 1〉σk2
|0〉 = ∏Nq/2
k=1
|1〉σk1 ⊗ |0, 0〉k ⊗ |1〉σk2
µ < −λ (0-I)
µ < −λ − 2J′ (0-I)
µ < −ω (0-II)
µ < −λ (0-I)
I
J′ = 0
J′ < 0
J′ > 0

E(I) = −λ − µ − J′

|I〉 = ∏Nq/2
k=1
|1〉σk1 ⊗ 1√2
(
cˆ
†
k1,↑ + cˆ
†
k2,↑
)
|0, 0〉k ⊗ |1〉σk2
−λ < µ < λ − 2ω (0-I-II)
−λ − 2J′ < µ < λ − 2ω + 2J′ (0-I-II)
−λ < µ < λ − 2ω + 2J′ (0-I-II1)
−λ < µ < −ξ (0-I-II2)
−λ < µ < ξ (0-I-II3)
II
J′ = 0
J′ < 0
J′ > 0
 E(II/II1) = −2ω − 2µ + |J′|
 |II/II1〉 =
∏Nq/2
k=1
|1〉σk1 ⊗
[
a(cˆ
†
k1,↑cˆ
†
k2,↓) + b(cˆ
†
k1,↓cˆ
†
k2,↑)
+ c(cˆ
†
k1,↑cˆ
†
k1,↓) + d(cˆ
†
k2,↑cˆ
†
k2,↓)
]
|0, 0〉k ⊗ | − 1〉σk2
 λ − 2ω + 2J
′ < µ < −λ + 2ω − 2J′ (I-II/II1-III)
−ω < µ < ω (0-II-IV)
E(II2) = −2J − 2µ − J′
E(II3) = −2t − 2µ − J′
|II2〉 = ∏Nq/2k=1 |1〉σk1 ⊗ (cˆ†k1,↑cˆ†k2,↑) |0, 0〉k ⊗ |1〉σk2
|II3〉 = ∏Nq/2k=1 |1〉σk1 ⊗ 12 [cˆ†k1,↑cˆ†k2,↓ − cˆ†k1,↓cˆ†k2,↑
+ cˆ
†
k1,↑cˆ
†
k1,↓ + cˆ
†
k2,↑cˆ
†
k2,↓
]
|0, 0〉k ⊗ |1〉σk2
−ξ < µ < ξ (I-II2-III)
ξ < µ < −ξ (I-II3-III)
III
J′ = 0
J′ < 0
J′ > 0

E(III) = −λ − 3µ − J′

|III〉 = ∏Nq/2
k=1
|1〉σk1 ⊗ 1√2
[
cˆ
†
k1,↑cˆ
†
k1,↓cˆ
†
k2,↑
− cˆ†
k1,↑cˆ
†
k2,↑cˆ
†
k2,↓
]
|0, 0〉k ⊗ |1〉σk2
−λ + 2ω < µ < λ (II-III-IV)
−λ + 2ω − 2J′ < µ < λ + 2J′ (II-III-IV)
−λ + 2ω − 2J′ < µ < λ (II1-III-IV)
ξ < µ < λ (II2-III-IV)
−ξ < µ < λ (II3-III-IV)
IV
J′ = 0
J′ < 0
J′ > 0
 E(IV) = −4µ − J
′
|IV〉 = ∏Nq/2
k=1
| ± 1〉σk1 ⊗
[
cˆ
†
k1,↑cˆ
†
k1,↓cˆ
†
k2,↑cˆ
†
k2,↓
]
|0, 0〉k ⊗ | ± 1〉σk2
|IV〉 = ∏Nq/2
k=1
|1〉σk1 ⊗
[
cˆ
†
k1,↑cˆ
†
k1,↓cˆ
†
k2,↑cˆ
†
k2,↓
]
|0, 0〉k ⊗ | − 1〉σk2
|IV〉 = ∏Nq/2
k=1
|1〉σk1 ⊗
[
cˆ
†
k1,↑cˆ
†
k1,↓cˆ
†
k2,↑cˆ
†
k2,↓
]
|0, 0〉k ⊗ |1〉σk2
µ > λ (III-IV)
µ > λ + 2J′ (III-IV)
µ > ω (II-IV)
µ > λ (III-IV)
Table 2: The list of eigenvalues, eigenvectors and border expressions for different phases from the ground-state phase diagrams corresponding to the investigated spin-electron model (1). Constants a, b, c and d
used in the notation of eigenvectors II and II1 have the following form: a =
1
2
(
J√
J2+t2
+ 1
)
, b = 1
2
(
J√
J2+t2
− 1
)
and c = d = t
2
√
J2+t2
. The notation λ, ω and ξ occurring in expressions for eigenvalues and border
expressions are equal to λ = J + t, ω =
√
J2 + t2 and ξ = J − t.
1
5
