Abstract-This paper studies efficient bandwidth resource allocation for streaming multiple MPEG-4 fine granularity scalability (FGS) video programs to multiple users. We begin with a simple single-user scenario and propose a rate-control algorithm that has low delay and achieves an excellent tradeoff between the average visual distortion and the quality fluctuation. The proposed algorithm employs two weight factors for adjusting the tradeoff, and the optimal choice of these factors is derived. We then extend to the multiuser case and propose a dynamic resource allocation algorithm with low delay and low computational complexity. By exploring the variations in the scene complexity of video programs as well as dynamically and jointly distributing the available system resources among users, our proposed algorithm provides low fluctuation of quality for each user, and can support consistent or differentiated quality among all users to meet applications' needs. Experimental results show that compared to traditional look-ahead sliding-window approaches, our algorithm can achieve comparable visual quality and channel utilization at a much lower cost of delay, computation, and storage.
I. INTRODUCTION
T HE CAPABILITY of real-time transmission of video over network paves way to a number of emerging applications, which allows us to communicate and entertain from almost every corner of the world. In such applications as digital video on-demand service, broad-band wireless video streaming and conferencing, and direct broadcast satellite (DBS) service, multiple encoded video programs will be transmitted or relayed through a central server. The overall bandwidth of the outbound video streams is limited by the server's outbound communication capacity. To efficiently share critical resources and meet a set of quality of service (QoS) requirements, a major concern for the server is how to allocate the bandwidth resource to each stream. There are two different strategies of resource allocation for multiple users, namely, a collection of single-user subsystems with static resource allocation among users, and a dynamic joint resource allocation system [1] - [3] . In the first system, each user is allocated a fixed amount of bandwidth and the video transmitted for each user is kept below the bound. This bit allocation strategy treats each user individually without dynamically sharing resources with other users. Since different video programs have different content complexity, at a given bit rate some may have unnecessarily high perceptual quality, while others may have low perceptual quality. In contrast, a system with dynamic resource allocation can leverage the variation of the content complexity in different video programs, aggregate the resource from all users into a common pool, and jointly allocate bandwidth resource to each user to achieve consistent perceptual quality to each other [4] . In this paper, we focus on the dynamic bandwidth resource allocation for a multiuser video streaming system. As with every resource allocation mechanism, we are concerned with the efficiency and effectiveness of the allocation. In particular, we are dealing with dynamically allocating bandwidth resource to a potentially large number of users in real-time video streaming applications. In order for a system to have good scalability to handle many users as well as to do real-time processing, the computational complexity of a resource allocator should be sufficiently low. The end-to-end delay is often stringent for accommodating interactive applications such as video conferencing. These motivate us to investigate efficient resource allocation strategies with low computational complexity, high scalability, and low delay.
Resource allocation strategies are tied to the system's service objective. In a video transmission system, the perceptual quality of the received video is one of the most important aspects of quality of service experienced by the end users. There are two types of visual quality concern. The most common concern is the average visual quality, often measured in terms of the average mean-square-error (MSE) of all video frames, or the corresponding peak signal-to-noise ratio (PSNR) [5] - [7] . The other important concern is the quality fluctuation, as substantial quality differences between nearby frames can bring annoying flickering and other artifacts to viewers even when the average PSNR is satisfactory. In many systems that employ a set of frames as an encoding unit (known as a group of pictures/frames), severe quality fluctuation may also appear at the boundaries between groups of frames [8] . The quality fluctuation can be measured by the mean absolute difference of the MSE between adjacent frames [6] , [7] , [9] . Most prior work targeted at optimizing one of the two measures. If the rate-distortion (R-D) characteristics of all video frames are identical, the bit rate allocated to each frame will be equal, leading to identical perceptual quality between frames and the above two measures can be simultaneously optimized [1] . In reality, however, a video has varying R-D characteristics, making it difficult to optimize the average quality and the quality fluctuation at the same time.
Our work aims at reaching an excellent tradeoff between these two quality criteria through a real-time low-delay algorithm.
In addition to perceptual quality criteria, resource allocation strategies are also closely related to a system's adjustability on resources. For video transmission, the adjustability concerns how a video system can change video encoding/transmission rate to achieve desired visual quality or vice versa. A highly scalable video codec is desirable since it provides flexibility and convenience in reaching the desired visual quality and/or the desired bit rate. Recently, the fine granularity scalability (FGS) coding [10] - [12] and fine granular scalability temporal (FGST) coding [13] have been added into the MPEG-4 video coding standard. The encoder generates a base layer at a low bit rate using a large quantization step and computes the residues between the original frame and the base layer. The bit planes of discrete cosine transform (DCT) transformed coefficients of these residues are then encoded sequentially as an enhancement layer, which is the FGS layer. The decoder can decode any truncated segment of the bit stream corresponding to each frame. The more bits the decoder receives and decodes, the higher the perceptual quality of video we observe. We adopt FGS codec in this work to allow convenient adjustment of rate and distortion.
While a number of works have been devoted to bandwidth allocation for video, only a small amount of them address the multiuser problem. As we will review in Section II, the existing approaches do not always provide a good tradeoff on the two types of visual quality concerns (low average distortion and low fluctuation), or do not always keep delay low and scale well to accommodate a large number of users. In this paper, we propose an efficient algorithm for dynamic bandwidth resource allocation that addresses the above issues and provides superior performance over the prior art. Our work starts with a simple scenario where there is only a single user in the system. We employ two weight factors for adjusting the tradeoff between the overall distortion and the quality fluctuation, and derive the optimal choice of these factors for achieving an excellent tradeoff. We then extend the strategy to the multiuser case and propose a multiuser real-time resource allocation algorithm with low delay and low computational complexity. By exploring the variation in the scene complexity of each video program and jointly redistributing the system resources among users, our proposed algorithm provides low fluctuation of quality for each user, and depending on the applications' needs, it can provide consistent or differentiated quality among all users. Our experimental results on 15 sequences of a total of nearly 6000 frames show that compared to conventional look-ahead sliding-window approaches, the proposed algorithm can achieve comparable perceptual quality and channel utilization at a much lower cost of delay, computation, and storage, and therefore is suitable for a variety of multiuser broad-band applications.
The paper is organized as follows. We first review the prior work in Section II and provide preliminaries on the R-D model for FGS video in Section III. Section IV discusses the simple case of single-user bandwidth resource allocation and proposes an efficient real-time algorithm. We then extend the strategy to the multiuser scenario and present a new algorithm in Section V. Experimental results are shown in Section VI and conclusions drawn in Section VII.
II. PRIOR WORK
Rate control for single user can be considered as a special case of multiuser resource allocation. In general, a video encoded in variable bit rate (VBR) bitstream gives better perceptual quality than in constant bit rate (CBR) bitstream due to the variation of the scene complexity [14] . Most applications deliver a VBR video bitstream through a channel with a fixed amount of bandwidth (known as a CBR channel) because of its predictable traffic pattern as well as simple network management. However, VBR transmission has been shown to provide better source quality and network utilization [15] . To smoothen the traffic and alleviate the jitter caused by VBR coding and transmission, the system allocates buffers on both the transmitter side and the receiver side. The dynamics of the buffer is subject to two constraints to maintain the QoS. When the buffer overflows, we will start to lose data, which degrades the received visual quality; and when the decoder buffer underflows, the decoder has no data to keep up the decoding, which causes jitters. Therefore, a rate control algorithm must be applied to prevent the buffers from overflowing and underflowing [16] .
For systems employing MPEG-1/2, H261, or H.263, the encoding rate is often changed by adjusting the quantization step size [16] , [17] . To achieve high overall perceptual quality in the single-user scenario, rate control was formulated as an optimization problem in [5] , [18] - [20] . These approaches are suitable for off-line applications where the entire video content is known to the transmitter. The computation cost for handling a long video sequence is high due to the nature of integer and dynamic programming. To facilitate solving the rate control problems, several R-D models of existing video codecs have been exploited in the literature. An R-D based approach was proposed in [21] under the assumption that the DCT coefficients of a motion-compensated residue frame are uncorrelated and Laplacian distributed. A R-D model using intra-frame approximation and inter-frame dependency within one GOP was proposed in [6] to meet the perceptual requirement. A quadratic R-D model and rate control for MPEG-4 was studied in [22] and [23] . A rate control algorithm employing a linear correlation model was proposed in [24] , whereby the correlation between the rate and the percentage of zeros among the quantized transform coefficients was explored. To simplify the selection of encoding and channel rates, wavelet-based embedded codecs were considered in the rate control problems of [7] and [25] .
Sliding window is a general approach that can be used to keep track and allocate system resources. The work in [26] took advantage of the fine granularity of the MPEG-4 FGS codec and proposed a variable-size sliding window scheme to control how much FGS layer data is sent under different channel conditions. An R-D based rate control scheme for prestored video was studied in [9] using a three-level bit allocation for the base layer and employing a sliding window for the FGS layer rate control. An online algorithm using a look-ahead sliding window to achieve constant perceptual quality was proposed in [1] . To apply this scheme for transmitting real-time encoded video, we need to allocate extra storage to store several frames ahead, and perform bit allocation for the current frame by solving such an optimization problem that all frames within a look-ahead window have consistent and the highest possible perceptual quality subject to a given rate budget. Our studies show that to obtain a low fluctuation of quality, the window size should be no smaller than the size of half to one GOP, which leads to a nontrivial amount of delay that is often too long for real-time interactive applications. We will investigate in this paper how to overcome the problems of long delay and extra storage associated with the sliding window approach.
Several works on joint rate control for multiple video programs employed MPEG-1/2 codecs [2]- [4] . And the extension of the sliding window approach to multiple MPEG-4 FGS video programs was proposed in [1] , employing a two-dimensional (2-D) window to address the multiuser problem. However, the computational complexity and extra storage for the look-ahead frames of the sliding window approach go up with the increase of the window size and the number of users. As the number of users increases in the system, the required computational resources to achieve a low fluctuation of quality become formidable. Our work in the current paper will overcome the problem of high computational complexity of the 2-D sliding window approach and improve the system scalability to accommodate many users.
III. FGS RATE-DISTORTION MODEL AND SIMILARITY
Existing rate control schemes for a single-layer video stream often employ an intra-frame R-D model. Laplacian and Gaussian distribution are typical approximations of DCT coefficients, leading to the frequent use of an exponential or a polynomial R-D model [1] , [21] . In contrast to single-layer codecs, FGS codec is a two-layer embedded scheme with an enhancement layer encoded bit plane by bit plane. There is a need to model the statistical distribution of DCT bit planes and their R-D characteristics. Furthermore, due to the nature of the temporal redundancy in video, the predicatively encoded frames within one scene have highly similar R-D characteristics. In this section, we present R-D models for intra-frame and inter-frame of a FGS layer, which will be used in our work.
A. Intra-frame Rate-Distortion Model
As reviewed earlier, the MPEG-4 FGS standard employs bit-plane coding of the DCT residue between the original frame and the base layer. For a given bit plane in a frame, if the video is spatially stationary so that the length of the entropy encoded FGS symbols in all blocks is similar to each other, the decoded bit rate and the corresponding amount of reduced distortion will have an approximately linear relationship over the bit rate range of this bit plane. Previous studies in [1] and [9] and our experiments show that a piecewise linear line is a good approximation to the R-D curve of FGS video in the frame level. This piecewise linear line model can be described as for and (1) Here, represents the MSE between the th original frame and the decoded frame with rate , the distortion of the th frame measured in mean square error after completely decoding the first DCT bit planes, the corresponding bit rate, and the total number of bit planes. We use and to represent the distortion and rate of the base layer, respectively. Since DCT is a unitary transform, measuring the mean square error between an original frame and its partially decoded version from FGS encoded stream is equivalent to calculating the average energy of the undecoded DCT bit planes in the FGS data stream, along with the residue between the original frame and the complete FGS data. Thus, all 's and 's can be obtained during the encoding process.
B. Similarity in Interframe R-D Characteristics
Another important characteristic of FGS video is that the R-D curves of FGS layer between two consecutive frames are similar when they are within the same scene. The rationale is as follows: for a video segment within a scene, the energy of the motion compensation residues between two adjacent frames are comparable. As the base layer is generated using a set of large quantization steps, it leaves most motion residues to be coded by the FGS layer. Therefore, after FGS encoding, the overall R-D characteristics between two adjacent frames are similar.
We quantify the similarity of the R-D characteristics between frame and using (2) where is a bit rate sampling interval, , and is the maximal available amount of FGS data for the th frame. A low value of implies high similarity in the R-D characteristics of the th and th frames. Fig. 1 shows the for a long video sequence consisting of 15 different standard QCIF clips. As we can see, the R-D models within each clip show a strong similarity. The value becomes large and suggests low similarity when transiting from one clip to another. 
IV. LOW-DELAY BANDWIDTH RESOURCE ALLOCATION FOR SINGLE USER
To facilitate the investigation of the resource allocation problem in a multiuser system, we first study in this section a special case that concerns only a single user in the system. We begin with a discussion on the mechanism of a single-user FGS streaming video system and the corresponding constraints. We formulate this system as a resource allocation problem with two perceptual objectives subject to the system constraints. An online bandwidth resource allocation algorithm with low delay and low fluctuation of quality is then proposed to achieve a tradeoff point between these two perceptual criteria. Fig. 2 is a typical streaming video system. There are two subcomponents in the encoder. One is the base layer encoder and the other is the FGS layer encoder. We discretize the time line by dividing one second into time slots, where is the video frame rate. For the simplicity in system design and providing a primitive quality with low fluctuation, we set a large fixed quantization step for all frames in the base layer codec and only perform the rate control for the FGS layer. We denote the base layer rate as , i.e., a total of bits must be sent at the th time slot to ensure the baseline quality. The FGS encoder encodes the bit planes of the residue. Both encoders analyze the R-D characteristics of the incoming video frame and pass the necessary information, such as the R-D pairs , to the rate control module. After the rate control module determines the amount of FGS data to be transmitted, the encoded base layer and the truncated FGS layer bitstream are moved to the encoder buffer, where we denote the FGS data rate at the th time slot as . The channel then delivers video bitstream from the encoder buffer to the decoder buffer. Here we assume that the channel has a maximum rate for reliable transmission, , although it is not necessarily in its full load all the time. The amount of channel transmission rate at the th time slot, denoted as , is also determined by the rate control module. For simplicity, we assume that the transmission delay of every packet is fixed at time slots [5] , [19] : if a packet is sent from the encoder buffer at the th time slot, it will arrive at the decoder buffer at the th time slot. The decoder fetches data from the decoder buffer, decodes it, and displays each decompressed video frame at its desired instant. Therefore, the major task of the rate control module is to determine and . To ease the discussion, we summarize the notations in Table I . There are three constraints imposed in this system, as studied in the literature [15] , [16] . The first constraint is to prevent the encoder buffer of a limited size from overflow. At the th time slot, a data segment of size is taken from an encoder buffer and sent through the channel, and then a newly encoded frame with size is added to the encoder. The dynamics of the encoder buffer can thus be expressed as (3) where is nonnegative and describes the occupancy of encoder buffer, and the maximal size of encoder buffer. In addition, the FGS rate should be nonnegative. For a given , we can rearrange inequality (3) as a constraint for (4) The second constraint is on the channel transmission rate, . It is nonnegative and cannot exceed the maximal channel capacity, . That is
A. System Constraints
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The third constraint is on the occupancy of the decoder buffer, which should neither overflow nor underflow. We assume that the decoder fetches all the data that belongs to the next frame from the decoder buffer and decodes it within one time slot. In addition, we assume playback buffering of frames, i.e., the first frames are received and stored in the decoder buffer before the playback is started. The total end-to-end delay from the encoder buffer through the channel and decoder buffer to the decoder is thus frames delay. The decision on how much data is sent into the channel at the th time slot will directly affect the decoder buffer occupancy at the th time slot. To meet the constraint imposed on the decoder buffer occupancy at the th time slot, there is a corresponding limit on how much data can be sent through the channel at the th time slot. Denote the decoder buffer occupancy as , and the maximal size of decoder buffer as . We summarize the constraint on the decoder buffer at the th time slot as (6) Combining (5) and (6), we arrive at the following constraint for the channel transmission rate (7) In summary, inequalities (4) and (7) are the fundamental constraints for a single-user FGS video streaming system.
B. Criteria for Visual Quality
We adopt two visual quality criteria for video sequences to measure the average distortion and the quality fluctuation. More specifically, the average received quality is measured by the average mean square error (aveMSE) of all frames in a video sequence (8) where represents the MSE between the th original frame and the decoded frame with rate . To account for the fluctuation of quality between consecutive frames, a large value of which can be objectionable to viewers, we use the mean absolute difference of consecutive frames' mean square error (madMSE) to measure the perceptual fluctuation (9) The higher the madMSE is, the larger the perceptual fluctuation is. We also define the corresponding PSNR version of these two criteria and denote as avePSNR and madPSNR, respectively.
C. Problem Formulation
Our objective is to design a rate control strategy to achieve both low aveMSE (high avePSNR) and low madMSE (low madPSNR) subject to the constraints of (4) and (7) . For offline applications where the entire video content is readily available before the transmission, all R-D information is known and we can formulate this system as (10) , shown at the bottom of the page. In this formulation, is a function reflecting the importance and relevance of the average distortion and the quality fluctuation in the human perceptual system. For example, a linear combination function of aveMSE and madMSE is a simple choice of . An optimal solution can be found for the above offline problem using standard nonlinear programming with penalty functions. The complexity for searching for optimal solution would, however, be formidable except for short video clips. In addition, the offline solution is not applicable to online applications where the video content is not entirely available beforehand. If the variations of the R-D characteristics of video sources can be well captured by a finite-state Markovian chain, we can model this system using stochastic three-machine flowshop with finite buffers [27] and obtain an optimal rate control policy using dynamic programming techniques. However, it has been shown that a compressed video sequence trace has long-range dependence [28] , which is different from the short-range dependence such as a Markovian process and cannot be handled well using existing solutions. Thus, in this paper, we focus on a sequential resource allocation solution that has a moderate amount of computational complexity and can accommodate online video applications.
The strategy of choosing the effective encoding rate for the FGS layer and the channel transmission rate closely depends on the relative weights of the average distortion and the perceptual fluctuation in the objective function. To achieve low aveMSE alone, one may employ a greedy strategy to make the encoder buffer as full as possible all the time and make full use of the available channel bandwidth. This may lead to the desire to select at the upper bound in (7), namely (11) and to set the FGS rate at the upper bound in (4), which is denoted as and defined as (12) When the encoder buffer is always full, the amount of incoming data cannot exceed the maximal amount of data allowed to be sent through the channel at each time slot. This is equivalent to assigning the same bandwidth resource for transmitting each frame. When encountering intra-coded frames (or I-frames), which have a larger amount of data at the base layer than predictively coded frames, we will have very limited budget left for sending their associated FGS enhancement layers. The MSE of I-frames will thus be larger than the MSE of the other types of frames. This leads to a potential increase in madMSE.
On the other hand, low madMSE may be achieved by assigning each frame a rate that corresponds to the same distortion,
. To do so, we extract the R-D pairs from the FGS subject to (10) encoder, approximate the R-D curve for each frame, and assign the rate for the FGS enhancement layer as . To prevent encoder buffer from overflowing when encountering I-frames or a new complex scene, we would have to allocate a small amount of data rate for the FGS layers of these I-frames. To keep the lowest madMSE, other frames will also have a small amount of FGS-layer data. As a result, this second approach would not give a low aveMSE. Next, we present a new resource allocation algorithm that can achieve an improved tradeoff between the average distortion and the quality fluctuation.
D. Proposed Resource Allocation Algorithm
We introduce two weight factors in our proposed resource allocation algorithm to solve the above-mentioned problems. To overcome the quality fluctuation problem in the lowest-aveMSE scheme, we propose to use a fraction of the maximally allowed FGS data rate (determined by the buffer constraints) as the effective FGS encoding rate, i.e., , where is a budget factor. Compared to adopting the full budget , the fractional budget can keep the encoder buffer occupancy low to accommodate future I-frames and other complex frames. As such, the rate budget available to the incoming I-frames will be close to the maximal encoder buffer size plus the full channel bandwidth, allowing for more FGS data of the I-frames to be sent to avoid a high increase in the madMSE.
To overcome the problem of low overall perceptual quality as in the lowest-madMSE scheme, we relax the requirement of zero madMSE fluctuation by taking partial consideration of both the rate that maintains zero madMSE and the current occupancy of the encoder buffer. We quantify this strategy using a weight factor and allocate the FGS rate for the th frame as (13) where is the amount of FGS data needed to achieve the same perceptual quality as the previous frame and can be determined by (14) As we can see, the allocated FGS rate is determined using the two factors and . The lowest aveMSE scheme and madMSE scheme are two special cases of this new strategy: when and , (13) becomes the lowest-aveMSE scheme; and when , (13) becomes the lowest-madMSE scheme.
We now examine how to select appropriate and to achieve a good tradeoff between low aveMSE and low madMSE.
1) Selection of :
We first fix and study the impact of on avePSNR and madPSNR when consecutive video frames have similar R-D characteristics. In this situation and with a fixed , when becomes larger, both the madPSNR and the avePSNR will increase. However, after passes a specific value, , the improvement of avePSNR is dramatically reduced while the quality fluctuation becomes more significant. This phenomenon is demonstrated in Fig. 3(a) , where we use the first 200 frames from the QCIF video clip of the grandmother as an example and set the factor at 0.95. Given such trends of avePSNR and madPSNR for different , the value, indicated by a vertical line in Fig. 3(a) , provides a good tradeoff between avePSNR and madPSNR. As shown in Appendix I, can be expressed as (15) where represents the average rate of the base layer, which can be approximated using a moving average of the bit rate statistics of the past frames. We can see that is an equilibratory operating point to keep the encoder buffer near empty and the channel utilization near full.
We should notice that in reality, the consecutive video frames do not have exactly the same R-D characteristics. So if is set to be exactly , the system is on the verge between stable and unstable operation: the encoder buffer is nearly empty, and as the video content fluctuates, the buffer may underflow. Thus, to ensure a high utilization of channel bandwidth and high avePSNR, we should select a that is slightly above such that , where is a small positive constant.
2) Selection of
: In general, a system with a high value of has low fluctuation of visual quality. When consecutive frames within a video segment have similar R-D characteristics, increasing affects only the madPSNR while the avePSNR has little decrease until is close to one. To achieve low fluctuation of quality, high value of is preferred. This trend is illustrated in Fig. 3(b) , where we again use the above-mentioned grandmother video clip as an example and set to a fixed value of 0.5.
When two adjacent frames exhibit significant difference in R-D characteristics such as when arriving at scene boundary, we need to make adjustment to this system to handle the following frames. We consider two cases here. The first case is that the video sequence enters a new segment with more complex R-D characteristics than that of the previous segment, whereby the FGS rate required to maintain the same PSNR level as before is higher than the FGS rate for the previous sequence. To balance between the need of preventing the encoder buffer from overflowing and controlling the fluctuation of perceptual quality, we dynamically adjust the weight factor with respect to the encoder buffer occupancy. When the encoder buffer occupancy is lower than a threshold , we set at a high value to keep the distortion similar to that of the previous frame. When the encoder buffer occupancy is higher than threshold , we try to drain out the data from the buffer quickly by choosing as a concave and decreasing function of the buffer occupancy as shown in Fig. 4 , so that the higher the buffer occupancy is, the lower is. As an example, the overall selection of can be chosen as (16) where is the step function, and and are positive constants.
The second case is that the video sequence enters a new segment with simpler R-D characteristics than that of the past segment, whereby the FGS rate required to maintain the same PSNR level as before is lower than the FGS rate for the previous sequence. To balance between fully utilizing the available channel bandwidth resource and maintaining low fluctuation of quality, after detecting a change in R-D characteristics, we immediately adjust to a low value to utilize more available bandwidth and maintain this value for the following frames. As the scene transition is complete and the channel bandwidth becomes highly utilized again, we can adjust back to a high value to maintain constant quality.
In summary, we adjust dynamically according to the encoder buffer occupancy and the detection of significant change in R-D characteristics. The changes in R-D characteristics can be identified by calculating the relative rate change between and , i.e., we check whether is greater than a threshold . The parameter will be chosen to be right above as in (15) and the channel transmission rate according to (11) . We present the detailed algorithm in Table II .
V. LOW-DELAY BANDWIDTH RESOURCE ALLOCATION FOR MULTIPLE USERS
In this section, we extend the proposed bandwidth resource allocation algorithm from handling single user to multiple users. A simple way to deal with multiple users/sequences is to allocate a fixed amount of resource, including various buffers and channel bandwidth, to each user, and apply our proposed single-user approach to each individual user. We shall call this strategy multiple single-user approach. A more sophisticated approach allows for dynamically allocating resource among users and has the potential to improve the utilization of critical resources. Multiple users share the total channel bandwidth and buffer capacity, and a central resource allocation system dynamically distribute these system resources to handle the transmission of the video sequences from all users. We shall call this class of strategies dynamic multiuser approaches. We will focus on the dynamic multiuser approach and aim at achieving high average visual quality and low fluctuation of quality for each user. We will examine the scenarios of uniform quality of service among all users versus differentiated service. The performance of the dynamic multiuser strategy will be compared with the multiple single-user strategy through simulations in Section VI. 
A. System Constraints
An -user system is depicted in Fig. 5 . At the server side, each user has his/her own video encoder to encode a different video program in real time. For the th user, the corresponding encoder sends the measured parameters of the R-D model of the current th frame to the resource allocation module. The parameters are in the form of for the first th bitplane. Using the R-D model, the resource allocation module determines the amount of FGS data to be transmitted. The encoder of each user then moves both the base layer data at the rate of and the FGS layer bitstream truncated at the allocated rate to the shared server buffer whose maximal capacity is . Denote the occupancy of the shared server buffer at the time slot as and the amount of data left by the th user in the server buffer as . We can treat as a virtual encoder buffer for the th user, and the sum of all virtual encoder buffers' occupancy equals to . All users also share a channel whose maximal outbound capacity is . The resource allocation module needs to determine the channel transmission rate allocated for each user's data at the time slot , which we denote as for the th user. Upon receiving the data packets of the video program intended for him/her, each end-user first stores them temporarily in the decoder buffer, then decodes and renders each frame on time. In summary, similar to the single user case, the duty of the multiuser resource allocation module is to determine and jointly for all users. In parallel to the single-user case, there are three sets of system constraints for multiuser resource allocation. The first set of constraints is on the server buffer, which should not overflow. In particular, the sum of all virtual encoder buffers should not exceed the capacity of the server buffer. The dynamics of the buffer occupancy can be extended from the single-user case. The constraints can be described as (17) The constraints of the FGS layer rates for each user can be extended from the single-user problem and described as (18) and (19) Since all users share the overall bandwidth, both the individual and the aggregate channel transmission rate should be nonnegative and not exceed the maximal capacity. These channel transmission rate constraints can be described as (20) (21) The constraints of the decoder buffer are the same as the single-user case (22) where is the maximal size of the th decoder buffer, the channel transmission delay for user , and the prestored frame delay in the decoder buffer for user . Rearranging and combining (20) and (22), we obtain a simplified constraint for the individual channel transmission rate (23) where Inequalities (18) , (19) , (21) , and (23) are fundamental constraints in a multiuser system. Under these constraints, we determine the rate of the FGS data and the channel transmission rate for each user in the system to achieve low fluctuation of perceptual quality of each program as well as the desired uniform or differentiated perceptual quality among all programs.
B. Proposed Resource Allocation Algorithm
Our proposed multiuser resource allocation algorithm first allocates the channel transmission rate for each user subject to (21) and (23) . With a selected channel transmission rate, we extend rate control strategy that we have proposed for the single-user case to the multiuser case to determine the feasible range for FGS layer data of each user according to (18) and (19) . Specifically, we use two weight factors and to achieve a tradeoff between average perceptual quality and quality fluctuations.
1) Selection of Channel Transmission Rate:
As all users share the overall channel bandwidth in multiuser system, we need to dynamically adjust the transmission rate allocated for each user. Our strategy consists of two steps: first, we assign each user a lower bound of channel transmission rate to prevent all decoder buffers from underflowing. Second, to help drain out the virtual encoder buffers, we distribute the rest of the available bandwidth to each user proportional to his/her previous encoding rate . Thus, when a video program encounters an I-frame and leaves a large amount of data in its virtual encoder buffer at the previous time slot, our strategy will assign the corresponding user a high channel transmission rate to drain his/her virtual encoder buffer at the current time slot.
2) Selection of FGS Rate: As in the single-user strategy proposed in Section IV-D, to balance between low fluctuation of quality and high average quality, we introduce two weight factors to our multiuser algorithm, namely, and .
We first take an aggregated view on how much total bit rate are spent in the base layer for all users
, and on what the upper bound on total FGSrate is at the th time slot according to (19) . This is as if the aggregated rates are applied to a single "super-user." The factor is applied to to obtain a fractional FGS rate budget that helps overcome the quality fluctuation. Next, we distribute to each user. For applications that desire uniform quality among users, the fractional rate budget for each user is determined through the following optimization formulation subject to (24) Since the R-D functions are monotonically decreasing, this optimization problem with equality constraints can be easily solved using bisection search. The search algorithm calculates the total required rates to achieve a target distortion, and then increases the target distortion at the next iteration if the total required rates is higher than the rate constraint and vice versa.
Finally, we determine the allocated FGS rate for each user using a similar linear combination as in (13)
where represents the FGS rate for the th user in the th frame (time slot) in order to maintain the same quality as the previous frame, and is the upper bound in (18) .
C. Differentiated Service (DS)
Differentiated service (DS) refers to a service in which each user receives different quality according to his/her service agreement with the server. We consider a scenario that at the beginning of the service, each user submits his/her priority request, quantified by , such that the average distortion received by each user normalized by is constant:
In other words, a user who specifies a smaller value of (and possibly pays a premium fee in return) will receive a higher overall perceptual quality. This can be achieved by modifying the optimization problem in (24) as follows: subject to (27) The uniform quality problem of (24) is a special case of (27) when all 's are the same. This generalized optimization problem can also be solved using bisection search. We present the complete multiuser algorithm in Table III. 
VI. EXPERIMENTAL RESULTS
In this section, we examine the performance of the proposed low-delay resource allocation algorithm with low-fluctuation of quality (LDLF), and compare it with two alternatives. The first alternative is the constant-bitrate (CBR) approach, which assigns a constant bit rate to each frame. The second alternative is a look-ahead sliding-window algorithm (SWLF) with buffer constraints adapted from [1] , the details of which are given in Appendix II. Three statistics are used to evaluate the proposed algorithm and the two alternatives: the average PSNR (avePSNR), the mean of absolute difference of PSNR (madPSNR), and the overall channel utilization (ChUtiliz).
A. Experiment Setup
We concatenate 15 QCIF (176 144) video sequences to form one testing video sequence of 5760 frames. The 15 sequences are 300-frame Akiyo, 360-frame carphone, 480-frame Claire, 300-frame coastguard, 300-frame container, 390-frame foreman, 870-frame grandmother, 330-frame hall objects, 150-frame Miss American, 960-frame mother and daughter, 300-frame MPEG4 news, 420-frame salesman, 300-frame silent, 150-frame Suzie, and 150-frame Trevor. The base layer is generated by MPEG-4 encoder with a fixed quantization step of 30 and the GOP pattern is 29 P-frames after one I-frame. All frames of FGS layer have up to six bit planes. For users in this system, we allocate K bits for the server buffer and the shared maximal channel capacity is kb/s. Each user has a small decoder buffer of 400 kb. For each user, the transmission delay, , is 3 frames and initial playback delay, , is 3 frames. The parameters ( , , , , , ) used in the LDLF algorithm are set to .
B. Experimental Results for Single-User Rate Control
For the single-user system, the video content is picked from frame 301 to 2100, corresponding to the video sequences of carphone, Claire, coastguard, container, and foreman. Fig. 6 shows the avePSNR, madPSNR, and ChUtiliz using the three different algorithms.
The As we can see from Fig. 6 , CBR approach provides the highest average perceptual quality and channel utilization. However, CBR has the worst fluctuation of visual quality. In contrast, our experiment shows that variable rate control for video, such as S-LDLF and S-SWLF, can provide more consistent quality. For the proposed S-LDLF algorithm, a higher value of gives smaller madPSNR and a little lower avePSNR as expected. We also observe that madPSNR decreases when the window size increases in S-SWLF algorithm. To provide sufficient smoothening, the window size of the S-SWLF algorithm needs to be at least the size of half to one GOP to cover an I-frame of high data rate, which is 15-30 frames in our experiment. We compare S-SWLF with window size 30 frames with S-LDLF with , and present the PSNR results for each frame in Fig. 7 . We can see that S-SWLF and S-LDLF have similar performance in terms of visual quality. However, to achieve this comparable performance, S-SWLF requires about one-second more delay and a corresponding large amount of extra storage for the look-ahead frames on the encoder side, while the proposed S-LDLF algorithm requires no extra delay and storage on the encoder side.
C. Experimental Results for Multiuser Resource Allocation
For the multiuser system, the content program for each user is 1200 frames long and starts from a randomly selected I-frame of the testing video source. If the length of this video source is not long enough, we loop from the beginning of the testing sequence. We repeat the simulation multiple times for a total of about 25 000 user cases to obtain the averaged results for the systems with 4, 8, 16, 32, 64, and 128 users.
We first demonstrate the performance when all users request the same level of visual quality. Fig. 8 shows the average of all users' avePSNR, madPSNR, and ChUtiliz for different number of users using four algorithms, namely, the CBR algorithm (CBR), the multiuser SWLF algorithm (M-SWLF) with different window sizes, the multiple single-user approach using the above S-LDLF (M S-LDLF) with , and the proposed multiuser LDLF (M-LDLF) approach with . The CBR approach assigns each user a fixed encoding rate, 32 kb/frame. The M S-LDLF system provides individual encoder buffer (80 kb) and channel bandwidth (960 kb/s) to each user using S-LDLF algorithm. As we can see from Fig. 8 , the CBR approach suffers from much higher fluctuation of visual quality than any other approaches, suggesting once again the need of variable rate control. Among The more users a system has, the higher possibility we can take the advantage of the variations of video content similar to those in multiplexing [4] and offer desired quality to each user through dynamic bandwidth allocation. Comparing these two dynamic multiuser algorithms, the fluctuation of visual quality of M-LDLF algorithm is between the quality fluctuations of the M-SWLF algorithm with window sizes of 15 and 30 frames; and the performance of both visual quality measurements, avePSNR and madPSNR, of the M-LDLF algorithm approaches the results of M-SWLF with window size 30 frames when the number of users increases.
To compare the frame-by-frame PSNR of the three algorithms, M S-LDLF, M-SWLF, and M-LDLF, we simulate the scenario in which the content program for user is 1200 frames long and starts from frame of the testing video source. Fig. 9 shows the frame-by-frame PSNR of the first and tenth users in the M S-LDLF, M-SWLF, and M-LDLF systems when there are 16 and 32 users in the systems, respectively. Again, we see that the dynamic multiuser approaches (M-LDLF and M-SWLF) can provide more uniform quality than the multiple single-user approach both within a scene and when crossing scene boundaries. When the number of users increases, the gain from joint resource allocation is more significant, providing more uniform quality and less quality fluctuation. Between the two dynamic multiuser approaches, our proposed M-LDLF approach can achieve similar perceptual quality to that of M-SWLF approach with large window size (30 frames); however, similar to the single-user case, the prior work M-SWLF needs a longer delay (1 s) and a substantially larger storage than the propose approach. This additional storage is for keeping the look-ahead data of all users. In the example illustrated above, M-SWLF needs an extra storage of 30 frames/user 32 users 960 frames. As a result, the proposed approach has higher system scalability than the M-SWLF approach. This makes the proposed scheme an attractive choice for building a large system to accommodate many users. We now use Fig. 10 to demonstrate the differentiated service of a 32-user system by keeping the same system settings as in Fig. 9 except setting the differentiated service priority for the th user as follows: (28) Fig. 10(a) illustrates the average MSE for each user. As we can see, the proposed algorithm can achieve the required differentiated service priority, which is almost a linear line as we have designed for in (28) . Fig. 10(b) and (c) highlight the received PSNR for the first and the last user in this system, who request the lowest and the highest video quality, respectively.
VII. CONCLUSION
In summary, we have proposed an efficient bandwidth resource allocation algorithm for streaming multiple MPEG-4 FGS video sequences. By exploring the intra-and inter-frame R-D characteristics of MPEG-4 FGS codec, we present a control policy to achieve an excellent tradeoff between the average quality and quality fluctuation criteria. We demonstrate that multiuser systems with dynamic joint resource allocation provide more consistent quality than the multiple single-user approaches that do not dynamically share resources. Evaluating the video quality in terms of the average distortion and the quality fluctuation, our algorithm gives excellent performance comparable to those by the general look-ahead sliding-window approach. But compared to the existing approaches, our algorithm has higher system scalability, as it does not need a delay of dozens of frames' long and does not require extra storage proportional to the number of users. Therefore, the proposed multiuser resource allocation algorithm with low delay and low fluctuation of quality can serve as an efficient and effective building block for real-time multiuser broad-band communications.
APPENDIX I IMPACT OF BUDGET FACTOR ON PERCEPTUAL QUALITY
In this appendix, we present detailed rationale behind the bandwidth resource allocation algorithm proposed in Section IV-D. In particular, for a video scene consisting of similar R-D characteristics, we analyze the trend of the aveMSE and the madMSE as changes, and derive the result of (15) for .
Consider an -frame video clip with similar visual contents, whereby the R-D model of each frame within the clip are similar to each other. As such, it is reasonable to assume that the feasible range of FGS data rates for all frames are within the same bit plane, and . The R-D model can be expressed as follows for rates falling in the range of interest for all (29) where and are constants. We denote and as the average rate of base layer and FGS layer within this video sequence, respectively. Here is fixed due to the use of contant quantization step for the base layer of all frames. Let us first consider madMSE, which can be represented as follows using (29) (30) where . We examine the absolute difference of FGS rates between two frames at time slot (31)
With a fixed , a larger would usually result in larger hence larger madMSE by (30).
Next, we consider aveMSE. With the R-D model in (29), we can express aveMSE as follows:
(32) Summing up from to using (12) and (13) and taking the average, we obtain Thus, if the system has a larger , the average distortion (aveMSE) will decrease. Note that does not affect aveMSE as long as . The above analysis shows that a larger reduces aveMSE but leads to larger madMSE. To complete the derivation for , we observe from (34) that since is fixed, increasing is equivalent to increasing . But when approaches the channel capacity , and aveMSE cannot be further improved. Thus, there exists such that its corresponding from (35) is equal to , i.e.,
Recalling the results in (30) and (36), the selection of can give an excellent tradeoff between aveMSE and madMSE. Solving (37) for , we arrive at the tradeoff point (38)
APPENDIX II REVIEW OF AN ALTERNATIVE SLIDING-WINDOW ALGORITHM
The sliding-window algorithm is originally proposed in [1] and only concerns the channel capacity without considering the buffer and delay constraints. To determine the bit rate for a frame, the sliding window algorithm requires the complete bit rate and R-D information of frames ahead. The algorithm then distributes the FGS rates to the current frame by solving an optimization problem that all frames within the look-ahead window have the uniform and highest possible quality subject to a FGS rate budget for all frames in this sliding window, denoted . This FGS rate budget is obtained by subtracting all base layer rates within the window from an overall rate budget, . The rate budget is updated by removing the bandwidth used for the previous frame and adding the currently available channel transmission rate. That is (39) (40)
For a fair comparison with our proposed algorithms, we modify the sliding window approach by adding the delay and encoder/decoder buffer constraints. We also make two further modifications to fit in the scenarios considered in this paper.
The first modification is on . When the sliding window does not across the scene boundary, it is reasonable to assume that the frames within the sliding window have similar R-D characteristics. Under this assumption, the estimated total transmission rate for these frames in the sliding window is , where is the upper bound in (7). To keep the occupancy of the encoder buffer low, the data left in the encoder buffer at time slot is flushed out during the next time slots. Thus, the modified FGS rate budget for a sliding window is (41) Second, we observe that when a sliding window enters a segment with simple R-D characteristics from a past segment with complex R-D characteristics, the encoder buffer may overflow and force the system to drop more FGS layer data, which leads to several severe quality fluctuations near the R-D characteristics dissimilarity boundaries (which often coincide with scene changes). To overcome this problem and allow fair comparison with our proposed schemes, we detect the change in R-D characteristics once it appears in the sliding window and adaptively reduce the window size so that the sliding window does not across this dissimilarity boundary. After passing the boundary, the size of the sliding window is restored to the original size.
