Preliminaries.
To define the higher Chern classes we need a few results borrowed from [Gil] . First though, we would like to remind some properties of the integral completion functor Z ∞ , constructed by Bousfield and Kan [BK] in the category of simplicial sets. For any simplicial set K • there is another one, denoted by Z ∞ K • , that comes together with the canonical map: K • → Z ∞ K • . This is the simplicial analog of the Quillen's '+'-construction, but, unlike the latter, it is functorial, this property being of importance for what follows. The mentioned functoriality allows to produce in an obvious way Z ∞ -construction in the category of simplicial presheaves of sets over Sm/k and, applying further the sheafification , obtain the Z ∞ -functor in the category of simplicial Nisnevich sheaves of sets over Sm/k. Recall also that if K • is a simplicial abelian group then the map K • → Z ∞ K • is a weak equivalence. Therefore, if F • denotes a simplicial Nisnevich sheaf of abelian groups then F • → Z ∞ F • is an isomorphism in the simplicial homotopy category H s (k) [see [MV] for details]. Lemma 1. Let X be a smooth scheme over k. There is a natural homomorphism K p (X) → Hom Hs(k) (S p s ∧ X + , Z × Z ∞ BGL), where p ≥ 0, S p s is the simplicial psphere, BGL stands for the simplicial sheaf lim(BGL n ), BGL n being the classifying simplicial scheme for GL n and the morphisms in the inductive system being induced by the standard embeddings: GL * → GL * +1 , and Z ∞ is the integral completion functor that was discussed above.
Proof. We sketch briefly the proof given in [Gil] . Consider the presheaf of sets U → BQP (U ), U ∈ Sm/k and the associated Nisnevich sheaf BQP . There is clearly a natural homomorphism K p (X) = π naive p+1 (BQP (X)) → π p+1 (BQP )(X) def = π p+1 ((fibrant replacement of BQP )(X)) = Hom Hs(k) (S p+1 s ∧X + , BQP ). The last group is isomorphic to Hom Hs(k) (S p+1 s ∧ X + , BQP s ), where BQP s is associated to the presheaf U → BQP s (U ) and P s (U ) is the category of vector bundles over U , with the structure of an exact category being formed by the split exact sequences. Besides, if ΩBQP s is the internal Hom-object Hom ∆ op ShvN is•(k) (S 1 s , BQP s ) and BS −1 S is the Nisnevich sheaf associated to the presheaf U → BS −1 S(U ) [see [G] ] then ΩBQP s is weakly equivalent to BS −1 S [see [Gil] ], therefore we have a natural homomorphism K p (X) → Hom Hs(k) (S p s ∧ X + , BS −1 S ). Finally, BS −1 S is weakly equivalent to Z × Z ∞ BGL [see [Gil] ].
Remark. There is also a map K p (X, Z/l) → Hom Hs(k) (S Definition. A simplicial scheme E • is called a vector bundle over a simplicial scheme X • if there is a morphism of simplicial schemes E • → X • such that each E n → X n is a vector bundle and each natural morphism E n → E n−1 × Xn−1 X n , the product being taken with respect to a boundary ∂ i : X n → X n−1 , is an isomorphism of vector bundles.
To move further, we have to remind the definition of the tautological divisor ξ ∈ H 1 (P(E n • ), G m ), where E n • is the universal vector bundle over BGL n . It is given by a Cech cochain. Let (X 1 , . . . , X n ) be homogeneous coordinates of P n−1 and U i be the open subset where
, where the face maps d i : P n−1 × GL n → P n−1 for i = 0, 1 are the product and projection maps respectively, and
is the inverse image of the universal bundle E n • by means of the classifying map U • → BGL n . We denote by ξ F ∈ H 2 (P(F ), Z(1)) = H 1 (P(F ), G m ) the inverse image of the tautological divisor ξ. It is not hard to see that this construction is independent of the choice of a classifying hypercovering.
Recall also that there is the functor M :
N iswT (k) stands for the derived category of bounded above complexes of Nisnevich sheaves with transfers and DM − (k) is the subcategory, consisting of homotopy invariant objects [see [SV] ]. This is a tensor triangulated functor.
Lemma 2. Let F • → X • be a vector bundle of rank n. The map
is an isomorphism, with pr denoting the projection P(
Proof. For any simplicial scheme T • we will be denoting by Z tr (T • ) the complex of Nisnevich sheaves with transfers such that Z tr (T • ) n = Z tr (T n ) and the differential ∂ : Z tr (T n ) → Z tr (T n−1 ) is the alternating sum (−1) i ∂ i , where ∂ i is the morphism induced by the boundary ∂ i : T n → T n−1 . Let σ ≤n denote the truncation at level n. Thus, σ ≤n Z tr (T • ) j = Z tr (T j ) if j ≤ n and is zero otherwise. We have then the obvious exact sequence of complexes of sheaves with transfers.
We observe further that for any bounded above complex of Nisnevich sheaves with transfers G and any smooth simplicial scheme T • the complex Z tr (T • )⊗ tr G, the sign ⊗ tr denoting the product in the category of Nisnevich sheaves with transfers [see [SV] ], represents the tensor product
Turning now to what is to be proved, we consider the morphisms φ j :
. Here ∆ stands for the Eilenberg-Zilber map:
is the j-th power of the restriction of the tautological divisor. It induces a morphism in the motivic category
It will be shown that M (⊕ n−1 j=0 φ j ) is an isomorphism. Note first that there is the morphism of exact sequences of complexes of sheaves with transfers:
where P is an abbreviation for P(F • ) and the vertical arrows are induced by the Eilenberg-Zilber maps. The functor
k) being tensor and triangulated, this diagram gives a morphism of the corresponding distinguished triangles. Besides, there is clearly also the following morphism of distinguished triangles:
where for a simplicial scheme T • the notation M (T • ) is used for the object M (Z tr (T • )), and the vertical maps are induced by pr ⊗ ξ i F . It follows that to prove the statement it suffices to show that the composite
is an isomorphism. We observe that it coincides with M (σ ≤m Z tr (P))
is the restriction of ξ F to σ ≤m Z tr (P) and ∆ m is the restriction of the Eilenberg-Zilber map. Let further I j be an injective resolution of Z(j) [2j] in the category of complexes of Nisnevich sheaves with transfers. The morphism ξ j :
is represented by a map of complexes of sheaves with transfers f j :
the right vertical arrow being described above. We apply to it the functor M and get a morphism of distinguished triangles in the category DM − (k). We mention finally that the restriction Z tr (P(F m ))
, corresponding to the vector bundle
is known to be an isomorphism [see [SV] ]. Thus, we es-
The claim of the lemma follows now immediately.
Definition. Let F • → X • be a vector bundle of rank n. Its i-th Chern class
We observe that Chern classes are natural with respect to morphisms of vector bundles, for the element ξ ? has this property. Besides, if F • → X • is the trivial bundle then its Chern classes are zeroes.
Definition. We say that a morphism of simplicial schemes p : F • → X • is an affine bundle if every p n : F n → X n is an affine bundle in Zariski topology.
is an isomophism. This follows from the homotopy invariance property of motivic cohomology of schemes [SV] by means of the methods that were used in the proof of projective bundle theorem. In the next lemma we use the standard notation: if F • is a vector bundle of rank
Proof (see [PS] ). It clearly suffices to prove that the element π = (
• ) is an affine bundle and P(E
Definition. We define the i-th Chern class
Our next aim is to compute the motivic cohomology of BGL n and BGL. Although the computation is well-known, we decided to include it in the paper, because it is crucial for the construction of higher Chern classes. We start with BGL 1 = BG m . We could refer the reader to [MV] , where it is proved that BG m is A 1 -equivalent to P ∞ , motivic cohomology of the latter being known to be isomorphic to H * (k, * )[C 1 ]. We still prefer to get this answer explicitly. Recall that we denote by
the proof of the projective bundle theorem).
⊗n . It follows that M (BG m ) is isomorphic to the double complex, with Z being placed in degree zero:
. . , g n−1 ). We denote now by [r 1 , . . . , r i ] the direct summand
such that p r1−1,... ,ri−1 • ∂ = 0 if r 1 is even or equals to 1, whereas, in all other cases the composition is identity; p r1,... ,rj −1,... ,ri−1 • ∂ = 0 if r j − r j−1 is even or equals to 1, the composition being equal to (−1) rj−1 · id otherwise; p r1,... ,ri • ∂ = 0 if n − r i is odd or is equal to 0, it coincides with (−1)
ri · id otherwise ( we denote here by p * ,... , * the corresponding projection). It is clear now that the double complex ( * ) splits into direct sum ⊕( * ) i , where the bicomplex ( * ) i consists of motivic complexes of weight i. Moreover, all differentials going to or from
are trivial, whereas the rest of ( * ) i consists of Koszul complexes, e.g. if r 1 , r 2 − r 1 , . . . , r i − r i−1 are all odd and greater then 1 ,and n − r i is even and positive then
produces the Koszul complex of a free module of rank i + 1.
). The previous lemma shows that H * (BG m , * ) is a free module over H * (k, * ), generated by certain ele-
The following two results, which we will need when dealing with motivic cohomology of BGL n , are again well-known but we give proofs for the sake of completeness.
Lemma 5. Let G be a Nisnevich sheaf of groups over Sm/k. Consider an element g ∈ G(k) and the inner automorphism G
The corresponding automorphism of BG is homotopic to identity.
Proof. Let e denote the only non-degenerate one-dimensional simplex of
. One verifies easily that this is the required homotopy.
Lemma 6. Let H → G be an embedding of Nisnevich sheaves of groups. Then the induced morphism i :
Both projections are trivial local fibrations, which is a consequence of the corresponding topological result. On the other hand, the composition p 2 • (p 1 ) −1 • i is the identity in H s (k), for BH classifies H-torsors.
Under this identification the induced map i * n : H * (BGL n+1 , * ) → H * (BGL n , * ) is the obvious projection, and
Proof. Consider the sub-groupscheme P 1,n−1 → GL n that consists of matrices with a 2,1 = a 3,1 = · · · = a n,1 = 0. The morphism
n , the first column of g n ) identifies EGL n /P 1,n−1 with the universal projective bundle. In particular, the induced homomorphism
The previous lemma implies that the natural morphism i : EP 1,n−1 → EGL n induces an isomorphism i * : H * (EGL n /P 1,n−1 , * ) → H * (EP 1,n−1 /P 1,n−1 , * ). Thus, H * (BGL n , * ) injects into H * (BP 1,n−1 , * ), and under this injection the element C i goes to the ith Chern class of the bundle (EP 1,n−1 × A n )/P 1,n−1 → BP 1,n−1 . Next, we observe that the obvious inclusion G m × GL n−1 → P 1,n−1 makes EP 1,n−1 /G m × GL n−1 into an affine bundle over BP 1,n−1 , therefore, arguing as before but using this time the homotopy invariance of motivic cohomology instead of projective bundle theorem, we conclude that H * (BP 1,n−1 , * ) injects into H * (B(G m × GL n−1 ), * ), with C i going to the i-th Chern class of the bundle (E (G m 
. We use further the inductive assumption and infer that
×n , * ) and C i goes under this injection to the i-th Chern class of the bundle ( 
, with σ i denoting the i-th symmetric polynomial. Consider further the obvious action of the n-cyclic group in G ×n m , it induces the action in
On the other hand, the permutational action of the n-cyclic group in G ×n m is the restriction of the action in GL n , given by the inner automorphism, corresponding to the matrix with a i,i−1 = 1 for 2 ≤ i ≤ n, a 1,n = 1 and all other terms being equal to zero. Thus, due to Lemma 5, H * (BGL n , * ) → H * ((BG m ) ×n , * ) must be contained in the part of motivic cohomology of (BG m ) ×n , which is stable under the action. The latter clearly coincides with
Acknowledgment. The above proof became known to me during a conversation with Ivan Panin.
, where we denote by C i the reduction modulo l of the element C i ∈ H 2i (BGL n , Z(i)).
• → 0 be an exact sequence of vector bundles over a simplicial scheme
Proof. [Gil] The exact sequences are classified by BGL n1,n2 , where n i =rank(F i • ) and GL n1,n2 → GL n1+n2 consists of matrices with det(a i,j , 1 ≤ i, j ≤ n 1 ) = 0 and det(a n1+i,n1+j , 1 ≤ i, j ≤ n 2 ) = 0 . Therefore, it suffices to prove the formula for the universal short exact sequence of vector bundles over BGL n1,n2 :
• is classified by the projection BGL n1,n2 → BGL ni and E n1+n2 • is obtained by means of the embedding BGL n1,n2 → BGL n1+n2 . Next, we observe that the obvious embedding GL n1 × GL n2 → GL n1,n2 induces an isomorphism H * (BGL n1,n2 , * ) → H * (BGL n1 × BGL n2 , * ), which can be proved by using the above methods. On the other hand, the universal sequence clearly splits over BGL n1 × BGL n2 and we can apply Lemma 3
Lemma 7 implies that we may consider C i as an element of H 2i (BGL, Z(i)), which for each n ≥ i restricts to the element of H 2i (BGL n , i), defined previously. Recall now that there is a pair of adjoint functors:
, where τ ≤0 is the truncation at zero functor, Γ associates to a nonnegative complex of sheaves the corresponding simplicial sheaf of abelian groups and F orget takes a simplicial sheaf of abelian groups to itself considered as a simplicial sheaf of sets pointed by zero. The second one is given by
, with Z taking a pointed simplicial sheaf of sets to the corresponding reduced freely generated simplicial sheaf of abelian groups and N being the Moore functor that builds a complex out of a simplicial object. We remark that N is a tensor functor, which is a direct consequence of Eilenberg-Zilber theorem, whereas Γ is certainly not. The mentioned adjointness implies that an element C i may be viewed as a morphism in the homotopy category:
Definition. We define the higher Chern class c p,q : K p (X) → H 2q−p (X, Z(q)) → H 2q−p (X, Z/l(q)) as follows. Let α be an element in K p (X). Then c p,q (α) is given by the morphism in the homotopy category:
Here the first map is taken from Lemma 1 and the canocical mor-
) is a simplicial sheaf of abelian groups. In case p ≥ 2 we have higher Chern classes for K-theory with coefficients:
, given by the following composite:
Remark. In the same strain one can define higher Chern classes for etale cohomology c p,q :
. This is done by using the morphism of sites π : Sm/k et → Sm/k N is , the natural morphisms ? → Rπ * π * (?), and identifying the complex Z/l(q) et with µ
Applications.
The first application of higher Chern classes concerns motivic cohomology of GL n . Its K-cohomology were computed in [S] . To adopt the approach we need motivic counterparts of certain constructions and results in K-cohomology theory.
Lemma 8. Consider the element
is given by the following composite in the homotopy category:
, where the last morphism corresponds by adjointness to
s is clearly homotopic to zero, and the statement follows.
Proof. The case p ≥ 2 is obvious, because S Z/l. Whitehead theorem with coefficients implies that to check whether the diagonal morphism ∆ :
s /l is homotopic to zero is the same as to verify whether ∆
Remark. The previous lemma indicates that the morphism
is homotopic to zero if p ≥ 2 or p = 1, l = 2. More generally, we observe that any element in H * (BGL, * ) induces a map from Ktheory to motivic cohomology. We denote by D the ideal of decomposable elements in H * (BGL, * ), i.e. f ∈ D means that f = u 1 · u 2 , u i ∈ H * (BGL, * ). This notation is used for integral motivic cohomology of BGL as well as for those with Z/l-coefficients. Then, under above assumptions, any decomposable element induces the zero map from K-theory to motivic cohomology The next result is proved exactly as it is done for K-cohomology [see [Gil] ] Lemma 10. The higher chern classes c p,q : K p (X) → H 2q−p (X, q) possess the following properties 1) c p,q is a group homomorphism for p > 0; 2) it is compatible with the morphisms of schemes; 3) the homomorphism c 1,1 :
). However, in order to have the same product formula we have to require that i, j > 2 or i, j ≥ 2, l = 2.
being the Chern roots of the universal vector bundle E n • ; we use here the splitting principle based on the projective bundle theorem. Thus, ch
Remark. There are clearly relative higher Chern classes as well as relative Chern character ch p, * :
Lemma 11. The relative Chern character is a ring operation between oriented ring theories: K-theory → motivic cohomology. In particular, it satisfies the RiemannRoch formulas.
Proof. The proof of the first statement is identical to that of the corresponding result in [Gil] , the second one is a consequence of [PS] .
Lemma 12. The natural transformation [see [V m 
is a ring operation between oriented theories that preserves the Chern classes. In particular, it commutes with push-forwards. Moreover, it is an isomorphism if m = 2n, 2n − 1 Proof. We observe first that the map
is the identity, hence the transformation commutes with the first Chern classes. The splitting principle implies that it commutes with all Chern classes. It is a ring operation, because both functors H n ← K M n → K n preserve tensor structure, where H n denotes the n-th homology sheaf of the complex Z(n). Further, it is proved in [PS] that such a transformation commutes with pushforwards. The proof of it being an isomorphism when m = 2n, 2n − 1 can be found in [V m ].
Remark. The above lemma also implies that the composite c p,q :
is the higher Chern class, constructed by Gillet for K-cohomology.
Consider further the universal matrix α n = (t i,j ) n i,j=1 , where t i,j denotes the corresponding coordinate function on GL n . This matrix may be viewed as an element of K 1 (GL n ). Thus, the elements c 1,
Lemma 13. H * (GL n , * ) is almost an exterior algebra over H * (k, * ) with generators c 1,1 (α n ), . . . , c 1,n (α n ), meaning that it is a free module over H * (k, * ) with
Proof. Lemmas 10,12 allow to repeat the arguments of [S] . One can also manage without motivic Riemann-Roch theorem by using the remark after Lemma 12.
The next application concerns the relation between higher Chern classes and reduced power operations in motivic cohomology, constructed by Voevodsky [V] . We would like first to give a quick reminder. For any simplicial Nisnevich sheaf F • there is a natural homomorphism
. These homomorphisms have, among others, the following properties:
, where τ is the canonical element in H 0 (k, Z/2(1)). 4. P r (x) = 0 if q < 2r and x ∈ H q (F • , r); P r (x) = x l if q = 2r. Recall also that the motivic cohomology functor, indexed by (2n,n), is represented in A 1 -homotopy category by Γ(Z/l(n)[2n]). It follows that there are certain ele-
is given by the composite in 
coincides with the map induced by P i (C q ).
The same holds for K-theory with Z/l-coefficients: the composite
Proof. We treat first the case of integral K-theory. Let α be an element of K p (X). The element P i (c p,q (α)), where the line designates the reduction modulo l, is represented by the morphism:
This proves the first claim of the lemma. We now turn to K-theory with Z/lcoefficients. The map π :
). This implies that it suffices to show that the map π • P i • c p,q is the one induced by P i (C q ). As before, this follows from Z ∞ being a functor.
Together with the previous results the above lemma show that for integral K-theory the composite P i • c p,q coincides with the morphism induced by
Lemma 15. P i (C q ) = P i (C q )·C q+i(l−1) modulo the decomposable elements , where
Proof. It follows from the dimension considerations and
We need also two auxiliary results.
Lemma 16. Let X • be a simplicial scheme, ξ ∈ H 2 (X • , Z(1)) and ξ be its image
Proof. The proof is the same as in topology. Suppose first that l > 2, and let η be an arbitrary element in H 2 (X • , Z/l(1)). The properties of the reduced power operations imply that P 0 (η) = η, P 1 (η) = η l , P i (η) = 0 for i > 1, thus, the formula holds. We proceed further by induction, using Cartan formulas:
. In case l = 2 we need our asssumption that η is the reduction of an integral class ξ. We prove by induction that Sq 2i+1 (η n ) = 0. This clearly holds when n = 1. According to Cartan formulas Sq
This expression is zero due to inductive assumption. It follows now that Sq 2i (η · η n−1 ) = i r=0 Sq 2r (η) · Sq 2i−2r (η n−1 ) and we may proceed as above.
Lemma 17. Consider BGL t and the universal projective bundle p :
those belonging to p * (D) · H * (P(E t • ), * ) . In particular, for any x ∈ H * (BGL t , * ), the element x · ξ s is decomposable.
Proof Projective bundle theorem supplies the equation:
. Expressing further ξ s−1 , . . . , ξ t by means of lower powers, we see that the terms in parentheses are all decomposable, and this proves the claim.
The natural morphism BGL q+i(l−1) → BGL induces an isomorphism between motivic cohomology in weights less or equal to q+i(l−1), therefore, without loss of generality, in our considerations we may replace BGL by BGL q+i(l−1) . Thus,
. Consider now the equation that defines the universal Chern classes:
i is additive, therefore we get the following relation:
While proving lemma 16, we have seen that, in case l = 2, Sq 2i+1 (ξ s ) = 0 for any i, s. Besides, Sq 2i+1 (C t ) is also zero, which can be seen by dimension considerations. Indeed, Sq 2i+1 (C t ) ∈ H 2t+2i+1 (BGL, t + i) = 0. Therefore, P i (C t · ξ q+i(l−1)−t ) = i j=0 P j (C t ) · P i−j (ξ q+i(l−1)−t ), this formula being valid for l = 2 as well. We use again lemma 16 to conclude that P i−j (ξ q+i(l−1)−t ) = q+i(l−1)−t i−j · ξ q+(2i−j)(l−1)−t .
Thus, P i (C t · ξ q+i(l−1)−t ) = · ξ q+(2i−j)(l−1)−t = 0 ( * ), where C 0 = 1. Note also that P * (C t ) ∈ H * (BGL q+i(l−1) , * ) if t > 0. We apply lemma 17 and rewrite ( * ) modulo decomposable elements as follows, with a * ∈ p * (H * (BGL q+i(l−1) , * )): ) · ξ i(l−1) + · · · + a q+i(l−1) is decomposable, which concludes the proof.
The lemma implies that P i (C q ) is the reduction modulo l of a function with the argument q, which we denote by F i (q). This function is defined for q ≥ 1, it is polynomial of degree i with rational coefficients, it takes integral values. These statements are proved by induction that uses the above formula, the case i = 1 being straightforward. Hence, we can write the function in the following form: F i (q) = a 0 · q i + · · · + a q , a i ∈ Z. Further, it is checked again by induction that a 0 = 1.
Lemma 19. P i (C q ) = q−1 i
Proof. We observe that F i (q) ≡ 0 mod(l) for q = 1, · · · , i. Indeed, C q ∈ H 2q (BGL, q), therefore, P i (C q ) = 0 when i > q and P q (C q ) = C l q ∈ D, according to the properties of the reduced power operations. It is now easily seen that P i (C q ) = Remark. We would like to conclude the paper by pointing out that for K 2 (−, Z/2) and K 0 (−) the formulas, describing the compositions P * • c * , * , are much more complicated. The reason is that in these cases we cannot dispense with the decomposable terms occurring in P * (C * ) (see lemma 9). Thus, for example, the composite P 1 • c 2,n : K 2 (−, Z/2) → H 2n (−, Z/2(n + 1)) coincides with the morphism induced by (n − 1) · C n+1 + C 1 · C n , whereas, P 2 • c 2,n is induced by n−1 2 · C n+2 + n · C 1 · C n+1 + C 2 · C n . Let us show how to get the first answer. The element P 1 (C n ) belongs to H 2(n+1) (BGL, Z/2(n + 1)), therefore we can replace BGL by BGL n+1 , loosing thereby nothing. The element C n appears in the universal equation: ξ n+1 + C 1 · ξ n + · · · C n · ξ + C n+1 = 0. We apply to it the operation P 1 and obtain this: P 1 (ξ n+1 )+C 1 ·P 1 (ξ n )+· · ·+P 1 (C n )·ξ+P 1 (C n+1 ) = 0. Recall that P 1 (ξ i ) = i·ξ i+1 , hence, (n+1)·ξ n+2 +n·C 1 ·ξ n+1 +· · ·+P 1 (C n )·ξ +P 1 (C n+1 ) = 0. Besides, ξ n+2 = C 1 · ξ n+1 + · · · + C n+1 · ξ, thus, we get the following relation: ((n + 1) · C 1 + n · C 1 ) · ξ n+1 + · · ·+ (P 1 (C n ) + (n + 1) · C n+1 ) · ξ + P 1 (C n+1 ) = 0. Comparing this with the initial equation, we deduce P 1 (C n ) = (n − 1) · C n+1 + C 1 · C n .
