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Buyer comment is a kind of important data form in electronic commerce field. 
Using the comment text, through document clustering, sentiment analysis and other 
commonly used methods of text mining, sellers can understand customer's attitude 
and suggestions toward products directly, extract the attention of customers, carry on 
customer classification, realize precision marketing, and direct their production and 
service. Buyers can extract the comment on the properties they concerned about, 
understand the emotional tendency by public opinion, and improve the efficiency of 
decisions. But the emergence of massive text has brought some kind of difficulties for 
using the data effectively, and has brought new challenges for e-commerce text 
clustering and sentiment analysis. Existing common text clustering methods and topic 
model can’t extract information effectively and quickly. And sentiment analysis of 
statement level has not yet formed a very effective solution. So the applying of 
automatic clustering method to the electronic commerce and exploring effective 
methods for sentiment analysis have both important theory value and practical 
significance. Therefore, this article introduces the distributed representation to 
sentiment analysis, puts forward a new emotional score calculation method. And the 
penalized gaussian mixture model clustering is applied to text clustering compared 
with the traditional text clustering method. 
On the basis of clarifying the research background and significance, this paper 
carried on a brief summary of model clustering, distributed representation, and the 
development of the e-commerce text analysis, and introduced data preprocessing in 
text analysis including corpus acquisition, participles, and TF-IDF matrix, etc. Then 
the paper introduced the principle of penalized gaussian mixture model with detail, 
and proved the superiority of penalized Gaussian mixture model with tagged corpus, 
and analyzed the amazon e-commerce platform text empirically. In addition, the paper 
came up with an emotional score calculation method based on distributed 
representation. At the same time, the emotional tendency is introduced into 
econometric model of the sales of the products as an independent variable. 
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第 1 章 引言 
1 




据，带来了信息爆炸的大数据时代，电子商务领域也是一样。2016 年 1 月 22 日，
中国互联网络信息中心(CNNIC)发布的第 37 次《中国互联网络发展状况统计报
告》[1]显示，截至 2015 年 12 月，我国网络购物用户规模达到 4.13 亿，较 2014
年底增加 5183 万，增长率为 14.3%，与此同时，手机网络购物用户规模增长迅



























































































































K-means 聚类[9]是较为常见的方法之一。关于 K-means 文本聚类国外开展的研究
较早，主要集中在以下几个方面：针对 K-means 算法的改进(Hatagami Y、Matsuka 
T(2009)
[10]；Ares M、Parapar J、Barreiro Á (2009)[11]；Yao M、Pi D、Cong X(2012)[12]；
Rose J D、Mukherjee S(2012)[13]）、在 K-means 算法基础上提出新的聚类方法(Chen 
X、Yin W、Tu P, et al(2009)[14]；Liu C L、Chang T H、Li H H(2013)[15])、与自然
语言处理等技术相结合产生新的方法(Qiu L、 Xu J(2013)[16]；Cevahir A(2014)[17]；










































出通过惩罚聚类模型来进行变量选择的方法，在 Liu、Zhang、Palumbo (2003) [28] 
和 Hoff(2006)[29]的研究基础上，他们将类别 k 的均值相对于变量
jx 参数化为
kj j kj    ，其中 j 是变量 jx 的总体均值，如果，对于不同的类别 k，所有的 kj
均为 0，则变量
jx 对于聚类无用，至少在均值水平上是这样，通过引入 1L 范数惩
罚来向总体均值
j 压缩类别均值 kj ，并有效地实现了变量选择。Benhuai Xie 、
Wei Pan、Xiaotong Shen（2008）[30]将各类具有相同的对角协方差矩阵这一假设
放松，提出新的同时压缩均值和方差的方法来解决类方差不同的情况。另外，通
过惩罚函数的设定实现变量的成组筛选。Sijian Wang、Ji Zhu （2008）[31]提出了
两种惩罚模型聚类方法，他们注意到同一个变量的类别均值参数可以自然直观地
分为一组进行处理，利用以上分组中的信息，提出了 L 无穷范数惩罚和分层惩
罚两种方法。Benhuai Xie、Wei Pan、Xiaotong Shen（2008）[32]在 Pan、Shen (2007)[27] 








































































[51]；Ku L W 等(2006)[52]；Dave K 等(2003)[53])，Xue B 等(2014)[54]利用词




题，；McDonald 等(2007)[56]在一个全局模型中利用 Viterbi 算法对文档和句子同时
进行情感序列标注。 
在语句等级上，Ku L W 等(2006)[52]、Dave K 等(2003)[53]、Mao 等(2006)[55]、

















































第 1 章 主要介绍文章选题动机，简述文本聚类、文本情感分析的研究现状； 
第 2 章 从网络文本数据抓取和预处理两个方面介绍文本分析的流程和分析
思路以及相关概念。 
第 3 章 重点说明利用 TF-IDF 矩阵进行惩罚 GMM 文本聚类的原理，并利
用标注的语料对三种文本聚类方法进行对比分析。 
第 4 章 抓取亚马逊中国站 kindle 评论语料进行文本挖掘，包括基本的文本
数据总体描述、热门词汇抽取、领先意见识别、属性评价对提取、话题聚类等； 
第 5 章 基于词向量构建文本情感得分算法体系，以亚马逊产品数据检验算
法的有效性，并将情感得分作为自变量引入销售排名经济计量模型。  
第 6 章 对整篇文章的内容进行了总结与讨论，并提出存在的不足之处以及
未来研究的方向。 
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