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Abstract
We present a simple algorithm for evaluating Fresnel integrals based on the continued fractions method: we use
the relation between these integrals and first-kind Bessel functions of fractional order, and we apply a fast code to
calculate them based on the continued fractions method. This latter code is especially useful for evaluating high
order Bessel functions because it does not require recalculations using normalization relations. Comments on the
same procedure but using Miller’s algorithm to evaluate the required Bessel functions are presented and a compar-
ison with a standard code for evaluating Fresnel integrals (Numerical Recipes program FRENEL) is provided.
© 2004 Elsevier Ltd. All rights reserved.
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1. Introduction
We present an algorithm for evaluating Fresnel Integrals (FIs) based on the continued fractions
method: we use the relation between these integrals and Bessel functions of fractional order and
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we apply a fast code to calculate the required Bessel functions based on the continued fractions
method.
Usual methods for calculating Bessel functions take into account normalization relations [1]. In this
work we use an efficient procedure introduced in [2,3] for evaluating Bessel functions without using
any recalculation through normalization relations. Furthermore, the method maintains the stability of the
recurrence relations; i.e., we use backward recurrence relations for the Bessel functions (BFs) of the first
kind (and forward ones for the BFs of the second kind).
This algorithm is specially useful in the case of Bessel functions of high order because it does not
require any recalculation using normalization relations; this is the reason that it is so efficient in the
evaluation of FIs via expansions in terms of Bessel functions.
2. Fresnel integrals
The FIs can be expressed as [4]
C(x) =
∫ x
0
cos
π t2
2
dt S(x) =
∫ x
0
sin
π t2
2
dt. (1)
Considering real arguments x , both C(x) and S(x) vanish for x = 0 and have an oscillatory character.
Both C(x) and S(x) tend to 1/2 for x → ∞.
The series expansion for FIs can be written as follows [4]:
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∞∑
k=0
(−1)k
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2
)2k x4k+1
4k + 1
S(x) =
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(π
2
)2k+1 x4k+3
4k + 3
(2)
which converge for arbitrary x .
To evaluate the FIs for high values of |x| it is convenient to use the following asymptotic
representation [4]:
C(x) = 1
2
− 1
πx
[
B(x) cos
πx2
2
− A(x) sin πx
2
2
]
S(x) = 1
2
− 1
πx
[
A(x) cos
πx2
2
+ B(x) sin πx
2
2
] (3)
where
A(x) =
N∑
k=0
(−1)kα2k
(πx2)2k
+ O(|x|−4N−4)
B(x) =
N∑
k=0
(−1)kα2k+1
(πx2)2k+1
+ O(|x|−4N−6)
(4)
αk = 1 · 3 · . . . · (2k − 1), α0 = 1.
If we now define the functions C2(x) and S2(x) through the relation C(x) = C2(π2 x2), S(x) =
S2(π2 x
2), an expansion in terms of Bessel functions for FIs can be obtained [4]:
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C2(x) = J1/2(x) + J5/2(x) + J9/2(x) + · · ·
S2(x) = J3/2(x) + J7/2(x) + J11/2(x) + · · · . (5)
This expansion, together with the symmetry relations C(−x) = C(x), S(−x) = −S(x), allows us to
compute C(x) and S(x) for positive and negative values of the argument.
The series expansion (2) is useful for the evaluation of C(x) and S(x) at low x values (|x| < 0.05);
for high x values (|x| > 5) it is convenient to use the asymptotic representation (3), while the expansion
(5) proves to be very efficient at intermediate values. We will take advantage of consideration of (2), (3)
and (5) in our code. Using these break points (|x| < 0.05 and |x| > 5) we guarantee, for both small and
large values of the argument |x|, six digits of precision (we obtain exactly the values tabulated in [5])
using only k = 0, 1 in the expansions (2) and (3).
3. Bessel functions of fractional order
To evaluate the expressions (5) we need a code for calculating the Bessel functions of fractional order
of the first kind up to the order needed to reach the precision required. We use the continued fractions
method and backward recurrence relations to evaluate them, following the scheme of Refs. [2,3]. This
method is especially useful in the case of Bessel functions (of high order) because it does not require
any recalculation using normalization relations [1] and this is the reason that we apply this algorithm to
evaluate the set {Jn+ 12 ; n = 0, 1, 2, . . .} in the expressions (5).
We are interested in presenting the procedure of [2,3] for generating the Spherical Bessel Functions
(SBFs).
In this letter we use the standard Abramowitz and Stegun [5] notation and we introduce the SBFs of
the first kind, jn(x) =
√
π
2x Jn+ 12 (x), and the SBFs of the second kind, yn(x) =
√
π
2x Yn+ 12 (x), as particular
solutions of the differential equation:
x2ω′′(x) + 2 x ω′(x) + [x2 − n(n + 1)]ω(x) = 0 (n = 0,±1,±2, . . .). (6)
With this method [2,3] we calculate simultaneously the SBFs of all orders below Nmax; i.e., we
generate the set
SB(x) ≡ { jn(x), yn(x); n = 0, 1, 2, 3, . . . , Nmax}. (7)
The algorithm is organized in the following way:
(i) Evaluate all the SBFs of the second kind, {yn(x), n = 0, 1, 2, . . . Nmax}, taking into account the
known values of y0(x) = − cos(x)/x and y1(x) = − sin(x)/x − cos(x)/x2 and using the forward
recurrence relation
yn+1(x) = (2n + 1)
x
yn(x) − yn−1(x). (8)
(ii) Use the continued fractions method [5] to evaluate the ratio
H (x)≡ jNmax(x)jNmax−1(x) =
JNmax+ 12 (x)
JNmax− 12 (x)
= 1
2(Nmax + 12)x−1−
1
2(Nmax + 32)x−1−
1
2(Nmax + 52)x−1−
... (9)
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We implement this method in our code by using Steed’s algorithm1 [7].
(iii) Calculate the upper order SBFs of the first kind, jNmax(x), using the already known values yNmax(x)
and yNmax−1(x), the ratio H (x) and the value for the Wronskian of the SBFs:
W { jNmax(x), yNmax(x)} ≡ jNmax(x)yNmax−1(x) − jNmax−1(x)yNmax(x) = x−2. (10)
Using (10) we can write
jNmax−1(x) = 1
x2(H (x)yNmax−1(x) − yNmax(x)) (11)
and then
jNmax(x) = H (x) jNmax−1(x). (12)
Notice that we have calculated not only jNmax(x) but also jNmax−1(x).
(iv) Evaluate all the SBFs of the first kind, { jn(x), n = 0, 1, 2, . . . , Nmax}, taking into account the
calculated values of jNmax(x) and jNmax−1(x) and using the backward recurrence relation
jn−1(x) = (2n + 1)
x
jn(x) − jn+1(x). (13)
We would like to point out that the calculated values of j0(x) and j1(x) can be used as checks on
the accuracy of the procedure (comparing the evaluated values with the known values of j0(x) and
j1(x)).
4. Results; comparison with other methods
An efficient approach for evaluating FIs is presented in Ref. [8]: there is a complex continued fraction
that yields both C(x) and S(x) simultaneously:
C(x) + iS(x) = 1 + i
2
er f (z)
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√
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2
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2
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= 2z√
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.
In the last line we have converted the standard form of the continued fraction to its even form [9],
which converges twice as fast. Notice that this method requires the use of complex variables.
• Besides this feature, we have compared the Numerical Recipes [8] (NR) code with our procedure by
calculating FIs for a wide range of arguments. For any x one reproduces (with both methods) exactly
the values tabulated in [5]. We have analyzed relative computer times also calculating a wide range of
FIs, preparing the two codes for evaluating FIs with six digits of precision, concluding that:
– For values of the argument x ∼ 1.6 our method is a factor ∼20% faster than the NR one (x = 1.5 is
the dividing line between using the series expansions and the continued fraction in the NR code [8]).
1 An alternative method for evaluating continued fractions was given by Lentz in [6].
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– For values of the argument x ∼ 1.8 our method is as fast as the NR one.
– For values of the argument x ∼ 2–3 the NR code is a factor ∼2 faster than our procedure.
– For larger values of the argument, x ∼ 4, the NR code becomes more efficient than our method (it
becomes a factor ∼3 faster than our code). This feature is due to the fact that the larger the value
of the argument x , the smaller the number of iterations needed in the evaluation of the continued
fraction in the NR code. Thus, the former idea is also the reason because our code is more efficient
for smaller values of x than the NR one.
At this point we want to stress that with our procedure we have evaluated, at the same time, the
set {yn(x); n = 0, 1, 2, 3, . . . , Nmax}, with Nmax the maximum order of the Bessel functions in the
expansions (5).
• Another procedure for evaluating FIs includes the expansions (5) in terms of Bessel functions and
uses Miller’s algorithm to calculate them. In our approach, since the recurrence relations are applied
forward for y’s, starting from correct (not trial) values, and backwards for j ’s (numerically stable),
there is no need to start the backward recurrence with orders higher than those of the desired results.
In each step, the code generates the correct answers and no normalization has to be carried out. For
these reasons, one should note that our code reduces the possibility of overflows (since no test values
are needed for the recurrence and no normalization has to be done). This is an important feature that
we would like to stress.
This is a code that can be easily modified to improve the results by adding more terms in expansion
(5), taking advantage of the efficiency of the continued fractions method in the calculation of high order
Bessel functions; in this case one has to change the parameter of control of the accuracy in the Steed’s
algorithm implementation [2,3,7].
5. Conclusions
We have analyzed a fast and efficient method for the calculation of FIs, which is numerically stable.
This code evaluates the FIs through an expansion in terms of Bessel functions of fractional order; to
evaluate them we use a highly efficient procedure based on the continued fractions method: the most
appealing feature of this procedure is that it does not require any recalculation using normalization
relations, thus giving in each step of the recurrences the correct values for these Bessel functions.
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