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ABSTRACT
Person re-identification (ReID) is an important problem in com-
puter vision, especially for video surveillance applications. The
problem focuses on identifying people across different cameras or
across different frames of same camera. The main challenge lies in
identifying similarity of the same person against large appearance
and structure variations, while differentiating between individuals.
Recently, deep learning networks with triplet loss has become a
common framework for person ReID. However, triplet loss focuses
on obtaining correct orders on the training set. We demonstrate that
it performs inferior in a clustering task. In this paper, we design a
cluster loss, which can lead to the model output with a larger inter-
class variation and a smaller intra-class variation compared to the
triplet loss. As a result, our model has a better generalisation ability
and can achieve a higher accuracy on the test set especially for a
clustering task. We also introduce a batch hard training mechanism
for improving the results and faster convergence of training.
CCS CONCEPTS
• Computing methodologies → Matching; Biometrics; Neural
networks.
1 INTRODUCTION
Person re-identification (ReID) is an important problem in com-
puter vision especially for video surveillance applications. Major
challenges include variations of lighting conditions, poses, view-
points, blurring effects, image resolutions, camera settings, occlu-
sions, background etc. The person ReID task is similar to image
retrieval or face recognition in many ways. With advancements
in deep learning, significant improvements have been made in the
areas of image retrieval. There are many works in person ReID
which were motivated from face recognition. One such example on
which many person ReID methods are based on is FaceNet[36], a
convolutional neural network (CNN) used to learn an embedding
for faces. The key component of FaceNet is to use the triplet loss,
as introduced by Weinberger and Saul[43], for training the CNN
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Figure 1: Clustering Different People Images.
as an embedding function. The triplet loss optimizes the embed-
ding space such that data points with the same identity are closer
to each other than those with different identities. Even though
there are a variety of approaches in loss functions such as classifi-
cation loss, with a combination of verification loss in some cases
[6, 10, 24, 57] or other losses like DeepLDA [47], triplet losse and
its variations[5–8, 13, 18, 27, 28, 34, 37, 39, 42] seem to be the most
common and successful approach. Cumulative Matching Charac-
teristic curve which follows rank-n criteria is the most common
[14, 17, 55] method used for performance evaluation of person ReID.
Recent deep learning approaches [4, 7, 8, 13, 39, 42] usually treat
person ReID as a ranking task and apply a triplet loss to address
the problem. The main purpose of the triplet loss, which is mo-
tivated in the context of nearest-neighbour classification[36, 43],
is to obtain a correct order for each probe image and distinguish
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identities in the projected space. But these methods seem to per-
form inferior in clustering tasks. The underlying reason is that the
model trained by a triplet loss would still cause a relatively large
intra-class variation[7, 44].
In this paper we introduce cluster loss, motivated by Linear Dis-
criminant Analysis and K-Means clustering. While triplet loss tries
to minimize the distance between similar images, our clustering
loss tries to minimize the distance between images to the mean
of their class and maximize the distance between the means of
other classes. This results in all images of same identity to come
together to form a cluster and the clusters to stay separated. Hence
our model is capable of achieving a smaller intra-class variation
and a larger inter-class variation with significant performance on
the test set.
Many recent deep learning approaches treat the person ReID as
a ranking task and use rank-n criteria for performance evaluation.
Clustering is also an important application of person ReID. For eg,
in a scenario where continuous feed from a surveillance camera
captures a moving person in multiple frames, images belonging
to similar identity would need to be grouped ( as shown in Fig
1), in order to do any analysis/recognition. Therefore we wanted
to evaluate the output of person ReID network using clustering
algorithms. We used a simple sequential clustering (explained in
section 4.2) to evaluate the performance in a clustering scenario. It
was observed that our method outperforms the existing methods
for Person ReID in a clustering task by a huge margin.
2 RELATEDWORK
Most developments in person ReID problem concentrate on feature
extraction and similarity measurement. Traditional feature extrac-
tion techniques largely use colour histograms, local binary patterns,
texture filters etc. Gray and Tao [12] use 8 colour channels (RGB,
HS, and YCbCr) and 21 texture filters on the luminance channel,
and the pedestrian is partitioned into horizontal stripes. A number
of later works [31, 35, 56]employ the same set of features as [12].
Similarly, Mignon et al. [33] built the feature vector from RGB,
YUV and HSV channels and the LBP texture histograms in horizon-
tal stripes. Most hand crafted features rely on colour histograms
and texture filters but there are works which use complex features
like SIFT[53] or local maximal occurrence (LOMO) descriptor[25],
which includes the colour and SILTP histograms. Another choice is
the attribute-based features which are more robust to image trans-
lations compared to low-level descriptors. The low-level features
like colour,texture or category labels are used to train the attribute
classifiers[9, 38].
In a ReID system with hand crafted features, a good distance
metric is critical for its success, because the high-dimensional visual
features may not capture the invariant factors under sample vari-
ances. In person ReID many works fall into the scope of supervised
global distance metric learning. The task of global metric learning
is to keep all the vectors of the same class closer while pushing
vectors of different classes further apart. The most commonly used
formulation is based on the class of Mahalanobis distance functions
and its modifications [3, 15], which generalizes Euclidean distance
using linear scalings and rotations of the feature space. One popular
metric learning method is KISSME [20] which is based on Maha-
lanobis distance and the decision on whether a pair is similar or
not is formulated as a likelihood ratio test. Apart from the methods
that use Mahalanobis distance, some use other learning tools such
as support vector machine (SVM) or boosting. In [30], a structural
SVM is employed to combine different colour descriptors at deci-
sion level and in [52], a specific SVM is learned for each training
identity and map each testing image to a weight vector inferred
from its visual features. Gray et al. propose using the AdaBoost
algorithm to select and combine many different kinds of simple
features into a single similarity function in [12].
In traditional methods, feature extraction and similarity mea-
surement are treated independently, because of which those meth-
ods could not reach the performance level of CNN based systems,
where the end-to-end system can be globally optimized via back-
propagation. The major bottleneck of deep learning methods in
ReID was the lack of training data. With the advancement of deep
learning in almost all fields and the increasing availability of datasets,
CNN based methods which automatically learn features and met-
rics became common in ReID and hence the handcrafted features
and metrics struggle to keep top performance widely, especially on
large scale datasets.
Most CNN-based ReID methods focus on the Siamese model.
In [50], an input image is partitioned into three overlapping hor-
izontal parts, and the parts go through two convolutional layers
and a fully connected layer which fuses them and outputs a vector
for the image and the similarity of the two output vectors are com-
puted using the cosine distance. There are many modified versions
of Siamese model like [2] in which cross- input neighbourhood dif-
ference features are computed, which compares the features from
one input image to features in neighbouring locations of the other
image or like [23] which uses product to compute patch similarity
in similar latitude. Meanwhile, there are methods [2, 23, 46] which
tackle the person ReID problem using a classification/identification
mode, which makes full use of the re-ID labels. In [48], training
identities from multiple datasets jointly form the training set and
a softmax loss is employed in the classification network. Some
of them use a softmax layer with the cross-entropy loss in their
networks [23, 46]. The cross-entropy loss can well represent the
probability that the two images in the pair are of the same person
or not. Some other methods use a margin-based loss [42], which
builds a margin to maintain the largest separation between posi-
tive and negative pairs. For instance, Varior et al. [41] incorporate
long short-term memory (LSTM) modules into a Siamese network.
LSTMs process image parts sequentially so that the spatial connec-
tions can be memorized to enhance the discriminative ability of the
deep features.
While Siamese networks based works use image pairs, Cheng
et al. [7] design a triplet loss function that takes three images as
input. A drawback of the Siamese model with triplet loss is that
it does not make full use of ReID annotations. These models only
needs to consider pairwise (or triplet) labels. Telling whether an
image pair is similar (belong to the same identity) or not is a weak
label in ReID. Sometimes triplet loss based networks may produce
disappointing results especially when applied naively. An essential
part of learning using the triplet loss is the mining of hard triplets,
as otherwise training will quickly stagnate. However, mining such
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Figure 2: The proposed Architecture.
hard triplets is time consuming and it is unclear what defines "good"
hard triplets [37]. Even worse, selecting too many hard triplets too
often makes the training unstable. Another major caveat of the
triplet loss is that as the dataset gets larger, the possible number
of triplets grows cubically, rendering a long enough training im-
practical. As training progress, the transformation output relatively
quickly learns to correctly map most trivial triplets, rendering a
large fraction of all triplets uninformative. Hence we introduce
cluster loss, which tries to minimise not just the distance between
the similar pairs but the distance between all similar images with
respect to their mean and increases the distance between the means
thereby making sure each each unique cluster stay apart.
3 THE PROPOSED APPROACH
We strive for an embedding f (x), from an image x into a feature
space Rd , a d-dimensional Euclidean space, such that the squared
distance between all person images, independent of imaging condi-
tions, belonging to the same identity is small to form a cluster and
the squared distance between clusters is large. The triplet loss is
motivated in the context of nearest-neighbour classification. We
introduce our clustering loss taking motivation from K-Means clus-
tering and Linear Discriminant Analysis.
3.1 Network Architecture
We use the ResNet-50 architecture for the convolutional layers sim-
ilar to that used in [13]. We experimented with other networks like
VGG [29] and GoogLeNet [40] but the results were similar to that
of ResNet-50. The ResNet-50 was chosen because it is computa-
tionally less demanding compared to other deeper networks like
VGG and GoogLeNet. In ResNet-50, the last layer is discarded and
we add two fully connected layers for our task as shown in Fig 2.
The first has 1024 units, followed by batch normalization [16] and
ReLU [11], the second goes down to 128 units, our final embedding
dimension. The network had about 25.74 M parameters. The batch
size is limited to 256 containing P = 16 persons with K = 16 im-
ages each. We chose learning rate ϵ0 = 3x10−5 with learning rate
decay starting after 25000 iteration for a total of 50000 iterations
and Adam optimizer [19] with the default hyper-parameter values
(ϵ = ϵ0, β1 = 0.9, β2 = 0.999) for the experiments. We performed
all our experiments using the Tensorflow[1] framework.
3.2 Loss Function
We use Euclidean distance as metric for separation between two
samples in the transformed space Rd . Triplet loss is used for perfor-
mance comparisons. Hence we are going to introduce triplet loss
first.
3.2.1 Triplet Loss. In triplet loss we create a collection of triplets
such that we select an anchor image xai , a positive image x
p
i which
is another image of same person and a negative image xni of a
different person. The triplet loss wants to keep xai and x
p
i closer.
For every set i , we want
| | f (xai ) − f (xpi )| |22 + α < | | f (xai ) − f (xni )| |22 (1)
Hence the loss that is being minimized is
Ltrp =
N∑
i
[| | f (xai ) − f (xpi )| |22 − || f (xai ) − f (xni )| |22 + α] (2)
In Eq 1, the triplet loss adopts the Euclidean distance to measure the
similarity of extracted features from two images. The major chal-
lenge with triplet loss is that as the dataset gets larger, the possible
number of triplets grows cubically, rendering a long enough train-
ing impractical. The transformation function f relatively quickly
learns to correctly map most trivial triplets, rendering a large frac-
tion of all triplets uninformative.
3.2.2 Cluster Loss. We take motivation from K-Means clustering
and Linear Discriminant Analysis. The target is to minimise intra
class variations and to maximize the inter class variations. In a
batch of N images with P person identities containing K images of
each person, for a person identity i ∈ P , mean fmi in feature space
Rd is,
fmi =
∑K f (x)
K
(3)
Intra class variation for an identity is represented by the distance
of each sample of that identity to the mean of that identity. Hence
for an identity i , intra class variation dintrai is given by
dintrai =
∑
k
| | f (x) − fmi | |22 (4)
Similarly, inter class variation for an identity is represented by
the distance of the mean of that identity to means of all other
identities. Hence for an identity i , inter class variation dinteri is
given by
dinteri =
∑
∀id ∈P,id,i
| | fmi − fmid | |22 (5)
The task is to minimise intra class distances and maximise the
inter class distances. Hence the loss that is being minimised is
Lc =
β
∑P
i d
intra
i
γ +
∑P
i d
inter
i
(6)
The summation term in the numerator in Eq. 6 accumulates PK
distances where as summation in the denominator accumulates
P(P-1) distances. Hence β is a hyper parameter which act as a
normalising constant and γ is a very small value.
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3.3 Batch Hard Training
The loss function shown by Eq.6 describes the basic concept of
cluster loss. We strive to minimise the intra class distance which
is measured as distance of samples of a class with respect to their
mean, at the same time maximising inter class distances which
is measured as distances between the means of different classes.
Although Eq. 6 is a good representation of cluster loss, when we
trained the network with that particular loss function, the results
were not promising and the number of iterations required for con-
vergence was very high. This is because the loss contained equal
contributions from all samples. This is similar to training using
triplet loss without mining hard triplets. The transformation f
relatively quickly learns to correctly map most trivial samples, ren-
dering a large fraction of all samples uninformative. Thus mining
hard positive/negative samples becomes crucial for learning. Intu-
itively, being told over and over again that people with differently
coloured clothes are different persons does not teach one anything,
whereas seeing similarly looking but different people (hard nega-
tives), or pictures of the same person in wildly different poses or
from different camera angles (hard positives) dramatically helps in
understanding the concept of re-identification.
So we modified the loss function in such a way that it does not
take cumulative contribution from all images in a batch but the
samples which contribute most to the loss, so that the correction
step by minimization affects those samples which have the maxi-
mum error. Hence only hard samples contribute directly to the loss
function. In this approach for the new dintrai of an identity i , we
take the sample which lies farthest from the mean fmi and take the
corresponding distance as dintrai .
dintrai = maxK
| | f (x) − fmi | |22 (7)
For the new dinteri for an identity i , we take the distance with that
mean which is closest to the mean of considered identity.
dinteri = min∀id ∈P,id,i
| | fmi − fmid | |22 (8)
The final loss function to be minimised is
Lbc =
P∑
i
max((dintrai − dinteri + α), 0) (9)
Mining hard samples ensures that the training converges fast
and better results. In [13] a method for mining hard triplets is
described which gives better results compared to other triplet loss
based methods. The downside of basing the loss function only on
few triplets is that, the transformation function is adjusted based
only on the distance between those samples. In our method, even
though we consider only hard samples, since their distances are
calculated with respect to mean, every sample contributes indirectly.
Hence with every iteration, the transformation adjusts to decrease
the distance within the clusters while making sure that the clusters
stay far apart.
4 EXPERIMENTS AND RESULTS
We focused on two types of performance evaluations. 1) Perfor-
mance for a ranking task and 2) Performance for sequential clus-
tering task. The datasets we employed were Market-1501 [54],
mAP rank-1 rank-5
TriNet [13] 69.14 84.92 94.21
LuNet [13] 60.71 81.38 92.34
CAN [27] 35.9 60.3 -
IDE (R) + ML [58] 49.05 63.60 -
LOMO + Null Space [51] 29.87 55.43 -
APR (R, 751) [26] 64.67 84.29 93.20
JLML [24] 65.5 85.1 -
Latent Parts (Fusion) [22] 57.53 80.31 -
Gated siamese CNN [41] 39.55 65.88 -
DTL [10] 65.5 83.7 -
Our Method 71.54 86.07 94.98
Our Method (Re-ranked) 82.84 87.97 94.18
Figure 3: Performance of latestmethods for ReID onMarket-
1501 SQ dataset.
one of the largest person ReID datasets currently available and
CUHK03 [23] dataset. The Market-1501 dataset contains bound-
ing boxes from a person detector which have been selected based
on their intersection-over-union overlap with manually annotated
bounding boxes. It contains 32668 images of 1501 persons, split
into train/test sets of 12936/19732 images as defined by [54]. We
also show results on the CUHK03 [23] dataset which contain 13164
images of 1360 identities.
Augmenting training data is a common practice. We performed
random crops and random horizontal flips during training. Similar
to the augmentation steps in TriNet [13], we resize all images of
size H x W to 1 18 (H x W), of which we take random crops of size
H x W , keeping their aspect ratio intact. We set H = 256, W =
128 on Market-1501 and H = 256, W = 96 on CUHK03. We apply
test-time augmentation in our experiments. From each image, we
deterministically create five crops of size H x W : four corner crops
and one center crop, as well as a horizontally flipped copy of each.
The embeddings of all these ten images are then averaged, resulting
in the final embedding for a person. We also experimented with
transfer learning. We initialized our network with weights of exist-
ing network which was trained for ReID task like TriNet [13] and
this yielded a better result which converged with fewer iterations.
4.1 Performance for ranking task
We evaluated the performance for ranking task on both Market-
1501 [54] and CUHK03 [23] datasets. We used the standard eval-
uation, namely the mean average precision score (mAP) and the
cumulative matching curve (CMC) at rank-1 and rank-5. We fol-
lowed the evaluation codes provided by [58] and [13].
Table 3 compares our results to a set of related, top performing ap-
proaches on Market-1501 with single query. We also evaluated how
our model performs when combined with the re-ranking approach
by Zhong et al. [58]. This can be applied on top of any ranking meth-
ods and uses information from nearest neighbours in the gallery to
improve the ranking result. Table 4 compares our results to a set of
related, top performing approaches on CUHK03. It is evident that all
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rank-1 rank-5
TriNet [13] 87.58 98.17
kLFDA [49] 48.20 59.34
GatedSiamese [41] 68.10 88.10
GOG [32] 67.30 91.00
DGD [48] 80.50 94.90
Ensembles [34] 62.10 89.10
DeepLDA [47] 63.23 89.95
NullReid [51] 58.90 85.60
IDLA [2] 54.74 86.50
Quadruplet [5] 75.53 95.15
Our Method 87.87 98.79
Figure 4: Performance of latest methods for ReID on
CUHK03 dataset.
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Figure 5: Sequence clustering process.
deep learning based methods outperform the traditional methods
by a huge margin. The TriNet [13] which is based on triplet loss
with an improvement in hard mining of samples seems to perform
best among all existing methods. Our method performs slightly
better than TriNet in the ranking task.
4.2 Performance for sequential clustering task
We wanted to evaluate the performance of our method for a cluster-
ing task. We did a simple sequential clustering explained in Fig 5,
in which images (xi ,x2, ....xi ....) are fed in sequence. For an image
xi , after passing through the network to find the transformation
f (xi ), Euclidean distances di are computed with the means fm of
all existing classes and the minimum among them is taken as dk ( as
the minimum distance was with class k). If dk is less than threshold
th, image xi is marked as belonging to class k and mean of class
k is updated with f (xi ). If dk is greater than or equal to th, xi is
marked as a new class, increasing the total number of classes by
1. We used the test set of Market-1501 [54] data set for the experi-
ments after removing the "distractor" and "junk" images. To prepare
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Figure 6: Variation of Cluster Quality (Cq ) with the image
feed
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Figure 7: Variation of Rand Index (Rid ) with the image feed
the feed, we randomly select 4 to 6 identities (from a total of 750
identities) from the set and then shuffle all of their images and
then push it to the feed. This is done to resemble the real life cases
where multiple people are passing in front of a camera. Triplet loss
based TriNet [13] gave highest accuracy for ranking task among
all previously existing methods. So we compared the sequential
clustering performance of our method with TriNet by replacing
the transformation network f (x) with that of Trinet and created
embeddings. We used two metrics for measuring the clustering
accuracy. 1) Cluster Quality (Cq ): At any stage of the image feed,
we know the true identity of every image that has been fed to the
clustering algorithm until that point. So we try to map identities
to all existing clusters. The criterion for tagging a cluster with an
identity is that, maximum number of images in that cluster belong
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to that particular identity ie an identity I is assigned to a particular
cluster C if the maximum number of images in that cluster belong
to I . Same identity can be assigned to more than one cluster. In such
cases we take the cluster with most number of images belonging to
that identity, and mark the other clusters as unassigned. The crite-
rion for an image xi to be "clustered" correctly are, it should belong
to a cluster which was assigned an identity,and whose identity is
same as that of the image xi . Cluster Quality(Cq ) at any point is
defined as the ratio of number of images clustered correctly to the
total number of images fed for clustering until that point. 2)Rand
Index (Rid ): Rand Index [45] is a standard evaluation metric for any
clustering algorithm. It is based on the intra-cluster similarity and
inter-cluster dissimilarity. For the intra-cluster similarity, if a pair
of data vectors is assigned the same cluster in both the target result
and the clustering result, then the score will be increased by one.
For the inter-cluster dissimilarity, if a pair of vectors is assigned
different clusters in both the target result and the clustering result,
then the score will be increased by one. On the contrary, if a pair
of data vectors is in the same cluster in the target result, but not in
the clustering result, the score will not be increased. After we have
checked all the possible pairs, the score is normalized by the total
number of possible pairs. Exact formulation is given in [45].
The accuracy comparisons are shown in Fig 6 and Fig 7. It is evi-
dent that our network trained with cluster loss outperforms Trinet
in the clustering task. Choosing the threshold th in the sequential
clustering experiment is tricky. Since we are doing a performance
evaluation rather than deployment, we tried different thresholds
and chose the one that gave best accuracies. This was done for both
networks. From the experiments it is observed that our method has
better ranking accuracies compared to other existing methods for
person ReID, even though by a small margin. Our method excel in
a clustering task. This is because the training loss not only tries
to bring all similar identities together but also tries to keep the
clusters far apart.
4.3 Cluster loss - Triplet loss comparison
We created t-SNE plots for embeddings generated by networks
trained using cluster loss and triplet loss to compare the cluster
formation. We did this on MNIST[21] dataset and Market-1501[54].
ForMNIST dataset, a CNNhaving two convolutional layers with 128
and 256 filters of kernel size 7x7 and 5x5 respectively and embedding
dimension of 4, was trained using triplet loss and cluster loss. The
t-SNE plot on the validation data is shown in figures 8.a and 8.b. For
Market-1501, we used the same networks as used in section 4.2. We
randomly picked 10 identities from test set and their embeddings
are plotted in figures 8.c and 8.d. From the t-SNE plots it is evident
that the triplet loss is able to bring the samples from the same class
together but the cluster loss performs a better job in separating the
clusters.
5 CONCLUSION
In this paper, we introduce cluster loss for training a network for a
person ReID task. Training the network with cluster loss shows that
it outperforms in learning better parameters for the transformation
function which increases the inter class variation and decreases
the intra class variation for person re -identification. Our method
Cluster Loss Triplet Loss
a b
c d
Figure 8: t-SNE plots of the embeddings: (a) and (b) - MNIST
valiaation data, (c) and (d) - Randomly sampled 10 identities
from Market-1501 test data.
performs better in ranking tasks compared to the existing state-of-
the-art methods. In a clustering task, our network outperformed
TriNet [13] which had the best ranking accuracy among existing
methods by a huge margin. In future, as an extension to this work
on person ReID, we want to train and evaluate a cluster loss based
network for a face recognition task.
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