In 1978 Erdős, Faudree, Rousseau, and Schelp conjectured that
Introduction
The problem of finding the Ramsey number r (C p , K r ) has attracted considerable attention in the last decades. In particular, relatively good asymptotics are known in the case of p fixed and r large (see [11] for a recent survey). By contrast, the case p ≥ r is poorly known. In [5] Bondy and Erdős proved that for r > 3 and p ≥ r 2 − 2 the following exact result holds r (C p , K r ) = (p − 1) (r − 1) + 1.
Later in [8] Erdős, Faudree, Rousseau, and Schelp conjectured that (1) holds for every p ≥ r ≥ 3, except for p = r = 3. This has been proved for r = 4 in [14] , for r = 5 in [1] , and for r = 6 in [12] . In [12] Schiermeyer has also shown that (1) holds for r > 3, p ≥ r 2 − 2r. In this note we prove that (1) holds for all r ≥ 3 and p ≥ 4r + 2.
Main results
Our graph theoretic notation is standard (e.g., see [2] ). In particular, for any vertex u, Γ (u) is the set of its neighbors. A graph G is said to be H-free if it does not contain a subgraph isomorphic to H. A path with endvertices u and v is called an uv-path; P (u, v) denotes a path P that joins u to v. We write (v 1 , ..., v k , v 1 ) for the cycle whose edges are (v 1 , v 2 ) , ..., (v k−1 , v k ) , (v k , v 1 ) . The set {m, m + 1, ..., n} is denoted by [m, n] and [n] is the set {1, ..., n} . An interval of length l is a set of l ≥ 0 consecutive integers. Given a graph G and two distinct vertices u, v of G we denote by R G (u, v) the set of the orders of all uv-paths; we shorten R G (u, v) to R (u, v) when G is implicit.
Our main goal in this note is to prove the following theorem.
Theorem 1 If r ≥ 4 and p ≥ 4r + 2 then r (C p , K r ) = (p − 1) (r − 1) + 1.
To shorten the proof of the theorem we have distilled its main parts into several lemmas that might be of independent interest. The proofs of the lemmas are presented in section 2.5.
Our main tool will be a particular class of graphs containing a Hamiltonian cycle together with a rich set of chords; we call such graphs saws and study them in subsection 2.3.
General preliminary lemmas
Following Burr and Erdős [4] we call a connected graph H r-good if the Ramsey number r (H, K r ) of the pair (H, K r ) satisfies r (H, K r ) = (r − 1) (|H| − 1) + 1.
The following lemma could be regarded as a general result in the theory of the r-good graphs.
Lemma 2 Suppose H is a graph such that r (K s , H) ≤ sp + 1 for every s ≤ r. Then every H-free graph G of order pr + 1 and with α (G) ≤ r is 2-connected.
Erdős and Gallai have proved in [7] , p. 345, the following assertion.
Theorem 3 (Erdős and Gallai)
If G is a 2-connected graph with d (w) ≥ δ for all w = u, v, then there is a uv-path of order at least δ + 1 in G.
This versatile result can be further extended in some particular cases; we consider such extensions in the following two lemmas.
Lemma 4 Let G be a 2-connected graph and u, v be two vertices such that G − u − v is a union of two disjoint nonempty graphs G 1 and G 2 . If d (w) ≥ δ, for every w = u, v, then there is a uv-path of order at least δ + 1 that has no vertices in common with G 1 .
Lemma 5 Let G be a 2-connected graph and x ∈ V (G). If d (y) ≥ δ, for every y = x, then for every two vertices u and v there is a uv-path of order at least δ + 1.
The Chopping and the Collating Lemmas
Definition 6 Let P be a uv-path; a reduction of P is a uv-path Q such that all vertices of Q belong to P. A q-reduction of P is a reduction of order q.
The following two lemmas will be cornerstones in the proof of Theorem 1; the first one is called the Chopping Lemma.
Lemma 7 Let G be a graph with α (G) ≤ α, and x, y be two distinct vertices of G, and P be a xy-path of order l. Then, for every interval I with
there is a q-reduction of P for some q ∈ I.
The following lemma summarizes the main tool in the proof of Theorem 1; it is called the Collating Lemma.
, and a, b, k, l 1 , l 2 be positive integers such that:
there is a cycle of order s in G.
Saws
Definition 9 Let S be a graph with V (S) = {v 1 , ..., v 2k+1 }; S is called a saw if it contains the Hamiltonian cycle (v 1 , ..., v 2k+1 , v 1 ) together with the chords
is called the backbone of S, and the value
is called the degree of S.
We shall define saws by identifying their backbones. Although saws look quite complicated, there are simple sufficient conditions for the existence of large saws as shown in the following lemma.
Lemma 10 If G is a graph with minimal degree δ (G) ≥ p and independence number α (G) ≤ r then G has a saw of degree at least p − r.
The following four Lemmas show that saws contain many paths of consecutive lengths; actually, we introduce and study them exactly for that reason.
Lemma 11 Let S = (v 1 , ..., v 2k+1 , v 1 ) be a saw, and P (v i , v j ) be a path along the cycle (v 1 , ..., v 2k+1 , v 1 ) of order l. Then:
In particular, if P (x, y) is a path of order 2k + 1 along the cycle (v 1 , ...v 2k+1 , v 1 ) then P has q-reductions for every q ∈ [k + 2, 2k + 1] .
Lemma 11 implies that if
is a saw then, for every two consecutive vertices x, y along the cycle (v 1 , ...v 2k+1 , v 1 ) , we have
It turns out that if the degree of S is large compared to its order then, for every two vertices x, y, the set R S (x, y) contains even larger intervals. We shall distinguish three different cases of pairs (x, y) ∈ V (S) ; each case is considered separately in one of the following three lemmas.
Lemma 13 Let S = (v 1 , ..., v 2k+1 , v 1 ) be a saw with d (S) = d, and x, y be two consecutive vertices along the cycle (v 1 , ..., v 2k+1 , v 1 ) . Then
, and x, y be two distinct vertices of S. Then there exists some l > d such that
In the following lemma we combine path chopping with path reduction to prove the existence of cycles of consecutive lengths in every saw with bounded independence number.
Lemma 15 Let k ≥ 3 and S be a saw of order 2k +1 with independence number α (S) ≤ r. If 2r ≤ k then S contains a cycle of order q for every q ∈ [4r, 2k + 1] .
Proof of the theorem
Proof of Theorem 1 To slightly simplify the notation we shall actually prove r (K r+1 , C p+1 ) = pr + 1, under the constraints r ≥ 2, p ≥ 4r + 5.
Observe that the disjoint union of r complete graphs of order p is a C p+1 -free graph of order rp and has no independent set on r + 1 vertices. Thus, for every p and r we have
so, all we have to prove is the inequality
We shall use induction on r; for r ≤ 5 (2) follows from the earlier results in [14] , [1] , and [12] ; so we assume that r ≥ 6 and (2) holds for all r ′ < r. Assume (2) does not hold for r and p, and let G be a C p+1 -free graph of order rp + 1 with α (G) ≤ r; we shall show that these assumptions lead to a contradiction.
First we shall prove that δ (G) ≥ p. Indeed, let u be a vertex of minimal degree in G and V ′ be the set of vertices that are not adjacent to u and are distinct from u. Clearly,
is C p+1 -free; thus, by the induction hypothesis,
and therefore,
Applying Lemma 2 with H = C p+1 , we see that G is 2-connected. Applying Lemma 10, we can find in G a saw S = (v 1 , ...v 2k+1 , v 1 ) with
Since G is C p+1 -free, Lemma 15 implies 2k + 1 ≤ p, so we have
Set G * = G − S. Observe that from δ (G) ≥ p it follows that every vertex w ∈ V (S) has at least p − 2k neighbors in G * . In the rest of the proof we construct a cycle of order p + 1 under various assumptions about the connectivity of G * and the edges of E (V (S) , V (G * )) . To achieve this goal we combine a x 1 y 1 -path in S with a x 2 y 2 -path in G * , where (x 1 , x 2 ) , (y 1 , y 2 ) are disjoint edges. Depending on the location of x 1 , y 1 , we use Lemma 12, 13, or 14, to find in S sufficiently many x 1 y 1 -paths of consecutive orders. On the other hand, we find in G * a sufficiently long x 2 y 2 -path and use the Chopping Lemma (Lemma 7) to show that R G * (x 2 , y 2 ) hits any sufficiently short interval. Finally, we apply the Collating Lemma (Lemma 8) to show the existence of cycles of specified order, including C p+1 , and thus, obtain a contradiction.
Let us now give the details of the proof. It is not hard to see that every graph G * has one of the following properties: -G * is 2-connected; -G * is not connected and all its components are 2-connected; -G * contains a connected component that is not 2-connected (it may be G * itself). Case 1. G * is 2-connected. First we shall prove that v 2k and v 2k+1 have two different neighbors
Indeed, this is clear if one of the vertices v 2k and v 2k+1 has two or more neighbors in G * . Otherwise, in view of (3), we see that p = 2k +1, and v 2k , v 2k+1 are joined to every vertex of S. But then, if v 2k and v 2k+1 have a neighbor in common in G * , we immediately obtain a C p+1 , a contradiction. Thus, v 2k and v 2k+1 have two different neighbors x 2 , y 2 ∈ V (G * ). Next we shall show that there is a path P 2 (x 2 , y 2 ) of order at least p − 2k in G * . We see this immediately if p = 2k + 1, since G * is connected. If p > 2k + 1, the assertion follows from
and Lemma 5 applied to G * . Let the order of P 2 (x 2 , y 2 ) be l ≥ p − 2k. Hence, from the Chopping Lemma, for every interval I with
there is a q-reduction of P 2 (x 2 , y 2 ) for some q ∈ I. On the other hand, from Lemma 12,
Thus, as 2k ≥ p − r ≥ 2r, from the Collating Lemma, we see that G contains a cycle of order s for every
and hence, from
In the sequel we shall suppose that G * is decomposed into blocks and edges. Clearly at least one of the endblocks of G * has independence number at most (r + 1) /2; let B be an endblock of G * with α (B) ≤ (r + 1) /2. The following case will appear in several contexts, so we shall consider it separately.
Case 2. There are two consecutive vertices along S that are joined to two distinct vertices of B.
Let x 2 , y 2 ∈ V (B) and x 1 , y 1 be consecutive vertices along S such that
Observe that, except possibly for the cutvertex of B, for every vertex w ∈ V (B) we have
From Lemma 5, every two vertices of B are joined in B by a path P 2 (x 2 , y 2 ) of order
; from the choice of B we have
the Chopping Lemma implies that, for every interval I with
there is a q-reduction of P 2 (x 2 , y 2 ) for some q ∈ I. On the other hand, from Lemma 13,
As, from (3), we have
we see that
and from (3), 2k − r ≥ p − 2r ≥ r.
Applying the Collating Lemma, we find that G contains a cycle of order s for every s ∈ [r + 2r 1 + 5, l + 2k + 1] .
In the sequel we shall assume that for every endblock B of G * with
there are no consecutive vertices along S that are joined to two distinct vertices of B. Case 3. G * is not connected and all its components are 2-connected. Suppose G * is a union of disjoint connected components. Clearly, there is a component G 1 of G with α (G 1 ) ≤ r/2. Select u 1 ∈ V (G 1 ) to have the maximum number of neighbors in S among the vertices of G 1 ; then for every w ∈ V (G 1 ) , w = u 1 we have
Indeed, assume there is some
and since |V (S)| = 2k+1 ≤ p, we see that u 1 and w are joined to two consecutive vertices along S, a contradiction. Since G is 2-connected, there are vertices x 1 , y 1 ∈ V (S) and x 2 , y 2 ∈ V (B) such that (x 1 , x 2 ) and (y 1 , y 2 ) are disjoint edges. Applying Lemma 5 to G * , we see that there is a x 2 y 2 -path P 2 (x 2 , y 2 ) in G 1 of length l > p/2. Set
In view of r 1 ≤ r/2, the Chopping Lemma implies that for every interval I with
there is a q-reduction of P 2 (x 2 , y 2 ) for some q ∈ I. On the other hand, from Lemma 14, there is some l 1 > d, such that
Applying the Collating Lemma we find that G contains a cycle of order s for every
Hence, from
G contains a C p+1 , a contradiction. Case 4. G * contains a connected component that is not 2-connected. Clearly we can select an endblock B of G * with
let z be the only cutvertex of B. Select u 1 ∈ V (B − z) to have the maximum number of neighbors in S among the vertices of B − z, i.e.,
We shall show that for every w ∈ V (B − z) , w = u 1 we have
Indeed, assume there is some w ∈ V (B) , w = u 1 with d B (w) < p/2. Then
and since |V (S)| = 2k+1 ≤ p, we see that u 1 and w are joined to two consecutive vertices along S, a contradiction. Since B is 2-connected and (5) holds, from Theorem 3 we see that the vertex u 1 is joined to z by a path P 1 (u 1 , z) of order l > p/2.
Since G * \B is nonempty, there is some u 2 ∈ V (G * ) \V (B) that is joined to a vertex of S -otherwise G − z is not connected, contradicting the fact that G is 2-connected.
Case 4.1. There exist u 2 , x 1 , x 2 with
Set α (G * \B) = r 2 ; clearly, r 1 + r 2 ≤ r + 1. Select the shortest zu 2 -path
Since, except for the vertex z, the path P 2 (z, u 2 ) is entirely in G * \B and
the Chopping Lemma implies that 2 ≤ l 1 ≤ 2r 2 + 1.
is a u 1 u 2 -path with
Observe that the Chopping Lemma applied to the path P 1 (u 1 , z) , implies that for every interval I with
there is a q-reduction of P 1 (u 1 , z) for some q ∈ I. Therefore, for every interval I with
there is a q-reduction of Q (u 1 , u 2 ) for some q ∈ I.
On the other hand, from Lemma 14, there is some l 2 > d, such that
applying the Collating Lemma with the partition V (G) = V 1 ∪ V 2 , we find that G contains a cycle of order s for every
Now from
it follows that
On the other hand, from
Hence, G contains a C p+1 , a contradiction. Case 4.2. There are no u 2 , x 1 , x 2 with
Clearly the assumption implies that u 1 has exactly one neighbor
and for every w ∈ V (G * ) \V (B) , either w has no neighbors in V (S) , or is joined exactly to x 1 . Observe that the choice of u 1 implies that every w ∈ V (B − z) has at most one neighbor in V (S) . Therefore, for every w ∈ V (B − z) ,
and from Lemma 5, every two vertices of B are joined by a path of order at least p.
On the other hand, there must be some u 2 ∈ V (B) , distinct from u 1 and having a neighbor
We know that there is a path P 1 (u 1 , u 2 ) in B of order l ≥ p; The Chopping Lemma implies that for every interval I with
there is a q-reduction of P 1 (u 1 , z) for some q ∈ I.
Exactly as in the previous case, we see that G contains a C p+1 , a contradiction, completing the proof.
Proofs of the lemmas
Proof of Lemma 2 Assume first that G is disconnected; say G is the union of two disjoint nonempty graphs G 1 and G 2 . Since both G 1 and G 2 are H-free and
Assume now that G is not 2-connected and let u be a cutvertex of G. Then G − u is the union of two disjoint graphs G 1 and G 2 . Since both G 1 and G 2 are H-free, and
we have
By the condition of the Lemma,
Proof of Lemma 4 Remove G 1 , take a second copy of the remaining graph and identify the vertices u and v in both copies. The resulting graph satisfies the hypothesis of Theorem 3, and therefore, contains a uv-path of length at least δ + 1. This path is contained in entirely in G and consequently has no vertices in common with G 1 . Proof of Lemma 5 If u = x or v = x the assertion follows from Theorem 3, so assume u = x and v = x. Set G * = G − x; clearly we have δ (G * ) ≥ δ − 1. From the 2-connectivity of G it follows that G * is connected. Case 1. G * is not 2-connected. Let y be a vertex such that G * −y is a union of two disjoint nonempty graphs G 1 and G 2 . Then, from Lemma 4, there exist two paths P (x, y) and Q (x, y) such that
Clearly, the concatenation of P and Q is a cycle C of order at least 2δ. Since G is 2-connected, there are two vertices u 1 and v 1 of C and two disjoint paths P u (u, u 1 ) and P v (v, v 1 ) , possibly of order 1. Select Q (u 1 , v 1 ) to be the path that u 1 and v 1 cut from C with |Q| ≥ |C| /2; the concatenation (P u , Q, P v ) is a uv-path of order at least δ + 1.
Case 2. G * is 2-connected. From a theorem of Dirac , since G * is 2-connected and δ (H) ≥ δ − 1, there is a cycle of order at least 2δ − 2 unless v (G * ) < 2δ − 2. Consider first the latter case.
Case 2.1. v (G * ) < 2δ − 2. As Bondy proved (attributing the result to Erdős and Gallai) in [3] , Corollary 2.13, the assumption v (H) < 2δ−2, together with δ (G * ) ≥ δ−1, implies that G * is Hamilton-connected, i.e., every two vertices are connected by a Hamiltonian path. Hence, we obtain a uv-path of order at least δ + 1, unless G * is a complete graph of order δ. In the latter case x must be adjacent to every vertex of G * , as, otherwise, there is some w ∈ V (G * ) with d G (w) = δ − 1, a contradiction. Now we trivially obtain a uv-path of order δ + 1.
* has a cycle C of order at least 2δ − 2. From the 2-connectivity of G * it follows that there are two disjoint paths P 1 (u, u 1 ) and P 2 (v 1 , v) , where u 1 , v 1 ∈ C. Select Q (u 1 , v 1 ) to be the path that u 1 and v 1 cut from C with |Q| ≥ |C| /2; the concatenation
is a uv-path of order at least δ + 1, unless the order of C is precisely 2δ − 2, u, v ∈ C and the distance along C between u and v is δ − 1. Let
be the two paths joining u and v along C, i.e. C = (P 1 , P 2 ) . Consider first the case of connected G − u − v.
Case 2.2.1.
Hence, there is a path P (u i , v j ) joining some u i ∈ {u 1 , ..., u δ−2 } to some v j ∈ {v 1 , ..., v δ−2 } and such that P (u 1 , v 1 ) has no internal vertices in common with C. Let Q (v j , u i ) be the path P (u i , v j ) taken in reverse order; we easily see that at least one of the paths
has order at least δ + 1. Case 2.2.2. G − u − v is disconnected. Let G − u − v be the union of two disjoint nonempty graphs G 1 and G 2 .
Without loss of generality we may suppose x ∈ G 2 . Since the graph G * = G−G 2 is 2-connected and d G * (w) ≥ δ for all w = u, v then, from Theorem 3, there is a uv-path of order at least δ + 1 in G * and the proof is completed. Proof of Lemma 7 If l ≤ 2α the assertion is trivially true, so suppose l ≥ 2α + 1. Observe that G has no induced path on 2α + 1 vertices -otherwise choosing every other vertex along such path we obtain an independent set on r + 1 vertices. Hence, the first 2α + 1 vertices of P induce a chord and there is a q-reduction P 1 of P for some
Setting P 0 = P and repeating the same argument as long as possible, we obtain a sequence P 0 , P 1 , ..., P s of reductions of P such that for every i = 0, ..., s − 1, 
From (iii) we see that s i+1 −s i ≤ k ≤ b−a+1. Combining a fixed path P (x 2 , y 2 ) of order s i in G 2 with a path Q (y 1 , x 1 ) in G 1 of order q for every q ∈ [a, b] we obtain a cycle of order s for every s ∈ [s i + a,
are contiguous or overlap and the assertion follows. Proof of Lemma 10 Let P = (v 1 , ..., v 2t+1 ) be the longest path in G such that the chord (v 2s−1 , v 2s+1 ) exists for every s = 1, ..., t. The vertex v 2t+1 is joined to at least p − r of the vertices v 1 , ..., v 2t -otherwise the set
vertices and thus, N induces an edge that extends P by two more vertices. By symmetry, v 2t is joined to at least p − r of the vertices v 1 , ...v 2t−1 , v 2t+1 . Let i be the minimal index such that v i ∈ P is joined to either v 2t or v 2t+1 ; without loss of generality we may assume that v i is joined to v 2t+1 . If i is odd then the graph induced by
is a saw of degree at least p − r. If i is even then the graph induced by
is a saw of degree at least p − r.
Proof of Lemma 11
Observe that every 3-path (v 2s−1 , v 2s , v 2s+1 ) along P (v i , v j ) can be replaced by the chord (v 2s−1 , v 2s+1 ) shortening P by 1. Such a replacement can be done as many times as there are 3-paths
, so, all we have to do is to estimate their number.
In this case we have j − i = l − 1 and
The number of the 3-paths (v 2s−1 , v 2s , v 2s+1 ) along P (v i , v j ) is exactly the number of all s such that
and it is at least ⌊l/2⌋ − 1. Hence the assertion follows.
In this case we have j − i = l − 2k − 2, and
The number of the 3-paths (v 2s−1 , v 2s , v 2s+1 ) along the path (v i , ..., v 2k+1 ) is
and the number of the 3-paths
Thus, the number of the 3-paths
and the assertion follows.
Proof of Lemma 12
From Lemma 11 we have
so we need to prove only
In fact we shall prove the following more general assertion, implying the required result: Let G be a Hamiltonian graph of order n ≥ 5 and let (v 1 , ..., v n , v 1 ) be a Hamiltonian cycle in G. If
Indeed, choose some q ∈ [2, ⌈n/2⌉] . Our first goal is to find two vertices
Assume this assertion is not true and consider first the case q > (n − 2) /3. The pairs
are disjoint and their union is the set {v 2 , ..., v 2q+1 } . Hence, we have
and thus,
Let now q ≤ (n − 2) /3 and suppose
It is not hard to find a set of ⌈qs/2⌉ disjoint pairs of vertices {v i , v i+q } in {v 2 , ..., v n−1 } . Since for every pair {v i , v i+q } we have by assumption
we find that
Hence, either the edges
exists, and we see that q + 2 ∈ R (v 1 , v n ) . Hence,
and since, obviously
the proof is completed. Proof of Lemma 13 Set
and observe that the set
has at most t members. We assume that {x, y} = {v 2k , v 2k+1 } since the case {x, y} = {v 2k , v 2k+1 } is covered by Lemma 12. Thus, up to labeling, there are only two different cases {x, y} ⊂ {v 1 , ..., v 2k } , and
and P R (j) be the set of all pairs of vertices (
For every (v i , v l ) ∈ P R (j) the value (l − i) is called its span. Observe that if (v i , v l ) ∈ P R (j) then the sequence
is a v j v j+1 -path of order (l − i + 2) and this motivates the investigation of P R (j) that follows.
We shall construct a sequence of (v i h , v l h ) ∈ P R (j) in the following way. Note first that v 2k+1 is joined to both v 1 and v 2k and thus P R (j) = ∅. Set
It turns out that if (v i h , v l h ) ∈ P R (j) has a large span then there exists
and whose span is not much smaller than that of (
The set of all pairs (v i , v l ) such that
is not empty -otherwise no vertex of {v i h +1 , ..., v l h −1 } is joined to v 2k+1 and hence,
a contradiction with (8) . Choose a pair v i h+1 , v l h+1 satisfying (9) with maximal span; thus, no vertex of
is joined to v 2k+1 . Hence, we find that
Repeating the same argument we construct a sequence (v i h , v l h ) ∈ P R (j) , h = 1, ..., m such that for every h = 1, ..., m − 1,
and
Select some h ∈ [m − 1] and observe there are at least ⌈(l h − i h ) /2⌉ − 1 paths of the type (v 2s−1 , v 2s , v 2s+1 ) along the path P = (v i h , ..., v l h ) . One of these paths contain the edge (v j , v j+1 ) and each one of the remaining can be replaced independently by the chord joining its ends, thus shortening P by 1. In this way we see that for every
there are q-reductions of P that contain the edge (v j , v j+1 ) . Since the ends of P, and so, the ends of each of its reductions, are joined to v 2k+1 , it follows that
We shall show that the shortest of these reductions of P has order at most l h+1 − i h+1 + 2. Indeed, assume
Hence, from (10), we see that
and after simple calculations we obtain 2t + 4 ≥ l h − i h , a contradiction with (8) .
Therefore, for h = 1, ..., m − 1 the intervals
are contiguous or overlap and thus, their union is also an interval. From (6) and (11) we obtain
Observe that in the proof of the previous case we have shown that for every
there is a cycle of order q of the form
Applying this assertion to (v j , v j+1 ) = (v 1 , v 2 ) we see that for every q satisfying (12), there is a cycle of order q of the form
Proof of Lemma 14 Denote by
Suppose that the distance between x and y along C is at most t + 2 and let P (x, y) be the longer xy-path along C. Clearly,
Hence, setting l = |P (x, y)| and applying Lemma 11, (i), we find that
and since for l ≥ d + 2 we have
the assertion is proved in this case. So we shall hereafter assume that the distance between x and y along the cycle (v 1 , ...v 2k+1 , v 1 ) is at least t + 2. Case 1. {x, y} ⊂ {v 1 , ..., v 2k−1 } Let x = v i , y = v j ; without loss of generality we assume i < j; hence,
Our first goal is to show that there exist two vertices v p , v q such that
and either the edges
Indeed, observe that the set {v i+1 , ..., v j−1 } has at least t + 1 members; therefore,
Among the vertices
let v p be the one with minimal index; assume without loss of generality that v p ∈ Γ (v 2k+1 ) . Among the vertices
let v q be the one having the maximal index. By our choice the edges (v 2k , v q ) ,
implying (15). Consider now the paths
and set
Set l = |Q| ; from (15) we obtain
Applying Lemma 11, part (i), to each one of the paths P 1 , P 2 , P 3 , we see that Q has a q-reduction for every
In view of
the assertion follows. Case 2. x = v 2k+1 , y ∈ {v 1 , ..., v 2k−1 } Let y = v j ; since the xy-distance along C is at least t + 2, we have j ≥ t + 2, and thus M = {v 1 , ... and set l i = |P i | , i = 1, 2. The concatenation Q = (P 1 , P 2 ) is a v 2k+1 v j -path with |Q| = l 1 + l 2 + 1 = 2k + 1 − j + q + 1.
Set l = |Q| ; from (16) we obtain l ≥ 2k + 1 − j + q + 1 ≥ 2k + 1 − t = d + 1.
Applying Lemma 11, part (i), to each one of the paths P 1 , P 2 , we see that Q has a q-reduction for every
the assertion follows. 
Concluding remarks and open problems
There is a much simpler proof of (1) under the assumption p ≥ 8r + 7. Actually, except for Lemma 15, our methods are good enough to prove (1) for p ≥ 3r + 9, and it seems that with some additional refinement it is possible to prove (1) for
The following conjecture, however, looks more challenging.
Conjecture 16 For every k there exists r 0 = r 0 (k) such that for r > r 0 and p > r 1/k , r (C p , K r ) = (p − 1) (r − 1) + 1.
There are known Ramsey numbers r (C p , K r ) for p < r -Jayawardene and Rousseau found that r (C 4 , K 6 ) = 18 in, [9] and r (C 5 , K 6 ) = 21 in [10] ; Schiermeyer found that r (C 5 , K 7 ) = 25 in [13] . These values, although very few, give some hope that the conjecture might be true.
