



ESTIMASI PARAMETER MODEL EPIDEMI INFLUENZA MENGGUNAKAN 
ALGORITMA PARTICLE SWARM OPTIMIZATION  

























PROGRAM STUDI MAGISTER MATEMATIKA 







FAKULTAS MATEMATIKA DAN ILMU PENGETAHUAN ALAM 
UNIVERSITAS BRAWIJAYA 







ESTIMASI PARAMETER MODEL EPIDEMI INFLUENZA MENGGUNAKAN 
ALGORITMA PARTICLE SWARM OPTIMIZATION  








Untuk Memenuhi Persyaratan 















PROGRAM STUDI MAGISTER MATEMATIKA 







FAKULTAS MATEMATIKA DAN ILMU PENGETAHUAN ALAM 
UNIVERSITAS BRAWIJAYA 






ESTIMASI PARAMETER MODEL EPIDEMI INFLUENZA  
MENGGUNAKAN ALGORITMA  










Telah dipertahankan di depan Tim Penguji 
pada tanggal 12 Juli 2021 




Tim Dosen Pembimbing 
 







Dosen Pembimbing 2 
Prof. Dr. Agus Suryanto, M.Sc 
       NIP. 196908071994121001 
Syaiful Anam, S.Si., MT., Ph.D 













Ketua Program Studi Magister  
Matematika 
Syaiful Anam, S.Si., MT., Ph.D 
       NIP. 197801152002121003 








IDENTITAS TIM PENGUJI 
 
 
Judul Proposal Tesis :  
 
ESTIMASI PARAMETER MODEL EPIDEMI 
INFLUENZA MENGGUNAKAN ALGORITMA 
PARTICLE SWARM OPTIMIZATION DAN 
ARTIFICIAL BEE COLONY  
   
Nama :  RIRIN NIRMALASARI  
NIM :  176090400111018 
Program Studi :  Magister Matematika 




Dosen Pembimbing 1 : Prof. Dr. Agus Suryanto, M.Sc 
Dosen Pembimbing 2 : Syaiful Anam, S.Si., MT., Ph.D 
Dosen Penguji 1 : Dr.Isnani Darti, M.Si 
Dosen Penguji 2 : Dra. Trisilowati, M.Sc., Ph.D 
 
Tanggal Ujian : 12 Juli 2021 
SK. Penguji :  









Saya menyatakan dengan sebenar-benarnya bahwa sepanjang pengetahuan 
saya, di dalam naskah tesis ini tidak terdapat karya ilmiah yang pernah diajukan 
oleh orang lain untuk memperoleh gelar akademik di suatu perguruan tinggi dan 
tidak terdapat karya atau pendapat yang pernah ditulis atau diterbitkan oleh orang 
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Dalam tesis ini, algoritma Particle Swarm Optimization (PSO) dan Artificial Bee 
Colony (ABC) digunakan untuk mengestimasi parameter model epidemi influenza. 
Terdapat 8 parameter pada model influenza, namun hanya 4 parameter yang 
diestimasi karena 4 parameter lainnya telah diketahui berdasarkan referensi. Pada 
kedua algoritma tersebut, parameter model direpresentasikan oleh kualitas 
sumber makanan. Pada algoritma PSO, kualitas sumber makanan ditinjau 
berdasarkan posisi dan kecepatan partikel, sedangkan pada algoritma ABC 
sumber makanan terbaik dilihat berdasarkan posisi dan probabilitasnya. Modifikasi 
kedua algoritma dilakukan dengan menambahkan proses pencarian solusi model 
SEIRS sebelum proses evaluasi fungsi objektif. Solusi model tersebut diperoleh 
dengan metode Runge-Kutta Orde 4. Selanjutnya, evaluasi fungsi objektif 
menggunakan fungsi Mean Square Error (MSE). Simulasi dilakukan sebanyak 10 
kali untuk masing-masing algoritma dengan 4 variasi ukuran populasi partikel. 
Hasil pengujian menunjukkan bahwa algoritma PSO dan ABC merupakan 
estimator yang baik untuk mengestimasi parameter model influenza. Hal ini 
berdasarkan validasi terhadap hasil simulasi kedua algoritma tersebut yang 
menunjukkan bahwa keduanya memenuhi 3 sifat estimator yang baik yaitu tidak 
bias, efisien dan konsisten serta memenuhi sifat epidemi influenza yaitu angka 
reproduksi lebih dari satu (𝑅0 > 1). Analisis perbandingan hasil simulasi 
menggunakan algoritma PSO dan ABC menunjukkan bahwa algoritma PSO 
cenderung lebih baik dalam mengestimasi parameter model influenza daripada 
algoritma ABC. Hal ini ditentukan oleh nilai fitness terbaik dari semua percobaan 
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algorithms are used to estimate the influenza epidemic parameter model. There 
are 8 parameters in the influenza model, but only 4 parameters were estimated 
because other parameters were known by reference. In both algorithms, the model 
parameters are represented by the quality of the food source. In PSO, the quality 
of the food source is reviewed based on the position and velocity of the particles, 
while the best food source in the ABC algorithm is based on its position and 
probability. Both algorithms were modified by adding the SEIRS model solution 
search process before the objective function evaluation process. The solution 
model was determined using the fourth-order Runge-Kutta method. Next process 
is evaluating the objective function using the Mean Square Error (MSE) function. 
The simulation was tried out 10 times for each algorithm with 4 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 variations. 
The test results show that the PSO and ABC algorithms are good estimators for 
estimating the parameters of the influenza model. This is based on the validation 
of the simulation results of the two algorithms which show that both of them meet 
the 2 characteristics of a good estimator, namely unbiased and efficient. The 
estimation parameters are also representing the characteristics of an influenza 
epidemic, namely 𝑅 > 1. Comparative analysis of simulation results using the 
PSO and ABC algorithms shows that the PSO algorithm tends to be better at 
estimating the parameters of the influenza model than the ABC algorithm. This is 
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1.1 Latar Belakang 
Influenza merupakan salah satu penyakit menular yang menyerang sistem 
pernapasan manusia. Penyakit ini disebabkan oleh virus influenza yang menyebar 
melalui udara maupun kontak secara langsung melalui sentuhan tangan dengan 
penderita. Influenza dapat terjadi kapan saja dan di mana saja, tetapi penyebaran 
influenza cenderung meningkat pada saat musim dingin berlangsung di suatu 
wilayah. Organisasi kesehatan dunia (WHO) membagi 18 zona penyebaran 












Gambar 1.1 Zona Penyebaran Influenza 
(Sumber: Influenza Transmission Zones, 2018) 
 
Salah satu cara yang dapat dilakukan untuk mengetahui pola penyebaran 
influenza yaitu pemodelan matematika. Hal ini penting dilakukan untuk mengetahui 
mekanisme penyebaran influenza agar dapat menghasilkan prediksi  pola kejadian 
dan dapat membuat strategi untuk mengendalikan epidemi influenza. Kajian model 
matematika penyebaran influenza telah dilakukan seiring kemunculan penyakit 
tersebut seperti model matematika penyebaran influenza secara global oleh 
Rvachev dan Longini pada tahun 1985. Penggunaan model matematika untuk 




dikaji oleh Wu dan Cowling pada tahun 2011. Perbedaan karakteristik influenza di 
berbagai negara membuat masing-masing negara tersebut melakukan studi 
penelitian model matematika yang sesuai. Karim dan Razali (2011) mengusulkan 
model SEIR untuk mengkaji penyebaran Influenza, H1N1 untuk Malaysia. Kim 
(2017) mengkaji model matematika dinamika transmisi dan kontrol optimal sebagai 
strategi pengendalian penyebaran influenza A (H1N1) tahun 2009 di Republik 
Korea. 
Pada penelitian ini digunakan model SEIRS untuk memprediksi pola 
kejadian influenza. Model SEIRS digunakan karena lebih merepresentasikan 
karakteristik penyebaran influenza pada keadaan sebenarnya. Model ini berupa 
sistem persamaan diferensial nonlinear yang menggambarkan perubahan 
populasi Susceptible (S), Exposed (E), Infected (I) dan Recovered (R) terhadap 
waktu. Model ini memiliki parameter yang disebut parameter epidemi dan 
demografis. Beberapa parameter dapat ditentukan  nilainya dari karakteristik dasar 
penyakit dan informasi demografis, tetapi terdapat sejumlah parameter yang tidak 
dapat ditentukan secara langsung. Akibatnya, parameter model tersebut perlu 
diestimasi dari data lapangan yang tersedia. Penentuan nilai parameter akan 
memengaruhi hasil estimasi. Jika nilai parameter yang diambil tidak tepat, maka 
hasil estimasi tidak dapat digunakan karena memiliki perbedaan yang cukup jauh 
dengan data lapangan. Sebaliknya, nilai parameter yang sesuai akan memberikan 
hasil estimasi yang cenderung mendekati data lapangan. Oleh karena itu, estimasi 
dilakukan dengan mengambil nilai-nilai optimal parameter yang berasal dari 
prediksi berbasis model yang memberikan hasil paling cocok terhadap data 
lapangan (Samsuzzoha, 2013). 
Estimasi parameter diartikan sebagai proses pendugaan parameter terbaik 
menggunakan metode tertentu untuk mengetahui pola suatu kejadian pada 




estimasi disebut sebagai nilai estimasi. Estimator yang baik harus memiliki sifat 
tidak bias, efisien, dan konsisten. Sifat tidak bias berarti nilai estimasi harus 
mendekati nilai sebenarnya. Efisien artinya nilai estimasi memiliki varians yang 
kecil, sedangkan konsisten artinya nilai estimasi akan semakin mendekati nilai 
sebenarnya apabila jumlah sampel ditambah (Ngaini, 2012).  
Estimasi parameter merupakan masalah optimasi yang dapat diselesaikan 
menggunakan metode statistik, deterministik maupun heuristik. Pada penelitian ini 
metode yang digunakan adalah metode heuristik karena kelebihannya yang 
mampu mencari solusi optimum global (Angmalisang, 2018). Beberapa metode 
heuristik yang sering digunakan untuk menyelesaikan masalah optimasi yaitu 
algoritma genetika (GA), optimasi koloni semut (ACO), algoritma kunang-kunang 
(FA), Particle Swarm Optimization (PSO), dan Artificial Bee Colony (ABC). Namun, 
pada penelitian ini metode yang digunakan yaitu Particle Swarm Optimization dan 
Artificial Bee Colony. Pemilihan ini didasari oleh kelebihan yang dimiliki oleh 
algoritma PSO yaitu proses pencarian yang lebih cepat, tahapan perhitungan yang 
sangat sederhana dibandingkan dengan metode lainnya dan PSO mengandung 
bilangan real (Tantri, 2015). Selain kelebihan yang dimiliki oleh algoritma PSO, 
pada penelitian ini mempertimbangkan kelebihan algoritma ABC yaitu lebih 
fleksibel karena dapat mengontrol beberapa parameter, mudah untuk 
diimplementasikan, penerapan yang luas baik untuk fungsi kompleks kontinu, 
diskrit maupun variabel campuran serta memiliki kemampuan eksplorasi yang baik 
(Roeva, 2018).   
Particle Swarm Optimization (PSO) terinspirasi dari tingkah laku sosial 
kawanan burung yang terbang berduyun-duyun (bird flocking) atau gerombolan 
ikan yang berenang berkelompok (fish schooling) (Suyanto, 2017). Sebagai 
contoh, Reza (2011) menggunakan PSO untuk mengestimasi parameter model 




dibuat berdasarkan tingkah laku kawanan lebah dalam mencari dan 
mengeksploitasi sumber-sumber makanan secara efisien (Suyanto, 2017).  
Estimasi parameter yang banyak dikaji dan dikembangkan oleh para peneliti 
pada umumnya menggunakan fungsi tes seperti fungsi Rastrigin, Ackley, Sphere 
dan Rosenbrock. Beberapa peneliti mulai mengembangkan dan 
mengimplementasikan metode heuristik khususnya algoritma PSO dan algoritma 
ABC untuk mengestimasi parameter model yang berbentuk persamaan diferensial 
atau sistem persamaan diferensial baik linear maupun nonlinear.  Akman (2018) 
melakukan penelitian tentang estimasi parameter pada model persamaan 
diferensial biasa menggunakan Particle Swarm Optimization. Penelitian lain yang 
dilakukan oleh Roeva (2018) yaitu mengaplikasikan algoritma ABC untuk 
mengidentifikasi parameter model budidaya bakteri Escherichia coli. Pada 
penelitian-penelitian tersebut, data yang digunakan sebagai validator merupakan 
data bangkitan dari solusi sistem persamaan diferensial menggunakan metode 
runge kutta orde-4, sedangkan pada penelitian ini data yang digunakan sebagai 
validator merupakan data laboratorium yang dikumpulkan oleh World Health 
Organization (WHO) dan proses validasi memperhitungkan bilangan reproduksi 
dasar yang sesuai dengan karakteristik penyakit sehingga hasilnya lebih akurat 
dan lebih merepresentasikan keadaan sebenarnya. Berdasarkan hal tersebut 
peneliti tertarik untuk membandingkan hasil implementasi algoritma PSO dan 
algoritma ABC pada model yang berbentuk sistem persamaan diferensial 
nonlinear pada kasus estimasi parameter model epidemi influenza. Penelitian ini 
belum pernah dilakukan oleh peneliti yang lain sehingga dapat dipastikan bahwa 







1.2 Rumusan Masalah 
Berdasarkan latar belakang yang telah diuraikan, maka rumusan masalah 
penelitian ini adalah sebagai berikut. 
1. Bagaimana mengimplementasikan algoritma PSO untuk mengestimasi 
parameter model epidemi influenza? 
2. Bagaimana mengimplementasikan algoritma ABC untuk mengestimasi 
parameter model epidemi influenza? 
3. Bagaimana perbandingan performa algoritma PSO dan ABC untuk 
mengestimasi parameter model epidemi influenza? 
 
1.3 Tujuan Penelitian 
Berdasarkan rumusan masalah di atas, tujuan penelitian ini adalah sebagai 
berikut. 
1. Mengimplementasikan algoritma PSO untuk mengestimasi parameter model 
epidemi influenza. 
2. Mengimplementasikan algoritma ABC untuk mengestimasi parameter model 
epidemi influenza. 
3. Membandingkan performa algoritma PSO dan ABC untuk mengestimasi 
parameter model epidemi influenza. 
 
1.4 Manfaat Penelitian 
Penelitian ini memiliki beberapa manfaat, yaitu: 
1. Memberikan pengetahuan bagi penulis maupun pembaca tentang 
kemampuan algoritma PSO dan ABC dalam mengestimasi parameter model 
epidemi influenza, sehingga penelitian ini dapat dijadikan acuan untuk 
melakukan penelitian lain dengan kasus yang berbeda menggunakan 




2. Memberikan gambaran pola kejadian influenza khususnya di negara 
Australia, sehingga dapat menjadi pengetahuan bagi wisatawan yang ingin 
bepergian ke negara tersebut. 























Influenza merupakan masalah kesehatan global yang sangat penting untuk 
diteliti. Influenza dapat terjadi kapan saja, di mana saja dan menginfeksi jutaan 
orang setiap tahun serta berdampak pada berbagai aspek kehidupan. Menurut 
WHO (2019), individu yang terinfeksi influenza akan merasakan gejala timbulnya 
demam yang tiba-tiba, batuk, sakit kepala, nyeri otot dan persendian, rasa tidak 
enak yang parah (malaise), sakit tenggorokan dan pilek. Batuk yang dialami bisa 
dikategorikan parah dan berlangsung 2 minggu atau lebih. Dalam proses transmisi 
terdapat jeda waktu dari rentan hingga dinyatakan terjangkit influenza, yang 
dikenal sebagai masa inkubasi. Masa ini lebih sering terjadi selama 2 hari, tetapi 
beberapa kasus terjadi dari satu hingga empat hari. Setiap individu pada umumnya 
dapat pulih dari demam dan gejala lain dalam waktu seminggu tanpa memerlukan 
perawatan medis. Namun, influenza dapat menyebabkan tingkat keparahan atau 
kematian terutama pada individu yang berisiko tinggi yaitu orang yang berusia 65 
tahun ke atas, wanita hamil, anak berusia di bawah 5 tahun, orang aborigin dan 
orang yang memiliki daya tahan tubuh lemah. Proses transmisi influenza dapat 















2.2 Model Epidemi Influenza 
Model matematika mewakili situasi ideal, di mana proses transmisi secara 
biologis dapat disederhanakan ke dalam suatu algoritma. Model matematika 
dipengaruhi oleh parameter-parameter dan variabel yang membangunnya. 
Perubahan nilai parameter memberikan solusi yang berbeda, sehingga perlu 
ditetapkan interval perkiraan dari nilai parameter tersebut. Pada penelitian ini 
model SEIRS digunakan untuk memprediksi kejadian influenza. Model ini 
diperkenalkan oleh Samsuzzoha pada tahun 2011. Populasi pada model SEIRS 
dibagi menjadi empat sub populasi yaitu populasi susceptible (rentan terhadap 
penyakit), populasi exposed (telah terinfeksi tetapi belum menularkan), populasi 
infected (telah terinfeksi dan dapat menularkan), dan populasi recovered (telah 
sembuh tetapi memiliki peluang untuk tertular kembali). Diasumsikan bahwa hanya 
populasi rentan yang dipengaruhi secara langsung oleh populasi yang terinfeksi. 
Namun di antara kedua populasi tersebut terdapat populasi exposed yaitu populasi 
yang berada pada periode laten atau masa inkubasi dan memiliki tingkat infeksi 
yang sangat rendah. Selanjutnya, populasi infected yang telah mendapatkan 
pengobatan maupun pulih secara alami berubah menjadi populasi recovered. 
Namun, pada suatu saat populasi ini dapat terjangkit influenza kembali jika tidak 
memiliki sistem imun yang baik. 
Model epidemi influenza SEIRS dinyatakan dalam bentuk sistem persamaan 












− (𝜇 + 𝜎 + 𝑘)𝐸 (2.2) 
𝑑𝐼
𝑑𝑡
= 𝜎𝐸 − (𝜇 + 𝛼 + 𝛾)𝐼 (2.3) 
𝑑𝑅
𝑑𝑡






𝑁 = 𝑆 + 𝐸 + 𝐼 + 𝑅 (2.5) 
dengan bilangan reproduksi dasar 𝑅0 =
𝛽𝑟(𝑘+𝜇+𝜎)
𝜇𝜎(𝛼+𝛾+𝜇)
 (Samsuzzoha, 2011). Adapun 
deskripsi parameter dan variabel model dapat dilihat pada Tabel 2.1 dan Tabel 
2.2. 
Tabel 2.1 Deskripsi Biologis Parameter Model SEIRS 
Parameter Deskripsi Satuan 
𝛽 Tingkat penyebaran influenza per 100 orang per pekan 
𝜎−1 Rata-rata waktu laten per pekan 
𝛾−1 Rata-rata waktu penyembuhan per pekan 
𝛿−1 Waktu kehilangan imunitas per pekan 
𝜇 Tingkat kematian alami per 100 orang per pekan 
𝑟 Tingkat kelahiran per 100 orang per pekan 
𝑘 Tingkat penyembuhan laten per 100 orang per pekan 
𝛼 Tingkat kematian karena flu per 100 orang per pekan 
Tabel 2.2 Deskripsi Biologis Variabel Model SEIRS 
 
Variabel Deskripsi 
𝑆 Populasi rentan 
𝐸 Populasi ekspos (laten) 
𝐼 Populasi terinfeksi 
𝑅 Populasi sembuh 
𝑁 Jumlah populasi 
Keuntungan dasar dari pemodelan adalah jika terdapat kasus baru maka 
struktur model yang relevan tidak perlu diubah, tetapi dilakukan pembaruan 
parameter. Hal ini menunjukkan bahwa diperlukan suatu estimasi parameter agar 
model dapat selalu mewakili kejadian influenza secara baik. Tidak semua 
parameter akan diestimasi, tetapi hanya parameter yang tidak diketahui nilainya 
yang akan dicari berdasarkan algoritma yang dipilih untuk mendapatkan nilai 







2.3 Runge-Kutta Orde 4 
Secara umum metode Runge-Kutta digunakan dalam penyelesaian masalah 
yang berhubungan dengan perhitungan numerik. Salah satu metode Runge-Kutta 
yang paling banyak digunakan adalah Runge-Kutta orde 4. Metode ini dipilih 
karena memiliki orde kesalahan pemotongan yang relatif lebih kecil dibandingkan 
metode Runge-Kutta dengan orde di bawahnya. Penyelesaian masalah 
menggunakan metode Runge-Kutta orde 4 dirumuskan sebagai berikut. 
𝑘1 = ℎ. 𝑓(𝑡𝑛, 𝑥𝑛⃗⃗⃗⃗ ) (2.6) 














𝑘4 = ℎ. 𝑓(𝑡𝑛 + ℎ, 𝑥𝑛⃗⃗⃗⃗ + 𝑘3) (2.9) 
𝑥𝑛+1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ = 𝑥𝑛⃗⃗⃗⃗ +
1
6
. (𝑘1 + 2𝑘2 + 2𝑘3 + 𝑘4) (2.10) 
dimana 𝑓(𝑡𝑛, 𝑥𝑛⃗⃗⃗⃗ ) adalah persamaan diferensial model, ℎ menyatakan interval 
waktu dan 𝑥𝑛+1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ merupakan solusi yang dicari (Epperson, 2013). 
 
2.4 Mean Square Error (MSE) 
MSE menunjukkan rata-rata dari kuadrat kesalahan antara data dan estimasi. 
Semakin kecil nilai MSE maka keakuratan model atau metode yang digunakan 
akan semakin baik. Perhitungan MSE dirumuskan sebagai berikut. 
𝑀𝑆𝐸 =  
1
𝑀
∑ (𝑑𝑎𝑡𝑎𝑖 − 𝑒𝑠𝑡𝑖𝑚𝑎𝑠𝑖𝑖)
2𝑀
𝑖=1  (2.11) 
dimana 𝑀 adalah ukuran populasi data atau banyaknya data. 𝑑𝑎𝑡𝑎𝑖  menunjukkan 
data sebenarnya yang diperoleh dari literatur maupun hasil pengamatan, 







2.5 Estimasi Parameter 
Estimasi parameter diartikan sebagai proses pendugaan parameter terbaik 
menggunakan metode tertentu untuk mengetahui pola suatu kejadian pada 
populasi berdasarkan sampel atau model. Estimasi dilakukan untuk mengatasi 
kelemahan dari suatu model yang memiliki ketidakakuratan parameter. Parameter 
merupakan bagian dari suatu model yang dapat memengaruhi perubahan suatu 
kejadian pada populasi. Jika parameter yang dipilih tidak akurat, maka pola 
kejadian hasil estimasi tidak akan merepresentasikan keadaan sebenarnya pada 
populasi (Aksoy, 2015). 
Estimasi parameter menunjukkan betapa mudahnya untuk menemukan 
keunikan dari solusi masalah optimasi dengan parameter yang tidak diketahui dari 
pengamatan. Tiga sifat yang dimiliki oleh estimator yaitu. 
1. Tidak Bias 
Suatu penduga dikatakan tidak bias jika nilai estimasi mendekati nilai 
sebenarnya atau data hasil pengamatan. Perbedaan jarak yang terlalu jauh 
antara nilai estimasi dan hasil pengamatan mengakibatkan nilai parameter 
yang tidak realistis untuk dijadikan sebagai parameter pada model. 
2. Efisien 
Suatu penduga dikatakan efisien jika memiliki standar deviasi yang kecil. 
Perubahan yang dihasilkan dari variasi parameter belum tentu 
memproyeksikan secara baik model sebenarnya. Semakin sedikit variasi 
yang dihasilkan, maka semakin efisien penduga tersebut. 
3. Konsisten 
Suatu penduga dikatakan konsisten jika memenuhi syarat apabila ukuran 







2.6 Particle Swarm Optimization (PSO) 
2.6.1 Konsep Dasar PSO 
Algoritma PSO diperkenalkan pertama kali oleh Kennedy dan Eberhart pada 
tahun 1995. Algoritma ini menjadi salah satu yang paling populer dan terus 
dikembangkan serta dimodifikasi hingga saat ini. Algoritma PSO didasarkan pada 
tingkah laku ikan dan burung yang berkelompok dalam mencari sumber makanan. 
Setiap individu dalam populasi tidak mengetahui lokasi sumber makanan yang 
sebenarnya. Akan tetapi, pada setiap waktu (iterasi), individu ini menyimpan 
pengetahuan tentang jarak antara posisi saat ini dengan sumber makanan. Pada 
akhirnya, sumber makanan yang memiliki jarak terdekat dari posisi individu dipilih 
sebagai sumber makanan terbaik (Suyanto, 2017).  
Setiap individu di dalam PSO dinyatakan sebagai suatu partikel yang akan 
mencari dan menyimpan solusi terbaik. Algoritma PSO menggunakan suatu 
partikel yang tersusun dari tiga buah vektor yaitu kecepatan dan arah terbang (𝑣𝑖⃗⃗⃗  ), 
posisi saat ini (𝑥𝑖⃗⃗  ⃗) dan posisi terbaik (𝑝𝑏𝑒𝑠𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗). Pencarian solusi terbaik dimulai 
dengan sekumpulan partikel (calon solusi) yang dibangkitkan secara acak 
menggunakan persamaan (2.12) dan mengatur kecepatan secara acak 
menggunakan persamaan (2.13). Kemudian kualitas setiap partikel dievaluasi 
menggunakan fungsi objektif. Selanjutnya, partikel-partikel akan terbang mengikuti 
partikel terbaik saat ini. Pada setiap generasi, setiap partikel diperbarui mengikuti 
dua nilai terbaik yaitu nilai fungsi objektif terbaik yang dicapai oleh satu partikel 
saat ini (𝑝𝑏𝑒𝑠𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗) dan nilai fungsi objektif terbaik dari semua partikel (𝑔𝑏𝑒𝑠𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗). Langkah 
selanjutnya adalah memperbarui kecepatan dan posisi suatu partikel I 
menggunakan persamaan (2.14) dan persamaan (2.15). Kecepatan partikel 
dibatasi dengan nilai maksimum (𝑣𝑚𝑎𝑥⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗). Jika kecepatan suatu partikel yang telah 





dengan 𝑣𝑚𝑎𝑥⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗. Proses ini juga berlaku untuk posisi partikel yang melebihi batas 
atas atau batas bawah, maka posisi yang diambil adalah posisi yang sesuai 
dengan nilai batasnya. Selanjutnya, posisi partikel i terbaru dievaluasi kembali 
menggunakan fungsi objektif. Jika nilai fungsi objektif dari partikel baru lebih baik 
dibanding nilai fungsi objektif terbaik dari 𝑝𝑏𝑒𝑠𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, maka posisi partikel terbaik 
setelahnya (𝑝𝑏𝑒𝑠𝑡𝑖+1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗) adalah partikel i. Proses pencarian solusi terbaik dilakukan 
sampai kriteria penghentian terpenuhi yaitu iterasi telah mencapai iterasi 
maksimum. Pada iterasi terakhir, partikel terbaik yang memiliki nilai fungsi objektif 
terkecil dari seluruh populasi dijadikan sebagai solusi terbaik (Suyanto, 2017). 
Secara umum prosedur kerja algoritma Particle Swarm Optimization dapat 
dijabarkan pada Algoritma 2.1 (Eberhart dan Shi, 2001). 
Algoritma 2.1 Pseudocode Algoritma PSO 
Langkah 1: Inisialisasi 
Input parameter PSO 
Membangkitkan populasi awal menggunakan persamaan berikut. 
𝑥𝑖⃗⃗  ⃗(0) = 𝑥𝑚𝑎𝑥⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ + 𝑟𝑎𝑛𝑑. (𝑥𝑚𝑎𝑥⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ − 𝑥𝑚𝑖𝑛⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ) (2.12) 
Mengatur kecepatan awal dengan rumus berikut. 
𝑣𝑖⃗⃗⃗  (0) = 𝑣𝑚𝑎𝑥⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ + 𝑟𝑎𝑛𝑑(𝑃𝑜𝑝𝑠𝑖𝑧𝑒, 𝑁𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟) (2.13) 
Mengatur 𝑖𝑡 =  0, dimana 𝑖𝑡 adalah iterasi 
Langkah 2: Reproduksi dan Perulangan 
for 𝑖 = 1,2,… , 𝑃𝑜𝑝𝑠𝑖𝑧𝑒  do 
Update kecepatan 𝑣𝑖⃗⃗⃗   dari partikel 𝑥𝑖⃗⃗  ⃗ menggunakan persamaan 
berikut. 
𝑣𝑖⃗⃗⃗  (𝑡 + 1) = 𝑤. 𝑣𝑖⃗⃗⃗  (𝑡) + 𝑐1 𝑟1 . (𝑝𝑏𝑒𝑠𝑡𝑖⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗(𝑡) − 𝑥𝑖⃗⃗  ⃗(𝑡)) +
𝑐2 𝑟2 . (𝑔𝑏𝑒𝑠𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗(𝑡) − 𝑥𝑖⃗⃗  ⃗(𝑡)) (2.14) 
Update posisi dari partikel 𝑥𝑖⃗⃗  ⃗ menggunakan rumus berikut. 
𝑥𝑖⃗⃗  ⃗(𝑡 + 1) = 𝑥𝑖⃗⃗  ⃗(𝑡) + 𝑣𝑖⃗⃗⃗  (𝑡 + 1) (2.15) 
Evaluasi fungsi objektif dari partikel 𝑥𝑖⃗⃗  ⃗ yang baru  
If 𝑥𝑖⃗⃗  ⃗ lebih baik dibandingkan 𝑝𝑏𝑒𝑠𝑡𝑖
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, then 
Atur 𝑥𝑖⃗⃗  ⃗ menjadi 𝑝𝑏𝑒𝑠𝑡𝑖⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ 
end if 
end for 
Menentukan partikel dengan nilai fungsi objektif terkecil menjadi 𝑔𝑏𝑒𝑠𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗. 
Melakukan perulangan iterasi menggunakan rumus berikut. 





Langkah 3: Jika kriteria penghentian terpenuhi, maka iterasi dihentikan. 
Sebaliknya, iterasi diulangi pada langkah 2.   
 
Berdasarkan Algoritma 2.1, secara umum flowchart algoritma PSO dapat 
digambarkan pada Gambar 2.2. 
Input Data Aktual, Parameter PSO
(C1,C2,W), Jumlah Parameter, Iterasi 
Maksimum, Jumlah Populasi, Nilai Populasi 
Awal, Batas Atas, Batas Bawah, Interval 
Waktu.
Menghitung Fungsi Objektif










Inisialisasi Posisi dan Kecepatan 
Secara Acak
Update Posisi dan Kecepatan
Membandingkan PBEST dan GBEST 
Lama dengan yang Baru
Menghitung Fungsi Objektif
 





2.6.2 Parameter PSO 
Algoritma PSO memiliki sejumlah parameter yang memengaruhi kinerja 
PSO dalam mencari solusi terbaik. Adapun parameter-parameter tersebut 
dijelaskan sebagai berikut (Suyanto, 2017). 
1. Jumlah partikel (𝑃𝑜𝑝𝑠𝑖𝑧𝑒) 
Menurut Carlisle dan Dozier (2001), jumlah partikel tidak terlalu berpengaruh 
terhadap solusi optimum yang dihasilkan PSO melainkan memiliki pengaruh 
terhadap kecepatan proses. PSO dengan jumlah partikel yang sangat sedikit 
akan bekerja sangat cepat, tetapi bisa terjebak pada optimum lokal. 
Sebaliknya, PSO dengan banyak partikel jarang terjebak pada optimum 
lokal, namun mengakibatkan proses pencarian menjadi lebih lama.  
2. Dimensi partikel (𝑁𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟) 
Nilai parameter ini bergantung pada banyaknya variabel bebas yang 
memengaruhi fungsi objektif partikel. 
3. Rentang nilai partikel (𝑥𝑚𝑎𝑥⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ dan 𝑥𝑚𝑖𝑛⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ) 
Rentang nilai partikel diatur sesuai masalah yang dioptimasi. 
4. Kecepatan maksimum (𝑣𝑚𝑎𝑥⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗) 
Kecepatan maksimum menentukan perubahan maksimum yang dapat 
dilakukan oleh suatu partikel dalam satu kali iterasi. Carlisle dan Dozier  
(2001) menemukan bahwa untuk permasalahan dengan batasan 
[𝑥𝑚𝑖𝑛⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , 𝑥𝑚𝑎𝑥⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗], pada saat suatu partikel mencapai 𝑥𝑚𝑎𝑥 sebaiknya kecepatan 
diubah menjadi 0. 
5. Learning rate (𝑐1 dan 𝑐2) 
Learning rate terdiri dari cognitive learning 𝑐1 dan social learning 𝑐2. 





partikel terbaru sedangkan social learning mengatur jarak maksimum 𝑔𝑏𝑒𝑠𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ 
dan posisi partikel terbaru.  
6. Bobot inersia (𝑤) 
Pada tahun 1998, Shi dan Eberhart mengusulkan adanya faktor yang 
mengendalikan pengaruh dari kecepatan sebelumnya. Faktor ini disebut 
bobot inersia.  
7. Jumlah iterasi maksimum 
Iterasi maksimum dijadikan sebagai syarat untuk menghentikan simulasi. 
Parameter learning rate dan bobot inersia secara tidak langsung 
menyeimbangkan antara proses eksploitasi dan eksplorasi. Nilai 𝑐1, 𝑐2 dan 𝑤 yang 
besar akan menyebabkan gerakan partikel yang besar, sehingga mendorong 
proses eksplorasi (pencarian optimum global). Adapun nilai 𝑐1, 𝑐2 dan 𝑤 yang kecil 
akan menyebabkan gerakan partikel yang halus, sehingga mendorong proses 
eksploitasi (pencarian optimum lokal) (Purnomo, 2014). 
 
2.7 Artificial Bee Colony (ABC) 
2.7.1 Konsep Dasar Algoritma ABC 
Algoritma Artificial Bee Colony (ABC) didesain berdasarkan tingkah laku 
kawanan lebah dalam mencari dan mengeksploitasi sumber-sumber makanan 
secara efisien. ABC diperkenalkan pertama kali oleh Karaboga pada tahun 2005. 
Algoritma ABC terdiri dari tiga komponen penting yaitu sumber makanan, 
employed foragers dan unemployed foragers. Nilai dari sumber makanan 
bergantung pada jarak terdekat dengan sarang dan banyaknya nektar. Sumber-
sumber makanan ini dieksploitasi oleh employed foragers. Mereka membawa 
informasi tentang jarak dan kualitas sumber makanan tersebut. Lebah-lebah ini 





Unemployed foragers terdiri dari onlooker bee dan scout bee. Onlooker bee 
bertugas menunggu informasi yang dibawa oleh employed bee di dalam sarang. 
Selanjutnya, lebah ini menetapkan sumber makanan terbaik serta mencari 
makanan di sekitar sumber makanan yang telah diseleksi. Scout bee adalah lebah 
yang mencari sumber-sumber makanan baru di sekitar sarang secara acak. 
Secara umum prosedur kerja algoritma Artificial Bee Colony (ABC) dapat 
ditulis pada Algoritma 2.2 (Karaboga, 2005). 
Algoritma 2.2 Pseudocode Algoritma ABC 
 
Langkah 1: Inisialisasi 
Input parameter dan membuat populasi awal menggunakan 
persamaan (2.12) 
Mengatur 𝒊𝒕 =  𝟎 
Mengatur 𝒕𝒓𝒊𝒂𝒍 =  𝟎 
Langkah 2: Fase employed bee 
for 𝒊 = 𝟏, 𝟐,… ,𝑵𝑭𝒐𝒐𝒅  do 
Update sumber makanan baru menggunakan persamaan berikut. 
𝑿𝒊⃗⃗⃗⃗ (𝒕 + 𝟏) = 𝒙𝒊⃗⃗  ⃗(𝒕) + 𝝍. (𝒙𝒊⃗⃗  ⃗(𝒕) − 𝒙𝒌⃗⃗⃗⃗ (𝒕)) (2.17) 
Evaluasi fungsi objektif dari partikel yang baru. 




,  jika 𝒇𝒊 > 𝟎
𝟏 + 𝒂𝒃𝒔(𝒇𝒊), jika 𝒇𝒊 < 𝟎
 (2.18) 
Menyeleksi sumber makanan terbaik antara 𝒙𝒊⃗⃗  ⃗ dan 𝑿𝒊⃗⃗⃗⃗  
menggunakan proses Greedy 
If 𝒇𝒊𝒕𝒊+𝟏 > 𝒇𝒊𝒕𝒊, then 
𝒙𝒊⃗⃗  ⃗(𝒕 + 𝟏) = 𝑿𝒊⃗⃗⃗⃗ (𝒕 + 𝟏) (2.19) 
𝒕𝒓𝒊𝒂𝒍𝒊 = 𝟎 
else 
𝒕𝒓𝒊𝒂𝒍𝒊 = 𝒕𝒓𝒊𝒂𝒍𝒊 + 𝟏  
end if 
end for 






   (2.20) 
Langkah 4: Fase onlooker bee  
for 𝒊 = 𝟏, 𝟐,… ,𝑵𝑭𝒐𝒐𝒅  do 
if 𝒓𝒂𝒏𝒅(𝟎, 𝟏)  <  𝑷𝒊, then 
Update sumber makanan baru menggunakan persamaan (2.17) 





Menyeleksi sumber makanan terbaik antara 𝒙𝒊⃗⃗  ⃗ dan 𝑿𝒊⃗⃗⃗⃗  
menggunakan proses Greedy pada persamaan (2.19) 
end if 
end for 
Langkah 5: Fase Scout bee 
if 𝒎𝒂𝒙(𝒕𝒓𝒊𝒂𝒍𝒊)  <  𝒍𝒊𝒎𝒊𝒕, then 
Mengganti 𝒙𝒊⃗⃗  ⃗ dengan nilai yang baru menggunakan persamaan 
(2.12) 
end if 
Langkah 6: Jika kriteria penghentian terpenuhi, maka iterasi dihentikan. 
Sebaliknya, iterasi diulangi pada langkah 2.   
Perulangan iterasi menggunakan persamaan (2.16) 
Pada Algoritma 2.2, setiap siklus pencarian terdiri atas tiga langkah utama 
yaitu (Suyanto, 2017): 
• Menggerakkan employed bee dan onlooker bee ke sumber -sumber makanan; 
• Menghitung jumlah nektar pada sumber-sumber makanan tersebut; 
• Menentukan lebah-lebah sebagai scout dan mengarahkan mereka ke sumber-
sumber makanan baru yang mungkin. 
Satu posisi sumber makanan merepresentasikan satu calon solusi (𝑥𝑖⃗⃗  ⃗) untuk 
masalah yang dioptimasi. Jumlah nektar pada sumber makanan menyatakan 
kualitas solusi yang ditentukan dari nilai fungsi objektif dan nilai fitness yang 
dihitung berdasarkan persamaan (2.18). Pada fase employed bee, setiap lebah 
melakukan modifikasi posisi dari sumber makanan secara acak berdasarkan 
prinsip ketetanggaan. Sumber makanan baru dibangkitkan dari sumber makanan 
yang sebelumnya berdasarkan persamaan (2.17).  Sumber makanan yang dipilih 
harus berbeda dengan sumber makanan sebelumnya. Selanjutnya, sumber 
makanan ini diseleksi menggunakan proses seleksi Greedy untuk mendapatkan 
sumber makanan terbaik. Prinsip seleksi Greedy ditunjukkan pada persamaan 
(2.19) yaitu memilih nilai terbaik saat ini (optimum lokal) untuk menggantikan nilai 
terbaik pada iterasi sebelumnya dengan harapan di akhir iterasi akan 





  Pada fase onlooker bee, lebah diletakkan pada sumber-sumber makanan 
menggunakan proses seleksi Roulette Wheel berdasarkan probabilitas nilai 
fitness. Prinsip Roulette Wheel yaitu sumber makanan dengan nektar paling 
banyak memiliki nilai probabilitas yang besar sehingga lebih sering dipilih oleh 
onlooker bee. Sebaliknya, sumber makanan dengan jumlah nektar sedikit memiliki 
probabilitas yang kecil, sehingga cenderung diabaikan oleh onlooker bee. Setelah 
seleksi dilakukan, onlooker bee memperbarui sumber makanan menggunakan 
proses yang sama pada fase employed bee. 
Setiap koloni lebah memiliki scout atau lebah petualang yang tidak memiliki 
panduan selama pencarian makanan. Lebah ini mencari secara acak ke segala 
arah dan menemukan berbagai sumber makanan yang belum pernah didatangi 
oleh employed bee. Proses pencarian menggunakan persamaan (2.12). Seekor 
lebah petualang dipilih dari employed bees. Pemilihan tersebut dikontrol 
menggunakan suatu parameter yang disebut 𝑙𝑖𝑚𝑖𝑡. Jika suatu solusi 
merepresentasikan suatu sumber makanan yang tidak menghasilkan perbaikan 
dalam sejumlah iterasi, maka sumber makanan tersebut dibuang oleh employed 
bee dan lebah ini akan menjadi scout bee. Sumber makanan yang diperoleh pada 
setiap iterasi, kemudian dilakukan perbandingan dengan solusi pada iterasi 
sebelumnya. Jika sumber makanan yang baru memiliki kualitas yang baik 
dibandingkan sumber makanan sebelumnya, maka sumber makanan yang baru 
akan diambil sebagai solusi terbaik. Pada algoritma ABC, onlooker bee dan 
employed bee menjalankan proses eksploitasi, sedangkan scout bee mengontrol 
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2.7.2 Parameter ABC 
Pada algoritma ABC, suatu koloni lebah terdiri dari tiga kelompok yaitu 
employed bee, onloker bee dan scout bee. Jumlah lebah dalam satu koloni 
dinyatakan sebagai ukuran populasi (𝑃𝑜𝑝𝑠𝑖𝑧𝑒). Setengah bagian dari koloni 
berupa employed bee dan setengahnya lagi adalah onlooker bee. Pada setiap 
sumber makanan hanya terdapat satu employed bee, sehingga dapat dikatakan 
bahwa jumlah employed bee sama dengan jumlah sumber makanan yang berada 
di sekitar sarang (𝑁𝐹𝑜𝑜𝑑). Penentuan sumber makanan dalam setiap percobaan 
(𝑡𝑟𝑖𝑎𝑙) dibatasi dengan parameter 𝑙𝑖𝑚𝑖𝑡 agar sumber makanan yang tidak 
mengalami perbaikan dapat dibuang (Suyanto, 2017).  Karaboga dan Akay (2009) 
merumuskan nilai limit menggunakan persamaan (2.21). 










HASIL DAN PEMBAHASAN 
 
3.1 Sumber Data 
Tabel 3.1 Data Pengawasan Kejadian Positif Influenza di Australia  
pada Tahun 2017 










2017 2017-01-02 2017-01-08 36 2017-06-12 2017-06-18 51 
2017 2017-01-09 2017-01-15 32 2017-06-19 2017-06-25 88 
2017 2017-01-16 2017-01-22 28 2017-06-26 2017-07-02 82 
2017 2017-01-23 2017-01-29 39 2017-07-03 2017-07-09 170 
2017 2017-01-30 2017-02-05 51 2017-07-10 2017-07-16 284 
2017 2017-02-06 2017-02-12 41 2017-07-17 2017-07-23 437 
2017 2017-02-13 2017-02-19 33 2017-07-24 2017-07-30 428 
2017 2017-02-20 2017-02-26 50 2017-07-31 2017-08-06 619 
2017 2017-02-27 2017-03-05 27 2017-08-07 2017-08-13 817 
2017 2017-03-06 2017-03-12 20 2017-08-14 2017-08-20 901 
2017 2017-03-13 2017-03-19 32 2017-08-21 2017-08-27 876 
2017 2017-03-20 2017-03-26 36 2017-08-28 2017-09-03 804 
2017 2017-03-27 2017-04-02 40 2017-09-04 2017-09-10 960 
2017 2017-04-03 2017-04-09 21 2017-09-11 2017-09-17 869 
2017 2017-04-10 2017-04-16 18 2017-09-18 2017-09-24 721 
2017 2017-04-17 2017-04-23 11 2017-09-25 2017-10-01 529 
2017 2017-04-24 2017-04-30 14 2017-10-02 2017-10-08 347 
2017 2017-05-01 2017-05-07 27 2017-10-09 2017-10-15 228 
2017 2017-05-08 2017-05-14 19 2017-10-16 2017-10-22 128 
2017 2017-05-15 2017-05-21 32 2017-10-23 2017-10-29 78 
2017 2017-05-22 2017-05-28 41 2017-10-30 2017-11-05 76 
2017 2017-05-29 2017-06-04 27 2017-11-06 2017-11-12 62 
2017 2017-06-05 2017-06-11 31 2017-11-13 2017-11-19 49 
2017 2017-11-20 2017-11-26 35 2017-12-11 2017-12-17 32 
2017 2017-11-27 2017-12-03 43 2017-12-18 2017-12-24 30 
2017 2017-12-04 2017-12-10 30 2017-12-25 2017-12-31 29 







Data dalam penelitian ini menggunakan data sekunder yang diperoleh dari 
web global Organisasi Kesehatan Dunia (WHO) yang mengawasi virus influenza 
(FluNet). Data yang diambil berupa data kejadian positif influenza di Australia 
pada tahun 2017 yang disajikan per pekan selama 52 pekan. Adapun data 
tersebut dapat dilihat pada Tabel 3.1. 
 
3.2 Estimasi Parameter Model Epidemi Penyakit Influenza 
3.2.1 Implementasi Algoritma Particle Swarm Optimization (PSO) pada Model 
Epidemi Penyakit Influenza 
Pada algoritma PSO, parameter yang diestimasi direpresentasikan oleh 
posisi dan kecepatan partikel. Modifikasi algoritma PSO dilakukan dengan 
menambahkan proses pencarian solusi model SEIRS menggunakan metode RK-
4 sebelum proses penghitungan fungsi objektif. Solusi model yang dihasilkan 
bersesuaian dengan nilai estimasi parameter. Selanjutnya, jarak antara solusi 
model hasil simulasi dengan data lapangan dihitung menggunakan fungsi MSE 
sebagai fungsi objektif. Nilai dari fungsi ini dijadikan sebagai acuan untuk 
menentukan estimasi parameter terbaik yang bersesuaian dengan nilai MSE 
terkecil. Langkah-langkah kerja algoritma PSO yang diimplementasikan pada 
model epidemi penyakit influenza di tuliskan dalam Algoritma 3.1. 
Algoritma 3.1 Pseudocode Algoritma PSO pada Model Epidemi Influenza 
 
Langkah 1: Inisialisasi 
Input parameter  
for 𝒊 = 𝟏, 𝟐,… ,𝑷𝒐𝒑𝒔𝒊𝒛𝒆  do 
Membuat posisi partikel awal menggunakan persamaan (2.12) 
Membuat kecepatan awal menggunakan persamaan (2.13) 
Membangun populasi model SEIRS berdasarkan posisi dan 
kecepatan awal menggunakan metode RK-4 
Menghitung nilai fungsi objektif menggunakan fungsi MSE 
end for 
Menentukan 𝒑𝒃𝒆𝒔𝒕⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   dan 𝒈𝒃𝒆𝒔𝒕⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ awal 






Langkah 2: Reproduksi dan Perulangan 
for 𝒊 = 𝟏, 𝟐,… ,𝑷𝒐𝒑𝒔𝒊𝒛𝒆  do 
Update kecepatan 𝒗𝒊⃗⃗  ⃗ dari partikel 𝒙𝒊⃗⃗  ⃗ menggunakan persamaan 
(2.14) 
Update posisi dari partikel 𝒙𝒊⃗⃗  ⃗ menggunakan persamaan (2.15) 
Menentukan posisi partikel agar tetap dalam rentang batas 
Membangun populasi model SEIRS berdasarkan posisi dan 
kecepatan baru menggunakan metode RK-4 
Menghitung fungsi objektif menggunakan fungsi MSE 
If 𝒙𝒊⃗⃗  ⃗ lebih baik dibandingkan 𝒑𝒃𝒆𝒔𝒕𝒊⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , then 
Atur 𝒙𝒊⃗⃗  ⃗ menjadi 𝒑𝒃𝒆𝒔𝒕𝒊⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   
end if 
end for 
Menentukan partikel dengan nilai MSE terkecil menjadi 𝒈𝒃𝒆𝒔𝒕⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗. 
Langkah 3: Jika kriteria penghentian terpenuhi, maka iterasi dihentikan. 
Sebaliknya, iterasi diulangi pada langkah 2.   
Perulangan iterasi menggunakan persamaan (2.16). 
 
Berdasarkan Pseudocode di atas, secara umum flowchart algoritma PSO yang 
diimplementasi pada model epidemi influenza dapat digambarkan pada Gambar 
3.1. 
Input Data Aktual, Parameter PSO
(C1,C2,W), Jumlah Parameter, Iterasi Maksimum, 
Jumlah Populasi, Nilai Populasi Awal, Batas Atas, Batas 
Bawah, Interval Waktu.
Menghitung Fungsi Objektif Menggunakan 
MSE
Menentukan  Posisi Terbaik (PBEST) dan Solusi 
Terbaik (GBEST)
Mulai
Membangun Populasi Model SEIRS berdasarkan 
Posisi dan Kecepatan Awal menggunakan
 Metode RK-4













Update Posisi dan Kecepatan
Menentukan Parameter agar Berada dalam 
Rentang Batas
Membandingkan PBEST dan GBEST Lama dengan 
yang Baru
Menghitung Fungsi Objektif Menggunakan 
MSE
Membangun Populasi Model SEIRS berdasarkan 




Gambar 3.1 Flowchart Algoritma PSO pada Model Epidemi Influenza 
3.2.2 Simulasi Numerik Estimasi Parameter Menggunakan Algoritma PSO 
a. Inisialisasi 
Simulasi numerik dilakukan dengan membuat program estimasi parameter 
berdasarkan algoritma PSO yang diubah ke dalam bahasa pemrograman Matlab 
R2013a. Program ini dijalankan sebanyak 10 kali untuk setiap nilai 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 yang 
berbeda dengan batas iterasi maksimum yaitu 1000 iterasi. Perulangan dilakukan 
untuk mendapatkan hasil simulasi terbaik dari semua percobaan karena setiap 





acak. Cognitive learning 𝑐1 dan social learning 𝑐2 diatur dengan nilai yang sama 
yaitu 2. Penentuan nilai tersebut berdasarkan penelitian Kennedy, J., Eberhart, 
R. C., dan Shi, Y., pada tahun 2001 tentang Swarm Intelligence. Bobot inersia 
ditentukan menggunakan algoritma penurunan bobot inersia secara linear yang 
terjadi jika iterasi bertambah. Bobot inersia dapat dihitung menggunakan 
persamaan berikut 
𝑤𝑖 = 𝑤𝑚𝑎𝑥 −
𝑖
𝑖𝑚𝑎𝑥
 (𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛) (3.1) 
dimana 𝑖, 𝑖𝑚𝑎𝑥 𝑤𝑚𝑎𝑥 dan 𝑤𝑚𝑖𝑛 berturut-turut menyatakan iterasi sekarang, iterasi 
maksimum, bobot inersia maksimum, dan bobot inersia minimum. Pada 
penelitian ini rentang bobot inersia diatur [0.4,0.9] (Shi dan Eberhart, 1999). 
 
Tabel 3.2 Inisialisasi Nilai Parameter dan Variabel 
Parameter Nilai Satuan Sumber 
𝑃𝑜𝑝𝑠𝑖𝑧𝑒 25, 50, 75, 
100 
- Asumsi 
𝑡 52 Pekan (WHO, 2019) 
 𝑁𝑝𝑎𝑟𝑎 4 - Asumsi 




Per 100 orang per pekan (United Nations, 
2019) 
𝜇 0.01269 Per 100 orang per pekan (United Nations, 
2019) 
𝜎 [1.75, 7]  Per pekan (WHO, 2019) 
𝛾 [1, 1.4]  Per pekan (WHO, 2019) 
𝛼 0.000098 Per 100 orang per pekan (Australian Bureau 
of Statistics, 2017) 
𝛿 0.0192 Per pekan (Samsuzzoha, 
2011) 
𝛽 [4.06e-6, 50] 
 
Per 100 orang per pekan Asumsi 
𝑘 [4.06e-6, 50] Per 100 orang per pekan Asumsi 
 
Variabel Nilai Satuan Sumber 
𝑆0 24584372  Orang Asumsi 
𝐸0 557  Orang Asumsi 
𝐼0 36 Orang (WHO, 2019) 






Parameter model epidemi influenza yang dikaji dalam penelitian ini 
sebanyak 8 parameter yang terdiri dari 4 parameter (𝑟, 𝜇, 𝛼 dan 𝛿) yang diketahui 
nilainya dari beberapa sumber dan 4 parameter (𝜎, 𝛾, 𝛽 dan 𝑘) yang akan 
diestimasi menggunakan algoritma PSO. Inisialisasi nilai parameter model, 
parameter PSO dan variabel model dapat dilihat pada Tabel 3.2. 
b. Hasil Simulasi 
Nilai-nilai pada langkah inisialisasi selanjutnya diproses ke dalam program 
Matlab untuk mendapatkan parameter model terbaik dari seluruh iterasi untuk 
semua percobaan. Hasil simulasi tersebut dapat dilihat pada Tabel 3.3. 
Tabel 3.3 menampilkan hasil simulasi berupa nilai fitness terbaik, nilai 
fitness terburuk, rata-rata nilai fitness, dan standar deviasi dari 10 kali percobaan 
untuk setiap 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 yang berbeda. Nilai fitness yang diperoleh bersesuaian 
dengan nilai parameter-parameter yang diestimasi. Selanjutnya, nilai-nilai 
parameter tersebut menjadi faktor untuk menentukan bilangan reproduksi dasar 
(𝑅0). 
Untuk 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 = 25, diperoleh nilai fitness terbaik 4795.31 dan nilai fitness 
terburuk 47810.5. Rata-rata nilai fitness dari 10 kali percobaan yaitu 11425 
dengan standar deviasi 13350.3. Nilai fitness terbaik diperoleh dari tiga 
percobaan yaitu percobaan 2, 7 dan 9. Nilai parameter yang bersesuaian dengan 
nilai fitness tersebut yaitu 𝛽 = 2.19, 𝜎 = 7, 𝛾 = 1.21 dan 𝑘 = 4.50. Hasil ini 
menunjukkan bahwa pada tahun 2017 tingkat penyebaran influenza (𝛽) di 
Australia sebesar 2.19% orang dalam sepekan. Rata-rata masa inkubasi (𝜎−1) 
yang dialami oleh orang yang terjangkit influenza adalah satu hari. Pada periode 
inkubasi, laju kesembuhan orang yang terjangkit influenza (𝑘) sebesar 4.50% 
orang per pekan. Selanjutnya, parameter 𝛾−1 menunjukkan populasi yang positif 
terinfeksi influenza akan sembuh rata-rata dalam waktu 5.79 hari.  
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Tabel 3.3 Hasil Estimasi Parameter Model Epidemi Influenza Menggunakan Algoritma PSO 
𝑃𝑜𝑝𝑠𝑖𝑧𝑒 Percobaan 
Nilai Fitness Hasil Estimasi Parameter 







𝛽 𝜎 𝛾 𝑘 
25 
I 10719.17 
4795.31 47810.5 11425 13350.3 
3.41 1.75 1.00 3.24 18.81 
II 4795.31 2.19 7.00 1.21 4.50 5.73 
III 4908.75 2.24 7.00 1.28 4.35 5.52 
IV 15888.96 3.37 7.00 1.00 13.74 19.28 
V 10719.17 3.41 1.75 1.00 3.24 18.81 
VI 47810.54 4.81 7.00 1.40 16.04 21.92 
VII 4795.31 2.19 7.00 1.21 4.50 5.73 
VIII 4908.75 2.24 7.00 1.28 4.35 5.52 
IX 4795.31 2.19 7.00 1.21 4.50 5.73 
X 4908.75 2.24 7.00 1.28 4.35 5.52 
50 
I 8848.62 
4378.13 10893.8 7861.03 3095.42 
2.51 7.00 1.40 4.79 5.84 
II 4378.13 2.05 6.86 1.35 2.82 4.16 
III 10893.77 2.53 7.00 1.40 4.79 5.90 
IV 10719.17 3.41 1.75 1.00 3.24 18.81 
V 8848.62 2.51 7.00 1.40 4.79 5.84 
VI 4378.13 2.05 6.86 1.35 2.82 4.16 
VII 4378.13 2.05 6.86 1.35 2.82 4.16 
VIII 10893.77 2.53 7.00 1.40 4.79 5.90 
IX 4378.13 2.05 6.86 1.35 2.82 4.16 














𝛽 𝜎 𝛾 𝑘 
75 
I 5719.58 
4338.38 5832.75 4982.14 630.406 
2.32 4.31 1.07 3.90 8.02 
II 4612.81 2.15 6.99 1.40 3.07 4.29 
III 4544.62 2.15 7.00 1.37 3.28 4.48 
IV 4338.38 2.04 6.94 1.38 2.62 3.94 
V 5536.83 2.81 1.75 1.02 2.24 12.16 
VI 4612.81 2.15 6.99 1.40 3.07 4.29 
VII 4544.62 2.15 7.00 1.37 3.28 4.48 
VIII 5719.58 2.32 4.31 1.07 3.90 8.02 
IX 5832.75 2.49 7.00 1.01 8.07 10.19 
X 4359.42 2.11 7.00 1.36 3.09 4.32 
100 
I 4417.67 
4222.08 5902.54 4534.53 493.018 
2.28 3.21 1.38 1.60 4.83 
II 4483.96 2.14 7.00 1.40 3.05 4.27 
III 4253.62 2.05 6.80 1.39 2.56 3.94 
IV 5902.54 2.48 7.00 1.00 8.25 10.45 
V 4483.96 2.14 7.00 1.40 3.05 4.27 
VI 4271.04 2.16 4.29 1.40 1.78 4.24 
VII 4511.75 2.14 5.03 1.32 2.44 4.68 
VIII 4222.08 2.04 7.00 1.40 2.52 3.83 
IX 4314.67 2.10 7.00 1.39 2.86 4.12 





Bilangan reproduksi dasar (𝑅0) menyatakan jumlah individu dalam populasi 
rentan pada pekan ke-i yang tertular oleh individu yang terinfeksi pada pekan 
sebelumnya. Hasil simulasi menunjukkan bahwa untuk 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 = 25 rata-rata 6 
orang dalam populasi rentan tertular influenza oleh individu yang terinfeksi (𝑅0 =
5.73 ≈ 6).  
Untuk 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 = 50, diperoleh nilai fitness terbaik 4378.13 dan nilai fitness 
terburuk 10893.8. Rata-rata nilai fitness dari 10 kali percobaan yaitu 7861.03 
dengan standar deviasi 3095.42. Nilai fitness terbaik muncul pada empat 
percobaan yaitu percobaan 2, 6, 7 dan 9. Nilai ini lebih kecil dari hasil simulasi 
dengan 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 = 25.  Adapun nilai parameter yang bersesuaian dengan nilai 
fitness tersebut yaitu 𝛽 = 2.05, 𝜎 = 6.86, 𝛾 = 1.35 dan 𝑘 = 2.82. Hasil ini 
menunjukkan bahwa tingkat penyebaran influenza (𝛽) di Australia sebesar 2.05% 
orang dalam sepekan. Rata-rata masa inkubasi (𝜎−1) yang dialami oleh orang 
yang terjangkit influenza adalah 1.02 hari. Pada periode inkubasi, laju 
kesembuhan orang yang terjangkit influenza (𝑘) sebesar 2.82% orang per pekan. 
Selanjutnya, parameter 𝛾−1 menunjukkan populasi yang positif terinfeksi 
influenza akan sembuh rata-rata dalam waktu 5.19 hari. Bilangan reproduksi 
dasar (𝑅0) yang dihasilkan yaitu rata-rata 4 orang dalam sepekan (𝑅0 = 4.16 ≈
4). Bilangan ini lebih kecil dari nilai yang dihasilkan pada percobaan dengan 
𝑃𝑜𝑝𝑠𝑖𝑧𝑒 = 25. 
Untuk 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 = 75, diperoleh nilai fitness terbaik 4338.38 dan nilai fitness 
terburuk 5832.75. Rata-rata nilai fitness dari 10 kali percobaan yaitu 4982.14 
dengan standar deviasi 630.406. Nilai fitness terbaik diperoleh dari percobaan 4. 
Nilai fitness pada kriteria ini lebih baik dibandingkan hasil simulasi dua kriteria 
sebelumnya. Nilai parameter yang bersesuaian dengan nilai fitness tersebut yaitu 





kriteria ini tingkat penyebaran influenza (𝛽) di Australia sebesar 2.04% orang 
dalam sepekan. Persentase ini lebih rendah dari dua kriteria sebelumnya. Rata-
rata masa inkubasi (𝜎−1) yang dialami oleh orang yang terjangkit influenza 
adalah 1.01 hari. Pada periode inkubasi, laju kesembuhan orang yang terjangkit 
influenza (𝑘) sebesar 2.62% orang per pekan. Selanjutnya, parameter 𝛾−1 
menunjukkan populasi yang positif terinfeksi influenza akan sembuh rata-rata 
dalam waktu 5.07 hari. Bilangan reproduksi dasar pada kriteria ini yaitu rata-rata 
4 orang (𝑅0 = 3.94 ≈ 4).  
Untuk 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 = 100, diperoleh nilai fitness terbaik 4222.08 dan nilai 
fitness terburuk 5902.54. Rata-rata nilai fitness dari 10 kali percobaan yaitu 
4534.53 dengan standar deviasi 493.018. Nilai fitness yang dihasilkan 
merupakan yang terbaik dari semua kriteria 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 untuk semua percobaan. 
Nilai ini diperoleh dari percobaan 8 dengan nilai parameter yang bersesuaian 
yaitu 𝛽 = 2.04, 𝜎 = 7, 𝛾 = 1.40 dan 𝑘 = 2.52. Nilai parameter 𝛽 menunjukkan 
bahwa tingkat penyebaran influenza di Australia sebesar 2.04% orang dalam 
sepekan. Persentase ini lebih tinggi dari dua kriteria sebelumnya. Rata-rata masa 
inkubasi (𝜎−1) yang dialami oleh orang yang terjangkit influenza adalah satu hari. 
Pada periode inkubasi, laju kesembuhan orang yang terjangkit influenza (𝑘) 
sebesar 2.52% orang per pekan. Selanjutnya, parameter 𝛾−1 menunjukkan 
populasi yang positif terinfeksi influenza akan sembuh rata-rata dalam waktu 5 
hari. Bilangan reproduksi (𝑅0) pada kriteria ini sama seperti pada 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 = 50 
dan 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 = 75 yaitu rata-rata 4 orang yang terjangkit influenza (𝑅0 = 3.8 ≈ 4).  
Berdasarkan hasil estimasi algoritma PSO dari keempat kriteria 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 
yang berbeda, dapat dirangkum bahwa tingkat penyebaran influenza (𝛽) di 
Australia pada tahun 2017 berkisar 2.04-2.19% orang per pekan. Rata-rata masa 





hari. Laju kesembuhan pada masa inkubasi (𝑘) sebesar 2.52-4.50% orang dan 
rata-rata masa penyembuhan dalam masa inkubasi (𝛾−1)  adalah 5-5.79 hari. 
Hasil simulasi juga menunjukkan bahwa rata-rata 4-5 individu dalam populasi 
rentan pada pekan ke-i yang tertular oleh individu yang terinfeksi pada pekan 
sebelumnya. 
c. Validasi 
Proses validasi dilakukan dengan menganalisa hasil simulasi sebagai 
syarat pemenuhan sifat estimator yang baik, melihat pengaruh perubahan ukuran 
partikel (𝑃𝑜𝑝𝑠𝑖𝑧𝑒) dan representasi sifat epidemi influenza.  
• Sifat-Sifat Estimator yang Baik 
Estimator yang baik harus memenuhi tiga sifat yang telah dijelaskan 
pada subbab 2.5, namun pada penelitian ini yang dikaji hanya dua sifat 
estimator yaitu sifat tidak bias dan efisien. Adapun sifat konsisten tidak kaji 
karena keterbatasan data lapangan yang diperoleh. 
1. Tidak Bias 
Parameter-parameter yang bersesuaian dengan nilai fitness terbaik 
dari hasil simulasi di Tabel 3.3 disubstitusikan pada sistem persamaan 
(2.1) - (2.4) untuk dicari solusi numeriknya menggunakan metode Runge-
Kutta Orde 4. Selanjutnya, solusi ini digambarkan untuk melihat 
perbandingan hasil simulasi dengan data lapangan pada Tabel 3.1 dan 
hasilnya disajikan pada Gambar 3.2. 
Pada Gambar 3.2 terlihat bahwa secara keseluruhan nilai estimasi 
untuk setiap 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 cenderung mendekati data lapangan meskipun 
terdapat beberapa nilai yang sedikit lebih jauh perbedaannya. Hal ini 





yang dihasilkan dapat digunakan untuk memprediksi pola penyebaran 
influenza berdasarkan model matematika. 
 
Gambar 3.2 Perbandingan antara Data Lapangan dan Hasil Simulasi 
menggunakan Algoritma PSO berdasarkan Nilai Fitness Terbaik  
untuk Setiap 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 
 
2. Efisien 
Efisiensi algoritma dapat dilihat dari standar deviasi yang dihasilkan. 
Pada Tabel 3.3 terlihat bahwa semakin besar 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 maka standar 
deviasi cenderung semakin kecil. Nilai standar deviasi terkecil yaitu 
493.018 dengan rata-rata nilai fitness sebesar 4534.53 diperoleh dari 
𝑃𝑜𝑝𝑠𝑖𝑧𝑒 = 100. Nilai deviasi yang kecil menunjukkan bahwa hasil estimasi 
parameter tidak terlalu jauh dari rata-ratanya atau nilai parameter tidak 









• Pengaruh Ukuran Populasi Partikel 
Kemampuan algoritma PSO juga dapat dilihat dari pengaruh ukuran 
populasi partikel dalam mencapai nilai parameter terbaik. Gambar 3.3 
menunjukkan kemampuan algoritma PSO untuk menemukan solusi 
minimum global. Pada gambar tersebut terlihat bahwa selama proses 
pencarian hingga iterasi maksimum, algoritma PSO mencari nilai fitness 
terkecil dari setiap iterasi. Konvergensi algoritma PSO untuk semua 
𝑃𝑜𝑝𝑠𝑖𝑧𝑒 terjadi pada iterasi kurang dari 100. Simulasi dengan  𝑃𝑜𝑝𝑠𝑖𝑧𝑒 =
25 cenderung lebih cepat konvergen dibanding simulasi dengan kriteria 
𝑃𝑜𝑝𝑠𝑖𝑧𝑒 lainnya. Namun, menghasilkan nilai fitness yang besar dan 
beragam. Sebaliknya, simulasi dengan nilai 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 yang besar cenderung 
lambat dalam konvergensi, tetapi menghasilkan nilai fitness yang relatif 
kecil dan hasil yang tidak beragam. 
• Sifat Epidemi Influenza 
Sifat epidemi suatu penyakit ditentukan oleh bilangan reproduksi 
dasar (𝑅0). Suatu penyakit dikategorikan sebagai epidemi jika nilai 𝑅0 > 1.  
Pada Tabel 3.3 terlihat bahwa 𝑅0 yang dihasilkan dari semua percobaan 
pada seluruh kriteria 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 lebih dari satu. Hal ini berarti algoritma PSO 
mampu merepresentasi sifat epidemi influenza yaitu terus berulang dalam 







Gambar 3.3 Kemampuan Algoritma PSO 
3.2.3 Implementasi Artificial Bee Colony (ABC) untuk Mengestimasi Parameter 
Model Epidemi Penyakit Influenza 
Pada algoritma ABC, parameter yang diestimasi direpresentasikan oleh 
posisi sumber makanan. Modifikasi algoritma ABC dilakukan dengan 
menambahkan proses pencarian solusi model SEIRS menggunakan metode RK-
4 setelah diketahui posisi sumber makanan. Langkah-langkah kerja algoritma 
ABC yang diimplementasikan pada model epidemi penyakit influenza di jabarkan 
dalam Algoritma 3.2. 
Algoritma 3.2 Pseudocode Algoritma ABC pada Model Epidemi Influenza 
 
Langkah 1: Inisialisasi 
Input parameter 
for 𝒊 = 𝟏, 𝟐,… ,𝑵𝑭𝒐𝒐𝒅 do 
Membuat posisi awal dari sumber makanan awal menggunakan 
persamaan (2.15) 
Membangun populasi model SEIRS berdasarkan posisi awal dari 
sumber makanan menggunakan metode RK-4 
Menghitung fungsi objektif menggunakan MSE 
Menentukan nilai fitness menggunakan persamaan (2.18) 
end for 
Menentukan 𝒑𝒃𝒆𝒔𝒕⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   dan 𝒈𝒃𝒆𝒔𝒕⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ awal 
Mengatur 𝒊𝒕 =  𝟎, dimana 𝒊𝒕 adalah iterasi 






Langkah 2: Fase employed bee 
for 𝒊 = 𝟏, 𝟐,… ,𝑵𝑭𝒐𝒐𝒅  do 
Update sumber makanan baru menggunakan persamaan (2.17) 
Menentukan posisi sumber makanan agar tetap dalam rentang 
batas. 
Membangun populasi model SEIRS berdasarkan update posisi 
sumber makanan menggunakan metode RK-4 
Menghitung fungsi objektif menggunakan MSE. 
Menentukan nilai fitness menggunakan persamaan (2.18) 
Menyeleksi sumber makanan terbaik antara 𝒙𝒊⃗⃗  ⃗ dan 𝑿𝒊⃗⃗⃗⃗  
menggunakan proses Greedy pada persamaan (2.19) 
end for 
Langkah 3: Menghitung Peluang 𝑷𝒊 menggunakan persamaan (2.20) 
Langkah 4: Fase Onlooker bee 
for 𝒊 = 𝟏, 𝟐,… ,𝑵𝑭𝒐𝒐𝒅  do 
if 𝒓𝒂𝒏𝒅(𝟎, 𝟏)  <  𝑷𝒊, then 
fase employed bee 
end if 
end for 
Langkah 5: Fase Scout bee 
if 𝒎𝒂𝒙(𝒕𝒓𝒊𝒂𝒍𝒊)  <  𝒍𝒊𝒎𝒊𝒕, then 
Mengganti 𝒙𝒊⃗⃗  ⃗ dengan nilai yang baru menggunakan persamaan 
(2.12) 
Membangun populasi model SEIRS berdasarkan posisi 𝒙𝒊⃗⃗  ⃗ yang 
baru menggunakan metode RK-4 
Menghitung fungsi objektif menggunakan MSE 
Menentukan nilai fitness menggunakan persamaan (2.18) 
end if 
If 𝒙𝒊⃗⃗  ⃗ lebih baik dibandingkan 𝒑𝒃𝒆𝒔𝒕𝒊⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , then 
Atur 𝒙𝒊⃗⃗  ⃗ menjadi 𝒑𝒃𝒆𝒔𝒕𝒊⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   
end if 
Menentukan partikel dengan MSE terkecil  menjadi 𝒈𝒃𝒆𝒔𝒕⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ 
Langkah 6: Jika kriteria penghentian terpenuhi, maka iterasi dihentikan. 
Sebaliknya, iterasi diulangi pada langkah 2. 
Perulangan iterasi menggunakan persamaan (2.16). 
 
Secara umum alur algoritma ABC yang diimplementasi pada model epidemi 





Menghitung Fungsi Objektif Menggunakan MSE 
dan Nilai Fitness
Menentukan  Posisi Terbaik (PBEST) dan Solusi 
Terbaik (GBEST)
Mulai
Membangun Populasi Model SEIRS berdasarkan 
Posisi Awal dari Sumber Makanan menggunakan
 Metode RK-4
Inisialisasi Posisi Secara Acak
Input Data Aktual,  Nilai Populasi Awal, 
Batas Atas, Batas Bawah, Jumlah 
Populasi, Jumlah Parameter, Iterasi 
Maksimum, Interval Waktu,
Trial=0










Menentukan Parameter agar Berada 
dalam Rentang Batas
Menghitung Probabilitas Nilai Fitness (Pi) 
dari Populasi yang Telah Diseleksi 
Menghitung Fungsi Objektif Menggunakan MSE 
dan Nilai Fitness
Membangun Populasi Model SEIRS 
berdasarkan Update Posisi Sumber Makanan 
menggunakan  Metode RK-4




R ≤ Pi 
Mencari  Nilai Acak (R)













Mencari Nilai Trial Maksimum
Nilai Tial Maksimum > 
Limit
Membuat Posisi Baru secara 
Acak
YA
Menghitung Fungsi Objektif Menggunakan MSE 
dan Nilai Fitness
Membangun Populasi Model SEIRS 









Membandingkan PBEST dan GBEST 















3.2.4 Simulasi Numerik Estimasi Parameter Menggunakan Algoritma ABC 
a. Inisialisasi 
Simulasi numerik estimasi parameter model epidemi influenza 
menggunakan algoritma ABC dilakukan sebanyak 10 kali untuk setiap nilai 
𝑃𝑜𝑝𝑠𝑖𝑧𝑒 yang berbeda. Simulasi dilakukan mengunakan program Matlab R2013a 
dan dihentikan ketika telah mencapai iterasi maksimum yaitu 1000 iterasi. 
Banyaknya sumber makanan (𝑁𝐹𝑜𝑜𝑑) adalah setengah dari ukuran populasi 
lebah (𝑃𝑜𝑝𝑠𝑖𝑧𝑒). Jika 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 bernilai ganjil, maka nilai 𝑁𝐹𝑜𝑜𝑑 dibulatkan ke atas. 
Parameter kontrol pada algoritma ABC (𝑙𝑖𝑚𝑖𝑡) dihitung menggunakan persamaan 
(2.21).  
Parameter model epidemi influenza yang diestimasi menggunakan 
algoritma ABC sama dengan parameter model yang diestimasi menggunakan 
algoritma PSO. Nilai kondisi awal untuk parameter ABC, parameter model dan 
variabel model dapat dilihat pada Tabel 3.2. 
b. Hasil Simulasi  
Nilai-nilai pada langkah inisialisasi selanjutnya di proses ke dalam program 
Matlab untuk mendapatkan parameter model terbaik dari seluruh iterasi untuk 
semua percobaan dan hasil simulasi dapat dilihat pada Tabel 3.4.  
Untuk 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 = 25, diperoleh nilai fitness terbaik 5288.04 dan nilai fitness 
terburuk 10915.2. Rata-rata nilai fitness dari 10 kali percobaan yaitu 7835.29 
dengan standar deviasi 2073.42. Nilai fitness terbaik diperoleh pada percobaan 6 
dengan nilai parameter yang bersesuaian yaitu 𝛽 = 2.05, 𝜎 = 7, 𝛾 = 1.23 dan 
𝑘 = 3.72. Hasil ini menunjukkan bahwa pada tahun 2017 tingkat penyebaran 
influenza (𝛽) di Australia sebesar 2.05% orang dalam sepekan. Rata-rata masa 
inkubasi (𝜎−1) yang dialami oleh orang yang terjangkit influenza adalah satu hari.  
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Tabel 3.4 Hasil Estimasi Parameter Model Epidemi Influenza Menggunakan Algoritma ABC 
𝑃𝑜𝑝𝑠𝑖𝑧𝑒 Percobaan 
Nilai Fitness Hasil Estimasi Parameter 
𝑅0  
Nilai Fitness Terbaik Terburuk Rata-Rata Standar Deviasi 𝛽 𝜎 𝛾 𝑘 
25 
I 6152.66 
5288.04 10915.2 7835.29 2073.42 
2.69 3.19 1 4.19 12.09 
II 6288.43 2.59 1.75 1.29 1.29 6.84 
III 9377.17 2.91 7 1 10.88 14.34 
IV 10317.4 2.85 7 1.06 9.92 12.62 
V 9935.48 3.00 5.20 1 8.43 15.21 
VI 5288.04 2.05 7 1.23 3.72 4.97 
VII 6317.16 2.49 7 1.12 6.99 8.62 
VIII 7337.14 2.02 6.86 1.13 4.18 5.57 
IX 6424.23 2.65 3.43 1.13 3.63 9.33 
X 10915.2 2.65 5.06 1.4 3.82 6.45 
50 
I 5082.31 
5082.31 10930.9 7535.53 2070.4 
2.07 5.57 1.27 2.69 4.69 
II 8991.52 2.19 3.95 1.00 3.47 7.93 
III 6166.98 2.22 5.48 1.07 4.57 7.37 
IV 9040.99 2.85 7 1.03 10.16 13.15 
V 6166.98 2.22 5.48 1.07 4.57 7.37 
VI 10930.9 2.10 3.50 1.05 2.53 6.68 
VII 5082.31 2.07 5.57 1.27 2.69 4.69 
VIII 8991.52 2.19 3.95 1.00 3.47 7.93 
IX 8991.52 
2.19 3.95 1.00 3.47 
7.93 






Nilai Fitness Hasil Estimasi Parameter 
𝑅0 
Nilai Fitness Terbaik Terburuk Rata-Rata Standar Deviasi 𝛽 𝜎 𝛾 𝑘 
75 
I 4759.52 
4759.52 10140.6 5727.19 1602.13 
2.39 3.24 1.32 2.04 5.74 
II 5784.37 2.42 6.89 1 7.71 9.91 
III 5263.1 2.35 5.97 1.21 4.55 6.63 
IV 4759.52 2.39 3.24 1.32 2.04 5.74 
V 5366.74 2.27 6.87 1.09 5.86 7.44 
VI 5263.1 2.35 5.97 1.21 4.55 6.63 
VII 5912.36 2.48 7 1 8.19 10.41 
VIII 4759.52 2.39 3.24 1.32 2.04 5.74 
IX 10140.6 2.97 7 1 11.26 14.96 
X 5263.1 2.35 5.97 1.21 4.55 6.63 
100 
I 6042.76 
4672.07 7085.33 5913.48 853.297 
2.52 6.81 1.06 7.61 9.77 
II 5517.69 2.39 6.35 1.05 6.45 8.88 
III 5176.03 2.25 3.56 1.20 2.34 6.01 
IV 7085.33 2.12 4.55 1.12 3.07 6.14 
V 4672.07 2.23 5.63 1.32 3.12 5.09 
VI 5300.549 2.31 4.79 1.11 4.06 7.46 
VII 6940.62 2.67 5.87 1.04 7.40 11.19 
VIII 5300.55 2.31 4.79 1.11 4.06 7.46 
IX 6940.62 2.67 5.87 1.04 7.40 11.19 
X 6158.6 2.71 3.51 1 4.66 12.21 
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Pada periode inkubasi, laju kesembuhan orang yang terjangkit influenza 3.72% 
orang per pekan. Selanjutnya, parameter 𝛾−1 menunjukkan populasi yang positif 
terinfeksi influenza akan sembuh rata-rata dalam waktu 5.69 hari. Hasil simulasi 
menunjukkan bahwa rata-rata 5 orang dalam populasi rentan tertular influenza 
oleh individu yang terinfeksi (𝑅0 = 4.97 ≈ 5). 
Untuk 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 = 50, diperoleh nilai fitness terbaik 5082.31 dan nilai fitness 
terburuk 10930.9. Rata-rata nilai fitness dari 10 kali percobaan yaitu 7535.53 
dengan standar deviasi 2070.4. Nilai fitness terbaik diperoleh dari dua percobaan 
yaitu percobaan 1 dan percobaan 7 yang nilainya lebih kecil dari hasil simulasi 
untuk 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 = 25.  Adapun nilai parameter yang bersesuaian dengan nilai 
fitness tersebut yaitu 𝛽 = 2.07, 𝜎 = 5.57, 𝛾 = 1.27 dan 𝑘 = 2.69. Hasil ini 
menunjukkan bahwa untuk kriteria ini tingkat penyebaran influenza di Australia 
sebesar 2.07% orang dalam sepekan. Rata-rata masa inkubasi (𝜎−1) yang 
dialami oleh orang yang terjangkit influenza adalah 1.3 hari. Pada periode 
inkubasi, laju kesembuhan orang yang terjangkit influenza 2.69% orang per 
pekan. Selanjutnya, parameter 𝛾−1 menunjukkan populasi yang positif terinfeksi 
influenza akan sembuh rata-rata dalam waktu 5.5 hari. Adapun bilangan 
reproduksi dasar yang dihasilkan sama dengan hasil simulasi dengan 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 =
25 yaitu rata-rata 5 orang (𝑅0 = 4.69 ≈ 5). 
Untuk 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 = 75, diperoleh nilai fitness terbaik 4759.52 dan nilai fitness 
terburuk 10140.6. Rata-rata nilai fitness dari 10 kali percobaan yaitu 5727.19 
dengan standar deviasi 1602.13. Nilai fitness terbaik diperoleh dari tiga 
percobaan yaitu percobaan 1, percobaan 4 dan percobaan 8. Nilai fitness pada 
kriteria ini lebih baik dibandingkan hasil simulasi dua kriteria sebelumnya. Nilai 
parameter yang bersesuaian dengan nilai fitness tersebut yaitu 𝛽 = 2.39, 𝜎 =





tingkat penyebaran influenza di Australia sebesar 2.39% orang dalam sepekan. 
Persentase ini lebih tinggi dari dua kriteria sebelumnya. Rata-rata masa inkubasi 
(𝜎−1) yang dialami oleh orang yang terjangkit influenza adalah 2.16 hari. Pada 
periode inkubasi, laju kesembuhan orang yang terjangkit influenza 2.04% orang 
per pekan. Selanjutnya, parameter 𝛾−1 menunjukkan populasi yang positif 
terinfeksi influenza akan sembuh rata-rata dalam waktu 5.3 hari. Bilangan 
reproduksi dasar pada kriteria ini yaitu rata-rata 6 orang (𝑅0 = 5.74 ≈ 6). Nilai ini 
berbeda dengan dua kriteria sebelumnya, tetapi perbedaannya sangat kecil. 
Untuk 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 = 100, diperoleh nilai fitness terbaik 4672.07 dan nilai 
fitness terburuk 7085.33. Rata-rata nilai fitness dari 10 kali percobaan yaitu 
5913.48 dengan standar deviasi 853.297. Nilai fitness terbaik yang dihasilkan 
merupakan yang terbaik dari semua kriteria 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 untuk semua percobaan. 
Nilai ini diperoleh dari percobaan 5 dengan nilai parameter yang bersesuaian 
yaitu 𝛽 = 2.23, 𝜎 = 5.63, 𝛾 = 1.32 dan 𝑘 = 3.12. Hasil ini menunjukkan bahwa 
untuk kriteria ini tingkat penyebaran influenza (𝛽) di Australia sebesar 2.23% 
orang dalam sepekan. Persentase ini lebih tinggi dari dua kriteria sebelumnya. 
Rata-rata masa inkubasi (𝜎−1) yang dialami oleh orang yang terjangkit influenza 
adalah 1.24 hari. Pada periode inkubasi, laju kesembuhan orang yang terjangkit 
influenza (𝑘) sebesar 3.12% orang per pekan. Selanjutnya, parameter 𝛾−1 
menunjukkan populasi yang positif terinfeksi influenza akan sembuh rata-rata 
dalam waktu 5.3 hari. Bilangan reproduksi pada kriteria ini sama seperti pada 
𝑃𝑜𝑝𝑠𝑖𝑧𝑒 = 25 dan 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 = 50 yaitu rata-rata 5 orang yang terjangkit influenza 
(𝑅0 = 5.09 ≈ 5). 
Berdasarkan hasil estimasi algoritma ABC dari keempat kriteria 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 
yang berbeda, dapat dirangkum bahwa tingkat penyebaran influenza (𝛽) di 





inkubasi (𝜎−1) yang dialami oleh orang yang terjangkit influenza adalah 1-2.16 
hari. Laju kesembuhan pada masa inkubasi (𝑘) sebesar 2.04-3.72% orang dan 
rata-rata masa penyembuhan individu yang terinfeksi (𝛾−1) adalah 5.3-5.69 hari. 
Hasil simulasi juga menunjukkan bahwa rata-rata 5-6 individu dalam populasi 
rentan pada saat ini yang tertular oleh individu yang terinfeksi pada pekan 
sebelumnya. 
c. Validasi 
Validasi algoritma ABC dilakukan dengan memperhatikan sifat-sifat 
estimator yang baik, pengaruh perubahan banyaknya koloni lebah yang mencari 
sumber makanan serta kesesuaian parameter yang dihasilkan dalam 
merepresentasi sifat epidemi model.  
• Sifat-Sifat Estimator yang Baik 
Analisa sifat-sifat estimator yang baik dilakukan untuk mengetahui 
apakah algoritma yang digunakan untuk mengestimasi merupakan 
algoritma yang dapat merepresentasi dengan baik model/kasus yang 
diteliti. 
1. Tidak Bias 
Perbandingan hasil simulasi dengan data lapangan pada Tabel 3.1 







Gambar 3.5 Perbandingan antara Data Lapangan dan Hasil Simulasi 
menggunakan Algoritma ABC berdasarkan Nilai Fitness Terbaik 
untuk Setiap 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 
 
Pada Gambar 3.5 terlihat bahwa secara keseluruhan nilai estimasi 
untuk setiap 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 cenderung mendekati data lapangan meskipun 
terdapat beberapa nilai yang sedikit lebih jauh perbedaannya. Hal ini 
membuktikan bahwa algoritma ABC memiliki sifat tidak bias dan parameter 
yang dihasilkan dapat digunakan untuk memprediksi pola penyebaran 
influenza berdasarkan model matematika. 
2. Efisien 
Efisiensi algoritma dapat dilihat dari standar deviasi yang dihasilkan. 
Pada Tabel 3.4 terlihat bahwa semakin besar 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 maka standar 
deviasi cenderung semakin kecil. Nilai standar deviasi terkecil yaitu 
853.297 dengan rata-rata nilai fitness sebesar 5913.48 diperoleh dari 
𝑃𝑜𝑝𝑠𝑖𝑧𝑒 = 100. Nilai deviasi yang kecil menunjukkan bahwa hasil estimasi 





bervariasi sehingga algoritma ABC relatif baik untuk mengestimasi 
parameter model. 
• Pengaruh Ukuran Populasi Lebah 
Ukuran populasi lebah yang bervariasi dapat memengaruhi 
kemampuan algoritma ABC dalam mengestimasi parameter. Gambar 3.6 
menunjukkan kemampuan algoritma ABC untuk menemukan solusi 
minimum global. Pada gambar tersebut terlihat bahwa selama proses 
pencarian hingga iterasi maksimum, algoritma ABC mencari nilai fitness 
terkecil dari setiap iterasi. Konvergensi algoritma ABC untuk semua 
𝑃𝑜𝑝𝑠𝑖𝑧𝑒 terjadi pada iterasi kurang dari 100. Simulasi dengan nilai 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 
yang besar cenderung lebih cepat konvergen dan menghasilkan fitness 
terbaik dibanding simulasi dengan kriteria 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 yang lebih kecil.  
 
Gambar 3.6 Kemampuan Algoritma ABC 
 
• Sifat Epidemi Influenza 
Sifat epidemi suatu penyakit ditentukan oleh bilangan reproduksi 
dasar (𝑅0). Pada Tabel 3.3 terlihat bahwa 𝑅0 yang dihasilkan dari semua 





algoritma ABC mampu merepresentasi sifat epidemi influenza yaitu terus 
berulang dalam periode waktu tertentu. 
3.2.5 Perbandingan Simulasi Algoritma PSO dan Algoritma ABC 
Secara keseluruhan algoritma PSO dan algoritma ABC mampu 
merepresentasi pola penyebaran epidemi influenza di Australia pada tahun 2017. 
Kedua algoritma ini memenuhi kriteria sebagai estimator yang baik yaitu bersifat 
tak bias, efisien dan konsisten seperti yang telah dijelaskan pada subbab 
sebelumnya. Hasil simulasi menunjukkan algoritma PSO cenderung memperoleh 
nilai fitness yang lebih kecil daripada algoritma ABC. Hal ini dapat dilihat pada 
Tabel 3.3 dan Tabel 3.4 dimana nilai fitness terbaik dari semua percobaan untuk 
semua kriteria 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 yaitu 4222.08 untuk algoritma PSO dan 4672.07 untuk 
algoritma ABC. Berdasarkan analisa parameter terbaik menunjukkan bahwa 
tingkat penyebaran dan rata-rata masa inkubasi yang dihasilkan algoritma PSO 
lebih rendah dari hasil yang ditunjukkan algoritma ABC. Adapun laju 
kesembuhan dan rata-rata masa penyembuhan yang dihasilkan oleh algoritma 
PSO lebih tinggi dibanding algoritma ABC.  
 
Gambar 3.7 Perbandingan Hasil Simulasi Algoritma PSO dan Algoritma ABC 





Pada Gambar 3.7, kurva algoritma PSO cenderung lebih mendekati data 
lapangan dibandingkan algoritma ABC meskipun jaraknya tidak terlalu lebar. 
Dengan demikian, pada penelitian ini algoritma PSO relatif lebih baik untuk 
merepresentasi pola penyebaran epidemi influenza berdasarkan model 
matematika yang dipilih dibandingkan algoritma ABC. 
 





KESIMPULAN DAN SARAN 
 
4.1 Kesimpulan 
Berdasarkan hasil dan pembahasan pada bab sebelumnya, dapat 
disimpulkan beberapa hal berikut. 
A. Tujuan pertama dari penelitian ini dicapai melalui beberapa hasil berikut. 
1. Parameter terbaik hasil estimasi menggunakan algoritma PSO yaitu 
𝛽 = 2.04, 𝜎 = 7, 𝛾 = 1.40 dan 𝑘 = 2.52 dengan nilai fitness terbaik 
4222.08 yang diperoleh dari percobaan dengan kriteria 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 =
100. 𝛽 = 2.23, 𝜎 = 5.63, 𝛾 = 1.32 dan 𝑘 = 3.12.  
2. Analisa estimasi parameter dari hasil simulasi algoritma PSO 
menunjukkan bahwa tingkat penyebaran influenza di Australia pada 
tahun 2017 berkisar 2.04-2.19% orang per pekan. Rata-rata masa 
inkubasi yang dialami oleh orang yang terjangkit influenza adalah 1-
1.02 hari. Laju kesembuhan pada masa inkubasi sebesar 2.52-4.50% 
orang dan rata-rata masa penyembuhan dalam masa inkubasi adalah 
5-5.79 hari. Hasil simulasi juga menunjukkan bahwa rata-rata 4-5 
individu dalam populasi rentan pada pekan ke-i yang tertular oleh 
individu yang terinfeksi pada pekan sebelumnya.  
B. Tujuan kedua dari penelitian ini dicapai melalui beberapa hasil berikut. 
1. Parameter terbaik hasil estimasi menggunakan algoritma ABC yaitu 
𝛽 = 2.23, 𝜎 = 5.63, 𝛾 = 1.32 dan 𝑘 = 3.12 dengan nilai fitness terbaik 
4672.07 yang diperoleh dari percobaan dengan kriteria 𝑃𝑜𝑝𝑠𝑖𝑧𝑒 =




2. Analisa estimasi parameter dari hasil simulasi algoritma ABC 
menunjukkan bahwa tingkat penyebaran influenza di Australia pada 
tahun 2017 berkisar 2.05-2.39% orang per pekan. Rata-rata masa 
inkubasi yang dialami oleh orang yang terjangkit influenza adalah 1-
2.16 hari. Laju kesembuhan pada masa inkubasi sebesar 2.04-3.72% 
orang dan rata-rata masa penyembuhan individu yang terinfeksi 
adalah 5.3-5.69 hari. Hasil simulasi juga menunjukkan bahwa rata-
rata 5-6 individu dalam populasi rentan pada saat ini yang tertular 
oleh individu yang terinfeksi pada pekan sebelumnya. 
C. Tujuan ketiga dari penelitian ini dicapai melalui beberapa hasil berikut. 
1. Algoritma PSO dan algoritma ABC telah diterapkan untuk 
mengestimasi parameter model influenza dimana solusi sistem 
persamaan diferensial model diselesaikan dengan metode Runge-
Kutta orde-4. 
2. Hasil simulasi menunjukkan bahwa kedua algoritma yang digunakan 
memenuhi syarat sebagai estimator yang baik sehingga parameter 
hasil estimasi dapat dijadikan acuan untuk memprediksi pola 
penyebaran epidemi influenza khususnya di Australia. 
3. Pada penelitian ini algoritma PSO relatif lebih baik dibandingkan 
algoritma ABC dalam mengestimasi parameter model matematika 
yang dipilih agar merepresentasi secara baik pola penyebaran 










Beberapa saran untuk penelitian selanjutnya yang dapat dikembangkan 
dari penelitian ini yaitu: 
1. Mengimplementasikan pengembangan algoritma PSO dan ABC maupun 
metode heuristik lainnya untuk mengestimasi parameter model matematika 
baik yang terdapat dalam penelitian ini maupun membuat suatu model baru 
dengan menambahkan asumsi-asumsi. 
2. Menambahkan estimasi nilai awal pada tahapan pencarian solusi untuk 
memperbaiki performa algoritma yang digunakan.  
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