In this work, we report a new quantum mechanical:quantum mechanical ͑QM:QM͒ method which provides explicit electronic polarization of the high-level region by using the Löwdin atomic charges from the low-level region. This provides an embedding potential which naturally evolves with changes in nuclear geometry. However, this coupling of the high-level and low-level regions introduces complications in the energy gradient evaluation. Following previous work, we derive and implement efficient gradients where a single set of self-consistent field response equations is solved. We provide results for the calculation of deprotonation energies of a hydroxylated spherosiloxane cluster ͑Si 8 O 12 H 7 OH͒ and the dissociation energy of a water molecule from a ͓ZnIm 3 ͑H 2 O͔͒ 2+ complex. We find that the Löwdin charge embedding model provides results which are not only an improvement over mechanical embedding ͑no electronic embedding͒ but which are also resistant to large overpolarization effects which occur more often with Mulliken charge embedding. Finally, a scaled-Löwdin charge embedding method is also presented which provides a method for fine tuning the extent of electronic polarization.
I. INTRODUCTION
The extent to which one can balance the relevance of a model chemical system with the accuracy of the theoretical method often determines whether a particular problem may be treated computationally. While sophisticated quantum chemical calculations are now capable of routinely providing accurate reaction energies, the poor scaling of ab initio methods with system size restricts applications to molecular systems of small to modest sizes. [1] [2] [3] To address this issue of computational complexity, hybrid energy methods [4] [5] [6] divide the molecule up into different regions ͑e.g., region I and region II͒ which can be treated with different computational methods. A particularly useful hybrid energy method called ONIOM ͑our own N-layer integrated molecular orbital molecular mechanics͒, which was developed by Morokuma and co-workers, [7] [8] [9] [10] [11] [12] [13] uses the following energy definition:
where the subscripts RL, ML, and MH denote the real system ͑region I + region II͒-low level energy, the model system ͑region I͒-low level energy, and the model system ͑region I͒-high level energy, respectively. If no electronic coupling terms are added to E ML or E MH , then this is referred to as mechanical embedding ͑ME͒, 14 and an obvious improvement is to explicitly include the electronic charge distribution of region II in the model system calculations. This is referred to as electronic embedding ͑EE͒.
14 If the ONIOM-EE method being used is of the type quantum mechanics:molecular mechanics with electronic embedding ͑QM:MM-EE͒, then molecular mechanics methods with fixed charges or more sophisticated models which employ polarizable force fields can be used to define the embedding potential for the QM region. [15] [16] [17] Gao and Xie [18] [19] [20] have also developed a QM:MM-EE method which obtains MM point charges from a QM wave function. In this approach, atomic charges are obtained from a Mulliken population analysis of a Hartree-Fock ͑HF͒ wave function ͑with the resulting charges scaled by a factor of 2.2͒. Recently, we have developed a QM:QM-EE method within the ONIOM framework using Mulliken ͑or asymmetric Mulliken͒ atomic charges. 21, 22 We will refer to this method as QM:QM-EE͑Mull͒. In this approach, the region II Mulliken atomic point charges 23 from the RL calculation are included as one-electron potentials in the model-system lowlevel and high-level Hamiltonians. While energy evaluation is relatively straightforward to implement, analytic gradients for this class of models require care as the embedding point charges vary with the molecular geometry. Because the region I derivatives depend on region II atomic charge derivatives, the MH and ML gradient evaluations are coupled to the RL gradient evaluations. As a result the energy derivative expressions include RL density matrix derivatives. By judicious grouping of terms, the MH and ML gradient components of the total ONIOM gradient are no more complicated than in the ME case; however, the RL contribution to the ONIOM derivative takes on a post self-consistent-field ͑SCF͒ form, even when the RL model chemistry is a selfconsistent field level of theory ͓e.g., density functional theory ͑DFT͒ or HF͔, and gives rise to a set of coupledperturbed HF ͑CPHF͒ equations. 24 As in the case of post- 25 reduces the CPHF work to a single set of SCF response equations.
The QM:QM-EE͑Mull͒ method has recently seen success in application to work related to dye-sensitized solar cells. 26 In that study, EE was needed for sufficient modeling of eosin-loaded ZnO films. While this suggests promise for the Mulliken electronic embedding, we have recently applied the QM:QM-EE͑Mull͒ method to a set of challenging test cases, and it was observed that certain molecules may call for a larger charge separation than is obtained using Mulliken charges, which splits the shared density equally between atoms. To address this, a variant of the QM:QM-EE͑Mull͒ was developed which partitioned the shared density asymmetrically between atoms. This has been termed generalized asymmetric Mulliken embedding ͑GAME͒. 22 Besides the equal partitioning of density between atoms, Mulliken charges exhibit many undesirable features, which may make them less attractive for use in defining an embedding potential. Because the population analysis is done in a nonorthogonal basis, populations can become larger than two or even negative. 27 By using an orthogonal basis, the Löwdin population analysis 28 corrects both of these aspects, making for a more theoretically sound set of atomic point charges.
In addition to the theoretical motivations, there are a number of practical examples which suggest an EE model using Löwdin charges might be useful. In work by Wu and Van Voorhis, 29 Löwdin charges have been very useful in defining a regional charge to set up a constraint matrix for studying charge transfer chemistry with constrained-DFT methods. Additionally, we have evaluated the Löwdin and Mulliken charges for a variety of systems, and have observed that the Löwdin atomic charges are almost always smaller in magnitude than the corresponding atomic charges obtained from a Mulliken population analysis. This would suggest the polarization effects would tend to be smaller when using Löwdin charges as opposed to Mulliken charges, and this may be useful for treating systems which may be overpolarized with the QM:QM-EE͑Mull͒ method. In this paper we report the development and implementation of a QM:QM-EE method which polarizes the model system by a field of Löwdin atomic charges rather than Mulliken atomic point charges.
II. METHODS
We start with the following definitions for Mulliken, q A Mulliken , and Löwdin, q A Löwdin , atomic charges
where P, S, and z are the density matrix, overlap matrix, and nuclear charges. The only aspect of the QM:QM-EE͑Mull͒ model which changes upon going to Löwdin embedding is the form of q A . Therefore, the expression for the effective real-system gradient which is given in the Mulliken embedding paper is still
where A ⌬ has previously been defined in Eq. ͑17͒ in the original Mulliken embedding paper. 21 To find the gradient of the Löwdin atomic charges defined in Eq. ͑3͒ we must differentiate S 1/2 . 30, 31 Using the eigenvectors, U, and eigenvalues, ⌳, of S, and differentiating the identity
Using the eigenvectors of S to substitute for S 1/2 ,
Left multiplying by U T and right multiplying by U,
where we have represented the derivatives of S and S 1/2 in the overlap matrix eigenspace, denoted by a tilde. Rearranging we obtain the expression
where u pq and i are elements of the U and ⌳ matrices. To obtain the expression for q A x , we define a vector n such that n =1, if A, otherwise it is zero. This lets us write q A in terms of a trace, q A = z A − tr͑n S 1/2 PS 1/2 ͒. Differentiating this yields
where
Using Eq. ͑9͒ we have two terms which are multiplied with S x and P x ,
Defining atomic orbital ͑AO͒ density matrix derivative elements in terms of their backtransformed molecular orbital ͑MO͒ representations, we obtain an expression analogous to that obtained in Eq. ͑19͒ of Ref. 21 . Again, we recast the real system energy gradient expression in the post-SCF gradient form 32 as
where the effective embedding density and energy-weighted density matrices are a sum of the corresponding HF matrix and embedding correction ͑i.e., P emb = P HF + P ⌬ and W emb = W HF + W ⌬ ͒. ⌫ ␣␤␥␦ emb is the embedding effective two-particle density matrix and is written as a sum of products of the HF density matrix and the embedding correction. Using the new definitions for the Lagrangian and the energy-weighted density matrix, the general post-SCF form of Eq. ͑13͒ can still be used. From Eq. ͑12͒, we can obtain the corrections to the gradient expressions that arise from the Löwdin atomic charge embedding. The new Lagrangian takes a form very similar to that found in the Mulliken atomic charge embedding gradients, and is given as
where we have defined a vector ␣ ⌬ where the ␣ index runs over RL basis functions. When basis function ␣ is center on an atomic center A residing in region II, ␣ ⌬ = A ⌬ , otherwise ␣ ⌬ = 0. The only difference between the Mulliken and Löwdin embedding is that, here, ␣ ⌬ shares an index with the inside of the product of S 1/2 S 1/2 , thus forming a truncated overlap matrix. To obtain the correction to the energyweighted density matrix, we first define an intermediate
͑15͒
Therefore,
where W pq ⌬ can be broken into the occupied-occupied ͑oo͒, occupied-virtual ͑ov͒, and virtual-virtual ͑vv͒ parts
͑17͒
and
These expressions can now be used to fill the appropriate intermediates of a generalized CPHF code to solve for the ov block of the density correction using the z-vector method of Handy and Schaefer.
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III. ASSESSMENT OF THE QM:QM-EE"LÖWD… METHOD
We have carried out a preliminary set of calculations on two challenging chemical systems to gauge the performance of the ONIOM based, QM:QM-EE͑Löwd͒ method. In the first test case, we explore the ability of our new EE method to reproduce the high level results for the deprotonation energies of a hydroxylated spherosiloxane cluster ͑Si 8 O 12 H 7 OH͒. In the second test case, we evaluate the QM:QM-EE͑Löwd͒ method by calculating the dissociation energy of a water molecule from a ͓ZnIm 3 ͑H 2 O͔͒ 2+ complex. Both of these chemical systems were previously used to test the performance of the QM:QM-ME, QM:QM-EE͑Mull͒, and QM:QM-EE͑GAME͒ methods. 22 To measure the variations in performance when pairing different levels of theory, we have evaluated six high-level:low-level combinations for both test cases. The combinations chosen for both studies are listed in Table I . While other metrics may be investigated in the future, here, we determine the performance of an ONIOM method by its ability to reproduce the results ͑e.g., bond energies, geometries͒ obtained from the real systemhigh level of theory ͑RH͒ calculations. Therefore, the deviations reported for the ONIOM methods are calculated as ⌬E ONIOM − ⌬E RH , where ⌬E RH is the reaction energy obtained from the real system-high level of theory ͑RH͒ calculations. Gradients and energies have been implemented in the development version of the Gaussian program suite. 33 All assessment calculations have been performed with this software.
A. Deprotonation energy: Siloxane cube
In the first example, we provide results for the deprotonation energy of a hydroxylated spherosiloxane cube which has been successfully used as a cluster model for the isolated hydroxyl of silica. 34 When treating the siloxane cube with an ONIOM method, there are a variety of ways one can partition the system into regions I and II. We consider the two different model systems shown in Fig. 1 . In both of these figures, the region I subsystem ͑model system͒ is depicted by colored atoms, while the region II subsystem ͑real systemmodel system͒ is depicted with white atoms. In both of these systems, covalent bonds severed by the region I-II boundary, are capped with hydrogen atoms to retain a closed shell model system. The H link atom which replaces an oxygen atom is placed along the cut bond and at a distance of 0.9 times the cut Si-O bond distance. Except for the atoms di- The results for the deprotonation energies are given in Fig. 2 . Deviations are calculated as deprotonation energy of the QM:QM model minus the deprotonation energy of the real system-high level calculation. Individual deviations for each of the 6 high-low combinations ͑thin columns͒ are shown in the same order, left to right, as given in Table I and are plotted against the left axis. The total mean absolute deviation for each ONIOM model, QM:QM-ME, QM:QMEE͑Löwd͒, and QM:QM-EE͑Mull͒, are shown as wide superimposed columns plotted against the right vertical axis.
Taking both systems into account ͑A and B͒ the QM:QM-EE͑Löwd͒ method performs the best with an overall MAD of 3.03 kcal/mol, followed by QM:QM-ME with a mean absolute deviation ͑MAD͒ of 4.52 kcal/mol. Surprisingly, the QM:QM-EE͑Mull͒ method had the largest overall MAD of 5.63 kcal/mol. The large MAD for the Mulliken embedding comes primarily from a single high:low combination which fails drastically. High:low combination five ͑B3LYP/ 6-311+ +G͑d , p͒ :HF/ 3-21G͒ has the largest basis set dissimilarity of all the high:low combinations considered. If high:low combination five is removed from 2͑a͒, the MADs of the Mechanical, Löwdin, and Mulliken embedding methods are 3.7, 1.4, and 1.7 kcal/mol, respectively.
For each high:low combination and both system A and system B, the QM:QM-EE͑Löwd͒ method has a deviation which is in between that of the QM:QM-ME and QM: QM-EE͑Mull͒ methods ͑on average being closer to the more accurate of the two͒. This is a direct result of the previously mentioned observation that Löwdin atomic charges tend to be smaller in magnitude than the corresponding Mulliken atomic charges, vide supra.
For system A ͓Fig. 2͑a͔͒ the QM:QM-EE͑Löwd͒ method clearly outperforms the other ONIOM methods. Comparing the deviations of the QM:QM-EE͑Löwd͒ and QM:QM-ME methods, both have similar behaviors, though the polarization from the Löwdin charges appears to correct for some of the deficiencies in the ME models for high:low combinations one, three, and four. For high:low combination five, the QM:QM-EE͑Mull͒ deprotonation energy is 31.1 kcal/mol smaller than the RH calculation. This is likely resulting from a preferential overpolarization 37 of the proton-detached ͑an-ionic͒ species. The closest point charge to the model system is obtained from the positive Si atomic charge. If Mulliken atomic charges are used, this embedding point charge oddly becomes more positive when going from the proton-attached state to the proton-detached state ͑1.982-2.016͒. If Löwdin atomic charges are used however, the opposite is observed ͑1.319-1.305͒. For this high:low pairing, the basis set in the high level of theory ͑6-311+ +G͑d , p͒͒ is apparently flexible enough to allow the model system electron density to interact too strongly with the embedding point charges which are considerably larger for Mulliken than Löwdin. 38 For system B, there is less distinction between the two EE wethods, With QM:QM-EE͑Löwd͒ providing overall better results. It is clear that electronic embedding, using either the QM:QM-EE͑Löwd͒ or QM:QM-EE͑Mull͒ methods, improves the performance of the ONIOM approach.
B. Water dissociation: †ZnIm 3 "H 2 O… ‡ 2+
In the second example, we consider the dissociation energy of water from a ͓ZnIm 3 ͑H 2 O͔͒ 2+ complex shown in Fig. 3͑a͒ . In this example, region I consists of a Zn͑II͒ ion and a bonded water molecule, while region II contains the three imidazole ligands. Because the Zn ion is better described as being "solvated" by the imidazole ligands rather than being covalently bound to them, link atoms were not needed to truncate any bonds. In previous work, 22 we have shown that QM:QM-ME can fail catastrophically when calculating the potential energy surface for the Zn͑II͒ -OH 2 bond length. This was found to be a result of the Zn and H 2 O dissociating into partially charged species, a known failure of DFT. Therefore, we have decided to calculate dissociation energies so that the H 2 O and Zn͑II͒ are calculated separately, ensuring proper dissociation into Zn 2+ and H 2 O. In Fig. 3͑b͒ , we show the results for the QM:QM-ME, QM:QM-EE͑Löwd͒, and QM:QM-EE͑Mull͒ methods, respectively. Again, the thin black columns represent the deviations for each of the six high:low pairings, given in the same order as in Table I , and the superimposed, thick gray columns represent the MAD for all six high:low pairings. With MADs of 20.6, 11.8, and 7.3 kcal/mol for QM:QM-ME, QM:QM-EE͑Löwd͒, and QM:QM-EE͑Mull͒, respectively, it is clear that the QM:QM-EE͑Mull͒ method outperforms the other two methods. Noting the poor performance of the ME, electronic polarization effects appear to be crucial in describing the Zn-OH 2 bond strength with a QM:QM method. Overpolarization does not appear a problem with this system, as it was with the previous siloxane cube example. Therefore, the Löwdin charges, which are smaller in magnitude than the Mulliken charges, do not polarize the high level region sufficiently enough.
IV. SCALED-LÖWDIN CHARGE EMBEDDING
To address systems which require more extensive electronic embedding, such as the ͓ZnIm 3 ͑H 2 O͔͒ 2+ , we also present a scaled charge method. The most straightforward approach would be to simply scale all real system atomic charges by a constant k. However, for charged species, scaling the charges by k will change the total charge. We therefore define a set of atomic charges, q A Ј, which are obtained by first centering the unscaled charges ͑either Mulliken or Löw-din͒ at zero, then scaling by k, and finally unshifting to preserve the overall charge. We use the following definition for the scaled charges:
͑20͒
where we have defined s to be the total, real system molecular charge divided by the number of real system atoms. By defining s as such, we effectively shift all the charges by removing the excess charge ͑positive or negative͒ evenly across the molecule. We note that due to the inclusion of the charge-retaining shift, s, scaling by k does not simply increase the magnitude of the overall embedding potential, but is interpreted as increasing the polarity of the embedding potential. This is highlighted by considering the limiting case of k = 0, in which all the region II atoms have exactly the same atomic charge, q A Ј k=0 = s, hence a completely unpolarized embedding potential. As this is obviously the case for neutral molecules ͑q A Ј k=0 = s =0͒, our approach has the same conceptual interpretation for both charged and neutral systems.
Because the scale and shift factors are constant with respect to all variables, the scaled gradients are simply
In Fig. 3͑c͒ , we take high:low combination six as an example case and plot the deviation of the QM:QM-EE͑Löwd, k͒ method versus scale factor k. Plotted with the mechanical and unscaled Löwdin embedding methods as a reference point, we demonstrate that the unscaled Löwdin atomic charge embedding does not polarize region I to a large enough extent, and that by scaling the charges ͑while maintaining the system's overall 2+ charge͒ one can greatly improve the results by increasing the magnitude of the region I embedding potential. The scaled-Löwdin charge method, QM:QM-EE͑Löwd, k͒, provides a means to fine tune the amount of electronic polarization that occurs within the EE model. As the optimal value for k would clearly depend on both the model chemistries employed and the molecular systems being studied, we suggest calibrating the k parameter prior to use in applications. In future work, we aim to apply the QM:QM-EE͑Löwd, k͒ method on a variety of systems to establish a set of suggested values of k.
V. CONCLUSIONS
In this report, we have extended the applicability of the recently developed QM:QM-EE method 21 to Löwdin atomic charges. In addition to the energies, we have presented an efficient implemention of the QM:QM-EE͑Löwd͒ ͓and QM:QM-EE͑Löwd, k͔͒ energy gradients, which involve direct coupling between the real and model system subcalcu- lations. By evaluating the performance on two challenging molecular systems, we come to the following conclusions:
͑1͒ Because the Löwdin population analysis tends to produce atomic charges which are smaller in magnitude than the corresponding Mulliken charges, we have observed that, for every case considered, the QM:QM-EE͑Löwd͒ method provides reaction energies which are in between those from the QM:QM-ME and QM:QM-EE͑Mull͒ methods. ͑2͒ For the siloxane cube example, the QM:QM-EE͑Löwd͒ method outperforms the other two methods, when compared to the high level of theory-real system calculation. The improvement over the Mulliken charge embedding model is primarily due to a few particularly large deviations for certain high:low combinations. It appears as though the QM:QM-EE͑Löwd͒ method achieves a good balance between underestimating the region I polarization ͑which is seen with QM:QM-ME͒ and overestimating the polarization ͓which was found for a couple of cases using QM:QM-EE͑Mull͔͒. ͑3͒ For the ͓ZnIm 3 ͑H 2 O͔͒ 2+ example, electronic polarization effects appear to be more significant than in the siloxane cube example, and the benefits of Löwdin embedding toward reducing overpolarization now result in underpolarization of the high level region. ͑4͒ By using the scaled-Löwdin charge method, QM:QM-EE͑Löwd, k͒, we have shown that by applying a scale factor which maintains the overall molecular charge for neutral and charged systems alike, one can fine tune the extent of electronic polarization and obtain a value for k which better compares to the high level of theory-real system calculation.
By providing reaction energies which are intermediate to the ME and Mulliken embedding methods, the Löwdin embedding approach is likely to be useful in helping achieve a balance between no explicit polarization and the overpolarization of the region I density. For systems which require more extensive polarization, the QM:QM-EE͑Löwd,k͒ method can be used to manually control the embedding potential without changing the overall molecular charge of anions and cations.
