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Resumen
T´ıtulo: Ana´lisis de Diversas Extensiones de la Te´cnica de Control ZAD Aplicada a Con-
vertidores Electro´nicos.
El siguiente documento describe la aplicacio´n de la te´cnica de control ZAD en un convertidor
electro´nico de potencia de tipo buck (reductor). El controlador elegido para su implemen-
tacio´n consiste en un PWM de pulso centrado. Este esquema posee la ventaja de que no
presenta discontinuidad en el instante en que finaliza un periodo de muestreo e inicia otro.
Adema´s se propone una variacio´n a esta te´cnica, que es ampliar el intervalo de promediado
cero de la superficie de conmutacio´n (que en el ZAD cla´sico se toma en un periodo de mues-
treo), a un nu´mero K de periodos de muestreo. Esto ha dado origen a la te´cnica que se ha
denominado K-ZAD. Asumiendo un valor espec´ıfico para K=2, se ha estudiado la te´cnica
2-ZAD. Esta u´ltima ha presentado mejores resultados en cuanto a estabilidad, con respecto
a la te´cnica ZAD original. Dichos resultados pueden evidenciarse en las distintas gra´ficas de
espacio de estados y diagramas de bifurcaciones, calculados en base al ana´lisis desarrollado
sobre el comportamiento de esta nueva estrategia.
Palabras clave: (estrategia de control ZAD, estrategia K-ZAD, convertidor buck, PWM
de pulso centrado, saturacio´n del ciclo de trabajo, control de caos).
Abstract
Title: Analisys of Some Extensions of ZAD Control Technique Applied to Electronic Con-
verters.
The following document describes the application of control technology ZAD in a power elec-
tronic converter of buck type (step-down). The controller chosen for implementation consists
of a centered pulse PWM. This aproach has the advantage that no discontinuity occurs at
the instant that a sampling period ends and another starts. Furthermore, it’s proposed a
variation of this technique which is to extend the range of zero averaging of the switching
surface (in the classic ZAD it is taken in a sampling period), to a number K of sampling
periods. This has led to a technique that has been named K-ZAD. Assuming a specific value
for K = 2, we have studied the 2-ZAD technique. The latter has presented better results in
terms of stability, regarding to the original ZAD technique. These results can be demons-
trated in different state space graphs and bifurcation diagrams, which have been calculated
based on the analysis done about the behavior of this new strategy.
Keywords: ZAD control strategy, K-ZAD strategy, buck power converter, centered
pulse PWM, duty cycle saturation, chaos control)
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1. Introduccio´n
1.1. Motivacio´n
La rama de la electro´nica de potencia ha tenido una gran influencia en los avances tecnolo´gi-
cos de los u´ltimos an˜os. El uso de convertidores electro´nicos de potencia, uno de sus ma´s
importantes objetos de estudio, abarcan hoy en d´ıa, una amplia gama de aplicaciones, que
van desde su utilizacio´n en fuentes de computadoras, sistemas distribuidos de potencia o
sistemas de alimentacio´n ininterrumpida, hasta su empleo en la integracio´n de nuevas fuen-
tes renovables de energ´ıa a la red ele´ctrica convencional. Esto se produce por la necesidad
creciente de distribuir la energ´ıa ele´ctrica de la manera ma´s confiable y eficiente. Ya a finales
del siglo pasado se pronosticaba que para este siglo un 90 % de la energ´ıa ele´ctrica generada
sufrir´ıa algu´n proceso electro´nico [20]. En el presente se podr´ıa imaginar que este porcentaje
ha crecido. Es por esto que el estudio y la investigacio´n de los distintos feno´menos dina´micos
que tienen lugar en convertidores electro´nicos se hace tan importante.
Un convertidor electro´nico de tipo reductor o buck (de los ma´s utilizados en la industria),
abarca dos partes: la transmisio´n de la energ´ıa ele´ctrica, y su medicio´n y control. Este, ge-
neralmente es representado por un circuito con componentes inductiva y capacitiva, y una
carga de salida que es comu´nmente modelada como una componente resistiva. La tensio´n de
salida hacia la carga, se controla mediante un dispositivo de conmutacio´n, al cual llega una
sen˜al PWM (o de Modulacio´n por Anchura de Pulso) que hace que e´ste dispositivo actu´e
en un cierto tiempo (llamado ciclo de trabajo) dentro del periodo de muestreo T . La sen˜al
PWM es generada por la realimentacio´n de las variables a la salida del sistema (tensio´n y
corriente), y su ciclo de trabajo es calculado de tal forma que el suministro de energ´ıa se
adapte a las necesidades de estas variables.
La continua conmutacio´n de la sen˜al PWM, lleva a que el sistema experimente un cambio
de topolog´ıa a medida que se cambia la polaridad de dicha sen˜al. Esto permite usar un mo-
delo matema´tico de estructura variable para analizar la dina´mica en este sistema, as´ı como
tambie´n implementar un control basado en modo de deslizamiento. Este tipo de control ya
ha sido utilizado en los u´ltimos an˜os con distintas variaciones, [43], en las cuales se hace uso
de una superficie de deslizamiento para calcular el ciclo de trabajo del PWM. El uso de este
tipo de control es muy comu´n, debido a la ventaja que ofrece de reducir el orden del sistema
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al orden de la superficie de deslizamiento, el cual siempre es menor.
Una de las te´cnicas de control por modos deslizantes ma´s reciente, es el control por promedia-
do cero en la dina´mica del error, o ZAD por sus iniciales en ingle´s (Zero Average Dynamics).
En esta se obliga al sistema a converger en promedio hacia una superficie de deslizamiento
(definida como una combinacio´n lineal del error y su derivada) , de tal manera que el pro-
medio de conmutacio´n en un periodo de muestreo T sea cero. Aplicando esta te´cnica a un
convertidor buck con un PWM de pulso centrado, se han logrado resultados satisfactorios,
garantizando robustez y error de estado estacionario casi nulo, as´ı como tambie´n frecuencia
fija de conmutacio´n [1]. As´ı mismo se ha observado como la te´cnica presenta comportamiento
cao´tico al variar el para´metro ks (para´metro que determina la velocidad de convergencia del
error a cero), lo cual es, en ciertos casos, desfavorable. Para controlar este feno´meno se han
aplicado te´cnicas de control de caos como TDAS (Time Delayed Auto-Synchronization) y
FPIC (Control por induccio´n al punto fijo). Esta u´ltima ha tenido los mejores resultados en
cuanto a estabilizacio´n y control del caos.
Se han estudiado diversos diagramas de bifurcaciones, que muestran la evolucio´n que expe-
rimenta el sistema hacia el caos con la te´cnica ZAD aplicada al convertidor buck con pulso
centrado[1]. Se incluyen bifurcaciones de tipo flip o doblamiento de periodo, seguido de bi-
furcaciones por colisio´n de borde o saturacio´n, aparicio´n de o´rbitas de periodos mayores, y
aparicio´n de caos. En este trabajo se tienen en cuenta principalmente las bifurcaciones de
colisio´n de borde. Dichas bifurcaciones se dan debido a que el ciclo de trabajo calculado con
la te´cnica ZAD, resulta ser mayor o menor que un periodo de muestreo T , y se debe saturar
este valor a T o a cero. Esto causa que el PWM opere con una sola polaridad para todo el
intervalo T , impidiendo que se de´ el promediado cero que se espera.
A modo de corregir lo anterior, se ha propuesto una te´cnica K-ZAD, en la cual se tomen K
periodos de muestreo para realizar el promediado cero, en lugar de uno como se hace con
la te´cnica ZAD cla´sica. Especialmente, se ha centrado el estudio en el valor de K = 2 y
K = 3, que da origen a las te´cnicas 2-ZAD y 3-ZAD, es decir, con 2 y 3 periodos de mues-
treo para el promediado cero. Por lo tanto los objetivos del trabajo se centran en examinar
el comportamiento de la te´cnica ZAD cla´sica aplicada al convertidor buck, comprendiendo
los aspectos ma´s importantes sobre ana´lisis en el tiempo, espacio de estados y diagramas
de bifurcaciones. Adema´s compararla con la te´cnica propuesta anteriormente (es decir, la
te´cnica K-ZAD) dentro de los mismos aspectos, con el fin de observar las mejoras que esta
u´ltima presenta al respecto. Las principales aportaciones hechas por este trabajo, en relacio´n
a la aplicacio´n de esta nueva te´cnica, se muestran al final de este cap´ıtulo.
Es as´ı como se ha desarrollado el presente documento, que esta´ organizado de la siguiente
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manera: El cap´ıtulo 1 da una descripcio´n de las principales razones que motivaron la realiza-
cio´n de este trabajo. Tambie´n se da una introduccio´n al tema central, incluyendo el estado
del arte en el estudio de dina´micas no lineales, sistemas de estructura variable y principales
avances en la te´cnica ZAD. De igual modo se mencionan los principales aportes del trabajo.
El cap´ıtulo 2 incluye todo el contexto teo´rico referente al tipo de sistema considerado y a
los feno´menos estudiados en este. En el cap´ıtulo 3 se incluye todo lo que tiene que ver con
el modelado matema´tico del sistema tratado, todas las variables de estado, para´metros y
expresiones deducidas para el ana´lisis nume´rico de la te´cnica de control propuesta. En el
cap´ıtulo 4 se incluye una descripcio´n del algoritmo usado para la puesta en marcha del con-
trol K-ZAD, y los resultados obtenidos de la implementacio´n de la te´cnica en el entorno de
programacio´n de Matlab. Finalmente el cap´ıtulo 5 menciona algunas conclusiones y posibles
aditamentos futuros para el trabajo.
1.2. Estado del Arte
Actualmente la electro´nica de potencia tiene un lugar muy importante en el sector indus-
trial, ma´s au´n con todo lo relacionado a los sistemas de estructura variable y el control. Lo
anterior se debe en gran parte al muy extenso nu´mero de aplicaciones que derivan de dichos
sistemas, entre ellas el control en los convertidores de potencia. Esta ha sido la motivacio´n
principal para investigadores de todo el mundo a desarrollar nuevos avances en este campo,
y ha promovido la investigacio´n de numerosos modelos matema´ticos para la produccio´n de
nuevos y mejorados mecanismos de utilidad en controladores electro´nicos.
Los estudios sobre sistemas de este tipo datan de los an˜os 80 cuando se empiezan a estu-
diar los primeros feno´menos cao´ticos en circuitos electro´nicos. [13], [4]. En el an˜o de 1989
diversos cient´ıficos como Wood [44], Dean y Hammill empiezan a estudiar el caos en diversos
circuitos de potencia: En su trabajo, Wood contribuyo´ al entendimiento del caos, mostran-
do, en diagramas de fase, como el patro´n de las trayectorias era desordenado al presentarse
una pequen˜a variacio´n en las condiciones iniciales y los para´metros del sistema. Entre tanto
Dean y Hammill formularon algunos de los conceptos fundamentales sobre teor´ıa del caos
y los aplicaron a circuitos electro´nicos. Sus estudios fueron realizados , hasta entonces solo
basa´ndose en simulaciones computacionales [15]. Ma´s adelante demostrar´ıan anal´ıtica y ex-
perimentalmente la presencia de mu´ltiples feno´menos cao´ticos [16], [25].
Debido a los multiples efectos indeseados que causaba la generacio´n de caos en los sistemas,
se procedieron a desarrollar te´cnicas para controlarlo. Ott y sus colegas [32] encontraron una
forma de controlar la o´rbita inestable que convive con el caos mediante el uso de pequen˜as
perturbaciones. Esto dio´ lugar a la te´cnica OGY, bautizada as´ı por el nombre de sus autores
(Ott, Grebogi and Yorke). Pyragas [34] uso la realimentacio´n de la sen˜al de control con un
periodo de atraso para controlar el caos, dando origen a la te´cnica TDAS (Time Delayed
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Auto-Synchronization). As´ı mismo otros autores tambie´n hicieron sus contribuciones ha-
ciendo pequen˜as variaciones a las te´cnicas de control de caos conocidas y generando nuevas
te´cnicas de control. Tal es el caso de Poddar [33] quien plantea me´todos para control de caos
por perturbacio´n de para´metros y cambio en el instante de conmutacio´n.
Vadim I. Utkin estudio los sistemas manejados con PWM como sistemas de estructura
variable [40] as´ı como tambie´n el control por modos deslizantes y sus aplicaciones [41]. Estos
estudios despue´s ser´ıan tenidos en cuenta por Carpita [12]. En su trabajo, Carpita plantea
un controlador en modo de deslizamiento para un sistema de alimentacio´n ininterrumpida.
Carpita usa una superficie asumida como una combinacio´n lineal del error de la variable
de estado asociada a la tensio´n de salida y su derivada. Al implementarse este control, se
logro´ robustez y eficiencia, aunque generando un feno´meno conocido como chattering. El
chattering es una conmutacio´n casi infinita dada en un tiempo finito y es producido por
la accio´n discontinua en el control [5]. Este feno´meno ocasionar´ıa poca homogeneidad en la
conmutacio´n de la fuente, generando distorsio´n en la sen˜al de salida [1].
Para evitar el chattering, se formularon varias soluciones, entre las cuales se destaca la te´cni-
ca desarrollada en [9], a la cual se denomino´ ZACE. Esta se baso´ en un control por promedio
cero en el error de corriente en cada iteracio´n. Los resultados que presento´ esta te´cnica
fueron, entre otros, armo´nicos de corriente de bajo orden, alta velocidad de respuesta, y fre-
cuencia fija de conmutacio´n. Entre tanto, otras investigaciones ayudaron con los conceptos
de bifurcaciones [6],[28]; o´rbitas biperio´dicas y estudios experimentales que evidenciaron el
caos en los sistemas electro´nicos de potencia[7].
Ma´s tarde, en 2001 seria propuesta la te´cnica ZAD por Fossas y sus colaboradores [17],
en la cual se hace uso de la superficie de deslizamiento definida en el trabajo de Carpita
[12]. El control ZAD obliga a que la superficie deslizante tenga promedio cero en cada itera-
cio´n, obteniendo las ventajas de robustez, frecuencia fija de conmutacio´n y error reducido,
y solucionando el dilema del chattering. Desde el 2001, las bondades de esta te´cnica fueron
comprobadas nume´rica y experimentalmente por Biel [8] y Ramos [35] con un esquema de
PWM de pulso al lado. Tambie´n se obtuvieron buenos resultados implementando el ZAD
con un PWM de pulso centrado, pulso al lado y pulso centrado con un ciclo de retardo [1].
En este u´ltimo trabajo se determino´ a ks como para´metro de bifurcacio´n , se logro´ establecer
los l´ımites de estabilidad del sistema y se elaboro´ una expresio´n para el ciclo de trabajo en
estado estacionario.
En 2004 y 2005 se desarrolla la te´cnica de control de caos FPIC o control por induccio´n al
punto fijo [2],[31], obteniendo au´n mejores resultados que con la te´cnica TDAS. Esta te´cnica
tambie´n ha sido implementada experimentalmente con resultados apropiados en [23]. En
2006 se estudio´ la disipacio´n de energ´ıa en el sistema conformado por el convertidor buck
y el controlador ZAD con PWM de pulso centrado [39]. Tambie´n en este u´ltimo trabajo,
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se examino´ la estabilidad de la o´rbita de periodo 1 para un PWM con atraso de n perio-
dos, y la existencia y estabilidad de o´rbitas de periodicidad superior. En particular, se hizo
una demostracio´n cuantitativa de la influencia de los elementos disipadores de energ´ıa, in-
cluye´ndolos como para´metros del modelo matema´tico. Se confirmo´ que efectivamente si se
da tal influencia en la dina´mica del sistema, y se observaron sus efectos. Hasta ese enton-
ces, la influencia de los elementos disipadores solo se hab´ıa tenido en cuenta en la etapa
de implementacio´n, y no desde la etapa de ana´lisis. Adema´s, se pudo establecer un nuevo
me´todo para reconstruir la ruta hacia el caos del sistema sin tiempo de atraso. Lo anterior se
realizo´ empleando una combinacio´n del ana´lisis por exponentes de Floquet y la observacio´n
de la regio´n de existencia dada por la aplicacio´n de Poincare´. Los resultados comprobaron
la presencia y estabilidad de o´rbitas perio´dicas hasta de 8T antes de que el sistema presente
comportamiento cao´tico. En el mismo trabajo se pudo generalizar el procedimiento de esta-
bilizacio´n del sistema para cualquier periodo de atraso, superando el obsta´culo de aumento
en la dimensionalidad del sistema a medida que crece el tiempo de atraso. Por otra parte, se
comprobo´ el decaimiento en la calidad de la te´cnica en cuanto a respuesta transitoria cuando
el periodo de atraso era mayor a uno.
Finalmente en el 2010 se propone la estrategia GZAD o ZAD generalizado [3]. La estrategia
GZAD toma el esquema de la te´cnica ZAD cla´sica desde el enfoque de las probabilidades,
generaliza´ndola como el valor esperado de una funcio´n de distribucio´n de probabilidad cal-
culado en un periodo de muestreo. Tal generalizacio´n hace ver a la te´cnica ZAD como un
caso espec´ıfico en el que dicha funcio´n de disribucio´n es de tipo uniforme. As´ı mismo se pudo
ensayar con otros tipos de funciones de distribucio´n de probabilidad, como distribuciones de
tipo normal y exponencial, obteniendo mejores resultados con esta u´ltima en cuanto al error
de regulacio´n.
1.3. Principales Aportaciones del Trabajo
En el presente trabajo se pueden mencionar las siguientes aportaciones a la investigacio´n que
se ha venido haciendo con relacio´n a la tecnolog´ıa ZAD, implementada en un convertidor
buck con PWM de pulso al centro que utiliza un modelo de fuente dual:
Se ha aplicado las extensiones a la te´cnica ZAD, que han sido deducidas de la te´cnica
K-ZAD. Estas son la te´cnica 2-ZAD y 3-ZAD. Dichas te´cnicas han presentado mejor´ıas
en cuestio´n de estabilidad y reduccio´n de la saturacio´n en el ciclo de trabajo.
Se han realizado distintos diagramas de bifurcaciones para varios para´metros, en los
cuales se observan distintos cambios en la dina´mica del sistema. Estos incluyen el
para´metro ks (velocidad de convergencia del error a cero); el para´metro x1ref (valor de
referencia de la variable de estado asociada a la tensio´n de salida) y el para´metro γ
(para´metro relacionado con los elementos pasivos del sistema), siendo estos dos u´ltimos
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para´metros relativamente nuevos en este ana´lisis. Los diagramas de bifurcaciones se
han realizado para la te´cnica ZAD, 2-ZAD y 3-ZAD.
Se han aplicado combinaciones de las te´cnicas 2-ZAD y 3-ZAD, con la te´cnica ZAD
cla´sica, dando lugar a nuevas dina´micas y ma´s posibilidades de aplicacio´n de la te´cnica
original.
2. Marco Conceptual General
2.1. Convertidores Electro´nicos de Potencia
2.1.1. Generalidades
Los convertidores electro´nicos de potencia involucran principalmente la interaccio´n de 3
elementos de la tabla perio´dica: el cobre, el cual conduce la corriente ele´ctrica; el hierro
gracias al cual se da el flujo magne´tico; y el ma´s importante, el silicio, el cual es usado no
so´lo para dispositivos semiconductores que manejan la conversion de potencia, sino tambie´n
en la circuiter´ıa altamente sofisticada que los controla[20]. El hecho de incluir los dispositivos
semiconductores es lo que diferencia a la electro´nica de potencia de la ingenier´ıa ele´ctrica
convencional, la cual comprende las aplicaciones que tienen que ver con el cobre y el hierro.
La electro´nica de potencia es una de las tecnolog´ıas “verdes”, la cual tiene principalmente 3
objetivos:
Convertir la energ´ıa ele´ctrica de una forma hacia otra, facilitando su regulacio´n y
control.
Lograr una alta eficiencia en la conversio´n y bajas pe´rdidas por disipacio´n.
Minimizar la masa total usada en la manufactura de convertidores y el equipo que
manejan (por ejemplo motores).
El uso inteligente de la electro´nica de potencia permite que el consumo de energ´ıa sea re-
ducido. Por lo tanto la tasa de agotamiento de combustibles fo´siles puede ser desacelerada,
contribuyendo a la reduccio´n de la polucio´n y el efecto invernadero y ayudando a preservar el
ambiente [20]. La minimizacio´n en la masa total usada implica una reduccio´n en el material
y los recursos energe´ticos utilizados para su fabricacio´n y su uso. La reduccio´n de la masa
es especialmente importante en aplicaciones aeroespaciales y vehiculares, en las cuales se
traduce en una reduccio´n del consumo de combustible [20].
La tecnolog´ıa de la electro´nica de potencia puede ser encontrada cada vez con mayor fre-
cuencia incluso en los hogares (ver por ejemplo [10]), en dispositivos de la vida diaria como
el dimmer de luz y las fuentes de potencia conmutadas en computadores. Los campos en los
que la electro´nica de potencia ha sido aplicada incluyen [20]:
Control de iluminacio´n y temperatura
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Mandos para control de movimiento industrial
Cargadores de bater´ıas
Rele´s de estado so´lido e interruptores de circuitos
Balastos en la´mparas fluorescentes
Estufas de calentamiento por induccio´n
Aplicaciones de traccio´n como locomotoras
Fuentes de potencia
Sistemas de energ´ıa en naves espaciales
Amplificadores de audio en modo conmutado
Transmisio´n de energ´ıa ele´ctrica
Sistemas de alimentacio´n ininterrumpida (UPS)
Acondicionamiento de fuentes de energ´ıa alternativas
Electro´nica en automo´viles y veh´ıculos ele´ctricos
Los convertidores electro´nicos de potencia se pueden clasificar de acuerdo al tipo de sen˜al
que convierten y de acuerdo al tipo de transformacio´n que hacen [21]:
Por el primer criterio y de acuerdo a la sen˜al (sea AC o DC) que manejen en la entrada
y salida pueden ser: convertidores rectificadores (AC − > DC), inversores (DC − >
AC), y reguladores DC - DC y AC - AC.
Por el segundo criterio se tienen: los convertidores reductores, elevadores y reductores-
elevadores. Un convertidor reductor o buck, toma un voltaje a la entrada y entrega
uno de menor magnitud a la salida. Un convertidor elevador o boost, realiza la funcio´n
contraria, recibe un voltaje a la entrada y entrega uno de mayor magnitud a la salida.
Los convertidores reductores-elevadores o buck-boost cumplen las dos funciones de
acuerdo a las necesidades de la carga final.
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2.2. Modulacio´n por Ancho de Pulso (PWM)
Para el control de los convertidores de potencia, generalmente se utilizan dispositivos de
conmutacio´n de silicio, que permiten manipular de manera eficiente la tensio´n de salida
del sistema. El me´todo ma´s usado consiste en controlar el tiempo en el que el dispositivo
semiconductor de silicio conduce (ton) y cuando este no lo hace (toff ), usando una frecuencia
fija de conmutacio´n (Periodo de conmutacio´n constante T=ton+toff ). Lo anterior se logra
mediante un sistema que automa´ticamente ajusta el tiempo de conduccio´n, de acuerdo a la
tensio´n de salida deseada. Este me´todo es conocido como modulacio´n por ancho de pulso
o PWM por sus siglas en ingle´s (Pulse Width Modulation) [29]. La sen˜al de control se
consigue restando una sen˜al de referencia y una sen˜al correspondiente al valor real sensado
en la salida. El resultado de esta resta es una sen˜al de error que da la informacio´n de que
tan lejos esta´ la tensio´n de salida del resultado que se quiere para ella. Esta es la sen˜al
moduladora. Comparando esta sen˜al de error con una sen˜al portadora de mayor frecuencia,
se puede generar un pulso de amplitud constante y ancho variable que es el que controla la
conmutacio´n.
Diversas sen˜ales portadoras son utilizadas para ser comparadas con la sen˜al de error, a fin
de lograr una modulacio´n eficaz. Una de las sen˜ales utilizadas para este proceso es la sen˜al
triangular que se muestra en la Figura 2-1. Aqu´ı, cuando la sen˜al de error Ve, supera en
magnitud a la sen˜al triangular, la accio´n de control se activa y el pulso pasa a un estado
on. El tiempo que dura este estado es el que se conoce como ciclo de trabajo, denotado
comu´nmente como d. Cuando el error se encuentra por debajo de la sen˜al portadora, el
pulso pasa a un estado de off . Este proceso se repite, llegando a un valor de d estable,
cuando la diferencia entre la sen˜al de salida y la de referencia es la mı´nima posible.
(a) Diagrama de Bloques (b) Formas de las sen˜ales
Figura 2-1.: Control PWM con sen˜al de rampa
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2.2.1. Convertidor Buck
El esquema ma´s utilizado para un convertidor DC-DC reductor o buck es mostrado en
la Figura 2-2. Este consta de un dispositivo de conmutacio´n S (transistor MOSFET), un
diodo D, un inductor L y un capacitor C, adema´s de la carga (modelada como un resistor)
R y la fuente de tensio´n inicial vi. La sen˜al de control PWM es suministrada al MOSFET
dependiendo del circuito de control. Este u´ltimo implementa la estrategia de control y calcula
el ciclo de trabajo d ma´s conveniente.
Figura 2-2.: Topolog´ıa de un convertidor buck convencional
El circuito sufre diferentes cambios de topolog´ıa a medida que se realiza la conmutacio´n en
el MOSFET. En el instante en que el MOSFET se encuentra activo (Figura 2-3), es decir,
durante el ton del PWM, la corriente pasa directamente desde la fuente de tensio´n de entrada
hacia el inductor y el capacitor. La corriente iL a trave´s del inductor va aumentando, a la
vez que se transfiere corriente hacia la carga. Debido a la polaridad de la fuente, el diodo
bloquea el paso de corriente, por lo tanto iD = 0.
Figura 2-3.: Circuito equivalente en el estado 1: Transistor MosFet en ON
Al cambiar el estado del MOSFET y desactivarse, es decir pasar al toff del PWM (Figura 2-
4), la corriente a trave´s del inductor empieza a disminuir, ya que no recibe alimentacio´n. Para
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contrarrestar este efecto, se induce una Fuerza Electromotriz en el inductor, que se opone
a que la corriente disminuya ra´pidamente. Lo anterior cambia la polaridad del inductor
y provoca que haya flujo de corriente a trave´s del diodo. Al mismo tiempo se transmite
corriente hacia la carga. Posteriormente, el MOSFET vuelve al estado anterior, obedeciendo
al cambio de polaridad en el PWM, y se repite el proceso de conmutacio´n.
Figura 2-4.: Circuito equivalente en el estado 2: Transistor MosFet en OFF
Al realizar los ca´lculos para la funcio´n de transferencia en este circuito, se encuentra la
siguiente relacio´n entre los voltajes de entrada y de salida:
Vo
Vi
= d
de donde se deduce que la tensio´n de salida siempre correspondera´ a una fraccio´n de la
tensio´n de entrada, definida por el valor de d en porcentaje (comprendido entre 0 y 1). De
ah´ı el nombre de convertidor reductor de tensio´n, puesto que la tensio´n regulada final siempre
sera´ un valor reducido de la tensio´n original.
Mientras la conmutacio´n sea adecuada y la corriente en el inductor no disminuya hasta cero
en el estado de off , la tensio´n en la salida sera´ el valor regulado de la tensio´n de entrada.
En este caso se habla de un modo de conduccio´n continua o CCM por sus iniciales en ingle´s.
Existe una posibilidad adicional y es que precisamente la corriente del inductor decaiga hasta
cero en el lapso en que el PWM esta en toff . En este caso se dar´ıa un modo de conduccio´n
discontinua o DCM.
2.3. Sistemas No Lineales
Segu´n la definicio´n matema´tica, una funcio´n es lineal cuando cumple con los principios de
aditividad y homogeneidad, que en conjunto forman el principio de superposicio´n [45]. En
un sistema con entradas y salidas dadas, el principio de superposicio´n se da si la sen˜al de
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salida se puede expresar como una combinacio´n lineal de varias sen˜ales de salida, cada una
producida por una sola sen˜al de entrada actuando en forma individual. Los sistemas no
lineales no cumplen con este principio, lo cual se manifiesta en la forma de sus modelos
matema´ticos, cuyas ecuaciones contienen diversos tipos de no linealidades como funciones
de orden superior a uno, o funciones con discontinuidades. Sin embargo estos sistemas son
los ma´s estudiados debido a que representan con mayor precisio´n los feno´menos ocurridos en
la naturaleza [24].
La dina´mica que presentan los sistemas no lineales exhibe una riqueza mucho mayor que
la de los sistemas lineales convencionales. Esta riqueza puede ser observada en la aparicio´n
de diversos comportamientos como o´rbitas perio´dicas, bifurcaciones con respecto a ciertos
para´metros del sistema, y caos (ver [26]). El entendimiento de estos comportamientos es
importante para el ana´lisis de los sistemas no lineales; por lo cual se describen a continuacio´n.
2.4. O´rbitas Perio´dicas
Generalmente, un sistema f´ısico es modelado por un conjunto de ecuaciones diferenciales que
expresan el comportamiento de sus variables de estado con respecto al tiempo. La solucio´n
a estas ecuaciones diferenciales muestra la forma precisa en que el sistema evoluciona en el
tiempo. En realidad, estas soluciones son funciones matema´ticas que pueden ser de diver-
sas formas, inclusive funciones que presentan un comportamiento perio´dico con respecto al
tiempo. Este tipo de soluciones se dan principalmente en sistemas que presentan un compor-
tamiento de tipo oscilatorio, o sistemas perio´dicamente forzados, como sistemas meca´nicos y
circuitos electro´nicos. En estas soluciones perio´dicas, se cumple que cada intervalo de tiempo
kT :
x(t) = x(t+ kT ) para algunos k ∈ Z y T ∈ N
En el caso en que k = 1 la periodicidad sera´ unitaria. Al visualizar esto en un espacio de
estados n-dimensional, obtendr´ıamos o´rbitas cuyo patro´n se repite cada T unidades de tiem-
po, o´rbitas 1-perio´dicas siendo el periodo kT = 1T = T . Para el caso k = 2, el patro´n se
repetir´ıa cada 2T unidades de tiempo, es decir, estar´ıamos hablando de o´rbitas 2-perio´dicas,
y as´ı sucesivamente para valores superiores de k. El estudio de o´rbitas perio´dicas en sistemas
no lineales es importante para determinar el tipo de estabilidad y el rango en el que esta se
presenta. La forma ma´s sencilla de analizar la periodicidad de un sistema continuo es me-
diante la discretizacio´n de este sistema, utilizando la herramienta conocida como aplicacio´n
de Poincare´ (ver [26]). Mediante esta aplicacio´n una trayectoria en un espacio de estados de
dimension n es atravesada por una seccio´n Σ de dimensio´n (n − 1) que hace un muestreo
de la trayectoria cada vez que esta pasa por la seccio´n. De esta forma se determina el punto
de interseccio´n (k+1)-e´simo de la trayectoria (o´rbita) con la seccio´n a partir del punto de
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interseccio´n k-e´simo. Mediante esta herramienta es posible analizar la periodicidad de una
o´rbita, examinando el periodo de repeticio´n de los puntos fijos o puntos de equilibrio en
la seccio´n de Poincare´. Por ejemplo una trayectoria que interseca a Σ en el mismo punto
despue´s de un tiempo T , estar´ıa manifestando una o´rbita de periodo T ; si la misma orbita
pasa por un mismo punto luego de un tiempo equivalente a 2T , el periodo ser´ıa el doble y
se estar´ıa revelando una o´rbita de periodo 2T .
Figura 2-5.: Esquema grafico del mapeo de Poincare
2.5. Bifurcaciones
Una bifurcacio´n es, en pocas palabras, un cambio en la dina´mica de un sistema al presentarse
una variacio´n en uno de los para´metros de dicho sistema (para una definicio´n ma´s detallada,
ver [26]). Por ejemplo, en el caso de los convertidores electro´nicos, la dina´mica y la estabili-
dad del sistema puede variar, al darse cambios en para´metros como la tensio´n de entrada o
la impedancia de carga. Determinar la presencia de bifurcaciones al darse cambios en ciertos
para´metros es importante para saber los l´ımites de la estabilidad de un sistema con respecto
a la variacio´n de estos para´metros.
Los tipos de bifurcaciones que se pueden presentar son muy variados y pueden dar origen a
dina´micas diversas e incluso a comportamiento cao´tico en el sistema. Para su identificacio´n
generalmente se realiza la linealizacio´n del sistema, construyendo la matriz Jacobiana aso-
ciada, y analizando el cambio en sus valores propios. Con este criterio se dan las condiciones
de existencia para varias clases de bifurcaciones, tanto en sistemas de tipo continuo como
en sistemas discretos. En los sistemas continuos se pueden encontrar bifurcaciones de tipo
fold, que ocurren cuando la parte real de un valor propio, pasa de ser positivo a ser cero.
Lo anterior produce que el sistema pase de tener uno o ma´s puntos de equilibrio a no tener
puntos de equilibrio. Tambie´n se presentan las bifurcaciones de tipo Hopf, en las que un
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equilibrio cambia su estabilidad pasando de ser estable a inestable (bifurcacio´n subcr´ıtica) o
de inestable a estable (bifurcacio´n supercr´ıtica). En los sistemas discretos, las bifurcaciones
de ma´s intere´s son las de tipo flip, en las que una o´rbita perio´dica estable, puede pasar a ser
inestable y dar origen a una o´rbita estable del doble del periodo de la o´rbita original. Por
esta razo´n, las bifurcaciones flip tambie´n se conocen como bifurcaciones de doblamiento de
periodo (ver [26]).
En la Figura 2-6 se observa una bifurcacio´n de Hopf subcr´ıtica. Se observa que al variar el
para´metro α, el equilibrio ubicado en el origen pasa de ser atractor (estable) a ser repulsor
(inestable). Adema´s en torno al punto de equilibrio, surge una o´rbita perio´dica estable que
atrae las trayectorias rechazadas por este.
Figura 2-6.: Bifurcacio´n de Hopf
2.6. Caos
La definicio´n ma´s aceptada de caos por la mayor´ıa de los autores es la de un comporta-
miento aperio´dico a largo plazo en un sistema determin´ıstico, comportamiento que exhibe
dependencia sensible a las condiciones iniciales [19]. Este feno´meno se evidencia cuando en
un sistema ya no existe ninguna periodicidad, es decir, las o´rbitas que presenta un sistema
ya no exhiben un orden concreto como antes, sino que su convergencia es muy impredecible.
En pocas palabras se trata de un comportamiento irregular, en el que cualquier variacio´n en
alguna condicio´n inicial, puede ocasionar un cambio dra´stico en la evolucio´n del sistema.
En la seccio´n de Poincare´, el caos se ver´ıa como una nube de puntos, los cuales no se repiten.
El estudio del caos se origino´ con los trabajos de Edward Lorenz [27], quien al estudiar
feno´menos climatolo´gicos modelados por sistemas de ecuaciones diferenciales dina´micas, en-
contro´ un comportamiento irregular al variar ciertos para´metros en su modelo. Uno de los
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resultados de su trabajo fue la gra´fica de una o´rbita en el espacio de estados que muestra un
comportamiento irregular, pero que es atra´ıda hacia una zona establecida teniendo la forma
de una mariposa. Tal o´rbita es conocida como el Atractor de Lorenz (Figura 2-7). La gra´fi-
ca muestra que las trayectorias no convergen a un mismo punto despue´s de un determinado
tiempo (lo cual ser´ıa propio de un comportamiento perio´dico). En vez de esto las trayectorias
se desplazan en torno a este atractor pero en una forma que puede considerarse aleatoria y
que a simple vista no manifiesta una regularidad.
(a) Esquema Ampliado del atractor cao´tico (b) Acercamiento donde se observa el desorden
en las trayectorias
Figura 2-7.: Atractor de Lorenz
2.7. Sistemas de Estructura Variable y Control por
Modos Deslizantes
Los sistemas de estructura variable se definen como un conjunto de subsistemas continuos
con su propia lo´gica conmutada, que operan en una regio´n especifica del espacio de estados,
como consecuencia, sus acciones de control son ejecutadas como funciones discontinuas del
estado del sistema, perturbaciones (si pueden ser medibles), y entradas de referencia [43].
Como su nombre lo indica, la estructura de un sistema con estas caracter´ısticas var´ıa, no
es la misma para todo el rango de valores de las variables de estado. Como consecuencia,
el espacio de estados presenta subdivisiones, cada una con sus propias particularidades, lo
que conduce a discontinuidades en las acciones de control. En la historia de la teor´ıa de
control, el estudio de los sistemas discontinuos de control ha mantenido un alto nivel de
intere´s. Principalmente, este se utiliza en controladores de tipo on-off como el PWM, en los
que ofrece facilidad de implementacio´n y eficiencia en el hardware de control.
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Un sistema de estructura variable puede ser expresado matema´ticamente de la siguiente
forma:
x˙ = f(x, t, u), x ∈ Rn, u ∈ Rm (2-1)
con
u =
{
u+(x, t) si si(x) > 0
u−(x, t) si si(x) < 0
(2-2)
para cada componente, y
s(x)T = (s1(x), ..., sm(x)). (2-3)
en donde f representa una funcio´n definida en el espacio de estados, con un elemento de
discontinuidad u, y sk(x) es una funcio´n que representa una superficie de discontinuidad.
Todas estas funciones por si solas son consideradas continuas. La funcio´n u es la ley de
control de estructura variable, donde los valores u+ y u− son conocidos como valores de
control extremo, los cuales deben cumplir que u+ 6= u− [37]. Generalmente la ley de control
de estructura variable es la que se implementa f´ısicamente mediante el control PWM apli-
cado a un dispositivo de conmutacio´n. La superficie de conmutacio´n s se define como una
subvariedad S = {x ∈ X : s(x) = 0} tal que S ∩X 6= φ [37].
La idea principal del control por modos deslizantes aplicado a los sistemas de estructura
variable es restringir el movimiento de las trayectorias de estado del sistema hacia la o las
superficies de deslizamiento. Una vez se alcance el regimen deslizante, la complejidad del
sistema se reduce, puesto que sobre la superficie de deslizamiento, el sistema solo depende
de los para´metros que definen a esta u´ltima [43].
Otra de las ventajas de restringir la evolucio´n del sistema hacia la subvariedad se da en el
orden del sistema. Ya que la dimensio´n de la superficie de discontinuidad en el espacio de
estados es menor que la dimensio´n total del sistema, su orden se reducira´. Esto garantiza
simplificacio´n y desacoplamiento de variables de estado en el procedimiento de disen˜o [35].
Para lograr llevar el sistema al re´gimen deslizante, se debe tener en cuenta en el disen˜o de
la ley de control, la superficie de conmutacio´n y el modo en el que las variables de estado
sera´n dirigidas hacia esta [42]. De esta forma, cuando las trayectorias alcancen este re´gimen,
permanecera´n en este estado conforme el tiempo tienda a infinito, y se estabilizara´n.
Al observar la Figura 2.8(a) se puede comprender mejor en que consiste la aplicacio´n del
re´gimen deslizante a un sistema de estructura variable. Lo que sucede en esta Figura es lo
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que idealmente ser´ıa el comportamiento del sistema al entrar en la subvariedad deslizante.
Se observa como las trayectorias en el espacio de estados, regidas por un campo vectorial
discontinuo f + gu, son atra´ıdas hacia la superficie de deslizamiento s, de acuerdo a los
valores que toma u. La ley de control u depende de la regio´n en el espacio de estados en
donde se encuentre operando el sistema en un momento dado. En la Figura, si s < 0 el
sistema tomara´ el valor de f + gu−, y si s > 0, el sistema tomara´ el valor de f + gu+, siendo
conducido desde las dos regiones hacia el estado estable.
(a) Deslizamiento Ideal (b) Deslizamiento Real con Chattering
Figura 2-8.: Deslizamiento en el Espacio de Estados
Sin embargo, en la realidad no se da un deslizamiento tan perfecto, puesto que se necesitar´ıa
que la frecuencia de conmutacio´n del sistema fuera infinita y en la pra´ctica eso es imposible.
Lo que se da realmente al alcanzar el re´gimen deslizante es lo que se presenta en la Figu-
ra 2.8(b) en la cual se puede apreciar como las trayectorias son llevadas a la superficie de
conmutacio´n, pero una vez alcanzada esta, las trayectorias no permanecen all´ı exactamente
sino que sufren una especie de inercia que las lleva a oscilar en torno a la superficie des-
lizante. De esta manera se origina el feno´meno conocido como Chattering. Este feno´meno
ofrece condiciones poco deseadas para el sistema. Las oscilaciones producto del Chattering
pueden ocasionar perdidas por disipacio´n de energ´ıa en sistemas electro´nicos, como tambie´n
vibraciones meca´nicas inesperadas en sistemas meca´nicos, y pueden causar la excitacio´n de
dina´micas no modeladas [14]. Todo esto puede llevar a que el comportamiento del sistema
vaya ma´s alla´ de lo que inicialmente se plantea en el modelo original.
Para contrarrestar el Chattering, diversos investigadores han puesto en marcha diferentes
estrategias que se encargan de suavizar la sen˜al de control. Entre las te´cnicas ma´s destacadas
esta´n las del uso de capa limite o de frontera [24],[38]; e implementacio´n de observadores
asinto´ticos [43]. Otra solucio´n consiste en imponer una frecuencia fija de conmutacio´n, tal
como lo hace la te´cnica ZAD.
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2.8. Estrategia de Control ZAD Cla´sica
En esta te´cnica de control de estructura variable, se obliga al sistema a evolucionar hacia
la superficie deslizante, garantizando un promedio cero de conmutacio´n en cada periodo de
muestreo a medida que se aplica el control. Para una superficie de conmutacio´n s(x), la
te´cnica ZAD garantiza que dentro de un periodo de muestreo del sistema (es decir entre kT
y (k + 1)T ) se cumpla:∫ (k+1)T
kT
s(x(t))dt = 0 (2-4)
La superficie de conmutacio´n que usamos en este trabajo, fue la definida en 1988 por Carpita
como:
s(x(t)) = (x1 − x1ref ) + ks(x˙1 − x˙1ref ) (2-5)
Este modelo matema´tico de superficie de conmutacio´n, se define como una dina´mica de
primer orden del error en la variable de estado asociada a la salida del sistema y su derivada.
En la ecuacio´n (2-5), x1 es la variable de estado asociada a la tensio´n en el capacitor de salida.
Como se puede observar, el error se mide por la diferencia entre la salida y la referencia x1ref .
Adema´s, la superficie s(x) so´lo depende de una variable de estado, lo que significa que solo
tiene una dimensio´n o que su orden es igual a uno; de aqu´ı el nombre de dina´mica de
primer orden en el error. Desde el an˜o 2001 la te´cnica se ha venido aplicando a convertidores
electro´nicos, obteniendo resultados satisfactorios en cuanto a error de estado estacionario,
frecuencia fija de conmutacio´n (lo cual reduce el efecto del chattering), eficiencia y robustez.
De acuerdo a esta dina´mica y a la condicio´n de promediado cero en ella, se puede calcular
un ciclo de trabajo d para un PWM, por medio del cual se pone en marcha la ley de control
de estructura variable. Inicialmente se considero´ el enfoque de la resolucio´n de la integral
de manera directa. Este enfoque requiere un alto costo computacional, ya que implica la
resolucio´n de una ecuacio´n trascendente en cada periodo de muestreo. Como segunda opcio´n,
se opto´ por considerar aproximaciones de la superficie de deslizamiento planteada, siendo la
ma´s utilizada la discretizacio´n de esta como una recta a tramos [1], la cual ha presentado
los resultados ma´s satisfactorios.
2.9. Conclusiones
Tras finalizar este cap´ıtulo, se han introducido los conceptos ba´sicos necesarios para com-
prender la tema´tica tratada en el resto del trabajo. Se ha dado una breve descripcio´n del
convertidor buck de potencia, y la importancia de su estudio. Con esto se puede comprobar
su influencia, no so´lo en la industria, sino tambie´n en la vida diaria, y en el desarrollo de
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tecnolog´ıas u´tiles para el cuidado del ambiente. Adema´s se han presentado las principales
caracter´ısticas de un convertidor buck elemental, su estructura circuital y su funcionamiento.
De igual modo se han dado a conocer las diferentes leyes que rigen el control de estructura
variable, uno de los ma´s destacados y utilizados en este tipo de convertidores. Lo anterior
tambie´n sera´ de utilidad en la profundizacio´n de la te´cnica ZAD, que es en s´ı una te´cnica
de control de estructura variable. Por otra parte se han mostrado los principales concep-
tos que tiene que ver con la dina´mica no lineal, como es la aparicio´n de o´rbitas perio´dicas,
bifurcaciones y caos, que sera´n empleados ma´s adelante en el trabajo.
3. Planteamiento Matema´tico de la
Estrategia K-ZAD
3.1. Modelado Matema´tico del Sistema
El esquema estudiado del convertidor reductor o buck se presenta en la Figura 3-1. Para
este esquema no se tiene en cuenta la dina´mica del diodo, por lo tanto el sistema nunca
pasa a modo de conduccio´n discontinua. Aqu´ı el cla´sico esquema de diodo y transistor es
Figura 3-1.: Esquema estudiado del Convertidor Buck
reemplazado por un puente de transistores comunicado con la fuente de entrada. Cuando
se accionan los transistores en 1, la magnitud del pulso sera´ +E, y cuando se accionen los
transistores en 2, la magnitud sera´ −E. Como resultado se tendra´ un PWM que invierte la
polaridad de la fuente cada vez que hay conmutacio´n, y que no permite que la alimentacio´n
se vaya a cero. Lo anterior produce que en algunos casos, la corriente cruce por cero y cambie
de sentido como se vera´ ma´s adelante.
Al aplicar las Leyes de Kirchhoff en el anterior esquema se obtiene el modelo dina´mico de la
ecuacio´n 3-1.
(
v˙
i˙
)
=
( − 1
RC
1
C
− 1
L
0
)(
v
i
)
+
(
0
E
L
)
u (3-1)
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Aqu´ı las variables de estado son el voltaje de salida en el capacitor C y la corriente en el
inductor L. Adema´s u denota la sen˜al de control introducida por el dispositivo de conmu-
tacio´n, la cual toma valores en el conjunto {-1,1}. Con el objetivo de adimensionalizar la
dina´mica del sistema [1], se realiza el siguiente cambio de variables:
x1 =
v
E
x1ref =
Vref
E
x2 =
1
V
√
L
C
i γ =
1
R
√
L
C
(3-2)
As´ı mismo se hace la normalizacio´n del periodo de muestreo con respecto al periodo real Tc
(cuyo valor se toma de la literatura como 50µs) por medio de la siguiente expresio´n:
T =
Tc√
LC
(3-3)
Los valores escogidos para cada para´metro fueron los siguientes: R = 20Ω, C = 40µF ,
L = 2mH y E = 40V . Estos valores han sido tomados de la literatura [1]. De esta forma, el
periodo normalizado adquiere el valor de T = 0, 1767.
De esta manera se obtiene el siguiente modelo normalizado del sistema:
(
x˙1
x˙2
)
=
( −γ 1
−1 0
)(
x1
x2
)
+
(
0
1
)
u (3-4)
que de forma compacta se expresa como x˙ = Ax+ bu; donde:
A =
( −γ 1
−1 0
)
b =
(
0
1
)
x˙ =
(
x˙1
x˙2
)
x =
(
x1
x2
)
Al calcular la solucio´n de este sistema lineal, se obtiene la siguiente expresio´n, la cual calcula
de forma discretizada, el valor de las variables de estado para cualquier periodo kT en el
sistema. Esta expresio´n puede ser utilizada en el mapeo de Poincare´ (ver [26]):
x((k+1)T ) = eATx(kT )+(eA(T−dk/2) +I)A−1(eA(dk/2)−I)b−eA(dk/2)A−1(eA(T−dk)−I)b (3-5)
El valor u, representa la accio´n de control sobre este sistema, la cual es ejecutada por medio
de un PWM de pulso centrado. Este tipo de sen˜al se define matema´ticamente de la siguiente
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manera:
u =

1 si kT < t < kT + d/2
−1 si kT + d/2 < t < kT + (T − d/2)
1 si kT + (T − d/2) < t < kT + T
(3-6)
En la ecuacio´n 3-6, d representa el ciclo de trabajo. Este es calculado de tal forma que el
Figura 3-2.: PWM de pulso centrado
sistema se aproxime a la superficie de deslizamiento definida en la ecuacio´n 2-5 [12], y tal
aproximacio´n debe cumplir el promediado cero en cada periodo de muestreo, definido por
la ecuacio´n 2-4. Para llevar a cabo el promediado cero, se plantea una aproximacio´n por
rectas de la superficie de deslizamiento en [1], que facilita el ca´lculo de la integral. Dicha
aproximacio´n se hace considerando cada uno de los tramos en los que actu´a la sen˜al de PWM
centrado u, determinando la pendiente de la recta en el punto inicial del tramo. Por lo tanto,
la pendiente del tramo inicial y final sera´n iguales, y la pendiente en el tramo central se
calculara´ de la misma forma pero teniendo en cuenta el cambio de signo de u.
3.2. Ca´lculos Anal´ıticos en la Estrategia ZAD Cla´sica
En la Figura 3-3 se puede apreciar co´mo funciona ba´sicamente la te´cnica ZAD cla´sica, donde
el area bajo la curva que representa a la superficie s(x) , debe ser cero.
A continuacio´n se explica con ma´s detalle la forma en que se hace la aproximacio´n por rectas:
La ecuacio´n de la recta conociendo un punto (x0, y0) que pasa por ella, y su pendiente m se
puede expresar como:
y = m(x− x0) + y0 (3-7)
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Figura 3-3.: Esquema Gra´fico de la te´cnica ZAD Cla´sica
Donde x e y representar´ıan las variables abscisa y ordenada respectivamente. En este caso
dichas variables corresponden al tiempo t y el valor de la superficie de deslizamiento s.
Por lo tanto conociendo los puntos al principio de cada tramo y calculando las pendientes
correspondientes a ese punto, podemos encontrar la aproximacio´n de la recta en cada tramo.
De esta forma, si se parte de t = kT y se toma el intervalo (kT, (k + 1)T ), para el primer
tramo t ∈ (kT, kT + d
2
) se tendr´ıa:
s =s˙1(x(kT ))(t− kT ) + s(x(kT ))
Para el segundo tramo t ∈ (kT + d
2
, (k + 1)T − d
2
) se tiene:
s =s˙2(x(kT ))(t− (kT + d
2
)) + (
d
2
)s˙1(x(kT )) + s(x(kT ))
Finalmente, para el tercer tramo t ∈ ((k + 1)T − d
2
, (k + 1)T ) se tiene:
s =s˙1(x(kT ))(t− (k + 1)T + d) + s˙2(x(kT ))(T − d) + s(x(kT ))
Recopilando los ca´lculos anteriores, la integral de la superficie de deslizamiento se puede
expresar de la siguiente forma:∫ (k+1)T
kT
s(x(t))dt ≈
∫ kT+ d
2
kT
(s(x(kT )) + (t− kT )s˙1(x(kT ))dt+ (3-8)∫ (k+1)T− d
2
kT+ d
2
(s(x(kT )) +
d
2
s˙1(x(kT )) + (t− (kT + d
2
))s˙2(x(kT )))dt+∫ (k+1)T
(k+1)T− d
2
s(x(kT )) + (T − d)s˙2(x(kT )) + (t− (k + 1)T + d)s˙1(x(kT ))dt
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Aqu´ı s(x(kT )) es el valor de la superficie de conmutacio´n al momento de muestrear, s˙1(x(kT ))
es la pendiente en el primer y u´ltimo tramos, y s˙2(x(kT )) es la pendiente en el tramo central,
en donde el signo de u se invierte. Al hacer el ca´lculo de la integral definida, igualar a cero
y despejar d , se obtiene la siguiente expresio´n:
d =
2s(x(kT )) + T s˙2(x(kT ))
s˙2(x(kT ))− s˙1(x(kT )) (3-9)
El valor calculado para el ciclo de trabajo d en la ecuacio´n 3-9, expresa el ciclo en unidades
de tiempo normalizadas. Si se requiere expresarlo como una fraccio´n del periodo de muestreo
T para conocer posteriormente su valor en porcentaje, se toma dp =
d
T
∗ 100. En el caso en
que el valor d resulte mayor que T o menor que cero, se tomara el valor de d saturado a uno
de estos valores segu´n corresponda, es decir:
d =

d si 0 < d < T
0 si d ≤ 0
T si d ≥ T
(3-10)
En los casos en que se da esta saturacio´n, la accio´n del ZAD no tiene sentido, puesto que
el “peso” es igual para todo el intervalo de muestreo (o es positivo o es negativo), y no se
podra´ tomar el promedio como cero. Por esto se propone la siguiente variacio´n que permita
alargar el promediado cero a K periodos T de muestreo.
3.3. Ca´lculos Anal´ıticos para la Estrategia K-ZAD
A continuacio´n se considera lo que sucede en el caso en que se tome el promedio cero, no en
uno, sino en K ciclos de trabajo. Anteriormente con la estrategia ZAD cla´sica se propon´ıa:∫ (k+1)T
T
s(x(t))dt = 0
En la estrateg´ıa K-ZAD, lo que se propone es lo siguiente:∫ (k+1)T
kT
s(x(t))dt+
∫ (k+2)T
(k+1)T
s(x(t))dt+ ...+
∫ (k+K)T
(k+(K−1))T
s(x(t))dt = 0 (3-11)
Es decir, la integral que garantiza que el area bajo la curva de la superficie de conmutacio´n
s(x) es cero, se extiende a K ciclos.
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3.3.1. Ca´lculos para la Estrategia 2-ZAD
A continuacio´n se considera tomar K = 2, es decir, analizar la te´cnica 2-ZAD en la cual se
hace un promediado cero dentro de 2 ciclos de muestreo. Por lo tanto la integral queda de
la siguiente forma:∫ (k+1)T
kT
s(x(t))dt+
∫ (k+2)T
(k+1)T
s(x(t))dt = 0 (3-12)
La Figura 3-4 muestra en forma gra´fica, en que consiste el 2-ZAD. En esta Figura, el area
bajo la curva entre los tiempos t = kT y t = (k + 2)T debe ser cero.
Figura 3-4.: Esquema Gra´fico de la te´cnica 2-ZAD
Ya que se esta´n tomando dos intervalos de tiempo de duracio´n T , el ciclo de trabajo d para
cada intervalo es distinto, as´ı como tambie´n las pendientes de las rectas. Por lo tanto se toma
la siguiente notacio´n:
En el primer intervalo, el ciclo de trabajo se denomina d1, diferenciandolo del ciclo de
trabajo del segundo intervalo d2.
En el primer intervalo se usan las pendientes s˙11 y s˙21, que corresponden a las pendientes
s˙1(x(kT )) y s˙2(x(kT )) para el periodo 1. Estas son calculadas de acuerdo al signo de la
sen˜al u y muestreadas al inicio del primer intervalo (es decir en t = kT ). En el segundo
intervalo se observan las pendientes s˙12 y s˙22, las cuales corresponden a s˙1(x((k+1)T ))
y s˙2(x((k + 1)T )) para el periodo 2. Estas son calculadas muestreando al final del
periodo 1 e inicio del periodo 2 (es decir en t = (k+ 1)T ) como se observa en la Figura
3-4.
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Se conserva el valor de s(x(kT )), que es el valor de la superficie de conmutacio´n mues-
treado en el instante inicial (t = kT ). Este valor no es el mismo para el punto (k+1)T ,
en este punto el valor de s dependera´ de s(x(kT )).
Las aproximaciones por rectas para cada intervalo se realizan de la siguiente forma:
Para el primer intervalo t ∈ (kT, (k+1)T ) se tienen las pendientes s˙11 y s˙21 (por simplicidad
se denotan de esta manera en el desarrollo de las ecuaciones) y el ciclo de trabajo d1. En
el primer tramo del primer intervalo, es decir, t ∈ (kT, kT + d1
2
) la pendiente de la recta es
s˙11(x(kT )). Con lo anterior se tiene:
s =s˙11(t− kT ) + s(x(kT ))
Para el segundo tramo del primer intervalo, es decir, t ∈ (kT+ d1
2
, (k+1)T− d1
2
) con pendiente
s˙21(x(kT )) se tiene:
s =s˙21(t− kT − d1
2
) + s˙11(
d1
2
) + s(x(kT ))
Para el tercer tramo t ∈ ((k + 1)T − d1
2
, (k + 1)T ) del primer intervalo, con pendiente
s˙11(x(kT )), se tiene:
s =s˙11(t− (k + 1)T + d1) + s˙21(T − d1) + s(x(kT ))
Para el segundo intervalo t ∈ ((k + 1)T, (k + 2)T ) se tienen las pendientes s˙12 y s˙22 (por
simplicidad se denotan de esta manera en el desarrollo de las ecuaciones) y el ciclo de trabajo
es d2. En el primer tramo de este segundo intervalo, es decir t ∈ ((k + 1)T, (k + 1)T + d22 ),
cuya pendiente es s˙12(x((k+1)T )), la aproximacio´n por rectas queda de la siguiente manera:
s =s˙12(t− (k + 1)T ) + s˙11(d1) + s˙21(T − d1) + s(x(kT ))
En el segundo tramo del segundo intervalo, t ∈ ((k+ 1)T + d2
2
, (k+ 2)T − d2
2
), con pendiente
s˙22(x((k + 1)T )), la recta queda as´ı:
s =s˙22(t− (k + 1)T − d2
2
) + s˙12(
d2
2
) + s˙11(d1) + s˙21(T − d1) + s(x(kT ))
Finalmente, en el tercer tramo del segundo intervalo t ∈ ((k + 2)T − d2
2
, (k + 2)T ), con
pendiente s˙12(x((k + 1)T )), se tiene la siguiente aproximacio´n por rectas:
s =s˙12(t− (k + 2)T + d2) + s22(T − d2) + s˙11(d1) + s˙21(T − d1) + s(x(kT ))
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As´ı se llega a la siguiente integral:∫ T
0
s(x(t))dt+
∫ 2T
T
s(x(t))dt ≈
∫ kT+ d1
2
kT
s˙11(t− kT ) + s(x(kT ))dt+ (3-13)∫ (k+1)T− d1
2
kT+
d1
2
s˙21(t− kT − d1
2
) + s˙11(
d1
2
) + s(x(kT ))dt+∫ (k+1)T
(k+1)T− d1
2
s˙11(t− (k + 1)T + d1) + s˙21(T − d1) + s(x(kT ))dt+∫ (k+1)T+ d2
2
(k+1)T
s˙12(t− (k + 1)T ) + s˙11(d1) + s˙21(T − d1) + s(x(kT ))dt∫ (k+2)T− d2
2
(k+1)T+
d2
2
s˙22(t− (k + 1)T − d2
2
) + s˙12(
d2
2
)+
s˙11(d1) + s˙21(T − d1) + s(x(kT ))dt+∫ (k+2)T
(k+2)T− d2
2
s˙12(t− (k + 2)T + d2) + s22(T − d2) + s˙11(d1)+
s˙21(T − d1) + s(x(kT ))dt
Resolviendo la anterior integral se encuentra la siguiente expresio´n de d2 en funcio´n de d1:
d2 =
−(3d1s˙11 + 3T s˙21 + 4s(x(kT )) + T s˙22 − 3d1s˙21)
(s˙12 − s˙22) (3-14)
Al tener a d1 como variable independiente y a d2 como variable dependiente de d1, se da la
ventaja de que d1 puede ser asumido como un valor de ciclo de trabajo no saturado. La idea
es calcular el mejor valor de d2 evaluando con varios valores de d1 entre 0 y T , es decir, escoger
el valor resultante de d2 que ma´s se aproxime al ciclo de trabajo en estado estacionario. De
esta forma se hara´ una especie de induccio´n de la variable de estado de tensio´n x1 hacia el
valor correcto de regulacio´n. Este algoritmo se explica mas detalladamente en el cap´ıtulo 4.
3.3.2. Ca´lculos para la Estrategia 3-ZAD
A continuacio´n, se considera el caso de la te´cnica K-ZAD, en el que K = 3. La te´cnica
3-ZAD, extiende el promediado cero de la dina´mica del error a 3 periodos de muestreo T .
En este caso la integral queda de la siguiente manera:∫ (k+1)T
kT
s(x(t))dt+
∫ (k+2)T
(k+1)T
s(x(t))dt+
∫ (k+3)T
(k+2)T
s(x(t))dt = 0 (3-15)
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En este caso, se debe tener las mismas consideraciones para los ca´lculos que con el 2-ZAD,
pero ya que se utilizan 3 intervalos de muestreo T , se aumenta el nu´mero de ciclos de
trabajo y pendientes utilizadas. Adema´s, se debe tener en cuenta que las pendientes del
u´ltimo intervalo dependen del estado x((k + 2)T ), y las del penu´ltimo intervalo, del estado
x((k + 1)T ). Adicionalmente, el ciclo de trabajo d3 ahora dependera´ de d2 y d1, que sera´n
ahora las dos variables independientes. Las aproximaciones por rectas quedan igual que en
el caso del 2-ZAD, excepto para el tercer intervalo. Esto quiere decir:
Para el primer intervalo t ∈ (kT, (k + 1)T ) con pendientes s˙11 y s˙21 y ciclo de trabajo d1, el
primer tramo, es decir, t ∈ (kT, kT + d1
2
) tiene la siguiente aproximacio´n por rectas :
s =s˙11(t− kT ) + s(x(kT ))
Para el segundo tramo del primer intervalo, es decir, t ∈ (kT + d1
2
, (k + 1)T − d1
2
) se tiene:
s =s˙21(t− kT − d1
2
) + s˙11(
d1
2
) + s(x(kT ))
Para el tercer tramo t ∈ ((k + 1)T − d1
2
, (k + 1)T ) del primer intervalo se tiene:
s =s˙11(t− (k + 1)T + d1) + s˙21(T − d1) + s(x(kT ))
Para el segundo intervalo t ∈ ((k+ 1)T, (k+ 2)T ) con pendientes s˙12 y s˙22 y ciclo de trabajo
es d2, el primer tramo, es decir t ∈ ((k+ 1)T, (k+ 1)T + d22 ), tiene la siguiente aproximacio´n
por rectas:
s =s˙12(t− (k + 1)T ) + s˙11(d1) + s˙21(T − d1) + s(x(kT ))
Para el segundo tramo del segundo intervalo, t ∈ ((k + 1)T + d2
2
, (k + 2)T − d2
2
), la recta
queda as´ı:
s =s˙22(t− (k + 1)T − d2
2
) + s˙12(
d2
2
) + s˙11(d1) + s˙21(T − d1) + s(x(kT ))
En el tercer tramo del segundo intervalo t ∈ ((k + 2)T − d2
2
, (k + 2)T ), se tiene la siguiente
aproximacio´n por rectas:
s =s˙12(t− (k + 2)T + d2) + s22(T − d2) + s˙11(d1) + s˙21(T − d1) + s(x(kT ))
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Ahora, en el tercer intervalo, es decir, t ∈ ((k + 2)T, (k + 3)T ) las pendientes son s˙13 y s˙23,
y el ciclo de trabajo es d3. En el primer tramo t ∈ ((k + 2)T, (k + 2)T + d32 ), se tiene:
s =s˙13(t− (k + 2)T ) + s˙12((k + 2)T − (k + 2)T + d2) + s22(T − d2) + s˙11(d1) + s˙21(T − d1)+
s(x(kT ))
s =s˙13(t− (k + 2)T ) + s˙12(d2) + s22(T − d2) + s˙11(d1) + s˙21(T − d1) + s(x(kT ))
En el segundo tramo, t ∈ ((k + 2)T + d3
2
, (k + 3)T − d3
2
), se tiene:
s =s˙23(t− (k + 2)T − d3
2
) + s˙13((k + 2)T +
d3
2
− (k + 2)T ) + s˙12(d2) + s22(T − d2)+
s˙11(d1) + s˙21(T − d1) + s(x(kT ))
s =s˙23(t− (k + 2)T − d3
2
) + s˙13(
d3
2
) + s˙12(d2) + s22(T − d2)+
s˙11(d1) + s˙21(T − d1) + s(x(kT ))
Finalmente, en el tercer tramo t ∈ ((k + 3)T − d3
2
, (k + 3)T ), la aproximacio´n por rectas se
da como sigue:
s =s˙13(t− (k + 3)T − d3
2
) + s˙23((k + 3)T − d3
2
− (k + 2)T − d3
2
) + s˙13(
d3
2
)+
s˙12(d2) + s22(T − d2) + s˙11(d1) + s˙21(T − d1) + s(x(kT ))
s =s˙13(t− (k + 3)T − d3
2
) + s˙23(T − d3) + s˙13(d3
2
)+
s˙12(d2) + s22(T − d2) + s˙11(d1) + s˙21(T − d1) + s(x(kT ))
s =s˙13(t− (k + 3)T ) + s˙23(T − d3) + s˙12(d2) + s22(T − d2)+
s˙11(d1) + s˙21(T − d1) + s(x(kT ))
Resolviendo la integral con las anteriores aproximaciones por rectas, se encuentra la siguiente
expresio´n de d3, en funcio´n de d2 y de d1:
d3 =
−(3T s˙22 + 5d1s˙11 − 3d2s˙22 − 5d1s˙21 + 3d2s˙12 + 5T s˙21 + 6s(x(kT ))− 3s˙32)
(s˙31 − s˙32) (3-16)
Con la te´cnica 3-ZAD, se tienen 2 grados de libertad, los cuales son los ciclos de trabajo d1
y d2. Se aplicara´ el mismo criterio que a la te´cnica 2-ZAD, encontrando el valor de d3 que
mas se aproxime al valor del ciclo de trabajo en estado estable deq. En este caso la bu´squeda
se har´ıa en funcio´n de dos variables independientes que son d1 y d2.
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3.4. Conclusiones
En el cap´ıtulo que culmina, se ha presentado el modelo dina´mico a seguir del sistema en
cuestio´n. Se han dado a conocer con ma´s detalle las principales variables de estado del
sistema y los para´metros que van a ser tratados en el resto del trabajo. Tambie´n se ha
introducido la te´cnica K-ZAD y se ha explicado de donde viene la idea de aplicar esta
te´cnica, la cual es evitar la saturacio´n producida en el ciclo de trabajo. Se han mostrado
los ca´lculos anal´ıticos correspondientes, de la te´cnica ZAD y la te´cnica 2-ZAD y 3-ZAD,
para comparar sus similitudes y diferencias. Con esto se busca comprender ma´s a fondo la
variacio´n que se da al utilizar la te´cnica K-ZAD y las diferentes extensiones que esta presenta
para la te´cnica ZAD original.
4. Implementacio´n y Resultados
Nume´ricos
4.1. Descripcio´n del Algoritmo
En la te´cnica K-ZAD se puede observar, que al aumentar K el ciclo de trabajo del u´ltimo
intervalo, es dependiente de los ciclos anteriores, los cuales son de libre escogencia. A con-
tinuacio´n se describira´ la implementacio´n de la te´cnica 2-ZAD so´lamente, ya que la te´cnica
3-ZAD se implementa de forma muy similar, so´lo cambia el nu´mero de ciclos de trabajo
independientes.
En la te´cnica 2-ZAD se debe tener en cuenta que el ciclo de trabajo d2 esta´ en funcio´n de d1.
Adema´s, saber que las pendientes correspondientes a cada tramo de la representacio´n por
rectas son s11(x(kT )) y s21(x(kT )) en el intervalo t ∈ (kT, (k + 1)T ), y s12(x((k + 1)T )) y
s22(x((k + 1)T )) en el intervalo t ∈ ((k + 1)T, (k + 2)T ). Para el ca´lculo de las dos u´ltimas
pendientes, se debe obtener previamente el valor de x((k + 1)T ), el cual depende de las
pendientes en el primer intervalo y del ciclo de trabajo d1. El ciclo de trabajo del primer
intervalo d1, es totalmente independiente, este ciclo se selecciona libremente para obtener un
valor o´ptimo de d2. Lo procedente es escoger a d1, de tal manera que el valor de d2 resultante,
sea cercano al valor de equilibrio del sistema, el cual esta´ definido segu´n [1] como:
deq = T
1 + x1ref
2
(4-1)
Para obtener valores adecuados de d1 y d2, se utiliza una funcio´n de optimizacio´n. Esta
funcio´n evalu´a valores de d1 entre 0 y T , obteniendo para cada uno de estos, un valor de d2
respectivo. Para cada uno de estos se calcula la diferencia en valor absoluto entre deq y d2.
La funcio´n de optimizacio´n, encuentra la diferencia que sea mı´nima, y entrega los valores
de d1 y d2 que la originan. En caso de que ambos ciclos de trabajo den no saturados se
calculan las pendientes y se procede a realizar dos iteraciones que llevaran de x(kT ) hasta
x((k + 2)T ), haciendo uso de la aplicacio´n de Poincare´ en 3-5. En cada iteracio´n se utiliza
d1 y d2 respectivamente, que son los valores encontrados por la funcio´n de optimizacio´n. Si
alguno de los dos ciclos del 2-ZAD resulta saturado (d1 o´ d2) se procede con el ZAD cla´sico
en cada iteracio´n.
A continuacio´n se muestra el diagrama de flujo que describe el algoritmo implementado.
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INICIO 
Inicializar 
parametros: 
ks, gamma, 
T, xref, N=2 
Se asumen valores de d1 
0<d1<T y se calcula d2 
respectivo 
Se realizan N iteraciones 
mediante el mapa de 
Poincare; Se almacenan 
los valores calculados de 
las variables de estado 
¿Número 
máximo de 
iteraciones 
alcanzado? 
NO SI 
Se toma d1 que produzca 
la mínima diferencia en 
valor absoluto entre d2 y 
d de equilibrio 
¿El valor calculado 
de d1  ó d2 o ambos 
es saturado? 
N=2 
NO 
SI 
Se permite que el ciclo se 
sature: d=T si d>=T o d=0 
si d<=0; se asume N=1 
FIN 
Se grafican los 
resultados 
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4.2. Gra´ficas Obtenidas en el Tiempo y Espacio de
Estados
Se presentan las gra´ficas obtenidas para cada extensio´n de la te´cnica K-ZAD. En estas
gra´ficas se utilizan diferentes colores en la representacio´n en el espacio de estados. En el
dominio del tiempo se utiliza el color rojo para representar la variable de voltaje, y azul para
representar la variable de corriente.
4.2.1. Gra´ficas para la Te´cnica 2-ZAD
En las siguientes gra´ficas se hacen comparaciones de las gra´ficas obtenidas con distintos
valores del para´metro ks. El objetivo es observar los efectos de la te´cnica 2-ZAD en los
valores del para´metro para los que se da la saturacio´n del ciclo de trabajo. En estas gra´ficas
los tramos de la recta a trozos se representan as´ı: en el ZAD cla´sico el primer tramo (intervalo
(0, d
2
)) al igual que el u´ltimo tramo (intervalo (T− d
2
,T )) son representados en azul, y el tramo
intermedio (intervalo (d
2
,T − d
2
)) es representado en color verde. En el 2-ZAD, en el primer
intervalo, es decir el intervalo (kT, (k+1)T ) donde predomina d1, se usan los mismos colores
que el ZAD cla´sico; y para el segundo intervalo, en el que se toma d2, los tramos llevan los
colores cyan en el primer y u´ltimo tramos, y magenta en el tramo central.
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(a) Gra´fica en el espacio de estados (b) Acercamiento a la o´rbita perio´dica
(c) Variables x1 (rojo), y x2 (azul) contra el tiempo
Figura 4-1.: Gra´ficas de la te´cnica 2-ZAD para un valor de ks = 4,5 partiendo de condiciones
iniciales cero con referencia X1ref = 0,8
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(a) Gra´fica en el espacio de estados (b) Acercamiento a la o´rbita perio´dica
(c) Variables x1 (rojo), y x2 (azul) contra el tiempo
Figura 4-2.: Gra´ficas de la te´cnica ZAD cla´sica para un valor de ks = 4,5 partiendo de
condiciones iniciales cero con referencia X1ref = 0,8
Al comparar las Figuras 4-1 y 4-2 se puede ver que para un valor de ks = 4,5, valor en
donde el sistema presenta estabilidad; la te´cnica 2-ZAD se comporta de manera similar que
la te´cnica ZAD cla´sica. Se observa que las dos te´cnicas siguen normalmente al valor de
referencia (que en este caso se toma como X1ref = 0,8) y convergen a la o´rbita 1-perio´dica
en el espacio de estados. Aqu´ı las condiciones iniciales se toman como 0 por lo cual se puede
observar el sistema desde el estado transitorio hasta que alcanza el estado estable. Se observa
que en el estado transitorio, se extiende un poco ma´s la amplitud de la variable de corriente
en el 2-ZAD que en el ZAD cla´sico. Lo anterior sugiere que para este valor de referencia, ser´ıa
ma´s conveniente permitir la saturacio´n en los primeros intervalos de muestreo, en donde se
da estado transitorio. El objetivo del 2-ZAD ser´ıa eliminar la saturacio´n cuando el sistema
entre en estado estable, donde lo ideal es que esta no actu´e.
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(a) Gra´fica en el espacio de estados (b) Acercamiento a la o´rbita perio´dica
(c) Variables x1 (rojo), y x2 (azul) contra el tiempo
Figura 4-3.: Gra´ficas de la te´cnica 2-ZAD para un valor de ks = 4,5 partiendo de condiciones
iniciales cero con referencia X1ref = 0,5
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(a) Gra´fica en el espacio de estados (b) Acercamiento a la o´rbita perio´dica
(c) Variables x1 (rojo), y x2 (azul) contra el tiempo
Figura 4-4.: Gra´ficas de la te´cnica ZAD cla´sica para un valor de ks = 4,5 partiendo de
condiciones iniciales cero con referencia X1ref = 0,5
Al observar las Figuras 4-3 y 4-4, hay una leve mejor´ıa en la evolucio´n del estado transitorio
con la te´cnica 2-ZAD. Se puede distinguir un punto en donde la saturacio´n del ciclo de trabajo
hace que la te´cnica actu´e y reduzca la amplitud en la componente de corriente de las o´rbitas.
Esto tambie´n se ve en las gra´ficas contra el tiempo, en las que el sobreimpulso ma´ximo en
la gra´fica de la corriente del 2-ZAD es atenuado con respecto al ZAD cla´sico. Lo anterior
sugiere una dependencia del valor de referencia en la velocidad de estabilizacio´n del sistema.
Sin embargo, la diferencia entre las dos te´cnicas es muy poca, puesto que en la gra´fica contra
el tiempo se observa, que las 2 alcanzan el estado estacionario en tiempos muy similares. Por
esto se podr´ıa concluir que al utilizar condiciones iniciales que induzcan el estado transitorio,
se puede permitir la saturacio´n del ciclo de trabajo mientras se alcanza el estado estable.
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(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-5.: Te´cnica 2-ZAD con ks = 4,5 y condiciones iniciales cercanas a la referencia
(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-6.: Te´cnica ZAD cla´sica con ks = 4,5 y condiciones iniciales cercanas a la referencia
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(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-7.: Te´cnica 2-ZAD con ks = 2,5 y condiciones iniciales cercanas a la referencia
(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-8.: Te´cnica ZAD cla´sica con ks = 2,5 y condiciones iniciales cercanas a la referencia
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(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-9.: Te´cnica 2-ZAD con ks = 2 y condiciones iniciales cercanas a la referencia
(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-10.: Te´cnica ZAD cla´sica con ks = 2 y condiciones iniciales cercanas a la referencia
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(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-11.: Te´cnica 2-ZAD con ks = 1,5 y condiciones iniciales cercanas a la referencia
(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-12.: Te´cnica ZAD cla´sica con ks = 1,5 y condiciones iniciales cercanas a la
referencia
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(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-13.: Te´cnica 2-ZAD con ks = 1 y condiciones iniciales cercanas a la referencia
(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-14.: Te´cnica ZAD cla´sica con ks = 1 y condiciones iniciales cercanas a la referencia
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(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-15.: Te´cnica 2-ZAD con ks = 0,5 y condiciones iniciales cercanas a la referencia
(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-16.: Te´cnica ZAD cla´sica con ks = 0,5 y condiciones iniciales cercanas a la
referencia
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En las Figuras 4-5 a 4-16 se ha tomado una referencia de 0, 8 y unas condiciones iniciales
x1 = x1ref y x2 = γx1ref (valores de estado estable segu´n [1]). Las condiciones iniciales se
toman cercanas al valor de estado estable, para comprobar el desempen˜o de la te´cnica en este
estado. Para una mejor visualizacio´n del tipo de o´rbita que se obtiene en estado estable, se
toman los u´ltimos valores obtenidos para realizar el retrato de fase. Se observa co´mo actu´a
la te´cnica 2-ZAD al variar el para´metro ks de un valor en donde se presenta estabilidad
1-perio´dica, a valores donde el sistema presenta bifurcaciones y caos con la te´cnica ZAD
cla´sica. Puede verse co´mo las o´rbitas se mantienen en una misma posicio´n cercana a la
zona de convergencia de la o´rbita 1-perio´dica sin presentar un desplazamiento mayor. En
contraste, la te´cnica ZAD cla´sica presenta o´rbitas de orden superior y caos al mover el
para´metro a valores menores. Por lo tanto la te´cnica 2-ZAD exhibe un comportamiento
mucho ma´s estable que la te´cnica ZAD. Lo anterior se puede evidenciar ma´s adelante en
los correspondientes diagramas de bifurcaciones, los cuales han sido realizados a partir de la
aplicacio´n de Poincare´ definida para el sistema por la ecuacio´n 3-5.
4.2.2. Gra´ficas Para la Te´cnica 3-ZAD
Para la te´cnica 3-ZAD se tienen 3 intervalos de muestreo T para el promediado cero, por
lo tanto, se usaran los mismos colores que la te´cnica 2-ZAD, para representar los primeros
2 intervalos, y en el tercer intervalo se utiliza rojo para representar los tramos 1 y 3, y
amarillo para representar el tramo central. En las Figuras 4-17 a 4-20, se puede observar
(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-17.: Te´cnica 3-ZAD con ks = 4,5 y condiciones iniciales cercanas a la referencia
el fuerte comportamiento cao´tico de la estrategia 3-ZAD, au´n en el valor de ks = 4,5, donde
se presenta estabilidad. Esto se debe posiblemente a que la funcio´n de optimizacio´n puede
encontrar muchos valores de d1 y d2 que minimizan la diferencia entre d3 y el valor deq (ciclo
de trabajo en estado estable). Lo anterior puede ser cambiado, imponiendo una restriccio´n
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(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-18.: Te´cnica ZAD cla´sica con ks = 4,5 y condiciones iniciales cercanas a la
referencia
para que los valores encontrados de d1 y d2, este´n dentro de un rango al rededor del valor
de equilibrio deq. As´ı los valores que hacen mı´nimo el valor absoluto de la diferencia d3− deq
sera´n tal que d1, d2 ∈ (deq−ε, deq +ε), donde ε es ajustable. Se pueden escoger varios valores
de ε pero lo recomendable es escoger valores pequen˜os, con esto se logra que se presente
saturacio´n pero dentro de unos l´ımites ma´s cercanos al valor de estado estable.
46 4 Implementacio´n y Resultados Nume´ricos
(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-19.: Te´cnica 3-ZAD con ks = 1 y condiciones iniciales cercanas a la referencia
(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-20.: Te´cnica ZAD cla´sica con ks = 1 y condiciones iniciales cercanas a la referencia
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(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-21.: Te´cnica 3-ZAD cla´sica con ks = 4,5, ε = 1 × 10−4, y condiciones iniciales
cercanas a la referencia
(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-22.: Te´cnica 3-ZAD cla´sica con ks = 2, ε = 1 × 10−4, y condiciones iniciales
cercanas a la referencia
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(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-23.: Te´cnica 3-ZAD cla´sica con ks = 1, ε = 1 × 10−4, y condiciones iniciales
cercanas a la referencia
(a) Gra´fica en el espacio de estados (b) Gra´fica con respecto al tiempo
Figura 4-24.: Te´cnica 3-ZAD cla´sica con ks = 0,5, ε = 1 × 10−4, y condiciones iniciales
cercanas a la referencia
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En las Figuras 4-21 a 4-24, se toma el valor de ε = 1× 10−4 para la restriccio´n. Se observa
que el 3-ZAD tambie´n mantiene las o´rbitas estables a medida que var´ıa el para´metro ks,
incluso en valores muy bajos de este para´metro. En comparacio´n con el 2-ZAD, este u´ltimo
tiene un desempen˜o un poco mejor que el 3-ZAD, ya que si se observan detenidamente las
Figuras, se notara´ que en el 3-ZAD todav´ıa existe caos, pero es un caos acotado, debido
a que los l´ımites de saturacio´n han sido acortados. As´ı, el caos se mantiene en un rango
pequen˜o alrededor de la o´rbita 1-perio´dica, y este rango puede incrementarse en cuanto se
incremente el valor de ε. En el caso de la te´cnica 2-ZAD, no es necesario utilizar un ε que
acote el caos, ya que para los l´ımites de saturacio´n convencionales (de 0 hasta T ) en el 2-ZAD
se encuentran valores apropiados para lograr mas estabilidad.
Con esto se puede ver que a medida que aumente el valor de K en la estrategia K-ZAD,
aumentara´ el nu´mero de ciclos de trabajo que sean de libre escogencia. Esto implica un
aumento de dimensio´n en el problema de optimizacio´n, el cual puede tener ma´s de una
solucio´n. Al escoger valores de K mayores, se debe restringir el dominio de escogencia de los
ciclos de trabajo independientes, reduciendo los l´ımites de saturacio´n para estos.
4.3. Diagramas de Bifurcaciones con Respecto al
Para´metro ks
4.3.1. Diagramas de Bifurcaciones de la Te´cnica 2-ZAD
En la te´cnica ZAD cla´sica utilizando pulso centrado, se ha definido un rango de estabilidad
del sistema para valores de ks superiores a 3,23 aproximadamente. Por debajo de este valor
se presentan bifurcaciones de doblamiento de periodo, saturacio´n y caos. El rango tomado
en los siguientes diagramas de bifurcaciones comprende valores por encima y por debajo de
este valor (ks = 5 a ks = 0,1), en donde se puede observar el paso del sistema de un estado
ma´s estable a un estado cao´tico. Valores mayores del para´metro no son tenidos en cuenta,
puesto que para estos, el sistema pierde la capacidad de regulacio´n [1].
En la Figura 4-25 se observan por ejemplo, la aparicio´n de bifurcaciones para la te´cnica
ZAD cla´sica en valores menores a ks = 3,23. Por encima de este valor se aprecian los puntos
correspondientes a la o´rbita 1-perio´dica donde el sistema es estable. El valor para el ciclo
de trabajo en estado estable con x1ref = 0,8 y γ = 0,35, es aproximadamente 0, 1590. Se
aprecia en los tres diagramas de bifurcaciones que el comportamiento cao´tico se alcanza
gradualmente al descender el para´metro ks. En valores del para´metro ks inferiores a 1, se
llega a un caos ma´s prominente. Adema´s al disminuir dicho para´metro, tambie´n aumenta
el error de regulacio´n. Existe un punto en especial en el diagrama de bifurcaciones del ciclo
de trabajo, cerca de ks = 3,23. En este punto, la o´rbita 2-perio´dica realiza un salto hacia la
saturacio´n en pocos valores del para´metro ks (entre ks = 3,23 y ks = 3,20 aproximadamente).
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Esto se logra corregir usando el 2-ZAD.
(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
(c) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(d) Acercamiento diagrama de bifurcaciones de la
variable asociada al voltaje
Figura 4-25.: Diagramas de bifurcaciones ZAD cla´sico con respecto al para´metro ks
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
(c) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(d) Acercamiento diagrama de bifurcaciones de la
variable asociada al voltaje
Figura 4-26.: Diagramas de bifurcaciones 2-ZAD con respecto al para´metro ks
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En los diagramas de la Figura 4-26 se ha tomado el 2-ZAD enteramente para todo el rango del
para´metro ks, permitiendo la saturacio´n en los u´ltimos valores donde este ya no puede actuar.
Se observa que hay un rango ma´s amplio en el que el sistema se aproxima a la estabilidad 1
perio´dica. Este esta´ comprendido desde ks = 5 hasta aproximadamente ks = 0,5. Dentro de
este rango, la accio´n del 2-ZAD evita que las o´rbitas se alejen demasiado de la o´rbita estable
1-perio´dica, al no permitir la saturacio´n del ciclo de trabajo, y mantenerlo cercano al valor
de estado estable. Si se miran ma´s de cerca estos diagrama de bifurcaciones, se notara la
presencia de un doble valor del ciclo de trabajo (ver Figura 4.27(a)), lo que ocurre tambie´n
en el diagrama de bifurcacio´n de la variable asociada a la corriente (Figura 4.27(b)). Puede
decirse que es una o´rbita de periodo 2, pero muy cercana al valor de la o´rbita de periodo 1.
En el diagrama de bifurcaciones de la variable asociada a la tensio´n (Figura 4.27(c)), se da
una o´rbita de periodo 1, que se mantiene hasta aproximadamente ks = 0,5. Se observa que
en la variable asociada a la tensio´n, el error con respecto a la referencia es bajo (los valores
de regulacio´n se dan entre 0,7993 a 0,7999), tambie´n se observa esto en la variable asociada
a la corriente.
Otra alternativa es usar el 2-ZAD en conjunto con el ZAD cla´sico, es decir, utilizar el ZAD
cla´sico en valores de ks en los que se sepa que va a haber estabilidad 1-perio´dica, y utilizar
el 2-ZAD en valores donde se pierde tal estabilidad. Por ejemplo en la Figura 4-28, se ha
hecho lo anteriormente descrito y los resultados son iguales a simple vista. Lo que se hace es
tomar el ZAD cla´sico y evaluar los valores propios de la matriz Jacobiana de la aplicacio´n de
Poincare´ (primera iteracio´n), para cada valor de ks. Si alguno de los valores propios llegan a
ser menores que -1, habra´ una bifurcacio´n de tipo flip o doblamiento de periodo. Se examina
los valores propios mientras no sean menores que un valor cercano a -1 (se tomo´ −0,995) para
evitar el salto que se da cerca de ks = 3,23. Al disminuir de este valor, se hace que el 2-ZAD
entre en accio´n y estabilice el ciclo de trabajo. Como se puede ver en los acercamientos de la
Figura 4-29, hay un salto muy pequen˜o entre la salida del ZAD y la entrada del 2-ZAD. En
este salto el 2-ZAD cumple la funcio´n de estabilizar el sistema y suprimir el disparo hacia la
saturacio´n que anteriormente se presentaba.
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
(c) Bifurcaciones de la variable asociada al voltaje
en el capacitor
Figura 4-27.: Acercamiento en los diagramas de bifurcaciones del 2-ZAD con respecto al
para´metro ks
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
(c) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(d) Acercamiento diagrama de bifurcaciones de la
variable asociada al voltaje
Figura 4-28.: Diagramas de bifurcaciones con respecto al para´metro ks utilizando el ZAD
cla´sico y luego el 2-ZAD
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
(c) Bifurcaciones de la variable asociada al voltaje
en el capacitor
Figura 4-29.: Acercamiento en los diagramas de bifurcaciones con respecto al para´metro ks
utilizando el ZAD cla´sico y luego el 2-ZAD
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4.3.2. Diagramas de Bifurcaciones de la Te´cnica 3-ZAD
Inicialmente se realizaron las gra´ficas del 3-ZAD tomando los l´ımites de saturacio´n normales
para los ciclos de trabajo, es decir de 0 a T . Los resultados se presentan en la Figura 4-30,
en donde se observa caos incluso en zonas donde el para´metro ks conducir´ıa a la estabilidad
de la o´rbita de periodo 1 en el ZAD. Se puede decir que, para el 3-ZAD, el nu´mero de
ciclos independientes d1 y d2 que minimizan la diferencia entre deq y d3, pueden ser muchos
dentro del dominio de 0 a T . Ahora se prueba restringir este dominio mediante valores de ε
pequen˜os, de manera que la cercan´ıa al ciclo de trabajo de equilibrio deq sea menor. De esta
forma, la funcio´n de optimizacio´n encontrara´ valores de d1 y d2 que minimicen la diferencia,
y que tambie´n sean cercanos al punto de equilibrio del ciclo de trabajo.
(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
(c) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(d) Acercamiento diagrama de bifurcaciones de la
variable asociada al voltaje
Figura 4-30.: Diagramas de bifurcaciones 3-ZAD con respecto al para´metro ks con l´ımites
de saturacio´n 0 a T
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En las Figuras 4-31 y 4-32 se observan los resultados de escoger los ciclos independientes d1
y d2 en un dominio restringido, expresado por d1, d2 ∈ (deq−ε, deq +ε), con ε = 2×10−4. En
este caso, el caos es menos notable y se observa que el sistema parece estabilizarse mucho ma´s.
Sin embargo, al tener un acercamiento de los diagramas de bifurcaciones (Figuras 4.31(d) y
4-32), se aprecia que ahora la saturacio´n se da dentro de los l´ımites escogidos, y que todav´ıa
siguen apareciendo feno´menos cao´ticos, mucho ma´s inestables que los que aparecen al utilizar
el 2-ZAD. Se puede observar en el diagrama del ciclo de trabajo, una l´ınea recta central. Esta
contiene a los valores ma´s cercanos al ciclo de trabajo de estado estacionario, en su mayor´ıa
los valores de d3, y alrededor de esta, valores de d1 y d2 que tienden a aproximarse al valor
exacto de deq. Estos podra´n aproximarse ma´s a este valor exacto en cuanto ma´s pequen˜o se
tome el valor de ε, aunque si se toma muy pequen˜o, los l´ımites en la saturacio´n ser´ıan muy
reducidos, y esta no podr´ıa evitarse.
Otra cosa que puede distinguirse en este diagrama es que la zona de accio´n del 3-ZAD
se extiende un poco ma´s que el 2-ZAD, llegando hasta valores inferiores a ks = 0,25, y
reduciendo la saturacio´n incluso hasta estos valores.
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
(c) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(d) Acercamiento diagrama de bifurcaciones de la
variable asociada al voltaje
Figura 4-31.: Diagramas de bifurcaciones 3-ZAD con respecto al para´metro ks y ε = 2 ×
10−4
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
(c) Bifurcaciones de la variable asociada al voltaje
en el capacitor
Figura 4-32.: Acercamiento en los diagramas de bifurcaciones del 3-ZAD con respecto al
para´metro ks y ε = 2× 10−4
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En los diagramas de las Figuras 4-33 y 4-34, se ha combinado la te´cnica ZAD y la te´cnica
3-ZAD. Se observa que au´n el ZAD da ma´s estabilidad que el 3-ZAD en la zona en la que
el primero actu´a. Sin embargo, esta combinacio´n produce menos caos en los valores ma´s
pequen˜os de ks. Se observa que por debajo de ks = 0,5 ya no hay tantos puntos como en
los diagramas anteriores. Aunque trata´ndose de caos, esto puede ser muy dependiente de
condiciones iniciales, y varia´ndolas un poco, se podr´ıan presentar resultados muy diferentes
en esta zona.
En los acercamientos de la Figura 4-34 se observa con ma´s claridad las zonas en las que
actu´a el ZAD, el 3-ZAD y la saturacio´n del ciclo de trabajo. Se observa como todav´ıa existe
un nivel de saturacio´n, pero esta se da´ en valores mas cercanos al valor de estado estable,
con l´ımites definidos por ε.
(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
(c) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(d) Acercamiento diagrama de bifurcaciones de la
variable asociada al voltaje
Figura 4-33.: Diagramas de bifurcaciones usando ZAD y 3-ZAD con respecto al para´metro
ks y ε = 2× 10−4
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
(c) Bifurcaciones de la variable asociada al voltaje
en el capacitor
Figura 4-34.: Acercamiento en los diagramas de bifurcaciones usando ZAD y 3-ZAD con
respecto al para´metro ks y ε = 2× 10−4
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4.4. Diagramas de Bifurcaciones con x1ref como
Para´metro de Bifurcacio´n
4.4.1. Bifurcaciones con Respecto a x1ref de la Te´cnica 2-ZAD
A continuacio´n se considero´ el valor de referencia x1ref como para´metro de bifurcacio´n. Se
observo´ el comportamiento del sistema con control 2-ZAD al variar este para´metro, y es-
cogiendo tambie´n distintos valores de ks. A su vez se realizaron los mismos diagramas de
bifurcaciones con la te´cnica ZAD cla´sica para evidenciar el cambio que presenta el sistema al
aplicar el 2-ZAD. El para´metro x1ref fue variado entre 0,1 y 0,95, lo cual equivale a reducir
la tensio´n de entrada entre un 10 % y un 95 % para entregarla a la salida del sistema. El
para´metro γ se mantuvo en un valor de 0,35.
En algunos diagramas de bifurcaciones se presentan corrientes negativas en valores pequen˜os
de la referencia. Esto puede ser debido a que en estos valores, la corriente de referencia es
cercana a cero, y en el estado toff el inductor no es capaz de oponerse al cambio de esta.
Entonces, al invertirse la polaridad en la fuente, la corriente llega a cruzar por cero y cam-
biar de sentido. Es parecido a lo que sucede en el modo de conduccio´n discontinua, pero al
tener una fuente dual en este caso, la corriente no se queda en cero sino que pasa a valores
negativos. Esto se da con ma´s frecuencia en el ZAD que en el 2-ZAD. La escogencia del ciclo
de trabajo d, influye para que el toff sea adecuado y la corriente del inductor no sea menor
que cero. Esta escogencia se da mejor en el 2-ZAD.
En las Figuras 4-35 y 4-36 se observa co´mo actu´an el ZAD y el 2-ZAD respectivamente,
para un valor de ks = 4,5, en el cual se presenta estabilidad. Debido a que el ciclo de traba-
jo en estado estacionario depende de manera directa y proporcional del valor de referencia
(ver ecuacio´n 4-1), as´ı como tambie´n la variable de estado que representa la corriente en el
inductor (ya que x2eq = γx1ref segu´n [1]), la gra´fica que se obtiene en estos diagramas es una
l´ınea recta. En esta se puede ver que para el valor escogido de ks, los dos me´todos arrojan
resultados estables, que son fieles a los valores de referencia.
Al disminuir el valor de ks a 2,5, se puede ver en las Figuras 4-37 y 4-38 que en el ZAD
se presentan o´rbitas de periodos mayores en el ciclo de trabajo y en la variable de corriente
x2; dichas o´rbitas se alejan bastante del valor de estado estacionario. Mientras tanto en el
2-ZAD se mantienen los valores cercanos a la estabilidad 1-perio´dica. Esto tambie´n se puede
observar si se realizan los respectivos retratos de fase, para estos valores de los para´metros.
Desde la Figura 4-40 hasta la Figura 4-44 se puede observar co´mo va aumentando la ines-
tabilidad al utilizar la te´cnica ZAD, mientras que el 2-ZAD permanece estable incluso en
ks = 0,5 que es un valor de ks donde se presenta comportamiento cao´tico.
Finalmente, en el valor de ks = 0,2 en las Figuras 4-45 y 4-46 se puede observar que ambos
me´todos sucumben al caos. Ya en este valor es ma´s aceptable este comportamiento, y ser´ıan
necesarias te´cnicas como FPIC para controlar el caos generado.
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(c) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
Figura 4-35.: Diagramas de bifurcaciones con x1ref como para´metro de bifurcacio´n aplican-
do ZAD, y con ks = 4,5 y γ = 0,35
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(c) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
Figura 4-36.: Diagramas de bifurcaciones con x1ref como para´metro de bifurcacio´n aplican-
do 2-ZAD, y con ks = 4,5 y γ = 0,35
Para los diagramas de bifurcaciones de las Figuras 4-35 y 4-36, se observa que tanto el ZAD
como el 2-ZAD realizan correctamente la funcio´n de regulacio´n en la corriente y tensio´n de
salida, mantenie´ndolas muy cercanas al valor de referencia. En ninguno de los casos se
presenta comportamiento cao´tico, los dos son estables para este valor del para´metro ks.
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(c) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
Figura 4-37.: Diagramas de bifurcaciones con X1ref como para´metro de bifurcacio´n apli-
cando ZAD, y con ks = 2,5 y γ = 0,35
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(c) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
Figura 4-38.: Diagramas de bifurcaciones con X1ref como para´metro de bifurcacio´n apli-
cando 2-ZAD, y con ks = 2,5 y γ = 0,35
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(a) Te´cnica ZAD con x1ref = 0,8 (b) Te´cnica 2-ZAD con x1ref = 0,8
(c) Te´cnica ZAD con x1ref = 0,4 (d) Te´cnica 2-ZAD con x1ref = 0,4
Figura 4-39.: Gra´ficas en el Espacio de Estados para la Te´cnica ZAD y 2-ZAD, con ks = 2,5
y Variando x1ref
En la Figura 4-37 se ve la aplicacio´n de la te´cnica ZAD al mover la referencia. En el ciclo
de trabajo se aprecia la aparicio´n de una o´rbita 2-perio´dica que al disminuir el valor de
referencia, aumenta su periodicidad. En la variable x2 se aprecia una o´rbita 2-perio´dica
que va aumentando de amplitud conforme la referencia disminuye. Estas o´rbitas pueden ser
visualizadas tambie´n en los retratos de fase de la Figura 4-39. Al utilizar el 2-ZAD en la
Figura 4-38, se hace evidente la reduccio´n de estas o´rbitas, al observar que se presentan
valores muy cercanos a la o´rbita 1-perio´dica. Se puede apreciar en el espacio de estados las
o´rbitas de periodo 2 que se forman al mover la referencia en el ZAD cla´sico. Para un valor de
x1ref = 0,8, la corriente mantiene una amplitud pequen˜a al rededor del valor de referencia, y
para x1ref = 0,4 esta amplitud crece. Mientras tanto para el 2-ZAD, se da una amplitud ma´s
pequen˜a en la componente de corriente de la o´rbita, mantenie´ndola ma´s cercana del valor
de referencia. Esto se puede corroborar observando la diferencia en las escalas de corriente
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para ambos casos.
Para los dos diagramas, la variable x1 se mantiene igualmente estable y no se aleja mucho
del valor de referencia. Por lo anterior, los dos me´todos ser´ıan adecuados en lo que tiene que
ver con regulacio´n de la tensio´n de salida.
(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(c) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
Figura 4-40.: Diagramas de bifurcaciones con X1ref como para´metro de bifurcacio´n apli-
cando ZAD, y con ks = 1,5 y γ = 0,35
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(c) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
Figura 4-41.: Diagramas de bifurcaciones con X1ref como para´metro de bifurcacio´n apli-
cando 2-ZAD, y con ks = 1,5 y γ = 0,35
En la Figura 4-40 se puede ver que aumenta la inestabilidad al utilizar el ZAD. Disminuyendo
el para´metro ks al valor de 1,5, se observa que en el diagrama con respecto a x2, ya se presenta
una o´rbita de periodo 4 en torno al valor de estado estacionario, lo cual no ocurre usando el
2-ZAD (Figura 4-41) en el que las o´rbitas en estado estacionario au´n se conservan cercanas
a la o´rbita 1-periodica. Esto se comprueba en los retratos de fase de la Figura 4-42.
Adema´s, al tomar estos valores de ks y referencias de 20 % o menores, ya se empiezan a
observar valores negativos en la corriente. Se muestran como ejemplo los retratos de fase
para x1ref = 0,2 en las Figuras 4.42(e) y 4.42(f). En estos se puede ver la aparicio´n de
corrientes negativas para el ZAD que no se presentan en el 2-ZAD en el cual la amplitud en
la corriente es menor.
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(a) Te´cnica ZAD con x1ref = 0,8 (b) Te´cnica 2-ZAD con x1ref = 0,8
(c) Te´cnica ZAD con x1ref = 0,4 (d) Te´cnica 2-ZAD con x1ref = 0,4
(e) Te´cnica ZAD con x1ref = 0,1 (f) Te´cnica 2-ZAD con x1ref = 0,1
Figura 4-42.: Gra´ficas en el Espacio de Estados para la Te´cnica ZAD y 2-ZAD, con ks = 1,5
y Variando x1ref
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(c) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
Figura 4-43.: Diagramas de bifurcaciones con X1ref como para´metro de bifurcacio´n apli-
cando ZAD, y con ks = 0,5 y γ = 0,35
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(c) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
Figura 4-44.: Diagramas de bifurcaciones con X1ref como para´metro de bifurcacio´n apli-
cando 2-ZAD, y con ks = 0,5 y γ = 0,35
En la Figura 4-43 se puede ver que para ks = 0,5, ya empieza a presentarse caos en el ZAD.
En la Figura 4-44 las o´rbitas au´n se mantienen cercanas a la o´rbita 1-perio´dica si se utiliza
el 2-ZAD, lo cual es muy bueno si se considera lo bajo del valor del para´metro de bifurcacio´n.
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(c) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
Figura 4-45.: Diagramas de bifurcaciones con X1ref como para´metro de bifurcacio´n apli-
cando ZAD, y con ks = 0,2 y γ = 0,35
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(c) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
Figura 4-46.: Diagramas de bifurcaciones con X1ref como para´metro de bifurcacio´n apli-
cando 2-ZAD, y con ks = 0,2 y γ = 0,35
En las Figuras 4-45 y 4-46 se puede ver que para ks = 0,2 los dos me´todos presentan caos.
Au´n asi, el 2-ZAD se tardo´ un poco ma´s en llegar a este estado que el ZAD cla´sico, con
respecto a ks. De igual forma podemos ver en todos estos diagramas que la regulacio´n en la
variable x1 que representa el voltaje de salida es adecuada tanto para el ZAD como para el
2-ZAD.
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4.4.2. Bifurcaciones con Respecto a x1ref de la Te´cnica 3-ZAD
En las Figuras siguientes, se consideraron 2 diagramas de bifurcaciones del 3-ZAD con res-
pecto a la referencia de tensio´n. En cada uno se asumio´ un valor de ks dentro del rango
estable (ks = 4,5) y un valor dentro del rango inestable y cao´tico (ks = 1), con el fin de
examinar el desempen˜o de la te´cnica en los 2 casos. El para´metro γ se mantuvo con un
valor constante de 0,35, y el valor de ε fue de 2 × 10−4. En la Figura 4-47 para un valor
(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(c) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
Figura 4-47.: Diagramas de bifurcaciones con X1ref como para´metro de bifurcacio´n, apli-
cando 3-ZAD, y con ks = 4,5 y γ = 0,35
de ks = 4,5, se observa que el 3-ZAD realiza la funcio´n de regulacio´n de manera correcta
para todos los valores de referencia de la variable de tensio´n. Aunque la recta obtenida es
un poco ma´s voluminosa que en el ZAD o el 2-ZAD, los valores de ciclo de trabajo, corriente
y voltaje concuerdan o son muy cercanos a los valores de estado estacionario. Adema´s esta
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voluminosidad sera´ reducida en cuanto ma´s pequen˜o se asuma el valor de ε. Este compor-
tamiento es de esperarse, ya que el valor de ks = 4,5 se encuentra todav´ıa dentro de la zona
estable.
En la Figura 4-48 se observa que au´n en el valor del rango inestable del para´metro ks,
(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(c) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
Figura 4-48.: Diagramas de bifurcaciones con X1ref como para´metro de bifurcacio´n, apli-
cando 3-ZAD, y con ks = 1 y γ = 0,35
el 3-ZAD puede llevar a cabo su accio´n, acortando la saturacio´n en d y manteniendo las
variables x1 y x2 cerca de los valores de referencia y de la o´rbita de periodo 1. Ser´ıa necesario
realizar ma´s adelante un diagrama de bifurcaciones de dos para´metros, para determinar que
tantos feno´menos pueden ocurrir con las te´cnicas 2-ZAD y 3-ZAD si se var´ıa la referencia y
el para´metro ks al mismo tiempo.
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4.5. Diagramas de Bifurcaciones con Respecto al
Para´metro γ
4.5.1. Bifurcaciones con Respecto a γ de la Te´cnica 2-ZAD
Hasta ahora se hab´ıan considerado todas las pruebas nume´ricas asumiendo al para´metro γ
con un valor de 0,35. Sin embargo, no esta´ de ma´s analizar que pasa en el sistema al variar
este para´metro, el cual se sabe por la ecuacio´n 3-2 que esta´ relacionado con las variables
f´ısicas del circuito como son la resistencia en la carga del convertidor R, la inductancia L y
la capacitancia C. Por ejemplo, a partir de esta ecuacio´n podr´ıa decirse que para valores altos
de γ, la carga R puede ser pequen˜a y que para valores ma´s bajos de γ, la carga R es mucho
mayor. Esto debido a la dependencia inversamente proporcional del para´metro respecto del
valor de R, dependencia que afecta de forma igual a la variable asociada a la corriente del
inductor por la relacio´n x2eq = γx1ref (ver [1]).
En los siguientes diagramas de bifurcaciones se tomo´ a x1ref = 0,8, se vario´ el para´metro γ
entre los valores 0,01 y 0,95 y se observo´ el comportamiento con 2 valores de ks, uno estable
(ks = 4,5) y uno en donde se presentan feno´menos de caos (ks = 1).
En las Figuras 4-49 y 4-50 se trabajo´ con una referencia x1ref = 0,8 y ks = 4,5. Se observa
como el 2-ZAD estabiliza las o´rbitas de periodo mayor a 2 presentadas al utilizar el ZAD en
valores bajos de γ, en la variable de tensio´n x1. No obstante, se presentan pequen˜os feno´me-
nos cao´ticos en el ciclo de trabajo y tensio´n para valores altos de γ. Lo anterior puede ser
corregido utilizando el ZAD en conjunto con el 2-ZAD, implementando el ZAD en lugares
donde los multiplicadores caracter´ısticos no salgan del c´ırculo unidad, y el 2-ZAD en el resto
de valores. Con esto se obtiene lo que se observa en la Figura 4-52, en donde se observa un
pequen˜o salto que indica el cambio del 2-ZAD al ZAD, pero para un rango muy pequen˜o de
las variables de estado.
En las Figuras 4-53 y 4-54 se aprecia como el 2-ZAD actu´a mejor que el ZAD cla´sico para
valores de ks en donde generalmente se presenta caos: mientras que en el ZAD se presentan
doblamientos de periodo y caos, en el 2-ZAD las o´rbitas se mantienen cercanas a la esta-
bilidad 1-perio´dica. En estos diagramas se trabaja con un valor de ks = 1 y una referencia
x1ref = 0,8.
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(c) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
Figura 4-49.: Diagramas de bifurcaciones con respecto a γ aplicando ZAD, y con ks = 4,5
y x1ref = 0,8
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(c) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
Figura 4-50.: Diagramas de bifurcaciones con respecto a γ aplicando 2-ZAD, y con ks = 4,5
y x1ref = 0,8
En la Figura 4-49 se observa que la regulacio´n decae para valores bajos de γ si se utiliza
el ZAD, pero esta se mantiene si se utiliza el 2-ZAD. Aunque en el 2-ZAD se presentan
algunas bifurcaciones para el ciclo de trabajo en valores altos de γ, estas se dan en un
rango muy cercano al valor deq (ciclo de trabajo de estado estacionario). Se han realizado los
correspondientes retratos de fase para valores de γ = 0,8 y γ = 0,2 en la Figura 4-51. Para
γ = 0,8 se observa que las dos te´cnicas son cercanas a la referencia y mantienen un error
de regulacio´n bajo, aunque en el 2-ZAD se da un comportamiento un poco ma´s inestable,
cercano al caos pero que no se aleja de la estabilidad 1-perio´dica. Para γ = 0,2 se cumple lo
que pasa en los diagramas de bifurcaciones: en el ZAD la amplitud de la o´rbita se aleja del
valor de referencia, tanto en el voltaje como en la corriente, y se aumenta la periodicidad.
En el 2-ZAD, la amplitud permanece cercana al valor de referencia, y tambie´n se mantiene
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(a) Te´cnica ZAD con x1ref = 0,8 (b) Te´cnica 2-ZAD con x1ref = 0,8
(c) Te´cnica ZAD con γ = 0,2 (d) Te´cnica 2-ZAD con γ = 0,2
Figura 4-51.: Gra´ficas en el Espacio de Estados para la Te´cnica ZAD y 2-ZAD, con ks = 4,5,
x1ref = 0,8 y variando γ
cercana a la o´rbita de periodo 1. Sin embargo si se utilizan las dos te´cnicas en conjunto para
este valor de ks, se presentar´ıa ma´s estabilidad en cualquiera de los valores del para´metro γ,
puesto que el ZAD estabilizar´ıa mejor lo que no puede estabilizar el 2-ZAD, y viceversa.
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(c) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
Figura 4-52.: Diagramas de bifurcaciones con respecto a γ aplicando el ZAD en conjunto
con el 2-ZAD, y con ks = 4,5 y x1ref = 0,8
En la Figura 4-52, el ZAD trabaja en conjunto con el 2-ZAD, corrigiendo las bifurcaciones
presentadas en el ciclo de trabajo del 2-ZAD. Se puede apreciar el salto que da el cambio del
ZAD al 2-ZAD, pero si se observa la escala de la izquierda en cada diagrama, se notara que
este salto se da en un rango muy pequen˜o de valores. En el diagrama del ciclo de trabajo,
se observa que este salto se da en valores que cambian en el quinto decimal del ciclo. Por
lo tanto esta discontinuidad en las bifurcaciones no ser´ıa muy significativa y mantendr´ıa la
estabilidad en el sistema.
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(c) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
Figura 4-53.: Diagramas de bifurcaciones con respecto a γ aplicando ZAD, y con ks = 1 y
x1ref = 0,8
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(c) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
Figura 4-54.: Diagramas de bifurcaciones con respecto a γ aplicando 2-ZAD, y con ks = 1
y x1ref = 0,8
En la Figura 4-53 se presentan o´rbitas de periodo 4 en el ZAD y un posible acercamiento
al caos a medida que se disminuye γ, lo cual no ocurre con el 2-ZAD en la Figura 4-54,
el cual mantiene la misma estabilidad en todo el rango del para´metro. Adema´s el 2-ZAD
mantiene bajo el error de regulacio´n tambie´n en todo el rango de γ, lo cual es muy bueno
considerando que el valor de ks es de 1. En los retratos de fase de la Figura 4-55, se pueden
observar las o´rbitas que se presentan para γ = 0,8 con ks = 1 y x1ref = 0,8 para el ZAD;
y el comportamiento cao´tico para γ = 0,2. Al usar el 2-ZAD, las o´rbitas se conservan muy
cercanas a la o´rbita de periodo 1, incluso en γ = 0,2, se corrige el caos y las variables se
conservan ma´s cerca del valor de referencia.
En general se observa que tanto para el ZAD como para el 2-ZAD, la funcio´n de regulacio´n
en la variable de tensio´n x1, no es tan buena para valores altos de γ, si tomamos ks = 4,5.
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(a) Te´cnica ZAD con x1ref = 0,8 (b) Te´cnica 2-ZAD con x1ref = 0,8
(c) Te´cnica ZAD con γ = 0,2 (d) Te´cnica 2-ZAD con γ = 0,2
Figura 4-55.: Gra´ficas en el Espacio de Estados para la Te´cnica ZAD y 2-ZAD, con ks = 1,
x1ref = 0,8 y variando γ
Au´n asi, cuando se asume ks = 1, en el 2-ZAD se disminuye este error de regulacio´n en
casi todo el rango del para´metro γ, lo cual no ocurre en el ZAD. Ser´ıa interesante realizar
diagramas de bifurcaciones de la te´cnica 2-ZAD variando estos dos para´metros al mismo
tiempo, y descubrir para que valores de γ y ks puede presentar mayor estabilidad y mejorar
el ZAD cla´sico.
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4.5.2. Bifurcaciones con Respecto a γ de la Te´cnica 3-ZAD
En los siguientes diagramas, se vario´ el para´metro γ dentro del mismo rango tomado para el
2-ZAD, y se utilizo´ dos valores del para´metro ks que fueron ks = 4,5 (zona estable) y ks = 1
(zona cao´tica). La referencia se mantuvo constante con un valor de x1ref = 0,8, y se tomo´ el
valor ε = 1× 10−4. En la Figura 4-56 se observan las bifurcaciones presentadas para el ciclo
(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(c) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
Figura 4-56.: Diagramas de bifurcaciones con γ como para´metro de bifurcacio´n, aplicando
3-ZAD, y con ks = 4,5 y x1ref = 0,8
de trabajo, tensio´n y corriente, al variar γ y mantener constantes los dema´s para´metros con
valores ks = 4,5 y x1ref = 0,8. Nuevamente se observa en el ciclo de trabajo, valores que
convergen a la l´ınea central de la Figura. La mayor parte son los valores de d3 que son los
que menos diferencia tienen con respecto a deq; y en torno a esta l´ınea se encuentra la ”nube”
de valores de d1 y d2, que se saturan dentro de los l´ımites definidos por ε. Incluso se pueden
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observar en valores ma´s bajos de γ, valores de d que entran cuando el 3-ZAD no puede evitar
la saturacio´n dentro de los l´ımites definidos por ε.
En la variable de corriente x2, la regulacio´n se mantiene normal, aunque no pasa lo mismo
en la variable de tensio´n, en donde para valores altos de γ, esta decae hasta tener valores de
0,7988 como pasa con el ZAD y 2-ZAD, y adema´s presenta cierto comportamiento cao´tico
con mayor amplitud y en un mayor nu´mero de valores de γ que con el 2-ZAD.
En la Figura 4-57 se observa que al mover el para´metro ks al valor de 1, se mantiene la
regulacio´n en la variable de corriente x2, y esta crece linealmente como en el 2-ZAD por
la expresio´n x2ref = γx1ref . Por ejemplo, en el valor de γ = 0,35, con x1ref = 0,8, el valor
de la variable x2 se mantiene cerca del valor de referencia x2ref = 0,28, lo cual se puede
verificar en la gra´fica. En el ciclo de trabajo se sigue presentando caos y saturacio´n cercana
al valor de equilibrio, as´ı como tambie´n en la variable de tensio´n x1, en donde la regulacio´n
se mejora con respecto al anterior diagrama, pero se sigue presentando caos. En esta te´cnica
tambie´n es necesario un diagrama 2-parame´trico de γ vs. ks, que brinde informacio´n sobre
su comportamiento para varias combinaciones de estos para´metros en las distintas variables
de estado.
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(a) Bifurcaciones del ciclo de trabajo (b) Bifurcaciones de la variable asociada al voltaje
en el capacitor
(c) Bifurcaciones de la variable asociada a la co-
rriente en el inductor
Figura 4-57.: Diagramas de bifurcaciones con γ como para´metro de bifurcacio´n, aplicando
3-ZAD, y con ks = 1 y x1ref = 0,8
4.6. Conclusiones
Al te´rmino de este cap´ıtulo, se han presentado los distintos resultados obtenidos en la im-
plementacio´n nume´rica de las extensiones de la te´cnica ZAD, como son las te´cnicas 2-ZAD
y 3-ZAD, derivadas de la te´cnica K-ZAD. En vista de estos resultados se puede decir que
al aumentar el valor de K en la integral del K-ZAD, la complejidad del algoritmo de con-
trol aumentara´ y se pueden utilizar diversos criterios en la escogencia del ciclo de trabajo
dependiente, en funcio´n de los ciclos de trabajo independientes. Es por esto que el 3-ZAD
presenta una desventaja frente al 2-ZAD y es debido a que d3 es una funcio´n de 2 variables
independientes d2 y d1, lo que implicar´ıa buscar varios valores en un plano para encontrar un
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valor o´ptimo de d3. En el 2-ZAD solo se realizar´ıa la bu´squeda en una recta de valores de d1
para encontrar el valor o´ptimo de d2. Esto tendr´ıa repercusiones en el costo computacional
de la implementacio´n de estas te´cnicas. A pesar de esto, las 2 te´cnicas del K-ZAD presentan
mejor´ıas con respecto al ZAD cla´sico, ya que aumentan el rango de estabilidad al variar los
para´metros, al mismo tiempo que reducen la saturacio´n en donde el ZAD no es capaz de
hacerlo.
5. Conclusiones y Trabajo Futuro
5.1. Conclusiones
Se ha logrado desarrollar una te´cnica K-ZAD, la cual puede ser utilizada como una
alternativa a la te´cnica ZAD o en conjunto con esta, sobre todo para evitar la saturacio´n
producida en el ciclo de trabajo al variar el para´metro ks. En particular, la te´cnica
2-ZAD ha presentado mejores resultados en cuanto a estabilidad y reduccio´n de la
saturacio´n; e incluso puede ser usada en la correccio´n y control del comportamiento
cao´tico presentado con la te´cnica ZAD en ciertos valores del para´metro de bifurcacio´n
ks, y en para´metros como x1ref y γ.
La efectividad de la te´cnica K-ZAD se basa principalmente en la correcta escogencia
de los ciclos de trabajo independientes. Para esto se pueden usar diversos criterios.
El criterio puesto en marcha en este trabajo se puede considerar como apropiado por
los resultados que ha arrojado. Sin embargo se podr´ıa experimentar con otras formas
de escogencia para el ciclo de trabajo dependiente y los ciclos independientes, lo que
podr´ıa originar muchas otras dina´micas para este sistema.
Con respecto al error de regulacio´n se puede decir que la te´cnica K-ZAD presenta
resultados muy similares a los de la te´cnica ZAD, llegando incluso a presentar una leve
mejor´ıa en situaciones de caos ma´s prominente. Se puede ver en las gra´ficas 4-53 y 4-
54, que valores bajos de γ producen para el ZAD cla´sico un valor de estado estacionario
de aproximadamente 0,7980 para la variable de estado x1 asociada al voltaje de salida,
mientras que producen un valor de cerca de 0,7998 a 0,7999 usando el 2-ZAD, los cuales
se aproximan ma´s al valor de referencia.
En el estado transitorio, podr´ıa escogerse entre dos alternativas: la primera ser´ıa permi-
tir que los primeros periodos den saturados, aplicando el ZAD en unas pocas iteraciones
al comienzo, y continuar con alguna de las extensiones del K-ZAD cuando se alcance el
estado estable. La segunda ser´ıa aplicar alguna de las extensiones del K-ZAD desde que
se comienza a iterar hasta que se alcanza el estado estable. Ser´ıa necesario un ana´lisis
adicional del comportamiento de estas te´cnicas, partiendo de diferentes condiciones
iniciales y con distintos valores de los para´metros, para poder establecer cual de estas
alternativas actuar´ıa mejor en este estado.
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Se puede esperar que al aumentar el valor de K, aumente la complejidad en la escogencia
de un ciclo de trabajo adecuado, ya que con K > 3, se presentar´ıan funciones de ma´s
de tres variables. Este factor tambie´n puede influir en la rapidez con que se ejecuta el
algoritmo. Sin embargo, la experimentacio´n con valores de K mayores a 3 esta´ abierta
como trabajo futuro.
Entre el 2-ZAD y el 3-ZAD, se puede concluir que el 2-ZAD evita mejor la saturacio´n
en el rango de para´metros, sin necesidad de acortar los l´ımites de saturacio´n para
hallar un valor adecuado de los ciclos de trabajo. Se observa que el 2-ZAD elimina
casi por completo la saturacio´n, en cambio el 3-ZAD solo la reduce. Sin embargo los
dos me´todos son una alternativa adecuada para utilizar en lugar del ZAD cla´sico o en
conjunto con este.
5.2. Trabajo Futuro
Como trabajo futuro se podr´ıa sugerir la experimentacio´n adicional de diferentes criterios de
bu´squeda de los ciclos de trabajo di independientes, tanto en el 2-ZAD como en el 3-ZAD.
Adema´s se sugiere la experimentacio´n de ma´s casos de la te´cnica K-ZAD tomando otros
valores de K y examinando las dina´micas que se pueden presentar en estos casos. Tambie´n
se propone analizar el comportamiento de la te´cnica con otro tipo de controles, como el
PWM de pulso al lado o PWM centrado con uno o ma´s periodos de atraso. Por otro lado
es muy necesario realizar ma´s adelante los diagramas de bifurcaciones 2 parame´tricos para
las te´cnicas propuestas en este documento, considerando combinaciones de los para´metros
γ, ks y x1ref , y examinar los diferentes feno´menos presentados conforme se var´ıan estos
para´metros en conjunto. Finalmente ser´ıa interesante realizar una implementacio´n a nivel de
laboratorio (posiblemente a trave´s de un mo´dulo FPGA) para determinar los requerimientos
de hardware necesarios para la puesta en pra´ctica de la te´cnica desarrollada, ma´s que todo
el 2-ZAD.
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A. Anexo: Rutinas y Funciones
Utilizadas para el 2-ZAD
A continuacio´n se incluye la implementacio´n del 2-ZAD en Matlab. Para el 3-ZAD se siguio´ la
misma estructura, solo que aumentando el nu´mero de ciclos de promedio cero a tres, y se
utilizo´ la funcio´n de optimizacio´n fminsearchbnd que permite hacer una bu´squeda en 3
variables, a diferencia de fminbnd que solo permite hacerlo en dos, y que fue utilizada en el
2-ZAD.
A.1. Rutina Principal del 2-ZAD
%% Aplicacio´n del 2-ZAD
clc;clear all; close all;
global gm
%% INICIO DE PARAMETROS Y VARIABLES
%parametro de bifurcacio´n
ks=4.5;
%parametro gama
gm=0.35;
%matriz del sistema (aplicacio´n de Poincare)
A=[-gm 1;-1 0];
An=inv(A);
%valor de referencia para el voltaje
xr=0.8;
b=[0;1];
%Valor del Periodo de muestreo
T=0.1767;
%Condiciones Iniciales
x1_0=xr;
x2_0=gm*xr;
%Valor de ciclo de trabajo en estado estacionario
deq=T*(1+xr)/2;
%Limites de Saturacio´n
limsup=T;
liminf=0;
figure(1)
hold on
X = [x1_0; x2_0];
%Numero de Iteraciones
nciclos=1000;
Xf=[];
Tc=[];
ii=1;
%%
%% INICIO DE LA RUTINA
% Se realizan las iteraciones hasta nciclos
while ii <= nciclos
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x1_0=X(1);
x2_0=X(2);
%Se utiliza la funcion de optimizacion fminbnd para buscar el valor
%optimo de d1 que minimice el valor absoluto de la resta d2-deq
d1=fminbnd(@(d1) funcion_2zad(d1,xr,T,ks,gm,x1_0,x2_0,X,A,An,b),liminf,limsup);
%Luego de encontrar el d1 optimo se calcula d2
d2=calculard2(d1,xr,T,ks,gm,x1_0,x2_0,X,A,An,b);
if d1<limsup && d1>liminf && d2<limsup && d2>liminf
% Si los dos ciclos dan no saturados, se realizan las iteraciones del
% 2-ZAD
%Primer Intervalo kT -> (k+1)T
%Primer Tramo
t1=linspace(0,d1/2,100);
for jj=1:length(t1)
Xdmed(:,jj)=expm(A*t1(jj))*X+(expm(A*t1(jj))-eye(size(expm(A*t1(jj)))))*An*b;
end
Xf=[Xf,Xdmed(:,end)];
Tc=[Tc,(ii-1)*T+d1/2];
X1next1=Xdmed(:,end);
%Se grafican las orbitas en azul
if ii>=nciclos-50
plot(Xdmed(1,:),Xdmed(2,:),’b’);
plot(X1next1(1),X1next1(2),’.k’,’Markersize’,3)
end
%Segundo Tramo
t2=linspace(d1/2,T-d1/2,100);
for jj=1:length(t2)
XTmdmed(:,jj)=expm(A*(t2(jj)-d1/2))*X1next1-(expm(A*(t2(jj)-d1/2))-eye(size(expm(A*(t2(jj)-d1/2)))))*An*b;
end
Xf=[Xf,XTmdmed(:,end)];
Tc=[Tc,ii*T-d1/2];
X2next1=XTmdmed(:,end);
%Se grafican las orbitas en verde
if ii>=nciclos-50
plot(XTmdmed(1,:),XTmdmed(2,:),’g’);
plot(X2next1(1),X2next1(2),’.k’,’Markersize’,3)
end
%Tercer Tramo
t3=linspace(T-d1/2,T,100);
for jj=1:length(t3)
XT(:,jj)=expm(A*(t3(jj)-(T-d1/2)))*X2next1+(expm(A*(t3(jj)-(T-d1/2)))-eye(size(expm(A*(t3(jj)-(T-d1/2))))))*An*b;
end
Xf=[Xf,XT(:,end)];
Tc=[Tc,ii*T];
Xfin1=XT(:,end);
%Se grafican las orbitas en azul
if ii>=nciclos-50
plot(XT(1,:),XT(2,:),’b’);
plot(Xfin1(1),Xfin1(2),’.k’,’Markersize’,3)
end
%Segundo intervalo (k+1)T -> (k+2)T
%Primer tramo
t1=linspace(T,T+d2/2,100);
for jj=1:length(t1)
Xdmed(:,jj)=expm(A*(t1(jj)-T))*Xfin1+(expm(A*(t1(jj)-T))-eye(size(expm(A*(t1(jj)-T)))))*An*b;
end
Xf=[Xf,Xdmed(:,end)];
Tc=[Tc,(ii)*T+d2/2];
X1next2=Xdmed(:,end);
%Se grafican las orbitas en Cyan
if ii>=nciclos-50
plot(Xdmed(1,:),Xdmed(2,:),’c’);
plot(X1next2(1),X1next2(2),’.k’,’Markersize’,3)
end
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%Segundo Tramo
t2=linspace(T+d2/2,2*T-d2/2,100);
for jj=1:length(t2)
XTmdmed(:,jj)=expm(A*(t2(jj)-(T+d2/2)))*X1next2-(expm(A*(t2(jj)-(T+d2/2)))-eye(size(expm(A*(t2(jj)-(T+d2/2))))))*An*b;
end
Xf=[Xf,XTmdmed(:,end)];
Tc=[Tc,(ii+1)*T-d2/2];
X2next2=XTmdmed(:,end);
%Se grafican las orbitas en Magenta
if ii>=nciclos-50
plot(XTmdmed(1,:),XTmdmed(2,:),’m’);
plot(X2next2(1),X2next2(2),’.k’,’Markersize’,3)
end
%Tercer tramo
t3=linspace(2*T-d2/2,2*T,100);
for jj=1:length(t3)
XT(:,jj)=expm(A*(t3(jj)-(2*T-d2/2)))*X2next2+(expm(A*(t3(jj)-(2*T-d2/2)))-eye(size(expm(A*(t3(jj)-(2*T-d2/2))))))*An*b;
end
Xf=[Xf,XT(:,end)];
Tc=[Tc,(ii+1)*(T)];
Xfin2=XT(:,end);
%Se grafican las orbitas en Cyan
if ii>=nciclos-50
plot(XT(1,:),XT(2,:),’c’);
plot(Xfin2(1),Xfin2(2),’.k’,’Markersize’,3)
end
Aux=Xfin2;
%Se incrementan las iteraciones en 2 porque ya se han recorrido 2 ciclos
ii=ii+2;
else
% Si no se puede hallar d1 y d2 no saturados, se procede con el ZAD y la saturacion
d=ciclo2(x1_0,x2_0,ks,xr);
if d>=T
%Saturacion por encima de T
t1=linspace(0,T,100);
for jj=1:length(t1)
Xnext(:,jj)=expm(A*t1(jj))*X+(expm(A*t1(jj))-eye(size(expm(A*t1(jj)))))*An*b;
end
Xf=[Xf,Xnext(:,end)];
Tc=[Tc,(ii-1)*T+T];
Aux=Xnext(:,end);
%Las orbitas se grafican en azul
if ii>=nciclos-50
plot(Xnext(1,:),Xnext(2,:),’b’)
plot(Xnext(1),Xnext(2),’.k’,’Markersize’,3)
end
ii=ii+1;
elseif d<=0
%Saturacion por debajo de cero
t0=linspace(0,T,100);
for jj=1:length(t0)
Xnext(:,jj)=expm(A*(t0(jj)))*X-(expm(A*(t0(jj)))-eye(size(expm(A*(t0(jj))))))*An*b;
end
Xf=[Xf,Xnext(:,end)];
Tc=[Tc,(ii-1)*T+T];
Aux=Xnext(:,end);
%Las orbitas se grafican en verde
if ii>=nciclos-50
plot(Xnext(1,:),Xnext(2,:),’g’)
plot(Xnext(1),Xnext(2),’.k’,’Markersize’,3)
end
ii=ii+1;
elseif d<T && d>0
%Si todavia se presentan valores no saturado para el ZAD
t1=linspace(0,d/2,100);
for jj=1:length(t1)
Xdmed(:,jj)=expm(A*t1(jj))*X+(expm(A*t1(jj))-eye(size(expm(A*t1(jj)))))*An*b;
end
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Xf=[Xf,Xdmed(:,end)];
Tc=[Tc,(ii-1)*T+d/2];
X1next=Xdmed(:,end);
if ii>=nciclos-50
plot(Xdmed(1,:),Xdmed(2,:),’b’);
plot(X1next(1),X1next(2),’.k’,’Markersize’,3)
end
t2=linspace(d/2,T-d/2,100);
for jj=1:length(t2)
XTmdmed(:,jj)=expm(A*(t2(jj)-d/2))*X1next-(expm(A*(t2(jj)-d/2))-eye(size(expm(A*(t2(jj)-d/2)))))*An*b;
end
Xf=[Xf,XTmdmed(:,end)];
Tc=[Tc,ii*T-d/2];
X2next=XTmdmed(:,end);
if ii>=nciclos-50
plot(XTmdmed(1,:),XTmdmed(2,:),’g’);
plot(X2next(1),X2next(2),’.k’,’Markersize’,3)
end
t3=linspace(T-d/2,T,100);
for jj=1:length(t3)
XT(:,jj)=expm(A*(t3(jj)-(T-d/2)))*X2next+(expm(A*(t3(jj)-(T-d/2)))-eye(size(expm(A*(t3(jj)-(T-d/2))))))*An*b;
end
Xf=[Xf,XT(:,end)];
Tc=[Tc,ii*T];
Xfin=XT(:,end);
if ii>=nciclos-50
plot(XT(1,:),XT(2,:),’b’);
plot(Xfin(1),Xfin(2),’.k’,’Markersize’,3)
end
Aux=Xfin;
ii=ii+1;
D=[D,d];
end
end
%Se toma el ultimo valor de las iteraciones para seguir con ellas
X=Aux;
%Se calcula el ciclo del ZAD para la siguiente iteracion
d=ciclo2(X(1,1),X(2,1),ks,xr);
end
%%
%% PRESENTACION DE RESULTADOS
%Se rotulan las graficas obtenidas
figure(1)
hold on
title({’Grafica espacio de estados’;’Mapa de poincare’})
xlabel(’Voltaje’)
ylabel(’Corriente’)
%Se realizan las graficas contra el tiempo
figure(11)
hold on
plot(Tc,Xf(1,:)’,’r’)
plot(Tc,Xf(2,:)’,’b’)
title(’Graficas en el Tiempo’)
xlabel(’Tiempo’)
ylabel(’Variables de estado V e I’)
%%
A.2. Funcio´n para Calcular el Ciclo de Trabajo del ZAD
Cla´sico
function [dr] = ciclo2(x1_0,x2_0,ks,xr)
global gm
T=0.1767;
dxr=0;
ddxr=0;
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dx0=-gm*x1_0 + x2_0;
s0=x1_0-xr+ks*(dx0-dxr);
s1=(ks*(gm^2)-gm-ks)*x1_0+(1-ks*gm)*x2_0+ks-dxr-ks*ddxr;
s2=(ks*(gm^2)-gm-ks)*x1_0+(1-ks*gm)*x2_0-ks-dxr-ks*ddxr;
d=(2*s0+T*s2)/((s2-s1));
if d>=T
dr=T;
elseif d<=0
dr=0;
elseif d>0 && d<T
dr=d;
end
A.3. Funcio´n para Calcular el Valor de d1 O´ptimo
El argumento de salida de esta funcio´n, es lo que va a ser minimizado por la funcio´n de
optimizacio´n fminbnd de Matlab.
function dd = funcion_2zad(d1,xr,T,ks,gm,x1_0,x2_0,X,A,An,b)
dxr=0;
ddxr=0;
dx0=-gm*x1_0 + x2_0;
%Se calculan las pendientes del primer tramo
s0=x1_0-xr+ks*(dx0-dxr);
s11=(ks*(gm^2)-gm-ks)*x1_0+(1-ks*gm)*x2_0+ks-dxr-ks*ddxr;
s21=(ks*(gm^2)-gm-ks)*x1_0+(1-ks*gm)*x2_0-ks-dxr-ks*ddxr;
%como debe ser no saturado aplicamos el caso d1<T && d1>0
Xdmed=expm(A*d1/2)*X+(expm(A*d1/2)-eye(size(expm(A*d1/2))))*An*b;
X1next1=Xdmed;
XTmdmed=expm(A*(T-d1))*X1next1-(expm(A*(T-d1))-eye(size(expm(A*(T-d1)))))*An*b;
X2next1=XTmdmed;
XT=expm(A*(d1/2))*X2next1+(expm(A*(d1/2))-eye(size(expm(A*(d1/2)))))*An*b;
Xfin1=XT;
X0=Xfin1;
%Se calculan las pendientes del segundo tramo
s12=(ks*(gm^2)-gm-ks)*X0(1)+(1-ks*gm)*X0(2)+ks-dxr-ks*ddxr;
s22=(ks*(gm^2)-gm-ks)*X0(1)+(1-ks*gm)*X0(2)-ks-dxr-ks*ddxr;
%Se aplica la expresion de aproximacion por rectas del 2zad
d2=-(3*s11*d1+4*s0-3*s21*d1+3*s21*T+s22*T)/(s12-s22);
if imag(d2)~=0
% Se verifica que el d2 encontrado sea un numero real
dd=1e20;
else
% Se establece la expresion que sera´ minimizada
deq=T*(1+xr)/2;
dd=abs(d2-deq);
end
A.4. Funcio´n para Calcular d2 Ya calculado d1
function d2 = calculard2(d1,xr,T,ks,gm,x1_0,x2_0,X,A,An,b)
dxr=0;
ddxr=0;
dx0=-gm*x1_0 + x2_0;
s0=x1_0-xr+ks*(dx0-dxr);
s11=(ks*(gm^2)-gm-ks)*x1_0+(1-ks*gm)*x2_0+ks-dxr-ks*ddxr;
s21=(ks*(gm^2)-gm-ks)*x1_0+(1-ks*gm)*x2_0-ks-dxr-ks*ddxr;
Xdmed=expm(A*d1/2)*X+(expm(A*d1/2)-eye(size(expm(A*d1/2))))*An*b;
X1next1=Xdmed;
XTmdmed=expm(A*(T-d1))*X1next1-(expm(A*(T-d1))-eye(size(expm(A*(T-d1)))))*An*b;
X2next1=XTmdmed;
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XT=expm(A*(d1/2))*X2next1+(expm(A*(d1/2))-eye(size(expm(A*(d1/2)))))*An*b;
Xfin1=XT;
X0=Xfin1;
s12=(ks*(gm^2)-gm-ks)*X0(1)+(1-ks*gm)*X0(2)+ks-dxr-ks*ddxr;
s22=(ks*(gm^2)-gm-ks)*X0(1)+(1-ks*gm)*X0(2)-ks-dxr-ks*ddxr;
d2=-(3*s11*d1+4*s0-3*s21*d1+3*s21*T+s22*T)/(s12-s22);
return
