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Asynchronous Gossip-Based Random
Projection Algorithms Over Networks
Soomin Lee and Angelia Nedic´
Abstract
We consider a fully distributed constrained convex optimization problem over a multi-agent (no
central coordinator) network. We propose an asynchronous gossip-based random projection (GRP)
algorithm that solves the distributed problem using only local communications and computations. We
analyze the convergence properties of the algorithm for an uncoordinated diminishing stepsize and a
constant stepsize. For a diminishing stepsize, we prove that the iterates of all agents converge to the
same optimal point with probability 1. For a constant stepsize, we establish an error bound on the
expected distance from the iterates of the algorithm to the optimal point. We also provide simulation
results on a distributed robust model predictive control problem.
I. INTRODUCTION
A number of important problems that arise in various application domains, including dis-
tributed control [6], large-scale machine learning [7], [21], wired and wireless networks [9], [10],
[22], [23] can be formulated as a distributed convex constrained minimization problem over a
multi-agent network. The problem is usually defined as a sum of convex objective functions
over an intersection of convex constraint sets. The goal of the agents is to solve the problem
in a distributed way, with each agent handling a component of the objective and constraint.
This is useful either when the problem data are naturally distributed or when the data are too
large to be conveniently processed by a single agent. Common to these distributed optimization
problems are the following operational restrictions: 1) a component objective function and a
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2constraint set is only known to a specific network agent (the problem is fully distributed); 2)
there is no central coordinator that synchronizes actions on the network or works with global
information; 3) the agents usually have a limited memory, computational power and energy;
and 4) communication overhead is significant due to the expensive start-up cost and network
latencies. These restrictions motivate the design of distributed, asynchronous, computationally
simple and local communication based algorithms.
The focus of this paper is the development and analysis of an efficient distributed algorithm
whereby only a pair of agents exchanges local information and updates in an asynchronous
manner. We propose a gradient descent with random projections which uses gossip scheme as a
communication protocol. Random projection-based algorithms have been proposed in [11] (see
also its extended version [12]) for distributed problems with a synchronous update rule, and
in [14] for centralized problems. Synchronous algorithms are often inefficient as they create
bottlenecks and waste CPU cycles, while centralized approaches are inapplicable in situations
where a central coordinator does not exist. Asynchronous algorithms based on a gossip scheme
have been proposed and analyzed for a scalar objective function and a diminishing stepsize [26],
and a vector objective function and a constant stepsize [24]. An asynchronous broadcast-based
algorithm has also been proposed in [17]. The gradient-projection algorithms proposed in the
papers [3], [15], [17], [24], [26], [30] assume that the agents share a common constraint set
and the projection is performed on the whole constraint set at each iteration. To accommodate
the situations where the agents have local constraint sets, the distributed gradient methods with
distributed projections on local constraint sets have been considered in [16], [29] (see also [28]).
However, even the projection on the entire (local) constraint set often overburdens agents, such
as wireless sensors, as it requires intensive computations. Furthermore, in some situations, the
constraint set can be revealed only component-wise in time, and the whole set is not available
in advance, which makes the existing distributed methods inadequate. Our proposed algorithm
is intended to accommodate such situations.
In our algorithm, we efficiently handle the projection at each iteration by performing a
projection step on the local constraint set that is randomly selected (by nature or by an agent
itself). For asynchrony, each agent uses either a diminishing stepsize that is uncoordinated with
those of the other agents or a constant stepsize. Our main goals are to establish the convergence
of the method with a diminishing stepsize, to estimate the error bound for a constant stepsize,
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3and to provide simulation results for the algorithm.
To the best of our knowledge, there is no previous work on asynchronous distributed op-
timization algorithms that utilize random projections. Finding probabilistic feasible solutions
through random sampling of constraints for optimization problems with uncertain constraints
have been proposed in [1], [5]. Also, the related work is the (centralized) random projection
method proposed by Polyak [20] for a class of convex feasibility problems and the random
projection algorithm [13] for convex set intersection problems. On a broader scale, the work in
this paper is related to the literature on the consensus problem (see for example [8], [10], [18]).
The rest of this paper is organized as follows. In Section II, we describe the problem of
interest, propose our gossip-based random projection algorithm, and state assumptions on the
problem and the network. Section III states the main results of the paper, while in Sections IV
and V, we provide the proofs of the results. We present the simulation results on a distributed
model predictive control problem in Section VI and conclude with a summary in Section VII.
Appendix contains the proofs of the lemmas given in Section IV and Section V.
Notation. A vector is viewed as a column. We write x′ to denote the transpose of a vector x.
The scalar product of two vectors x and y is 〈x, y〉. We use 1 to denote a vector whose entries
are 1 and ‖x‖ to denote the standard Euclidean norm. We write dist(x,X ) for the distance of
a vector x from a closed convex set X , i.e., dist(x,X ) = minv∈X ‖v − x‖. We use ΠX [x] for
the projection of a vector x on the set X , i.e., ΠX [x] = argminv∈X ‖v − x‖2. We use E[Z] to
denote the expectation of a random variable Z. We often abbreviate with probability 1 as w.p.1.
II. PROBLEM SET-UP, ALGORITHM AND ASSUMPTIONS
We consider an optimization problem where the objective function and constraint sets are
distributed among m agents over a network. Let an undirected graph G = (V,E) represent the
topology of the network, with the vertex set V = {1, . . . , m} and the edge set E ⊆ V × V . Let
N (i) be the set of the neighbors of agent i. i.e., N (i) = {j ∈ V | {i, j} ∈ E}. The goal of the
agents is to cooperatively solve the following optimization problem:
min f(x) ,
m∑
i=1
fi(x) s.t. x ∈ X ,
m⋂
i=1
Xi, (1)
where fi : Rd → R is a convex function, representing the local objective of agent i, and Xi ⊆ Rd
is a closed convex set, representing the local constraint set of agent i. The function fi and the
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4set Xi are known to agent i only.
We assume that problem (1) is feasible. Moreover, we assume each set Xi is defined as the
intersection of a collection of simple convex sets. That is, Xi can be represented as Xi =
⋂
j∈Ii
X ji ,
where the superscript j is used to identify a component set and Ii is a (possibly infinite) set of
indices. In some applications, Xi may not be explicitly given in advance due to online constraints
or uncertainty. For example, consider the case when Xi is given by
Xi = {x ∈ Rd | 〈a+ ξ, x〉 ≤ b},
where a ∈ Rd, b ∈ R are deterministic and ξ ∈ Rd is a Gaussian random noise. In such a case,
a projection-based distributed algorithm cannot be directly applied to solve problem (1) since
|Ii| is infinite and the projection of a point on the uncertain set Xi is impossible. However, a
component X ji can be realized from a random selection of ξ and the projection onto the realized
component is always possible. Our algorithm is based on such random projections.
We propose a distributed optimization algorithm for problem (1) that is based on the random
projections and the gossip communication protocol. Gossip algorithms robustly achieve consen-
sus through sparse communications in the network. That is, only one edge {i, j} in the network
is randomly selected for communication at each iteration, and agents i and j simply average their
values. From now on, we refer to our algorithm as Gossip-based Random Projection (GRP).
GRP uses an asynchronous time model as in [4]. Each agent has a local clock that ticks at
a Poisson rate of 1. The setting can be visualized as having a single virtual clock that ticks
whenever any of the local Poisson clock ticks. Thus, the ticks of the virtual clock is a Poisson
random process with rate m. Let Zk be the absolute time of the kth tick of the virtual clock.
The time is discretized according to the intervals [Zk−1, Zk) and this time slot corresponds to
our discrete time k. Let Ik denote the index of the agent that wakes up at time k and Jk
denote the index of a neighbor of agent Ik that is selected for communication. We assume that
only one agent wakes up at a time. The distribution by which Jk is selected is characterized
by a nonnegative stochastic m × m matrix [Π]ij = πij that conforms with the graph topology
G = (V,E), i.e., πij > 0 only if {i, j} ∈ E. At iteration k, agent Ik wakes up and contacts one
of its neighbors Jk with probability πIkJk .
Let xi(k) denote the estimate of agent i at time k. GRP updates these estimates according
to the following rule. Each agent starts with some initial vector xi(0), which can be randomly
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5selected. For k ≥ 1, agents other than Ik and Jk do not update:
xi(k) = xi(k − 1) for all i 6∈ {Ik, Jk}. (2)
Agents Ik and Jk calculate the average of their estimates, and adjust the average by using their
local gradient information and by projecting onto a randomly selected component of their local
constraint sets, i.e., for i ∈ {Ik, Jk}:
vi(k) = (xIk(k − 1) + xJk(k − 1))/2,
xi(k) = ΠXΩi(k)i
[vi(k)− αi(k)∇fi(vi(k))] , (3)
where αi(k) is a stepsize of agent i, and Ωi(k) is a random variable drawn from the set Ii.
The key difference between the work in [15], [16], [29] and this paper is the random projection
step. Instead of projecting on the whole constraint set Xi, a component set XΩi(k)i is selected
(or revealed by nature) and the projection is made on that set, which reduces the required
computations per iteration.
For an alternative representation of GRP we define a nonnegative matrix W (k) as follows:
W (k) = I − 1
2
(eIk − eJk)(eIk − eJk)′ for k ≥ 1,
where I is the m-dimensional identity matrix, ei ∈ Rm is a vector whose ith entry is equal to 1
and all other entries are equal to 0. Each W (k) is doubly stochastic by construction, implying
that E[W (k)] is also doubly stochastic. Using W (k), algorithm (2)–(3) can be equivalently
represented as
vi(k) =
m∑
j=1
[W (k)]ijxj(k − 1), (4a)
pi(k) = ΠXΩi(k)i
[vi(k)− αi(k)∇f(vi(k))]− vi(k), (4b)
xi(k) = vi(k) + pi(k)χ{i∈{Ik,Jk}}, (4c)
where χE is the characteristic-event function, i.e., χE = 1 if E happens, and χE = 0 otherwise.
From here onward, we will shorten E[W (k)] = W¯ since the matrices W (k) are identically
distributed. Let λ denote to the second largest eigenvalue of W¯ . If the underlying communication
network is connected, the incidence graph associated with the positive entries in the matrix W¯
is also connected, with a self-loop at each node. Hence, we have λ < 1.
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6In the convergence analysis of the algorithm (4a)-(4c), we use two different choices of stepsize.
For a diminishing stepsize, we use αi(k) = 1Γi(k) where Γi(k) denotes the number of updates
that agent i has performed until time k. Since every agent i has access to a locally defined
quantity Γi(k), the stepsize of agent i is independent of every other agent and no coordination
is needed for its update. Another choice that we consider is a constant deterministic stepsize
αi(k) = αi > 0.
We next discuss our assumptions, the first of which deals with the network.
Assumption 1: The underlying graph G = (V,E) is connected. Furthermore, the neighbor
selection process is iid, whereby at any time agent i is chosen by its neighbor j ∈ N (i) with
probability πji > 0 (πji = 0 if j 6∈ N (i)) independently of the other agents in the network.
We use the following assumption for the functions fi and the sets X ji .
Assumption 2: Let the following conditions hold:
(a) The sets X ji , j ∈ Ii, are closed and convex for every i ∈ V .
(b) Each function fi : Rd → R is convex over Rd.
(c) Each function fi is differentiable and has Lipschitz gradients with a constant Li over Rd,
‖∇fi(x)−∇fi(y)‖ ≤ Li‖x− y‖ for all x, y ∈ Rd.
(d) The gradients ∇fi(x) are bounded over the set X , i.e., there is a constant Gf such that
‖∇fi(x)‖ ≤ Gf for all x ∈ X and all i ∈ V .
For example, Assumption 2(d) is satisfied when the constraint set X is compact.
The next assumption states set regularity, which is crucial in our convergence analysis.
Assumption 3: There exists a constant c > 0 such that for all i ∈ V and x ∈ Rd,
dist2(x,X ) ≤ cE
[
dist2(x,XΩi(k)i )|Ωℓ(t), t ∈ [1, k), ℓ ∈ V
]
.
Assumption 3 holds if each set X ji is affine, or the constraint set X has a nonempty interior.
III. MAIN RESULTS
In this section, we state the main results of this paper. The detailed proofs of these results are
given later on in Sections IV and V. We introduce the following notation regarding the optimal
value and optimal solutions of problem (1):
f ∗ = min
x∈X
f(x), X ∗ = {x ∈ X | f(x) = f ∗}.
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7Our first result shows the convergence of the method with probability 1 for a diminishing stepsize.
Proposition 1 (Convergence w.p.1): Let Assumptions 1-3 hold. Assume that problem (1) has
a nonempty optimal set X ∗ and the iterates {xi(k)} are generated by algorithm (4a)-(4c) with
αi(k) = 1/Γi(k). Then, the sequences {xi(k)}, for i ∈ V , converge to some random point x⋆
in the optimal set X ∗ with probability 1, i.e., limk→∞ xi(k) = x⋆ w.p.1 for all i ∈ V.
Proposition 1 states that the agents asymptotically reach an agreement on a random point in the
optimal set X ∗. To get some insights into the convergence rate, we consider a constant stepsize
αi(k) = αi > 0 for i ∈ V , and establish a limiting error bound assuming that each fi is strongly
convex over the set X with a constant σi > 0. The bound will depend on the probabilities
of agent updates, which we formally describe as follows. Let Ei(k) = {i ∈ {Ik, Jk}} be the
event that agent i updates at time k, and let γi be the probability of the event Ei(k). Then,
γi =
1
m
+ 1
m
∑
j∈N (i) πji for all i ∈ V, where πji > 0 is the probability that agent i is chosen by
its neighbor j to communicate.
For the constant stepsize, we will also use the following assumption.
Assumption 4: Let the convexity requirement for fi in Assumption 2(b) be replaced by the
requirement that each function fi is strongly convex with a constant σi > 0 over Rd. In addition,
assume that the stepsizes αi are such that for all i ∈ V :
(a) 0 < αiσi − 4(2 + c)α2iL2i < 1;
(b) 0 < γi (αiσi − 4(2 + c)α2iL2i )− ∆γαm < 1, where ∆γα = maxi{γiαi} −minj{γjαj}.
We have the following result for the asymptotic error bound.
Proposition 2 (Error bound): Let Assumptions 1-4 hold. Then, for the iterate sequences {xi(k)},
i ∈ V , generated by algorithm (4a)-(4c) with a constant stepsize αi(k) = αi > 0, we have
lim sup
k→∞
1
m
m∑
i=1
E[‖xi(k)− x∗‖2] ≤ 1
q
4γ¯α¯2G2f
( √
C
1−√λ + 2(1 + c)
)
+
1
q
∆γαG
2
f ,
where x∗ is the (unique) solution to problem (1),
q = min
i
{γiρi} −∆γα/m, ρi = αiσi − 8(1 + c)α2iL2i , for all i ∈ V ,
γ¯ = maxi γi, α¯ = maxi αi, and C = 4
(
8γ¯(1+α¯2L¯2)(1+c)
minj{γjρj}
+ 1
)
.
Proposition 2 provides an asymptotic error bound for the average of the expected distances
between the iterates of GRP algorithm and the optimal solution x∗. The first error term is an
error term due to a combined effects of the distributed computations over the network, which
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8is controlled by the spectral gap 1 − √λ of the matrix W¯ , and the non-diminishing stepsize
(common to gradient descent algorithms). The last term involves an error term ∆γαG2f due to
the different values for γiαi for different agents. We note that if γiαi = ν for some ν ∈ (0, 1)
and for all agents i, then this error would be 0. The condition γiαi = ν will hold when the graph
is regular (all γi are the same) and all agents use the same stepsize αi = α. There is another
more interesting case when γiαi = ν holds for all i, which is as follows: the agents that update
more frequently use a smaller stepsize, while the agents that update les frequently use a larger
stepsize, i.e., if γi > γj then αi < αj , and vice versa.
IV. CONVERGENCE ANALYSIS
In this section, we prove Proposition 1. We start with some basic results from the literature,
which will be used later on. The analysis relies on the nonexpansive projection property (see [2]
for its proof), stating that: for a closed convex set X ⊆ Rd, the projection mapping ΠX : Rd → X
is strictly nonexpansive,
‖ΠX [x]− y‖2 ≤ ‖x− y‖2 − ‖ΠX [x]− x‖2 for all x ∈ Rd and for all y ∈ X , (5)
and, therefore, it is continuous. As an immediate consequence of the preceding relation, we have
‖ΠX [x]− ΠX [v]‖ ≤ ‖x− v‖ for all x, v ∈ Rd. (6)
We also make use of the following convergence result (see [19, Lemma 11, p. 49-50]).
Lemma 1: Let {vk}, {uk}, {ak} and {bk} be non-negative random sequences such that E[vk+1 |
Fk] ≤ (1 + ak)vk − uk + bk for all k ≥ 0 w.p.1, where Fk = {{vi, ui, ai, bi}, 0 ≤ i ≤ k}. If∑∞
k=0 ak <∞ and
∑∞
k=0 bk <∞ w.p.1, then limk→∞ vk = v for a random variable v ≥ 0 w.p.1,
and
∑∞
k=0 uk <∞ w.p.1.
The GRP algorithm has three random elements: random gossip communications, random
stepsizes and random projections, which are all independent. They will be handled as follows.
Random Gossip Communications: At each iteration of the algorithm, a gossip communication
matrix W (k) is realized independently of the past. In the analysis, we can work with the expected
matrix W¯ instead of W (k) due to the following properties of the matrices W (k): (1) Each W (k)
is a symmetric projection matrix; hence W¯ ′W¯ = W¯ and (W¯ − 1
m
11
′
)2
= W¯ − 1
m
11
′
. (2) Since
W¯ is doubly stochastic, the largest eigenvalue of W¯ is 1. Therefore, the largest eigenvalue of the
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9matrix W¯ − 1
m
11
′ is the same as λ (the second largest eigenvalue of W¯ ). These two properties
immediately yield the following relation for any y ∈ Rm,∥∥∥∥
(
W¯ − 1
m
11
′
)
y
∥∥∥∥
2
≤ λ‖y‖2. (7)
Furthermore, in view of the connectivity of the underlying graph (Assumption 1), we have λ < 1.
Random Stepsizes: Since the underlying communication graph G = (V,E) is static, due to the
gossip-based communications, the random diminishing stepsize αi(k) = 1Γi(k) exhibits the same
behavior as the deterministic stepsize 1/k in a long run. This enables us to handle the cross
dependencies of the random stepsizes and the other randomness in the GRP method.
Random Projections: A projection error is incurred at each iteration of the algorithm since the
GRP projects onto one randomly selected set from the collection defining the overall constraint
set X . However, due to the regularity property in the expected sense, as given in Assumption 3,
the random projections drive the iterates toward the constraint set X w.p.1 (cf. Lemma 3).
Our convergence analysis is guided by the preceding observations, and it is constructed
along the following main lines: (1) the estimates vi(k) are approaching the constraint set X
asymptotically w.p.1; (2) the distances ‖vi(k)− xi(k)‖ diminish with probability 1; and (3) the
agents’ estimates xi(k) eventually arrive at a consensus point that lies in the optimal set X ∗.
For this, we first establish a basic relation for the iterates of the GRP algorithm (Lemma 2),
which allows us to apply the (almost) supermartingale convergence result of Lemma 1, by letting
vk =
∑m
i=1 ‖xi(k) − x∗‖2 for some optimal point x∗. To accommodate the use of the (almost)
supermartingale convergence result, we use several auxiliary results.
A. Basic Results for GRP
We define the history of the algorithm as follows. Let Fk be the σ-algebra generated by the
entire history of the algorithm up to time k inclusively, i.e., for all k ≥ 1,
Fk = {xi(0); i ∈ V } ∪ {Iℓ, Jℓ,Ωi(ℓ); i ∈ {Iℓ, Jℓ}, 1 ≤ ℓ ≤ k},
and F0 = {xi(0); i ∈ V }.
We provide several important relations for GRP method. At first, we provide a relation for
the iterates obtained after one step of algorithm (4a)-(4c) and a point in the constraint set X .
The lemma relies on the fact that the event that agent i updates at any time is independent of
the past.
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Lemma 2: [Basic Iterate Relation] Let Assumptions 2-3 hold. Let {xi(k)} be the iterates
generated by the algorithm (4a)-(4c). Then, for any q ∈ (0, 1/2) there is a sufficiently large kˆ,
such that with probability 1, for all xˇ ∈ X , k ≥ kˆ and i ∈ V ,
E
[‖xi(k)− xˇ‖2 | Fk−1] ≤ (1 + a1
k2
)
E
[‖vi(k)− xˇ‖2 | Fk−1]− 2
k
E [fi(zi(k))− fi(xˇ) | Fk−1]
− γi
4c
E
[
dist2(vi(k),X ) | Fk−1
]
+
a2
k
3
2
−q
+
a3
k
3
2
−q
E
[‖zi(k)− xˇ‖2 | Fk−1].
where zi(k) = ΠX [vi(k)], aj > 0 are some constants, c is the scalar from Assumption 3, and γi
is the probability that agent i updates.
The proof of the lemma is in Appendix A, where the constants ai are also defined.
In the next lemma, we show that the distances between the estimates vi(k) and the constraint
set X go to zero for all i, with probability 1 as k →∞. We also show that the errors ei(k) =
xi(k)− vi(k) converge to zero with probability 1.
Lemma 3: [Projection Error] Let Assumptions 2-3 hold. Then, with probability 1, we have
(a) ∑∞k=1 E [dist2(vi(k),X ) | Fk−1] <∞ and limk→∞ dist(vi(k),X ) = 0 for all i ∈ V .
(b) ∑∞k=1 E[‖ei(k)‖2 | Fk−1] < ∞ and limk→∞ ‖ei(k)‖ = 0 for all i ∈ V , where ei(k) =
xi(k)− vi(k) for all i ∈ V and k ≥ 1.
Lemma 3(a) and Lemma 3(b) imply that limk→∞ dist2(xi(k),X ) = 0 with probability 1 for
all i ∈ V . However, the lemma does not imply that the sequences xi(k) converge, nor that
their differences ‖xi(k)− xj(k)‖ are vanishing. A step toward this is provided by the following
lemma, which shows a relation for the agent disagreements on the vectors vi(k).
Lemma 4: [Disagreement] Let Assumptions 1-2 hold. Let {vi(k)} be generated by method
(4a)-(4c) with αi(k) = 1/Γi(k) and Γi(k) being the number of updates that agent i has performed
until time k. Then, for v¯(k) = 1
m
∑m
i=1 vi(k) we have
∑∞
k=1
1
k
E[‖vi(k) − v¯(k)‖ | Fk−1] < ∞
with probability 1 for all i ∈ V .
The proofs of Lemma 3 and Lemma 4 are, respectively, in Appendix B and Appendix C.
B. Proof of Proposition 1
We assert the convergence of method (4a)-(4c) using the lemmas established in Section IV-A.
Note that Lemma 3 allows us to infer that vi(k) approaches the set X , while Lemma 4 allows us to
claim that any two sequences {vi(k)} and {vj(k)} have the same limit points with probability 1.
To claim the convergence of the iterates to an optimal solution, it remains to relate the limit
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points of {vi(k)} and the solutions of problem (1). This connection is provided by the iterate
relation of Lemma 2, supported by the convergence result in Lemma 1. We start the proof by
invoking Lemma 2 stating that for any q ∈ (0, 1/2), and all xˇ ∈ X and k ≥ kˆ, w.p.1 we have
E
[‖xi(k)− xˇ‖2 | Fk−1] ≤ (1 + a1
k2
)
E
[‖vi(k)− xˇ‖2 | Fk−1]− 2
k
E [fi(zi(k))− fi(xˇ) | Fk−1]
− γi
4c
E
[
dist2(vi(k),X ) | Fk−1
]
+
a2
k
3
2
−q
+
a3
k
3
2
−q
E
[‖zi(k)− xˇ‖2 | Fk−1],
where zi(k) = ΠX [vi(k)]. Since ‖zi(k) − xˇ‖ ≤ ‖vi(k) − xˇ‖ by the non-expansive projection
property in Eq. (6), we obtain
E
[‖xi(k)− xˇ‖2 | Fk−1] ≤
(
1 +
a4
k
3
2
−q
)
E
[‖vi(k)− xˇ‖2 | Fk−1]
− 2
k
E [fi(zi(k))− fi(xˇ) | Fk−1]− γi
4c
E
[
dist2(vi(k),X ) | Fk−1
]
+
a2
k
3
2
−q
, (8)
where a4 = a1+a3. Further, by the definition of vi(k) in (4a), the convexity of the squared-norm
function and the doubly stochastic matrices W (k), we have
m∑
i=1
E[‖vi(k)− x∗‖2 | Fk−1] ≤
m∑
i=1
m∑
j=1
W¯ij‖xj(k − 1)− x∗‖2 =
m∑
j=1
‖xj(k − 1)− x∗‖2. (9)
Summing relations in (8) over i and using Eq. (9), yields w.p.1 for all xˇ ∈ X and all k ≥ kˆ,
m∑
i=1
E
[‖xi(k)− xˇ‖2 | Fk−1] ≤
(
1 +
a4
k
3
2
−q
) m∑
j=1
‖xi(k − 1)− xˇ‖2
−2
k
m∑
i=1
E [fi(zi(k))− fi(xˇ) | Fk−1] + a2m
k
3
2
−q
. (10)
Recall that f(x) =
∑m
i=1 fi(x). Let z¯(k) ,
1
m
∑m
ℓ=1 zℓ(k). Using z¯(k) and f , we can rewrite
the term fi(zi(k))− fi(xˇ) as follows:
m∑
i=1
(fi(zi(k))− fi(xˇ)) =
m∑
i=1
(fi(zi(k))− fi(z¯(k))) + (f(z¯(k))− f(xˇ)). (11)
Furthermore, using the convexity of each function fi, we obtain
m∑
i=1
(fi(zi(k))− fi(z¯(k))) ≥
m∑
i=1
〈∇fi(z¯(k), zi(k)− z¯(k)〉 ≥ −
m∑
i=1
‖∇fi(z¯(k))‖ ‖zi(k)− z¯(k)‖.
Since z¯(k) is a convex combination of zi(k) ∈ X , it follows that z¯(k) ∈ X . Using z¯(k) ∈ X
and the uniform bound Gf for the norms ‖∇fi(x)‖ on the set X (Assumption 2(d)) we obtain
m∑
i=1
(fi(zi(k))− fi(z¯(k))) ≥ −Gf
m∑
i=1
‖zi(k)− z¯(k)‖. (12)
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We next consider the term ‖zi(k)− z¯(k)‖, for which by using z¯(k) , 1m
∑m
ℓ=1 zℓ(k) we have
‖zi(k)− z¯(k)‖ =
∥∥∥∥∥ 1m
m∑
ℓ=1
(zi(k)− zℓ(k))
∥∥∥∥∥ ≤ 1m
m∑
ℓ=1
‖zi(k)− zℓ(k)‖ ≤ 1
m
m∑
ℓ=1
‖vi(k)− vℓ(k)‖,
where the first inequality is obtained by the convexity of the norm and the last inequality
follows by the projection property in Eq. (6). Further, by letting v¯(k) = 1
m
∑m
j=1 vj(k) and using
‖vi(k)−vℓ(k)‖ ≤ ‖vi(k)− v¯(k)‖+‖vℓ(k)− v¯(k)‖, we obtain ‖zi(k)− z¯(k)‖ ≤ ‖vi(k)− v¯(k)‖+
1
m
∑m
ℓ=1 ‖vℓ(k)− v¯(k)‖ for every i ∈ V . Upon summing these relations over i ∈ V , we find
m∑
i=1
‖zi(k)− z¯(k)‖ ≤ 2
m∑
i=1
‖vi(k)− v¯(k)‖. (13)
Combining relations (13) and (12), and substituting the resulting relation in Eq. (11), we obtain
m∑
i=1
(fi(zi(k))− fi(xˇ)) ≥ −2Gf
m∑
i=1
‖vi(k)− v¯(k)‖+ (f(z¯(k))− f(xˇ)). (14)
Finally, by using the preceding estimate in inequality (10) and letting xˇ = x∗ for an arbitrary
x∗ ∈ X ∗, we have w.p.1 for any x∗ ∈ X ∗ and k ≥ k¯,
m∑
i=1
E
[‖xi(k)− x∗‖2 | Fk−1] ≤
(
1 +
a4
k
3
2
−q
) m∑
j=1
‖xi(k − 1)− x∗‖2
−2
k
E [f(z¯(k))− f ∗) | Fk−1] + 4Gf
k
m∑
i=1
E[‖vi(k)− v¯(k)‖ | Fk−1] + a2m
k
3
2
−q
. (15)
Since z¯(k) ∈ X , we have f(z¯(k))−f ∗ ≥ 0. Thus, in the light of Lemma 4, relation (15) satisfies
all the conditions of Lemma 1. Hence, the sequence {‖xi(k)−x∗‖2} is convergent for any i ∈ V
and x∗ ∈ X ∗ w.p.1, and ∑∞k=0 1k (f(z¯(k))− f ∗) <∞ w.p.1. Since ∑∞k=0 1k =∞, it follows that
lim inf
k→∞
(f(z¯(k))− f ∗) = 0 w.p.1. (16)
By Lemma 3(a), noting that zi(k) = ΠX [vi(k)], we have
lim
k→∞
‖vi(k)− zi(k)‖ = 0 for all i ∈ V w.p.1. (17)
Since the sequence {‖xi(k) − x∗‖} is convergent with probability 1 for any i ∈ V and every
x∗ ∈ X ∗, in view of the relations (4a) and (17), respectively, so are the sequences {‖vi(k)−x∗‖}
and {‖zi(k) − x∗‖}, as well as their average sequences {‖v¯(k) − x∗‖} and {‖z¯(k) − x∗‖}.
Therefore, the sequences {v¯(k)} and {z¯(k)} are bounded with probability 1, and they have
accumulation points. From relation (16) and the continuity of f , the sequence {z¯(k)} must
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have one accumulation point in X ∗ with probability 1. This and the fact that {‖z¯(k)− x∗‖} is
convergent with probability 1 for every x∗ ∈ X ∗ imply that for a random point x⋆ ∈ X ∗,
lim
k→∞
z¯(k) = x⋆ w.p.1. (18)
Now, from z¯(k) = 1
m
∑m
ℓ=1 zℓ(k) and v¯(k) = 1m
∑m
i=ℓ vℓ(k), using relation (17) and the
convexity of the norm, we obtain limk→∞ ‖v¯(k)− z¯(k)‖ ≤ 1m
∑m
ℓ=1 limk→∞ ‖vℓ(k)− zℓ(k)‖ = 0
w.p.1. In view of relation (18), it follows that
lim
k→∞
v¯(k) = x⋆ w.p.1. (19)
By Lemma 4, we have
lim inf
k→∞
‖vi(k)− v¯(k)‖ = 0 for all i ∈ V w.p.1. (20)
The fact that {‖vi(k)−x∗‖} is convergent with probability 1 for all i and any x∗ ∈ X ∗, together
with (19) and (20) implies that
lim
k→∞
‖vi(k)− x⋆‖ = 0 for all i ∈ V w.p.1. (21)
Finally, by Lemma 3(b), we have limk→∞ ‖xi(k)−vi(k)‖ = 0 for all i ∈ V w.p.1, which together
with the limit in (21) yields limk→∞ xi(k) = x⋆ for all i ∈ V with probability 1. 
V. ERROR BOUND
Here, we prove Proposition 2. We start by providing some lemmas that are valid for a constant
stepsize αi(k) = αi > 0. The first result shows a basic iterate relation.
Lemma 5: Let Assumptions 2-4 hold, where the stepsize satisfies Assumption 4(a). Then, for
the iterates xi(k) of the method we have w.p.1 for any x ∈ X , and for all k ≥ 1 and i ∈ {Ik, Jk},
E
[‖xi(k)− x‖2 | Fk−1, Ik, Jk] ≤ (1− ρi)‖vi(k)− x‖2 − 2αi〈∇fi(x), zi(k)− x〉+ 8(1 + c)α2iG2f ,
where ρi = σiαi − 4(2 + c)α2iL2i and zi(k) = ΠX [vi(k)].
The proof of the preceding lemma is in Appendix D.
Next, we provide an asymptotic estimate for the disagreement among the agents.
Lemma 6: Let Assumptions 1–4 hold. Let x¯(k) = 1
m
∑m
i=1 xi(k) for all k. Then, for the
iterates {xi(k)} generated by method (4a)-(4c), we have
lim sup
k→∞
m∑
i=1
E[‖xi(k)− x¯(k)‖2] ≤
4mα¯2G2f
(1−√λ)2C,
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where C = 8γ¯(1+α¯
2L¯2)(1+c)
minj{γjρj}
+ 1, ρi = σiαi − 4(2 + c)α2iL2i , γ¯ = maxi γi, α¯ = maxi αi, and
L¯ = maxLi.
The proof of the lemma is given in Appendix E. The bound in Lemma 6 captures the variance
of the estimates xi(k) in terms of the number of agents, the maximum stepsize and the spectral
gap 1−√λ of the matrix W¯ .
We are now ready to prove Proposition 2. In the proof we use a relation implied by the
convexity of the squared-norm. In particular, by the definition of vi(k) in (4a), the convexity of
the squared-norm function and the doubly stochastic weights W (k), we have for any x ∈ Rd,
m∑
i=1
E[‖vi(k)− x‖2 | Fk−1] ≤
m∑
i=1
m∑
j=1
W¯ij‖xj(k − 1)− x‖2 =
m∑
j=1
‖xj(k − 1)− x‖2. (22)
Proof of Proposition 2. The function f is strongly convex with a constant σ = ∑mi=1 σi and
therefore, problem (1) has a unique optimal solution x∗. The proof starts with the relation of
Lemma 5 where we let x = x∗. Define z¯(k) = 1
m
∑m
i=1 zi(k), so that z¯(k) ∈ X . We have
〈∇fi(x∗), zi(k) − x∗〉 = 〈∇fi(x∗), z¯(k) − x∗〉 + 〈∇fi(x∗), zi(k) − z¯(k)〉, which in view of the
gradient boundedness (Assumption 2(d)) implies that
〈∇fi(x∗), zi(k)− x∗〉 ≥ 〈∇fi(x∗), z¯(k)− x∗〉 −Gf‖zi(k)− z¯(k)‖.
Using the preceding relation and Lemma 5, we have for all k ≥ 1 w.p.1,
E[‖xi(k)− x∗‖2 | Fk−1, Ik, Jk] ≤ (1− ρi)‖vi(k)− x∗‖2 − 2αi〈∇fi(x∗), z¯(k)− x∗〉
+ 2αiGf‖zi(k)− z¯(k)‖+ 8(1 + c)α2iG2f .
Taking the expectation with respect to Fk−1 and using the fact that the preceding inequality
holds with probability γi, and otherwise we have xi(k) = vi(k) with probability 1 − γi, we
obtain w.p.1 for all k ≥ 1 and i ∈ V ,
E[‖xi(k)− x∗‖2 | Fk−1] ≤ (1− γiρi)E[‖vi(k)− x∗‖2 | Fk−1]
− 2γiαiE[〈∇fi(x∗), z¯(k)− x∗〉 | Fk−1] + 2γiαiGfE[‖zi(k)− z¯(k)‖ | Fk−1] + 8(1 + c)γiα2iG2f .
We note that under the assumption that ρi = αiσi−8(1+ c)α2iL2i ∈ (0, 1) for all i, we also have
γiρi ∈ (0, 1) for all i since γi ∈ (0, 1). By adding and subtracting 2minj{γjαj}E[〈∇fi(x∗), z¯(k)−
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x∗〉 | Fk−1], we find that
E[‖xi(k)− x∗‖2 | Fk−1] ≤ (1− γiρi)E[‖vi(k)− x∗‖2 | Fk−1]
− 2γαE[〈∇fi(x∗), z¯(k)− x∗〉 | Fk−1] + 2∆γαE[‖∇fi(x∗)‖‖z¯(k)− x∗‖ | Fk−1]
+ 2γ¯α¯GfE[‖zi(k)− z¯(k)‖ | Fk−1] + 8(1 + c)γ¯α¯2G2f , (23)
where ∆γα = maxj{γjαj} − minj{γjαj}, α = mini αi, γ = mini gi, α¯ = maxi αi and γ¯ =
maxi γi. We can further estimate
‖∇fi(x∗)‖‖z¯(k)− x∗‖ ≤ Gf
m
m∑
i=1
‖ΠX [vi(k)]− x∗‖ ≤ Gf
m
m∑
i=1
‖vi(k)− x∗‖,
where the first inequality follows by Assumption 2(d), z¯(k) = 1
m
∑m
i=1 ΠX [vi(k)] and the convex-
ity of the norm function, while the second inequality follows from the projection property (6).
Also, from relation ab ≤ 1
2
(a2 + b2) and the convexity of the square-function, we obtain
‖∇fi(x∗)‖‖z¯(k)− x∗‖ ≤ 1
2
G2f +
1
2m
m∑
i=1
‖vi(k)− x∗‖2. (24)
Summing relations in Eq. (23) over i, and using estimates (22), (24) and∑mi=1〈∇fi(x∗), z¯(k)−
x∗〉 ≥ f(z¯(k))− f(x∗) ≥ 0 (which holds by the optimality of x∗), we have
m∑
i=1
E[‖xi(k)− x∗‖2 | Fk−1] ≤ (1− q)
m∑
j=1
E[‖xj(k − 1)− x∗‖2 | Fk−1] + ∆γαmG2f
+ 2γ¯α¯Gf
m∑
i=1
E[‖zi(k)− z¯(k)‖ | Fk−1] + 8(1 + c)mγ¯α¯2G2f .
where q = mini{γiρi} −∆γα/m. Since γiρi − ∆γαm ∈ (0, 1) by Assumption 4(b), it follows that
q ∈ (0, 1), and therefore
lim sup
k→∞
m∑
i=1
E[‖xi(k)− x∗‖2] ≤ 2γ¯α¯Gf 1
q
lim sup
k→∞
m∑
i=1
E[‖zi(k)− z¯(k)‖]
+
1
q
(
∆γαmG
2
f + 8(1 + c)mγ¯α¯
2G2f
)
. (25)
We now consider the sum
∑m
i=1 E[‖zi(k)− z¯(k)‖]. Using Ho¨lder’s inequality, we have
m∑
i=1
E[‖zi(k)− z¯(k)‖] ≤
√√√√m m∑
i=1
E [‖zi(k)− z¯(k)‖2]. (26)
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Since z¯(k) = 1
m
∑m
i=1 ΠX [vi(k)], it follows that for v¯(k) =
1
m
∑m
j=1 vj(k),
m∑
i=1
E[‖zi(k)− z¯(k)‖2] ≤
m∑
i=1
E[‖zi(k)− ΠX [v¯(k)]‖2] ≤
m∑
i=1
E[‖vi(k)− v¯(k)‖2], (27)
where the last inequality is obtained from the projection property (6). Since v¯(k) is the average
of vj(k) for j ∈ V , it follows that for x¯(k − 1) = 1m
∑m
j=1 xj(k − 1),
m∑
i=1
E
[‖vi(k)− v¯(k)‖2] ≤ m∑
i=1
E
[‖vi(k)− x¯(k − 1)‖2].
From the preceding relation, and using Eq. (22) with x = x¯(k − 1) (where we take the total
expectation), we find that
m∑
i=1
E
[‖vi(k)− v¯(k)‖2] ≤ m∑
j=1
E
[‖xj(k − 1)− x¯(k − 1)‖2]. (28)
From Eqs. (26)–(28) and Lemma 6, we obtain
lim sup
k→∞
m∑
i=1
E[‖zi(k)− z¯(k)‖] ≤ 2m
√
C
α¯Gf
1−√λ.
The result follows from Eq. (25) after dividing by m. 
VI. SIMULATIONS: DISTRIBUTED ROBUST CONTROL
In this section, we apply our GRP algorithm to a distributed robust model predictive control
(MPC) problem [6]. A linear, time-invariant, discrete-time system is given by the following state
equation for t = 1, . . . , T,
x(t) = Ax(t− 1) +Bu(t), (29)
where
A =

 1 1
0 1

 , b =

 0.5
1

 ,
with initial state x(0) = [7, 0]′. The goal of the agents on the network is to find an optimal
control u , [u(1), . . . , u(T )]′ of system (29) over time t = 1, . . . , T, with some random terminal
constraints. The distributed optimization problem is given by
min
u
f(u) =
m∑
i=1
fi(u) s.t. u ∈ X , (30)
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where
fi(u) =
T∑
t=1
‖x(t)− zi‖2 + ru(t), for i = 1, . . . , m,
is the local objective of agent i and r > 0 is a control parameter. Hence, the agents on the network
jointly find a control u such that the resulting trajectory x(t), for t = 1, . . . , T, minimizes the
deviations from the points zi ∈ R2 together with the control effort. The information about the
points zi, for i = 1, . . . , m, are private and only agent i knows the location zi.
The constraint set X is a set of control inputs that satisfies the following constraints.
‖u(t)‖∞ ≤ 2, for t = 1, . . . , T, (31a)
x(t) = Ax(t− 1) +Bu(t), for t = 1, . . . , T, (31b)
max
ℓ=1,2,3,4
{(aℓ + δℓ)′x(T )− bℓ} ≤ 0. (31c)
The system is initiated in state x(0) = [7, 0]′. The constraint (31a) is just a box constraint,
while the constraints in (31b) describe the system dynamics. The constraints in (31c) describe
the random terminal conditions given by the linear inequalities (aℓ + δℓ)′x(T ) ≤ bℓ and the
perturbations δℓ are uniform random vectors in boxes ‖δℓ‖∞ ≤ βℓ for some given scalars βℓ.
Note that u(t), for t = 1, . . . , T , are the only variables here since x(t), for t = 1, . . . , T, are
fully determined by state equations (31b) once u(t), for t = 1, . . . , T, is given.
For this problem, we have Xi = X for all i. The constraint set X is uncertain and not exactly
known in advance since the perturbations are uniform random vectors in boxes. To apply the
GRP algorithm (4a)-(4c) in solving this robust optimal control problem, at iteration k, each
agent Ik and Jk draws a realization of one of the linear inequality terminal constraints, and each
of them projects its current iterate on the selected constraint. Subsequently, they perform their
projections onto the box constraint (31a).
Since the uncertainty exists in a box, the problem (30) has an equivalent Quadratic Program-
ming (QP) formulation. Note that the following representations are all equivalent:
(aℓ + δℓ)
′x(T ) ≤ bℓ, ∀(δℓ : ‖δℓ‖∞ ≤ βℓ) (32a)
⇔ max
‖δℓ‖∞≤βℓ
δ′ℓx(T ) ≤ bℓ − a′ℓx(T ) (32b)
⇔ a′ℓx(T ) + βℓ|[x(T )]1|+ βℓ|[x(T )]2| ≤ bℓ. (32c)
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Therefore, the inequality (31c) admits an equivalent representation of (32c) by a system of linear
inequalities with additional variables t1 and t2:
− tj ≤ [x(T )]j ≤ tj , for j = 1, 2, (33a)
max
ℓ=1,2,3,4
{a′ℓx(T ) + βℓt1 + βℓt2 − bℓ} ≤ 0. (33b)
This alternative representation is only available since we are considering simple box uncertainty
sets for the sake of comparison. Note that our GRP algorithm is applicable not just to box
uncertainty but to more complicated perturbations such as Gaussian or other distributions.
In the experiment, we use m = 4 and m = 10 agents with T = 10 and r = 0.1. We solve the
problem on three different network topologies, namely, clique, cycle and star (see Figure 1). For
the agent selection probability, we use uniform distribution, i.e., at each iteration, one of the m
agents is uniformly selected and the selected agent uniformly selects one of its neighbors. Table I
shows the second largest eigenvalue λ of W¯ for the three network topologies when m = 4 and
m = 10. When m is larger, we can see that λ is very close to one for all of the three cases.
We evaluate the algorithm performance by carrying out 100 Monte-Carlo runs, each with
40,000 iterations for m = 4 and 100,000 iterations for m = 10. For the stepsize, we use either
a diminishing one (1/Γi(k)) or a constant αi = 10−5 for m = 4 and αi = 10−6 for m = 10.
In Figures 2 and 3, we depict 1
m
∑m
i=1 ‖ui(k) − u∗‖2 over 40,000 and 100,000 iterations
when the diminishing and constant stepsize are used, respectively. The optimal solution u∗ was
obtained by solving the equivalent QP problem (i.e., problem (30) with constraints (31a)-(31b)
and (33a)-(33b)) using a commercial QP solver.
We can observe for both cases that the errors go down fast. An interesting observation is that
the network topology does not affect the algorithm performance when the diminishing stepsize
is used. When the constant stepsize is used for the m = 4 case, star network converges much
slower than the other two networks. This is because the agent selection probability γi is different
for the center node and the peripheral nodes. As the bound in Proposition 2 captures, a more
aggressive stepsize αi should have been used for the peripheral nodes. For the m = 10 case,
however, the difference is not as clearly visible as in the m = 4 case. This can be explained by
the almost the same spectral gap 1−√λ (as shown in Proposition 2 and Table I).
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TABLE I
NUMBER OF AGENTS AND λ
m Clique Cycle star
4 0.6667 0.7500 0.8333
10 0.8889 0.9809 0.9444
Fig. 1. Clique (left), cycle (center) and star (right) graph used for communication topology (m = 4)
VII. CONCLUSIONS
We have considered a distributed problem of minimizing the sum of agents’ objective functions
over a distributed constraint set Xi. We proposed an asynchronous gossip-based random projec-
tion algorithm for solving the problem over a network. We studied the convergence properties
of the algorithm for a random diminishing stepsize and a constant deterministic stepsize. We
established convergence with probability 1 to an optimal solution when the diminishing stepsizes
are used and an error bound when constant stepsizes are used. We have also provided a simulation
result for a distributed robust model predictive control problem.
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APPENDIX
A. Proof of Lemma 2
We begin with a lemma which provides some basic relations for a vector xˇ ∈ Y , an arbitrary
point z ∈ Rd, and two consecutive iterates x and y of a projected-gradient algorithm. The
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auxiliary point z will be used to accommodate the iterations vi(k) of the GRP method which
may not belong to the constraint set X , while xˇ will be a suitably chosen point in X .
Lemma 7: Let Y ⊆ Rd be a closed convex set. Let the function φ : Rd → R be convex and
differentiable over Rd with Lipschitz continuous gradients with a constant L. Let y be given by
y = ΠY [x− α∇φ(x)] for some x ∈ Rd and α > 0. Then, for all xˇ ∈ Y and z ∈ Rd, we have:
(a) For any scalars τ1, τ2 > 0,
‖y − xˇ‖2 ≤ (1 + 8α2L2)‖x− xˇ‖2 − 2α (φ(z)− φ(xˇ))− 3
4
‖y − x‖2
+ (8 + τ2)α
2‖∇φ(xˇ)‖2 + τ1α2L2‖z − xˇ‖2 +
(
1
τ1
+
1
τ2
)
‖x− z‖2.
(b) In addition, if φ is strongly convex on Rd with a constant σ > 0, then for any τ1, τ2 > 0,
‖y − xˇ‖2 ≤ (1− ασ + 8α2L2)‖x− xˇ‖2 − 2α〈∇φ(xˇ), z − xˇ〉 − 3
4
‖y − x‖2
+ (8 + τ2)α
2‖∇φ(xˇ)‖2 + τ1α2L2‖z − xˇ‖2 +
(
1
τ1
+
1
τ2
)
‖x− z‖2.
Proof: For part (a), from the relation defining y and the strictly non-expansive projection
property in (5), we obtain for any xˇ ∈ Y ,
‖y − xˇ‖2 ≤ ‖x− xˇ‖2 − 2α〈∇φ(x), x− xˇ〉 − ‖y − x‖2 + 2α〈∇φ(x), x− y〉. (34)
We next estimate the term 2α〈∇φ(x), x − y〉. By using Cauchy-Swartz inequality we obtain
2α〈∇φ(x), x−y〉 ≤ 2α‖∇φ(x)‖‖x−y‖. By writing 2α‖∇φ(x)‖‖x−y‖ = 2(2α‖∇φ(x)‖)(‖x−
y‖/2), we find that
2α〈∇φ(x), x− y〉 ≤ 4α2‖∇φ(x)‖2 + 1
4
‖x− y‖2. (35)
Furthermore, we have ‖∇φ(x)‖2 ≤ ‖(∇φ(x)−∇φ(xˇ))+∇φ(xˇ)‖2, which by the square-function
property (a + b)2 ≤ 2(a2 + b2) yields ‖∇φ(x)‖2 ≤ 2‖∇φ(x) − ∇φ(xˇ)‖2 + 2‖∇φ(xˇ)‖2. The
preceding relation and the Lipschitz gradient property of φ imply
‖∇φ(x)‖2 ≤ 2L‖x− xˇ‖2 + 2‖∇φ(xˇ)‖2. (36)
Therefore, from (34)–(36) we obtain
‖y − xˇ‖2 ≤ (1 + 8α2L2)‖x− xˇ‖2 − 2α〈∇φ(x), x− xˇ〉 − 3
4
‖y − x‖2 + 8α2‖∇φ(xˇ)‖2. (37)
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Next, we estimate the term 2α〈∇φ(x), x− xˇ〉 using the convexity of φ,
〈∇φ(x), x− xˇ〉 ≥ φ(x)− φ(xˇ) = (φ(x)− φ(z)) + (φ(z)− φ(xˇ)) , (38)
where z ∈ Rd is some given point. It remains to bound the term φ(x) − φ(z), for which by
convexity of φ we further have
φ(x)− φ(z) ≥ 〈∇φ(z), x− z〉 ≥ −‖∇φ(z)‖ ‖x− z‖.
By writing ‖∇φ(z)‖ ≤ ‖∇φ(z)−∇φ(xˇ)‖+ ‖∇φ(xˇ)‖ and using the Lipschitz-gradient property
of φ, we obtain
φ(x)− φ(z) ≥ −L‖z − xˇ‖ ‖x− z‖ − ‖∇φ(xˇ)‖ ‖x− z‖.
Multiplying the preceding relation with 2α and using 2αL‖z − xˇ‖ ‖x − z‖ = 2(α√τ1L‖z −
xˇ‖)(‖x−z‖/√τ1) ≤ τ1α2L2‖z−xˇ‖2+‖x−z‖2/τ1, 2α‖∇φ(xˇ)‖ ‖x−z‖ = 2(α√τ2‖∇φ(xˇ)‖)(‖x−
z‖/√τ2) ≤ τ2α2‖∇φ(xˇ)‖2 + ‖x− z‖2/τ2 for some τ1, τ2 > 0, we obtain
2α (φ(x)− φ(z)) ≥ −τ1α2L2‖z − xˇ‖2 − τ2α2‖∇φ(xˇ)‖2 −
(
1
τ1
+
1
τ2
)
‖x− z‖2. (39)
Thus, from Eqs. (37)–(39) it follows that
‖y − xˇ‖2 ≤ (1 + 8α2L2)‖x− xˇ‖2 − 2α (φ(z)− φ(xˇ))− 3
4
‖y − x‖2
+ (8 + τ2)α
2‖∇φ(xˇ)‖2 + τ1α2L2‖z − xˇ‖2 +
(
1
τ1
+
1
τ2
)
‖x− z‖2, (40)
thus proving the relation in part (a). The relation in part (b) follows similarly by using the strong
convexity of φ in Eq. (38), i.e., 〈∇φ(x), x− xˇ〉 ≥ φ(x)−φ(xˇ)+ σ
2
‖x− xˇ‖2 for all x, xˇ ∈ Rd.
The proof of Lemma 2 relies on Lemma 7(a) and the fact that the event Ei(k) = {i ∈ {Ik, Jk}}
that agent i updates at any time is independent of the past. Due to this, the number of updates
that any agent i has performed until time k behaves almost as 1/k when k is large enough. The
long term estimates for the stepsize αi(k) = 1Γi(k) in terms of the probability γi that agent i
updates are given in the following lemma.
Lemma 8: (see [17]) Let αi(k) = 1/Γi(k) for all k ≥ 1 and i ∈ V . Let πmin = min{i,j}∈E πij .
Also, let q be a constant such that 0 < q < 1/2. Then, there exists a large enough k˜ (which
depends on q and m) such that with probability 1 for all k ≥ k˜ and i ∈ V ,
(a) αi(k) ≤ 2
kγi
, (b) α2i (k) ≤
4m2
k2(1 + πmin)2
,
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(c)
∣∣∣∣αi(k)− 1kγi
∣∣∣∣ ≤ 2
k
3
2
−q(1 + πmin)2
.
According to this lemma, the stepsizes αi(k) exhibit the same behavior as the deterministic
stepsize 1/k in a long run. The result is critical for dealing with the cross dependencies of the
random stepsizes and the other randomness in the GRP method.
Proof of Lemma 2. Consider i ∈ {Ik, Jk}, and use Lemma 7(a) with the following identifi-
cation: Y = XΩi(k)i and xˇ ∈ X ⊆ XΩi(k)i , y = xi(k), x = vi(k), z = zi(k) , ΠX [vi(k)], φ = fi,
and α = αi(k). Then, for any xˇ ∈ X and k ≥ 1,
‖xi(k)− xˇ‖2 ≤ (1 + 8α2i (k)L2i )‖vi(k)− xˇ‖2 − 2αi(k) (fi(zi(k))− fi(xˇ))−
3
4
‖xi(k)− vi(k)‖2
+ (8 + τ2)α
2
i (k)‖∇fi(xˇ)‖2 + τ1α2i (k)L2i ‖zi(k)− xˇ‖2 +
(
1
τ1
+
1
τ2
)
‖vi(k)− zi(k)‖2,
By Assumption 2(d), we have ‖∇fi(xˇ)‖ ≤ Gf . Further, we let τ1 = τ2 = 4η for some η > 0,
and by using Lemma 8(b) we find that w.p.1 for all k large enough,
‖xi(k)− xˇ‖2 ≤
(
1 +
c1
k2
)
‖vi(k)− xˇ‖2 − 2αi(k) (fi(zi(k))− fi(xˇ))
− 3
4
‖xi(k)− vi(k)‖2 + c2
k2
+
c3
k2
‖zi(k)− xˇ‖2 + 1
2η
‖vi(k)− zi(k)‖2, (41)
where c1 = 32m
2L¯2
(1+πmin)2
, L¯ = maxi Li, c2 =
4(8+4η)m2G2
f
(1+πmin)2
and c3 = 16ηm
2L¯2
(1+πmin)2
. Next, consider
2αi(k) (fi(zi(k))− fi(xˇ)), for which we can write
2αi(k) (fi(zi(k))− fi(xˇ)) ≥ 2
kγi
(fi(zi(k))− fi(xˇ))− 2
∣∣∣∣αi(k)− 1kγi
∣∣∣∣ |fi(zi(k))− fi(xˇ)| .
Since fi has bounded gradients over the set X , it is Lipschitz continuous over X . Thus, since
zi(k), xˇ ∈ X , it follows that |fi(zi(k))− fi(xˇ)| ≥ Gf‖zi(k)− xˇ‖. This and Lemma 8(c) imply
2αi(k) (fi(zi(k))− fi(xˇ)) ≥ 2
kγi
(fi(zi(k))− fi(xˇ))− 2 2
k
3
2
−q(1 + πmin)2
Gf‖zi(k)− xˇ‖
≥ 2
kγi
(fi(zi(k))− fi(xˇ))− 2
k
3
2
−q(1 + πmin)2
(
G2f + ‖zi(k)− xˇ‖2
)
,
where the last inequality follows by the Cauchy-Schwarz inequality. Combining the preceding
relation with Eq. (41), we obtain w.p.1 for k large enough
‖xi(k)− xˇ‖2 ≤
(
1 +
c1
k2
)
‖vi(k)− xˇ‖2 − 2
γik
(fi(zi(k))− fi(xˇ))− 3
4
‖xi(k)− vi(k)‖2
+
c2
k2
+
c4
k
3
2
−q
+
(
c3
k2
+
c5
k
3
2
−q
)
‖zi(k)− xˇ‖2 + 1
2η
‖vi(k)− zi(k)‖2, (42)
where c4 = 2(1+πmin)2G
2
f and c5 = 2(1+πmin)2 .
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By the definition of the projection, we have ‖vi(k)− zi(k)‖ = dist(vi(k),X ), and
‖xi(k)− vi(k)‖ ≥
∥∥∥Π
X
Ωi(k)
i
[vi(k)]− vi(k)
∥∥∥ = dist(vi(k),XΩi(k)i ).
Taking the expectation in (42) conditioned jointly on Fk−1, Ik and Jk, we obtain for any xˇ ∈ X ,
i ∈ {Ik, Jk} w.p.1 for all k large enough we can see that
E
[‖xi(k)− xˇ‖2 | Fk−1, Ik, Jk] ≤ (1 + c1
k2
)
‖vi(k)− xˇ‖2 − 2
γik
(fi(zi(k))− fi(xˇ))
−3
4
E
[
dist2(vi(k),XΩi(k)i ) | vi(k)
]
+
c6
k
3
2
−q
+
c7
k
3
2
−q
‖zi(k)− xˇ‖2 + 1
2η
dist2(vi(k),X ),
where c6 = c2 + c4 and c7 = c3 + c5. Using the regularity condition (Assumption 3), we have
E
[
dist2(vi(k),XΩi(k)i ) | vi(k)
]
≥ 1
c
dist2(vi(k),X ).
Thus, by letting η = c, from the preceding two relations we have w.p.1 for all k large enough
E
[‖xi(k)− xˇ‖2 | Fk−1, Ik, Jk] ≤ (1 + a1
k2
)
‖vi(k)− xˇ‖2 − 2
γik
(fi(zi(k))− fi(xˇ))
− 1
4c
dist2(vi(k),X ) + c6
k
3
2
−q
+
c7
k
3
2
−q
‖zi(k)− xˇ‖2.
The preceding inequality holds with probability γi (when agent i updates), and otherwise xi(k) =
vi(k) with probability 1 − γi (when agent i does not update). Hence, w.p.1 for any xˇ ∈ X , all
i ∈ V , and all k large enough we have
E
[‖xi(k)− xˇ‖2 | Fk−1] ≤ (1 + γia1
k2
)
E
[‖vi(k)− xˇ‖2 | Fk−1]− 2
k
E [fi(zi(k))− fi(xˇ) | Fk−1]
− γi
4c
E
[
dist2(vi(k),X ) | Fk−1
]
+
γic6
k
3
2
−q
+
γic7
k
3
2
−q
E
[‖zi(k)− xˇ‖2 | Fk−1].
Since γi ≤ 1, the relation of Lemma 2 follows by letting a1 = c1, a2 = c6 and a3 = c7. 
B. Proof of Lemma 3
The proof of this lemma and the proofs of the other lemmas, often, rely on the relations
implied by the convexity of the squared-norm. In particular, by the definition of vi(k) in (4a),
the convexity of the squared-norm function and the doubly stochastic weights W (k), we have
for any x ∈ Rd,
m∑
i=1
E[‖vi(k)− x‖2 | Fk−1] ≤
m∑
i=1
m∑
j=1
W¯ij‖xj(k − 1)− x‖2 =
m∑
j=1
‖xj(k − 1)− x‖2. (43)
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Similarly, by the convexity of the distance function x 7→ dist2(x,X ) (see [2, p. 88]), we have
m∑
i=1
E
[
dist2(vi(k),X ) | Fk−1
] ≤ m∑
j=1
dist2(xj(k − 1),X ). (44)
Proof of Lemma 3. To prove part (a), we start with Lemma 2, where we let xˇ = zi(k) =
ΠX [vi(k)]. Then, for all k large enough and all i ∈ V , we obtain w.p.1,
E
[‖xi(k)− ΠX [vi(k)]‖2 | Fk−1] ≤ (1 + a1
k2
)
E
[
dist2(vi(k),X ) | Fk−1
]
− γi
4c
E
[
dist2(vi(k),X ) | Fk−1
]
+
a2
k
3
2
−q
, (45)
where q ∈ (0, 1/2). By the definition of the projection, we have dist(xi(k),X ) ≤ ‖xi(k) −
ΠX [vi(k)]‖. Using this relation in Eq. (45) and, then, summing the resulting relations over i and
applying Eq. (44), we find that w.p.1 for all k large enough and all i ∈ V ,
m∑
i=1
E
[
dist2(xi(k),X ) | Fk−1
] ≤ (1 + a1
k2
) m∑
j=1
dist2(xj(k − 1),X )
− γ
4c
m∑
i=1
E
[
dist2(vi(k),X ) | Fk−1
]
+
a2m
k
3
2
−q
, (46)
where γ = mini γi. Therefore, for all k large enough, the conditions of Lemma 1 are satisfied (for
a time-delayed sequence), so we conclude that ∑∞k=1 E [dist2(vi(k),X ) | Fk−1] < ∞ for all i.
Taking the total expectation in relation (46), it also follows that ∑∞k=1 E [dist2(vi(k),X )] <∞
for all i ∈ V , which by the Monotone Convergence Theorem [27, p.92] yields limk→∞ dist(vi(k),X ) =
0 for all i w.p.1, showing the result in part (a).
For part (b), note that for ‖ei(k)‖, using zi(k) = ΠX [vi(k)], we can write for i ∈ {Ik, Jk},
‖ei(k)‖ ≤ ‖xi(k)− zi(k)‖+ ‖zi(k)− vi(k)‖
=
∥∥∥Π
X
Ωi(k)
i
[vi(k)− αi(k)∇fi(vi(k))]− zi(k)
∥∥∥+ ‖zi(k)− vi(k)‖ .
Since X ⊆ XΩi(k)i and zi(k) ∈ X , we have zi(k) ∈ XΩi(k)i . Using the projection non expansive-
ness property of Eq. (6), we obtain
‖ei(k)‖ ≤ ‖vi(k)− αi(k)∇fi(vi(k))− zi(k)‖+ ‖zi(k)− vi(k)‖
≤ 2‖vi(k)− zi(k)‖+ αi(k)‖∇fi(vi(k))‖.
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Further, from the Lipschitz gradient property of fi and the gradient boundedness property
(Assumptions 2(c) and 2(d)) it follows that
‖ei(k)‖ ≤ 2‖vi(k)− zi(k)‖+ αi(k) (‖∇fi(vi(k))−∇fi(zi(k))‖+ ‖∇fi(zi(k))‖)
≤ (2 + αi(1)Li) dist(vi(k),X ) + αi(k)Gf , (47)
where the last inequality follows by αi(k) ≤ αi(1) and ‖vi(k)− zi(k)‖ = dist(vi(k),X ). Using
the Cauchy-Schwartz inequality and Lemma 8(a) (i.e. αi(k) ≤ 2/(kγi)), we have for all i ∈
{Ik, Jk} and k ≥ k˜,
‖ei(k)‖2 ≤ 2(2 + αi(1)Li)2dist2(vi(k),X ) + 8m
2
k2
G2f , (48)
where we also use γi ≥ 1m . Taking the expectation in (48) conditioned on Fk−1, Ik, Jk and noting
that the preceding inequality holds with probability γi, and xi(k) = vi(k) with probability 1−γi,
we obtain with probability 1 for all k ≥ k˜ and i ∈ V ,
E[‖ei(k)‖2 | Fk−1] ≤ 2γi(2 + αi(1)L¯)2E[dist2(vi(k),X ) | Fk−1] + 8γim
2
k2
G2f ,
where L¯ = maxi Li. By part (a) of this lemma, we have
∑∞
k=1 E[dist
2(vi(k),X ) | Fk−1] < ∞
w.p.1 for all i. As
∑∞
k=1
1
k2
<∞, we conclude that ∑∞k=1 E[‖ei(k)‖2 | Fk−1] <∞ for all i ∈ V
w.p.1. Furthermore, by relation (48) and part (a) of the lemma we find that limk→∞ ‖ei(k)‖ = 0
for all i w.p.1. 
C. Proof of Lemma 4
The proof of this Lemma makes use of an additional result, which is given below.
Lemma 9: Let {W (k)} be an iid sequence of m × m symmetric and stochastic matrices.
Consider a sequence {θ(k)} ⊂ Rm generated by the following dynamics
θ(k) = W (k)θ(k − 1) + ǫ(k) for k ≥ 1. (49)
Then, we have with probability 1 for all k ≥ 1,
E[‖∆(k)‖ | Fk−1] ≤
√
λ‖∆(k − 1)‖+ E[‖ǫ(k)‖ | Fk−1].
where ∆(k) , θ(k)− 1
m
11
T θ(k) and λ < 1 is the second largest eigenvalue of W¯ = E [W (k)].
Proof: Define the sequences of averaged coordinate values as θavek , 1m
∑m
i=1 θi(k) and
ǫavek ,
1
m
∑m
i=1 ǫi(k). From relation (49), by taking averages over the coordinates, we have
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θavek = θ
ave
k−1 + ǫ
ave
k . Using 1 ∈ Rm, a vector with all its elements 1, we can write θavek 1 =
θavek−11+ ǫ
ave
k 1, or equivalently,
1
m
11
T θ(k) =
1
m
11
T θ(k − 1) + 1
m
11
T ǫ(k). (50)
From equations (49) and (50), we have:
θ(k)− 1
m
11
T θ(k) =
(
W (k)− 1
m
11
T
)
θ(k − 1) +
(
I − 1
m
11
T
)
ǫ(k).
Since
(
W (k)− 1
m
11
T
)
1
m
11
T θ(k−1) = (W (k)− 1
m
11
T
)
θavek−11 = 0, by letting ∆(k) , θ(k)−
1
m
11
T θ(k), Dk ,W (k)− 1m11T and M , I− 1m11T , it follows that ∆(k) = Dk∆(k−1)+Mǫ(k)
for all k ≥ 1. By taking the norm and the expectation conditioned on the history Fk−1, from
the preceding relation we have w.p.1 for k ≥ 1,
E[‖∆(k)‖ | Fk−1] = E[‖Dk∆(k − 1)‖ | Fk−1] + E[‖Mǫ(k)‖ | Fk−1]. (51)
From Eq. (7) and the fact that W (k) is independent of the past Fk−1, we obtain E[‖Dk∆(k−
1)‖2 | Fk−1] ≤ λ‖∆(k− 1)‖2, where λ is the second largest eigenvalue of the matrix W¯ . Using
E[‖x‖] ≤ √E[‖x‖2], we obtain E[‖Dk∆(k − 1)‖ | Fk−1] ≤ √λ‖∆(k − 1)‖ for all k ≥ 1. For
the second term on the right hand side of (51), we have E[‖Mǫ(k)‖ | Fk−1] = E[‖ǫ(k)‖ | Fk−1],
since M = I − 1
m
11
T is a projection matrix and, thus, ‖M‖ = 1.
Proof of Lemma 4. We consider coordinate-wise relations by defining the vector yℓ(k) ∈ Rm
for ℓ = 1, . . . , d such that [yℓ(k)]i = [xi(k)]ℓ for all i. From algorithm (4a)-(4c), we have
yℓ(k) = W (k)yℓ(k − 1) + δℓ(k) for k ≥ 1,
where δℓ(k) ∈ Rm is a vector whose coordinates are defined by
[δℓ(k)]i =
[
Π
X
Ωi(k)
i
[vi(k)− αi(k)∇f(vi(k))]− vi(k)
]
ℓ
if i ∈ {Ik, Jk}, (52)
and otherwise [δℓ(k)]i = 0. Since the matrices W (k) are doubly stochastic for all k ≥ 1, from
Lemma 9 we obtain
E[‖yℓ(k)− [x¯(k)]ℓ1‖ | Fk−1] ≤
√
λ‖yℓ(k − 1)− [x¯(k − 1)]ℓ1‖+ E[‖δℓ(k)‖ | Fk−1], (53)
where [x¯(k)]ℓ = 1m1
Tyℓ(k) and λ < 1 by Assumption 1.
We next consider δℓ(k) as given by (52), for which we have for all k ≥ 1,
‖δℓ(k)‖2 ≤
m∑
i=1
∥∥∥Π
X
Ωi(k)
i
[vi(k)− αi(k)(∇fi(vi(k)))]− vi(k)
∥∥∥2 .
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Letting zi(k) , ΠX [vi(k)], observing that zi(k) ∈ XΩi(k)i and using the projection property in
Eq. (6), we obtain
‖δℓ(k)‖2 ≤
m∑
i=1
(∥∥∥Π
X
Ωi(k)
i
[vi(k)− αi(k)∇fi(vi(k))]− zi(k)
∥∥∥+ ‖zi(k)− vi(k)‖)2
≤
m∑
i=1
(αi(k) ‖∇fi(vi(k))‖+ 2‖zi(k)− vi(k)‖)2 .
Applying the Cauchy-Schwartz inequality, we can obtain
‖δℓ(k)‖2 ≤
m∑
i=1
(
2α2i (k) ‖∇fi(vi(k))‖2 + 4‖zi(k)− vi(k)‖2
)
.
The term ‖∇fi(vi(k))‖2 can be further evaluated by using the Lipschitz property and the bounded
gradient assumption (Assumption 2(d)),
‖∇fi(vi(k))‖2 ≤ 2‖∇fi(vi(k))−∇fi(zi(k))‖2 + 2‖∇fi(zi(k))‖2 ≤ 2L2i ‖vi(k)− zi(k)‖2 + 2G2f .
From Lemma 8(b), there exists a large enough k˜ such that α2i (k) ≤ 4m2/k2 ≤ 4m2/k˜2 w.p.1
for all k ≥ k˜. Therefore, noting that ‖zi(k)− vi(k)‖ = dist(vi(k),X ), we obtain for all k ≥ k˜
with probability 1,
‖δℓ(k)‖2 ≤
(
4 +
16m2
k˜2
L¯2
) m∑
i=1
dist2(vi(k),X ) + 16m
2
k2
G2f ,
with L¯ = maxi Li. Taking the expectation with respect to Fk−1 and using E[‖x‖] ≤
√
E[‖x‖2],
we obtain E[‖δℓ(k)‖ | Fk−1] ≤ bk, where
bk =
√√√√(4 + 16m2
k˜2
L¯2
) m∑
i=1
E[dist2(vi(k),X ) | Fk−1] + 16m
2
k2
G2f .
From the preceding and relation (53), we obtain for all k ≥ k˜ with probability 1,
1
k
E[‖yℓ(k)− [x¯(k)]ℓ1‖ | Fk−1] ≤ 1
k − 1‖yℓ(k − 1)− [x¯(k − 1)]ℓ1‖
− 1−
√
λ
k
‖yℓ(k − 1)− [x¯(k − 1)]ℓ1‖+ 1
k
bk. (54)
Noting that 1
k
bk ≤ (1/k2 + b2k)/2, and that
∑∞
k=1 b
2
k < ∞ by Lemma 3(a), the term 1kbk is
summable. From this and the fact that 1 − √λ > 0, relation (54) satisfies all the conditions in
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Lemma 1. It follows that
∑∞
k=1
1
k
E[‖yℓ(k) − [x¯(k)]ℓ1‖ | Fk−1] < ∞ with probability 1 for any
ℓ = 1, . . . , d. This and the definition of yℓ(k) implies that with probability 1
∞∑
k=1
1
k
E[‖xi(k)− x¯(k)‖ | Fk−1] <∞ for all i ∈ V, (55)
where x¯(k) =
∑m
j=1 xj(k). Next, consider ‖vi(k)− v¯(k)‖. Since vi(k) =
∑m
j=1[W (k)]ij xj(k−1)
(see (4a)) and W (k) is doubly stochastic, by using the convexity of the norm, for v¯(k) =
1
m
∑m
j=1 vj(k) we can see that
∑m
i=1 ‖vi(k)− v¯(k)‖ ≤
∑m
j=1 ‖xj(k − 1)− x¯(k − 1)‖. By using
relation (55), we conclude that ∑∞k=1 1kE[‖vi(k)− v¯(k)‖ | Fk−1] <∞ for all i ∈ V w.p.1. 
D. Proof of Lemma 5
Let i ∈ {Ik, Jk}. Then, using the definition of the iterate xi(k) in (4a)-(4c), and Lemma 7(b)
with the following identification: Y = XΩi(k)i , y = xi(k), x = vi(k), z = zi(k) = ΠX [vi(k)],
α = αi, xˇ = x ∈ X , φ = fi, L = Li and τ1 = τ2 = 8c, we obtain
‖xi(k)− x‖2 ≤
(
1− σiαi + 8α2iL2i
) ‖vi(k)− x‖2 − 2αi〈∇fi(x), zi(k)− x〉
− 3
4
‖xi(k)− vi(k)‖2 + 8(1 + c)α2i ‖∇fi(x)‖2 + 4cα2iL2i ‖zi(k)− x‖2 +
1
4c
‖vi(k)− zi(k)‖2.
By Assumption 2(d), we have ‖∇fi(x)‖ ≤ Gf , while by the non-expansiveness projection
property we have ‖zi(k) − x‖ ≤ ‖vi(k) − x‖. Furthermore, ‖vi(k) − zi(k)‖ = dist(vi(k),X )
since zi(k) = ΠX [vi(k)]. Therefore, for all k ≥ 1 and i ∈ {Ik, Jk},
‖xi(k)− x‖2 ≤
(
1− σiαi + 4(2 + c)α2iL2i
) ‖vi(k)− x‖2 − 2αi〈∇fi(x), zi(k)− x〉
+ 8(1 + c)α2iG
2
f −
3
4
‖xi(k)− vi(k)‖2 + 1
4c
dist2(vi(k),X ). (56)
By the definition of xi(k), we have xi(k) ∈ XΩi(k)i , which implies
E[‖vi(k)− xi(k)‖ | Fk−1, Ik, Jk] ≥ E[dist(vi(k),XΩi(k)i ) | Fk−1, Ik, Jk].
By Assumption 3 it follows
dist2(vi(k),X ) ≤ cE
[
dist2(vi(k),XΩi(k)i ) | Fk−1, Ik, Jk
]
for all i.
Therefore, the sum of the last two terms in Eq. (56) is negative and by dropping that term, we
obtain the following relation w.p.1 for all k ≥ 1 and i ∈ {Ik, Jk},
E
[‖xi(k)− x‖2 | Fk−1, Ik, Jk] ≤ (1− ρi)‖vi(k)− x‖2 − 2αi〈∇fi(x), zi(k)− x〉+ 8(1 + c)α2iG2f ,
where ρi = σiαi − 4(2 + c)α2iL2i . 
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E. Proof of Lemma 6
In the proof of Lemma 6, we use the following result (see Lemma 3.1 in [25] for its proof).
Lemma 10: If limk→∞ γ(k) = γ and 0 < β < 1, then limk→∞
∑k
ℓ=0 β
k−ℓγ(ℓ) = γ
1−β .
In addition, we also use an asymptotic upper bound for the distance between the iterates xi(k)
and the set X , which is given in the following lemma.
Lemma 11: Let Assumptions 2-4 hold, where the stepsizes αi satisfy Assumption 4(a). Then,
for the iterates xi(k) of the method, we have
lim sup
k→∞
m∑
i=1
E[dist2(xi(k),X )] ≤ 8(1 + c)m
mini{γiρi} γ¯α¯
2G2f ,
where ρi = σiαi − 4(2 + c)α2iL2i .
Proof: We use Lemma 5 with x = ΠX [vi(k)], so that w.p.1 for all k ≥ 1 and i ∈ {Ik, Jk},
E
[‖xi(k)− zi(k)‖2 | Fk−1, Ik, Jk] ≤ (1− ρi)dist2(vi(k),X ) + 8(1 + c)α2iG2f ,
with ρi = σiαi − 4(2 + c)α2iL2i . We note that dist(xi(k),X ) ≤ ‖xi(k)− zi(k)‖. Thus, we have
w.p.1 for i ∈ {Ik, Jk} and k ≥ 1,
E[dist2(xi(k),X ) | Fk−1, Ik, Jk] ≤ (1− ρi) dist2(vi(k),X ) + 8(1 + c)α2iG2f .
The preceding relation holds with probability γi and, otherwise, xi(k) = vi(k) with probability
1− γi. Thus, w.p.1 for all k ≥ 1 and i ∈ V,
E[dist2(xi(k),X ) | Fk−1] ≤ (1− γiρi)E
[
dist2(vi(k),X ) | Fk−1
]
+ 8(1 + c)γiα
2
iG
2
f .
By summing over i and using relation (44), we obtain
m∑
i=1
E[dist2(xi(k),X ) | Fk−1] ≤
(
1−min
i
{γiρi}
) m∑
j=1
dist2(xj(k − 1),X ) + 8(1 + c)mγ¯α¯2G2f ,
where γ¯ = maxi γi and α¯ = maxi αi. Note that when ρi ∈ (0, 1) for all i, then we also have
γiρi ∈ (0, 1) since γi ∈ (0, 1) for all i. Taking the total expectation and, then, applying Lemma 10
we obtain the desired relation.
Proof of Lemma 6. We consider coordinate-wise relations similar to the proof of Lemma 4.
Since the matrices W (k) are doubly stochastic for all k ≥ 1, from relation (51) with ‖M‖ = 1
and Ho¨lder’s inequality, we obtain
d∑
ℓ=1
E[‖yℓ(k)−[x¯(k)]ℓ1‖2] ≤


√√√√ d∑
ℓ=1
E[‖Dk(yℓ(k − 1)− [x¯(k − 1)]ℓ1)‖2] +
√√√√ d∑
ℓ=1
E[‖δℓ(k)‖2]


2
,
(57)
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where [x¯(k)]ℓ = 1m1
Tyℓ(k), Dk = W (k)− 1m11T , and λ < 1. From relation (7), we know that
d∑
ℓ=1
E
[‖Dk(yℓ(k − 1)− [x¯(k − 1)]ℓ1)‖2] ≤ λ d∑
ℓ=1
E
[‖yℓ(k − 1)− [x¯(k − 1)]ℓ1‖2] . (58)
The second term in (57) is evaluated similar to that in Lemma 4. Hence, for all k ≥ 1 w.p.1,√√√√ d∑
ℓ=1
E [‖δℓ(k)‖2] ≤ βk, (59)
where βk =
√
(4 + 4α¯2L¯2)
∑m
i=1 E
[
dist2(vi(k),X )
]
+ 4mα¯2G2f , α¯ = maxi αi and L¯ = maxi Li.
Letting uk =
√∑d
ℓ=1 E[‖yℓ(k)− [x¯(k)]ℓ1‖2] in (57) and using relations (58) and (59), we have
uk ≤
√
λuk−1 + βk for all k ≥ 1.
Since λ < 1, by Lemma 10 we have lim supk→∞ uk ≤ lim supk→∞ βk/(1−
√
λ), implying that
lim sup
k→∞
u2k ≤
1
(1−√λ)2 lim supk→∞ β
2
k . (60)
By relation (44) it follows that
lim sup
k→∞
β2k ≤ (4 + 4α¯2L¯2) lim sup
k→∞
m∑
j=1
E[dist2(xj(k − 1),X )] + 4mα¯2G2f . (61)
Finally, by the definition of yℓ(k), we have u2k =
∑m
i=1 E[‖xi(k)− x¯(k)‖2]. The desired relation
follows from Eqs. (60) and (61) and Lemma 11. 
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