Quantum networks play a major role in long-distance communication, quantum cryptography, clock synchronization, and distributed quantum computing. Generally, these protocols involve many independent sources sharing entanglement among distant parties that, upon measuring their systems, generate correlations across the network. The question of which correlations a given quantum network can give rise to, remains almost uncharted. We show that the network topology alone imposes strong constraints on observable covariances, which yield tests that can be cast as semidefinite programs, thus allowing for efficient characterizations of the correlations in arbitrary quantum networks, as well as systematic derivations of device-independent and experimentally testable witnesses. We obtain such semidefinite tests for fixed measurement settings, as well as parties that independently choose among collections of measurement settings. The applicability of the method is demonstrated for various networks, and compared with previous approaches.
A basic scientific goal is the development of causal models explaining observed phenomena. Through the mathematical theory of causality, empirical data can be turned into a causal hypothesis that can be falsified or refined by new observations [1] [2] [3] . Not surprisingly, this causal framework has found many applications, ranging from economics [4, 5] to biology and medicine [6, 7] and also quantum physics [8] [9] [10] [11] [12] [13] . Indeed, Bell's theorem [14] can be regarded as a particular case of a causal inference problem [15, 16] , and the phenomenon generally known as quantum nonlocality shows that quantum correlations are incompatible with our classical notion of cause and effect [17] .
More recently, in view of steady experimental advances [18] [19] [20] [21] , understanding the role of causality in quantum networks of growing size and complexity, typically composed of many independent sources of entanglement, has become a topic of particular relevance [22] . On the practical side, quantum correlations can be distributed across the whole network via quantum repeaters [23] . Fundamentally, new and stronger notions of nonlocality can emerge in such quantum networks [24] and lead to novel quantum information protocols.
In spite of its clear importance, the characterization of correlations in quantum networks remains in its infancy. Even in the simplest case of two distant laboratories sharing quantum states, this characterization turns out to be extremely demanding [25] . The situation for more complex quantum networks, such as the quantum internet [26, 27] , and quantum repeaters [23] , is yet more intractable. Due to the independence of entanglement sources, correlations compatible with a quantum network form a non-convex set [28, 29] that, even in a purely classical case, cannot be easily characterized beyond very small networks [30] [31] [32] . To cir-cumvent this problem, novel approaches have recently been proposed to characterize quantum causal structures [10, 33, 34] . In this context, we consider arbitrary quantum networks where a number of distant parties share quantum states provided by several independent sources, and we introduce a method to characterize the covariances that are compatible with such quantum networks, irrespective of whether the underlying sources are classical or quantum. That is, we determine the constraints on correlations arising from the topology of the network alone. Despite the non-convex nature of the underlying problem, our approach can be implemented via efficient semidefinite programs, which moreover allows for the derivation of device-independent witnesses for the network topology. We demonstrate the applicability of our method, and show that it significantly improves over previous approaches.
We consider typical quantum networks with two types of vertices: i) quantum states distributed among several distant parties, and ii) classical variables standing for the outcomes of measurements performed on such states. These networks can be represented as directed acyclic graphs (DAGs) G = (V, E), consisting of a set of vertices V and directed edges E together with a bipartition of the vertex-set V into the latent set (quantum states) and the observable set (measurement outcomes). Due to the state-distribution scenario, we here exclusively consider the class of DAGs where all edges are directed from latent vertices to observable vertices, but with no edges within these two groups (see Fig. 1 ). For this reason, we refer to the elements of the latent set as parents p n , and the elements in the observable set as children c m .
Although the quantum state p n , associated to each parent p n , can be entangled internally, the parents have no correlations between each other, which results in the joint state = p 1 ⊗ · · · ⊗ p N . The parents distribute the quantum systems to their children, where child c m measures an arbitrary positive-operator valued measure [35] (POVM) {A (m) x m } x m (see Fig. 1 ). For a given graph G with N parents and M children, the joint measurement outcome x 1 , . . . , x M thus occurs with a probability P(x 1 , . . . , x M ) = Tr([A (1) x 1 ⊗ · · · ⊗ A (M)
x M ][ p 1 ⊗ · · · ⊗ p N ]).
(1) The question is whether a quantum causal structure G can 'explain' an observed distribution, in the sense that it can be written as in (1) , for some choices of states and POVMs that are compatible with G. Proposition 1, below, provides a method to falsify such causal explanations. For this purpose, we consider a collection of orthogonal Hilbert spaces V 1 , . . . , V M , and let V := M m=1 V m . To each possible outcome x m of child c m we associate a vector Y (m)
x m ∈ V m . This type of mappings is often referred to as feature maps [36] , and can be chosen freely as part of the analysis. Here, we take the liberty of overloading the notation, and let Y (m) denote both the feature map, and the random vector that results from applying the feature map to the random measurement outcomes x m . By combining all the children, we get the global random vector Y := ∑ M m=1 Y (m) with elements Y x 1 ,...,x M := Y (1)
x M . Broadly speaking, Proposition 1 says that the covariance matrix Cov(Y) = E(YY † ) − E(Y)E(Y) † necessarily satisfies a specific semidefinite decomposition, Eq. (2), determined by G. This can be viewed as the quantum generalization of a similar result for classical networks in [37] (see Appendix A for a brief summary). Proposition 1. Let the distribution P(x 1 , . . . , x M ) be compatible, in the sense of (1), with a quantum causal structure G with parents p 1 , . . . , p N and children c 1 , . . . , c M . Assume that each child c m is assigned a feature map Y (m) into a vector space V m . Then there exist operators R and (C n ) N n=1
where the projectors P (n) := ∑ m∈C n P m with respect to the given DAG G, and where P m is the projector onto V m .
The proof of Proposition 1 is presented in Appendix B. Since the semidefinite decomposition in Eq. (2) is a necessary condition, it defines a 'semidefinite test'
c)
FIG. 1. Triangular quantum network. a) Triangular quantum DAG with three children α, β, γ (white disks). Each parent (gray disks) has two children. The parents are uncorrelated, but distribute (possibly entangled) quantum systems (colored disks) to all of its children, and each child performs a measurement on its systems. b) The covariance matrix of the observed random variables can be decomposed into a sum of positive semidefinite blocks; one for each parent, where the support of the block is determined by the children of the parent. For the triangular DAG, there are three positive semidefinite components (red, yellow, blue), each with bipartite supports. If a given covariance matrix cannot be decomposed in this manner, then the triangular quantum scenario is rejected as an explanation of the observed covariance. c) The witness (4) rejects the triangular quantum DAG as an explanation of the distributions P p,q in Eq. (5), for all p, q above the solid blue curve. The quantum Finner inequality [34] rejects all p, q above the red dashed curve. Our test thus detects the incompatibility of a larger region of correlations, although the Finner-test is better for p ≤ 1/27 (inset) and p ≥ 22/27. Remarkably, the witness W GHZ [Eq. (4)] is optimal for all points above the solid blue curve (verified numerically by comparison with the general semi-definite results in Proposition 1), which establishes the analytic expression q > p + (4 − 1 + 48 p)/3 for the incompatibility region determined by our method. whose failure falsifies G as an explanation of the observed distribution. This test is identical to the classical counterpart in [37] (see Appendix A), and thus reflects the network topology, irrespective of the classical or quantum nature of the underlying sources of correlations. The semidefinite test can moreover be cast as a semidefinite program, which is efficiently solved via standard convex optimization tools (see Appendix C), in spite of the non-convex nature of the underlying problem. From technical point of view, the semidefi-
Tests for 4-partite scenarios. Analogous to Fig. 1 , we consider the family of four-partite distributions P p,q = pδ 0000 + qδ 1111 + (1 − p − q)(1 − δ 0000 − δ 1111 )/14, with p, q ≥ 0 and p + q ≤ 1. We test for values of p and q for which the resulting covariance matrix is compatible with two quantum scenarios: a) Six parents (grey disks), each with two children (white disks). b) Four parents, each with three children. c) For all values of p, q above the solid blue curve, our test rejects scenario a) as an explanation P p,q . Above the dotdashed curve, the test rejects scenario b) as an explanation of P p,q . In scenario a) we moreover compare with the Finner-test [34] , which rejects all cases above the dashed red curve.
nite test provides an outer relaxation to the (generally non-convex) set of distributions that can be explained by G. One should note that for applications of the semidefinite test it suffices to know the covariance matrix Cov(Y), that is, bipartite information. Arguably, this appears advantageous for experimental implementations, since it may be challenging to obtain good estimates of the full distribution of measurement outcomes P(x 1 , . . . , x M ).
One can furthermore derive general purpose witnesses. An equivalent (dual) formulation of (2) yields a Hermitian matrix W, with the same dimensions as Cov(Y), such that Tr(W C) ≤ 0, for any covariance matrix C that admits the decomposition in Eq. (2). For example, measuring the observable σ z on each qubit of a GHZ state [38] |GHZ = ( √ 1/2) (|000 + |111 ), generates the distribution P GHZ = δ 000 /2 + δ 111 /2 with δ abc (x 1 , x 2 , x 3 ) = δ a,x 1 δ b,x 2 δ c,x 3 , which has the optimal witness (See Appendix C)
For the corresponding covariance matrix C GHZ , we obtain Tr(W C GHZ ) = 0.5, revealing that the distribution is incompatible with the triangle network ( Fig. 1) . In Appendix C we show the explicit form of the dual problem, as well as generalized form of the witness for more parties.
To demonstrate the applicability of the semidefinite test, we apply it to the family of distributions (5) where p, q ≥ 0 and p + q ≤ 1. As shown in Fig. 1 , the semidefinite test rejects the triangular quantum DAG as a causal explanation for a substantially larger range of distributions P p,q than the quantum Finner inequality in [34] . Moreover, while the latter inequality only holds for networks where each source is connected with at most two parties, Fig. 2 illustrates that our method allows for connections to any number of parties. 
We moreover associate a feature map Y (m,s m ) , to each child c m and each choice of measurement s m , which maps into subspaces V m,s m , each associated with a projector P m,s m . In general, the different choices of POVMs correspond to non-commuting observables, thus implying that covariances of the form Cov(Y (m,s m ) , Y (m,s m ) ), for s m = s m , are not empirically observable. Based on the observable covariances only, we define the observable covariance matrix
where the unobservable covariances correspond zero 'blocks' P m,s m C observable P m,s m = 0 for s m = s m . It turns
3. Triangular quantum network with inputs. a) For the same triangular quantum DAG as in Fig. 1 , we allow each child m = α, β, γ to choose among two different measurement settings (POVMs). Child α chooses between settings 0 α and 1 α , and analogous for child β and γ. b) For all possible measurement choices we form a covariance matrix of the random variables of the measurement outcomes, where we need to take into account that, e.g., child α cannot simultaneously measure the POVMs corresponding to 0 α and 1 α . These unobservable covariances correspond to the black squares, while all white squares correspond to measurable covariances. Any scenario as in a) results in observable covariances that can be completed into a matrix that can be decomposed into positive semidefinite blocks, analogous to Fig. 1 .
out that one can complete the zero blocks in C observable with a matrix C completion , such that C := C observable + C completion is positive semidefinite. Moreover, C completion is non-zero only on the blocks associated to the unobservable covariances, and thus P m,s m C completion P m,s m = 0,
The completed covariance matrix can be decomposed according to the DAG G, as detailed by the following proposition.
Proposition 2. Let the conditional distribution P(x 1 , . . . , x M |s 1 , . . . , s M ) be compatible, in the sense of (6), with the quantum causal structure G with parents p 1 , . . . , p N and children c 1 , . . . , c M , with associated inputs s 1 , . . . , s M . Assume that each child c m , and each input s m , is assigned a feature map Y (m,s m ) into a vector space V m,s m .
Let the operator C observable on V := M m=1 s m V m,s m be as defined in (7) . Then there exist operators C completion , R and (C n ) N n=1 on V, such that C completion satisfies (8) and
and 
where P m,s m is the projector onto V m,s m .
For the sake of completeness, a classical counterpart of this proposition is provided in Appendix D, while the proof for Proposition 2 is presented in Appendix E. The perhaps surprising conclusion is that even though we add inputs, the semidefinite test still only depends on the network topology, without distinguishing the classical and quantum case. As an application of Proposition 2, we tested the nonlocal correlations arising from σ x and σ z measurements on a W-state [39] [40] [41] 
We observe numerically that these nonlocal correlations violate our SDP test for visibilities above v ≈ 3/4, thus witnessing their incompatibility with the quantum triangle with inputs.
In summary, we have presented a general and systematic method to characterize the correlations compatible with quantum networks of any topology, number of inputs and outputs, and involving an arbitrary number of sources. Irrespective of Hilbert space dimensions and the type of quantum measurements being performed, our results show that the topology of the quantum network alone implies constraints on the covariance matrix of distributions compatible with it. Our method can be efficiently implemented via an SDP, even though the original problem is non-convex. Furthermore, it allows for analytical derivations of experimentally testable constraints that can be understood as device-independent witnesses of the topology of the quantum network. In comparison with another recently proposed test [34] , our approach not only provides a significantly better description (see Figs. 1 and 2) but can also be applied on a wider range of quantum networks.
Given the ubiquitous role of quantum networks, we believe that our approach, together with other recently proposed alternatives [10, 33, 34, 42, 43] , offer a novel suite of tools for network related problems, such as multipartite secure communication [44] , distributed computing [45] , quantum-repeaters [23] , or any other tasks where quantum networks might play a role.
An interesting open problem is whether our approach, based on the covariance of the observed correlations, can be generalized to include higher-order moments of the distribution, thus providing a tighter description of the quantum set of correlations. We hope that our results will trigger further developments in these directions. For convenience, we here restate the core result on the classical semidefinite test obtained in [37] . As explained in the main text, we exclusively consider the class of DAGs where the vertices can be partitioned into a set of parents that is distinct from the set of children, and where the arrows only go from parent vertices to children vertices. This class of DAGs is in [37] referred to as 'bipartite'. However, here we avoid this terminology, since in the quantum context, this may be misinterpreted as each parent having at most two children, i.e., that each parent only can create bipartite entanglement, while we here allow for scenarios where the parents can create quantum correlations between any number of children.
For this class of DAGs with parents p 1 , . . . , p N and children c 1 , . . . , c M , the joint distribution of the parents (or latent variables) and children (observables) can be written
where P m denotes the set of parents of child c m . We say that an observed distribution P(c 1 , . . . , c M ) is compatible with the given classical causal structure G with parents p 1 , . . . , p N and children c 1 , . . . , c M (or that G is a causal explanation of the distribution), if it is the margin of some distribution of the form (A1). In [37] , it was shown that this structure induces a particular signature on any covariance matrix that can be construed from the random observables c 1 , . . . , c M . We form covariance matrices by assigning feature maps Y (m) := Y (m) (c m ) into pairwise orthogonal vector spaces V m . On the joint space V := M m=1 V m , we let P m denote the projector onto V m . The following proposition is taken from [37] (rephrased in order to better fit our discussions).
Proposition 3 ([37]
). Let the distribution P(c 1 , . . . , c M ) be compatible with the classical causal structure G with parents p 1 , . . . , p N and children c 1 , . . . , c M . Assume that for each child c m there is assigned a feature map Y (m) into a vector space V m . Then there exist operators R and
where
Remark: From this proposition we can conclude that whenever we find a covariance matrix that cannot be decomposed in this manner, then we can exclude G as an explanation of the observed covariance or underlying distribution. This necessary condition can be used to design an SDP-test that must be satisfied whenever G is a causal explanation, as discussed in [37] (see also the discussion about the quantum counterpart in Section C).
Appendix B: Proof of Proposition 1
Before we turn to the setting and proof of Proposition 1, we first establish a technical lemma that not only will be important for the proof of Proposition 1, but also will play a similar role in Section E, when we prove Proposition 2.
Technical Lemma
For a Hilbert space H, we let S(H) denote the set of density operators on H. Given a family H p 1 , . . . , H p N of Hilbert spaces, let 
The partial traces thus becomes
Lemma 1. Let Q : H → H ⊗ V be a linear operator, and let n ∈ S(H p n ) for each n = 1, . . . , N. Define := p 1 ⊗ · · · ⊗ p N . Then
One can realize that each C n is a positive semi-definite operator on V.
Proof. We break this proof into two main pieces. First of all, one should note that Eq. (B4) can be rewritten as the telescopic sum
The second step consists in noticing that for each n = 1, . . . , N one has D n = C n with C n as in (B5).
Semidefinite decompositions for quantum networks
Let G be a graph with N parents p 1 , . . . , p N , and M children c 1 , . . . , c M . Recall that C n denotes the set of children of parent p n , and P m denotes the set of parents to child c m . Also recall that we here restrict to the class of graphs G where there only are arrows directed from the set of parents to the set of children, i.e., no parent is itself a child, and no child itself a parent.
For each parent p n we assume a collection of Hilbert spaces {H n m } m∈C n , and define
The interpretation of this structure is that H n m is the Hilbert space of the system that parent p n sends to child c m (if p n indeed is a parent of c m ).
We let n ∈ S(H p n ) for n = 1, . . . , N, and the define the joint state
Hence, the parents are all uncorrelated.
On each of the Hilbert spaces H c m we assign a POVM {A (m)
From the collection of POVMs
{A
(1)
By measuring this joint POVM on the state , it follows that the outcome (or observation) x 1 , . . . , x M occurs with the probability
We say that an observed distribution P(x 1 , . . . , x M ) is compatible with the given quantum casual structure G with parents p 1 , . . . , p N and children c 1 , . . . , c M , if it can be written as in (1), for some state as in (B9) and some POVM as in (B10).
Analogous to the classical case in Section A, we assign a feature map Y (m) to each child c m , i.e., to each measure-
The joint feature map for the joint measurement of all children is
We let P m denote the projector onto the subspace V m , and for each n = 1, . . . , N we define the projector
For the sake of convenience, we here restate Proposition 1 in the main text. 
Proof. By the assumption that P(x 1 , . . . , x M ) be compatible with the quantum causal structure G with parents x m . The measurement of the POVM A x 1 ,...,x M thus results in a random vector Y on V. In the following, we will show that the covariance matrix Cov(Y) can be decomposed as in (B13) for R ≥ 0 and C n ≥ 0. Define Q ∈ V ⊗ L(H) by
where1 /c m denotes the identity operator on H c 1 ⊗ · · · ⊗ H c m−1 ⊗ H c m+1 ⊗ · · · ⊗ H c M , and where the last equality follows from {A (m)
x m } x m being a POVM. Next we note that
and where C n is as in Lemma 1, which also yields C n ≥ 0.
Next we shall show that P (n) C n P (n) = C n , for the projectors P (n) defined with respect to the given DAG G. For 2 ≤ n ≤ N − 1, recall the definition of C n in (B5). With the definition of Q in (B15), it follows that
where W m,n x m :=Tr p 1 ,...,p n−1 ([A (m)
Recall that Y (m)
x m is supported on V m . By comparing (B20) with with (B18) one can note that P m C n P m = 0 if m / ∈ C n or if m / ∈ C n . Thus
We can conclude that P (n) C n P (n) = C n , for 2 ≤ n ≤ N − 1. The proofs for the cases n = 1 and n = N are analogous.
Next we show that R, as defined in Eq. (B17), is positive semidefinite. Recall that R is an operator on V. In addition, from the definition of R, the definition of Q in (B15), and the fact that {A x 1 ,...,x M } x 1 ,...,x M and thus ∑ x 1 ,...,x M A x 1 ,...,x M =1, we have
and hence, for arbitrary c ∈ V it is the case that
Since A x 1 ,...,x M ≥ 0 and ≥ 0 it follows that c † Rc ≥ 0, and thus R ≥ 0. The final step is to show that R satisfies the decomposition
x m has support in V m . By combining these observations with Eq. (B22) for m = m we get
Expanding the last two parentheses in (B24), and using the fact that {A 
Semidefinite test for quantum networks
From Proposition 4 we can conclude that whenever we find a covariance matrix that cannot be decomposed in the manner of (B13) and (B14), then we can exclude the quantum network G as an explanation of the observed covariance. This observation can thus be turned into a test that allows us to falsify hypothetical quantum networks, and we colloquially refer to this as the 'semidefinite test'. In section C we discuss how this semidefinite test can be cast as a semidefinite program.
The semidefinite test provides an outer relaxation to the set of distributions P that are compatible with G. In other words, the set of distributions (or covariance matrices) that are compatible with G forms a subset of the distributions (covariance matrices) that are accepted by the semidefinite test. Hence, if a distribution fails the test, we can safely reject G as an explanation, while if the distribution passes the test, it may still not be compatible with G.
On the level of the covariance matrix Cov(Y), the conditions (B13) and (B14) in the quantum case are identical to the conditions (A2) and (A2) in the classical case. Hence, the semidefinite test in the quantum case is identical to the test in the classical case, which means that it tests the topology of the network, irrespective of whether this network is classical or quantum.
As briefly mentioned in the main text, the semidefinite test does not require us to know the entire distribution P(x 1 , . . . , x M ) of the measurement outcomes; it suffices that we know the covariance matrix Cov(Y) for some suitable choice of feature maps. Since the covariance matrix generally contains less information than the full distribution, it means that the semidefinite test is correspondingly limited in what it can 'discern' about the distribution. However, from the point of view of experimental tests, this may be advantageous, since determining the covariance matrix seems to be less data-intensive than determining the full distribution. The following crude counting of parameters may be illustrative. If we consider a network with M children, where each child has at most X possible measurement outcomes, then the covariance matrix is an operator on a space of dimension
Hence, the number of parameters of the manifold of covariance matrices cannot be more than quadratic in M. The exact number of free parameters may potentially depend on the choice of DAG G, and the same can be said about the manifold distributions. However, if we for the latter take the (rather boring) extreme case where we only have one latent system that is parent to all children, then all distributions with M variables that each have X outcomes are compatible with G. Consequently, in this case there are X M − 1 free parameters, i.e., an exponential growth in M.
Appendix C: Dual formulation of problem (2) and a general witness for quantum networks with bipartite sources
In this appendix we prove some of the claims made in the main text, regarding the results shown in figures 1 and 2. In the following section, we establish an equivalent dual formulation for the test introduced in Proposition 1, which has the advantage of providing a witness for the particular graph topology imposed by the causal model under consideration-i.e. it provides a linear functional over the covariance matrix Cov(Y) that determines incompatibility with the proposed causal model for values above a certain threshold.
Dual formulations
As established in Proposition 1, the decomposition imposed by a quantum network on the covariance matrix Cov(Y) (which we denote here as C for convenience) can be immediately stated in the form of a semidefinite program (SDP) as a feasibility problem [46] , namely Given C,
find R, C n ,
subject to R ≥ 0,
For practical purposes, this test can be slightly simplified into
which subsumes the expected structures for R and C n [Eqs. (C1d, C1f)] within the decomposition for C [Eq. (C2e) ].
There is no loss in this simplification since we may always get a solution for problem (C1) from the solution for (C2) and vice-versa: Any solution for the original problem automatically satisfies the constraints of the simplified problem, while, on the other way, if the R and C n obtained from (C2) are not already a solution for the original problem, we may define
C n := P (n) C n P (n) ,
and the new variables make a viable solution for both (C1) and (C2). In fact, we have R ≥ 0 (since R ≥ 0 from Eq. (C2c)), and C n ≥ 0; C = R + ∑ n C n , from Eq. (C2e); ∑ k P k R P k = R , since 
given that P m P k = δ m,k P m . Similarly,
From the SDP (C2), we may obtain an associated dual optimization problem [46, 47] that returns a numerical value for the optimal separation between the given covariance matrix C and the set of matrices that satisfy the constraints (C2c-C2e). More specifically, the test described by Eqs. (C2) admits the dual formulation 
and similarly Tr[W C n ] ≤ 0. As a consequence, if W is applied over another given covariance matrix C and Tr[W C ] > 0, we can immediately conclude that C is not explained by the proposed causal model. While formulation (C7) is very simple and already useful for obtaining a valid witness for the given causal model, its objective function may be unbounded in some cases, where the primal problem is infeasible. It is interesting then for practical purposes to have the witness W bounded in some manner. To this end, we add a scaling constraint on Tr[W], rendering the program as
subject to ∑ m P m WP m ≤ 0, (C9b) using that ∑ m P m = 1 and P 2 m = P m .
Applications
As an application, we consider the family of distributions
for N parties with binary outcomes, where δ (N) x = 1 if x 1 = x 2 = ... = x N = x, and 0 otherwise, and p + q ≤ 1. These distributions include, in particular, the ones used for the results in Figs. 1-c and 2-c, which correspond, respectively, to the cases N = 3 and N = 4. Figures 1-c and 2-c also include the results based on the Finner inequality, that in triangle case can be simply written as p(x 1 , x 2 , x 3 ) ≤ p(x 1 )p(x 2 )p(x 3 ) (see [34] for more details).
To build the covariance matrix, we use the feature maps Y (m)
x m = |x m , where { |x m | 1 ≤ x m ≤ X m } forms the canonical basis in the X m -dimensional Hilbert space V m . Let now a d be a ladder operator in d dimensions defined as a d := ∑ d−1 j=1 |j + 1 j|, 1 d the identity also in d dimensions, and σ x , σ y , σ z the usual Pauli matrices. Numerical evidence suggests that the witness
is optimal for the family of distributions P N pq when the corresponding covariance matrix is incompatible with a network where all possible bipartite sources (i.e., sources connecting 2 children) are present (See, for instance, Figures 1-a and 2 -a in the main text for the cases N = 3 and N = 4). This has been verified numerically for N = 3, ..., 7 parties and we conjecture that this witness is always optimal for this family of distributions. Nonetheless, regardless of optimality, it is possible to prove that W 2N is always a valid witness and, in particular, that for any value of p, there is always a value of q above which the witness detects incompatibility with the causal model.
To prove that W 2N is a valid witness, first we use that, for the scenario that we consider here, where all parties have binary outcomes, the projector onto V m can be written as P m = |m m| ⊗ 1 2 . We note also that a 2N = 1 N ⊗ a 2 + a N ⊗ a † 2 . Together these imply that
for m, n ∈ {1, ..., N} and m = n. Applying these results on Eq. (C11), we obtain
and, given that each latent vertex connects only two different parties,
where |− ij := |i − |j for i = j, and P i n , P j n are the projectors that compose P (n) , i n = j n . Consequently, W 2N satisfy the dual constraints (C9b) and (C9c) and, therefore, returns Tr[W 2N C] ≤ 0 for any covariance matrix that is compatible with the proposed causal model. Now, let C N pq be the covariance matrix for P N pq . It can be written as
. This allows us to solve for q and establish the analytic formula It should be remarked that, since χ N pq and ∆ N pq are both symmetric under permutation of p and q, the same is true for the region described by (C20), which is expected since C N pq has this property. Also, if equality is obtained in Eq. (C20) for q = q 0 < 1 at p = 0, then C N pq is always incompatible with the network independently of p for q > q 0 , with the same behavior occurring for p > q 0 , due to the symmetry. In fact, since q 0 = κ N − |κ N − 1|, this always true for N ≥ 4, where κ N < 1. As N → +∞, κ N → 1/2, implying then that q 0 → 0 + . In fig. 4 we show the analytical curves for different values of N and a comparison with the numerical results.
Appendix D: Semidefinite decompositions for classical networks with inputs
Here we combine the classical test developed in [37] (see Section A) with the notion of 'inputs' or 'measurement settings'. We do this for the sake of comparison with the quantum test with inputs in Proposition 2, which we prove in Section E. As we shall see here, the notion of inputs does in the classical case not introduce anything essentially new compared to [37] , in the sense that the classical setting with inputs can be simulated by an 'extended' classical setting without inputs.
For a DAG G with parents p 1 , . . . , p N and children c 1 , . . . , c M with inputs or (measurement) settings s = (s 1 , . . . , s M ) ∈ {1, . . . , S 1 } × · · · × {1, . . . S M }, the joint distribution of the parents and children, conditioned on the inputs, can be written P(c 1 , . . . , c M , p 1 , . . . , p N |s 1 , . . . , s M ) =Π M m=1 P(c m |s m , P m )Π N n=1 P(p n ).
One may note that (D1) is nothing but the ordinary causal Markov condition, applied to the scenario with inputs. It expresses that each child c m may potentially be influenced, not only by its parents P m , but also by the choice of input s m . One should in particular note that each input s m only affects the output of child c m . We should also remark that we here overload the notion and let p 1 , . . . , p N and c 1 , . . . , c M not only denote vertices in the DAG G, but also the random variables associated with those vertices, as well as the values that these random variables may attain.
We say that an observed conditional distribution P(c 1 , . . . , c M |s 1 , . . . , s M ) is compatible with a given classical causal structure G with parents p 1 , . . . , p N and children c 1 , . . . , c M , with associated inputs s 1 , . . . , s M , if it is the marginal of some distribution of the form (D1), for all inputs (s 1 , . . . , s M ) ∈ {1, . . . , S 1 } × · · · × {1, . . . S M }.
Before turning to the statement and proof of Proposition 5 below, we will in the following give an outline of the main conceptual ideas of our argument, which in essence reduces the proof to a special case of Proposition A1. Suppose that we have a (classical) device that randomly produces an output X, but in such a way that this distribution is determined by some input s = 1, . . . , S. In other words, the output distribution P(X = x|s) is conditioned on s. Now imagine a second device that simultaneously produces a collection of random variables X (1) , . . . , X (S) , with a joint distribution P(X (1) , . . . X (S) ), for which the marginal distribution of X (s) is P(X (s) = x) = P(X = x|s). There always exists at least one such distribution, namely the product distribution P(X (1) = x (1) , . . . , X (S) = x (S) ) = Π S s=1 P(X (s) = x (s) |s). Marginalizing over all indices but s, the second device can thus simulate the first by presenting only random variable X (s) when the input is s. In the proof of Proposition 5, we will apply this 'extension' to all the children (that has more that one measurement setting s m ).
As a side-remark, one may note that for the corresponding quantum case, in Proposition 2, the parents potentially distribute entangled states to their children. Due to such entangled states, it is difficult to see that one could employ a similar proof strategy of 'extensions' in the quantum case. Hence, although the quantum version in Proposition 2 shares an essential structural similarity with Proposition 5, the proof strategy of the former is very different from the latter, and focuses directly on the covariance matrix.
We next make a few observations and definitions concerning the framework of Proposition 5. 
These conditions in essence says that C completion , regarded as a block matrix with respect to the sub spaces V m,s m , must be zero on the blocks that constitutes C observable . In the proof of Proposition 5 this completion is constructed via the above described 'extended' random variables. The point is that the cross covariances Cov Y (m,s m ) (c m ), Y (m,s m ) (c m ) that lack meaning in the conditional setting, become meaningful in the extended setting. Moreover, via the extended collection of random variables, it turns out that Proposition A1 can be applied to to the 'completed' matrix C, which yields Proposition 5. where P m,s m is the projector onto V m,s m .
Remark: One may note that from the requirement that C is positive semidefinite, it follows that C also is Hermitian, C † = C. Since C observable necessarily is Hermitian, it follows that C completion = C − C observable also is Hermitian. Hence, in any search for a completion C completion , one can, without loss of generality, assume that C † completion = C completion .
Proof. By the asumption that P(c 1 , . . . , c M |s 1 , . . . , s M ) it compatible with the classical causal structure G with parents 
satisfies 
where we note that only the conditioning on s m remains on the right hand side. By recalling that we by construction have P(c 
where we on the right hand side have dropped all superfluous conditioning.
Analogously, for m = m we find that the marginalization of (D9) to c 
One can confirm that C completion so defined satisfies all the conditions in (D3). Moreover,
Finally, since Cov(Ỹ) necessarily is positive semidefinite, we can conclude that C completion and C := Cov(Ỹ) satisfy (D4). By combining (D24) with (D11), (D12) and (D13), it follows that (D5), (D6) and (D7) holds, which proves the proposition.
where1 /c m denotes the identity operator on H c 1 ⊗ · · · ⊗ H c m−1 ⊗ H c m+1 ⊗ · · · ⊗ H c M . For the 'cross-covariances' between each pair of children c m , c m with m = m , we analogously get
It is convenient to define the operator
We moreover define
The completion, of the observable covariance matrix stemming from a given state and given collections of POVMs, can be stated as follows.
Lemma 2. Let be any density operator on H = H c 1 ⊗ · · · ⊗ H c M . Let Q be defined as in (E7), and R as defined in (E8), and C observable as defined by (E4), (E5) and (E6). Then it is the case that 
Remarks: One may note that this Lemma holds for any density operator , i.e., we are not restricted to density operators on the form = p 1 ⊗ · · · ⊗ p N , which however is needed in the setting of Proposition 2.
One may also note that while C observable in (E4) has a direct physical interpretation in terms of (strong) measurements of the POVMS A (m,s m ) , it seems difficult to provide C completion with such an interpretation, due to the terms Tr A Hence,
Hence, we have confirmed (E9). which demonstrates (E13).
Semidefinite decompositions for quantum networks with inputs
For convenience we here restate Proposition 2 in the main text. Proposition 6. Let the conditional distribution P(x 1 , . . . , x M |s 1 , . . . , s M ) be compatible, in the sense of (E3), with the quantum causal structure G with parents p 1 , . . . , p N and children c 1 , . . . , c M , with associated inputs s 1 , . . . , s M . Assume that each child c m , and each input s m , is assigned a feature map Y (m,s m ) into a vector space V m,s m . Let the operator C observable on V := M m=1 s m V m,s m be as defined in (E4). Then there exist operators C completion , R and (C n ) N n=1 on V, such that C completion satisfies (E12) and
and
Remark: Analogous to the completion in the classical version in Proposition 5, it follows from the requirement that C is positive semidefinite, that C completion is Hermitian. Thus, in any search for a completion, one can assume that is Hermitian. As stated in Lemma 2, the specific choice of completion in (E10) is indeed also Hermitian.
Proof. By the assumption that the conditional distribution P(x 1 , . . . , x M |s 1 , . . . , s M ) is compatible with the quantum causal structure G with parents p 1 , . . . , p N and children c 1 , . . . , c M , with associated inputs s 1 , . . . , s M , there exists a state as in (E1) and POVMs on the form (E2), such that P(x 1 , . . . , x M |s 1 , . . . , s M ) can be written as in (E3). With the assigned feature maps Y m,s m x m,sm to the outcomes x m,s m corresponding to POVM A (m,s m )
x m,sm , the observable covariance C observable is defined as in (E4). By Lemma 2 we know that C completion , defined in (E10) is such that C := C observable + C completion ≥ 0 and thus (E15) holds. By Lemma 2 we moreover know that C completion satisfies (E12).
Next, we consider Q, defined in (E7), and note that
where the last equality follows by Lemma 1, where C n are defined as in (B5). By equation (E9) in Lemma 2, we can conclude that C observable + C completion = C = R + ∑ N n=1 C n , with R, defined by (E8). Furthermore, Lemma 2 yields that R is positive semidefinite, and Lemma 1 yields that each C n is positive semidefinite. Hence we can conclude that (E16) holds.
Next we shall show that P (n) C n P (n) = C n , for the projectors P (n) defined in (E18) with respect to the given DAG G. For 2 ≤ n ≤ N − 1, recall the definition of C n in (B5). With the definition of Q in (E7), it follows that We can thus conclude that P (n) C n P (n) = C n , for 2 ≤ n ≤ N − 1. The proofs for the cases n = 1 and n = N are analogous.
As the final step we need to show that R, defined in ( 
Semidefinite test for quantum networks with inputs
Analogous to how the case of quantum networks without inputs in Proposition 1 gives rise to a semidefinite test, Proposition 6 can also be turned into a semidefinite test that allows us to rule out hypothetical causal structures as explanations of a given conditional distribution P. Proposition 6 can be phrased schematically as follows: If P iscompatible with G, then for every choice of feature maps there exist C completion , R, and (C n ) n such that the 'conditions' [(E15) -(E18)] are satisfied. This can equivalently be rephrased as follows: If there exists a choice of feature maps for which the 'conditions' fail for all choices of C completion , R, and (C n ) n , then P is not compatible with G. This alternative formulation is the basis of the semidefinite test. It is worth stressing that one has to test all completions C completion before a given quantum causal structure G can be excluded as an explanation of an observed conditional distribution P. In particular, when applying the semidefinite test, one cannot in general fix the completion C completion to be (E10). For example, if the conditional distribution is obtained via some quantum state and families of POVMs (not necessarily compatible with G), then one should not be tempted to use the completion in (E10) for the semidefinite test, since there may exist some other states and collections of POVMs that would be compatible with G, and yield the same distribution.
By comparison of Proposition 6 and Proposition 5, one can see that the conditions of the completion and semidefinite decomposition is identical in both cases. We can thus conclude that even though we allow for measurement settings, the semidefnite test does not distinguish classical and quantum networks. This may seem surprising, since including measurement setting in many cases yield such distinctions. In view of this, it is worth pointing out that although the semidefinite test has identical structure in both the classical and quantum case, this does not exclude the possibility that the observable covariance matrix per se may contain information that would allow for distinctions in some cases. More precisely, it may be the case that the set of observable covariance matrices that are compatible with a quantum network is larger than the set compatible with the corresponding classical network, even though the semidefinite test is oblivious to such differences.
