While natural speech prosody facilitates sentence processing, unnatural or misleading prosody decreases speed and accuracy in resolving syntactic ambiguities. This study investigated how, and to what extent, fundamental frequency (F0) and the temporal envelope (E) contribute to processing gardenpath sentences that provide misleading grammatical interpretations. Signal processing methods degraded either F0 or E in 120 garden-path sentences (e.g. While the man hunted the deer ran into the woods). Twenty-two participants listened to natural and acoustically modified garden-paths. For each sentence, participants answered a comprehension question and repeated the sentence. Results demonstrated that degrading E consistently affected sentence comprehension, with a different effect observed for degrading F0. The nature of this difference varied with the plausibility of the postverbal noun. For example, in the E-modified condition, plausible sentences resulted in productions that reconstructed the original prosody of the sentence less accurately than those resulting from natural sentences. These findings suggest that E plays a greater role, compared to F0, in processing garden-path ambiguities. However, how listeners use prosody may vary based on context. This suggests that prosodic information can interact with cognitive processing load.
I. INTRODUCTION
resolution early on in the process of parsing the sentence and interact with other extrasyntactic cues, such as sentence plausibility, to shape the listener's interpretation.
While it is clear that prosody reflects the underlying syntactic structure of sentences and thus affects sentence processing, it is not clear how individual acoustic components of prosody function in this respect. Given its multidimensional nature, it is quite possible that the different acoustic components of prosody contribute differently to sentence processing. To date, little work has been done to decompose prosody into individual acoustic components that can be defined without ad-hoc analysis of the syntactic structure, though this sort of ad-hoc analysis may confound interpretations of prosodic-syntactic interactions. The use of digital signal processing analysis methods across the entire sentence would avoid this confound by analyzing prosodic components without any required knowledge of the syntactic structure.
As noted, one potentially informative acoustic cue for speech recognition is the timevarying F0 of the utterance. Dynamic F0 cues have been demonstrated to aid in sentence recognition of low-predictable declarative sentences, as flattening the pitch contour reduces sentence intelligibility (e.g., Laures and Weismer, 2003) . Analysis of eye tracking data suggests that listeners use disambiguating intonational cues to form a syntactic prediction prior to hearing the disambiguating information in the sentence (Nakamura et al., 2012) .
In addition to F0, speech prosody also includes temporal cues (e.g., ENV). In addition to manner and voicing cues (Rosen, 1992) , the ENV also provides prosodic cues that are important for building up language expectancies (e.g., Dilley and Pitt, 2010) . Furthermore, a recent acoustic analysis suggests that the ENV provides additional cues in sentences, not present in isolated words, which is essential for sentence intelligibility (Fogerty, 2013) . Indeed, modifying the rate and rhythm of a sentence impacts whether listeners even detect the presence of certain words (e.g., Dilley and Pitt, 2010) . In addition, selectively restoring prosodic ENV cues has significant ramifications for improving sentence understanding (e.g., Bashford et al., 1996; Fogerty, 2014) , demonstrating the importance of prosodic information conveyed by the ENV.
The current study uses a signal processing method to explicitly control and investigate the contributions of these specific acoustic components of prosody to the syntactic interpretation of garden path sentences. Using this method, F0 and ENV can be defined independently of syntactic structure without requiring any ad hoc linguistic information. Thus, any impact on syntactic analysis by these acoustic properties is a reflection of underlying acoustic contributions to sentence processing. Several previous investigations have used varying productions of the same sentence to compare different prosodic conditions (e.g., Kjelgaard and Speer, 1999; Nakamura et al., 2012) . Such methods rely on the talker being able to directly control a single acoustic parameter during production. This can be difficult as F0 and ENV changes often cooccur for prosodic emphasis, such as conveying stress (Lehiste, 1970; Rosen, 1992) . The signal processing methods used in the current study avoid comparison across different productions by directly manipulating the acoustic cue of interest in the same utterance, avoiding possible concurrent changes to other aspects of production that may occur during natural speech (such as shortening the final vowel at phrase boundaries when attempting to eliminate pause durations).
II. METHODS A. Participants
Twenty-two students from the University of South Carolina (Mean Age=20.9, 16 Female) participated in this experiment. All participants were native speakers of English, with no speech or auditory impairment, and received financial compensation for their time.
B. Stimuli
The stimulus set for this experiment consisted of 120 garden-path sentences and 60 filler sentences. The garden-path sentences contained 60 different subordinate verbs, 45 of which were optionally transitive (e.g. hunted), 8 of which were reflexive absolute transitive (e.g. bathed) and 7 of which were ergative verbs with causative/inchoative alternations (e.g. tripped). Each of these verb types can either take a direct object or not, but they differ somewhat in the nature of their intransitive interpretations. When optionally transitive verbs are used intransitively, they suggest the action is being done to some unspecified object. When reflexive absolute transitive verbs are used intransitively (i.e. do not take an explicit direct object), they are understood to have an implicit reflexive object (e.g. Mary bathed herself). Causative/inchoative verbs denote a change of state in the subject when used intransitively. These verbs were chosen because they can all be used transitively or intransitively, an alternation which creates the garden-path effect.
The garden-path stimuli were subject to an experimental manipulation of sentence plausibility, as in the examples given in (1). For half of the garden path items, the subject of the main clause was a plausible object of the verb in the preceding subordinate clause. For example, in sentence (1a), it is plausible that a Mary would bathe a baby. The postverbal nouns of the remaining garden path items were implausible objects, such as the lights in sentence (1b). The garden-path conditions were matched for sentence length and noun frequency, based on the Kucera-Francis database of written frequencies and the Brown database of verbal frequencies, as accessed through the MRC Psycholinguistic database (version 2; Coltheart, 1981) . Filler sentences all contained both a subordinate and a main clause, in either order. None of these sentences were garden paths.
C. Acoustic Processing of Stimuli
Stimuli were recorded in Praat (Boersma and Weenink, 2013) , with a sampling frequency of 22050 Hz in a sound-attenuating booth. All sentences were recorded by a native speaker of American English, using natural, fluid prosody consistent with the correct sentence interpretation. Stimuli then underwent normalization and noise removal in Audacity (version 2.0.5, 2013). All sentences were further processed in order to produce two manipulated versions in addition to the original version-one with intact F0 but degraded ENV and one with intact ENV but degraded F0.
ENV processing
Processing of these materials modeled a method introduced by Fogerty (2011) for varying the availability of ENV without altering the underlying processing or availability of spectral properties. Speech can be decomposed into slow-varying amplitude cues (ENV) and fast-varying frequency cues (TFS). In the processing implemented here, spectral TFS cues were preserved, but ENV cues that could contribute to the prosodic processing of the sentences were masked. Thus, ENV sentences selectively distorted ENV acoustic cues for sentence processing.
Signal processing for this stimulus condition effectively noise-masked the ENV component while it left the TFS component preserved. This processing started with first creating a masking noise that matched the power spectrum for the individual sentence. The ENV component was extracted using the Hilbert transform over three analysis bands that represent equal cochlear distance (frequency range = 80 -6400 Hz) from a speech sample presented at a -5 dB signal-to-noise ratio (SNR). This effectively masks, but does not eliminate, predominant temporal amplitude fluctuations. This masked ENV signal was then combined with a relatively preserved TFS component that was similarly extracted from the same speech sample, this time presented at a favorable 15 dB SNR. Masked ENV and preserved TFS components were then combined and summed across frequency bands. The resulting acoustic speech signal preserves the original acoustic waveform of the sentence, but presents a concurrent noise that effectively masks ENV fluctuations while preserving frequency-related cues of the TFS. Due to reconstruction of the original sentence and concurrent presentation of the masking noise, concerns related to possible ENV reconstruction by the auditory system are avoided (Apoux et al., 2013; Fogerty, 2011) . Fogerty (2011) previously demonstrated that recognition performance for sentences processed according to this method was sensitive to the degree of ENV masking and indexes underlying contributions of the masked cue, in this case, ENV.
F0 processing
Stimuli were analyzed using STRAIGHT (Kawahara et al., 1999) , a speech analysis and synthesis software program implemented in MATLAB (version 8.1, 2013) . The F0 source information was extracted and replaced by a constant value at the mean F0 for the sentence. Unvoiced portions were preserved as unvoiced. This flattened F0 source was then used to resynthesize the speech sample, resulting in high-fidelity speech. Normal speech has normal cycle-to-cycle variations in speech periodicity in addition to prosodic (i.e. pitch) changes. This processing method explicitly removed all such variations, resulting in monotone and "robotic" sounding speech. However, this processing method specifically preserved temporal parameters related to rhythm, stress, and duration.
D. Design and procedure
Participants were seated at an individual computer in a sound-attenuating booth. Stimuli were presented to participants binaurally through Cyber Acoustics headphones. Stimulus presentation and response collection were controlled by EPrime software. This study employed a 3 (prosody: F0-degraded, E-degraded, and natural) X 2 (plausibility: plausible, implausible) within-subjects design, resulting in a total of 6 conditions that all participants completed. Individual sentences were only presented in one of the three prosodic conditions and the two sentence types were evenly distributed across conditions, such that a participant never heard a particular sentence more than once. Participants listened to the stimuli in one of four randomized orderings, each of which was split up into four blocks of trials, each consisting of 45 sentences.
Every trial began with auditory presentation of the stimulus sentence, with a fixation cross centered on the screen. After a delay of 500 milliseconds following the sentence, the fixation disappeared and was replaced with a comprehension question regarding the syntactic roles in the sentence. For the above sentence (1a), participants were asked "Did Mary bathe the baby?" All questions corresponding to garden-path sentences had a correct answer of "NO," due to the syntactic structure. Fifty of the 60 filler sentences had a correct answer of "YES," in order to balance out the yes/no bias. Responses were recorded by keypress on the laptop keyboard-'1' for YES and '2' for NO. Throughout the experiment, the software recorded both the response time (in milliseconds) and the key that was pressed. Participants were allotted 2000 ms to answer each question with a key press, after which the question disappeared and was replaced with a fixation cross that lasted for 1000 ms. After this fixation disappeared, a screen appeared that instructed participants to repeat out loud the sentence that they heard. Participants were allotted 5000 ms to speak before the next trial began. These reproductions were recorded for each trial.
E. Data analysis
For each of the six measures used in this study, Repeated Measures ANOVAs were conducted to examine the main effects and interactions of prosody and plausibility, with a predetermined significance level of p < .05. Main effects of prosody and plausibility are expected. More importantly, though, if the acoustic factors F0 and/or ENV constitute specific cues to aid in sentence understanding (deriving the correct syntactic parse), this should be reflected in interactions between prosody and plausibility, with effects of prosodic degradation being greatest within plausible garden paths.
Production accuracy
Production accuracy was determined based on 5 keywords for each sentence. Syntactic position of the keywords was consistent across all sentences. For a participant to be considered accurate on a particular keyword, the participant needed to repeat the keyword in the correct position. So, for example, if the target is "While the man hunted the deer ran into the woods" and the participant produces "While the deer hunted the man ran into the woods," neither "deer" nor "man" will be counted as correct. Accuracy was calculated as the proportion of keywords correct, and these proportions were then converted to rationalized arcsine units to stabilize the error variance (RAU; Studebaker, 1985) . In our analyses of the dependent variables that follow, only trials for which a participant achieved 100 percent accuracy were included in the analyses. This procedure ensured that responses were only calculated over stimuli that were 100% intelligible for the participants. Therefore, differences in responses across the experimental conditions were a reflection of differences in processing, and did not result from poorer sentence intelligibility due to the acoustic degradation.
Comprehension accuracy and response time
The use of response time and accuracy in response to comprehension questions is wellestablished in the literature on syntactic processing. (e.g. Ferreira, 2003) . These measures are considered to reflect the on-line processes that occur as the participant parses the sentence in real time, revealing the relative ease and effectiveness with which participants construct the correct syntactic interpretation (Ferreira, 2003) . Lower accuracy and longer response times index greater processing difficulty (though note that a combination of low accuracy and fast response times may indicate avoidance of a complex task, itself reflective of task difficulty). Accuracy was calculated as the proportion of trials answered correctly. This proportion was also converted with a rationalized arcsine transform (Studebaker, 1985) . Response times were averaged by condition for each participant, excluding trials in which participants responded incorrectly to the comprehension question.
Production durations
The role of implicit rehearsal in working memory is well-documented in the literature (e.g. Baddeley, Thomson, and Buchanan, 1975) , and research suggests that speaking rate is related to the speed of verbal rehearsal (Schweickert, Guentert, and Hersberger, 1990 ). Verbal rehearsal is influenced not only by phonological content but also by the rate at which items can be retrieved from short term memory (Cowan et al., 1998) . This indicates that production duration is a reflection of underlying cognitive processing during off-line sentence interpretation. Thus, longer production times in sentence repetition index a greater cognitive processing load. Production durations were calculated from the onset of participant's production of the sentence to the end of the sentence. Responses that were not completed within the 5 s response interval were excluded from all analyses. Durations were calculated manually by waveform inspection.
Dynamic time warping
DTW was implemented in MATLAB (version 8.1, 2013) using routines developed by Turetsky and Ellis (2003) after custom modification for the current application. DTW is a dynamic-programming technique that is able to account for timing differences between the productions of individual speech units between two different recordings of the same speech sample. The method maximizes the local match between the aligned time frames and calculates a total similarity cost, which provides an indication of how well the two recordings match. In this particular experiment, we compared participant productions to the original, non-degraded recording of the stimulus sentence. Larger DTW values indicate greater difference between the recordings and therefore may reflect an inaccurate mental representation of the correct syntactic structure. This effect was expected to be greatest for acoustically degraded plausible sentences.
Pause durations
Finally, the postverbal pause duration was measured to examine how listeners acoustically cued the boundary between syntactic clauses, consistent with their syntactic interpretation. In a study of spontaneous English and French interviews, Grosjean and Deschamps (1975) found that 70 percent of unfilled (i.e., silent) pauses occurred at major constituent breaks, which were defined as breaks between clauses and sentences. Additionally, pauses between constituents were longer than those within constituents. The duration of the pause following the subordinate verb was calculated as the length of the silent, voiceless period between the end of the subordinate verb and the onset of the subject of the main clause. To control for speaking rate, we divided each pause length by the corresponding production duration to obtain a ratio of pause length to sentence length.
III. RESULTS
Analyses were conducted in SPSS, as 2 x 3 repeated measures ANOVAs, with plausibility and prosody as within-subjects factors. Follow-up t-tests were conducted in the case of interactions or main effects. A Bonferroni correction was applied to the follow-up t-tests to correct for multiple comparisons.
A. Production accuracy
Overall, production accuracy was high, with an average of 96.9 % across conditions (see Figure  1 ). There was a main effect of prosody, (F(2,20) = 16.709, p < .05), with follow-up t-tests showing that ENV-modified sentences were produced less accurately than F0-modified (t(20) = 5.436, p < .05) or natural sentences (t(20) = 6.021, p < .05). There was also a main effect of plausibility (F(1,21) = 9.728, p < .05), with plausible sentences produced less accurately.
As stated in the methods, to control for potential effects caused by differential intelligibility between conditions, only the trials for which the participant produced the sentence with 100% accuracy are included in the analyses that follow. This criterion resulted in 3% of trials being excluded from further analysis.
B. Comprehension accuracy
Analysis of comprehension accuracy, shown in Figure 2 , revealed a main effect of plausibility (F(1,21) = 49.630, p < .05). As expected, listeners interpreted the syntactic structure of implausible sentences with greater accuracy than plausible sentences across prosodic manipulations. No interaction with prosody was observed, indicating that the effect of plausibility was consistent across all prosodic conditions. That is, correctly answering the yes/no comprehension question was not dependent on prosody. 
C. Response time
Analysis of response time to comprehension questions, shown in Figure 3 , exhibited main effects of prosody (F(2,20) = 4.446, p < .05) and plausibility (F(1,21) = 36.305, p < .05). Consistent with the comprehension response, plausible sentences resulted in longer response times than implausible sentences. Follow-up testing also revealed that ENV-modified sentences resulted in shorter response times than natural sentences (t(20) = 2.826, p < .05).
D. Production duration
Listeners' responses were also acoustically analyzed to examine sensitivity to the prosodic manipulations. As discussed above, the first of these analyses, the duration of the participant's spoken response, was used as an index of processing load for retrieval of the ambiguous sentence from short-term memory (Cowan et al., 1998) . Note that this was effectively a delayed recall task, as the participant was required to read and respond to the comprehension question prior to repeating the sentence for the current analysis. Response durations showed no significant main effect of plausibility or of the prosodic manipulation (see Figure 4) . However, there was a prosody by plausibility interaction (F(2,20) = 14.675, p < .05). This interaction appears to be driven by the plausible condition, for which follow-up t-tests revealed that the ENV-modified condition elicited significantly longer production durations than For plausible sentences, responses to ENV degraded sentences were, on average, 100 ms longer than responses to natural productions. This is consistent with the hypothesis of greater processing time required for prosodically degraded sentences. 
E. Dynamic time warping
The DTW analysis assessed the degree of acoustic similarity between the participant's response and the original stimulus prior to prosodic degradation (see Figure 5) . DTW analysis revealed a main effect of plausibility (F(1,21) = 4.559, p < .05), with plausible sentences receiving higher DTW scores than implausible sentences (showing greater distance from the target prosody). There was also a main effect of prosody (F(2,20) = 8.163, p < .05). Follow-up t-tests showed that ENV-modified sentences elicited higher DTW scores than the natural sentences (t(20) = 3.686, p < .05), as well as the F0-modified sentences, (t(20) = 2.600, p < .05). Again, ENV degraded sentences appear to reduce a listener's ability to reconstruct the sentence prosody consistent with the correct interpretation of the sentence.
F. Pause duration ratios
Illustrated in Figure 6 , pause duration analysis revealed a main effect of prosody (F(2,20 = 6.084, p < .05), with follow-up t-tests showing that ENV-modified sentences produced shorter pause durations than F0-modified sentences (t(20) = 2.635, p < .05). There was also an interaction of prosody by plausibility (F(2,20) = 4.802, p < .05). This interaction is driven by the plausible condition, as shown by follow-up t-tests revealing that for plausible sentences, the ENV-modified sentences generated smaller pause duration ratios than the F0-modified sentences (t(20) = 4.281, p < .05) and the natural sentences (t(20) = 3.162, p < .05).
G. Summary
Overall, results demonstrated significant effects of plausibility and of degrading the temporal properties of the sentence (i.e., ENV). Plausible sentences resulted in poorer comprehension and greater response times compared to implausible sentences that have less semantic ambiguity. Plausible sentences also resulted in productions that were acoustically dissimilar (i.e., had higher DTW scores) from the original productions with the correct prosodic cues. Degrading ENV cues to the rate and rhythm of the sentence also significantly impacted listeners' sensitivity to the syntactic structure of the sentence. This was demonstrated by poorer acoustic similarity to the original sentence prosody (i.e., higher DTW scores). Additionally, comprehension response times were shorter for sentences with degraded ENV. In light of the other results, this appears to be indicative of more superficial processing, resulting in the production of the incorrect prosodic structure, as evidenced by the high DTW scores. The importance of ENV cues was further supported by significant interactions with plausibility. These results demonstrate that for plausible sentences, ENV-modified sentences resulted in participants producing longer sentence durations and shorter pause durations compared to conditions with preserved prosody. Therefore, access to the temporal amplitude modulations imposed by rate, rhythm, and stress of speech is important for processing syntactically ambiguous sentences, particularly when semantic cues of implausibility are unavailable to assist the listener with the correct syntactic analysis.
IV. DISCUSSION
This study was designed to test how, and to what extent, F0 and ENV may contribute differentially to syntactic ambiguity processing, as well as how degradation of speech prosody may interact with semantic effects of plausibility. Thus, this study actually presented two types of ambiguity, viz., syntactic ambiguity imposed by the garden path structure that was further manipulated by the plausibility of the post-verbal noun, and prosodic ambiguity imposed by the type of acoustic degradation. This unique design investigated the conditions under which different types of prosodic information are important for sentence comprehension.
It is important to first point out the high degree of production accuracy in this study, allowing for the vast majority of experimental trials to be represented in this data set and indicating, furthermore, that any effects observed with respect to prosody are not due simply to decreased lexical intelligibility. Though a main effect of prosody was observed in production accuracy, all trials that were not accurately produced (3% of total responses) were excluded from the data. Therefore, it is clear that effects of prosody demonstrate listeners' high degree of sensitivity to relatively minor acoustic changes in the presented sentences that affected sentence interpretation, and not intelligibility.
The results of the present study provide new insights into the nature of syntactic ambiguity resolution. These results also expand and build upon the existing literature on syntax and prosody, suggesting that acoustic components of prosody contribute differentially to syntactic processing. These data have particular clinical significance for populations that rely more on prosody to aid comprehension, such as older listeners (Wingfield et al., 1992) .
The current results support the claim that semantic information is employed by the listener to resolve syntactic ambiguities. Moreover, these semantic cues interact with prosodic cues, suggesting that the effects of prosodic degradation can be modulated by the presence of other types of cues, in this case semantic. Semantic and prosodic cues both contribute to syntactic processing, and the presence of one may compensate for the absence of another.
Overall, it appears that ENV is more integral to syntactic processing than F0. This lines up with recent research suggesting that in the context of a sentence, ENV carries more cues for intelligibility than in isolated words alone (Fogerty, 2013) . However, it is yet to be understood precisely how degradation of the ENV information inhibits the parsing of ambiguities.
