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Theoretical studies have shown that Majorana bound states can be induced at the ends of a
one dimensional wire, a phenomenon possible due to the interplay between s-wave superconduc-
tivity, spin–orbit coupling, and an external magnetic field. These states have been observed in
superconductor–semiconductor hybrid nanostructures in the presence of a Zeeman field, and in the
limit of a low density of particles. In this paper, we demonstrate and discuss the possibility of
the emergence of Majorana bound states in a superconducting Rashba nanowire deposited on an
antiferromagnetically ordered surface. We calculate the relevant topological invariant in several
complementary ways. Studying the topological phase diagram reveals two branches of the non-
trivial topological phase—a main branch, which is typical for Rashba nanowires, and an additional
branch emerging due to the antiferromagnetic order. In the case of the additional topological branch,
Majorana bound states can also exist close to half-filling, obviating the need for either doping or
gating the nanowire to reach the low density regime. Moreover, we show the emergence of the
Majorana bound states in the absence of the external magnetic field, which is possible due to the
antiferromagnetic order. We also discuss the properties of the bound states in the context of real
space localization and the spectral function of the system. This allows one to perceive the band
inversion within the spin and sublattice subspaces in the additional branch, contrary to the main
branch where the only band inversion reported in previous studies exists in the spin subspace. Fi-
nally we demonstrate how these topological phases can be confirmed experimentally in transport
measurements.
I. INTRODUCTION
The possibility for topologically protected localized
zero energy states to form in a superconducting nanowire
was first proposed in a seminal paper by Kitaev [1],
and opened a period of intense study of these Majorana
bound states (MBS) [2–4]. The states are of particu-
lar interest because they are non-Abelian anyons, and
thus potentially of interest for topological quantum com-
puting [5]. In the last decade, potential signatures of
MBS have been detected in low–dimensional structures,
e.g. semiconducting–superconducting hybrid nanostruc-
tures [6–13] and chains of magnetic atoms deposited on a
superconducting surface [14–19]. In the first case it is the
interplay between intrinsic spin–orbit coupling (SOC),
proximity induced superconductivity, and an external
magnetic field, which leads to the emergence of MBS [3].
In the second case, MBS are expected due to the heli-
cal ordering of magnetic moments in the mono-atomic
chains [20–25].
MBS emerge in these systems when they are in a topo-
logically non–trivial phase. In a typical situation, the
phase transition from topologically trivial to non–trivial
is induced by the magnetic field [26–28]. Increasing the
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applied magnetic field leads to a closing of the trivial
superconducting gap and the reopening of a new, non–
trivial, gap [29]. This is true for a system with a rela-
tively small density of particles, i.e. when the Fermi level
is near the bottom of the band. If the splitting of the
bands by the external magnetic field is larger than the su-
perconducting gap, pairing occurs in the one–band chan-
nel [8, 29–31]. This “one” type quasiparticle paring arises
as an effect of the spin mixing by the SOC, corresponding
to p-wave inter–site pairing in real space [32–34].
However, state of the art experiments also allow one
to create inhomogeneous periodic magnetic fields. For
example, carbon nanotubes coupled to an antiferromag-
netic substrate [35] lead to a synthetic magnetic field [36].
Similar solutions were proposed theoretically in the form
of nanomagnets [37–39], which have also been executed
experimentally with an arrangement of alternating mag-
netization [40–42]. Just like in the case of the magnetic
moments with helical order [20–23], this magnetic field
can be the source of an effective spin–orbit coupling.
Another possibility consists of magnetic nanopillars pro-
ducing magnetic textures, which can be tuned by passing
currents [43]. Similar types of architecture based on mag-
netic tunnel junctions can be used to perform braiding
operations [44]. Last, but not least, coupling a nanowire
to a magnetic Co/Pt-multilayer [45] can achieve a similar
goal.
New perspectives for a system with antiferromagnetic
(AFM) order were brought about by recent progress in
experimental techniques allowing for the preparation of
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2Figure 1. Schematic representation of the described system
– semiconducting nanowire (NW) deposited on the surface
of an antiferromagnetic (AFM) base, partially covered by a
superconductor (SC). At the end of the nanowire, Majorana
bound states (MBS) can be induced due to the interplay be-
tween intrinsic spin orbit coupling, external Zeeman magnetic
field (along the nanowire), superconductivity and antiferro-
magnetism (induced by the proximity effect).
atomic chains [19]. In such a case a self-organized spin
helix order [20–22] can be stabilized via the Ruderman–
Kittel–Kasuya–Yosida (RKKY) mechanism [46–48]. The
AFM order was observed experimentally in sufficiently
short Fe chains [49, 50]. Moreover, the proximity effect
can relay the AFM order to the nanowire, e.g. by contact
with a strong AFM system (cf. Fig. 1). Strong antifer-
romagnets such as YbCo2Si2 [51], VBr3 [52], Mn2C [53],
NiPS3 [54], or most promisingly V5S8 [55, 56], can be
good candidates for the substrate in the investigated sys-
tem. In such a case, tuning of the topological phase can
emerge due the external magnetic field without destroy-
ing the AFM order in the substrate.
In the case of a semiconducting–superconducting hy-
brid nanowire, the non-trivial topological phase is ex-
pected when the Fermi level is located near the bottom
of the band. Otherwise too large a magnetic field is re-
quired. As a result, the MBS is strongly restricted to the
case of a low density of particles in the system. Contrary
to this, we discuss a scenario for MBS in the nearly–half–
filled case. Moreover, contrary to most previous studies,
we show the presence of MBS without any additional ex-
ternal magnetic field applied [57, 58], but instead only
due to the AFM order.
This paper is organized as follows. In Sec. II, we de-
scribe our model and the techniques used to investigate
it. In Sec. III, we derive the topological phase diagram
of the system in the presence of AFM order and external
magnetic field. We also discuss the origin of the non-
trivial topological phase. In Sec. IV, we discuss elec-
tronic properties of the system in both real and recip-
rocal spaces. Next, in Sec. V, we discuss the proposal
of an experimental examination of this phase diagram
via the differential conductance. Finally, in Sec. VI, we
summarize the results.
Figure 2. The one dimensional AFM lattice discussed in this
paper. The unit cell Ω contains two non-equivalent sites with
opposite magnetic moments (orange and blue) belonging to
sublattices A and B. The lattice spacing a ≡ 1 is taken as the
distance between two nearest-neighbor sites.
II. MODEL AND TECHNIQUES
A. Real space description
In our calculations, we model the system shown
schematically in Fig. 2. We consider a one dimen-
sional Rashba nanowire with superconducting and an-
tiferromagnetic order both induced by proximity effects
(cf. Fig. 1), in the presence of an external magnetic field
directed along the nanowire. The low energy physics
of such a system can be described by the Hamiltonian
H = H0 +HSC +HAFM.
The Rashba nanowire itself is described by
H0 =
∑
ij,ss′,σ
[
−tss′ij − (µ+ σh) δijδss′
]
c†isσcjs′σ (1)
− iλ
∑
i,σσ′
[
c†iAσσ
y
σσ′ciBσ′ + c
†
iBσσ
y
σσ′ci+1,Aσ′
]
+ H.c. ,
where c†isσ (cisσ) describes the creation (annihilation) of
an electron with spin σ ∈ {↑, ↓} in sublattice s ∈ {A,B}
of the i-th unit cell. We assume equal hopping between
the nearest-neighbor sites (when tss
′
ij = t = 1 in appropri-
ate energy units) and zero otherwise. As usual, µ is the
chemical potential, and h is the external Zeeman mag-
netic field. In our calculations we neglect the orbital
effect [59], assuming the magnetic field is parallel to the
nanowire. The term in the second line describes the SOC
with strength λ, where σy is the second Pauli matrix. Su-
perconductivity, which is induced in a nanowire due to
the proximity effect, can be described by the BCS-like
term:
HSC = ∆
∑
is
(
c†is↑c
†
is↓ + cis↓cis↑
)
, (2)
where ∆ is the superconducting order parameter (SOP),
proportional to the induced superconducting gap. The
AFM order in the nanowire is described by
HAFM = −m0
∑
iσ
σ
(
c†iAσciAσ − c†iBσciBσ
)
(3)
where m0 denotes the amplitude of the AFM order.
3Finite size system. — Properties of the finite size
system (with open boundary conditions), can be an-
alyzed in real space. In this case, the Hamiltonian
H can be diagonalized by the transformation cisσ =∑
n
(
uisnσγn − σv∗isnσγ†n
)
[60], where γn and γ
†
n are
fermionic operators. Such a transformation leads to the
real space Bogoliubov–de Gennes (BdG) equations [61],
in the form EnΨisn = His,js′Ψjs′n, where His,js′ is the
Hamiltonian in the matrix form, given in Appendix A.
From solving the BdG equations, we can determine the
site-dependent average number of particles:
nisσ = 〈c†isσcisσ〉 (4)
=
∑
n
[|uisnσ|2f (En) + |visnσ|2f (−En)] ,
where f(ω) = 1/ [1 + exp (−ω/kBT )] is the Fermi–Dirac
distribution. From this, effective site-dependent magne-
tization is given as mis = nis↑ − nis↓. In similar way, we
can determine the local density of states (LDOS) [62]:
ρis(ω) = − 1
pi
∑
σ
Im Gisσ(ω + i0
+) (5)
=
∑
nσ
[|uisnσ|2δ(ω + En) + |visnσ|2δ(ω − En)] ,
where Gisσ = 〈cisσ|(ω − H)−1|c†isσ〉 and δ(ω) is the
Dirac delta function. The LDOS represents quantities
experimentally measured by scanning tunneling micro-
scope (STM) [63–66], and can give information about
the emergence of the zero–energy states [14]. In the nu-
merical calculations, we replace the delta function by the
Lorentzian δ(ω) = ξ/[pi(ω2 + ξ2)], with a small broaden-
ing ξ/t = 0.001.
B. Reciprocal space description
From the explicit form the Fourier transform of oper-
ators:
c†isσ =
1√
N
∑
k
c†ksσ exp (−ik ·Ris) , (6)
where Ris denotes position of i-th sites in sublattice s
(cf. Fig. 2), the Hamiltonian in momentum space can be
found:
H0 =
∑
kσ
Ek
(
c†kAσckBσ + H.c.
)
(7)
−
∑
ksσ
(µ− σh) c†ksσcksσ
+
∑
kσσ′
iLk
(
c†kAσσ
y
σσ′ckBσ′ + H.c.
)
,
HSC = ∆
∑
ks
(
c†ks↑c
†
−ks↓ + c−ks↓cks↑
)
, (8)
HAFM = −m0
∑
ksσ
σ
(
c†kAσckAσ − c†kBσckBσ
)
, (9)
where c†ksσ (cksσ) describes the creation (annihilation)
operator of an electron with momentum k and spin σ
in sublattice s. Additionally, Ek = −2t cos(k) denotes
the dispersion relation of non-interacting electrons in a
1D chain, while Lk = −2iλ sin(k) is SOC in momentum
space.
For the following we will use a more convenient repre-
sentation for the Hamiltonian. We introduce Pauli ma-
trices that act in the particle-hole subspace τ 0,x,y,z, spin
subspace σ0,x,y,z, and sublattice subspace ρ0,x,y,z. The
“0” superscript labels the identity matrix for any given
subspace. Then, following the Bogoliubov transform, the
Hamiltonian in the Nambu basis,
ψ†k = (10)(
c†kA↑ c
†
kB↑ c
†
kA↓ c
†
kB↓ c−kA↑ c−kB↑ c−kA↓ c−kB↓
)
,
takes the form H = ∑k ψ†kH(k)ψk, where
H(k) = Ekτ zσ0ρx − µτ zσ0ρ0 + iLkτ zσyρx (11)
− ∆τ yσyρ0 − hτ zσzρ0 −m0τ zσzρz .
We will use this form of the Hamiltonian to calculate the
bulk topological properties. In turn, due to the bulk–
boundary correspondence [67, 68], this tells us when there
will be MBS in the finite length nanowire. More details
can be found in Sec. III.
Band structure. — The band structure of the sys-
tem can be found by diagonalizing the Hamiltonian (11).
Each block Hk has eight eigenvalues Enk (for n =
1, 2, . . . , 8) associated with eigenvectors
ϕk = (12)(
unkA↑ u
n
kB↑ u
n
kA↓ u
n
kB↓ v
n
kA↑ v
n
kB↑ v
n
kA↓ v
n
kB↓
)T
.
Due to the existence of the AFM order in the system,
the unit cell Ω contains two non-equivalent sites. Increas-
ing the size of the unit cell twice leads to the folding of the
the Brillouin zone (BZ) to k ∈ [−pi/2, pi/2). As a result
the two time-reversal invariant momenta (TRIM) [69, 70]
are k = 0 and k = pi/2.
Let us briefly discuss the influence of the separate
Hamiltonian terms on the form of the band structure
of the system without superconductivity (Fig. 3). In the
case of a “free standing” chain (i.e. in the absence of mag-
netic field, AFM order, and SOC), the bands contain two
spin degenerate branches due to the unit cell containing
two, in this case identical, atoms [dashed line in panel
(a)]. These two branches are a result of the folding of
the Ek = −2t cos(kxa) dispersion relation, intersecting
at k = ±pi/2. The introduction of AFM order into the
system allows for a band gap to emerge at k = pi/2 [in-
dicated by the red marker at panel (a)]. Such a band
gap exist in the band structure independently of µ and
the other parameters. Here, the spin degree of freedom
4Figure 3. The impact of the model parameters on the band
structure of the chain without superconductivity (∆ = 0).
(a) The AFM order leads to the opening of the band gap at
k = ±pi/2. Here, the dashed lines show bands in the absence
of the AFM order. (b) The spin–orbit coupling leads to a
shifting of bands in the momentum domain (dashed line),
while the magnetic field lifts the degeneracy at k = 0. (c)
In the presence of the AFM order, the spin–orbit coupling
leads to a shifting of the bands in the momentum domain,
while preserving the band degeneracy at k = 0 (indicated by
circles). (d) The external magnetic field leads to a shifting of
the bands in the energy domain due to the Zeeman effect. In
panels (c) and (d), the dashed line shows bands from panel
(a). Green (red) markers at k = 0 (k = ±pi/2) indicate points
with lifted degeneracy by the magnetic field (AFM order).
Results obtained for several fixed parameters (as labeled) and
a chemical potential µ/t = 0.
remains a good quantum number, but not the sublat-
tice degree of freedom [71]. This yields a situation where
eigenstates are a spin-dependent mixture of the A and B
sublattice states. Moreover, the spatial profile displays a
lattice dependent modulation of the density that is spin
dependent and band dependent. Breaking time reversal
symmetry due to AFM order still provides an analogue to
Kramers’ theorem due to the combined time reversal and
translation symmetry — hence there are two degenerate
bands with opposite spins. As a result, this degeneracy
can lifted by an external magnetic field (or SOC).
This can be seen on panel (b), where Rashba type SOC
shifts the bands along the k axis in opposite directions
[dashed lines]. Here, it should be mentioned that this
effect is typical in the Rashba chain [72, 73]. Introducing
the Zeeman magnetic field h removes the band degen-
eracy by breaking time reversal symmetry, resulting in
an energy shift. In the presence of the SOC [solid line
at panel (b)], the magnetic field lifts the degeneracy at
k = 0 [indicated by the green markers at panel (b)].
A similar effect of the spin–orbit coupling is observed in
the presence of the AFM order [panel (c)], where we ob-
serve band shifting along the k axis, while the band gap
changes along the E axis (solid lines). Here, dashed lines
show bands in the presence only of AFM order [i.e. the
solid lines from panel (a)]. At the same time, the de-
generacy at k = 0 (indicated by circles) is preserved. A
very strong magnetic field can lift this degeneracy (not
shown).
Finally, the external magnetic field in the presence of
the AFM order [panel (d)] lifts the spin-degeneracy [ob-
served at (a)] while simultaneously preserving the band
gap at k = ±pi/2. As the AFM order introduces a band
splitting at lower energies than in the standard scenario,
we may expect that we can drive the chain into the non-
trivial phase at densities closer to the half-filling case. As
we shall see in the following, this is indeed the case.
III. TOPOLOGICAL PHASE DIAGRAM
In this section, we will discuss the topological phase
diagrams obtained from analytical calculations of the in-
variants and numerical calculations. We will also con-
sider them in the context of the localization of the Majo-
rana zero modes at the ends of the system. Based on the
symmetries of the system, we will discuss the origin of
the topological phase and the impact of the AFM order.
A. System symmetries
The BdG Hamiltonian (11) can possess several sym-
metries important for its topological properties [74, 75].
Of interest are anti-unitary symmetries and we have:
(i) The particle–hole (PH) symmetry described by the
anti-unitary operator P = τxσ0ρ0K, such that
PHkP−1 = −H−k and P2 = 1. K is the com-
plex conjugation operator. It is worth mentioning,
that all BdG Hamiltonians satisfy PH symmetry by
construction [75].
(ii) The “time-reversal” (TR) symmetry described by
the anti-unitary operator T = ΛK, where Λ =
τ 0σ0ρ0, and T HkT −1 = H−k with T 2 = 1. Note
that this is not the physical time-reversal operator
for the electrons.
(iii) Finally we have the composite of these, the sublat-
tice (SL) or “chiral” symmetry described by the uni-
tary operator S = PT = τxσ0ρ0, with S−1HkS =
−Hk.
The impact of these symmetries on the Hamiltonian is
schematically shown in the Fig. 4. With all of these
symmetries present, which is the case for the Hamilto-
nian (11), we find ourselves in the BDI symmetry class
in the Altland–Zirnbauer periodic-table of topological
classes [75–77]. From this, the Z invariant (i.e. the wind-
ing number w) can be studied in order to discuss the
topological phase diagram. We can also construct a Z2
5Figure 4. Schematic representation of the roles played by
the symmetries possessed by the considered Hamiltonian. The
particle–hole symmetry P results in the symmetry of the spec-
trum (solid blue line) with respect of the point ‘zero’, while
time–reversal symmetry T and chiral (sublattice) symmetry
S correspond to reflection of the spectrum across the momen-
tum and energy axes, respectively.
invariant (e.g. from the Pfaffian) which measures the par-
ity of w. Both topological indices will be discussed below.
B. Topological invariants and origin of the
topological phase
First we note that a Chiral Hamiltonian (11) can be
rewritten in purely off-diagonal form [78] using the ro-
tation H˜(k) = U†piH(k)Upi where Upi = ei
pi
4 τ
y
σ0ρ0. This
results in
H˜(k) = Ekτxσ0ρx − µτxσ0ρ0 + iLkτxσyρx (13)
− ∆τ yσyρ0 − hτxσzρ0 −m0τxσzρz ,
which has the form
H˜(k) =
(
0 A(k)
A†(−k) 0
)
, (14)
where
A(k) = Ekσ0ρx − µσ0ρ0 + iLkσyρx (15)
+ i∆σyρ0 − hσzρ0 −m0σzρz .
The winding number w can be found starting from the
standard chiral invariant [79]
w =
1
4pii
∫ pi
2
−pi2
dkTrSH˜∂kH˜−1 , (16)
which has the equivalent formulation, found after a small
amount of manipulation,
w =
1
2pii
∫ pi
0
dkTr [∂kA(k)]A−1(k) . (17)
This can be easily calculated numerically to find the chi-
ral invariant. However in the following we will find an
analytical formula for the invariant. Rewriting this as
w =
1
2pii
∫ pi
0
dk∂k ln det [A(k)] , (18)
we see that the invariant is the winding of det ln [A(k)]
across the Brillouin zone.
Now because
detH(k) = det H˜(k) = detA(k) · detA†(−k), (19)
the sign of the gap is encoded by the function Zk =
detA(k) = detA†(−k), where from Eq. (15) we find
Zk =
(
h2+ − µ2 −∆2
) (
h2− − µ2 −∆2
)
(20)
+ 8t2
(
2t2 cos2(k)− h−h+ − µ2 + ∆2
)
cos2(k)
+ 8λ2
(
2λ2 sin2(k) + h−h+ − µ2 + ∆2
)
sin2(k)
− 16t2λ2 sin2(k) cos2(k) + 32it∆λµ cos(k) sin(k),
with h± = h±m0.
From the definition of Zk and Eq. (18) one can see
that the winding number of zk = Zk/|Zk| = exp(iθk) is
equivalently the invariant w and
w =
−i
2pi
∫ k=pi/2
k=−pi/2
dzk
zk
=
1
2pi
∫ pi/2
−pi/2
dk
dθk
dk
. (21)
This clearly takes only integer values (including zero)
since z−pi/2 = zpi/2. The winding number is associated
with the number of times that the angle θk winds about
the origin in the complex plane (see Fig. 5). This quan-
tity is invariant under smooth perturbation and cannot
changed unless |Zk| goes to zero due to gap closing (pro-
vided the chiral symmetriy is preserved). The winding
number w is the Z topological index.
As A(k) also has time reversal asymmetry KHkK =
H−k, at the TRIM A(0, pi/2) must be real, and hence
so must z0,pi/2. Therefore for the topological index w
to change one of z0,pi/2 must pass through zero, corre-
sponding to a gap closing. The relative signs of z0,pi/2
therefore encode some information about the topological
index, its parity (−1)w. We can therefore construct a Z2
topological index [1]:
Q = (−1)w = sgn (zk=0) · sgn
(
zk=pi/2
)
(22)
which is equivalent to the index based on the Pfaffian [1]
Q = sgn Pf [W (0)] · sgn Pf [W (pi/2)] , (23)
where W(k) = H(k)Λ. Moreover, from the Hamilto-
nian (14) one finds:
Pf [W (0)] = (h2+ − µ2 −∆2) (h2− − µ2 −∆2)
+ 8t2
(
2t2 − h−h+ − µ2 + ∆2
)
, (24)
and
Pf [W (pi/2)] = (h2+ − µ2 −∆2) (h2− − µ2 −∆2)
+ 8λ2(2λ2 + h−h+ − µ2 + ∆2). (25)
Topological phase diagrams obtained from Eq. (22) are
in agreement with those ones obtained from the wind-
ing number (Fig. 6), as well as from scattering matrix
technique (Fig. 7, cf. Sec. III C).
6As we have shown above, there exist a strong connec-
tion between Z invariant w and the Pfaffian Z2 invari-
ant [78]. As for this model w ∈ {−1, 0, 1} then Q = 1
refers to a topologically trivial phase and Q = −1 refers
to a topologically non-trivial phase. It is then straightfor-
ward to find the exact relation between both invariants
for our model:
w = (26)
sgn (∆λµ)
2
{sgn Pf [W (pi/2)]− sgn Pf [W (0)]} ,
which follows from Eq. (20) and Eq. (18). Topological
phase diagrams obtained from the winding number cal-
culations are shown in Fig. 6.
Changes in Q are related to changes in the sign of
Pf [W (k)] at TRIM. In the absence of the AFM order
(h± → h), only Pf [W (0)] changes sign with changes in
h. This is shown as the typical form of the parabolic-like
part on phase diagram [Fig. 6(a)]. However, the existence
of the AFM order alone can also force the emergence of an
additional branch in the topologically non-trivial phase.
This is possible due to the sign change of Pf [W (pi/2)]
Figure 5. (a) Graphical interpretation of the winding num-
ber w, given by Eq. (21). zk = Zk/|Zk| corresponds to a
projection of some closed contour given by Zk on the unit
circle. In the case of the non-trivial topological phase, the
contour created by Zk lies on the complex plane and contains
the origin. Then, periodic changes of k lead to a full wind-
ing of the phase (red circle). Contrary to this, in the trivial
phase, θ(k) does not perform a full winding as a function of
k (the origin is outside of the Zk trajectory). Panels from (b)
to (d) show exemplary results for µ/t = −2, −1.25, and −0.5,
respectively, for fixed h/t = 0.5, ∆/t = 0.2 and λ/t = 0.15.
TRIM (k0 = 0 and k±1 = ±pi/2) are depicted as white points.
The behaviour of the winding number in the non-trivial phase
is shown in panels (b) and (d). For the trivial phase zk does
not describe a closed unit circle.
Figure 6. Topological phase diagrams obtained from the
winding number w, given by Eq. (17), for different amplitudes
of the AFM order m0 (as labeled). Color denotes the trivial
phase, w = 0, (white) and the non-trivial phases with w = −1
(green) and w = 1 (red). Solid black lines show gap closings
at k = 0 and dashed lines show gap closings at k = ±pi/2.
Results are for ∆/t = 0.2 and λ/t = 0.15.
at the second TRIM pi/2. When the magnitude of the
AFM order m0 is significantly large, additional topologi-
cal branches emerge from main branches (along |µ| ≈ |h|
line) [cf. Fig. 6(a) and (b)]. If this occurs, for a range
of parameters inside the main branches, the topological
phase is destroyed as these phases have opposite chiral-
ity. Further increasing of m0 joins the AFM branches
and leads to a destructive overlap and emergence of a
trivial phase around µ = h = 0 [Fig. 6(d)]. When the
AFM amplitude is relatively large, the non–trivial phase
can exist around µ ≈ 0, i.e. in the nearly–half–filling limit
n ≈ 1 [cf. Fig. 6(c) and (d)].
Summarizing this part, the topological phase diagram
is composed of two branches of the non-trivial phase —
the main branch associated with TRIM at k = 0 and the
additional branch connected with the second TRIM at
k = ±pi/2. The main branch has properties which can
be typically observed in the standard Rashba nanowire
scenario, while the nontrivial phase originating in the ad-
ditional branch can be compared to the nontrivial phase
induced by dimerization [80].
7Figure 7. Topological phase diagrams, obtained from the
topological index Q calculated numerically using the S matrix
method (cf. Sec. III C) for different amplitudes of the AFM
order m0 (as labeled). Color denotes trivial (yellow) and non-
trivial (green) topological phase. Results from ∆/t = 0.2
and λ/t = 0.15 for lattice with 200 sites without periodic
boundary conditions.
C. Scattering matrix method
As an independent check of the preceding analytical
calculations the behavior of the topological properties
can be investigated by studying the scattering matrix
S, which relates the incoming and outgoing wave ampli-
tudes (further discussion on this point can be found in
Sec. V) [81–85]. In this method, the Z2 topological quan-
tum number can be found from Q = sgn detR, where
R denotes the reflection sub-matrix of S. The scatter-
ing matrix can be calculated exactly from the real space
Hamiltonian in the frame of the transfer–matrix scheme,
described in detail in Ref. [85–87]. Using this method,
we evaluated the topological phase diagram numerically.
Topological phase diagrams found with this method
are shown in Fig. 7. The (non–)trivial topological phase
covers the (green) yellow regions. It can be seen that in
the absence of the AFM order, the boundary of the non–
trivial phase in the µ–h space, is given by the known
characteristic parabolas [Fig. 7(a)]. The existence of the
AFM order, modifies the boundaries of the non–trivial
phase around diagonal lines |µ| ≈ |h| [Fig. 7(b)], such a
modification is a result of the presence of the sublattice in
the system. These phase diagram were obtained numer-
Figure 8. Topological phase diagram in the absence of the
magnetic field. Results are shown as a function of the am-
plitude of the AFM order and chemical potential (a); and of
the SC order and and chemical potential (b). The boundaries
of the non-trivial topological phases are given by the dashed
lines. The winding number w color scheme is as in Fig. 6. In
panel (b) the circles are centered on ±2λ with a radius |m0|.
ically and are in complete agreement with the previous
results obtained from analytical calculations (Fig. 6).
D. Majorana bound states without a Zeeman field
Analysis of these phase diagrams show important fea-
tures of the described system: first with the increase of
the amplitude of m0, we can see an emergence of addi-
tional branches of non–trivial phase. Moreover, for some
range of parameters the non–trivial topological phase can
emerge without any external magnetic field but instead,
only due to the existence of the AFM order in the sys-
tem. This is manifested in the additional branch of the
topological phase caused by the band inversion at the
k = pi/2 TRIM [cf. Fig. 6(d)].
Due to fact that the additional branch is connected
with k = pi/2 TRIM, let us analyze the properties of
Pf [W (pi/2)] for h = 0. In this case h± = ±m0, which
gives
Pf [W (pi/2)] ∣∣
h=0
=
[
∆2 −m20 + (µ+ 2λ)2
]
(27)
×
[
∆2 −m20 + (µ− 2λ)2
]
.
One should note that in the limit λ→ 0, we have
Pf [W (pi/2)]→ (m20 − µ2 −∆2)2 ≥ 0 . (28)
As we can see, SOC is still a mandatory ingredient of the
non-trivial topological phase.
The impact of the AFM order amplitude and the SOC
on the emergence of the non-trivial topological phase is
shown in Fig. 8. Interestingly, the boundaries of the non-
trivial topological phase are given exactly by two circles
centered on ±2λ with a radius |m0| [Fig. 8(b)]. When
the circles overlap each other, the overlapping region is
in the trivial phase (no coloring).
8IV. ELECTRONIC PROPERTIES
In this section, we will discuss the electronic properties
of the system. The numerical results presented in this
section were obtained for a nanowire with with N = 200
sites and fixed values of ∆/t = 0.2 and λ/t = 0.15.
A. Topological gap and zero–energy states
In the absence of symmetry breaking, a topological
phase transition from a trivial to a non–trivial phase is
associated with closing of the trivial gap and reopening
of a new topological gap. In the case of the system with-
out periodic boundary conditions, i.e. with edges, the
existence of MBS is equivalent to the existence of the
nearly-zero-energy state after the phase transition to the
non–trivial topological phase. However, a small value of
the energy gap δE (defined as a difference between en-
ergies nearest to the Fermi level in the spectrum of the
system) is not a good indicator of the existence of MBS
(Fig. 9). Still, a substantial decrease of δE can indicate a
clearly visible boundary between two topological phases,
and has the advantage of being relatively straightforward
to measure experimentally, in contrast to the invariants.
For instance, in the absence of the AFM order [Fig. 9(a)],
Figure 9. Values of the “gap” δE defined as the difference
between the energies of the two eigenstates which are nearest
to the Fermi level for different amplitudes of the AFM order
m0 (as labeled).
the phase boundary of the non-trivial topological phase is
visible in the form of characteristic parabolas. An identi-
cal shape can be found in the corresponding topological
phase diagram [cf. with Fig. 6(a)].
The phase diagrams prove to be more complicated in
the presence of the AFM order. For some values of µ, we
can observe additional regions with extremely small val-
ues of δE, e.g. vertical lines around µ/t = 0 at Fig. 9(c)
and (d). This behavior is associated with crossing of the
Fermi level by the separate energy levels and can be no-
ticed in the spectrum of the system [cf. red arrows at
Fig. 10(a) and (b)]. Moreover, as these states exist in
the trivial phase, they can not generate MBS at the end
of the chain.
Energy spectra of the system are shown in Fig. 10. For
half–filling (i.e. µ = 0) some midgap states can cross the
Fermi level E = 0 [shown by A red arrow in FigS. 10(a)
and (b)]. However, a non–trivial topological phase is not
present and these states are not MBS. In the non–trivial
topological phase, MBS are visible in the spectrum of the
system in the form of two close to degenerate zero-energy
states (the range of h corresponding to the non–trivial
Figure 10. The spectrum of the system for various values
of the chemical potential µ and the AFM amplitude m0 (as
labeled) as a function of the magnetic field h. The range of
h marked by the green color corresponds with the non–trivial
topological phase.
9Figure 11. Zero-energy local density of states (LDOS) as a
function of the magnetic field h. Results are for AFM order
with an amplitude m0/t = 0.3.
phase is marked by the green color in Fig. 10). Similar
to the nanowire without AFM order, eigenvalues show
oscillations as a function of magnetic field h [88, 89].
B. Localization of the Majorana modes
Localization of the Majorana states can be studied via
the zero–energy LDOS (5). Exemplary results for several
values of the chemical potential µ as the magnetic field
h is increased are shown in Fig. 11. In each topological
phase, independently of the topological branch, the MBS
are well localized around each end of the chain. We can
also observe the exponential decay of the MBS starting
near the end of the chain and decaying to the middle.
Moreover, for sufficiently high h, alternating oscillations
of the Majorana bound states energies around the Fermi
level are observed in the form of horizontal lines that
represent the distribution of zero–energy states on the
entire nanowire. The same behavior have been discussed
in the context of the energy gap in the previous section.
With increasing magnetic field, we can observe a series
of topological phase transition from trivial to non-trivial
and vice-versa as one would cross the branches of the
topological phase diagram [cf. Fig. 6].
C. Influence of the sublattices
From a diagonalization of the Hamiltonian in real space
(cf. Sec. II A) using the BdG formalism, in the non-trivial
topological phase we can find two zero-energy fermionic
modes Ψ± at exponentially small energies ±δ. From
this, using a simple rotation:(
ΨLis
ΨRis
)
=
1√
2
(
1 1
−i i
)(
Ψ+is
Ψ−is
)
, (29)
we can find Majorana modes localized exactly at the left
ΨL or the right ΨR side of the chain. Note that ΨL/R
are eigenstates of the particle-hole operator and there-
fore represent true Majorana modes. Example results
are show in Fig. 12, where left and right modes are show
by green and orange solid lines, respectively.
We will focus our analysis on the Majorana bound
states manifesting in the additional branch of the topo-
logical phase diagram. In the absence of the external
magnetic field the site-dependent distribution of the par-
ticles with opposite spins niσ is given only by the AFM
order. The total average number of particles per site
〈n〉 = ∑iσ niσ/2N is always fixed by the chemical poten-
tial. The distribution of particles with spin ↑ and ↓ has a
reflection symmetry with respect to the center of the sys-
tem. Average number of particles in each site is approx-
imately constant, however the AFM order introduced a
distinguishability of the sublattices via magnetization—
in other words magnetization in sublattice A is different
to B. Here, we should mention that the properties de-
scribed above in the absence of the magnetic field do not
depends on the parity of the number of sites.
The situation looks different in the presence of the
magnetic field. In the case of the system with even num-
ber of sites [Fig. 12(a)], this leads to a loss of the re-
flection symmetry. This is a consequence of the modifi-
cation of the niσ distribution due to interplay between
the AFM order and magnetic field. In fact, the effective
magnetic field h± at first and last site of the chain are
not identical. The reflection symmetry can be recovered
by elongating the nanowire by one site, what yields an
odd total number of sites [Fig. 12(b)]. As a result, first
and last site belong to the same sublattice (cf. the inset).
Similar modification of the mirror symmetry by odd or
even number of sites in the system is also observed in
particle distributions. However, the bound states have
only a very small influence on the particle distribution in
the central region of the nanowire.
D. Spectral function analysis
The origin of the main and additional AFM branches
in the topological phase diagram can be studied in the
context of the spectral function:
Ak(ω) = − 1
pi
∑
sσ
ImGksσ(ω + i0
+) , (30)
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Figure 12. The zero-energy local density of states (LDOS)
corresponding to the MBS. Blue and red dots represent the A
and B sublattice sites, respectively. Results for µ/t = −0.3,
h/t = 0.2 and m0/t = 0.3. A comparison of results for chains
with (a) 200 and (b) 201 sites.
where Gksσ = 〈cksσ|(ω − H)−1|c†ksσ〉. In practice, the
spectral function can be re-expressed in terms of the BdG
coefficients:
Ak(ω) =
∑
ksσ
Aksσ (31)
=
∑
ksσ
[|unksσ|2δ (ω − Ekn) + |vnksσ|2δ (ω + Ekn)] ,
where unksσ and v
n
ksσ are components of the n-th eigen-
vector of the Hamiltonian (11). Here we have intro-
duced the sublattice- and spin-dependent spectral func-
tion Aksσ. The topological phase transition is associated
with a band inversion during the transition. To study
this behavior in our system we can define
δAsk = AkA↑ +AkA↓ −AkB↑ −AkB↓, (32)
δAσk = AkA↑ −AkA↓ +AkB↑ −AkB↓ . (33)
δAsk and δAσk describe the imbalance in the sublattice
and spin subspace at momentum k respectively.
Let us start with an analysis of the spectral function
in the case when the topological phase arises in the main
branch of the topological phase diagram (Fig 14). As
written previously, these topologically non-trivial phases
occur due to the band gap closing at the TRIM k = 0. In-
creasing the magnetic field, for fixed chemical potential,
leads to a topological phase transition from the trivial to
non-trivial phase. During this transition the band inver-
sion is observed in both (sublattice and spin) subspaces.
Before the topological phase transition, i.e. h < hc, and
Figure 13. The distribution of particles niσ with spin ↑
(red) and ↓ (blue) in the system, as well as magnetization
mi (orange) and the difference between the average number
of particles on a particular site and the average number per
site in the system as a whole, ni − n (green). A comparison
of results for the chains with 200 [panels (a) and (b)] and
201 [panels (c) and (d)] sites is shown. Same parameters as
Fig. 12 for µ/t = −0.3, h/t = 0.2 and m0/t = 0.3.
in both subspaces, we observe the order of the bands “po-
larization”: to be (+,−,+,−), ordering from negative to
positive energy [Fig 14(e) and (f)]. For the chosen param-
eters, topological phase transition occurs at the critical
magnetic field hc/t ' 0.2. When h = hc, the gap is closed
and two bands touch each other at k = 0 [Fig 14(c) and
(d)]. Further increase of h leads to a changing of the
“polarization” order to (+,+,−,−) at k = 0 [Fig 14(a)
and (b)]. At k = pi/2 the ordering remains (+,−,+,−)
and hence there is band inversion. This inversion occurs
in both sublattice and spin subspaces at the same time.
From this, we can conclude that the main branch of the
topological phase emerges as an effect of the external
magnetic field, independently of the AFM order.
Now, we turn to analyze the inversion of the bands
in the case of the additional, AFM–related, branch of
the topological phase diagram (Fig 15). In this case the
existence of the topological phase is associated with the
system properties at the TRIM k = ±pi/2. As previ-
ously, increasing the magnetic field leads to the topolog-
ical phase transition. However, during this transition, in
the spin sector we do not observe band inversion, i.e. the
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Figure 14. Distinctions in sublattice and spin dependent
spectral functions, δAsk (left panels) and δAσk (right panels).
Results for m0/t = 0.1, µ/t = −2.0 and h/t = 0.15, 0.20, 0.25
(panels from bottom to top) – showing the topological phase
transition from the trivial to the non-trivial topological phase
along the main branch (the black line is not in scale, shown
in the inset).
spin polarization for each band is the same and positive
(Fig 15 right panels) – the spin imbalance in the system
is unchanged due to the presence of a relatively strong
magnetic field. The situation looks different in the sub-
lattice sector. In the trivial phase [Fig 15(e)], we observe
band ordering as in the previous case, i.e. (+,−,+,−).
At h = hc, we observe a closing of the gap at the TRIM
k = pi/2 [Fig 15(f)]. A further increase of h leads to
a band inversion in sublattice frame and the polariza-
tion order — (+,+,−,−) at k = pi/2. From this we
can conclude, that the key role of AFM order is key in
the emergence of the additional branch in the topological
phase diagram. Moreover, the introduction of the sub-
lattice imbalance by the AFM order is the main source
of the non-trivial band topology.
Band inversion is a very typical signature of a topo-
Figure 15. Distinctions in sublattice and spin dependent
spectral function, δAsk (left panels) and δAσk (right panels),
respectively. Results for m0/t = 0.1, µ/t = −0.7 and h/t
equal 0.55, 0.60, and 0.65 (panels from bottom to top) – topo-
logical phase transition from trivial to non-trivial topological
phase along additional branch (the green line is not in scale,
shown at inset).
logical phase transition in these systesm [90–92], and
was also reported as a signature of the topological phase
transition in the case of the Rashba chain [29, 93]. The
spectral function can be measured in angle-resolved pho-
toemission spectroscopy (ARPES) experiments [62]. The
properties described above open a new way for the exper-
imental examination of the construction of the additional
topological branches in the AFM chain, and their com-
parison with the standard branch.
V. TRANSPORT PROPERTIES
Here, we show the results of numerical calculations of
the differential conductance of the studied system us-
ing the scattering formalism [81–85]. Our system, can
12
be treated as a superconducting chain connected to nor-
mal leads (cf. Fig. 16), i.e. and N/S/N junction. Then
the scattering matrix relating all incident and outgoing
modes in this system is:
S =
(
S11 S12
S21 S22
)
, Sij =
(
Seeij S
eh
ij
Sheij S
hh
ij
)
. (34)
The Sabij is the block of scattering amplitudes of inci-
dent particles of type b in lead j to particles of type a
in lead i [84]. The zero-temperature differential conduc-
tance matrix is
Gij(E) ≡ ∂Ii
∂Vj
= G0
(
T eeij − Theij − δijNei
)
, (35)
where Ii is the current entering terminal i from the scat-
tering region, while Vj is the voltage applied to terminal
j. Here G0 = e
2/~ is the conductance quantum without
the spin degeneracy taken into account. Nei is the num-
ber of electron modes at energy E in terminal i. The
energy transmission is given as
T abij = Tr
([
Sabij
]†
Sabij
)
. (36)
We performed the calculation in the case of the N/S/N
system shown in Fig. 16, using the Kwant [94] code to
numerically obtain the scattering matrix.
An experimental study of the MBS emergence in the
system can be performed by local differential conduc-
tance Gii measurements (for i = 1, 2). In the tunnel-
ing regime, the local conductance Gii in a normal lead
probes the density of states in the proximitized region.
From this, one can obtain information about the in-gap
states close to the i-th normal lead. In a typical situa-
tion, the local conductance Gii is quantized by G0 [95] (if
spin degeneracy is not present). However, for “true” zero
energy bound states, the local conductance Gii should
be equal to 2G0 (per each MBS) [96–98]. A measure-
ment of Gii in such a case can yield important informa-
tion about the existence of the MBS and can be used
in the experimental “testing” of the topological phase
diagram [99]. Contrary to this, non-local conductance
G12 (or G21) can give information about the non-trivial
topological gap [84, 100] and be helpful in distinguishing
between non-trivial in-gap states and the “bulk” states.
The induced gap matches the energies at which the non-
local conductance becomes finite [84].
First, we evaluate the local G11 and non-local G12 con-
ductance for several fixed values of chemical potential µ
Figure 16. Schematic representation of system used in the
differential conductance G calculation — AFM chain con-
nected to two normal leads. Due to the Coulomb blockade
between leads and chains, a barrier region exists in the sys-
tem (gray area).
and magnetic field h (Fig. 17). We assume m0/t = 0.3,
which corresponds to a rich topological phase diagram,
cf. Fig. 17(a). In the simplest case, in the absence of the
magnetic field, for chemical potential near the bottom
of band (µ/t = −2), i.e. Fig. 17(b), G11 takes maximal
values around G0, while G12 correctly shows the value
of the gap (marked by the shaded orange background).
The transition to the topological phase by increasing the
magnetic field leads to the emergence of MBS associated
with the zero-bias peak of G11 = 2G0, cf. Fig. 17(b). At
the same time, non-zero value of G12 show induced topo-
logical gap. In the intermediate trivial region, Fig. 17(c)
for µ/t = 1.5 and h/t = 1.25, the results looks similar
to the first case. Results obtained within the additional
branch of the topological phase diagram, i.e. Fig. 17(e),
look similar to the main branch – G12 indicate the values
of the small topological gap with clearly visible zero-bias
MBS peak G11 = 2G0. Finally, going to the central triv-
ial region of the phase diagram, for µ/t = 0 and h/t = 0,
i.e. Fig. 17(f), again a typical signature of the trivial
phase can be seen. Additionally, due to the closeness
to the boundary of the topological phase, we observe a
signature of teh extremely small gap in G12.
Analogously to the experimental venue [99], we can
try to reproduce the shape of the topological phase di-
Figure 17. Local (G11) and non-local (G12) differential con-
ductance for different sets of the system parameters µ and h
(marked by color points). Results for a finite size chain with
200 sites and fixed m0/t = 0.3, ∆/t = 0.2 and λ/t = 0.15.
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Figure 18. Value of the zero–bias local differential conduc-
tance G11(0) in the case of AFM nanowire with m0/t = 0.1
(a) nad m0/t = 0.3t (b). Results for finite chain with 200
sites, ∆/t = 0.2, and λ/t = 0.15.
agram by studying the zero-bias local conductance G11
(Fig. 18). The conductance quanta 2G0 (the blue color)
reproduce the main features of the topological phase di-
agram. As the calculations have been performed for a
finite size system, we observe a vanishing of the MBS in
some parts of diagram, similar to the situation previously
described in Sec. III. Parallel contours are characteristic
for a system with finite size [101] and associated with
splitting of the in-gap energies [102]. The amplitude of
such oscillations can be reduced by the increase of the
nanowire length [30], i.e. by the number of sites in the
nanowire.
VI. SUMMARY
In this paper, we studied the possibility of the emer-
gence of Majorana bound states in a nanowire with an-
tiferromagnetic and superconducting order induced by
proximity effects. We found that the topological phase
diagram is composed of two branches of the non-trivial
topological phase. The main branch has the typical
properties characteristic for a superconducting Rashba
nanowire, while the second additional branch is associ-
ated with the existence of the antiferromagnetic order.
Moreover, for some range of the parameters, the addi-
tional branch of the non-trivial topological phase can
“survive” even in the absence of the external magnetic
field. In such a case, antiferromagnetic order is the source
of the non-trivial phase near the half–filling limit.
These results show an emergence of a new, antiferro-
magnetic topological phase that can be contrasted with
the typical situation, when the Majorana bound states
can emerge only if the density of the particles is suffi-
ciently low (i.e. when the Fermi level is located near the
bottom of the band) and the system is under the effect of
an external magnetic field. However, the phase transition
to the non–trivial topological phase can still induced by
the external magnetic field or by changing of the chemical
potential, i.e. by doping. We show that the standard non-
trivial phase of such a nanowire has a different band in-
version signature to that of the novel phase, which could
be measured in ARPES experiments. We also explored
experimental signatures of the MBS and topological gap
in the local and non-local differential conductance.
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Appendix A: Real space Bogoliubov–de Gennes
Hamiltonian
The real space Bogoliubov–de Gennes (BdG) equa-
tions, can be written in the form EnΨisn = His,js′Ψjs′n,
where His,js′ is the Hamiltonian in the matrix form:
His,js′ = (A1)
His,js′,↑ S
↑↓
is,js′ ∆is,js′ 0
S↓↑is,js′ His,js′,↓ 0 ∆is,js′
∆∗is,js′ 0 −H∗is,js′,↓ −S↓↑is,js′
0 ∆∗is,js′ −S↑↓is,js′ −H∗is,js′,↑
 ,
with the eigenvectors
Ψisn = (uisn↑, uisn↓, visn↓, visn↑)
T
. (A2)
For the considered model (cf. Sec. II A), the matrix
block elements, are given by His,js′,σ = −tδijδ〈ss′〉 −
tδi−1,jδ〈s,s′〉 − [µ+ σ(h+m0(δsA − δsB))]δijδss′ , the su-
perconductivity is denoted by ∆is,js′ = ∆δijδss′ and
Sσσ
′
is,js′ = −iλ(σy)σσ′
(
δijδ〈ss′〉 − δi−1,jδ〈ss′〉
)
gives the
spin-orbit term.
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