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Abstract
The present paper describes a singing voice synthesis based on
convolutional neural networks (CNNs). Singing voice synthesis
systems based on deep neural networks (DNNs) are currently
being proposed and are improving the naturalness of synthe-
sized singing voices. In these systems, the relationship between
musical score feature sequences and acoustic feature sequences
extracted from singing voices is modeled by DNNs. Then, an
acoustic feature sequence of an arbitrary musical score is output
in units of frames by the trained DNNs, and a natural trajectory
of a singing voice is obtained by using a parameter generation
algorithm. As singing voices contain rich expression, a pow-
erful technique to model them accurately is required. In the
proposed technique, long-term dependencies of singing voices
are modeled by CNNs. An acoustic feature sequence is gener-
ated in units of segments that consist of long-term frames, and
a natural trajectory is obtained without the parameter genera-
tion algorithm. Experimental results in a subjective listening
test show that the proposed architecture can synthesize natural
sounding singing voices.
Index Terms: Singing voice synthesis, statistical model, acous-
tic modeling, convolutional neural network
1. Introduction
Deep neural networks (DNNs), which are artificial neural net-
works with many hidden layers, are attaining significant im-
provement in various speech processing areas, e.g., speech
recognition [1], speech synthesis [2, 3] and singing voice syn-
thesis [4]. In DNN-based singing voice synthesis, a DNNworks
as an acoustic model that represents a mapping function from
musical score feature sequences (e.g., phonetic, note key, and
note length feature) to acoustic feature sequences (e.g., spec-
trum, excitation, and vibrato). DNN-based acoustic models can
represent complex dependencies between musical score feature
sequences and acoustic feature sequences more efficiently than
hidden Markov model (HMM)-based acoustic models [5]. Neu-
ral networks that can model audio waveforms directly, e.g.,
WaveNet [6], SampleRNN [7], WaveRNN [8], FFTNet [9],
and WaveGlow [10], are currently being proposed. Such neu-
ral networks are used as vocoders in the speech field and im-
prove the quality of synthesized speech compared to conven-
tional vocoders [11]. The neural vocoders use acoustic features
as inputs. Therefore, accurately predicting acoustic feature se-
quences from musical score feature sequences by acoustic mod-
els is still an important issue for generating high quality speech
or singing voices.
One limitation of the feed-forward DNN-based acoustic
modeling [2] is that the sequential nature of speech is not con-
sidered. Although there are certainly correlations between con-
secutive frames in speech data, the feed-forward DNN-based
approach assumes that each frame is generated independently.
As a solution, recurrent neural networks (RNNs) [12], espe-
cially long short-term memory (LSTM)-RNNs [13], provide an
elegant way to model speech-like sequential data that embod-
ies short and long-term correlations. Furthermore, this problem
can be relaxed by smoothing predicted acoustic features using
the speech parameter generation algorithm [14], which utilizes
dynamic features as constraints to generate smooth speech pa-
rameter trajectories. On the other hand, some techniques to in-
corporate the sequential nature of speech data into an acoustic
model itself have been proposed [15, 16].
This paper proposes an architecture that converts musical
score feature sequences to acoustic feature sequences in units
of segments by using convolutional neural networks (CNNs).
The proposed approach can capture long-term dependencies of
singing voices and can generate natural trajectories without the
speech parameter generation algorithm [14]. Furthermore, par-
allel computation can be applied easily, i.e., the training of
CNNs and the generation of acoustic features are fast, because
there is no recurrent structure in this architecture.
The rest of this paper is organized as follows. Section 2
gives an overview of the DNN-based singing voice synthesis
system. Related work is described in Section 3. Details of the
proposed CNN-based singing voice synthesis architecture are
described in Section 4. Experimental results in subjective eval-
uation are given in Section 5. The key points are summarized,
and future work is mentioned in Section 6.
2. DNN-based singing voice synthesis
A DNN-based singing voice synthesis system is quite similar
to a DNN-based text-to-speech synthesis system [2]. However,
there are distinct differences. Figure 1 gives an overview of the
DNN-based singing voice synthesis system [4, 17]. It consists
of training and synthesis parts. In the training part, spectrum
(e.g., mel-cepstral coefficients), excitation, and vibrato param-
eters are extracted from a singing voice database as acoustic
features. Then, musical score feature sequences and acoustic
feature sequences are time-aligned by well-trained HMMs, and
the mapping between them is modeled by DNNs. In the syn-
thesis part, an arbitrarily given musical score including lyrics
to be synthesized is first converted into a musical score feature
sequence, and it is mapped to an acoustic feature sequence by
the trained DNNs. Next, the speech parameters (spectrum, ex-
citation, and vibrato) are generated by a maximum likelihood
parameter generation (MLPG) algorithm [14]. It is shown that
the quality of the generated speech was improved by consider-
ing the explicit relationship between static and dynamic features
[18]. Finally, a singing voice is synthesized from the generated
parameters by using a vocoder based on a mel log spectrum ap-
proximation (MLSA) filter [19].
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Figure 1: Overview of DNN-based singing voice synthesis sys-
tem.
Rhythm and tempo of music are important factors in
singing voice synthesis. In a human singing voice, there are
differences between the start timing of the notes and the singing
voices. The start timing of the singing voice is often earlier
than that of a corresponding note. In order to predict such dif-
ferences, time-lag models are introduced [17]. The naturalness
of the synthesized singing voice is improved by accurately pre-
dicting the time-lag, i.e., the start timing and durations of the
singing voices.
Vibrato is one of the important singing techniques that
should be modeled, even though it is not included in the mu-
sical score. Vibrato has been assumed as periodic fluctuations
of only F0 for the sake of simplicity, and it is modeled by si-
nusoid [20]. The vibrato v(·) of the t frame in the i-th vibrato
section [t
(s)
i , t
(e)
i ] can be defined as
v (ma(t),mf (t), i) = ma(t) sin
(
2pimf (t)fs(t− t
(s)
i )
)
, (1)
where ma(t), mf (t), and fs correspond to the F0 amplitude
of vibrato in cents, the F0 frequency of vibrato in Hz, and the
frame shift, respectively. Two dimensional parameters, ma(t)
andmf (t), are added to the acoustic feature vector.
The performance of statistical parametric approaches for
singing voice synthesis heavily depends on the training data be-
cause these approaches are “corpus-based.” It is difficult to ex-
press contextual factors that barely ever appear in the training
data. Databases including various contextual factors should be
used in DNN-based singing voice synthesis systems, whereas it
is almost impossible to cover all possible contextual factors be-
cause singing voices involve a huge number of them, e.g., keys,
lyrics, dynamics, note positions, durations, and pitch. Among
them, pitch should be correctly covered because generated F0
trajectories greatly affect the quality of the synthesized singing
voices. To address this problem, a musical-note-level pitch nor-
malization technique has been proposed for DNN-based singing
voice synthesis systems [4]. In this technique, the differences
between the log F0 sequences extracted from waveforms and
the pitch of musical notes are modeled. This technique makes it
possible for DNN-based singing voice synthesis systems to gen-
erate various singing voices including arbitrary pitch. Another
problem for modeling differences in log F0 is how to model
log F0 of singing voices including unvoiced frames and musi-
cal scores including musical rests. In [4], all unvoiced frames
and musical rests in musical scores are linearly interpolated and
modeled as voiced frames.
3. Related work
3.1. Modeling long-term dependencies of speech
The simplest way to apply neural networks to statistical para-
metric speech synthesis (SPSS) [21] is to use a feed-forward
neural network (FFNN) [2] as a deep regression model to map
linguistic features directly to acoustic features. One limitation
of this architecture is that the mapping between linguistic and
acoustic features is one-to-one. RNNs [12] provide an elegant
way to model speech-like sequential data that embody corre-
lations between neighboring frames. That is, previous input
features can be used to predict output features at each frame.
LSTM-RNNs [13], which can capture long-term dependencies,
have been applied to acoustic modeling for SPSS. Fan et al.
and Fernandez et al. applied deep bidirectional LSTM-RNNs,
which can access input features at both past and future frames,
to acoustic modeling for SPSS and reported improved natural-
ness [22, 23]. Trajectory training is another approach for captur-
ing long-term dependencies of speech. In DNN-based systems,
although the frame-level objective function is usually used for
DNN training, the sequence-level objective function is used for
parameter generation. To address this inconsistency between
training and synthesis, a trajectory training method was intro-
duced into the training process of DNNs [24]. It was also ap-
plied to a singing voice synthesis framework [17].
The RNN-based systems have the problem of taking time
since parallelizing model training and parameter generation is
difficult. And the trajectory training method has the problem
that the computational cost increases significantly as the se-
quence length increases.
3.2. Acoustic model considering sequential nature of speech
One limitation of the DNN-based acoustic modeling is that the
sequential nature of speech is not expressed enough. Although
this problem can be relaxed by smoothing predicted acous-
tic features using the speech parameter generation algorithm
[14], which utilizes dynamic features as constraints to gener-
ate smooth trajectories. However, it is desirable to incorporate
the sequential nature of speech data into the acoustic model it-
self. Fan et al. claimed that deep bidirectional LSTM-RNNs
can generate smooth speech parameter trajectories; thus, no
smoothing step was required, whereas Zen et al. reported that
having the smoothing step was still helpful with unidirectional
LSTM-RNNs [2].
As many text-to-speech (TTS) applications require fast and
low-latency speech synthesis, an existing problem is the high-
latency that the MLPG algorithm brings during generation. An
efficient way to remove this problem is not to use the dynamic
features during modeling. Zen et al. proposed a recurrent out-
put layer [15], and Wang et al. proposed a convolutional out-
put layer [16] to achieve smooth transitions between consecu-
tive frames, and accordingly, the MLPG is replaced. They were
used with unidirectional LSTM to achieve both natural sound-
ing speech and low-latency speech synthesis.
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Figure 2: Overview of proposed CNN-based method.
4. CNN-based singing voice synthesis
4.1. CNN-based architecture for capturing long-term de-
pendencies of singing voice
In the proposed method, the relatively long musical score fea-
ture sequence, equivalent to several seconds to tens of seconds,
is regarded as a segment and converted to the acoustic feature
sequence by CNNs at the same time. The overview of the pro-
posed method is shown in Figure 2. The first part consists of
1 × 1 convolutional layers that convert the musical score fea-
ture sequence frame-by-frame. The dropout technique is used
to keep the robustness against the unknown musical scores. The
second part consists of 1 × n convolutional layers, and the in-
termediate output feature sequence of the first part is converted
to the acoustic feature sequence in units of segments. The di-
mension of the acoustic features is represented as the number
of channels of the output features. The size of the segment is
1 × T , and T means the number of frames of each segment.
Since a fully convolutional network (FCN) [25] is used as the
CNN structure, the segment size T is adjustable. These parts
are integrated and trained simultaneously.
The relationship between a musical score feature vector se-
quence s = [s⊤1 , s
⊤
2 , . . . , s
⊤
T ]
⊤ and an acoustic feature vector
sequence c = [c⊤1 , c
⊤
2 , . . . , c
⊤
T ]
⊤ is represented as follows
c = G([F (s1)
⊤
, F (s2)
⊤
, . . . , F (sT )
⊤]⊤), (2)
where F (·) is a frame-by-frame mapping function in the first
part, and G(·) is a segment-by-segment mapping function in
the second part.
As the pitch of musical notes greatly affects the synthesized
singing voices, we concatenate them with the output features
from the first part of the proposed CNNs and use them as the
input of the second part. In particular, the alignment of notes is
adjusted to the recorded singing voices, and log F0 parameters
frommusical notes are concatenated. The musical rests in musi-
cal scores are interpolated linearly. The effectiveness of the use
of log F0 parameters extracted from the interpolated musical
scores was confirmed in the preliminary subjective experiment.
4.2. Loss function for obtaining smooth parameter se-
quence without parameter generation algorithm
In the proposed method, a loss function based on the
likelihood of ot is used to obtain smooth acoustic fea-
ture sequences. A parameter vector ot of a singing voice
consists of a D-dimensional static feature vector ct =
[ct(1), ct(2), . . . , ct(D)]
⊤
and their dynamic feature vectors
∆(·)ct.
ot = [c
⊤
t ,∆
(1)
c
⊤
t ,∆
(2)
c
⊤
t ]
⊤
(3)
Figure 3: Example of relationship between static feature vector
sequence c and singing voice parameter vector sequence o in a
matrix form.
The sequences of the singing voice parameter vectors and the
static feature vectors can be written in vector forms as follows
o = [o⊤t , . . . ,ot, . . . ,o
⊤
T ]
⊤
(4)
c = [c⊤t , . . . , ct, . . . , c
⊤
T ]
⊤
, (5)
where T is the number of frames. The relation between o and
c can be represented by o = Wc, where W is a window ma-
trix extending the static feature vector sequence c to the singing
voice parameter vector sequence o (Fig. 3).
In the training part, an objective function is defined as
L = N (o¯|o,Σ) , (6)
where o¯ is represented by o¯ = Wc¯, where c¯ is the static feature
vector sequence of the recorded singing voice. Σ is a globally
tied covariance matrix given by
Σ = diag[Σ1, . . . ,Σt, . . . ,ΣT ] (7)
and is updated during the training.
The proposed method can generate a natural trajectory
without the parameter generation algorithm by considering not
only static features but also dynamic features in the training part
of the CNNs.
5. Experiments
5.1. Experimental conditions
To evaluate the effectiveness of the proposed method, a subjec-
tive comparison test of mean opinion scores (MOS) was con-
ducted. For training, 55 Japanese children’s songs and 55 J-POP
songs by a female singer were used, and 5 other J-POP songs
were used for the test. Singing voice signals were sampled at 48
kHz and windowed with a 5-ms shift. The number of quantiza-
tion bits was 16. The feature vectors consisted of 0-th through
49-th STRAIGHT [26] mel-cepstral coefficients, log F0 values,
22-dimensions aperiodicity measures, and 2-dimensions vibrato
parameters. The vibrato parameter vectors consisted of ampli-
tude (cent) and frequency (Hz). The areas that do not have a
value were interpolated linearly for log F0 and vibrato parame-
ters, and with/without value flags were added to feature vectors.
The input features including 724 binary features for categori-
cal contexts (e.g., the current phoneme identity and the key of
the current measure) and 122 numerical features for numeri-
cal contexts (e.g., the number of phonemes in the current syl-
lable and the absolute pitch of the current musical note) were
used. Both input and output features in the training data for the
DNNs were normalized; the input features were normalized to
be within 0.00–1.00, and the output features were normalized
to be within 0.01–0.99 on the basis of their minimum and max-
imum values in the training data.
Five-state, left-to-right, no-skip hidden semi-Markov mod-
els (HSMMs) were used to obtain the time alignment of acous-
tic features in state for training the DNN-based acoustic models.
And the state duration was predicted by FFNNs trained from the
time alignment of training data.
The FFNN-based singing voice synthesis was used as the
conventional method. The conventional system had 3 layers
with 2048 units, and dropout with probability 0.2 was used. The
acoustic features and their dynamic features (delta and delta-
delta) were output, and the MLPG algorithm was used to obtain
the smooth feature sequences. In the proposed system, the first
part had the same structure as the conventional system. The
second part had 2 layers for down-sampling, 9 layers that have
residual structure, and 2 layers for up-sampling. The data were
separated into segments of 2000 frames and used for training
and generation, and 100 adjacent frames were cross-faded in the
generation step. In both systems, the ReLU activation function
was used for hidden layers, and the sigmoid one was used for
the output layer.
A MLSA-based vocoder [19] and a WaveNet vocoder were
used for conversion from acoustic feature sequences to singing
voice waveforms. The singing voice signals to train WaveNet
were sampled at 48 kHz and quantized from 16 bits to 8 bits
by using the µ-law quantizer [27]. Mel-cepstrum-based noise
shaping and prefiltering were applied to the quantization step
[28]. The parameters for adjusting the intensity in the noise
shaping and prefiltering were set as γ = 0.4β = 0.2. The di-
lations of the WaveNet model were set to 1, 2, 4, . . . , 512. Ten
dilation layers were stacked three times. The sizes of the chan-
nels for dilations, residual blocks, and skip-connections were
256, 512, and 256, respectively.
5.2. Experimental results
The 5-points MOS evaluation (5: natural – 1: poor) for the nat-
uralness was conducted. Fifteen subjects evaluated ten phrases
randomly selected from the test data.
Figure 4 shows the results of the MOS evaluation.
FFNN+V and FFNN+W represent conventional systems, and
CNN+V and CNN+W represent proposed systems. V and
W mean MLSA-based vocoder and WaveNet vocoder, respec-
tively.
The CNN-based proposed systems (CNN+V and
CNN+W) outperformed the FFNN-based conventional systems
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Figure 4: Subjective experimental results.
(FFNN+V and FFNN+W) as shown in Figure 4. These
results indicate that the naturalness of the synthesized singing
voice is drastically improved by modeling the time-dependent
variation by CNNs. And the WaveNet vocoder (FFNN+W and
CNN+W) showed a better score than the MLSA-based vocoder
(FFNN+V and CNN+V), respectively.
6. Conclusions
In this paper, a CNN-based acoustic modeling technique has
been proposed for singing voice synthesis. Long-term depen-
dencies of singing voices that contain rich expressions were
modeled by CNNs. Musical score feature sequences from musi-
cal scores were converted to acoustic feature sequences in units
of segments, and natural speech parameter trajectories were ob-
tained without the conventional speech parameter generation
algorithm. Furthermore, parallel computation can be applied
easily because there is no recurrent structure in the proposed
architecture. Experimental results show that the proposed sys-
tem gives more natural synthesized singing voices. Future work
includes correcting out-of-tone utterances in singing voices by
using prior distribution of tone, evaluations of the proposed ar-
chitecture on TTS, and parameter tuning for practical use.
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