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Abstract
This article discusses the ﬁnite distance properties of three likelihood-based estimation strate-
gies for GARCH processes with non-Gaussian conditional distributions: (1) the maximum like-
lihood approach; (2) the Quasi Maximum Likelihood approach; (3) a multi-steps recursive esti-
mation approach (REC). We ﬁrst run a Monte Carlo test which shows that the recursive method
may be the most relevant approach for estimation purposes. We then turn to a sample of SP500
returns. We conﬁrm that the REC estimates are statistically dominating the parameters esti-
mated by the two other competing methods. Regardless of the selected model, REC estimates
deliver the more stable results.
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Models mixing time varying volatility and non-Gaussian conditional distributions turned out
to be a successful empirical approach to compute the price of contingent claims such as options.
Duan (1995), Christoffersen et al. (2006), Badescu et al. (2008), and Chorro et al. (2010) provided
insight in this direction. They have the common approach to be primarily interested in the his-
torical dynamics of ﬁnancial asset prices, from which the celebrated ”risk-neutral” distribution
is inferred. Hence the estimation of the parameters of such complicated processes from the times
series of returns stand a good chance to have serious implications when it comes to the quality
of the computed option prices. The design of a ﬁnite distance estimation strategy to obtain a
precise measure of the true value of the parameters involved by these models is important. It
can reveal however tricky as the parameters driving the volatility process and the conditional
distribution often seem to play a similar role. For example, when dealing with Nelson (1991)’s
EGARCH with a conditional distribution that is a Generalized Hyperbolic distribution, both the
volatility structure and the conditional distribution have a parameter that explicitly controls the
amount of skewness in the returns. Even though they have a similar statistical role, the associ-
ated interpretation is not the same. The EGARCH parameter controlling the skewness aims at
modeling the volatility to returns spill-overs, also called ”leverage effects” in equity markets. On
the other hand, the parameter controlling the skewness in the GH distribution is used to model
the structural tendency of ﬁnancial markets to have negative returns of a larger scale than pos-
itive ones over the past hundred years. When estimating jointly these two sets of parameters,
the mixing effects jeopardize the estimation results – and the interpretation obtained from these
ﬁgures. Similar remarks can be made concerning the amount of kurtosis in the unconditional
distribution of the returns. In this paper, we present Monte Carlo evidence that a recursive
estimation method proves to behave fairly well when it comes to the estimation of these two
distinct sets of parameters. This approach especially dominates the plain maximum likelihood
in the case of volatility parameters estimation. A similar conclusion is reached when using this
recursive and maximum likelihood estimation methods with a real data set of SP500 returns.
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0The estimation theory for the parameters of GARCH-like processes has been a lot developed and
discussed. There exist theoretical results for maximum likelihood methods proving that the es-
timated parameters are asymptotically Gaussian; similar results for quasi-maximum likelihood
methods are available as well as for recursive ones. All methods provide consistent estimates
under speciﬁed conditions, and generally these conditions to get the theoretical convergence of
the estimated parameters – whatever the form under which they are developed – are veriﬁed
for nearly all the classical models and distributions used in practice. On this point, see Gourier-
oux et al. (1993), Lumsdaine (1996), Chernov and Ghysels (2000), Straumann (2005), and Fan
et al. (2007). Not withstanding the fact these theoretical results are essential, ﬁnite distance
estimates are known to depart from their asymptotic counterparts.
Our aim is to review and discuss the methods available to estimate jointly the volatility and
the conditional distribution parameters, given the difﬁculties driven by these potential mixing
effects between both sets of parameters. We investigate three different approaches: (1) the
one step Maximum Likelihood strategy (ML), that estimates both the volatility and conditional
density parameters in the meantime. (2) The Quasi Maximum Likelihood strategy (QML) that
estimates separately these two groups of parameters. (3) A recursive approach (REC) that starts
from the QML estimates and that iteratively maximizes the likelihood over either the volatility
or the distribution parameters.
First, focusing on likelihood related approaches and assuming that the distribution of the resid-
uals is known, we provide Monte Carlo experiments comparing them on an equal foot. We
investigate the quality of the estimated parameters using three different methods of estimation,
assuming that the models correspond to an EGARCH or an APARCH model (Nelson 1991, Ding
and Granger, 1996), with a mixture of two Gaussian distributions (MN), Kon (1984), or Gen-
eralized Hyperbolic (GH) distributions for the residuals, Barndorff-Nielsen and Blaesid (1981).
We restrict to EGARCH and APARCH models as they are consistent with time varying volatil-
ity, leverage effect and non linear effects usually found in the descriptive statistics performed
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0over ﬁnancial returns. In the meantime, they contain other GARCH models as special cases.
The GH distribution also contains the Gaussian distribution, the Student-t distribution or the
NIG distribution amongst of others as special cases. The MN distribution contains the same
number of parameters while providing a similar distributional ﬁt. Instead of solely focusing on
the quality of the overall ﬁt, we distinguish the quality of the estimation of the volatility and
of the distribution parameters. We also rise and answer questions concerning the convergence
of the optimization algorithm used in these estimation strategies, an aspect often left apart in
the literature. We show that the three estimation strategies provide convergence rates that are
different. Finally, we also provide estimates for the time consumption of each method, showing
that there is a trade-off between the quality of the estimates in terms of root mean square error
and time required to perform the estimation. With the recursive algorithm used in this article,
we obtain parameters closer to their true values that those yielded by the ML and QML meth-
ods – especially in the case of volatility – at the price of a lower convergence rate and a longer
time to estimate these parameters. As asymptotic convergence rates of the different estimation
strategies proposed here are the same, our focus is explicitly on the ﬁnite-distance behavior of
estimates.
Second, we use the three methods to estimate the parameters of such time series models in
the case of a real data set of ﬁnancial returns. We focused on the four mixed models between
EGARCH/APARCH volatility structures and the GH/MN distributions on a sample of returns
on the SP500 index from 1998 to 2003. For a given model, we compare the quality of the joint
distribution across the three types of estimates using a likelihood-based test. For all our cases,
the pattern is the same: the ML estimates dominate the QML ones, but are outperformed by the
recursive ones. The recursive estimates have the interesting properties to yield volatility news
response functions (Engle and Ng, 1993) that are stable across the time series models, even with
different estimated volatility structures. The same conclusion of stability arises when investi-
gating the shape of the estimated conditional distributions for this particular sample. This is
however not the case of the ML estimates, as they suffer from the previously mentioned mixing
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0effects between parameters having the same impact on the joint distribution of returns. Then,
considering that the REC parameters are the best given our sample, we rank the different mod-
els in terms of goodness of ﬁt. When no dominant model is found, a similar ranking based on
ML parameters would have yield a clearly different and thus misleading result.
In the end, from both the Monte Carlo and real data set exercises, the conclusion seems to be
that the choice of the estimation method may be key for two reasons: (1) There is a trade-off be-
tween the convergence rate, the estimation time and the quality of the ﬁt obtained that clearly
depends on the selected strategy; (2) From an economic point of view, the convergence of the
estimation algorithm gives no guaranty at all that the model captures the right phenomena that
drive the ﬁnancial returns.
The paper is organized as follows: Section 2 presents and develops our methodology. Section 3
is devoted to the analysis of the results of the simulations. Section 4 presents an application of
the three estimation approaches on a real data set. Section 5 concludes.
2 Methodology and strategy
We assume that the dynamics of a stock price process (St)t2f0;1;:::;Tg are characterized by the







where (zt)t2f1;:::;Tg are independent identically distributed random variables deﬁned on the sam-
ple space (
;A;P) and (Ft = (zu;1  u  t))t2f1;:::;Tg is the associated information ﬁltration.
The volatility process
p
ht is driven by the set of parameters V and the distribution of zt by a set
of parameters D. The impact on the joint distribution of returns of both these sets of parame-
ters is possibly the same and we wish to isolate the effect of each parameter in order to improve
both the ﬁt and the ﬁnancial interpretation of these parameters.
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0Several estimation strategies are available to estimate these sets of parameters (there is no una-
nimity for one particular choice), and in the following, we consider three different approaches
and compare them through several criteria. We distinguish a direct method (estimating all the
parameters at the same time), a sequential method using two steps (beginning with the estima-
tion of the parameters of the volatility, then following with the distribution parameters) and a
multi-steps sequential method. Our strategy relies on simulations experiments. We specify the
algorithmes, and for each algorithm we recall the conditions under which the estimates converge.
We assume that we observe a data set (Y1; ;Yn). Conditionally to past observations, we as-
sume that the volatility of the returns is characterized by a set of parameters denoted V , and
the conditional distribution of (Yt)t is known, and characterized by the set of parameters D. We
denote  = (V ;D) 2  the p-vector of parameters to estimate, 0 2  being the true value of
the parameters. The different strategies that we investigate are the following ones:
1. The direct procedure based on Maximum Likelihood (ML) method. We estimate the vector
of parameters  = (V ;D) using maximum likelihood method. For the previous given set





where lt() is the conditional log-likelihood given Ft 1 computed for the model speciﬁed in
equation (1). Assuming that the likelihood is computed using the initial density for zt, the
maximum likelihood estimate ^ n of  is such that ^ n = argmin2Ln(). This estimate is
asymptotically Gaussian under mild conditions for zt, say strict stationarity and ergodicity,
and also the existence of a ﬁnite moment E[z
+4
t ] for a small  2 R
+:
p
n(^ n   0) ! N(0;V0); (3)
where the matrix V0 classically depends on the estimate of the variance-covariance matrix
of ^ n.
2. The two steps procedure based on the Quasi-Maximum Likelihood (QML) method.
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0(a) Assuming that the residuals (zt)t in (1) follow a Gaussian distribution, we estimate
the parameters V using the maximum likelihood approach.
(b) Given the estimates ^ V , we use the residuals (^ zt)t to estimate the parameters D by
maximum likelihood method.
(c) Then, we obtain the maximum likelihood estimates ^  = (^ V ; ^ D).
Under very mild conditions on the distribution of zt, Lee and Hansen (2004) prove the
asymptotic normality of the estimates when Yt is a GARCH(1,1) process. Straumann (2005)
speciﬁes the equivalent conditions for other classes of GARCH models. Then the same






1 denotes the vector of the ﬁrst partial derivatives of h1 with respect to , > repre-
sents the transpose operator, 0 the true value for , and 2 the variance of Y1.
3. The multi-steps procedure denoted RECursive (REC) method based on an iterative ap-
proach starting from the QML one. The steps are the following:
(a) Assuming that the residuals (zt)t follow a Gaussian law, we estimate the parameters
V using maximum likelihood approach.
(b) Given the estimates ^ V , we get the residuals (^ zt)t, and we estimate its parameters D
using maximum likelihood method.
(c) Assuming that the residuals (^ zt)t follow now a given distribution, we re-estimate the
volatility parameters by maximum likelihood method, and we get ^ ^ V .
(d) Given these previous estimates ^ ^ V , we build the new residuals (^ ^ zt), and we re-estimate
the parameters of the given distribution, obtaining ^ ^ D.
(e) And so on. We stop when jj^ (k+1)   ^ (k)jj = , for a given small enough  and k being
the given number of iterations1.
1Below, in both the Monte Carlo and the real data set experiments, we stopped at k = 10.
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0To provide the asymptotic normality of the last step estimate for , we follow Song et al.
(2005) considering an additive decomposition of the log-likelihood function Ln():
Ln() = LV;n(V ) + LD;n(V ;D);
where Ln;V (V ) corresponds to the log-likelihood computed using only the volatility func-
tion and LD;n(V ;D) corresponds to the likelihood computed with all the parameters (con-
ditional variance parameters and distribution parameters). After a ﬁnite number of itera-
tions denoted k, the maximum likelihood estimate 
(k)
n of  is asymptotically Gaussian. To
get this result, we assume regular conditions we recall now:
(a) Ln, LV;n and LD;n are twice continuously differentiable for  2 .
(b) jjI
 1
V IDjj < 1 where IV =   1
nE[L00



















































Ip is the identity matrix of dimension p  p, k =  (I
 1
V ID)k, and I 1 is the inverse of the
Fisher information. It is interesting to note that condition (b) implies (I
 1
V ID)k ! 0 as
k ! 1 and that IV is “larger” than ID, meaning that LV;n contains more information on 0
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0than LD;n. Consequently, the Hessian matrix of LV;n directs the movement of the updated
values.
3 Monte Carlo experiments
In this section, we review and detail the results of the Monte Carlo experiments developed to test
the three estimation strategies presented earlier. In this article, we aim at comparing these dif-
ferent estimation strategies based on simulated processes. The selected processes mix a special
time-varying volatility structure with a non-Gaussian distribution. In such a case, a single step
maximum likelihood estimation is due to be perturbated by the similar role played by parame-
ters governing the volatility structure and the conditional distribution. The selected volatility
structure are the Nelson (1991)’s EGARCH and Granger and Ding (1996)’s APARCH models as
discussed above. These models were chosen for their ability to generate both a time varying
volatility and leverage effects. The conditional distribution that we retained are the Gener-
alized Hyperbolic distribution (GH hereafter) and the Mixture of Gaussian distributions (MN
hereafter). The GH distribution has been introduced by Barndorff-Nielsen and Blaesild (1981)
and applied to ﬁnance in Eberlein and Prause (2002) and Chorro et al. (2010). The MN distri-
bution has been applied to ﬁnancial returns modeling in Kon (1984), Akgiray and Booth (1987),
Tucker and Pond (1998) and Alexander and Lazar (2006). These two distributions are interest-
ing candidates as they encompass both fat tails and asymmetry of the conditional distribution
of ﬁnancial returns. Here, we focus on the mixture of two Gaussian distributions as in such a
case the number of parameters driving the distribution is ﬁve, that is the number of parameters
characterizing the GH one.
In order to compare the estimation approaches, we propose to rely on the following criteria:
– The ﬁrst criterion we rely on is the Root Mean Square Error (RMSE hereafter) of the esti-
mated parameters. It is due to help us deciding upon which methodology yields estimated
parameters that are the closest to the true values used to sample the process. Let 0
i be the
true value for the parameter i and ^ 
j;n
i be the estimated parameter using the methodology
9
 







































0j, obtained from the nth simulated sample. This parameter can belong either to the volatil-
ity structure or to the conditional distribution one. With a total number of N simulations



















RMSEj should be seen as a score obtained by the estimation approach j. Larger parame-
ters are usually affected by larger estimation errors: in the criterion that we propose, the
errors are weighted by the true value of the parameter, making the aggregation of the es-
timation errors possible.
In the end, we compute three different scores. The ﬁrst one is the previous score computed
over the total number of parameters that we refer to as the ”Total RMSE”. The second
and third scores focus on speciﬁc parameters: we are interested in the differences obtained
with each estimation strategy when it either comes to the volatility parameters or the
distribution ones. We thus compute the previous RMSE criterion for these two different
subsets of parameters. We refer to them as ”Volatility RMSE” and ”Distribution RMSE”.






































The parameters i 2 [I1;I0
1] are the volatility parameters and the parameters i 2 [I2 : I0
2] are
the distribution ones.
– Maximizing a likelihood function over parameters usually requires to use a numerical op-
timizer. Most of these optimizers are gradient-based method, such as the Newton-Raphson
algorithm. Such algorithm requires are certain number of iterations before it delivers the
output of the likelihood maximization. In the meantime, not every optimization delivers
successful convergence of the algorithm. Hence, we use as a second criterion the rate of
convergence of the BFGS optimization algorithm used to estimate the parameters with
10
 







































0each methodology. This method is a quasi-Newton method also known as ”variable metric
algorithm”. Interested readers in such aspects can refer to Nocedal and Wright (1999). For
each estimation approach, we thus computed the percentage of convergence with respect
to the total number of experiments.
– The third numerical aspect we are interested in is the time used by each method: compu-
tational burden is an aspect of numerical optimization that should not be left apart, as the
feasibility of the approaches investigated here should be an important trigger for readers
interested in our results. Hence, the third criterion used in this article is the average time
required to perform the estimation of each simulated model using the different estimation
strategies presented before.
The numerical features of the simulation strategy implemented here unfolds as follows: the total
number of experiments with each strategy for each model is 2,000 and the sample size used each
time is 1,500 observations2. The simulations are based on parameters selected so that to mimic
the salient features of ﬁnancial markets’ returns. The parameters used are the following:
– For the APARCH model:
h




with  = 1:2, a0 = 0:04, a1 = 0:3, b1 = 0:6 and 
 = 0:75.
– For the EGARCH model:
log(ht) = a0 + a1jzt 1j + 
zt 1 + b1 log(ht 1); (11)
with a0 =  0:4, a1 = 0:1, b1 = 0:96 and 
 =  0:1.
2The selection of the sample size is important here. A too large sample size would lead to results very close to the
asymptotic ones. In the meantime, we are interested in using a sample size close enough to the reality of ﬁnancial
markets. Broadly speaking, economic and market cycles in the recent years had a length of 6 years, that is 1,500 trading
days. It seems that to avoid structural breaks in the parameters, using more than one economic cycle remains a risky











































0– The MN density is given by:
f(x) = f(x;1;1) + (1   )f(x;2;2); (12)
where f(:;i;i) is the density of a Gaussian random variable with expectation i and
standard deviation i. The parameters selected are:  = 0:23, 1 =  0:4, 1 = 1:3, 2 = 0:12
and 2 = 0:86.














2 + (x   )2

p
2 + (x   )2=
1=2  (13)
where  = 1:9,  =  0:55,  = 3:6,  = 0:55,  =  5:5 and K(:) being a Bessel function of
the third kind.
For each experiment, the starting values of the parameters are obtained by perturbing the true











for a given estimation approach j and the nth replication of the Monte Carlo experience. u is
a random variable which follows a uniform distribution over [0 : 1]. There are numbers of con-
straints required with these volatility structures and distributions. Once the parameters are
perturbed, we check for their consistency with these constraints and discard those that do not
match these requirements. What is more, we impose these constraints numerically within the
optimization process. However, this is of little impact on the results as the starting point is
selected to be close to the true value of the parameters. This would have a sharper inﬂuence on
the results in the case of a real dataset, involving the difﬁcult step of the initialization of the
parameters without knowing them. We do not recall these constraints here as they are detailed
in the relevant literature on these volatility processes and on these distributions.
The Monte Carlo exercise is performed as follows: for a given model, we generate a sample using
the true value for the parameters. Then, we perturb these values to obtain a starting point to
optimize the likelihood function using the previous sample. At the end of this process, we store
12
 







































0the relevant information and start again these steps. In the case of the volatility, we initialize
the volatility process to its long term average as estimated from the sample using the method of
moment estimator. The REC estimation approach is run 10 times: this number was selected on
the ground of various information. First, the improvement over this tenth step was unclear dur-
ing the initial trial-and-error study we did. Second, the average time required to obtain these 10
optimization steps is around 6 to 9 times the time required for the QML estimator to be run. We
wanted to make the approaches broadly comparable, even from a time consumption perspective.
Now, we turn our attention to the detailed analysis of the results, speciﬁng the outcome of this
simulation-based assessment of the various estimation approaches detailed earlier:
– Case 1: the GH-APARCH model.
The results for this model are presented in Table 1. For this case, the lowest Total RMSE
is obtained with the ﬁnal step of the recursive estimation approach, whose value is 2.66.
It improves the QML starting point whose value is 3.65. The ML approach behaves poorly,
yielding a Total RMSE equal to 4.69. The REC10 improvement stems mainly from the
estimation of the volatility parameters, as the ML approach is the worst performing com-
petitor, with a Volatility RMSE equal to 3.99, vs. 3.45 for the QML and 2.54 for the REC10.
When it comes to the distribution’s parameters estimation, the ML becomes the best com-
petitor with a RMSE of 0.64, vs. 1.21 for the QML and 0.8 for REC10. In the end, the
improvement over the volatility structure estimation is so important with the REC10 ap-
proach that it dominates the Total RMSE obtained. The biggest convergence rate achieved
is obtain with the QML method. The ML only converges in 49% of our experiments and
it shrinks down to 18% with REC10. Finally, the average time required to perform the
estimation is 6 seconds for QML, 12 seconds for ML and 55 seconds for REC10.
– Case 2: the MN-APARCH model.
The results for this model are presented in Table 2. This case is very similar to the lat-
ter as the REC10 approach delivers the best Total RMSE (2.16), improving not only the
13
 







































0QML score (3.08), but also the ML case (4.69). Again, the main explanation stems from
the volatility’s parameters estimation as for the Volatility RMSE, the hierarchy between
the approaches remains the same: ML obtains 4.67, QML 2.99 and REC10 2.09. The dis-
tribution’s parameters are best estimated with the ML method (0.43), whereas the REC10
one comes second (0.55) while still improving the QML case (0.75). However, these ﬁgures
remain remarkably close to each other. As in the previous case, the QML approach obtains
the highest convergence rate (86%), that is higher than those of the ML approach (64%) or
of the REC10 (21%). It seems that the quality of the estimation still comes at a convergence
price along with an increase in the time required to perform the estimation: REC10 uses
61 seconds when the ML estimators are obtained after 14 seconds and the QML ones after
7 seconds.
– Case 3: the GH-EGARCH model.
The case of GH-EGARCH is presented in Table 3. The results obtained here are different
from those obtained before: it appears that QML gets the lowest Total RMSE (3.12), while
being very close to the ML estimates (3.14). The REC10 delivers a score of 3.64, which
remains however close to the others. This is again the result of the estimation of the
volatility parameters, as a similar ranking is obtained with the Volatility RMSE: QML
yields 2.96, ML gets 3.04 and ﬁnally REC10 delivers a ratio of 3.58. Here again the scores
remain close. The rate of convergence for REC10 is higher than in the previous cases: 54%
of our estimations converged, vs. 89% in the ML case and 95% in the QML one. Finally,
the QML approach is the fastest strategy, with an average of 5.97 seconds, when ML yields
estimates after 9.82 seconds and REC10 after 62.14 seconds.
– Case 4: the MN-EGARCH model.
This ﬁnal model’s results are presented in Table 4. For such a case, the REC10 dominates
again the Total RMSE ranking (1.38), whereas QML is the worst performing competitor
(3.16), right behind ML (1.77). In this case, the volatility results explain most of this
performance, as the REC10 shrinks the QML’s Volatility RMSE from 3.02 to 1.15. ML gets
a score of 1.68. The story for the Distribution RMSE is different again, as ML appears to
14
 







































0be the best competitor with a score of 0.55, when QML gets a score of 0.92 that is reduced
by the REC10 to 0.76. The gap between ML and REC10 is thus small. The algorithm
convergence rates are 90% with ML, 92% with QML and 55% with REC10. This result is
thus similar to the one obtained in the GH-EGARCH. The time consumption in this case for
the REC10 approach is smallest of all our experiments, as it requires only 42 seconds. The
same comment applies for the ML whose average time needed to estimate the parameters
is 8 seconds.
We can thus summarize the salient features of this exercise as follows: ﬁrst, the REC10 approach
always improves the QML one, whatever the model and the subset of parameters investigated.
Second, the REC10 dominates 3 out of the 4 Total RMSE investigated, mostly because it provides
estimates of the volatility parameters with smaller estimation errors. The results obtained in
the case of the distribution’s parameter do not provide such sharp conclusions. Even though the
ML estimates remain the most precise ones, the difference between the REC10 estimates and
the ML ones remain small in every case. A notable exception is obtained in the GH-EGARCH
case, with a lower Distribution RMSE in the REC10 case than in the ML one. This overall nice
performance of the REC10 approach comes at different costs: ﬁrst, the rate of convergence is
smaller. In the EGARCH cases the rate of convergence drops to 50% while in the APARCH case
it falls to 20%. The APARCH model requires the estimation of a parameter that is the power to
which we should model the volatility process. This kind of parameter is typically more difﬁcult
to estimate than the usual linear GARCH parameters. In the meantime, the time to estimate
the parameters using the recursive approach is due to be longer than the QML one. It is around
6 to 7 times the QML estimation time. The interesting element there is that ML remains a faster
method than the recursive one. Hence, the rise in estimation quality obtained with the REC10
method is obtained with a lesser rate of convergence and with a longer estimation time.
4 Empirical application
This section proposes an empirical application building on the results of the previous Monte
Carlo study. We propose to estimate the various models proposed earlier using a data set of 1506
15
 







































0returns on the SP 500, the American equity index. The data set starts on January, 2nd 1998 and
ends on December, 31st 2003. It includes different market phases, both bull and bear, as it in-
cludes the 1998 market rally and the explosion of the technology bubble in 2001. Figure 1 charts
the evolution of the index over the sample. Descriptive statistics are provided by Table 5. The
SP500 returns are characterized by fat tails, as the excess kurtosis is positive. The skewness
of the sample is close to 0: this is explained by the balance between the positive and negative
momentum periods over the sample. 49.83% of the returns are negative in the sample. This
remains however compatible with leverage effects.
We estimate the parameters of the models combining the volatility structures and the distribu-
tions used in our Monte Carlo experience and the three estimation strategies: ML, QML and
REC. The starting values to perform these estimates are the same for each method and are set
to be equal to the values used in the Monte Carlo experience. All estimations converged with
these starting points, contrasting with the Monte Carlo results for these four recursive estima-
tions. However the time consumption – that is not provided here – of the recursive method
remains higher than the one necessary in the other cases. The estimated parameters for the
EGARCH-GH, the EGARCH-MN, the APARCH-GH and the APARCH-MN models are respec-
tively provided in Tables 6, 7, 8 and 9. The examination of the estimation tables yields the
impression that the estimated parameters can be different, even when the sample remains the
same. For example, focusing on the results of Table 7, the size of the leverage effect is clearly
different across the estimation approaches. In the case of the EGARCH model, the returns-to-
volatility spill-over effect is captured in the conditional variance equation:
log(ht) = a0 + a1jzt 1j + 
zt 1 + b1 log(ht 1): (15)
Whenever zt is positive, the volatility is increased by a factor equal to a1 + 
. When it is nega-
tive, this factor becomes a1   
. The leverage effect is characterized by the difference between
these two ﬁgures. In the EGARCH-MN case, QML estimation yields a spread equal to 0.26,
that becomes in the case of the ML strategy 0.1. Finally, the REC estimations point toward a
difference equal to 0.38. Such a disparity between ﬁgures is too high to be trustworthy. The
16
 







































0question is now to detect which of these estimations provide the fairer results. We propose to
answer this question using two different arguments. First, we propose to test which of these
estimation strategies yield the best ﬁt to the joint distribution of the sample considered here.
Then, we propose to investigate the stability of the news impact curves obtained for each model
and of the estimated conditional distribution.
We are not interested into deciding which of these estimation approaches delivers a set of pa-
rameters making that a given model is likely to be the true data generating process. We rather
focus on the fact that one of these estimation approaches should be better than the remaining
two others. To test such an hypothesis, we propose to use the joint density of the sample as a
score to differentiate the estimation strategies. The test we use can be seen as an in-sample
version of the test proposed for density forecast in Amisano and Giacomini (2007). Say we deal
with a time series model for the log-returns whose conditional density at time t is f1(YtjYt 1;1),
where Yt 1 = (Y1;:::;Yt 1) and 1 is the vector of parameters describing the shape of this condi-
tional distribution and the volatility structure. We compare this model to another one deﬁned
by the conditional density f2(YtjYt 1;2), with 2 being the parameters associated to this second
model. The null hypothesis of the test is “models 1 and 2 provide a similar ﬁt of the log-return’s

















where ^ n is a properly selected estimator for the statistic volatility. Here, as proposed in Amisano
and Giacomini (2007), we use a Newey-West estimator, with a lag empirically retained to be large
(around 25).
Table 10 provide the results of this test, displaying the test statistics as presented in equation
(17). We propose three tests: the ﬁrst one compares the ML vs. the QML approach; the second
17
 







































0one compares the REC vs. the QML one and the third one compares the REC to the ML esti-
mates. The core results can be summarized as follows: (1) ML and REC dominates the QML
results, in a stronger manner than in our Monte Carlo simulations. The elaborated estimation
strategies yield estimates that reach a higher value for the density. (2) The REC estimates out-
perform the ML ones: they lead to a log-likelihood that is statistically higher for each of the
models investigated here. The global argument is thus that the REC approach advocated here
improves the two remaining ones: the estimates obtained stand a greater chance to be closer to
the true set of parameters that makes the likelihood function maximum.
Our second argument is related to Figure 2 and Figure 3. The ﬁrst one provides the news im-
pact curve obtained for each model with the different sets of estimated parameters. This concept
introduced in the ﬁnancial econometrics literature in Engle and Ng (1993) measures the contri-
bution of past returns to volatility. In a general setting, Figure 2 charts the volatility on date
t as a function of the return on date t   1. As this function clearly depends on the model used,
we do not provide these computations here. Deﬁning a plausible support for the returns’ value
and setting the past volatility to its long term average, we compute the expected value for the
next volatility. Investigating Figure 2, we clearly obtain a high variability between the different
shapes obtained. Our main ﬁnding here is that the REC approach – unlike its competitors –
provides a shape that is stable across the models: the scale of values obtained for this news
impact curves is the same across the four charts. These results can be directly extended to the
estimated conditional distribution presented in Figure 3: REC is the only approach that yields
a stable shape for the distribution. If this phenomenon is not exactly a surprise when it comes
to the QML method, the case of ML is more striking. Examining the tables 6, 7, 8 and 9, the
problem that arises with the ML estimation strategy seems to be partly related to the relation
between leverage effects and skewness. The mixing effects advocated earlier seems to have a
disruptive effect, leading to the instability in the estimated news response function and in the
conditional distribution. A similar comment can be made when it comes to the kurtosis implied
by the conditional distribution. From Table 6 for example, the estimated value for  in the GH
18
 







































0distribution is clearly different with the ML approach, as it reaches 4.22 whereas it is equal to
1.47 with REC and 1.2 with QML. Interestingly, when comparing the GH parameters from the
Table 6 and Table 8, they are found to be quite stable in the REC case and very unstable in the
ML one.
This instability could lead to a wrong model selection. Using the density test presented ear-
lier, we propose to test which model should be favored for the data set at hand and for a given
estimation strategy. For example, in the case of the REC estimation method, we test the dif-
ferent combinations of estimated models that mix the EGARCH/APARCH volatility structures
to the MN/GH conditional distributions. The test results are presented in Table 11. Given the
transitivity of this test statistics, it is possible to rank the different models and thus decide on
the model(s) that should be favored. In the case of the QML estimates, as all the statistics are
between -1.96 and 1.96, there is no best estimated model. This means that all the models can
be considered as equivalent, as no model can be favored over the others. In the case of the ML
estimates, the EGARCH GH outperforms all its competitors, as when testing it goodness of ﬁt
versus the other models, it obtains a test statistics that is always greater than 1.96. The conclu-
sion obtained with the REC estimates is different: most models provide an equivalent ﬁt, but for
the EGARCH MN that dominates the EGARCH GH one. Hence, depending on the estimation
strategy, the ranking obtained is different and misleading conclusions can be reached. This is
interesting as focusing on the EGARCH GH case, the ML estimates lead to a quite symmet-
ric news impact curve (see Figure 2), as most of the asymmetry in returns is captured in the
conditional distribution. Indeed, when investigating Table 6, when  – that is the parameter
controlling asymmetry in the conditional distribution – is estimated to be equal to -0.74 with the
REC approach, with a twice as big value in the ML case (-1.62). Hence, the conditional distribu-
tion is more skewed to the left, as the probability to observe sharply negative returns is higher.
Given the test results discussed above and the stability of the results obtained with the REC
estimation approach, the estimation results obtained with the latter method are apparently the
most trustworthy with this speciﬁc dataset.
19
 








































This article raises the question of the impact of jointly estimating the parameters driving the
volatility and the conditional distribution of ﬁnancial asset returns in the case of conditionally
non-Gaussian models. We compare three types of estimation methods: the standard maximum
likelihood aims at estimating all the parameters in the meantime and is the asymptotically most
efﬁcient estimation approach. The QML and the recursive approaches are based on a separated
estimation for the volatility and the distribution parameters. If the QML is found to be dom-
inated by ML in a Monte Carlo exercise, a similar conclusion cannot be reached in the case of
the recursive estimates. The recursive approach often dominates the ML one, especially when
it comes to estimating the volatility parameters. Moving one step forward and using a real data
set of SP500 returns, this article shows how the recursively-obtained estimates provide both a
higher goodness of ﬁt for a given model and stable results when it comes to volatility effects or to
conditional distribution across models. As discussed in the introduction, the estimation problems
encountered both with the QML and ML strategies could jeopardize the conclusions they lead to.
This article focuses only on maximum likelihood related approaches, ignoring other well know
methods that lie outside the scope of our work such as the Generalized Method of Moment or
Bayesian estimation approaches (e.g. Ardia, 2008). In the special case of GARCH-like models,
the volatility being a function of past returns, such methods are rarely used to perform the
estimation of such models. In the case of stochastic volatility – i.e. when the volatility dynamics
involves a disturbance on its own – an extension of the spectrum of the methods compared would
be necessary. Finally, this article’s aim is not to provide the perfect estimation method but to
explicitly compare three estimation approaches that may be the most common ones in the past
thirty years of ﬁnancial econometrics literature.
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0Method % of convergence Time Distribution RMSE Volatility RMSE Total RMSE
ML 0.49 12.02 0.64 3.99 4.04
QML 0.87 6.16 1.21 3.45 3.65
REC2 0.57 21.81 2.08 11.47 11.66
REC3 0.42 27.1 2.23 10.62 10.86
REC4 0.33 31.9 2.15 9.51 9.75
REC5 0.27 36.28 1.98 8.26 8.49
REC6 0.23 40.18 1.66 6.9 7.09
REC7 0.21 43.63 1.53 5.89 6.08
REC8 0.19 47.08 1.19 4.29 4.45
REC9 0.18 50.77 1.15 3.91 4.08
REC10 0.18 54.49 0.8 2.54 2.66
Table 1: Comparison of the estimation methodology across the three criteria in the
case of the GH-APARCH model
The model speciﬁcations are the following:
– For the APARCH model:
h






with  = 1:2, a0 = 0:04, a1 = 0:3, b1 = 0:6 and 
 = 0:75.















2 + (x   )2

p
2 + (x   )2=
1=2  (19)
where  = 1:9,  =  0:55,  = 3:6,  = 0:55 and  =  5:5.
The number of simulations is 2000 and the sample size is 1500. ML stands for maximum likelihood, QML
for Quasi-Maximum Likelihood and RECx for the recursive algorithm at step x. The column ”Time” is
speciﬁed in terms of seconds. ”% of convergence” presents the percentage of convergence obtained at the
end of the Monte Carlo experiments. Distribution RMSE presents the quantity computed from equation
(9), ”Volatility RMSE” presents the quantity computed from equation (8) and ”Total RMSE” presents the
quantity computed from equation (7).
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0Method % of convergence Time Distribution RMSE Volatility RMSE Total RMSE
ML 0.64 13.99 0.43 4.67 4.69
QML 0.86 6.67 0.75 2.99 3.08
REC2 0.49 25.43 1.03 10.81 10.86
REC3 0.34 29.68 1.02 9.08 9.14
REC4 0.29 34.05 0.94 7.91 7.97
REC5 0.26 38.18 0.84 6.47 6.52
REC6 0.24 42.32 0.75 5.25 5.3
REC7 0.22 46.46 0.68 4.06 4.12
REC8 0.22 50.87 0.62 3.4 3.45
REC9 0.21 55.55 0.58 2.67 2.73
REC10 0.21 60.54 0.55 2.09 2.16
Table 2: Comparison of the estimation methodology across the three criteria in the
case of the MN-APARCH model
The model speciﬁcations are the following:
– For the APARCH model:
h






with  = 1:2, a0 = 0:04, a1 = 0:3, b1 = 0:6 and 
 = 0:75.
– The MN density is given by:
f(x) = f(x;1;1) + (1   )f(x;2;2); (21)
where f(:;i;i) is the density of a Gaussian random variable with expectation i and standard
deviation i. The parameters selected are:  = 0:23, 1 =  0:4, 1 = 1:3, 2 = 0:12 and 2 = 0:86.
The number of simulations is 2000 and the sample size is 1500. ML stands for maximum likelihood, QML
for Quasi-Maximum Likelihood and RECx for the recursive algorithm at step x. The column ”Time” is
speciﬁed in terms of seconds. ”% of convergence” presents the percentage of convergence obtained at the
end of the Monte Carlo experiments. Distribution RMSE presents the quantity computed from equation
(9), ”Volatility RMSE” presents the quantity computed from equation (8) and ”Total RMSE” presents the
quantity computed from equation (7).
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0Method % of convergence Time Distribution RMSE Volatility RMSE Total RMSE
ML 0.89 9.82 0.76 3.04 3.14
QML 0.95 5.97 0.99 2.96 3.12
REC2 0.84 14.34 1.15 5.12 5.25
REC3 0.67 26.32 1.01 8.26 8.32
REC4 0.62 33.56 0.91 6.13 6.2
REC5 0.59 47.04 0.85 7.93 7.98
REC6 0.57 49.47 0.77 9.43 9.47
REC7 0.56 52.05 0.73 7.35 7.38
REC8 0.55 54.95 0.7 7.37 7.41
REC9 0.55 58.09 0.68 4.64 4.69
REC10 0.54 62.14 0.66 3.58 3.64
Table 3: Comparison of the estimation methodology across the three criteria in the
case of the GH-EGARCH model
The model speciﬁcations are the following:
– For the EGARCH model:
log(ht) = a0 + a1jzt 1j + 
zt 1 + b1 log(ht 1); (22)
with a0 =  0:4, a1 = 0:1, b1 = 0:96 and 
 =  0:1.















2 + (x   )2

p
2 + (x   )2=
1=2  (23)
where  = 1:9,  =  0:55,  = 3:6,  = 0:55 and  =  5:5.
The number of simulations is 2000 and the sample size is 1500. ML stands for maximum likelihood, QML
for Quasi-Maximum Likelihood and RECx for the recursive algorithm at step x. The column ”Time” is
speciﬁed in terms of seconds. ”% of convergence” presents the percentage of convergence obtained at the
end of the Monte Carlo experiments. Distribution RMSE presents the quantity computed from equation
(9), ”Volatility RMSE” presents the quantity computed from equation (8) and ”Total RMSE” presents the
quantity computed from equation (7).
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0Method % of convergence Time Distribution RMSE Volatility RMSE Total RMSE
ML 0.9 7.91 0.55 1.68 1.77
QML 0.92 7.15 0.92 3.02 3.16
REC2 0.69 8.5 3.4 3.14 4.63
REC3 0.6 14.05 3.26 10.44 10.94
REC4 0.58 19.38 2.63 10.51 10.84
REC5 0.57 21.27 2.3 10.24 10.49
REC6 0.56 25.91 1.96 8.72 8.94
REC7 0.55 28.85 1.31 8.73 8.83
REC8 0.55 33.26 1.13 8.64 8.71
REC9 0.55 37.67 0.94 1.36 1.65
REC10 0.55 42.03 0.76 1.15 1.38
Table 4: Comparison of the estimation methodology across the three criteria in the
case of the MN-EGARCH model
The model speciﬁcations are the following:
– For the EGARCH model:
log(ht) = a0 + a1jzt 1j + 
zt 1 + b1 log(ht 1); (24)
with a0 =  0:4, a1 = 0:1, b1 = 0:96 and 
 =  0:1.
– The MN density is given by:
f(x) = f(x;1;1) + (1   )f(x;2;2); (25)
where f(:;i;i) is the density of a Gaussian random variable with expectation i and standard
deviation i. The parameters selected are:  = 0:23, 1 =  0:4, 1 = 1:3, 2 = 0:12 and 2 = 0:86.
The number of simulations is 2000 and the sample size is 1500. ML stands for maximum likelihood, QML
for Quasi-Maximum Likelihood and RECx for the recursive algorithm at step x. The column ”Time” is
speciﬁed in terms of seconds. ”% of convergence” presents the percentage of convergence obtained at the
end of the Monte Carlo experiments. Distribution RMSE presents the quantity computed from equation
(9), ”Volatility RMSE” presents the quantity computed from equation (8) and ”Total RMSE” presents the
quantity computed from equation (7).
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0Average Standard Dev. Skewness Kurtosis Length
SP 500 0.02 0.21 0.01 1.68 1507
Table 5: Descriptive statistics for the SP500 returns
The data set starts on January, 2
nd 1998 and ends on December, 31
st 2003. It includes 1506 data points.
The returns computed are logarithmic returns. The average and standard error statistics are annualized.
     a0 a1 
 b1
QML 1.20 -0.60 4.42 0.57 -10.60 -0.32 -0.13 0.08 0.97
ML 4.22 -1.62 2.85 0.62 -9.59 -1.12 -0.05 1.13 0.91
REC 1.47 -0.74 1.84 0.16 -8.55 -0.33 -0.19 0.17 0.96
Table 6: Estimated parameters for the EGARCH - GH model using the SP500 dataset
The data set starts on January, 2
nd 1998 and ends on December, 31
st 2003. It includes 1506 data points.
The returns computed are logarithmic returns. ML stands for maximum likelihood, QML stands for Quasi
Maximum Likelihood and REC stands for Recursive Likelihood. The model speciﬁcations are the
following:
– For the EGARCH model:
log(ht) = a0 + a1jzt 1j + 
zt 1 + b1 log(ht 1); (26)
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0 1 1 2 2 a0 a1 
 b1
QML 0.004 -3.67 0.74 0.010 0.97 -0.32 -0.13 0.08 0.97
ML 0.002 -2.79 0.29 -0.204 0.61 -0.39 0.07 0.19 0.96
REC 0.003 -1.97 0.09 0.003 0.46 -0.33 -0.17 0.18 0.96
Table 7: Estimated parameters for the EGARCH - MN model using the SP500 dataset
The data set starts on January, 2
nd 1998 and ends on December, 31
st 2003. It includes 1506 data points.
The returns computed are logarithmic returns. ML stands for maximum likelihood, QML stands for Quasi
Maximum Likelihood and REC stands for Recursive Likelihood. The model speciﬁcations are the
following:
– For the EGARCH model:
log(ht) = a0 + a1jzt 1j + 
zt 1 + b1 log(ht 1); (28)
– The MN density is given by:
f(x) = f(x;1;1) + (1   )f(x;2;2); (29)
where f(:;i;i) is the density of a Gaussian random variable with expectation i and standard
deviation i.
  distrib.   a0 a1 b1 
 vol
QML 1.08 -0.540 4.23 0.51 -9.80 0.0002 0.09 0.896 0.59 1.22
ML 1.08 -0.536 4.18 0.53 -9.80 0.0001 0.12 0.896 0.60 1.68
REC 1.27 -0.635 1.77 0.14 -7.99 0.0006 0.11 0.909 0.98 1.24
Table 8: Estimated parameters for the APARCH - GH model using the SP500 dataset
The data set starts on January, 2
nd 1998 and ends on December, 31
st 2003. It includes 1506 data points.
The returns computed are logarithmic returns. ML stands for maximum likelihood, QML stands for Quasi
Maximum Likelihood and REC stands for Recursive Likelihood. The model speciﬁcations are the
following:
– For the APARCH model:
h
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0 1 1 2 2 a0 a1 b1 
 vol
QML 0.9899 0.019 0.96 -2.562 1.164 0.00015 0.09 0.896 0.5924 1.22
ML 0.9999 0.018 0.96 -2.560 1.173 0.00019 0.21 0.908 0.5918 1.33
REC 0.9964 0.005 0.46 -1.859 0.199 0.00067 0.12 0.913 0.6549 1.16
Table 9: Estimated parameters for the APARCH - MN model using the SP500 dataset
The data set starts on January, 2
nd 1998 and ends on December, 31
st 2003. It includes 1506 data points.
The returns computed are logarithmic returns. ML stands for maximum likelihood, QML stands for Quasi
Maximum Likelihood and REC stands for Recursive Likelihood. The model speciﬁcations are the
following:
– For the APARCH model:
h






– The MN density is given by:
f(x) = f(x;1;1) + (1   )f(x;2;2); (33)
where f(:;i;i) is the density of a Gaussian random variable with expectation i and standard
deviation i.
Models ML vs. QML REC vs. QML REC vs. ML
EGARCH - GH 40.27 83.13 29.74
APARCH - GH 19 75.84 15.55
EGARCH - MN 43.32 86.67 34.22
APARCH - MN 19.02 91.1 14.92
Table 10: Density tests for the estimated models
The data set starts on January, 2
nd 1998 and ends on December, 31
st 2003. It includes 1506 data points.
The returns computed are logarithmic returns. ML stands for maximum likelihood, QML stands for Quasi
Maximum Likelihood and REC stands for Recursive Likelihood. When comparing the accuracy of model 1
(with parameters 1) vs. model 2 (with parameters 2) to ﬁt the joint distribution of a given sample, the










with f:(:) the selected conditional density. The test reads as follows: in the EGARCH-GH case, the column
”ML vs. QML” uses the estimated parameters by ML as model 1 and the parameters estimated by QML as
model 2. The test statistics value is 40.27: this value being outside the [ 1:96 : 1:96] 5% interval
conﬁdence, the null hypothesis that both models are equivalent is strongly rejected. The positivity of this
statistics indicates that model 1 is favored over model 2.
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EGARCH GH APARCH GH EGARCH MN APARCH MN
EGARCH GH – 0.57 -1.07 0.18
APARCH GH – – -1.10 -0.84
EGARCH MN – – – 0.86
APARCH MN – – – –
ML
EGARCH GH APARCH GH EGARCH MN APARCH MN
EGARCH GH – 21.20 2.42 21.12
APARCH GH – – -15.86 0.91
EGARCH MN – – – 15.66
APARCH MN – – – –
REC
EGARCH GH APARCH GH EGARCH MN APARCH MN
EGARCH GH – -0.09 -3.88 -0.08
APARCH GH – – -0.81 0.03
EGARCH MN – – – 0.95
APARCH MN – – – –
Table 11: Density tests testing model domination
The data set starts on January, 2
nd 1998 and ends on December, 31
st 2003. It includes 1506 data points.
The returns computed are logarithmic returns. ML stands for maximum likelihood, QML stands for Quasi
Maximum Likelihood and REC stands for Recursive Likelihood. When comparing the accuracy of model 1
(with parameters 1) vs. model 2 (with parameters 2) to ﬁt the joint distribution of a given sample, the










with f:(:) the selected conditional density. The test reads as follows: in case of the ML estimation
approach, when the EGARCH-GH is model 1 and the EGARCH-MN is model 2, the test statistics value is
2.42: this value being outside the [ 1:96 : 1:96] 5% interval conﬁdence, the null hypothesis that both
models are equivalent is strongly rejected. The positivity of this statistics indicates that model 1 is
favored over model 2.
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Figure 2: Volatility News Impact curve
The data set used starts on January, 2
nd 1998 and ends on December, 31
st 2003. It includes 1506 data
points. The ﬁgure presents the News Impact curve when the initial level of volatility is set to the average
of the sample at hand. The parameters used are the parameters estimated with the three maximum
likelihood approaches. The top-left ﬁgure is for the EGARCH-GH model, the top-right is for the
EGARCH-MN, the bottom-left ﬁgure is for the APARCH-GH model and the bottom-right ﬁgure is for the
APARCH-MN. The returns value is expressed in terms of daily values.
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Figure 3: Estimated conditional densities
The data set used starts on January, 2
nd 1998 and ends on December, 31
st 2003. It includes 1506 data
points. The ﬁgure presents the estimated conditional densities obtained from the four models estimated
using the three estimation approaches investigated in this paper. The top-left ﬁgure is for the
EGARCH-GH model, the top-right is for the EGARCH-MN, the bottom-left ﬁgure is for the APARCH-GH
model and the bottom-right ﬁgure is for the APARCH-MN.
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