Abstract. Perhaps the most popular approach to animating algorithms consists of identifying interesting events in the implementation code, corresponding to relevant actions in the underlying algorithm, and turning them into graphical events by inserting calls to suitable visualization routines. Another natural approach conceives algorithm animation as a graphical interpretation of the state of the computation of a program, letting graphical objects in a visualization depend on a program's variables. In this paper we provide the first direct comparison of these two approaches, identifying scenarios where one might be preferable to the other. The discussion is based on examples realized with the systems Polka and Leonardo.
Introduction
One of the main issues in algorithm animation is the specification of the graphical abstractions that illustrate computations. Two problems arise in this context: modeling graphical scenes and animation transitions, and binding the attributes and the animated behavior of graphical objects to the underlying algorithmic code. The power of a specification method is mainly related to its flexibility, generality, and capability to customize visualizations. In this setting, a common approach is to use conventional textual programming languages as specification tools. In general, a visualization specification language can be different from the language used for implementing the algorithm to be visualized, though they often coincide. An important factor that determines the connection of the visualization code with the algorithm implementation is how animation events are triggered by the underlying computation. One approach, dubbed event-driven, consists of identifying interesting events in the implementation code, corresponding to relevant actions of the algorithm, and turning them into graphical events by inserting calls to suitable animation routines, usually written in an imperative or object-oriented style. Another natural approach, dubbed data-driven, is to specify a mapping of the computation state into graphical scenes, usually declaring attributes of graphical objects to depend on variables of the underlying program. In this case, animation events are triggered by variable modifications. For a comprehensive discussion of other specification methods used in algorithm visualization, we refer the interested reader to [4, 11, 12, 14, 20] .
This article provides the first direct comparison of the interesting event and state mapping specification styles. The two approaches are reviewed in more detail in Section 2. Section 3 addresses the problem of specifying a basic algorithm visualization and provides two different solutions for the Bubblesort algorithm, one event-driven and one data-driven, realized in the systems Polka [19] and Leonardo [8] . Further advanced aspects of algorithm visualization specification are considered in Section 4: the discussion is based on refinements and extensions of the Bubblesort visualization code given in Section 3. Section 5 addresses some concluding remarks.
Two Visualization Specification Techniques
In this section we briefly review the event-driven and the data-driven visualization specification methods, listing some systems that instantiate the two approaches, and in particular the systems Polka [19] and Leonardo [8] .
Event-driven Approach
A natural approach to animating algorithms consists of annotating the algorithmic code with calls to visualization routines. The first step consists of identifying the relevant actions performed by the algorithm which are interesting for visualization purposes. Such relevant actions are usually referred to as interesting events. For instance, in a sorting algorithm the swap of two items can be considered an interesting event. The second step is to associate each interesting event with a suitable animation scene. In the sorting example, if we depict the values to be ordered as a sequence of sticks of different heights, the animation of a swap event might be realized by exchanging the positions of the two sticks corresponding to the values being swapped. Animation scenes can be specified by setting up suitable visualization procedures which drive the graphic system according to the actual parameters generated by the particular event. Alternatively, these visualization procedures may simply log the events in a file for a post-mortem visualization. Calls to the visualization routines are usually obtained by annotating the original algorithmic code in the points where the interesting events take place. This can be done either by hand or by means of specialized editors.
The event-driven approach is very intuitive and virtually any conceivable visualization can be generated in this way. Besides being simple to implement, interesting events are not necessarily low-level operations (such as comparisons or memory assignments), but can be more abstract and complex operations designed by the programmer and strictly related to the algorithm being visualized (e.g., the swap in the previous example, as well as a rotate operation in the management of an AVL tree). Major drawbacks are invasiveness (even if the code is not transformed, it is augmented) and code ignorance allowance: the person who is in charge of realizing the animation has to know the source code quite well in order to identify all the interesting points.
A limited list of well-known systems based on interesting events include Balsa [3] , Zeus [5] , Tango [17] , XTango [18] , Polka [19] , CAT [6] , ANIM [2] .
Polka. In this paper we will consider examples of visualizations based on interesting events realized with Polka. Polka is a system for visualizing programs written in C++. The system has two main foci: allowing designers to create animations with smooth, continuous movements and simplifying the overall process of developing algorithm animations. To build an algorithm animation with Polka, the developer annotates the program source with Algorithm Operations. These are Polka's version of Interesting Events. The developer also creates Animation Scenes that are procedures which perform an animation chunk and are written using the Polka graphics library. Finally, the developer specifies a mapping between algorithm operations and animation scenes. The Polka system distribution includes full source code and numerous animation examples. Versions of Polka for both the X Window System and Microsoft Windows exist. Further information about Polka can be found at the URL http://www.cc.gatech.edu/gvu/softviz.
Data-driven Approach
Data-driven systems rely on the assumption that observing how variables of a program change provides clues to the actions performed by the underlying algorithm. The focus is on capturing and monitoring the data modifications rather than on processing the interesting events issued by the annotated algorithmic code. Specifically, data-driven systems realize a graphical mapping of the state of the computation (state mapping): an example is given by conventional debuggers, which provide a direct feedback of how variables change over time.
Specifying an animation in a data-driven system consists of providing a graphical interpretation of the interesting data structures of the algorithmic code. It is up to the system to ensure that the graphical interpretation reflects at any time the state of the computation of the program being animated. In the case of conventional debuggers, the interpretation is fixed and cannot be changed by the user: typically, a direct representation of the content of variables is provided. The debugger just updates the display after each change, sometimes highlighting the latest variable that has been modified by the program to help the user maintain context. In a more general scenario, an adjacency matrix used in the code may be visualized as a graph with vertices and edges, an array of numbers as a sequence of sticks of different heights, and a heap vector as a balanced tree. As the focus is only on data structures, the same graphical interpretation, and thus the same visualization code, may be reused for any algorithm which uses a given data structure. For instance, any sorting algorithm that manages to reorganize a given array of numbers may be animated with exactly the same visualization code that displays the array as a sequence of sticks.
Main advantages of the data-driven approach are a clean animation design and a high ignorance of the code: in most cases only the interpretation of "interesting variables" has to be known in order to produce a basic animation. On the other hand, focusing only on data modification may sometimes limit customization possibilities, making it difficult to realize animations which would be natural to express with interesting events. As we will see in Section 4, a pure state mapping approach, where there is no connection of the visualization code with the program's control flow, is intrinsically less powerful than interesting events.
Examples of systems based on state mapping are Pavane [13, 15] , Leonardo [8] , and WAVE [9] . Toolkits such as CATAI [7] , GATO [16] and LEDA [10] provide self-animating data structures, incorporating the principles of state mapping, but still supporting interesting events.
Leonardo. In this paper we will consider examples of state mapping visualizations realized with Leonardo. Leonardo is an integrated environment for developing, executing, and visualizing C programs. It provides two major improvements over a traditional integrated development environment. In particular, it supports a mechanism for visualizing computations graphically as they happen by attaching in a declarative style graphical representations to key variables in a program. With this technique, basic animations can usually be obtained with a few lines of additional code. As a second main feature, Leonardo includes the first run-time environment that supports fully reversible execution of C programs. The system is distributed with a collection of animations of more than 60 algorithms and data structures including approximation, combinatorial optimization, computational geometry, on-line, and dynamic algorithms. Leonardo has been widely distributed on CD-ROM in computer magazines and is available for download in many software archives over the Web. It has received several technical reviews and more than 18,000 downloads during the last two years. At the time of writing, Leonardo is available only on the Macintosh platform. Further information about Leonardo is available at the URL http://www.dis.uniroma1.it/~demetres/Leonardo/.
Anatomy of a Basic Visualization Specification
In this section we show how to specify a simple algorithm visualization using interesting events and state mapping. In particular, we focus on sorting algorithms and we show how to specify the well-known sticks visualization, where items to be sorted, assumed to be non-negative numbers, are visualized as rectangles of height proportional to their values. We first describe how the final visualization should look, and then we provide two solutions for the Bubblesort algorithm: one event-driven, realized with Polka, and one data-driven, realized with Leonardo. We give and discuss actual code and screenshots from both. For simplicity, we do not address issues of interaction with the visualization.
Bubblesort Code. We base our visualization examples on the following C/C++ implementation of the Bubblesort algorithm, which sorts an array v of n integer values. In this implementation, the first pass of lines 4-7 scans the first n elements, the second pass scans the first n − 1 elements, etc. As elements are being swapped, each pass leaves the highest element found at its final proper position.
Visualization Setup. The first steps in specifying an algorithm visualization consist of deciding which pieces of information related to the algorithm's execution should be visualized and choosing a suitable graphical representation for them. In the case of sorting algorithms, an effective visual methaphor is to associate sticks of different heights to elements to be sorted. A possible simple layout places sticks vertically from left to right aligning their tops at the top of the viewport (see Figure 1) . A swap operation can be animated in many ways: perhaps the simplest one is to show consecutive scenes that visualize the sticks before and after the swap.
Polka. Visualizations are specified in Polka by annotating the program source with interesting events. Below, we show the source code for the Bubblesort program that has been annotated with interesting event calls. void main(void) { 3.
bsort.SendAlgoEvt("Input",n,v); 4.
for (j=n; j>0; j--) 5.
for (i=1; i<j; i++)
bsort.SendAlgoEvt("Exchange",i,i-1); 9. } 10.
} Two events exist here. The first, "Input", signifies that the all the array values to be sorted are set and that the animation should draw the initial configuration of the array. The event must send the size of the array and the array itself to the animation component as parameters to interesting event all. We will omit the animation scene that is invoked as a response to the "Input" event for brevity. This scene creates and lays out the set of vertical rectangles and stores them in an array of Polka Rectangle objects, which is a subclass of the basic graphic primitive AnimObject. The scene does involve some subtle geometric calculations, however, as the designer must position all the rectangles with their tops aligned, space the rectangles out horizontally, and scale the heights of the rectangles according to the corresponding array values. Frequently, this type of geometric layout is the most difficult aspect of creating an algorithm animation.
The second event, "Exchange", signifies that a swap of two elements has occurred. It passes the indices of the two exchanged array elements as parameters. The corresponding animation code for this event is shown below. } First, we get the top-left (NW) corners of the two appropriate rectangles (lines 2-3), and then we create two movement Actions between them, in the two opposite directions (lines 4-5). Next, we schedule the first block's animation to occur at the current time; animate it; schedule the second block's animation; and animate it. Finally, we must swap the two objects being held int the Rectangle AnimObject array. This animation routine makes the first rectangle move in one sudden jump, then the second rectangle moves afterward, again in one jump. Note that the variables blocks and time are defined in this particular View of the animation which is a C++ class of type Rects here. A screenshot of the resulting visualization in Polka is shown in Figure 1a .
Leonardo. Visualizations are specified in Leonardo by adding to C programs declarations written in Alpha, a simple declarative language, enclosing them with separators /** and **/. A complete Alpha specification of the sticks visualization described above is shown below; this fragment can be simply appended to the Bubblesort code and compiled in Leonardo. Even if imperative state mapping specification has also been considered (see WAVE [9] ), the declarative approach has many advantages: in particular, the programmer is encouraged to think in terms of "what she wants", and not in terms of "how to obtain it" (see, e.g., Section 4.3). A price paid for this, however, may be a steeper learning curve for programmers who have never used a declarative language.
Customizing Visualizations
The task of specifying a visualization usually proceeds incrementally through different levels of sophistication. In Section 3 we have shown how to specify the well-known sticks visualization of the Bubblesort algorithm. As the power of a specification method is mainly related to flexibility, generality, and capability of customizing visualizations, we now consider some refinements of the basic Bubblesort animation, discussing further aspects of interesting events and state mapping.
Specifying the Granularity of Animations
We use the word granularity to indicate the level of detail of animation events: for instance, a sorting animation where items being swapped are moved one at a time, as in the example in Section 3, is characterized by a higher granularity (closer to the actual code that uses a temporary variable for the swap) than the one where both items are moved simultaneously (elementary steps are logically grouped and details elided).
There is a main difference in the way granularity is controlled with interesting events and state mapping. To generate an animation event with interesting events, a function has to be called: thus, increasing the number of animation events requires increasing the number of function calls, so the granularity is low by default. With state mapping, each change of a variable being mapped into some graphical object yields automatically an animation event, so the granularity is high by default: to control granularity we therefore need a mechanism to prevent variable changes from being automatically turned into animation events. In the following, we show how to modify the Bubblesort visualization code presented in Section 3 in order to reduce the granularity in the swap animation.
Polka. Making the two blocks exchange positions simultaneously, rather than sequentially, is straighforward in Polka. We simply schedule their movement Actions to commence at the same animation time, and then we animate after that. The code below, when substituted into the Exchange animation routine of Section 3, performs this concurrent animation. Notice that we have reduced the number of visualization instructions in order to reduce the number of animation events.
Leonardo. Leonardo provides a simple mechanism for controlling the granularity: if the predicate ScreenUpdateOn is declared, then variable changes trigger automatically updates of the visualization. If ScreenUpdateOn is not declared, then the visualization system is idle and no animation events occur. To let each swap in our example produce just one animation event, we can temporary suspend screen updates while the swap occurs: we just "undeclare" ScreenUpdateOn before the swap, and redeclare it thereafter, as shown below. Notice that we have increased the number of the visualization instructions in order to reduce the number of animation events.
Accessing vs. Modifying Data Structures
Sometimes we might be interested in visualizing actions of an algorithm which correspond to no variable modification: consider, for instance, events of comparison of two elements in a sorting algorithm to decide whether they need to be swapped. It is easy to animate such actions with interesting events, which can be associated to any conceivable algorithmic event. On the contrary, this seems to be a major problem with state mapping, where animation events can result only from variable changes.
Polka. Suppose that we wish to illustrate the comparison of two array elements to determine whether they need to be exchanged. To do so, we add a new interesting event named "Compare" to the Bubblesort source code. This event occurs just before the actual value comparison is made in the program, and it passes the two pertinent array indices as parameters. Below, we show the modified program source.
