It is known that annotating entities in unstructured and semi-structured datasets by their concepts improves the effectiveness of answering queries over these datasets. Ideally, one would like to annotate entities of all relevant concepts in a dataset. However, it takes substantial time and computational resources to annotate concepts in large datasets, and an organization may have sufficient resources to annotate only a subset of relevant concepts. Clearly, it would like to annotate a subset of concepts that provides the most effective answers to queries over the dataset. We propose a formal framework that quantifies the amount by which annotating entities of concepts from a taxonomy in a dataset improves the effectiveness of answering queries over the dataset. Because the problem is NP-hard, we propose efficient approximation and pseudo-polynomial time algorithms for several cases of the problem. Our extensive empirical studies validate our framework and show accuracy and efficiency of our algorithms.
Introduction
Taxonomies provide shared understandings of concepts in domains of interests [1] . In particular, they facilitate query answering over unstructured and semi-structured datasets in these domains. For example, assume that a user likes to find information about types of pains caused by Trachoma over excerpts of the medical articles in Fig. 1 . In the absence of any structured data, she may explore this dataset using inherently ambiguous keyword queries and submit query Q 1 :Trachoma pain. Unfortunately, the article about Trachoma in Fig. 1 refers to this infection by its other name, Granular conjunc- tivitis. Because all articles contain the term pain, the query interface may return all articles, two of which do not have any information about Trachoma.
Given a taxonomy, we can annotate entities in an unstructured dataset by their concepts in the taxonomy. Users may also learn the taxonomy and use its concepts in their queries. Figure 2 depicts fragments of the Medical Subject Heading (MeSH) taxonomy, in which nodes denote concepts and edges show subclass relationships [39] . Figure 3 shows the medical article excerpts in Fig. 1 whose entities are annotated by their concepts from MeSH taxonomy. Now, our user may mention the concept Trachoma in her query and query interface will return only the articles that contain entities from this concept.
Organizations often use available taxonomies to annotate their datasets so that more users can effectively search and explore their data. For example, the US National Library of Medicine annotates the articles in MEDLINE/PubMED using concepts in MeSH taxonomy [34, 39] . Researchers have used the Probase taxonomy to extract concepts from Web data [27] . The NIH-funded Gene Ontology Consortium (geneontology.org) encourages researchers to annotate their datasets using a standard taxonomy, so their datasets become more accessible to other researchers. We have been recently asked by some botanists to annotate a collection on plant biology by the concepts in plant ontology (plantontology.org). Organizations also use taxonomies to extract entities in general domains. For example, researchers have used ProBase taxonomy to extract concepts in general domains from Web data [27, 55] . Also, Google and Bing ask organizations to annotate their Web documents by concepts in Schema.org taxonomy, which is developed for datasets in general domains.
Ideally, one would like to annotate all relevant concepts in a given taxonomy from a dataset to answer all queries effectively. However, an organization has to spend significant amounts of time, financial and computational resources, and manual labor to accurately extract entities of a concept in a large dataset [3, 11, 24, 28, 30, 31, 48, 50] . The organization usually has to develop or obtain a complex program called a concept annotator to annotate instances of a concept from a collection of documents [37] . It is not uncommon for an annotator to have thousands of manually written programming rules, which takes a great deal of resources to write and debug [37] . One may also use machine learning algorithms to develop an extractor for a concept to avoid hand-tuned programming rules. In this approach, developers have to find a set of relevant features for the learning algorithm. As the specifications of relevant features not usually clear, developers have to find the relevant features through trial and error over numerous iterations, which takes a great deal of time and effort [2, 3] . Moreover, developers have to also create training data, which require additional time and manual labor. It is more resource intensive to develop annotators for concepts in specific domains, such as biology, as it requires expensive communication between domain experts and developers. Current studies indicate that these communications are not often successful and developers themselves have to go through the data to find the relevant features in these domains [3] . As most concept annotators perform complex text analysis, it may take them days to process a large dataset and produce an annotated collection [28, 31, 48] . Since concept annotators may not be sometimes sufficiently accurate, domain experts have to review and revise the results of the annotations [34] . It is estimated that annotating each article in MEDLINE/PubMED collection using concepts in MeSH taxonomy costs about $9.4 [34] .
Because the structure and content of underlying datasets evolve over time, annotators should be regularly rewritten and repaired. Many annotators need to be rewritten in average almost every 2 months [24] . Recent studies show that many concept annotators need to be rewritten in average about every 2 months [24] . Thus, enterprises often have to repeat the resource-intensive steps of developing a concept annotator to maintain an up-to-date annotated dataset.
Because the financial or computational resources of an organization are limited, it may not be able to afford to develop and maintain annotators for all concepts in a taxonomy. Also, many users may need an annotated dataset quickly and cannot wait days for an (updated) annotated collection [48] . For example, a reporter who pursues some breaking news and an epidemiologist that follows the pattern of a new potential pandemic on the Web and social media need relevant answers to their queries fast. They may not want to wait for organizations to (re-)write and (re-)deploy the annotators for all concepts in their domains of interests. Hence, an organization may be able to afford to annotate only a subset of concepts in a taxonomy. Similarly, many users may not have the time to learn all concepts in a large taxonomy and may prefer to learn and use a relatively small subset of the taxonomy in their queries. For example, an enterprise may annotate entities in Fig. 1 with only concepts Eye Infection and Skin Infection from MeSH taxonomy and get the collection in Fig. 4 .
Intuitively, a query interface may provide less effective answers to queries over the dataset in Fig. 4 than the one in Fig. 3 . Assume that a user wants to find information about the type of pain associated with Trachoma. She may mention the concept Eye Infection in her query. The query interface may return the articles about Trachoma and the one about Hordeolum. Nevertheless, the annotation in Fig. 4 still helps the query interface not to return the non-relevant article about the skin infection. Clearly, we would like to select a subset of concepts whose required time and/or resources for annotation do not exceed our budget and most improves the effectiveness of answering queries.
Currently, concept annotation experts use their intuitions to discover cost-effective conceptual designs from taxonomies. Because most taxonomies contain hundreds of concepts [49] , this approach does not scale for realworld applications. We call this problem Cost-Effective Conceptual Design (CECD) and make the following contributions.
-We develop a framework that quantifies the amount of improvement in the effectiveness of answering queries by annotating the dataset by a subset of concepts from a taxonomy in Sect. 2. We also formally define the CECD problem over tree-shaped taxonomies in Sect. 2. -As the CECD problem is NP-hard, we propose an efficient approximation algorithm for it in Sect. 3. We also propose an exact algorithm for the problem with pseudopolynomial running time in Sect. 4. -Annotating the ancestor(s) of a concept in a tree taxonomy may reduce the cost of extracting that concept. We propose an exact pseudo-polynomial time algorithm for CECD for this case in Sect. 5. -We investigate the problem of CECD for queries that refer to multiple concepts over an unorganized set of concepts and show that it has an efficient approximation algorithm in Sect. 6 . We extend this algorithm to solve CECD for queries with multiple concepts over tree taxonomies. -We explore CECD over taxonomies that are directed acyclic graphs and prove that given generally accepted hypotheses, the problem does not have any approximation algorithm with reasonably small approximation ratio. We show that these results hold even for some restricted cases of the problem, such as the case where all concepts are equally costly. -We evaluate the accuracy of our framework and effectiveness of efficiency of our algorithms using a large real-world dataset, real-world taxonomies, and samples of a real-world query workload in Sect. 8.
Cost-effective conceptual design
In this section, we formally define the problem of costeffective conceptual design over taxonomies. Table 1 contains a summary of notions and symbols that are defined in this section and used throughout the paper.
Basic definitions
Similar to previous works, we do not rigorously define the notion of named entity [1] . We define a named entity (entity for short) as a unique name in some (possibly infinite) domain. A concept is a set of entities, i.e., its instances. We identify each concept with a unique name. Some examples of concepts are person and country. An entity of concept person is Albert Einstein and an entity of concept country is Jordan. Concept C is a subclass of concept D if and only if we have C ⊂ D. In this case, we call D a superclass of C. For example, person is a superclass of scientist. If an entity belongs to a concept C, it will belong to all its superclass's. A taxonomy organizes concepts in a domain of interest [1] . We first investigate the properties of tree-shaped taxonomies, and later in Sect. 7, we will explore the taxonomies that are directed acyclic graphs. Formally, we define taxonomy X = (R, C, R) as a rooted tree, with a root concept R, a vertex set C, and an edge set R. C is a finite set of concepts. For C, D ∈ C, we have (C, D) ∈ R if and only if D is a subclass of C. Every concept in C that is not a superclass of any other concept in C is a leaf concept. The leaf concepts are leaf nodes in taxonomy X . For instance, concepts Trachoma and Hordeolum are leaf concepts in Fig. 2 . Let ch(C) denote the children of concept C. For the sake of simplicity, we assume that ∪ D∈ch(C) D = C for all concepts C in a taxonomy.
Each dataset is a set of documents. Dataset DS is in the domain of taxonomy X if and only if some entities of concepts in X appear in some documents in DS. For instance, the set of documents in Fig. 1 is in the domain of the taxonomy shown in Fig. 2 . An entity in X may appear in several documents in a dataset. For brevity, we refer to the occurrences of entities of a concept in a dataset as the occurrences of the concept in the dataset.
A query q over DS is a pair (C, T ), where C ∈ C and T is a set of terms. Some example queries are (person,{Michael Jordan}) or (location,{Jordan}). This type of queries has been widely used to search and explore annotated datasets [8, 13, 41] . Empirical studies on real-world query logs indicate that the majority of entity centric queries refer to a single entity [44] . We first consider queries that refer to a single entity and extend our model to support queries with multiple concepts in Sect. 6.
Conceptual design
A conceptual design S over taxonomy X = (R, C, R) is a non-empty subset of C\{R}. For brevity, we refer to conceptual design as design. A design divides the set of leaf nodes in C into some partitions. As shown in Sect. 1, annotating a concept may help answering queries whose entities belong to the descendants of that concept. Consider again the fragment of MeSH taxonomy shown in Fig. 2 . Assume a user wants to find information about the types of pain associated with Trachoma over a dataset and submits query (Trachoma, {pain}) to the query interface. Suppose we have annotated the dataset with the concept in the design {Eye Infections}. Because the articles about Trachoma are within the ones annotated by Eye Infections, the query interface may return only articles annotated with Eye Infections to the user. This annotation helps the query interface not to return the non-relevant articles about skin or bone infections. We say that Trachoma is in the partition of Eye Infections. Now, suppose we annotate the dataset with the concepts in the design {Bacterial Conjunctivitis, Eye Infections}. The articles annotated by Eye Infections and not annotated by Bacterial Conjunctivitis do not contain any information about the concept Trachoma. Hence, the query interface may return only articles anno- tated with Bacterial Conjunctivitis in the response of the query (Trachoma, {pain}). Due to the annotation of Bacterial Conjunctivitis, annotating Eye Infections does not help answering queries with concept Trachoma. Thus, Trachoma is in the partition of Bacterial Conjunctivitis for this design. We formally define the partition of a concept in a design as follows.
Definition 1 Let S be a design over taxonomy X = (R, C, R), and let C ∈ S. The partition of C, denoted as part(C), is a maximal subset of leaf nodes in C such that, for all D ∈ part(C), we have either D = C or C is the lowest ancestor of D in S.
We denote a set of all partitions induced by all concepts in a design S as part(S).
Example 1 Consider the taxonomy described in Fig. 5 For each design S, the set of leaf concepts that do not belong to any partition are called free concepts and denoted as free(S). These concepts neither belong to S nor are descendant of any concept in S.
Example 3
Consider the design S 1 = {Eye Infections, Skin Infections} over the taxonomy described in Fig. 5 . The free concepts of S 1 , free(S 1 ), are {Periostitis, Spondylitis} as they do not belong to any partition of S 1 . Let DS be a dataset in the domain of taxonomy X = (R, C, R) and S be a design over X . S is the design of dataset DS if and only if for each concept C ∈ S, all occurrences of concepts in the partition of C are annotated by C. In this case, we say DS is an instance of S. For example, consider the design T = {Eye Infections, Skin Infections} over the taxonomy in Fig. 2 . The dataset in Fig. 4 is an instance of T as all instances of concepts Trachoma and Hordeolum that belong to the partition of Eye Infections are annotated by Eye Infections and all instances of concepts Ecthyma and Erysipelas that are in the partition of Skin Infections are annotated by Skin Infections in the dataset.
Intuitively, different designs may improve the effectiveness of answering queries differently. Consider a dataset in the domain of the taxonomy in Fig. 5 in which almost all queries seek information about skin infections. If the query interface uses the design {Eye Infections, Skin Infections}, it can process queries that are about skin infection only over the documents that contain information about skin infections. But, if the query interface uses the design {Eye Infections, Bacterial Conjunctivitis}, it has to process queries about skin infections over all documents in the dataset; many of which do not contain any information about skin infections. Hence, the query interface may return more non-relevant answers for most queries than the case where it uses {Eye Infections, Skin Infections}. Moreover, as explained in Sect. 1, a design with more specific concepts, e.g., leafs in the taxonomy, helps the query interface to pinpoint the relevant documents more effectively than the designs with more general concepts. Because annotating documents and instances of different concepts may take different amounts of time and/or financial and computational resources, each design may have a distinct cost. Hence, finding the most effective design becomes an optimization problem that seeks the design that improves the effectiveness of answering queries the most and satisfies certain cost constraints. To formalize this problem, we first precisely quantify the amount by which a design improves the effectiveness of answering queries in Sect. 2.3. Then, in Sect. 2.4, we present a cost model for building and maintain annotations for a design and formally state the problem of finding the most effective design.
Design queriability
Let Q be a set of queries over dataset DS. Given design S over taxonomy X = (R, C, R), we would like to measure the degree by which S improves the effectiveness of answering queries in Q over DS. The value of this function should be larger for the designs that help the query interface to answer a larger number of queries in Q more effectively. Let the query interface return k candidate answers for query Q in Q over the unannotated dataset. The effectiveness of the returned list of answers is usually measured using standard metrics of precision and recall [35] . The precision of the returned list of answers is the fraction of relevant answers for Q in the returned list. The recall of a returned list of answers is the ratio of the returned relevant answers to the number of total relevant answers for Q in the dataset. It has been shown that most information needs over annotated data sources is precision oriented [13, 16] . Hence, we measure the effectiveness of the returned answers using precision-oriented metrics. More precisely, we use the standard metric of precision at k ( p@k for short), which is the precision of the top k answers, to measure the ranking quality of the query result [35] . If a design helps the query interface to replace some non-relevant answers with relevant ones in the returned list for query Q, it improves the precision of Q in the top k returned answers. Hence, we estimate the amount by which a design increases the fraction of relevant answers in the top k returned answers for Q.
Let Q : (C, T ) be a query in Q such that C belongs to the partition of P ∈ S. The query interface may consider only the documents that contain information about entities annotated by P to answer Q. For instance, consider query Q 1 = (Trachoma, {pain}) over the dataset in Fig. 4 whose design is {Eye Infections, Skin Infections}. The query interface may examine only the entities annotated by Eye Infections in this dataset to answer Q 1 . Thus, the query interface will avoid non-relevant results that otherwise may have been placed in the top k answers for Q. The query interface may further rank these answers according to a ranking function, such as the traditional TF-IDF scoring methods [35] . Our model is orthogonal to the ranking scheme of the candidate answers.
Nevertheless, only a fraction of documents with entities annotated by concept P contain information about entities in C. For instance, to answer query (Trachoma, {pain}) over the dataset in Fig. 4 , the query interface has to examine all documents that contain instances of concept Eye Infections. Some documents in this set do not have any entity of concept Trachoma. We like to estimate the fraction of the results for Q : (C, T ) that contains entities of concept C. Given all other conditions are the same, the larger this fraction is, the more likely it is that the query interface delivers more relevant answers in the top k results for Q.
Let d(C) denote the fraction of documents that contain entities of concept C in dataset DS. More precisely, d(C) is the number of documents that contain entities of C in DS divided by the total number of documents in DS. We call d(C) the frequency of C over DS. Let d(P) be the total frequency of concepts in the partition of P, i.e., d(P) = C∈part(P) d(C). The fraction of the documents that contain information about entities in C among those that contain information of concept P is d(C) d(P) . For example, assume that the mentions to entities of concept Trachoma appear more frequently in dataset DS than the ones of concept Hordeolum. Also, assume that we annotate only Eye Infections in DS. Given query (Hordeolum, {pain}), it is more likely for articles about Trachoma to appear in the top k answers than the ones about Hordeolum. That is, for each concept C ∈ part(P), the contribution of C in improving the precision of answering queries with concepts C is d(C) d(P) . Hence, the total contribution of partition P in improving the precision of answering queries is
We call the fraction of queries in Q whose concept is C the popularity of C in Q. Let u Q be the function that maps concept C to its popularity in Q. When Q is clear from the context, we simply use u instead of u Q . Assume that design S 1 and S 2 equally improve the values of precision for queries of all concepts except for C 1 , C 2 ∈ C. Also, let the precision of C 1 be improved more by S 1 than by S 2 . Similarly, assume that the precision of C 2 is increased more by S 2 than by S 1 . Given all other conditions are the same, if we have u(C 1 ) > u(C 2 ), we have that S 1 improves the total precision of queries in Q more than S 2 . Hence, we should take into account the popularities of concepts to compute the amount of improvement achieved by a design over Q. Therefore, we modify the formula to estimate the contribution of partition P in improving precision of answering queries in Q as C∈part(P) (P) . Given all other conditions are the same, the larger the value is, the more likely it is that the query interface will achieve a larger precision in top k answers over queries in Q.
Annotators may make mistakes in identifying the correct concepts of entities in a collection [37] . An annotator may recognize some instances of concepts that are not P as ones in P. For example, the annotator of concept person may identify Lincoln, the movie, as a person. The accuracy of annotating concept P over DS is the number of correct annotations of P divided by the number of all annotations of P in DS. We denote the accuracy of annotating concept P over DS as pr DS (P). When DS is clear from the context, we show pr DS (P) as pr(P). Hence, we refine our estimate to C∈part(P)
pr(P). So far, we have estimated the relative improvement gained by S for queries whose concepts belong to some partitions in S. Consider query Q : (C, T ) such that C does not belong to any partition in S, i.e., C is a free concept. The query interface has to examine all documents in the dataset to answer Q. Thus, the fraction of returned answers for Q that contains some instance of C is d(C). The more instances of C appear in the dataset DS, the more likely it is that the returned answers to Q refer to entities in C. Hence, it is more likely that they contain some relevant answers for Q. Using a similar argument as the one used for non-free concepts, the total contribution of the free concepts of design S is C∈free(S) u(C)d(C). We define the function that estimates the relative improvement in the value of precision in the top k answers for all concepts as follows.
Definition 2
The queriability of design S from taxonomy X over dataset DS and query workload Q is
Similar to other optimization problems in data management, such as query optimization [23] , the complete information about the parameters of the objective function, i.e., frequencies and popularities of concepts, may not be available at the design time. Nevertheless, our empirical results in Sect. 8 indicate that one can effectively estimate these parameters using a small sample of the full dataset. For instance, we show that the frequencies of concepts over a dataset of more than a million documents can be effectively estimated using a sample of about four hundred documents. A more principled approach to parameter estimation is an interesting subject for future work.
Cost-effective conceptual design problem
We have reviewed the literature on concept annotation and information extraction and talked to the experts to build a reasonable and general cost model for concept annotation. The types of costs for creating annotated datasets vary based on the methodology used for developing concept annotators. One may categorize the available methodologies to rulebased methods and approaches based on machine learning techniques [9, 11, 15, 15, 17, 18, 33, 37, 45] . In rule-based annotation, developers write a set of rules for each concept to detect and extract its instances in a dataset [10, 21, 47] . Rulebased approach is the dominating method in commercial information and entity extraction systems [12, 25] . This is mainly attributed to the fact that rules are effective, interpretable, and easier to customize by non-experts than the methods based on machine learning [25] . Furthermore, rulesbased systems perform better than state-of-the-art machine learning methods in some specialized domains [26, 40] .
If one adapts a machine learning approach to annotate the entities of a concept, he has to provide a set of training examples for the concept, which may be costly and timeconsuming [25] . This stage is particularly resource intensive in specific domains, such as medicine. Researchers have proposed the idea of distant supervision to reduce the overhead of providing training data for concept extraction [38] . However, distant supervision typically requires knowledge bases in the domain of extraction with instances of the extracted concepts which is not always available, particularly in a specific domain such as biology. One may also generate training data for a concept by coding how the concept appears in the unstructured dataset in a programming language [42] . This method, however, needs a domain expert to learn a programming language and code her knowledge in a piece of program. Furthermore, the developer has to distinguish and select relevant features for each concept because many or all concepts may share some general features. For example, concept annotators may use the surrounding words of entities in text documents as features for all concepts. However, developers have to also engineer considerable number of features specific to each concept [29, 46] . For example, an informative feature for zip-code is that its instances have 5 digits, and a helpful feature for person is that its entities start with a capital letter. These features may be given to a classifier [29] or a probabilistic graphical model [54] or coded as first-order logic formulas in a Markov logic network [46] . After developing the concept annotator, domain experts may review and evaluate the annotation of each concept [34, 39] . This process may repeat multiple times to generate accurate annotations of the concept. As most underlying datasets frequently evolve, the aforementioned steps have to be redone after a while for each concept in both approaches [22, 24] .
Hence, given taxonomy X = (R, C, R) and dataset DS, one may assign a real number to each concept C ∈ C that reflects the amount of resources required to annotate and maintain the annotations of C in DS. Let function w : C → R + map each concept C ∈ C to a real number that reflects the cost of annotating C in DS. Developers also create and maintain some preprocessing modules to tokenize the input documents and separate the (potential) named entities from other tokens, e.g., adjectives, in both rule-based method and the methods based on machine learning techniques. This cost is generally independent of the number of extracted concepts and can be viewed as a fixed cost for annotating a dataset. This model assumes that annotating certain concepts does not affect the cost and accuracies of annotating other concepts. We later relax this restriction in Sect. 5 and consider Fig. 7 An example to analyze algorithms that ignore the tree structure some dependencies between the costs of concepts in the taxonomy. Nevertheless, it usually takes significant amount of resources to develop and maintain a concept annotator even after pairing it with other annotators. Thus, it is still of interest to solve the problem where there is no dependency between costs of different concepts. The organization may predict the costs of development, deployment, and maintenance of annotation programs using available methods for predicting costs of software development and maintenance [7] .
The cost of annotating a dataset under design S is the sum of the costs of the concepts in S. Budget B is a positive real number that represents the amount of available resources for annotating the dataset. We define Cost-Effective Conceptual Design problem (CECD) as follows.
Problem 1
Given taxonomy X , dataset DS in the domain of X , query workload Q, and budget B, find design S over X that has the maximum queriability and C∈S w(C) ≤ B.
Unfortunately, the CECD problem cannot be solved in polynomial time in terms of input size unless P = NP.
Theorem 1 The problem of CECD is NP-hard.
Because the approximation algorithms proposed in [50] do not consider the superclass/subclass relationships between concepts, they do not effectively solve the CECD problem for tree taxonomies. In particular, these algorithms generally choose designs with more popular concepts, i.e., concepts with larger u(.) values. Because each node has generally more u(.) value than its descendant concepts in the input taxonomy, these algorithms spend the budget on picking concepts in higher levels, while it may worth including concepts in lower levels of the taxonomy in the design. Our empirical studies in Sect. 8.3 confirm that these algorithms do not generally find accurate solutions to CECD over tree taxonomies. We also show that the algorithms in [50] have a worst-case approximation ratio of O(|C|) for the problem, which is a significantly inaccurate approximation even for taxonomies with a modest number of concepts, as follows.
Consider the taxonomy shown in Fig. 7 where each green leaf concept C g has w(
. v and p are constants such that C∈C u(C) = C∈C d(C) = 1. For each non-root black concept C, w(C) = B, and for each blue concept C b , w(C b ) = 1. Assume that the total available budget is B. The optimal solution of any algorithm that ignores the tree structure and works only with leaf concepts is to pick exactly the green leaf nodes, which deliver the queriability of almost B(1 + )v. Now, assume that an algorithm considers both leaf and non-leaf concepts but not their relationships. For instance, the approximate popularity maximization (APM) algorithm in [50] selects concepts C with the largest u(C)
values. APM picks exactly B green leaf concepts in our example and returns queriability of almost B(1 + )v. However, we can achieve the queriability of almost B 2 v by picking all blue and orange concepts. The gap between optimal solution and any solution returned by an APM algorithm is B, which is 1 3.5 |C|. It is an ineffective solution for taxonomies with modest numbers of concepts.
Approximation algorithm
We propose an approximation algorithm called Level-wise algorithm to solve the problem of CECD using a greedy approach. It returns a design whose concepts are all from a same level of the input taxonomy. Our algorithm finds the design with maximum queriability for each level using the APM algorithm proposed in [50] , which finds the costeffective subset of concepts over a set of concepts. Our algorithm eventually delivers the design with largest queriability across all levels in the taxonomy. Algorithm 1 illustrates the Level-wise algorithm.
Precisely, let C[i] be the set of all concepts of level i in X = (R, C, R). For any concept E ∈ C[i], we define its input : a taxonomy X = (R, C, R) output: a conceptual design 1 sol level ← 0 and sol max ← 0;
for each leaf concept C in distance less than i from the root do
sol level ← max(sol level , sol i ); 11 end 12 C max ← the leaf concept with the largest u value; 13 sol max ← u(C max ) + C∈free(Cmax) u(C)d(C); 14 return the best of sol level and sol max ;
popularity u i (E) to be the total popularity of its descendant leaves in X . Level-wise algorithm calls the APM algorithm to find the cost-effective subset of concepts for every C [i] . It provides APM with the popularities and costs of concept in C[i]. Level-wise algorithm then compares various selected designs across C[i]s and keeps the answer with maximum queriability, denoted as sol level . The algorithm also computes the queriability delivered by picking only the leaf node with maximum popularity in X called sol max . The algorithm returns the solution with largest queriability among sol level and sol max . The APM algorithm runs in O(|C| log |C|), where |C| is the size of its input set of concepts. Thus, the time complexity of the Level-wise algorithm is O(h|C| log |C|) over taxonomy X = (R, C, R), where h is the number of levels in X . If the taxonomy is not balanced, the popularities of all concepts of level i may not sum up to 1. Hence, the algorithm does not consider leaf concepts that are not descendant of any concept in C[i]. To resolve this problem, when running APM algorithm over C[i], we consider leaf concepts that are not descendant of any concept of level i as members of C[i] (lines 6-8 in Algorithm 1).
Sometimes, it may be easier to use and manage designs whose concepts are not subclass/superclass of each other. We call such a design a disjoint design. One may restrict the feasible solutions in the CECD problem to disjoint designs. Our empirical results in Sect. 8 show that this strategy returns effective designs when the available budget is relatively small. We call this case of CECD, disjoint CECD. Recent empirical results suggest that the distribution of concept frequencies over a large collection generally follows a power-law distribution [55] . We show that the Level-wise algorithm has a bounded and reasonably small worst-case approximation ratio for CECD with disjoint solution given that the distribution of concept frequencies follows a powerlaw distribution.
Lemma 1 Let C max be the leaf concept in taxonomy X = (R, C, R) with maximum u value and let assume that distribution of u over leaf concepts follows a power-law distribution. For every schema S of X , QU(free(S)) ≤ 2u(C max ) log |C|. Theorem 2 Let X = (R, C, R) be a taxonomy with height h and the minimum accuracy of pr min = min C∈C pr(C). The Level-wise algorithm is a O( h+log |C| pr min )-approximation for the CECD problem with disjoint solution on X and budget B given that the distribution of frequencies in C follows a power-law distribution.
Because concept annotation algorithms are reasonably accurate, pr min is generally close to one [11, 20, 37] .
Exact algorithm
This section describes an exact pseudo-polynomial time dynamic programming algorithm for the CECD over taxonomy X = (R, C, R). We assume that u(C), d(C), and w(C) are positive integers for each C ∈ C. In Sect. 8, we show that the algorithm can handle real values with scaling techniques at the expense of reporting near optimal solution instead of an optimal one. We refer to the second part of the queriability in Definition 2 as free partition. Given a concept C ∈ X , the subtree rooted at C in X is denoted as X C , and the set of the children of C in X is denoted as child(C). Let Q[C, B, N ] denote the maximum queriability over all designs in X C such that the amount of queriability that these designs obtain from their free parts are exactly N , and they are selected by spending at most B units of the budget. Our algorithm computes
where R is the root of X and B total is the total budget. We try all possible queriabilities that one can obtain from the free part in X and N , to find out the maximum queriability over all designs in X .
For a non-leaf concept C, we obtain a recursive description for Q[C, B, N ] according to the value of Q for the children of C. We consider the following two cases for C:
C is in the optimal design: If C belongs to the optimal design in X C , we have N = 0. This is because if C is picked, every concept in X C belongs to a non-free partition in the selected design. In this case, we spend w(C) of the budget to annotate C and the leftover budget B L = B − w(C) should be assigned to the child(C). Our algorithm tries all possible ways of assigning the leftover budget among the children of C. If C is selected, the total queriability obtained at C can be divided into the total non-free queriability of its children and the queriability of the partition of C. Consider the leaf nodes in X C that belong to the free partitions in the subtrees rooted at the children of C. If C is selected, these nodes will be in the partition of C. Thus, the queriability of the partition of C is the total free queriability of the children of C times pr(C)/d(C). Our algorithm tries all possible total free queriabilities for the children of C as well as all possible assignment of this free queriability to the set child(C). Thus, we obtain the following recursion. We use Q I to indicate the inclusion of C in the solution.
B includes all possible assignments of B L units of the budget to the children of C, and N includes all possible assignments of at most N total queriability to the children of C. If N = 0, we set Q I [C, B, N ] = −∞ to indicate the infeasibility of a the case. C is not in the optimal design: In this case, we want to obtain exactly N units of free queriability, while we maximize the total queriability. Our algorithm tries all possible ways of assigning these N units into the children of C. Since C is not picked, the entire budget B can be spent on the subtrees rooted at the children of C. Hence, our algorithm tries all possible assignments of these B units of the budget among the children of C. Thus, we obtain the following recursions. We use Q E to indicate the exclusion of C from the solution.
B includes all possible assignments of B units of budget among the children of C, and N includes all possible assignments of exactly N unit of benefit from the queriability of free partitions among the children of C.
Our algorithm considers both cases above and returns the maximum queriability that can be obtained by either including or excluding C from the optimal solution:
The leaf concepts are the base cases for our recursion. Let C be a leaf concept, and suppose that we want to optimize Q [C, B, N ] . If N = 0, we must select C. Otherwise, we cannot select C. Thus, there are two cases to consider:
This completes the explanation of our recursive algorithm. We turn this recursive algorithm into a dynamic programming to avoid redundant computations. To this end, we build a |C| × B total × N total table and fill it according to our recursions. The running time of such a dynamic programming would be O(|C|B total N total ) · T cell , where T cell is the maximum time required to compute the value of a single cell disregarding recursive calls. T cell exponentially depends on the maximum degree of concepts in the taxonomy. Hence, as detailed below, we further optimize the running time of the algorithm by adding a preprocessing step to modify our input taxonomy to a binary tree (i.e., the maximum number of children of each concept is two). Assuming that our input taxonomy is a binary tree, for each Q[C, B, N ], we have O(B total ) ways of dividing B and O(N total ) ways of dividing the expected free queriability between the children of C. So, T cell = O(B total N total ). 
Transforming a taxonomy into binary taxonomies We explain how to transform an arbitrary taxonomy to a binary taxonomy. Let C be a non-leaf concept in X . We replace the induced subtree of C ∪ child(C) with a full binary tree X C whose root is C and whose leaves are child(C) as shown in Fig. 8 . Some internal nodes of X C do not correspond to any node in X . We refer to such internal nodes as dummy nodes and set their cost to B total + 1 to make sure that our algorithm does not include them in the output design.
Applying the aforementioned transformation to all nodes of X , we obtain a binary taxonomy X = (R, C , R ). The number of nodes in C is at most twice the number of nodes in C. Therefore, we can find the optimal design for X in the same asymptotic running time, O(|C|(B total U D) 2 ). Since this transformation does not change the subset of leaf concepts in the subtree rooted in any internal node, any internal node in X corresponds to a solution in X with the same cost and queriability. Since dummy nodes are too costly, they do not introduce any new solution.
Theorem 3 There is an exact algorithm to solve the CECD problem over taxonomy X = (R, C, R) with budget B total in O(|C|B 2 total U 2 D 2 ).
CECD with cost dependency
The cost of extracting a concept may vary if its ancestors in the taxonomy have been already annotated. For example, if the instances of person have been already annotated in a collection, the extractor of artist will examine only a subset of the collection that is annotated by concept person, which may result in a faster extraction. Also, the extractors for artist and person may share some annotation rules and/or features. We generalize the CECD problem so that the cost of annotating a concept in a taxonomy may change depending on whether its ancestors in the taxonomy are part of the design. One may think of more complex cost functions that represent dependencies between arbitrary concepts in the taxonomy. However, it requires a space and time exponential in terms of the number of concepts in the taxonomy to express and estimate such functions. One may reduce the amount of space and effort to store and estimate the cost values by enforcing some restrictions. On the other hand, finding such restrictions requires extensive empirical studies and more space than a single paper and is a subject of future work. Assume that multiple ancestors of a concept C in X = (R, C, R) are in the selected design. The annotator of C may examine only the documents annotated by the closest ancestor of C in the design. Moreover, the closest ancestor of C may share more annotation rules/features with C than other ancestors of C. Hence, we consider only the dependency between cost of C and its closest selected ancestor in X . More formally, for each concept C, let anc(C) be a positive integer value indicating the number of edges between C and its closest ancestor in the design. We redefine the cost w as a real-valued function over pairs of concepts and positive integer values. The total cost of design S over X is C w(C, anc(C)). We define the problem of CECD with cost dependency exactly the same as Problem 1, by only replacing its cost function with the redefined cost function. Because CECD is a special instance of the problem of CECD with cost dependency, CECD with cost dependency is also NP-hard.
We extend the dynamic programming algorithm in Sect. 4 to design a pseudo-polynomial time algorithm for CECD with cost dependency. As before, we assume that the values of functions u, d, and w are positive integers. We define X C and leaf() the same way that they are defined in Sect. 4. Let Q[C, B, N , anc] denote the maximum queriability we can obtain constraint to budget B from the partitions in X C such that the queriability of the free parts is N and anc indicates the closest selected ancestor of C in the design. The algorithm computes values of Q for all budgets up to total budget B total and all free queriability N up to N total = C∈leaf(C) u(C)d(C) and returns
where R is the root of X and B total is the total budget. Note that for the root node, R, the exact value of anc does not matter because R has no ancestor. We use the technique in Sect. 4 to transform the taxonomy to a binary tree. We extend the recursive formulas in Sect. 4 for Q[C, B, N , anc] in the following two cases. Q I and Q E are defined similar to the ones in Sect. 4.
C is in the optimal design
B includes all possible assignments of B − w(C, anc) units of the budget, and N includes all possible assignments of at most N free queriability between children of C. Because concept C is in the optimal design, it resets the value of anc to 1 for its children. C is not in the optimal design If C is not a dummy node:
Since C is not selected, it updates and transfers the information about its closest selected ancestor to its children. If C is a dummy node:
The dummy nodes are not selected and do not change the value of anc. In these formulas, B includes all possible assignments of B units of the budget and N includes all possible assignments of exactly N free queriability between children of C. The leaf concepts make the base cases for our recursion, and their equations are similar to the base cases in Sect. 4. Because the information about the closest selected ancestor of a leaf node is available in Q, the algorithm can computef the cost of leaf node.
Let L be the height of X . To compute the running time of this algorithm, we need to give an upper bound on the number of cells in Q and the time required to compute the value for each cell. The time to compute a single cell in Q is exponential in terms of the maximum degree of the taxonomy, which is 2 after transforming X to a binary tree. Because we have N ≤ U D, and the maximum value of anc is L, the time for computing all cells in Q will be O(|C|(B total U D) 2 L). Generally, L for most real-world taxonomy is considerably smaller than |C| and closer to O(log |C|).
Queries with multiple concepts
In this section, we propose fast algorithms for the problem of CECD where queries may refer to multiple concepts. We call this problem, Multiple-Concept CECD (MC-CECD).
MC-CECD Over a Set of Concepts
We assume that each query refers to at most two different concepts. The choice of two is only for the sake of simplicity, and our algorithm extends to any fixed number of concepts. We also assume that the annotation of each (leaf) concept over a dataset is independent of the annotation of any other (leaf) concept in the dataset to simplify our analysis. Our empirical studies in Sect. 8 indicate that generally this assumption does not significantly reduce the accuracy of our models and algorithms. Let QU n (S) be the queriability of S from a set of concepts C over queries with exactly n concepts. The queriability of S for queries with one concept, QU 1 (S), is C∈S u(C)pr(C)+ C∈free(S) u(C)d(C) [50] . Next, we compute QU 2 (S). Assume that query q refers to entities of concepts C 1 and C 2 . The query interface should select the answers to q from the set of documents that contain instances of both concepts. If the instances of both concepts are annotated in the dataset, the query interface will correctly identify such documents. If only C 1 is annotated, the query interface will return documents annotated as C 1 , of which only about d(C 2 ) may contain the desired answers. If none of these concepts are annotated, the query interface has to explore all documents in the collection of which only about d(C 1 ∩ C 2 ) may have the desired answers. We have:
The total queriability of S, QU (S), is QU 1 (S) + QU 2 (S). In MC-CECD, given a set of concepts C, dataset DS in the domain of C and budget B, we like to find design S over C such that C∈S w(C) ≤ B and S has the maximum queriability. We reduce MC-CECD to CECD over a set of concepts by considering instances in which u(C i ∩ C j ) = 0 for all C i , C j . Hence, MC-CECD over a set of concepts is NP-hard.
Our algorithm for MC-CECD is based on the algorithm of Set Union Knapsack (SU-Knapsack) problem [5] . In SU-Knapsack, we have a collection of elements E = {e 1 , ..., e n }, each with a positive weight denoted by w(e i ). Furthermore, we have a collection of items I = {i 1 , ..., i m } such that each item is a subset of E. Each item i has profit p(i). Given budget B, the goal of SU-Knapsack (E, I) is to find a set of items I sol such that the total cost of the elements in I sol , e∈ i∈I sol w(e), is not more than B, and the total profit of I sol , i∈Isol p(i), is maximized. The algorithm proposed in [5] starts with all possible pair of items as its initial set. Then, for each set, it goes through several iterations and at each iteration picks an item i from the remaining items with the maximum value of p(i) w (i) , where w (i) = e∈i w(e) freq(e) and freq(e) denotes the number of occurrences of element e in items of I. The iterations will be performed until the budget is used up. The algorithm keeps the solution with maximum benefit among all constructed solutions. Then, it compares this solution with the solution that has only the item with maximum profit and returns the one with the maximum profit among them.
Consider an instance of MC-CECD over concepts {C 1 , ..., C n } with budget B. To solve this instance, we make an instance M of SU-Knapsack as follows. Let C 1 , ..., C n be the input set of elements such that w(C i ) is the annotation cost of concept C i . We define the input items to be all subsets of {C 1 , ..., C n } of size at most two (including empty set). The profit of each item is:
The item corresponding to the empty set has cost zero and is picked by every solution for M. Because annotators work better than a random selection, for each concept C, pr(C) ≥ d(C) [37] . Hence, the profits of items in M are positive.
Theorem 4 There exists a (1 − 1/e 1 k+1 )-approximation algorithm for MC-CECD instances in which each concept queried with at most k different other concepts.
MC-CECD over tree taxonomies
Given design S over tree taxonomy X = (C, R, R), we denote the queriability of S for queries with exactly one concept and exactly two concepts by QU 1 (S) and QU 2 (S), respectively. Definition 2 computes QU 1 (S) over X . Next, we compute the value of QU 2 (S). Let query q refers to entities of concepts C 1 and C 2 . Similar to computing QU 2 (S) over set of concepts, there are four cases to consider. First, if C 1 and C 2 both belong to the same partition P in S, the query interface may examine only the documents annotated with P to find answers for q. The documents that contain instances of both C 1 and C 2 contain relevant answers to q. Hence, the query interface will find the desired answers to q with the probability of d(C 1 ∩C 2 ) d(P) . In the second case, C 1 and C 2 belong to different partitions P 1 and P 2 in S, respectively. The query interface should search the documents annotated under both P 1 and P 2 , which are d(P 1 ∩ P 2 ) portion of the collection. Because the desired answers should contain instances of both concepts, the query interface finds the desired answers to q with probability of d(C 1 ∩C 2 ) d(P 1 ∩P 2 ) . Now, assume that only one of C 1 or C 2 , e.g., C 1 , is in a partition P of S. The query interface may search the documents that contain annotations of P. Because the desired answers are documents with instances of both C 1 and C 2 , the query interface may return the desired answer with the probability of d(C 1 ∩C 2 ) d(P) . Finally, if neither C 1 nor C 2 is in any partition, i.e., they both belong to free(S), the query interface will search the whole collection and may find the desired answer in d(C 1 ∩ C 2 ) portion of the collection. We have:
pr(P 1 )pr(P 2 )
Let QU (S) denote the queriability of S over queries with at most two concepts, i.e., QU (S) = QU 1 (S) + QU 2 (S).
We define the problem of MC-CECD over tree taxonomies similar to Problem 1 with the new formula for QU (S). Since CECD over tree taxonomies is NP-hard, MC-CECD is NPhard (consider instances with u(C i ∩ C j ) = 0 for all C i , C j ). We extend the Level-wise algorithm for the problem of MC-CECD over tree taxonomy. To this end, we combine the Level-wise algorithm and the algorithm for SU-Knapsack described in Sect. 6.1. Consider a level r of the tree taxonomy and let C r 1 , · · · , C r p be the concepts of level r . We compute the profits as defined in Sect. 6.1 for all subsets of size at most two (including the empty set) of the concepts in level r . Then, we find the solution with maximum queriability in level r using the approximation algorithm of SU-Knapsack. Our algorithm returns the solution with the maximum queriability over all levels of Figure 9 shows fragments of schema.org taxonomy. Some concepts in this taxonomy are included in multiple superclasses. For example, a hospital is both a place and an organization. Therefore, a tree structure is not able to represent these relationships.
Formally, a directed acyclic graph taxonomy X = (R, C, R) (DAG taxonomy for short) is a DAG, with vertex set C, edge set R, and root R, where C is a set of concepts, (D, C) ∈ R if and only if D, C ∈ C and C is a subclass of D. The root concept R ∈ X is a concept without superclass. A concept C ∈ C is a leaf concept if and only if it has no subclass in X . The definitions of child, ancestor, and descendant over tree taxonomies naturally extends to DAGs.
Design queriability
Design S over DAG taxonomy X = (R, C, R) is a nonempty subset of C\{R}. Because of the richer structure of DAG taxonomies, designs over DAG taxonomies may improve the effectiveness of answering queries in more ways than the ones over tree taxonomies. For example, let dataset DS be in the domain of DAG taxonomy in Fig. 9 , and S 1 = {place, organization} be a design over this taxonomy. Because concept hospital is a subclass of both place and organization, its entities in DS are annotated by both these concepts. By examining the entities that are annotated by both place and organization, the query interface is able to identify the instances of hospital in DS. Generally, the query interface may pinpoint instances of some concepts in the dataset by considering the intersections of multiple concepts in a design over a DAG taxonomy. Hence, subsets of a design may create partitions in a DAG taxonomy.
Definition 3
Let S be a design over the DAG taxonomy X = (R, C, R), and let C ∈ C be a leaf concept. An ancestor A of C in S is C's direct ancestor if and only if one of the followings hold.
The full ancestor set of C is the set of all its direct ancestors.
Example 5 Consider a DAG taxonomy shown in Fig. 9 . The set {place, organization} is the full ancestor set of the concept hospital in design S 1 = {place, organization}, and the set {local business, place} is the full ancestor set of the concept hospital in design S 2 = {organization, local business, place} over the taxonomy in Fig. 9 .
Definition 4
Given design S over the DAG taxonomy X = (R, C, R), the partition of a set of concepts D ⊆ S is a set of leaf concepts L ⊆ C such that for every leaf concept L ∈ L, D is the full ancestor set of L.
Example 6
Let S 1 = {organization, place} be a design over the DAG taxonomy shown in Fig. 9 . The concept hospital belongs to the partition of {organization, place} in S 1 . However, it does not belong to the partition of {place} because {place} is not the full ancestor set of hospital.
The definitions of functions part and free over tree taxonomies naturally extend to DAG taxonomies. We define the frequency of partition P, denoted by d(P), as the frequency of the intersection of concepts in its root. Using a similar analysis to the one in Sect. 2.3, we define the queriability of design S over DAG taxonomy X = (R, C, R) as
P∈all-parts(S) C∈P u(C)d(C) d(P)
+ C∈free(S) u(C)d(C) where the function all-parts(S) returns the collection of all full ancestor sets of S in X .
Hardness of CECD over DAG taxonomies
We define the CECD problem over DAG taxonomies similar to the CECD over tree taxonomies. Following from the NP-hardness results for CECD problem over tree taxonomy, CECD problem over DAG taxonomies is NP-hard. We prove that finding an approximation algorithm with a reasonably small bound on its approximation ratio for the problem CECD over DAG taxonomies is significantly hard. Unfortunately, this is true even for the special cases where concepts in the taxonomy have equal costs or the desired design is disjoint. More precisely, we show that the CECD problem over a DAG taxonomy generalizes a hard problem in the approximation algorithms literature: Densest-k-Subgraph. Given a graph G = (V , E), in the Densest-k-Subgraph problem, the goal is to compute a subset U ∈ V of size k that maximizes the number of edges in the induced subgraph of U . It is known that, unless P = NP, no polynomial time approximation scheme, i.e., PTAS, exists to compute the densest subgraph [32] . Also, there are strong evidences that Densest-k-Subgraph does not admit any approximation guarantee better than polylogarithmic factor [4, 6] . Recently, it has been shown that, assuming exponential time hypothesis (ETH), there is no polynomial time algorithm that approximates Densest-k-Subgraph within a factor of n 1/(log log n) c [36] . The following theorem shows that approximating the k-densest subgraph reduces to approximating CECD.
Theorem 5 An α-approximation algorithm for the CECD problem over DAG taxonomy with m concepts implies that there is an algorithm for the Densest-k-Subgraph problem on G = (V , E) with n vertices that returns a O(α)approximate solution.
Because the concepts in the instance of CECD in the proof of Theorem 5 have equal costs and its optimal solution is disjoint, i.e., there is no directed path between any two of concepts in the design, the hardness results of Theorem 5 is true for the special cases of CECD over DAG taxonomies where the concepts are equally costly and the problem has disjoint optimal solution.
The following corollaries result from Theorem 5.
Corollary 1
If NP ∩ >0 BPTIME(2 n ), there is no polynomial time approximation scheme, PTAS, for CECD over DAG taxonomies.
Corollary 2 Assuming Exponential Time Hypothesis (ETH)
, the problem of CECD over DAG taxonomies does not admit an approximation guarantee better than n 1/(log log n) c .
Experiments

Experiment setting
Taxonomies and datasets
Taxonomies We have extracted eight taxonomies from YAGO ontology version 2008-w40-2 [49] to validate our model and evaluate effectiveness and efficiency of our proposed algorithms. YAGO organizes its concepts using subclass relationships in a DAG with a single root. We have created the breadth-first tree of YAGO and randomly selected the concepts from the tree for our taxonomies. To validate our model, we have to compute and compare the effectiveness of answering queries using every feasible design over a taxonomy. Thus, we need tree taxonomies with relatively small number of concepts for our validation experiments. We have extracted three tree taxonomies with relatively small numbers of nodes, called T1, T2, and T3, to use in our validation experiments. The selected concepts for T1, T2, and T3 are from level 3 to 6 of the full YAGO tree which has a total of 9 levels. We have further picked five other tree taxonomies with larger numbers of concepts, denoted as T4, T5, T6, T7, and T8. The concepts for T4 and T5 are selected from level 3 to 6 of the full YAGO tree. The concepts for T6 and T7 are randomly selected from levels 2 to 9 of the full YAGO tree. T8 contains all concepts from the original YAGO taxonomy that appear at least once in our dataset, which is the collection of English Wikipedia articles. We use all tree taxonomies to evaluate the effectiveness and efficiency of our proposed algorithms. Table 2 shows the properties of these taxonomies. Datasets We have used the collection of English Wikipedia articles from the Wikipedia dump (dumps.wikimedia.org) of October 8, 2008 , that is annotated by concepts from YAGO ontology in our experiments [49] . This collection originally contains 2,666,190 articles of which 1,470,661 articles are annotated by at least a concept from YAGO ontology. For each taxonomy in our set of taxonomies, we have extracted a subset of the original Wikipedia collection where each document contains at least a mention to an entity of a concept in the taxonomy. We use each dataset in the experiments over its corresponding taxonomy. Table 2 shows the properties of these eight datasets. The annotation accuracies of the concepts in selected taxonomies over these datasets are between 0.8 and 0.95.
Query workload
We use a subset of Bing (bing.com) query log whose relevant answers are Wikipedia articles [14] . The relevant answers for each query in this query workload have been determined using the click-through information by eliminating noisy clicks. Each query contains between one to six keywords and has between one to two relevant answers with most queries having one relevant answer. Because the query log does not have the concepts behind its queries, we adapt an automatic approach to find the leaf concept from the taxonomy associated with each query. We label each query by the concept of the matching instance in its relevant answer(s). Then, we select queries labeled with a single concept. Using this method, we create a query workload per each of our datasets. It is well known that the effectiveness of answering some queries may not be improved by annotating the dataset [44] . For instance, all candidate answers for a query may contain mentions to the entities of the query concept. To reasonably evaluate our algorithms, we have ignored the queries whose rankings remain the same over the unannotated version and the version of the dataset where all concepts in the taxonomy are annotated. Table 2 shows the information about our query workloads. Taxonomy  T1  T2  T3  T4  T5  T6  T7  T8   #Concept  10  17  17  28  63  185  279  2269   #Height  2  2  3  7  6  8  8  9   #Documents  68,982  267,653  88, We estimate the popularities of concepts for each taxonomy by sampling a small subset of randomly selected queries from their corresponding query workloads. We compute the popularity of each concept using estimation error rate of 5% under the 95% confidence level. The number of sampled queries is between 100 and 500 for each taxonomy. Because some concepts in a taxonomy may not appear in its query workload, we smooth the popularity of a concept C, u(C), using the Bayesian m-estimate method [35] :
, whereP(C|QW ) is the probability that C occurs in the query workload QW and p denotes the prior probability. We set the value of the smoothing parameter, m, to 1 and use a uniform distribution for all the prior probabilities.
Query interface
We index our datasets using Lucene (lucene.apache.org). Given a query, we rank its candidate answers using BM25 ranking formula, which is shown to be more effective than other similar document ranking methods [35] . Then, we apply the information about the concepts in the query and documents to return the answers whose matching instances have the same concept as the concept of the query. If the concept in the query has not been annotated in the collection, the query interface returns the list of documents ranked by BM25 method without any modification. We have implemented our query interface and algorithms in Java 1.7 and performed our experiments on a Linux server with 100 GB of main memory and two quad-core processors.
Effectiveness metric
Because all queries in our query workloads have one or two relevant answers, we measure the ranking quality of answering queries over a dataset using mean reciprocal rank (MRR) [35] . MRR is an inverse of the rank of the first relevant answer in the returned list of answers. MRR is used to measure the effectiveness of results for queries that have a small number of relevant answers [35] . Since most queries in our query workload have a single relevant answer, MRR is an appropriate metric to measure the effectiveness of their results. We measure the statistical significance of our results using the paired t-test at a significant level of 0.05. We also report the precision at top 3 answers for our results in the longer version of this paper [51] . Generally, the results of MRR and precision at top 3 follow similar trends.
Cost models
We use three models for generating costs of concept annotation. First, we assign a randomly generated cost to each concept in a taxonomy. The results reported for this model are averaged over 5 sets of random cost assignments per budget. We call this model random cost model. Second, when there is not any reliable estimation available for the cost of annotating concepts, an organization may assume that all concepts are equally costly. Hence, in our second cost model, we assume that all concepts in the input taxonomy have equal cost. We name this model uniform cost model. These two cost models have also been used to model the costs of large-scale data curation [19, 43, 50] . Lastly, the cost annotating instances of a concept may depend on how frequent the instances of the concept appear in the dataset. Hence, in our third cost model called frequency-based cost model, we set that a cost of annotating a concept c to d(c)/ l is leaf d(l). We use a range of budgets between 0 and 1 with a step size of 0.1, where 1 means sufficient budget to annotate all leaf concepts in a taxonomy and 0 means no budget is available.
Validating queriability function
Oracle Given a fixed budget, Oracle enumerates all feasible designs over the input taxonomy. Given an effectiveness metric, such as MRR, for each design, it computes the average effectiveness metric for all queries in the query workload over the dataset annotated by the design. It then returns the design with maximum value of the average effectiveness metric. Popularity maximization (PM) Following the traditional approach toward conceptual design for databases, one may select concepts in a design that are more important for users [23] . Hence, we implement an algorithm, called PM, that enumerates all feasible designs, such as S, in a taxonomy and returns the one with the maximum value of p∈part(S) concepts that are more frequently queried by users and also annotated more accurately. Queriability maximization (QM) QM enumerates all feasible designs over the input taxonomy and returns the one with the maximum queriability as computed in Sect. 2.3. Because we would like to explore how accurately PM and QM predict the amount of improvement in the effectiveness of answering queries by a design, we assume that these algorithms have complete information about the popularities and frequencies of concepts. Since Oracle, PM, and QM algorithms enumerate all feasible designs, it is not possible to run them over large taxonomies. Hence, we run these algorithms over small taxonomies, i.e., T1, T2, and T3. Table 3 illustrates the average MRR achieved by Oracle, QM, and PM over taxonomies T1, T2, and T3 for various budgets. We do not report the values of average MRR for budgets greater than 0.7 for T1 and T2 and 0.6 for T3 because all algorithms are equally effective. The values of MRR show at budget 0.0 is the one achieved by BM25 ranking without annotating any concept in the datasets. We note that there is no improvement in average MRR over taxonomy T1 for budget 0.1 under uniform cost because each concept in the taxonomy costs more than 0.1.
C∈ p u(C)pr( p). This design contains the
Over all taxonomies and cost models, the designs selected by QM deliver close MRR values to the ones selected by Oracle. There are a few cases where the results of QM are significantly worse than the results of Oracle. For instance, consider the results of QM and Oracle for budget 0.3 over taxonomy T2. In T2, concept writing is the parent of a leaf concept dramatic composition and a couple of other leaf concepts whose popularities are much less than that of dramatic composition. QM picks a design that contains dramatic composition. This design will deliver the highest values of MRR for queries with concept dramatic composition, but it does not help improving the values of MRR for queries whose concepts are other children of writing over the unannotated dataset. That is, QM picks a relatively less popular concept, but maximizes the improvement in the effectiveness for queries with this concept. On the other hand, Oracle selects writing instead of dramatic composition. Intuitively, this design improves the values of MRR for queries with concept dramatic composition less than the design selected by QM. However, this design will improve the values of MRR for queries with other child concepts of writing. For this dataset, selecting writing helps improving the values of MRR for queries with concept dramatic composition as equal as selecting dramatic composition. Because the design selected by QM is not able to improve the effectiveness of answering queries whose concepts are other children of writing, QM is less effective than Oracle. We have observed a similar behavior for other cases when the results of QM are significantly worse than Oracle. This observation suggests that if the budget is relatively small, it is sometimes better to annotate rather general concepts.
Oracle, QM, and PM are equally effective using frequencybased cost model. Under this cost model, each leaf concept is less costly than its ancestors. As we have explained in Sect. 1, in this situation, every algorithm chooses leaf concepts. Thus, all algorithms return the same design for each budget. Furthermore, Oracle, QM, and PM return the same values of average MRR over T1 for all budgets. The distribution of frequencies in the leaf concepts of T1 is very skewed in which concept person has frequency of 0.92 and the other 8 leaf concepts have total frequency of 0.1. Using budgets 0.1-0.9, all algorithms pick 8 out of 9 leaf concepts in T1. Because the ancestors of person are more costly than person, none of the algorithms can pick person's ancestors using budgets 0.1-0.9. Therefore, over T1, the algorithms are equally effective across all test budgets under frequency-based cost model.
Nevertheless, the results from Table 3 indicate that QM delivers designs that improve the average MRR of answering queries more than those delivered by PM. Overall, PM annotates more general concepts from the taxonomy to improve the effectiveness of larger number of queries. Hence, to answer a query, the query interface often has to examine the documents annotated by an ancestor of the query concept. As this set of documents contain many answers whose concepts are different from the query concept, the query interface is usually not able to improve the value of MRR for a query significantly. QM selects the designs with relatively less general concepts. Although its designs may not improve the ranking quality of every query, the designs significantly improve the ranking quality of queries whose concepts belong to the selected designs.
Effectiveness of the proposed algorithm
Queriability formula needs the value of the frequency for each concept in the input taxonomy over the dataset. However, it is not possible to find the exact frequencies of concepts without annotating the mentions to their entities in the dataset. Similar to [50] , we estimate the concept frequencies by sampling a small subset of randomly selected documents from the dataset. We compute the frequency of each concept using an estimation error rate of 5% under the 95% confidence level, which is about 400 documents for all datasets. We also smooth the sampled frequencies using Bayesian m-estimates with smoothing parameter of 1 and uniform priors. We denote the Level-wise algorithm as LW and the dynamic programming algorithm as DP for brevity. We also compare LW and DP with the APM algorithm from [50] which finds a design over a set of concepts. We use all concepts in the taxonomy as a set of concepts for an input to APM. APM uses a scaling technique to convert popularities and costs to positive integers [50] . We set the value of the scaling for APM to 0.01. As we have mentioned in Sect. 3, LW uses APM to find the optimal design in each level. We set the scaling factor of APM used by LW to 0.01. We also perform APM algorithm only over the set of leaf concepts in a taxonomy and denote it as APM-L.
Since DP also assumes popularity (u), frequency (d), and cost (w) to be positive integers, we also use scaling to convert the values of popularity, frequency, and cost of all concept in the input taxonomy to positive integers [53] . Let u max be the maximum popularity of all leaf concepts in the taxonomy and ε < 1; we scale u(C) asû(C) = u(C) ε·u max . We use similar techniques to scale the values of d(C) and w(C). Intuitively, the smaller the value of ε is, the more exact result DP will deliver. However, DP takes longer to run for smaller values of ε as the range of U , D and B total will become larger. Since we cannot use a very small value of , our preliminary results of using this scaling technique show that many concepts have u or d values equal to 0 after scaling. Hence, DP may not explore all feasible designs and may miss some popular concepts whose d value is small. Thus, we modify the aforementioned scaling technique by adding a constant value of 1 to bothû(C) andd(C). This addition ensures that each concept, after the scaling, contributes in the computation of queriability, and DP will explore all feasible designs. We set the value of ε for DP to 0.05 for the experiments in this section. Table 4 shows the values of average MRR for APM, APM-L, LW, and DP over T1, T2, T3, T4, and T5 for all cost models. Overall, the designs returned by LW and DP improve the effectiveness of answering queries for all taxonomies more than the designs returned by APM. This is because APM does not consider the structural information of the taxonomy. For instance, consider the designs returned by APM, DP, and LW over T5 using uniform cost model. The design of APM includes both organism and person. The concept organism is a parent of person, and both concepts have almost equally popular in the query workload. LW and DP use structural information of the taxonomy when selecting a design, and thus their selected designs included either organism or person but not both. LW and DP then spend remaining budget on other concepts and improve the effectiveness of answering those queries. Statistically significant difference between APM and LW, between APM and DP, between DP and LW, between APM-L and LW, and between DP and APM-L are in italic, bold, underline, apostrophe('), and star(*), respectively. B denotes a given budget
Since APM-L returns designs only over leaf concepts of a taxonomy, as opposed to APM, it does not unnecessarily pick a leaf concept and its ancestor(s) in the same design. Thus, the average MRR values of APM-L is generally higher than the ones of APM. Hence, they are more effective than APM.
LW is generally more effective than APM-L. APM-L and LW chose the same designs over uniform cost model. In uniform cost model, each leaf concept costs equal to its ancestor(s); therefore, LW picks only leaf concepts in its designs. We observe almost the same trend in the results of the frequency-based cost model. Since each leaf node in this cost model is less costly to annotate than its ancestors, as we have explained in Sect. 1, LW picks mostly leaf concepts in its designs. Nevertheless, when there is not enough budget to select some leaf concepts, e.g., budget 0.1 in T5, LW selects internal nodes. In these cases, APM-L is not able to include internal nodes to its designs and delivers significantly lower MRR than LW. The designs returned by APM-L and LW differ more over random cost model compared with other cost models, in particular, for deeper taxonomies, e.g., T3 and T4, and smaller budgets. Shallow taxonomies, e.g., T1 and T2, have only two levels of concepts, and the given budgets are usually sufficient to select popular concepts in the leaf level. Hence, both LW and APM-L return the same designs. Also, the distribution of popularities in the leaf concepts for all taxonomies is quite skewed with a small subset of the leaf concepts being very popular and the rest having very small degree of popularity in the query workload. Hence, using a relatively modest budget, e.g., larger than 0.4, both LW and APM-L can pick all popular concepts in the leaf level. In other cases, because LW is able to pick non-leaf concepts, its results are significantly more effective than the ones of APM-L.
Because DP includes both leaf and non-leaf concepts in its designs, it is generally more effective than APM-L. For instance, consider the results of DP and APM-L over T2 for budget 0.3 using random cost model. In this taxonomy, concept writing is the parent of both concepts literary composition and dramatic composition. APM-L picks literary composition and dramatic composition, while DP picks literary composition and writing. The design of APM-L can effectively answer queries about literary composition and dramatic composition. The design returned by DP can answer queries about literary composition effectively and also provide reasonably effective results for queries about all children of writing. Hence, the average MRR values of DP are higher than the ones of APM-L.
The results shown in Table 4 indicate that the designs returned by DP are more effective than those returned by LW for small budgets and small taxonomies such as T1, T2, and T3. However, the designs returned by LW are more effective than those delivered by DP for moderate to large budgets, e.g., 0.4-0.7. Because the frequencies and popularities of concepts in most taxonomies follow a power-law distribution, most of all concepts have frequency and popularity close to zero. When a given budget is very small, neither methods have a sufficient budget to select the concepts with medium or small frequencies and popularities. However, over sufficiently large budgets, both algorithms are able to select some of these concepts. If the DP algorithm does not use sufficiently small values for , concepts with considerably different frequencies and popularities may end up with equal values of scaled frequencies and popularities. Since it takes a very long time to run DP with an value less than 0.05, one cannot use a sufficiently small value of to preserve the differences in popularities and frequencies for all concepts. As the DP algorithm is not able to distinguish these concepts, it may not be able to find a design with the most queriability. Since we are able to run LW using sufficiently small scaling factors in its APM component, LW often returns more effective designs than DP over relatively large budgets. Table 5 shows the values of average MRR for APM, APM-L, and LW over T6, T7, and T8 for all cost models. The results of budgets greater than 0.6 are omitted because they are the same as the budget 0.6. We do not report any result for DP over T6, T7, and T8 because the algorithm does not terminate for almost all budgets after several days. Table 5 indicates that the designs returned by LW are generally more effective than the ones of APM and APM-L. Similar to the experiments over T1-T5, APM-L and LW return the same designs for uniform cost model. Because of a very skewed distribution of concept popularity in T6, T7, and T8, budgets of 0.4 for T6 and T7, and 0.2 for T8 are sufficient to create a design that includes all leaf concepts that appear in the query workloads in random and frequency-based cost models. Hence, APM, APM-L, and LW deliver almost equally effective designs for relatively large budgets.
To further evaluate and compare the aforementioned algorithms for relatively small budgets, we evaluate APM, APM-L, and LW using budgets 0.01 and 0.05 for T6, T7, and T8 and budgets 0.001 and 0.005 for T8 as shown in Table 5 . LW is significantly more effective than APM-L and APM for these budgets. For relatively small budgets, it is more preferable to pick relatively many nodes in non-leaf levels instead of choosing a rather small number of leaf concepts. The designs of APM-L contain a small number of leaf concepts and significantly improve the effectiveness of answering queries of those concepts. However, the designs of LW contain more concepts, which are the internal nodes in the taxonomy and improve the effectiveness of answering all queries that refer to children of the chosen concepts. Hence, the designs of LW improve the effectiveness of many more queries than the ones of APM-L and APM; therefore, they deliver larger overall MRR. Statistically significant differences between APM and LW, between APM and APM-L, and between APM-LW and LW are marked in bold, italic, and underline, respectively Table 6 shows the values of MRR for queriability maximization (QM) and dynamic programming algorithm with cost dependencies (DPC) over T1, T2, and T3 taxonomies. The cost for each concept in these taxonomies has been randomly generated and depends on which ancestors of the concept have been selected in the design. The budgets that cover all leaf nodes in T1, T2, and T3 are 1, and the budgets that cover all nodes are 1.25, 1.1, and 1.1, respectively. QM is a brute force algorithm that explores all feasible solutions and finds the design with maximum queriability. Because the space of the possible solutions for this problem is larger than the original CECD problem, it takes much longer to run QM for this problem. Hence, we have covered a smaller range of budgets in this set of experiments. The results shown in Table 6 indicate that the smaller the value of , the closer the average MRR of the designs returned by DPC is to the ones delivered by QM. 
Dynamic programming with cost dependency
T6 1 1 - - - 520 T7 1 1 - - - - T8 1 1 - - - -
Efficiency of proposed algorithms
We measure the running times of LW and DP over moderate and large taxonomies, i.e., T4, T5, T6, T7, and T8, and set the available main memory of Java virtual machine to 64 GB. Table 7 shows the average running times of APM, LW, and DP for T4, T5, T6, T7, and T8 over budgets 0.1-0.9. Some results of DP are not reported because the algorithms did not finish after a day. Overall, LW is as efficient as APM, and it is more efficient than DP. Because the size of the table required in the DP algorithm is substantially large for = 0.05, it occupies most of the available main memory. Thus, the running time of DP is longer than APM and LW. Therefore, LW scales for large taxonomy and is efficient for a design-time task. On the other hand, DP has a reasonable running time for T4 and T5, but it does not scale for large taxonomy such as T6, T7, and T8. Table 7 shows the average running times of DPC for T4, T5, T6, T7, and T8 over budgets 0.25, 0.5, 0.75, and 1 using the scaling factor, , of 0.1 and 0.2. We do not report the running time of DPC using = 0.1 for T6, T7, and T8 and DPC using = 0.2 for T7 and T8 because the algorithm did not finish after a day. Because DPC requires a larger table than the one required for DP, the running time of DPC is longer than that of DP for the same scaling factor, i.e., . Hence, we run DPC using only values of 0.1 and 0.2. Overall, DPC with = 0.1 is reasonably efficient to perform a designtime task for a taxonomy of up to size 70, and DPC with = 0.2 is reasonably efficient for a taxonomy of up to size 200.
Dynamic programming with cost dependency
Queries with multiple concepts
Validation and effectiveness
We have selected all queries with multiple concepts which belong to T1, T2, and T3 from our query workload and filtered out the queries whose ranking quality is not improved by annotating all concepts in the corresponding taxonomy. This results in 6, 37, and 8 queries over T1, T2, and T3, respectively. The number of concepts for each query is 2. Because there are not enough queries with multiple concepts for T1 and T3, we do not evaluate our models over T1 and T3. Since the number of queries with one concept over T2 is seven times larger than the number of multiple concepts, we randomly select a subset of queries with one concept from the original query workload and combine them with the queries with multiple concepts over T2.
The new query workload contains 106 queries. We run Oracle, the queriability maximization over queries with multiple concepts (M Q M), the Level-wise algorithm for multiple concepts (M LW ), and the Level-wise algorithm (LW ) over the query workload. Oracle is described in Sect. 8.2. MQM enumerates all feasible designs over the input taxonomy and returns the one with maximum queriability as computed in Sect. 6. Table 8 shows the values of average MRR for Oracle, MQM, MLW, and LW algorithms concepts per query for T4, T5, T6,  T7, and T8.   Taxonomy  T4  T5  T6  T7  T8   #Queries  687  1578  1403  1882  2603   Minimum #concepts  2  2  2 We have also evaluated the effectiveness of MLW and LW over taxonomies T4, T5, T6, T7, and T8. We have selected all queries with multiple concepts over T4, T5, T6, T7, and T8 from our query workload. Table 9 shows the numbers of queries with multiple concepts and the minimum, average, and maximum numbers of concepts per query for T4, T5, T6, T7, and T8. Table 10 shows the values of MRR for MLW and LW algorithms over T4, T5, T6, T7, and T8. Overall, the designs returned by MLW deliver significantly higher MRR than the designs selected by LW over all taxonomies.
We have observed less difference between the results of MLW and LW when the distribution of concept popularity in the taxonomy is less skewed. This is because, when the popularity distribution is very skewed, both algorithms select all or most relatively popular concepts. Hence, they selected designs which are almost equally effective. For example, the distribution of concept frequencies in T6 is considerably more skewed than that of the concepts in T7; thus, the designs delivered by MLW and LW over T6 are significantly more different than the ones these algorithms return over T7.
Efficiency
We measure the average running times of MLW over moderate and large taxonomies, i.e., T4, T5, T6, T7, and T8, and set the available main memory of the Java virtual machine to 64GB. The average running times of MLW for T4, T5, T6, T7, and T8 over budgets 0.1-0.9 are 3, 3, 4, 4, and 8 minutes, respectively, which are reasonable for a design-time task.
Related work
Researchers have examined the problem of selecting costeffective designs from an unorganized set of concepts for annotation [50] . Nevertheless, the concepts in most realworld domains are maintained in taxonomies rather than unorganized sets. As the framework proposed in [50] does not consider superclass/subclass relationships between concepts, it cannot measure the effectiveness gained by designs over taxonomies. Because taxonomies have richer structures than unorganized sets of concepts, they provide new opportunities and challenges for finding cost-effective conceptual designs. We show in Sect. 2.4 that because the algorithms in [50] do not consider the structure of taxonomy, they select the designs that provide very ineffective answers. Our empirical results over real-world datasets in Sect. 8.3 also indicate that the algorithms in [50] deliver considerably less effective designs than the ones that take the structure of the taxonomy into account. Furthermore, the authors in [50] do not consider the cost dependencies between concepts. They also assume that each query refers to only a single concept.
There is a large body of work on building large-scale data management systems for annotating and extracting entities and relationships from unstructured data sources [17, 31] . In particular, researchers have proposed several techniques to optimize the running time and/or required computational resources of concept annotation programs by processing only a subset of the underlying collection that is more likely to contain mentions to entities of a given concept [30, 31] . Our work complements these efforts by finding a cost-effective set of concepts in the design phase rather than a set of relevant documents in query time. Furthermore, our framework can handle other types of costs than computational overheads.
We have previously published our preliminary results on the problem of cost-effective conceptual design over taxonomies in a short workshop paper [52] . In that paper, we have formally defined the problem for tree taxonomies and introduced an approximation algorithm for it. The current submission significantly extends the previous work in the following directions. First, we present an exact algorithm to solve the problem over tree taxonomies. Second, the cost of annotating a concept may change if the instances of its ancestor(s) in the taxonomy have already been annotated. We propose an exact algorithm for this case of CECD problem. Third, queries over a dataset often refer to entities from multiple concepts. We introduce the problem of CECD in which queries may refer to multiple concepts and propose efficient algorithms to solve the problem over both unorganized sets of concepts and tree taxonomies. Fourth, we formalize and investigate the problem of CECD over taxonomies that are directed acyclic graphs. Fifth, the current submission contains extensive empirical results that validate our formalizations of the aforementioned variations in the problem and evaluate the effectiveness and efficiency of our proposed algorithms. Finally, this submission contains the proofs for our theoretical results in [52] . We introduced the problem of cost-effective conceptual design using taxonomies, where given a taxonomy, one would like to find a subset of concepts in the taxonomy whose total cost does not exceed a given budget and improves the effectiveness of answering queries the most. We proved the problem is NP-hard and proposed efficient approximation algorithms and exact algorithm with pseudo-polynomial running time for different versions of the problem over tree taxonomies. We also proved that it is not possible to find any approximation algorithm with reasonably small approximation ratio or pseudo-polynomial time exact algorithm for the problem when the taxonomy is a directed acyclic graph.
leads to O(α)-approximation for the Densest-k-Subgraph.
Proof of Corollary 1
By setting β = (m+n)(α−1) + 1 in proof of Theorem 5 and using the hardness result of [32] , no polynomial time approximation scheme algorithm exists for CECD unless NP ⊆ ∩ >0 BPTIME(2 n ).
Proof of Corollary 2
It follows from the hardness result of [36] and Theorem 5.
