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ASYMPTOTIC METHOD OF MOVING PLANES FOR FRACTIONAL PARABOLIC
EQUATIONS
WENXIONG CHEN, PENGYANWANG, YAHUI NIU, AND YUNYUN HU
ABSTRACT. In this paper, we develop a systematical approach in applying an asymptotic method
of moving planes to investigate qualitative properties of positive solutions for fractional parabolic
equations. We first obtain a series of needed key ingredients such as narrow region principles, and
various asymptotic maximum and strong maximum principles for antisymmetric functions in both
bounded and unbounded domains. Then we illustrate how this new method can be employed to
obtain asymptotic radial symmetry and monotonicity of positive solutions in a unit ball and on the
whole space. Namely, we show that no matter what the initial data are, the solutions will eventually
approach to radially symmetric functions.
We firmly believe that the ideas and methods introduced here can be conveniently applied to study
a variety of nonlocal parabolic problems with more general operators and more general nonlineari-
ties.
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1. INTRODUCTION
Reaction-diffusion equations and systems have been studied very extensively in the past few
years as models for many problems arising in applications such as, quasi-geostrophic flow [4],
general shadow and activator-inhibitor system [36], nonlocal diffusions [1, 2], and the fractional
Date: June 26, 2020.
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porous medium [39]. During the last decade, elliptic nonlocal equations, especially those involving
fractional Laplacians, have been studied by more and more scholars and a series of results have
been obtained, such as [9] for symmetry and nonexistence of solutions, [12, 16] for Liouville The-
orems with indefinite nonlinearities terms, [22] for existence and symmetry results of Schro¨dinger
equations, [3, 40] for regularity of solutions for Dirichlet problems, and [6, 7, 25] for conformally
covariant equations in conformal geometry.
It is well-known that symmetry and monotonicity of solutions play crucial roles in the analysis
of nonlinear PDEs and remain important topics in modern PDE theories. For elliptic equations
involving either local or nonlocal operators, a number of systematic approaches have been estab-
lished to study these qualitative properties, such as the method of moving planes[8, 20, 21, 27, 33,
34, 35, 45], the method of moving spheres[11, 29], and the sliding methods [15, 19, 31, 43, 44].
For parabolic equations, there have been some results for local operators. For instance, Li [28] ob-
tained symmetry for positive solutions in the situations where the initial data are symmetric; Hess
and Pola´c˘ik [24] established asymptotic symmetry of positive solutions to the following parabolic
equation in bounded domains


ut = △u(x, t) + f(t, u(x, t)), x ∈ Ω, t > 0,
u(x, t) = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x), x ∈ Ω.
Subsequently, Pola´c˘ik made a number of progresses in such directions for parabolic equations
involving local operators in both bounded and unbounded domains [17, 37, 38].
However, for parabolic equations involving nonlocal operators, very little is known so far. Re-
cently, Jarohs and Weth [26] established asymptotic symmetry of weak solutions for a class of
nonlinear fractional reaction-diffusion equations in bounded domains.
In this paper, we will develop a systematical scheme to carry on the asymptotic method of
moving planes for nonlocal parabolic problems, either on bounded or unbounded domains. For
nonlocal elliptic equations, these kinds of approaches were introduced in [9] and then summarized
in the book [10], among which the narrow region principle and the decay at infinity have been em-
ployed extensively by many researchers to solve various problems [13, 18, 42]. A parallel system
for the fractional parabolic equations will be established here by very elementary methods, so that
it can be conveniently applied to various nonlocal parabolic problems. As immediate applications,
we consider the following fractional parabolic equation
∂u
∂t
(x, t) + (−△)su(x, t) = f(t, u(x, t)) (1.1)
in a unit ball and on the whole space.
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For each fixed t > 0,
(−△)su(x, t) = CN,sP.V.
ˆ
RN
u(x, t)− u(y, t)
|x− y|N+2s
dy
= CN,s lim
ε→0
ˆ
RN\Bε(x)
u(x, t)− u(y, t)
|x− y|N+2s
dy,
where 0 < s < 1 and P.V. stands for the Cauchy principal value.
Define
L2s = {u(·, t) ∈ L
1
loc(R
N) |
ˆ
RN
|u(x, t)|
1 + |x|N+2s
dx < +∞},
then it is easy to see that for u ∈ C1,1loc ∩ L2s, (−△)
su(x, t) is well defined.
We mainly study asymptotic symmetry and monotonicity of solutions, which shows a tendency
of positive solutions of the parabolic equations without symmetric initial value to “improve their
symmetry” as time increases, becoming “symmetric and monotone in the limit” as t→∞. In this
context, we introduce the ω-limit set of u in this space:
ω(u) := {ϕ | ϕ = lim u(·, tk) for some tk →∞}.
By standard parabolic estimates [30, 38], ω(u) is a nonempty compact subset of C0(R
N) and
lim
t→∞
distC0(RN )(u(·, t), ω(u)) = 0.
Here and below, C0(R
N) stands for the space of continuous functions on RN decaying to 0 at
infinity and we assume C0(R
N) is equipped with the supremum norm.
In Section 2, we will establish a series of key principles, such as asymptotic narrow region
principles and asymptotic maximum principles near infinity. Then in Section 3 and Section 4, we
will use two examples to illustrate how these key ingredients obtained in Section 2 can be used in
the method of moving planes to establish asymptotic symmetry and monotonicity of the positive
solutions.
1.1. Main results on qualitative properties. In Section 3, we consider the Dirichlet problem on
a unit ball {
∂u
∂t
(x, t) + (−△)su(x, t) = f(t, u(x, t)), (x, t) ∈ B1(0)× (0,∞),
u(x, t) = 0, (x, t) ∈ Bc1(0)× (0,∞),
(1.2)
where Bc1(0) is the complement of the unit ball in R
N .
We prove
Theorem 1. Assume that u(x, t) ∈
(
C1,1loc
(
B1(0)
)
∩ C
(
B1(0)
))
× C1
(
(0,∞)
)
is a positive uni-
formly bounded solution of (1.2).
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Let α ∈ (0, 1) such that α
2s
∈ (0, 1). Suppose f(t, u) ∈ L∞(R+ × R) is C
α
2s
loc in t, Lipschitz
continuous in u uniformly with respect to t and
f(t, 0) ≥ 0, t ≥ 0. (1.3)
Then for each ϕ(x) ∈ ω(u), we have either
ϕ(x) ≡ 0 or
ϕ(x) are radially symmetric and strictly decreasing about the origin.
In Section 4, we study the nonlinear fractional parabolic equation on the whole space
∂u
∂t
+ (−△)su = f(t, u), (x, t) ∈ RN × (0,∞). (1.4)
We assume the following conditions on the nonlinearity f :
(F ) : Let α ∈ (0, 1) such that α
2s
∈ (0, 1). f(t, u) is C
α
2s
loc in t, Lipschitz continuous in u uniformly
with respect to t and
f(t, 0) = 0, fu(t, 0) < −σ, t > 0, (1.5)
where σ > 0 is a constant. Also, assume that fu ≡
∂f
∂u
is continuous near u = 0.
We obtain
Theorem 2. Assume f satisfies (F ). Let u(x, t) ∈
(
C1,1loc (R
N) ∩ L2s
)
× C1
(
(0,∞)
)
be a positive
uniformly bounded solution of (1.4) satisfies
lim
|x|→∞
u(x, t) = 0, uniformly for sufficiently large t. (1.6)
Then we have, either
all ϕ(x) ∈ ω(u) are identically 0 or
all ϕ(x) ∈ ω(u) are radially symmetric and strictly decreasing about some point in RN .
When f(t, u) = up(x, t)− u(x, t), p > 1, (1.4) becomes the following schro¨dinger equation
∂u
∂t
+ (−△)su(x, t) + u(x, t) = up(x, t).
Obviously, up(x, t) − u(x, t) satisfies (1.5) with small u. Schro¨dinger equations have received a
great deal of interest from the mathematicians in the past twenty years or so, due in particular
to their applications to optics. Schro¨dinger equations also arise in quantum field theory, and in
particular in the Hartree-Fock theory. For more details, one can see [5, 32, 41] and the references
therein.
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1.2. Ideas and key ingredients in the proofs. To derive the radial symmetry and monotonicity
of the functions in the ω-limits set, we develop a series approaches in Section 2 to carry on the
asymptotic method of moving planes for nonlocal parabolic equations, which are quite different
from the ones for nonlocal elliptic equations.
The key ingredients and how they fit in the framework of the method of moving planes are
illustrated in the following.
For simplicity, chose any direction to be the x1 direction. Let
Tλ = {x ∈ R
N | x1 = λ, for λ ∈ R}
be the moving planes,
Σλ = {x ∈ R
N | x1 < λ}
be the region to the left of the plane, and
xλ = (2λ− x1, x2, · · · , xN)
be the reflection of x about the plane Tλ.
Assume that u(x, t) is a solution of fractional parabolic equation (1.1). To compare the values
of u(x, t) with u(xλ, t), we denote
uλ(x, t) = u(x
λ, t) and wλ(x, t) = uλ(x, t)− u(x, t).
Obviously, wλ(x, t) is anti-symmetric with respect to the plane Tλ, i.e.
wλ(x1, x2, · · · , xN , t) = −wλ(2λ− x1, x2, · · · , xN , t).
For each ϕ(x) ∈ ω(u), denote
ψλ(x) = ϕ(x
λ)− ϕ(x) = ϕλ(x)− ϕ(x),
which is an ω-limit of wλ(x, t).
To obtain the symmetry of solutions in the unit ball, the first step is to show that for λ sufficiently
close to the left end of the domain, we have
ψλ(x) ≥ 0, x ∈ Σλ. (1.7)
This provides a starting position to move the plane. The following asymptotic narrow region
principle will serve for this purpose.
Theorem 3. (Asymptotic narrow region principle) Let Ω be a region containing in the narrow slab
{x | λ− l < x1 < λ} ⊂ Σλ
with some small l.
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For t¯ sufficiently large, assume that wλ(x, t) ∈ (C
1,1
loc (Ω) ∩ L2s) × C
1([t¯,∞)) is uniformly
bounded and lower semi-continuous in x on Ω¯, satisfying

∂wλ
∂t
(x, t) + (−△)swλ(x, t) = cλ(x, t)wλ(x, t), (x, t) ∈ Ω× [t¯,∞),
wλ(x, t) ≥ 0, (x, t) ∈ (Σλ\Ω)× [t¯,∞),
wλ(x, t) = −wλ(x
λ, t), (x, t) ∈ Ω× [t¯,∞),
where cλ(x, t) is bounded from above, then the following statements hold:
(i) if Ω is bounded, then for sufficiently small l,
lim
t→∞
wλ(x, t) ≥ 0, ∀ x ∈ Ω; (1.8)
(ii) if Ω is unbounded, then the conclusion (1.8) still holds under the condition
lim
|x|→∞
wλ(x, t) ≥ 0, uniformly for t ≥ t¯.
In the whole space RN , we start moving the plane from near either −∞ or∞, and to this end,
we employ the following
Theorem 4. (Asymptotic maximum principle near infinity) Let Ω be an unbounded domain in Σλ.
For t¯ sufficiently large, assume wλ ∈ (C
1,1
loc (Ω) ∩ L2s) × C
1([t¯,∞)) is uniformly bounded and
lower semi-continuous in x on Ω¯, satisfying

∂wλ
∂t
(x, t) + (−△)swλ(x, t) = cλ(x, t)wλ(x, t), (x, t) ∈ Ω× [t¯,∞),
wλ(x, t) ≥ 0, (x, t) ∈ (Σλ\Ω)× [t¯,∞),
wλ(x, t) = −wλ(x
λ, t), (x, t) ∈ Ω× [t¯,∞).
Further assume that there is a constant σ > 0 such that cλ(x, t) < −σ at the points in Ω× [t¯,∞)
where wλ(x, t) < 0 and
lim
|x|→∞
wλ(x, t) ≥ 0, uniformly for t > t¯.
Then
lim
t→∞
wλ(x, t) ≥ 0, ∀ x ∈ Ω.
In the second step, we move the plane Tλ continuously to the right as long as inequality (1.7)
holds to its rightmost limiting position Tλ−
0
, where
λ−0 = sup{λ | ψµ(x) ≥ 0, for all ϕ ∈ ω(u), ∀ x ∈ Σµ, µ ≤ λ}.
In the case of the unit ball, we show that λ−0 must be zero. Then by the arbitrariness of the x1
direction, we deduced the radial symmetry and monotonicity of the solution about the origin. In
the case of the whole space, one can only show that there is at least one ϕ ∈ ω(u) which is
symmetric about the plane Tλ−
0
. In order to prove that all ϕ ∈ ω(u) must be symmetric about the
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same plane, we then start from near x1 = +∞ and move the plane to its left most position. More
precisely, define
λ+0 = inf{λ | ψµ(x) ≤ 0, for all ϕ ∈ ω(u), x ∈ Σµ, µ ≥ λ}.
If
λ−0 = λ
+
0 ,
we are done.
If
λ−0 < λ
+
0 ,
then in the third step, for some λ in between, we will construct a sub-solution on RN \Σλ together
with certain estimates on the asymptotic behavior of wλ(x, t) to derive a contradiction, which is
one of the major tasks of this paper.
Such a general approach was introduced in [38] to deal with the local parabolic equations. How-
ever, many of the techniques there no longer work for nonlocal problems. Among others, one
typical difference is that, a sub-solution for a local problem only need to be less or equal to the so-
lution wλ(x, t) on the boundary ∂D of the domainD, while for a nonlocal problem, this inequality
needs to be hold on the whole complement of the domain RN \ D. This makes the construction
much more difficult, and to accomplish it, we introduce several new ideas, among which, one is to
explore the anti-symmetry of wλ and make up an anti-symmetric sub-solution Ψ(x, t). Based on
the parabolic version of maximum principle for anti-symmetric functions established in Section 2,
we only need to require that the inequality hold on the complement of D in a half space:
Ψ(x, t) ≤ wλ(x, t), x ∈ (R
N \ Σλ) \D.
We believe that these new ideas and techniques will become effective tools in solving a variety
of other nonlocal and nonlinear parabolic problems.
The following strong maximum principles play important roles in the second and third steps.
Theorem 5. (Asymptotic strong maximum principle) Assume (F ) holds. Suppose that
u(x, t) ∈ (C1,1loc (Ω) ∩ L2s)× C
1((0,∞))
is a positive uniformly bounded solution to
∂u
∂t
+ (−△)su = f(t, u), (x, t) ∈ Ω× (0,∞)
with (1.6) holds, where Ω ⊂ RN is either a bounded or an unbounded domain.
Assume that there is some ϕ ∈ ω(u) which is positive somewhere in Ω. Then
ϕ(x) > 0 everywhere in Ω for all ϕ ∈ ω(u).
In other words, the following strong maximum principle holds for the whole family of functions
{ϕ | ϕ ∈ ω(u)} simultaneously:
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Either
ϕ(x) ≡ 0 everywhere in Ω for all ϕ ∈ ω(u),
or
ϕ(x) > 0 everywhere in Ω for all ϕ ∈ ω(u).
Theorem 6. (Asymptotic strong maximum principle for antisymmetric function) For sufficiently
large t¯, suppose that wλ(x, t) ∈ (C
1,1
loc (Σλ) ∩ L2s)× C
1([t¯,∞)) is bounded and satisfies

∂wλ
∂t
+ (−∆)swλ = cλ(x, t)wλ, (x, t) ∈ Σλ × [t¯,∞),
wλ(x, t) = −wλ(x
λ, t), (x, t) ∈ Σλ × [t¯,∞),
lim
t→∞
wλ(x, t) ≥ 0, x ∈ Σλ,
with cλ(x, t) is bounded. Assume ψλ > 0 somewhere in Σλ.
Then ψλ(x) > 0 in Σλ.
Remark 1.1. As we can see from the proof of Theorem 6 later, the conclusion of Theorem 6 still
holds when Σλ is replaced by any bounded domain in Σλ.
2. PROOFS OF KEY PRINCIPLES
In this section, we present the proofs of the key principles which will be used in establishing
Theorems 1 and 2. For reader’s convenience, we restate these theorems before their proofs.
Theorem 2.1. (Asymptotic narrow region principle) Let Ω be a region containing in the narrow
slab
{x | λ− l < x1 < λ} ⊂ Σλ
with some small l.
For t¯ sufficiently large, assume that wλ(x, t) ∈ (C
1,1
loc (Ω) ∩ L2s) × C
1([t¯,∞)) is uniformly
bounded and lower semi-continuous in x on Ω¯, satisfying

∂wλ
∂t
(x, t) + (−△)swλ(x, t) = cλ(x, t)wλ(x, t), (x, t) ∈ Ω× [t¯,∞),
wλ(x, t) ≥ 0, (x, t) ∈ (Σλ\Ω)× [t¯,∞),
wλ(x, t) = −wλ(x
λ, t), (x, t) ∈ Ω× [t¯,∞),
(2.1)
where cλ(x, t) is bounded from above, then the following statements hold:
(i) if Ω is bounded, then for sufficiently small l,
lim
t→∞
wλ(x, t) ≥ 0, ∀ x ∈ Ω; (2.2)
(ii) if Ω is unbounded, then the conclusion (2.2) still holds under the condition
lim
|x|→∞
wλ(x, t) ≥ 0, uniformly for t ≥ t¯. (2.3)
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Proof. (i) Letm be a fixed positive constant to be chosen later. Set
w˜λ(x, t) = e
mtwλ(x, t),
then w˜λ(x, t) satisfies
∂w˜λ
∂t
(x, t) + (−△)sw˜λ(x, t) =
(
m+ cλ(x, t)
)
w˜λ(x, t), (x, t) ∈ Ω× [t¯,∞). (2.4)
We will establish (2.2) by proving, for any T > t¯,
w˜λ(x, t) ≥ min{0, inf
Ω
w˜λ(x, t¯)}, (x, t) ∈ Ω× [t¯, T ]. (2.5)
If (2.5) is not true, by (2.1) and the lower semi-continuity of wλ on Ω¯ × [t¯, T ], there exists
(x0, t0) ∈ Ω× (t¯, T ] such that
w˜λ(x0, t0) = min
Σλ×(t¯,T ]
w˜λ(x, t) < min{0, inf
Ω
w˜λ(x, t¯)}, (2.6)
then we have
∂w˜λ
∂t
(x0, t0) ≤ 0 (2.7)
and
(−△)sw˜λ(x0, t0)
=CN,sP.V.
ˆ
Σλ
w˜λ(x0, t0)− w˜λ(y, t0)
|x0 − y|N+2s
dy + CN,s
ˆ
RN\Σλ
w˜λ(x0, t0)− w˜λ(y, t0)
|x0 − y|N+2s
dy
=CN,sP.V.
ˆ
Σλ
w˜λ(x0, t0)− w˜λ(y, t0)
|x0 − y|N+2s
dy + CN,s
ˆ
Σλ
w˜λ(x0, t0)− w˜λ(y
λ, t0)
|x0 − yλ|N+2s
dy
≤CN,s
ˆ
Σλ
2w˜λ(x0, t0)
|x0 − yλ|N+2s
dy =
C
l2s
w˜λ(x0, t0),
(2.8)
where the last inequality holds because of |x0 − y| < |x0 − y
λ| in Σλ and if we set
H =
{
y = (y1, y
′) ∈ Σλ
∣∣l < y1 − (x0)1 < 2l, |y′ − x′0| < l},
then ˆ
Σλ
1
|x0 − yλ|N+2s
dy ≥
ˆ
H
1
|x0 − yλ|N+2s
dy ≥
C
lN+2s
|H| =
C
l2s
.
As a result, we rewrite (2.4) and obtain
∂w˜λ
∂t
(x0, t0) =− (−△)
sw˜λ(x0, t0) + (m+ cλ(x0, t0)) w˜λ(x0, t0)
≥
(
−
C
l2s
+m+ cλ(x0, t0)
)
w˜λ(x0, t0).
(2.9)
Since cλ(x, t) is bounded from above for all (x, t), we can first choose l small such that
−
C
l2s
+ cλ(x0, t0) < −
C
2l2s
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and then takem = C
2l2s
> 0 to derive that the right hand side of (2.9) is strictly greater than 0 since
w˜λ(x0, t0) < 0. This contradicts (2.7).
Thus, by the boundedness of wλ, there exists C1 > 0 such that
w˜λ(x, t) ≥ min{0, inf
Ω
w˜λ(x, t¯)} ≥ −C1, (x, t) ∈ Ω× [t¯, T ], ∀ T > t¯. (2.10)
Consequently,
wλ(x, t) ≥ e
−mt(−C1), ∀ t > t¯.
Letting t→∞, we arrive at
lim
t→∞
wλ(x, t) ≥ 0, x ∈ Ω.
(ii) When Ω is unbounded, (2.3) guarantees that the negative minimum of w˜λ(x, t) in Σλ× [t¯, T ]
must be attained at some finite point. Then one can follow the same discussion as the case of (i) to
arrive at a contradiction.
This complete the proof of Theorem 2.1. 
Theorem 2.2. (Asymptotic maximum principle near infinity) Let Ω be an unbounded domain in
Σλ.
For t¯ sufficiently large, assume wλ ∈ (C
1,1
loc (Ω) ∩ L2s) × C
1([t¯,∞)) is uniformly bounded and
lower semi-continuous in x on Ω¯, satisfying

∂wλ
∂t
(x, t) + (−△)swλ(x, t) = cλ(x, t)wλ(x, t), (x, t) ∈ Ω× [t¯,∞),
wλ(x, t) ≥ 0, (x, t) ∈ (Σλ\Ω)× [t¯,∞),
wλ(x, t) = −wλ(x
λ, t), (x, t) ∈ Ω× [t¯,∞),
Further assume that there is a constant σ > 0 such that cλ(x, t) < −σ at the points in Ω× [t¯,∞)
where wλ(x, t) < 0 and
lim
|x|→∞
wλ(x, t) ≥ 0, uniformly for t > t¯.
Then
lim
t→∞
wλ(x, t) ≥ 0, ∀ x ∈ Ω.
Proof. It is mostly similar to the proof of part (ii) in Theorem 2.1 , here we only point out the
differences.
By (2.8), we have
(−△)sw˜λ(x0, t0) ≤ CN,s
ˆ
Σλ
2w˜λ(x0, t0)
|x0 − yλ|N+2s
dy < 0.
Then analogous to (2.9), we have
∂w˜λ
∂t
(x0, t0) =− (−△)
sw˜λ(x0, t0) +
(
m+ cλ(x0, t0)
)
w˜λ(x0, t0)
>
(
m+ cλ(x0, t0)
)
w˜λ(x0, t0).
(2.11)
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Choosingm = 1
2
σ > 0, then by cλ(x0, t0) < −σ and w˜λ(x0, t0) < 0, we have(
m+ cλ(x0, t0)
)
w˜λ(x0, t0) > −
1
2
σw˜λ(x0, t0) > 0. (2.12)
Combining (2.11), (2.12) with (2.7), we obtain a contradiction. 
As we mentioned before, Theorems 2.1 and 2.2 will provide us with a starting position in the
first step to move the plane. Then in the second step, we will need the following
Theorem 2.3. (Asymptotic maximum principle in the union of a narrow region and the neighbor-
hood of infinity) Let
Ω = {x ∈ Σλ | dist (x, Tλ) < l or |x| > R},
where l > 0 small and R > 0 large. Suppose wλ(x, t) satisfies the same conditions in Theorem
2.2. Assume that cλ(x, t) is bounded from above in {x ∈ Σλ | dist (x, Tλ) < l} and there exists
σ > 0 such that
cλ(x, t) < −σ in {x ∈ Σλ | |x| > R}.
Then we have
lim
t→∞
wλ(x, t) ≥ 0, ∀ x ∈ Ω. (2.13)
Proof. It can be obtained by a combination of the proofs of Theorem 2.1 and Theorem 2.2 as the
following.
For the minimum point (x0, t0) ∈ Ω× (t¯, T ] in (2.6), if x0 ∈ {x ∈ Σλ | dist (x, Tλ) < l}, then
we proceed as in the proof of Theorem 2.1 to obtain a contradiction; if x0 ∈ {x ∈ Σλ | |x| > R},
then by a similar process as in the proof of Theorem 2.2, we can also obtain a contradiction and
thus arrive at (2.13). 
Theorem 2.4. (Asymptotic strong maximum principle) Assume (F ) holds. Suppose that
u(x, t) ∈ (C1,1loc (Ω) ∩ L2s)× C
1((0,∞))
is a positive uniformly bounded solution to
∂u
∂t
+ (−△)su = f(t, u), (x, t) ∈ Ω× (0,∞)
with (1.6) holds, where Ω ⊂ RN is either a bounded or an unbounded domain.
Assume that there is some ϕ ∈ ω(u) which is positive somewhere in Ω. Then
ϕ(x) > 0 everywhere in Ω for all ϕ ∈ ω(u).
In other words, the following strong maximum principle holds for the whole family of functions
{ϕ | ϕ ∈ ω(u)} simultaneously:
Either
ϕ(x) ≡ 0 everywhere in Ω for all ϕ ∈ ω(u),
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or
ϕ(x) > 0 everywhere in Ω for all ϕ ∈ ω(u).
In the proof of Theorem 2.4, the following two lemmas play important roles.
Lemma 2.5. (Maximum principle) Let Ω be a bounded domain in RN . Assume that
v(x, t) ∈ (C1,1loc (Ω) ∩ L2s)× C
1([0,∞))
is lower semi-continuous in x on Ω¯ and satisfies

∂v
∂t
+ (−△)sv ≥ c(x, t)v, (x, t) ∈ Ω× [0,+∞),
v(x, t) ≥ 0, (x, t) ∈ (RN\Ω)× [0,+∞),
v(x, 0) ≥ 0, x ∈ Ω.
with c(x, t) bounded from above. Then
v(x, t) ≥ 0, (x, t) ∈ Ω× [0, T ], ∀ T > 0. (2.14)
Remark 2.1. If Ω is unbounded, by assuming that
lim
|x|→∞
v(x, t) ≥ 0, uniformly for t > 0,
we can also obtain (2.14).
Remark 2.2. In fact, during the proof, we only need c(x, t) be bounded from above at the points in
Ω× [0,+∞) where v(x, t) < 0.
Proof. Since c(x, t) is bounded from above, we can choosem < 0 such thatm+ c(x, t) < 0. Set
v˜(x, t) = emtv(x, t),
then v˜(x, t) satisfies
∂v˜
∂t
+ (−△)sv˜ ≥ (m+ c(x, t))v˜, (x, t) ∈ Ω× [0,∞). (2.15)
We claim that
v˜(x, t) ≥ inf
Ω
v˜(x, 0) ≥ 0 in Ω× [0, T ].
If not, there exists (x0, t0) ∈ Ω× (0, T ] such that
v˜(x0, t0) = min
RN×[0,T ]
v˜(x, t) < 0,
then
(m+ c(x0, t0))v˜(x0, t0) > 0.
While,
∂v˜
∂t
(x0, t0) ≤ 0,
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(−△)sv˜(x0, t0) = CN,sP.V.
ˆ
RN
v˜(x0, t0)− v˜(y, t0)
|x0 − y|N+2s
dy < 0.
This contradicts (2.15). So (2.14) holds. 
Lemma 2.6. Suppose u is a solution of (1.4) satisfying (1.6) and (F ).
Assume that ϕ(x) 6≡ 0 for some ϕ ∈ ω(u). Or equivalently assume that
lim
t→∞
‖u(x, t)‖L∞(RN ) > 0. (2.16)
Then we have
lim
t→∞
‖u(x, t)‖L∞(RN ) > 0. (2.17)
Remark 2.3. We will see from the proof below that Lemma 2.6 still holds if we replace the RN in
(2.16) and (2.17) with any domain Ω ∈ RN bounded or unbounded.
Proof. Since fu(t, 0) < −σ and fu is continuous near u = 0, then there exists εo > 0 small such
that for any
0 < η < εo,
we have
fu(t, η) < −σ. (2.18)
If (2.17) is false, then there exists tk →∞ such that
‖u(x, tk)‖L∞(RN ) → 0.
Therefore, for the εo above, there exists k0 ∈ N such that for any k ≥ k0, we have
u(x, tk) < εo in R
N .
Now we fix such a tk(k ≥ k0) and set
uk(x, t) = u(x, t+ tk).
Then it satisfies
∂uk
∂t
+ (−△)suk = f(t+ tk, uk), (x, t) ∈ R
N × (0,∞).
Next we will construct an upper solution to control uk in R
N × (0,∞).
Let ξ(t) be a solution of {
dξ(t)
dt
= f(t+ tk, ξ(t)), t ∈ (0,∞),
ξ(0) = εo.
Observing that
f(t+ tk, ξ(t)) = fu
(
t+ tk, γ(t)
)
ξ(t), γ(t) is between 0 and ξ(t),
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since f(t, 0) = 0. Then, it is easy to see that
ξ(t) = εo e
´ t
0
fu(τ+tk ,γ(τ))dτ .
For t = 0, by γ(0) < ξ(0) = εo and (2.18), we have
dξ
dt
(0) = fu
(
tk, γ(0)
)
ξ(0) < −σεo.
Hence, ξ(t) is decreasing near t = 0 and for t > 0 small, we have
0 < γ(t) < ξ(t) < εoe
−σt < εo.
By (2.18), we can proceed this process continuously as t increasing to derive that
0 < ξ(t) < εoe
−σt, ∀ t > 0.
As a result,
ξ(t)ց 0, as t→∞. (2.19)
Now we compare ξ(t) and uk(x, t) in R
N × (0,∞). Let
v(x, t) = ξ(t)− uk(x, t).
Then {
∂v
∂t
+ (−△)sv = cλ,k(x, t)v, (x, t) ∈ R
N × (0,∞),
v(x, 0) ≥ 0, x ∈ RN ,
where
cλ,k(x, t) =
f(t+ tk, ξ(t))− f(t+ tk, uk(x, t))
ξ(t)− uk(x, t)
is bounded since f(t, u) is Lipschitz continuous in u uniformly with respect to t. Taking into
account of Remark 2.1, we obtain
v(x, t) ≥ 0, (x, t) ∈ RN × [0, T ], ∀ T > 0.
Especially,
ξ(T ) ≥ u(x, T ), x ∈ RN , ∀ T > 0.
Letting T → ∞, we deduce from (2.19) that u(x, T ) → 0, x ∈ RN . This contradicts (2.16) and
thus establishes (2.17). 
Proof of Theorem 2.4. From the definition of ω(u), for each ϕ ∈ ω(u), there exists a sequence
{tk} such that
u(x, tk)→ ϕ(x) as tk →∞.
Set
uk(x, t) = u(x, t+ tk − 1)
and
fk(t, u) = f(t+ tk − 1, u).
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Then uk(x, 1) → ϕ(x) as k → ∞. Since f(t, u) is C
α
2s in t, by regularity theory for parabolic
equations [23], there exists some functions u∞ and f˜ such that uk → u∞, fk → f˜ . And u∞(x, t)
satisfies
∂u∞
∂t
+ (−△)su∞ = f˜u(t, η(x, t))u∞, (x, t) ∈ Ω× [0, 2], (2.20)
where c˜(x, t) = f˜(t,u∞)
u∞
is is bounded by condition (F ). Again by [23], u∞(x, t) is at least Ho¨lder
continuous in both t and x.
Takem > 0 such that
m+ c˜(x, t) > 0.
Denote
u¯(x, t) = emtu∞(x, t),
then
∂u¯
∂t
+ (−△)su¯ =
(
m+ c˜(x, t)
)
u¯ ≥ 0, (x, t) ∈ Ω× [0, 2]. (2.21)
Since there is some ϕ ∈ ω(u) satisfies ϕ > 0 somewhere in Ω, then Lemma 2.6 implies that for
all ϕ ∈ ω(u), ϕ > 0 somewhere in Ω. By continuity, there exists a set D ⊂⊂ Ω such that
ϕ(x) ≥ c0 > 0, x ∈ D, (2.22)
where c0 is a positive small constant. This means that
u∞(x, 1) ≥ c0 > 0, x ∈ D.
From the continuity of u∞(x, t), there exists 0 < εo < 1, such that
u∞(x, t) ≥ c0/2 > 0, (x, t) ∈ D × [1− εo, 1 + εo].
Consequently,
u¯(x, t) = emtu∞(x, t) ≥ c0/2 > 0, (x, t) ∈ D × [1− εo, 1 + εo]. (2.23)
For any point x¯ ∈ Ω\D, there exists δ > 0 such that Bδ(x¯) ⊂ Ω\D. Next we will construct a
subsolution in Bδ(x¯)× [0, 2]. Set
u(x, t) = χD(x)u¯(x, t) + εζ(x)η(t), (x, t) ∈ Bδ(x¯)× [1− εo, 1 + εo],
where
χD(x) =
{
1, x ∈ D,
0, x ∈ Dc,
ζ(x) ∈ C∞0 (Bδ(x¯)) satisfies
ζ(x) =
{
1, x ∈ B δ
2
(x¯),
0, x 6∈ Bδ(x¯),
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and η(t) ∈ C∞0 ([1− εo, 1 + εo]) satisfies
η(t) =
{
1, t ∈ [1− εo
2
, 1 + εo
2
],
0, t 6∈ [1− εo, 1 + εo].
(2.24)
For (x, t) ∈ Bδ(x¯)× [1− εo, 1 + εo], by (2.23), we derive
∂u
∂t
(x, t) + (−△)su(x, t)
=εη′(t)ζ(x) + (−△)s
(
χDu¯(x, t)
)
+ εη(t)(−△)sζ(x)
=εη′(t)ζ(x) + εη(t)(−△)sζ(x) + CN,sP.V.
ˆ
RN
−χDu¯(y, t)
|x− y|N+2s
dy
=εη′(t)ζ(x) + εη(t)C1 + CN,sP.V.
ˆ
D
−u¯(y, t)
|x− y|N+2s
dy
≤C2ε+ C1ε− C.
By choosing ε > 0 sufficiently small we have
∂u
∂t
(x, t) + (−△)su(x, t) ≤ 0, (x, t) ∈ Bδ(x¯)× [1− εo, 1 + εo].
For (x, t) ∈ Bcδ(x¯)× [1− εo, 1 + εo], we have
u(x, t) = χDu¯(x, t) ≤ u¯(x, t).
As a result, set v(x, t) = u¯(x, t)− u(x, t), combining with (2.21), we have

∂v
∂t
(x, t) + (−△)sv(x, t) ≥ 0, (x, t) ∈ Bδ(x¯)× [1− εo, 1 + εo],
v(x, t) ≥ 0, (x, t) ∈ Bcδ(x¯)× [1− εo, 1 + εo],
v(x, 0) ≥ 0, x ∈ Bδ(x¯).
Applying Lemma 2.5 in the case of c(x, t) ≡ 0, we obtain
v(x, t) ≥ 0, (x, t) ∈ Bδ(x¯)× [1− εo, 1 + εo].
Therefore
u¯(x, t) ≥ u(x, t) = εη(t)ζ(x), (x, t) ∈ Bδ(x¯)× [1− εo, 1 + εo].
In particular, taking t = 1, we obtain
emu∞(x, 1) = e
mϕ(x) ≥ εζ(x), x ∈ Bδ(x¯).
It follows that
ϕ(x¯) ≥ e−mε > 0. (2.25)
By the arbitrariness of x¯ ∈ Ω\D, combining (2.22) and (2.25) we obtain
ϕ(x) > 0, x ∈ Ω.

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Theorem 2.7. (Asymptotic strong maximum principle for antisymmetric function) For sufficiently
large t¯, suppose that wλ(x, t) ∈ (C
1,1
loc (Σλ) ∩ L2s)× C
1([t¯,∞)) is bounded and satisfies

∂wλ
∂t
+ (−∆)swλ = cλ(x, t)wλ, (x, t) ∈ Σλ × [t¯,∞),
wλ(x, t) = −wλ(x
λ, t), (x, t) ∈ Σλ × [t¯,∞),
lim
t→∞
wλ(x, t) ≥ 0, x ∈ Σλ,
(2.26)
with cλ(x, t) is bounded. Assume ψλ > 0 somewhere in Σλ.
Then ψλ(x) > 0 in Σλ.
In order to prove Theorem 2.7, we first derive
Lemma 2.8. (Asymptotic maximum principle for antisymmetric functions) Let Ω be a bounded
domain in Σλ. Assume that v(x, t) ∈ (C
1,1
loc (Ω) ∩ L2s)×C
1([0,∞)) is lower semi-continuous in x
on Ω¯ and satisfies

∂v
∂t
(x, t) + (−△)sv(x, t) ≥ cλ(x, t)v(x, t), (x, t) ∈ Ω× [0,∞),
v(xλ, t) = −v(x, t), (x, t) ∈ Σλ × [0,∞),
v(x, t) ≥ 0, (x, t) ∈ (Σλ\Ω)× [0,∞),
v(x, 0) ≥ 0, x ∈ Ω.
If cλ(x, t) is bounded from above, then
v(x, t) ≥ 0, (x, t) ∈ Ω× [0, T ], ∀ T > 0.
One can derive Lemma 2.8 by a similar idea as in the proof of Lemma 2.5, here we omit the
details.
Proof of Theorem 2.7. For any ϕ ∈ ω(u), there exists tk such thatwλ(x, tk)→ ψλ(x) as tk →∞.
Set
wk(x, t) = wλ(x, t + tk − 1).
Then
∂wk
∂t
(x, t) + (−∆)swk(x, t) = ck(x, t)wk(x, t), (x, t) ∈ Σλ × [t¯,∞),
where ck(x, t) = cλ(x, t + tk − 1). By standard parabolic regularity estimates [23], we infer
that there is a subsequence of wk(x, t) (still denoted by wk(x, t)) which converges uniformly to a
function w∞(x, t) in Σλ × [0, 2] and
∂wk
∂t
(x, t) + (−∆)swk(x, t)→
∂w∞
∂t
(x, t) + (−∆)sw∞(x, t),
ck(x, t)→ c∞(x, t), as k →∞.
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Also, since cλ is bounded, so does c∞, we can deduce from [23] that w∞(x, t) is Ho¨lder continuous
in x and t. Particularly,
wλ(x, tk) = wk(x, 1)→ w∞(x, 1) = ψλ(x) as k →∞.
Takem > 0 such that
c∞(x, t) +m > 0.
Consider a new function
w˜(x, t) = emtw∞(x, t).
By the third condition in (2.26), we have
w˜(x, t) ≥ 0, in Σλ × [0, 2]
and thus
∂w˜
∂t
(x, t) + (−∆)sw˜(x, t) = (c∞(x, t) +m)w˜(x, t) ≥ 0, (x, t) ∈ Σλ × [0, 2]. (2.27)
Since ψλ > 0 somewhere in Σλ, by continuity, there exists a set D ⊂⊂ Σλ such that
ψλ(x) > c > 0, x ∈ D, (2.28)
with positive constant c.
By the continuity of w∞(x, t), there exist 0 < εo < 1, such that
w∞(x, t) > c/2, (x, t) ∈ D × [1− εo, 1 + εo].
For simplicity of notation, we may assume that
w∞(x, t) > c/2, (x, t) ∈ D × [0, 2]. (2.29)
For any point x¯ ∈ Σλ\D, choose δ = min{dist(x¯, D), dist(x¯, Tλ)} > 0, then Bδ(x¯) ⊂ Σλ\D.
x1
Tλ
Σλ = {x ∈ RN | x1 < λ}
x¯
Bδ(x¯)
D Dλ
Figure 1
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Next, we construct a subsolution in Bδ(x¯)× [0, 2]. Set
w(x, t) = χD∪Dλ(x)w˜(x, t) + εη(t)g(x),
where Dλ is the reflection of D about the plane Tλ, η(t) ∈ C
∞((0, 2)) be as defined in (2.24),
g(x) = (δ2 − |x − x¯|2)s+ − (δ
2 − |x − x¯λ|2)s+. Obviously, g(x¯) = δ
2s, g(xλ) = −g(x). We also
have
(−∆)sg(x) ≤ C0, (2.30)
where C0 is a constant, see Lemma 5.1 in the Appendix for the proof.
By the definition of fractional Laplacian and (2.29), we derive that for each fixed t ∈ [0, 2] and
for any x ∈ Bδ(x¯)
(−∆)s(χD∪Dλ(x)w˜(x, t)) = CN,sP.V.
ˆ
RN
χD∪Dλ(x)w˜(x, t)− χD∪Dλ(y)w˜(y, t)
|x− y|N+2s
dy
= CN,sP.V.
ˆ
RN
−χD∪Dλw˜(y, t)
|x− y|N+2s
dy
= CN,sP.V.
ˆ
D
−w˜(y, t)
|x− y|N+2s
dy +
ˆ
D
−w˜(yλ, t)
|x− yλ|N+2s
dy
= CN,sP.V.
ˆ
D
(
1
|x− yλ|N+2s
−
1
|x− y|N+2s
)
w˜(y, t) dy
≤ −C1, (2.31)
where C1 is a positive constant. By (2.31) and (2.30), we derive
∂w(x, t)
∂t
+ (−∆)sw(x, t) = εη′(t)g(x) + (−∆)s(χD∪Dλw˜(x, t)) + εη(t)(−∆)
sg(x)
≤ εη′(t)g(x)− C1 + εη(t)C0, (x, t) ∈ Bδ(x¯)× [0, 2].
Choose ε > 0 sufficiently small such that
∂w
∂t
(x, t) + (−∆)sw(x, t) ≤ 0, (x, t) ∈ Bδ(x¯)× [0, 2]. (2.32)
Set v(x, t) = w˜(x, t) − w(x, t). Obviously, v(x, t) = −v(xλ, t). It follows from (2.27) and
(2.32) that v(x, t) satisfies
∂v
∂t
(x, t) + (−∆)sv(x, t) ≥ 0, (x, t) ∈ Bδ(x¯)× [0, 2].
Also, by the definition of w(x, t), we have
v(x, t) ≥ 0 in (Σλ \Bδ(x¯))× [0, 2]
and
v(x, 0) ≥ 0 in Σλ.
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Now, by applying Lemma 2.8, we obtain
v(x, t) ≥ 0, (x, t) ∈ Bδ(x¯)× [0, 2].
It implies that
v(x, t) = emtw∞(x, t)− εg(x)η(t) ≥ 0, (x, t) ∈ Bδ(x¯)× [0, 2].
In particular,
w∞(x, 1) ≥ e
−mεg(x), x ∈ Bδ(x¯).
Since g(x¯) = δ2s, we conclude
ψλ(x¯) = w∞(x¯, 1) ≥ e
−mεδ2s > 0. (2.33)
By the arbitrariness of x¯ in Σλ\D, combining (2.28) with (2.33), we obtain
ψλ(x) > 0, x ∈ Σλ.
This complete the proof of Theorem 2.7. 
3. ASYMPTOTIC SYMMETRY OF SOLUTIONS IN B1(0)
In this section, we prove the asymptotic symmetry of solutions for problem{
∂u
∂t
(x, t) + (−△)su(x, t) = f(t, u(x, t)), (x, t) ∈ B1(0)× (0,∞),
u(x, t) = 0, (x, t) ∈ Bc1(0)× (0,∞).
(3.1)
Theorem 3.1. Assume that u(x, t) ∈
(
C1,1loc
(
B1(0)
)
∩ C
(
B1(0)
))
× C1
(
(0,∞)
)
is a positive
uniformly bounded solution of (3.1).
Let α ∈ (0, 1) such that α
2s
∈ (0, 1). Suppose f(t, u) ∈ L∞(R+ × R) is C
α
2s
loc in t, Lipschitz
continuous in u uniformly with respect to t and
f(t, 0) ≥ 0, t ≥ 0. (3.2)
Then for all ϕ(x) ∈ ω(u), either ϕ(x) ≡ 0 or ϕ(x) are radially symmetric and decreasing about
the origin.
Remark 3.1. By Theorem 2.4, if we assume f satisfies more stronger conditions (F ) in Theorem
3.1, we can obtain stronger result, that is either all ϕ(x) ∈ ω(u) are identically 0 or all ϕ(x) ∈ ω(u)
are radially symmetric and decreasing about some point in RN .
Let Tλ,Σλ, x
λ, uλ, wλ, ϕ and ψλ be defined as in Section 1. Set
Ωλ = Σλ ∩ B1(0) = {x ∈ B1(0) | x1 < λ},
then wλ satisfies {
∂wλ
∂t
+ (−△)swλ = cλ(x, t)wλ, (x, t) ∈ Ωλ × (0,∞),
wλ(x, t) = −wλ(x
λ, t), (x, t) ∈ Ωλ × (0,∞),
(3.3)
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where cλ(x, t) =
f(t,uλ(x,t))−f(t,u(x,t))
uλ(x,t)−u(x,t)
.
We will carry on the proof in two steps. Choose any ray from the origin as the positive x1
direction. First we show that for λ > −1 but sufficiently close to −1, we have for all ϕ ∈ ω(u)
ψλ(x) ≥ 0, ∀ x ∈ Ωλ. (3.4)
This provides the starting point to move the plane. Then we move the plane Tλ toward the right as
long as inequality (3.4) holds to its limiting position. Define
λ0 = sup{λ ≤ 0 | ψµ(x) ≥ 0, for all ϕ ∈ ω(u), x ∈ Ωµ, µ ≤ λ}. (3.5)
We will show that λ0 = 0. Since x1 direction can be chosen arbitrarily, we deduce that for any
ϕ ∈ ω(u), ϕ(x) is radially symmetric and monotone decreasing about the origin. We now show
the details in the two steps.
Proof of Theorem 3.1. For any ϕ ∈ ω(u), if ϕ(x) ≡ 0, the conclusion of Theorem 1 is trivial.
Without loss of generosity, we assume that for any ϕ ∈ ω(u), ϕ 6≡ 0 in B1(0).
Step 1. We show that for λ > −1 and sufficiently close to −1,
ψλ(x) ≥ 0, ∀ x ∈ Ωλ, for all ϕ ∈ ω(u). (3.6)
The Lipschitz continuity assumption of f guarantees that cλ(x, t) is bounded. We also have
wλ(x, t) ≥ 0, x ∈ Σλ\Ωλ, t ∈ (0,∞)
since u(x, t) = 0, (x, t) ∈ Bc1(0)× (0,∞). Combining with (3.3), we can apply Theorem 3 (i) to
conclude that (3.6) holds.
Step 2. We will show that λ0 defined in (3.5) satisfies
λ0 = 0.
Suppose that λ0 < 0. We will prove that Tλ0 can be moved further to the right a little bit, and this
is a contradiction with the definition of λ0.
By (3.5), we have
ψλ0(x) ≥ 0 for all ϕ ∈ ω(u), x ∈ Ωλ0 .
First we prove that for any ϕ ∈ ω(u), there exists xϕ ∈ Σλ0 such that
ψλ0(xϕ) > 0. (3.7)
If not, there exists some ϕ¯ ∈ ω(u) such that
ψ¯λ0(x) = ϕ¯λ0(x)− ϕ¯(x) ≡ 0 in Σλ0 .
Also, by the outer condition of u, we have ϕ¯(x) ≡ 0 in Bc1(0) ∩ Σλ0 , therefore, there exists
x0 ∈ B1(0) such that ϕ¯(x0) = 0.
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For this ϕ¯, there exists tk such that u(x, tk) → ϕ¯(x) as tk → ∞. Then, by a similar translation
and regularity process to (2.20), we have
∂u∞
∂t
(x, t) + (−△)su∞(x, t) = f˜(t, u∞(x, t)),
and u∞(x, 1) = ϕ¯(x). Noting that u∞(x, t) ≥ 0, we obtain
∂u∞
∂t
(x0, 1) ≤ 0 and
(−△)su∞(x0, 1) = CN,sP.V.
ˆ
B1(0)
−u∞(y, 1)
|x0 − y|N+2s
dy < 0,
where we used in the last inequality that u∞(y, 1) 6≡ 0 in B1(0) (since ϕ¯ 6≡ 0 in B1(0)).
As a result, f˜(1, u∞(x0, 1)) = f˜(1, 0) < 0, which contradicts (3.2). So, we obtain (3.7).
Now by the asymptotic strong maximum principle for antisymmetric functions (Theorem 6), we
have for all ϕ ∈ ω(u)
ψλ0(x) > 0, x ∈ Ωλ0 . (3.8)
Thus for any δ > 0 small, for each ψλ0
(
corresponding to ϕ ∈ ω(u)
)
, there exists a constantCϕ > 0
(depending on ϕ), such that
ψλ0(x) ≥ Cϕ > 0, x ∈ Ωλ0−δ. (3.9)
We claim further that, for all ϕ ∈ ω(u), there exists a universal constant C0 such that
ψλ0(x) ≥ C0 > 0, x ∈ Ωλ0−δ. (3.10)
Otherwise, there exists a sequence of functions {ψkλ0}
(
corresponding to {ϕk} ⊂ ω(u)
)
and a se-
quence of points {xk} ⊂ Ωλ0−δ such that
ψkλ0(x
k) <
1
k
. (3.11)
Due to the compactness of ω(u) in C0(B1(0)), there exists ψ
0
λ0
(
corresponding to some ϕ0 ∈
ω(u)
)
and x0 ∈ Ωλ0−δ such that
ψkλ0(x
k)→ ψ0λ0(x
0) as k →∞.
Now due to (3.11), we obtain
ψ0λ0(x
0) = 0.
This contradicts (3.9), since ϕ0 ∈ ω(u). Hence (3.10) must be true.
From (3.10) and the continuity of ψλ with respect to λ, for each ψλ
(
corresponding to ϕ ∈ ω(u)
)
,
there exist εϕ(depending on ϕ) > 0 such that
ψλ(x) ≥
C0
2
> 0, x ∈ Ωλ0−δ, ∀ λ ∈ (λ0, λ0 + εϕ).
Through a similar compactness argument as in deriving (3.10), we conclude that, for all ψλ,
there exists a universal ε > 0 such that
ψλ(x) ≥
C0
2
> 0, x ∈ Ωλ0−δ, ∀ λ ∈ (λ0, λ0 + ε). (3.12)
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As a consequence, for t sufficiently large, we have
wλ(x, t) ≥ 0, x ∈ Ωλ0−δ, ∀ λ ∈ (λ0, λ0 + ε).
Since δ > 0 is small, also, by (3.12), we can choose ε > 0 small, such that Ωλ\Ωλ0−δ is a narrow
region for λ ∈ (λ0, λ0+ ε), thus applying the asymptotic narrow region principle (Theorem 3), we
arrive at
ψλ(x) ≥ 0, ∀ x ∈ Ωλ\Ωλ0−δ. (3.13)
Combining (3.12) and (3.13), we conclude that
ψλ(x) ≥ 0, ∀ x ∈ Ωλ, ∀ λ ∈ (λ0, λ0 + ε), ∀ϕ ∈ ω(u).
This contradicts the definition of λ0. Therefore, we must have λ0 = 0. It follows that for all
ϕ ∈ ω(u)
ψ0(x) ≥ 0, ∀ x ∈ Ω0,
or equivalently, for all ϕ ∈ ω(u)
ϕ(−x1, · · · , xN) ≤ ϕ(x1, · · · , xN), 0 < x1 < 1. (3.14)
Since the x1-direction can be chosen arbitrarily, (3.14) implies that all ϕ(x) are radially symmetric
about the origin.
The monotonicity can be deduced from
ψλ(x) > 0, x ∈ Ωλ, ∀ − 1 < λ < 0.
which can be derived through a similar process as in the proof for (3.8), Now we complete the
proof of Theorem 3.1. 
4. ASYMPTOTIC SYMMETRY OF SOLUTIONS IN RN
In this section, we will use an asymptotic method of moving planes to prove asymptotic sym-
metry of solutions to problem
∂u
∂t
+ (−△)su = f(t, u), (x, t) ∈ RN × (0,∞). (4.1)
Theorem 4.1. Assume f satisfies (F ). Let u(x, t) ∈
(
C1,1loc (R
N)∩L2s
)
×C1
(
(0,∞)
)
be a positive
uniformly bounded solution of (1.4) satisfies
lim
|x|→∞
u(x, t) = 0, uniformly for sufficiently large t. (4.2)
Then we have
either all ϕ(x) ∈ ω(u) are identically 0 or
all ϕ(x) ∈ ω(u) are radially symmetric and decreasing about some point in RN . That is, there
exists x˜ ∈ RN such that
ϕ(x− x˜) = ϕ(|x− x˜|), x ∈ RN .
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Let Tλ,Σλ, x
λ, uλ, wλ, ϕ and ψλ be defined as in Section 1. Then from (4.1), we have wλ(x, t)
satisfies {
∂wλ
∂t
+ (−△)swλ = cλ(x, t)wλ, (x, t) ∈ Σλ × (0,∞),
wλ(x, t) = −wλ(x
λ, t), (x, t) ∈ Σλ × (0,∞),
(4.3)
where
cλ(x, t) = fu(t, ξλ(x, t)), ξλ(x, t) is valued between uλ(x, t) and u(x, t).
Proof of Theorem 4.1. If all ϕ ∈ ω(u) are identically 0 not holds, without loss of generality, we
assme that there is some ϕ ∈ ω(u) which is positive somewhere in RN . Then, we can deduce from
Theorem 5 that for all ϕ ∈ ω(u),
ϕ(x) > 0, x ∈ RN . (4.4)
We divide the proof into three steps.
4.1. Step 1: λ sufficiently negative. We prove that for λ sufficiently negative,
ψλ(x) > 0 in Σλ, ∀ ϕ ∈ ω(u). (4.5)
We first show that,
ψλ(x) ≥ 0 in Σλ, ∀ ϕ ∈ ω(u). (4.6)
Since fu(t, 0) < −σ and fu is continuous near u = 0, then there exists a β > 0 such that for any
0 ≤ η < β,
we have
fu(t, η) < −σ. (4.7)
For this β > 0, by (4.2), there exists R > 0 large, such that for any |x| > R, we have
0 < u(x, t) < β, uniformly for sufficiently large t. (4.8)
At the points where wλ(x, t) < 0, we have
uλ(x, t) 6 ξ(x, t) 6 u(x, t). (4.9)
Combing (4.7), (4.8) and (4.9), we obtain for sufficiently large t,
cλ(x, t) = fu(t, ξλ(x, t)) < −σ, ∀ |x| > R, λ ∈ R. (4.10)
Also, by (4.2), we have
lim
|x|→∞
wλ(x, t) = 0, λ ∈ R, uniformly for sufficiently large t. (4.11)
Hence, for λ 6 −R, combining (4.3), (4.10) and (4.11), applying Theorem 4 with Ω = Σλ, we
obtain (4.6).
To apply the strong maximum principle to derive (4.5), we only need to verify that ψλ is positive
somewhere.
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Actually, by (4.4), for any r > 0 (r < R), ϕ ∈ ω(u), there exists a constant Cr,ϕ > 0 such that
ϕ(x) > Cr,ϕ > 0, x ∈ Br(0).
From (4.2), for this Cr,ϕ > 0, there exists some λϕ 6 −R satisfying
ϕ(x) 6
Cr,ϕ
2
, x ∈ Br(0
λϕ).
Due to the compactness of ω(u) in C0(R
N ), the above Cr,ϕ and λϕ can be chosen uniformly with
respect to all ϕ in ω(u), denote them by Cr and λ, respectively. Then
ψλ(x) >
Cr
2
> 0, x ∈ Br(0
λ), ∀ ϕ ∈ ω(u). (4.12)
Combining (4.6), (4.12) and the boundedness of cλ(x, t), we deduce (4.5) by Theorem 6.
4.2. Step 2: Move the plane to the rightmost limiting position. Inequality (4.6) provides a
starting point, from which we move the plane Tλ toward the right as long as (4.6) holds to its
limiting position. More precisely, let
λ−0 = sup{λ | ψµ(x) > 0, ∀ϕ ∈ ω(u), x ∈ Σµ, µ ≤ λ}.
We prove that
(i) there is at least some ϕ(x) ∈ ω(u) which is symmetric about the limiting plane Tλ−
0
, that is
ψλ−
0
(x) ≡ 0, x ∈ Σλ−
0
, for some ϕ(x) ∈ ω(u); (4.13)
and
(ii) ∂x1ϕ(x) > 0, x ∈ Σλ−
0
, for all ϕ ∈ ω(u).
Suppose that (4.13) is false, we will prove that there exists ε0 > 0 such that for all ϕ ∈ ω(u)
ψλ(x) > 0, x ∈ Σλ, ∀ λ ∈ (λ
−
0 , λ
−
0 + ε0). (4.14)
In fact, if (4.13) does not hold, then for every ϕ ∈ ω(u), there exists xϕ ∈ Σλ−
0
such that
ψλ−
0
(xϕ) > 0. Also, observing that ψλ−
0
(x) ≥ 0 in Σλ−
0
, by the asymptotic strong maximum
principle for antisymmetric functions (Theorem 6), we have
ψλ−
0
(x) > 0, ∀ x ∈ Σλ−
0
, ∀ ϕ ∈ ω(u). (4.15)
Let R be the same as in (4.10).
We first consider the case x ∈ Σλ−
0
−δ ∩ BR(0) for any given small δ > 0. By (4.15), similar to
the proof of (3.12), We derive that there exists C0 > 0 and ε0 > 0 such that
ψλ(x) ≥
C0
2
> 0, x ∈ Σλ−
0
−δ ∩ BR(0), λ ∈ (λ
−
0 , λ
−
0 + ε0), ∀ ϕ ∈ ω(u), (4.16)
which implies that for t large
wλ(x, t) ≥ 0, x ∈ Σλ−
0
−δ ∩ BR(0), λ ∈ (λ
−
0 , λ
−
0 + ε0), ∀ ϕ ∈ ω(u).
Now by (4.10), (4.11) and the boundedness of cλ(x, t), applying Theorem 2.3, we have
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ψλ(x) ≥ 0, x ∈ Σλ
∖
Σλ−
0
−δ ∩BR(0), λ ∈ (λ
−
0 , λ
−
0 + ε0), ∀ ϕ ∈ ω(u). (4.17)
Above all, combining (4.16) and (4.17), we obtain for all ϕ ∈ ω(u),
ψλ(x) ≥ 0, x ∈ Σλ, ∀ λ ∈ (λ
−
0 , λ
−
0 + ǫ0).
Now (4.16) enable us to employ the asymptotic strong maximum principle for anti-symmetric func-
tions (Theorem 6) to arrive at (4.14), which contradicts the definition of λ−0 . This verifies (4.13).
(ii) We prove that for each ϕ ∈ ω(u), it holds
∂x1ϕ(x) > 0, x ∈ Σλ−
0
. (4.18)
Indeed, fix any λ < λ−0 , by the definition of λ
−
0 , we have for any ϕ ∈ ω(u),
ψλ(x) > 0. ∀x ∈ Σλ.
Due to the bounded-ness of cλ(x, t) = fu(t, ξλ(x, t)), we are now able to apply
Lemma 4.2. (Asymptotic Hopf lemma for antisymmetric functions [14]) Assume that
wλ(x, t) ∈ (C
1,1
loc (Σλ) ∩ L2s)× C
1((0,∞))
is bounded and satisfies

∂wλ
∂t
+ (−∆)swλ = cλ(x, t)wλ, (x, t) ∈ Σλ × (0,∞),
wλ(x
λ, t) = −wλ(x, t), (x, t) ∈ Σλ × (0,∞),
lim
t→∞
wλ(x, t) ≥ 0, x ∈ Σλ,
where
lim
x→∂Σλ
cλ(x, t) = o(
1
[dist(x, ∂Σλ)]2
), uniformly for sufficiently large t.
If ψλ > 0 somewhere in Σλ. Then
∂ψλ
∂ν
(x) < 0, x ∈ ∂Σλ,
where ν is an outward normal vector.
As a result of this lemma,
∂x1ψλ(x)
∣∣
x∈Tλ
< 0, ∀ ϕ ∈ ω(u).
Noticing that
∂x1ψλ(x)
∣∣
x∈Tλ
= −2∂x1ϕ(x)
∣∣∣
x∈Tλ
,
we have
∂x1ϕ(x)
∣∣∣
x∈Tλ
> 0, ∀ ϕ ∈ ω(u).
By the arbitrariness of λ < λ−0 , we obtain (4.18).
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4.3. Step 3: All ω-limit functions are radially symmetric. We will prove that ψλ−
0
(x) ≡ 0 for
all ϕ(x).
In Step 2, we have shown that there is at least one ϕ(x) ∈ ω(u) which is symmetric about the
limiting plane Tλ−
0
. We denote one of them by ϕˆ such that
ψˆλ−
0
(x) = ϕˆ(xλ
−
0 )− ϕˆ(x) ≡ 0.
Applying the same method of moving planes starting from λ near +∞ and proceeding analo-
gously as in the steps above, we obtain a λ+0 ≥ λ
−
0 and ϕ¯ ∈ ω(u) such that
ψ¯λ+
0
(x) = ϕ¯(xλ
+
0 )− ϕ¯(x) ≡ 0.
Now we prove that
λ−0 = λ
+
0 . (4.19)
Step 3 will be completed once we show (4.19). In fact, by the definition of λ−0 and λ
+
0 , for each
ϕ ∈ ω(u) we have
ψλ−
0
(x) ≥ 0, x ∈ Σλ−
0
and ψλ+
0
(x) ≤ 0, x ∈ Σλ+
0
.
If λ−0 = λ
+
0 , then
ψλ−
0
(x) ≡ 0, x ∈ Σλ−
0
.
For convenience, we turn to conduct the following process in the right region of the planes Tλ,
notes
Σ˜λ = {x ∈ R
N | x1 > λ}.
We establish (4.19) by a contradiction argument. Suppose that (4.19) is not valid, then λ−0 < λ
+
0 ,
and consequently for any λ ∈ (λ−0 , λ
+
0 ), we have
ψˆλ(x) > 0, x ∈ Σ˜λ (4.20)
and
ψ¯λ(x) < 0, x ∈ Σ˜λ. (4.21)
Indeed, in the case x ∈ Σ˜λ+
0
, let xλ be the reflection of x about the plane Tλ and xλ+
0
be the
reflection of xλ about the plane Tλ+
0
, as one can see from Figure 2 below,
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x1
Tλ−
0 Tλ Tλ
+
0
ϕˆ(x) ϕ¯(x)
(x, ϕ¯(x))
x
(xλ, ϕ¯(xλ))
xλ
(x
λ
+
0
, ϕ¯(x
λ
+
0
))
xλ+
0
Figure 2
since ψ¯λ+
0
≡ 0, we have
ψ¯λ(x) = ϕ¯(x
λ)− ϕ¯(x) = ϕ¯(xλ+
0
)− ϕ¯(x) < 0,
due to the fact that ϕ¯ is decreasing in x1 for x1 > λ
+
0 (similar to (4.18)). In the case x is between
Tλ and Tλ+
0
, we use the fact that ϕ¯ is increasing in x1 for x1 < λ
+
0 . Hence (4.21) holds for each
λ < λ+0 . Similarly, (4.20) holds for each λ > λ
−
0 .
For each compact subset D ⊂⊂ Σ˜λ, by (4.20) and (4.21), there is a constant q > 0 such that
ψˆλ(x) > q, x ∈ D¯ (4.22)
and
ψ¯λ(x) < −q, x ∈ D¯. (4.23)
Since ϕˆ, ϕ¯ ∈ ω(u), there are sequences {tn} and {t¯n} with tn < t¯n such that
u(·, tn)→ ϕˆ(·), u(·, t¯n)→ ϕ¯(·).
For sufficiently large n we have, by (4.22) and (4.23),
wλ(x, tn) > q, x ∈ D¯ (4.24)
and
wλ(x, t¯n) < −q, x ∈ D¯.
It follows that there exists Tn ∈ (tn, t¯n) such that
wλ(x, t) > 0, x ∈ D¯, t ∈ [tn, Tn),
wλ(·, Tn) vanishes somewhere on ∂D.
(4.25)
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We will derive a contradiction with the second part of (4.25). To this end, we first establish two
major estimates.
(i) A global lower bond estimate:
wλ(x, t) ≥ e
−θ(t−tn)min{0, inf
Σ˜λ
wλ(x, tn)}, x ∈ Σ˜λ, t ∈ [tn, Tn] (4.26)
while by our choice of tn,
inf
Σ˜λ
wλ(x, tn)→ 0 as n→∞. (4.27)
(ii) A positive lower bond estimate on a compact subset of D.
There is a D0 ⊂⊂ D and a constant C0 > 0 such that
wλ(x, t) ≥ e
−θ(t−tn)C0, tn ≤ t ≤ Tn, x ∈ D0.
We first derive (i). By (4.1), similar to (4.3), wλ(x, t) satisfies
{
∂wλ
∂t
+ (−△)swλ(x, t) = fu(t, ξλ(x, t))wλ(x, t), (x, t) ∈ Σ˜λ × (0,∞),
wλ(x, t) = −wλ(x
λ, t), (x, t) ∈ Σ˜λ × (0,∞),
where ξλ(x, t) is between uλ(x, t) and u(x, t).
Since wλ(·, t) > 0 in D for t ∈ [tn, Tn], we just need to prove that
wλ(x, t) ≥ e
−θ(t−tn)min{0, inf
Σ˜λ
wλ(x, tn)}, x ∈ Σ˜λ\D, t ∈ [tn, Tn]. (4.28)
We chooseD to be Σ˜µ+δ0 ∩Bρ2(0) with µ > λ
+
0 and ρ2 > ρ1. ρ1 > R is selected by (4.10) so that
fu(t, ξλ(x, t)) := cλ(x, t) < −σ, x ∈ R
N , t > 0, |x| ≥ ρ1, (4.29)
while ρ2 will be determined later (See Figure 3 below).
30 WENXIONG CHEN, PENGYANWANG, YAHUI NIU, AND YUNYUN HU
Tλ
Tλ+
0
Tµ
D = Σ˜µ+δ0 ∩Bρ2(0)
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∂Bρ1
∂Bρ2
Figure 3
If we denote (
Σ˜λ\Bρ1(0)
)
∪
(
(Σ˜λ\Σ˜µ+δ0) ∩ Bρ1(0)
)
=: E,
then
Σ˜λ\D ⊂ E.
Choose θ > 0 small, set w˜(x, t) = eθ(t−tn)wλ(x, t). In order to prove (4.28), we turn to prove
w˜λ(x, t) ≥ min{0, inf
Σ˜λ
w˜λ(x, tn)}, x ∈ E, t ∈ [tn, Tn]. (4.30)
Obviously, for (x, t) ∈ Σ˜λ\E × [tn, Tn] ⊂ D × [tn, Tn],
w˜λ(x, t) ≥ min{0, inf
Σ˜λ
w˜λ(x, tn)}.
So, by (4.29) and fu(t, ξλ(x, t)) is bounded in Bρ1(0), applying similar proof with Theorem 2.3,
corresponding to (2.10), we have (4.30). Thus we obtain (4.28).
We also obtain if inf
Σ˜λ
wλ(x, tn) < 0
inf
Σ˜λ
wλ(x, tn) ≥ −εn → 0, as n→∞,
where the convergence follows from wλ(·, tn)→ ψˆλ(x) > 0. This proves (i).
Then, we verify (ii). For that we need construct a subsolution ζ(x, t) of wλ(x, t) inD.
Let
Lλζ(x, t) =
∂ζ
∂t
(x, t) + (−△)sζ(x, t)− cλ(x, t)ζ(x, t).
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We have Lλwλ(x, t) = 0, x ∈ Σ˜λ, t > 0.We want ζ(x, t) to satisfy

Lλζ(x, t) ≤ 0, x ∈ D, tn ≤ t ≤ Tn,
ζ(x, tn) ≤ wλ(x, tn), x ∈ D,
ζ(x, t) ≤ wλ(x, t), x ∈ Σ˜λ\D, tn ≤ t ≤ Tn.
(4.31)
Here tn is sufficiently large.
Actually our final subsolution will be Ψ(x, t) = Cζ(x, t) for some suitable constant to be deter-
mined later.
For simplicity of notation, denote λ = 0 and Tλ = T0. Let
ζ(x, t) = e−θ(t−tn)
(
w˜µ(x, t)− τh(x)
)
, (4.32)
where τ > 0 is to be determined, fix θ satisfies
0 < θ < σ,
w˜µ(x, t) =


wµ(x, t), x1 > µ, t > tn,
0, −µ ≤ x1 ≤ µ, t > tn
wµ(x1 + 2µ, x
′, t), x1 < −µ, t > tn
is a modification of wµ(x, t) so that it is antisymmetric about T0, and
h(x) =
{
1, x1 ≥ 0,
−1, x1 < 0,
with the following two results hold:
(−△)sw˜µ(x, t)− (−△)
swµ(x, t) < 0, x1 > µ, t > 0. (4.33)
and
(−△)sh(x) =
C
x2s1
, x1 > 0, (4.34)
where C is a positive constant.
See Lemma 5.2 and 5.3 in the Appendix for the proof of (4.33) and (4.34).
We will verify that the ζ(x, t) defined in (4.32) satisfies (4.31) by the the following three Lem-
mas.
Lemma 4.3. (The differential inequality) ForD of the shape Σ˜µ+δ0 ∩ Bρ2(0), we have
Lλζ(x, t) ≤ 0, ∀ x ∈ D, tn ≤ t ≤ Tn.
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Proof. Noting that inD we have w˜µ(x, t) = wµ(x, t), then by (4.33), for x1 > µ+ δ0, we have
Lλζ(x, t)
=
∂ζ
∂t
(x, t) + (−△)sζ(x, t)− cλ(x, t)ζ(x, t)
=− θe−θ(t−tn)
(
w˜µ(x, t)− τh(x)
)
+ e−θ(t−tn)
∂w˜µ
∂t
(x, t)
+ e−θ(t−tn)
(
(−△)sw˜µ(x, t)− τ(−△)
sh(x)
)
− e−θ(t−tn)cλ(x, t)
(
w˜µ(x, t)− τh(x)
)
=e−θ(t−tn)
{
− θwµ(x, t) + θτ +
∂wµ
∂t
(x, t) + [(−△)sw˜µ − (−△)
swµ(x, t)]
+ (−△)swµ(x, t)− τ(−△)
sh(x)− cλ(x, t)wµ(x, t) + τcλ(x, t)
}
=e−θ(t−tn)
{
− θwµ(x, t) + θτ + [(−△)
sw˜µ(x, t)− (−△)
swµ(x, t)]
− τ(−△)sh(x) +
(
cµ(x, t)− cλ(x, t)
)
wµ(x, t) + τcλ(x, t)
}
<e−θ(t−tn)
{
[−θ + cµ(x, t)− cλ(x, t)]wµ(x, t) + τ
(
θ + cλ(x, t)
)
− τ(−△)sh(x)
}
.
By (4.34), there exists d > λ+0 , such that for 0 < x1 < d,(
θ + cλ(x, t)
)
− (−△)sh(x) ≤ 0.
Choose µ such that λ+0 < µ < d − δ0 sufficiently close to λ (where δ0 > 0 small will be chosen
later), since fu(·, u) is continuous in u and thus in x1, we have
cµ(x, t)− cλ(x, t) ≤
θ
2
.
Hence
Lλζ(x, t) ≤ e
−θ(t−tn)[−
θ
2
wµ(x, t) + τ
(
θ + cλ(x, t)
)
− τ(−△)sh(x)].
That is, we obtain
Lλζ(x, t) ≤ 0, µ < x1 < d, tn ≤ t ≤ Tn. (4.35)
By (4.29) and the the choice of θ, We have for |x| ≥ ρ1,
θ + cλ(x, t) ≤ 0.
So, for x ∈ Σ˜λ+d ∩ B
c
ρ1
(0) ∩D, we have
Lλζ(x, t) ≤ 0, tn ≤ t ≤ Tn. (4.36)
Now for x ∈ Σ˜λ+d ∩ Bρ1(0) ∩D, there exists a constant c0 > 0, such that
wµ(x, t) ≥ c0, ∀ tn ≤ t ≤ Tn.
So, we can choose τ sufficiently small, such that
−
θ
2
wµ(x, t) + τ
(
θ + cλ(x, t)
)
≤ 0.
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As a result,
Lλζ(x, t) ≤ 0, x ∈ Σ˜λ+d ∩Bρ1(0) ∩D, tn ≤ t ≤ Tn. (4.37)
Combining (4.35), (4.36) and (4.37), we completes the proof of Lemma 4.3. 
Remark 4.1. In this step, we will also choose τ small to satisfy
c0 − τ ≥ a0 (4.38)
for some positive constant a0, which will be used later.
Lemma 4.4. (The initial condition) From (4.24), we have wλ(x, tn) > q (independent of large n).
Denote
Ψ(x, t) = q
ζ(x, t)
‖ζ(x, tn)‖L∞(D)
.
Then
wλ(x, tn) ≥ Ψ(x, tn), ∀x ∈ D.
The proof of this Lemma is trivial, and we skip it.
Remark 4.2. Obviously, this Ψ(x, t) still satisfies the differential inequality
LλΨ(x, t) ≤ 0.
Lemma 4.5. (The exterior condition) For x ∈ Σ˜λ\D, tn ≤ t ≤ Tn, we have
wλ(x, t) ≥ Ψ(x, t).
Proof. Denote γn = ‖ζ(x, tn)‖L∞(D). From the expression of ζ(x, t), one can see that there exist
M > 0, such that
γn ≤M. (4.39)
For any given ρ2 > 0 (to be determined soon), divide Σ˜λ\D into two parts:
DC1 ≡ {x ∈ Σ˜λ\D | |x| > ρ2} and D
C
2 ≡ {x | λ < x1 ≤ µ+ δ0, |x| ≤ ρ2}.
a) In DC1 , since w˜µ(x, t) → 0 as |x| → ∞ uniformly for large t, then for sufficiently large
ρ2 > ρ1 as chosen in (i), we have
w˜µ(x, t) ≤
τ
2
≡
τ
2
h(x), |x| ≥ ρ2, for all large t . (4.40)
b) In DC2 , we have w˜µ(x, t) = 0, λ < x1 < µ and
w˜µ(x, t) = wµ(x, t), µ ≤ x1 ≤ µ+ δ0.
Since wµ(x, t) is uniformly Lipschitz (from such property of u), there is C2 > 0, such that
|wµ(x, t)| ≤ C2(x1 − µ).
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Choosing δ0 small, such that for µ < x1 < µ+ δ0
C2(x1 − µ) <
τ
2
≡
τ
2
h(x).
It follows from this and (4.40), (4.39), for all x ∈ Σ˜λ\D,
Ψ(x, t) ≤ −e−θ(t−tn)
q
γn
·
τ
2
≤ −e−θ(t−tn)
q
M
·
τ
2
(4.41)
On the other hand, by (4.26) and (4.27),
wλ(x, t) ≥ −e
−θ(t−tn)εn,
with εn → 0, as tn →∞, (−εn ≤ inf
Σ˜λ
wλ(x, tn)).
Then by (4.41), for sufficiently large n, we have, for all x ∈ Σ˜λ\D,
wλ(x, t)−Ψ(x, t) ≥ e
−θ(t−tn)[−εn +
q
M
·
τ
2
] ≥ 0.
This completes the proof of the Lemma 4.5. 
Now we use Ψ(x, t) as our subsolution. Combining Lemmas 4.3, 4.5, 4.4 and the maximum
principle for anti-symmetric functions (Theorem 2.8), we have
wλ(x, t) ≥ Ψ(x, t), x ∈ D, tn ≤ t ≤ Tn.
ChoosingD0 ≡ Σ˜λ+d ∩ Bρ1(0) ∩D ⊂⊂ D, then by (4.38), we have
eθ(t−tn)ζ(x, t) = wµ(x, t)− τh(x) > a0, x ∈ D0, t ∈ [tn, Tn]. (4.42)
Then by the definition of Ψ(x, t) and (4.39), we have
Ψ(x, t) ≥ e−θ(t−tn)
qa0
M
, x ∈ D0, t ∈ [tn, Tn].
Consequently
wλ(x, t) ≥ e
−θ(t−tn)
qa0
M
≡ e−θ(t−tn)C0, x ∈ D0, t ∈ [tn, Tn]. (4.43)
This verifies Estimate (ii).
Now we use Estimates (i) and (ii) to derive a contradiction with the second part of (4.25), that is
wλ(·, Tn) vanishes somewhere on ∂D.
Suppose for x¯ ∈ ∂D,
wλ(x¯, Tn) = 0.
Let D0 be the compact subset of D given in (4.43).
Let δ > 0 be small so that
Bδ(x¯) ∩D0 = ∅ and wλ(x, tn) >
q
2
, x ∈ Bδ(x¯). (4.44)
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We will construct a sub-solution w(x, t) in Bδ(x¯) × [tn, Tn], so that w(x¯, Tn) > 0 to derive a
contradiction.
First we modify wλ. Let
w˜(x, t) = e−m(t−tn)wλ(x, t).
Then
L˜w˜ ≡
∂w˜
∂t
+ (−△)sw˜ − C˜(x, t)w˜ = 0,
where
C˜(x, t) = cλ(x, t)−m.
Choosem > 0, so that
C˜(x, t) < 0.
Let
φ(x) = (1− |x|2)s+ and φδ(x) = φ
(
x− x¯
δ
)
.
Then it is well-known that
(−△)sφδ(x) = aδ, x ∈ Bδ(x¯)
for some constant aδ depending on δ.
Let
w(x, t) = χD0(x)w˜(x, t) + (2φδ(x)− 1)εne
−(m+θ)(t−tn),
where
χD0(x) =
{
1 x ∈ D0
0 x 6∈ D0.
We verify that w(x, t) is a sub-solution of w˜(x, t) in the parabolic cylinder
Bδ(x¯)× [tn, Tn].
First consider the initial condition at t = tn and x ∈ Bδ(x¯). We have
w(x, tn) = (2φδ(x)− 1)εn ≤ εn,
while by (4.44),
w˜(x, tn) = wλ(x, tn) >
q
2
.
We choose n sufficiently large, so that εn <
q
2
to satisfy the initial condition.
Then we check the exterior condition in (Σ˜λ \Bδ(x¯))× [tn, Tn].
For x ∈ D0,
w(x, t) = w˜(x, t)− εne
−(m+θ)(t−tn) ≤ w˜(x, t), t ∈ [tn, Tn],
while for x ∈ Σ˜λ \D0 and x 6∈ Bδ(x¯),
w(x, t) = −εne
−(m+θ)(t−tn) ≤ e−m(t−tn)wλ(x, t) = w˜(x, t), t ∈ [tn, Tn].
This verifies the exterior condition.
36 WENXIONG CHEN, PENGYANWANG, YAHUI NIU, AND YUNYUN HU
Finally, we deduce the differential inequality
L˜w(x, t) ≤ 0, (x, t) ∈ Bδ(x¯)× (tn, Tn].
In fact, for (x, t) ∈ Bδ(x¯)× (tn, Tn],
L˜w(x, t) = −(m+ θ)(2φδ(x)− 1)εne
−(m+θ)(t−tn) + (−△)s(χD0(x)w˜(x, t))
+ 2aδεne
−(m+θ)(t−tn) − C˜(x, t)(2φδ(x)− 1)εne
−(m+θ)(t−tn)
≤ (−△)s(χD0(x)w˜(x, t)) + C1εne
−(m+θ)(t−tn), (4.45)
for some constant C1 independent of n.
For each fixed t ∈ [tn, Tn] and for x ∈ Bδ(x¯), by (4.43),
(−△)s(χD0(x)w˜(x, t)) = CN,s
ˆ
D0
−w˜(y, t))
|x− y|N+2s
dy
≤ −e−(m+θ)(t−tn)C0CN,s
ˆ
D0
1
|x− y|N+2s
dy
≤ −C2e
−(m+θ)(t−tn), (4.46)
with some positive constant C2 independent of n.
For all sufficiently large n, we have εnC1 ≤ C2, and hence by (4.45) and (4.46),
L˜w(x, t) ≤ 0 = L˜w˜(x, t), (x, t) ∈ Bδ(x¯)× [tn, Tn].
Now by the maximum principle, we conclude
w(x, t) ≤ w˜(x, t), (x, t) ∈ Bδ(x¯)× [tn, Tn].
In particular
w˜(x¯, Tn) ≥ w(x¯, Tn) = εne
−(m+θ)(Tn−tn).
Consequently
wλ(x¯, Tn) ≥ εne
−θ(Tn−tn) > 0.
This contradicts our assumption that
wλ(x¯, Tn) = 0
and thus completes the proof of (4.19).
Since the x1-direction can be chosen arbitrarily, ψλ−
0
(x) ≡ 0 for all ϕ ∈ ω(u) means that all ϕ
are radially symmetric and monotone decreasing about some point in RN .

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5. APPENDIX
Lemma 5.1. For any x ∈ Bδ(x¯)× [0, 2], g(x) = (δ
2 − |x− x¯|2)s+ − (δ
2 − |x− x¯λ|2)s+, we have
|(−∆)sg(x)| ≤ C0,
where C0 is a constant.
Proof. Let φ(x) = c(1− |x|2)s+. By choosing suitable c, we have{
(−∆)sφ(x) = 1, x ∈ B1(0),
φ(x) = 0, x ∈ Bc1(0).
Let φδ(x) = c(δ
2 − |x− x¯|2)s+ and φ
λ
δ (x) = c(δ
2 − |x− x¯λ|2)s+. It is easy to check that{
(−∆)sφδ(x) = 1, x ∈ Bδ(x¯),
φδ(x) = 0, x ∈ B
c
δ(x¯).
(5.1)
and {
(−∆)sφλδ (x) = 1, x ∈ Bδ(x¯
λ),
φλδ (x) = 0, x ∈ B
c
δ(x¯
λ).
(5.2)
Since g(x) = 1
c
(
φδ(x)− φ
λ
δ (x)
)
, by (5.1) and (5.2), we have
|(−∆)sg(x)| =
1
c
|(−∆)sφδ(x)− (−∆)
sφλδ (x)| ≤ C0.

Lemma 5.2. For x1 > µ, t > 0, we have
(−△)sw˜µ(x, t)− (−△)
swµ(x, t) < 0.
Proof. For x1 > µ, for each t > 0, noting that w˜µ(x, t) = wµ(x, t), by the definition of w˜µ, we
obtain
(−△)sw˜µ(x, t)− (−△)
swµ(x, t)
= CN,sP.V.
ˆ
RN
wµ(x, t)− w˜µ(y, t)
|x− y|N+2s
dy − CN,sP.V.
ˆ
RN
wµ(x, t)− wµ(y, t)
|x− y|N+2s
dy
= CN,sP.V.
ˆ
RN
wµ(y, t)− w˜µ(y, t)
|x− y|N+2s
dy
= CN,s
ˆ µ
−∞
ˆ
RN−1
wµ(y, t)
|x− y|N+2s
dy′dy1 − CN,s
ˆ −µ
−∞
ˆ
RN−1
w˜µ(y, t)
|x− y|N+2s
dy′dy1
= CN,s
ˆ
RN−1
(ˆ µ
−∞
wµ(y, t)
(|x1 − y1|2 + |x′ − y′|2)
N+2s
2
−
ˆ −µ
−∞
wµ(y1 + 2µ, y
′, t)
(|x1 − y1|2 + |x′ − y′|2)
N+2s
2
)
dy1dy
′
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= CN,s
ˆ µ
−∞
ˆ
RN−1
( wµ(y, t)
(|x1 − y1|2 + |x′ − y′|2)
N+2s
2
−
wµ(y1, y
′, t)
(|x1 − y1 + 2µ|2 + |x′ − y′|2)
N+2s
2
)
dy′dy1 < 0,
where the last inequality holds due to wµ(y, t) < 0 for y1 < µ and
1
(|x1 − y1|2 + |x′ − y′|2)
N+2s
2
>
1
(|x1 − y1 + 2µ|2 + |x′ − y′|2)
N+2s
2
.

Lemma 5.3. For x1 > 0, we have
(−△)sh(x) =
C
x2s1
, (5.3)
where C is a positive constant.
Proof . For x1 > 0, by the definition of h(x), we have
(−△)sh(x) =CN,s
ˆ
RN
1− h(y1)
|x− y|1+2s
dy
=CN,sP.V.
ˆ
RN
1− h(y1)
(|x1 − y1|2 + |x′ − y′|2)
N+2s
2
dy′dy1, letting y
′ − x′ = |x1 − y1|z
′
=CN,sP.V.
ˆ
R
ˆ
RN−1
|x1 − y1|
N−1(1− h(y1))
|x1 − y1|N+2s(1 + |z′|2)
N+2s
2
dz′dy1
=C¯
ˆ
R
1− h(y1)
|x1 − y1|1+2s
dy1 = C¯
ˆ 0
−∞
1− h(y1)
|x1 − y1|1+2s
dy1, letting y1 = x1z1
=
2C¯
x2s1
ˆ 0
−∞
1
|1− z1|1+2s
dz1 =
C
x2s1
.

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