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ABSTRACT
This thesis presents analysis relevant to two magnetized, astrophysically relevant experi-
mental campaigns that were performed at the OMEGA laser facility. The magnetic fields of
these systems were measured using proton imaging, in which high-energy protons interact
with and are deflected by the electromagnetic fields, forming spatial variations in the proton
fluence on the image plane. Proton images are determined by both the amplitude of the field
and the orientation of the field relative to a proton’s trajectory, which makes it difficult to
generalize between different systems, although certain geometrical effects should always be
considered.
The collisionless interaction of two counter-propagating, laser-irradiated plasmas results
in the formation of small-scale magnetic filaments via the Weibel instability, a process which
may explain the presence of magnetic fields throughout the intergalactic medium. Proton
images of experiments studying this phenomenon display repeatable features corresponding
to the filaments. Through analytical approximations and statistical analysis of synthetic
proton images we determined that the observed images features fundamentally correspond
to the transverse extent of the constituent filaments. How the image features related to the
underlying field had not previously been understood.
The magnetic field produced by planets with active dynamos, like the Earth, can exert
sufficient pressure to oppose inflowing, supersonic stellar wind plasmas. The effective ob-
stacle to the flow in these systems is the pressure-balance surface between the stellar wind
and the magnetic field, known as the magnetopause, and a standing bow shock forms at
a standoff distance upstream from the magnetopause to redirect the flow. We performed
scaled experiments to explore magnetized bow shocks, which consisted of a slow, low-density
xiii
plasma flow impinging on the external azimuthal magnetic field around a current-carrying
wire. We infer the presence of a shock at a significant standoff distance from the wire from
the spatially resolved, optical, Thomson scattered spectra, and the inferred density jump
suggests significant magnetization. We also observe the formation of a bow shock around
the magnetized wire in proton images of the magnetic fields at 60, 70, and 80 ns after the
initial laser drive for two different field amplitudes. Simulations of the experiment performed
using the FLASH code supplement the data.
xiv
CHAPTER 1
Introduction
This thesis has two primary components: the analysis of proton images of randomized
systems of filamentary magnetic fields, and experiments to generate bow shocks in the in-
teraction of a flowing plasma and a strong magnetic pressure external to the plasma. These
components are both concerned with magnetic fields and interactions that can be related
to astrophysical phenomena, forming the overarching theme of studying magnetic fields in
laboratory astrophysics experiments. In this chapter I lay the foundation for the experiments
and analysis presented in Chapters 3, 4, and 5. The experiments covered in this thesis are all
in the High-energy-density regime of physics, or at least performed in facilities which achieve
these conditions, so a brief overview is provided in Section 1.1, followed by an introduction
of the experimental facility in Section 1.2. Section 1.3 introduces the concept of laboratory
astrophysics, wherein astrophysical phenomena can be explored in experiment through the
use of magnetohydrodynamic scaling parameters. Section 1.4 provides a brief overview of
magnetohydrodynamic shocks. Section 1.5 then introduces the concept of collisionless plas-
mas and how the Weibel instability can produce filamentary magnetic fields when two such
plasmas interact. Section 1.6 describes the interaction of the solar wind with the Earth’s
magnetic field, the terrestrial bow shock, and why experiments may be a good way of study-
ing this interaction. Section 1.7 provides a brief overview of the proton imaging diagnostic,
which is further developed in Chapter 2. Section 1.8 describes the basics of Thomson scat-
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tering of laser light for measuring plasma parameters, used further in Chapter 4. Section 1.9
provides a brief summary of the following chapters, and section 1.10 accounts for the specific
contributions I have made in each.
1.1 High-Energy-Density Physics
The Manhattan project and the development of nuclear weapons introduced a new regime
of physics for terrestrial exploration — high-energy-density (HED) physics — which describes
systems at energy densities (or pressures) exceeding 1 MBar.1 At HED conditions, materials
at or even exceeding solid densities often behave hydrodynamically, and are typically highly
ionized. Systems exhibiting high energy densities are not unusual in nature, for example,
such conditions are present in stars and the interiors of massive planets.
Following the advent of lasers came the recognition that sufficiently high-intensity, pulse-
shaped lasers could feasibly be used to implode capsules of nuclear fuel to initiate controlled
thermonuclear burn on laboratory scales.2 Now, controlled HED conditions are routinely
achieved in specialized, pulsed-power, laboratory settings, which utilize either high-intensity
lasers or the direct application of electric current in a z-pinch configuration. Today, the
United States’ inertial confinement fusion (ICF) program studies nuclear fusion in controlled,
laboratory experiments, with the goal of achieving sustained nuclear burn.3,4 The efforts
in ICF, though they apply in part to potential commercial fusion energy production, are
driven primarily because of their relevance to maintaining the nuclear stockpile. As a result
of the end of the Cold War, the United States moratorium on testing in 1992, and the
Comprehensive Test Ban Treaty in 1996, determining the longevity of the weapons stockpile
has shifted to computational modeling, informed by HED and ICF experiments, rather
than testing by detonation. There is a clear connection between HED physics and nuclear
weapons — the implosion of solid fissile material by detonation of high-explosives occurs at
HED conditions, which allows the initially solid fuel to compress hydrodynamically, at least
until it reaches a critical mass for fission and destroys itself. Although laboratory-controlled
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(60 beamlines)
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Figure 1.1: An illustration of the OMEGA laser facility, showing the independent beam lines
and the experimental chamber. (Credit: Laboratory for Laser Energetics)
burning plasmas have yet to be achieved, HED physics remains an active and growing field,
driven by increased access to HED facilties for more wide-ranging scientific exploration.
1.2 The OMEGA Laser Facility
The facility at which all experiments presented in this thesis were performed is the
OMEGA laser facility, at the Laboratory for Laser Energetics in Rochester, New York.
The OMEGA laser facility is a kiloJoule-class laser facility with 60 separate beamlines, each
laser capable of delivering 500 J over a 1 ns square pulse, for a maximum intensity of > 1014
W/cm2.5,6 The upgraded facility was built primarily to study the implosion of fusion fuel
capsules by direct laser irradiation (direct-drive), and so the laser beamlines are arranged
symmetrically about the spherical chamber. Over time, more exploratory science has been
allowed at the facility, and it has become an increasingly valuable science facility for study-
ing HED physics and laser-plasma interactions because of its flexibility and wide array of
diagnostics.
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1.3 Laboratory Astrophysics and Magnetohydrodynamic Scaling
Before the advent of nuclear physics, a persistent question was how stars generated their
energy. We now know that the answer is nuclear fusion, driven by the great gravitational
forces experienced at the core of stars. In some sense, fusion (and fission) research was
founded on astrophysical considerations, and the desire to understand and harness these
processes. As achieving HED conditions in a strictly controlled manner became possible with
laser facilities2, more direct connections could be made to astrophysical systems. Starting
in 1999, a number of papers — notably Ryutov et al. (1999), Ryutov et al. (2000), Ryutov
et al. (2001), and Ryutov and Remington (2002) — reasoned that through proper scaling of
experimental parameters, the physics of energetic, large-scale astrophysical processes could
be explored in analogous, small-scale, highly energetic, short-lived laboratory experiments
in what has become known as laboratory astrophysics.7,11,12,8,13,9,10,14 Since then, many more
experiments have been performed to explore a wide range of astrophysically relevant pro-
cesses.
An important aspect of many astrophysical plasmas is that, by nature of the vast dis-
tances, low densities, and long time scales involved, they typically behave magnetohydro-
dynamically, meaning that the evolution of these plasmas can be significantly affected by
magnetic fields. As the implementation of magnetic fields has become streamlined at HED
facilities (e.g. due to the availability of MIFEDS at OMEGA15,16), so too has the number of
experiments exploring astrophysically relevant magnetized plasma systems. Recent experi-
ments have explored a wide range of astrophysically relevant, magnetized plasma systems:
the interaction of collisionless flows to create collisionless shocks17–31, driven magnetic re-
connection in laser-produced plasmas32,33, the amplification of magnetic fields by turbulent
dynamo action34,35, and shocks formed by magnetized plasmas36,37, among others. The work
presented in this thesis concerns two separate astrophysical processes. The first, discussed in
Section 1.6 and later in Chapters 4 and 5, is the formation of detached bow shocks around
magnetized astrophysical bodies. The second, discussed further in Section 1.5 and in Chapter
4
3, deals with the formation of small-scale current filaments in the interaction of collisionless
plasmas via the Weibel instability.
To understand how the physics of astrophysical systems may be scaled to laboratory
experiments, it is necessary to review the governing equations of magnetohydrodynamics
(MHD). The MHD equations are an extension of the typical hydrodynamic (Euler) equations
to include the conservation and evolution of magnetic fields, and are commonly provided in
plasma physics and astrophysics texts.38,1,39–41 For simplicity I will confine the discussion
here to resistive MHD and neglect contributions from other extended MHD effects, although
the Hall effect may be important in collisionless plasma systems. The conservation of mass,
or continuity, equation requires no modification from hydrodynamics, and is
∂ρ
∂t
+∇ · (ρu) = 0, (1.1)
where ρ is the plasma density, and u is the velocity of the plasma. The single underline
notation will denote vectors throughout. The momentum conservation equation,
ρ
(
∂
∂t
+ u · ∇
)
u = j ×B −∇p, (1.2)
now includes the effect of field components, where j = qnu is the electric current density (q is
the species electric charge and n is the species number density), B is the magnetic field, and
p is the internal plasma pressure. The j×B term describes the effect of the electromagnetic
force on the plasma, where j is determined from the resistive form of Ohm’s law (in SI units)
as
ηj = E + u×B, (1.3)
where η is the resistivity of the plasma. The electric field E can typically be neglected when
the plasma is not relativistic. The momentum equation can be further simplified by applying
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Ampe`re’s law
µ0j = ∇×B (1.4)
where µ0 is the vacuum permeability, and which produces the expression
ρ
(
∂
∂t
+ u · ∇
)
u =
1
µ0
(B · ∇)B −∇
(
B2
2µ0
)
−∇p, (1.5)
in which the first term on the right hand side corresponds to a magnetic tension force, and
it is apparent that the second term describes the effect of gradients in a magnetic pressure
pB = B
2/2µ0. (1.6)
Next, the induction equation describes the change of the magnetic field in time,
∂B
∂t
= ∇× (u×B)︸ ︷︷ ︸
Advective term
+
η
µ0
∇2B︸ ︷︷ ︸
Diffusive term
, (1.7)
which has terms corresponding to advection of the magnetic field with the plasma and
diffusion of the field determined by the resistivity. In ideal MHD the plasma is assumed to
be infinitely conductive, so the resistivity is zero, in which case the diffusion term disappears
and the field is purely frozen into and advected by the plasma.
To close the relations, the energy (or entropy) equation is given by
(
∂
∂t
+ u · ∇
)(
p
ργ
)
= 0, (1.8)
in which a polytropic equation of state is assumed (pV γ is constant), where V is a volume
element and γ is the polytropic index. Finally, the divergence of the magnetic field must be
zero,
∇ ·B = 0, (1.9)
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which is particularly important across shocks.
Now, how exactly can these equations be applied analogously to systems with such vast
differences in spatial and temporal scales? Luckily, the MHD equations do not have any
intrinsic scale requirements, and in fact, the scales are directly related to the plasma and
field conditions, which allows for similarity scaling. Based on the initial values in the system,
it is necessary to nondimensionalize the representations of density, pressure, velocity, and
magnetic field. Following Ryutov et al. (2001), the usual derivation is as follows. First,
define the chosen initial conditions
L∗, ρ∗, p∗, u∗, B∗, (1.10)
as characteristic length, density, pressure, velocity, and magnetic field scales. The dimen-
sionless variables are
r˜ =
r
L∗
, τ˜ =
t
L∗
√
p∗
ρ∗
, ρ˜ =
ρ
ρ∗
, p˜ =
p
p∗
, u˜ = u
√
ρ∗
p∗
, B˜
2
=
(B∗)2
2µ0p∗
, (1.11)
where the tilde over each parameter indicates a dimensionless quantity, and the characteristic
plasma pressure p∗ is the primary scale for magnetic field considerations and is incorporated
into the dimensionless time and velocities. With this choice of scaling, there are two key
similarity parameters: the Ryutov number and the plasma beta.1 The Ryutov number is
defined as
Ry = u∗
√
ρ∗
p∗
∼ u
∗
c∗s
, (1.12)
and scales the hydrodynamics (and is analogous to the Mach number M), where cs is the
sound speed.9 The plasma beta is defined as the ratio of magnetic pressure to thermal
pressure
β =
(B∗)2
2µ0p∗
. (1.13)
This formalism is widely applicable, but assumes that the magnetic fields of interest are
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generally small and intrinsic to the plasma.
In many astrophysical cases, such as those concerning solar physics or the evolution
of supernovae remnants, defining β with respect to internal fields and thermal pressure is
acceptable. However, when dealing with the interaction of a flowing plasma and external
magnetic fields, as in the experiments discussed in Chapter 4, the relevant parameters are
not the thermal pressure and the internal magnetic pressure, but the kinetic energy density,
or ram pressure, of the flowing plasma
pram =
1
2
ρu2, (1.14)
and the external magnetic pressure acting against this flow. It is the bulk flow that impinges
on the obstacle, not the randomized thermal motions, at least when pram > ptherm. In this
case, the dimensionless magnetic field is represented as
B˜
2
=
(B∗)2
µ0ρ∗(u∗)2
. (1.15)
From which a new dimensionless scaling parameter between systems is defined as the ratio
of magnetic pressure to ram pressure
βram =
B2
µ0ρu2
. (1.16)
It is this parameter which defines the dominant similarity when dealing with magnetized
bow shocks in Chapter 4.
Additionally, when dealing with plasmas whose internal field pressure exceeds the thermal
pressure it could be argued that the pressure to consider in the Ryutov number should be
the magnetic pressure. In this case it is apparent that a new scaling parameter is the plasma
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velocity in relation to the Alfve´n velocity, the Alfve´n number (or Alfve´n Mach number)
MA = u
∗
√
µ0ρ∗
(B∗)2
=
u∗
vA
, (1.17)
where the Alfve´n velocity vA describes the speed at which electromagnetic field information
can travel in the plasma. The general information propagation speeds in a plasma really
depend on the magnetosonic velocity, which is a combination of the sound speed and Alfve´n
speeds
vms =
√
c2s + v
2
A. (1.18)
However, the speed of a wave depends on the direction of the wave propagation with re-
spect to the magnetic field, and from this directionality three types of waves are defined:
the fast, slow, and intermediate magnetosonic waves, where the classification also depends
on the relative sound and Alfve´n speeds.38,1 Waves travelling perpendicular to the magnetic
field have a fast magnetosonic velocity vfms = vms, which will be important when dealing
with magnetized bow shocks. The presence of magnetic fields quickly complicates scaling
considerations, because there are now multiple scales — both hydrodynamic and magneto-
hydrodynamic — which must be considered simultaneously. It is also necessary to consider
the relative directionality of the field and velocity components — the topology of the system
determines the interaction, with different speeds for transverse and longitudinal waves.
Although the above derivation considered ideal MHD, when dealing with a resistive
plasma it is also important to consider the time scales over which diffusion occurs relative
to advection to determine which one dominates. The plasma resistivity can be calculated as
η =
4
√
2pi
3
Ze2
√
me ln Λ
(4pi0)
2 (kBTe)
3/2
Ωm ≈ 1.03× 10−4Z ln Λ
T
3/2
e
Ωm, (1.19)
where Z is the average charge state of the plasma, e is the electron charge, me is the electron
mass, ln Λ is the Coulomb logarithm, 0 is the vacuum permittivity, kB is the Boltzmann
9
constant, and Te is the electron temperature (in units of eV on the right-hand side).
39 The
diffusion coefficient η/µ0 thus lends itself to calculation of a characteristic diffusion time
scale
τB =
µ0L
2
η
= 1.22× 10−2L
2T
3/2
e
Z ln Λ
s, (1.20)
where L is a characteristic length scale (in meters).1 In any system, the advective time scale
is given by τadv = L/U , where U is some bulk velocity. Therefore, to determine which of
these two processes is dominant (over a given length scale), we can define another important
similarity parameter — the magnetic Reynolds number — as the ratio of the magnetic
diffusion and advective time scales
Rm =
τB
τadv
=
µ0UL
η
. (1.21)
When Rm  1, diffusion dominates and resistivity is important, and when Rm  1 diffusion
is unimportant, and the system can be considered as mostly ideal MHD. In the cases when
diffusion and advection are roughly equivalent, the dynamics depend greatly on the choice
of length scales, and diffusion may be important over small scales, while the bulk evolution
is determined by advection.
1.4 Magnetohydrodynamic Shocks
Since I will be dealing with MHD shocks in Chapter 4, it is important to define them
in more detail. I will only present the results, but in-depth derivations can be found in
Kantrowitz and Petshek (1966), Kulsrud (2005), Draine and McKee (1993), and Hartigan
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(2003), and likely many other MHD texts. The shock jump conditions are
Continuity:
[
ρu · nˆ
]2
1
= 0 (1.22)
Momentum:
[
ρuu · nˆ+
(
p+
B2
8pi
)
nˆ−B
(
B · nˆ
4pi
)]2
1
= 0 (1.23)
Energy:
[ρu2
2
u · nˆ+
(
γ
γ − 1
)
pu · nˆ− (u×B)×B
4pi
· nˆ
]2
1
= 0 (1.24)
Parallel field:
[
B · nˆ
]2
1
= 0, (1.25)
in which nˆ corresponds to the direction of the shock normal, where the large square brackets
indicate the subtraction of the bracketed quantities evaluated on either side of the shock,
with state 1 being the unshocked, upstream state, and state 2 being the shocked, down-
stream state. The direction of the shock with respect to the magnetic field determines the
kind of shock, but I will only deal with perpendicular shocks, where the magnetic field is
perpendicular to the shock normal, and thus has the greatest effect on the shock. In this
case, the compression ratio across the shock is
C =
ρ2
ρ1
=
B2⊥
B1⊥
=
u1‖
u2‖
=
2 (γ + 1)
D +
[
4 (2− γ) (γ + 1)M−2A +D2
]1/2 , (1.26)
where D is given by
D = γ − 1 + 2
M2
+
γ
M2A
, (1.27)
and contains the relative significance of the sound speed to the Alfve´n speed.43,44 It can be
seen from equation (1.26) that in this ideal, perpendicular shock, the compression of the
perpendicular magnetic field and the density are equivalent. Note that components of the
magnetic field parallel to the shock normal cannot be amplified, but can undergo a rotational
discontinuity in which the field rotates about the shock normal.
11
1.5 Collisionless Plasmas and the Weibel Instability
Because of the large spatial scales of astrophysical plasmas, astrophysical plasma dynam-
ics are also typically collisionless. A collisionless plasma is a dynamic plasma system in which
the hydrodynamic length scale is shorter than the collisional mean free path, and the effect of
particle collisions is therefore negligible with respect to the dynamic evolution of the system.
In such plasmas, interactions are purely electromagnetic, and new instabilities (including
the Weibel instability) are possible. Collisionless plasmas can be created in a laboratory
by the interaction of high-power lasers with solid targets.45,17 Most intriguing about this
category of plasmas is that collisionless plasmas can still sustain shocks, much like normal
hydrodynamics, with the exception that the shock is mediated by the electromagnetic fields,
rather than particle collisions.38,41 In some cases, the field which sustains this interaction
is intrinsic to one of the plasmas, and initial consideration for experiments studying these
shocks by Drake (2000) included an applied magnetic field. However, collisionless shocks
can also form in the interaction of initially unmagnetized plasmas. In this case, the fields
required to sustain the shock are self-generated during the interaction of the plasmas.17,46
There are multiple processes by which the self-generation of magnetic fields is thought
to occur in plasmas, but the mechanism of interest here is the Weibel (or filamentation) in-
stability.47 The Weibel instability occurs when a collisionless plasma exhibits an anisotropic
velocity distribution of electrons and / or ions. The anisotropy drives the formation of fila-
ments of electric current, which in turn set up small-scale magnetic fields, though the system
is presumed to retain a zero-mean field when integrated over the interaction volume. The
Weibel instability is also hypothesized to be the source of initial magnetization in the inter-
galactic medium.48 The work of Park et al. (2012) and Drake and Gregori (2012) first put
forward methods to experimentally generate collisionless shocks in unmagnetized plasmas
using laser-produced plasmas. Since then, many experiments have been performed at the
OMEGA laser facility46,18,20,25,21 and the NIF to attain collisionless shocks. While the re-
ported results from these experiments have yet to achieve the formation of true collisionless
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Bow Shock
Solar wind
Figure 1.2: Illustration of the Sun-Earth system, showing a coronal mass ejection (CME) in-
cident on the Earth’s magnetosphere. The bow shock has been outlined. (Cour-
tesy of SOHO/NASA consortium. SOHO is a project of international coopera-
tion between ESA and NASA.)
shocks, filamentation and magnetic field generation consistent with the Weibel instability has
been demonstrated in measurements made of the magnetic fields via proton imaging.20,21,25
1.6 Magnetospheres and Bow Shocks
The Sun, like all stars, emits a stream of charged particles outward, known as the solar
wind. This wind is fast, yet incredibly diffuse, with an average velocity of 400 km/s and
number density of 1 cm−3 measured at 1 AU, where it interacts with the Earth. The Earth
has an intrinsic magnetic field, generated by the dynamo action of iron in the core and
mantle can be approximated as a dipolar field as
B(r, θ) =
(
M
r3
)√
1 + 3 cos2 θ, (1.28)
where r is the radial distance from the center of the Earth, θ is the azimuthal angle, and
M is the magnetic dipole moment, which has a typical value of approximately 8 × 1015 T
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m3, providing a mean equatorial value of approximately 30 µT at the surface. Importantly,
the strength of this field decreases very quickly, inversely with the cube of the radius. The
Earth’s magnetic field may therefore seem relatively weak for terrestrial purposes (aside
from its use in navigation), but it exerts sufficient pressure to oppose the solar wind at an
average distance of 10 Earth radii.49 The pressure-balance surface in the Earth-Sun system
is known as the magnetopause, and is the effective obstacle to the solar wind, rather than
the planet’s surface. Similar to standing, detached gasdynamic shocks upstream of a blunt
body, a standing bow shock exists at an average standoff distance of 3 Earth radii upstream
from the magnetopause.49 At the leading edge, the bow shock is a quasi-perpendicular,
fast magnetosonic shock, in which the information speed is the fast magnetosonic speed as
discussed in Section 1.3 and follows the jump conditions presented in Section 1.4.
The interaction of the solar wind with the Earth’s magnetosphere is collisionless. It may
seem confusing at first that a collisionless plasma flow experiences an effective pressure, but
because of the large scales (multiple Earth radii) over which these dynamics occur with re-
spect to the electron and ion gyroradii, the bulk of the interaction is magnetohydrodynamic.
For example, the solar wind does indeed behave kinetically across and through the bow shock,
with a thickness defined by the gyroradius of the impinging ions, which is on the order of a
few hundred kilometers.38 However, because the gyroradii are small compared to the ≈ 10
Earth radii scale of the magnetopause, the ions can be significantly redirected by the field,
so the location of the magnetopause agrees well with simple pressure balance between the
ram and magnetic pressures. Between the bow shock and the magnetopause is the magne-
tosheath, a region of shocked solar wind plasma as it is redirected around the magnetopause.
Because of the Earth’s magnetic field, the solar wind does not typically penetrate beyond the
magnetopause, although there is speculation that instabilities like Kelvin-Helmholtz waves
along the surface of the bow shock and magnetopause could transport the solar wind plasma
to the interior of the magnetosphere.50
The solar wind is highly variable, with characteristic speeds and densities changing by
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more than a factor of 2, corresponding to solar cycles and energetic events in the corona, the
origins of which are an active research area.51 As the solar wind fluctuates, the bow shock
and magnetopause contract further toward the planet in the case of increased solar wind
energy, or relax farther out in the case of decreased solar wind energy, following the require-
ments of pressure balance. This shifting balance does not usually affect life on the surface,
but extremely energetic events (coronal mass ejections) on the sun can produce geomagnetic
storms when this plasma reaches the Earth, during which the magnetosphere rapidly com-
presses and relaxes. If the storms are energetic enough, the rapid change in magnetic field
can induce currents in terrestrial and orbiting electronics, which can cause significant dam-
age. The worst such storm since the advent of electronics, known as the Carrington event,
occurred in 1859 and induced strong enough currents to short telegraph lines throughout
North America.52,53 Indeed, it was this event (and resulting aurora) which first led scientists
to consider that the sun emitted a constant stream of charged particles.52 Decades of satellite
measurements inform empirical models and complex computational models of the Earth’s
magnetosphere. Scaled experiments may provide additional ways to explore how magnetized
obstacles respond to an incoming plasma flow and thus broaden our understanding of the
physical processes which occur in the magnetosphere. Such experiments can provide advan-
tages like controllable system parameters and a wide array of diagnostics, in comparison to
more passive satellite measurements.
1.7 Proton Imaging
The previous two sections encompass the physics and motivation for the experiments
considered in this thesis. This thesis has a broad, overarching theme of studying magnetic
fields in laboratory astrophysics experiments, and there is another fundamental link: the
method by which the magnetic fields are measured — proton imaging. Proton imaging is a
powerful technique for visualizing electromagnetic fields of an experimental system, in which
the deflections of probe protons by electromagnetic fields produce spatial variations of inci-
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dent fluence on the image, which encode information about the integrated field topology and
strength. High-energy (> MeV) probe protons are able to pass through low-density plasmas
with minimal scattering due to particle collisions, and can thus probe the electromagnetic
fields. Proton imaging has widespread usage among magnetized HED plasma experiments,
including in collisionless shock20,25 and magnetic reconnection32 experiments.
However, the degree to which proton images can be usefully analyzed depends entirely on
how well the magnetic field geometry is known and the relative strength of the field. Indeed,
since the image is primarily determined by the orientation of the fields with respect to the
trajectories of the probe protons, careful consideration of the geometry must be made in any
experiment.54 Most basically, the field strength determines the degree to which protons are
deflected, described by two main regimes of proton imaging: the linear regime and the caustic
regime. In the linear regime, proton deflections are very small, and deflected trajectories do
not cross before they reach the image plane. In the caustic regime, proton trajectories
do overlap, resulting in very large variations in intensity. When caustics are present, the
inherent nonlinearity complicates inference of field strength and structures unless there are
known symmetries. The analysis techniques that can be applied to proton images is quite
different among the two regimes, but some similarities do emerge. Because this diagnostic
technique is central to the work of this thesis, I present a detailed account of the basic physics,
experimental techniques, and image analysis techniques for proton imaging of magnetic fields
in Chapter 2.
1.8 Thomson Scattering
Thomson scattering is the scattering of light by electrons, and when using a laser of
known frequency, this phenomenon can be used to infer plasma parameters by measuring
the spectrum of Thomson-scattered light.55,56 There are two primary regimes of Thomson
scattering, the collective regime and the noncollective regime, which determine how the
light scatters from the plasma.55 In the collective regime, which occurs when the probe
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frequency is not significantly less than the plasma frequencies, the probe beam excites waves
in the plasma — specifically, electron plasma waves and ion acoustic waves. When the
probe scatters from the excited plasma waves, the light is up- or down-shifted in frequency
corresponding to the frequency of these waves. Noncollective scattering occurs when the
probe laser frequency is much greater than the plasma frequencies. In this case, the laser
does not generate coherent waves in the plasma, the scattering is instead a result of direct
interaction with individual electrons, providing a measure of their thermal distribution. The
work presented in this thesis (e.g. Chapter 4) only deals with collective Thomson scattering,
so I will restrict further discussion to that regime.
Knowing the general relation between the frequency of the plasma waves in collective
Thomson scattering, plasma parameters can be inferred from the frequency shifts measured
on the spectrometer. The fully general Thomson-scattered spectral density function is
S(k, ω) =
2pi
k
∣∣∣1− χe

∣∣∣2 fe0 (ω/k) + 2pi
k
Z
∣∣∣χe

∣∣∣2 fi0 (ω/k) , (1.29)
where k is the laser wavenumber, ω is the scattered frequency, χe is the electric susceptibility,
 is the permittivity of the plasma, Z is the average charge state, fe0 is the initial electron
distribution function, and fi0 is the initial ion distribution function.
55 The scattered power
can be determined S, from which exists a method of determining the complete Thomson
scattered spectrum from a plasma.55 The method presented in Froula et al. (2011) for de-
termining fits to scattered spectra is followed in the analysis of Thomson scattering data
presented in Chapter 4. However, it is often useful (and usually accurate) to simplify the
expression and infer plasma parameters by the measured peak scattering frequencies.
First, consider the features produced by the electron plasma waves. The plasma waves
excited by the laser is described by the Bohm-Gross dispersion relation
∆ω =
√
ω2pe + 3k
2
0v
2
Te, (1.30)
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where ωpe is the electron plasma wave frequency, k0 is the wavenumber of the probe laser,
and vTe is the thermal electron velocity. The electron plasma wave frequency is (in SI units)
ωpe =
√
nee2/me0 = 5.64× 104
√
ne (cm
−3), (1.31)
where ne is the electron number density (in units of 1/cm
3), e is the fundamental electron
charge, me is the electron mass, and 0 is the vacuum permittivity. The thermal electron
velocity is
vTe =
√
kBTe/me ≈ 4.19× 105
√
Te (eV) m/s, (1.32)
where kB is the Boltzmann constant, and Te is the electron temperature in eV. In most
cases of interest (like those considered in this thesis), the electron plasma wave is the pri-
mary component of the excited wave, so the Thomson-scattered frequency peaks are highly
dependent on changes in electron number density. A similar procedure can be followed for
observing ion waves, but there are additional complications arising from the need to account
for ionization states and the presence of multiple species.
The natural measurement from the spectrometers used in the work of this thesis is in
wavelength space. Typically, when ne is large enough, two Thomson-scattered peaks of
are observed on the spectrometer, and the difference in wavelength between these peaks
(or difference between one peak and the laser wavelength) is used to determine the plasma
parameters. After converting to wavelength space, the wavelength shift between the two
peaks is related to the excited wave by
∆λ = 2pic
(
1
ω0 −∆ω −
1
ω0 + ∆ω
)
, (1.33)
where ω0 = k0c is the angular frequency of the laser. There are more detailed formalisms to
describe the entire Thomson-scattered spectrum in a plasma given by56,55,57,58 which use the
full scattered spectral density function and assume a Maxwellian temperature distribution.
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The full spectral density method is used to fit plasma parameters in Chapter 4, but the overall
result is mostly reliant on scattered peak positions as described above. In general, increasing
ne increases ∆λ while reducing the width of the peaks, and increasing vTe primarily increases
the width of the peaks, while also increasing ∆λ.
The OMEGA laser facility has a robust optical and ultraviolet Thomson scattering system
which includes two spectrometers, one to measure the electron feature and one to measure
the ion feature. These spectrometers can be run in either a time-resolved, spatially integrated
(streaked)57 or a time-gated, spatially resolved (imaging)59,60 configuration. The Thomson
probe laser can be run in either the 2ω (526 nm) or 4ω (263 nm) modes, where the lower
frequency is typically used for plasmas of number density < 1020 cm−3 and the higher
frequency is used to probe more dense systems (≤ 1021 cm−3). Only 2ω Thomson scattering
was used for the work in this thesis.
1.9 Summary of Chapters
Chapter 2 provides a more detailed description of proton imaging, and derives how im-
ages are formed from proton deflections. Chapter 3 covers the computational and analytic
analysis of proton images of statistical magnetic fields generated by the Weibel instability to
determine what information of the underlying three-dimensional structure can be recovered
from the two-dimensional images. Chapter 4 details the primary experimental foundation of
this thesis: the magnetized bow shock experiments performed at the OMEGA laser. This
chapter presents the theoretical backing, experimental design, and data analysis from these
experiments. Chapter 5 follows up on the work presented in Chapter 4 and provides more
information about the use of results from simulations using the FLASH code in relation to
analyzing the bow shock experiments. Chapter 6 concludes the thesis, with some thoughts
about how the bow shock experiments could be improved, and about the proper interpreta-
tion of proton images.
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1.10 Contributions
In this section I describe the contents of each of the following chapters and explicitly
describe the contributions I have made to the work presented, as well as work that may not
have been included.
Chapter 2: Proton imaging of electromagnetic fields has been in use for perhaps twenty
years, with increased usage over the last five or so years as techniques have evolved. I have
expanded analysis from the typically simplified assumptions of collimated proton probing to
include the effects of realistic, diverging proton sources. This aspect is critically important
for fully capturing resulting proton images, because off-axis velocity components can (and
often do) cause significant deflection contributions when interacting with the field, depend-
ing on the system geometry. Additionally, I have performed more analytic analysis of the
deflections, considering symmetries and how to interpret and infer field information from a
specific caustic image feature: the features created by the defocusing of protons when prob-
ing the fields generated by a current-carrying wire, in which the protons travel primarily
antiparallel tot he direction of current in the wire.
Chapter 3: Experiments and simulations had already been performed to probe the mag-
netic fields which self-generate during the interaction of two counter-propagating collisionless
plasmas. However, it was not previously known how the observed proton image features re-
lated to the internal distribution of the filamentary fields. It was commonly assumed that
the effective wavelength between the small-scale, repeated filamentary features on the proton
images would correspond to some effective wavelength of the spacing between the many real
filaments which the protons interact with, either in one or two dimensions. Working with
Frederico Fiuza, I was responsible for determining how proton images of systems of many
filamentary magnetic fields from the collisionless shock (Weibel instability) correspond to
the internal field structures. I explored this problem computationally and analytically and
determined that the common assumption was incorrect. I determined that there was indeed
a relation between internal field properties and the proton images in the linear deflection
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regime. In the small-deflection regime of proton imaging, the effect of the very small individ-
ual filaments is almost negligible over the scale of the filament itself, and so the contribution
to the image from each filament is cumulative; the image is essentially a summation of image
functions. Using this assumption, the Fourier spectrum of the final image corresponds to the
Fourier spectrum of the summation of the individual image functions. By using a specific
form of the filamentary magnetic fields, I derived an analytic relation between the dominant
wavelength on the proton image and the constituent filaments: the spacing of the image fea-
tures inherently depends on the size of the filaments and not on the spacing between them.
However, if a certain packing of the filaments is assumed, the spacing may be inferred from
the filament size. This analysis was borne out by computational analysis of the proton images
from many, randomly generated, synthetic fields containing many filaments as well. Along
with the new analytic relation, I provided a method to determine the size of the constituent
filaments (and an approximate spacing between them when assuming a close-packed system
of many filaments) via Fourier analysis of the image features. This new analysis and method
should allow better interpretation (and reinterpretation) of the experimental results to more
accurately infer magnetization and compare to full particle-in-cell (PIC) simulations. This
work was published in Levesque et al. (2019).
Chapters 4 and 5 discuss work performed as part of an experimental campaign to create
bow shocks due to the influence of external magnetic pressure on a plasma flow was carried
out at the OMEGA laser facility. Chapter 4 deals with the experimental results and combined
analysis. Chapter 5 details work done to simulate the physics of this experiment using the
FLASH code. This campaign was a collaboration between Carolyn Kuranz at the University
of Michigan and Patrick Hartigan from Rice University as part of the NLUF program. Two
shot days focused on creating a suitable plasma flow for the experiment had been performed
prior to my joining the project. Upon joining, I was assigned to be the PI for the final
two shot days, which included: designing the targets, which diagnostics to use and their
positioning, choice of beams and positioning, target characterization, and properly executing
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the shot plan. I was also responsible for analyzing the data: proton images and Thomson-
scattered spectra. Because of the lack of extra shot time and too much variability of observed
features in the data, I decided to explore simulating the experiment using the FLASH code, a
modular MHD code with optional extended MHD, multigroup radiation diffusion, tabulated
equation of state (EOS) and opacities, laser energy deposition, and heat conduction. These
simulations provided much qualitative assurance as to the physics of the system, but I faced
many limitations and barriers in quantitatively matching results to the data.
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CHAPTER 2
Proton Imaging of Magnetic Fields
Proton imaging is a central component of this thesis, so this chapter provides a detailed
account of how proton images are formed, considerations for system geometry, and some
methods of inferring field information from the images. We first explore the basics of proton
imaging in terms of proton sources, detectors, and deflections in Section 2.1. Section 2.2
then analytically describes how proton images are formed in the linear imaging regime, and
defines some typical proton imaging geometry considerations. Section 2.3 further derives the
intensity map of proton images when assuming a collimated source of protons, as many papers
do. Methods of incorporating the effects of a more realistic, diverging proton source are then
covered in 2.4. Section 2.5 briefly describes the formation of caustics on proton images, and
how their presence can impede analysis. Section 2.6 compares the effect of using a collimated
or diverging source for two magnetic field geometries of interest — a Gaussian ellipsoid of
magnetic in Section 2.6.1, and the magnetic field produced by a current-carrying wire in
Section 2.6.2. Section 2.7 briefly addresses techniques for reconstructing the path-integrated
magnetic fields from a proton image, and the limits of such methods. Finally, section 2.8
concludes the chapter with a brief discussion of the general way to analyze proton images,
and gives a look forward to how some of the methods presented in this chapter are applied
to the work in Chapters 3 and 4.
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2.1 Physics Background
There are few methods available for nonperturbatively probing the amplitude and topol-
ogy of small-scale magnetic fields which evolve on nanosecond timescales. The lack of tools
comes from physical constraints, and there are relatively few means of physically interacting
with electromagnetic fields, besides. A magnetic induction probe, for example, is a device
that measures the current induced in a loop of wire by an external magnetic field. These
probes provide measurements of the field amplitude at a single postion, spatially integrated
over the size of the probe, and are typically too large for use in the systems of interest for
this thesis — high-energy-density experiments at OMEGA. Another option is measuring the
Faraday rotation of laser light, in which the polarization of light propagating parallel to
magnetic field lines rotates in proportion to the amplitude of the field. Assuming the system
is well-characterized, the path-integrated field strength can be inferred from the measured
rotation. This technique (depending how it is set up) can also provide spatially resolved
measurements, a distinct advantage over induction probes. However, rotation angles in
small-scale experiments are typically very small by nature of the limited extent (and usually
amplitude) of the fields62,34, and can thus be challenging to constrain.
Thus, we come to charged particles — specifically, high-energy protons, as might have
been assumed from the title of this chapter — to probe magnetic fields. Protons are a
good candidate for investigating electromagnetic fields by nature of being charged parti-
cles and because their large mass relative to electrons allows high-energy (>MeV) protons
to pass through low-density plasmas with minimal scattering by particle collisions. The
probe protons are deflected from their initial trajectories primarily by interacting with the
electromagnetic fields in some system, which produces spatial variations of incident fluence
(via proton capture) on an image surface. The resulting image features encode information
about the integrated field topology and strength.54 These features depend on both the total
amplitude of the field and the orientation of the field with respect to the proton’s velocity
along its trajectory. The geometry dependence, in many cases, is the driving factor of the
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resulting images, and it therefore becomes difficult to generalize structures or methods of
analysis. However, a general procedure can be followed to analyze images.
There are two methods available to produce protons at the OMEGA (and OMEGA
EP) laser facility, and so I will limit my work to those methods. The first is Target-Normal
Sheath Acceleration (TNSA), which produces a distribution of protons whose energies exceed
1 MeV when a high-intensity, short-pulse laser (typically on the order of 1 ps) irradiates a
solid target.63,64 The laser-plasma iteraction at the surface of the target generates relativistic
electrons which stream away from the surface, and the resulting charge imbalance creates
a sheath field which then accelerates protons to relativistic energies as well.64 The protons
travel through the system of interest, gaining deflections, and are typically captured by a
radiochromic film (RCF), forming visible features on the film because of the large proton
fluence of the source. The large range of proton energies essentially creates a time series of
images, where proton energy and time are determined by depth of film in the stack. However,
the broad range also causes some of the closer, lower-energy images to exhibit features from
the higher-energy protons passing through that film, and disentangling these features can be
difficult.
The second method — the method used in the experiments presented in this thesis —
is to produce protons by imploding a small, nominally 400 µm diameter, D3He capsule, by
uniformly (or nearly uniformly) irradiating the sphere with ≥ 17 high-intensity lasers.65 The
implosion causes the fuel to fuse, producing 3 MeV protons as a product of DD reactions and
15 MeV protons as a product of D3He reactions. Because two well-characterized, and distinct
proton energies are produced by the implosion, this method has the distinct advantage of
producing two clean images of the experiment per shot, one corresponding to each energy.
The protons in this method are captured by a CR-39 proton track detector.65 CR-39 images
requires a time-consuming etching process, by which the pits caused by proton impact are
enlarged, after which the etched CR-39 is scanned to create an image of proton fluence based
on the counted number of pits. CR-39 images are also typically of much coarser resolution
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Caustic
Figure 2.1: An optical caustic formed by the cylindrical reflecting surface of a coffee cup.
than film, but the flux of protons generated by capsule implosion is generally insufficient
to produce film images. Although each method has advantages, the primary consideration
driving the use of this more convoluted procedure for imaging on the OMEGA 60 facility is
the lack of a dedicated short-pulse laser.
Although proton imaging had been implemented since at least the reporting of Mackin-
non et al. (2004), the first quantitative treatment of analysis techniques for proton imaging
of electric and magnetic fields was provided by Kugland et al. (2012). Because the images
are determined by field topology, Kugland et al. (2012) considers a number of specific cases
of electric and magnetic field topologies, the influence of increasing field amplitude, and some
effects of orientation of the probe protons with respect to the field. Perhaps most impor-
tantly, that paper addresses the onset and effect of caustic image features — nonlinearities
of imaging intensity. Proton image caustics are similar in structure to optical caustics by
nonuniform optics, such as in a coffee cup (see Figure 2.1) or on the bottom of a pool.67
Proton image caustics arise when the gradient of deflections become large and at least some
proton trajectories cross by the time they reach the image, producing regions of greatly
increased proton flux. The presence of caustics can significantly impede analysis, because
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there is not necessarily a unique solution due to the nonlinearity of the proton trajectories
with respect to initial trajectory. However, if the system exhibits an advantageous symmetry
(as in the case of the field of a current-carrying wire that I explore in section 2.6.2 and later
in the bow shock experiments described in Chapter 4) the caustics may at least be predicted
and provide a quantitative measurement.
I will next work out the basics of proton deflections by electromagnetic fields and how
image features are produced from these deflections. The derivation first follows the derivation
presented by Kugland et al. (2012) which, aside for some limited consideration of image
magnification, essentially assumes a collimated source of protons for simplicity. Following
that, I extend the analysis to include the effects of a more realistic, diverging point source
of protons. The deflections from electromagnetic fields are determined by the effect of the
Lorentz force
F = m
∂v
∂t
= q (E + v ×B) , (2.1)
in which F is the force, m is the mass of the particle, v is the velocity of the particle, q is the
electric charge, E is the electric field, and B is the magnetic field, where the single underline
notation denotes vector quantities — which I will use throughout.
Equation (2.1) shows that deflections by the magnetic field are only caused by the field
components transverse to the proton velocity, and the force is directly proportional to the
velocity of the particle. Fortunately, magnetic fields act to deflect charged particles in such
a way as to cause rotation about the field lines while conserving particle energy, which
provides some simplicity in analysis. The primary geometrical consideration in any proton
imaging setup is, therefore, the orientation of the probe axis with respect to the magnetic
field. Integrating Equation (2.1) over the time of flight within the system, the change in
velocity of a proton is
∆v =
q
mp
t2∫
t1
(E + v ×B) dt, (2.2)
where mp is the proton rest mass, and the time integration bounds t1 and t2 represent the
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time of flight within the interaction region. For the moment, I will simplify the system
by assuming that the velocity and electromagnetic fields are constant within the interaction
region. The primary concern is the transverse deflection, and the change in the perpendicular
velocity components can be written as
∆v⊥ =
q
mp
(E⊥ + v0B⊥) ∆t =
q
mp
(
E⊥
v0
+B⊥
)
∆L, (2.3)
where v0 is the initial proton velocity, B⊥ is the transverse magnetic field, and ∆t is the time
it takes to cross the interaction region, which can also be defined in terms of the distance
across the interaction region ∆L = v0∆t. In this simplified case I also assume that the added
energy by interaction with the electric fields is negligible, to maintain conservation of energy
(further reason for this simplification will be made clear momentarily). The deflection angle
α of a proton trajectory in this simplified form is thus
α = tan−1
(
∆v⊥
v0
)
=
∆v⊥
v0
, (2.4)
which we can also write as a function of the proton energy Ep = mpv
2
0/2,
α =
2q∆L
Ep
E⊥ +
q∆L√
2mpEp
B⊥. (2.5)
In this form, it is immediately apparent that electric field deflection will be a factor of
√
Ep
smaller than magnetic field deflection. The work of this thesis is only concerned with systems
in which the magnetic field is much greater than the electric fields, and the protons travel
at relativistic speeds (further reducing the effect of electric fields), so I will restrict the rest
of the analysis in this chapter to deflections by magnetic fields.
To more properly evaluate the integral of the magnetic field interaction in equation (2.2)
it is necessary to consider that the velocity does change as it interacts with the fields. I will
continue to assume that the magnetic field is not changing in time, but has a varying spatial
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geometry, which the protons experience as they travel across this field. In some cases it is
more useful to express the field as the curl of the vector potential A,
B = ∇× A, (2.6)
where we assume a Lorenz gauge, and that the vector potential is constant in time. Along
with the above assumptions, I rewrite the change in proton velocity in terms of the vector
potential
∆v =
q
mp
t2∫
t1
v × (∇× A) dt = q
mp
t2∫
t1
[∇ (v · A)− (v · ∇)A] dt, (2.7)
which, when expanding into components provides an insightful representation
∆vi =
q
mp
t2∫
t1
[
vj
∂
∂xi
Aj −
(
vj
∂
∂xj
)
Ai
]
dt, (2.8)
where Einstein subscript notation has been applied. Expanding this out in all components
can provide some further insight
∆vx =
q
mp
t2∫
t1
[
vy
∂
∂x
Ay + vz
∂
∂x
Az −
(
vy
∂
∂y
+ vz
∂
∂z
)
Ax
]
dt (2.9)
∆vy =
q
mp
t2∫
t1
[
vx
∂
∂y
Ax + vz
∂
∂y
Az −
(
vx
∂
∂x
+ vz
∂
∂z
)
Ay
]
dt (2.10)
∆vz =
q
mp
t2∫
t1
[
vx
∂
∂z
Ax + vy
∂
∂z
Ay −
(
vx
∂
∂x
+ vy
∂
∂y
)
Az
]
dt. (2.11)
An important aspect of the vector potential notation is that deflections in any direction
depend on the interaction of the orthogonal velocity components with either the gradients
of the same orthogonal component of the vector potential with respect to the direction of
deflection (i.e. vy interacts with Ay), or the gradients of the vector potential component in
29
the direction of deflection along the orthogonal axes. As I will show in Section 2.6.1, there
are some cases, like when the vector potential only has one component, in which using the
vector potential is much simpler than using the magnetic field when calculating deflections.
2.2 Proton Imaging in the Small-Deflection Regime
In this section I consider the case of proton imaging in the small-deflection — or linear —
regime. In this regime proton trajectories do not intersect one another (at least not before
reaching the image plane), and there exists a functional form for determining the image
intensity profile. Before proceeding, it is important to set up a general system geometry. For
simplicity, I define the proton probe-image axis to be the positive y-axis and the object and
image planes are defined by (x, z), as illustrated in Figure 2.2. I will use as this the general
system geometry throughout this thesis, except when specified otherwise. These coordinates
are simply a matter of preference — I prefer to preserve a right-handed coordinate system
which maintains that positive x is to the right and positive z is up.
As presented by Kugland et al. (2012), a surface element of proton intensity dSI on the
image plane can be defined relative to the change of the element dS0 from an object plane
as
dS =
∂(xI , zI)
∂(x0, z0)
dS0. (2.12)
When applied to the total intensity map, where total intensity is conservative, the two-
dimensional image profile can be determined analytically by dividing the initial proton in-
tensity map by the Jacobian determinant of the final proton positions with respect to their
initial position54
I(xI , zI) = I0
dS0
dSI
= I0(xI , zI)
[
∂(xI , zI)
∂(x0, z0)
]−1
, (2.13)
where I0 is the initial intensity map of the proton source (which is typically assumed to be
uniform), (xI , zI) represent proton positions at the image plane (subscript I), and (x0, z0)
represent the initialized proton positions at some plane prior to deflection. Essentially, the
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image is determined by the functional change in proton positions on the image with respect
to their unperturbed positions.
It is thus necessary to determine the deflected proton positions as a function of initial
position. Because the deflection angles are assumed to be small for the moment, the position
of the protons at the image in this regime can (more or less) be accurately determined by
applying the effect of the deflection angle in a single “kick” at the end of the interaction
region and then propagating the protons with their new trajectories to the image plane. On
the image plane (xI , zI) the final image positions can be represented as
xI(x0) =
LOI
LO
x0 + LOI sin (αx,I) (2.14)
zI(z0) =
LOI
LO
z0 + LOI sin (αz,I) , (2.15)
where LO is the distance from the proton source to the center of the object region, LOI is
the distance from the center fo the object region to the image, and αx,I and αz,I correspond
the angles of the proton’s trajectory in the xy and yz planes, respectively, after interacting
with the field.
Equation (2.14) can be further expanded to include the effects of a diverging proton
source by adding the components of the initial proton trajectories αx,0 and αz, 0 as
xI(α0) = LO sin(αx,0) + LOI sin(αx,I) (2.16)
= LO sin(αx,0) + LOI sin(αx,0 + ∆αx) (2.17)
≈ LIαx,0 + LOI∆αx, (2.18)
where I have assumed that the angles αx,0 and ∆αx are sufficiently small. For practical
purposes, the x0 formalism and αx,0 formulation are equivalent if all components of the
trajectory are considered. However, in application there are situations for which it is advan-
tageous to use one over the other based on the system geometry. The choice of coordinates
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Figure 2.2: The general proton imaging geometry in Cartesian coordinates (no scale as-
sumed). The center of the interaction is defined as the object plane, at a distance
LO from the proton source along the imaging axis. The image plane is a distance
LOI from the object plane.
also depends on the desired level of fidelity, i.e. whether to model the source as a point
source or as a collimated source; I discuss both in the next two sections.
2.3 Proton Imaging With a Collimated Source
The simplest method of approaching proton images is to assume that the protons are
initially collimated — they all have the same trajectory along the imaging axis, with some
spatial variance in the initial positions (x0, z0) — as illustrated in Figure 2.3. This assumption
can sometimes capture the broad features that would appear in a more realistic source
profile, depending on the orientation of the proton velocity with respect to the fields, but
fails when significant deflection occurs from the interaction of off-axis velocity components.
In a computational sense, this situation is easy to implement — it is straightforward to define
a grid of particles in (x, z) and propagate them with a constant velocity v0 along y through
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Figure 2.3: The general geometry of probing magnetic fields with a collimated source of
protons. The cross section of the EM fields with respect to the extent of the
protons remains constant throughout the interaction region.
the system and onto an image. Again, by assuming that the velocity doesn’t change much
(or at all) within the system itself, the path-integrated fields only require integration along
y by transforming the time integration of equation (2.2) using t = y/v0 and dt = dy/v0. The
changes in velocities from a general magnetic field are thus
∆vx(x0, z0) =
q
mp
y2∫
y1
Bz (x0, y, z0) dy =
q
mp
y2∫
y1
∂Ay
∂x0
dy − q
mp





y2∫
y1
∂
∂y
Axdy, (2.19)
∆vy(x0, z0) = 0, (2.20)
∆vz(x0, z0) = − q
mp
y2∫
y1
Bx (x0, y, z0) dy =
q
mp
y2∫
y1
∂Ay
∂z0
dy − q
mp





y2∫
y1
∂
∂y
Azdy, (2.21)
where the ∂/∂y terms are canceled by assuming that the magnetic field is constrained to
the interaction region, so B = 0 at y1 and y2. From these deflections, assume that the final
velocities vI,x = ∆vx and vI,z = ∆vz are small and apply conservation of energy so |v| = v0
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to find the post-deflection velocity along y
vy =
√
v20 −∆v2x −∆v2z ≈ v0, (2.22)
which says that we can approximate the velocity vy after interaction as if there is essentially
no change for very small deflections. Propagate the protons with their new transverse ve-
locities to the image plane from the center of the interaction region to find the final proton
positions
xI =
vx
v0
LOI , zI =
vz
v0
LOI . (2.23)
In this geometry, the deflection angles are
∆αx(x0, z0) =
q√
2mpEp
y2∫
y1
Bz (x0, y, z0) dy =
q√
2mpEp
y2∫
y1
(
∂
∂x
Ay − ∂
∂y
Ax
)
dy,
∆αy(x0, z0) ≈ 0,
∆αz(x0, z0) =
q√
2mpEp
y2∫
y1
−Bx (x0, y, z0) dy = q√
2mpEp
y2∫
y1
(
∂
∂z
Ay − ∂
∂y
Az
)
dy.
The image can now be determine by applying equation (2.13) to each point on the image.
For a simple illustration of this application, assume a one-dimensional image determined by
deflections in the x direction to find
I = I0
[
∂xI
∂x0
]−1
(2.24)
= I0
[
∂
∂x0
(x0 + LOI∆αx)
]−1
(2.25)
= I0
[
1 + LOI
∂
∂x0
∆αx
]−1
(2.26)
= I0
1 + q√
2mpEp
LOI
∂
∂x0
y2∫
y1
Bz(x0, y, z0)dy
−1 . (2.27)
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There are, however, some major shortcomings that come with assuming a collimated
source in relation to realistic proton sources available at OMEGA: magnification effects of
the imaging process are not included, and, as mentioned before, off-axis velocity components
are neglected. A simple, though limited, remedy to the magnification problem can be applied
when the length scale of the electromagnetic fields is small relative to its distance from
the source. In this case, the deflections can be calculated by integrating along the probe
direction while keeping the other position components fixed, and magnification can be added
afterward. This quick fix does not truly capture the effects of a diverging source — like the
off-axis velocity components — but simplifies the integration and can be a good starting
point for understanding what to expect in an image for a given field. Applying a realistic,
diverging, proton source profile is covered in the next section.
2.4 Proton Imaging With a Diverging Source
In reality, the available proton sources at HEDP facilities (OMEGA, in particular) are
not collimated. Both the D3He fusion source and TNSA methods create a diverging source of
protons which, given the typically high magnification (16–30 times) used in such experiments,
can be accurately approximated as a point source of protons. Some effects of using a diverging
source are illustrated in Figure 2.4. The basics of this divergence were briefly addressed above
in equation (2.16), and that is a good starting point for this section.
2.4.1 Angular Representation
The most mathematically obvious way to include the effects of a diverging proton source
is to express the proton trajectories in a spherical coordinate system (r, θ, φ) in which the
angles are oriented with respect to the imaging axis (i.e. (r, 0, 0) = y from the previous
section). In this representation, proton velocities are initialized as (v0, θ0, φ0) over a range
of θ0 and φ0. The limits θ0,max and φ0,max are the angles subtended by the image, defined
by the distance from the proton source to the image LI and the side length d of the square
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Figure 2.4: Illustration of imaging EM fields with a diverging source of protons. The cross
section of the EM fields with respect to the extent of the protons decreases with
distance form the source. This shift in magnification (known as perspective) can
significantly affect the image. A perspective transform between planes can be
used for Cartesian grids of particles to approximate these effects at the expense
of some fine features by off-axis velocity components.
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detector, and their orientations are shown in Figure 2.4. The limits are (broadly)
θ0,max = φ0,max = tan
−1
(√
2d/LI
)
(2.28)
so the initial trajectories are defined over the range
θ0 ∈ {−θ0,max, θ0,max} , φ0 ∈ {−φ0,max, φ0,max} . (2.29)
However, because most magnetic field topologies are much more easily defined in Carte-
sian coordinates, using a fully spherical coordinate system becomes unwieldy. Instead, it is
convenient to convert the proton trajectories and positions into Cartesian representation as
functions of θ0 and φ0
v0,x = v0 cos(θ0) sin(φ0), v0,y = v0 cos(θ0) cos(φ0), v0,z = v0 sin(θ0). (2.30)
Now that I am including the nonzero velocity components along x and z, there are additional
deflections to consider. Returning to equation (2.7) and expanding all components, the
changes in velocity are
∆vx =
q
mp
t2∫
t1
[v0,yBz − v0,zBy] dt, (2.31a)
∆vy =
q
mp
t2∫
t1
[v0,zBx − v0,xBz] dt, (2.31b)
∆vz =
q
mp
t2∫
t1
[v0,xBy − v0,yBx] dt. (2.31c)
It is again possible to integrate along the system length in y rather than t by substituting
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dt = dy/v0,y and parametrizing the positions in (y, θ0, φ0)
x = y tan(φ0), z = y
tan(θ0)
cos(φ0)
, (2.32)
Expanding equations (2.31a-2.31c) in terms of θ0 and φ0 gives
∆vx =
q
mp
y2∫
y1
[
Bz(y, θ0, φ0)− tan(θ0)
cos(φ0)
By(y, θ0, φ0)
]
dy, (2.33a)
∆vy =
q
mp
y2∫
y1
[
tan(θ0)
cos(φ0)
Bx(y, θ0, φ0)− tan(φ0)Bz(y, θ0, φ0)
]
dy, (2.33b)
∆vz =
q
mp
y2∫
y1
[
tan(φ0)By(y, θ0, φ0)−Bx(y, θ0, φ0)
]
dy, (2.33c)
which is considerably more complex than for a collimated source, and does not lend itself
well to determining a general solution of the deflection angles. To work out any significant
meaning from these, it is useful to apply a specific magnetic field topology. Some specific
field configurations are explored in sections 2.6.1 and 2.6.2. Next, however, I will describe
another method of including some of the effects of a diverging source.
2.4.2 Perspective Representation
Whereas in the previous section proton velocity and position are defined as functions of
the spherical angles of the initial trajectories within a pseudo-Cartesian coordinate system, if
the positions (x0, z0) are instead defined at a specified position y0 along the imaging axis, the
effects of the changing magnification from a diverging source can be applied by the camera
perspective transform. The transform simply makes use of the fact that magnification is
linear along any imaging axis, easily seen by the relation to y in equation (2.32). Thus,
the position of a proton is defined by its initial position and the relative distance along the
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imaging axis
x = x0
y
y0
, z = z0
y
y0
. (2.34)
This formulation is particularly useful computationally, because it is natural to initialize a
uniform mesh of protons in the xz plane and propagate that mesh through an interaction
region to the image plane. Calculating deflections from off-axis velocity components still
requires the trajectory angles θ0 and φ0, which are easily determined from the initialized
positions (x0, y0, z0).
Using a grid approach, by visualizing the changing size of the grid of protons as it passes
through the interaction region, shown in Figure 2.4, it is straightforward to imagine how
extended objects will appear on the image — regions closer to the source will be enlarged,
and regions farther away will be diminished. Therefore, the change in magnification across
the system must be considered when designing and analyzing proton images. In general, the
more two-dimensional the system is — in all aspects — the simpler the analysis becomes.
In a typical OMEGA experiment, for which the distance from the source to the center of
the interaction region is LO = 1 cm, the system of interest has length D = 3 mm, and the
distance to the image plane LOI is between 15 and 30 cm, the change in magnification across
the interaction region is ∼ 35%.
2.5 Proton Imaging in the Caustic Regime
Up to this point I have only discussed imaging when proton deflections are small, but as
the magnitude of the deflections increases (and again depending on the field topology) the
image analysis becomes more complicated. Return to the functional form of proton images
by the Jacobian of final positions with respect to initial positions given by equation (2.13).
It is immediately apparent that the expected image intensity profile approaches infinity at
any point where the Jacobian becomes zero, and the functional form no longer holds where
this occurs. In reality, where the Jacobian becomes zero there is a crossing of final proton
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positions with respect to initial trajectories such that the trajectories of protons on one side
of the maximum cross to the other side. This region of crossing proton trajectories is a
caustic. In the case of a diverging source the location of the maximum becomes the turnover
point between deflections due to the fields and the initial ballistic trajectory of the protons.
Mathematically, it is apparent that the final proton positions with respect to initial po-
sitions (or trajectories) are nonlinear when caustics are present — there are multiple initial
trajectories which produce the same final position — this nonlinearity makes calculating and
analyzing proton images more difficult. When creating synthetic images computationally,
the typical process would be to initialize a large number of protons, integrate across the
interaction region, propagate them to the image plane, and then bin them onto a fixed grid
to compute the image. Naturally, this is much more involved than calculating a Jacobian,
and more care must be taken with respect to the number of protons and the resolution of
the image to create a suitable comparison to experimental images. Additionally, because a
binning process is typically necessary to create synthetic images when caustics are present,
available field reconstruction techniques are no longer useful (at least around the caustic
regions). In fact, the nonlinearities introduced by caustics makes it unlikely that any unique
reconstruction could be made, as there is no unique method for unbinning. However, de-
pending on the field topology and system geometry — if the field is uniform enough and
two-dimensional enough — there may be system-dependent methods for reconstruction, or
at least methods of inferring field properties, as I will show in section 2.6.2 for the case of
the field around a current-carrying wire.
2.6 Comparison of synthetic proton images from collimated and
diverging sources
In this section I compare the results of collimated and diverging source analysis for two
specific magnetic field topologies — a Gaussian ellipsoid and a current-carrying wire — to
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demonstrate the importance of geometric considerations, and to show that simplifications
can still result in useable methods of quantitative analysis.
2.6.1 Imaging a Gaussian Ellipsoid of Magnetic Field
Though Kugland et al. (2012) describes the process of finding the deflections of protons
for both electric and magnetic field structures, we shall concern ourselves only with the latter
case here. Generally, magnetic filaments generated by the Weibel instability47 are modeled
as Gaussian ellipsoids68, also applied by Kugland et al. (2012), as single-component vector
potentials of the form
Az =
B0a
2
exp
(
−r
2
a2
− z
2
b2
)
, (2.35)
in which a and b correspond to the ellipsoid’s e-folding distance along its transverse and
longitudinal axes and B0 is the maximum magnetic field strength of the filament (this is
generally more easily identified and understood than a maximum vector potential). As
mentioned in Section 2.1, using the vector potential greatly simplifies analysis of this field
geometry by having only a single component, compared to integrating along the azimuthal
magnetic field
Bφ = B0
r
a
exp
(
−r
2
a2
− z
2
b2
)
. (2.36)
As previously discussed Kugland et al. (2012) also only considers the deflections from the
proton velocity component parallel to the imaging axis, essentially a collimated source. How-
ever, as addressed in Section 2.4, the collimated assumption neglects significant contributions
to the image from velocity components other than the imaging axis, which are particularly
important when probing perpendicular to the vector potential axis of a filament.
I first address the case of probing parallel to the vector potential axis (in this case y, in
Cartesian coordinates) of such a single-component ellipsoid centered on this axis. In this
situation it is convenient to utilize the cylindrical symmetry inherent to the fields and define
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Figure 2.5: Illustration of a Gaussian filament as described by equation (2.35), and the
amplitude profiles of the vector potential and azimuthal magnetic field as a
function of r at z = 0.
velocities in r and z as
v = vrrˆ + vz zˆ, (2.37)
where the probe axis is now z, rather than y. In this formulation the change in velocity is
∆vr =
q
mp
z2∫
z1
∂
∂r
Azdz =
q
mp
∂
∂r
z2∫
z1
Azdz (2.38)
∆vz =
q
mp
z2∫
z1
−v0,r
v0,z
∂
∂r
Azdz = − q
mp
v0,r
v0,z
∂
∂r
z2∫
z1
Azdz., (2.39)
where I have again assumed a constant velocity within the interaction region. From equations
(2.38) and (2.39) it is apparent that interaction of the velocity and vector potential in the
z direction act to radially deflect the protons, while there is a deflection in the z-direction
corresponding to the r component of velocity. The effect of the diverging source thus appears
in the r-derivative of vz and the presence of a vr component — a collimated source would set
these terms to zero, which is the extent of the solution provided by Kugland et al. (2012).
For reasonably small angles, the deflection in the r-direction will be much greater than in
the z-direction because most of the velocity is directed along z. Because of the disparity in
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Figure 2.6: Comparing the proton images of a collimated and diverging source for a system
of four filaments aligned along the probe axis y. The filaments are modeled
as ellipsoidal Gaussian blobs of semiminor axis a = 400 µm, semimajor axis
b = 3000 µm and a maximum magnetic field of 30 T. Following the typical
system geometry, LO = 1 cm, and LI = 16 cm. (a) Illustration of the filament
system at the object plane, where red and blue indicate positive or negative Ay,
respectively. (b,c) The 14.7 MeV proton image and integrated potential at the
image for a collimated proton source, (d,e) for a diverging source.
the magnitude of the velocity components, and depending on the length of the ellipsoid, a
diverging source may result in only small differences to the proton image.
The radial deflection angle
αr =
q√
2mpEp
∂
∂r
z2∫
z1
Azdz. (2.40)
indicates that the magnetic field will act either to focus or defocus the protons, if the deflec-
tion angle is either negative or positive, respectively, depending on the relative orientation
of vz and Az. Figure 2.6 demonstrates these results for a system of four magnetic filaments
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of alternating polarity which are illustrated in Figure 2.6a, using Cartesian coordinates. The
resulting image and path-integrated vector potential for a collimated source are shown in
figures 2.6b and 2.6c, where it is clear that the orientation of the potential either focuses
or defocuses the protons. When including the effect of perspective analytically, shown in
figures 2.6d and 2.6e, the image features are not as uniform, and track with the changing
magnification. This shows very clearly that the effects of a diverging source are significant,
particularly the effect of perspective on the integration.
Now consider the case of probing a magnetic filament perpendicular to the vector po-
tential axis of the filament. To do so, it is easiest to change back to Cartesian coordinates,
with y the imaging axis and z the filament axis, so again the only component of the vector
potential is Az. The velocity components change as
∆vx =
q
mp
t2∫
t1
vz
∂
∂x
Azdt (2.41a)
∆vy =
q
mp
t2∫
t1
vz
∂
∂y
Azdt (2.41b)
∆vz =
q
mp
t2∫
t1
−
(
vx
∂
∂x
+ vy
∂
∂y
)
Azdt, (2.41c)
from which an important realization should be made: the deflections on the image plane are
caused by the velocity component moving in the direction of the vector potential, which,
in this case, is orthogonal to the probe axis. Indeed, every deflection has a component
that depends on vzAz, and, importantly for Weibel instability experiments, the deflection
in x is solely dependent on the z component of velocity. It is therefore unwise to assume a
collimated source when probing perpendicular to the vector potential, as it would not produce
any deflection. The treatment of this problem provided by Kugland et al. (2012) is therefore
insufficient for explaining structures observed in experimental proton images of magnetic
filaments. In fact, ∆vx closely resembles the radial deflection angle when probing parallel to
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the long axis of the filament, so the effect will be to either focus or defocus the protons in x
depending on the magnitude and sense of both vz and Az. For a positive Az, the field will
defocus the protons for z > 0 and focus them for z < 0, which leads to the characteristic
fence-like pattern in experimental and synthetic proton images of forests of these filaments.
These results are demonstrated in Figure 2.7, where I calculate the proton images for a system
of four filaments aligned perpendicular to the probe axis (aligned in z). Unsurprisingly,
the proton image and change in velocity vx from the path-integrated vector potential for
a collimated source (2.7b and 2.7c) are zero. When including the effect of a diverging
source (2.7d and 2.7e), deflections in x and z now occur, and the fence-like structures seen
in experiments (i.e. Huntington et al. (2015)) are recovered. The deflections in this case
require off-axis velocity components, which are only possible when using a diverging source.
2.6.2 Imaging the Field Around a Current-Carrying Wire
The magnetic field generated on the outside of a cylindrically symmetric, semi-infinite,
current-carrying wire is proportional to the current in the wire and inversely proportional to
distance from the wire as
B =
µ0I
2pir
θˆ, r ≥ R, (2.42)
where µ0 is the vacuum permeability, I is the current in the wire, R is the radius of the wire,
and r is the radial distance from the wire axis. For simplicity, this can also be represented
in terms of the maximum field B0 at the surface of the wire (where r = R)
B =
(
µ0I
2piR
)
R
r
θˆ = B0
R
r
θˆ, r ≥ R. (2.43)
Immediately apparent is the cylindrical symmetry, which, as with the magnetic filament,
simplifies the problem to a nearly one-dimensional form.
In this section I will derive analytically features of the expected proton image due to the
field around a current-carrying wire. Because of the available symmetry I assume that the
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Figure 2.7: Comparing the proton images of a collimated and diverging source for a system
of four filaments aligned perpendicular to the probe axis y. The filaments are
modeled as ellipsoidal Gaussian blobs of semiminor axis a = 400 µm, semimajor
axis b = 3000 µm and a maximum magnetic field of 15 T. Following the typical
system geometry, LO = 1 cm, and LI = 16 cm. (a) Illustration of the filament
system at the object plane, where red and blue indicate positive or negative Az,
respectively. (b) The 14.7 MeV proton image and the relative change in velocity
vx due to the path-integrated vector potential for a collimated proton source,
(d,e) for a diverging source.
proton source is aligned along the axis of the wire (zˆ). Similar to the previous section dealing
with the magnetic field of an ellipsoid filament, deflections to proton trajectories based on
motion parallel to zˆ — the direction of the current in the wire — will be solely in r. The
effect of the deflections will be either to focus the protons to a point or to defocus them,
depending on whether the protons probe parallel or antiparallel, respectively. The radial
deflection is given by
∆vr =
q
mp
v0,zB0
t2∫
t1
R
r
dt, (2.44)
By again assuming constant proton velocity within the interaction region, the time integral
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of equation (2.44) can be converted to an integral in z using dz = v0,zdt, which removes the
velocity dependence in front and gives
∆vr =
q
mp
B0
z2∫
z1
R
r
dz. (2.45)
This integral is trivial when assuming a constant radial distance from the wire, however,
when including the divergence of a point source, the initial velocities are
v0,z = v0 cos(θ0), v0,r = v0 sin(θ0), (2.46)
where θ0 is the initial angle of a proton’s trajectory, and the radius changes as
r(z) = z sin θ0. (2.47)
Substituting this back into equation (2.45),
∆vr =
q
mp
B0R
sin(θ0)
z2∫
z1
dz
z
=
q
mp
B0R
sin(θ0)
ln
(
z2
z1
)
. (2.48)
It is again easy to find the angle of deflection as a function of the initial proton angle θ0
α = tan−1
(
v0 sin(θ0) + ∆vr
v0
)
− θ0 ≈ ∆vr
v0
, (2.49)
=
q√
2mpEp
B0R
v0 sin(θ)
(ln
z2
z1
) (2.50)
=
q√
2mpEp
B0R
v0θ0
(ln
z2
z1
), (2.51)
where θ0 is assumed to be small.
After acquiring some deflection while passing through the interaction region, the radial
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positions of the protons at the image plane are
rI = z2 tan(θ0) + (LI − z2) tan(θ0 + α) ≈ LIθ0 + LOIα(θ0), (2.52)
where all angles are assumed to be small. The radial location of maximum proton fluence
on the image occurs where the derivative with respect to θ0, so where
∂rI
∂θ0
= LI + LOI
∂
∂θ0
α = 0. (2.53)
Substituting in equation (2.51) for α(θ0),
∂α
∂θ0
= − qB0R
mpv0θ20
ln(
z2
z1
). (2.54)
The location of the proton intensity maximum thus occurs for the initial angle
θ0,max =
[
LOI
LI
qB0R√
2mpEp
ln(
z2
z1
)
]1/2
, (2.55)
which corresponds to a radius on the image
rI,max = LIθ0,max + LOIα(θ0,max). (2.56)
By substituting the value of the deflection angle
α(θ0,max) =
[
LI
LOI
qB0R√
2mpEp
ln(
z2
z1
)
]1/2
, (2.57)
the radius of the intensity maximum on the image is
rI,max = 2
[
LILOI
qB0R√
2mpEp
ln(
z2
z1
)
]1/2
. (2.58)
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Figure 2.8: Left: plotting the radial position of a proton at the image plane rI as a function of
radial position in the interaction region r0, for a point source of protons interact-
ing with the field around a current-carrying wire given the specified experimental
geometry for a maximum field of 15 T at the surface of the wire. Right: the
resulting caustic image intensity profile, where the intensity maximum occurs at
the turnover point between deflected and ballistic trajectories.
Equation (2.58) unfortunately depends on many variables, concerning the geometry of the
system, the magnetic field, and proton energy, which make it potentially unwieldy. How-
ever, by substituting in some reasonable values — particularly those corresponding to the
experiments discussed in Chapter 4 — a much more usable expression is acquired. Using
the experimental values LO = 1 cm, LI = 16 cm, LOI = 15 cm, R = 380 µm, z1 = 0.8 cm,
z2 = 1.2 cm, the expression becomes
rI,max = 3.2
[
B0
10 T
]1/2 [
1 MeV
Ep
]1/4
cm. (2.59)
This representation is further adapted the analysis of experimental proton images in Chapter
4.
2.7 Path-Integrated Field Reconstruction
Because of the inherent difficulty in proton image analysis, work has been done to create
a general framework for analysis by way of reconstructing path-integrated magnetic fields.
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This possibility was first proposed by Kugland et al. (2012), for some limited cases, and
further expanded to become more general by Graziani et al. (2017) and Bott et al. (2017).
These methods have been applied to the turbulent dynamo experiments by Tzeferacos et al.
(2018).
Field reconstruction is an inverse problem — it seeks to determine a path-integrated field
structure from the resulting image. To do this, certain assumptions must be made about
the system and the imaging process. The first assumption is that the total image intensity
(number of protons on the image) is conserved between the initial and final states. Images
must also lie solely in the linear regime to ensure that there is a one-to-one mapping of final
proton positions to initial positions. The introduction of caustic nonlinearities disallows
unique solutions of the path-integrated field, because it is not generally possible to separate
the overlapping intensities. As discussed in Section 2.2, proton images in the linear regime
can be determined by the application of an operator on the initial image map, written as
I − FI0 = I0, (2.60)
where F is operating on the initial (uniform) intensity map I0, and the total proton in-
tensity is conserved. F encodes the information of proton deflections to the image. This
is demonstrated by the image calculation from equation (2.24) of section 2.3, where the
two-dimensional image function in the small-intensity regime can be approximated as
I =
I0
|D(x0, z0)| = I0
[
1 + LOI
(
∂αx
∂x0
+
∂αz
∂z0
)]−1
≈ I0
[
1− LOI
(
∂αx
∂x0
+
∂αz
∂z0
)]
. (2.61)
In this case, F is
F = −LOI
(
∂
∂x0
∆αx +
∂
∂z0
∆αz
)
=
qLOI√
2mpEp
(
∂2
∂2x0
+
∂2
∂2z0
) y2∫
y1
Aydy, (2.62)
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which can be recognized as a Poisson equation
F = −∇2Φ, (2.63)
where Φ is the path-integrated vector potential. Kugland et al. (2012) provide a general,
simplified solution for finding Λ. Graziani et al. (2017) expands upon this formalism by
including the effect of the deflected proton positions by the path-integrated potential in
their field-reconstruction equation
I(x0 +∇Φ(x0)) = ∇2Φ(x0). (2.64)
From this, they are then able to rewrite the equation as a two-dimensional, steady-state
diffusion equation
∇ · [eI(x0)∇Φ(x0)] = I(x0)eI(x0), (2.65)
which can be solved numerically to determine a path-integrated field.
The reconstructed path-integrated field can be a useful quantity, but the quality depends
on the method used — particularly, the complexity of the imaging process accounted for.
One aspect not explicitly addressed in the reconstruction equations above is the addition of
magnification changes from a diverging source, which Section 2.4 showed can be significant.
The simple solution of Kugland et al. (2012) assumes only a collimated source, but it would
be feasible to accommodate this profile in the method of Graziani et al. (2017), and this
effect can also be included in the more complex, generalized methods presented in Bott
et al. (2017). However, field reconstruction will not be emphasized in the following chapters.
When dealing with proton images of a statistical system of fields, as in the case of the
filament analysis in Chapter 3, a two-dimensional inference of the fields gets us no closer to
understanding the underlying correlations between the filaments and the image features, so
other methods must be employed. Then, when imaging the field around a current-carrying
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wire in Chapter 4, the images are inherently caustic, as demonstrated in Section 2.6.2, so
reconstruction cannot be reliably employed.
2.8 Conclusion
In this chapter I have worked through some of the important aspects of proton image
analysis. Proton imaging provides unique measurement challenges because it relies on de-
flections — the direction and degree to which protons are deflected, along with where the
protons end up on the image depend on the field strength, field topology, and system ge-
ometry. Changes to field topology and probe orientation produce fundamentally different
images, so there is no easy way to generalize a solution, particularly if caustics are involved.
There is, however, a general procedure which can be followed. First, consider the geom-
etry: the magnetic field orientation with respect to the proton trajectories, the system size,
the expected field strength, and the path length from the object region to the image plane.
Using this information calculate a synthetic (computational or analytic) proton image. If the
system exhibits a useful symmetry, reduce the dimensionality of the deflections as possible.
Consider the components of the velocity relative to the magnetic field and add the divergence
of the proton source, if applicable. From the synthetic image profile, determine whether the
image exhibits caustics and where, as this will limit what analysis tools are available. If
deflections are small and the entire image exists in the linear (non-caustic) regime, then it is
possible to apply techniques which reconstruct the path-integrated field based on optimizing
the cost (imaging) function.
If the image exhibits caustics, then there is not necessarily a unique function which can
be used to invert the image and reconstruct the field (although if the field topology is well-
known it may be possible to construct a system-specific methodology to do so). In such a
case, inferring quantitative information from the proton image requires careful consideration
of the system topology. In the case of caustics generated by a known field, the general
approach is to determine — analytically — what the image should look like given the system
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parameters and how it changes based on proton energy and field amplitude. For example,
as explored in section 2.6.2, proton images probing antiparallel to the direction of current in
a wire are inherently caustic by nature of the 1/r magnetic field topology. Luckily, despite
being caustic, field information can be inferred from such a proton image. As evidenced by
equation (2.59), the experimental location of the proton image maximum allows inference of
field strength, provided the system geometry and proton energy are known.
In Chapter 3 I apply the above knowledge to images produced by small-scale, statistical
magnetic field structures. Then, in Chapter 4 I deal with images of strong magnetic fields
around a current-carrying wire. In both of these cases the electric fields effects are small
compared to the magnetic fields, and the most useful analytic tool is an assumption for the
underlying magnetic field geometries.
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CHAPTER 3
Characterizing Filamentary Magnetic Structures in
Counter-Streaming Plasmas by Fourier Analysis of
Proton Images
This chapter is adapted from Levesque et al. (2019).
Proton imaging is a powerful tool for probing electromagnetic fields in a plasma, providing
a path-integrated map of the field topology. However, in cases where the field structure
is highly inhomogeneous, inferring spatial properties of the underlying field from proton
images can be difficult. This problem is exemplified by recent experiments which used
proton imaging to probe the filamentary magnetic field structures produced by the Weibel
instability in collisionless counter-streaming plasmas. In this chapter, we perform analytical
and numerical analysis of proton images of systems containing many magnetic filaments.
We find that, in general, the features observed on proton images do not directly correspond
to the spacing between magnetic filaments (the magnetic wavelength) as has previously
been assumed, and that they instead correspond to the filament size. We demonstrate this
result by Fourier analysis of synthetic proton images for many randomized configurations of
magnetic filaments. Our results help guide the interpretation of experimental proton images
of filamentary magnetic structures in plasmas.
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3.1 Introduction
Proton imaging is a powerful technique for probing electromagnetic fields in high-energy-
density plasma experiments with high-energy (> MeV) protons.71,66,65,72 Deflections from ini-
tial proton trajectories by interaction with electromagnetic fields encode information about
the path-integrated field structure onto a detector in the form of spatial variations of the
observed proton flux. Proton imaging has been used successfully in experiments studying
laser-produced plasma bubbles71,65,72, magnetic reconnection72, turbulent dynamo amplifi-
cation of magnetic fields34, and the Weibel instability24,73,18,74,20,21,75, among others. The
detailed analysis by Kugland et al. (2012) provides a basis for determining proton image
structures from electric and magnetic fields, but inferring quantitative field information from
an image is difficult due to its path-integrated nature. Recently, methods have been devel-
oped which can infer path-integrated field topology from proton images by solving the inverse
problem.69,70 However, inferring internal structure or spatial scales of magnetic fields which
are neither smooth nor homogeneous requires further geometrical assumptions about the
system.
An important example of inhomogeneous electromagnetic fields produced in plasmas is
the filamentary magnetic field structures associated with the Weibel or current-filamentation
instability.47,76 The Weibel instability is associated with anisotropy of the plasma velocity
distribution and is known to lead to the formation of current filaments in counterstreaming,
collisionless plasmas, converting kinetic energy into magnetic energy.47 The Weibel instabil-
ity, at its most basic, can occur in anisotropic plasma systems when there is a significant
difference in velocity across the plasma, or in the interaction of a fast beam with an ambi-
ent plasma. A perturbation of the electromagnetic fields transverse to the direction of the
velocity anisotropy drives small-scale changes in the current density which, in turn, gener-
ate small-scale magnetic fields azimuthal to the perturbed current densities. Defining the
beam to be in the z direction, a transverse (r direction) perturbation to the z component
of the electric field generates an azimuthal magnetic field. These driven changes in the
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current density are in the same direction as the velocity anisotropy, which can be better
envisioned by considering the interpenetration of two collisionless electron beams, whose
counter-propagating currents drive electromagnetic fields. Under the right conditions, the
electromagnetic perturbation is unstable and becomes a purely growing wave, which acts to
increase the magnetic fields.
Following the assumptions of Schlickeiser and Shukla (2003), in the interaction of a cold
electron beam of number density nb and initial velocity u with an ambient plasma with
a Maxwellian distribution of electron density ne and ion density ni, the linear dispersion
relation for a plasma experiencing an electromagnetic perturbation is
ω2 = −ω2be
(
k2u2
k2c2 + ω2be
− k
2v2th,ev
2
th,i
ω2pev
2
th,i + ω
2
piv
2
th,e
)
, (3.1)
where ω is the angular frequency of the time-varying component of the perturbation, ωbe is
the electron plasma wave frequency for the beam species, k is the wavenumber associated
with the transverse perturbation, and the vth terms are the thermal velocities of the electrons
and ions in the hot plasma. After some simplification, the conditions for a purely growing
mode (ω2 < 0) are
k2 <
[
(Z + 1)u2
v2th,e
− nb
ne
](
ω2pe
c2
)
, (3.2)
u2 >
nb
ne
v2th,e
(Z + 1)
, (3.3)
where Z is the average ionization of the plasma. In the case when the beam velocity u vth,
the growth rate of the perturbation is
Γ =
uωbek√
k2c2 + ω2be
, (3.4)
as first reported by Weibel (1959). This instability will grow, converting kinetic energy to
electromagnetic energy, until the magnetic field reaches a saturated value.77,48
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This instability is expected to be common in astrophysical plasmas, potentially medi-
ating the amplification of magnetic fields, the formation of collisionless shocks, and the
acceleration of particles in energetic and weakly magnetized environments such as gamma
ray bursts and young supernova remnant shocks.77 Furthermore, magnetic fields observed
throughout the intergalactic medium may have been seeded by this instability during the
early universe.48,78 In recent years, there has been a significant effort to study the Weibel
instability and collisionless shocks mediated by it in laboratory laser-driven plasmas.18,20,79
Experiments at OMEGA24,73,74,20,21 and the NIF75 have explored this instability, successfully
observing filamentary magnetic fields.
The Weibel instability is an interesting system of study for proton imaging capabilities
because the magnetic fields it generates are highly structured, consisting of many small-
scale filaments. The proton images produced when probing these systems perpendicular to
the interpenetration axis show filamentary striations in the proton fluence.74,20,25 However,
inferring internal field parameters from these images has proven to be difficult, because the
protons experience deflections from many filaments along any path. Previous papers18,25,20
infer the characteristic spatial mode of the magnetic field as the average distance between
successive peaks of proton fluence on a proton image, but it is unclear if this is an accurate
or robust method for characterizing the structure of these fields. Levy et al. (2015) explore
this issue by creating and analyzing synthetic proton images of randomized distributions of
Gaussian magnetic filaments. The synthetic proton images qualitatively recreate filamentary
structures seen in experiment, however, no quantitative relation is determined between the
spatial modes of synthetic proton images and those of the corresponding magnetic field.
In this analysis we develop a simple analytical model of proton images in the linear
deflection regime54,70 suitable for use on small-scale field structures, and demonstrate that
spatial information of Weibel-like magnetic fields may be inferred from Fourier analysis
of proton image features. This chapter is organized as follows. Section 3.2 establishes the
methodology which we use to produce synthetic proton images in the linear deflection regime.
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In Section 3.3 we discuss what we call the forest effect (a term coined by Dmitri Ryutov),
which is associated with probing a large number of filamentary structures, and address the
limitations associated with inferring the spacing between filaments by counting the number
of peaks in the proton images. In Section 3.4 we show that the size of filamentary magnetic
fields can be inferred from Fourier analysis of the proton images, illustrate that this method is
robust for different field configurations, and address the broader applicability of the method
we develop. Section 3.5 concludes the chapter.
3.2 Proton Imaging of Magnetic Filaments
To explore the relationship between filamentary field structures and the associated proton
images we develop a simple analytical and numerical model. The system geometry consists
of three components, the proton source, the interaction region, and the image plane, as
illustrated in Figure 3.1. Following the work of Kugland et al. (2012) and Levy et al. (2015),
the filaments are assumed to be Gaussian ellipsoids of vector potential
Az (x
′, y′, z′) = A0 exp
(
−x
′2
a2
− y
′2
a2
− z
′2
b2
)
,
Ax = Ay = 0,
(3.5)
where A0 is the maximum vector potential of the filament, a is the characteristic filament
size in the radial plane, and b the characteristic length along the collision axis. The primed
coordinates are defined with respect to the center of the filament (xc, yc, zc),
x′ = x− xc, y′ = y − yc, z′ = z − zc. (3.6)
As in Levy et al. (2015), all filaments are constrained to lie within the cylindrical volume
of the interaction region. For further simplification, all filaments are oriented along zˆ and
considered infinite in length (i.e. b→∞) to remove variation in z.
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Figure 3.1: Illustration of the system geometry (not to scale). The interaction region is
cylindrical with radius in the xy plane and extends infinitely in the z direction.
The filaments are contained within the prescribed interaction region, depicted by
colored contours of vector potential Az for a representative system of filaments,
where each filament is described as in equation (3.5), and illustrated by Figure
2.5. Protons stream from the origin with initial velocity v through the interaction
region to the image plane.
59
We use the field definition of equation (3.5) to develop a simple analytic model for
proton images of filamentary magnetic fields in the linear proton deflection regime. The
linear deflection regime, as defined by Kugland et al. (2012), is when proton deflections are
small relative to the scale length of electromagnetic fields. The linearity parameter (adapted
for our notation) is defined as
µ ≡ LOα/LEM , (3.7)
where LO is the y-distance from the proton source to the center of the interaction region, α
is the proton deflection angle, and LEM is the scale length of the electromagnetic fields. The
linear regime is defined as when µ 1. In the case of filamentary magnetic fields, LEM = a,
and the linear regime applies when α  a/LO. In the linear regime, deflections from a
proton’s initial, unperturbed trajectory are negligible across a single filament, so the total
deflection can be calculated from the path-integrated vector potential along the unperturbed
trajectory.
We consider a point-like, divergent proton source with initial proton velocities
vx = v cos θ sinφ, vy = v cos θ cosφ, vz = v sin θ, (3.8)
where v is the initial speed and the angles θ and φ are angles from the y axis in the yz and
xy plane as depicted in Figure 1. The angle φ provides for magnification effects in the x
direction. Because of the uniformity and infinite extent of the filaments along z, we consider
only proton deflections in the x direction, producing 1D proton images at a nonzero angle
θ as depicted in Figure 3.1. Furthermore, we consider the small deflection regime, where
the interaction region diameter D is much smaller than the distance LO between the proton
source and the interaction region, which is typically true in experiment. In this paraxial
limit, proton trajectories are considered constant across the interaction region. The angular
60
deflections in x are calculated as
αx =
e
c
√
2mpW
sin θ
∂
∂x
LI∫
0
Azdy, (3.9)
where e is the electric charge, mp is the proton mass, c is the speed of light, and W is the
energy of the probe protons. We note that in the limiting case of θ = 0, equation (3.9)
predicts no deflection in x. In reality, small deflections in x can still arise from higher-order
terms as shown in Kugland et al. (2012). However, in typical experiments the proton source
is divergent, providing the necessary vz, and equation (3.9) can thus be used to describe the
dominant deflections.
The entire length D across the interaction region is contained within the integration
bounds of equation (3.9), and we assume a single filament a  D, so we can approximate
the integral as
LI∫
0
Azdy ≈
∞∫
−∞
Azdy =
√
pia2A0 exp
(
−x
2
a2
)
. (3.10)
Substituting into equation (3.9), the deflection by a single filament is
αx (x) =
e
c
√
2mpW
A0 sin θ
(
−2
√
pix
a
)
exp
(
−x
2
a2
)
. (3.11)
Assuming the deflection occurs at the center of the interaction region, protons arrive at
the image plane with deflected positions
xI (x) =
LOI
LO
[x+ LOαx (x)] , (3.12)
where x is the position of a proton along an unperturbed trajectory defined at y = LO. From
Kugland et al. (2012), in the linear deflection regime the proton fluence map I at the image
can be calculated as
I = I0
[
1− LO ∂
∂x
αx
]
, (3.13)
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where I0 is the initial, unperturbed proton fluence profile. The proton image from deflections
by a Gaussian filament is thus
I (x) = I0 − LO e
c
√
pia2
2mpW
A0 sin θ
∂2
∂x2
exp
(
−x
2
a2
)
, (3.14)
whose profile is primarily proportional to the second derivative of the path-integrated vector
potential Az — the second derivative of a Gaussian in x. By normalizing about the mean
image intensity, the influence of any Gaussian filament on the image can be generalized to
δI (x, xc) =
(
− 2
a2
+
4 (x− xc)2
a4
)
e−(x−xc)
2/a2 . (3.15)
In the linear deflection regime the image contribution from each filament is effectively
independent from one another. Thus, the image of a system of multiple filaments is the
summation of contributions from all filaments in the system
I (x) = I0 (x) +
N∑
n
δI (x, xcn) = I0 (x) +
N∑
n
δIn (x) , (3.16)
where the subscript cn refers to the center of a filament n.
3.3 The Forest Effect
Previous works have assumed that the spacing between filaments in the interaction region
can be directly inferred from the average spacing between successive peaks in fluence on a
proton image, adjusted for magnification.18,20 This may seem like a simple and attractive so-
lution, but because of the complexity of the underlying field structures it is not clear whether
this method accurately infers the spacing between filaments in the plasma as intended.
Consider the problem more simply: envision a forest of trees whose centroids are described
by a spatial Poisson point process. When viewed from above (Figure 3.2a) the spatial modes
of this system may be characterized by the average distance between centroids in the xy
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Figure 3.2: Spatial scales for (a) top-down view showing an areal distribution of vector po-
tential filaments, and (b) a side-on view showing a linear distribution of the same
number of filaments.
plane, defined as
λ2D =
√
A
N
, (3.17)
where A is the 2D area in which N trees exist. When looking instead at this forest from the
ground along the y direction (Figure 3.2b), position information collapses along that axis.
Ignoring magnification effects, the position of the trees can now only be discerned in one
dimension — along x. The spatial mode in this case corresponds to the average x distance
between the trees
λ1D = L/N, (3.18)
where L is the length across the forest. Now extend this line of thought to a distribution
(a forest) of identical magnetic filaments, or more specifically, the proton image of such a
forest of filaments. This simple example illustrates that, naively, one would expect that when
the number of filaments (trees) is very large (N  1), the wavelength of the filamentary
magnetic structures (the spacing between trees) that is inferred from the proton image is
significantly smaller, by a factor of
√
N , than the actual filament wavelength.
To explore whether the method of counting peaks on proton images accurately infers the
spacing between filaments, we generate randomized distributions of filaments from which
we create synthetic 1D proton images. The synthetic system geometry corresponds to the
OMEGA experiments18,20,68; the interaction region is an infinite cylinder of diameter D = 3
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Figure 3.3: Representative results of (a) the normalized vector potential map, (b) the nor-
malized path-integrated vector potential map, (c) the path-integrated vector
potential plot at image, (d) the resulting proton fluence at an angle θ = 0.1, and
(e) the λ-space Fourier spectrum for a synthetic, randomized distribution of 130
filaments with a = 20 µm. Repeated for a = 50 µm in (f-j) for the same centroid
distribution. The analytic fit of the synthetic Fourier spectra (red) tracks with
filament size a following the derived analytic relation.
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mm, LO = 1 cm, LOI = 30 cm, and the image plane is a 9.6 cm x 9.6 cm square. The
synthetic proton images are created for θ = 0.1, and have a resolution of 45 µm at the
image plane, corresponding to 1.5 µm with respect to the interaction region. The filament
centroids in the interaction region are randomized for each distribution, similar to the setup
of Levy et al. (2015), with an enforced minimum distance between each filament to prevent
overlap. To conform to expected physical constraints, there are an equal number of positive
and negative Az filaments in every distribution. The filament size a is varied independently
of the system size and number of filaments, though these may be related in reality. Figures
3.3a and 3.3f show the vector potential of a typical distribution of 130 filaments for a = 20
µm and a = 50 µm, respectively. For each distribution of filaments we numerically integrate
the vector potential along diverging proton paths to the image plane, as shown in Figures
3.3b and 3.3g, to account for magnification effects. We use the integrated vector potential
to calculate αx, and generate the synthetic 1D proton image (Figures 3.3d and 3.3i) using
equation (3.14). By counting peaks in the proton image, we infer an average spacing between
consecutive peaks as
λI,peaks = D/NI,peaks, (3.19)
where NI,peaks is the number of peaks on the image.
The results of this analysis are shown in Figure 3.4 for systems containing 130 filaments.
We analyze 100 randomized distributions for each prescribed value of a to average over any
distribution dependence. The median inferred λI approximately reaches the limit λ1D at
λ1D ≈ 2a. Above this limit λI,peaks increases linearly with a and does not appear dependent
on λ2D even at large a. We therefore conclude that the forest effect is only present for
cases when a ≤ λ1D/2, for which λI,peaks ≈ λ1D. For the case of the Weibel instability, the
magnetic wavelength can be approximated as λW ∼ 4a79, and thus 2a/λ1D =
√
piN/2. For
most cases of interest N  1, which means 2a/λ1D > 1, and thus λI will not correspond to
λ1D.
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Figure 3.4: Results of the mean peak distance analysis method for 100 randomized distribu-
tions of 130 identical filaments at each prescribed filament size a. The vertical
bars represent the range of inferred values of λI,peaks, and the boxes represent
the range in which 90% of the inferred values lie. The lines of λ1D and λ2D are
obtained by equations (3.18) and (3.17) for N = 130 and D = 3 mm.
3.4 Inferring Filament Size via Fourier Analysis
3.4.1 Analytic Solution
In this section we develop a simple method to determine the spatial size of the magnetic
filaments from Fourier analysis of the proton images. We return to the simple analytic model
of Section 3.2 and derive the expected dominant spatial mode of the proton image of a system
containing many filaments. By Fourier transforming the proton image defined in equation
(3.16) we find
F {I} =
N∑
n
√
a2
2
k2 exp
(
−a
2
4
k2 + ixcnk
)
. (3.20)
The phase terms ixcnk in equation (16) carry information about filament position, and add
deviations to the spectrum. However, when summing over the contributions from many
randomized filaments these deviations will be small relative to the overall Fourier profile
F {I} = Ck2 exp
(
−a
2
4
k2
)
, (3.21)
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Figure 3.5: (a) Statistics of fitting the image Fourier spectrum to equation (3.24) for 100
randomized distributions of 130 identical filaments for many values of filament
size a. (b) Fourier spectrum analysis statistics for 100 randomized distributions
for different numbers of filaments and prescribed a of 20, 50, and 100 µm. Fit-
ting the Fourier spectrum to our analytic relation reliably infers the prescribed
filament size from synthetic proton images for all a.
which will be present for any distribution. We use this phase-free profile to find the dominant
image mode
kI = 2/a, (3.22)
from which the dominant observed image wavelength is
λI = 2pi/kI = pia. (3.23)
Thus, λI for a system of identical filaments in the linear deflection regime will primarily
depend on the size of the constituent filaments and not the separation between them.
3.4.2 Statistical Verification
To test the analytic relation of equation (3.23), we again generate randomized distribu-
tions of filaments and analyze corresponding synthetic 1D proton images. Now, however, we
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use equation (3.21) to determine λI by fitting the function
F {I} = Cλ−2e−a2/λ2 , (3.24)
to the Fourier spectrum of the image. The maximum value of this fit occurs at λI , from
which we infer the filament size as
aI = λI/pi. (3.25)
The Fourier spectra in Figures 3.3e and 3.3j show large modulations, but the fit of equation
(3.24) accurately determines λI very close to pia for the same centroid distribution.
We test the accuracy of this method by analyzing many randomized distributions of
filaments, as in Section 3.3. Figure 3.5a displays the results of this Fourier analysis method
for 100 randomized distributions of 130 identical filaments for a range of independently
varying a. The median inferred aI for these distributions is within ∼ 5% of the prescribed
value of a, with 90% of the distributions within 15%. We also test whether the number of
filaments in the system affects the accuracy. Figure 3.5b shows the inferred aI = λI/pi for
100 distributions of systems with 1 to 300 identical filaments at a fixed a = 20, 50, and 100
µm. From Figures 3.5a and 3.5b, we find that this method accurately infers the prescribed
filament size a, regardless of the number of filaments or filament size.
Within the assumptions made throughout this chapter, the results displayed in Figures 3.3
and 3.5 conclusively demonstrate that the effects of the independent filaments are cumulative,
and filament position information is effectively lost. Instead, the proton images provide direct
information about the individual size of each filament, which can be directly obtained from
Fourier analysis of the proton fluence profile. Although the spectra fundamentally depends
on the size, rather than the distribution, we note that in the case of the Weibel instability
the filament size will be physically correlated to the spacing between filaments, implying
that one can infer the scale of the magnetic wavelength by measuring the filament size a.
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Figure 3.6: Representative results of (a) the normalized vector potential map, (b) the nor-
malized path-integrated vector potential map, (c) the path-integrated vector
potential plot at image, (d) the resulting proton fluence at an angle θ = 0.1,
and (e) the λ-space Fourier spectrum for a system of Gaussian random fields
(rather than individual filaments) generated with spatial correlation a = 20 µm.
Repeated for a = 50 µm in (f-j). The fit of the Fourier spectra again depends
only on the prescribed filament size.
3.4.3 Gaussian Random Fields
A more realistic model for the magnetic field profile produced by the Weibel instability
is to define the vector potential at the interaction region as a spatial Poisson process, or
Gaussian random field. We follow the method described by Kroese and Botev (2015) and
Dietrich and Newsam (1997) to create a stationary, zero-mean, two-dimensional Gaussian
process of vector potential using the covariance function
ρ (x, y) =
[
1− x
2
l2x
− xy
lxly
− y
2
l2y
]
exp
(
−x
2
l2x
− y
2
l2y
)
, (3.26)
where lx and ly are the lengths over which the vector potential is correlated in x and y,
respectively. To correlate the vector potential by the area of a generalized filament pia2 we
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set lx, ly =
√
pia and rewrite equation (3.26) as
ρ (x, y) =
[
1− (x+ y)
2
pia2
]
exp
(
− x
2
pia2
− y
2
pia2
)
, (3.27)
which is reminiscent of how we defined our Gaussian filaments in equation (3.5). Figures
3.6a and 3.6f show representative fields produced by this method at a = 20 µm and a = 50
µm. We again assume that the protons are negligibly deflected within the interaction region
and follow the same process for generating proton images as in Figures 3.6d and 3.6i. The
fit of equation (3.24) to the Fourier spectra accurately determines the maximum λ to be
pia, just as before. Figure 3.7 shows that this method reliably infers the prescribed filament
size, or spatial correlation length, from the synthetic proton just as it did for systems of
individual filaments.
By modeling the magnetic vector potential of filaments created by the Weibel instability
as a two-dimensional Gaussian random field, it becomes clear why we can recover the filament
size parameter from proton imaging: the field is zero-mean, and integrating across a probing
direction (e.g. y) essentially reduces the field to a one-dimensional Gaussian process with
covariance function
ρ (x) =
(
1− x
2
pia2
)
exp
(
− x
2
pia2
)
, (3.28)
which reproduces the Gaussian structures observed. This analysis suggests that when prob-
ing the filamentary fields produced by the Weibel instability, and more generally for any
magnetic field produced Gaussian random vector potential, in the linear proton deflection
regime, that the structure size parameter can be inferred from the proton image.
3.4.4 Applicability
Our analysis is derived for proton images in the linear proton deflection regime, and it
is thus important to clarify the limits of its applicability. For proton radiography nearly
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Figure 3.7: Statistics of the Fourier analysis method for 100 initializations of the vector po-
tential as a Gaussian random field at different values of filament size (correlation
length) a. Fitting the Fourier spectrum to the analytic relation again reliably
infers the prescribed filament size from synthetic proton images for all a.
perpendicular to the magnetic filaments, the linearity condition can be written as
B0(T) . 13.4
√
W (MeV)/LO(cm). (3.29)
For typical proton radiography parameters, W = 14.7 MeV and LO = 1 cm, we expect our
analysis to be valid for B0 < 50 T, in agreement with the limit expressed in Kugland et al.
(2012). We have confirmed this by simulating proton images of filament systems at varying
magnetic field strengths. Above this limit we enter the caustic regime54, and the Fourier
spectrum starts to be significantly modified. The possibility of extending this analysis to
the caustic regime is outside the scope of this chapter, and may be explored in future work.
We also note that while we have only used 1.5 micron resolution in the interaction region
for our Fourier analysis, an accurate fit will generally be possible as long as the resolution
is smaller than pia/2 to resolve the Fourier peak. In practice the image resolution with
respect to the interaction region is limited by the proton source size, which can vary from a
few microns for protons generated via Target Normal Sheath Acceleration64 to ∼ 40 µm for
protons produced by the implosion of a fusion capsule65. This should be carefully considered
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in application to future experiments, because at typical experimental conditions a ≈ 50–100
µm.20
3.5 Conclusion
For systems of independent Gaussian magnetic filaments we have shown that, in the
limit of linear proton deflections, proton images primarily provide information about the
individual size of the filaments, not the spacing between them. We have developed a simple
analytical model for the linear deflection of protons and have shown that Fourier analysis of
the proton images allow for an accurate measurement of the filament size, independent of the
number or density of filaments. Statistical computational analysis of synthetic proton images
for many randomized distributions of magnetic filaments shows that this method accurately
infers the prescribed filament size. Additionally, we have shown that when modeling the
vector potential as a Gaussian random field, in which the effective filament size and number
of filaments are correlated, our analysis produces the same behavior in the limit of linear
proton deflection. This simple method and underlying analysis provides a robust way to
characterize proton images of filamentary magnetic fields and should be broadly applicable
to proton imaging of magnetic fields in plasma experiments.
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CHAPTER 4
Magnetized Bow Shock Experiments
The magnetic field produced by planets with active dynamos, like the Earth, can exert
sufficient pressure to oppose inflowing, supersonic stellar wind plasmas. The effective obstacle
to the flow in these systems is the pressure-balance surface between the stellar wind and the
magnetic field, known as the magnetopause, and a standing bow shock forms at a standoff
distance upstream from the magnetopause to redirect the flow. Satellite measurements and
computer models of the Earth’s magnetosphere provide robust predictive capabilities for
typical conditions of the Earth-Sun system, but may not be directly applicable to more
extreme solar wind conditions, or to the study of exoplanetary magnetospheres. Scaled
laboratory experiments provide another way to validate and improve models that predict
how an external magnetic field responds when interacting with a stellar wind analog. This
chapter presents results from a campaign to create astrophysically relevant bow shocks by
the interaction of plasma flow with a magnetized obstacle, performed at the OMEGA laser
facility. The experimental system consists of a slow, low-density plasma flow, generated
by the collision and subsequent expansion of two plasma plumes, which interacts with the
external azimuthal magnetic field around a current-carrying wire. The electron number
density and temperature of a shock at a significant standoff distance from the wire are inferred
from spatially resolved, optical, Thomson scattered spectra. Additionally, the formation of a
bow shock around the magnetized wire is inferred from proton images of the magnetic fields
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at 60, 70, and 80 ns after the initial laser drive for two different field amplitudes, during
which time the flow encounters the magnetic field from the wire, forms a bow shock, and
flows around the obstacle at a significant standoff distance.
4.1 Introduction
Astrophysical plasmas are typically magnetohydrodynamic, and because of the large spa-
tial and temporal scales over which these plasmas evolve, the magnetic field produced by
stars and some planets can significantly alter or dominate the dynamics of the surrounding
interplanetary and interstellar media. The magnetic field pressure produced by these bodies
separates them from the surrounding plasma, forming a magnetosphere. Stellar and inter-
stellar winds are typically supersonic and superalfve´nic, so a bow shock forms upstream to
redirect the flow around the obstacle.82 However, the effective obstacle of the magnetized
body is not its physical surface, but the surface at which the magnetic field and the surround-
ing plasma reach pressure balance, known as the magnetopause. The standing, detached bow
shock therefore occurs upstream of the magnetopause. The region of shocked flow between
the bow shock and magnetopause is known as the magnetosheath. In the Earth-Sun system,
the Earth’s magnetic field exerts sufficient pressure to oppose the solar wind at an average
distance of ∼10 Earth radii, with a bow shock 3 Earth radii farther upstream.49
Semi-analytical and empirical models of the Earth’s magnetosphere based on satellite
observations can determine the location of the magnetopause and bow shock for a range
of observed solar wind parameters.82,49,83,84 However, with thousands of exoplanets already
discovered, there is growing interest in learning how stellar winds interact with both weakly-
and strongly-magnetized planets under a range of conditions beyond those normally present
in our solar system. For example, exoplanets with no or weak intrinsic magnetic fields,
similar to Venus or Mars85, that are located close to their stars are more likely to have
their atmospheres stripped by stellar flare events during the earlier stages of their star’s life,
which has implications for atmospheric compositions, densities, and the potential evolution of
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life.86,87 A laboratory analog capable of testing the interaction of variable plasma flows with
magnetized obstacles would complement numerical models, which are difficult to validate
owing to the large number of free parameters and the need for both fine-scale resolution of
the shear interfaces as well as large-scale tracing of field geometries in systems that evolve
rapidly in time.88 Such experiments could provide new insights into, for example, the early
stages of bow shock formation, how the magnetosphere responds to more extreme plasma
conditions89, and the role of turbulence and instabilities.50
When scaling this system down to the laboratory, the key consideration for the viability
of the experimental platform used in this chapter is the balance between ram pressure of the
incoming plasma flow
Pram = ρu
2/2 (4.1)
and the magnetic pressure of an externally applied field
PB = B
2
⊥/2µ0, (4.2)
where ρ and u are the density and velocity of the incoming plasma, B⊥ is the magnetic field
amplitude aligned perpendicular to the plasma flow, and µ0 is the vacuum permeability. For
simplicity, we define the ratio of ram to magnetic pressure as the dimensionless parameter
βram = Pram/PB = ρu
2µ0/B
2
⊥, (4.3)
with the requirement for shock formation given as βram ≤ 1. Achieving the necessary con-
ditions for the formation of magnetic-pressure-dominated bow shocks requires producing a
sufficiently strong magnetic field and a corresponding plasma inflow that is relatively slow
and diffuse. Although the Earth’s magnetopause and bow shock are the result of collisionless
plasma interactions, we do not require that our experiment be collisionless, because typical
ways of producing such plasmas by laser irradiation are too energetic to form a shock for the
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achievable magnetic fields. The primary goal of this experiment was to create and measure
a shock at a significant standoff by pressure balance between the plasma and the magnetic
field.
In this chapter we report experimental observations of detached bow shock formation in
the interaction of a supersonic, initially unmagnetized plasma with a strongly magnetized
obstacle at the OMEGA laser facility, and the first direct measurements of the magnetic
field in the shock. In these experiments our magnetized obstacle is a current-carrying wire.
The stellar wind analog is created by using high-intensity lasers to generate two counter-
propagating carbon plasma plumes which collide on-axis, after which the resulting radial
expansion of these flows achieves favorable conditions for shock formation. Although the
field topology is not dipolar, the field around the wire acts as a suitable analog to a planetary
magnetic field for the purposes of generating a shock.90 We infer plasma parameters around
the location of expected shock formation from spatially resolved, optical Thomson scattering
spectra measured with the Imaging Thomson Scattering (ITS) diagnostic.55,56,60 We also
use proton imaging to probe the magnetic fields within the system65,72, which allows us to
observe the formation and evolution of the bow shock in a large field of view based on features
created by the compressed magnetic field. Recent z-pinch experiments36,37 have observed
shock formation around initially unmagnetized, conducting obstacles due to the pileup of
magnetic field intrinsic to a plasma flow, and around a driven, magnetized obstacle. The
OMEGA facility provides a diagnostic advantage for these experiments, however, as we are
able to directly probe the magnetic field with proton imaging.
Section 4.2 further describes the experimental setup, detailing the colliding plasma flow
source and the relative orientation of the diagnostics. Section 4.3 presents the inferred
electron number density and electron temperature from ITS measurements of a likely shock
transition at a significant standoff distance from the wire. Section 4.4 presents the proton
images of the experiment for multiple field strengths, from which we infer the formation
and evolution of a bow shock in time and measure its standoff distance upstream of the
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magnetized wire obstacle. Section 4.5 concludes the chapter and presents considerations for
future experiments using this platform.
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Figure 4.1: Illustration of the experiment. Two thin carbon discs are simultaneously irradi-
ated with six 450 J, 351 nm lasers over a 1 ns square pulse within a 800 µm spot
size, to generate counter-propagating plasma flows. The flows collide and expand
outward toward the magnetized obstacle, which is a thin current-carrying wire
driven via the MIFEDS. The ITS diagnostic measures the spectrum of Thomson
scattered light from a 2ω probe beam incident at 43.7◦ to the primary flow axis
1.45 mm upstream of the wire in a 1.8 mm field of view along the laser axis.
Protons produced by the implosion of a D3He capsule probe the magnetic fields
in the area of interest, and are captured by a CR-39 detector 16 cm away (proton
image not to scale).
4.2 Experimental Setup
The experiment is illustrated in Figure 4.1, for which the primary components are the
magnetized obstacle and the laser-irradiated source of plasma inflow. The magnetized ob-
stacle is created by using the OMEGA Magneto-Inertial Fusion Electrical Discharge System
(MIFEDS)16 to drive up to 25.5 kA of current in a 760 µm diameter, kapton-insulated copper
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Figure 4.2: Results from FLASH hydrodynamic simulations of the colliding flow source and
a single plasma plume for comparison, as labeled, 60 ns after laser drive. (a), (b),
and (c) show the density, velocity in the x direction, and electron temperature
for the colliding flow source. (d), (e), and (f) show the density, velocity in the z
direction, and electron temperature for the single plasma plume. Each simulation
is cylindrically symmetric about their z axis, along which the laser is incident,
and the plane z = 0 is a reflecting boundary for the colliding flows. The white
boxes in each image show the original extent of the solid carbon discs.
wire. The nominal 4 mm radius of curvature of the wire with respect to the experimental
plane of Figure 4.1 is large compared to the system scale, determined by the wire radius, so
the field can be approximated as the field around an infinite wire, which drops off as R/r
where R is the radius of the wire and r is radial distance. To compare the effect of different
magnetic field strengths, two nominal driven currents in the wire were used — 25.5 kA and
17 kA, which generated maximum magnetic fields at the surface of the wire of 13.5 T and 9
T, respectively. We refer to the two nominal currents as the high-field and low-field config-
urations. Despite the relatively large maximum magnetic fields achieved by MIFEDS at the
surface of the wire, reaching the desired parameter space at a measurable standoff distance
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Figure 4.3: A region plot comparing the plasma parameters of the two sources in ρ-v space.
The plot lines start when the plasma first reaches the point of interest, with
markers at 10 ns intervals. The plasma is measured 7.5 mm from the target
surface in each case, where the path length in the colliding flow case is first along
the axial direction and then the radial direction after colliding. The diamond
and circle symbols mark these measurement locations in Figure 4.2. The shaded
regions indicate the regimes where βram < 10, and the magnetic field is not strong
enough to influence the flow.
requires tailoring the plasma flow source to suitable densities and velocities. Considering a
maximum field of 13.5 T at the surface of the wire, at a radius of 1.45 mm, the 3.5 T field
can oppose a plasma with density 10−6 g/cm3 traveling at 100 km/s.
Laser-generated plasma sources are typically highly energetic, so a novel approach was
used to achieve the desired parameters. The plasma inflow is created by colliding two counter-
propagating plasma plumes from two laser-irradiated carbon discs. The discs are nominally
3.8 mm in diameter and 100 µm thick, oriented normal to one another and spaced 5 mm
apart along the normal axis. The carbon discs are simultaneously irradiated by six 450 J, 351
nm lasers over a 1 ns square pulse within a 800 µm spot size (total irradiance ≈ 1.34× 1014
W/cm2), driving a shock through each disc. The plasma flows expanding from the surfaces
opposite the lasers collide on-axis at the midplane between the discs and expand outward
toward the wire, which is 6.45 mm away from the collision axis along the collision plane.
The expansion reduces the density of the flow that interacts with the wire, and the longer
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effective path length to the wire reduces the density and velocity gradients when compared
to a direct plasma plume. The reduced density makes shock formation possible, and the
flattened gradients extends the duration over which favorable conditions exist.
Figure 4.2 shows density, temperature, and velocity results from 2D hydrodynamic (no
magnetic field) simulations of the laser-driven plasma collision performed using the FLASH
code. FLASH is a modular, open-source, Eulerian magnetohydrodynamics code which in-
cludes laser energy deposition, multigroup radiation diffusion, and tabulated equations of
state (EOS) and opacities.91,92 These simulations have 20 µm resolution, and are cylindri-
cally symmetric about the z axis. The colliding flow is approximated by colliding a plasma
plume against a reflecting boundary condition at z = 0. The laser parameters used in
simulation mirror that of the experiment, as described above. It is immediately apparent
that the two plasma flows exhibit very different properties, particularly in the gradients of
the flow, where the collision source changes much more gradually than the direct plasma
plume. Figure 4.3 is a region plot of the acceptable plasma parameters for 3.5 T and 7
T fields, and plots the general time evolution of plasma parameters in ρ − v space for the
two simulated flows, measured 1.5 mm upstream from the wire. The colliding plasma flow
source is expected to have ∼ 10−6 g/cm3 density and ≈ 200 km/s velocity 50 ns after laser
drive. The colliding flow source remains in the desired βram regime (the unshaded region)
for approximately 20 ns, although the first 10 ns has a lower βram and a more gradual rise
in density than the last 10 ns. In contrast, the density of a the plume from a single disc,
irradiated with the same laser intensity, is at least an order of magnitude greater than in
the expanding flows by the time it reaches the same effective distance, and would quickly
outstrip the magnetic pressure less than 10 ns after first reaching the wire. Note that these
estimates do not consider any compression of the magnetic field by the flow, which could
potentially reduce the plasma velocity, ease the constraints on the plasma flow and increase
the standoff distance at which βram = 1, by increasing the effective field strength.
Another consideration in the formation of the bow shock is whether the plasma moves
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Parameter Solar Wind Experiment
ρ (g/cm3) ∼ 10−23 10−6 − 10−5
v (km/s) 400 150
T (eV) 12 6
cs (km/s) 45 15.5
B (T) ∼ 10−9 ≤ 13.5
vA (km/s) ∼ 10 80
βram 1 1− 10
Mfms ∼ 9 ∼ 2
Rm  1 ∼ 4
Table 4.1: Comparison of average solar wind parameters and experimental parameters,
where ρ is the plasma density, v is the velocity, T is the temperature, cs is the
sound speed, B is the external magnetic field, vA is the Alfve´n speed, βram is
the ratio of plasma ram pressure to external magnetic pressure, Mfms is the fast
magnetosonic Mach number, and Rm is the magnetic Reynolds number.
quickly enough across the obstacle while it has a βram . 1. If we consider that the obstacle
is on the order of 1 mm, then at the average predicted velocity of ≈ 150 km/s between 50
and 70 ns, the flow completes approximately 3 wire crossings during the period when it has
favorable conditions for shock formation. The plasma gyroradius should also be smaller than
the obstacle, and for a 7 T magnetic field, the ion gyroradius is approximately 40 µm, which
is sufficiently small in comparison with the 1 mm obstacle for the ions to be redirected by
the magnetic field.
We must also consider the magnetic Reynolds number of this system, it must be large
enough that the evolution of the magnetic field is not dominated by diffusion over dynamical
time scales. Using the ∼ 6 eV temperature and a velocity of 150 km/s predicted by the
FLASH simulations over a 1 ns duration, we estimate a magnetic Reynolds number Rm ≈
4. The diffusion and advection time scales are equal on length scales ∼ 300 µm. These
parameters indicate that advection of the field is dominant over larger length scales, but that
diffusion will still contribute over shorter distances, potentially reducing any compression of
the field.
Table 4.1 compares the average solar wind parameters51,93 with our experimental system,
from which we can see that the orders of magnitude difference between the ram pressure are
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balanced by the corresponding change in magnitude of the field strength. The experiment
is slower than the solar wind by a factor of 3 and colder by a factor of two, and because
of the strong magnetic field is in a slightly different regime than the solar wind, in that
the experimental plasma has a greater Alfve´n speed than sound speed. The experiment is
also substantially more diffusive over the concerned length and time scales, which may affect
shock evolution.
We probe the system using two primary diagnostics: spatially resolved, optical Thomson
scattering spectrometry, and proton imaging. The spatially resolved Imaging Thomson Scat-
tering diagnostic (ITS)59,60 measures the Thomson-scattered electron plasma wave (EPW)
and ion acoustic wave (IAW) spectra from the 2ω (526.5 nm wavelength) probe laser from a
100 µm × 1.8 mm cylindrical probe volume. The TS probe beam is focused where the bow
shock was expected to form 60 ns after irradiating the carbon targets — 1.45 mm upstream
from the wire. The probe beam has a 43.7◦ angle of incidence with respect to the collision
flow axis. Proton imaging uses the laser-driven implosion of a 400 µm D3He capsule as the
proton source, which produces quasi-monoenergetic protons at 3 MeV and 14.7 MeV with
a ∼100 µm source size.65,72 The capsule is positioned 1 mm upstream from the wire along
the plasma flow axis and 1 cm from the experimental plane. The protons are captured by
a roughly 10 cm square CR-39 detector65 placed 16 cm from the experimental plane on the
opposite side of the wire from the source. With this geometry the proton images have a
magnification of 16 between the plane at the center of the wire and the image plane.
4.3 Thomson Scattering
Thomson scattering of laser light from a plasma is a well-known method of measuring
plasma parameters, where, by fitting synthetic Thomson scattered spectra to the measured
spectra, we can infer the electron number density and temperature of the plasma.56,55,57,58
At 50 ns after the initial laser drive, using the high-field setup with a 100 ps, 20 J, 526 nm
wavelength probe beam, there is a sharp shift of the peak wavelength of the Thomson scat-
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Figure 4.4: (a) The Thomson-scattered electron plasma wave spectrum, measured in wave-
length λs, 50 ns after initial laser drive. (b) Inferred fits to electron number
density and electron temperature from the spectra of (a). The position axis is
calibrated relative to wire along the plasma expansion axis. The inferred shock
location is overlaid as a dashed line in (a) and (b). (c,d) Best fits to the spectrum
at the shock location, demonstrating that plasma parameter fits are typically ac-
curate to within ± 15 %, in ne (c), and Te (d). (e) Best fit to the self-emission
spectrum using PrismSPECT and assuming a carbon plasma.
tered electron plasma wave spectrum and a corresponding increase in background brightness
1.85 mm upstream from the wire, as shown in Figure 4.4a. The off-axis incidence of the
probe beam complicates the orientation of the spatial axis, so we orient our results based
on distance from the wire with respect to the primary axis of the incoming plasma flow.
The best fits to ne and Te are plotted in Figure 4.4b, with errors of ≤15% in the fits, as
shown in Figure 4.4c and 4.4d for the spectra taken at the location of maximum shift in
the scattered wavelength. We infer an approximate doubling of the electron number density
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Figure 4.5: Plots of the shock compression ratio as a function of fast magnetosonic Mach
number for a perpendicular MHD shock. Multiple values of f , the ratio of Alfve´n
speeds to fast magnetosonic speed, are shown at γ = 5/3. A plot for a fully MHD
shock at γ = 2 is also shown. The dashed line at a compression of 2 corresponds
to the observed compression inferred from the Thomson scattered spectra at 50
ns.
from 12× 1018 cm−3 in the incoming flow to ∼ 25× 1018 cm−3 over a roughly 100 µm region
between 1.9 and 1.8 mm from the wire along the detector line of sight. The number density
then decreases sharply moving downstream from the spike and toward the wire, to less than
∼ 3 × 1018 cm−3 at positions closer than 1.6 mm from the wire. This rapid increase in
number density from the incoming flow is indicative of a shock, and the doubling factor is
an important indicator of the system parameters. The large > 100 eV inferred temperature
is likely a result of heating by the intense probe laser, which occurs over 10 ps. We use the
PrismSPECT software94 to calculate synthetic self-emission lines of a hot carbon plasma,
and comparing to the the self-emission lines that we observe alongside the Thomson scat-
tered spectrum (labeled in Figure 4.4a) we infer a best fit temperature of ∼ 6 eV, shown in
Figure 4.4e. This inferred temperature corresponds to the temperature of the plasma prior
to probe heating, and agrees with simulation results of the colliding flows shown in Figure
4.2e.
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γ f Mfms T (eV) cs (km/s) B (T) vA (km/s) v (km/s)
5/3 0 1.73 350 167 0 – 289
5/3 0 1.73 6 15.5 0 – 31
5/3 0.43 1.76 350 167 2.85 80 326
5/3 ≈1 1.87 6 15.5 2.85 80 152
2 ≈1 2 6 17 2.85 80 164
Table 4.2: Sets of parameters for a perpendicular fast magnetosonic shock which result in
the observed compression of 2 at a distance of 1.8 mm from the wire. The 350 eV
temperature corresponds to the probe-heated plasma temperature, while the 6 eV
temperature is the temperature predicted by simulation and inferred from self-
emission spectra. The 2.85 T magnetic field is the amplitude of the unperturbed
field at a radius of 1.8 mm.
We next consider what parameters would be necessary to produce the compression ratio
of ∼ 2 observed ∼ 1.8 mm from the wire at 50 ns. Jump conditions for magnetized plasmas
are significantly more complex than for their non-magnetic counterparts, and depend on the
angle θ between the magnetic field and the direction normal to the plane of the shock.95,43
However, the equations simplify when θ = 90 degrees, and the magnetic field is perpendicular
to the shock normal — as is the case in this experiment. In this limit, the relevant signal
speed is the fast magnetosonic speed
vfms =
√
c2s + v
2
A, (4.4)
where cs is the pre-shock sound speed and vA is the pre-shock Alfven speed.
Following Hartigan (2003), we plot in Figure 4.5 the density jump conditions for a per-
pendicular MHD shock as a function of the fast magnetosonic Mach number Mfms = v/vfms
of the incident flow for multiple values of f , the ratio of Alfve´n speeds to fast magnetosonic
speed, with γ = 5/3, and the curve for a fully MHD shock with γ = 2. Although the plot
shows that the necessary Mfms for a compression of 2 does not vary significantly for changing
f or γ — between 1.7 and 2 — it is important to consider what this ratio means for the
underlying system parameters. Table 4.2 shows possible sets of system parameters which
produce a compression of 2 across a perpendicular shock. Importantly, the velocities v cal-
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culated for each set of parameters at the necessary Mfms in Table 4.2 allow us to determine
which system is most like the experiment.
First we consider what would happen if the system were completely unmagnetized, so the
shock would be purely hydrodynamic, meaning f = 0, and the Mach number for a doubling
of the density is M = 1.73. If we the shock is due to plasma conditions after probe heating
by the Thomson scattering laser, the corresponding flow velocity must be 289 km/s, which is
much faster than the system should be. If we instead use the inferred pre-probe temperature
of 6 eV, the sound speed is 15.5 km/s, so the required flow velocity would be only 31 km/s.
The parameters necessary for a hydrodynamic shock to provide the observed jump are well
outside of what we expect for the system at 50 ns, either from simulations (Figure 4.2) or
intuition (distance traveled by the plasma divided by time).
Now we consider magnetized systems and assume a pre-shock field amplitude of 2.85 T
perpendicular to the flow, corresponding to a radius of 1.8 mm from the wire in the high-
field case. The Alfve´n velocity of 80 km/s is now significant. Using the probe-heated plasma
temperature, f = 0.43 and the velocity must be 326 km/s, which is more than 100 km/s
faster than we predict for this system. At 6 eV, however, f = 0.98 ≈ 1, so the system can
be considered completely magnetized, and the velocities of ∼ 152 km/s and 164 km/s for
γ = 5/3 and γ = 2, respectively, are well within the range predicted by FLASH between
50 and 60 ns Thus, for the expected inflow conditions, a strongly magnetized plasma is
necessary to achieve the shock compression ratio that we infer from the Thomson scattered
spectra. Under these conditions the shock must be a fast magnetosonic shock, the same
kind exhibited by the Earth’s bow shock, and that we have observed the formation of an
MHD shock at a significant standoff distance from the solid obstacle of the wire via Thomson
scattering.
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Figure 4.6: Series of proton images from the experiment. Darker regions indicate increased
proton fluence. The lowest and highest 1% of values have been saturated to
increase contrast of the large-scale features. There are four primary features
on these images: the wire shadow, the caustic wire field feature caused by the
nominal field generated by the wire, the shock feature caused by magnetic field
compression, and the plasma flow feature corresponding to the inflow. A 3D rep-
resentation of the wire target has been overlaid to demonstrate the wire shadow.
The image scale corresponds to object plane distances.
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Figure 4.7: Illustration of proton deflection by the field around a current-carrying wire. The
protons travel primarily antiparallel to the direction of current and are deflected
radially outward from the wire. Protons that travel closer to the wire experience
a stronger magnetic field and undergo larger deflections. A caustic forms at the
image plane where proton trajectories cross, creating the wire field feature.
4.4 Proton Imaging
Proton imaging measures path-integrated electromagnetic fields, based on the deflected
positions of probe protons at the image plane.54 In the case of purely magnetic fields, the
probe protons are deflected, based on the Lorentz force (v × B), by fields transverse to a
proton’s trajectory. Images are formed based on the incident fluence of the 3 MeV and
15 MeV protons captured on a 10 cm square CR-39 detector. Because the deflections are
primarily dependent on the magnetic field topology, a thorough analysis must be made to
understand and predict image features.
Figure 4.6 shows the 15 MeV and 3 MeV proton images obtained in this campaign of
both field configurations at 60, 70, and 80 ns. There are many features in these images, so
we will first describe the known components. First, the labeled “Wire shadow” feature is the
shadow caused by the wire and the structure holding it; a 3D representation of this structure
has been overlaid to demonstrate its extent. The shadow is present to varying degrees in
all images, and is characterized by a sharp cutoff in proton fluence without a corresponding
increase outside of the shadow.
Next, the “Wire field” feature is the (mostly) annular increase in proton fluence away
from the wire. To understand this feature’s origin, consider the geometry of the magnetic
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Proton Wire feature radius (cm)
Field configuration energy (MeV) 60 ns 70 ns 80 ns Analytic
High-field (13.5 T) 15 2.02 ±0.06 2.00 ±0.03 1.95 ±0.03 1.89
High-field (13.5 T) 3 3.02 ±0.10 2.98 ±0.03 2.86 ±0.10 2.82
Low-field (9 T) 15 1.42 ±0.03 1.42 ±0.03 1.50 ±0.03 1.54
Low-field (9 T) 3 1.98 ±0.06 2.06 ±0.16 2.18 ±0.06 2.29
Table 4.3: The measured radii of the wire feature from the experimental proton images and
the analytic expectation using equations (4.5) and (4.6) for nominal magnetic field
and proton energy parameters. The uncertainty in feature radius is determined
by the width of the proton intensity maxima for each image.
field with respect to the primary probe axis. The protons probe antiparallel to the direction
of the current in the wire, causing the protons to be deflected radially outward from the wire,
as illustrated in Figure 4.7. Were the direction of the current relative to the probe direction
reversed, the protons would instead be radially focused to a point. The outward deflection
of protons simplifies analysis by spreading field information out over a larger area on the
image, where in the reverse configuration information is more easily lost by overlapping
proton trajectories.
The magnetic field is inversely proportional to distance from the wire, so protons that
pass closer to the wire undergo larger deflections. By assuming a diverging, point source
of protons, the proton trajectories will approach the ballistic trajectory from the diverging
source profile as the field decreases farther from the wire. A region of increased proton
fluence — a caustic — occurs on the image at the point where the deflected and ballistic
trajectories of the protons cross, resulting in the wire field feature. The region closer in from
this crossing point is devoid of protons, having been deflected farther out than the intensity
maximum. For even modest field amplitudes, this combination of probe orientation and field
topology will produce a caustic. Because the images are inherently caustic, techniques to
reconstruct a path-integrated field amplitude69,70,96 will not necessarily work. Fortunately,
the system geometry is known and consistent, which allows us to infer information from the
position of the image features.
To better understand the extent of the wire field feature, we analytically determine the
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location of the caustic for our system by making a few geometric assumptions. The curvature
of the wire is large relative to the extent of the incoming plasma profile, so we approximate
the field around the wire in the experimental plane as that of an infinite, current carrying
wire. Assuming a straight, 380 µm radius, 4 mm long wire centered 1 cm from the proton
source and 16 cm from the image plane, the approximate radial distance of the proton fluence
maximum is calculated as
d14.7 MeV ≈ 1.63
√
B0/10 T cm, (4.5)
d3 MeV ≈ 2.42
√
B0/10 T cm, (4.6)
for 14.7 MeV and 3 MeV probe protons, respectively, where B0 is the maximum field am-
plitude at the wire surface. To apply these equations to the distance relative to the object
plane (1 cm from the proton source), divide equations (4.5) and (4.6) by the 16 times mag-
nification. Table 4.3 lists the radii of the wire field features inferred from the experimental
proton images, which are consistent with the predictions of equations 4.5 and 4.6 — the radii
are roughly 50% larger for 3 MeV images than the 15 MeV images, and approximately 25%
larger for 13.5 T maximum fields than for 9 T. In general, the analytic approximation under-
predicts the high-field radii and overpredicts the low-field radii by < 15%, with greater error
for the low-energy proton images. This error likely comes from a combination of geometric
assumptions about the wire and from assuming a constant velocity across the length of the
wire, where discrete time effects would be more important for the lower-energy protons.
From the left side of these images, upstream from the wire is a region of decreased fluence
corresponding to the expanding plasma from the two colliding flows. The reduced proton
fluence at the center of this feature is caused by increased scattering.The increased fluence at
the edge of this feature implies the presence of intrinsic electromagnetic fields in the plasma.
This feature expands laterally in time, and at late times the 3 MeV images become partially
obscured by the increased density and lateral extent of plasma flowing around the wire.
Near the leading edge of the inflow feature and upstream from the wire field maximum
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Figure 4.8: Plot of the inferred shock feature positions from the 15 MeV proton images,
scaled to the object plane. The uncertainty of the inferred position is ± 100 µm,
based on how accurately the center of the wire can be determined on each image.
are sharper features of increased proton fluence caused by compression of the magnetic field
by the inflow, which we refer to as the shock feature. These features are observed in all
15 MeV proton images. From 60 to 80 ns the shock features move further toward the wire
(to the right on the image) and drape around the wire, forming a bow, the timing of which
generally agrees with the expected crossing times from FLASH simulations of the source.
The two-tiered appearance of the shock feature in some images is not currently understood,
but may be due to the 3D extent and curvature of the wire. The shocks may also extend
farther around the wire than indicated by the leading shock feature, as evidenced in the
high-field 3 MeV image at 60 ns by continuous lines that appear to be waves in the bottom
right corner. The angle of these waves changes by ∼ 20◦ across a surface separating a region
of lower proton flux toward the wire. This rotation could indicate magnetic compression
across an oblique MHD shock.
We infer the standoff distance of the leading shock features directly from the 15 MeV
proton images by assuming that the deflections of the high-energy protons at the location
of the shock features are relatively small, and that the highest intensity features outside of
the wire field feature are produced by the shock. First, the center of the wire is inferred to
be at the center of curvature of the wire field feature in each image. The uncertainty in the
wire’s position is ±100 µm, because the wire field features are not perfectly circular. Figure
4.8 plots the position of the shock features inferred from the high-energy proton images in
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Figure 4.6. For both field strengths, the shock feature exists farthest upstream at 60 ns,
rapidly pushes toward the wire until 70 ns, and at 80 ns appears to rebound slightly for high
field while remaining stationary for low field. Based on the unperturbed field profile, the real
position of the shock may be up to ≈ 200 µm closer to the wire, but is difficult to determine
without knowledge of how much the field is compressed.
Additionally, although we have chosen to take the location of the proton maximum as the
shock position, there are more diffuse features which also resemble a shock further upstream
in some images, particularly visible for the low-field case at 70 ns. It is possible that these
diffuse features correspond to the true shock location, particularly since these features seem
to wrap around the wire in time as we would expect of a bow shock. If that is the case, then
what we currently assume to be the shock features may instead correspond to the effective
magnetopause. Further experiments would be necessary to determine this.
4.5 Conclusion
From these experiments we have obtained evidence which indicates the presence of an
MHD shock at a significant standoff distance from a highly magnetized wire, measured with
both Thomson scattering spectrometry and proton imaging diagnostics. Features in the
proton images clearly show regions where the magnetic field around the wire is compressed,
which extend significant distances around and past the wire, and indicate the formation
of a bow shock. The clarity of the large scale features on the proton images is notable,
proving this diagnostic to be an excellent way to image shocks by way of probing changes
in magnetic field topology. Additionally, because of the quasi-two dimensional aspect of the
wire, we were able to analytically estimate the size of the proton image feature caused by
the nominal magnetic field around the wire and compare to the data. In future experiments,
careful consideration should be made of the magnetic field topology, and steps should be
taken to ensure uniformity and further reduce 3D effects.
It may be difficult to generate sustained magnetized shocks at the OMEGA laser facility,
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but by using the collision and subsequent expansion of two plasma plumes, we achieved
the desired βram conditions for shock formation. As shown by FLASH simulations, and
supported by proton images, these conditions last for approximately 10-20 ns after the flow
first encounters the obstacle, allowing at most a few wire-crossing times to form a distinct
bow, before the density increases enough to overwhelm the magnetic pressure. Although
the shocks appear to be short lived due to the rapidly increasing density of the solar wind
analog, these results are promising, with many interesting proton image features that would
benefit from further investigation. With further tuning of the experimental setup, primarily
to reduce the rise in density of the plasma flow, the Omega facility could provide a suitable
platform for studying physics relevant to the formation and evolution of planetary bow
shocks.
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CHAPTER 5
FLASH Simulations of Bow Shock Experiments
Following the magnetobaric bow shock experiments at the OMEGA laser facility (de-
scribed in Chapter 4), I simulated the experiment using the FLASH code developed at the
University of Chicago91,92. FLASH is a modular, open-source, Eulerian, magnetohydrody-
namics code utilizing a staggered unsplit mesh MHD solver91, and includes extended MHD
effects (i.e. Hall, Nernst, and Biermann effects, though these were not included in the fol-
lowing simulations), laser energy deposition, multigroup radiation diffusion, and tabulated
equations of state (EOS) and opacities. These simulations were performed for two primary
purposes: to characterize and verify our assumptions of the colliding plasma source, and
to potentially verify analysis of the experimental data. The results of these simulations are
discussed in the following sections.
5.1 Plasma Source Characterization
In this section I discuss the simulations performed using FLASH to characterize the
colliding plasma source for the bow shock experiments. Specifically, these simulations test
our assumptions about the colliding flow source and whether it should perform (or did
perform) as expected. As described in Chapter 4, the purpose of the collision source was to
tailor the plasma parameters of the inflow to achieve the necessary βram = 1 condition for
the formation of magnetobaric shocks. The collision was designed to reduce the density of
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Figure 5.1: Left: time series of colliding flow source results from FLASH. Right: time series
of single foil source. A boundary (unchanging in density) is present at the far
edge of the foil to prevent an initial shock from traveling outward from the rear
(irradiated) surface of the target. Note that the axes are flipped between images
of the two simulations to follow the relevant flow axis, though both use a 2D
cylindrical geometry.
the flow when compared to the blowoff of a single foil by forcing it to expand radially, so
the farther away from the collision plane, the lower the density would be at any given time.
Additionally, the longer effective path length over which the plasma must travel from the
target to the wire would flatten the velocity and density gradients. All these effects help to
decrease the ram pressure of the flow, and increase the duration for which suitable conditions
for shock formation exist.
To test the assumptions about this source I compare the results from two plasma source
configurations: the direct, axial plasma plume from a single, laser-irradiated carbon foil, and
the plasma outflow from the collision of two counter-propagating carbon plasma plumes, as
described in Chapter 4. These simulations are purely hydrodynamic, in the sense that no
magnetic field was applied. The simulations used tabulated equations of state and opacities
generated by the PROPACEOS software by PRISM.97 The targets are carbon, initialized at
effectively solid graphite density of 1.8 g/cm3 with 100 µm thickness and radial extent of 1.8
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Figure 5.2: Left: comparison of density and velocity results from simulations of the single
flow and colliding flow plasma sources, measured 7.5 mm from the target surface
in the case of the single flow, and 5 mm radially away from the collision axis in
the case of the colliding flows (equivalent 7.5 mm total path length from targets).
Right: comparison of βram for the two flow sources, the black lines assuming a
field strength of 3.5 T, corresponding to the field 1.45 mm away from the wire
assuming a maximum field strength of 13.5 T, and the red lines assuming a 2X
compression fo the field. The desired βram = 1 (log(βram) = 0) is denoted by the
dotted line.
mm. The background is an ambient helium plasma, with initial density of 2 × 10−7 g/cm3
and a minimum density of 1× 10−7 g/cm3. The simulation is initialized with a temperature
of 5290 K, which is likely much higher than the initial temperature in the experiment, in
order to avoid issues with the PROPACEOS EOS tables which can occur at lower (≤ 1000
K) temperatures. The targets are driven by a laser energy deposition corresponding to the
laser properties of the experiment, the equivalent of six OMEGA beams with 400 J (89%
of the nominal 450 J requested in experiment, because laser energy deposition is typically
over-predicted in fluid simulations) over a 1 ns square pulse, resulting in total intensity of
approximately 5× 1014 W/cm2.
Figure 5.1 shows a time series of density evolution from these FLASH simulations. The
single-foil simulations were run in the 2D cylindrical geometry, the target and axis of laser
incidence are centered on the z axis. Following laser drive, the plasma expands outward along
the z axis. The two-foil simulations are similarly initialized, except the foils are positioned
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5 mm from each other along the z axis, equidistant from the collision plane z = 0. The
two targets are simultaneously irradiated, heating and driving a shock through the material.
The shocks break out into the surrounding ambient medium and resulting plasma flows
expand outward, primarily along the z axis, but with some radial expansion as well. The
two plumes collide at z = 0, creating a shocked layer which heats and redirects the plasma
radially outward.
Figure 5.2 shows lineouts in time of the simulated density, velocity, and estimated βram of
the two flow sources. Plasma properties of the collision source are measured in the collision
plane (z = 0) at a radial distance of 1.45 mm from the center of the wire. The flow properties
of the single plasma plume were measured 6.5 mm from the target surface, the equivalent
distance from each target surface as expected shock location for the colliding source. The
density of the collision source is lower than the single flow by approximately an order of
magnitude after 60 ns. The two cases result in approximately the same velocity in the
flow. Between the two cases it is clear that, in simulation, the colliding flow achieved the
desired effect, providing a lower-density inflow condition, of approximately 1 × 106 g/cm3
and 150 km/s at the region of interest 1.45 mm from the wire. These results demonstrate
that, as expected, the plasma from a single laser-irradiated target is very dense in the region
of interest and contains sharp gradients, whereas the colliding source is much more diffuse
throughout, and has a much more gradual density gradient. Assuming no compression of the
magnetic field, the colliding flow source is estimated to achieve βram = 1 at approximately
50 ns, βram = 10 around 60 ns, and remain below βram = 100 until 80 ns. Assuming the field
in front of the flow is compressed by a factor of 2 (similar to the compression of the Earth’s
magnetic field at the magnetopause) the collision source maintains a βram < 10 until 70 ns,
which would prolong the duration of shock formation.
A notable observation from these magnetic-field-free simulations with the colliding flow is
that there is no forward shock in front of the flow, and the hydrodynamic bow shock around
the wire remains within 100 µm of the wire surface. This implies that the magnetic field is
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Figure 5.3: Time series of an MHD simulation of the system with a maximum field of 13.5
T, allowing for rear surface blowoff. Left: density, where the plasma propagates
axially, collides with the z = 0 boundary, and is redirected as expected. The
magnetic field sustains a shock in the expanding flow starting between 40 and 60
ns, which is observed to push toward the wire in time. Right: magnetic field in
the z direction, showing significant compression of the magnetic field upstream
of the wire and redirecting the field as the flow moves downstream around it.
necessary to form a shock as was inferred from the Thomson scattered spectra in Chapter 4.
5.2 2D MHD Simulations
I also performed 2D simulations of the system including various levels of magnetic field,
though I only show the results from the high-field simulations here. These simulations
show some good qualitative agreement with the observed structures in the proton images
and Thomson scattered spectra, but are not sufficiently similar to allow more quantitative
comparisons or inferences.
The system is defined in 2D cylindrical geometry with the z axis defined at the center
of the carbon targets. This is not an exact match with the actual experimental geometry,
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Figure 5.4: Time series of synthetic 3 and 14.7 MeV proton images using the magnetic field
from the simulation shown in Figure 5.3. A synthetic volume of magnetic field
is created by layering the initial field with the compressed field structure from
FLASH, whose extent depends on the transverse expansion of the flow.
as the wire only has a limited extent, and is even curved away from the carbon targets,
rather than around them as this geometry implies. Regardless of the imposed cylindrical
symmetry, the magnetic field around the wire is initialized corresponding to the 2D Cartesian
field around an infinite current-carrying wire. This mismatch of field symmetries may cause
minor issues, but this is the best 2D approximation of the system because it correctly reduces
the density of the flow as it expands radially, whereas a 2D Cartesian setup exhibits a much
higher density at the same relative position. Unfortunately, 3D simulations would be too
resource-intensive because of the large system volume. Another caveat of translating the
experiment to simulations in FLASH, is that FLASH does not include any means of driving
or calculating the current flowing through the wire, so to make up for diffusion of the field
out of the wire, the field inside the wire is replenished to the initial state at each time step,
and this inhibits field pileup on or in the wire as the flow compresses the field.
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Figure 5.3 shows the results of FLASH simulations which used a maximum field of 13.5
T at the surface of the wire, the nominal conditions for the high-field case of experiments
described in Chapter 4. After the initial 1 ns laser drive, the target plasma expands along the
axis of laser incidence, as expected, as well as laterally, generating a shock in the ambient
medium which quickly propagates outward. At just after 20 ns, the main plasma plume
reaches the collision plane, creating a shock and redirecting the flow radially in the same way
as in Figure 5.1. This outflow sweeps up the magnetic field and acts against an increasing
magnetic pressure as it travels, forming a shock and a region closer to the wire in which
magnetic pressure dominates and redirects the incoming flow. The plasma is effectively
evacuated from this region due to the 2D cylindrical geometry, which likely would be rectified
by moving to 3D. Unfortunately, despite forming at approximately the expected location,
the density of the flow in these simulations does not match the density inferred from the
experimental Thomson scattering data, it is typically too low by a factor of 4. At 80 ns and
later, the incoming flow is too dense and is able to overcome the magnetic pressure, despite
increasing field compression. The timing of this evolution is mostly in line with the predicted
duration of favorable βram from Figure 5.2.
In the simulations, it is common to see a shock originating from the laser spot expand
outward and wrap around to the front of the target very quickly, which can be seen at 20 ns
in Figure 5.3. This first shock also reaches the wire, causing a reflected shock to travel back
toward the axis of flow, as indicated by the increase in magnetic field ahead of the flow at
40 and 60 ns. This shock is likely the result of the high ambient density in the simulation,
and may not be physical. However, the presence of this initial seed shock seems to be what
allows the magnetobaric bow shock to correctly form. When a boundary is imposed on
the back side of the target to block this shock in the ambient medium as was done for the
hydrodynamic simulations in Figure 5.1, the colliding flows remain much more collimated,
and do not seem to set up a shock as the flow approaches the wire, instead plowing through
the increased field despite reaching approximately the same conditions as when there is no
100
boundary. In reality, at early times the shock may be initially set up by the faster, more
diffuse, collisionless plasma streaming ahead of the primary flow, which cannot be captured
by a hydrodynamic code. A hybrid fluid-kinetic code may be needed to more accurately
model this system throughout its evolution.
Figure 5.4 shows synthetic proton images of the simulation for the same conditions shown
in Figure 5.3. The synthetic proton images were created by propagating 10 million protons
through a synthetic volume of magnetic field using the results from the simulation (unfortu-
nately, FLASH does not provide any corresponding electric field). The protons are initialized
with randomized diverging velocity to simulate a point source. Because the simulations are
2D cylindrical, it is necessary to construct an artificial volume of field, which is done by
assuming a 4 mm length of field interaction and assuming the compressed field is limited in
extent proportional to its transverse expansion. The field of the first and last 1 mm along
the probe axis are defined as the initial, unperturbed wire field, and the middle 2 mm have
the compressed field of the simulation result at that time. The imaging geometry is the same
as described in Chapter 4, where the distance from the proton source to the center of the
wire is 1 cm, and the distance from the center of the wire to the image plane is 16 cm, for a
magnification of 16.
The proton images of the initial, unperturbed field at 0 ns display the same features
discussed in Chapter 2 for the wire field when using a diverging proton source. At 20 ns,
there is much structure visible due to the initial compression and sharp gradients of the
shock expanding from the foil. At 40 ns some of this structure has evolved into a feature
wrapping around the wire, most visible in the 3 MeV proton image, and corresponds to
the slowing expansion of the direct blowoff. This feature further expands in time, following
the evolution of the flow seen in Figure 5.3. The high-energy proton images show less of
this feature, but at later times more prominently show a limited region of increased proton
fluence similar to the forward shock features of the experimental data discussed in Chapter
4. Additionally, this same field structure results in an overlap feature in the 3 MeV images,
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which is again similar to the data. This qualitative analysis of the images, assuming a tiered
field structure, is approaching the limit of what can be done with these simulations. The
conflicting 2D geometry and the construction of a synthetic field volume make it difficult to
make truly quantitative inferences with respect to the experimental images.
5.3 Discussion
The question that might be asked at this point is: Why use a fluid code? A fluid code
does not capture any kinetic effects, which are likely important for this system at early
times, but global MHD models have been shown to reproduce the location of the bow shock
and magnetopause due to the pressure balance, as well as the plasma density, temperature
and magnetic field strength outside of the magnetopause.89,98 These codes are not typically
well-equipped to determine properties of the inner magnetosphere, however, because kinetic
effects (and high resolution) are required to couple the outer and inner parameters. Of
course, the codes used to perform magnetospheric simulations are designed specifically for
use in the magnetosphere or astrophysical plasmas, whereas FLASH is a more multi-purpose
code whose strength lies in its modularity and especially in its application to laboratory
HED systems. As such, it is no surprise that issues arise in these simulations when a shock
exists that is sustained on one side by magnetic pressure. I have typically observed that once
the shock becomes dominated by magnetic pressure on one side of the shock, it allows the
plasma pressure to drop to (essentially) zero on that side. Because of this, what results is an
evacuation of the plasma in the sub-magnetopause (or perhaps sub-shock) region closer to
the wire analog. This most likely affects the dynamics and evolution of the plasma after this
point, but with the knowledge that even space weather codes need specific coupling models
to get the inner magnetosphere correct, it is not unexpected.
What is somewhat unexpected is that these simulations do not seem to quantitatively
reproduce the overall features observed in proton images and even Thomson scattering data.
This mismatch suggests that there are, perhaps, more serious underlying issues with at least
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the setup and execution of these simulations. These could perhaps arise from a lack of
resolution, the (pseudo-) 2D geometry rather than 3D, high ambient plasma density and
temperature, and a smoothing-over of thermal conduction terms. However, addressing any
of these potential issues requires a significant (and perhaps insurmountable, given resource
constraints) increase in time and computational resources. It is disappointing that the
MHD simulations were not more directly applicable to the data, but much was learned,
qualitatively, like the general location of the shock and perhaps the influence of the more
direct flows. Particularly important is that, because FLASH models the HED hydrodynamics
of the system well when there are no magnetic fields, and since no shock is observed in those
simulations, we can conclude that the magnetic field does significantly affect the flow.
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CHAPTER 6
Conclusion and Future Work
This thesis has covered experiments and analysis that I have performed in regards to
magnetized, astrophysically relevant plasmas. Magnetized HED experiments will likely re-
main a topic of interest for some time, especially as the available magnetic fields increase, and
as application broadens to more ICF-relevant systems. When thinking about the overall im-
pact of some of these more astrophysically motivated experiments, it is the diagnostic access
and control of experimental parameters which make them worthwhile. The common thread
between the experiments presented in this thesis is the method of probing the magnetic field:
proton imaging.
Chapter 2 presented an overview of proton imaging methods, focusing on analysis tech-
niques when dealing with deflections by magnetic fields. I worked through the common
assumptions that have been used for approximating proton intensity maps since at least
Kugland et al. (2012): that of paraxiality and that the proton source is collimated. I then
expanded upon this derivation to show that there are important effects to consider in more
realistic, diverging proton sources — perspective, and off-axis velocity components. Using
a Gaussian ellipsoidal magnetic field topology, which was assumed for the Weibel filament
work presented in Chapter 3, I demonstrate that perspective has a significant effect on the
resulting image. When probing parallel to the axis of the single-component vector potential,
adding perspective changes the path-integrated field topology, so the resulting proton image
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features are not symmetric, as would be seen with a collimated source. When probing per-
pendicular to the vector potential axis, it turns out that the primary driver of the image is
the interaction of the off-axis velocity components (in the direction of the vector potential)
with the fields, and when these are not considered (like with collimated probing) there would
essentially be no deflections. I also derived the location of caustic formation when probing
parallel to the field around a current-carrying wire, which is used in the analysis of Chapter
4. If I could pick one aspect of this work that readers take away, it is that proton imaging
analysis requires a careful consideration all geometric aspects of the system.
Chapter 3 then delved into the specific proton imaging situation of imaging perpendic-
ular to a system containing many small-scale magnetic filaments. This system arises in
experiment via the collisionless interpenetration of two plasmas, driving the Weibel instabil-
ity. The driving question behind the analysis of these images was how the two-dimensional
proton images corresponded to the underlying three-dimensional magnetic field topology.
Prior to the publication of this analysis in Levesque et al. (2019), the common assumption
was that the spacing of the regular patterns observed on the proton images corresponded to
some internal spacing of the filaments. By breaking down the imaging problem by assuming
small-deflections, I was able to define the image features using linear operators on the image
corresponding to each filament, and the final image was just the summation of all the oper-
ators over all filaments. This approach was verified when comparing these operator images
to more sophisticated calculations of the entire system. Importantly, this operator-based
approach revealed that underlying field information could in fact be recovered from a proton
image in this situation by analyzing the Fourier spectrum. The Fourier spectrum of a lineout
of the proton image would contain the Fourier summation of the underlying filaments, from
which we can determine the size of the constituent filaments. This result has important
implications for the understanding of proton images in this specific system and in general:
the features observed on proton images should generally correspond to the extent of the
field structures, and not on any spacing. More work exploring further generalizing proton
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imaging structures could potentially uncover some more fundamental analysis methods, but
as I tried to convey in Chapter 2 and throughout, geometry is such an important driver of
these images that trying to generalize may not be worthwhile.
Chapters 4 and 5 covered the magnetized bow shock experiments. In these experiments,
we were able to achieve conditions favorable for the formation of a bow shock around a
magnetized obstacle, where the magnetic pressure was sufficient to oppose the incoming
plasma flow at a significant standoff distance away from the obstacle’s surface. Just achiev-
ing the necessary parameters was a significant challenge, and required a new configuration
of colliding two laser-generated plasma plumes to drive the experiment by the plasma that
expanded from the collision plane. Measurements of the number density and temperature
in the plasma made with Thomson scattering indicate the presence of a shock by a rapid
doubling of these parameters with respect to the incoming flow parameters. Proton imaging
proved to be a reliable and insightful diagnostic, as we could observe the evolution of a shock
around the wire based on the changing magnetic field topology. Unfortunately, calibrating
measurements between the two diagnostics proved to be implausible, primarily because the
small ITS probe volume is very sensitive to slight changes in the location of the wire, as
opposed to the proton images, which can image the entire system. Additionally, the hy-
drodynamic and resistive MHD simulations performed using FLASH enabled us to predict
properties of the colliding plasma source, and to determine that the magnetic field has a sig-
nificant effect on the flow, although the two-dimensional geometry of the simulations proved
to be a significant obstacle. I was also able to qualitatively piece together some features we
observed on proton images by creating synthetic proton images from the simulation output
and better understand how the feature distance on the images correlated to the real position
of the shock.
Fundamentally, the bow shock experiments were a success, both as a platform and in
terms of considerations for proton imaging, and they will provide a basis for further explo-
ration. This platform could likely be improved by a few changes: constraining the system to
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be more two-dimensional, using TNSA proton imaging for higher resolution, simultaneous
Faraday rotation imaging perpendicular to the proton image axis, and a new plasma source.
Some preliminary reading suggests that a Hall thruster may be a good plasma source — it
would be very low density, and have a consistent flow. With a plasma thruster, the physics
would be a bit different, the low density would constrain it to the kinetic regime which could
provide better similarity to astrophysical bow shocks, and instead of observing the formation
of the shock, the shock would likely be fully formed before the proton probe time because
the thruster would likely need to be turned on well before any lasers. There are, of course,
other options that could be explored for a new plasma source, perhaps altering the geometry
of some colliding flows, but simplicity and consistency would be advantageous.
In terms of physics that could be explored, there are signs of propagating Alfve´n or
magnetosonic waves in the high-field 3 MeV proton image at 60 ns, which change direction,
indicating that the shock has a larger extent than we have inferred. The low-field proton
images at 60 ns also show interesting extraneous focusing features downstream of the shock,
along its side. These features may very well correspond to the formation of a vortex sheet
as the plasma flows around the leading edge of the bow shock, which perhaps cannot be
sustained as the magnetic field becomes more parallel to the flow. This could suggest that
in the early stages of bow shock formation, before the magnetosphere is fully formed, the
stellar wind has more turbulent components which may allow it to reach farther in toward
a protoplanet. Additionally, this could be of use for understanding our own space weather,
as it indicates that sudden increases in intensity of the solar wind may induce such rollups
in the Earth’s magnetosphere, relevant to the findings of Moore et al. (2016). In closing,
the initial results of these experiments are promising, and deserve further refinement and
investigation.
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APPENDIX A
Additional Experimental Data
A.1 Proton Images (August 2016)
The first shot day of this campaign using proton imaging had a slightly different setup:
we used two offset wires in the proton field of view, one of which was driven and the other
was unconnected, presumably allowing us to see the effect of magnetic field on the flow
simultaneously with a null wire. This setup ended up not being as useful as desired, as the
necessary offset of the wires from the expanding plasma axis changes the incidence of the
incoming flow on the plasma, and we discovered during these shots that the flow is structure.
Additionally, we had not defocused the lasers incident on the implosion capsule until the final
shot with the antiparallel current, so the parallel-current shots had reduced proton yield,
reducing the image quality. We were able to drive a maximum current of 15 T for these
shots, but we also had only one shot in which the current was antiparallel to the probe
protons, the others were parallel, causing the protons to be axially focused on the image, as
described in Chapter 4 Section 4.4. In the focusing configuration of Figures A.1 and A.2, the
resulting caustic is much more difficult to analyze in terms of determining field strength, and
magnetic compression in Figure A.2 is only recognized in the deflection of the wire feature
and regions of decreased proton intensity, rather than sharp increases. Fortunately, we did
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Figure A.1: Proton images from shot 82490 in the parallel-current configuration, for a maxi-
mum field of 15 T at the surface of the wire with no incoming plasma flow . The
wire field feature deflects protons to a point (and beyond), making it difficult
to determine field strength from this caustic.
capture a significant shock for our one good shot with antiparallel current, as shown in Figure
A.3, and these features closely resemble what we see in the high-field proton images from
the second shot day (a double-banded increase in proton intensity upstream of the wire), as
presented in Chapter 4. The 3 MeV image in Figure A.3 clearly shows the large extent of
the shock from the high magnetic field. Unfortunately, the null wire does not seem to have
much effect on the flow, except maybe a diffuse indication of a shock at the very right of the
3 MeV image.
110
3 MeV15 MeV
1 mm
Shock?
1 mm
Plasma flow
Shock?
Wire
shadowWirefield
Figure A.2: Proton images from shot 82487 in the parallel-current configuration, probing
60 ns after drive for a maximum field of 15 T at the surface of the wire. The
wire field feature is deflected from the null flow case, and there are indications
of magnetic field compression by decreases of proton intensity upstream of the
wire. Inferring shock position or field strength from this image would pose a
significant challenge.
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Figure A.3: Proton images from shot 82491 in the desired antiparallel-current configuration,
probing 60 ns after drive for a maximum field of 15 T at the surface of the wire.
The image features closely resemble the later images as described in Chapter 4.
The 15 MeV image shows some imperfections or damage on the edge closest to
the plasma inflow.
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A.2 Additional Thomson Scattering Measurements (December 2016)
Although the data presented in Chapter 4 concerns only the EPW spectra from a single
shot, there was more extensive use of Thomson scattering throughout the second shot day.
We used ITS as the sole diagnostic for two shots using the high-field configuration at 50 ns,
during which the probe beam was at roughly 20 J over a 100 ps square pulse, which resulted
in the best data (shown in Figure 4.4). Figure A.4 shows the EPW (with best fit) and IAW
spectra measured for the two high-field shots at 50 ns. As before, a shock is visible in the
inferred density jump from the EPW spectrum of shot 83878, and there is a corresponding
translational shift of the scattered peaks in the IAW spectrum which correspond to a change
of the bulk velocity (along the axis from the plasma to the detector), another indication of
a shock. The IAW measurement for this shot was not used in the analysis of Chapter 4
because the additional degrees of freedom (ionization state, flow velocity, ion temperature)
when compared to the EPW spectrum (electron number density, electron temperature) make
IAW spectra more difficult to fit. The second of these shots (shot 83879) does not show this
same jump on either the EPW or IAW spectrum, though the rest of the profile looks similar.
There are many possible reasons why this could have occurred, the most likely is that the
combination of random structure in the incoming plasma, which could easily shift the timing,
alongside the relatively large potential for error in positioning inherent from the small ITS
probe volume coupled with imperfections in and misalignment of the wire resulted in the ITS
not measuring the same place or time as the previous shot. From these ITS data alone, one
could imaging that the shock is transient or random, but the proton images show definitively
otherwise.
We also used ITS alongside proton imaging, probing 5 ns after the proton implosion to
prevent creating perturbations in the flow and field structure from the probe laser that would
affect the proton images, and to ensure that the CCD would not be saturated or damaged
by emissions from the proton backlighter. However, for these shots it was necessary to use
a 1 ns square pulse for the probe beam, since it was on the same driver as the lasers driving
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Figure A.4: ITS data and inferred plasma parameters from the two shots at 50 ns in the high-
field configuration, using the 100 ps, 20 J probe beam. The shock jump is only
seen in one shot, although the background profile is similar for both. Deviations
in wire positioning and random structure in the incoming plasma flow causing
an effective shift in timing may be the cause of the irreproducibility in the ITS.
the proton backlighter implosion. The extra energy (∼300 J) and extended pulse duration
increased the effect of the probe on the plasma, and contributed to much confusion for the
IAW measurements, in particular. The shocks measured using ITS never seem to match the
inferred position from the proton images, likely owing to the 5 ns difference in timing and
the angle of the probe beam.
Figure A.5 shows the high-field EPW spectra and the inferred parameters taken using
the longer-pulse configuration at 75 and 85 ns (the shot at 65 ns had too much filtering). No
significant structure is observed at 75 ns. The jump at 85 ns indicates a shock, and is fairly
close to the shock position inferred from proton images reported in Figure 4.8, although
different in profile from what we observe at 50 ns. Figure A.6 shows the high-field IAW
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Figure A.5: High-field EPW spectra and the inferred parameters taken using the longer-pulse
configuration at 75 and 85 ns (the shot at 65 ns had too much filtering).
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Figure A.6: High-field IAW spectra using the longer-pulse configuration at 75 and 85 ns (the
shot at 65 ns had too much filtering).
spectra using the longer-pulse configuration at 75 and 85 ns (the shot at 65 ns had too much
filtering). The segmented structure (three sets of blob-like peaks) is difficult to interpret, but
likely corresponds to regions across the shock, since they occur at roughly the same region
we see a shock in the EPW spectra.
Figure A.7 shows the low-field EPW spectra and the inferred parameters taken using
the longer-pulse configuration at 65, 75, and 85 ns. At 65 ns there is a significant spike
in plasma parameters, and likely corresponds to the shock. Looking at the corresponding
proton images for this shot, the shock does have an azimuthal asymmetry, so the relatively
far distance from the wire may be a result of the ITS probe beam angle. As in the high-field
case, no significant structure is observed at 75 ns, which is strange, so there may have been
some systematic error we did not catch for those two shots, which were performed back-to-
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Figure A.7: Low-field EPW spectra and the inferred parameters taken using the longer-pulse
configuration at 65, 75, and 85 ns.
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Figure A.8: Low-field IAW spectra using the longer-pulse configuration at 65, 75, and 85 ns
back. At 85 ns there is a ramp-up in density starting 1.8 mm from the wire, which may be a
shock, which could correspond to the diffuse increase in proton intensity farther out than the
inferred shock position for that shot. Figure A.8 shows thezlow-field IAW spectra using the
longer-pulse configuration at 65, 75, and 85 ns. The segmented structure occurs again in the
65 ns and 85 ns measurements, following the shock structure. However, aside from agreeing
in location, the asymmetries and width of these features make it hard to quantitatively infer
more plasma parameters.
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