Certain biochemical reaction can be modeled by a coupled system of timedelayed ordinary differential equations and linear parabolic partial differential equations. In a three-compartment model these equations are coupled through the boundary conditions. The aim of this paper is to give a qualitive analysis of this unusual coupled system. The analysis includes the existence and uniqueness of a global solution, explicit upper and lower bounds of the solution. and global stability of a steady-state solution. The global stability result is with respect to any nonnegative initial perturbation and is independent of the time delays in the process of reaction. Special attention is given to the Goodwin model for biochemical control of genes by a negative feedback mechanism with time delay and diffusion.
I. INTRODUCTION
There have been numerous studies of mathematical models of biochemical systems in recent years. These models are formulated as a system of nonlinear differential equations and often contain either diffusion for spatial differences or time delays for certain biochemical processes. In this paper we study a model of three interacting compartments which includes a coupled system of differential equations with both time delay and diffusion. The model is motivated by Goodwin's model for biochemical control of genes by a negative feedback mechanism. Goodwin's model consists of a system of ordinary differential equations, however, he suggested that delays and spatial effects should be taken into account (cf. [3] ). The first and third compartments are where the biochemical reactions occur. Each of these compartments is well mixed and has a differential delay equation governing the reactions of the chemical species. The second compartment, connecting the first and third, is nonreacting except for decay of the chemical species and accounts for spatial differences between the first and third compartments. The compartments are interconnected by permeable membranes which we assume to obey Fick's law of diffusion. With these assumptions the differential equations governing the chemical species, ui, ui in the ith compartment, i= 1, 2, 3, are given by (cf. [4] ).
( 1.1) where u', = du,/dt, (Us), = &Jar, etc. In the above equations, ui> 0 are the membrane permeabilities, hi and c0 are positive constants corresponding to the reaction rates, D, > 0 are diffusion coefficients, r, > 0 are the time delays and f is a prescribed function representing the controlled production of u1 by u, . On the interface between compartments 1 and 2, and between compartments 2 and 3 the concentrations u,, u, are related by the boundary condition (u,),(d t) + P2dL f) = &u,(t) -(Lb),-(0, t) + B:uz(o, 1) = 81*U,(l) (C'2)Jt 1) + BML t) = Ph(l) (t>o).
(1.
2)
The initial condition for the system is given by
In the boundary and initial conditions, fi,> 0, j,? >O, t1 30, q3 >O, i = 1,2, are constants and t2, t3, q,, yz are given continuous nonnegative functions of their respective arguments. The function f(u) in Eq. (1.1) is assumed to be continuous nonnegative on [0, co). Of special interest in our model is the function .fo(u)=fJ(l +I%-', (1.4) where CT and k are kinetic constants and p >, 1 is the order of repression (cf. [4, 91) . A more detailed discussion of the three compartment model for-mulation given by Eqs. (l.l)-(1.3) can be found in [4] . A novelty of this system for the mathematical analysis is that the coupling of the various concentrations is through the boundary conditions. The purpose of this paper is to give a qualitative analysis of the system ( 1.1 ))( 1.3). As little is known about coupled system of reaction-diffusion equations with time delays, especially about systems with coupled boundary conditions, our immediate concern is to establish the existence and uniqueness of a global classical solution. The existence-uniqueness proof is based on the monotone method for coupled reaction-diffusion systems through the boundary and the construction of the associated upper-lower solutions (cf. [S] ). This method also leads to a comparison theorem and explicit upper and lower bounds of the solution. In fact, through suitable construction of some upper and lower solutions we show that problem (1.1 )-( 1.3) has a unique nonnegative solution which is uniformly bounded on [0, I] x [0, co). After establishing the existence uniqueness theorem our next concern is the stability problem of a steady-state solution. The existence and uniqueness of a positive steady-state solution for the case f'=& has been established in [4] . It is shown in this paper that for any function ,f satisfying
where f'(u) = df/du, the corresponding steady-state solution of (1.1 t( 1.3) is globally asymptotically stable, independent of the time delays. Here the global asymptotic stability is with respect to nonnegative initial perturbations. This stability result is similar to the ones obtained by Allwright [ 1 ] and Banks and Mahaffy [2] for the Goodwm repression model with time delays only.
MONOTONE SEQUENCES
In this section we describe an iterative scheme for the construction of a monotone nondecreasing sequence and a monotone nonincreasing sequence, both of which converge to a unique solution of the problem (l.l)-(1. 
Then we can define the following upper-lower solutions. 
wo, TI) (2.3) and the initial inequalities
In the above definition the functions (iii, 6,) and (zL;, _ui) are required to be continuous in their respective domains and be once continuously differentiable in t and twice continuously differentiable in x for (t, x) ED,. In view of this definition every classical solution is an upper solution as well as a lower solution. Asf(v) is monotone nonincreasing in u the upper and lower solutions in (2.2) are related. The first inequality for an upper solution uses the function p,, and the second inequality for a lower solution uses the function 6,.
Suppose upper and lower solutions (iii, Ci), (,ui, _ui) exist and (hi, Ci) 3 (,ui,,vi) > (0,O). Then by starting from the initial iterations (UjO), $O') = (ai, Ci) and (_ujO', -v!~') = (, i, _ ,) u v we can construct two sequences { Ui"), t','"'}, {-u,'"', _v,'"'} successively from the respective iteration processes:
The boundary and initial conditions for both sequences are given in the form
It is clear that the sequences {II~~,, Vl",}, {LA:",, yj",} are well defined and can be determined by solving a linear scalar initial-value or initial boundary-value problem. To determine (iii"',, ~j"',) or ($',, _uj",), it is necessary to calculate both (ti!"-'I, I?!"-',) and (_u!'+,,, y!"p '1) since the first equation in (2.5) uses'g m \ --I, 'while the equaiion in '(2.6) uses 17:" ~ I,. Our main concern is to determine whether these two sequences converge and whether their limits are solutions of (1.1 )-( 1.3). In the remainder of this section we establish the convergence property of the sequences. This is contained in 
(te C-r,,ol). From the boundary relations (2.3) and (2.7) we deduce
It follows from these inequalities that (w,, z,)>, (0,O) on 6, (cf. [6, 7] ). This establishes the relation
A similar argument using relations (2. Since wi and zi also satisfy the same initial and boundary conditions as for the case m = 1 we conclude that (w,, z,) >, (0,O). This proves the relation (&p, $"') < (@f '1, ,(*+ 1' ). The same argument gives the conclusion (ii!"+ '), 6'" + 1') < (up', fit")) and (y!m+l) , y~m+'))<(U!m+l), Gim+l)). The result of the lemma follo& from the'induction principle. 3) unless ~r(t)==p,(t) for every t>O. In the next section we show that U1 =yr and (Ui, Ui) is the unique solution of (l.l)-(1.3).
EXISTENCE AND BOUNDEDNESS OF A SOLUTION
To ensure the existence of a global solution to the system (1.1))( 1.3) we need to show that upper and lower solutions do exist and the limits (Ui, Vi) and (_ui,ui) in (2.10) coincide. We first establish an existence theorem whenever upper-lower solutions exist. THEOREM 3.1. Let (zIi, a,) , (,ui, ,v,) be upper and lower solutions with 7:: a,) > (,ui, ,v,) 2 (0, 0) and let f satisfy hypothesis (H). Then the sequences ujm', $")j, {_ui*), yf"'j obtained from (2.5)-(2.8) with (U('), Uj')) = (izj, 17~) and (_uiO', _v[O') = (,ui, ,oij converge monotonically from above and below, respectively, to a unique solution (ui, v,) such that Proof. Since U3(t)=g3(t)=13 (t) for ZE [-rY2,0] and ti,(t)=y,(t)= VI(t) forte C-r,, 0] it suffices to show that (U;, I?~)=(-u~,-u~) for (t, x)EB~. To achieve this we let w,=Ui--ui, zi=Vi-y,, Then by adding the inequalities in (3.5) and (3.11) we obtain for some positive constants c and CI~. Let t, be any constant such that c( 1 -e -WI + til' + t, ) < 1. Since /I WII, is a nondecreasing function of t the above relation implies that By the choice of p2, pf in (3.14) it suffices to verify (l+b,la,)P,~P,, (l+b,laI)P:aP;.
This relation together with (3.15) can be put in the form Moreover, the bound (p,, p:) can be determinedfrom (3.14) and (3.17).
Since the function&(v) satisfies hypothesis (H) we immediately have the following result.
COROLLARY. The probZem (l.l)-(1.3) with f=fo given by (1.4) has a unique bounded nonnegative solution (ui, v,) which satisfies the relation (3.18).
GLOBAL ASYMPTOTIC STABILITY
The existence-comparison theorem for the time-dependent problem (l.l)-( 1.3) can be used to investigate the stability property of a steady-state solution. In this section we give a sufficient condition for the global asymptotic stability of a steady-state solution. This global stability result is with respect to any nonnegative initial function and is independent of the time delays r, , r2. The existence and uniqueness problem of the steady-state has been discussed in [4] . 
