In this paper, a two-dimensional high-frequency formalism is presented which describes the diffraction of arbitrary wavefronts incident on edges of an otherwise smooth surface. The diffracted field in all points of a predefined region of interest is expressed in terms of the generalized Huygens representation of the incident field and a limited set of translation coefficients that take into account the arbitrary nature of the incident wavefront and its diffraction. The method is based on the Uniform Theory of Diffraction (UTD) and can therefore be utilized for every canonical problem for which the UTD diffraction coefficient is known. Moreover, the proposed technique is easy to implement as only standard Fast Fourier Transform (FFT) routines are required. The technique's validity is confirmed both theoretically and numerically. It is shown that for fields emitted by a discrete line source and diffracted by a perfectly conducting wedge, the method is in excellent agreement with the analytic solution over the entire simulation domain, including regions near shadow and reflection boundaries. As an application example, the diffraction in the presence of a perfectly conducting wedge illuminated by a complex light source is analyzed, demonstrating the appositeness of the method.
Introduction
During the last few decades, high-frequency methods have contributed substantially to the understanding of diffraction. Different formalisms established between 1970 and 1990 remain useful to this day [1] . On the one hand, the Geometrical Theory of Diffraction (GTD) [2] and the Uniform Theory of Diffraction (UTD) [3] , which overcomes some shortcomings of GTD, are still used extensively due to the simplicity of their implementation. Despite the popularity of UTD, in essence, it can only be used to study the diffraction of plane waves or fields emitted by discrete sources. GTD is applicable to any kind of illumination, but it is less accurate than UTD close to the diffraction edge and it does not provide the correct solution over the entire space, as its solution is singular at transition regions. On the other hand, formalisms that can deal with complex source configurations [4, 5] often miss transparency and/or are very intricate and as such are less likely to be used in practice. Because of this, scattering by large objects is either studied using full-wave electromagnetic solvers, which require large amounts of memory and computing time, or the original problem is simplified so that the high-frequency methods can still be used, leading to loss of accuracy.
The high-frequency formalism that is presented in this paper describes the diffraction of arbitrary incident fields. As the formalism is based on UTD, it can be used for every geometry for which the UTD diffraction coefficient is available. In addition, the field over an extended region of space is obtained using the generalized Huygens representation of the incident field and a limited set of translation coefficients. The technique has been presented in a transparent way and can readily be used in applications, this in contrast to the Spectral Theory of Diffraction (STD) [5] .
In Sec. 2, we present the new formalism preceded by a short review of UTD. The validity of the new formalism is established both theoretically and experimentally in Sec. 3. A realistic application example is treated in Sec. 4. Conclusions are formulated in Sec. 5.
Formalism
To clearly explain and illustrate the technique, in this paper, we deal with two-dimensional transverse magnetic (TM) problems. An exp( jωt) time dependence, with ω being the angular frequency, is assumed and supressed throughout the text.
Uniform theory of diffraction
In the original paper of Kouyoumjian and Pathak [3] , a high-frequency solution for the diffraction of an electromagnetic wave at an edge in an otherwise smooth surface is presented. The total field is represented as a sum of three contributions arising from the ray-optical field. The direct contribution is related to the field of the source in the absence of the surface. The reflection contribution describes the field reflected from the surface if the diffracting edge is ignored and the diffraction contribution describes the edge-diffracted field. The main advantage of UTD compared to previous approaches [2] is that its solution remains valid in the transition regions, where the separate ray-optical contributions may vary rapidly, although the total field remains smooth. In the neighbourhood of the shadow boundary (SB) the direct and the diffraction contributions vary rapidly, while at the reflection boundary (RB) the reflection and the diffraction contributions vary quickly. A diffraction coefficient is introduced to describe the contribution due to diffraction of the incident field on the edge. The coefficient depends on a distance parameter L which itself also depends on the type of illumination. It is important to mention that this dependence limits the use of UTD to incident fields for which L is known, in contrast to the novel technique presented in Sec. 2.2 that deals with arbitrary sources and incident fields.
In [3] special attention is given to the canonical case of diffraction by a straight, perfectly conducting wedge of opening angle α residing in free space. The geometry is shown in Fig.  1 . The tip of the wedge resides at the origin of the coordinate system (x,ŷ). The vector pointing from the current line source to the edge is denoted by
The source resides at an angle ψ o measured from thex-axis. For the observation point, the same notation is used apart from omitting the prime . For a current J s flowing in the positiveẑ-direction, the contribution due to diffraction is given by
where µ 0 is the permeability of free space, k is the wavenumber, H
0 stands for the Hankel function of the second kind and of zeroth order,
where
is related to the Fresnel functions. Furthermore, the functions a + and a − in Eq. (2) are defined as
with β the argument of the functions and where N ± are integers that most closely satisfy
For this specific case of cylindrical-wave incidence, the distance parameter L is given by
which is a well-established result (see e.g. [3] ). Note that in e.g. [6] canonical UTD diffraction coefficients are derived for more intricate problem geometries. The method presented in the next section is also applicable in these cases.
Improved UTD-based technique
In this section, the new formalism is derived. It will be shown that by leveraging standard FFT routines, the diffracted field for an arbitrary, spatially distributed source configuration is readily computed. The derivation consists of two phases. First, a Huygens representation is derived for the arbitrary incident field. This enables to write down a UTD type representation of the scattered fields. Second, an angular harmonics expansion of the field within a particular region of interest is introduced in which translation coefficients connect the angular harmonics of the incident and the diffracted fields. The geometry of the problem is illustrated in Fig. 2 . Diffraction by a straight, perfectly conducting wedge is considered again, although the formalism is applicable to any canonical problem for which the diffraction coefficient is known. The tip of the wedge resides once more at the origin of the coordinate system (x,ŷ). The distributed source is indicated in light gray hatching in the figure. A local cartesian coordinate system (ξ ,η ) is attached to this source configuration, from which the local polar coordinates (ρ , φ ) are derived. With respect to the (ξ ,η ) system, the wedge resides at ρ d ρ d ρ d , making an angle φ o measured from theξ -axis. Conversely, the origin of this local coordinate system resides at an angle ψ o measured from thex-axis. The distributed source is circumscribed by a circle C with radius R centered about the origin of the local coordinate system (dash-dot line in the figure). This circle is described by position vector R R R , making an angle φ b measured from theξ -axis. Similarly, the region of interest is also indicated on the figure, a local coordinate system is attached to it and its circumscribing circle C is drawn. Apart from omitting the prime , the same notation as for the source region is used. The question that now arises is how to efficiently compute the field within the complete region of interest.
In the first phase, we derive a Huygens representation for the distributed source configuration. This is possible by the identification of the angular harmonics expansion of the incoming field with the field emitted by the equivalent Huygens sources on the boundary C . So, on the one hand, theẑ-oriented electric field for a given TM-polarized source is easily decomposed into cylindrical harmonics in the (ξ ,η ) coordinate system:
where H
q stands for the Hankel function of the second kind and of order q , ρ =| ρ ρ ρ | and R =| R R R |. The coefficients a q are related to the incident field on the boundary C as follows:
Hence, upon knowledge of E inc z (R R R ), they can be efficiently computed by means of a FFT. On the other hand, by virtue of Huygens' principle,ẑ-oriented current sources J z (R R R ) on C that produce the same field as in Eq. (7) for ρ > R are now identified. Thereto, consider the field radiated by these equivalent sources:
Given the periodicity along C , J z (R R R ) is decomposed into its Fourier series
with as yet unknown coefficients I q . Graf's addition theorem [7] dictates that
Introducing Eq. (10) and Eq. (11) into Eq. (9) and identification with Eq. (7) yields
Finally, Eq. (9) is rewritten as:
which is the Huygens representation of the incident field. Through Eq. (8), the reader notices that E inc z (ρ ρ ρ ) is expressed in terms of the incoming field on the circle C . Casting the known field radiated by the arbitrary source in the form of Eq. (13) is a crucial step. Indeed, Eq. (13) represents the field excited by the equivalent Huygens' line sources and hence, UTD as in Sec. 2.1 can be directly applied. By means of superposition, the diffracted field in ρ ρ ρ, in the (ξ ,η) coordinate system, is given by
So, Eq. (14) already yields the diffracted field caused by a distributed source.
In the second phase, we derive an efficient way to describe the diffracted field in a predefined region of interest. To this end we expand the diffracted field in angular harmonics within the region of interest. The decomposition is similar to Eq. (7), i.e.
with ρ =| ρ ρ ρ |< R and with the coefficients b q given by
As the proposed formalism is valid at high frequencies, the high-frequency approximation of the 2-D Green's function, i.e. the Hankel function, is used to symmetrize Eq. (16) in the integrals over φ b and φ b . This high-frequency approximation is given by [7] H (2)
and substitution into Eq. (16) leads to
Although Eq. (15) and Eq. (18) suffice to determine the diffracted field in the entire region of interest, the computation would be rather cumbersome as the integrand of the double integral is highly oscillatory with multiple, possibly coinciding, stationary points. Fortunately, this integration can be circumvented by again invoking Graf's addition theorem of Eq. (11), but now for H
After some straightforward mathematical manipulations, the following final expression for the diffracted field is obtained:
with known coefficients a q from Eq. (8) and translation coefficients
The translation coefficients T q,q connect the angular harmonics expansion of the incident field to the expansion of the field within the region of interest. The coefficients d −n+q,m−q in Eq. (20) are given by
and hence, they are efficiently computed via 2-D FFTs of the pertinent diffraction coefficient. Note indeed that the integrand in the 2-D FFT of Eq. (21) is no longer oscillatory. In Sec. 3, it will be shown that retaining a limited number of terms in the infinite series of Eq. (19) and Eq. (20) leads to a good accuracy. In order not to overload the paper, however, we opt not to present a full convergence analysis, but restrict ourselves to providing the necessary insight to the reader. Given the large values of kρ > kR and small values kρ < kR in Eq. (7) and Eq. (15) respectively, these series converge rapidly. The series in Eq. (20) can also be truncated, retaining a limited number of terms, provided that only a limited set of coefficients d s,l contributes to this series. This is the case for a smooth, well-behaved integrand in the 2-D FFT computation in Eq. (21) and hence, at this point, it should be noted that the diffraction coefficient in the UTD theory is discontinuous at the transition regions. As a result, an accurate description of the diffracted field in regions of interest that cross the transition regions of the source configuration may not be guaranteed because of the Gibbs phenomenon. In order to avoid inaccuracies at transition regions for this kind of problems, rather than focusing on the diffracted field, we propose to describe the total field in a "UTD-like manner". Thereto, the total field at ρ ρ ρ in the (ξ ,η) system, due to a line source with unit current density in the +ẑ direction at ρ ρ ρ in the (ξ ,η ) system, is written in the following way
e. the "distributed" UTD diffraction coefficient reduces to a constant diffraction coefficient, related to the centers of the regions. Inserting the dominant term in Eq. (21) results in
where δ is the Kronecker delta symbol. Consequently, the diffracted field in Eq. (19) becomes
For a single line source, located at ρ ρ ρ in the (ξ ,η ) coordinate system, with unit current density in the +ẑ-direction and with ρ =| ρ ρ ρ |< R , the coefficients a q are given by
After substitution of this result into Eq. (25), Graf's addition theorem appears in the first summation. The second summation also corresponds to Graf's addition theorem. The factor in front of this summation hints at the previous use of Eq. (17), which can now be undone. The final result is To obtain these results, the summations over q and n in Eqs. (19) and (20) were symmetrically truncated to 33 terms, whereas 51 terms were used for the summations over q and m. The series of Eq. (28) was truncated to 203 terms.
Application example
To illustrate the full power of the technique, we will now focus on distributed sources and regions of interest by investigating the diffraction of a Gaussian beam by a perfectly conducting wedge. During the last few decades, several studies have been devoted to this problem. We refer the reader to [9] for an interesting overview. Most of these approaches are based on the fact that a Gaussian beam is equivalent to a line source in complex space [10] and the diffraction is described based on results for ordinary line sources, e.g. Eq. (28) provides the solution when the wedge is illuminated by a Gaussian beam, provided that | ρ d ρ d ρ d − ρ ρ ρ | and ψ are replaced by the complex distance r b and the complex angle ψ b given below [9, 11] .
The geometry of the problem is illustrated in The results are shown in Fig. 5 . In the region of interest enclosed by C 1 , a standing wave pattern is observed, which is a consequence of the interference of the incoming beam with its reflection at the upper face of the wedge. The field inside C 2 is mainly dominated by the incoming beam. Some slight variation in the amplitude of the field is visible because of the interference with the diffracted field. The region inside C 3 lies in the shadow of the wedge. Only the diffracted field penetrates this region of space and hence, a low field amplitude is observed.
Conclusions
We presented a high-frequency formalism which describes the diffraction of arbitrary incident wavefronts at edges. No matter how complex the light sources may be, it can now be easily dealt with. To start up the simulation, we merely need to know the field emitted by this source over a closed contour. It is proven how the diffracted field in a predefined region of interest can then be expressed in terms of this incident field and a limited set of translation coefficients that take into account the arbitrary nature of the incident wavefront and its diffraction. In the limit of source regions and regions of interest of infinitesimally small dimensions, our solution was shown to reduce to conventional UTD, which confirms the validity of the proposed approach. In the case of a discrete line source, the method proved to be in excellent agreement with the analytic Green's function, especially after the introduction of the novel diffraction coefficient D .
The advocated formalism considerably increases the range of problems that can be studied using UTD. This was illustrated by investigating the diffraction of a Gaussian beam in Sec. 4 , showing that no knowledge about the specific source choice needs to be used explicitly. Moreover, it is important to mention that the proposed technique is easy to implement, as only standard FFT routines are leveraged.
