Previsão em tempo real de condições de tráfego em redes veiculares by Jorge Miguel Marques dos Reis
FACULDADE DE ENGENHARIA DA UNIVERSIDADE DO PORTO
Previsão em tempo real de condições de
tráfego em redes veiculares
Jorge Miguel Marques dos Reis
Mestrado Integrado em Engenharia Informática e Computação
Orientador: Rosaldo José Fernandes Rossetti
22 de Novembro de 2016

Previsão em tempo real de condições de tráfego em redes
veiculares
Jorge Miguel Marques dos Reis
Mestrado Integrado em Engenharia Informática e Computação
Aprovado em provas públicas pelo Júri:
Presidente: Daniel Augusto Gama de Castro Silva (PhD)
Arguente: Luís Paulo Gonçalves dos Reis (PhD)
Vogal: Rosaldo José Fernandes Rossetti (PhD)
22 de Novembro de 2016

Resumo
Um dos maiores desafios propostos hoje em dia aos Sistemas de Transportes Inteligentes (ITS)
é o apoio à redução do congestionamento das redes rodoviárias, devido ao elevado fluxo de veí-
culos que se dirigem diariamente para as grandes áreas metropolitanas. O sistema de gestão de
tráfego NEXT, desenvolvido pela empresa Armis ITS, permite atualmente realizar previsões, em
tempo real, das condições de tráfego em redes rodoviárias. A sua implementação tem como base
o recurso a técnicas de simulação (abordagem model-driven) e de data mining (abordagem data-
driven), através de dados históricos recolhidos de sensores nas estradas.
As diferentes técnicas de previsão atualmente utilizadas geram, porém, resultados diferentes.
Existe um módulo que, considerando o erro entre a previsão e a realidade, determina a eficiência de
cada técnica através de uma percentagem de precisão (accuracy). A escolha da técnica apropriada
dependerá, em grande parte, da capacidade do sistema em identificar a situação e contexto em
que uma dada técnica se destaca das restantes. Este contexto está intimamente relacionado com
o estado da rede, que pode ser caracterizado por diversas métricas que condicionam a circulação
automóvel, tais como o dia e hora, as condições atmosféricas, a ocorrência de incidentes ou a
topologia da rede. Assim, ter conhecimento desta relação entre estado da rede e técnica apropriada
é particularmente imposto pela necessidade do sistema realizar previsões em tempo real. Desta
forma, o principal problema a estudar é a identificação eficiente da melhor técnica de previsão a
aplicar, de entre as técnicas implementadas, em casos e situações específicas.
A solução passa por estudar, analisar e implementar um módulo inteligente que, com base em
técnicas de machine learning, permita decidir, considerando os métodos de previsão atualmente
implementados no NEXT (Microsimulação e Rede Neuronal Artificial) e a sua precisão relativa-
mente a cada estado da rede, qual a previsão mais adequada à situação.
Como resultados espera-se melhorar a eficiência do sistema de previsão, o que poderá ter um
grande impacto na área de gestão e controlo de tráfego automóvel, tendo aplicação em sistemas
de informação em tempo real. O desenvolvimento do projeto será orientado à sua integração no
sistema NEXT que estará disponível em centros de controlo de tráfego da empresa Infraestruturas
de Portugal (IP).
i
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Abstract
One of the biggest challenges proposed nowadays to Intelligent Transportation Systems (ITS)
is the support to the reduction of traffic congestions due to the high flux of vehicles that travel
daily to the major metropolitan areas. The traffic management system NEXT, developed by Armis
ITS company, currently allows real-time forecasting of traffic conditions on road networks. Its
implementation is based on the use of simulation techniques (model-driven approach) and data
mining (data-driven approach), using historical data collected from road sensors.
However, the different forecasting techniques currently in use generate different results. There
is a module that calculates the efficiency (percentage of accuracy) of each technique, considering
the error between prediction and reality. Choosing the appropriate technique mainly depends on
the system’s ability to identify the situation and context where a given technique is distinguishable
from the others. This context is closely related to the state of the network, which can be cha-
racterized by various metrics that influence the flux of vehicles, such as date and time, weather
conditions, the occurrence of incidents or the network topology. So, be aware of the relationship
between the state of the network and the suitable technique is particularly imposed by the need to
make predictions in real time. This way, the main problem to be studied is the efficient identifica-
tion of the best forecasting technique to apply in certain cases and situations.
The solution is to study, analyze and implement an intelligent module based on machine lear-
ning techniques, to choose the best forecasting algorithm, between the various algorithms currently
implemented in NEXT, considering its accuracy for each state of the network.
As a result, it is expected to improve the efficiency of prediction algorithms, which can have
a big impact on the management and control of road traffic, and can be applyed in real time
information systems. The project development will be guided to its integration into NEXT system,
that will be available in traffic control centers of Infraestruturas de Portugal (IP).
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Capítulo 1
Introdução
Este primeiro capítulo tem como intuito introduzir a presente dissertação, começando por
abordar o seu enquadramento e descrição geral do problema. Posteriormente é revelada também
a motivação para o desenvolvimento deste projeto e são também identificados os objetivos que se
pretendem atingir. Por fim, é apresentada a organização geral deste documento.
1.1 Contexto
Atualmente, as condições de tráfego rodoviário representam um tema que afeta diariamente
uma grande percentagem da população residente nas grandes áreas metropolitanas. Devido ao ele-
vado fluxo diário de veículos para as cidades, é quase inevitável o congestionamento dos principais
pontos de acesso, principalmente em determinadas horas do dia, correntemente denominadas "ho-
ras de ponta". No entanto, as condições de tráfego podem também ser influenciadas por outros
fatores, tais como as condições meteorológicas, a topologia da rede, ou a ocorrência de acidentes
ou eventos especiais numa determinada localização.
Neste contexto, a previsão em tempo-real das condições de tráfego torna-se muito interessante,
sendo uma área que tem grande utilidade sobretudo no desenvolvimento de sistemas de navegação
e informação aos viajantes, na gestão rodoviária efetuada nos centros de controlo de tráfego, e
na atualização de painéis informativos presentes nas auto-estradas. Esta previsão é normalmente
efetuada através do processamento de dados históricos, recolhidos de sensores nas auto-estradas
e do uso de técnicas de simulação. A maior parte das estratégias para redução e prevenção de
congestionamentos remetem para os Sistemas Inteligentes de Transportes (ITS) [RLT11].
Os sistemas de gestão ativa de tráfego (Active Traffic Management Systems) são considerados
hoje em dia uma forma efetiva de monitorizar as redes rodoviárias continuamente e com custos
reduzidos, permitindo a gestão da mesma [Sis12]. Para além de seguirem vários princípios dos
Sistemas Inteligentes de Transportes, os ATMS pretendem maximizar a eficiência dos sistemas
de transportes através da sua automatização, onde se poderá incluir a previsão a curto prazo das
condições de tráfego.
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1.2 Descrição do problema
Até ao momento, vários métodos de previsão de condições de tráfego foram já desenvolvidos.
Utilizando como exemplo o sistema de previsão NEXT, desenvolvido pela empresa Armis ITS, o
cálculo das previsões em tempo real é efetuado com recurso a técnicas de simulação (abordagem
model-driven) e de processamento de dados (ou data mining) (abordagem data-driven). No en-
tanto, as diferentes técnicas, aplicadas às mesmas situações, podem gerar resultados diferentes.
O sistema é também capaz de, após receber os dados reais recolhidos pelos sensores rodoviários,
calcular a precisão de cada técnica de previsão aplicada a uma data anterior com base no erro
cometido.
Então, para o sistema de gestão de tráfego, o objetivo passará sempre pela escolha do melhor
método de previsão. Porém, o principal problema prende-se com o facto da escolha da melhor
técnica depender da situação e contexto específicos. Ou seja, pretende-se identificar, para cada
contexto da rede, qual a técnica que se destaca das restantes, obtendo o menor erro na previsão. O
contexto, ou situação, é caracterizado por atributos como a localização, o dia da semana e a hora,
as condições atmosféricas, a ocorrência ou não de incidentes, entre outros. Estes atributos distin-
guem claramente um contexto de outro e assume-se que os algoritmos de previsão poderão ter um
desempenho variável consoante o contexto em que se aplicam. Este problema, identificado pela
Armis ITS, tentou ser solucionado inicialmente através do uso de uma Rede Neuronal Artificial
(ANN), com resultados ainda aquém do desejável.
Este projeto foi proposto pelo Laboratório de Inteligência Artificial e Ciência de Computa-
dores (LIACC), pertencente à Faculdade de Engenharia da Universidade do Porto (FEUP), em
colaboração da Armis ITS, empresa com conhecimento e experiência no desenvolvimento de Sis-
temas Inteligentes de Transportes.
1.3 Motivação e Objetivos
Analisando o tráfego das principais vias de acesso às cidades, neste caso em particular a Via
de Cintura Interna (VCI), verifica-se a importância de compreender o tráfego nesta via de acesso
desde e para a cidade do Porto. Através de técnicas de previsão baseadas no processamento de
dados históricos recolhidos de sensores presentes nesta auto-estrada e de métodos de simulação,
é possível prever as condições de tráfego a curto prazo. No entanto, como as diversas técnicas
existentes produzem resultados diferentes consoante a situação e contexto em que se aplicam,
surge a necessidade de incluir um agente expert capaz de, para cada estado da rede, identificar
e executar em tempo real o método que apresenta os melhores resultados. Esta camada permite
aumentar a eficácia da previsão, assim como reduzir custos computacionais desnecessários.
Desta forma, os principais objetivos a atingir nesta dissertação são:
• Estudo dos conceitos relacionados com previsão de tráfego rodoviário;
• Estudo e análise das metodologias e técnicas com potencial para contribuir na resolução do
problema de decisão apresentado;
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• Implementação de um protótipo do agente expert;
• Teste do componente desenvolvido;
• Análise e avaliação dos resultados;
• Escrita da presente dissertação.
1.4 Contribuições esperadas
O estudo e implementação de técnicas de machine learning aplicadas à escolha da melhor
técnica de previsão de condições de tráfego apresenta-se como um ponto bastante importante na
identificação final do estado do trânsito. Tendo consciência da necessidade de realizar previsões
em tempo real, é de elevada importância que, assumindo como exemplo o sistema de gestão de
tráfego desenvolvido pela Armis ITS e os métodos de previsão que o compõe, seja possível, através
do contexto no momento, apresentar os resultados do método mais eficaz nesse caso. Dada a
colaboração entre a Armis ITS e o LIACC-FEUP, a solução a ser desenvolvida deverá integrar
o sistema de gestão de tráfego NEXT, que estará presente em centros de controlo de tráfego da
Empresa Infraestruturas de Portugal (IP).
Espera-se que este projeto contribua assim para uma mais eficaz previsão das condições de
tráfego, permitindo aos agentes responsáveis uma melhor e mais rápida atuação na manutenção
do bom funcionamento das vias rodoviárias, melhorando as condições de circulação dos seus
utilizadores.
1.5 Estrutura do relatório
Para além deste primeiro capítulo, onde é realizada uma introdução ao tema e contexto desta
dissertação, este documento contém mais 6 capítulos principais. Neste primeiro é ainda forma-
lizado o problema que deu origem à dissertação e são identificados os objetivos, metodologias e
contribuições esperadas.
No capítulo 2, é realizada uma revisão bibliográfica dos temas que servem de base à realização
desta dissertação, desde os conceitos base do tráfego rodoviário, algoritmos de aprendizagem
computacional e técnicas de avaliação de métodos de classificação. No seguimento da revisão
bibliográfica, são apresentados e discutidos, no capítulo 3, trabalhos relacionados e aplicações
práticas dos conceitos anteriormente identificados em problemas semelhantes.
No capítulo 4 é feito um desenvolvimento do problema estudado nesta dissertação, procedendo-
se à especificação da abordagem metodológica a ter em conta no seu desenvolvimento.
O capítulo 5 apresenta detalhadamente todo o processo de desenvolvimento dos agentes inteli-
gentes. No capítulo 6 são apresentados os resultados provenientes dos testes aplicados, permitindo
discutir e avaliar a solução implementada.
Por último, o capítulo 7 apresenta as principais conclusões obtidas após o desenvolvimento
desta dissertação, assim como identificado o trabalho futuro que pode ser realizado a partir desta.
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Capítulo 2
Revisão Bibliográfica: Background
Neste capítulo são apresentadas as principais definições e conceitos que servem de base à re-
alização desta dissertação. Inicialmente é feita uma breve introdução ao estado da arte relativo
à previsão de tráfego rodoviário e às abordagens utilizadas. Sobre o fluxo de tráfego são apre-
sentados os seus diagramas fundamentais e a relação entre as três variáveis que caracterizam esse
mesmo fluxo, e ainda os eventos que habitualmente o condicionam. Posteriormente são apre-
sentados os conceitos associados à perceção do estado do tráfego, realizado através de sensores
rodoviários e do formato standard europeu de comunicação de dados de tráfego: Datex II. Por fim
é feita uma introdução às abordagens e algoritmos de aprendizagem computacional que podem ser
aplicados na resolução do problema associado a esta dissertação, assim como técnicas de avaliação
de resultados.
2.1 Previsão de condições de tráfego
A previsão de condições de trânsito tem um papel importante na gestão rodoviária, sobretudo
pelo apoio no controlo e redução das filas e congestionamentos [Pin14]. Hoje em dia, com o obje-
tivo de controlar e gerir as condições de tráfego rodoviário, várias estradas possuem dispositivos
como sensores de inductive loop, controladores, sistemas de vídeo-vigilância e até dispositivos
GPS em transportes públicos. Com recurso a estes sensores, instalados por exemplo na VCI, é
possível obter uma elevada quantidade de dados caracterizadores das condições de tráfego em in-
tervalos de poucos minutos. Através destes dados é possível realizar previsões de tráfego a curto
prazo, com recurso a dois tipos de abordagem: a abordagem model-driven, constituída por técni-
cas de simulação, e a abordagem data-driven, que faz uso de técnicas de análise e processamento
de dados [Bar15a].
Os dados históricos de sensores armazenados são utilizados nos modelos de análise de dados,
mas são também fundamentais para a calibração dos parâmetros dos modelos computacionais
usados em técnicas de simulação.
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2.1.1 Abordagem model-driven
A abordagem model-driven procura construir modelos computacionais das redes rodoviárias
que permitam representar o tráfego registado nas mesmas e a sua evolução, geralmente com re-
curso a técnicas de simulação. A rede modelada inclui cruzamentos, vias de rodagem, limites de
velocidade, rotundas e sinais [BAR15b]. Desta forma, o sistema simula a movimentação de todas
as entidades envolvidas segundo as características da via, incluindo as interações entre os veículos
e peões. Assim, e com a capacidade de inserir informação em tempo-real no modelo, é possível
obter previsões futuras das condições de tráfego.
Resumidamente, os modelos de simulação classificam-se em quatro categorias, segundo o ní-
vel de detalhe utilizado: macroscópicos, microscópicos, mesoscópicos e nanoscópicos [HLS07].
A modelação macroscópica apresenta o nível mais baixo de detalhe, focando-se em descrever as
condições de tráfego com base na densidade por troço rodoviário. A abordagem microscópica
fornece um nível de detalhe superior, simulando veículos individuais na rede, assim como as inte-
rações os mesmos. A abordagem nanoscópica apresenta um nível de detalhe ainda mais elevado,
considerando a estrutura do veículo e suas características, tal como o tipo de motor, pneus, travões
e consumo de combustível, por exemplo [Pin14]. O modelo mesoscópico surge da combinação
entre os modelos macroscópicos e microscópicos, sendo o fluxo de tráfego apresentado com ele-
vado detalhe, enquanto que as interações e comportamentos são apresentadas com menos detalhe.
A figura 2.1 ilustra as diferentes granularidades que distinguem estes modelos.
Figura 2.1: As diferentes granularidades da simulação (da esquerda para a direita: macroscópica,
microscópica e nanoscópica; mesoscópica no círculo)
Fonte:[MR06]
2.1.2 Abordagem data-driven
No entanto, as soluções baseadas em modelos e simulação exigem processos de cálculo e ca-
libração sendo por vezes pouco eficientes temporalmente. Contudo têm surgido soluções mais
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rápidas, focadas na análise de dados históricos, seguindo uma abordagem data-driven. Estas per-
mitem ainda incluir dados provenientes de outras fontes, tal como informação meteorológica ou
registo de incidentes. As soluções mais frequentes utilizadas nestes modelos preditivos incluem
métodos como k-NN, regressão, lógica fuzzy, redes bayesianas ou redes neuronais artificiais.
2.2 Diagramas Fundamentais do fluxo de tráfego
Um dos conceitos mais importantes no estudo do comportamento do tráfego rodoviário é a
teoria do fluxo de tráfego, que consiste na aplicação de leis matemáticas, física e teoria da proba-
bilidade ao tráfego automóvel. Os diagramas fundamentais do fluxo de tráfego são um conjunto
de curvas que apresentam a relação entre as três variáveis associadas: o fluxo (veículos/hora), a
velocidade (km/hora) e a densidade de tráfego (veículos/km). Estes diagramas são normalmente
utilizados para prever a capacidade de uma via rodoviária tendo em conta a variação de regras e
limites de velocidade, permitindo a exploração das relações apresentadas [MR06]. Todos estes
gráficos, observáveis na figura 2.2 baseiam-se na equação essencial do fluxo de tráfego:
f luxo = velocidade×densidade.
Figura 2.2: Diagrama fundamental do fluxo de tráfego.
Fonte:[MR06]
2.2.1 Diagrama fluxo-densidade
O diagrama fluxo-densidade permite determinar o fluxo de tráfego numa determinada via,
apresentando um conjunto próprio de características:
• Quando a densidade tem o valor zero, o fluxo é também zero;
• A densidade e o fluxo aumentam com o aumento do número de veículos;
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• Com o aumento contínuo do número de veículos, a dado momento atinge-se a densidade
máxima, onde o fluxo é zero, dado que os veículos não se podem movimentar;
• Entre a densidade mínima e máxima existe um valor para o qual o fluxo é máximo, sendo
esta relação representada por uma curva parabólica.
Figura 2.3: Diagrama fluxo-densidade.
Fonte:[MR06]
Na figura 2.3, onde se encontra representado o diagrama fluxo-densidade, é possível verificar
as características descritas anteriormente. Assim, o ponto O representa a situação de densidade
zero e o ponto C a de densidade máxima. O ponto B identifica a situação de fluxo máximo. O
declive da tangente no ponto O (reta [OA]) corresponde à velocidade média em fluxo livre. Os
pontos D e E demonstram a existência do mesmo fluxo em valores de densidade diferentes. Já a
velocidade será superior em D relativamente a E, dado o menor número de veículos.
2.2.2 Diagrama velocidade-densidade
A partir dos valores de velocidade obtidos através da tangente à curva anterior, podemos re-
presentar a relação velocidade-densidade, observável na figura 2.4. Quando a densidade é igual
a zero estamos perante um fluxo livre, enquanto que quando a velocidade é igual a zero significa
que os veículos se encontram parados.
2.2.3 Diagrama velocidade-fluxo
Quando à relação entre velocidade e fluxo, representada na figura 2.5 observamos que o fluxo
é zero quando não existem veículos na via ou quando existem mas trânsito se encontra parado.
Verifica-se também que existem sempre duas velocidades diferentes para cada valor de fluxo,
convergindo no ponto de fluxo máximo.
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Figura 2.4: Diagrama velocidade-densidade.
Fonte:[MR06]
Figura 2.5: Diagrama velocidade-fluxo.
Fonte:[MR06]
2.3 Congestionamento e eventos com influência no fluxo de tráfego
Os congestionamentos rodoviários são eventos comuns nos grandes centros metropolitanos,
e traduzem-se no excesso de veículos numa porção de via rodoviária e num dado momento, ori-
ginando baixas velocidades de circulação. Muitas vezes tão baixa, que origina um andamento
“pára-arranca”. Estudos indicam que os congestionamentos derivam de sete causas primárias, e
que se dividem em três categorias [Uni15, Tra09]: eventos com influência direta no tráfego, varia-
ções do volume de veículos, e as características físicas das vias rodoviárias. Na primeira categoria,
apresentam-se três causas:
1. Incidentes rodoviários, onde se incluem os acidentes entre veículos, as avarias, e o apareci-
mento de objetos que condicionem a circulação;
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2. Zonas de obras, originando alterações físicas nas vias rodoviárias, incluindo redução do
número de vias de circulação, alteração das vias ou mesmo encerramento temporário;
3. Condições Atmosféricas, que alteram o comportamento dos condutores, sobretudo quando
são mais adversas, devido à redução da visibilidade e diminuição de aderência, obrigando à
diminuição da velocidade e aumento das distâncias de segurança entre veículos.
Relativamente à categoria de variação do volume de veículos, são apresentadas duas causas
primárias:
1. Flutuações no tráfego normal, havendo dias com maior volume de tráfego do que outros;
2. Eventos especiais, que originam um fluxo de tráfego superior ao normal nas imediações do
local.
Quanto à última categoria, que se restringe às características físicas das vias de circulação, são
apresentadas duas causas:
1. Dispositivos de controlo de tráfego, tais como passagens de nível e semáforos com tempos
inapropriados;
2. Bottlenecks rodoviários, em que a capacidade física de determinados troços de uma estrada
é diminuta, podendo ser incapaz de lidar com maiores volumes de tráfego.
Figura 2.6: Fontes de congestionamento (Estados Unidos da América)
Fonte: U.S. Department of Transportation [Uni15]
2.4 Sensores de Tráfego
A principal fonte de dados dos sistemas de informação de tráfego são os sensores rodoviá-
rios [BSM00, KMG06]. Estes sensores são aparelhos com capacidade de recolher continuamente
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dados representativos do estado do tráfego rodoviário na área em que se encontra. Existem vá-
rios tipos de sensores, de entre os quais se destacam as câmaras de vídeo-vigilância, os floating
cars e os sensores de inductive-loop, sendo estes últimos explicados de forma mais detalhada na
subsecção seguinte.
As câmaras de vídeo-vigilância, instaladas nas estradas, são utilizadas para capturar imagens
em tempo real, que permitem analisar o estado do trânsito na zona onde se encontra [LRB09].
Floating Cars são veículos que incluem um recetor GPS e um transmissor GSM/GPRS, trans-
mitindo dados acerca da circulação do veículo [ZCWY14]. Desses dados destacam-se a veloci-
dade e localização do veículo a uma certa data e hora de captura.
Figura 2.7: Sensores inductive-loop instalados numa via.
Fonte: U.S. Department of Transportation
Figura 2.8: Esquema representativo de um sistema de inductive-loop.
Fonte: HowStuffWorks
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2.4.1 Sensores Inductive Loop
Os sensores inductive loop [Law01, KMG06] são espiras magnéticas instaladas no pavimento
de estradas, tal como os representados na figura 2.7. Têm como função detetar a passagem de
veículos, funcionando por capturas durante curtos períodos de tempo, gerando dados que indicam
o número de veículos, a velocidade média, o espaçamento entre eles e a taxa de ocupação do
sensor durante o tempo de captura. É associada ainda a localização do sensor, a data e hora da
captura. O funcionamento do sistema está representado na figura 2.8.
2.4.2 Formato DATEX II
O formato Datex II [ECT13] é um protocolo standard europeu para troca de dados de tráfego,
desenvolvido no âmbito do Plano de Ação ITS, promovido pela Comissão Europeia. O Datex
(data exchange) permite a troca de dados entre os centros de controlo e gestão de tráfego, e entre
os centros de informação de tráfego e os prestadores de serviços.
Figura 2.9: Logótipo do formato Datex II.
2.5 Aprendizagem Computacional
Do ponto de vista da solução que se pretende implementar, foi realizada uma revisão da li-
teratura relativa a métodos de aprendizagem. São, de seguida, apresentados os algoritmos mais
referenciados e com melhores perspetivas de sucesso quando integrados na solução pretendida
neste trabalho.
2.5.1 Aprendizagem por Reforço
Aprendizagem por reforço (em inglês, Reinforcement Learning) é o problema enfrentado por
um agente que aprende o seu comportamento através de tentativa e erro, quando em interação com
um ambiente dinâmico [KLM96, McC15]. Este é um método de aprendizagem onde se procura
maximizar uma medida de desempenho baseada nos reforços recebidos através da interação do
agente com o ambiente envolvente. Normalmente este tipo de aprendizagem é utilizado quando
não se dispõe de um modelo concreto, sendo impraticável o uso de aprendizagem supervisionada.
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Assim, o seu objetivo passa exploração de diferentes ações para pesquisa do espaço de possíveis
políticas, permitindo encontrar uma política de atuação ótima e estimar a melhor ação para cada
estado.
O diagrama 2.10 representa o ciclo de interação do agente baseado num algoritmo de aprendi-
zagem por reforço.
Figura 2.10: Arquitetura da interação de um agente baseado em aprendizagem por reforço.
Fonte:[SB98]
É também necessário um balanceamento entre os processos denominados exploration e exploi-
tation. O primeiro, permite ao agente experimentar e explorar o espaço de possíveis ações. Caso
o agente não o faça, corre o risco de permanecer numa política subóptima. O segundo, por outro
lado, consiste no refinamento do conhecimento através da aplicação apenas da ação que maximiza
o reforço, ou seja, considerada ótima.
2.5.2 Q-Learning
Um dos maiores avanços realizados na aprendizagem por reforço foi o desenvolvimento do
algoritmo Q-Learning por Christopher Watkins [Wat89, WD92], um método de diferença temporal
off-policy, tal que o valor de utilidade Q de um par estado-ação é calculado através da soma dos
reforços obtidos ao executar uma dada ação sobre um determinado estado. Normalmente estes
valores de utilidade para cada par são armazenados numa tabela para contínua atualização. Neste
algoritmo o agente tem como objetivo aprender uma política ótima através da sua interação com o
meio, traduzindo-se em sequências estado-ação com o respetivo reforço. Assim, encontrando-se o
agente num estado s e realizando uma ação a, recebe um a recompensa r e transita para o estado
s′.
Na sua forma mais simples, de nome one-step Q-learning [SB98], é definido pela expressão:
Q(st ,at) = Q(st ,at)+α [Rt+1+ γ maxa Q(st+1,a)−Q(st ,at)] (2.1)
onde onde st representa o estado num momento t, at representa a ação tomada no instante t, Rt+1
é o custo por essa decisão, α é a taxa de aprendizagem e γ o fator de desconto para transições
futuras. Desta forma, a função ação-valor Q alvo de aprendizagem aproxima-se da função ação-
valor ótima, independentemente da política seguida.
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2.5.3 State-Action-Reward-State-Action
State-Action-Reward-State-Action (SARSA), é um algoritmo de aprendizagem introduzido por
Rummery e Nirankan em 1994 [RN94], inicialmente denominado On-line Q-Learning. É um
algoritmo on-policy, e o nome deve-se ao facto do valor Q depender do estado atual, da ação
tomada e do reforço obtido, assim como do próximo estado alcançado e da próxima ação que o
agente tomará neste novo estado.
Q(st ,at) = Q(st ,at)+α [Rt+1+ γQ(st+1,at+1)−Q(st ,at)] (2.2)
Como definido em 2.2, o valor da função Q para um determinado estado-ação é atualizado pelo
reforço obtido, influenciado por uma taxa α de aprendizagem. Desta forma, o valor Q representa
o reforço obtido tomando uma ação a no estado s, somando ainda um futuro reforço obtido a partir
do próximo par estado-ação.
2.5.4 Case-based reasoning
Case-based reasoning (CBR) é uma técnica de resolução de novos problemas através da adap-
tação de soluções utilizadas para resolver problemas anteriores semelhantes [AP94]. Este processo
foi desenvolvido inicialmente por Roger Schank no início dos anos 80 [Sch82], tendo sido desen-
volvido o primeiro sistema baseado neste modelo em 1983 por Janet Kolodner [Kol92].
Dada a inspiração no modelo humano, a ideologia presente no case-based reasoning faz com
que este seja também considerado um método de resolução de problemas gerais do dia-a-dia, para
além de um poderoso método de decisão computacional.
Por vezes assumido como um algoritmo ou tecnologia, o CBR é, segundo Watson [Wat99],
uma metodologia de aprendizagem. Metodologia essa que é habitualmente descrita como um ciclo
de quatro etapas que precedem a construção do case base:
1. Recuperar casos semelhantes ao novo problema do case base;
2. Reutilizar a solução proposta pelos casos semelhantes;
3. Rever ou adaptar a solução ao novo problema, se necessário;
4. Reter o novo caso e respetiva solução após ser validada.
Este ciclo e respetivas interações estão retratados na figura 2.11.
2.5.5 k-NN
O algoritmo k-Nearest Neighbors é um método de aprendizagem supervisionada, utilizado em
problemas de classificação e regressão [Alt92]. Em ações de classificação, como irá ser utilizado
no desenvolvimento desta dissertação, um novo caso é classificado tendo em conta a classe da
maioria dos k elementos de treino mais próximos num espaço n-dimensional, sendo n o número
de atributos que caracterizam um caso. O parâmetro k representa o número de vizinhos mais
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Figura 2.11: Ciclo fundamental do Case-based reasoning
Fonte:[And12]
próximos a recuperar, sendo que se for 1, será atribuído ao novo caso a mesma classe do vizinho
mais próximo.
2.5.6 Árvore de Decisão
A Árvore de decisão [Qui86, SL90] é um modelo de inferência indutiva, representando uma
tabela de decisão em forma de árvore, e é construída por algoritmos como o ID3 e o C4.5. Es-
tas árvores são criadas a partir de um conjunto de dados de treino com elementos classificados,
utilizando o conceito de entropia. Tal como a tabela de decisão, é uma forma de apresentação de
regras sobre as quais são obtidas as classificações.
2.6 Avaliação de métodos de classificação
2.6.1 Matriz de Confusão
A matriz de confusão [KP98], utilizada essencialmente na área de machine learning, é uma
tabela que permite visualizar a performance de um algoritmo de classificação [Ste97, Pow07].
Esta tabela apresenta informação sobre as classificações previstas e as reais, permitindo avaliar,
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para além da precisão, mais 4 medidas que correspondem às percentagens de acerto na previsão e
às percentagens de elementos de cada classe que foram bem classificados.
2.6.2 Cross-validation
Cross-validation [Koh95] é uma técnica utilizada para avaliar a precisão e erro de um algo-
ritmo preditivo com base num conjunto de dados a ser utilizado para treino e teste. O conjunto
é então dividido em k subconjuntos de igual tamanho, sendo que um deles é utilizado para teste
do modelo preditivo, enquanto que os restantes serão utilizados para treinar o modelo. Este pro-
cesso repete-se por k rondas, alternando o subconjunto de teste, permitindo utilizar todos os dados
disponíveis para treino e teste do modelo.
2.7 Sumário
Neste capítulo foram revistos os principais conceitos que servem de base a este trabalho de
dissertação. Desde as principais abordagens utilizadas na previsão, passando pelos conceitos fun-
damentais associados ao fluxo de tráfego e congestionamento. Foram ainda apresentados os sen-
sores utilizados na recuperação de dados históricos das vias rodoviárias, em especial foco para
os sensores inductive loop, utilizados como fonte de dados dos algoritmos de previsão desenvol-
vidos pela Armis ITS, e que seguem o formato Datex II, promulgado pela Comissão Europeia.
Foram ainda descritos os algoritmos de aprendizagem relevantes para este projeto, nomeadamente
Q-Learning, State-Action-Reward-State-Action (SARSA), case-based resoning (CBR), k-NN e
Árvores de Decisão. Por último, uma rápida referência à avaliação de algoritmos de classificação,
nomeadamente a matriz de confusão e a técnica de teste e avaliação cross-validation.
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Relacionado
Após a análise e compreensão dos principais conceitos associados ao fluxo de tráfego e à sua
previsão, assim como algoritmos de aprendizagem computacional que poderão ser importantes no
âmbito desta dissertação, este capítulo tem como objetivo apresentar uma revisão do trabalho já
realizado nesta área. Dado o problema específico, são apresentados trabalhos relacionados com
duas áreas. Primeiro, são apresentados trabalhos na área de previsão de tráfego rodoviário que,
por constituírem a base e parte do desenvolvimento do sistema de gestão de tráfego pertencente à
Armis ITS, servem também de base ao desenvolvimento da presente dissertação. Posteriormente
são apresentadas também aplicações dos algoritmos de aprendizagem anteriormente referencia-
dos em áreas relacionadas com Sistemas Inteligentes de Transportes e na seleção de algoritmos
apropriados.
3.1 MAS-Ter Lab.
A plataforma MAS-Ter Lab. (Laboratory for MAS-based Traffic and Transportation Engine-
ering Research) [ROB07, RFBO08, FERO08] trata-se de um sistema multi-agente integrado que
representa uma abordagem metodológica para avaliação de soluções inteligentes de transportes
atuais através da metáfora de agentes. Nesse sentido, o domínio de aplicação é conceptualizado
em termos de agentes, sendo identificados três subsistemas, que são eles próprios sistemas multi-
agente: o real world (mundo real), um virtual domain (domínio virtual) e o control strategies
inductor [FG09, KSPRG]. O subsistema real world representa o sistema real de transportes em
áreas urbanas, onde se encontram e interagem os componentes físicos, tais como os veículos, os
sistemas de controlo de tráfego e as soluções ITS. O virtual domain corresponde à replicação des-
tes componentes, modelados sobre a forma de agentes, que pretendem emular o comportamento
individual dos componentes físicos no real world. Por fim, o control strategies inductor é um sub-
sistema constituído por agentes especialistas, tanto humanos como computacionais, que observam
a população sintética do virtual domain e podem intervir e realizar experimentações diretamente
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com esta, aplicando políticas de coordenação com o intuito de melhorar o desempenho global. É
ainda possível ajustar parâmetros operacionais do mundo real para refletir as políticas testadas. A
interação entre os três subsistemas referidos é dinâmica e iterativa, o que permite intervenções em
tempo real no mundo real (real world) [AFR08].
Uma representação da integração destes conceitos pode ser observada na figura 3.1.
Figura 3.1: Representação de uma framework de análise de transportes.
Fonte:[ROB07]
3.2 NEXT
O NEXT, sistema produzido pela Armis ITS [Arm16], trata-se de uma solução para a aná-
lise, simulação e previsão de dados de tráfego, baseando-se no modelo da framework MAS-Ter
Lab. Este sistema inclui atualmente técnicas e algoritmos de previsão de tráfego baseados em
abordagens model-driven e data-driven, nomeadamente simulação micro e macroscópica e redes
neuronais artificiais. Com recurso a simuladores de redes rodoviárias, possibilita a representação
de uma rede real de tráfego através de redes virtuais. Este serviço apresenta várias funcionali-
dades de previsão e apoio ao planeamento, nomeadamente os componentes: Monitor, Predictor,
Advisor, Planner e Auditor.
O sistema permite assim monitorizar em tempo real o estado do tráfego, prever o estado de trá-
fego futuro até duas horas em intervalos de cinco minutos, e auditar a precisão das previsões com
base nos resultados reais recebidos posteriormente. Integra ainda funcionalidades de planeamento,
com base no estado de tráfego em tempo real.
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Em [ZRC14, Zai14] é proposto o desenvolvimento de uma dashboard que melhora a capaci-
dade de visualização do estado da rede, tendo sido este projeto desenvolvido no âmbito do sistema
NEXT.
(a) Funcionalidade Planner
(b) Funcionalidade Auditor
Figura 3.2: Interface de dois componentes do sistema NEXT.
19
Revisão Bibliográfica: Trabalho Relacionado
3.3 Algoritmos de Aprendizagem aplicados a ITS
Existem vários exemplos da aplicação de algoritmos de aprendizagem a sistemas inteligentes
de transportes. Após uma revisão bibliográfica do tema, embora não se tenha encontrado nenhum
exemplo de aplicação de aprendizagem em um semelhante ao proposto nesta dissertação, existem
aplicações em diferentes situações relacionadas com controlo de tráfego rodoviário.
Um exemplo recente é o de um sistema de gestão de tráfego multi-modal [SSAEA15] baseado
no algoritmo Q-learning, tendo em conta o contexto para fornecer melhores decisões. A aprendi-
zagem neste sistema tem como objetivo dotá-lo da capacidade de adaptar dinamicamente a escolha
do melhor meio de transporte baseado em feedbacks fornecidos pelos passageiros. Outro exemplo
descrito no artigo [SJ11] demonstra a capacidade de um sistema baseado em Q-Learning de se
adaptar à variação das condições de tráfego para gestão dos tempos semafóricos em intersecções
rodoviárias.
Relativamente ao algoritmo State-Action-Reward-State-Action (SARSA), a principal utiliza-
ção encontrada em Sistemas Inteligentes de Transportes é em controlo de semáforos rodoviários.
No recente artigo [JM15] os algoritmos SARSA e Q-Learning são estudados e testados em apren-
dizagem aplicada à gestão semafórica em intersecções de quatro vias.
Em termos de utilização do algoritmo case-based reasoning (CBR), foram também encontra-
das utilizações em controlo de semáforos rodoviários em intersecções urbanas, como por exemplo
nesta tese de mestrado [And12]. No entanto, no artigo [BFAC13] é proposta uma abordagem
para sugestão de itinerários baseados nas necessidades e preferências dos utilizadores, resultante
da integração de CBR com Choquet integral. O artigo [BLZH15] apresenta um estudo sobre a
aplicação de CBR em sistemas de planeamento de meios de transporte.
3.4 Seleção de Algoritmos utilizando machine learning
Embora esta dissertação se contextualize na área de Sistemas Inteligentes de Transportes, o
principal caso de estudo é a aplicação de métodos de aprendizagem computacional à seleção de
algoritmos dinamicamente. A seleção de algoritmos é um problema difícil e estudado há várias
décadas [Ric76], e serão apresentados de seguida alguns projetos em que técnicas de machine
learning foram utilizadas como soluções para este problema.
No artigo [LL00] é descrita a adaptação do algoritmo Q-learning para resolução do problema
de seleção de algoritmos. O principal objetivo desta implementação é a redução do tempo total de
execução na resolução de um determinado problema.
No artigo [ACMR06] é apresentado um protótipo de uma ferramenta que utiliza aprendizagem
por reforço para seleção de algoritmos em tempo de execução, respondendo a alterações no estado
do programa e ambiente computacional.
No artigo [KGM12], são apresentados vários métodos de machine learning utilizados para
selecionar o melhor algoritmo, de um conjunto disponível, em problemas de pesquisa. O primeiro
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utilizado foi o case-based reasoning (CBR). Neste caso, foi utilizado o algoritmo k-NN para in-
dexação e recuperação de casos, com k de valores 1, 3, 5 e 10. Este método foi implementado
com recurso ao algoritmo IBk, que implementa o k-NN, presente no pacote de software open-
source Weka. Como a seleção de algoritmos representa um caso de classificação, foram testados
também vários métodos de classificação neste problema, tais como Árvores de decisão, tabela de
decisão, redes bayesianas, entre outros. A terceira metodologia passa pela utilização de regressão.
Esta permite selecionar o melhor algoritmo prevendo a performance que cada um terá em certas
condições. A desvantagem é que em vez de executar a aprendizagem uma vez por problema, é
necessário executá-la para cada algoritmo do conjunto para um único problema. Por último, são
também apresentados métodos de aprendizagem estatística relacional, abordagem que é identifi-
cada como promissora por ser a que apresenta um modelo mais intuitivo para os humanos.
O artigo [Fin98] apresenta uma abordagem baseada na análise estatística de performances
passadas na seleção de métodos de resolução para novos problemas.
3.5 Sumário
Neste capítulo são identificados, primariamente, os dois projetos intimamente relacionados
com o projeto a desenvolver nesta dissertação: MAS-Ter Lab. e NEXT. É apresentada também
uma revisão bibliográfica sobre a aplicação de algoritmos de aprendizagem a ITS, onde se pôde
verificar que a maior parte da sua utilização parece resumir-se a planeamento de itinerários e meios
de transporte e, em maior quantidade, sistemas de controlo de semáforos rodoviários. Em termos
de aprendizagem aplicada à seleção de algoritmos foram identificados alguns casos de estudo
bastante interessantes e que se assemelham um pouco ao contexto desta dissertação, contudo o
objetivo final é distinto.
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Capítulo 4
Abordagem Metodológica
Tendo em conta a introdução aos conceitos e revisão de trabalho relacionado nos capítulos an-
teriores, pretende-se agora, neste capítulo, apresentar a abordagem metodológica idealizada para
o desenrolar desta dissertação e cumprimento dos objetivos propostos. Inicialmente, é realizada a
formalização do problema que deu origem a esta dissertação. De seguida é apresentada a estrutura
dos dados disponibilizados pela Armis ITS, segundo as tabelas e atributos respetivos. Posteri-
ormente são então apresentadas as perspetivas de solução e identificados os passos a realizar no
desenvolvimento dos agentes experts. Por fim é apresentada a metodologia de análise e avaliação
dos resultados obtidos.
4.1 Formalização do Problema
Como introduzido no primeiro capítulo deste documento, a previsão em tempo real das condi-
ções de tráfego rodoviário assume um papel muito importante nos atuais Sistemas Inteligentes de
Transportes (ITS), prevendo o estado da rede rodoviária para períodos próximos e assim apoiando
significativamente a gestão dessas mesmas redes. Atualmente a previsão depende essencialmente
de duas abordagens: model-driven e data-driven. A empresa Armis ITS, com a colaboração
da qual esta dissertação foi desenvolvida, possui hoje em dia dois métodos completamente im-
plementados e em funcionamento no sistema NEXT: Microsimulação (que segue a abordagem
model-driven), e uma Rede Neuronal Artificial (abordagem data-driven).
No entanto, após análise, concluiu-se que os resultados de previsão diferiam de método para
método, e pretende-se que o sistema apresente o resultado mais próximo da realidade. Assim,
assumiu-se que cada método tenderá a ser mais eficiente em determinados estados da rede, sendo
que estes estados se caracterizam pela localização ou tipo de via, hora, dia da semana, condições
atmosféricas, ocorrência de incidentes, entre outras características. Um exemplo de fácil perce-
ção é a ocorrência de um acidente numa via. Sendo que o método por Rede Neuronal Artificial
se baseia em dados históricos (e neste momento apenas em cada ponto de medição individual),
percebe-se que o método de Microsimulação deverá ser mais eficiente neste caso pois simula con-
cretamente a propagação das consequências com base num modelo para o estado da rede atual. E
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foi este o primeiro caso a ser pensado e testado na Armis na seleção do método de previsão ideal:
caso exista um incidente é utilizada Microsimulação, caso contrário é usada a Rede Neuronal
Artificial. No entanto os resultados não foram satisfatórios.
Assim, o próximo passo, e inspiração para esta dissertação, passa por delinear o desenvolvi-
mento de um módulo inteligente baseado em machine learning com a capacidade de, tendo em
conta o estado da rede rodoviária e contexto no momento, determinar em tempo real o método de
previsão mais preciso e adequado à situação. Para realizar a aprendizagem desde módulo inteli-
gente serão utilizados os resultados de precisão para cada algoritmo num determinado espaço de
previsões efetuados pela Armis, com recurso à sua plataforma NEXT.
4.2 Descrição da fonte de dados
Para a evolução desta dissertação é de extrema importância a utilização de dados reais relativos
ao estado da rede. Graças à parceria existente entre o LIACC-FEUP e a empresa Armis ITS, e à
relação existente entre esta última e a Infraestruturas de Portugal (IP), é possível obter um vasto
conjunto de dados relativos às medições de tráfego (volume de veículos, velocidade média e ocu-
pação média do sensor) dos sensores inductive loop instalados na VCI, agregados em intervalos de
5 minutos. Estes dados são processados pela Armis e armazenados numa base de dados Microsoft
SQL Server, num formato próprio.
Para a realização desta dissertação foram utilizados todos os dados disponibilizados, que con-
templam dados históricos e previsões completas entre os dias 1 e 24 de Janeiro de 2014, para 27
edges, para além de outros dados complementares.
O conceito de edge, que será amplamente utilizado nesta dissertação, significa um troço de
via rodoviária onde normalmente se encontra um ponto de medição sensorial e para a qual são
realizadas previsões de condições de tráfego.
4.2.1 Estrutura dos dados disponibilizados
Os dados disponibilizados pela Armis e relevantes para esta dissertação, encontram-se estru-
turados em 8 tabelas principais: HistData, DateType, HistWeatherData, Incidents, Thresholds,
HistForecastedANNData, HistForecastedMicroData e HistForecastedData. Nas próximas sub-
secções serão identificados os dados utilizados e disponibilizados nestas tabelas.
4.2.2 Dados históricos reais
A tabela HistData representa os dados históricos reais resultantes de medições de sensores
inductive loop na VCI, de onde se destacam a data de gravação, o volume de veículos, a velocidade
média, a ocupação e o traffic status resultante. Caracterizados em intervalos de 5 minutos, e numa
determinada edge (ponto do mapa com sensores), estes dados permitem saber os valores reais
do tráfego automóvel num dado momento, permitindo posteriormente determinar a precisão dos
algoritmos de previsão.
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4.2.3 Caracterização dos dias
A tabela DateType é aquela onde se encontram os dados de caracterização de cada dia. Nela
estão localizadas informações sobre uma determinada data, tais como o dia da semana, o dia do
ano, a semana do ano, se é feriado, se é véspera de feriado, se é um dia de ponte, ou até se faz
parte de um período de férias escolares.
4.2.4 Histórico de condições meteorológicas
A tabela HistWeatherData armazena o histórico de condições atmosféricas, disposto em inter-
valos de 30 minutos e por cidade (atualmente apenas da cidade do Porto). Estes dados são também
de vital importância na previsão do estado do tráfego rodoviário.
4.2.5 Histórico de incidentes
O histórico de incidentes, também utilizado nos algoritmos de aprendizagem, está contido na
tabela Incidents. Estão identificados por hora de início e hora de fim da ocorrência, assim como
pela edge afetada.
4.2.6 Thresholds
A tabela Thresholds contém os 4 patamares relativos ao traffic status e respetivos limites entre
patamares para cada tipo de via rodoviária. Por exemplo, uma velocidade que poderá ser con-
siderada como lenta numa auto-estrada, pode ser considerada normal ou elevada numa estrada
nacional. Em termos de significado, o valor 1 representa trânsito livre, aumentando consoante o
agravamento das condições de tráfego, em que o valor 4 representa um nível de trânsito muito
congestionado.
4.2.7 Histórico de previsões
As previsões efetuadas pelos algoritmos implementados na Armis ITS estão presentes em
tabelas dedicadas a cada método, sendo que para este estudo foram utilizados apenas os dados
de previsão dos métodos Rede Neuronal Artificial e Micro-simulação: HistForecastedANNData
e HistForecastedMicroData, respetivamente. Estas apresentam para um determinado momento e
uma determinada edge, as previsões realizadas pelo método de previsão associado à mesma tabela,
desde 5 minutos até 2 horas (em intervalos de 5 minutos). Estas previsões contemplam os valores
estimados para a velocidade média, volume, ocupação, e um traffic status resultante.
4.2.8 Previsões com expert ANN
As primeiras experimentações realizadas pela Armis com o intuito de criar um agente expert
capaz de selecionar o melhor método de previsão para cada estado da rede recaíram sobre a imple-
mentação de um modelo de Rede Neuronal Artificial (ANN). Assim, a tabela HistForecastedData
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apresenta, para cada estado da rede, a previsão final calculada pelo método escolhido por essa
Rede Neuronal Artificial.
4.2.9 Análise descritiva dos dados
Através da análise dos dados disponibilizados, foi possível retirar algumas conclusões descri-
tivas dos mesmos. Durante os primeiros 24 dias do mês de janeiro de 2014, para as 27 edges com
dados completos, geraram-se 740 282 estados da rede com respetivas previsões, sendo alvo de
estudo na presente dissertação.
Relativamente ao traffic status observado nos dados históricos, mais de 88% dos intervalos
de tempo o tráfego fluía completamente livre contra apenas 1,5% de ocasiões de tráfego muito
congestionado (detalhes no gráfico da figura 4.1).
1 (livre) : 88%
2 (moderado) : 8.6%
3 (congestionado) : 1.3%
4 (muito congestionado) : 1.5%
0 10 20 30 40 50 60 70 80 90 100
Figura 4.1: Gráfico com proporções de traffic status dos estados da rede no dataset
Em termos de condições meteorológicas, em 71% das ocasiões encontrava-se tempo seco,
enquanto que em 29% chovia.
Microsimulação
86.4%
ANN
13.6%
Figura 4.2: Gráfico com proporção de melhor método de previsão para os estados da rede no
dataset
Com o objetivo de perceber o peso que cada um dos métodos de previsão tem no domínio
desta dissertação, utilizaram-se os dados de previsão disponibilizados e os dados sensoriais reais
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para determinar, para cada intervalo de previsão, qual o método de previsão com resultado mais
próximo da realidade. Verificou-se assim que, das 740 282 previsões, 639 289 delas (86,4%)
apresentam a Microsimulação como método com maior precisão, e os restantes 100 953 (13,6%)
são previstos com mais exatidão pelo método ANN (gráfico da figura 4.2).
Contudo, existe ainda outro conhecimento que importa extrair dos dados existentes, e que é a
quantidade de casos em que cada algoritmo de previsão apresenta melhores resultados, mas agora
agrupado por traffic status. Esse conhecimento está expresso no gráfico da figura 4.3 em forma de
percentagens. Do ponto de vista analítico, observa-se que para um traffic status de nível 1 (trânsito
livre), 88% dos casos de previsão apresentam melhor performance utilizando Microsimulação. No
entanto, à medida que o nível de traffic status aumenta, ou seja, aumento do congestionamento do
tráfego, o método ANN ganha mais peso. Para um nível 4 (muito congestionado), 35% dos casos
de previsão apresentam melhor performance utilizando ANN contra 65% da Microsimulação.
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Figura 4.3: Gráfico de proporção de melhor método de previsão, agrupado por traffic status.
4.3 Perspetivas de solução
A solução proposta para o problema apresentado passa essencialmente pela implementação
de um módulo inteligente (também denominado "expert") baseado em machine learning que seja
capaz de, em tempo real, e com base no estado da rede do momento, prever e selecionar o método
de previsão com maior eficácia para esse mesmo estado. Para tal, são utilizados inicialmente dados
históricos para realizar a aprendizagem dos modelos implementados.
Através do estudo e revisão da literatura, propôs-se inicialmente quatro soluções distintas: Q-
Learning, SARSA (State-Action-Reward-State-Action), CBR (Case-based Reasoning) e Árvores
de Decisão (algoritmo C4.5). No entanto, o método SARSA não foi considerado como uma so-
lução pelo motivo explicado mais à frente, onde será então detalhada a conceção e detalhe dos
passos envolvendo cada um destes métodos.
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4.3.1 Arquitetura genérica do módulo Expert
O módulo inteligente a desenvolver, independentemente do algoritmo preditivo a utilizar, es-
tará dividido em três camadas principais: camada de acesso à base de dados, camada de apren-
dizagem do modelo, e camada de classificação de novas instâncias. O diagrama da figura 4.4
representa esta arquitetura.
A camada de acesso à base de dados, comum a todas as implementações, permite recuperar
todos os dados necessários. É utilizada também no método Q-Learning para inserir e atualizar
entradas na tabela de valores Q.
Na camada de aprendizagem, são utilizados os dados recuperados para realizar a aprendiza-
gem computacional do modelo, nomeadamente os dados históricos de medições sensoriais, in-
formações meteorológicas e de acontecimento de incidentes, e histórico de previsões de tráfego
efetuadas.
Por fim, na camada preditiva, são classificadas novas instâncias de estados da rede. Em tempo
real, partindo do estado da rede atual, esta camada permite prever qual o método de previsão de
tráfego mais apropriado para o esse mesmo estado.
Figura 4.4: Arquitetura do módulo expert.
4.3.1.1 Ciclo de Reaprendizagem
Tendo em consideração que poderão existir alterações nos estados da rede, tais como novos e
diferentes dados provenientes de sensores, alterações na topologia da rede rodoviária ou alterações
na sinalização, é fundamental que existam ciclos de reaprendizagem. Assim, garante-se que os
algoritmos de decisão se encontram adequados ao estado atual da rede rodoviária.
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4.3.2 Q-Learning
O primeiro método de aprendizagem abordado é o algoritmo de aprendizagem por reforço
Q-Learning [WD92]. Como descrito na revisão da literatura, neste algoritmo o agente tem como
objetivo aprender uma política ótima através da sua interação com o meio, que se traduz em
sequências estado-ação e respetiva recompensa. Ou seja, encontrando-se o agente num estado s e
realizando uma ação a, recebe um reward (recompensa) r e transita para o estado s′.
Transpondo a teoria para o domínio do nosso problema, o estado s corresponde ao estado da
rede atual e sobre o qual se pretende gerar previsões, a ação a corresponde ao método de previsão
a ser selecionado e o estado final s′ corresponde à previsão obtida por esse mesmo método. Con-
sequentemente, o reward r corresponde à recompensa por essa escolha, baseado na proximidade
entre a previsão efetuada por esse método e a realidade, obtida posteriormente através dos dados
sensoriais.
Podemos considerar este como um problema de minimização, pois quanto menor for a dife-
rença entre o estado previsto e a realidade, ou seja, o erro, melhor será a previsão. Nesse sentido,
a política do agente incide na escolha da ação com menor valor Q, ao contrário do que é mais
habitual. Outro exemplo semelhante onde a política prevê a escolha da ação com menor valor Q é
no caso da escolha do algoritmo mais eficiente com base no seu tempo de execução [LL00], que
interessa ser minimizado.
Como introduzido na revisão de conceitos, e tendo em conta o problema de minimização, a
equação geral de atualização do valor Q é representada por:
Q(st ,at) = Q(st ,at)+α
[
Rt+1+ γ min
a
Q(st+1,a)−Q(st ,at)
]
(4.1)
onde st representa o estado num momento t, at representa a ação tomada no instante t, Rt+1 é o
custo por essa decisão, e α é a taxa de aprendizagem.
Figura 4.5: Diagrama do algoritmo Q-Learning.
No entanto, no domínio atual, o algoritmo está restringido a apenas uma transição ou passo
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como se pode observar no diagrama da figura 4.5, onde S0 representa o estado inicial (estado da
rede), e S1, S2 e S3, os estados finais (previsões) que se podem obter através das ações (métodos
de previsão) a1, a2 e a3, respetivamente. Assim, o estado resultante st+1 é um estado final e tem
um custo de zero. Desta forma, a equação de atualização pode ser reduzida a:
Q(st ,at) = Q(st ,at)+α [Rt+1−Q(st ,at)] (4.2)
onde, para calcular o novo valor Q, apenas temos que ter em consideração o valor Q atual para o
par estado-ação e o reward obtido nesta transição, devidamente multiplicado pelo fator de apren-
dizagem.
4.3.2.1 Fator de aprendizagem - α
O fator de aprendizagem é responsável por indicar a percentagem de reward que irá influ-
enciar a atualização do valor Q. Assim, caso fosse 0, o agente não aprenderia, e caso fosse 1 o
agente apenas consideraria o reward mais recente. Embora o fator ideal seja aquele que permita
uma convergência mais rápida dos valores Q de todos os pares estado-ação, há uma constante
utilizada frequentemente, tal que αt(s,a) = 0.1 para qualquer t. No entanto, no âmbito desta im-
plementação, devido ao dataset diminuto que foi disponibilizado e que origina poucas iterações
de aprendizagem para a maioria dos pares estado-ação, considerou-se um fator de 0.2, permitindo
acelerar um pouco o processo de aprendizagem.
4.3.2.2 Condição inicial Q0
Sendo o Q-Learning um algoritmo iterativo, há que definir um valor Q inicial a aplicar a todos
os pares estado-ação. Quando um determinado estado a ser calculado já se encontra presente na
tabela Q, é suficiente a sua atualização baseada na fórmula do algoritmo. No entanto, quando se
trata da primeira entrada, é necessário decidir qual o valor a adotar inicialmente. Na literatura
são apresentadas 3 opções, principalmente: iniciar com o valor zero, com o valor máximo ou
relativamente grande, ou com o primeiro valor de reward. Como já referido, o valor de reforço
atribuído pela função de atualização definida para este problema representa o valor de erro entre
a previsão e a realidade. Assim, e tendo em conta que não é um valor que pode ser normalizado,
a segunda opção foi descartada. Por fim, para evitar grandes desvios iniciais causados por um
eventual erro elevado único, assumiu-se o valor zero como condição inicial para todos os pares
estado-ação: Q0 = 0.
4.3.2.3 Tabela Q e caracterização dos estados
O algoritmo Q-Learning utiliza uma tabela para armazenar os seus pares estado-ação. A pri-
meira tarefa é definir um espaço de estados da rede finito, caracterizados por um conjunto de
atributos dispostos em intervalos discretos. É necessário, porém, encontrar um equilíbrio nesses
atributos, que permita agrupar os estados bastante idênticos, sem individualizar em demasia e levar
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a um espaço de estados muito elevado e com uma aprendizagem inferior. Assim, e partindo dos
dados fornecidos e anteriormente descritos, foram selecionados e adaptados os seguintes atributos
para identificar cada estado da rede:
• EdgeID, identificador da edge ou troço de uma via;
• Traffic Status, que pode tomar valores de 1 (livre) a 4 (muito congestionado);
• Tipo de dia, que pode ser: dia da semana, fim-de-semana, feriado, véspera de feriado ou
"ponte"(sendo que os 3 últimos se sobrepõe aos 2 primeiros);
• Condições Atmosféricas (chuva ou tempo seco)
• Período de Férias (sim ou não);
• Ocorrência de incidentes (sim ou não)
• Intervalo de previsão, de 5 minutos até 2 horas, em intervalos de 5 minutos (assumindo que
uma previsão a 5 minutos poderá ser bastante diferente de uma previsão a 2 horas);
• Altura do dia, identificada em 48 intervalos de 30 minutos.
Para cada estado, caracterizado por estes 8 atributos discretos, existe uma entrada para cada
método de previsão e respetivo valor Q.
Após uma primeira fase de treino com base nos dados históricos, o algoritmo terá a capa-
cidade de prever qual o melhor método de previsão para um novo estado da rede. Para tal, após
discretização dos atributos do novo estado, estes são utilizados para recuperar os pares estado-ação
correspondentes e respetivos valores Q. Agora, seguido a política definida, é selecionada a ação
com menor valor Q, que corresponde ao método de previsão com menor erro para o estado da
rede considerado. Por fim, o valor Q é atualizado considerando o novo reward obtido, calculado a
partir do erro entre a previsão e a realidade. Como forma de tirar partido de todos os dados dispo-
nibilizados, e dado que estamos perante um algoritmo Q-Learning de apenas uma transição e com
um curto espaço de ações (algoritmos de previsão), a fase de exploration irá abordar as transições
para todos os algoritmos e utilizar os respetivos reforços para atualização do seu valor Q.
No final, teremos pouco mais de 184 mil estados da rede distintos para cada edge. Multiplicado
pelo número de métodos de previsão (ou ações) e pelo número de edges disponíveis, teremos o
número máximo de entradas da tabela. No presente, para 2 métodos e 27 edges, a complexidade
máxima é perto de 10 milhões de entradas (9 953 280).
Ainda assim, foram tomadas alguma medidas com o intuito de diminuir a quantidade de pares
estado-ação. Apesar dos dados disponibilizados se encontrarem divididos em intervalos de 5 mi-
nutos, o que totalizaria 288 intervalos por dia, estes foram agrupados em intervalos de 30 minutos,
totalizando assim apenas 48. Para além do benefício espacial, admitiu-se que em intervalos de 30
minutos a diferença de tráfego pode ser desprezada para já, permitindo obter também mais casos
de aprendizagem em cada par estado-ação. Outra medida para reduzir o espaço de casos foi a
junção num único atributo do tipo de dia. Assim, o mesmo indicará, assumindo esta ordem de
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prioridade, se é um feriado, "ponte", véspera de feriado, e dia da semana ou de fim-de-semana se
não for nenhum dos anteriores.
A aprendizagem realizada pelo Q-Learning decorre em duas fases distintas: exploration, onde
serão testados todos os casos possíveis e utilizar o seu reforço para atualização dos valores da ta-
bela Q, e exploitation, tipicamente utilizada em tempo real e onde é selecionada uma ação (método
de previsão) seguindo a política Q definida e o reforço é utilizado para atualizar o valor Q apenas
desse par estado-ação.
4.3.2.4 Fase Exploration
Numa primeira fase, a aprendizagem será realizada com base nos dados históricos recolhidos
de anos anteriores. Assim, para cada estado da rede, num dado momento, o algoritmo Q-Learning
irá realizar tantas transições quantos métodos de previsão o sistema suportar, aplicando o reward
obtido nas respetivas entradas da tabela Q.
Embora, conceptualmente, na fase de exploration seja escolhida uma ação aleatória para cada
estado, no caso em estudo serão exploradas todas as ações possíveis, dado que existem dados já
calculados anteriormente para os vários algoritmos de previsão e o número de transições é limitado
ao número de métodos de previsão. Assim, é possível realizar uma aprendizagem mais completa,
embora com mais esforço computacional.
4.3.2.5 Fase Exploitation
A fase de exploitation consiste numa aprendizagem on-line, ou seja, durante a fase de execução
em tempo real do sistema de previsão de tráfego. Nesta fase, para um novo estado da rede, a
transição a aplicar deriva de uma política gananciosa que consiste na seleção da ação (método
de previsão) com melhor valor Q, neste caso com o valor Q inferior, entre todas as transições
possíveis. Será então este método de previsão o executado pelo sistema e o reforço obtido será
utilizado na atualização do valor Q para o par estado-ação selecionado.
4.3.3 SARSA
O segundo método de aprendizagem considerado foi o SARSA (State-Action-Reward-State-
Action) [RN94] que, tal como o Q-Learning, é um método de aprendizagem por reforço. Obser-
vando novamente as etapas do algoritmo Q-Learning, o agente começa no estado s1, pratica uma
ação a1 que o conduz para o estado s2, recebendo um reward r1, e considera a máxima recompensa
possível para uma ação a partir do estado s2, usando esse valor para atualizar o valor da ação a1
sobre o estado s1. No algoritmo SARSA, o agente agente também começa no estado s1, pratica a
ação a1 e recebe o reward r1 mas, agora no estado s2, realiza outra ação (a2) e recebe um reward
do novo estado antes de voltar atrás e atualizar o valor da ação a1 sobre o estado s1.
Ou seja, o algoritmo SARSA realiza mais uma ação sobre o novo estado e é o reward dessa
ação que utiliza para a atualização, ao contrário do Q-Learning que utiliza o valor Q máximo
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conhecido para as transições possíveis. Por fim, o valor Q para o par estado-ação é atualizado
segundo a equação:
Q(st ,at) = Q(st ,at)+α [Rt+1+ γQ(st+1,at+1)−Q(st ,at)] (4.3)
que é muito semelhante à equação do algoritmo Q-Learning. Agora, aplicando o algoritmo ao
domínio desta dissertação percebemos que, à semelhança do que acontece no Q-Learning, apenas
existe uma transição entre o estado inicial (estado da rede inicial) através de uma ação (método
de previsão) atingindo um novo estado (previsão futura do estado da rede), que é um estado final.
Desta forma, e analisando a fórmula do algoritmo SARSA, percebemos que a componente respei-
tante ao valor Q resultante da ação a2 sobre o estado s2 será zero. Assim, a equação simplificada
será:
Q(st ,at) = Q(st ,at)+α [Rt+1−Q(st ,at)] (4.4)
que, como se pode observar, torna-se exatamente igual à equação simplificada, para este domínio,
do algoritmo Q-Learning, pois a componente que distingue estes dois algoritmos é anulada.
Após esta análise, pode-se concluir que não existe utilidade na implementação deste algoritmo
pois devido à adaptação ao presente domínio torna-se exatamente igual ao algoritmo Q-Learning,
cuja abordagem foi previamente descrita.
4.3.4 CBR
Case-based Reasoning, é uma metodologia que permite tomar decisões para casos novos com
base no conhecimento adquirido na resolução de problemas anteriores [Kol92, AP94]. No presente
problema, espera-se que o CBR permita obter bons resultados na medida em que, através dos dados
históricos que se possui, poderá ser construída uma base de conhecimento (denominada case base
no contexto do CBR) que permita inferir qual o método de previsão mais apropriado para novos
casos. O case base é assim o componente principal de um sistema CBR.
Como é descrito por Watson [Wat99], CBR não se trata de um algoritmo ou tecnologia, mas
sim de uma metodologia, assente em 4 etapas: recuperação de casos semelhantes, reutilização de
soluções passadas para novos casos, revisão e adaptação da solução (se necessário), e retenção
do novo caso e respetiva solução na base de conhecimento. O maior desafio na implementação
desta metodologia passa pela decisão do algoritmo a utilizar para a indexação de novos casos e
recuperação de casos semelhantes.
Após revisão da literatura sobre aplicação em casos semelhantes, optou-se pela conceção do
sistema CBR com recurso ao algoritmo k-Nearest Neighbors (k-NN). Segundo Watson [Wat99],
esta técnica deverá ser a mais utilizada pois é a fornecida pela maioria das ferramentas CBR.
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4.3.4.1 Case base, indexação e recuperação de casos
O case base consiste então no conjunto de instâncias criadas a partir dos dados históricos e
o algoritmo com menor erro de previsão para cada uma delas, atributo de classificação. Assim
sendo, cada instância representa um ponto num espaço de n dimensões, sendo n o número de
atributos que caracterizam uma instância.
Dado que não existe nenhuma fórmula de semelhança entre edges que nos permita inferir com-
portamentos de tráfego idênticos em diferentes edges, aliado ao facto de existirem poucas edges
com dados históricos completos atualmente, decidiu-se individualizar as edges. Desta forma, te-
remos uma instância de aprendizagem individual para cada edge, seguindo o mesmo modelo com
os mesmos atributos. Por outras palavras, teremos um case base, implementado pelo algoritmo
k-NN, para cada edge.
Após análise do dataset, foram então selecionados os seguintes 10 atributos:
• Altura do dia (em intervalos de 5 minutos)
• Intervalo de previsão (até 2 horas, em intervalos de 5 minutos)
• Traffic Status (1 a 4)
• Condições atmosféricas (chuva ou tempo seco)
• Incidente (sim ou não)
• Tipo de dia (dia da semana ou fim-de-semana)
• Período de Férias (sim ou não)
• Feriado (sim ou não)
• Véspera de feriado (sim ou não)
• Dia de "Ponte"(sim ou não)
Dado que todos estes atributos podem ser transformados em valores numéricos normalizados,
optou-se pela função da distância Euclidiana para identificação dos "vizinhos"mais próximos. As-
sim, a similaridade entre dois casos pode ser representada pela função:
Similaridade(A,B) =
n
∑
i=1
f (Ai,Bi)×wi (4.5)
em que A representa o novo caso, B representa um caso na base de conhecimento, n é o número
de atributos (10 neste caso), f (Ai,Bi) representa a função da distância Euclidiana do atributo i
entre os casos A e B, e wi representa o peso do atributo i para o cálculo que, por predefinição, será
considerado igual para todos os atributos, ou seja, 1/10 = 0.1.
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4.3.4.2 Parametrização
Relativamente ao valor k ideal, deseja-se o teste com o 1, 3, 5 e 7 vizinhos, a fim de descobrir
qual o valor que permite obter uma taxa de acerto mais elevada, tendo também em conta que o
número de casos de treino disponíveis poderá condicionar este valor. No caso da procura por
apenas 1 vizinho, o novo caso obterá a mesma classificação deste. Para um k superior a 1, será
atribuída a classificação predominante, ou seja, o método de previsão utilizado na maioria dos
vizinhos encontrados.
4.3.4.3 Etapas
Sumariando, o método CBR a aplicar neste projeto consiste nas seguintes etapas:
1. Criação do case base, através de treino do modelo k-NN utilizando os dados históricos
disponíveis;
2. Perante um novo caso, obtenção dos k vizinhos mais próximos;
3. Classificação do novo caso mediante a classificação dos vizinhos;
4. Validação da classificação do novo caso após chegada dos novos dados históricos e inserção
do mesmo, classificado corretamente, na base de conhecimento (case base).
4.3.5 Árvore de Decisão
De forma intuitiva, e tal como observado no método anterior, a seleção de algoritmos é um pro-
blema de classificação, ou seja, pretende-se categorizar um novo estado da rede segundo o método
de previsão que deverá ser mais apropriado. Assim sendo, decidiu-se utilizar também o método de
Árvore de Decisão para realizar esta tarefa preditiva, por ser uma técnica amplamente aceite e por
permitir obter uma representação visual mais intuitiva ao Ser Humano. A criação desta árvore fi-
cará a cargo do algoritmo C4.5, utilizando como dataset o conjunto de dados disponibilizado pela
Armis e descrito anteriormente. Desta forma, pretende-se treinar a árvore de decisão com base em
entradas que incluem os atributos do estado da rede num dado instante e uma classificação, que
identificará o método de previsão com uma previsão mais próxima da realidade para esse caso.
A caracterização de cada caso será feita pelo mesmo conjunto de 10 atributos utilizado no
método CBR.
Tal como o método CBR, e pelo mesmo motivo indicado, nas condições atuais pretende-se
criar uma árvore de decisão para cada edge disponível.
Em resumo, quando em execução para uma determinada edge, o agente munido desta árvore de
decisão terá a capacidade de, dada um novo estado da rede, identificar qual o método de previsão
de tráfego mais adequado para o mesmo.
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4.4 Cálculo do erro em previsões
Como se pode observar pelos dados disponibilizados pela Armis ITS, o estado do tráfego
num dado momento pode ser classificado através do traffic status. Este classificador, que assume
valores entre 1 (trânsito livre) e 4 (trânsito muito congestionado), deveria ser calculado através
de uma fórmula que englobasse as três métricas caracterizadoras do fluxo de tráfego: volume de
veículos, velocidade média e ocupação do sensor. No entanto, neste momento o traffic status
ainda tem apenas em consideração a velocidade média obtida dos dados sensoriais tendo em conta
limites (habitualmente chamados thresholds) definidos para o tipo de via onde se encontra. Uma
das etapas mais importantes dos métodos supra-citados passa por descobrir a distância (ou erro)
entre o estado do tráfego previsto e o estado real, obtido normalmente 5 minutos após a previsão
em tempo-real, com o recebimento de novos dados dos sensores. Tendo em conta que o traffic
status é algo ainda muito pouco explorado e que se baseia apenas na velocidade média do tráfego,
o calculo do erro implementado nos métodos utilizados nesta dissertação é o módulo da diferença
entre a velocidade da previsão e a velocidade real, para o mesmo instante:
Erro(Pt ,Rt) = |VPt −VRt | (4.6)
sendo Pt a previsão para o instante t, Rt o estado da rede real lido pelo sensor para o instante t, e V
a velocidade contida num determinado estado da rede.
Esta fórmula de cálculo do erro permite, em CBR e Árvore de Decisão, determinar qual o
método de previsão com um resultado mais próximo da realidade num determinado estado da rede
que será o atributo de classificação. No caso do Q-Learning, o valor do erro é utilizado como
reward na aprendizagem por reforço efetuada.
4.5 Metodologia de teste e análise de resultados
Após a implementação do método de aprendizagem por reforço e dos métodos preditivos,
torna-se importante realizar uma análise e avaliação de desempenho com base em resultados obti-
dos após a fase de aprendizagem.
Todos os métodos propostos são, direta ou indiretamente, métodos de predição ou classifica-
ção, indicando, para um determinado estado da rede, o método de previsão que deverá oferecer
melhores resultados. Assim, e visto que se trata de uma classificação binária atualmente (Micro-
simulação ou ANN), a avaliação destes métodos será realizada através da análise de matrizes de
confusão geradas a partir dos resultados de acerto e falha na sua previsão do método com uma pre-
visão mais próxima da realidade. Pretende-se assim calcular a precisão (precision) e sensibilidade
(recall) das classificações.
Contudo, não esquecendo que o objetivo final do sistema de previsão de tráfego é maximizar
o acerto no traffic status das suas previsões, pretende-se também verificar qual o contributo final
destes módulos para o sistema final. Para isso, pretende-se realizar outro teste em que se terá
apenas em conta se o algoritmo escolhido apresenta uma previsão correta. Este teste permite
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despistar casos em que, embora o expert tenha selecionado um método de previsão que gera uma
previsão muito próxima da realidade mas que não seria o melhor método e, pela avaliação realizada
anteriormente, o método expert é penalizado.
Os testes serão adaptados a cada método expert. Para o Q-Learning, é realizada uma fase de
exploration, onde se pretende que os valores Q correspondentes aos pares estado-ação convirjam
para um valor ótimo. Posteriormente, novos casos serão testados, obtendo um método de previsão
a partir da política que indicará a ação com menor valor Q. O método CBR, que é suportado por
um modelo k-NN, e as Árvores de Decisão, tirarão partido da técnica de cross-validation para
obtenção de resultados e consequente validação.
A demonstração dos resultados será feita com recurso a técnicas estatísticas. Como se trata
de um problema de classificação entre dois métodos, decidiu-se utilizar a matriz de confusão para
demonstrar a precisão e sensibilidade das classificações em cada caso de teste.
Classe Real
Microsimulação ANN Class Precision
Classe Prevista
Microsimulação A B E
ANN C D F
Class Recall G H
Tabela 4.1: Estrutura da matriz de confusão.
Na tabela 4.1 podemos observar a estrutura da matriz de confusão para o problema em estudo.
As classes das linhas representam as previsões do expert e as classes das colunas representam os
métodos de previsão de tráfego com maior precisão após experimentação. As células marcadas
com letras têm os seguintes significados:
• A é o número de previsões corretas de Microsimulação;
• B é o número de previsões erradas de Microsimulação;
• C é o número de previsões corretas de ANN;
• D é o número de previsões erradas de ANN;
• E é a percentagem de acerto na previsão Microsimulação;
• F é a percentagem de acerto na previsão ANN;
• G é a percentagem de casos de Microsimulação corretamente classificados;
• H é a percentagem de casos de ANN corretamente classificados.
4.6 Sumário
Este capítulo pode ser classificado como componente central nesta dissertação por definir con-
cretamente o problema e discutir as soluções propostas para a sua resolução. Foram apresentadas
as tarefas e decisões que servem de base à implementação do módulo expert.
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Inicialmente foi realizado um enquadramento global dos dados disponibilizados e que são
essenciais ao desenvolvimento desta dissertação, sendo posteriormente adaptados a cada método
na fase de implementação.
Na secção 4.3, parte mais importante deste capítulo, são discutidas as abordagens utilizada
na elaboração de soluções para o presente problema, nomeadamente com recurso aos métodos
Q-Learning, SARSA (que foi fundamentadamente descartado), Case-based reasoning e Árvore
de Decisão. Relativamente ao Q-Learning salienta-se a explicação que indica que as condições
de atuação no domínio em estudo justificam a redução feita à equação global de atualização de
valores Q. Relativamente à metodologia CBR são apresentados os detalhes das etapas do seu
ciclo e é fundamentada a utilização do algoritmo k-NN para indexação e recuperação de novos
casos. Relativamente às Árvores de Decisão, são apresentados os pormenores da solução e seu
enquadramento.
O capítulo termina com a explicação da fórmula utilizada para o cálculo do erro cometido nas
previsões e com a metodologia de teste e avaliação dos métodos propostos para o agente expert.
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Implementação
Este capítulo apresenta, de forma detalhada, os passos e mais algumas decisões tomadas du-
rante o processo de implementação dos agentes "experts" baseados nos métodos de machine lear-
ning abordados no capítulo anterior: Q-Learning, CBR e Árvore de Decisão.
5.1 Ferramentas utilizadas
Na implementação das soluções de aprendizagem computacional propostas, foi utilizado o
Eclipse Java IDE para o desenvolvimento do código fonte dos agentes "experts", organizado pela
ferramenta de gestão de projetos Maven.
A base de dados onde se encontram as tabelas utilizadas para aprendizagem dos modelos,
assim como todos os restantes dados necessários ao desenvolvimento, encontra-se no sistema de
gestão de base de dados Microsoft SQL Server 2016.
Foi ainda utilizada a ferramenta RapidMiner Studio para mais rapidamente testar os algoritmos
e suas respetivas parametrizações, e realizar validação através de técnicas de treino e teste de
performance dos modelos. Inicialmente foi também útil para realizar uma análise descritiva dos
dados a serem utilizados.
5.2 Acesso a dados
A camada comum de acesso aos dados essenciais foi implementada também em linguagem
Java, utilizando o JDBC Driver para MS SQL Server. Consequentemente, foram também imple-
mentadas e encapsuladas todas as queries para obtenção dos dados necessários.
5.3 Módulo expert
O módulo expert, transversal a todos os métodos implementados, incorpora a camada de
acesso a dados, a camada de aprendizagem, onde são utilizados os dados históricos para aprendi-
zagem do modelo respetivo, e a camada preditiva onde, para um novo estado da rede, é indicado o
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método de previsão adequado.
5.4 Q-Learning
Como descrito no capítulo 4, o primeiro método de aprendizagem a ser implementado foi o
Q-Learning. Foi feita uma implementação de raiz, adequada ao problema em questão, utilizando
a camada comum de acesso à base de dados. O primeiro passo diz respeito à criação de uma nova
tabela na base de dados que corresponderá à tabela Q, onde são armazenados os pares estado-
ação e respetivos valores de aprendizagem Q (ver tabela 5.1). De seguida foi implementado o
módulo de aprendizagem com base nos dados históricos, correspondendo à fase de exploration.
Esta fase recebe como input uma data/hora de início de data/hora de fim, assim como um conjunto
de edges que idealmente conterão dados completos para o mesmo intervalo. Assim, o processo de
aprendizagem passa por iterar sobre intervalos de 5 minutos desde a data inicial até à data final.
Estado da rede Algoritmo Q
A 1 QA1
A 2 QA2
B 1 QB1
B 2 QB2
... ... ...
Tabela 5.1: Estrutura da tabela Q.
Para cada uma dessas iterações, que corresponde a um momento em que são efetuadas previ-
sões para as 2 horas seguintes, são realizadas para cada edge as seguintes tarefas para caracteriza-
ção do estado da rede nesse momento e nessa edge:
1. Obtenção e tratamento dos dados caracterizadores do dia correspondente, nomeadamente
dia da semana, se é um feriado, véspera de feriado ou "ponte", e se pertence a um período
de férias escolares;
2. Obtenção das métricas correspondentes às condições de tráfego no momento e edge em
questão: velocidade média, volume de veículos, ocupação do sensor e traffic status;
3. Obtenção do identificador das condições atmosféricas mais recentes, presentes em intervalos
de 30 minutos, e que neste momento apenas contemplam os estados "limpo"e "chuva";
4. Procura por informação de algum incidente com início anterior e fim posterior à data e hora
da previsão atual.
De seguida, são processadas todas as previsões realizadas para esse momento, que vão desde os
cinco minutos seguintes até duas horas, em intervalos de cinco minutos, totalizando 24 previsões.
Juntando o valor do intervalo de previsão às características enumeradas anteriormente, obtém-se
um estado no domínio do algoritmo Q-Learning.
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Como forma de tirar todo o partido na fase de exploration, são realizadas as duas ações pos-
síveis para cada estado, que correspondem aos dois algoritmos disponíveis atualmente: ANN e
Microsimulação. Destas duas transições são calculados os respetivos rewards com base no erro da
previsão. Para tal, são efetuados dois passos:
1. Obtenção dos valores resultantes da previsão efetuada por cada um dos algoritmos, e que se
encontra nas tabelas HistForecastedMicroData e HistForecastedANNData: volume, ocupa-
ção, velocidade média e traffic status;
2. Obtenção dos valores reais para as quatro métricas na data/hora e edge previstas, contidos
na tabela de dados históricos de leituras dos sensores: HistData.
Com estes valores disponíveis, é calculada a diferença (erro) entre o estado da rede previsto
pela Microsimulação e o estado da rede real, assim como a diferença entre o estado da rede previsto
pela Rede Neuronal (ANN) e o estado da rede real. Como discutido anteriormente, neste momento
esta diferença representa a diferença entre as velocidades previstas e a velocidade real medida
pelos sensores. Com estas diferenças, temos por fim o reforço a utilizar para os dois pares estado-
ação processados.
O último passo de cada iteração passa pela atualização da tabela Q. Para tal, é procurado na
tabela o par estado-ação em causa, através de uma pesquisa por todas as características do estado
da rede no momento, intervalo de previsão e algoritmo de previsão (ação). Caso este par já exista
na tabela, é efetuada a atualização do valor Q, senão é inserido o novo par com o respetivo valor
Q.
No final de várias iterações, no caso ideal teremos o valor Q dos pares estado-ação a convergir
para valores que traduzem a precisão do respetivo algoritmo na previsão para um estado da rede
com as caraterísticas presentes nesse mesmo estado.
5.5 CBR
Outro método desafiante a ser implementado foi o Case-based Reasoning (CBR). Como des-
crito anteriormente, pretende-se que, com base em casos anteriores e seus resultados, seja possível
aferir qual a melhor solução para um novo caso. Desta forma, desenvolveu-se um módulo que re-
presenta este método e implementa o ciclo CBR. Inicialmente, tirando partido novamente da base
de dados de estados da rede reais e previsões efetuadas por Microsimulação e ANN, foi realizada
a etapa de aquisição de conhecimento que se traduz no preenchimento da case base com as pre-
visões já existentes. Sendo cada caso composto por um conjunto de atributos que caracterizam o
estado da rede e o intervalo de previsão, a sua solução é representada pelo algoritmo com melhor
precisão na previsão, nesse caso concreto.
Prosseguindo com pormenores relativos à implementação, a parte fulcral desde método pas-
sava pelo desenvolvimento das etapas de indexação e de recuperação de casos semelhantes. Após
revisão da literatura, e como já detalhado no capítulo anterior, a solução encontrada passa pela
utilização do algoritmo k-NN para realização destas tarefas. Para tal foi utilizada a framework
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open-source Weka [HFH+09], que disponibiliza uma implementação deste algoritmo através da
classe IBk.
Modelo do caso
Foi então criado um modelo do caso, que contempla os atributos identificados no capítulo
anterior, todos em formato numérico: traffic status no momento, período do dia em intervalos de 5
minutos, intervalo de previsão, identificador de condições atmosféricas (tempo seco ou chuvoso),
indicador de existência de incidente na via, dia da semana ou fim-de-semana, se é dia de período
de férias escolares e se é feriado, véspera de feriado ou "ponte". Estes atributos podem também
ser observados na tabela 5.2. Como estes atributos são numéricos, ou foram transformados em
tal de forma simples, é utilizada a função distância euclidiana para seleção dos elementos mais
próximos, os "vizinhos". A estes atributos é adicionado um classificador, que representa o melhor
método de previsão para o estado da rede processado, após verificação das previsões e dados reais.
Fase de aprendizagem
Inicialmente, para a fase de aprendizagem, é definido um intervalo de datas sobre os quais
esta será realizada. Assim, iterando de 5 em 5 minutos, é recuperado o estado da rede no mo-
mento da tabela HistData, assim como informações do dia em questão, condições meteorológicas
e existência de incidentes. Posteriormente, são recuperadas das tabelas HistForecastedANNData
e HistForecastedMicrodata as previsões entre os 5 minutos e as 2 horas posteriores para os méto-
dos ANN e Microsimulação, respetivamente. Com base nessas previsões, e recuperando da tabela
HistData o estado da rede no período previsto, é calculado qual o método com maior precisão,
ou seja, com um erro inferior. Como referido anteriormente, o erro é calculado pelo módulo da
diferença entre a velocidade de circulação prevista e a velocidade real medida. Outro aspeto impor-
tante prende-se com o facto de todos os atributos, sendo numéricos e discretos, são normalizados
segundo a técnica Min-Max (valor mínimo e valor máximo).
Persistência do Modelo
Após a fase de aprendizagem, interessa persistir o modelo de aprendizagem treinado, para que
seja possível recuperá-lo posteriormente. Tal é possível tirando partido da classe SerializationHel-
per do package weka.core, pertencente à mesma framework. Dada a independência existente entre
edges, como já referido, cada edge possui um modelo próprio, sendo que iremos persistir um nú-
mero de modelos igual ao número de edges existente. Posteriormente, com a disponibilização de
mais dados e uma análise criteriosa aos mesmos, poderá fazer sentido agrupar por tipo de edges,
indicado nos dados pelo atributo EdgeClassID.
42
Implementação
Utilização em tempo real
Por fim, em contexto real de funcionamento na plataforma de previsão, com a chegada de um
novo estado da rede é utilizado o modelo treinado para realizar a classificação desse estado, ou
seja, obter a previsão do melhor método de previsão de tráfego para esse estado da rede. Como, por
princípio, não serão executados todos os método de previsão mas apenas o previsto como sendo
melhor pelo sistema CBR, não é possível acrescentar conhecimento ao modelo pois não temos
informação se o método de previsão selecionado seria o melhor ou não, mesmo tendo este estado
próximo do resultado real ou não. Assim, após algum tempo de execução, deverá ser realizada
uma reaprendizagem do modelo com mais casos de treino e, possivelmente, mais recentes.
5.6 Árvore de Decisão
O último método expert implementado foi uma Árvore de Decisão ou, sendo mais rigoroso,
uma árvore de decisão dedicada para cada edge. A implementação foi realizada tirando partido da
implementação Java J48 do algoritmo C4.5 incluída na framework de data mining Weka. Como
discutido na implementação do método CBR, também para este método faz sentido a criação de
uma árvore distinta para cada edge, pois as mesmas poderão apresentar comportamentos com-
pletamente distintos e que a árvore de decisão não teria forma de avaliar caso um dos atributos
considerados fosse o identificador da edge. Após ser criado o modelo a partir dos atributos con-
siderados (tabela 5.2), é realizada a fase de aprendizagem. Esta consiste na utilização dos dados
caracterizadores recuperados da base de dados para a criação de instâncias de estados da rede. Es-
tes contêm ainda uma label de classificação que corresponde ao melhor método de previsão para
esse caso. Após a inserção de todas essas instâncias é gerada finalmente a árvore de decisão.
Parametrização
Em termos de parametrização, é necessário definir o número máximo de níveis que a árvore
pode ter, o critério de divisão, e se é desejado realizar “poda” da árvore e com que grau de confi-
ança.
Foram testados vários valores até se concluir qual a combinação com melhores resultados de
precisão e que está descrita na secção de resultados.
Persistência do modelo e ciclo de reaprendizagem
Tal como para o k-NN, também foi necessário persistir as árvores de decisão para que possam
ser utilizadas sempre que necessário. Da mesma forma utilizou-se a classe SerializationHelper do
package weka.core para esse efeito.
A reaprendizagem deste modelo tem que ser realizada de forma integral pois não é possível
adicionar novas entradas. Assim, para um dado intervalo que deverá ser definido, serão geradas
novas árvores com dados mais atualizados.
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Atributo Descrição Intervalo de valores
Traffic status Traffic status no momento 1 a 4
5min Slot Período do dia em intervalos de 5 minutos 1 a 288
Prediction Slot Intervalo de previsão 1 a 24 (5 minutos a 2 horas)
Day Type Dia de semana ou de fim-de-semana 0 (semana) ou 1 (fim-de-semana)
Rain Indicador de Chuva ou tempo seco 0 (tempo seco) ou 1 (chuva)
Incident Indicador de ocorrência de incidente 0 (não) ou 1 (sim)
Vacation Indicador de período de férias escolares 0 (não) ou 1 (sim)
Holiday Indicador de feriado 0 (não) ou 1 (sim)
Holiday’s Eve Indicador de véspera de feriado 0 (não) ou 1 (sim)
Holiday’s Bridge Indicador de "ponte" 0 (não) ou 1 (sim)
Class Método de previsão com maior precisão Microsimulação ou ANN
Tabela 5.2: Atributos caracterizadores de cada instância utilizada nos algoritmos k-NN e Árvore
de Decisão.
5.7 Sumário
Neste capítulo foram apresentados os pormenores relativos à implementação dos três métodos
experts. Desenvolvidos em linguagem Java, salienta-se a implementação integral do Q-Learning,
tendo como suporte uma base de dados SQL Server, enquanto que nos restantes módulos fo-
ram utilizadas as implementações de k-NN e Árvore de Decisão disponibilizadas na framework
open-source Weka, através da sua API Java. Para além da descrição das fases de aprendizagem e
classificação, é também apresentado o tratamento e transformação de dados efetuado.
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Capítulo 6
Teste e Avaliação
Este capítulo apresenta os resultados obtidos nesta dissertação e respetiva avaliação, sobretudo
os resultados de precisão obtidos pelos métodos de machine learning utilizados.
Foram executados dois testes principais. No primeiro, o objetivo foi recolher os dados de
precisão e sensibilidade na seleção de métodos de previsão efetuada por cada um dos três experts.
No segundo, pretende-se sobretudo verificar qual a precisão de previsão das condições de tráfego
através dos algoritmos selecionados pelos experts, simulando um contexto real.
6.1 Dados utilizados para testes
Os testes realizados tiveram como base a utilização dos dados históricos relativos aos primei-
ros 24 dias de Janeiro de 2014 para 27 edges na zona da VCI (Via de cintura interna), no Porto,
disponibilizados pela Armis ITS. Estes compreendem dados históricos reais das condições de trá-
fego divididos por intervalos de 5 minutos, previsões efetuadas, dados característicos de cada dia e
dados meteorológicos, entre outros de suporte aos anteriores. São também utilizados os resultados
das previsões efetuadas pelos dois algoritmos implementados no sistema NEXT (Microsimulação
e ANN) para o mesmo período.
6.1.1 Notas importantes
Importa ainda salientar dois aspetos importantes relativos aos testes efetuados. Primeiro, de-
vido ao elevado tempo de computação necessário para processar as quantidades de dados em
questão, para testes foram apenas consideradas as previsões efetuadas a 30min, 1h, 1h30 e 2h, em
vez dos 24 períodos disponíveis (até 2 horas em intervalos de 5 minutos). Em segundo, não foi
possível obter até ao momento de conclusão desta dissertação dados de incidentes para o período
temporal dos restantes dados. A utilização destes dados seria importante para perceber como se
comportam as classificações em casos de incidente rodoviário.
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6.2 Teste 1 - Resultados de seleção do melhor método de previsão de
tráfego
Este primeiro teste pretende apresentar os resultados de precisão obtidos nos testes efetuados
aos três experts. Assim, após treino dos modelos computacionais, estes foram utilizados para sele-
cionar o método de previsão de tráfego ideal para novos estados da rede, testando posteriormente
se esse método era o que apresentava um resultado mais próximo da realidade.
No momento de início desta dissertação, a Armis ITS havia já experimentado uma Rede Neu-
ronal Artificial para determinar a escolha do melhor algoritmo de previsão para cada estado da rede
e contexto. Assim, mesmo que esta tentativa tenha sido muito primitiva e pouco refinada, foram
também calculadas as precisões com base nesses resultados, servindo como base de comparação
para os novos experts.
6.2.1 Resultados utilizando Rede Neuronal Artificial
A tabela 6.1, apresentada de seguida, revela a matriz de confusão resultante do cálculo da
quantidade de seleções de métodos de previsão corretas e incorretas realizadas pela Rede Neuronal
Artificial inicialmente testada na Armis.
Microsimulação ANN Class Precision
Pred. Microsimulação 104 0 100%
Pred. ANN 63178 15614 19.8%
Class Recall 0.16% 100%
Tabela 6.1: Matriz de confusão dos resultados de seleção de método de previsão pela técnica Rede
Neuronal Artificial.
Observando então a matriz de confusão, verificamos que todas as escolhas do método Micro-
simulação foram acertadas mas que em contrapartida corresponde apenas a 0,16% das instâncias
que deveriam ser classificadas como Microsimulação. Relativamente ás previsões de ANN, apenas
19,8% foram corretas. A precisão calculada a partir destes valores, que representa a proporção de
todas as classificações que estão corretas, é de 19,9%. Estes resultados sugerem que o problema a
ser explorado nesta dissertação é real e os métodos desenvolvidos terão o intuito de obter melhores
resultados.
6.2.2 Resultados do expert Q-Learning
Após a aprendizagem efetuada na fase de exploration do método Q-Learning, foram realiza-
dos testes de seleção de métodos de previsão para dois dias, um domingo e uma quinta-feira, e
avaliada a sua precisão na escolha do algoritmo com melhor previsão nos casos testados. Os da-
dos apresentados de seguida na tabela 6.2, que representa a matriz de confusão, demonstram esses
resultados.
46
Teste e Avaliação
Microsimulação ANN Class Precision
Pred. Microsimulação 26 324 794 97,1%
Pred. ANN 331 2503 88,3%
Class Recall 98,8% 75,9%
Tabela 6.2: Matriz de confusão dos resultados de seleção de método de previsão pela técnica
Q-Learning.
A precisão obtida a partir destes resultados é de 96,2%, que representa a percentagem de
previsões corretas. Denota-se que as classificações de Microsimulação apresentam resultados per-
centuais de acerto elevados. No entanto, das classificações de ANN, 88,3% encontram-se corretas
e em apenas 75,9% dos casos em que ANN seria o melhor método de previsão, este foi efetiva-
mente escolhido.
6.2.3 Resultados do expert CBR
Dado que existe um modelo de aprendizagem para cada edge, foram realizados testes de pre-
cisão e geradas matrizes de confusão para as mesmas. Embora possam ser verificadas no anexo A
as matrizes de confusão individuais, os resultados apresentados de seguida refletem a união dos
resultados de todas essas edges. Em termos de parametrização, após teste com vários valores
em diferentes edges, os resultados finais utilizam o valor k = 7, ou seja, na recuperação de casos
semelhantes a classificação é atribuída pela maioria dos 7 casos mais próximos.
A validação foi feita com recurso à técnica cross-validation, com 10 validações e com uma
seleção estratificada dos subconjuntos.
Microsimulação ANN Class Precision
Pred. Microsimulação 590 475 34 553 94,5%
Pred. ANN 21 178 66 400 75,8%
Class Recall 96,5% 65,8%
Tabela 6.3: Matriz de confusão dos resultados de seleção de método de previsão pela técnica CBR,
utilizando cross-validation.
Neste teste efetuado ao expert CBR, representado na matriz de confusão da tabela 6.3 a preci-
são obtida é de 92,2%. Embora relativamente à Microsimulaçao as percentagens sejam bastante
elevadas nota-se, porém, que apenas em 65,8% dos casos em que melhor algoritmo seria o ANN,
estes foram classificados como tal.
6.2.4 Resultados do expert Árvore de Decisão
Tal como para CBR, a aprendizagem das edges também foi individualizada, sendo cada uma
representada por uma árvore de decisão. Nesse sentido, os resultados foram igualmente agrupados,
embora no anexo B possam ser verificadas as matrizes de confusão individuais, para cada edge.
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A validação foi feita com recurso à técnica cross-validation, com 10 validações e com uma
seleção estratificada dos subconjuntos.
O critério de divisão utilizado foi o gain ratio, com uma profundidade máxima de 15 níveis,
e realizando a poda (ou pruning) da árvore com um grau de confiança de 0.25. Estes parâmetros
foram fixados após estudo do comportamento e precisão com a variação dos mesmos para algumas
edges.
Microsimulação ANN Class Precision
Pred. Microsimulação 589 713 36 667 94,1%
Pred. ANN 21 940 64 286 74,6%
Class Recall 96,4% 63,7%
Tabela 6.4: Matriz de confusão dos resultados de seleção de método de previsão pela técnica
Árvore de Decisão, utilizando cross-validation.
No teste, representado na tabela 6.4, a precisão, ou seja, a percentagem de classificações cor-
retas, é de 91,8%. Enquanto que a previsão de microsimulação demonstra uma precisão alta, a
precisão e a proporção de casos ANN classificados corretamente é inferior.
6.2.5 Discussão de Resultados
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Figura 6.1: Gráfico de resultados de precisão para o teste 1.
Após a análise dos resultados relativos ao desempenho dos experts neste primeiro teste, e que
podem ser observados graficamente na figura 6.1, é possível retirar algumas conclusões. Obser-
vando as matrizes de confusão, percebe-se que os resultados não diferem muito entre os vários
métodos utilizados e, embora o método Q-Learning pareça destacar-se um pouco, é notória a
proporcionalidade entre os resultados de precisão na seleção de Microsimulação e ANN. Nesse
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sentido, observam-se dois desempenhos distintos: a precisão de seleção do método Microsimula-
ção e a sensibilidade na sua escolha (número de casos em que o melhor método é Microsimulação
e é classificado como tal pelo expert) são elevados. No entanto, é claro um desempenho inferior
na seleção do método ANN, comparativamente ao anterior.
6.3 Teste 2 - Resultados globais de previsão utilizando agentes experts
Como abordado anteriormente, embora o intuito desta dissertação seja melhorar a seleção do
algoritmo apropriado para cada estado da rede, o objetivo final do sistema onde este módulo se
engloba é fornecer previsões acertadas. Este segundo teste teve assim a intenção de perceber como
se comportam os resultados de previsão pelo método selecionado. Para tal, dos 24 dias de dados
disponíveis, foram selecionados dois dias a serem utilizados para teste, 19 de Janeiro (domingo)
e 23 de janeiro (quinta-feira). Os restantes dias foram utilizados para treino dos modelos. De
salientar que foram utilizados os mesmos dados de teste em todas as experiências desta secção,
para permitir comparações justas. Os resultados são apresentados de seguida para os três modelos,
Q-Learning, CBR e Árvores de decisão, permitindo a comparação entre os resultados de seleção
dos experts e a precisão da previsão efetuada pelos métodos por si selecionados. Esta precisão é
definida com base no acerto no traffic status ou na velocidade média com uma margem de erro de
10%.
6.3.1 Precisão máxima possível
Para ser possível perceber a dimensão da percentagem de acerto, calculou-se também a percen-
tagem de acerto que existiria caso fosse sempre selecionado o melhor método de previsão. Assim,
sabemos que essa percentagem representa o valor máximo que pode ser atingido pelos experts,
permitindo efetuar uma melhor análise global.
Corretas Incorretas
Previsões de Tráfego 27139 2813
Percentagem 90,6% 9,4%
Tabela 6.5: Tabela com resultado das melhores previsões efetuadas pelos métodos disponíveis no
sistema NEXT.
Observando os valores da tabela 6.5, entende-se que, para o conjunto de casos testados, caso o
expert acertasse na escolha dos métodos de previsão em todos os casos, a precisão total garantida
pela atuação dos métodos de previsão escolhidos seria de 90,6%. Para os restantes 9,4%, nenhum
dos dois métodos de previsão presentes apresentaria uma previsão correta.
6.3.2 Q-Learning
Observando a matriz de confusão da tabela 6.6 e as percentagens de previsões corretas apre-
sentados na tabela6.7, verifica-se que a precisão total do expert em termos de seleção do melhor
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Microsimulação ANN Class Precision
Pred. Microsimulação 26 324 794 97,1%
Pred. ANN 331 2503 88,3%
Class Recall 98,8% 75,9% Precisão Total = 96,2%
Tabela 6.6: Matriz de confusão dos resultados de seleção de método de previsão pelo algoritmo
Q-Learning, testado para dias 19 e 23 de Janeiro de 2014.
Corretas Incorretas
Previsões de Tráfego 24665 5287
Percentagem 82,3% 17,7%
Tabela 6.7: Tabela com resultado das previsões efetuadas pelo método de previsão selecionado
pelo algoritmo Q-Learning, testado para dias 19 e 23 de Janeiro de 2014.
método situa-se nos 96,2%, enquanto que, como resultado final do sistema, as previsões corretas
correspondem a 82,3% do total de casos testados.
6.3.3 CBR
Microsimulação ANN Class Precision
Pred. Microsimulação 25607 1013 96,2%
Pred. ANN 813 2519 75,6%
Class Recall 96,9% 71,3% Precisão Total = 93,9%
Tabela 6.8: Matriz de confusão dos resultados de seleção de método de previsão pela técnica CBR,
testado para dias 19 e 23 de Janeiro de 2014.
Corretas Incorretas
Previsões de Tráfego 24945 5007
Percentagem 83,3% 17,7%
Tabela 6.9: Tabela com resultado das previsões efetuadas pelo método de previsão selecionado
pela técnica CBR, testado para dias 19 e 23 de Janeiro de 2014.
Para o expert CBR, a precisão total de seleção do melhor método situa-se nos 93,9%, enquanto
que as previsões de tráfego corretas correspondem a 83,3%.
6.3.4 Árvore de Decisão
Para o módulo expert baseado em Árvores de Decisão, a precisão total de seleção do melhor
método situa-se nos 94,4%, enquanto que as previsões de tráfego corretas correspondem a 83,2%.
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Microsimulação ANN Class Precision
Pred. Microsimulação 25817 1072 96%
Pred. ANN 603 2460 80%
Class Recall 97,7% 69,6% Precisão Total = 94,4%
Tabela 6.10: Matriz de confusão dos resultados de seleção de método de previsão pela técnica
Árvore de Decisão, testado para dias 19 e 23 de Janeiro de 2014.
Corretas Incorretas
Previsões de Tráfego 24918 5034
Percentagem 83,2% 16,8%
Tabela 6.11: Tabela com resultado das previsões efetuadas pelo método de previsão selecionado
pela técnica Árvore de Decisão, testado para dias 19 e 23 de Janeiro de 2014.
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Figura 6.2: Gráfico de resultados de precisão para o teste 2.
6.3.5 Discussão de Resultados
Os resultados obtidos neste segundo teste, representados graficamente na figura 6.2, que tem
como intuito perceber qual o desempenho total do sistema de previsão de tráfego com a utiliza-
ção dos métodos experts, apresentam-se bastante semelhantes. A percentagem de acerto dos três
situa-se nos 82-83%, não distinguindo claramente nenhum dos modelos. Este teste permite, es-
sencialmente, comparar a precisão dos experts na seleção do melhor método com a precisão dos
métodos nas suas previsões de tráfego. Observa-se assim que os experts apresentam percentagens
de acerto no melhor método entre os 93% e os 96%, enquanto que a previsão efetuada pelos mé-
todos escolhidos se situa, como referido, entre os 82% e os 83%. Contudo, através dos resultados
obtidos na subsecção 6.3.1, entende-se que, como o máximo que se poderia atingir seriam 90,6%,
os valores conseguidos situam-se relativamente próximos deste máximo.
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6.4 Análise dos resultados obtidos
Depois dos testes efetuados e descritos no decorrer deste capítulo, para além da análise já
realizada aos resultados de cada um dos dois testes, importa salientar algumas conclusões:
• Em termos de resultados de precisão na seleção do melhor método de previsão, o expert
Q-Learning destaca-se ligeiramente com 96% de acerto, contra cerca de 92% dos restantes.
• Relativamente às previsões de condições de tráfego realizadas com suporte dos experts,
todas as soluções apresentam uma precisão idêntica.
• Apesar dessa precisão se situar apenas entre os 82 e 83%, após análise verificou-se que
o máximo atingivel seria 90,6%, ou seja, mesmo que os experts acertassem em todas as
seleções do método ideal, esta seria a percentagem máxima atingida para a precisão das
previsões de tráfego resultantes.
• A precisão de classificação para Microsimulação é mais elevada do que para ANN. No en-
tanto, como analisado anteriormente, mais de 86% dos casos são previstos com maior exa-
tidão pela Microsimulação, o que reduz bastante o número de casos de ANN utilizados em
aprendizagem. Aliado à escassez de dados já atravessada, pode tratar-se de má calibração
da aprendizagem para esse método.
• No seguimento do ponto anterior, conclui-se que a maior dificuldade percecionada atual-
mente pelos modelos se prende com a identificação dos casos em que o método ANN apre-
senta maior precisão.
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Capítulo 7
Conclusões e Trabalho Futuro
Neste capítulo, pretende-se apresentar as principais conclusões obtidas referentes ao trabalho
desenvolvido durante esta dissertação. Inicialmente, são apresentadas algumas considerações e
um breve resumo dos resultados obtidos, assim como uma análise dos mesmos e a discussão sobre
a satisfação dos objetivos propostos. Posteriormente, discutida a contribuição deste projeto para
a área de previsão de condições de tráfego e especialmente para o sistema NEXT da Armis, no
âmbito da qual este projeto foi desenvolvido. Por fim, são apresentadas algumas propostas de
trabalho que poderia ser realizado no futuro com vista à melhoria dos módulos desenvolvidos.
7.1 Satisfação dos objetivos
Durante a realização desta dissertação foi estudado e desenvolvido um conjunto de módulos
inteligentes, apelidados de experts, que permitem selecionar o método de previsão de tráfego mais
adequado para cada estado da rede, caracterizado pelo local e contexto atual. Desenvolvido no
âmbito do sistema NEXT pertencente à Armis ITS, onde neste momento existem dois métodos de
previsão funcionais, Microsimulação e Rede Neuronal Artificial (ANN), este projeto teve como
intuito preencher uma parte fulcral na informação das condições de trânsito ao utilizador final.
Embora o NEXT já permita realizar previsões, independentemente do seu grau de precisão, é
necessário saber qual o método indicado para cada situação, assumindo que para situações dife-
rentes o algoritmo com melhor previsão também será diferente. Na análise descritiva dos dados
provou-se que embora a Microsimulação apresente previsões mais precisas na maioria das situ-
ações (86,4%), existe ainda uma porção importante de casos em que a Rede Neuronal Artificial
possui melhor desempenho.
Durante este processo foram então abordados quatro métodos de aprendizagem diferentes:
Q-Learning, SARSA, Case-based Reasoning (CBR) e Árvores de Decisão. Durante a concep-
tualização dos mesmos, o SARSA acabou por ser descartado pois aplicando-o ao domínio do
problema, dado que apenas é considerada uma transição entre estados, ficaria com um compor-
tamento exatamente igual ao Q-Learning. Assim, destes dois algoritmos de aprendizagem por
reforço, foi desenvolvido o Q-Learning de forma integral.
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Relativamente à metodologia CBR, esta foi implementada com recurso ao algoritmo k-NN,
que permite indexar casos novos e recuperar casos passados, constituídos neste caso pelas caracte-
rísticas do estado da rede e classificador do melhor método de previsão para esse estado. Assim, na
presença de um novo estado da rede, são procurados na base de conhecimento casos semelhantes
e respetivo método com melhor performance, que permitirão decidir qual o método de previsão a
aplicar ao novo caso.
Por último, foi desenvolvido um módulo constituído por Árvores de Decisão. Utilizando a base
de dados fornecida pela Armis, foi possível criar árvores individuais para cada edge, que servirão,
tal como os modelos anteriores, para selecionar em tempo real, dependendo doas características
do estado da rede, o método de previsão ideal.
Em suma, encontram-se desenvolvidos e testados três opções para executar a tarefa de, em
tempo real, e perante os novos estados da rede, escolher o algoritmo de previsão adequado e
utilizá-lo para garantir informação ao utilizador final.
Em termos de performance, o método Q-Learning destacou-se ligeiramente dos restantes com
mais de 96% de precisão. No entanto, no que diz respeito às previsões efetuadas a partir dos
métodos selecionados pelos experts, todos apresentaram uma precisão idêntica. Tal facto parece
indicar que o aperfeiçoamento das técnicas de previsão, em parte com a utilização de mais dados,
poderá contribuir para a melhoria dos resultados de todo o sistema. Porém, denota-se também
uma maior precisão na seleção do método Microsimulação, mas que é justificável pois em mais de
86% dos casos históricos disponibilizados esse método de previsão apresenta melhor desempenho
relativamente ao método ANN.
Considera-se, após estas considerações, que os objetivismos gerais propostos foram atingidos.
Após um teste de eficácia com recurso a mais dados e consequente aprovação, uma destas três
opções poderá ser escolhida e integrada no sistema NEXT como o novo módulo expert.
7.2 Trabalho futuro
Analisando o trabalho desenvolvido e resultados obtidos, retiram-se algumas conclusões sobre
o que poderá ser realizado no futuro com vista a melhorar a qualidade e utilidade dos modelos
desenvolvidos.
Em primeiro lugar, seria importante obter mais dados que permitissem tanto melhorar a apren-
dizagem dos modelos como testar e obter resultados com maior confiança. Para a aprendizagem
foram utilizados os dados históricos de previsões fornecidos, mas que apenas incluem 24 dias. O
conjunto de dados ideal para esta dissertação seria o histórico de um ano completo, sendo utili-
zado outro ano completo para teste e avaliação dos modelos. Para além da escassez destes dados,
existem outros dados pouco precisos ou inexistentes. Relativamente aos incidentes, que são dos
eventos com maiores consequências na qualidade do fluxo de tráfego, não existiram dados para
serem utilizados atempadamente. Quanto às condições meteorológicas, nos dados trabalhados
apenas existem dois estados, tempo seco ou chuva mas, embora sejam os mais importantes, há
54
Conclusões e Trabalho Futuro
um conjunto de outras informações que poderiam ser relevantes, como por exemplo, a intensi-
dade da chuva. Neste aspeto, os dados meteorológicos mais recentes obtidos pelo sistema NEXT
já incluem um conjunto mais alargado e específico. Por fim, uma fase importante e que poderá
constituir um passo enorme na qualidade das previsões, é a utilização de informação relativa ao
relacionamento entre edges contíguas. Como conclusão, os experts desenvolvidos poderão evoluir
a par da evolução dos métodos de previsão.
Quanto aos módulos expert implementados, existem sempre melhoramentos possíveis. Em
primeiro lugar, com a ajuda de um especialista na área de previsão, seria fundamental selecionar
as características do estado da rede consoante a sua influência na possível alteração do traffic sta-
tus, e consequente influência na previsão e escolha dos algoritmos apropriados. Supondo que, por
exemplo, a ocorrência de incidentes tem mais peso do que as condições meteorológicas, essas dife-
renças poderiam ser incluídas nos algoritmos de seleção. Em segundo lugar, poderia ser vantajosa
a utilização de técnicas de meta-learning [LBG15, VD02] para melhorar a eficácia dos experts
baseados em Árvores de Decisão e k-NN (CBR). Em ambos os métodos, visto que se utilizou uma
instância do mesmo modelo para cada edge, as parametrizações foram também iguais para todas
elas. Avaliando os resultados individuais, percebemos que existem diferenças de precisão, em
alguns casos consideráveis. Com a utilização de técnicas de meta-learning poderia ser possível
realizar uma aprendizagem da parametrização adequada em função dos dados e comportamento
de cada edge. Por último, nesta dissertação, a comparação entre os estados da rede previstos e a re-
alidade foi realizada com base no traffic status e na velocidade média, do qual a primeira depende
neste momento. Seria importante a realização de um estudo aprofundado sobre a melhor forma
de calculo do traffic status tendo em conta as três métricas de tráfego fundamentais: velocidade,
ocupação e volume.
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Anexo A
Matrizes de confusão de cross-validation
para cada edge pelo método CBR
As matrizes de confusão apresentadas de seguida revelam a precisão e sensibilidade geradas
por cross-validation das classificações de métodos de previsão efetuadas pelo método Case-based
reasoning, para as edges com dados disponíveis.
Figura A.1: Matriz de confusão para a edge com ID 80920.
Figura A.2: Matriz de confusão para a edge com ID 80942.
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Figura A.3: Matriz de confusão para a edge com ID 80945.
Figura A.4: Matriz de confusão para a edge com ID 80948.
Figura A.5: Matriz de confusão para a edge com ID 81091.
Figura A.6: Matriz de confusão para a edge com ID 81096.
Figura A.7: Matriz de confusão para a edge com ID 81099.
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Figura A.8: Matriz de confusão para a edge com ID 81211.
Figura A.9: Matriz de confusão para a edge com ID 81364.
Figura A.10: Matriz de confusão para a edge com ID 81527.
Figura A.11: Matriz de confusão para a edge com ID 81530.
Figura A.12: Matriz de confusão para a edge com ID 81566.
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Figura A.13: Matriz de confusão para a edge com ID 81786.
Figura A.14: Matriz de confusão para a edge com ID 81795.
Figura A.15: Matriz de confusão para a edge com ID 81801.
Figura A.16: Matriz de confusão para a edge com ID 81957.
Figura A.17: Matriz de confusão para a edge com ID 82114.
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Figura A.18: Matriz de confusão para a edge com ID 82123.
Figura A.19: Matriz de confusão para a edge com ID 82130.
Figura A.20: Matriz de confusão para a edge com ID 82159.
Figura A.21: Matriz de confusão para a edge com ID 82287.
Figura A.22: Matriz de confusão para a edge com ID 82290.
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Figura A.23: Matriz de confusão para a edge com ID 82476.
Figura A.24: Matriz de confusão para a edge com ID 82537.
Figura A.25: Matriz de confusão para a edge com ID 82578.
Figura A.26: Matriz de confusão para a edge com ID 83102.
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Matrizes de confusão de cross-validation
para cada edge pelo método Árvore de
Decisão
As matrizes de confusão apresentadas de seguida revelam a precisão e sensibilidade geradas
por cross-validation das classificações de métodos de previsão efetuadas por Árvores de Decisão,
para as edges com dados disponíveis.
Figura B.1: Matriz de confusão para a edge com ID 80920.
Figura B.2: Matriz de confusão para a edge com ID 80942.
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Figura B.3: Matriz de confusão para a edge com ID 80945.
Figura B.4: Matriz de confusão para a edge com ID 80948.
Figura B.5: Matriz de confusão para a edge com ID 81091.
Figura B.6: Matriz de confusão para a edge com ID 81096.
Figura B.7: Matriz de confusão para a edge com ID 81099.
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Figura B.8: Matriz de confusão para a edge com ID 81211.
Figura B.9: Matriz de confusão para a edge com ID 81364.
Figura B.10: Matriz de confusão para a edge com ID 81527.
Figura B.11: Matriz de confusão para a edge com ID 81530.
Figura B.12: Matriz de confusão para a edge com ID 81566.
69
Matrizes de confusão de cross-validation para cada edge pelo método Árvore de Decisão
Figura B.13: Matriz de confusão para a edge com ID 81786.
Figura B.14: Matriz de confusão para a edge com ID 81795.
Figura B.15: Matriz de confusão para a edge com ID 81801.
Figura B.16: Matriz de confusão para a edge com ID 81957.
Figura B.17: Matriz de confusão para a edge com ID 82114.
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Figura B.18: Matriz de confusão para a edge com ID 82123.
Figura B.19: Matriz de confusão para a edge com ID 82130.
Figura B.20: Matriz de confusão para a edge com ID 82159.
Figura B.21: Matriz de confusão para a edge com ID 82287.
Figura B.22: Matriz de confusão para a edge com ID 82290.
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Figura B.23: Matriz de confusão para a edge com ID 82476.
Figura B.24: Matriz de confusão para a edge com ID 82537.
Figura B.25: Matriz de confusão para a edge com ID 82578.
Figura B.26: Matriz de confusão para a edge com ID 83102.
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