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Abstract
Shannon theory is revisited. The generalized channel capacity C = supX I(X;Y ) is checked with
a negative conclusion.
Index Terms
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I. INTRODUCTION
The publication of A Mathematical Theory of Communication [1] in 1948 by Claude Shannon
marked the birth of information theory. Shannon’s formula for channel capacity
C = max
X
I(X;Y ), (1)
holds for memoryless . If the channel has memory, the capacity formula is generalized to [2] [3]
C = lim
n→∞
max
Xn
1
n
I(Xn;Y n). (2)
It has been well recognized that ergodicity of the channel is an indispensable condition for (1)
and (2) to be valid.
Extending Shannon’s definition of channel capacity, Verdu´ and Han presented a general
formula for channel capacity, which does not require any assumption such as memorylessness,
ergodicity, stationarity, causality, etc, as [4]
C = sup
X
I(X;Y ), (3)
which will be explained in detail in Section III.
A slow fading channel where the codeword length is far less than the channel’s coherence
period is modeled as a non-ergodic channel. With such a model, instead of ergodic capacity,
outage capacity is used as the metric. According to the definition in (3), it is widely accepted
that the capacity of a slow fading channel in the strict Shannon sense is zero [5]–[7].
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1However, the author of a recent paper [8] took exception to the theory in [4] for the reason
that ergodicity is a premise for the definition of channel capacity and therefore it is impossible
to define capacity for a non-ergodic channel. The author also objected the zero capacity claim
for the slow fading channel. Actually, the 1st order Gaussian-Markov process with coherence
coefficient α is used as the unified model for slow and fast fading channels in that paper, and
some kind of monotonic behavior is observed in the channel capacity with respect to α.
To address the controversies raised by [8], this paper will discuss such fundamental questions
of information theory as: 1. What is Shannon sense? 2. What was developed by Verdu´ and Han
in [4] and its relationship to Shannon’s definition of channel capacity?
These questions are so fundamental that the answers can affect the future development of
information theory. It has been widely accepted that (3) is a general formula for channel capacity.
But the scrutiny in this paper shows that it leads to meaningless and contradictory claims to
Shannon’s definition.
In the sequel of this paper, the Shannon sense is discussed in Section II, Verdu´ and Han’s
definition is checked in Section III, and conclusion is given in Section IV.
II. EXACTLY, WHAT IS SHANNON SENSE?
Although such saying as ”The capacity of a slow fading channel is zero in the strict Shannon
sense.” is quite popular, there is no explicit definition of Shannon sense, astonishingly.
Errors happen when a message goes through a noisy channel. One can send a message multiple
times to decrease the error probability, which however can not be zero no matter how many times
the message is sent. Therefor people believed that reliable communication could not be achieved,
until Shannon disclosed in [1] that I(X;Y ) is a reachable rate with a vanishing error probability.
This result and its converse was concluded as channel coding theorem, whose proof can be found
in in any textbook on information theory [2], [9].
The main techniques used in the proof of channel coding theorem are random codebook and
maximum likelihood or jointly typical decoding algorithm, and the law of large numbers plays
a critical role in it. It is also important to notice that, the codeword, channel and noise are
produced independently in the time domain according to their distributions in the sample space,
which means ergodicity is a necessary precondition for channel coding theorem to be valid.
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2Indeed, I(X;Y ) is defined in the sample space. If a code in the time domain can achieve
that rate, there should be a connection between the time domain and the sample space, which
is exactly the concept of ergodicity. Besides, only when the codeword length goes to infinity,
can the distributions be precisely reflected in the time domain. That’s why an infinite codeword
length is required to get a vanishing error probability.
So, if we formulate the question ”What is Shannon sense?” as ”How does Shannon do to
achieve I(X;Y ) with a vanishing error probability over an ergodic channel?”, the answer would
be
• random codeword with infinite length, and
• maximum likelihood or jointly typical decoder.
Shannon only defined the capacity of ergodic channels. To achieve Shannon capacity, both
the transmitter and the receiver should have the codebook with rate I(X;Y ) and infinite length.
In practices, when the codeword length of a good code is sufficiently large, Shannon theory will
be a good prediction.
III. EXTENDING SHANNON THEORY TO NON-ERGODIC CHANNELS?
As we discussed in the above section, Shanon’s theory is a theory about ergodic channels.
Can we extend it to non-ergodic channels? That’s what Verdu´ and Han have done in [4]. I’ll
just copy their definition of channel capacity, as follows.
”In (3), X denotes an input process in the form of a sequence of finite-dimensional distri-
butions. X = {Xn = (X1, X2, · · · , Xn)}∞n=1. We denote by Y = {Y n = (Y1, Y2, · · · , Yn)}∞n=1
the corresponding output sequence of the finite-dimensional distributions induced by X via the
channel W = {W n = PY n|Xn : An → Bn}∞n=1, which is an arbitrary sequence of n-dimensional
conditional output distributions from An to Bn, where A and B are the input and output alphabets,
respectively. The symbol I(X;Y ) in (3) is the inf-information rate between X and Y , which is
defined in [10] as the liminf in probability of the sequence of normalized information densities
(1/n)iXnWn(X
n, Y n), where
iXnWn(a
n, bn) = log
PY n|Xn(bn|an)
PY n(bn)
. (4)
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31f An is a sequence of random variables, its liminf in probability is the supremum of all the
reals α, for which P [An < α]→ 0 as n→∞. Similarly, its limsup in probability is the infimum
of all the reals β for which P [An > β]→ 0 as n→∞.”
Lets check whether or not this definition is a good extension of the Shannon capacity using
well known examples.
Suppose a memoryless ergodic channel with transition probability PY |X , then (1/n)iXnWn(Xn, Y n)
converges to I(X;Y ) as n→∞, which is compatible with Shannon’s definition. Quite good.
Suppose the channel is memoryless and non-ergodic. At the beginning of each realization,
a random state variable S is randomly chosen to be si, i = 1, 2. · · · , N , which determines the
transition probability to be PY |X,si , i = 1, 2. · · · , N , which is fixed in the whole process. If
PY |X,si , i = 1, 2. · · · , N , are different from each other, then the channel is a non-ergodic one.
In such a case, unfortunately, we have a controversial understanding of PY n|Xn in (4). Nor-
mally, PY n|Xn should be what it literally is, i.e.
PY n|Xn(bn|an) =
N∑
i=1
P (S = si)PY n|Xn,si(b
n|an, S = si). (5)
This normal understanding is further strengthened by the following description in [10]
”The distribution of the random variable (1/n)iXnWn(Xn;Y n) where Xn, Y n have joint
distribution PXnY n will be referred to as the information spectrum. The expected value of the
information spectrum is the normalized mutual information (1/n)I(Xn;Y n).”
If this understanding is really what the authors of [4] meant, then we will have the same
conclusion to the ergodic channel that the information spectrum (1/n)iXnWn(Xn, Y n) converges
to I(X;Y ) as n→∞, because information spectrum is a variable defined in the sample space
and not associated to a particular realization. Apparently, I(X;Y ) is a constant, contradicting
the subsequent arguments and examples in [4].
Then, with a well-meaning guess, PY n|Xn in (4) should have been PY n|Xn,si , and (4) should
have been
iXnWn|si(a
n, bn|S = si) = log PY
n|Xn,si(b
n|an, S = si)
PY n|si(bn|S = si)
. (6)
According to this understanding, the information spectrum will converge to I(X;Y |S = si)
when n→∞. If the same distribution maximizes all realizations, according to the definition of
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4(3), the capacity would be
C = min
i
max
X
I(X;Y |S = si). (7)
For the channel
Yi = GiXi + Zi, (8)
where the channel gain Gi is Gaussian but fixed for each realization, the capacity is zero.
But the question here is, why should we define the capacity that way? Why should we
ignore what is really happing in this realization and drag something that would possibly happen
elsewhere in the definition of the capacity? And the statement ”The capacity of the channel
model (8) is zero” is meaningless and ridiculous.
In this channel model, the channel is non-ergodic. But, the sample space is not a physical space
but a conceptual one. If we are willing to change the sample space to the subspace conditioned
on S = si, then the channel is converted to an ergodic one and maxX I(X;Y |S = si) is an
ideal metric for channel capacity.
One might argue that, the transmitter may not know which ergodic mode the channel is
running on, which brings us to the slow fading channel scenario. If a capacity theory is about a
sufficiently large n, there is no reason the transmitter doesn’t know the ergodic mode. In a slow
fading channel, however, due to the practical constraints on latency and feedback channel, the
sender may use short codewords and doesn’t know the channel state. In such a circumstance,
definition (3) and outage capacity C might be a useful metric for the slow fading channel, but
it is not a Shannon sense one.
The Shannon capacity of a slow fading channel is defined by (2). When n is sufficiently large,
(3) is actually equivalent to (2), because a slow fading channel is ergodic. But if definition (3)
is applied to the short codeword length scenario, the ergodic slow fading channel is actually
intentionally treated as a non-ergodic one, then the capacity is zero, obviously contradicting
the Shannon sense capacity. The choice of codeword length is tricky because it should be long
enough so that then noise is ergodic and short enough so that the channel gain does not change
much, which is a self-contradictory dilemma.
Even in the case of slow fading channel with short codeword, the interpretation for outage
capacity could be made by Shannon theory as follows. The time line is divided into many pieces,
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5each of which is an AWGN channel. If the transmitter is sending data with a fixed rate, the
Shannon’s theory is used to evaluate the error probability, and then get the outage capacity C.
Then definition (3) provides no extra value.
IV. CONCLUSIONS
Shannon’s theory is about ergodic channels. Verdu´ and Han’s work tried to extend Shannon’s
theory to more general cases. But, unlike the paradigm change from Newton’s mechanics to
theory of relativity, where Einstein’s theory has the same application range as but gives much
better prediction at high velocity scenarios, Verdu´ and Han added something that Shannon refused
to define. Shannon’s work made people believe that reliable communication is possible, while
Verdu´ and Han retro-progressed back to the era before Shannon by adding in popular textbooks
that ”The capacity of a slow fading channel in the strict Shannon sense is zero”. Even worse,
the capacity theory of fading channels was teared apart into two incompatible ones as ergodic
capacity and outage capacity. It’s time to correct this error and return to Shannon’s original sense
in the definition of channel capacity.
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