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Resumen 
Una causa de estado de fuera de control en la primera etapa de imple­
mentacion de un sistema de control estadistico multivariado, usando la carta 
T2 de Hotelling con n observaciones historic as individuales, consiste en la 
presencia de k outliers multivariados ubicados arbitrariamente en dicho con­
junto de datos. La carta T2 basada en los estimadores insesgados usuales 
del vector de medias y de la matriz de varianzas covarianzas carece de ro­
bustez ante la presencia de este tipo de observaciones. En este trabajo se 
pretende utilizar procedimientos desarrollados en deteccion de outliers mul­
tivariados y estimacion robusta con el fin de subsanar esta deficiencia de la 
carta T2. El procedimiento propuesto consiste en el uso de estimaciones ro­
bustas del vector de medias y de la matriz de varianzas covarianzas en la 
construccion del estadistico P. Se prueba con estimadores MVE (Elipsoide 
de Minimo Volumen), estimadores S biponderados y estimadores Stahel -
Donoho y mediante simulacion se comparan estos procedimientos frente a 
diversos niveles de contaminacion con outliers provenientes de tres modelos 
contaminantes (Contaminacion desviando la media, contaminacion simetrica 
y contaminacion cruzada); el desempeiio es establecido con base en cuatro 
medidas obtenidas como promedio de las simulaciones y para la compara­
cion se recurre a gnificos de las curvas de respuesta de cada medida, en cada 
nivel y modelo de cotaminacion. Los resultados seiialan que los procedimien- . 
tos basados en estimadores S y MVE son consistentemente los mejores para 
la deteccion de outliers provenientes de perturbaciones en el vector de me­
dias ylola matriz de varianzas covarianzas, y en particular el procedimiento 
bas ado en estimadores S result a ser el mejor. 
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INTRODUCCION 

Una de las situaciones de "fuera de control" en un proceso multivariado con­
siste de la presencia de N ouliers dispers~s aleatoriamente entre el conjunto 
de n observaciones empleadas en la primera etapa de implementacion de 
un sistema de control de cali dad multivariado. La herramienta de control 
usualmente utilizada, conocida como carta T2, carece de robustez frente a 
la presencia de outliers multivariados (Sullivan y Woodall (1996), Vargas 
(2000)). Si bien a nivel univariado existen soluciones que robustifican las 
correspondientes cartas, su generalizacion al caso multivariado no resulta de 
ningun modo directa. 
En este trabajo especificamente se pretende utilizar procedimientos previos 
desarrollados en el campo de deteccion de outliers multivariados y estimacion 
robusta, con el fin de robustificar la carta T2. Con este fin se recurre a la 
ilustracion empfrica vIa simuladon, utilizando como metodologia basica la 
sustitucion de la etimacion del vector de medias y de la matriz de varianzas 
covarianzas usuales, por estimadores robustos (Vargas (2000)), y la medicion 
del efecto de tales sustituciones sobre la carta, en cuanto a la deteccion y 
generacion de senales. 
Se espera aportar al campo, definiendo un procedimiento de construccion 
de la carta T2 para la primera etapa en la implementaci6n del sistema de 
control, que constituya una buena soludon al problema de carencia de ro­
bustez antes citado, y que a la vez sirva a los propositos de deteccion de 
condiciones de fuera de control en esta etapa. 
En el capitulo 1 se present a mas ampliamente el problema de robustez en el 
ambito del control multivariado, con el fin de senalar la importancia y las 
razones por las cuales las investigaciones en este sentido result an pertinentes. 
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En el capftulo 2 se revisan algunos conceptos basicos en el campo de de­
tecci6n de outliers y estimaci6n robusta y se definen los procedimientos de 
estimaci6n sobre los cuales se centra el presente trabajo para la robusti­
ficaci6n de la carta T2, que basicamente son: Estimadores S, estimadores 
MVE y estimadores Stahel - Donoho. 
En el capitulo 3 se exponen los escenarios de simulaci6n consider ados, los 
que basicamente se resumen en tres tipos de contaminaci6n: Desviaci6n de 
la media (contaminaci6n con desviaci6n de la media), inflaci6n de la matriz 
de varianzas covarianzas (Contaminaci6n simetrica), y aplicaci6n conjunta de 
una desviaci6n en la media e inflaci6n de la matriz de varianzas covarianzas 
(contaminaci6n cruzada); asi mismo se presentan los algoritmos especificos 
con los cuales se obtienen las estimaciones robustas, las medidas utilizadas 
para comparar los efectos sobre la carta T2 obtenida con los procedimientos 
robustos considerados, y el esquema general seguido en las simulaciones. 
En el capitulo 4 se hace una evaluaci6n de los diferentes procedimientos 
empleados para la construcci6n de la carta T2, con cada una de las medidas 
de comparaci6n, y en cada uno de los escenarios simulados, mediante com­
paraciones graficas, con las que se determina cuM 0 cuales procedimientos 
robustos conducen a los mejores resultados respecto al objetivo perseguido. 
En el capitulo 5 se presentan las conclusiones y recomendacioes y las ventajas 
y desventajas de los metodos consider ados. 
Finalmente en los apendices aparecen los programas R y SPLUS emplea­
dos en las simulaciones y las secuencias de graficos de algunas de las medidas 
evaluadas en el capftulo 4. 
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MARCO TEORICO 
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Capitulo 1 
EI PROBLEMA DE 
ROBUSTEZ EN CONTROL 
DE CALIDAD 
MULTIVARIADO 
EI control de calidad multivariado consiste en el monitoreo simultaneo de 
dos 0 mas caracteristicas de caUdad, y para este fin suele emplearse la carta 
T2 de Hotelling, construida bajo la presunci6n de normalidad multivariada. 
La idea basica del control es establecer un Hmite que determine el ran go de 
variaci6n natural del proceso, es decir, aquel que es debido a un sistema de 
causas incontrolables y puramente aleatorias; fuera de este limite, se supone 
que las causas de variaci6n que estan operando son asignables a algun factor 
susceptible de control, por 10 que deben ser identificadas, controladas y / 0 
suprimidas. Ellfmite al cual se ha hecho referencia es conocido como UCL 
o limite de control superior. 
En un proceso de control multivari ado , una senal de fuera de control es 
producida por la carta cuando cualquier observaci6n del estadistico T2 ex­
cede el UCL, esta situaci6n puede ser debida a cambios en las condiciones 
del proceso (en el vector de medias, y/o en la estructura de varianzas covar­
ianzas), 0 tratarse de una falsa alarma donde la causa de dicha observaci6n 
obedece a la variabilidad puramente aleatoria. Sin embargo, vale aclarar que 
para el control en S1 mismo, los responsables del sistema no reaccionaran 
unicamente cuando ocurre una senal y de forma inmediata; si bien 10 ide­
4 
al es que en esta carta como en cualquiera de las cartas univariadas, las 
observaciones del estadistico exhiban un comportamiento aleatorio carente 
de patrones, en ciertas situaciones industriales, la carta puede presentar pa­
trones que son caracteristicos del proceso estable, por ello, reglas aplicadas a 
nivel univariado como las reglas de corrida no se aplican tan enfaticamente 
{Mason y Young (2002)); mas bien, para evitar sobrecontrol suele realizarse 
un examen del comportamiento en el tiempo de los patrones exhibidos por 
el estad!stico bajo condiciones estables del proceso, as! que cualquier patron 
o tendencia alejados de 10 que se considera "normal" para un proceso partic­
ular puede ser estudiado para anticipar cualquier senal de fuera de control. 
Las tecnicas espedficas para el estudio de senales en una carta T2 pueden 
verse en detalle en Mason y Young (2002). 
Alt y Smith (1988) definen un proceso de dos fases para el establecimien­
to del sistema de control: fase I y fase II de control. La fase I es desar­
rollada en dos etapas denominadas etapa 1 y etapa 2; en la primera los 
panimetros del proceso fL y E son estimados a partir de datos historicos. 
Suponiendo que se disponen de n observaciones individuales Xi del proceso p 
variado, tlpicamente se grafica el estadfstico ~2 (Xi - X)TS-l(Xi - X) el 
cual se distribuye como (n~1)2 Bp/ 2,(n-p-l)/2 (Tracy, Young y Mason, 1992), 
donde Bp/ 2,(n-p-l)/2 representa la distribucion beta con parametros p/2 y 
- 1 1 --T(n - p - 1)/2, X = n:Li=l Xi Y S = n-l :Li=l (Xi X)(Xi - X) son los 
respectivos estimadores muestrales usuales insesgados de los panimetros de­
sconocidos flO y Eo que definen al proceso bajo control. Si algun valor del 
estadistico supera el UCL (n~1)2 Ba ,p/2.(n-p-l)/2, se investiga su causa, y si 
se halla y es posible eliminarla 0 controlarla, entonces se desecha la obser­
vacion correspondiente y se reestiman flO, Eo y el UCL; 8e procede de est a 
forma hasta que ningun valor del estadistico sup ere el UeL. En la etapa 2 
se toman las estimaciones halladas en la etapa 1 y con ellas se verifica con 
nuevas observaciones si el proceso continua en control. Finalmente, en la fase 
II, los estimadores finales de la fase I son usados como panimetros definitivos 
para verificar el estado de control del proceso. 
Como 10 sefialan Sullivan y Woodall (1996), otra de las posibles situaciones 
del est ado de fuera de control de un proceso, consiste en la presencia de N 
outliers dispersos aleatoriamente entre las n observaciones; la carta usual 
usada en la etapa 1, carece de robustez ante la presencia de dichos outliers, 
5 
o 
..... 
UCL= 5.57889745 
o 
tiempo 
Figura 1.1: Una carta T2 tlpica. En esta se observa un punto arriba del 
UeL, indicando que el proceso estuvo fuera de control en t = 16 
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precisamente por estar basada en los estadisticos muestrales X y S. Esta 
carencia de robustez basicamente se traduce en la insensibilidad del proce­
dimiento ante la presencia de outliers, que Ie inhibe para producir cualquier 
senal mientras mayor sea el numero de este tipo de observaciones, por un 
fenomeno conocido como enmascaramiento. Crossier (1988), asi como Ryan, 
Sullivan y otros (2000) senalan la importancia y la necesidad de que los esque­
mas de control multivariados cuenten con caracterlsticas de robustez frente 
a la presencia de outliers y que a la vez sean sensibles a desviaciones en el 
vector de medias y en general respecto al modele supuesto para el proceso. 
El riesgo de no solucionar este problema es establecer estimaciones y un 
UCL que no de cuenta del verdadero rango de variacion inherente del proce­
so, y posiblemente afectar desfavorablemente la potencia del procedimiento 
para la deteccion de otros tipos de desviaciones en el proceso, as{ como la 
tasa de falsas alarmas generadas. 
A nivel univariado exist en trabajos precedentes en esta direccion, por ejemp­
10, Langenberg e Iglewicz (1986), Rocke (1992) y Abu-Shawiesh y Abdullah 
(1999). Sin embargo la generalizaci6n de cualquiera de estos metodos al caso 
multivariado no result a directa. 
Una solucion en el ambito multivariado fue planteada por Atkinson y Muli­
ra (cit ados en Sullivan y Woodall, 1996), es un metoda grafico denominado 
"stalactite chart" que consiste en seleccionar un pequeno subconjunto de los 
datos que se espera este libre de outliers; con estos se estiman el vector de 
medias y la matriz de covarianzas, que son usados para seleccionar un sub­
conjunto ligeramente mas grande, el cual tambien se espera este libre de 
outliers. Se procede as! en cada paso, hasta que el subconjunto final incIuya 
a todas las observaciones. Es posible que en un paso dado una observaci6n 
especifica no pueda ser ret enid a para el siguiente. El stalactite chart es un 
arreglo que muestra el est ado de seiializacion de cada observacion en cada 
paso, de este modo se espera que los outliers sean seiializados en cada fase 
hasta llegar a una en que el subcojunto de observaciones llegue a ser tan 
grande que deben incIuirse a los outliers. 
Sullivan y 'Woodall (1996), senalan que a pesar que el anterior procedimiento 
puede ser bueno para detectar visualmente un patr6n consistente de outliers 
requiere destreza para la interpretacion de los resultados graficos. Ellos pro­
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pusieron una modifiacion consistente en la identificacion por simulacion de 
un umbral numerico para la generacion de una senal de fuera de control, para 
10 cual consideran el maximo de la distancia de Mahalanobis para el paso en 
el cual todas las observaciones a excepcion de los outliers son inclufdos en el 
subconjunto. Sin embargo este metodo es perjudicado por la ocurrencia de 
desviaciones escalonadas en el vector de medias ubicado cerca de la mitad de 
los datos. 
Otra alternativa a este problema fue explorada par Vargas (2000) mediante el 
uso de estimadores robustos del vector de medias y de la matriz de varianzas 
covarianzas; especificamente realizo estudios de simulacion para comparar el 
desempeno de la carta T2 construida con base en estimadores MVE (Elip­
soide de Volumen Minim 0) , estimadores MCD (Covarianza de Minimo De­
terminante), y un estimador tipo recortado aplicado sobre las distancias de 
Mahalanobisj el comportamiento de la carta con base en est os estimadares, 
frente a contaminaciones arbitrarias en las cuales los outliers fueron gener­
ados de una N2 (/1 + 0,12 ), Con sus simulaciones llega a la conclusion que 
la carta T2 construida en la etapa 1 con base en los estimadores MVE es la 
mejor solucion, para el caso p = 2. 
En este trabajo se pretenden pro bar otras alternativas de estimacion robus­
ta y verificar si mejoran 0 no los resultados obtenidos por Vargas (2000) en 
cuanto ala robustez frente a enmascaramiento de la carta T2, durante la eta­
pa 1 de la fase I de control. Basicamente se exploranin los estimadores Stahel 
- Donoho, los estimadores S, y se comparanin con los estimadores MVE, y 
obviamente con los estimadores muestrales usuales, ante a la presencia de out­
liers que provienen de contaminacion con desviaciones en el vector de medias, 
contaminacion con inflacion de la matriz de varianzas covarianzas (contami­
nacion simetrica) y de contaminaciones que desvfan e inflan simultaneamente 
el vector de medias y la matriz de varianzas covarianzas respectivamente. 
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Capitulo 2 
, 
CONCEPTOS BASICOS 
En este capitulo se presentan los conceptos basicos aplicables en esta investi­
gaci6n, asi como los metodos de estimaci6n robust a considerados posterior­
mente en las simulaciones, sin pretender llevar a cabo un tratamiento riguroso 
de dichos t6picos, los cuales han sido extensamente tratados y definidos en 
la literatura referente a estimaci6n robust a y detecci6n de outliers; para un 
estudio mas detallado ver por ejemplo, Hampel, Ronchetti, Rousseeuw y Sta­
hel (1986), Rousseeuw y Leroy (1987), Barnett y Lewis (1998). 
En la presentaci6n del problema de robustez de la carta T2 realizada en 
el capitulo 1, sobresalen tres terminos que result an fundamentales: outliers, 
enmascaramiento y robustez. En relaci6n a los outliers en la literatura es­
tadistica aparecen tambien otros dos terminos conocidos como observaciones 
extremas y contaminantes, los cuales, como se vera rna adelante, no son nece­
sariamente sin6nimos de los primeros. 
Respecto al concepto de robustez, es necesario aclarar que este no puede 
definirse de manera unica, diversos puntos de vista han sido desarrollados 
dependiendo del objetivo 0 situaci6n para la cual se requiere que un pro­
cedimiento resulte robusto; un compendio de tales puntos de vista puede 
consultarse en Portnoy y He (2000). Entre esos puntos de vista aparece 
la "robustez a enmascaramiento", a la cual se halla asociada otro concepto 
conocido como "punto de ruptura", sobre el cual tambien se comenta mas 
adelante. 
Finalmente, a traves de las definiciones de los llamados "metodos de est i­
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macion robusta", se vera que sus objetivos en terminos generales, consiste 
en ponderar las observaciones de una muestra, de forma que las estimaciones 
de los parametros de interes del modelo de distribucion considerado como 
el principal para una pob1acion dada, den cuenta 10 mejor posib1e de esta 
ultima , y que a 1a vez resu1ten estab1es ante 1a presencia de outliers de dis­
tinta naturaleza. los metodos que especificamente son abordados han sido 
seleccionados con base en las recomendaciones y resultados presentados por 
diversos estadfsticos en sus investigaciones sobre deteccion de outliers y es­
timacion robust a en el ambito multivariado. Por ejemplo, Maronna y Yohai 
(1995), Becker y Gather (1999), Woodruff y Rocke (1994), Rocke Y Woodruff 
(1996L Kosinski (1999), en estos se renombran basicamente estimadores ro­
bustos como el MVE, e1 MCD, los estimadores M y S, y los Stahe1- Donoho. 
A continuacion se presentan algunas caracterizaciones de los terminos antes 
seiia1ados como fundament ales y los metodos de estimacion citados. 
2.1 	 Observaciones Extremas, Contaminantes 
y Outliers 
A nivel multivariado hab1ar de observaciones extremas resulta mas complejo 
que a nivel univariado. En este ultimo caso se tiene una sola direccion definida 
por la variable de interes, a 10 largo de la eual es posible determinar euales 
son las observaciones mas alejadas (la mas pequeiias y las mas grandes). 
Barnett y Lewis (1998, p. 8) caracterizan este tipo de observaciones de la 
siguiente manera: 
"Suponiendo una muestra aleatoria de tamano n, Xl! X2, ••• , 
Xn de una distribucion F, en la muestra ordenada que corresponde 
a X(l). X(2) • .••• x(n). el primer y ultimo valor son los extremos de 
la muestra. 
Por ende, cuando se tratan de identifiear observaciones extremas en el ea­
so multivariado, seria necesario definir previamente direeciones, y senalar en 
cada una los extremos respeetivos, de este modo una observaeion puede so­
bresalir en eiertas direeciones en tanto que en otras no sera revelada como 
un extremo. Debe tenerse en claro que las observaeiones extremas siempre 
son seiialadas como tales respecto a1 modelo de distribueion postu1ado para 
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la poblacion de interes (Barnett y Lewis (1998)). 

Respecto a las observaciones contaminantes Barnett y Lewis (1998) estable­

cen que para identificarlas es necesario postular primero un modelo de dis­
tribucion F de base, frente al cual las observaciones contaminantes en una 
muestra corresponden a aquellas que provienen de un distribucion G di­
ferente. Tales contaminantes pueden resultar observaciones extremas pero 
no necesariamente. 
Ahora bien, las observaciones extremas y las observaciones contaminantes 
pueden ser outliers aunque no necesariamente. Por ejemplo en el caso uni­
variado, es posible tener una observadon que sea extrema en la distribu­
cion supuesta pero que obedece a dicho modelo, en este caso dicha obser­
vadon no es un outlier ni un contaminante; por el contrario, una observacion 
erroneamente registrada con un valor muy grande 0 muy pequeno constituye 
un outlier y es un extremo en la muestra mas no constituye un contaminante 
por su naturaleza misma. Si en este ultimo caso el origen de dicho outlier 
yace en que pertenece a otro modelo diferente al modelo de base, tendriamos 
un outlier que es un contaminante. Debe tenerse en cuenta que en el ca­
so univariado los outliers son siempre extremos en la muestra. Frente a la 
diferenciacion entre outliers y contaminantes, Barnett y Lewis (1998, p. 9) 
dicen 10 siguiente: 
..... los outliers pueden 0 no ser contaminantes, y los contami­
nantes pueden 0 no ser outliers. Por supuesto, no tenemos forma de 
conocer si una observacion es 0 no un contaminante. Todo 10 que 
puede hacerse es concentrar la atencion sobre los outliers como la 
posible manifestacion de contaminacion" . 
l.Como se pueden caracterizar los outliers multivariados?, diversas caracteri­
zaciones pueden hallarse en la literatura estadfstica, ver por ejemplo Barnett 
y Lewis (1998), Becker y Gather (1999), Rousseeuw y Van Zomeren (1990), 
Gnanadesikan (1977), Rousseeuw y Leroy (1987), entre otroSj dentro de esta 
varied ad predomina el concepto de outliers como observaciones alejadas del 
conjunto principal de datos, no solo por la magnitud de sus distancias de 
Mahalanobis al centro de dicha masa principal, sino tambien porque pueden 
seguir un patron diferente al de la mayorfa de las observaciones debido a que 
"son miembros de una poblaci6n diferente del modelo principal 
introducidos dentro de la muestra" (Rousseeuw y Leroy (1987)). 
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Desde este ultimo enfoque es planteado el est ado de fuera de control de un 
sistema multivariado debido a la presencia de outliers multivariados, que de 
acuerdo a Sullivan y Woodall (1996), consiste de k outliers dispersos aleato­
riamente entre n observaciones. 
Tal como 10 sefiala Gnanadesikan (1977), los outliers multivariados pueden 
resultar criticos debido a sus complejas consecuencias: 
"un outlier multivariado puede distorsionar no solo las medidas 
de localizacion y escala, sino tambien las de orienta cion (Ia cor­
relacion)" . 
En consecuencia los resultados de pruebas estadfsticas y de las estimaciones 
resultantes de los parametros de interes pueden llegar a ser inestables, te­
niendo en cuenta que la cantidad y magnitud de este tipo de observaciones 
varia de muestra a muestra, por esta razon resulta necesario que los proce­
dimientos de estimacion multivariada present en robustez ante la presencia 
de multiples outliers, dado que cuando dos 0 mas outliers se hayan presentes 
en un conjunto de datos, puede suceder un fenomeno denominado "efecto de 
enmascaramiento". A continuacion se explica en que consiste. 
2.2 	 Efecto de Enmascaramiento y "Punto de 
Ruptura" 
2.2.1 	 Enmascaramiento 
Tiejen y Moore, citados por Barnett y Lewis (1998), caracterizan este efecto 
de la siguiente manera: 
"Las observaciones sospechosas a veces forman grupos; es decir, 
varios valores estan mas cercanos entre sf que a la mayor parte de 
las observaciones. Este fenomeno hace que los procedimientos para 
probar la observacion mas extrema resulten insensibles a estas. EI 
efecto de enmascaramiento es la inhabilidad de un procedimiento 
de prueba para identificar induso una observacion individual en la 
presencia de varios valores sospechosos" . 
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Esto ocurre debido a que los outliers atraen hacia S1 al vector de medias al 
tiempo que inflan la matriz de varianzas covarianzas, con ella logran "en­
mascararse" frente a los procedimientos de deteccion basados en la distancia 
clasica de Mahalanobis, es decir, calculada usando la media aritmetica y el 
estimador insesgado de la matriz de varianzas covarianzas, los cuales son 
mas sensibles a outliers. Es posible que un outlier sea visible pero al mismo 
tiempo esta misma observacion enmascara al resto de outliers en la muestra 
(Rousseeuw y Leroy (1987)). 
Para ilustrar este concepto, veamos el siguiente ejemplo presentado por Bar­
nett y Lewis (1998, p. 109) a nivel univariado: 
"Suponiendo que se realizara una prueba para discordancia de 
dos outliers superiores1 X(n-l) Y x(n) en una muestra normal, apli­
cando la prueba en forma consecutiva primero sobre X(n) en relacion 
a los otros n - 1 valores. Si X(n) es juzgada como discordante, se 
procede a probar X(n-l) en relaci6n a X(l), ... ,X(n-2); Si X(n) es juz­
gada no discordante entonces tampoco 10 es X(n-l)' por ejemplo, una 
muestra A: 3, 4, 7, 8, 10, 13, 951, donde X(7) = 951 sera declarada 
discordante y X(6) = 13 no, 10 cual es un juicio correcto. Pero con­
siderando una muestra B: 3, 4, 7, 8, 10, 949, 951, X(7) = 951 no sera 
juzgado discordante debido a la proximidad que tiene a X(6) = 949, 
as! X(6) tiene un efecto de enmascaramiento en fa identificaci6n de 
X(7)" 
Veamos ahora un ejemplo de la ocurrencia de este efecto en el contexto de 
control de cali dad multivariado: En la etapa 1 de la fase I de control, cuan­
do se trata de estimar los parametr~s del proceso usando n observaciones 
historicas, la presencia de dos 0 mas outliers no sera seiialada por la carta 
']'2, precisamente porque esta se construye con base en la distancia de Maha­
lanobis que involucra la media aritmetica y la matriz de varianzas covarianzas 
muestral, los cuales como se indico, sufren de enmascaramiento. A modo de 
ejemplo, veamos dos casos simulados, en los que arbitrariamente se ubicaron 
N 1,4 outliers respectivamente, dentro de una muestra normal bivariada 
N(O, 12) con n = 30 observaciones; el modelo contaminante es N(J.1, 12) don de 
J.1 (0,5): 
1Barnett y Lewis (1998 p. 37); Esta prueba determina si el extremo x(n) result a 
estadfsticamente mas grande en relacion al modelo de distribucion de base F. 
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N =1: La muestra simulada es como sigue, donde la observacion 8 proviene 
del modelo contaminante: 
Obs Xl X2 
1 0.17 -0.64 
2 0.91 -0.62 
3 0.36 -1.24 
4 -1.33 0.18 
5 0.62 0.78 
6 -0,84 -1.33 
7 -1.49 0.14 
8 0.13 5.16 
9 1.23 0.80 
10 0.44 -1.59 
11 0.35 0.17 
12 0.76 -0.83 
13 -1.28 -0,25 
14 0,12 0.47 
15 0.70 -0.62 
16 -0.92 1.93 
17 0.63 0,78 
18 0,59 -1.19 
19 0.38 0.16 
20 0,77 0.71 
21 1.01 0.43 
22 0,29 1.48 
23 -0.08 1.21 
24 0,68 0.42 
25 0.81 2.06 
26 -0.87 -0.61 i 
27 -1.08 -0,98 
28 
29 
1.28 
1.52 -0.
82 
-1.16 1 
30 0,80 0,56 
La grafica de la carta T2 para la etapa 1 de la fase I de control (figura 
2.1) con UeL hallado por simulacion (ver seccion 3.4), donde el estadfstico 
graficado es la distancia cuadrada de Mahalanobis, muestra la deteccion de la 
observacion 8. Para N = 1 el mejor procedimiento de deteccion se logra con 
la distancia de Mahalanobis basada en los estimadores muestrales insesgados 
de la media y la matriz de varianzas covarianzas. 
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Figura 2.1: carta T2 para los 30 datos simulados con N = 1 outlier, con­
strulda con base en la distancia cuadrada de Mahalanobis, con VeL obtenido 
por simulacion en la etapa 1 de la fase I de control. En est a la observacion 
8 aparece claramente arriba del VCL, indicando que el proceso estuvo fuera 
de control en esa observacion. 
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N =4: La muestra simulada es como sigue, donde las observaciones 8, 10, 
22 Y 24 provienen del modelo contaminante: 
·Obs Xl X2 
1 -0.94 -0.71 
2 0.15 1.23 
3 0.25 -0.71 
4 1.49 -0.71 
5 1.35 1.45 
6 0.73 -1,43 
7 -0.34 1.52 
8 0.67 4.96 
9 -1.15 0.94 
10 -0.81 4.44 
11 0.05 -0.58 
12 0.23 0.08 
13 -0.11 1.01 
14 -0.80 -0.58 
15 -0.00 -1,48 
16 1.21 0.43 
17 0.74 -1.10 
18 0.10 1.10 
19 0.70 -0.82 
20 -0.36 -1.08 
21 0.72 -0.94 
22 -0.50 6.07 
23 1.58 -1.97 
24 -1.59 6.26 
25 0.10 0.12 
26 0.97 0.18 
27 -1.89 -0.24 
0.11 0.59 
28/29 0.16 0.99 
30 -0.62 0.51 i 
La gnifica de la carta T2 en este caso no muestra la deteccion de ninguno 
de los outliers (ver figura 2.2), as! los cuatro outliers se han enmascarado 
evitando que el procedimiento los detecte. 
2.2.2 Punto de Ruptura 
EI comportamiento global de un estimador bajo grandes perturbaciones de 
una situacion dada puede ser descrito por el "punto de ruptura" (Lopuhaa, 
1992). Hampel fue quien introdujo el concepto de punto de ruptura c"'; 
Donoho y Huber propusieron posteriormente el c~ conocido como "punto 
de ruptura en muestras finitas". Esta cantidad mide la resistencia de un 
estimador a contaminacion (Wilkox, (1997), Barnett y Lewis (1998), Becker 
y Gather (1999)), y corresponde a la minima proporcion de contaminacion 
con observaciones procedentes de un modelo diferente al modelo de base, 
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Figura 2.2: Carta T2 para los 30 datos simulados con N = 4 outliers, con­
strufda con base en la distancia cuadrada de Mahalanobis, con VCL obtenido 
por simulacion en la etapa 1 de la fase I de control. En esta ninguna de las 
observaciones aparece arriba del VCL, indicando que el proceso esta bajo 
control en el conjunto de datos. Los puntas resaltados corresponden a los T2 
de los cuatro outliers introducidos aleatoriamente. 
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que colocadas arbitrariamente en una muestra, son necesarias para causar 
que un estimador difiera infinitamente del verdadero valor del parametro que 
trata de estimar. De manera mas formal los puntos de "ruptura en muestras 
finitas)', para un estimador de localizacion y para un estimador de la matriz 
de varianza covarianzas, respectivamente, son definidos como sigue: 
Definicion: Punto de Ruptura en Muestras Finitas de un Estimador 
de Localizacion Multivariado 
Sea una muestra X N = {Xl, ... ,XN} de variables iid Np (J.1,:E) y sea YN 
{Xl, ... , Xn, YI, ... , yd, Yj E RP, j 1, ... , k, N n + k, en la que se que 
reemplazan k observaciones de X N por vectores arbitrarios. Considerando 
una sucesion T := {T(Xm)}, mEN de estimadores de localizacion para J.1, 
el punta de ruptura en muestras finitas de T es definido como: 
(XN' T):= min {Nk :max II T(XN) - T(YN,k) II oo} (2.1)l~k~N YN,k . 
Donde el maximo es tomado sobre todas las posibles colecciones contami­
nadas Y N que puedan obtenerse de XN. Es decir, es la fraccion mas pequeiia 
de contaminacion que puede causar que T tome valores arbitrariamente ale­
jados de T(XN). (Becker y Gather (1999)). 
Definicion: Punto de Ruptura en Muestras Finitas de Un estimador 
de la Matriz de Varianzas Covarianzas 
Considerando una sucesion C := {C(Xm)} mEN de estimadores para la 
matriz de varianzas covarianzas :E. Para una matriz simetrica A E RPxp sea 
Al(A) ~ ... ~ Ap(A) los valores propios de A y para A, B E RPxp, ambas 
definidas positivas, sea 
Entonces: 
C"(XN' C):= min {Nk :maxD(C(XN), C(YNk)) = oo} (2.3)l~k~N YN,k " 
corresponde al punta de ruptura en muestras finitas de C, es dedr, la frac­
cion mas pequeiia de outliers que puede provocar que el valor propio Al(C) 
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tome e1 valor mas grande sobre todos los limites, 0 que el valor propio mas 
pequeno An(C) sea arbitrariamente cercano a cero. (Becker y Gather (1999)). 
La media aritmetica multivariada posee un punto de ruptura de lin, as! que 
si n -+ 00 entonces c~ -+ 0, 10 eual expliea la extrema sensibilidad de este 
estadfstico a outliers. Para la distaneia clasiea de Mahalanobis es de 2/n. 
La idea basica es que los proeedimientos de estimacion robustos a en mas­
earamiento se basen en estadisticos con alto "punto de ruptura en muestras 
finitas" , como veremos en la seccion siguiente. 
2.3 	 Estimaci6n Robusta de Localizaci6n Mul­
tivariada y Matrices de Covarianza 
Dado los efectos adversos de los outliers en los analisis estadfstieos y en la 
estimaeion de parametros, una solucion es el uso de metodos que no sean 
fadlmente afectadas por este tipo de observaciones. Estos metodos son de­
nominados robustos, cuyos resultados siguen siendo eonfiables aun si eierta 
cantidad de datos est an eontaminados (Rousseeuw y Leroy, (1987)). Los lla­
mados metodos con alto punto de ruptura son eapaees de trabajar bien con 
una fraecion alta de outliers. As!, dentro de la gama de estimadores robustos 
multivariados, basicamente el inten§s en esta investigacion se centra en aque­
Hos que son affine equivariantes, con el fin de mantener esta propiedad en el 
estadistico T2 cuando es obtenido al sustituir los estimadores usuales del vec­
tor de medias y de la matriz de varianzas covarianzas por sus amilogos rob us­
tos; y dentro de los estimadores robustos affine equivariantes, para mejores 
resultados frente a la presencia de multiples outliers, se consideraran los que 
tienen "alto punto de ruptura". Pero antes de hacer una breve revisi6n de 
los metodos de estimacion robusta que result an pertinentes, se proeedera a 
definir algunos conceptos daves. 
Definicion: Estimador Multivariado Equivariante de Localizacion 
Sea Xn = {Xl,'" ,Xn} con XI E RP. Un estimador multivariado Tn, equi­
variante de localizacion es tal que: 
Tn(XI +b, ... ,Xn +b) = Tn(Xll'" ,xn) +b (2.4) 
Para eualquier vector b en RP. 
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Definicion: Estimador Univariado Equivariante de Localizacion 
Un estimador de localizacion univariado p, es equivariante de localizacion si: 
p,(X + b) = p,(X) + b (2.5) 
donde X es una variable aleatoria y b un valor real (Staudte y Sheather, 
(1990)). 
Definicion: Estimador Equivariante de Escala 
A nivel univariado, se dice que a es un estimador equivariante de escala si: 
a(aX) = aa(x) (2.6) 
Para todo a> 0 (Staudte y Sheather, (1990)). 
Definicion: Estimador Invariante de localizacion 
A nivel univariado, se dice que p, es un estimador invariante de localizacion 
si: 
p,(X + b) p,(X) (2.7) 
Para todo b (Staudte y Sheather, (1990)). 
Definicion: Estimador Multivariado de Localizacion Affine Equi­
variante 
Sea Xn {Xl,"" Xn} con Xi E RP. Si la reparametrizacion del espacio 
de las Xi no cambie la estimacion, es decir, que la estimacion conmuta con 
transformaciones lineales, se dice que un estimador Tn es affine equivariante. 
Por tanto Tn es affine equivariante si y solo S1 
para cualquier vector b y cualquier matriz no singular A. Por tanto la media 
aritmetica satisface esta propiedad, pero no todos los estimadores robustos 
la cumplen (Rousseeuw y Leroy, (1987)). 
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Definicion: Estimador de Varianza Covarianza Affine Equivariante 
Sea Xn = {x1, .•• ,xn } con Xi E RP. Un estimador de varianza covarianza es 
affine equivariante si: 
C(Axl b, ... , Axn + b) = AC(xI, ... ,xn)AT (2.9) 
donde A es una matriz no singular p x p y b es cualquier vector en RP 
{Rousseeuw y Leroy, (1987)). 
2.3.1 Estimadores Robustos Affine Equivariantes 
Son particularmente titiles en modelos con simetrfa eliptica cuya densidad 
es: 
(2.10) 
Donde "E es una matriz simetrica positiva definida. A esta familia pertenece 
la normal multivariada. 
En esta categoria clasifican los denominados estimadores M de localizacion 
y dispersion multivariados, introducidos formalmente por Maronna para los 
que posteriormente Huber y Stahel (citados por Rousseeuw y Leroy (1987)) 
demostraron que el "punto de ruptura" es a 10 sumo l/(p + 1), donde pes 
el ntimero de variables. Donoho (citado por Rousseeuw y Leroy (1987)) listo 
tambien otras tecnicas affine equivariantes mostrando que todas ellas tienen 
tambien un "punto de ruptura" de a 10 sumo l/{p + 1). 
2.3.2 	 Metodos Affine Equivariantes con Alto Punto de 
Ruptura 
Cuando se dice que un estimador posee un "alto punto de ruptura", se en­
tiende que su punto de ruptura es cercano a 0.5, 10 cual significa que el 
estimador de 10calizacion multivariado permanece limitado y que los valores 
propios del estimador de 1a matriz de covarianza son 1ejanos de a y de 00 
cuando menos de la mitad de los datos son reemp1azados por va10res arbi­
trarios {Rousseeuw y van Zomeren, (1990)). Los estimadores de interes son 
los siguientes: 
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Estimador de Stahel-Donoho 
EI primer estimador affine equivariante de localizacion y dispersion multivari­
ada, con un punta de ruptura de 0.5 fue desarrollado independientemente por 
Stahel (1981) y Donoho (1982). Este estimador es Hamado por algunos au­
tores como estimador de Stahel-Donoho (Maronna y Yohai (1995), Davies 
(1987), Gather y Hilker (1997), Becker y Gather(1999)); sin embargo, es 
discutido en Hampel, Ronchetti, Rousseeuw y Stahel (1986) en la seccion 
5.5c como the projection estimator es decir, el estimador de proyeccion, yes 
definido como el estimador de ubicacion y covarianza ponderado; de forma 
similar es referido en Rousseeuw y Leroy (1987) como outlyingness-weighted 
mean en relacion al estimador de localizacion. Una idea intuitiva de este 
etimador es present ada par Davies (1987) de la siguiente manera: 
"Sea Xn = {Xl,"" Xn} una muestra aleatoria p variada de 
tamano n. Para cada punto Xj, 1 ~ j ~ n de la muestra, los n - 1 
puntos restantes son proyectados sobre las direcciones que pasan a 
traves de Xj' Luego se determina la direcci6n para la cual Xj esta 
mas "Iejana" , a continuaci6n se asigna a Xj un peso Wj el cual es una 
funci6n decreciente de su "Iejanla". Los pesos Wj son elegidos. en 
tanto sea posible, para que el estimador resulte affine equivariante. 
Los estimadores robustos de la media y de la matriz de covarianzas 
son obtenidos tomando la media y matriz de covarianza emplrica de 
la muestra ponderada" . 
El fin entonces, es asignar menor peso a los punt os con gran "lejania". De 
acuerdo a 10 explicado por Maronna y Yohai (1995), la medida de "lejanfa" 
esta basada en la idea de que si un punta es un outlier multivariado, entonces 
existini alguna proyeccion unidimensional de los datos para la cual el punto 
es un outlier univariado, 0 como dicen Rousseeuw y Leroy (1987), aquella 
que deja mas expuesta a la observacion. Mas formalmente, este estimador 
esta definido como sigue: 
Definicion: Medida de Lejanfa r del Estimador Stahel - Donoho 
Sea Xn = {Xl, ... ,Xn} un conjunto de n puntos de datos en RP y sean 
p,(.) y a(·) estadfsticos univariados de localizacion y escala, invariante de 
localizacion y equivariante de escala, respectivamente. Entonces, la "lejania" 
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r para cualquier vector y E RP es: 
dande: 
(2.11) 
(2.12) 
donde el maximo es sobre todo a E Sp = {a E RP :11 a 11= 1} (Maronna y 
Yohay (1995)). 
Sp represent a e1 conjunto de todos los vectores unitarios. Note, y de acuerdo 
a la definicion dada en la seccion 5.5c de Hampel, Ronchetti, Rousseeuw y 
Stahel (1986), que p.(aTXn) y O'(aTXn) correponden a los estimadores de 
localizacion y escala de la distribucion de la proyecci6n a TXn. 
Definicion: Estimador Stahel - Donoho de localizacion y varianza 
Covarianza 
Sea Xn = {Xl,"" Xn} un conjunto de n punt os de datos en RP, r la me­
dida de "lejanfa" y w una funci6n peso que aplica de R+ --+ R+, contin­
ua, estrictamente positiva y decreciente y tal que r2w(r) es acotada. En­
tonces el estimador de Stahel - Donoho de localizacion y varianza covarianza 
(t(Xn), C(Xn)) es: 
(2.13) 
C (2.14) 
El valor de r(y, Xn) es affine invariante (Maronna y Yohai (1995) ), es de­
cir, r(y, Xn) = r(Ay + b, AXn + b) para cualquier matriz A no singular 
y cualquier vector b E RP, por tanto, el estimador de Stahel-Donoho es 
affine equivariante (Hampel, Ronchetti, Rousseeuw y Stahel (1986)). Si p. y 
0' corresponden respectivamente a la media y desviacion estandar, entonces 
r(y, Xn) = (Y-X)TC-l(y-x), siendo x y CIa media y matriz de covarianza 
muestraL 
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Stahel demostro que este estimador tiene un "punto de ruptura" de 0.5 en 
modelos multivariados continuos si J1 y (J' univariados usados en el ca1culo de 
r tienen a su vez un punto de ruptura de 0.5; por su parte Donoho determino 
el "punto de ruptura en muestras finitas" cuando J1 y (J' corresponden a la 
mediana y la desviacion mediana absoluta (MAD). En este caso la funcion 
rl toma la siguiente forma de Ui: 
(2.15)
medklaTxk - medj(aTxj)I 
Donoho (Rousseeuw y Leroy (1987, p. 257)) sugirio esta definicion basado 
en que la distancia de mahalanobis cl1isica puede escribirse como: 
T 
MD2(X' X ) = (max laTxi ~ 2:::j=l a Xjl)2 (2.16) 
11 n Ilall=l SD(aTxI, ... 1 aTXn) 
y como en el caso univariado la mediana y el MAD son empleados como 
estimadores robustos, entonces Donoho realizo una generalizacion al caso 
multivariado resultando Ui. Donoho tambien demostro que el punto de rup­
tura del estimador de localizacion obtenido con la medida r de la "lejania" 
de Xi definido por Ui tiende a 0.5 cuando n -4 00, asumiendo que Xn esta en 
"posicion general", es decir, que menos de p puntos de Xn yacen en cualquier 
espacio (p - 1) affine dimensional. 
En el calculo de la medida de "lejania" Maronna y Yohay (1995), utilizan 
un MAD modificado, con base en 10 sugerido por Tayler (1994); esta modifi­
cacion consiste en calcular a (J' como el promedio de las desviaciones absolutas 
kl esima y k2 esima mas pequeiias, con: 
, 
I, 
kl = P - 1 + l(n + 1)/2J (2.17) 
k2 = P 1 + l(n + 2)/2J (2.18) 
el cual es dividido por q>-1((1 kI/n)/2) para hacerlo aproximadamente in­
sesgado a la normal. 
Este estimador esta relacionado con el principio de projection pursuit; las 
soluciones practicas para la obtencion de este estimador parecen com puta­
cionalmente muy costosas; Stahel propuso un algoritmo basado en remuestreo 
para generar las direcciones a de proyeccion de los datos, pero el numero de 
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direcciones a considerar puede crecer exponencialmente con la dimensi6n de 
los datos (Pefia y Prieto, 2001); otro metodo es la proyecci6n de lfneas a 
traves de pares de puntos, otra seria traves de proyecciones sobre lineas or­
togonales a hiperplanos a traves de p puntos, este ultimo metodo es affine 
equivariante en tanto que el primero no (Rousseeuw y Leroy (1987, p. 288)). 
Existen trabajos mas recientes que sugieren que metodos heuristicos como 
los algoritmos genetic os pueden facilitar la estimaci6n de este estimador en 
alta dimensi6n (Maronna y Yohai (1995)); Pefia y Prieto (2001) sugieren 
un procedimiento en el cual las direcciones de proyeccion son elegidas con 
base en los valores de los coeficientes de kurtosis de las observaciones proyec­
tadas. La poca popularidad de este estimador parece yacer en sus dificultades 
computacionales 10 cual no significa que no pueda ser competitive 0 mejor 
que el popular estimador robusto MVE (ver mas adelante este estimador) 0 
cualquier otro estimador robusto, pues algunos autores sefialan con sus sim­
ulaciones muy buenos resultados con los estimadores Stahel - Donoho en la 
deteccion de outliers (ver por ejempl0, Becker y Gather, (1999), Maronna y 
Yohai (1995)). 
Estimadores M 
Estos estimadores fueron definidos por Huber en 1964 en la estimacion de un 
panimetro de localizacion en una dimension; posteriormente, Huber prueba 
en un contexto generalla consistencia y la normalidad asint6tica bajo condi­
ciones relativamente debiles (Lopuhaa, (1989)). En 1976, Maronna define 
los estimadores M para 10calizaci6n y covarianza multivariadas. Esta defini­
cion fue extendida por Huber en 1981, definiendo los estimadores M de la 
siguiente manera: 
Definicion: 
Sea Xn = {Xl, ... ,xn} un conjunto de n puntos enRP; los estimadores M de 
localizacion y covarianza multivariada son el par (t, C) tales que: 
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donde: d; (Xi - t)TC-1(Xi t) (2.21) 
Y Vi, V2 Y V3 son funciones de valor real en [0,00) 
Huber propuso tamar a V3(Y) 1 y Vi(Y) = 1/J(y)/y para i = 1,2 can 
1/Jl(Y) = 1/JH(Y, k) min{y, max{y, -k}} es la funcion conocida como Jun­
cion psi de Huber, la cual esla derivada de una funcion simetrica p(y), que es 
cuadnitica en la mitad y crece mas lentamente que y2 a medida que y ---4 00: 
La existencia y unicidad de las soluciones de las ecuaciones dadas fueron 
demostradas para V3 = 1 (Maronna( 1986) y Huber (1981); cit ados por Lop­
uhaa (1989») e igualmente la consistencia y norm ali dad asintotica de los 
estimadores M (Maronna (1976), citado por Lopuhaa, (1989». 
Maranna (1976) y posteriormente Huber(1981) (citados por Lopuhaa (1989» 
mostraron que el "punto de ruptura" para los estimadores M hall ados medi­
ante la soluci6n del par de ecuaciones dadas, es a 10 sumo l/{p + 1), dado 
que se asume monotonicidad constante de V2 y V3, por 10 que desde el punta 
de vista del "punto de ruptura", estos estimadores son mas sensibles a out­
liers en altas dimensiones debido al "punto de ruptura" del estimador M de 
la matriz de covarianza (Lopuhaa, (1989». Lopuhaa, (1992) propone algu­
nas mejoras para alcanzar mayor eficiencia asint6tica y un "alto punto de 
ruptura" en alta dimensi6n. 
Estimadores S 
Rousseeuw y Yohai (1984) (citados por Rousseeuw y Leroy (1987» introdu­
jeron en el campo de regresi6n la clase de estimadores S, los cuales posccn 
"alto punta de ruptura" y son affine equivariantes. Una generalizacion de 
estos estimadores para 10calizaci6n multivariada y covarianza es como sigue 
{Rousseeuw y Leroy, (1987, p.263), Lopuhaa (1989»: 
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Definicion: 
Sea Xn = {Xl, X2, ... ,Xn} un conjunto de n datos enRP y p : R --l> [0,00) que 
satisface las condiciones: 
• 	 (AI) p es simetrica, su derivada '¢ escontinua y p(O) = 0 
• 	 (A2) Existe una constante finita Co > 0 tal que p es estrictamente 
creciente en [0, col y constante en [Co, 00). 
Un estimador S para localizacion multivariada y covarianza es la solucion 
en = (t, C) al problema de minimizar 101 (el determinante de C) sujetos a: 
(2.22) 
Denotando como (Pn) a este problema de minimizacion. 
La constante 0 < bo < sup(p) puede elegirse de acuerdo con una distribucion 
supuesta. Por ejemplo, si Xl, X2, ... ,Xn son una muestra de una distribu­
cion eliptica, entonces bo se elige por 10 general como E<I>p(1I XO II). Los 
estimadores S de localizacion y covarianza pueden ser vistos como robusti­
ficaciones del metodo de minimos cuadrados. Si bo = p, y p(y) = y2 se 
obtienen lamedia muestral y la covarianza muestral com~ las unicas solu­
ciones de (Pn) (Lopuhaa (1989)). 
Davies (1987) probo la existencia y la consistencia'de los estimadores S, y ob­
tuvo la normalidad asint6tica. Lopuhaa (1989), mostro que los estimadores 
S satisfacen las condiciones de primer orden de los estimadores M, es decir, 
las ecuaciones (2.19) y (2.20), mostrando que cualquier solucion en de (Pn) 
satisface las ecuaciones: 
1 	n
- L u(£4) (Xi - t) = 0 	 (2.23) 
n i=l 
(2.24) 
donde v{y) = '¢(y)y - p{y) + bo y u(y) = '¢(Y)/Yi sin embargo existe una 
diferencia respecto a los estimadores M pues los estimadores S son original­
mente definidos en Ia minimizacion de (Pn), Y no como la solucion unica a 
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la ecuacion planteada por Huber en su definicion de estimadores M dadas 
en las ecuaciones (2.19) y (2.20), sino que corresponden a una solucion con 
"alto punta de ruptura" (es decir, un estimador S es una raiz de iteracion 
de una estimacion M (Rocke, (1996»). Al satisfacer las ecuaciones (2.19) 
y (2.20), los estimadores S tienen el mismo comportamiento asintotico y 
funcion de influencia que la de los estimadores M, alcanzando la varianzas 
asintoticas logradas por estos pero con un "punto de ruptura" que Hega a ser 
considerablemente mayor cuando la dimension p aumenta (Lopuhaa, (1989». 
Habitualmente los estimadores S para localizacion multivariada y dispersion 
son definidos usando una funcion p como la Hamada "funcion biponderada" , 
que no vade con la dimension; la unica acomodacion a la dimension es es­
calar la distancia de mahalanobis, d, considerando p(d/c) donde c varia con 
la dimension para mantener el breakdown deseado; entonces, en vez de tener 
como restriccion del problema de minimizacion a n-1 'E-p(di ) = bo (donde el 
punta de ruptura del estimador esta dado por la razon de bo al maximo de p. 
Rocke, (1996» se tiene a n-1 'E-p(ddc) = bo, donde bo y c se eligen de modo 
que E(p(d/c» = bo y bo = rp(c), con r correspondiendo al punto de ruptura, 
el cual por 10 general se toma cercano a 0.5. 
Rocke (1996), muestra que 10 anterior implica que el estimador en alta di­
mension pierda la habilidad de rechazar outliers que estan muy lejos de la 
masa principal de puntos (es decir, no aplican peso cero a outliers obvios en 
alta dimension, y por tanto tienen una Hamada probabilidad asintotica de 
rechazo pequeiia), aun euando sean pocos, es decir, en alta dimension los 
estimadores pueden tener un "alto punta de ruptura" de aproximadamente 
50% pero fallan en el rechazo de outliers alejados. Esta situacion produce 
eierta no robustez 10 eual tiene implicaciones practicas. Algunas soluciones 
para este ultimo problema pueden verse en Rocke (1996). 
Estimadores MVE y MCD 
Rousseeuw en 1984 introdujo dos estimadores affine equivariantes de local­
izacion, para los cuales mostro que el "punto de ruptura en muestras finitas" 
c:~ esta dado por: 
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con p el numero de dimensiones y LaJ el entero mas grande que es menor 0 
igual a a; muestra adem as que e:~ -+ 0.5 cuando n -+ 00. Estos estimadores 
fueron llamados Estimador de Elipsoide de Minimo Volumen (MVE) y el 
Estimador de Determinante de Covarianza Minimo (MCD). Rousseuw mostro 
que ambos estimadores son consistentes, que el MCD es asintoticamente 
normal con factor de norma de n1/ 2 , en tanto que el MVE tiene un factor 
de norma de n 1/ 3 y su distribucion limite no es normal (Davies, 1987). En 
ambos casos la idea es hallar un estimador bas ado en una fraccion de los 
datos que se presume no contaminados. Veamos cada uno. 
Estimator MVE 
Sea Xn {Xl,'" ,xn}, con Xi E RP. EI estimador MVE t de localizacion 
multivariado corresponde al centro del elipsoide de volumen minimo que 
cubre al menos el 50% de los puntos; el estimador MVE de covarianza C 
corresponde al volumen de dicho elipsoide multiplicado por un factor de cor­
reccion para obtener consistencia (Rousseuw y Leroy, 1987 p.258). 
Mas formalmente (Rousseeuw y van Zomeren, 1990): el estimador MVE 
de localizacion y covarianza multivariado es el par (t, C) tales que el deter­
minante de C es minimizado sujeto a: 
(2.26) 
donde 
(2.27) 
con [k] la parte entera de k. a2 es una constante que puede tomarse igual 
a X5.5,P cuando se espera que la mayoria de los datos provengan de una dis­
tribucion normal. Cuando la muestra es pequeiia puede requerirse un factor 
de correccion c2 que depende de n y p. Mediante simulacion, Rousseeuw y 
n,p 
van Zomeren (1990) sugieren usar ~'P = (1 + 15/(n - p))2 como un factor de 
correccion razonable para muestras pequeiias. 
Este estimador es affine equivariante debido a que la imagen de un elip­
soide a traves de una transformacion affine no singular, es decir, de la forma 
X -+ Ax+h es tambien un elipsoide con volumen igual a Idet(A)1 xvol ,donde 
vol es el volumen original y dado que Idet(A)! es una constante, el tamaiio 
relativo del elipsoide no cambia bajo transformaciones affine (Rousseeuw y 
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Leroy, 1987 p.258). 
Una justificaci6n intuitiva de este metodo, como 10 expresa Pena (2002), 
consiste en la idea de que los puntos atfpicos estanin en los extremos de la 
distribuci6n, por 10 que se puede buscar una zona de alta concentraci6n de 
puntos que presumiblemente seran puntos buenos, y con los cuales se deter­
mine el centro de los datos y la matriz de covarianzas. Para hallar esta zona 
de alta densidad de puntos se exige que el elipsoide que cubra al menos eI 
50% de los datos tenga volumen minimo. 
En cuanto al calculo de este estimador, se tiene que en muchos casos no 
es factible considerar todas las "mitades" de los datos para calcular el volu­
men del elipsoide mas pequeno alrededor de elIos; asf que algoritmos para el 
calculo aproximado han sido propuestos. EI primero de ellos es conocido co­
mo el algoritmo de remuestreo (Rousseeuw y Leroy, 1987 p. 259; Rousseeuw 
y van Zomeren, 1990), la idea basica es bus car un numero pequeno de pun­
tos "buenos" (es decir, que no contenga outliers) en vez de k puntos malos 
en donde k = 1,2,3, .... Se comienza extrayendo una submuestra de p + 1 
observaciones diferentes, indexada por j = {i l , ... , ip+d, se calcula la corre­
spondiente media aritmetica y la matriz de covarianza: 
(2.28) 

C j = ! "L)Xi - tj)(Xi - tjf (2.29) 
P iEj 
con Cj invertible y xh,"" Xip+l estan en posici6n general. El elipsoide 
correspondiente es inflado 0 deflactado de modo que contenga exactamente 
h puntos, 10 cual equivale a calcular: 
m; {(Xi - tjfC(Xi - tj)h:n (2.30) 
- medi=l,... ,n{(Xi - tjfC(Xi tj)} (2.31) 
donde mj es el factor de magnificaci6n derecho; por tanto, el volumen del 
elipsoide resultante correspondiente a mJCj es proporcional a: 
30 
Lo anterior es repetido para muchos J, y luego se retiene s610 aquel para el 
eual (2.32) tiene el valor mas pequeno. Con este subeonjunto se ealcula: 
(2.33) 
(2.34) 
La determinacion del numero de submuestras J a considerar depende de un 
argumento probabilistico, dado que se desea confiar en que se hallaran sufi­
cientes submuestras que consist an de p + 1 puntos buenos. La probabilidad 
de que al menos una de m submuestras consist a exclusivamente de puntos 
"buenos" , cuando la muestra original contiene una fraccion c de outliers, es 
aproximidamente: 1- (1- (l-c )P+1)m. Cuando se fij a que dicha probabilidad 
exceda un valor fijo dado k, es posible obtener el numero m de replicaciones 
para val ores dados de p y c. Rousseeuw y Leroy (1987, p. 198) presenta los 
valores sugeridos para k = 0.95. 
El segundo algoritmo propuesto es denominado Algoritmo de Proyecci6n de­
scrito a continuacion (Rousseeuw y van Zomeren, 1990): Para cada punta XI 
se calcula: 
(2.35) 
siendo L y S los estimadores MVE en una dimension (para p = 1 el elip­
soide de volumen minimo se reduce a la mitad mas corta) que se calcu­
Ian asi: para cualquier conjunto de numeros YI ::;; Y2 ::;; ... ::;; Yn se de­
termina la mitad mas corta tomando la mas pequena de las diferencias 
Yh - YI, Yh+1 - Y2,···, Yn - Yn-h+l· Si la diferencia mas pequena corresponde 
a Yj - Yj-h+I entonces L es el punto medio de la correspondiente mitad, 
L(yI,"" Yn) = (Yj + Yj-h+I)/2 Y S(y!, ... ,Yn) = c(n)(Yj - Yj-h+l) donde 
c(n) es un factor de correccion que depende del tamano muestral. Sinembar­
go no todas las posibles direcciones v pueden ser intentadas y es necesario 
por tanto hacer una seleccion: todos los v de la forma Xl - A1, I = 1, ... , n 
y M (medianaj=l,... ,n{Xjr}, ... ,median8.j=l,... ,n{Xjp}). En el algoritmo se 
actualiza un arreglo (Ui)i=I, ... ,n en tanto que I varia de 1 an. 
El algoritmo de remuestreo es affine equivariante pero no invariante ante 
permutacion, pues el reordenamiendo de las observaciones cambia las sub­
muestras aleatorias. En cambio, el algoritmo de proyeccion es invariante ante 
permutaciones pero no es affine equivariante. 
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Otros procedimientos basados en algoritmos geneticos se encuentran actual­
mente implementados en el paquete SPLUS (ver secci6n 3.2.2). 
Estimador MCD (Covarianza de MInimo Determinante) 
Consiste en una generalizaci6n del estimador LTS (Least Trimmed Squares) al 
caso multivariado. El estimador de 10calizaci6n es definido como la media de 
los In/2J +1 puntos para los cuaIes su correspondiente elipsoide de tolerancia 
elasica tiene el volumen minimo 0 equivalentemente, aquellos para los cuales 
la matriz de covarianza tiene el determinante mas pequeno; el correpondiente 
estimador de covarianza es la matriz de covarianza del subcojnunto de puntos 
multiplicada por una constante para obtener consistencia en el caso normal 
multivariada. Este estimador es asint6ticamente normal con factor norma de 
1n / 2 . Este estimador es affine equivariante y tiene el mismo punta de ruptura 
que el MVE. 
32 

Parte II 

SIMULACIONES 
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Capitulo 3 
ALGORITMOS Y 

SIMULACIONES 

La metodologia propuesta para la construccian de la carta T2 robusta en la 
etapa 1 de la fase I de control, consiste en: 
1. 	 Definir las condiciones de proceso: numero de variables, distribucian 
de base y tamano de muestras (ver secdan 3.1) 
2. 	 Dada una muestra aleatoria de n observaciones individuales del pro­
ceso, el estadfstico T2 de la carta se obtiene mediante la sustitucian 
de los estimaciones usuales insesgadas del vector de medias y de la 
matriz de varianzas covarianzas por las estimaciones correspondientes 
al procedimiento de estimacian robusto considerado; para el caso, las 
estimaciones derivadas de los estimadores S, MVE, y Stahel - Dono­
ho (ver secdan 3.2 algoritmos especfficos). Con esto tendrfamos un 
T;'i = (Xi - ftr)TE;l(Xi - ftr), donde ftr YE;l son las correspondientes 
estimadones robustas del vector de medias y la matriz de covarianza. 
3. 	 Los correspondientes UCL's son determinados mediante simulacian fi­
jando una tasa de falsa alarma total de 0.05 (ver seccian 3.3). Notar 
que esta es una tasa total dado que los correspondientes T;'i son com­
parados simultaneamente con el UCL, y no uno a uno, pues en la etapa 
1 de la fase I de control se toman n observaciones histaricas del proceso. 
Para probar la robustez de los tres procedimientos robustos se definen tres 
metodos de contaminacian, los cuales se describen en la seccian 3.4, con los 
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cmiles se aborda tres de las posibles desviaciones del proceso: solo desvia­
dones de la media, solo perturbacion de la estructura de varianzas covari­
anzas, desviaciones en medias y perturbacion de las varianzas covarianzas. 
Para determinar el desempefio de los tres procedimientos, se definen cuatro 
medidas, las cuales se describen en la seccion 3.5, y que se calc ulan como un 
promedio en 1000 simulaciones en cada uno de los escenarios de simulacion. 
Para el amilisis de resultados se recurre a la construcci6n de graficos de las 
medidas de comparaci6n para los procedimientos robustos en cada escenario 
de simulaci6n. Los algorimos y simuaciones han sido implementadas en el 
paquete R 1.3.1 (para los procedimientos S, Estahel - Donoho y el usual) y 
SPLUS 6 (procedimiento MVE). 
3.1 Condiciones de Proceso 
Se consideran las siguientes condiciones: 
• Vigilancia simultanea de p = 2 caracteristicas de calidad 
• Proceso Normal bivariadoj dadas las propiedades de invarianza del es­
tadistico T2, se considerara sin perdida de generalidad que los parametros 
de proceso bajo control son :E = 12 Y Jio = 0 
• Se observan n = 30 subgrupos de tamaiio 1 observaciones individuales 
3.2 Obtencion del Estadistico T2 
se utilizan cinco procedimientos de estimacion, los cuales se distinguiran 
mediante la siguiente notacion: 
• 	USUAL: Carta T2 obtenida mediante estimadores usuales. 
• 	SDE: Carta T2 obtenida mediante estimadores Stahel - Donoho sin 
corecci6n. 
• 	SDEC: Carta T2 obtenida mediante estimadores Stahel - Donoho con 
correccion. 
• 	MVE: Carta T2 obtenida mediante estimadores MVE. 
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• SE: Carta T2 obtenida mediante estimadores S biponderados - metoda 
iterativo 
Veamos cada uno; 
3.2.1 Procedimiento USUAL 
Dado el conjunto de observaciones muestrales, se obtienen las distancias 
cuadradas de Mahalanobis, utilizando los estimadores muestrales de media 
y matriz de varianza - covarianza. Se utilizan las rutinas mean y var del 
programa R para obtener estos estimadores y la funcion mahalanobis del 
mismo paquete, para calcular las distancias de Mahalanobis. 
3.2.2 Procedimiento MVE 
Sobre el conjunto de datos se aplica la rutina SPLUS cov.mve, de la cual 
se guarda la estimacion de media y matriz de covarianza; a continuacion se 
aplica la funcion SPLUS mahalanobis para obtener las distancias de Maha­
lanobis correspondientes. La funcion cov. mve estli basada en un algoritmo 
genetico, que de acuerdo a la documentacion del help del SPLUS, opera como 
sigue: 
"Sea n el numero de observaciones y pel numero de variables. El estimador 
MVE de covarianza es la matriz de covarianza definida por el elipsoide de vol­
umen minimo entre todos aquellos que contienen l(n+p+l)/2J de los puntos. 
Especificamente la funci6n cov.mve de SPLUS devuelve estimaciones pon­
deradas con pesos basados en el estimador del elipsoide de volumen minimo, 
el cual se obtiene construyendo por muestreo aleatorio una poblacion de vec­
tores los cuales se componen de los numero de las observaciones incluidas 
en esa componente. Se toman luego muestras aleatorias de la poblacion, 
y con cada uno de los conjuntos de observaciones seleccionados se calculan 
las matrices de covarianzas cllisicas; las mejores soluciones segun el elipsoide 
de volumen minimo son guardadas en el stock de la poblacion. En la fase 
genetica dos padres son tornados para obtener con ellos una descendencia que 
contiene una muestra de las observaciones de los padres. Los dos mejores (en­
tre padres y descendecia) son retenidos en el stock. Procesos de mutacion 
tambien son contemplados. La mejor de todas las soluciones halladas es 
usada para calcular la matriz de covarianza final. Luego, las distancias de 
Mahalanobis calculadas con la estimacion MVE de la matriz de covarianzas 
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escalada, son comparadas con el percentil 97.5% de una ji cuadrado X;, dan­
do un peso de uno (1) a las observaciones con distancias menores y cero (0) 
en caso contrario. Las estimaciones finales MVE son la media y la matriz de 
varianzas covarianzas reescalada de los puntos con peso de uno (1)". 
3.2.3 Procedimiento SDE 
Se aplico el SDE con fundon de peso tipo "Huber" dada por la expresion: 
WH(I) = I(r S c) + (c/r)q I(r > c) (3.1) 
donde la constante de escala c se tome igual a JX~(f3), con f3 = 0.95 Yq 2, 
pues de acuerdo a Maronna y Yohai (1995), el estimador SDE con esta dos 
caracteristicas es capaz de retener una alta eficiencia para datos multivaria­
dos, y es capaz de detectar patrones difidles de outliers multivariados. 
Como la dificultad pnictica con este estimador yace en el caJcuio de r I la 
medida de illejania", se siguio una sugerencia descrita en Maronna y Yohai 
(1995), que dice 10 siguiente: 
"Para p = 2 uno puede tomar un grid suficientemente fino en 
Sp = {a E RP :11 a 11= 1}; los experimentos numericos mues­
tran que 50 puntos equiespaciados en Sp n {Xl .2: O} donde Xl 
es la primera coordenada de X, resultan suficientes para todos los 
prop6sitos pr,kticos ... " 
Stahel propuso una version aproximada de r de Ia siguiente forma (Maronna 
y Yohay (1995): 
"Defina f como r pero donde el maximo es tornado para a en 
un conjunto finito A, definido por cada submuestra X de tamano p 
en X; si a es la direcci6n de magnitud uno (1) ortogonal al hiper­
plano que contiene a X. entonces A es el conjunto de todos los a 
as! definidos." 
Para el caso donde en la definici6n de r se toma a I-" como la mediana 
ya (J como el MAD modificado dividido por <])-I((1+kI/n)/2) para 
hacerlo aproximadamente insesgado en la normal, los experimentos 
numericos muestran que para p = 2 no hay pr;kticamente diferencia 
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entre el T exacto calculado mediante una rejilla y r, aun para n tan 
pequeno como 10." 
Tomando en consideracion 10 anterior se decidio hallar todas las submuestras 
de tamafio p = 2 del conjunto de n = 30 observaciones bivariadas (es decir, 
435 pares posibles), cada una de las cuales determina una recta en R2, y 
calcular los correspondientes vectores ortogonales unitarios a a cada una, 
para obtener asi el conjunto finito A sobre el cual se halla la medida de 
({lejania", proyectando ortogonalmente el vector algebraico asociado a cada 
observacion sobre los vectores en A. Luego a los Ti de cada observaci6n, se 
aplica la funcion de peso "Huber" tal como se describi6, para el calculo de 
los pesos Wi a usar en la correspondiente estimacion del vector de medias y 
de la matriz de varianzas covarianzas ponder ados. 
3.2.4 Procedimiento SDEC 
Para efectos de deteccion de outliers Maronna y Yohai (1995) sugieren escalar 
las distancias de Mahalanobis obtenidas con los estimadores SDE, con el fin 
de superar la desventaja que este tiene y que consiste en que a veces a puntos 
"buenos" tambien les asigna valores grandes de T, para ello, se ordenan las 
distancias calculadas en forma ascendente, se calcula la mediana de dichas 
distancias y la cantidad c = med{d(i)}F(i/(n + l);p, n - p)!F(0.5;p, n - p), 
donde F(a, vI, v2) es el percentil 1 - a de la distribucion f con vI y v2 
grados de libertad; esto se hace debido a que las distancias ordenas di­
vididas por su correspondiente mediana son aproximadamente iguales al 
factorF(i!(n + 1);p, n p)/F(0.5;p, n - p), suponiendo normalidad (Maron­
na y Yohai (1995)). Se aplica luego una funcion de peso tipo Hubert la cual 
asigna 1 si la distancia ~ :::; c y el valor de 0 en caso contrario. Con es­
tos pesos se halla el vector de medias y la matriz de varianzas covarianzas, 
ponderados. 
3.2.5 Procedimiento SE 
Definiendo los estimadores S de localizacion y de forma multivariados, como 
el vector t y la matriz semidefinida positiva C que minimiza a Ik2 C/ suje­
tos a n-1 Ep([(Xi - tf(k2Ct1(Xi - tW/2) = bo 0 bien, n-1 Ep(ddk) = bo 
(Woodruff y Rocke (1994)) ,en donde p corresponde ala funcion biponderada 
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dada por: 
d. c _ { d2/2 - d4 /(2c2) +d6 /(6c4 ), 0:::; d:::; c; 
Pb( , ) - c2 /6, d > c 
1fb(d; c) = p'(d) = { ~~1 - (d/c)2)2, ~; ~:::; c; 
En la figura 3.1 Pueden observarse estas funciones. Las constantes c y bo 
son ajustadas para alcanzar un punta de ruptura de 0.5, que de acuerdo a 
Rousseeuw y Leroy (p. 142, 1987) para p = 2 corresponden a 1.547 y 0.1995 
respectivamente, con bo = (1/2)p(c). 
La anterior definicion de un estimador S permite aplicar un esquema iterativo 
para aproximar su caJculo. Woodruff y Rocke (1994) proponen un metodo, 
basado en la definicion del estimador S como el minimo global de la funcion 
de criterio. Al respecto dicen: 
"Este mlnimo global debe ser una de las ralces de las condiciones 
de primer orden que son resueltas en el algoritmo, pero pueden ser 
otras ralces. Una peculiaridad de la busqueda del mlnimo global es 
que no hay algoritmo conocido, eficiente 0 no, que garantice hallarlo. 
Tampoco existe prueba que pueda decidir si el mlnimo global ha sido 
hallado... As! el estimador 5 te6rico no puede usarse en la pr,ktica 
porque no puede obtenerse. Se debe trabajar con algoritmos que 
hallen una 0 mas rakes de las ecuaciones de estimacion 5 y elegir 
aquella con el valor de criterio mas bajo." 
El algoritmo propuesto por Woodruff y Rocke (1994) es como sigue: 
• 	Esquema de Iteraci6n para Estimadores S 
1. 	 Al comienzo, se tiene la matriz de entrada X nxp y los valores iniciales 
para el vector de localizacion to y la matriz de forma Co. Ajustar la 
iteracion j = 0 y el criterio de parada Not. Converge=TRUE 
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Figura 3.1: Graficos de la funcion biponderada para los estimadores S. La 
funcion p biponderada es tal que su funcion de peso w asigna menores pesos a 
valores de la distaIfcia escalada de Mahalanobis de las observaciones, cercanas 
(pero menores) al umbral c, el peso desciende proporcional al cuadrado de 
las distancias cuadradas. 
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2. Mientras (Not. Converge=TRUE), haga: 
(a) j = j + 1 
(b) Calcule las distancias de mahalanobis 

d;j) = [(Xi - t(j-l»)T(C(j-l»)-l(Xi - t(j-l»)p/2 

(c) Calcule k(j) como la solucion de n-1 E p(d}i) /k(j)) = bo 
(d) Reemplace los dY) con las distancias ajustadas d~j) = dP) /k(j) 
(e) Calcule t(j) = w(dlj»)xi/Ew(d~j») 
(f) Calcule e(j) = p w(d~j»)(Xi - t(j»)(Xi - t(j))T / v(d~j») 
(g) Si t y C no han cambiado mucho, entonces Not. Converge=F ALSE 
3. Retorne t(j) y eU) 
Finalmente, para obtener los estimadores definitivos, se realiza una repon­
deracion, calculando las distancias de mahalanobis at con t(j) y e(j) resul­
tantes en el esquema anterior, las cuales se comparan con (1 + 15/(n ­
P))2x5.95med{at}/X5.5 (Maronna y Yohai, (1995)), a los valores menores 0 
iguales se les asigna un peso w de 1, en caso contrario el peso es cero; los 
estimadores finales son cal cui ados como: 
T(X) (~wr t.Wi~ (3.2) 
C(X) = (~Wi 1r' t. Wi(~ -T(X))(~ T(XW (3.3) 
En experimentos de simulacion desarrollados por Woodruff y Rocke (1994), 
se llega a la conclusion que en algoritmos para estimacion en dos etapas, el 
MCn constituye un buen comienzo para obtener las estimaciones de entrada 
en el esquema de iteracion en la bUsqueda aproximada de los estimadores S. 
Por ello se tomo como to y CO los correspondientes estimadores MCn, estos 
son obtenidos usando la funcion cov. mcd del programa R. 
3.3 Calculo de VCL's 
El algoritmo, que es el mismo utilizado por Sullivan and Woodall(1996), apli­
cado con cada uno de los cinco procedimientos, es el siguiente: Para cada 
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muestra de tamaiio 30 de una N2 (O, 12 ), se obtiene la distancia (cuadrada) 
maxima de Mahalanobis. Al replicar 5000 veces este procedimiento se obtiene 
un vector de 5000 val ores (maximos). Se calcula entonces el UeL como el 
percentil 95 de este vector. De esta forma, se obtiene empfricamente el valor 
critico correspondiente, tal que la probabilidad de falsa alarma (es decir de 
almenos un punto arriba del UeL) es de 0.05. Si bien para el procedimiento 
USUAL se conoce la distribucion teorica de las distancias de Mahalanobis, 
en los demas metodos que constituyen aproximaciones a los estimadores cor­
respondientes, no se conoce en muestras finitas su distribucion exacta, por 
ella el UeL puede calcularse por este metodo; y para mantener una misma 
metodologfa, 10 anterior tambien se realizo con el procedimiento USUAL. 
La idea basica del algoritmo es determinar la extension en la cual los efectos 
puramente aleatorios pueden causar valores extremos. Por ejemplo, en el ca­
so univariado con cartas de control para la respuesta media bajo el supuesto 
de normalidad, se fijan lfmites en x ± 3u, fijando la extension para el rango 
de valores en los que cualquier variablidad es consecuencia del sistema de 
causas puramente aleatorias, bajo el modelo normal definido para las medias 
del proceso, cubriendo el 99.73%. Para nuestro caso, la extension para la 
cual se fija el rango de variacion explicado por causas aleatorias es aproxi­
madamente el 95%. 
Siguiendo el procedimiento descrito se obtuvieron los siguientes UeL's: 
MVE SEUSUAL 
24.93355 20.2441010.51234 
3.4 Escenarios de Simulaci6n 
Tres tip os de contaminacion fueron probadas, y en eada eseenario posible se 
realizaron 1000 simulaciones. Los escenarios fueron como sigue: 
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• Contaminaci6n Desviaci6n de la Media: 
Se generan N = 1,2,3,4,5,6,7 outliers del tipo Np (8, 12). ubicados aleatori­
amente entre un total de n = 30 observaciones, con 8 tal que el panimetro 
de no centralidad, d2 = 8T I218 8 112= 5,10,15,20,25, para un total de 35 
escenarios. 
Contaminaci6n con desviaci6n de la media 
a Q 
".... Dbs. Oislob Oliginal I 
i-. Dbs, Olstrlb Contaml~a 
'" 
a 
'" 
a 
.... 
'"X 
a 
<D 

0 

It> 
0 ..J
" 
a 
'" 
30 
X1 
Figura 3.2: Ilustracion de una muestra contaminada con observaciones que 
presentan una desviacion en su vector de medias respecto al modelo de base. 
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• Contaminacion Simetrica: 
.Be generan N = 1,2,3,4,5,6,7 outliers del tipo Np(O, ,XI2), con el panimetro 
,X = 1.5,2,2.5,3.5,4.5,8, 10, 12, 16, ubicados aleatoriarnente entre n = 30 
observaciones, para un total de 63 escenarios. 
Contaminacl6n slmetrlca 
"i!\, Obs, Qistrib Original 
~. Obs, Oistrib Contami~ 
".,' 
•
'. 
• 
• 
o I 
..::t ~. 
oJ <. .' N : l p .• ~ 
20 40 60 eo 100 
Xl 
Figura 3.3: Ilustraci6n de una rnuestra contaminada con observaciones que 
present an una matriz de varianzas covarianzas inftada. 
• Contaminacion Cruzada: 
", 
Se generan N = 1,2,3,4,5,6,7 outliers del tipo Np (6, ,XI2), ubicados aleato­
riamente entre un to~al de n 30 observaciones, con 6 tal que el panimetro 
de no centralidad, d? = 6T I216 =11 6 112= 5,10,15,20,25, y el panimetro 
,X = 1.5,4.5,8.5,12.5, para un total de 140 escenarios. 
3.5 Medidas de Comparaci6n 
Los cinco procedirnientos fueron comparados a traves de cuatro me did as 
obtenidas mediante 1000 simulaciones: Sea: 
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Contamlnaci6n eruzada 
~<~.. Obs. Distrtb Original 

~. Obs. Di.lnb Contami 
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Figura 3.4: Ilustracion de una muestra contaminada con observaciones que 
presentan una desviacion en su vector de medias y una matriz de varianzas 
covarianzas inflada respecto al modelo de base. 
• NSIM: Numero de simulaciones, que corresponde a 1000. 
• N: N umero de outliers en cada muestra. 
• n: Tamaiio de muestra, corresponde a 30. 
Las medidas de desempeno fueron definidas en forma similar a las definidas 
por Kosinski (1999): 
• Proporei6n Promedio de Senales: 
1 NSIM n[1 1 
pore. serial = NSIM 	 L -~ I(lj = 1) (3.4) 
l=l n )",,1 
donde lj = 1 indica que dJ ~ UCL. Luego I(lj = 1) = 1 si se cumple 
la anterior condici6n. pore.senal es la proporcion promedio de sen ales 
producidas por un procedimiento en muestras de tarnano 30, cuando 
hay N outliers. 
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• Proporcion Promedio de Enmasearamiento: 
1 NSIM [1 N 1 
porc.enmasc = NSI.AI t; N j;I(mj = 1) (3.5) 
mj = 1 indica que d*/ < UGL, donde d*2 es la distancia cuadrada de 
Mahalanobis calculada para el j-esimo outlier en la muestra de tamafio 
30. I(mj = 1) = 1, si se cumple la anterior condicion.pore.enmase 
es la proporcion promedio de outliers enmascarados en muestras de 
tamafio 30 cuando hay N outliers. 
• Proporci6n Promedio de Swamping: 
1 NSIM [ 1 n-N 1 
pore.swamp = NSIM t; n - N j; I(sj = 1) (3.6) 
Sj = 1 indica que dj*2 2:: UGL, donde d**2 es la distancia cuadrada de 
Mahalanobis calculada para la j -esima observacion no contaminante 
en la muestra de tamafio 30. I(sj = 1) = 1 si se cumple la anteri­
or condicion. pore.swamp es la proporcion promedio de puntos no 
contaminantes que un procedimiento seiiala arriba de su DCL, en la 
presencia de N outliers en la muestra. 
• Proporcion Promedio de Outliers Deteetados: 
OJ = 1 indica que dj2 2:: UGL, donde d*2 es la distancia cuadrada de 
Mahalanobis calculada para el j -esimo outlier en la muestra de tamaiio 
30. I(oj = 1) 1, si se cumple la anterior condicion. pore.detee.out 
es la proporcion promedio de outliers en una muestra de tamafio 30 que 
son detectados por un procedimiento, cuando hay N outliers en total. 
El esquema de simulacion corresponde al diagrama de flujo presentado en 
la figura 3.5. Los algoritmos para el ca1culo de los DCL's, contaminacion, 
estimacion, y obtencion de las medidas de desempefio pueden verse en el 
apenciice. 
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Figura 3.5: Esquema de Simulaci6n 
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Capitulo 4 
RESULTADOS Y ANALISIS 
DE LAS SIMULACIONES 
La totalidad de gnificos sobre los cuales. se apoya este capitulo pueden ser 
consultados en el apendice G. S610 algunos de ellos son presentados dentro 
de este capitulo con el fin de de agilizar la lectura del mismo. 
4.1 	 Contaminaci6n con Desviaci6n de la Me­
dia 
4.1.1 	 Efectos Sobre Proporci6n Promedio de Outliers 
Detectados 
Ver figuras 4.1 y 4.2 y apendice G. En general se observa que para N fijo, a 
medida que se incrementa el parametro de no centralidad cF, esta proporci6n 
aumenta para los cinco procedimientos. Sinembargo mientras N aumenta, 
las curvas relativas a los cuatro procedimientos robustos, tienden a adoptar 
una concavidad hacia arriba, es decir, que el incremento en esta proporci6n 
se desacelera debido a la presencia de mas outliers. Es mas, a medida que 
aumenta N disminuye la proporci6n de outliers detect ados por todos los cin­
co procedimientos. 
Para N = 1 el procedimiento USUAL es el mejor, aunque muy cercano a 
el aparece el SDE y en tercer lugar el SE. Pero, para N 2:: 2, este proced­
imiento es superadD por todos los procedimientos robust os considerados, y 
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e1 SE es el que se impone a todos mientras d2 aumenta. El USUAL decae 
nipidamente a1 punto que para N = 4 ya no detecta ninguno de los outliers; 
el SDE Ie sigue pero no decae tan nipido como el USUAL, sino que para 
N = 2 compite con el SE, y para N = 3, aunque por debajo del SE y del 
MVE, compite con este ultimo. Para N 6 a 7 se acelera su decaimiento, 
al punto que en el ultimo caso se encuentra bast ante proximo al USUAL que 
pnicticamente no detecta. 
EL SDEC siempre detecta en menor proporcion que los procedimientos SE 
y MVE en todo el rango de N =1 a 7; es inferior al SDE mientras N S; 3; 
en N = 4 ambos Stahel - Donoho detect an pnicticamente con las mismas 
proporciones, y para N ;::: 5, el SDEC supera a1 SDE, aunque tambien esta 
decayendo conforme N aumenta. 
Comparando el SE con el MVE, se puede concluir de los graficos que mien­
tras d2 ;::: 5 y 1 S; N S; 4, el primero es superior al segundo. A partir de 
N = 5 se aprecia que ambos procedimientos son similares para d2 S; 15 y que 
la diferencia entre ellos se acorta con el aumento en N. Tambien es notable 
que el SE es el unico de los procedimientos analizados, que en el rango de 
1 S; N S; 6 siempre alcanza una proporcion de deteccion ~ 0.50 para ~ = 25, 
en tanto que el MVE solo 10 logra para 1 S N s 4. 
En sintesis, cuando N = 1 el procedimiento USUAL es el mejor para de­
tectar, aunque el SDE esta bastante proximo y el SE no 10 hace mal, pero 
para N ~ 2 es mejor el SE para detectar los outliers provenientes de con­
taminacion con desviacion de la media, presentes en un conjunto de datos. 
El MVE compite a partir de N 5 y mientras ~ S 15. 
4.1.2 	 Efectos Sobre Proporci6n Promedio de Enmas­
caramiento 
Ver figuras 4.3, 4.4 y apendice G. El efecto sobre esta medida es como sigue: 
Para N fijo esta proporcion decae para todos los cinco procedimientos a me­
dida que el parametro de no centralidad ~ aumenta (aunque esto es valido 
para el USUAL solo hasta N S; 4, pues a partir de aquf esta proporcion es 
constante y casi 1), pero se incrementa cuando aumenta el numero de con­
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Figura 4.1: Efectos de N=l, 4 outliers en la proporcion promedio de detec­
cion, con contaminacion desviacion de la media 
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Figura 4.2: Efectos de N=7 outliers en la proporcion promedio de deteccion, 
con contaminacion desviacion de la media 
taminantes presentes en la muestra. Las curvas que describen esta proporcion 
present an concavidad hacia abajo (esto indica cierta resistencia inicial en el 
decaimiento de dicha proporcion vs. d2 , en especial cuando d2 S 10, la cual se 
hace mayor con N). Igualmente en todos los casos, los cinco procedimientos 
registran una proporcion promedio de enmascaramiento ~ 0.95 para cf2 = 5, 
la cual se acerca a 1 a medida que N aumenta. 
Para N = 1 los dos procedimientos que menos enmascaran son en su orden, 
el USUAL y el SDE, aunque casi coinciden sus curvas respectivas. Sinem­
bargo, a medida que N aumenta, esta proporcion rapidamente se acerca a 1 
para el USUAL (practicamente en N = 5 es 1 para todo d2 ). Por su parte 
el SDE tambh§n se acerca a 1, aunque no tan rapidamente como el USUAL, 
es mas, permanece cerca al MVE hast a N = 3. Para cuando N = 7 este 
procedimiento esta muy proximo al USUAL. 
EI procedimiento SDEC siempre permanece arriba (es decir, con mayor pro­
porcion de enmascaramiento) de los procedimientos SE y MVE, e incluso del 
SDE pero solo hasta N = 4, punto en el cual ambos Stahel-Donoho enmas­
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car an en igual proporcion; de ahf en adelante, el orden entre los procedimien­
tos, de menor a mayor proporcion es: SE, MVE, SDEC, SDE y USUAL. La 
menor proporcion de enmascaramiento (que obviamente es registrada por el 
USUAL cuando N = 1 Y d2 25) es de 0.20 aproximadamente, el tercer 
lugar corresponde a aproximadamente 0.25, producido por el procedimiento 
SE cuando N = 1 y ~ = 25. Un aspecto import ante a destacar es que para 
N 1 a 6, el SE es el unico de los cinco procedimientos que mantiene esta 
proporcion::; .50 cuando d2 = 25 ; para N 7 ha aumentado a 0.6, sinem­
bargo, el siguiente procedimiento mas robusto, el MVE solo logra mantener 
esta proporcion inferior a 0.50 con d2 = 25, para N ::; 4; cuando N = 7 dicha 
proporcion es aproximadamente 0.65. 
Otro aspecto importante es que de N =1 a 2 el SDE compite con el SE 
para d2 ::; 10; de N =3 a 4 al SE no se superpone ninguna de los otros pro­
cedimientos, en tanto que los Stahel - Donoho compiten con el MVE cuando 
d2 ::; 10. Y de N = 5 a 7, los cuatro procedimientos robust os compiten 
mientras d2 ::; 10, pero particularmente, el MVE compite con el SE hasta 
~ ::; 15 en los casos de N =6 a 7. 
En slntesis, para el caso de N = 1 contaminante el USUAL y el SDE son 
los mejores, y compite con enos el SE; de ahf en adelante, el SE es el mejor 
pero a medida que N aumenta el MVE comienza a competir con este, para 
valores de ~ ::; 15. 
4.1.3 Efectos Sobre Proporci6n Promedio de Senales 
Ver figuras 4.5, 4.6 y apendice G. El patron observado es similar al descrito 
para el promedio de outliers detect ados. El efecto general observado sobre 
esta medicion en los gnmcos, cuando N contaminantes tipo desviacion de la 
media son introducidos aleatoriamente en el conjunto de datos, es como sigue: 
Para N fijo, a medida que se incrementa el panimetro de no centralidad 
~, tambien se incrementa la proporcion promedio de seiiales generadas por 
cada uno de los cinco procedimientos, donde las respectivas curvas present an 
en terminos generales, una concavidad hacia arriba, que se hace mas evidente 
a medida que aumenta N (es decir, a medida que d2 aumenta, crece la pro­
porcion de senales y cuando N aumenta se acelera el cambio en la proporcion 
de senales vs. d2 , aunque esto solo ocurre para los procedimientos mas robus­
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tos, pues como se vera, el USUAL y los Stahel - Donoho sufren decaimiento 
a medida que aumenta N). Tambien es apreciable que cuando N = 1 las 
proporciones promedio de senales de los procedimientos USUAL y SDE son 
superiores a las de todos los demas, y practicamente estos dos procedimientos 
se comport an de la misma manera (la maxima proporcion aquf ocurre cuan­
do d? = 25 Y un con valor entre 0.025 y 0.030). Sin embargo, a medida que 
aumenta el mimero de contaminantes, esta proporcion decae rapidamente 
para el procedimiento USUAL (por ejemplo, para N = 4 practicamente esta 
proporcion es cero); el SDE tambien comienza a decaer, aunque este proce­
so no es tan acelerado como el del USUAL, pues hasta N = 4 se mantiene 
cerca a los demas procedimientos robustos analizados; para N 7 esta muy 
proximo al USUAL. La proporcion de sen ales del SDEC siempre es inferior 
a la de los procedimientos SE y MVE, y aun 10 es respecto al SDE pero solo 
hasta N = 3; en N = 4 estos dos procedimientos practicamente son iguales 
en cuanto a esta proporcion. La proporcion de senales con el SDEC aumenta 
de N =1 a 5, pero en las dos ultimas graficas es apreciable un decaimiento 
(si el numero de contaminantes sigue creciento entonces para algun N ~ 7 
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esta proporcion llegani a ser cero). 
A diferencia de los procedimientos Stahel Donoho y el USUAL, el SE y 
el MVE presentan mayor resistencia frente al numero de contaminantes. De 
N =1 a 6, las proporciones promedios de senales de ambos procedimientos 
aumentan no solo con el incremento en el panimetro de no centralidad d?, 
sino tambien con N; en N 7 parece que empieza un decaimiento en esta 
medida para ambos procedimientos aunque en dicllO punta no es muy no­
toria. Excepto cuando N = 1, EI SE es el procedimiento que mas senales 
genera en promedio, seguido por el MVE (pero para N = 2 el segundo mejor 
es el SDE y el tercero es el MVE, y a partir de N 3 los dos primeros son el 
SE y el MVE); para N = 6 el SE registra la maxima proporcion de senales 
de las observadas en todos los casos, que es casi 0.10 cuando d2 = 25 (en este 
caso e1 maximo esperado de esta proporcion es de 0.20, es decir la propor­
cion de contaminacion). La maxima diferencia entre los procedimientos SE 
y MVE en el rango analizado, siempre ocurre cuando d2 = 25, la cual parece 
acortarse a partir de N = 6 (al parecer el incremento en la proporcion de 
senales para el MVE es mayor en este rango que la que presenta el SE). Es 
mas, si se observa en detalle las dos curvas de cuadro a cuadro, es visible 
que de N a 4, estas solo coinciden en d? 5 (donde tambien coinciden 
todos los demas), para N = 5 esto ocurre hasta d2 = 10, y para N = 6 Y 7 
hasta d? = 15. De esto, puede decirse que el MVE es un fuerte competidor 
del procedimiento SE y que terminara igualandose. 
Un hecho que es importante resaltar es que para el caso N = 1 donde es 
sabido que e1 procedimiento mejor es e1 USUAL, e1 SDEy el SE Ie compiten 
( siendo el primero casi tan bueno como el USUAL) . En sintesis, Los proced­
,I 
imientos USUAL y SDE son los de mayor proporcion de senales con N = 1, 
pero son los peores (en especial e1 USUAL) a medida que N aumenta, yen 
general el SE es el mejor en cuanto a esta proporcion tanto por su competi­
tividad cuando hay solo un contaminante como por su superioridad cuando 
N>1. 
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4.1.4 Efectos Sobre Proporci6n Promedio de Swam­
ping 
Ver figuras 4.7 y 4.8. Esta proporcion es bastante pequena, se observo un 
minimo de aproximadamente 0.0003 y un maximo de 0.0025. El compor­
tamiento de esta medida es bastante irregular a medida que N aumenta, 
no se observa un patron definido como en las anteriores proporciones, que 
permita establecer una comparacion 0 una medida de bondad entre los cin­
co procedimientos. Sinembargo, y en terminos generales, los procedimientos 
que result an menos robust os en las otras medidas, es decir, e1 USUAL Y el 
SDE, son los que tienen en promedio las menores proporciones, que tienden 
a disminuir hast a d2 ::; 15, para N =1 a 7. Hasta N = 3 hay cierto orden 
y tendencia en esta medida, por ejemp10 con N 1, los procedimientos de 
mayor a menor proporcion son: SDEC MVE, SE SDE y e1 USUAL, y mien­
tras e1 USUAL y SE disminuyen hasta d2 = 15, el SDEC y e1 MVE aumentan 
en dicho rango y luego disminuyen. Para e1 SE parece que esta proporcion 
disminuye basta ~ ::; 10, 1uego aumenta. 
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Para N = 2, se observa e1 mismo ordenamiento entre los cinco procedimien­
tos con un patron similar a1 antes descrito: los procedimientos USUAL y 
SDE disminuyen 1a proporcion para d2 :s; 20 en tanto que e1 SE 10 haee para 
~ 15; en cambio e1 SDEC y e1 MVE presentan un incremento mientras 
~ :s; 15. 
A partir de N = 3 comienza a oscurecerse e1 patron de estas proporciones, y 
10 unico que queda en claro es que e1 USUAL y e1 SDE producen en promedio 
proporciones mas pequeiias que los procedimientos MVE SE y e1 SDEC. 
En sfntesis esta medida no nos dice mucho sobre 1a bondad de los proced­
imientos robustos, pero si deja en claro que los menos robustos tienden a 
no seiia1ar aun ninguno de los puntos en 1a muestra, ni siquiera de los no 
contaminados, arriba de1lfmite de control (se insensibi1izan a todo). 
4.2 Contaminaci6n Simetrica 
4.2.1 	 Efecto Sobre Proporci6n Promedio de Outliers 
Detectados 
Ver figuras 4.9, 4.10 y apendice G. Para N fijo, los incrementos en e1 factor 
,\ ocasionan aumento en 1a proporcion de deteccion en cada uno de los cinco 
procedimientos.Todas las curvas del procedimiento USUAL present an con­
cavidad hacia abajoj en los otros procedimientos a medida que N aumenta 
aparece un punta de inflexion aproximadamente en ,\ = 3.5 - 4.5 que se hace 
mas notorio con los increment os en N. As! mismo, e1 efecto del numero de 
contaminantes es disminuir 1a proporcion de deteccion de cada uno de los 
cinco procedimientos. 
En todo los casos de Neon ,\ :s; 4.5 los cinco procedimientos detect an aprox­
imadamente en 1a misma proporcionj sinembargo, a medida que aumenta N 
aparecen diferencias y similaridades. Para N = 1, los procedimientos USU­
AL, SDE y SE se comportan de manera similar y superan a1 MVE y al SDEC 
que aparecen como un segundo grupo por debajo del anterior. EI proced­
imiento USUAL es e1 de mayor proporcion de deteccion en este caso. Para 
N ~ 2 e1 procedimiento SE es e1 que detect a con mayor proporcion, mientras 
e1 USUAL decae, presentando proporciones cercanas a unos e inferiores a las 
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de otros procedimientos, aunque este decaimiento no es tan dnistico como se 
observo en el caso de 1a contaminacion desviacion de la media, pues en N =2, 
compite con e1 MVE en todo e1 rango de A considerado, y con el SDE y e1 SE 
(estos dos practicamente se comportan igua1 en este nive1 de contaminacion) 
hasta A :5 10; en N = 3 el USUAL compite con e1 MVE hasta A :5 10 Y 
a partir de N ?: 5 compite con los demas procedimientos hasta A ~ 5, en 
tanto su proporcion de deteccion maxima registrada cuando A= 16 decae de 
0.60 en N = 1 a 0.197 en N = 7, mientras que para e1 SDEC es de 0.443 
en N = 1 a 0.382 en N = 7, para el MVE es de 0.483 en N 1 a 0.408 en 
N = 7, para el SDE es de 0.586 en N = 1 a 0.398 en N = 7 y para el SE es 
de 0.57 en N = 1 a 0.475 en N = 7. 
Mientras N aumenta, el MVE tiende a competir con los Stahel - Donoho 
en todo e1 rango de N = 1 a 7 el orden entre estos tres procedimientos de 
mayor a menor proporcion de deteccion es SDE MVE y SDEC, los cuales 
tienden a aparecer abajo del SE pero arriba del USUAL, par tanto e1 MVE 
no result a un competidor fuerte del SE sino de los Stahel - Donoho. El SE 
es el unico de los cinco procedimientos que 10gra siempre una proporcion de 
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deteccion 	~ 0.50 en el rango de N a 6 cuando ). = 16. 
En sintesis, el SE es mejor que cualquiera de los otros procedimientos anal­
izados debido a su resistencia frente al numero de contaminantes. Los MVE 
son buenos estimadores pero no son tan competitivos con el SE como en el 
caso de contaminacion con desviacion de la media, mas bien compite con los 
Stahe-Donoho. 
4.2.2 	 Efectos Sobre Proporci6n Promedio de Enmas­
caramiento 
Ver figuras 4.11, 4.12 y apendice G. El efecto sobre esta proporcion es como 
sigue: 
Para N fijo, hay decaimiento a medida que ). aumenta. Esta proporcion 
es bastante alta (~ 0.95) para valores de ). :::;; 2.5 en todos los niveles de 
contaminacion. Las curvas de proporcion de enmascaramientos vs. ). pres en­
tan cambio de concavidad (concavidad hacia abajo - concavidad hacia arriba) 
aproximadamente en). =8.0 - 10, 10 cual se hace mas notorio a medida que N 
aumentaj esto hace que el nivel de enmascaramiento este en aumento cuando 
crece en numero de outliers. 
Para N 1, los procedimientos USUAL, SE y el SDE pnicticamente en­
mascaran en la misma proporcion cuando ). :::;; 8 (cuando ). > 8, el USUAL 
enmascara mas que el SE y el SDE) y menos que el MVE y el SDEC en ese 
orden. Para N = 2 los procedimientos SE y SDE siguen enmascarando en 
la misma proporcion y aun son los mejores mientras que el usual comienza a 
desmejorar. Para N =5 a 710s Stahel Donoho y el MVE parecen acercarse, 
el MVE en medio de estos; el USUAL como minimo produce una proporcion 
de 0.8 cuando ). = 16 en tanto que el SE present a en est a situacion una 
proporcion de 0.53, el MVE de 0.59, el SDE y el SDEC de 0.60. 
Es importante notar que en todo el rango de N =1 a 6 el SE es el unico pro­
cedimiento que siempre alcanza una proporcion de enmascaramiento :::;; 0.50 
cuando ). = 16; el SDE 10 logra hasta N 4, el USUAL hasta N = 2 y el 
MVE nunca 10 logra aunque se acerca un poco a 0.5. 
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En sintesis, el procedimiento SE es el que mejor resulta frente a la proporcion 
de enmascarammiento, tiene un fuerte competidor en el SDE, en tanto que 
el MVE parece mas bien competir con este ultimo a medida que N aumenta 
y no con el SE. 
4.2.3 Efectos Sobre Proporcion Promedio de Sefiales 
Ver figuras 4.13, 4.14 y apendice G. Nuevamente esta medida corrobora el 
patron visto en el promedio de deteccion. Para N fijo, a medida que se in­
crementa el factor de inflacion de la matriz de covarianzas, A, se observa que 
aurnenta la proporcion de senales generadas por los cinco procedimientos. 
Pero a diferencia de las curvas result antes con la contaminacion desviacion 
de la media, aquf las curvas de la proporcion de senales vs. Amuestran cierta 
concavidad hacia abajo, y la tasa de cambio en esta proporcion decrece mien­
tras aumenta A. A medida que N aumenta, es notable un punto de inflexion 
(cambio de la concavidad primero hacia arriba y luego hacia abajo) aprox­
imadamente en A =3.5 - 4.5, en tanto que los incrementos de N aumentan 
las proporciones de senales de los procedimientos robustos. 
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En todos los casos de N con .A ::; 4.5, los cinco procedimientos producen 
senales con aproximadamente la misma proporci6n; pero diferencias y simi­
laridades entre unos y otros son observadas a medida que N aumenta. Cuan­
do N = 1, es claro que los procedimientos USUAL, SDE y SE secomportan 
bastante similar y superan alMVE y SDEC. Y para N ~ 2 el SE se imp one 
al resto, en tanto que el USUAL decae y aparece siempre con proporciones 
cercanas 0 inferiores a la de otros, aunque en este tipo de contaminaci6n, el 
efecto de N no es tan dramatico como el que se observ6 con contaminaci6n 
desviaci6n de la media. Es mas, con N = 2, el USUAL compite con el MVE 
en todo el rango de .A consider ado, y con el SE y SDE hasta .A ::; 10; en 
N = 3 el USUAL compite con el MVE hasta .A ::; 10, y a partir de N ~ 5, 
compite con los demas procedimientos hasta un valor de .A ~ 5 y comienza 
su decaimiento en relaci6n a los otros procedimientos, con una proporci6n 
maxima de senales de aproximadamente 0.04 con .A = 16 y N = 7, en tanto 
que el MVE, SDE y SDEC en esta situaci6n presentan una proporci6n entre 
0.08 y 0.09, y el SE supera a todos con una proporci6n aproximada de 0.11. 
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A medida que aumenta el mimero de contaminantes, los Stahel Donoho 
entran a competir con el MVE, situacion que no se presento con la con­
taminacion desviacion de la media, incluso en todo el rango de N de 1 a 7 
el ordenamiento, de mayor a menor proporcion de senales entre estos tres 
procedimientos es SDE, MVE y SDEC . Estos suelen agruparse en medio del 
SE (el de mayor proporcion) y el USUAL (que produce la menor proporcion 
vs. A). Esto nos dice que el MVE no es tan competitivo con el SE bajo 
I····este tipo de contaminacion y que mas bien se comporta como los Stahel -
Donoho. Estos ultimo result an mas robustos en este tipo de contaminacion 
que con la contaminacon desviacion de la media. 
En sintesis, El procedimiento SE es mejor que cualquiera de los otros proced­
imientos analizados debido a su increment ada superioridad en generar senales 
a medida que aumenta el numero de outliers y la inflacion en la matriz de 
covarianzas. Los MVE son robustos pero no se desempeiian tambien como 
los SE. 
4.2.4 	 Efectos Sobre Proporci6n Promedio de Swam­
ping 
Ver figuras 4.15 y 4.16. Con esta clase de contaminacion se observa un pa­
tron algo mas claro en esta proporcion que en el caso de la contaminacion 
desviacion de la media, exceptuando ciertas irregularidades en los proced­
imientos MVE y SDEC. Para N fijo, en los gnificos se aprecia un compor­
tamiento aproximadamente est able a medida que A aumenta, en las curvas 
relativas a los procedimientos USUAL y SDE, en los que tambh~n es visible 
cierta concavidad hacia arriba, caracterizando la tendencia decreciente de la 
proporcion a medida que A aumenta; por su parte, el MVE, SE y el SDEC 
parecen decaer y tender a oscilar alrededor de un nivel,a partir de >. > 4.5. 
19ualmente se aprecia que el efecto del numero de contaminantes es disminuir 
dicha proporcion con forme N aumenta. 
Como en el caso de la contaminacion desviacion de la media, el proced­
imiento USUAL es el que menor proporcion de swamping produce, seguido 
por el SDE; en tercer lugar aparece el MVE, y por ultimo el SE y el SDEC 
con la mayor proporcion de swamping en la mayorfa de los casos. 
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En todas las gnificas de N = 1 a 7, se observa que aproximadamente para 
,,\ :::; 4.5, los procedimientos MVE, SE y SDE suelen "perturbarse" (presentan 
picos) siendo en este intervalo la zona en la que mayor irregularidad se obser­
va en los gnificos. Para N =1, el MVE es el procedimiento que en promedio 
produce mayor proporci6n de Swamping, seguido por el SDEC. Para N 2:: 2, 
el SDEC es el que en promedio produce mayor swamping a medida que ,,\ 
aumenta, seguido por el SE y el MVE. 
En slntesis, aunque no existe una diferencia significativa entre las respuestas 
de los cinco procedimientos, de los cuatro porcedimientos robustos analizados 
el SDE es el que mejor se comport a en esta medida y el procedimiento no 
robusto, 0 sea el USUAL, es el que en general produce menor proporci6n de 
swamping. De nuevo esta medida no result a litH para mostrar las bondades 
de los procedimientos robustos, excepto para el SDE. Los procedimientos 
mas robustos en los otros casos (el SE y el MVE) ofrecen mayor resistencia 
ala disminuci6n de esta proporci6n (que de por sf. es pequena) conforme ,,\ y 
N aumentan. 
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Figura 4.15: Efectos de N=l, 4 outliers en la proporci6n promedio de swamp­
ing, con contaminaci6n simetrica 
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Figura 4.16: Efectos de N=7 outliers en la proporcion promedio de swamping, 
con contaminacion simetrica 
4.3 Contaminaci6n Cruzada 
4.3.1 	 Efectos Sobre Proporci6n Promedio de Outliers 
Detectados 
• Para A fijo: 
Ver figuras 4.17, 4.18 y apendice. Con A= 1.5 y N = 1,2, las curvas de re­
spuesta de los cinco procedimientos present an un leve cambio de concavidad 
(cambia de arriba a abajo) en d2 = 20. Con N 2:: 3 la concavidad es hacia 
arriba aproximadamente. 
Como antes se ha descrito, los incrementos en d2 ocasionan aumento de la 
proporcion en tanto que el incremento de N la disminuyen. Cuando N 1, 
los procedimientos SDE y SE compiten con el USUAL, en tanto que el MVE 
ocupa el tercer lugar en deteccion yel SDEC el ultimo. A partir de N 2:: 2 
el SE se impone al resto de los procedimientos, mientras que para el USUAL 
decrece su capacidad de deteccion, de modo tal que en N 2:: 5 pnicticamente 
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Figura 4.17: Efectos de N=l, 7 outliers en la proporcion promedio de detec­
cion, con contaminacion cruzada, ). = 1.5 
El SDE tambien pierde capacidad de deteccion por el aumento el N pero 
no tan rapido como el USUAL, y compite con el SE y el MVE hasta N = 3; el 
SDEC con pobre desempeno en relacion a los otros procedimientos robust os, 
no ofrece ventajas reales sobre el SDE pues solo Ie supera cuando N = 5,6,7. 
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Figura 4.18: Efectos de N=1, 7 outliers en la proporcion prornedio de detec­
cion, con contaminacion cruzada, A = 12.5 
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Como ocurrio en la contaminacion desviacion de la media, en esta contam­
inacion mientras A = 1.5 el MVE tiende a equipararse con el SE a medida 
que aumenta N (ver por ejemplo el grafico para N = 7, A = 1.5, d2 = 5a25 
). 
Con valores de A > 1.5 , las curvas tienen cierta concavidad hacia abajo 
cuando los niveles de contaminacion son bajos, pero tienden a ser Hanas (con 
pendiente constante diferente de cero) a medida que N es incrementado. En 
el caso del procedimiento USUAL, la proporcion de deteccion desciende y per­
manece aproximadamente constante en un valor diferente de cero. Tambien 
como se describio anteriormente en la contaminacion simetrica, a mayores 
valores de A y de N, mayor es la diferencia entre las proporciones producidas 
por el procedimiento SE sobre las producidas por el MVE (y tambien sobre 
los otros tres procedimientos), tambien se observa que para ciertos niveles 
de contaminacion y de A, el SDE es mejor 0 compite con el MVE (ver por 
ejemplo los graficos para). = 8.5,12.5 cuando N a 6). 
• Para Wfijo: 
Para w a 15 y N a 7 las grRficas de las curvas de deteccion vs. A 
present an concavidad hacia abajo, pero en W= 20,25 con N = 1 las curvas 
de los procedimientos USUAL, SDE, SE y MVE son concavas hacia arriba 
con un leve punta de minima en ). 4.5, Y cuando N = 2 los procedimientos 
SE, SDE y MVE conservan 
esta caracteristica mientras que el SDEC y el USUAL present an concavi­
dad hacia abajo. En los demas casos las curvas de respuesta son concavas 
hacia abajo. 
Para w= 5, 10 cuando N ~ 3 y para d2 = 15,20,25 cuando N ~ 2, el 
SDE compite con el procedimiento SE. EI SDE es mejor que el MVE en los 
casos d2 =5 a 25 cuando N ~ 4 Y ambos producen aproximadamente la 
misma respuesta cuando w 5 y N 6,7, w= 10 y N 5,6 Y d2 = 15 Y 
N = 5; en los demas casos el MVE supera al SDK Respecto al SDEC solo 
logra mejora sobre el SDE cuando N = 6, 7 con d2 = 25 y cuando N = 7 
con W =5 a 20, es decir en situaciones de desviacion y contaminacion altas, 
y compite con el MVE solo en el caso de w=5 y N = 7. 
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Figura 4.19: Efectos de N=l, 7 outliers en la proporcion promedio de detec­
cion, con contaminacion cruzada, cf} = 5 
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Figura 4.20: Efectos de N=l, 7 outliers en la proporci6n promedio de detec­
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Figura 4.21: Efectos de N=l, 7 outliers en la proporcion promedio de detec­
cion, con contaminacion cruzada, d? = 25 
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• Superficie de respuesta: 
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Ver figuras 4.22 a 4.26 y apendice. Mientras aumenta N las superficies pre­
sent an mas curvatura en la direcci6n de cambio de A que en la direcci6n 
de cambio de d2 ; las curvas de respuesta a la variaci6n de d2 en cad a nivel 
de A, tienden a tener pendiente aproximadamente constante, en tanto que 
las curvas de respuesta a la variacion de A en cad a nivel de ~ son curvas 
con concavidad hacia arriba 0 hacia abajo dependiendo del nivel de contam­
inacion y de la magnitud de~: en los procedimientos mas robustos (el SE 
yel MVE, aunque tambien el USUAL y el SDE presentan la caracterlstica 
que se describe) las curvas de respuesta cuando N = 1, d2 = 20,25 vs. >., 
son concavas hacia arriba, y en especial para ~ = 25 A = 1.5 la proporci6n 
de detecci6n es alta (es 0.72 para el SE y para el MVE es 0.63, aunque en 
ese nivel de contaminaci6n el USUAL tiene una proporci6n de detecci6n de 
0.78). Al incrementarse N la caracterlstica anterior desaparece mas rapido 
en las superficies de respuesta de los procedimientos USUAL y SDE que en 
el SE y el MVE, pues en el USUAL ocurre en N = 2, en el SDE en N = 3 y 
en el SE y el MVE aproximadamente en N 4, y al tiempo que disminuye la 
proporcion de detecci6n, la curva de la respuesta en A = 1.5 vs. ~ va adop­
tando cierta concavidad hacia arriba para los procedimientos SE y MVE, 
en tanto que para el USUAL corre casi paralela al eje d2 con proporciones 
cercanas a cero. 
Tambien se observar que las curvas de respuesta en cada nivel de A a la 
variaci6n de ~ para los procedimientos robust os tienen pendiente diferente 
de cero y positiva, es decir, mientras aumenta ~ crece la proporci6n de de­
tecci6n en tanto que el USUAL se caracteriza por una respuesta constante 
frente a ~, es decir, se vuelve insensible a cambios en esta direcci6n. 
En sfntesis, el efecto del mlmero de contaminantes es reducir mas la sen­
sibilidad a cambios en la direcci6n de ~ que en la direcci6n de A; los pro­
cedimientos mas robustos evitan que esto les suceda rapidamente como en el 
caso del USUAL. Atendiendo a est as caracteristicas el procedimiento SE es 
el que mejor respuesta present a y en segundo lugar el MVE. 
4.3.2 Efectos Sobre Proporci6n de Enmascaramiento 
• Para A fijo: 
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Figura 4.22: Superficies de respuesta procedimiento SE, con N=l, 47 outliers 
en la proporcion promedio de deteccion, con contaminacion cruzada 
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Figura 4.23: Superficies de respuesta procedimiento MVE, con N=l, 4 7 
outliers en la proporcion promedio de deteccion, con contaminacion cruzada 
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Figura 4.24: Superficies de respuesta procedimiento SDE, con N=l, 4 7 
outliers en la proporci6~ promedio de detecci6n, con contaminacion cruzada 
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Figura 4.25: Superficies de respuesta procedimiento SDEC, can N=1, 4 7 
outliers en la proporcion promedio de deteccion, can contaminacion cruzada 
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Figura 4.26: Superficies de respuesta procedimiento USUAL, con N=l, 4 7 
outliers en la proporcion promedio de deteccion, con contaminacion cruzada 
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Ver figuras 4.27, 4.28 y apendice. Con N fijo, como se ha visto antes, el 
aumento en el panlmetro de no centralidad d?, ocasiona disminucion en la 
proporcion de enmascaramiento. Si A = 1.5, las curvas correspondientes 
tienden a adoptar cierta concavidad hacia abajo a medida que N aumenta, tal 
como se observo con la contaminacion desviacion de la media. Pero cuando 
A 2:: 4.5 las curvas correspondientes tienden a ser concavas hacia arriba, como 
ocurrio con la contaminacion simetrica. De igual forma como se establecio 
en los casos anteriores analizados, el efecto del numero de contaminantes es 
incrementar la proporcion de enmascaramiento, y el procedimiento USUAL 
es el que peor se desempefia en esta medida; por ejemplo, cuando N = 5 y 
A = 1.5, sus proporciones son casi constantes y superiores a 0.95. 
De nuevo, si A= 1.5 y N = 1 Y d2 variando de 5 a 25, los pro cedi mien­
tos que menos enmascaran son (de menor a mayor proporcion) el USUAL, 
el SDE y el SE; estos tres tienen una respuesta muy similar. Arriba de los 
anteriores, es decir con mayor proporcion de enmascaramiento la respect iva 
gnifica present a al MVE y luego al SDEC. A partir de N = 2, el SE es el 
que produce la menor proporcion de enmascaramientoj el MVE compite con 
este cuando N = 6 pero solo cuando N = 7 y d? ::; 20 pnicticamente ambos 
procedimientos generan la misma proporcion de enmascaramiento. Los Sta­
hel Donoho tienden a empeorar con N, en especial el SDE, el cual cuando 
N = 7 est a bastante cerca del USUAL. 
En los otros valores de A, el SE se destaca aun mas respecto a los demas 
procedimientos, el MVE no Ie ofrece competencia, en cambio el SDE cuando 
N = 1,2 es mejor 0 tan bueno como el SE. El procedimento USUAL eleva 
su proporcion de enmascaramientos hasta un valor constante mientras N au­
menta, pero mucho mas abajo de 1 en tanto A sea mas grande, por ejemplo, 
cuando A = 12.5 y N = 7, con d2 aumentando, su proporcion es casi con­
stante con un valor de 0.82. El SE es el unico de los cinco procedimientos 
que mantiene la proporcion de enmascaramiento en d? = 25, ::; 0.50 hasta 
N 6 cuando A = 1.5 y hasta N = 7 cuando A = 4.5, se resaltan estas 
dos situaciones porque constituyen los casos mas diflciles en la deteccion, en 
cuanto a los valores de A y de N respecta. 
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Figura 4.27: Efectos d~ N=l, 7 outliers en la proporcion prornedio de enrnas­
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Figura 4.28: Efectos de N=l, 7 outliers en la proporcion promedio de enmas­
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• Para cP fijo: 
Ver figuras 4.29 a 4.31 y apendice. Como se ha visto anteriormente, a mayor 
A menor enmascaramiento, en tanto que a mayor N mayor enmascaramien­
to.S. Las curvas de respuesta de los cinco procedimientos son concavas hacia 
arriba, 10 cual se nota mas con cP 5 15 y mientras N aumenta. Sin embargo, 
cuando cP = 20,25 y N = lla concavidad es hacia abajo en los procedimien­
tos USUAL, SDE y SE; para cP = 25 y N = 2 los procedimientos SE, SDE 
y MVE son los que tienen esta caracteristica. 
Aunque tambiE3n la proporcion de enmascaramiento del procedimiento USU­
AL aumenta mas nipido con N que la de los otros procedimientos, este 
proceso no es tan acelerado como cuando hay variac ion en el panimetro cP. 
El SE es el procedimiento que mejor desempeno alcanza frente al enmas­
caramiento, y tal como ocurrio con la contaminacion simetrica, en este tipo 
de contaminacion mientras cP est a fijo y A aumentando, el MVE no es tan 
competitivo con este procedimiento. EI SDE compite con el SE para valores 
de cP 520 y N 5 2; es mejor que el MVE para valores de cP 5 15 y N 5 5. 
Por su parte el SEDEC solo compite con el SDE cuando d2 = 5,10 si N = 7, 
cuando d2 = 15,20 si N = 6,7 y cuando d2 = 25 si N = 5,6,7, y con el 
MVE en los casos d2 5 con N = 7, y cP = 10 con N = 7; es decir, que 
este procedimiento es el menos robusto de los cuatro considerados, incluso 
cuando N -:- 1,2 para todos los niveles de cP considerados, resulta ser el 
procedimiento de mayor proporcion de enmascaramiento. EI SE es el unico 
de los procedimientos que en el caso de d2 = 5 y A variando, logra que esta 
la proporcion sea 5 0.5 hasta N 6. 
• Superficie de resupuesta: 
Ver apendice. EI incremento simultaneo de A y de d2 hace decaer est a prop or­
cion en ambas direcciones. Sin embargo, para cada procedimiento se observa 
en la secuencia de superficies conforme aumenta el nivel de contaminacion, 
que hay mayor respuesta respecto a los incrementos en la direccion de A que 
en la direccion de cP; las trazas de las curvas correspondientes a cad a nivel 
de cP con ). variando, tienden a cambiar mas rapidamente de pendiente (y 
con concavidad hacia arriba) mientras decae la proporcion, en tanto que las 
trazas de las curvas de respuesta en cada nivel de ). con cP variando, tien­
den a ser cada vez mas "rectas" (con pendiente aproximadamente constante) 
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Figura 4.29: Efectos de N=l, 7 outliers en la proporcion promedio de enmas­
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Figura 4.31: Efectos de N=l, 7 outliers en la proporcion promedio de enmas­
caramiento, con contaminaci6n cruzada, cJ} = 25 
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mientras desciende la proporcion de enmascaramiento. 
Una particularidad que se destaca en estas superficies, es que cuando el nivel 
de contaminacion es bajo, la curva de respuesta para los niveles de d? = 20, 25 
tiene concavidad hacia abajo y la curva de respuesta para A = 1.5 tiene con­
cavidad hacia arriba; de acuerdo ala robustez del procedimiento, €lste par de 
caracterfsticas se van perdiendo conforme aumenta el nivel de contaminacion, 
en tanto que la esquina de la superficie en (A = 1.5, d? = 25) se va levantando 
de la base del gnifico al tiempo que la proporcion de enmascaramiento crece 
con N. Los procedimientos mas robustos tienden a que 10 anterior suceda 
menos nipido cuando aumenta N y en general mientras dicha esquina este 
mas levantada de la base inferior del grMico, mayor es el enmascaramiento, 
por ejemplo, en los gnifico de las superficies de respuesta del procedimiento 
USUAL observamos que cuando N = 4 las curvas de respuesta para cada 
nivel de A (d? variando) tienen aproximadamente pendiente cero, es decir 
no hay variacion de la respuesta frente al incremento de d?, solo respecto a 
Aj en particular cuando N = 5 y con A = 1.5 pnicticamente la proporcion 
es 1 y con A = 12.5 pnicticamente es 0.7. Al SDE Ie sucede algo similar 
aunque es mas robustos que el USUAL; este se comporta bien y compite con 
el USUAL cuando N = 1,2, pero cuando N ~ 4 desmejora notablemente en 
relacion a los otros procedimientos robustos y a partir de N = 5 comienza 
a ser super ado por el SDEC. El SDEC s610 ofrece una mejorfa para el esti­
mador Stahel - Donoho en los niveles de contaminacion mencionados y no 
compite fuertemente con el MVE y mucho menos con el mejor de los cinco 
procedimientos, el SE. 
En sintesis, el SE es el mejor porque compite bast ante con el USUAL cuando 
N = 1 y se imp one al resto en niveles de contaminacion mayores. 
4.3.3 Efectos Sobre Proporci6n Promedio de Seiiales 
• Para A fijo: 
Mientras el factor de inflaci6n de la matriz de covarianza esta fijo en un 
valor, para N fijo, las graficas indican que los incrementos en d? ocasionan 
incremento en la proporcion de senales generadas por cada uno de los cinco 
procedimientos, (excepto el usual cuando N ~ 5 donde esta proporcion es 
aproximadamente constante). 
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Figura 4.32: Efectos de N=l, 7 outliers en la proporcion promedio de senales, 
con contaminacion cruzada, .\ = 1.5 
Para .\ 1.5, excepto para el USUAL, las curvas correspondientes son 
concavas hacia arriba; en los otros valores de .\, las curvas present an concavi­
dad hacia abajo. El aumento en N afecta negativamente al procedimiento 
USUAL, pues su proporcion de senales disminuye hasta caer a un valor que 
sin importar d?, permanece aproximadamente constante: es casi cero para 
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). = 1.5 Y N = 7, y de aproximadamente 0.04 cuando ). = 12.5 y N = 7. 
En N = 1, los procedimientos USUAL, SDE y SE (los dos primeros casi 
superpuestos) producen las mayores proporciones de sefiales en tanto cF au­
menta; el MVE un poco mas abajo y luego el SDEC, compiten solo con los 
tres primeros cuando d2 = 5 y A = 1.5. A medida que aumenta N el SE 
present a las mayores proporciones de sefiales, el MVE se acerca a este pero 
siempre estando por debajo, y solamente es competitivo cuando A = 1.5. 
Por su parte el SDE decae cuando ). = 1.5, aproximadamente en N = 3 - 4, 
y cuando A = 4.5 a partir de N = 5; en los otros casos, su proporcion de 
sefiales crece con el aumento en N. 
Para cualquier valor de ). y de N, el SDEC siempre permanece abajo de 
los procedimientos SE y MVE; en A = 1.5 se iguala al SDE cuando N = 4 
y luego Ie supera; con A = 4.5 solo supera al SDE despues de N = 5, con 
). = 8.5, 12.5 solo 10 logra cuando N = 7 . 
• Con cF fijo: 
Si fijamos el parametro de no centralidad y variamos a A, se observa, como 
en la contaminacion simetrica, que aumenta la proporcion de sefiales de cada 
procedimiento. Para cF =5 a 15, y N =1 a 7, las curvas siempre presentan 
concavidad hacia abajo, en tanto que para cF = 20,25 y N = 1 las curvas 
de los procedimientos USUAL, SDE, y MVE son concavas hacia arriba y la 
de SDEC es concava hacia abajo; para cF = 25 y N = 2 las curvas de los 
procedimientos SE, SDE y MVE son concavas hacia arriba y las de SDEC y 
USUAL son concavas hacia abajo. A partir de N = 3 la concavidad siempre 
es hacia abajo. El efecto del incremento de N es aumentar la proporcion de 
sefiales, incluso en el caso del procedimiento USUAL. 
En todos los casos de ). consider ados , con N = 1, las cur vas de los pro­
cedimientos USUAL, SDE y SE casi se superponen produciendo las mayores 
proporciones de sefiales; las sefiales producidas por el USUAL crecen con 
N pero comienzan a ubicarse por debajo de los procedimientos robust os , es 
decir, decae en relacion a estos; a partir de N = 3,4 es el procedimiento que 
menos sefiales genera pero esta creciendo con N (sinembargo, ya vimos que 
las respuestas del procedimiento USUAL respecto a los incrementos en cF 
con A fijo, tienden a estabilizarse en un valor a medida que N aumenta). El 
SE se imp one a todos los demas a medida que N aumenta, en tanto que los 
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procedimientos MVE y los Stahel - Donoho tienden a ubicarse par debajo 
de este, y can N en aumento son mas parecidos entre S1 , de modo que el 
MVE termina agrupandose can los Stahel - Donoho, como puede verse cuan­
do cF =5 a 15, N = 7; para cF = 20,25 existe una mayor separacion entre 
estos tres procedimientos, es mas, el SDE se ubica mas abajo del SDEC y 
del MVE, tendiendo a acercarse al USUAL. 
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• Superficies de respuesta: 
Ver figuras en apendice G. En las superficies de respuesta realizadas para 
cada nivel de N, observamos ademas de 10 descrito, que el aumento conjunto 
de cF y de A ocasiona incremento en la proporcion de seiiales, en cada uno de 
los cinco procedimientos. Los procedimientos mas robustos, el SE y el MVE, 
logran que la proporcion de senales con A = 1.5 aumente en forma apreciable 
para cF =5 a 25 hasta N = 7, el SDEC tambien 10 logra hast a N = 7 pero en 
menor magnitud que los dos anteriores; el SDE solo hasta N = 5 y el USUAL 
solo hast a N = 3. Todos los cuatro procedimientos robust os tambien logran 
que la proporcion de senales con A = 12.5 este aumentando a medida que 
N y d2 aumentan, en cambio, el USUAL solo 10 hace hasta N = 5 (yen 
este ultimo caso los incrementos son pequeiios); para N = 6,7 practicamente 
no responde a cambios en d2 sino en A. Tambien es notorio que los dos 
procedimientos mas robustos, es decir, el SE y el MVE mantienen la curva 
correspondiente a A = 1.5 vs. d2 =5 a 25, con concavidad hacia arriba, hasta 
N = 7; el SDEC mantiene una leve concavidad hacia arriba hasta N a 7 
(por ello, sus proporciones aunque aumentan con d2 , no son competitivas con 
las de SE y MVE); el SDE hasta N = 5 tiene una concavidad aun notoria 
pero que se suaviza cuando N = 6, 7, 10 cual es debido a la disminucion en la 
proporcion de seiiales a causa de N. El USUAL tiene una concavidad muy 
leve hacia abajo, y en N =4 practicamente se observa una linea costante. 
Finalmente, los procedimientos mas robustos tienen las curvas correspon­
dientes a d2 = 25 vs. A =1.5 a 12.5, con concavidad hacia arriba hasta 
N = 3; el SDE solo hasta N = 2, la del SDEC nunca tiene concavidad hacia 
arriba, yel USUAL solo en N = 1. 
En sintesis, el procedimiento USUAL es afectado mas por el numero de 
contaminantes cuando hay cambios en cF que cuando hay cambios en A, 
y teniendo en cuenta el efecto combinado de A y de cF, este procedimiento 
solo compite con los procedimientos robust os cuando N = 1. Con cF fijo, 
pero ~ 15, yAy N aumentando, los Stahel - Donoho son competitivos con 
el MVE. El MVE es competitivo con el SE solo cuando las desviaciones en 
A son pequeiias y el numero de contaminantes es grande. El SE es el pro­
cedimiento que mejores respuestas presenta respecto a esta medida con este 
tipo de contaminacion. 
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4.3.4 	 Efectos Sobre Proporcion Promedio de Swam­
ping 
• Para A fijo: 
Ver figuras en apendice G. Las gnificas de las respuestas para cada nivel de 
A y N considerados, para los procedimientos MVE SDEC y SE, muestran 
de nuevo un comportamiento irregular de esta proporcion, frente a a varia­
dones de cF, que se acentua mas can los incrementos en N, mientras que en 
los procedimientos USUAL y SDE estas curvas presentan mas estabilidad. 
En todos los procedimientos el nivel de esta proporcion disminuye con N 
tomando va10res bastantes pequenos. 
Cuando hay N = 1 outlier los procedimientos pueden ordenarse de mayor 
a menor proporcion generada, sf: MVE, SDEC, SE, SDE y USUAL; cuan­
do 2 ::; N ::; 6 el orden es: SDEC, SE, MVE SDE y USUAL y cuando 
N = 7 es aproximadamente SDEC, MVE, SE, SDE y USUAL (excepto cuan­
do A= 12.5, donde el orden entre los tres primeros es SDEC, SE y MVE). 
Como vemos los procedimientos SDE y USUAL las menores proporciones en 
todos los niveles de contaminaciOn. 
• Para d? fijo: 
Ver figuras en apendice G. 19ual que en el caso anterior, no se observa un pa­
tron sistematico ni regular en la curva de respuesta de los procedimientos SE, 
SDEC y MVE, frente a variaciones en:X, pero sf en el USUAL y en el SDE, 
en los que la proporcion disminuye can los incrementos en >.. El swamping 
disminuye con el aumento en N. 
Para N = 1,2,4,5, 6 los procedimientos pueden ordenarse aproximadamente 
de mayor a menor proporcion, como se indico en el caso anterior; cuando 
N = 3 el orden es SE, SDEC, MVE, SE y USUAL; y para N = 7 este orde­
namiento varia entre los tres primeros segun el valor de cF pero siempre los 
dos ultimos siguen siendo e1 SDE y el USUAL. 
Como se ve no existe un patron claro que permita establcer las bondades 
de los procedimientos mas robustosj 10 unico en claro es que esta propord6n 
decae con N y en especial para el USUAL y el SDE. 
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• Superficies de respuesta: 
Ver figuras en apendice G. Con estas queda en claro que la respuesta de los 
procedimientos SE, SDEC y MVE es aleatoria, no sistematica, tanto en la 
direccion de cambio de ). como en la de cP, en cambio en los procedimientos 
USUAL y SDE (especialmente en el primero) las superficies son mas regulares 
a medida que aumenta N al tiempo que decae la proporcionj en estas existe 
mas sensibilidad a cambios en la direccion de ). que en la de d2• 
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Capitulo 5 
CONCLUSIONES Y 
RECOMENDACIONES 
El result ado primordial de este trabajo muestra la robustez de los proce­
dimientos SE y MVE en la medida en que son consistentemente los mejores 
para la detecci6n de outliers originados por los tres tipos de contaminaci6n 
vistos y ante cambios en ambos panimetros It y .E. Por tanto podemos afir­
mar que en la etapa 1 de la fase I de control con p = 2, los estimadores S 
dentro de los procedimientos considerados, constituyen la mejor alternativa 
para la construcci6n de una carta T2 robust a ante la presencia de outliers ubi­
cados arbitrariamente en el conjunto de datos. Una segunda alternativa, la 
constituyen los estimadores MVE obtenidos mediante algoritmos geneticos. 
El procedimiento con estimadores S prob6 su competitividad con el proced­
imiento usual cuando hay s610 un outlier, y su superioridad cuando hay dos 
o mas outliers en el conjunto de datos, tanto de tipo desviaci6n de la media, 
como en el caso de contaminaci6n simetrica y cruzada. 
Se observaron escenarios y condiciones donde el procedimiento con esti­
madores MVE competia con el S, sinembargo, en la practica la recomen­
daci6n general de este trabajo es usar los estimadores S. 
Los estimadores Stahel - Donoho s610 mostraron ciertas bondades en casos 
muy especi'ficos en los que competfan con los estimadores usuales 0 con los es­
timadores MVE (en especial cuando la contaminaci6n fue del tipo simetrica). 
Aunque si bien en articulos consultados (Maronna y Yohai (1995), Becker y 
Gather (1999)), se muestran muy buenos resultados con este tipo de esti­
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mador frente a la identificaci6n de outliers, varias razones pueden ser COD­
sideradas aqul respeeto al regular desempeiio observado. Una es que se hizo 
un algoritmo aproximado en la estimaci6n que posiblemente requiera que los 
parametr~s c y f3 de la fund6n de peso usada sean modificados para mejorar 
desempeiio. Estos requiere esfuerzos de simulaci6n para sintonizar apropi­
adamente esta constantes; en segundo lugar, el tipo de contaminaci6n en la 
eual previamente fueron probados con exito est os estimadores, fue el dena­
minado point mass, en el eual se forma un cluster centrado en un punto, y 
no con el esquema de simu1aci6n aplicado en este trabajo. Mas investigaci6n 
se requiere al respecto, aunque esto escapa de los objetivos previstos. 
Se estudiaron cuatro medidas de desempeiio de las euales la menos util resu1t6 
el poreentaje promedio de swamping. Las otras tres medidas permitieron 
distinguir claramente entre los procedimientos de estimaci6n. En 1a pnictica 
s610 resultara aplieable la proporci6n promedio de seiiales, puesto que en un 
ambito real se desconocen ell/intos outliers hay y su naturaleza. Esta medida 
p~r 10 menos nos garantiza que si existen outliers, el procedimiento mas ro­
busto siempre generara seiiales conforme al numero presente, ademas como el 
swamping generado es de proporciones despreciables, se puede tener certeza 
que las seiiales son debidas a la presencia de observaciones atipicas en los 
datos, si usamos un estimador robusto como el S. 
Finalmente, se prop one explorar una posible extensi6n de los resultados hal­
lados considerando el caso de tres 0 mas variables para constatar si los re­
sultados aleanzados con p = 2 se mantienen; de igual forma se reeomienda 
probar con otros tipos de situaciones de fuera de control, como por ejemplo el 
tipo de desviaci6n escalonada de la media (Sullivan y Woodall, (1996)) en la 
eual a partir de cierto momento la media varia de nivel subitamente para las 
subsiguientes observaciones, y con e1 tipo desviaciones graduales de la media 
(Sullivan y Woodall, (1996)) en el que el vector de medias gradualmente se 
va desviando con cierta tendencia, cambiando en la misma eantidad en eada 
observaci6n. 
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Apendice A 
Programa R Para Estimadores 
SDE 
direcl<-function(X.vl.l-vl,v2.2-v2){ 

n<-nroloT(X) 

for(1 in 1:n-l){ 

k<-i+1 

for(j in k:n){ 

d<-X[i,]-X[j.] , 

ql<-sqrt(sum(al·2», 

vll<--al [2]/ql 

v22<-al [1] /ql 

vl<-append(vl.vl1) 

v2<-append(v2.v22) 

} 

vl<-v1[-l] 

v2<-v2[-2] 

} 
vl<-v1[-1] 

v2<-v2[-1] 

A<-matrix(c(vl.v2).ncol-2) 

A 
} 
outlygness<-function(X.vl.l=vl.v2.2=v2.nl=n.kll=kl.k21=k2.kOl-kO){ 

A<-direc1(X) 

ATX<-AY,+Y,t(X) 

aux.mediana<-apply(ATX.l.median) 

medianas<-matrix(rep(aux.mediana.n).ncol=n) 

desv.med<-abs(ATX-medianas) 

aux.ord<-matrix(apply(desv.med,l.sort).ncol-n.byroloT-T) 

aux.sigma.ATX<-«aux.ord[.kl]+aux.ord[.k2])/2)/kO 

sigma.ATX<-matrix(rep(aux.sigma.ATX.n),ncol=n) 

R<-desv.med/sigma.ATX 

ri<-apply(R.2.max) 

ri 

} 
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pesoB.Huber<-function(ri,beta=O.95,p=2,q=2){ 

c<-sqrt(qchisq(beta,p» 

a<-(c/ri) Aq 

w<-ifelse(r1<-c, 1,a) 

w, 

} 

EST.SDE<-funct1on(X,vl.l=vl,v2.2=v2,p=2,nl=n,kll=kl,k21=k2,kOl=kO){ 

ri<-outlygness(X) 

wi<-matr1x(pesos.Huber(ri),ncol=n) 

t.SDE<-(1/sum(w1»*w1~*~X 
aux.t<-matr1x(rep(t.SDE,n),ncol=p,byrow=T) 

aux.w<-matrix(rep(w1.p),ncol=p) 

X.cen<-X-aux.t 

wl.X.cen<-aux.w*X.cen 

V.SDE<-(1/sum(w1»*t(w1.X.cen)~*~X.cen( 
list(t.SDE=t.SDE.V.SDE=V.SDE) 

} 

T2<-funct1on(datos,center.covar,N){ 

covarl<-matrix(covar[.1].ncol=2) 

d<-mahalanobis(datos[ •• l].center=center[l.].cov=covarl) 

for(i in 2:N){ 

covarl<-matrix(covar[.i].ncol=2) 

m<-mahalanobis(datos[ •• i] .center=center[i.].cov=covarl) 

d<-append(d.m) 

} 

matrix(d.ncol=N) 

} 

N<-5000 

n<-30 

p<-2 

kl<-p-l+floor«n+l)/2) 

k2<-p-l+floor«n+2)/2) 
kO<-qnorm«I+kl/n)/2) 

kO 

vl<-c(O) 

v2<-c(O) 

#C41culo del UCL: 
library(mass) 

mu<-c(O.O} 

Sigma<-matrix(c(1.O.O.I).ncol=2) 

a<-matrix(rep(30.5000).ncol=5000) 

X<-array(apply(a.2.mvrnorm.mu.Sigma}.dim=c(30.2.5000» 

estim<-apply(X,c(3).EST.SDE) 
pl<-matrix(rep(O.N*p).ncol=p) 

k<-l :N 

for(i in k){ 

pi [i.] <-estim[[1]J [[lJJ 

} 
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sl<-matr1x(rep(0.4*N),ncol-N) 

for(i in k){ 

sl[,i]<-est1111[UJJ u:m 

} 

t2SDE<-T2(X,p1,sl.5000) 

max1moSDE<-apply(t2SDE.2.max) 

UCLSDE<-quant11e(maximoSDE.probs-0.95) 

UCLSDE 

95Y. 
17.18058 
cuantilSDE<-apply(t2SDE,2.quantile.probs=0.95) 
quantile(cuantilSDE.probs=0.95) 
95'1. 
9.870182 
summary(maxillloSDE) 
Min. 1st Qu. Median Mean 3rd Qu. Max. 
4.021 7.097 B.BB3 9.7B2 11.420 51.050 
summary (cuantilSDE) 
Min. 1st Qu. Median Mean 3rd Qu. Max. 
3.370 5.264 6.131 6.486 7.279 23.630 
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Apendice B 
Programa R Para Estimadores 
SDEC 
direcl<-function(X,vl.1=vl,v2.2=v2){ 

n<-nroll(X) 

for(i in l:n-l){ 

k<-i+l 

for(j In,k:nH 

al<-XU.]-X[j.] 

ql<-sqrt(sum(al-2» 

vll<--al[2]/ql 

v22<:al [1] /ql 

vl<-append(vl.vll) 

v2<-append(v2.v22) 

} 

vl<-vi[-l] 

v2<-v2[-2] 

} 

vl<-vi[-1] 

v2<-v2[-1] 

A<-matrlx(c(vl,v2).ncol=2) 

A 
} 
outlygness<-functlon(X.vl.1-vl.v2.2=v2,nl=n,kl1=kl,k21=k2,kOl=kO){ 

A<-dlrecl(X) 

ATX<-AY.*t.t(X) 

aux.medlana<-apply(ATX,l.median) 

medlanas<-matrlx(rep(aux.medlana,nl),ncol=nl) 

desv.med<-abs(ATX-medianas) 

aux.ord<-matrlx(apply(desv.med,l,sort),ncol=ul,byroll=T) 

aux.sigma.ATX<-«aux.ord[.kl]+aux.ord[,k2])/2)/kO 

slgma.ATX<-matrlx(rep(aux.slgma.ATX.nl),ncol=ul) 

R<-desv.med/slgma.ATX 

ri<-apply(R,2,max) 

rl 

} 
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pesos.Huber<-function(ri.bata=O.95.p=2.q=2){ 

c<-sqrt(qchisq(beta.p» 

a<-(c/ri)-q 

v<-ifelse(ri<=c.l.a) 

v 
} 
EST.SDE<-function(X,vl.1=vl,v2.2=v2,p=2,nl=n,kll=kl.k21=k2,kOl=kO){ 

ri<-outlygness(X) 

vi<-matrix(pesos.Huber(ri),ncol=ul) 

t.SDE<-(l/sum(vi»*vi%*%X 

aux.t<-matrix(rep(t.SDE,n) ,ncol=p , byrov=T) 

aux.v<-matrix(rep(vi.p),ncol=p) 

X.cen<-X-aux.t 

vi.X.cen<-aux.v*X.cen 

V.SDE<-(l/sum(vi»*t(vl.X.can)%*'l.X.cen 

list(t.SDE=t.SDE,V.SDE=V.SDE) 

} 

T2<-function(datos,centar,covar,N){ 

covarl<-matrix(covar[.1],ncol~2) 
d<-mahalanobls(datos[,,11.center=center[l,l,cov=covarl) 

for(i in 2:N){ 

covarl<-matrix(covar[.i],ncol=2) 

m<-mahalanobis(datos[ •• i],center=csnter[i.l.cov=covarl) 

d<-append(d.m) 

} 

matrix (d,ncol=N) 

} 
W.HARD<-function(t2,n=30.p=2){ 

med<'-median(t2) 

o<-order(t2) 

c<-med*qf«o/(n+l»,p,n-p)!qf(O.5,p,n-p) 

v<-ifelse(t2<=c.l,O) 

v 

} 
EST.SDEFINAL<-function(X,vl.1=vl.v2.2=v2.pl=2,nl=n.kl1=kl,k21=k2.kOl=kO){ 

estim<-EST.SDE(X) 

p<-estim[[1]J 

s<-estim [(2)] 

t2<-mahalanobis(X,csnter=p,cov=s) 

WHRDi<-matrix(W.HARD(t2),ncol=nl) 

t.SDEFINAL<-(l/sum(WHRDi»*WHRDi%*%X 

aux.t2<-matrix(rep(t.SDEFINAL,nl),ncol=pl.byrov=T) 

aux.v2<-matrix(rep(WHRDi.pl).ncol=pl) 

X.cen2<-X-aux.t2 

vi.X.cen2<-aux.v2*X.csn2 

V.SDEFINAL<-(l/(sum(WHRDi)-l»*t(vi.X. cen2)'l.*%X.cen2 

list(t.SDEFINAL=t.SDEFINAL,V.SDEFINAL-V.SDEFINAL)
} , 
#Calculo del UeL: 
N<-SOOO 
n<-30 
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p<-2 
k1<-p-l~floor«n~1)/2) 
k2<-p-1+floor«n+2)/2) 
kO<-qnorm«1~kl/n)/2) 
kO 

vl<-c(O) 

v2<-c(0) 

library(mass) 

mu<-c(O,O) 

Sigma<-matrix(c(1.0,O,l),ncol=2) 

a<-matrix(rep(30,5000),ncol=5000) 

X<-array(apply(a,2,mvrnorm,mu,Sigma),dim=c(30,2,5000» 

estimFINAL<-apply(X,c(3),EST.SDEFINAL) 

pl<-matrix(rep(O,N+p),ncol=p) 

. : k<-l:N 

for(i in k){ 

plU.]~-estimFINAL[(1)] [[1]]
} . 
sl<-matrix(rep(O,4+N),ncol=N) 
for(1 in k){ 
s1[,i] <-estimFINAL[[1]] [[2]] 
} 
t2SDEC<-T2(X,pl,sl,N) 
maximoSDEC<-apply(t2SDEC.2,max) 
UCLSDEC<-quantile(maximoSDEC ,probs=O. 95) 
UCLSDEC 
95); 
57.46631 
cuantilSDEC<-apply(t2SDEC,2,quantile,probs=0.95) 
,quantile(cuantilSDE,probs=0.95) 
95X 
34.79023 
summary(maximoSDEC) 
Min. 1st Qu. Median Mean 3rd Qu. Max. 
4.155 13.740 19.890 25.070 29.560441.300 
summary(cuantilSDEC) 

Min. 1st Qu. Median Mean 3rd Qu. Max. 

3.707 9.535 13.180 16.030 18.920 181.200 
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Apendice C 
Programa R Para Estimadores 
SE 
ro.biweight<-function(dl,c=1.547){ 
if (dl<=c){ 
temp<-(dl"2)/2-(dl"4)/(2*c"2)+(dl-6)/(6*c"4) 
} 
else{ 
temp<-(c"2)/6 
} 
temp 
} 
k.max<-function(x,dl,bO=O.1995){ 
d.k<-dl/x 
temp<-apply(d.k.2.ro.biweight) 
temp<-mean(temp)-bO 
temp 
} 
k.j<-function(d){ 
sol<-uniroot(k.max,c(O.OOOl.1000),tol=O.OOOl,dl=d) 
sol 
} 
w.biweight<-function(dl,c=1.547){ 

if (dl<-c){ 

temp<-(1-(dl/c)"2)"2 

} 

else{ 

temp<-O 

} 
temp 
} 
v.biweight<-function(dl,c=1.547){ 
if (dl<=c){ 
temp<-(dl"2)*(1-(dl/c)"2)"2 
} 
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i 
else{ 
telllp<-O 
} 
telllp 
} 
est.mcd<-function(X){ 

library (lqs) 

estim<-cov.mcd(X) 

media<-est1m$center 

covar1<-est1m$cov 

res<-list(med1a=med1a.covar1=covar1) 

res 

} 
i· 
S.ESTIM<-funct1on(X,n=30.p-2,NOT.CONV-TRUE,max1ter-l00){ 

est1m<-est.mcd(X) 

to<-est1m [[1]] 

CO<-est1m[[2]] 

j<-O 

wh11e(NOT.CONV--TRUE){ 

j<-j+1 

d.j<-matrix(sqrt(mahalanobis(X.center=tO,cov=CO»,ncol=n) 

k<-k.j(d.j)$root 

",,~d.j.k<-d.j/k 
w<-matrix(apply(d.j.k,2.w.b1we1ght).ncol=n) 

t<-(l/sum(w»*wy'*y'X 

aux.t<-matr1x(rep(t.n).ncol=p,byrow=T) 

aux.w<-matr1x(rep(w.p).ncol=p) 

X.cen<-X-aux.t 

-::!.X.cen<-aux.w*X.cen 
v<-matr1x(apply(d.j.k.2,v.biwe1ght),ncol=n) 
C<-p*(l/sum(v»*t(w.X.cen)y'*y'X.cen 
error.t<-max(abs(c(t)-tO» 
error. C<-max(abs (C-CO» 
CO<-C 
to<-t 
NOT.CONV<-ifelse(max(error.t,error.C)<=O.OOll Ij==maxiter,FALSE.TRUE) 
} 
list(tO=tO.CO=CO) 
} 
W.HARD.S<-function(t2.n=30,p=2){ 

cp.n<-(1+15/(n-p»-2 

chil<-qchisq(O.95.p) 

chi2<-qch1sq(O.5.p) 

med<-median(t2) 

dO<-cp.n*med*ch11/chi2 

w<-ifelse(t2<=dO.l.0) 

w 

} 

S.ESTIMFINAL<-funct1on(X.nl=30,pl=2){ 

estim<-S.ESTIM(X) 

p<-est1m[U]] 

s<-estim[[2]] 

t2<-mahalanob1s(X. center=p, cov=s) 

WHRDi<-matrix(W.HARD.S(t2),ncol-nl) 
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t.SPINAL<-(1/sum(WHRDi»*WHRDi%*%X 

aux,t2<-matrix(rep(t.SFINAL,n1),ncol=p1,byrov=T) 

aux.v2<-matr1x(rep(WHRD1,p1),ncol-p1) 

X.cen2<-X-aux.t2 

vi.X.cen2<-aux.v2.X.cen2 

V.SFINAL<-(1/(sum(WHRDi)-1».t(vi,X.cen2)%*%X.cen2 

list{t.SFINAL=t.SFINAL.Y.SPINAL=Y.SPINAL) 

} 

T2<-function(datos,center,covar,N){ 

covar1<-matrix{covar[,1],ncol=2) 

d<-mahalanobis{datos["l].center=center[1.].cov=covar1) 

for(i in 2:NH 

covar1<-matrix(covar[.i].ncol=2) 

m<-mahalanobis(datos["i] ,center=center[i,] ,cov-covar1) 

d<-append(d,m) 

} 

matrix(d,ncol=N) 

} 
#Cfi.LCULO UCL 

library(mass) 

mu<-c(O, 0) 

Sigma<-matrix(c(1,O,O,l),ncol=2) 

a<-matrix(rep(SO,SOOO),ncol=SOOO) 

X<-array(apply(a,2.mvrnorm,mu,Sigma),dim=c(SO,2.S000» 

estim<-apply(X.c(S).S.ESTIMFINAL) 

p<-2 

N<-SOOO 

p1<-matrix(rep(0.N.p).ncol=p) 

k<-l:N 

for(i in kH 

p1[i,] <-estim[[i]] [[1]] 

} 

s1<-matrix(rep(O,4+N).ncol-N) 

for(i in kH 

s1[,ll<-estim[[i]] [[2]] 

} 
t2SE<-T2(X,pl.sl,SOOO) 
max1moSE<-apply(t2SE.2.max) 
UCLSE<-quantile (maximoSE.probs-O. 9S) 
UCLSE 
9S% 
20.2441 
cuantilSE<-apply(t2SE,2,quantile,probs=0.9S) 
quantile (cuantilSE ,probs-O. 9S) 
9S% • 
11.17328 
summary(maximoSE) 
Min. 1st Qu. Median 
S.660 6.146 7.S78 
Mean Srd Qu. 
9.404 10.500 
Max. 
93.860 
summary(cuantilSE) 
Min. 1st Qu. Median 
S.074 4.791 S.386 
Mean Srd Qu. 
6.102 6.249 
Max. 
S6.6S0 
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Apendice D 
Programa SPLus Para 
Estimadores MVE 
est.mve<-function(datos.N,media.covari){ 
for(i in 1:NH 
estim<-cov.mve(datos[,.i]) 
media[i,]<-estim$center 
covari [.i] <-estim$cov 
} 
res<-list(media~media.covari=covari) 
res 
} 
T2<-functlon(datos.center,covar.N){ 

covarl<-matrlx(covar[,1],ncol=2) 

d<-mahalanobis(datos[.,l].center=center[l,].cov-covarl) 

for(1 in 2:N){ 

covarl<;matrix(covar[.1],ncol=2) 

m<-mahalanobis(datos[.,i],center-center(i,].cov=covarl) 

d<-append(d,m) 

} 
matrix(d,ncol=N) 
} 
a<-matrix(rep(30,5000),ncol=5000) 

b<-array(apply(a,2.rmvnorm),dlm=c(30,2,5000» 

media<-matrlx(rep(O,10000),ncol-2) 

covarl<-matrix(rep(O,20000),ncol=5000) 

resmve<-est.mve(b,5000.media.covarl) 

p<-matrix(resmve$media.ncol-2) 

s<-matrlx(resmve$covari,ncol=5000) 

t2mve<-T2(b,p,s,5000) 

maximomve<-apply(t2mve,2,max) 

UCLmve<-quantl1e (maximomve.probs=O. 95) 

UCLmve 

cuantilmve<-apply(t2mve.2.quantile,probs=O.95) 

quantile(cuantilmve,probs=O.95) 

Bummary(maximomve) 

111 
summary (cuantilmve) 
> UCLmve 
957­
24.93355 
> cuantilmve (- apply (t2mve, 2, quantile, probs ~ 0.95) 
> quantile(cuantilmve, probs = 0.95) 
9SY. 
14.46357 / 
> summary(maximomve) 
Min. 1st Qu. Median Mean 3rd Qu. Max. 
3.946 6.559 8.677 11.22 13.17 142.4 
) summary(cuantilmve) 
Min. 1st Qu. Median Mean 3rd Qu. Max. 
3.293 4.994 5.785 7.104 7.6 85.22 
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Apendice E 
Algoritmos Para 
Contaminacion 
#Contaminaci6n desviaci\'on de la media: 

bivar.shift<-function(n.N,media){ 

11brary (mass) 

mu<-c(O,O) 

Sigma<-matrix(c(l,O,O,l),ncol=2) 

marca<-matrix(rep(O,n),ncol=l) 

m<-mvrnorm(n.mu=mu,Sigma=Sigma) 

k<-sample(l:n,N) 

for(i in k){ 

m[i,] <-mvrnorm(mu=media.Sigma=Sigma) 

marca[i,] <-1 

} 
ml<-cbind(marca,m) 

} 

pl<-2 

N1<-1000 

#Generando 1000 muestras de tamafio 30 con N=l 

#outliers con d2=5 

a<-matrix(rep(30,1000),ncol=1000) 

b<-array(apply(a.2,bivar.shift,N=1.media=c(l,2».dim=c(30.3.1000» 

#Separando los datos bivariad06 

bl<-b[.-l.] 

#guardando en una matriz de 

#n filas y 1000 columnas 

#106 nameros de las indicaciones 

#de las observaciones contaminadas 

b2<-b[.1,] 

#Contaminaci6n sim~trica: 
bivar.simet<-function(n.N,lambda){ 
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l1brary(mass) 

mu<-c(O,O) 

S1gma<-matr1x(c(l,O,O,l),ncol=2) 

marca<-matrix(rep(O,n),ncolc l) 

m<-mvrnorm(n,mue mu,S1gma;Sigma) 

k<-sample(l:n,N) 

Sigma.lambda<-lambda*Sigma 

for(i in k){ 

m[1.]<-mvrnorm(mu=mu,S1gma=S1gma.lambda) 

marca[i,]<-l 

} 
ml<-cbind(marca,m) 

ml 

} 

#Generaci\'on de 1000 muestras de tamafio 30 

#con N=l outlier con lambda-l.S 

pl<-2 

Nl<-1000 

a<-matrix(rep(30.1000).ncol=1000) 

b<-array(apply(a.2.b1var.simet.N=1.lambda=1.5).dim=c(30,3,1000» 

bl<-b[,-1.J 

b2<-b[,1,] 

#Contaminaci6n cruzada: 

bivar.cross<-funct1on(n.N,med1a, lambda) { 

l1brary(mass) 

mu<-c(O,O) 

Sigma<-matr1x(c(1.0,O,l).ncol=2) 

marca<-matrix(rep(O,n),ncol=l) 

m<-mvrnorm(n,mu=mu,S1gma=S1gma) 

k<-sample(l:n,N) 

S1gma.lambda<-lambda*S1gma 

forei in k){ 

m[i,]<-mvrnorm(mu=media,Sigma=S1gma.lambda) 

marca[i.J <-1 

} 
ml<-cb1nd(marca.m) 

ml 

}. 

#Generaci6n de 1000 muestras de tamafio 30 

#contaminadas con N=l outlier, d2=S y lambda=l.S: 

pl<-2 

Nl<-lOOO 

a<-matrix(rep(30,1000).ncola l000) 

b<-array(apply(a,2,bivar.cross,N=1.media=c(1,2),lambda=1.S),dim=c(30,3.1000» 

b1<-b [.-1,] 

b2<-bLl.] 
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Apendice F 
Algoritrnos Para Detecci6n 

detect<-function(t2,n,UCL){ 

marca<-rep(O.n) 

marca[t2>=UCL] <-1 

marca 

} 
porc.enmasc<-function(difer.marcas,n,N){ 

enmasc<-rep(O,n) 

enmasc[difer.marcas.e -1] <-1 

por.enmasc<-sum(enmasc)/N 

por.enmasc 

} 

porc.swamp<-function(difer.marcas,n.N){ 

swamp<-rep(O,n) 

swamp [difer.marcas··1] <-1 

por.swamp<-sum(swamp)/(n-N) 

por.swamp 

} 
porc.signal<-function(marcasd,n){ 
signals<-rep(O,n) 
signals [marcasdl-O] <-1 
por.signals<-sum(signals)/n 
por.signals 
} 
#En contaminaci6n con desviaci\'on de la media: 
detecciones<-function(d2,b2,t2,n,N,UCL){ 
marcasd<-apply(t2,2,detect,n=n.UCL=UCL) 
dlfer.marcas<-marcasd-b2 
p.slgnals<-apply(marcasd,2,porc.signal,n=n) 
prom. signals<-mean(p. signals) 
p.enmasc<-apply(difer.marcas.2,porc.enmasc,n=n.N=N) 
prom.enmas<-mean(p.enmasc) 
p.swamp<-apply(difer.marcas.2,porc.swamp,n=n,N=N) 
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prom.svamp<-mean(p.swamp) 

porc.detec.out<-i-prom.enmas 

unlist (list (d2=d2.N-N.prom. signals-prom.aignals ,prom , enmas -prom.enmas, 

prom.svamp.prom.svamp,porc.detec.out=porc.detec,out» 

} 

#En contaminac16n slm~tr1ca: 
datacc1onas<-funct1on(lambda,b2,t2.n.N,UCL){ 

marcasd<-apply(t2.2.detect.n=n,UCL=UCL) 

difer.marcas<-marcasd-b2 

p.signals<-apply(marcasd,2,porc.s1gnal,n=n) 

prom. s1gnals<-mean(p. signals) 

p.enmasc<-apply(difer.marcas,2 ,porc.enmasc,n=n.N=N) 

prom. enmas<-mean(p. enmasc) 

p.svamp<-apply(d1fer.marcas,2,porc.svamp,n=n,N-N) 

prom,svamp<-mean(p.svamp) 

porc.detec.out<-l-prom.enmas 

unlist(11st(lambda=lambda,N-N,prom.signals=prom.signals,prom.enmas=prom.enmas, 

prom.svamp-prom,svamp,porc.detec.out=porc.detec.out» 

} 

#En contaminaci6n cruzada: 
datacc1ones<-function(d2,lambda,b2,t2,n,N,UCL){ 
marcasd<-apply(t2,2.detect,n=n,UCL=UCL) 
difer.marcas<-marcasd-b2 
p. signals<-apply(marcasd ,2 ,pore. signal,n=n) 
prom.signals<-mean(p.signals) 
p.enmasc<-apply(difer.mareas.2,porc.enmasc,n=n,N=N) 
prom,enmas<-mean(p.enmase) 

p,svamp<-apply(difer.marcas,2,porc.svamp,n=n,N=N) 

prom.swamp<-mean(p.svamp) 

porc.detec.out<-l-prom.enmas 

unlist(11st (d2=d2,lambda=lambda,N=N ,prom, s1gnals-prom. signals ,prom. enmas=prom.enmas, 

prom.svamp=prom.svamp,porc.datec.out=porc.detec,out» 

} 
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Apendice G 
Secuencias de Figuras 
117 

Contaminaci6n con Desviaci6n 
de la Media 
118 
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