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RÉSUMÉ 
Le projet de recherche dont il est ici question a comme but d'améliorer les 
performances et d'étendre les possibilités du logiciel professeur de musique 
développé par le Groupe de recherche sur la parole et l'audio de l'Université de 
Sherbrooke (GRPA). Ce logiciel a pour but d'évaluer les performances d'un élève 
apprenant la musique et d'ainsi pouvoir lui communiquer de façon graphique ses 
erreurs. Cet élève pourrait donc s'améliorer plus rapidement lors de ses périodes de 
pratiques non supervisées, recevant tout de même des commentaires sur son 
interprétation. 
L'objectif du projet ici discuté est principalement de permettre au logiciel de 
supporter la polyphonie (plusieurs notes simultanées), puisque le logiciel actuel 
présente des performances acceptables seulement avec des signaux 
monophoniques (une seule note à la fois). Plus particulièrement, le projet vise à 
détecter les erreurs pour un seul type d'instrument, la guitare. 
Dans ce mémoire, la technique développée sera décrite. Cette technique 
permet d'atteindre des résultats de reconnaissance d'accords qui se comparent 
favorablement aux approches existantes et connues. En effet, l'algorithme développé 
permet de reconnaître des accords formés de jusqu'à 6 notes simultanées tout en 
présentant un taux d'erreur relativement faible. La technique se base sur des critères 
de haut-niveau d'abstraction combinés à une représentation spectrale à résolution 
adaptative des notes. La technique permet d'atteindre des résultats qui se comparent 
favorablement aux autres approches connue. La technique est différente cependant 
de celles présentées dans des études similaires de par les conditions suivantes : 
élève apprenti qui commet plusieurs erreurs, rythme élevé des pièces, signal naturel 
(non synthétique) et enregistré de façon non professionnelle. 
Mots-clés : polyphonie, partition, pitch, fondamental, note, transcription 
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CHAPITRE 1 : INTRODUCTION 
1.1. Mise en contexte et problématique 
Ce projet de recherche s'inscrit dans le cadre d'un objectif général du Groupe 
de recherche sur la parole et l'audio de l'Université de Sherbrooke (GRPA), soit de 
développer un logiciel professeur de musique. Le but de cette démarche est de 
faciliter l'apprentissage de la musique. Sans vouloir remplacer le véritable professeur, 
le but du logiciel est plutôt de pouvoir montrer à l'élève de façon graphique, simple et 
compréhensible les erreurs qu'il a commises durant ses pratiques, entre ses cours 
avec un vrai professeur. Cela permettrait éventuellement de rendre plus accessible 
l'apprentissage et la maîtrise d'un instrument de musique à tous ceux qui ont accès à 
un ordinateur personnel. 
L'objectif de ce projet est d'améliorer le logiciel professeur en développement 
au GRPA, afin qu'il supporte la polyphonie, c'est-à-dire des notes simultanées (un 
accord). Afin de limiter l'étendue du projet, l'objectif se limite à un seul instrument 
polyphonique, soit la guitare. Plus particulièrement, le défi de ce projet est de 
développer un nouveau module de reconnaissance polyphonique robuste face aux 
erreurs de l'apprenant. En comparaison avec les techniques de suivi de partition 
traditionnelles (dans lesquelles l'application s'attend à ce que le musicien interprète la 
partition de façon assez juste), on s'attend à beaucoup d'erreurs de la part de 
l'interprète débutant. Suivre la partition originale s'avère alors un véritable défi, défi 
qui sera exploré au cours de ce projet. 
Après avoir développé une méthode de reconnaissance de polyphonie, la 
performance en a été mesurée, ses faiblesses ont été identifiées et des voies 
d'amélioration du logiciel professeur sont décrites. On anticipe que le logiciel sera 
probablement limité par le niveau d'habileté de l'élève. Un élève qui interprète 
vraiment mal une pièce, à un point tel qu'une personne ne puisse pas reconnaître la 
1 
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pièce, sera probablement incompatible avec le logiciel. L'objectif sera cependant 
d'être le plus robuste possible à un musicien apprenti. 
De tels résultats permettent de contribuer au domaine de la reconnaissance 
polyphonique, ce qui pourrait éventuellement déboucher à un logiciel 
commercialisable, rendant plus accessible l'apprentissage de la musique. Des 
limitations avec les technologies actuelles nous empêchent de le faire : par exemple, 
l'identification d'un accord joué à la guitare par le signal ne se fait pas de façon fiable. 
Le but du projet décrit dans ce mémoire est de combler une partie de ce manque 
pour réussir à faire un logiciel professeur. 
1.2. Définition du projet de recherche 
Le contexte de l'application visée est illustré à la Figure 1.1. 
M 
Figure 1.1 : Schématisation du projet 
Comme on peut le voir, tout débute avec un apprenant qui joue avec une 
guitare acoustique devant un micro. Le micro est branché à une interface de 
l'ordinateur, afin que le signal soit numérisé. Dans l'ordinateur, l'analyse est faite par 
le logiciel professeur. Cette analyse consiste d'abord à identifier ce qui a été joué 
pour ensuite comparer ce résultat d'analyse avec les informations de la partition. Une 
2 
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interface graphique permet finalement de rendre à l'apprenant l'évaluation de sa 
performance sous forme de partition corrigée. 
Ce mémoire traite spécifiquement de l'analyse de la performance, plus 
particulièrement de la transformation du signal numérique de la guitare en séquence 
de notes et d'accords. Le module qui permet le suivi et la comparaison de la partition 
ne sera pas traité dans ce travail de recherche, qui est déjà couvert dans une autre 
partie du projet de professeur de musique virtuel. 
1.2.1.La transcription automatique 
De façon générale, ce projet s'inscrit dans un domaine de recherche souvent 
appelé la transcription automatique. La transcription automatique consiste à 
transformer des données audio, comme une pièce de musique, en partition écrite. 
Ce projet est suffisamment différent de par le niveau d'habileté de la 
performance (un enregistrement professionnel versus un musicien apprenti) pour 
nécessiter ses propres solutions et ne peut se contenter d'utiliser les solutions 
génériques du domaine. Voici les principales raisons qui rendent ce projet unique. 
Contrairement à la transcription automatique, le traitement du signal pour le 
projet de professeur de musique ne peut pas se faire hors-ligne. Autrement dit, le 
signal audio doit être traité au fur et à mesure que son acquisition est faite, et il n'est 
pas possible d'attendre d'avoir le signal au complet avant de commencer l'analyse si 
l'on veut être en mesure d'afficher juste à temps les résultats à l'apprenti musicien. 
Une autre différence importante est la qualité du jeu. Lorsqu'on analyse une 
pièce jouée par des musiciens qualifiés, on peut s'attendre à une performance de 
haut-calibre, respectant très bien le rythme et jouant les notes et accords de façon 
très claire et détaillée. Cependant, lorsqu'on analyse la musique jouée par un 
débutant, il n'y a virtuellement aucune limite : le débutant peut pratiquement jouer 
n'importe quoi, ce qui complique largement la tâche de l'analyse. 
3 
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1.2.2.Le suivi / la poursuite automatique de partition 
La poursuite automatique de partition est un autre domaine de recherche dans 
lequel pourrait s'inscrire le projet dont il est question ici. La poursuite de partition 
consiste à comparer les données d'une partition aux données extraites d'un signal 
audio afin d'associer les premières aux secondes, dans le but de les aligner. Ceci 
permet, par exemple, de connaître après combien de temps, dans le signal audio, est 
jouée la 10e note, dans la partition. 
Quoique la poursuite de partition fasse partie intégrante du projet de logiciel 
professeur, la recherche qui a mené à ce mémoire se concentre principalement sur 
l'analyse du signal audio, plus particulièrement l'identification des notes et accords 
joués. 
1.2.3.Le logiciel professeur 
En résumé, le logiciel professeur de musique se trouve quelque part au 
croisement des domaines du suivi de partition et de la transcription automatique. 
Cependant, la plupart de la recherche effectuée dans ces domaines ne peut être 
appliquée directement à notre problématique de recherche sans une adaptation. Tel 
que spécifié plus haut, le principal défi consiste dans notre cas à proposer un 
système robuste aux erreurs de l'élève, qui peuvent parfois être très graves et 
compliquer grandement l'analyse du signal audio. 
1.3. Objectifs du projet de recherche 
En regard de ces observations, la question définissant le but de ce projet est la 
suivante : 
Comment peut-on réussir à reconnaître des accords de guitare 
joués par un éléve en apprentissage de façon fiable? 
Tel qu'expliqué, le projet ici présenté consiste à rendre polyphonique un logiciel 
professeur de musique qui se limite présentement aux instruments monophoniques, 
comme le violon. Le problème consiste donc à développer un module de 
reconnaissance de la polyphonie. Cela est fait dans un cadre bien particulier, soit le 
4 
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suivi et la comparaison à une partition. Ce cadre impose quelques restrictions sur la 
méthode d'identification des accords et des notes jouées. 
Tel que mentionné précédemment, dans le cas d'un élève débutant, on peut 
s'attendre à ce que l'élève fasse plusieurs erreurs, et qu'en fait, la partition soit très 
mal interprétée. Afin que cet apprenant puisse utiliser le logiciel, ce dernier doit être 
très robuste aux erreurs de jeu, afin de pouvoir assurer le suivi de la partition même 
dans de mauvaises conditions. Le logiciel doit donc comparer de longues périodes, 
plutôt que des notes individuelles. La complexité des calculs en est potentiellement 
grandement augmentée. Cela impose donc des algorithmes relativement peu 
coûteux pour effectuer la reconnaissance. 
D'un autre côté, le fait de connaître au préalable ce que l'élève devra jouer (la 
partition) nous donne une information de départ intéressante. Contrairement à la 
transcription pure, sans connaissance préalable du contenu musical à reconnaître 
(par exemple, pour transformer au fur et à mesure une chanson en partition), ce 
projet permet de prendre en compte une information supplémentaire, soit les notes 
attendues, information donnée par la partition déjà existante. 
Certains objectifs découlent de ces faits. Principalement, le plus évident, qui est 
de développer un module de reconnaissance et de suivi qui fonctionne avec des 
instruments polyphoniques, en particulier avec la guitare. Ce module doit remplacer 
un module qui se limite aux instruments monophoniques (comme le violon). Voici les 
objectifs, ou encore les critères visés par le projet : 
Le nouveau module doit être en mesure de reconnaître des accords formés de 
plusieurs notes simultanées (jusqu'à 6). Puisque peu de recherche a déjà été faite 
avec ce genre de contraintes (accords naturels, c'est-à-dire non synthétisés, 
comportant jusqu'à 6 notes simultanées), même un taux de reconnaissance modeste 
pourrait être considéré comme un progrès dans le domaine. À plus long terme, 
5 
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cependant, il sera nécessaire d'obtenir un meilleur taux de reconnaissance pour 
s'assurer de la robustesse du logiciel professeur de musique. 
Le module doit fonctionner dans un environnement réaliste, c'est-à-dire qu'il doit 
pouvoir fonctionner avec un joueur de guitare inexpérimenté, utilisant une guitare 
acoustique générique devant un micro. Le micro devra être relié à la carte de son 
générique de son ordinateur. Il ne doit y avoir aucune restriction sur le lieu de la 
performance choisi (grandeur de pièce, forme de la pièce, etc.), excepté qu'il n'y ait 
pas une foule de gens produisant un niveau de bruit plus puissant que le son de la 
guitare. Bref, l'endroit ne doit pas être parfaitement silencieux, mais doit tout de 
même être propice à l'apprentissage de la guitare. 
Le module doit être robuste aux particularités d'interprétation de la guitare 
(notes harmoniques, notes glissées, vibrato, notes étouffées, etc.), sans toutefois être 
nécessairement capables de toutes les identifier. Par exemple, le logiciel ne doit pas 
être complètement dérouté si le joueur fait du vibrato. Par contre, le module ne doit 
pas nécessairement identifier correctement tous les vibratos, ce qui pourrait 
cependant s'avérer une amélioration subséquente au logiciel. 
Le module doit pouvoir fonctionner suffisamment rapidement, c'est-à-dire suivre 
la partition presque en temps réel. Il serait inacceptable que le joueur joue pendant 
20 secondes, et qu'il doive attendre quelques minutes pour obtenir ses résultats. 
Pour rencontrer ces objectifs, le développement du module a été fait de façon 
itérative. Tout d'abord, une revue de l'état de l'art a été effectuée. Ensuite, une 
première version du module a été développée. Après cette étape de développement, 
une analyse a été faite pour identifier les points faibles du système. Un autre cycle de 
développement fut destiné à améliorer ces points. Ce cycle fut répété quelques fois, 
jusqu'à l'obtention des résultats qui sont présentés dans les chapitres 3,4 et 5. 
6 
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission. 
1.4. Contributions originales 
Les recherches présentées dans ce mémoire ont permis de contribuer au 
domaine de la reconnaissance automatique de la musique et du suivi automatique 
d'une partition musicale de plusieurs façons. Au niveau de la détection de débuts de 
notes, les recherches ont montré qu'il était possible d'obtenir de meilleures 
performances dans le cas d'un signal avec des notes de faibles amplitudes en 
utilisant une mesure sur l'amplitude relative à l'amplitude locale moyenne. De 
nouvelles techniques basées sur le filtrage par WMS PCA (Wavelet-based multiscale 
Principal Component Analysis) ont également été développées. Sans toutefois 
obtenir des résultats sans équivoque, on est en mesure de démontrer que ce type de 
filtrage permet d'isoler une partie du signal contenant des informations pertinentes 
sur les débuts de notes. 
Les recherches effectuées ont cependant surtout apporté des améliorations au 
niveau de l'analyse pour les signaux polyphoniques. Alors que la littérature ne cite 
des taux d'efficacité importants que pour des intervalles (2 notes) et des accords à 3 
notes, ou encore des accords de musique synthétisés, les méthodes qui seront 
présentées ici permettent d'identifier avec succès des accords réels composés de 6 
notes simultanées ou moins. Les principales innovations permettant d'atteindre ce 
niveau de performance sont l'utilisation de critères de haut niveau d'abstraction ainsi 
que l'utilisation de la transformée de Fourier rapide avec une augmentation 
adaptative de la résolution fréquentielle. Les améliorations ainsi que les résultats 
qu'ils engendrent sont présentés en détail dans ce mémoire. 
1.5. Plan du document 
Au chapitre 2 une mise en contexte théorique survolant les principaux éléments 
de l'état de l'art est présentée. Les chapitres 3 et 4 forment le cœur du mémoire, et 
présentent, respectivement, le détecteur de débuts de note et l'identificateur 
polyphonique. Les détails du fonctionnement, ainsi qu'un résumé des performances 
seront présentés dans ces chapitres. 
7 
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Ensuite, le chapitre 5 fait un résumé des performances du système complet. Ce 
chapitre fait également le point sur l'avancement du projet et identifie les directions à 
prendre pour poursuivre la recherche. Finalement, une conclusion est présentée au 
chapitre 6. 
8 
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CHAPITRE 2 : ÉTAT DE L'ART 
2.1. Situation du projet par rapport au domaine 
Avant de passer en revue l'état de l'art dans le domaine de ce projet, il est très 
pertinent de bien définir l'étendue du projet. Le projet s'inscrit principalement dans 
deux sphères de la recherche, soient la transcription automatique de la musique et le 
suivi de partition. 
La transcription automatique de la musique consiste à transformer une source 
audio en partition sans l'intervention d'un homme. Ce défi n'est pas relevé de façon 
satisfaisante à ce jour (J.P. Bello et al. 2006). Plusieurs systèmes proposés et 
relativement efficaces se limitent à des sources monophoniques (une seule note à la 
fois - ne pas confondre avec mono, c.-à-d. un seul canal audio). Cependant, peu 
s'intéressent et encore moins ont du succès avec des sources polyphoniques 
(plusieurs notes sur un même canal audio mono, c'est-à-dire avec des accords). 
Le suivi de partition, quant à lui, consiste à aligner une performance avec une 
partition, de façon dynamique. En bref, on doit découvrir où l'interprète en est rendu, 
et associer les événements de sa performance à des événements de la partition. Le 
suivi de partition, contrairement à l'alignement de partition, doit se faire en ligne (il ne 
s'agit donc pas d'aligner un fichier audio déjà enregistré à une partition, mais bien de 
savoir en temps réel où l'interprète en est rendu). Le projet se situe dans ni l'une ni 
l'autre des catégories, mais plutôt entre les deux. 
En même temps, on peut comparer le projet à la transcription, puisqu'il faut 
pouvoir reconnaître les notes et les accords joués, mais il se compare également au 
suivi, puisqu'on a une connaissance à priori de ce qui doit être joué, et qu'il faut 
suivre la partition pour la comparer à la performance. Ceci étant mentionné, voici 
maintenant une revue globale de l'état de l'art dans ces deux domaines, mettant 
l'emphase sur les contributions ayant des sujets connexes au cadre de ce projet. 
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2.2. Survol historique de l'analyse polyphonique 
L'analyse de polyphonie consiste entre autres à identifier les notes d'une 
polyphonie, soit la fréquence fondamentale de chaque note, également appelée pitch 
ou FO. Quoique les premiers systèmes adressés à l'analyse polyphonique remontent 
aux années 1970 (Saito et al. 2008), ces systèmes ont été très peu étudiés 
comparativement à ceux permettant d'identifier des notes monophoniques (Klapuri 
2003). 
Moorer propose en 1977 un système permettant de transcrire des duos (deux 
notes simultanées) (Moorer 1977). Cette technique se base sur l'utilisation de filtres 
passe-bande à différentes fréquences afin d'identifier les notes. Afin de diminuer le 
traitement nécessaire pour identifier chaque note possible, l'algorithme proposé par 
Moorer débute par l'identification des sous-harmoniques (harmoniques dont la 
fréquence peut être multipliée par ùn entier pour obtenir la fréquence des notes 
présentes). Grâce à ce prétraitement, la technique peut être utilisée malgré la 
puissance de calcul plus restreinte des ordinateurs de l'époque. L'approche est 
cependant restreinte à un signal à deux voix (le nombre de notes simultanées sera 
toujours égal à 2). 
Chafe et Jaffe proposent également en 1986 un système pour séparer les 
sources et identifier le pitch dans la musique polyphonique (Chafe & Jaffe 1986). 
Leur système utilise la BQFT (Bounded-Q Frequency Transform) afin d'obtenir une 
résolution fréquentielle suffisante (meilleur qu'un demi-ton) pour l'identification de 
note. Afin de détecter les débuts de notes et segmenter le signal, ils détectent des 
variations dans l'enveloppe de l'amplitude. Afin d'améliorer les résultats, ils 
construisent par la suite une grille du temps et l'utilisent pour suggérer la présence 
d'événements faibles ou manquants. 
Maher propose en 1990 un système permettant de séparer les deux parties 
d'un duo pour identifier ensuite le pitch de chacun (Maher 1990). Son système basé 
sur la STFT (Short-Time Fourier Transform) est testé sur des duos synthétisés. 
10 
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission. 
L'analyse approfondie de Maher aborde plusieurs limitations de son approche : le 
manque de résolution peut entraîner une collision qui mènera à confondre les deux 
voix; le déséquilibre entre l'amplitude des deux voix rend l'analyse de la voix faible 
moins efficace; en tout temps, il peut y avoir deux, une ou aucune voix, et cela 
complique l'identification et la séparation; les signaux qui ne respectent pas des 
critères strictes, tel que l'absence de réverbération, introduisent une dégradation de 
la performance du système. 
Ces systèmes, ainsi que la plupart des méthodes de première génération, sont 
limités d'autres façons. Par exemple, la polyphonie peut être limitée à 2 notes, ce qui 
est clairement insuffisant pour la guitare (6, 7 ou encore 12 cordes dans les cas 
particuliers) ou le piano (on peut s'attendre à 10 notes au maximum, étant donné le 
nombre de doigte du pianiste). De plus, ces systèmes ont souvent des lacunes 
lorsqu'il faut identifier la même note sur deux octaves (le spectre du plus grave 
« masque » celui du plus aigu), et sont limités à une bande souvent trop étroite 
(Klapuri, 2004). 
Depuis ce temps, beaucoup de progrès ont été faits, et plusieurs techniques ont 
été présentées. On peut regrouper les différentes techniques de transcription 
automatique et de suivi de partition en deux groupes principaux. Le premier regroupe 
les techniques basées sur les connaissances, et le deuxième les techniques basées 
sur les observations ou sur l'apprentissage (Plumbley et al. 2002). 
Les techniques basées sur les connaissances sont, par exemple, celles qui 
utilisent une version de la transformée de Fourier rapide pour analyser le spectre, et 
qui, à partir des différents pics, peuvent prendre une décision par rapport aux notes 
présentes. Elles sont basées sur les connaissances de la musique selon les 
différents modèles qu'on utilise pour l'expliquer et la représenter. Elles utilisent les 
informations connues à propos de la physique de la musique ou encore du système 
auditif humain. 
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Les techniques basées sur tes observations ou l'apprentissage (aussi appelées 
approche conduite par les données - data-driven approach) peuvent également 
utiliser des connaissances à propos de la musique, que l'on appelle connaissances à 
priori. Cependant, ces techniques présentent des paramètres ajustables qui 
permettent l'apprentissage ou encore l'adaptabilité des modèles par rapport aux 
observations faites. Par exemple, les modèles avec contraintes de parcimonie font 
partie de ce groupe, étant donné qu'ils se basent sur des observations faites par le 
système pour établir le modèle final. Ces modèles se basent sur une caractéristique 
observée dans la nature, soit la parcimonie, qui montre que dans une distribution, la 
majorité des échantillons sont nuls. Appliqué à la musique, un tel modèle peut utiliser 
comme hypothèse de base que sur les 88 notes d'un piano, seulement quelques-
unes sont jouées à la fois. 
2.3. Les techniques récentes et intéressantes 
Les sections qui suivent présentent quelques-unes des techniques modernes 
de transcription automatique de la musique et de suivi de partitions qui sont 
intéressantes et pertinentes dans le cadre de ce projet. Également quelques-uns des 
articles présentés peuvent traiter d'un autre sujet qui s'avère toutefois pertinent et 
potentiellement exploitable lors de la réalisation du projet. 
2.3.1.Les techniques basées sur les connaissances musicales 
Plusieurs techniques sont basées sur les connaissances de la musiqué et des 
signaux. Celles-ci seront abordées avant celles basées sur l'apprentissage, car elles 
sont dans la plupart des cas plus simples. Plusieurs techniques basées sur 
l'apprentissage utilisent également des notions en lien avec les techniques basées 
sur les connaissances, il est donc plus logique de les voir en premier lieu. Les 
techniques résumées ici seront présentées en ordre approximatif de pertinence et 
d'influence par rapport au projet présenté. 
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En 2004 Klapuri dépose sa thèse de doctorat, intitulée Signal processing 
methods for the automatic transcription of music (Klapuri, 2004). La méthode 
principale est une méthode itérative à suppression, c'est-à-dire qu'elle identifie la 
note principale, supprime cette note du signal et recommence l'analyse jusqu'à ce 
que le reste de signal soit considéré comme du bruit. La première étape de 
l'approche consiste à appliquer une banque de filtre au signal, les filtres étant basés 
sur le modèle de l'audition humaine. Chacun des filtres passe-bande recoupe le 
suivant, et sa bande passante rectangulaire équivalente (qui sert à approximer le 
modèle humain en psycho-acoustique) peut être calculée comme suit : 
où fc est la fréquence centrale du filtre. 
L'intérêt d'utiliser ces filtres est de représenter la sélectivité de l'oreille 
(humaine) intérieure. Chacun des signaux issus de la banque de filtre est ensuite 
redressé en simple alternance et puis filtré passe-bas. Dans chacun des canaux ainsi 
obtenu, on calcule les fonctions d'auto-corrélation à court terme. En regroupant les 
estimés de périodes de chacun des canaux, on obtient la fonction d'auto-corrélation 
sommaire 
Où rt>c(T) est la fonction d'auto-corrélation de la fenêtre de temps t du canal de 
fréquence c. Le résultat est un volume décrit en fonction du temps, de la fréquence et 
du délai de rauto-corrélation. On l'appelle le corrélogramme. Selon ses recherches, 
Kalupuri indique que si le corrélogramme est générique et efficace, il est très 
complexe à calculer. Cependant, une partie de ses recherches s'attarde également à 
approximer rapidement le corrélogramme. Si l'approximation proposée présente un 
ratio signal sur bruit entre 30 et 49dB, Klapuri démontre toutefois que l'impact sur le 
système est faible, voire nul. 
ERC(fc) = 24.7 [l + 4.37 ]^ 
(2.1) 
(2.2) 
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Saris entrer dans les nombreux détails du système, il est pertinent de 
mentionner l'intéressante évaluation que Klapuri fait de son système. Il résume que 
les résultats de transcription de son système surpassent la moyenne de ceux de dix 
musiciens entraînés pour un morceau de musique, et ce, sans connaître des 
informations sur la source à priori (Klapuri & autres 2003). D'un autre côté, même si 
le système reconnaît plusieurs notes, il n'a aucune notion musicale, et est incapable 
de faire des jugements de haut niveau. Par exemple, il suggère d'utiliser des 
statistiques sur la musique, par exemple la probabilité des accords. Pour séparer les 
sources, ou les notes, il serait intéressant d'utiliser le principe de « destin commun ». 
Par exemple, si un chanteur utilise du vibrato dans sa voix, toutes les composantes 
de sa voix présenteront du vibrato. Ces éléments de haut niveau pourraient améliorer 
grandement les performances du système et l'approcher un peu plus de l'humain, qui 
peut utiliser ces éléments pour faciliter la tâche très complexe qu'est la transcription 
de la musique. De plus, certaines notions de psycho-acoustiques sont suggérées 
pour simplifier ou améliorer le système. 
Cao présente en 2006 une technique de reconnaissance musicale en temps 
réel basée sur la transformée en ondelettes (Zheng Cao et al. 2006). Son 
avancement se concentre principalement sur la détection du pitch, dans la musique 
polyphonique. Il suggère qu'une méthode par la transformée en ondelettes (WT -
Wavelet Transform) peut surmonter certaines difficultés rencontrées avec des 
méthodes plus classiques (temporelles et fréquentielles). La technique peut donc 
surclasser les méthodes fréquentielles grâce à la mufti-résolution fréquentielle qui 
s'approche beaucoup plus de l'échelle fréquentielle logarithmique de l'oreille humaine 
que de l'échelle fréquentielle linéaire de la transformée de Fourier et de ses 
variantes. De plus, pour chaque fréquence, la transformée en ondelettes a une 
fenêtre temporelle d'analyse différente, ce qui est un net avantage, puisqu'il n'y a pas 
de compromis aussi drastique à faire entre la résolution temporelle et la résolution 
fréquentielle par rapport à la transformée de Fourier discrète. La technique de Cao 
s'attaque également au défi de la segmentation temporelle, qui s'avère très 
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important, afin de bien déterminer le rythme d'une pièce. Afin de bien segmenter la 
pièce, on utilise une approche temporelle de détection d'enveloppe. 
Afin d'identifier les différentes notes et accords, un système de vote en fonction 
de l'énergie des notes dans chaque fenêtre est utilisé. L'énergie des notes d'une 
fenêtre est ensuite comparée avec celle des fenêtres adjacentes. La technique 
montre d'intéressants résultats avec des fichiers monophoniques et polyphoniques. 
On compare ces résultats avec des résultats obtenus avec la même méthode, mais 
utilisant la STFT (Short-Time Fourier Transform) plutôt que la transformée en 
ondelettes 
Tableau 2.1 : Performance de la reconnaissance (Cao) 
Type de fichier 20 fichiers 
monophoniques 
30 fichiers 
polyphoniques 
Taux de reconnaissance moyen par STFT 94% 62% 
Temps d'exécution moyen par STFT 22 ms 36 ms 
Taux de reconnaissance moyen par WT 96% 90% 
Temps d'exécution moyen par WT 25 ms 40 ms 
Pour arriver à ce résultat, les ondelettes Daub4 sont utilisées avec l'algorithme 
de Mallat : 
xj+i [k]  =^h[n-  2k]xj [n]  
(2.3) 
d j + i [ k ]  = ^ g [ n -  2 k ] X j [ n ]  
(2.4) 
Où h[2k] et g[2k] sont respectivement des filtres passe-bas et passe-haut, et où 
j correspond à la résolution. 
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Après avoir identifié, dans chaque fenêtre, les harmoniques aux plus hautes 
amplitudes (les candidats), on observe les fenêtres adjacentes dans le temps. Les 
candidats qui apparaissent le plus souvent, avec la plus forte amplitude seront 
considérés comme des notes. Ensuite, l'article suggère de calculer la moyenne à 
court terme des données musicales dans le signal : 
La variation de a* d'une fenêtre à l'autre est une bonne indication permettant 
d'identifier le changement de note ou d'accord. La variation nécessaire pour indiquer 
le changement est déterminée expérimentalement. 
Kaprykowsky présente en 2006 une technique pour aligner l'audio à une 
partition à l'aide de « time warping » dynamique (Kaprykowsky et al. 2006). La 
technique se compare à du « time warping » traditionnel, à la différence qu'il 
s'effectue sur des courtes périodes de temps. Avec l'approche traditionnelle, on 
essaie d'optimiser l'alignement sur le signal complet (par exemple, une pièce 
entière). Cette approche est très coûteuse en temps de calcul ainsi qu'en utilisation 
de mémoire, ce qui limite la longueur des pièces alignées. Alors que certains 
suggèrent d'appliquer le DTW (Dynamic time warping) à des plus petites portions du 
signal, cet article suggère de s'y prendre autrement pour régler deux problèmes : La 
solution locale optimale ne correspond peut-être pas à la solution globale; Des 
sections similaires pourraient être confondues étant donné l'absence d'alignement 
global. La STDTW (Short-Time DTW) tente de résoudre ces problèmes en alignant à 
court-terme, mais en obtenant la même solution globalement optimale que la DTW 
classique. Cette nouvelle approche permet, à certains points dans le temps, 
d'enregistrer l'alignement global optimal, et recommence l'alignement à ce point. Les 
principaux avantages de cette méthode sont la diminution de la lourdeur des calculs, 
ainsi que la possibilité de fonctionner en temps réel. Puisque l'on aligne des petites 
(k+l)*N 
(2.5) 
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parties à la fois de façon dynamique, on peut s'ajuster en temps réel et corriger 
l'alignement au fur et à mesure que des nouvelles données sont jouées. 
En 2006 également, Bello présente une technique hybride, utilisant des 
informations des domaines temporel et firéquentiel pour la transcription 
automatique du piano (J.P. Bello et al. 2006). Il souligne les faiblesses des 
approches strictement fréquentielles, principalement avec des signaux 
polyphoniques, où souvent certaines harmoniques peuvent interférer entre elles. Plus 
la polyphonie augmente (plus le nombre de notes simultanées augmente), plus ces 
erreurs d'analyse sont importantes. C'est dans cette optique qu'il utilise également 
des informations temporelles. Dans un premier temps, l'algorithme choisit des pics 
spectraux (dans un signal obtenu par la STFT) avec un simple algorithme qui détecte 
les maximums locaux. Ensuite, l'algorithme groupe les différents pics (harmonique) 
qui constituent une seule note. Pour ce faire, on débute en prenant le pic le plus fort, 
et on établit plusieurs hypothèses (les différentes notes auxquelles pourrait appartenir 
l'harmonique - le pic - sélectionnée). On génère Z hypothèses ainsi : 
fo(p.z) =^kj\z e [1 ,Z) (2.6) 
Où kp représente l'amplitude du p9 maximum et fi sa fréquence. Parmi ces 
hypothèses, on doit sélectionner celle qui représentera le verdict final. Après avoir 
éliminé les hypothèses faibles (peu d'harmoniques), la technique se fie ensuite sur 
plusieurs critères afin de déterminer les notes présentes, comme le support 
minimum, l'énergie minimum, la détection de sous-harmoniques, la détection des sur-
tons, la superposition harmonique, et l'énergie compétitive. Pour qu'un candidat soit 
sélectionné, tous les critères doivent être rencontrés. La méthode donne de bons 
résultats, détectant 69% des notes correctement, avec 16% de fausses positives 
(note inexistante détectée). Avec l'approche temporelle, les résultats sont 
généralement meilleurs. Cependant, cette approche est basée sur la phase, ce qui 
implique, entre autres, que l'instrument doit être immobile par rapport au micro, ce qui 
n'est pas le cas pour la guitare. Cette partie de l'approche est donc inintéressante 
pour le projet. Bello apporte également une très intéressante critique des résultats 
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souvent montrés dans le domaine. Principalement, il souligne le manque de bases de 
données standard, l'évaluation selon différents critères (par exemple la tolérance, les 
fausses positives, etc.) et la notation différente (partition, musique synthétisée, 
fichiers MIDI). 
Thornburg propose en 2007 une technique d'extraction de mélodie avec des 
modèles probabilistes (Thornburg et al. 2007). Cette technique extrait la mélodie 
d'un signal monophonique seulement, et n'obtient pas des performances hors du 
commun, cependant on y apporte une innovation au niveau de la gestion des 
transitoires entre les notes. Alors que dans la plupart des techniques, on ne 
considère pas les transitoires, la méthode de Thornburg les détecte, et permet 
d'obtenir de la pièce jouée beaucoup plus d'informations pertinentes que la plupart 
des méthodes, ce qui lui permet d'obtenir une précision accrue. La grande complexité 
de la méthode porte cependant à croire qu'elle est très lourde pour un processeur 
d'ordinateur de bureau, le temps d'exécution n'est d'ailleurs pas abordé par l'auteur. 
La méthode n'est pas non plus comparée à d'autres, ce qui manque pour évaluer de 
façon objective les performances. Néanmoins, les différents mécanismes pour gérer 
et interpréter les détails de la partition sont parmi les plus évolués et intéressants 
développés à ce jour. Selon les auteurs, une des forces de la méthode proposée est 
sa robustesse face à plusieurs facteurs présents dans un enregistrement non idéal, 
tels qu'une réverbération significative, la superposition des notes durant les 
transitoires, le vibrato (et autres formes d'expression qui font varier le pitch) et les 
voix d'arrière-plan. 
En 2005, Yeh propose une technique d'estimation de plusieurs 
fondamentaux dans les signaux de musique polyphonique (Yeh et al. 2005). La 
technique se base sur trois principes physiques assez simples, mais donne des 
résultats parmi les meilleurs pour la polyphonie. Cependant, elle est testée avec des 
signaux mixés artificiellement pour créer la polyphonie. La technique prétend 
également connaître à priori le nombre de notes pour chaque accord. Ceci est 
certainement un des défis de la reconnaissance de polyphonie, ce qui enlève du 
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poids aux résultats obtenus, mais ceux-ci sont néanmoins très intéressants. Pour 
sélectionner les notes, la technique se base sur trois principes, soit le mariage 
spectral avec faible anharmonicité, le spectre lisse (comme utilisé par Klapuri (Klapuri 
2001» et l'évolution des amplitudes synchrones d'une même source. Le premier 
explique que les harmoniques d'une même note doivent être le plus prés possibles 
des multiples de la fréquence du pitch. Le deuxième principe soutient que les notes 
ont un spectre lisse. Si ce n'est pas le cas, on est probablement en présence de 
plusieurs notes. Le troisième principe propose que si une harmonique diminue son 
amplitude de moitié, les amplitudes des autres harmoniques devraient avoir un 
comportement similaire. On suggère dans l'article de calculer le degré de déviation 
pour chaque harmonique comme suit : 
Où fpeak est la fréquence de l'harmonique, et fmoôei la fréquence du modèle, oc 
détermine l'intervalle de tolérance. On calcule ensuite la fonction d'association 
(match) harmonique : 
Où I est le nombre de pics observés, et COÏT est la corrélation entre chaque pic 
observé et un pic généré par une sinusoïde idéale dans une même fenêtre. Il est 
important de noter que durant cette phase, l'anharmonicité de l'instrument doit être 
considérée en adaptant les fréquences du modèle aux pics avec le plus haut degré 
d'association (match). Ensuite, un système de pointage permet de déterminer les 
candidats qui se plient le mieux aux trois principes énumérés précédemment. 
L'évaluation de la technique montre aussi la performance de la technique 
lorsqu'on enlève un critère, on peut donc voir l'effet et l'importance de chaque 
principe. La technique obtient des taux d'erreurs assez bas, dont voici les résultats. 
\fpeak(.0 fmodel 001 
** fmodel C0 (2.7) 
Corr(i) * Spec(ï) * dF0(i) 
2f[Corr(i) * Spec(t)] (2.8) 
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La colonne harmonique représente les fichiers qui contiennent des accords avec de 
la superposition harmonique. 
Tableau 2.2 : Performance de la reconnaissance (Yeh) 
Polyphonie Fenêtre Non-harmonique Harmonique Taux d'erreur total 
2 186 ms 0.38% 2.90 % 0.93 % 
2 93 ms 1.19% 4.05 % 1.82% 
3 186 ms 1.03% 5.11 % 3.13% 
3 93 ms 3.31 % 6.78 % 5.10% 
4 186 ms 1.78% 6.61 % 4.46% 
4 93 ms 5.77 % 11.41 % 8.90 % 
Saito et ses collègues ont présenté tout récemment, en 2008, une nouvelle 
technique d'analyse pour les signaux de musique polyphonique, appelée 
Specmurt (Saito et al. 2008), mot issu d'une manipulation du mot spectrum (spectre 
en français). Le specmurt est comparable au cepstrum. En effet, il est la transformée 
de Fourier du spectre mis à l'échelle logarithmique. Cependant, au lieu d'avoir une 
puissance logarithmique comme dans le cepstrum, le specmurt transforme l'échelle 
fréquentielle en échelle logarithmique : 
s(y) = f f(co)eJyloglù>,d logM, -oo < y < oo 
J - » (2.9) 
Puisque l'échelle fréquentielle est logarithmique, on s'assure que le patron 
spectral de chaque note est générique, c'est-à-dire que les harmoniques sont à 
l'emplacement : 
log(o + log2, iog (o + log3, ..., logù) + logn 
(2.10) 
Si on décrit ce patron spectral comme étant h(x), on peut décrire le modèle 
multipitch v(x) comme une convolution : 
v(x) = h(x) * u(x) 
(2.11) 
où u(x) est un vecteur de puissance avec des données non-nulles à différentes 
fréquences fondamentales (c'est-à-dire les notes de l'accord). En déconvoluant du 
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specmurt le patron spectral, on obtient donc les différentes notes présentes. Un des 
avantages intéressants de la méthode est le fait qu'elle ne nécessite pas de prendre 
une décision sur le nombre de notes composant la polyphonie avant de faire 
l'analyse, puisque cette information fait partie des sorties de la méthode. Par contre, 
la technique suppose une structure harmonique unique, peu importe la 
fondamentale, ce qui peut s'avérer une limitation dans certains cas, par exemple 
celui d'une guitare, où différents types de cordes coexistent (avec ou sans filetage, 
filetage plat ou circulaire, différents matériaux). L'effet sur la performance de la 
technique proposée, dans le cas ou cette hypothèse (structure harmonique unique) 
n'est pas respectée, n'est cependant pas mesuré par les auteurs. Il est donc difficile 
d'évaluer son impact réel. 
En 2004, Yamaguchi propose une méthode d'estimation du pitch de la 
polyphonie basé sur le contrôle de délais de filtres peignes pour la 
transcription (Yamaguchi & Tadokoro 2004). La technique obtient des résultats 
meilleurs que les méthodes classiques avec filtres peignes, cependant, ces résultats 
sont loin d'être parmi les meilleurs. Par exemple, avec un duo de voix, ils obtiennent 
un succès de 92,88% des notes détectées correctement, mais seulement 75,56% 
pour un trio. 
2.3.2.Les techniques basées sur l'apprentissage et l'observation 
Yin présente en 2005 une technique de transcription de la musique utilisant 
un modèle d'instrument (Yin et al. 2005). La technique est assez simple, et propose 
que chaque note présente une structure harmonique égale, c'est-à-dire que l'énergie 
relative des harmoniques est la même, et que la structure est seulement décalée en 
fréquence pour obtenir des nouvelles notes. Après avoir calculé le modèle de 
l'instrument, on commence avec la plus basse des notes possibles de l'instrument, et 
si l'énergie correspondant au modèle de la note dépasse un certain seuil, on la 
considère comme faisant partie de l'accord. On la soustrait ensuite du spectre 
(correspondant au modèle de la note), et on poursuit notre recherche de nouvelles 
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notes. Le désavantage de cette méthode se situe au niveau de l'hypothèse de la 
structure harmonique constante, qui ne l'est certainement pas sur une guitare, par 
exemple lorsqu'on passe d'une corde avec filetage à une corde qui n'en a pas. 
Cependant, la méthode obtient des résultats hors du commun, mais avec des 
signaux synthétisés. Une note est considérée correcte si le pitch est le bon, peu 
importe le volume. Détecter une note de trop, ne pas détecter une note, ou détecter 
une note avec le mauvais pitch est considéré une erreur. Les taux d'erreur sont 0% 
pour des polyphonies de 1 à 3 notes, et puis de 1,1% pour 4 notes, 1,7% pour 5 
notes, 3,8% pour 6 notes, 4,9% pour 7 notes, 6,1% pour 8 notes, 8,3% pour 9 notes 
et 11% pour 10 notes. Si le système est limité par le fait qu'il doit être entraîné à priori 
pour déterminer le modèle d'instrument, il serait possible, selon l'auteur, de 
l'améliorer en déterminant le modèle durant le traitement, et non avant. 
Cont propose en 2006 une technique d'alignement de l'audio à une partition 
en temps réel pour les instruments de musique polyphoniques utilisant des 
contraintes de parcimonie non-négative et des modèles de Markov cachés 
hiérarchiques (Cont 2006). Cette technique utilise plusieurs autres techniques 
modernes, comme le filtre à particules et la factorisation matricielle avec contraintes 
de parcimonie. Le système fonctionne avec deux sous-systèmes, dont un s'occupe 
de déterminer le pitch et l'attaque, alors que l'autre détermine la durée des notes. 
Quoique le système semble montrer d'intéressantes performances, il n'est évalué 
que sur l'alignement d'une pièce interprétée par un musicien qualifié. Cependant, 
l'utilisation de techniques récentes et innovatrices fait de cette méthode une 
intéressante démonstration de concept. 
En 2002, Monti, propose une méthode d'extraction automatique des notes de 
piano en utilisant la logique floue dans un système de tableau noir (Monti & M. 
Sandler 2002). Le principe du tableau noir fait analogie à une ardoise où tous les 
experts écrivent leur estimation, et où l'on prend une décision en fonction de ce qui a 
été exprimé par les experts. La logique floue est utilisée dans ce système comme 
étant un expert de plus. La méthode est intéressante, étant donné l'utilisation 
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conjointe de plusieurs méthodes, cependant, les résultats le sont moins, avec un taux 
de succès de moins de 50%. Il pourrait cependant être intéressant d'essayer une 
approche semblable en essayant différents experts, ou encore différents éléments à 
« écrire sur le tableau ». 
2.4. Le portrait de la situation 
Plusieurs autres techniques sont également présentées, et méritent 
certainement d'être étudiées en détails. Il serait cependant lourd de toutes les 
nommer ici. 
On peut remarquer que la plupart des techniques basées sur l'apprentissage 
sont moins développées que les techniques basées sur la connaissance, qui elles 
sont utilisées depuis plus longtemps. Ces techniques ont beaucoup de potentiel, 
mais ce potentiel est certainement moins bien exploité que celui des techniques 
basées sur la connaissance, ce qui explique dans la plupart des cas de moins bons 
résultats. 
D'un point de vue global, on peut également conclure que certaines difficultés 
sont souvent les mêmes, peu importe la technique. Par exemple, estimer le nombre 
de F0, retrouver des propriétés temps-fréquence fiables et traiter des mélanges de 
parties transitoires et parties stationnaires (Yeh et al. 2005) sont souvent les 
principaux défis reliés au suivi et à la transcription automatique. Ces difficultés sont 
causées par les diverses caractéristiques spectrales, qui sont dues à des styles 
d'interprétation différents, à des accords composés de F0 avec des harmoniques qui 
se superposent, et à la réverbération. On croit également que les erreurs sont 
souvent causées dans les mêmes conditions : fondamental manquant, harmonique 
manquante et fréquences partagées (Yin et al. 2005). 
Un tableau récapitulatif présenté à la prochaine page permet d'avoir une vue 
d'ensemble des méthodes présentées. 
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Tableau 2.3 : Comparaison des différentes méthodes d'identification polyphonique 
Type Nom court de la méthode Réf. Forces Faiblesses Intérêt particulier 
méthode itérative à 
suDDression 
[8] bonnes performances aucun élément haut niveau utilisé intéressante critique de la méthode 
reconnaissance avec 
transformée en ondelettes 
[10] performant, peu de ressources pas évalué pour les cas difficiles 
surclasse les approches temporelles 
ou fréauenti elles 
"ti me wa rpi ng" dyna mi que un efficace 
prend pour acquis que la détection 
fonctionne déià très bien 
pour l'alignement de la partition 
i 
hybride temps/fréquence [1] utilise des caractéristiques propres à 
la musique 
performances à améliorer 
critique intéressante de la façon 
d'évaluer la performance 
s 
modèles probabilistes [12] détection des transitoires 
performances ne sont pas 
démontrées 
meilleureanalaysedes détails d'une 
partition 
harmonicité, spectre lisse et 
évolution synchrone 
[13] excellents résultats testée sur des signaux artificiels 
très performant si les signaux ont les 
caractéristiaues attendues 
specmurt [2] permet de connaître le nombre de note 
composant la polyphonie 
suppose une structure harmonique 
constante 
méthode innovatrice 
filtres peignes à délai 
contrôlé 
[15] adaptation d'une approche bien 
connue 
performances limitées simplicité de la méthode 
modèle d'i nstrument [16] bonnes performances 
suppose une structure harmonique 
constante 
performances hors du commun selon 
l'auteur, mais à confirmer 
I parcimonie, non-négativité et HMM [17] performance intéressante pièce interprétée par un musicien aualifiéfoas d'erreurs 1) approche très poussée utilisant plusieurs méthodes récentes 
s tableau noir [18] permet d'intégrer les forces de 
plusieurs techniques 
performances limitées 
approche tableau noir très 
intéressante pour intégrer plusieurs 
méthodes 
2.5. Opportunités d'améliorations 
Dans le cadre de ce projet, un des objectifs était d'améliorer les performances 
face aux difficultés discutées plus haut, en plus de contribuer à la mise en place des 
techniques de suivi de partition et de transcription en parallèle, afin de pouvoir 
développer le module de reconnaissance du logiciel professeur de musique. De plus, 
il a fallu s'assurer un fonctionnement du module développé dans un cadre d'utilisation 
réelle, ce qui n'est pas le cas avec toutes les méthodes proposées. En effet, plusieurs 
d'entre elles utilisent des signaux synthétisés parfaits, et ne gèrent pas les erreurs 
humaines, ni la complexité des signaux des instruments. 
Cette approche visant des améliorations des systèmes de reconnaissance 
polyphonique proposés jusqu'à maintenant permettra dans un premier temps au 
logiciel professeur de musique existant de fonctionner avec la guitare pour la 
première fois. Cet avancement permettra éventuellement d'ouvrir la voie à un logiciel 
pouvant supporter plusieurs instruments polyphoniques, comme le piano, 
l'accordéon, ou même le xylophone. 
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CHAPITRE 3 : DÉTECTEUR DE NOTES 
Le module développé et présenté ici est en fait un détecteur de débuts de notes. 
Il s'agit d'une des contributions de ce mémoire. En détectant le début d'une note, et 
en présumant que la note précédente s'arrête où la suivante commence (et c'est 
effectivement le cas sauf lorsque l'on désire explicitement un silence de l'instrument), 
on est en mesure de segmenter le signal en notes/accords, et même d'avoir des 
informations qui permettront éventuellement d'identifier le rythme d'une pièce. Même 
si cela dépasse le cadre de ce mémoire, considérer les silences est une amélioration 
à ajouter au détecteur de notes pour qu'il soit complet et utilisable dans le cadre d'un 
logiciel professeur de musique. 
Ce chapitre présente le module détecteur de débuts de notes tel qu'il a été 
développé, en mettant en évidence son fonctionnement et ses performances. 
3.1. Fonctionnement du module 
3.1.1. Fonctionnement global 
Voici Un ordinogramme qui montre la séquence de traitement du module 
présenté ici. 
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Acquisition du signal de 
guitare 
Signal audio séparés en 
« événements musicaux » 
représentant des notes ou 
, accords , 
Calcul de l'énergie du signal 
filtré 
Filtrage passe-bande en 
hautes fréquences du signal 
Détection de pics avec seul 
minimum 
Regroupement des pics 
détectés par les deux 
méthodes 
Calcul de l'énergie relative 
des échantillons du signal 
filtré 
Dédmation du signal 
Séparation du signal en 
trames de longueur 
constante avec 
chevauchement 
Figura 3.1 : Ordinogramme du détecteur de débuts de notes 
27 
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission. 
La première étape consiste à séparer le signal en trames. Puisque le signal est 
traité trame par trame, il faut s'assurer d'avoir des trames suffisamment courtes pour 
éviter d'introduire un délai trop long dans le traitement, mais suffisamment longues 
pour éviter de complexifier l'analyse. Puisque l'analyse ne doit pas nécessairement 
se faire en temps réel (l'apprenti peut certainement attendre la fin de sa performance 
avant de voir ses résultats), des trames d'une durée de 1 seconde ont été choisies. 
Ensuite, le signal est filtré afin de conserver une bande de fréquences hautes, où une 
bonne partie de l'information sur les débuts de notes est contenue (Klapuri & autres 
1999). Après avoir décimé le signal, on peut, en calculant la puissance du signal filtré, 
identifier plus facilement les débuts de notes, qui sont alors représentés par des 
maximums locaux dans le signal de puissance. En parallèle, on calcule la puissance 
relative d'un échantillon par rapport à la puissance moyenne locale de plusieurs 
échantillons. Avec ce calcul, on peut extraire d'autres maximums locaux qui seront 
également des débuts de notes, normalement de plus faible amplitude. En 
regroupant les pics détectés (les débuts de notes) dans les deux signaux de 
puissance et de puissance relative, on obtient une carte des débuts de notes dans le 
signal, et il est alors possible de séparer le signai en événements musicaux, qui sont 
des notes ou des accords. 
3.1.2. Filtrage du signal 
Tel que décrit plus haut, la première étape consiste à filtrer le signal. Cette 
approche est inspirée de celle de Klapuri (Klapuri & Davy 2006) ainsi que de deux 
méthodes dérivées (Yeh et al. 2005)(Yin et al. 2005). Alors que leur approche 
consiste à filtrer le signal pour en extraire plusieurs bandes fréquentielles, pour 
ensuite détecter les débuts de notes dans chaque bande, puis combiner les résultats, 
l'approche utilisée ici s'avère plus simple. En effet, à la suite d'observations et de 
tests (tels que décrit à la section 3.2), on a comparé le taux d'efficacité en séparant le 
signal en plusieurs bandes (1, 2, 3, 4 ou 5). Les bandes choisies sont délimitées par 
les mêmes fréquences que celle suggérées par les articles de Klapuri, Yeh et Yin. On 
en conclut qu'utiliser une seule bande s'avérait aussi efficace, en plus de diminuer la 
charge de calcul nécessaire pour accomplir l'analyse et combiner les résultats 
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obtenus dans les différentes bandes. Les tests réalisés pour comparer l'efficacité de 
la méthode décrite ici à celle dont elle est inspirée seront décrits plus tard. Le filtre 
finalement choisi est un filtre Chebyshev de type 1 passe-bande d'ordre 5 avec des 
fréquences de coupure à 5000 Hz et à 10000Hz. Le filtre a été conçu avec une 
ondulation maximale de 5dB dans la bande passante. L'intérêt d'un tel filtre est de 
bien séparer le signal en des bandes de fréquences qui contiennent des informations 
différentes. Afin de déterminer les paramètres exacts du filtre, les taux d'efficacité 
(tels que décrits à la section 3.2) ont été mesuré pour différents paramètres. On a 
varié, dans différentes itérations, les fréquences de coupure par intervalle de 1000Hz, 
ainsi que l'ondulation maximale dans la bande passante par intervalle de 1dB pour 
déterminer lequel aurait les meilleurs résultats. Après avoir déterminé ces 
paramètres, l'ordre du filtre a été successivement diminué. L'ordre 5 a été choisi car il 
était l'ordre de filtre le plus faible qui permettait d'obtenir les mêmes résultats que des 
filtres à ordre plus élevé. À partir de l'ordre 4, l'impact de la réponse dans la bande 
passante commençait à légèrement détériorer les performances. La réponse en 
fréquence du filtre finalement obtenu est présentée dans le graphique suivant, qui 
illustre l'amplitude et la phase de cette réponse. 
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Figure 3.2 : Réponse en fréquence des filtres passe-bande pour le détecteur 
Après avoir appliqué ce filtre, on en extrait un nouveau signal d'énergie décimé 
par un facteur 128. Ce signal, tel que montré dans l'article de Duxbury (Duxbury & 
autres 2002) est calculé selon le calcul suivant : 
(3.1) 
Où SE(n) est l'énergie de sous-bande et h est le facteur de décimation (128). 
Pour calculer le n-ième élément de SE, on calcule le carré de l'amplitude de chacun 
des 128 échantillons pour ensuite sommer les carrés. Les 128 échantillons sont des 
trames consécutives dans le signal x, sans recouvrement ou espacement. Dans cette 
étude, le facteur de décimation choisi est de 128, ce qui donne une résolution de 
48000/128, soit 375 échantillons par seconde, ce qui est largement suffisant pour 
représenter des notes très rapides (record du monde à 27 notes par seconde à la 
guitare) et suffisamment faible pour éviter de confondre avec la majorité du contenu 
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fréquentiel (fréquence maximale représentée de 187,5Hz, alors que la note la plus 
grave d'une guitare accordée standard se situe à 82,4Hz). Encore une fois, le facteur 
de décimation a été choisi en comparant les résultats obtenus pour les deux 
morceaux pour chaque facteur, en démarrant à 64 et en doublant à chaque itération, 
pour se rendre à 1024. 
La Figure 3.3 montre un exemple du signal SE(4) avec le signal original. 
L'amplitude du signal (limitée à 1) y est montrée en fonction du temps, en secondes. 
On peut remarquer que l'information du signal SE correspond aux débuts de note du 
signal original. 
Signal original 
0.5 
-0.5. 
SE(bande 2500-5000Hz) 
0.5 
Figure 3.3 : Exempte du signal SE généré pour un signal audio 
Ensuite, le signal d'énergie SE, est filtré avec un passe-bas, afin d'en extraire 
son enveloppe approximative. Le filtre utilisé est un Chebyshev de type 1 d'ordre 5 
avec 5 dB d'ondulation maximale dans la bande passante. La fréquence de coupure 
est située à 50Hz. Lors des tests de performances, les deux filtres ont vu leurs 
paramètres évoluer en même temps, pour diminuer la quantité de données à traiter. 
Ainsi, les filtres allaient nécessairement avoir la même ondulation dans la bande 
passante, ainsi que le même ordre. Le graphique suivante montre la réponse en 
fréquence ainsi obtenue. 
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Figure 3.4 : Réponse en fréquence du filtre passe-bas pour le détecteur 
Le signal obtenu sera appelé l'énergie de sous-bande filtrée, soit SEf. 
Un autre signal est calculé à partir de SE, l'énergie de sous-bande. En fait, ce signal 
est l'énergie relative à la moyenne d'énergie locale. 
(3.2) 
Dans cette équation, correspond au nombre d'échantillons servant à calculer la 
moyenne d'énergie locale. En divisant l'énergie d'un échantillon par l'énergie de 
plusieurs échantillons qui l'entourent, on obtient une énergie normalisée par rapport à 
l'énergie « locale ». Ceci permet de plus facilement identifier les débuts de notes de 
faible amplitude. En effet, lorsqu'une note est jouée faiblement, les variations 
d'enveloppe sont minimes. En normalisant localement l'énergie, on peut alors 
détecter plus facilement le début des notes faibles en comparant avec un seuil. 
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3.1.3.Seuillage 
Afin de déterminer la position des notes, l'information d'énergie normalisée est 
comparée à un seuil. Lorsqu'un maximum dépasse la valeur de seuil, on considère 
que l'énergie des échantillons est suffisante pour indiquer la présente d'un début de 
note. L'approche utilisée pour déterminer la valeur de ce seuil est plutôt simple, et 
consiste seulement à l'évaluer comme étant une fraction du maximum d'amplitude du 
signal. De façon expérimentale, il fut déterminé qu'un seuil équivalent à 1/30 de 
l'amplitude du signal donne les meilleurs résultats pour les deux pièces choisies 
parmi les différents seuils testés (de 1/15 à 1/100, en incrémentant le diviseur par 
tranche de 5). Cependant, ce seuil peut grandement varier selon le style de musique, 
les caractéristiques de l'instrument ainsi que selon l'interprétation faite par le 
musicien. Par exemple, parmi les extraits analysés, on a remarqué que les extraits 
joués sans pic sont analysés avec de meilleurs résultats avec un plus petit diviseur. 
On peut expliquer ce phénomène par la plage dynamique moins grande, que l'on 
peut observer sur le signal, soit par l'écoute attentive ou encore en comparant les 
signaux temporels normalisés dans des graphiques adjacents. Cette explication 
s'applique également aux deux autres facteurs : en effet, une différence de la plage 
dynamique s'observe entre les différents morceaux et les différents joueurs (même 
s'ils utilisent le même instrument). Si ce seuil fixe n'est pas idéal pour couvrir les 
différents cas de figure, il donne néanmoins les meilleurs résultats parmi les seuils 
fixes testés. Des seuils fixés de façon dynamique pourraient être étudiés afin de voir 
s'ils permettent de meilleurs résultats. 
Le traitement non-linéaire de seuillage nous permet ainsi d'obtenir un vecteur 
contenant des valeurs booléennes, indiquant si chaque échantillon présente une 
amplitude supérieure au seuil établi. Nous obtenons en fait deux vecteurs, un premier 
pour l'énergie absolue SE, et un second pour l'énergie relative SER. 
La Figure 3.5 montre un exemple de débuts de notes détectés par rapport au 
signal original et au signal SE pour la 4e bande. 
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Signal original 
0.5 
-0.5 
SE(bande 2500-5000Hz) 
Débuts détectés pour la bande (après seuillage) 
0.5 
0.5 -
Temps écoulé (secondes) 
Figure 3.5 : Exemple de détection par seuil 
Une autre approche a également été évaluée. Cette approche consiste à trouver 
un seuil dépendant de la distribution d'amplitude. Cette façon de procéder est 
pertinente et efficace dans la mesure où l'on peut estimer certaines statistiques. Par 
exemple, en connaissant la partition, il serait possible de déterminer le pourcentage 
d'échantillons qui seront au-dessus du seuil indiquant le début d'une note. On peut 
ainsi déterminer que, par exemple, 10% des échantillons sont au-dessus du seuil. En 
connaissant la distribution d'amplitude, on peut choisir un seuil qui nous permettra 
que 10% des échantillons aient une amplitude supérieure au seuil. Afin d'obtenir des 
résultats satisfaisants, il faut cependant trouver une méthode qui nous permet 
d'analyser la partition pour obtenir une prédiction assez fiable de la distribution 
d'amplitude. Même si les résultats n'étaient pas encore concluants', on peut croire 
qu'elle a beaucoup de potentiel (nombre de notes correctement identifiées 
légèrement sous la barre des 60% pour les deux pièces ciblées). Une difficulté 
associée à cette approche est la conversion d'une partition en son signal équivalent. 
De plus, cette approche ne permet pas de prendre en compte tous les facteurs qui 
ont un impact sur la plage dynamique. En effet, il est difficile de déterminer, à priori, 
l'allure de l'enveloppe temporelle de chaque note en connaissant très peu de détails 
sur l'instrument et le joueur (l'apprenti). L'étude de cette méthode pourrait être 
approfondie dans de futurs travaux. 
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3.1.4. Identification des débuts de notes 
Ayant un vecteur indiquant le dépassement du seuil pour chaque échantillon, il 
faut maintenant déterminer quels dépassements indiquent qu'il y a début de note. On 
commence par identifier le dépassement avec la plus grande amplitude absolue. Afin 
d'éviter les erreurs dues au bruit, on vérifie que les échantillons précédents ainsi que 
les échantillons suivants présentent également un dépassement du seuil. Si ce 
maximum correspond aux critères, on peut l'identifier comme étant un début de note. 
Selon le système, on peut vérifier que plusieurs échantillons suivants le maximum 
dépassent le seuil. En comparant les performances en ne faisant varier que le 
nombre d'échantillons consécutifs dépassant le seuil, il fut déterminé que 3 
échantillons (le principal, le précédent et le suivant) mène aux meilleurs résultats 
avec les extraits utilisés. 
Cependant, afin de ne pas relever deux fois le même début de note, il faut 
s'assurer d'écarter les données correspondants à ce début. Pour ce faire, on doit 
mettre à zéro tous les échantillons dépassant le seuil qui sont considérés comme 
faisant partie du même début de note (pour éviter qu'ils soient détectés à nouveau 
dans cet algorithme itératif). Les échantillons faisant partie d'une même note sont 
identifiés comme étant la plus longue séquence selon un des deux critères suivants : 
1. Longueur minimale d'une note 
2. Plus longue séquence de dépassement du seuil 
La longueur minimale d'une note est fixée à 1/20 seconde. Cette vitesse 
approche le record du monde à 1/27 seconde, lors d'une performance qui ne s'avère 
pas musicale. Le minimum de 1/20 seconde permet toutefois des notes très rapides 
qui couvrent la majorité des cas figures. Le second critère évite qu'un autre début de 
note ne soit détecté avant qu'un échantillon soit inférieur au seuil. Ainsi, les 
échantillons consécutifs dépassant le seuil sont considérés comme le début d'une 
seule note. Cela évite certaines erreurs où le début d'une note (l'attaque) dure assez 
longtemps pour être détecté comme étant plusieurs débute de plusieurs notes. 
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3.1.5.Combinaison des résultats 
Ayant deux vecteurs indiquant le début des notes (selon l'énergie absolue et 
relative), il faut maintenant combiner les résultats afin d'obtenir un seul vecteur 
combinant les résultats indiqués par les deux premiers. Pour ce faire, on applique 
l'opération logique ET (bit par bit) afin que le résultat contienne l'information des deux 
vecteurs. 
Cette opération cause cependant un problème. Par exemple, si un début de 
note fut détecté dans les deux premiers vecteurs, mais à des échantillons différents, 
le résultat sera que deux débuts de notes très rapprochés seront détectés. Pour 
éviter ce genre de situation, on supprime les débuts de notes qui sont à une distance 
inférieure à la longueur minimale d'une note d'un autre début de note. Dans le cas où 
plusieurs débuts sont détectés dans un court intervalle, et que certains doivent être 
éliminés, on marque le début du signal à l'échantillon qui montre la plus grande 
amplitude. 
3.2. Performances observées 
Le détecteur de débuts de notes, tel que présenté, obtient des performances qui 
ne sont pas parfaites, mais qui sont toutefois intéressante par le fait qu'elles 
permettent de détecter le début des notes rapides de faible amplitude avec plus de 
succès que d'autres méthodes (Duxbury et al. 2002)(Gainza et al. 2005)(Thoshkahna 
& Ramakrishnan 2008). En effet, si la méthode présenté s'approche de 60% de 
succès selon les critères utilisés, les méthodes de Duxbury et Thoshkahna obtient 
respectivement environ 49% et 42% pour les pièces choisies. Pour juger si un début 
de note est correctement identifié, il a été déterminé qu'il devait être marqué à une 
distance maximate de 1/20 seconde (longueur minimale d'une note) du début marqué 
manuellement. 
3.2.1.Sélection des données 
Les pièces de musique choisies sont Crazy Train, d'Ozzy Osbourne, et Mr. 
Jones, des Counting Crows. Seulement deux pièces ont été choisies afin de limiter 
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l'ampleur de la tâche du marquage de notes, qui doit s'effectuer à la main. De plus, 
les disponibilités limitées des apprentis contraignaient à limiter le nombre de pièces à 
apprendre. Afin de choisir les morceaux, plusieurs critères ont été utilisés : guitare 
dominante, disponibilité des partitions, niveau de complexité et de difficulté variés. 
Mr. Jones est une pièce avec un rythme lent (croches et noires). Elle est composée 
de plusieurs accords à 6 notes. Dans plusieurs de ses accords, on remarque 1 ou 2 
intervalles d'octave, ce qui complique l'analyse. Crazy Train a un rythme beaucoup 
plus rapide (doubles croches en triolet). Le rythme est également plus irrégulier, les 
accords sont plus variés. De plus, la pièce contient plusieurs notes particulières à la 
guitare, comme les glissandos, vibratos, harmoniques artificielles et autres. De plus, 
Crazy Train contient une combinaison de notes monophoniques et d'accords avec un 
nombre varié de notes simultanées. Puisqu'à priori, le module présenté ici ne connaît 
pas le nombre de notes que contient un accord, il est pertinent de choisir un morceau 
qui exerce l'identification du nombre de notes jouées de façon simultanée. Les deux 
pièces combinées couvrent donc une importante partie des possibilités qu'offre la 
guitare. 
Étant donné l'indisponibilité d'une banque de données reconnue, tout 
particulièrement dans le cas d'apprenti-guitaristes, tous les échantillons ont été 
enregistrés sur mesure pour le cadre de ce projet. Pour ce faire, 6 guitaristes ont dû 
apprendre les deux morceaux (Crazy Train, d'Ozzy Osbourne, ainsi que Mr. Jones, 
des Counting Crows) dans un intervalle d'une semaine. Les guitaristes avaient tous 
entre 1 et 12 ans d'expérience avec leur instrument Le court temps alloué pour 
apprendre les différents morceaux permet d'avoir un résultat avec plusieurs erreurs et 
imperfections afin de simuler la performance d'un apprenti. Étant donné que ces 
échantillons doivent être marqués à la main par des experts, et que cette tâche s'est 
avérée très longue (jusqu'à une journée complète par marqueur pour environ 30 
secondes de signal), les échantillons choisis pour évaluer les performances se 
limitent à des extraits très courts, entre 6 et 30 secondes chacun, et contenant 
chacun entre 20 et 150 notes approximativement. Puisqu'un des apprentis n'a pas 
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réussi à apprendre un court extrait de la pièce Crazy Train dans les délais requis, les 
échantillons se limitent à 5 pour Crazy Train. 
Voici donc les résultats obtenus pour les extraits de Crazy Train et Mr. Jones. 
Tableau 3.1 : Taux d'efficacité du détecteur de début de notes pour Crazy Train 
Mesure Résultat 
Nombre de débuts de notes correctement identifiés/ 
nombre total de notes 
83,9% 
Nombre de débuts non identifiés / nombre total de notes 16,1% 
Nombre de débuts identifiés (faux positifs) / nombre total de 
notes 
3,2% 
Tableau 3.2 : Taux d'efficacité du détecteur de début de notes pour Mr. Jones 
Mesure Résultat 
Nombre de débuts de notes correctement identifiés/ 
nombre total de notes 
100% 
Nombre de débuts non identifiés / nombre total de notes 0% 
Nombre de débuts identifiés (faux positifs) / nombre total de 
notes 
27,3% 
On peut remarquer dès le premier coup d'œil que les deux morceaux présentent 
des défis distincts, alors que pour Crazy Train, le détecteur manque plusieurs notes, 
et que pour Mr. Jones, au contraire, on en détecte plus qu'il y en a réellement. 
Voici un exemple d'analyse des données pour Crazy Train, résumée en un 
tableau. Dans la première colonne, on retrouve les débuts de notes, identifiés 
manuellement. Le repère est un numéro d'échantillon (échantillonnage à 48 kHz). Le 
seuil de tolérance de 1/20 de seconde correspond donc à 2400 échantillons. 
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3.3 : Exemple d'analyse de perfonnance de la détection de notes pour un échantillon de Crazy Train 
Marqués à la main Détectés Écart (nb 
d'échantillons) Verdict 
Type 
d'erreur (# échantillon) 
9668 9985 317 OK 
19870 19870 err non détecté 
28080 28289 209 OK 
38140 38140 err non détecté 
47490 48129 639 OK 
77510 79361 1851 OK 
89290 89857 567 OK 
115400 115457 57 OK 
127500 127361 139 OK 
137300 137345 45 OK 
142100 142081 19 OK 
146600 146945 345 OK 
157200 157200 err non détecté 
163100 163329 229 OK 
167000 166913 87 OK 
170100 171009 909 OK 
175300 176513 1213 OK 
186700 186700 err non détecté 
192600 192001 599 OK 
196600 196737 137 OK 
200600 200577 23 OK 
205600 206337 737 OK 
217000 217000 err non détecté 
221900 221825 75 OK 
226900 226689 211 OK 
231000 230913 87 OK 
236100 236289 189 OK 
257200 256897 303 OK 
272769 272769 err feux positif 
275800 276353 553 OK 
286800 286849 49 OK 
297300 297217 83 OK 
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Voici un second exemple, pour un extrait de Mr. Jones. 
3.4 : Exemple d'analyse de performance de la détection de notes pour un échantillon de Mr. Jones 
Marqués à la main Détectés Écart (nb 
d'échantillons) Verdict 
Type 
d'erreur (# échantillon) 
129 129 err feux positif 
8284 8449 165 OK 
21249 21249 err feux positif 
24321 24321 err feux positif 
29000 27649 1351 OK 
37150 37377 227 OK 
58300 57857 443 OK 
67600 67841 241 OK 
77630 77569 61 OK 
88440 88065 375 OK 
97480 97281 199 OK 
117800 117889 89 OK 
137900 138241 341 OK 
148500 148481 19 OK 
156800 157185 385 OK 
167300 168065 765 OK 
174977 174977 err feux positif 
187100 187265 165 OK 
196500 197249 749 OK 
215000 216577 1577 OK 
227000 227329 329 OK 
236900 237313 413 OK 
241537 241537 err feux positif 
245900 246785 885 OK 
264000 266241 2241 OK 
275700 276737 1037 OK 
295800 296193 393 OK 
296321 296321 err feux positif 
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3.3. Conclusion du chapitre 
3.3.1.Résumé du travail accompli et des résultats obtenus 
Un module de détection des débuts de notes a été développé basé sur une 
méthode développée par Klapuri (Klapuri 1999). Ce détecteur permet d'obtenir des 
performances satisfaisantes dans le cas de notes rapides et de faible amplitude, 
comme dans l'extrait de Crazy Train. Cette hausse de performance est due à la 
considération de l'énergie relative locale, qui permet de plus facilement détecter les 
maximums locaux correspondant à des débuts de notes, même si leur amplitude est 
beaucoup plus faible que celle d'autres débuts de notes. Tel que montré dans les 
résultats, cette approche a cependant un double tranchant. Comme on a pu le voir, 
l'utilisation de l'énergie relative locale entraîne plusieurs faux positifs (détection de 
début de note lorsqu'il n'y en a pas) dans certains cas, comme celui de l'extrait de Mr. 
Jones. 
3.3.2.Perspectives pour développement futur 
Afin d'améliorer la performance de ce module, certaines approches ont été 
étudiées sans entrer dans le détail, mais vaudraient tout de même la peine qu'on s'y 
attarde. En voici quelques-unes des principales. 
La WMSPCA (wavelet-based multi-scale principal component analysis) est une 
alternative au filtrage passe-bande utilisée dans l'approche présentée. Elle permet en 
effet une décomposition en ondelettes selon certains paramètres mesurés sur le 
signal, qui permet une séparation du signal en différentes composantes. Ces 
composantes ne sont pas les mêmes, bien sûr, qu'après une séparation par des 
filtres. En variant certains paramètres, on a remarqué qu'il est possible de plus 
facilement isoler les informations sur l'enveloppe du signal de façon visuelle sur un 
graphique, ce qui peut s'avérer un avantage dans la détection du début des notes. 
Cependant, les recherches effectuées n'ont pas pu transformer ce phénomène 
apparent en un algorithme efficace pour détecter automatiquement ce que l'on 
pouvait observer graphiquement. Quoique les résultats préliminaires se sont avérés 
intéressants, il faudrait s'assurer de pousser l'analyse afin d'évaluer la pertinence 
d'une telle méthode. 
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Une autre piste d'amélioration concerne le seuillage. Les seuils sont 
présentement déterminés de façon statique, ce qui les rend difficile à déterminer. 
Klapuri (Klapuri 1999) a d'ailleurs souligné les problèmes reliés à la détermination 
des seuils. Par exemple, avec la méthode utilisée, on peut voir que le seuil est trop 
sensible pour l'extrait de Mr. Jones (plus de débuts détectés que de débuts de note 
réels), alors que pour l'extrait de Crazy Train, le seuil n'est pas assez sensible pour 
détecter tous les débuts de notes. Il serait intéressant d'utiliser plus de paramètres du 
signal pour déterminer un seuil adaptatif, qui pourrait s'avérer plus efficace. 
La prochaine possibilité d'amélioration concerne la précision temporelle des 
débuts de notes. Quelle marge d'erreur peut-on tolérer? Cela dépend directement de 
l'erreur qu'on peut accepter de la part d'un apprenant selon son niveau. Il serait 
intéressant de déterminer quelles valeurs de délais sont acceptables en faisant 
intervenir plusieurs experts au cours de tests subjectifs. En déterminant l'écart 
acceptable, il serait possible de déterminer plus précisément la précision temporelle 
nécessaire au système pour bien fonctionner, plutôt que de se baser sur une 
méthode objective qui n'est pas basée sur l'évaluation d'un professeur expert. 
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CHAPITRE 4 -.IDENTIFICATEUR POLYPHONIQUE 
Ce chapitre décrit une autre contribution importante de ce mémoire. 
L'identificateur polyphonique est le module qui, en entrée, reçoit un événement 
sonore (une note, un accord) sous la forme d'un segment de signal, et qui, en sortie, 
produit une analyse du contenu du segment, en identifiant les différentes notes 
présentes dans le signal. En combinaison avec le détecteur de notes, ce module 
permet de transcrire ce qui a été joué par l'apprenant. 
4.1. Fonctionnement du module 
4.1.1.Spécifications à atteindre 
Étant donné que ce module est développé pour la guitare, on espère pouvoir 
reconnaître jusqu'à 6 notes simultanées. De plus, on veut diminuer au minimum les 
erreurs d'analyse afin de pouvoir émettre à l'apprenant des commentaires pertinents. 
Afin d'être intéressant, l'algorithme doit pouvoir être exécuté en temps réel. 
Cependant, un délai est acceptable, contrairement au cas d'un accompagnateur 
automatique. Par exemple, si l'étudiant reçoit son résultat quelques secondes après 
sa performance, il sera tout aussi pertinent et intéressant. 
4.1.2. Fonctionnement global 
Afin d'expliquer clairement le fonctionnement du module, voici tout d'abord un 
ordinogramme expliquant le déroulement de l'analyse polyphonique. 
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Figure 4.1 : Déroulement général de l'analyse polyphonique 
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Tel qu'expliqué précédemment, le détecteur de notes divise le signal audio 
numérique de la performance en événements correspondant à des notes ou des 
accords. Le module d'analyse polyphonique reçoit simplement ce signal d'une 
longueur variable, longueur qui dépend de la durée de la note (ou de l'accord) 
analysée. Sur ce signal on applique une transformée de Fourier afin d'obtenir une 
représentation du signal dans le domaine fréquentiel. Ensuite, un algorithme se 
charge d'extraire les pics d'énergie qui correspondent à des harmoniques comprises 
dans le signal. Afin d'améliorer la précision de la fréquence de certains de ces pics, la 
corrélation du signal avec des sinusoïdes de différentes fréquences est calculée. 
Ayant en main des données suffisamment précises, il est possible de regrouper 
certaines harmoniques et d'en faire des candidats (notes potentiellement présentes 
dans le segment de signal). Les harmoniques sont regroupées lorsqu'elles s'avèrent 
être des multiples entiers d'une harmonique, considérée comme étant le 
fondamental, ou le pitch. Le candidat est alors identifié par son pitch, qui correspond 
à la note entendue. Prenons par exemple un événement duquel on aurait extrait cinq 
harmoniques différentes, aux fréquences 110Hz, 220Hz, 330Hz, 440Hz et 550Hz. Un 
candidat à 110Hz (pitch) serait composé des cinq harmoniques regroupées. Un 
deuxième candidat, à 220Hz (pitch), serait composé de deux harmoniques, 220Hz et 
440Hz. 
Vient ensuite le temps d'identifier, parmi les différents candidats, ceux qui sont 
réellement présents dans le signal. Ceci se fait en deux étapes. La première consiste 
à éliminer les candidats qui ont de très fortes probabilités d'être en erreur. Cette 
probabilité est basée sur différente critères qui seront expliqués en détails dans ce 
chapitre. La deuxième étape, quant à elle, prend les décisions plus difficiles. Elle joue 
un rôle très semblable à la première étape, seulement que la sélection est faite avec 
d'autres critères plus complexes, dans le cas où les critères simples n'auraient pas 
éliminé tous les faux candidats. Le bloc peut ainsi donner un verdict final sur la note, 
l'accord, ou le silence qui représentera l'événement sonore. L'intérêt de prendre les 
décisions dans deux blocs différents est de diminuer la quantité de calcul, en 
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réservant les calculs complexes pour le deuxième bloc, qui ne sera appliqué que sur 
les candidats qui n'ont pas été éliminés par le premier bloc, ne contenant pas de 
calculs complexes. 
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4.1.3. Analyse spectrale 
Cette section décrit en détails le fonctionnement de l'analysé spectrale du 
module, qui elle-même se divise en trois étapes importantes, soit la transformée de 
Fourier rapide, l'extraction d'harmoniques et l'augmentation de la résolution. Le but 
de cette analyse est d'extraire des informations Séquentielles suffisamment précises 
pour l'analyse polyphonique. Les trois étapes seront expliquées ici en détails, 
précédées par une section expliquant la résolution Séquentielle requise pour 
l'analyse. 
Résolution Séquentielle requise 
Afin de bien démontrer les enjeux liés à la résolution fréquentielle, il est très 
important d'expliquer le concept de tempérament (Asselin, 2000). Afin de simplifier la 
chose, on peut décrire un tempérament en musique comme étant un ensemble de 
notes possibles. Dans la musique occidentale, on utilise seulement ce qu'on nomme 
le tempérament égal (connu aussi sous le nom de gamme tempérée). Le 
tempérament égal utilisé en occident divise l'octave en douze intervalles égaux. Une 
octave représente un intervalle formé avec deux notes, dont la seconde présente une 
fréquence fondamentale deux fois plus grande que celle de la première. Par exemple, 
une octave peut être formée d'un La3 (fréquence 220Hz) et d'un La4 (fréquence 
440Hz). Entre ces deux notes, on retrouve onze autres notes (La #, Si, Do, Do#, Ré, 
etc.). L'intervalle entre deux notes consécutives est appelé demi-ton. Les recherches 
présentées dans ce mémoire ne concernent que la gamme tempérée occidentale. 
Une des caractéristiques importantes de la gamme tempérée est l'égalité des 
intervalles. En acoustique, on définit un intervalle comme le rapport des fréquences 
de deux notes. Ainsi, si les intervalles sont toujours égaux, plus la note est haute, 
plus la différence de fréquence avec la note adjacente sera grande. Prenons par 
exemple l'intervalle entre un La et un La#. 
Freq(La#2) Freq(La#7) 
FreqQLaZ) = Freq(LaT) 
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En utilisant les valeurs approximatives des fréquences, on obtient le résultat 
suivant : 
116,54 Hz 3729,3 Hz 
~7T7rn— = ' „ = 1.0595 (4.2) 110 Hz 3520 Hz 
Il faut remarquer ici deux choses. L'intervalle est effectivement constant. 
Cependant, la différence entre les fréquences est beaucoup plus grande dans le cas 
du La7 et du La#7, qui sont plus aigus. 
3729,3 Hz - 3520 Hz = 229,3 Hz > 116,54 Hz - 110 Hz 
= 6,54 Hz <4'3) 
L'oreille humaine perçoit d'ailleurs l'intervalle entre un La et un La# comme étant 
toujours constant. Alors que la transformée de Fourier propose une résolution 
Séquentielle constante, le système musical nécessiterait une échelle logarithmique 
afin de présenter une précision indépendante de la fréquence. 
Cette caractéristique peut d'ailleurs causer des problèmes lors de l'analyse. 
Prenons un exemple d'une guitare à six cordes et à vingt-quatre frettes, accordée de 
façon standard. Le prochain tableau montre toutes les notes qu'on peut produire sur 
la guitare. 
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Tableau 4.1 : Noies d'une guitare et fréquences correspondantes 
Octave Note Fréquence (Hz) Octave Note Fréquence (Hz) 
2 Mi 82.41 4 Fa 349.23 
2 Fa 87.31 4 Fa# / Sol b 369.99 
2 Fa# / Sol b 92.50 4 Sol 392.00 
2 Sol 98.00 4 Sol# / La b 415.30 
2 Sol# / La b 103.83 4 La 440.00 
2 La 110.00 4 La# /Sib 466.16 
2 La# / Si b 116.54 . 4 Si 493.88 
2 Si 123.47 5 Do 523.25 
3 Do 130.81 5 Do# /Ré b 554.37 
3 Do# / Ré b 138.59 5 Ré 587.33 
3 Ré 146.83 5 Ré# / Mi b 622.25 
3 Ré# / Mi b 155.56 5 Mi 659.26 
3 Mi 164.81 5 Fa 698.46 
3 Fa 174.61 5 Fa# / Sol b 739.99 
3 Fa# / Sol b 185.00 5 Sol 783.99 
3 Sol 196.00 5 Sol# / La b 830.61 
3 Sol# / La b 207.65 5 La 880.00 
3 La 220.00 5 La# / Si b 932.33 
3 La# / Si b 233.08 5 Si 987.77 
3 Si 246.94 6 Do 1046.50 
4 Do 261.63 6 Do# /Ré b 1108.73 
4 Do# / Ré b 277.18 6 Ré 1174.66 
4 Ré 293.66 6 Ré# / Mi b 1244.51 
4 Ré# / Mi b 311.13 6 Mi 1318.51 
4 Mi 329.63 
Si on numérise un signal provenant de cette guitare à une fréquence de 48kHz, 
et que nous appliquons la transformée de Fourier rapide sur une trame de 4800 
échantillons, soit une trame d'une durée de 100ms, nous obtiendrons 4800 
coefficients complexes. L'amplitude de ces coefficients représente l'énergie du signal 
à une fréquence donnée. L'écart entre ces fréquences correspond à 10 Hz. 
Fech 
Écart en les fréquences des coefficients = 
u trame (A 
48000Hz ^ ' 
= 10 Hz 
4800 
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Ainsi, le dixième coefficient représentera l'énergie à 90Hz. Si on se réfère au 
tableau précédent, on peut remarquer qu'un pic d'énergie à 90Hz pourrait indiquer la 
présence d'un Fa (87.31 Hz) ou d'un Fa# (92.50). L'analyse spectrale ne serait donc 
pas assez précise pour distinguer les deux notes. 
Cependant, si on prend les deux plus hautes notes de la guitare, on remarque 
qu'elles sont beaucoup plus espacées. 
pMié - F Ré# 6 = 1318.51 Hz - 1244.51Hz = 74 Hz (4.5) 
La résolution Séquentielle de 10Hz est alors amplement suffisante dans ce cas. 
En résumé, les notes plus hautes étant plus espacées, une résolution 
Séquentielle plus basse est suffisante, alors qu'il faut avoir une résolution 
Séquentielle beaucoup plus élevées pour identifier les notes plus basses, qui sont 
très rapprochées l'une de l'autre en fréquence. 
Transformée de Fourier rapide à fenêtre variable 
Le but de cette transformation est d'obtenir une analyse spectrale afin 
d'identifier les différentes harmoniques présentes dans le signal. Ces harmoniques 
nous permettront éventuellement d'identifier les notes jouées, qui sont composées de 
plusieurs harmoniques. Tel que mentionné dans la section précédente, il est 
important d'avoir une résolution Séquentielle suffisante pour distinguer les notes de 
basses Séquences. 
Afin d'avoir une résolution Séquentielle maximale, il faut maximiser le nombre 
d'échantillons d'une trame, car la transformée nous permet d'obtenir au maximum un 
nombre de coefficients égal au nombre d'échantillons contenus dans la Same. C'est 
pourquoi la transformée de Fourier est appliquée sur des trames d'une longueur 
variable, correspondant à la longueur du signal fourni par le détecteur de notes. 
Rappelons-nous que le détecteur de notes sépare le signal en événements qu'il 
considère être des notes. 
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Dans le cas de très longues notes, on peut s'interroger sur la quantité de 
ressources nécessaires pour calculer la FFT, sachant que la quantité de calcul 
augmente avec le nombre de points d'une FFT. Voici donc un tableau qui présente le 
temps de calcul requis pour une FFT implémentée avec l'algorithme de Cooley-Tukey 
selon différentes longueurs. Ce tableau est issu de résultats mesurés grâce à 
l'application FFTGraf sur un PC équipé d'un processeur Q6600 d'Intel (un seul cœur 
est utilisé). Le pourcentage d'utilisation du CPU est calculé en divisant le temps de 
calcul par la durée de la note, puisque l'application fonctionne en temps réel (il est en 
effet impossible d'accéder à la note suivante avant qu'elle soit jouée). Puisque la FFT 
n'est calculée qu'une fois par note, on peut ainsi savoir durant combien de temps le 
processeur sera utilisé. Il sera donc libre pour d'autres opérations le reste du temps. 
Tableau 4.2 : Utilisation du processeur pour le calcul d'une transformée de Fourier rapide 
Nombre de points Durée de la note (s) Temps d'exécution (ms) % utilisation du CPU 
(précision simple) précision simple précision double 
1024 0.02 0,025 0,031 0.117% 
2048 0.04 0,053 0.071 0.124% 
4096 0.09 0,12 0,175. 0.141% 
8192 0.17 0,289 0.382 0.169% 
16384 0,34 0,672 0,875 0.197% 
32768 0.68 1,47 1,92 0.215% 
65536 1.37 3,17 4,12 0.232% 
131072 2.73 6,89 10,6 0.252% 
262144 5.46 16,4 28,4 0,300% 
524288 10.92 43,2 74.2 0.396% 
1048576 21.85 113 165 0,517% 
On peut voir que la transformée de Fourier prend très peu de temps à être 
calculée, surtout relativement à la durée d'une note. 
Avant d'appliquer sur le signal cette transformée de Fourier, on applique un 
fenêtrage. Ce fenêtrage permet de diminuer les fuites spectrales (spectral leakage), 
phénomène qui fait qu'une partie de l'énergie d'une harmonique est dispersée dans 
les coefficients adjacents. Dans la recherche présentée, une fenêtre de Hamming a 
été utilisée. La fenêtre de Hamming, lorsque comparée à une fenêtre rectangulaire 
(c'est-à-dire l'absence de fenêtrage), a l'avantage d'avoir un niveau de bruit plus bas 
(moins de fuites spectrales). L'utilisation d'une fenêtre à très faible niveau de bruit 
(par exemple Blackman-Harris) a été envisagée, mais l'utilisation d'une telle fenêtre 
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diminue la précision Séquentielle de la FFT, en élargissant les lobes principaux 
représentant les harmoniques. La fenêtre de Hamming s'avère être un bon 
compromis entre niveau de bruit et précision Séquentielle. 
Extraction d'harmoniques 
Ayant en main une représentation Séquentielle de l'événement sonore, il est 
possible d'extraire les principales harmoniques qu'il contient. Les harmoniques se 
présentent sous la forme de lobes, ou de pics dans la FFT. Les plus pertinentes sont 
bien sûr celles qui ont une énergie significative. La tâche est donc de trouver les 
maximums locaux. Cependant, trouver tous les maximums locaux serait impertinent, 
car plusieurs des maximums sont dus au bruit et ne représentent pas réellement une 
harmonique. Il faut donc utiliser un algorithme d'extraction des maximums plus 
approprié à la tâche. L'algorithme développé ne détecte pas seulement des 
maximums, mais des lobes complets. Pour ce faire, on détecte le maximum absolu, 
pour ensuite suivre les pentes des deux côtés du maximum jusqu'à la limite du lobe. 
On conserve le maximum dans un tableau alors qu'on assigne aux échantillons du 
lobe une amplitude nulle (pour éviter de reconsidérer le lobe dans les itérations 
suivantes). On peut alors trouver le prochain maximum absolu sur ce nouveau signal 
dont le lobe précédent a été annulé. Ce maximum correspondra au lobe avec la 
deuxième plus grande amplitude. On continue à réitérer jusqu'à ce que toutes les 
harmoniques soient extraites. Afin d'expliquer plus en détails le fonctionnement de 
l'algorithme développé, voici un ordinogramme pour l'expliquer. 
52 
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission. 
Début 
1 r 
Détection du 
—• maximum absolu 
1 ' 
/'maximum .^ 
\absolu <0^  ^
r 
/^ maximum^^ . 
\çbsolu < seujl/* 
faux 
r 
Inscription de 
l'indice du 
maximum dans un 
tableau 
' 
Suppression du 
lobe de fréquence 
correspondant 
vrai 
Fin 
vrai f \ 
Figure 4.2 : Ordinogramme de l'algorithme d'extraction des harmoniques 
Voici maintenant un exemple graphique de détection des harmoniques. Dans la 
première figure, on peut voir que l'algorithme détecte le maximum absolu dans la 
représentation Séquentielle. 
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Figure 4.3 : Détection du maximum absolu pour l'extraction d'harmoniques 
Ensuite, l'algorithme enlève le lobe correspondant à l'harmonique identifiée, 
mettant à zéro la valeur de tous les indices du lobe. 
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Figure 4.4 : Supression du pic correspondant A l'harmonique détectée 
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L'algorithme répète pour tous les maximums jusqu'à ce qu'il atteigne la 
condition d'arrêt, qui contient plusieurs éléments. Voici les règles qui composent la 
condition d'arrêt: 
1. Minimum de 5 itérations, sauf s'il ne reste plus de pics 
2. Le maximum local d'un pic doit être supérieur au seuil minimum, qui correspond à 
l'amplitude du maximum absolu, divisé par 50. 
3. Le nombre d'itérations doit être inférieur au nombre maximal permis, typiquement 50. 
Pour déterminer les conditions précédentes, les performances associées à 
différentes valeurs des paramètres (seuil relatif, nombre minimum et maximum 
d'itérations) ont été comparées. Cependant, ces paramètres ont démontré peu d'effet 
sur le résultat final étant donné la présence de conditions plus sévères présentes 
dans une étape subséquente du processus. 
Augmentation de la résolution en basses fréquences en fonction de l'échelle 
musicale 
Tel que montré plus haut, une résolution faible peut avoir un impact significatif, 
surtout avec les notes plus graves, qui sont séparés par un écart de fréquence plus 
faible. Pour rappeler l'exemple expliqué plus haut, il serait impossible de différencier 
la présence d'un Fa (87.31 Hz) ou d'un Fa# (92.50) avec une résolution de 10Hz. 
Dans biens des cas, la résolution est insuffisante pour différencier une note 
harmonieuse d'une note fausse. 
Cependant, une augmentation significative de la résolution sur le spectre entier 
peut s'avérer très coûteuse en temps de calcul. La première étape de ce bloc 
consiste donc à déterminer quelle partie du spectre fréquentiel doit bénéficier d'une 
résolution plus précise. Puisque les notes en basses fréquences sont plus 
rapprochées, il faut donc déterminer la fréquence à partir de laquelle la résolution est 
suffisante. Par exemple, pour une résolution de 10Hz, on peut déterminer que cette 
fréquence est 174,61Hz (Fa), à partir de laquelle les notes sont séparées par plus de 
10Hz. Après avoir identifié cette fréquence, on peut identifier toutes les harmoniques 
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dont la fréquence est inférieure à la fréquence limite (174,61Hz dans notre cas) et 
appliquer sur celles-ci l'algorithme d'augmentation de résolution présenté ci-dessous. 
En continuant avec l'exemple ci-haut, prétendons que nous avons identifié une 
harmonique à 90Hz selon la transformée de Fourier rapide. Il est impossible de 
déterminer quelle est sa fréquence exacte sans augmenter la résolution. Puisqu'il y a 
des indices de la transformée à tous les écarts de 10Hz (80Hz, 90Hz et 100Hz), une 
harmonique à une fréquence inférieure à 95Hz et supérieure à 85Hz sera 
représentée par un maximum local d'énergie dans l'indice de 90Hz. On peut donc 
déterminer que l'harmonique détectée à 90Hz est en fait une harmonique dont la 
fréquence se situe entre 85Hz et 95Hz. Afin d'identifier la fréquence exacte de cette 
harmonique, on suggère ici une méthode d'analyse complémentaire à la transformée 
de Fourier. Cette méthode est basée sur la corrélation croisée avec une sinusoïde. 
Par exemple, si on désire avoir une résolution de 1 Hz plutôt que de 10Hz dans la 
plage 85-95Hz, il suffit de calculer la corrélation croisée entre le signal audio et 11 
sinusoïdes, dont les fréquences seront les entiers entre 85 et 95Hz, inclusivement. 
On peut ensuite connaître une fréquence plus précise de l'harmonique en identifiant 
la fréquence de la sinusoïde pour laquelle l'amplitude de la corrélation croisée avec le 
signal audio est la plus élevée. 
En répétant l'opération pour toutes les harmoniques qui ont été identifiées avec 
un manque de résolution, on peut corriger nos données et avoir une représentation 
plus précise des harmoniques présentes dans notre signal. 
Cette étape, quoique bénéfique sur la précision de l'analyse, présente des 
importants coûts de calcul. Pour chaque segment de signal analysé, on doit mettre en 
jeu un grand nombre de multiplications et d'additions, soit environ une multiplication 
et une addition par échantillon, par sinusoïde. Pour l'exemple présenté plus haut, afin 
d'améliorer la précision d'une harmonique, les nombres de multiplications et 
d'additions seraient donc 11 fois supérieurs au nombre d'échantillons dans le 
segment. Avec une fréquence d'échantillonnage suggérée de 48kHz, un segment 
avec une résolution de FFT maximale de 10Hz correspond à 4800 échantillons et à 
une durée d'un dixième de seconde. On peut donc compter, pour cet échantillon, 
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environ 52800 additions et 52800 multiplications, seulement pour augmenter la 
précision d'une harmonique. On peut multiplier la quantité de calcul par le nombre 
d'harmoniques dont il faut augmenter la résolution. 
Avec des longs segments de signaux, on peut penser que la quantité de calcul 
serait énorme. Cependant, puisque la FFT offre une meilleure résolution lorsqu'elle 
est faite sur plusieurs points (nombre d'échantillons du segment dans notre cas), un 
nombre semblable d'opérations sera nécessaire, car moins d'harmoniques auront 
une précision à améliorer, et le nombre de corrélations croisées avec des sinusoïdes 
sera inférieur. Par exemple, pour une résolution de 5Hz, on a un segment de 9600 
échantillons, pour lesquels on calculera 6 corrélations. Le total d'opérations s'élève 
donc à 57600, ce qui est légèrement plus élevé (9%) que pour un segment de 4800 
échantillons. Cependant, le manque de résolution ne se fait remarquer que pour des 
fréquences inférieures à 87,31Hz, plutôt que 174.61Hz dans le cas d'un segment de 
4800 échantillons. Pour une guitare en accordage standard, cela implique, au 
maximum, une harmonique dont il faut améliorer la précision dans le cas du segment 
de 9600 échantillons. Pour le signal de 4800 échantillons, un maximum de 14 
harmoniques différentes manquera de résolution. De plus, puisque le segment de 
signal de 9600 échantillons a une durée réelle deux fois plus longue que le segment 
de 4800 échantillons, une exécution en temps réel se voit allouée deux fois plus de 
temps de calcul, pour un nombre semblable d'opérations mathématiques à effectuer. 
Cette méthode d'augmentation de la résolution étant coûteuse, il est normal de 
la comparer avec d'autres méthodes qui le sont moins. Une alternative serait 
d'allonger les segments de signaux en entourant le vecteur d'échantillons de valeur 
nulle. Cette méthode a cependant des effets indésirables, le principal étant la création 
de lobes secondaires autour du lobe principal dans la FFT. Voici un exemple de l'effet 
lorsqu'on désire augmenter la résolution d'un facteur 10, tel que présenté dans 
l'exemple précédent. La première figure montre le résultat de la FFT d'une sinusoïde. 
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Figure 4.5 : FFT d'une sinusoïde sans extension du signal 
La prochaine figure montre l'impact de l'extension du segment avec des 
échantillons nuls sur la FFT. 
• 41 11 
Figure 4.6 : FFT d'une sinusoïde avec extension du signal avec des zéros 
Pour mieux voir l'effet produit, voici maintenant les deux figures, avec un zoom 
plus précis. 
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Figura 4.7 : FFT d'une sinusoïde sans extension du signal (zoom) 
Figure 4.8 : FFT d'une sinusoïde avec extention du signal avec des zéros (zoom) 
Cet effet est nettement indésirable, surtout qu'il complique largement la tâche 
d'identification des harmoniques, qui identifie les maximums locaux. En effet, 
l'algorithme est beaucoup moins fiable lorsque le spectre est moins lisse ou lorsqu'il 
est difficile à lisser, tel que c'est le cas lorsqu'on allonge le signal avec des zéros. 
4.1.4.ldentification de candidats par regroupement d'harmoniques 
Au début de cette étape, le module a comme informations un objet qui 
représente un segment du signal. Cet objet contient toutes les harmoniques 
identifiées, ainsi que des informations pertinentes pour chaque harmonique, comme 
sa fréquence et son amplitude. Le but de ce module est de rassembler certaines 
harmoniques dont la fréquence est un multiple entier d'une fréquence (la fréquence 
fondamentale). Les groupes d'harmoniques ainsi formés, identifiés par la fréquence 
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fondamentale, sont appelés candidats. En effet, cette étape identifie des notes 
potentiellement contenues dans le segment de signal. 
On peut représenter le spectre de puissance idéal d'une note comme étant une 
somme d'harmoniques. Les harmoniques sont des sinusoïdes de fréquence f„.et 
d'amplitude An. La fréquence des harmoniques s'avère être un multiple entier de la 
fréquence fondamentale, fo. 
/n = /o*(n + l) (4.6) 
La note est donc formée de N harmoniques (n peut prendre une valeur entière 
entre 0 et N-1). Chacune de ces harmoniques possède une amplitude déterminée par 
plusieurs facteurs, dont la réponse en fréquence du système. Le nombre 
d'harmoniques est également déterminé par la réponse en fréquence du système 
(instrument, micro, interprète, etc.). 
Tel qu'expliqué plus haut, en ayant en mains tous les fn de toutes les notes, il 
faut ensuite les regrouper et identifier pour chaque groupe le fo. Pour ce faire, on trie 
d'abord les différentes harmoniques identifiées selon l'ordre croissant de leur 
fréquence. On choisit ensuite l'harmonique avec la plus faible fréquence. En prenant 
comme hypothèse que cette harmonique peut être un fondamental (fo), on multiplie 
sa fréquence par différents entiers, jusqu'à ce que le résultat de la multiplication soit 
une fréquence supérieure à celle de la plus haute harmonique détectée. Pour chaque 
produit, on effectue une recherche par comparaison afin d'identifier si de telles 
harmoniques ont été répertoriées. Si une harmonique est présente dans un intervalle 
autour d'un multiple entier du fo, on l'attribue au groupe. Une harmonique peut faire 
partie de plusieurs groupes. 
L'intervalle est déterminé par deux facteurs, soient l'échelle musicale et 
l'anharmonicité. Puisque l'intervalle entre deux notes consécutives est toujours 
constant, on peut délimiter la fréquence médiane entre deux notes. En sachant que 
l'octave contient 12 notes, et qu'il représente un intervalle de 2, on peut calculer 
l'intervalle entre deux notes ainsi : 
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2Tz = 1,0595 (4.7) 
En faisant la racine carrée de ce nombre, on peut calculer l'intervalle médian 
entre deux notes (sur une échelle logarithmique, telle l'échelle musicale). L'intervalle 
est également déterminé par l'anharmonicité, phénomène observé sur les 
instruments réels non idéaux. Tel que montré par Klapuri (Klapuri, 2003), une corde 
vibrante présente des harmoniques qui obéissent à la règle suivante 
fn = (n + l)/oV 1 + ((n +1)2 - 1)/? (4.8) 
où p est le facteur d'anharmonicité. Le facteur d'anharmonicité utilisé est de 
0,00035, tel que suggéré par Klapuri. 
En combinant ces deux facteurs, on peut déterminer la limite haute et la limite 
basse d'un intervalle acceptable. La limite basse est toujours déterminée par la 
médiane de l'intervalle entre deux notes. La limite basse est calculée en choisissant 
le maximum entre la médiane de l'intervalle et le calcul d'anharmonicité. 
Cette étape de regroupement est répétée pour toutes les harmoniques, en 
posant l'hypothèse qu'elles sont un f0. Les harmoniques qui ne peuvent être un f0 (qui 
ne peuvent être produites par l'instrument) ne sont pas considérées. 
Chaque groupement de notes est maintenant appelé candidat, et est identifié 
. par la fréquence fondamentale f0 qu'il représente. 
4.1.5.Sélection des candidats avec des règles de haut niveau 
Au début de cette étape, on dispose d'objets qu'on nomme candidats. Chacun 
des candidats comprend plusieurs harmoniques, dont une qu'on appelle le 
fondamental ou fo. Chaque candidat est identifié par la fréquence, de son 
fondamental. L'étape précédente génère souvent plusieurs candidats. Il faut alors 
discriminer lesquels sont les bons. Alors que la plupart des approches existantes 
utilisent des critères de bas niveau d'analyse du signal (Klapuri, 2004), on favorise 
plutôt ici l'utilisation de critères de haut niveau. Ces différents critères sont décrits et 
justifiés ici. 
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Le premier critère utilisé est l'énergie relative. Pour chaque candidat, on 
détermine une énergie, qui est en fait la somme de l'amplitude de ses harmoniques. 
De façon empirique il fut déterminé qu'un candidat dont l'énergie est inférieure d'un 
facteur 5 à l'énergie maximale observée (parmi tous les candidats) doit être éliminé, 
car les probabilités sont très fortes que les notes d'un même accord aient une 
amplitude semblable. 
Après avoir appliqué ce premier critère, une autre étape d'analyse est appliquée 
afin d'éliminer, le plus possible, la présence de sous-harmoniques, qui induisent des 
erreurs. Une sous-harmonique est une harmonique dont la fréquence est plus faible 
que celle du fondamental. La sous-harmonique qui nuit le plus à l'analyse est celle 
située à la moitié de la fréquence du fondamental. Elle peut en effet introduire une 
mauvaise identification du fondamental. Prenons l'exemple ou une note à 220Hz est 
jouée. Il est probable de retrouver des harmoniques à 220Hz, 440Hz, 660Hz, 880Hz, 
etc. Si une sous-harmonique est présente, elle sera située à 110Hz. Hors, toutes les 
autres harmoniques sont normalement présentes lorsqu'une note à 110Hz est jouée. 
Afin d'éviter ce genre d'erreur, on élimine le prétendu fondamental lorsque son 
amplitude est plus de 5 fois plus faible que celle de la seconde harmonique. Ainsi, si 
l'harmonique de 110Hz a uné amplitude 10 fois plus petite que celle de 220Hz, on 
considère que l'harmonique à 100Hz est une sous-harmonique. Le facteur de 5 a été 
choisi de façon à minimiser le ratio d'erreur total, qui est déterminé en divisant la 
somme des faux-positifs et des erreurs d'omissions par le total de candidats. 
Le prochain critère appliqué est celui des trois premières harmoniques. Dans un 
instrument non synthétique comme la guitare, on peut s'attendre à voir plusieurs 
harmoniques dans le spectre, même lorsqu'une seule note est jouée. Les candidats 
pour lesquels une des trois premières harmoniques (fo, fi et f2) est absente ont une 
très forte probabilité d'être composés des harmoniques d'un autre fo. En fait, toutes 
les notes analysées au cours de nos essais avaient au moins les trois premières 
harmoniques. Cette étape permet donc d'éliminer ainsi une bonne partie des 
candidats de notes qui ne s'avéraient par réellement présentes dans le signal. Cette 
logique permet notamment d'éliminer des candidats dont le fondamental est en fait 
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une sous-harmonique. Par exemple, si on a des harmoniques à 110Hz, 220Hz et 
440Hz, mais que l'harmonique à 330Hz est absente, il est fort probable que le 
candidat réellement présent soit une note à 220Hz, et non celle à 110Hz. 
Le dernier critère considère l'amplitude des différentes harmoniques, pondérées 
selon leur importance. Pour appliquer ce critère de sélection, on effectue une somme 
pondérée de l'amplitude des différentes harmoniques. Cette somme est ensuite 
comparée à un seuil. Si la somme est inférieure au seuil, le candidat de note se voit 
éliminé. La pondération a été établie pour plusieurs raisons. Les voici. La première a 
pour but d'éliminer quelques erreurs d'octave. Tel que mentionné souvent dans la 
littérature, une des principales lacunes des systèmes d'identification du pitch est 
l'identification de l'octave (Bello, 2006). En présence de deux notes séparées par une 
octave, les spectres de fréquences se superposeront, et celui de l'octave deviendra 
difficile à identifier. En présence d'une sous-harmonique (qui n'aurait pas été éliminée 
lors d'une étape précédente), on pourra détecter quel est le pitch réel en observant la 
présence d'harmoniques paires. Par exemple, dans le cas d'un La3, à 220Hz, nous 
observerons probablement des harmoniques à 110Hz, 220Hz, 440Hz, 660Hz, 880Hz, 
etc. Si on présuppose un pitch à 110Hz, les harmoniques devraient être les 
suivantes : 
f0= 110Hz, fi = 220Hz, f2 = 330Hz, f3 = 440Hz, f4 = 550Hz, f5 = 660Hz 
Si, au contraire, on fait l'hypothèse que le pitch est de 220Hz, les harmoniques 
devraient être les suivantes : 
fo = 220Hz, U = 440Hz, f2 = 660Hz, f3 = 880Hz, ^=1100Hz, fs = 1320Hz 
Ainsi, si on pondère favorablement la présence d'harmoniques paires (fo, M. 
on peut facilement éliminer la possibilité que le pitch soit 110Hz, car les harmoniques 
f2 et f4 (330Hz et 550Hz) ne sont pas présentes dans le signal. Il est donc avantageux 
d'attribuer une pondération plus grande aux harmoniques paires dans l'identification 
du pitch. La deuxième raison justifiant la pondération du signal est la pertinence de 
l'harmonique selon sa fréquence. Les harmoniques à basse fréquence sont souvent 
plus fiables que celle à hautes fréquences. Voici un exemple qui explique pourquoi 
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les harmoniques dont la fréquence est plus élevée sont moins pertinentes. Prenons 
encore le cas d'un La3, à 220Hz. L'harmonique numéro 11 se situe à 2640Hz. 
Cependant, plusieurs notes pourraient présenter une harmonique semblable. En voici 
quelques exemples. 
Tableau 4.3 : Notes «Tune octave qui peuvent produire une harmonique à haute fréquence semblable 
Note Harmonique Fréquence résultante (Hz) Écart (Hz) Écart relatif 
(%) 
M2 - 82.41 Hz ^31 2637 3 0,11 
Fa2 - 87.31 Hz f29 2619 21 0,80 
Sol2 - 98 Hz ?28 2646 6 0,23 
La2 — 110 Hz f25 2640 0 0,00 
Do#3-138.59 Hz f 18 2633 7 0,27 
Ré3-146.83 Hz f 17 2643 3 0,11 
Ré#3 -155.56 Hz f l 6  2645 5 0,19 
Sur une octave (12 notes possibles), 7 notes différentes présentent une 
harmonique semblable, qui pourrait facilement être confondue. Maintenant prenons le 
cas où l'on se fie à une harmonique à plus basse fréquence, comme l'harmonique 
numéro 2 du La3, à 660Hz. 
Tableau 4.4 : Notes d'une octave qui peuvent produire une harmonique à basse fréquence semblable 
Note Harmonique Fréquence résultante (Hz) Écart (Hz) Écart relatif 
(%) 
M2 - 82.41 Hz fr 659 1 0,15 
Fa#2 — 92,5 Hz U 647,5 12,5 1,93 
La2 —110 Hz fs 660 0 0,00 
Do3-130.81 Hz f4 654 6 0,92 
Pour cette harmonique, seulement 4 notes présentent une harmonique 
semblable, et leur écart relatif moyen à l'harmonique est plus élevé. Si on poursuit 
l'exercice avec la fréquence fondamentale, soit 220Hz, on obtient les résultats 
suivants. 
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Tableau 4.5 : Note* «Tune octave qui peuvént produire une harmonique égale au fondamental 
Note Harmonique Fréquence résultante (Hz) Écart (Hz) Écart reiatH 
(%) 
La2 —110 Hz fi 220 0 0,00 
Il ne reste qu'une seule note qui partage l'harmonique, soit la note avec un écart 
d'une octave, qui, systématiquement, partagera toutes les harmoniques de la note la 
plus haute. Il est donc avantageux de donner une valeur plus grande à la présence 
d'harmoniques d'une fréquence basse, car celles-ci sont plus fortement corrélées à la 
probabilité que la note soit présente que la présence d'une harmonique de haute 
fréquence. 
Ayant ces informations en main, on utilise une pondération des harmoniques qui 
permet de prioriser les harmoniques paires et les harmoniques de basses 
fréquences. Toutefois, afin d'éviter les erreurs dues aux sous-harmoniques, la 
pondération a été ajustée afin d'attribuer un score plus faible à la prétendue 
fréquence fondamentale. La pondération totale doit donc permettre de discerner 
l'octave dans la majorité des cas. 
Lorsqu'une harmonique est présente, on attribue au candidat le score 
correspondant à la pondération qui est attribuée à l'harmonique. Lorsque plusieurs 
candidats de notes sont présents pour un seul événement sonore (possibilité 
d'accord), on divise le plus haut score par 5, qu'on établit comme seuil. Les autres 
candidats dont le score est sous le seuil sont éliminés. Ce dernier critère permet 
d'éliminer les derniers candidats qui ne se retrouvent pas dans le segment de signal 
analysé. 
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Voici le tableau de la pondération établie. 
Tableau 4.6 : Pondération des harmoniques pour la discrimination des candidats de notes 
Harmonique Score 
fo 1 
f, 2 
U 4 
U 2 
U 4 
fs 2 
U 1 
fy 0,8 
fa 1 
U 0,5 
fio 0,4 
f» 0.3 
fl2 0,2 
fl3 0,1 
fu 0,05 
fis 0,05 
fl6 0,05 
fir 0,05 
fia 0,05 
f« 0,05 
f?o 0,05 
hi 0,05 
fa 0,05 
fn 0,05 
fl4 0,05 
hs 0,05 
f» 0,05 
f27 0,05 
he 0,05 
fn 0 
0 
4.1.6.Autres mesures 
Plusieurs autres mesures auraient pu être utilisées pour déterminer lesquels des 
candidats font véritablement partie de l'extrait joué. Quelques-unes seront abordées 
ici, car elles ont été considérées puis écartées, la plupart pour cause de performance 
insuffisante. Certaines sont également intéressantes, car elles permettraient de 
pousser plus loin l'analyse. 
Une des mesures qui a été évaluée est l'énergie totale des harmoniques. Pour 
obtenir cette métrique, il suffisait d'additionner l'amplitude de chaque harmonique 
attribuée à un candidat de note. La grandeur de cette métrique était influencée par 
deux facteurs, soit le nombre d'harmoniques, et l'amplitude de celles-ci. Avec un 
seuillage, il était possible de discriminer les candidats qui ne rassemblaient que peu 
d'harmoniques, ou ceux dont les harmoniques étaient de faible amplitude à ceux qui 
avaient plusieurs harmoniques d'amplitude suffisante. Il est logique de croire qu'une 
note réellement jouée devrait se manifester dans le spectre par plusieurs 
harmoniques de grandes amplitudes. Ce n'est cependant pas toujours le cas, surtout 
lorsque l'on analyse la performance d'un apprenant, beaucoup moins idéale et facile 
à analyser que celle d'un professionnel. Ce phénomène a d'ailleurs été observé sur 
les extraits utilisés : le spectre des notes qui paraissaient moins claires à l'oreille était 
presque toujours moins bien défini. En effet, on a observé pour ces notes des 
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harmoniques complètement absentes, et souvent des harmoniques supplémentaires 
causée par la présence de notes fantômes (c'est-à-dire des notes qu'il est très 
difficile d'entendre, mais qui sont néanmoins présentes même si le musicien n'avait 
pas l'intention de les jouer). Une autre raison qui a mené à éliminer cette mesure est 
ses moins bonnes performances que l'amplitude pondérée des harmoniques. 
Le nombre d'harmoniques est une autre métrique qui a été utilisée. Cepéndant, 
plusieurs facteurs non constants et non contrôlables ont une grande influence sur le 
nombre d'harmoniques d'une note. Certains de ces facteurs sont la note jouée, sa 
position sur le manche de guitare, le plectre utilisé (ou de l'utilisation des doigts), le 
diamètre des cordes, leur matériel (nylon, acier, bronze), leur construction (simple, 
enroulée), et finalement, l'instrument (Yin, 2005). 
L'amplitude du fondamental est également intéressante, mais causait plusieurs 
erreurs d'octave. En effet, le système (composé de la guitare, de la pièce, du micro et 
de l'interface de numérisation) ne présente pas une réponse Séquentielle plane. 
Ainsi, l'amplitude du fondamental peut s'avérer moins grande que celle des ses 
harmoniques, ce qui peut facilement mener à une interprétation (fausse) que la 
véritable note jouée est à l'octave plus haut, alors que le véritable fondamental est 
perçu comme une sous-harmonique. 
Une autre façon de discriminer les candidats a été utilisée. Celle-ci est basée 
sur l'exactitude de la fréquence des harmoniques. Chaque harmonique est divisée 
par un entier permettant d'obtenir le fondamental attendu. En faisant la moyenne, on 
obtient une mesure qu'on appelle le fondamental estimé moyen, Fm. 
yN-l fn 
_ Ln=°n+T (4.9) 
m n + 1 
Bien sûr, lorsqu'une harmonique n'est pas répertoriée, elle ne contribue pas au 
nombre n. En comparant le fondamental estimé moyen avec l'harmonique identifiée 
comme étant l'harmonique 0, on peut évaluer si les harmoniques identifiées sont 
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suffisamment exactes pour supposer que le candidat de note a bien été assemblé. 
On peut donc mesurer l'écart relatif des harmoniques, Ef. 
E,= Fm /o1 (4.10) 
fo 
En comparant EF avec un seuil, on peut discriminer les candidats qui présentent 
un écart relatif des harmoniques trop élevé. Cette mesure est intéressante, mais était 
très difficile à calibrer. En effet, un seuil trop sévère écartait plusieurs candidats 
réellement présents, alors qu'un seuil plus faible en laissait passer beaucoup trop. En 
bref, la méthode n'atteint pas le niveau d'efficacité de la méthode des harmoniques 
pondérées, présentée précédemment. 
Une autre méthode basée sur une mesure a été évaluée. Cette mesure est 
appelée le facteur de dispersion spectrale, qui indique à quel point les harmoniques 
répertoriées pour un seul candidat de note sont dispersées. Par exemple, si un 
candidat présente 5 harmoniques consécutives, son facteur de dispersion spectral 
s'approchera de 1, alors que s'il contient 5 harmoniques dispersées parmi les 15 
premières harmoniques, son facteur s'approchera de 3. Voici le calcul exact du 
facteur de dispersion spectrale, FDS 
r- _ fN-l-fo /A 
DS~71û—tT?»— (4-11) (Jv - 2)Dhm 
Où Dhm est la distance harmonique moyenne, qui est établie selon la formule 
suivante. 
= Z"°°Y";12 fn) (412) 
Le facteur de dispersion spectrale FDS est intéressant car il offre une mesure 
objective qui est corrélée avec un attribut subjectif difficile à mesurer, soit la clarté de 
notes jouées. Par des observations, il a été conclu que la plupart du temps, les notes 
avec un faible FDS sont plutôt claires et faciles à identifier par le musicien averti, alors 
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que les notes avec un FDS élevé sont plus difficiles à identifier, et donnent le 
sentiment d'avoir été jouées avec un manque d'articulation et de définition. Si cette 
mesure n'est pas utilisée dans ce projet pour l'instant, elle serait certainement utile 
pour qualifier la performance d'un apprenant utilisant le logiciel professeur. 
La méthode de discrimination des octaves par principe de spectre lisse (smooth 
spectrum), tel que présenté par Klapuri (citation), a également fait l'objet d'une 
évaluation. Selon ce principe, le spectre d'une note devrait toujours être lisse jusqu'à 
un certain point. En soustrayant un spectre lisse de notre spectre réel, il serait 
possible d'obtenir un spectre résiduel, dans lequel il serait facile d'identifier d'autres 
notes comprises dans le même spectre. Cette méthode, selon l'auteur, serait entre 
autres efficace pour diminuer les erreurs d'octave, alors que les harmoniques se 
superposent. Cependant, il fut observé que le spectre est parfois lisse, même quand 
une octave est présente. En voici un exemple, où 3 notes sont jouées en même 
temps (fondamental de 110Hz, 185Hz et 220Hz). 
600 
500 
400 
300 
X-330 
Y: 98.54 
100 X: 550 Y: 58.46 
0 J 0 100 200 300 400 
Fréquence (Hz) 
500 600 
Figure 4.9 : Spectre de puissance d'un accord de Ré/Fa# 
69 
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission. 
Selon le principe de spectre lisse, l'amplitude des harmoniques de 220Hz, 
440Hz, 660Hz devrait être plus élevée que les harmoniques de 110Hz, 330Hz, 
550Hz, car deux notes contribuent à l'énergie des premières, alors qu'une seule note 
contribue à l'énergie des secondes. On peut cependant remarquer que le graphique 
est contradictoire à ce principe, alors que les harmoniques à 330Hz et à 550Hz 
présentent plus d'énergie que l'harmonique à 440Hz. Après plusieurs observations, il 
fut remarqué que ce phénomène se reproduit très souvent dans les signaux utilisés 
pour l'analyse, et que ceci diminue de beaucoup la pertinence et la validité du 
principe de spectre lisse. 
4.2. Performances observées 
Cette section présente les performances du module d'identification des accords 
selon différents paramètres, et selon quelques algorithmes et méthodes qui ont été 
utilisés. Tel que présenté plus haut, des tests ont été effectués à partir de signaux 
différents, qui sont des interprétations par plusieurs musiciens différents d'extraits de 
deux chansons (Crazy Train d'Ozzy Osboume et Mr. Jones des Counting Crows). 
Voici tout d'abord les résultats de la reconnaissance d'accords pour les deux 
chansons. Pour ce faire, nous avons exécuté, à la main, l'identification des débuts dè 
notes, afin que les performances de ce premier module n'aient pas d'impact sur 
celles du module d'identification polyphonique. Les performances sont évaluées à 
partir d'un décompte des faux positifs et des faux négatifs. Les faux positifs sont les 
notes d'un accord qui sont détectées par le module mais qui ne sont pas présentes 
dans le signal. Les faux négatifs sont les notes d'un accord qui sont présentes dans 
le signal mais qui ne sont pas détectées par le module. Pour l'extrait de Crazy Train, 
on a 30 accords (ou notes seules). Voici la suite de notes/accords jouée (fréquence 
approximative du fondamental), comparée à celle analysée. 
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Tableau 4.7 : Exemple de note* identifiée» par le module pour un extrait de Crazy Train 
# Événement Notes jouées (Hz) Notes détectés (Hz) 
1 147 147, 294 
2 92 92 
3 139 92,139, 185, 277 
4 92 110,165 
5 147, 220, 294 147, 220, 294 
6 165, 247, 330 165, 247, 330, 494 
7 110 110 
8 110 220 
9 110 110,220, 330 
10 220, 277, 329 110,220,277,330,440 
11 110 110 
12 110 220 
13 110 220 
14 110 110,220 
15 208, 247, 329 110, 208, 220, 247, 330, 415 
16 110 silence 
17 110 110,220 
18 110 110 
19 110 110,220 
20 185, 220, 294 110, 185, 220, 370 
21 110 110 
22 110 silence 
23 110 110 
24 110 110 
25 110, 165,220, 277 82, 110, 165, 220, 247, 330, 494 
26 98, 165, 220 98, 165, 1-96 
27 110, 165,220,277 110, 165,220,330,494 
28 110 110 
Tableau 4.8 : Résumé des performances pour l'extrait do Crazy Train 
Notes correctement identifiées Notes non identifées Faux positifs 
36 10 29 
78,3% 21,7% 63,0% 
Puisque la plupart des erreurs sont dues à des octaves, il est pertinent de 
comparer les résultats lorsque les algorithmes sont ajustés afin d'être plus sévères 
sur la détection d'octave. Voici le résultat. 
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Tableau 4.9 : Exemple de notes Identifiées par le module (sévérité accrue pour les octaves) 
pour un extrait de Crazy Train 
# Événement Notes jouées (Hz) Notes détectés (Hz) 
1 147 147 
2 92 92 
3 139 139,185 
4 92 110,165 
5 147, 220, 294 147,220 
6 165, 247, 330 165, 247 
7 110 110 
8 110 220 
9 110 110 
10 220, 277, 329 110,277 
11 110 110 
12 110 220 
13 110 220 
14 110 110 
15 208, 247, 329 110,208, 415 
16 110 silence 
17 110 110 
18 110 110 
19 110 110 
20 185, 220, 294 110, 185 
21 110 110 
22 110 silence 
23 110 110 
24 110 110 
25 110, 165, 220, 277 82,246 
26 98, 165, 220 98, 165 
27 110, 165,220,277 110,165 
28 110 110 
Tableau 4.10 : Résumé des performances pour l'extrait de Crazy Train (sévérité accrue pour lee octaves) 
Notes correctement identifiées Notes non identifées Faux positifs 
25 21 10 
54,3% 45,7% 21,7% 
Ces résultats peuvent sembler décevants. Cependant, étant donné la 
complexité de la pièce, ils démontrent une amélioration par rapport à d'autres 
systèmes et algorithmes compétitifs. Cette comparaison est d'ailleurs faite à la 
section 5.3. Il est intéressant de souligner que certaines erreurs sont plus graves que 
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I 
d'autres. Par exemple, identifier une note complètement incohérente avec la pièce 
peut induire l'apprenant en erreur, alors qu'une erreur d'octave pourrait passer 
inaperçue sans grande conséquence. D'ailleurs, il est courant qu'un interprète fasse 
le choix d'inclure ou non l'octave, dépendamment de la situation, puisque cette note 
ne change pas la tonalité ni le mode de l'accord, mais peut augmenter ou diminuer la 
force perçue. Cette erreur est donc d'une moins grande importance, car un 
spectateur initié ou non pourrait considérer cette erreur comme une décision 
d'interprétation plutôt qu'une erreur. En effet, en tolérant les erreurs d'octaves, on 
donne plus de flexibilité, à la fois à l'expert qui décide de l'inclure ou non, et au 
débutant qui peut tenter une forme d'accord plus simple, par exemple en négligeant 
l'octave pour éviter d'avoir à faire un accord plus difficile. 
Et maintenant, avec un extrait de Mr. Jones : 
Tableau 4.11 : Exemple de notes Identifiées par le module pour un extrait de Mr. Jones 
# Événement Notes jouées Notes détectés 
1 98, 123, 147, 196, 294, 392 98, 123, 147, 196, 294, 392 
2 98, 123, 147, 196, 294, 392 98, 123,147, 196, 294, 392 
3 98, 123, 147, 196, 294, 392 98, 123, 147, 196, 392, 587 
4 98, 123, 147,196, 294, 392 98, 123,147, 196, 294, 392 
5 98, 123, 147, 196, 294, 392 98, 123,196, 392, 587 
6 98, 123, 147, 196, 294, 392 98, 123, 147, 196, 294, 392 
7* flou, 110, 147,196 vers 110, 165, 220 110, 165, 220, 147, 196, 392 
8* 110, 165, 220, 262, 330 mal joué 110, 220, 330,440 
9 110, 165, 220, 262, 330 87, 110,165, 220, 262, 330 
10 110, 165, 220, 262, 330 110, 165, 220, 262, 330, 440 
11 110,165, 220, 262, 330 110, 165, 220, 262, 330, 494 
12* 110, 165, 220, 262, 330 mal joué 110, 165, 196, J220, 330, 440 
13 87,131,175, 220, 262, 349 87, 131,175, 220, 262, 349 
14 87, 131, 175, 220, 262, 349 87, 131,175, 220, 262, 349 
15 131, 175, 220,262, 349 131, 175, 220, 262, 349, 440 
16 87, 131, 175, 220, 262, 349 87,131,175, 220, 262, 349 
17 87, 131, 175, 220, 262, 349 87, 131,175, 220, 262, 349 
18* 110,147,220 transition mal jouée 110, 220,440 
19 110, 147, 220,294 110, 147, 220, 294, 330, 440 
20 110, 147,220,294 110, 147, 220, 294, 330, 440 
21 110, 147, 220,294,349 110, 147, 220, 294, 330, 349 
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Pour un total de 111 notes, on obtient, en résumé, les résultats suivants : 
Tableau 4.12 : Résumé des performances pour l'extrait de Mr. Jones 
Notes correctement identifiées Notes non identifées Faux positifs 
104 7 16 
93,7% 6,3% 14,4% 
Si on enlève les accords avec une *, qui sont mal joués, et difficiles à identifier 
en écoutant l'extrait audio, on peut faire un nouveau calcul. Cela souligne néanmoins 
un des défis les plus importants du logiciel professeur de musique : gérer les erreurs 
fréquentes et importantes de l'apprenant. Voici donc les résultats, sans comptabiliser 
les erreurs d'interprétation marquées, question d'avoir une référence qui abstraction, 
du moins partiellement, du fait qu'on analyse les performances d'un apprenti. 
Tableau 4.13 : Résumé des performances pour l'extrait de Mr. Jones (excluant les erreurs de l'interprète) 
Notes correctement identifiées Notes non identifées Faux positifs 
90 3 11 
96,8% 3,2% 11,8% 
On obtient d'excellents résultats, surtout lorsqu'on tient compte du fait que les 
accords analysés sont composés de 4, 5 ou 6 notes différentes, ce qui est supérieur 
à ce qu'on retrouve normalement dans la littérature. On remarque également une 
performance très supérieure à l'extrait de Crazy Train. Ceci peut être expliqué par 
différentes raisons. La première, et la plus importante, est la nature de l'extrait de 
Crazy Train, qui est très complexe (plusieurs techniques utilisées, comme les 
harmoniques, les notes glissées, les notes tirées, etc.) et très rapide. La vitesse de 
jeu crée beaucoup de difficultés d'analyse, de par le fait que le corps de la guitare 
résonne et que les notes jouées précédemment seront souvent entendues dans les 
notes qui suivront. De plus, puisque l'attaque devient une portion importante du 
signal, l'analyse se fait souvent dans le régime transitoire, qui est moins stable et plus 
difficile à analyser que le régime permanent. Enfin, puisque la pièce est très difficile à 
exécuter, la qualité de jeu des apprenants était souvent plutôt basse, ce qui se 
transcrit dans le signal par des notes peu distinctes et souvent difficile à identifier, 
même par l'oreille humaine. Il a été prévu que l'analyse de la pièce Crazy Train 
démontre une performance moindre par sa complexité. C'est d'ailleurs pourquoi elle 
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fut sélectionnée, afin de mettre en évidence les limites et les faiblesses du système 
développé. 
Un autre fait qu'il est intéressant de remarquer est l'importance des erreurs dues 
aux octaves ou harmoniques. En effet, la plupart des erreurs sont des notes 
détectées à l'octave d'une autre alors qu'elles sont absentes du signal, ou encore des 
notes à l'octave, passées inaperçues en se confondant à des harmoniques. 
Reprenons les exemples de Crazy Train et Mr. Jones afin de voir quel pourcentage 
d'erreurs est dû aux erreurs d'octave. 
Tableau 4.14 : Performances pour les octaves (extrait de Crazy Train) 
Notes correctement identifiées Notes non identifées Faux positifs 
dues à l'octave autres dus à l'octave autres 
36 5 5 23 6 
78,3% 10,9% 10,9% 50,0% 13,0% 
Tableau 4.15 : Performances pour les octaves (extrait de Mr. Jones) 
Notes correctement identifiées Notes non identifées Faux positifs 
dues à l'octave autres dus à l'octave autres 
104 1 6 14 2 
93,7% 0.9% 5,4% 12,6% 1,8% 
On peut remarquer qu'une majeure partie des erreurs est due aux problèmes 
d'identification liées aux octaves, particulièrement pour les erreurs de faux positifs. 
4.3. Conclusion du chapitre 
4.3.1. Résumé du travail accompli et des résultats obtenus 
Le module d'identification polyphonique du pitch a été développé dans le but 
d'être utilisé dans un système de logiciel professeur de musique. Le module, 
spécialement ajusté pour relever le défi complexe de gérer les erreurs de l'apprenant 
obtient de bonnes performances avec la polyphonie, avec un taux de réussite 
d'identification des notes composant un accord atteignant jusqu'à 96,8%, avec 11,8% 
de faux négatifs. Ces résultats sont très intéressants, surtout en tenant compte du fait 
que les accords analysés sont des accords joués par un musicien amateur dans un 
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environnement non contrôlé, et que les accords joués comptent entre 4 et 6 notes 
différentes, ce qui s'avère être supérieur à la plupart des méthodes présentées dans 
la littérature, qui font généralement affaire avec 2 ou 3 notes simultanées. 
4.3.2. Perspectives pour développement futur 
Un des principaux défauts de l'algorithme actuel se situe au niveau de la 
détection d'octaves. Il est fréquent d'identifier l'octave comme une note à part entière, 
alors que la plupart du temps, il s'agit seulement d'un harmonique. Cette erreur cause 
la majeure partie des faux positifs, qui est d'ailleurs la plus grande source d'erreurs 
du module. Une bonne partie des erreurs pourrait être évitée en ajoutant des critères 
de limites physiques. Prenons, par exemple, l'accord #3 de Mr. Jones, où le module 
détecte un faux positif à 587Hz, qui s'avère en fait être une harmonique des notes à 
147Hz et 294Hz. Si on tient compte du manche de la guitare, on se rend vite compte 
qu'il est impossible de jouer la note à 587Hz en jouant les autres notes (98,123,147, 
196, 392). Voici un schéma qui illustre la situation sur le manche : 
Cordel 
Corde2 
Corde5 
Corde6 
Fretl Fret2 Fret3 Fret4 Fret5 Fret6 Fret7 Fret8 Fret9 Fretl 0 
392 587 
196 
147 
123 
98 
Figura 4.10 : Exemple de contrainte physique sur un accord 
On remarque qu'une note à 587 Hz est pratiquement impossible à jouer en 
même temps que les autres notes, à moins de s'y prendre à deux mains. Un critère 
de faisabilité des accords pourrait être ajouté afin d'en tirer profit dans de pareilles 
situations. Si on combine à ce critère la possibilité que la note soit une harmonique 
d'une autre, on pourrait probablement éliminer plusieurs erreurs d'octave. 
Il serait également possible d'ajouter à cette méthode un critère de 
considération des statistiques de la partition. Par exemple, en analysant la partition 
que l'apprenant doit jouer, il serait possible de remarquer que la note à 587Hz n'est 
pas jouée durant la pièce. Ainsi, en combinant le fait que la note ne devrait pas être 
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jouée à celui que l'on soupçonne cette note d'être un faux positif à l'octave, il serait 
possible de la discriminer plus facilement. 
Une autre piste pour augmenter les performances de l'identification 
polyphonique serait de complexifier le modèle de l'accord utilisé. Le système 
considère présentement l'accord comme une simple addition de notes. Cependant, 
en combinant certaines notes, les accords seront plus ou moins consonants. Les 
accords qu'on dit dissonants présenteront une interférence entre les sons qu'on 
appelle le battement (Fauvel, 2003). Ce battement s'illustre par une variation de 
l'amplitude de l'enveloppe selon une fréquence égale à la moitié de la différence 
entre les fréquences des deux notes dissonantes. 
/ » - - ( t . 1 3 )  
Hors, ce phénomène pourrait être observé et confirmer ou infirmer l'analyse 
faite avec le modèle plus simple. 
Une autre piste de recherche serait au niveau de la robustesse de l'algorithme 
d'identification. En effet, l'algorithme actuel dépend du détecteur de début de notes 
pour assurer une bonne performance. Par exemple, si le détecteur de début de notes 
manque un début d'une note, le module analysera deux accords consécutifs comme 
étant un seul accord. Il serait intéressant d'essayer de faire une analyse par trames 
de longueur fixe en parallèle avec l'analyse actuelle afin d'assurer plus de robustesse 
du système. 
Il serait également intéressant de diminuer la charge de calcul nécessaire lors 
de l'amélioration de la résolution basse fréquence. Alors que l'algorithme proposé fait 
la corrélation avec plusieurs sinusoïdes séparées par un intervalle fixe (1Hz), il serait 
plus avantageux de faire la corrélation croisée avec des sinusoïdes aux fréquences 
d'intérêts (correspondant au fondamental d'une note). Afin que cette technique soit 
efficace, il faut cependant s'assurer que l'anharmonicité ne soit pas suffisamment 
grande pour fausser les résultats. 
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CHAPITRE 5 : SYSTÈME GLOBAL ET PERFORMANCES 
5.1. Description et fonctionnement du logiciel 
Le logiciel, destiné à l'apprentissage de la musique, fonctionne ainsi. Un 
apprenant joue de la guitare avec un micro branché à un ordinateur. La performance 
de l'apprenant est captée par le micro, numérisée, puis analysée par le logiciel 
' professeur. Le logiciel compare ensuite la performance de l'apprenant à une partition 
(choisie par l'apprenant) afin d'émettre ses commentaires (erreur détectées) sous 
forme graphique, directement sur l'affichage de la partition à l'écran. 
5.2. Conditions de test et de développement 
Étant donnée la nature du projet (professeur de musique), il est pertinent 
d'élaborer des conditions de tests qui s'approchent le plus possible du cadre réel 
d'utilisation. Ces conditions permettront de développer et de tester le système de 
façon beaucoup plus représentative. 
il a donc été déterminé que les signaux utilisés seraient des signaux de guitares 
enregistrés par différents musiciens amateurs. Plus précisément, nous avons 
demandé à 6 différents guitaristes amateurs avec entre 3 et 12 années d'expérience 
d'apprendre des extraits de chanson en une semaine. Deux chansons ont été 
choisies, soient Crazy Train d'Ozzy Osboume et Mr. Jones des Counting Crows. Une 
semaine plus tard, chacun des guitaristes a dû jouer les deux chansons, avec une 
guitare électrique ou acoustique, au choix du guitariste. Les extraits ont été 
enregistrés dans une pièce non traitée pour l'acoustique (un simple bureau) avec un 
micro générique, le SM57 de Shure. Ce micro était placé à proximité de la guitare 
acoustique ou de l'amplificateur de la guitare électrique sans attention particulière au 
placement. L'enregistrement a été fait par un ordinateur via une interface 
d'enregistrement bas de gamme Fast Track Pro de M-Audio. 
Étant donné le court délai donné pour apprendre les chansons, les extraits 
enregistrés contiennent plusieurs erreurs, et pourront servir à simuler la performance 
d'un utilisateur du logiciel professeur. 
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Si de telles conditions de test permettent de développer et de tester le logiciel 
dans des conditions authentiques, elles ont néanmoins l'inconvénient de rendre 
difficiles les comparaisons avec les performances d'autres méthodes. D'ailleurs, on 
remarque le manque de base de données universelle dans les champs de recherche 
semblables. S'il eût été intéressant de créer et distribuer une base de données pour 
faciliter la comparaison des performances dans le futur, il faut tout de même 
considérer l'objectif principal de ce projet, qui consiste à analyser une performance 
musicale exécutée par un débutant. Dans cette optique, il est pertinent de prioriser 
l'authenticité à l'universalité, afin de développer un logiciel en mesure de traiter les 
multiples erreurs de l'apprenant, en plus de ses lacunes d'interprétation. 
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5.3. Comparaison des performances 
Si les chapitres précédents ont déjà permis d'évaluer les performances, celui-ci 
les compare avec les méthodes déjà existantes dans le domaine de recherche. Pour 
cette comparaison, 4 méthodes ont été retenues. Ces méthodes ont été choisies 
parmi les autres car ce sont elles qui affichent les meilleurs résultats pour la 
polyphonie. Chacune des sections suivantes présente une méthode (incluant celle 
présentée dans le mémoire) dans un portrait permettant de comparer plus facilement 
les résultats. 
5.3.1.Algorithme temps-réel basé sur la transformée en ondelettes 
Cet algorithme, présenté par Cao (Zheng Cao et al. 2006), obtient d'intéressants 
résultats. Les tests sont effectués avec une base de données de 20 fichiers sans 
polyphonie et 30 fichiers avec polyphonie. Ces fichiers contiennent de la musique 
jouée par différents instruments comme le piano, le violon, la guitare, etc. 
Malheureusement, aucun détail supplémentaire n'est donné sur les conditions 
d'expérimentation. On présente toutefois les résultats suivants, en comparant la 
méthode basée sur la STFT (Transformée de Fourier à court terme) et la WT 
(transformée en ondelettes). 
Tableau 5.1 : Performances de l'algorithme de Cao 
Type de fichier Monophonique Polyphonique 
Taux de reconnaissance 
moyen avec STFT 
94% 62% 
Taux de reconnaissance 
moyen avec WT 
96% 90% 
Si les résultats semblent intéressants, il est difficile de les comparer à d'autres 
par manque de précision sur plusieurs aspects : 
• La complexité de pièces 
• Les conditions d'enregistrements 
• Le nombre d'accords par fichier 
• Le nombre de notes par accord 
• La vitesse maximale à laquelle sont jouées les pièces 
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5.3.2.Transcription automatique du piano 
Cette méthode développée par Bello (Klapuri 2004) est certainement l'une des 
plus performantes développée pour le piano. En utilisant des pièces de plusieurs 
auteurs différents (Mozart, Beethoven, Debussy, Joplin et Ravel) jouées au piano, la 
technique obtient une moyenne de 77% des notes identifiées correctement. Elle 
obtient également, en moyenne, 22% de faux positifs. 
Il est important de noter que les pièces sont faites d'échantillons déclenchés par 
des fichiers de contrôle midi. Si cette méthode permet de faire rapidement une 
évaluation sur plusieurs fichiers, elle a le désavantage d'être beaucoup moins 
réaliste. En effet, chaque note est un échantillon, et sera donc identique, à chaque 
fois qu'elle est jouée. La performance sera également quasi parfaite, puisque 
l'humain n'intervient pas. Ces tests risquent donc d'obtenir des meilleurs résultats 
qu'avec de la musique jouée par un vrai musicien sur un vrai instrument. 
Un autre fait intéressant de la méthode est qu'il utilise un critère de 50ms et de 
la moitié d'un demi-ton, c'est-à-dire les mêmes critères que ceux utilisés pour évaluer 
les performances de la méthode présentée dans ce mémoire. 
5.3.3.Estimation multipitch selon le principe de spectre lisse 
Klapuri présente cette méthode (Klapuri 2001) qui est certainement l'une des 
plus citées à ce jour dans le domaine de l'analyse de signaux polyphoniques. Klapuri 
démarre avec une méthode basée sur la transformée de Fourier qui lui donne un taux 
d'erreur de 25% (pour une polyphonie à 4 notes simultanées), et ajoute des critères 
sur le spectre, qui permettent de descendre son taux d'erreurs à 12% pour les 
mêmes fichiers. Voici un tableau qui résume les performances de l'algorithme de 
Klapuri en fonction du nombre de voix dans la polyphonie. 
Tableau 5.2 : Performance» de l'algorithme de Klapuri 
Nombre de voix Taux d'erreur 
1 3% 
2 4% 
3 7% 
4 12% 
5 18% 
6 22% 
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Klapuri souligne également que, dans 99% des cas, l'algorithme permet 
d'identifier au moins une note de la polyphonie, même lorsque les accords sont 
composés de 6 notes. 
Une des limitations de cette méthode se trouve au niveau de la longueur 
minimale des notes. Puisque Klapuri utilise des fenêtres de 190ms débutants 100ms 
après le début de la note, il s'impose une vitesse maximale de 3,4 notes à la 
seconde, alors que, par exemple, dans la pièce Crazy Train utilisée pour évaluer la 
méthode proposée dans ce mémoire, les notes jouées atteignent souvent une 
fréquence de 14,2 notes par seconde. 
5.3.4.Estimation des multiples fréquences fondamentales 
Cette méthode développée par Yeh (Yeh et al. 2005) est basée sur celle de 
Klapuri. Elle obtient d'excellents résultats avec des signaux polyphoniques. 
Yeh utilise, tout comme Klapuri, une fenêtre de longeur fixe de 93ms. Cela limite 
sa vitesse à 10,7 notes par secondes, ce qui est largement supérieur à Klapuri, mais 
toutefois insuffisant pour une pièce comme Crazy Train, dont les notes atteignent une 
vitesse de 14,2 notes à la seconde. 
Pour faire ses tests, Yeh, utilise des bases de données générées 
automatiquement avec des échantillons. Il génère donc trois bases de données, une 
composée d'intervalles de 2 notes, et deux composées d'accords de respectivement 
3 et 4 notes. Cette banque a certaines limites, puisqu'elle utilise des échantillons 
assemblés automatiquement, et non des fichiers audio issus de performances 
réelles. De plus, puisque les échantillons sont assemblés au hasard, des écarts d'une 
octave seront moins présents que dans la musique réelle, ce qui facilite l'analyse 
(Klapuri 2001). 
Voici maintenant un tableau qui affiche les taux d'erreurs selon les différents cas 
de figure : 
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Tableau 5.3 : Performances de l'algorithme de Yeh 
Polyphonie Non-harmonique Harmonique Total 
2 1,19% 4,05% 1,82% 
3 3,31% 6,78% 5,10% 
4 5,77% 11.41% 8,90% 
On peut facilement remarquer la différence de performance importante entre les 
cas harmoniques et non-harmoniques. Même si on obtient un pourcentage plutôt 
faible avec des cas harmoniques, il est logique de croire qu'avec des pièces réelles, 
le nombre d'accords harmoniques risque d'être beaucoup plus élevé, et même 
d'approcher 100% du compte. Les chiffres de la colonne total sont probablement 
beaucoup moins réalistes que ceux de la colonne harmonique, puisque l'harmonie 
constitue la base de la musique occidentale. 
5.3.5.ldentification polyphonique par critères haut-niveau 
Cette méthode, qui est présentée dans ce mémoire obtient également des 
résultats intéressants, comparables à ceux des autres méthodes mentionnées ci-
haut. Si on reprend les résultats obtenus avec Mr. Jones, qui contient beaucoup 
d'accords à plusieurs voix (4, 5 et surtout 6 notes), on peut voir que le taux de succès 
est très élevé. De plus, ces statistiques sont issues de signaux produits par un 
instrument réel, et la pièce est interprétée par des musiciens amateurs. 
Tableau 5.4 : Performances de l'algorithme développé (extrait de Mr. Jones) 
Notes correctement identifiées Notes non identifées Faux positifs 
90 3 11 
! 96,8% 3,2% 11,8% 
On se doit cependant de montrer les résultats obtenus avec Crazy Train, qui 
sont beaucoup plus décevants. 
Tableau 5.5 : Performances de l'algorithme développé (extrait de Crazy Train) 
1 Notes correctement identifiées Notes non identifées Faux positifs 
36 10 29 
| 78,3% 21,7% 63,0% 
Même si les résultats sont inférieurs à la compétition, il ne faut pas négliger le 
fait qu'une pièce comme Crazy Train est beaucoup plus exigeante que les pièces 
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normalement utilisées pour évaluer la performance des autres modules, de par sa 
vitesse et l'utilisation de techniques modernes de guitare, comme les harmoniques 
artificielles, les notes tirées, les notes frappées, les notes en sourdine, les notes 
legato et les notes glissées. 
5.4. Conclusion du chapitre 
La comparaison des performances des différentes techniques reste difficile à 
effectuer et incomplète. En effet, chaque technique utilise sa propre façon de se 
valider dans un contexte unique, car il n'existe pas de méthode objective reconnue 
pour comparer les performances de la transcription automatique. Plusieurs 
paramètres sont en jeu, et certains font une énorme différence (musique réelle vs 
fichier complètement MIDI vs composé d'échantillons, ou encore le nombre de voix 
de polyphonie). Au bout du compte, on obtient des valeurs de pourcentages qui nous 
indiquent bien peu sur les performances réelles de telles techniques. La meilleure 
façon de comparer les performances serait d'implémenter chaque méthode et de 
faire de tests avec la même banque de donnée et les mêmes critères pour chacune. 
Cela dépasse néanmoins largement le cadre de ce mémoire. 
Cela étant dit, la méthode développée et présentée dans ce mémoire se 
distingue des autres de trois façons : 
1. La fenêtre d'analyse de longueur variable, qui n'impose pas de limite de vitesse 
2. La résolution adaptative, qui permet une excellente précision sans avoir à faire un compromis 
fixé entre résolution fréquentielle et temporelle 
3. La performance mesurée avec des enregistrements de musique produits par de vrais 
instruments et de vrais musiciens amateurs. 
Si l'approche a ses limites, elle prouve néanmoins qu'il est possible, dans le 
cadre d'un logiciel professeur de musique, d'identifier des accords à haute polyphonie 
de façon plutôt fiable. 
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CHAPITRE 6 : CONCLUSION 
Voici un court résumé des recherches effectuées ainsi que de ce qui a été 
abordé dans le mémoire, dont le système d'identification polyphonique développé, les 
contributions originales et les perspectives futures. 
6.1. Système d'identification polyphonique 
Dans le cadre du logiciel professeur de musique développé au GRPA, on 
s'intéresse à la possibilité de supporter des instruments polyphoniques, comme la 
guitare. Est-ce qu'il est possible d'identifier des accords composés de plusieurs notes 
de façon fiable? Cette question était à l'origine des recherches présentées dans le 
cadre de ce mémoire. Tel qu'on a pu le voir, un module a été développé et fait 
maintenant la preuve qu'il est possible d'identifier des accords à haute polyphonie. Si 
le module n'est pas totalement intégré au logiciel, il pourrait toutefois l'être dans un 
futur proche. 
L'approche prise pour relever le défi est différente de ce qu'on a l'habitude de 
voir dans le domaine. Alors que la plupart des auteurs font une analyse sur des 
courtes trames de longueur fixe, et qu'ils détectent parfois le début des notes comme 
étant un changement dans les notes, l'approche proposée commence par identifier 
les débuts de notes avec les informations d'enveloppe du signal. Les trames sont 
alors de longueur variable, correspondant à la longueur d'une note. Le module 
analyse ensuite chaque trame à l'aide d'informations Séquentielles, en rassemblant 
les différentes harmoniques d'une même note. Il peut ainsi déterminer à quelles notes 
appartiennent les différentes harmoniques, et ainsi identifier les notes d'un accord. 
Plusieurs critères de haut-niveau sont mesurés afin de déterminêr quelles notes sont 
réellement présentes, et éliminer celles qui sont des faux-positifs. 
6.2. Résumé des contributions 
On peut souligner quelques aspects de ce travail comme étant des contributions 
majeures au domaine de recherche. Tout d'abord, si le fait d'utiliser des trames de 
longueur variable est innovateur sans être d'une grande contribution, l'augmentation 
adaptative de la résolution Séquentielle sans faire de compromis sur la résolution 
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temporelle apporte certainement une amélioration. Alors que la plupart des 
techniques actuellement développées doivent fixer des paramètres qui limitent la 
résolution Séquentielle ou temporelle, l'approche proposée permet d'évaluer 
dynamiquement la résolution Séquentielle nécessaire et utilise des techniques 
d'analyse pour l'augmenter jusqu'au niveau désirée. Ceci engendre une hausse de 
performance pour certains cas de figure qui causent problèmes aux méthodès 
standard. On peut citer par exemple les notes rapides et les accords composés de 
plusieurs notes graves. 
6.3. Perspectives de recherche pour le futur 
Tel que mentionné dans les chapitres précédents, plusieurs explorations 
pourraient faire suite à ce mémoire et permettre d'améliorer les performances du 
module développé, Au niveau de l'analyse du signal, il serait très intéressant 
d'améliorer le seuillage. Alors qu'on propose des seuils statiques, il pourrait être très 
efficace d'utiliser des seuils dynamiques, qui pourraient plus facilement s'adapter 
lorsque la musique change de style. Il serait également intéressant de faire intervenir 
des professionnels de la musique, afin d'établir de façon subjective les critères de 
performances et de justesse d'interprétation pour différents niveaux de maîtrise de 
l'instrument. Ceci permettrait d'ajouter une dimension plus réaliste à l'évaluation de 
l'élève. Finalement, un champ complet de recherche encore très peu exploré consiste 
à gérer les performances du module lorsque l'étudiant commet beaucoup d'erreurs, 
et ainsi pouvoir analyser la performance de façon à émettre des commentaires 
pertinents. Cela montre que si le secteur de l'identification polyphonique s'avère 
prometteur pour le monde de la musique, il reste néanmoins beaucoup de travail à 
faire avant que son utilisation devienne systématiquement efficace. 
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