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software receiver emulator is used to generate sets of GNSS measurements in faster-than-real-time allowing for rapid evaluation and iteration of navigation algorithms in different operational scenarios. More realistic testbed configurations seamlessly exchange the receiver emulator for an RF signal from either a rooftop antenna or a GNSS Signal Simulator (GSS). The antenna allows for testing with true GNSS signals from multiple constellations and frequencies, while the GSS allows for a user-defined environment with multiple RF outputs, giving flexibility in scenario definitions. The ability to reproduce a scenario observed by a static antenna with the receiver software emulator and the GSS provides a cross-validation baseline for each simulation method to ensure the fidelity and consistency between methods. The support of static test scenarios also enables GNSS receiver noise characterization through zero-baseline testing. In the most complex operational mode, orbits of multiple cooperating satellites are simulated in real-time and used by the GSS to generate representative RF signals for each trajectory.
The GNSS navigation testbed described in this paper will be used to support the design and testing of the Distributed multi-GNSS Timing and Localization (DiGiTaL) system under development at Stanford as part of the NASA Small Spacecraft Technology Program (SSTP) [22] . The goal of DiGiTaL is to provide nanosatellite formations with unprecedented, centimeter-level relative navigation accuracy in real-time and nanosecond-level time synchronization. This is achieved through the integration of a multi-GNSS receiver, a chip-scale atomic clock (CSAC), an intersatellite link (ISL) and on-board microprocessor for a total 0.5U volume CubeSat payload. To meet the strict requirements of future miniaturized distributed space systems, DiGiTaL exploits powerful error-cancelling combinations of synchronous carrier-phase measurements which are exchanged between the swarming nanosatellites through a peer-to-peer decentralized network. A reduced-dynamics estimation architecture on-board each individual nanosatellite processes the resulting millimeter-level noise measurements to reconstruct the full formation state with high accuracy. Through rigorous testing of two engineering units in both GRAND and FFTB at Stanford and GSFC, respectively, DiGiTaL will raise the technology readiness level (TRL) of precision navigation for small satellite formations from 3 to 6. In this paper, the HIL testing system at Stanford is used to validate prototype algorithms for the DiGiTaL satellite navigation system. Key results from the tests of prototype algorithms for absolute and relative navigation accuracy are presented and discussed.
SYSTEM ARCHITECTURE
The Stanford GNSS navigation testbed is designed for modularity and functionality. To accomplish this task, the testbed architecture is divided into multiple segments, including orbit/attitude dynamics simulation, GNSS signal and measurement generation, and navigation software and algorithms. Figure 1 depicts the testbed and the segmentation in a block diagram which highlights the data flow. Each segment is described in the subsequent sections. Formally, the testbed includes any device and software used to evaluate test articles, namely flight hardware/software and navigation algorithms at large. In addition to the truth dynamics simulation, the GNSS signal generation, and a reference GNSS receiver for collection of data and cross-verification, the testbed includes the different environments that can house the GNC algorithms, such as a workstation or a nanosatellite microprocessor. The test articles are denoted in Figure 1 by the dashed red outline. These include GNSS receivers that are intended for flight as part of a satellite navigation payload, as well as GNC algorithms and software. The software can be embedded either in a MATLAB/Simulink environment or in a nanosatellite microprocessor.
Orbital Dynamics Simulation
The HIL testbed is designed to allow for hardware and algorithm deployment in an environment that realistically mimics the space environment. This requires simulation of the orbital and attitude dynamics by modeling all relevant forces and numerically integrating the resulting equations of motion. This precise simulation must occur in real-time to allow true evaluation of the navigation payload test article.
A custom-built software library was developed for dynamic simulation known as the Space Rendezvous Lab Satellite Software, also called 3 . The software is written in C/C++ to limit computational overhead, and also simplifying the process of porting functionality to a flight computer. The software modules that comprise 3 consist of time system conversion, reference system transformations, orbital and attitude perturbation models, and numerical propagators.
3 is also made available in the MATLAB/Simulink environment through MEX function-wrappers and S-functions, where GNC algorithm research and development can occur in a more user-friendly language.
In order to use this software package for validation of orbit determination techniques, high-fidelity orbit perturbation models are necessary to create a representative space environment. An effort was made during the creation of 3 to use the most recent state-of-the-art models. Table 1 lists the currently available models for use in testbed simulation. 
GNSS Signal Generation
The Stanford testbed has two methods of generating RF signals for use in a GNSS receiver. The first is a live GNSS antenna statically mounted on the roof of the William F. Durand building at Stanford University. While the primary purpose of the testbed is to support orbital navigation system testing, the addition of static testing capabilities provides a check on other GNSS signal generation methods used in the testbed, ensuring they are properly functioning and calibrated. A Septentrio PolaNt Choke Ring B3/E6 antenna [31] was selected due to the choke ring feature, which provides improved multi-path rejection and low phase-center variation compared to a traditional patch antenna. This antenna is also compatible with the full range of GNSS signal bands and can be seen mounted on the roof in Figure 2 . The second method of signal generation is an IFEN NavX Professional multi-GNSS signal simulator [32] . This is the central component of the testbed that allows for the use of a GNSS receiver in hardware-in-the-loop orbital test cases by taking input trajectories from 3 . The NavX Professional is capable of simulating 72 independent signals, divided between two independent RF outputs. The unit is currently able to simulate GPS L1, Galileo E1, BeiDou B1, QZSS, and IRNSS signals. Its capabilities can be further extended through a software license upgrade to include the L2, L5, E5a, E5b, E6, B2, and B3 signals. Figure 3 shows the GSS used in the Space Rendezvous Lab. Although the IFEN GSS is a reliable commercial product, a verification step is necessary to show that it can produce RF signals that are representative of the signals received from the true GNSS constellations. Therefore, a cross-comparison between the GSS and live signals from the Septentrio antenna (see Fig. 2 ) is discussed in the Verification and Evaluation section of this paper.
GNSS Measurement Generation
The RF signals generated using the hardware described in the previous section can be used to create measurements through a GNSS receiver. Two receiver models were selected for testing and development. The first is part of the DiGiTaL system test article, and the second is used as a reference receiver for comparison.
To select which GNSS receiver was to be used with DiGiTaL, a survey of COTS receivers for use on small satellites was done. Criteria ranged from low power consumption (max 3W) and small board footprint (max 100mm
2 ) to compatibility with all current and planned GNSS constellations and frequencies. The selected receiver must also accept an external frequency reference (e.g., from an external clock), and preference was given to receivers who had flight heritage or whose predecessors had flight heritage. From this survey, the Novatel OEM628 High Performance GNSS Receiver was chosen [33] . A second receiver was chosen from the survey to be used as a reference. The Septentrio AsteRx4 GNSS receiver [34] was considered a suitable model for this purpose, due to the similar specifications to the Novatel. The functional difference between the two units is strictly mass and power. The Novatel has a mass of 37g and a power consumption of 1.3W, compared with 55g and 3W for the Septentrio. This difference makes the Novatel ideal for the DiGiTaL system which seeks compatibility with a CubeSat form factor, while the Septentrio was selected as reference receiver in a lab setting where mass and power constraints are less restrictive (see Figure 3) . These two receivers take as input RF signals from either the rooftop antenna or the IFEN GSS, and output GNSS data, including pseudorange, carrier-phase, and broadcast ephemeris information.
Measurements can also be generated synthetically through the use of a GNSS Software Receiver Emulator (SRE). The receiver emulator takes as inputs the user state vector (from the dynamics simulation), the state vectors of the GNSS constellation satellites (from either International GNSS Service (IGS) Final Products [35] or RINEX ephemerides), and the current simulation time. All state vectors are provided in the Earth-Centered, Earth-Fixed (ECEF) frame, and all times are provided in GPS time, regardless of the actual GNSS constellation used. The emulator generates as outputs the pseudorange, carrier-phase, and Doppler shift measurements corrupted by path delays and receiver-specific noise for each GNSS constellation and frequency. A receiver emulator has the added benefit of being able to generate measurements in faster-thanreal time, allowing for quick software-only testing and iteration of algorithms. The emulator uses a standard model of GNSS pseudorange,
, and carrier-phase, , at time , given by
In this model, is the position vector of the user's antenna and is the position vector of the GNSS satellite's antenna (specifically the phase center of the antennae). The clock offset of both the receiver and the GNSS system are given by and , respectively. This model includes the effects of signal time-of-flight, , Ionospheric path delay, , Tropospheric path delay, , and the added uncertainty of integer ambiguities, , which is multiplied by the wavelength of the incoming signal, . These values are dependent on the scenario definition, and independent of the hardware used. Note that this model neglects receiver and channel dependent biases, as well as phase wind-up on the carrier-phase. However, the receiver-specific noise values, and , remain uncertain quantities. Every physical GNSS receiver is subject to measurement errors due to thermal noise in the electronics, signal tracking errors introduced by the delay-and phase-lock-loop settings, and manufacturing variations. These noise values vary not just between receiver models, but also between individual units. They are impossible to know a-priori and can only be quantified through hardware characterization. To develop a rigorous simulation of all components, the hardware receiver being emulated in software must be incorporated into the testbed and stimulated with RF signals, either by an antenna or by a GSS. This allows for a zero-baseline test to be conducted to quantify the receiver-specific noise. This characterization method is performed on the Septentrio AsteRx4, and is discussed in the Verification and Evaluation section.
Navigation Software and Algorithms
The final block of the testbed contains the GNC software, which will use the GNSS measurements provided by the previous segment to determine the state of the spacecraft and command any necessary maneuvers. For the purpose of algorithm development, the software can be used on a workstation in the MATLAB/Simulink environment. This enables functionality testing of new methods and algorithms. To test how well the software performs in real-time under onboard constraints, it can be written in C/C++ and embedded to a nanosatellite microprocessor. Processor-in-the-loop testing is the final stage of software development, and completes the HIL testbed.
For the testing and design of the DiGiTaL system, two development boards were acquired from Tyvak Nanosatellite Systems. These boards, also known as flatsats, contain relevant hardware in an environment that mimics a small spacecraft. The flatsats consist of the Novatel OEM628 GNSS receiver, a flight processor, and a UHF radio for communication of measurements and state information between the two units. Other components of the development boards aid in the interfacing with the units, specifically through a secondary processor for command and data handling (C&DH). A chip-scale atomic clock (CSAC) produced by Jackson Labs [36] was also selected for future integration into the development boards. This clock will be used to condition the GNSS receiver, reducing clock drift during GNSS-impaired scenarios, as well as improving synchronization between multiple DiGiTaL units. Figure 4 shows the two flatsats with labelled components, and the selected CSAC. The flight processor will house the GNC algorithms for DiGiTaL, and can later be used as a test computer to run additional software for other projects to test their feasibility as flight software. The specifications of this microprocessor, as well as the UHF intersatellite link and C&DH processor, are given in Table 2 . 
Open and Closed-Loop HIL Testing
To allow for a variety of testing scenarios, the testbed can be utilized in both open-loop and closed-loop simulation configurations. An open-loop configuration is defined as having no orbit or attitude maneuvers computed by the spacecraft GNC system in real-time as a function of the state. Therefore, the complete orbital trajectory is determined by the initial conditions and can be precomputed. This does not allow for validation of a full GNC system since the guidance and control algorithms have no effect on the spacecraft trajectory. However, the closed-loop configuration allows for maneuvers to be computed in real-time based on the navigation solution and fed back into the propagation to test the guidance and control algorithms. This integrated test configuration is able to assess the strongly coupled behavior of navigation and orbit control systems.
The testbed had to be developed in such a way to realize either open-or closed-loop testing capabilities. First, a custom-built workstation is used to host all environmental simulation as well as to configure the test settings. The host workstation also serves to host any receiver emulators as well as monitor the simulation status. A second computer is also introduced to mimic ground-station functionality such as sending telecommands to the test article over TCP/IP and downlinking any telemetry.
It is also essential to synchronize the dynamics simulation with the GSS. This synchronization is accomplished through the addition of a Spectracom TSync Timing Card [37] to the workstation. The timing card can transmit and receive 1PPS 3V TTL or 10 MHz reference signals and use these signals to condition the simulation clock to be in sync with the GSS. If a timing card is not included, a drift between the two device clocks would occur. The trajectory data exchanged between the software simulation and the GSS would become inconsistent over time, causing invalid measurements to be created. This delay and resulting inconsistency are not acceptable for rigorous validation of GNC flight software, especially for simulations of several hours.
VERIFICATION AND EVALUATION
Before the testbed can be used to analyze flight hardware, algorithms, and full GNC payloads, it must itself be verified to ensure it functions as expected. This includes validation of orbit simulation models, verification of all methods of GNSS measurement generation, and evaluation of the reference GNSS receiver.
Comparison against Flight Dynamics Products
The HIL testbed provides a powerful tool for simulating the orbit of a spacecraft with all relevant perturbations through the 3 software package. The orbit propagator of 3 was validated by comparing it with PRISMA flight data, which show absolute and relative orbit accuracy on the meter-and centimeter-level, respectively [38] [39] . A series of one-hour propagations using 3 were performed given initial conditions from flight products, and comparisons were made over each of the arcs between the propagated orbit and the true orbit. Extensive comparison showed that numerical integration of the equations of motion in 3 provided accuracy to the level of the PRISMA products. As an example, Figure 5 shows the resulting propagation error for both the absolute and relative orbits using products from March 17, 2011. The mean final errors over all of the propagation arcs were 1.84 m and 0.10 m for absolute and relative orbits, respectively. 
Cross-Comparison for Static Test Environment
The methods of generating GNSS measurements also required verification to ensure confidence in the testbed. To confirm that all methods accurately produce the measurements that would be expected in reality, a cross-comparison was done between the Software Receiver Emulator (SRE), the IFEN GSS, and the live Septentrio antenna. The latter two items were connected to the Septentrio AsteRx4 reference receiver to convert the RF signals into GNSS observables.
To begin the cross-comparison, the live antenna and receiver were used to collect what is considered the truth observables for the test. This data contains broadcast ephemerides and an observation file with pseudorange, carrier-phase, Doppler measurements, and signal carrier-to-noise ratios (C/N0). To extract a precise position from this data, the observation file was processed using the Natural Resources Canada's (NRC) fast precise-point positioning (PPP) service [40] [41] . This is a user-friendly service provided by the Canadian government for a variety of applications, including surveying, mapping, and navigation. Precise orbit products for the GNSS satellites are used in conjunction with the measurements in the observation file to create a baseline position estimate accurate to the centimeter-level.
Comparison tests were then set up by recreating this static scenario using both the SRE and GSS for environmental simulation and measurement generation. To accurately match the test conditions, the state of the GNSS constellations had to be carefully reproduced. Precise orbit products were retrieved from the IGS, which provide the GNSS satellite locations currently accurate to 2.5 cm for GPS and 20 cm for BeiDou and Galileo [35] . The testbed scenario also includes the Ionospheric path delay, modeled using Klobuchar constants from the broadcast ephemeris information, and Tropospheric path delay, as well as a model of the antenna gain pattern. Table 3 describes the scenario parameters that were used for both the SRE and the GSS tests. Tests were conducted to compare the rooftop live antenna, SRE, and the GSS, and the validity of each signal generation method was analyzed. The live antenna test was used as a reference because no simulation is done in this case, and all the information is coming from the true GNSS satellites. The SRE and GSS tests were then compared against the live antenna test, and three metrics were used: satellite tracking, signal C/N0, and the navigation solution. Satellite tracking was analyzed by use of a skyplot, which shows the trajectories of each GNSS satellite as a function of the azimuth and elevation with respect to the antenna's ground plane. The skyplots from each test are shown in Figure 6 . Compared to the live test, the SRE and GSS tests show 2 more BeiDou satellites and 4 more Galileo satellites being tracked, particularly for lower elevations. The SRE and GSS tests show nearly identical satellite tracking. This suggests that either there are line-of-sight obstructions preventing the live antenna from receiving low-elevation signals, or both the SRE and GSS are neglecting low elevation signal-propagation effects. However, the vast majority of tracked satellites are the same between tests, providing a first positive confirmation of each testing method.
The second simulation-consistency metric is the signals' carrier-to-noise ratios. Figure 7 shows the C/N0 as measured by the receiver in each case. As expected, there is a decrease in C/N0 with decreasing elevation, which is a result of decreased antenna gain at low elevations. Differences between the three tests occur near the lowest elevations, specifically less than 20 degrees. In the live test, there is a variation in noise of 15 dB-Hz at these elevations, compared with 5 dB-Hz in the SRE and GSS tests. This is attributed to un-modeled multi-path effects. Although the antenna was selected such to mitigate these effects, it cannot completely remove them. Since these effects were assumed to be small, the simulation scenarios were defined without multi-path. This indicates that for orbital scenarios where multi-path effects may be present (possibly due to deployable solar panels and close-by satellites), it will be necessary to include multi-path effects in simulation due to their effect on measurement noise. The final cross-comparison between live antenna, SRE, and GSS stimulation methods was done by evaluating the accuracy of the navigation solution from each test. To this end, an Extended Kalman Filter (EKF) was developed and used with each test, taking as inputs the raw measurements (pseudorange and carrier-phase), and outputting a static position estimate. The following describes the development of the EKF used in the analysis. A similar approach is used for orbital scenarios in the following of the paper.
The pseudorange and carrier-phase measurement models are presented in Equation 1. To eliminate Ionospheric delays, the Group and Phase Ionospheric Calibration (GRAPHIC) [42] measurements were formed from the combination of the code and phase measurements, as given by
where ≈ 0.5 . Although the Ionospheric delay has been eliminated, the Tropospheric delay term is still present and must therefore be modeled. This is accomplished through the Minimum Operational Performance Standards (MOPS) [43] model, which divides the delay into dry hydrostatic, , , and wet-zenith delay, , , components. These delays are then mapped to different elevations using the Neill mapping function [44] as follows
where is the total Tropospheric delay, and represents the mapping functions. To account for variations in the wet delay component, which varies based on local weather conditions, the zenith wet delay is augmented with a correction factor, ∆ , , modeled as a random walk process, given by
At this point, the full estimation state can be written as
where is the Earth-Centered, Earth-Fixed Cartesian coordinates of the antenna phase center, is the vector of receiver clock offsets with respect to each GNSS constellation time, is the vector of real-valued carrier-phase biases for each tracked signal, and ∆ , is the Tropospheric adjustment. For a filter using GPS (30 satellites), Galileo (14 satellites), and BeiDou (13 satellites), becomes a 64-dimensional state.
Since the antenna position is known to be fixed, and all other state variables are modeled as random-walk processes or constants, the state transition matrix Φ , 0 for the time-update simplifies to the identity matrix
where and 0 describe the state at time and 0 respectively, and is a 64-by-64 identity matrix. The variance of the variables modeled as random walks is described by
which is added as process noise to the filter. The subscript represents the given variable (either the clock offset, , or the Tropospheric correction,∆ , ), and is the process-specific auto-correlation time constant.
For the measurement update phase of the EKF, the measurement sensitivity matrix, , describes the expected change in measurement due to a change in state. It is calculated as the partial derivatives of the measurement model with respect to the state. For GRAPHIC measurements the sensitivity matrix is given by
where is the modeled measurement. The partial with respect to the clock offset takes a value of 1, and the partial with respect to the carrier-phase bias is half the wavelength, /2. The partial of the measurements with respect to the range is given as the negative of the line-of-sight vector from the satellite to the receiver [45] . The first-order approximation of this vector is given by
The input parameters for the EKF, shown in Table 4 , were the same for all conducted tests. This method of estimation was used to determine the location of the roof antenna. The ECEF position estimates from each test are shown in Figure 8 . Here, the ground truth position is subtracted from the state estimate to form the error. Comparing the solution from the live antenna data, the SRE test, and the GSS test, the maximum mean error in one direction is 0.48 m. This value is on the order of the broadcast ephemeris error, and therefore can be seen as the lower bound on navigation accuracy when the broadcast ephemerides are used to provide GNSS constellation information instead of IGS precise orbit products. If the precise products are used, the lower bound on positioning accuracy would be on the centimeterlevel, based on the accuracy of those products [35] . The error-bounds for each test are also consistent, with a maximum of 7 mm difference between any two tests in a given direction. Each test shows maximum variance in the y-component, and minimum variance in the x-direction. In topocentric coordinates, this corresponds to a maximum uncertainty in altitude, as expected. The filter output can also be compared in terms of post-fit residuals. The residuals for each test, shown in Figure 9 , display a consistent band of white noise with standard deviations of approximately 12 cm. There are a few instances of higher residuals, which occur when a new satellite enters into view. This causes the filter to initialize and estimate a new carrierphase bias. The standard deviation on the residuals is representative of the noise of the AsteRx4 receiver for GRAPHIC measurements. This is better shown in the next subsection, where the noise of the receiver is quantified through a zerobaseline test. 
COTS Receiver Characterization
On-board GNSS-based satellite navigation systems have been able to achieve meter-and decimeter-level precision in absolute and relative positioning, respectively, in real-time. The ultimate lower-bound for real-time GNSS navigation accuracy, however, is determined by the noise of the used receiver. This drives the need to characterize the receiver to quantify the noise levels, which are required inputs to any EKF.
The quantification of receiver noise is accomplished through a process known as zero-baseline testing [46] . To perform this test, a receiver must be stimulated with two exact reproductions of the same scenario. Typically a live signal is simultaneously fed to two identical receiver units, characterizing the noise of that receiver model. While this is impossible to do for an individual unit using live signals, it can be accomplished using a GNSS signal simulator. It was previously shown that the IFEN GSS can be reliably used to replicate a live antenna scenario, and is therefore appropriate for use in a zerobaseline test. The presented work shows the characterization of the Septentrio AsteRx4, but can be identically repeated for any GNSS receiver.
To start, two identical scenarios must be run consecutively. The scenarios are configured to be error-free to eliminate any chance for unwanted deviations between the two tests. This entails removing atmospheric delays and broadcast ephemeris errors. The simulated antenna location was placed in Hong Kong to maximize the number of BeiDou geostationary and inclined geosynchronous satellites that were in view.
The measurements from the two tests are combined to form double-differenced combinations. This is accomplished by first creating single-differenced values, given for pseudorange measurements by
The superscript denotes measurements coming from GNSS satellite , and the subscripts and represent measurements being taken by receivers and , respectively. Forming the single difference eliminates any terms that only depend on the observed GNSS satellite, which in this case is the clock offset of that satellite and broadcast ephemeris errors.
By collocating the receivers in each test, any terms that depend on geometric conditions cancel out. This includes the range from the receiver to the transmitting satellite and atmospheric effects, although the latter were not included in the simulation. The reduced single-difference pseudorange equation is given by
A similar equation can be expressed for carrier-phase measurements, with the only difference being the inclusion of the carrier-phase bias. It is important to note that this bias is independent for each received signal.
These single-difference combinations for satellites and are then differenced to form the double-differenced observations. This combination eliminates all terms from the incoming signals with the exception of the noise, which is a product of the receiver. The resulting double-difference is given by
For the carrier-phase, this reduction still includes the bias term. However, is known to have an integer value, and can thus be easily determined and removed to leave only the noise term.
These double-differenced signals are formed between all satellites at a given epoch that have the same C/N0. Once a large number of these samples have been accumulated, the standard deviation can be calculated for the double-differenced measurements, which in turn can be related back to the un-differenced standard deviation by
Noise values determined using the previously described experimental method can be compared against an analytical model for verification, which is given by [47] = 1.023 10 6 √ (16)
This is a function of the signal-to-noise ratio and the bandwidths of the tracking loops . The receiver noise for the pseudorange and carrier-phase measurements obtained experimentally by the previous approach is shown in Figure 10 . The trends for both measurements match closely with the analytical solution from Equation 16 . The level of pseudorange noise is <35 cm, with the mean value of 20 cm being approximately double that of the measurement residuals seen during the static receiver testing (see Fig. 9 ). This is precisely what is expected when using GRAPHIC measurements in the filter. The carrier-phase noise values of the AsteRx4 receiver are on the order of 1 mm, confirming its suitability for use with precision navigation of small satellites. 
Distributed multi-GNSS Timing and Localization System
Once developed, the testbed can be used to analyze navigation software of a test article, specifically DiGiTaL. The goal of the DiGiTaL system is to provide a swarm of small satellites with cm-level relative positioning accuracy between every spacecraft. This is accomplished by utilizing differential carrier-phase GNSS (dGNSS), where measurements from multiple receivers are combined to cancel common errors in order to achieve highly precise relative measurements. Each spacecraft in the swarm will be equipped with a DiGiTaL unit, creating a decentralized architecture where every satellite will be estimating the state of the entire swarm. To accomplish this task, DiGiTaL employs a multi-inertial EKF that estimates the absolute state of each spacecraft. The filter uses GRAPHIC and single-difference carrier-phase (SDCP) measurements, which, for an orbital application, are given by
and
respectively. These formulations are similar to those presented previously (Equations 2 and 12). However, Tropospheric delays are not present in low Earth orbit, removing them from the GRAPHIC equation, and the relative positions of the two spacecraft must be taken into account when formulating the SDCP equation. Each filter will have one set of GRAPHIC measurements for every spacecraft, and one set of SDCP measurements for every pair of satellites. For an arbitrarily large swarm of satellites, the number of measurements that have to be used grows proportional to 2 . It is, therefore, infeasible to perform a filter measurement update for more than a few satellites. To accomplish full swarm estimation, a different approach is utilized. The swarm is divided into smaller subsets of 2 to 3 satellites, where an EKF will use dGNSS to estimate the states of the satellites in the subset by sharing measurements. This state and covariance information is transmitted to the rest of the swarm via an ISL, and then combined to create full swarm knowledge. State information can be combined through simple vector algebra, or more sophisticated methods such as covariance intersection. This method of dividing the swarm reduces the computational load of performing a measurement update by reducing the size of the necessary matrix inversion. The resulting measurement vector for a subset of two satellites is given by
which consists of a set of GRAPHIC measurements for satellites and , and a set of SDCP measurements between and . The state that the filter is estimating is given by
where and are the position and velocity of each spacecraft center of mass in the Earth-centered inertial (ECI) frame and is the empirical acceleration vector aligned in the radial , along-track , and cross-track directions. The clock offset and carrier-phase bias vectors are defined in the previous subsection. The filter estimates the carrier-phase bias as float values, and then IAR is performed using the Modified LAMBDA method [48] . This method was selected due to its reduced complexity and computational load compared to the original LAMBDA method. When the biases are fixed, the corresponding covariance entries are set to zero, since these values are considered known over the tracking arc.
The time update of the filter is performed by numerically integrating the equations of motion to propagate the spacecraft state forward. However, due to onboard computational constraints, a reduced-dynamics model is employed. This model can be specified by the user, and can be tailored to the environment faced by the spacecraft. To aid in the propagation, the empirical accelerations estimate un-modeled dynamics and are included in the equations of motion. These terms are modeled as first-order Gauss-Markov processes.
The DiGiTaL navigation filter can be tested and validated in the HIL testbed. A four-spacecraft swarm scenario was simulated using 3 , and then the trajectories were fed to the IFEN GSS for signal generation. The Septentrio AsteRx4 receiver was connected to the GSS to collect measurements for use in the filter, and all navigation software was run in the MATLAB/Simulink environment. Due to the desire to test navigation algorithms, no control maneuvers were executed over the course of the simulation. The spacecraft were simulated in orbits representative of a synthetic aperture radar interferometry mission. Figure 11 shows the orbits of the satellites in the RTN-frame of the first satellite, and their orbital elements are given in Table 5 . To implement the DiGiTaL filter, the swarm was divided into subsets, with each spacecraft estimating its own state plus that of one other satellite. The estimation topography is given in Table 6 . The reduced dynamics model for this filter includes only a 20x20 spherical harmonic gravity model, while the truth simulation includes the perturbations listed in Table 1 . The input parameters for the EKF are shown in Table 7 . The following results are from satellite 1's filter, where the states of satellites 1 and 2 are estimated. Absolute and relative position errors for the 8-hour simulation are illustrated in Figure 12 . Integer ambiguity resolution is employed after the filter approaches steady state, which occurs prior to the 1 hour mark. The relative position error shows the absolute position of satellite 1 subtracted from that of satellite 2, mapped into the RTN-frame of satellite 1. The achieved absolute navigation accuracy is below 1 m (1D, rms). This value is consistent with the accuracy of the broadcast ephemeris errors, which are the bottleneck on absolute accuracy. The relative navigation accuracy is below 1 cm (1D, rms) after IAR is activated. This is shown in all following results by a vertical red line, and marked in Figure 12 by a sudden decrease in the relative position error uncertainty bounds. The absolute and differential empirical acceleration estimates displayed alongside the true un-modeled accelerations is plotted in Figure 13 . The un-modeled accelerations are taken from the truth simulation for comparison. The estimates broadly track the long periodic trends of the un-modeled accelerations, a positive confirmation of the filter performance. The GRAPHIC and SDCP residuals are shown in Figure 14 . They display banded Gaussian noise with standard deviations of 0.2 m and 3 cm, respectively. Prior to IAR, the standard deviation of the GRAPHIC measurements was 13 cm, and the standard deviation of the SDCP measurements was 1.1 mm. These noise values are consistent with the levels found during the Septentrio receiver characterization process (see Fig. 10 ). Once satellite 1 estimates the state of its swarm subset, the relative estimates from the other subsets can be used to form full swarm knowledge. For example, the relative position between satellite 1 and 3 can be known by adding the relative state of 2 with respect to 1 (from satellite 1's filter) to the relative state of 3 with respect to 2 (from satellite 2's filter). The relative position between satellite 4 and 1 can be known by satellite 1 simply by taking the negative of the relative position of 1 with respect to 4, calculated in satellite 4's filter. The resulting relative positon errors of satellites 3 and 4 with respect to satellite 1 are shown in Figure 15 . The steady-state estimate components show a maximum standard deviation of 6 cm, showing that the swarm determination slightly increases the error of relative estimates. This increase in error is because the correlation between the states is not considered, resulting in a factor of √2 increase as when adding random variables. However, covariance information from the filter can be used to exploit this correlation through covariance intersection and thus retain the high accuracy of individual DiGiTaL instances. It was also assumed that each spacecraft had ideal attitudes, and therefore many commonly visible GNSS satellites by the swarm. This allowed for the creation of several low-noise SDCP measurements in each filter. If the spacecraft had non-ideal attitudes, commonly visible satellites would be less abundant, resulting in fewer SDCP measurements and a less precise navigation solution. Therefore, for precision swarm navigation, the swarm subsets are chosen to maximize commonly visible GNSS satellites in each filter. Overall, these results are promising indicators that precision navigation of small satellite formations using the DiGiTaL is achievable, even in the case of a large swarm.
CONCLUSIONS AND FUTURE WORK
This paper presents the design and development of the Stanford GNSS and Radiofrequency Autonomous Navigation Testbed for DSS, which enables hardware-in-the-loop simulation of GNC systems for distributed space missions. The design of the testbed was divided into multiple sections. The first is the dynamic simulation, where satellite orbits are propagated through numerical integration of the equations of motions including all relative perturbation models. The second is signal generation, where RF signals are created either by a live roof antenna, or an IFEN GNSS signal simulator. The simulator is capable of reproducing signals for any desired scenario, enabling the testing of orbital navigation with input trajectory from the dynamics simulation. The third section of the testbed is measurement generation. This can be done in hardware, with incoming RF signals to a GNSS receiver, or entirely in software, where receiver trajectory information is provided to a software receiver emulator. The final block of the testbed is the navigation software, where algorithms and flight software can be validated either on a workstation or a flight computer for processor-in-the-loop testing.
To simulate the environmental conditions present in orbital scenarios, the Space Rendezvous Lab Satellite Software 3 was developed. This high-performance software package uses the most recent models for orbit perturbations to enable high-fidelity simulation of large satellite formations. The dynamics propagation was compared with precise orbit products from the PRISMA mission, and found that the high-fidelity propagator was consistent to the accuracy of the flight products.
The receiver emulator and IFEN GSS were verified through a static test. The Septentrio roof antenna was used to collect a truth data set. The receiver emulator and GSS were then configured to reproduce the scenario through simulation. A cross-comparison was completed, and consistency was shown in tracking capabilities, signal carrier-to-noise ratios, and achievable navigation solutions. This comparison enabled the use of the GSS for receiver characterization through a zerobaseline test. The measurement noise characteristics of the Septentrio receiver were quantified, and the capability of the testbed to perform this characterization was shown.
Once developed and verified, the testbed was able to support the design and testing of the Distributed multi-GNSS Timing and Localization system. This project utilizes commercial-off-the-shelf hardware to create an onboard GNSS navigation payload for small satellite swarms, where each spacecraft is equipped with one DiGiTaL unit. When implemented, the navigation software divides the swarm into a smaller subset, and uses an Extended Kalman Filter to estimate the state of that subset. Information from each subset is then transmitted throughout the swarm, and full swarm knowledge is constructed. The formulation of this filter was presented, and a four-satellite HIL test scenario was conducted. Using both GRAPHIC and SDCP measurements with integer ambiguity resolution, navigation accuracies of <1 m and <1 cm were achieved for absolute and relative position, respectively.
The discussed DiGiTaL flight software is still in active development, so a closed-loop HIL test was not possible. In the near future, the flight software development will be completed and embedded into the Tyvak flatsat microprocessor. This will enable closed-loop HIL tests of precision navigation and control systems for small satellites. A CSAC will also be integrated into the DiGiTaL system to condition the GNSS receiver clock and enable precise time synchronization between multiple DiGiTaL units in a swarm.
Further algorithmic development of DiGiTaL includes improvements to integer ambiguity resolution techniques by using measurements from multiple GNSS constellations and across multiple frequencies to aid robustness and computational efficiency. Swarm topology will also be investigated, and methods for choosing the swarm subsets will be analyzed, such as maximization of the number of commonly visible GNSS satellites. Covariance intersection for swarm navigation will be addressed to better combine filter estimates by using all available information, compared with the current vector algebra approach. Other developmental areas include evaluation of different sources of error, such as broadcast ephemeris, multipath, and Ionospheric delays, and using range-only measurements between spacecraft of the swarm for IAR initialization and in GNSS-impaired scenarios.
