Let f : R n → R + be a log-concave function and for z ∈ R n , define
Introduction
Various functional versions of classical volume inequalities for convex sets were recently given by many authors. Among them, the Blaschke-Santaló inequality and the so-called inverse Santaló inequality attracted a particular interest. See for instance [1, 2, [5] [6] [7] [8] 10, 13, 14, 16] .
Let us recall the classical case of convex bodies in the Euclidean space. Let K be a convex body in R n , for z ∈ R n , we denote by K z its polar with respect to z ∈ R n : K z = y ∈ R n ; y − z, x − z 1 for every x ∈ R n .
Let P (K) = min z∈R n |K||K z |. Observe that K → P (K) is affine invariant, i.e. P (AK) = P (K) whenever A : R n → R n is a one-to-one affine map. The Blaschke-Santaló inequality ( [3] and [24] , see also [12] ) states that
where B n 2 is the Euclidean ball associated to the standard scalar product in R n and |B| stands for the Lebesgue measure of a Borel subset B of R n . The sharp form of the converse inequality is not yet proved. There exist two conjectures, known as Mahler's conjectures [15] :
Conjecture (1). If K is centrally symmetric, then P (K) P (B n
1 ) = 4 n n! , where
Conjecture (2).
For general K, P (K) P (∆ n ) = (n+1) n+1
(n!) 2 , where ∆ n is a non-degenerated simplex in R n .
Both conjectures hold in dimension 2 and Conjecture (1) holds, for any n, if K (or K • ) is a zonoid or is unconditional (see [9, 15, [17] [18] [19] [21] [22] [23] ). An asymptotic version of these conjectures was proved by Bourgain and Milman [4] (see also [20] ); namely there exists a constant c > 0 such that, for every n 1, for every convex body K in R n , one has P (K) c n P B n 2 .
Recently, Kuperberg [11] gave a new proof of this inequality with an explicit value of c. Together with the Blaschke-Santaló inequality, this implies that nP (K) 1/n is essentially constant (independently of n and K ⊂ R n ).
In the functional versions of the previous inequalities, convex bodies are replaced with logconcave functions, and polarity with Legendre transform. Let f : R n → R + be a log-concave function, then for some convex function φ : R n → R ∪ {+∞}, one has f (x) = e −φ(x) for every x ∈ R n .
The Legendre transform L z φ of φ with respect to z ∈ R n is defined by L z φ(y) = sup x∈R n x − z, y − z − φ(x) for every y ∈ R n .
One has L z (L z φ) = φ for every z ∈ R n . If z = 0, we shall use the simpler notation L for L 0 . As in [1] , for every z ∈ R n , the polar f z of f is defined by
To avoid ambiguities we start always with log-concave functions f such that 0 < R n f (x) dx < +∞. Then the functional Blaschke-Santaló inequality, proved for even functions in [2] , and given in full generality in [1] (see also [7] for generalizations), states that
where · 2 stands here for the Euclidean norm in R n .
We deal here with a functional version of the inverse Santaló inequality. Klartag and Milman [10] proved that there exists a constant c > 0 such that for every n 1 and every logconcave function f : R n → R + satisfying 0 < R n f (x) dx < +∞ and the additional hypothesis
This result was generalized in [8] by removing the additional hypothesis on f (0). Equivalently, the result of [8] implies that there exists c > 0 such that
These two results are not sharp, since they both use the Bourgain-Milman inequality on which the constant c relies. A sharp version of this inequality was given for unconditional functions.
A log-concave function f :
It was proved in [8] that for such functions, one has
Together with other particular cases that we shall describe below, this result seems to indicate that the following two conjectures may hold:
Conjecture (2 ).
If f : R n → R + is a log-concave function, then
In this paper, we first discuss the relationships between Conjectures (1 ) and (2 ) and Mahler's Conjectures (1) and (2). Then we prove the second Conjecture (2 ) in dimension n = 1. Namely, we show that if f : R → R + is a log-concave function such that 0 < R f (x) dx < +∞, then
Let f = e −φ , for some convex function φ : R → R ∪ {+∞}. The main ideas of the proof is to consider the functions, F, G, Ψ : (0, +∞) → (0, +∞), defined by
and
for some well-chosen u ∈ R, and to use the duality between φ and Lφ to give lower estimates of F and G. This method allows to give another proof of the unconditional case, which is a particular case of Conjecture (1 ) and to describe some other situations when Conjecture (2 ) holds. This paper is organized in the following way: in Section 2, we compare the various conjectures. In Section 3, using ideas of [19] , we prove that Conjecture (2 ) holds for n = 1; in Section 4, we give a new proof of Conjecture (1 ) in the unconditional case and we deduce that Conjecture (2 ) holds in some particular cases.
Relationship between the conjectures
The relationship between Conjectures (1 ) and (1), about even functions and centrally symmetric bodies, is explained in the following proposition:
(a) If Conjecture (1) holds for every n 1 and for every symmetric convex body in R n then Conjecture (1 ) holds also for every n 1 and for every even log-concave function in R n . (b) If for some n 1, Conjecture (1 ) holds for every even log-concave function in R n , then Conjecture (1) holds also for this n for every symmetric convex body in R n .
For general convex bodies and log-concave functions the relationship between the conjectures is somewhat more involved:
(a) If Conjecture (2) holds for every n 1 and for every convex body in R n , then Conjecture (2 ) holds also for every n 1 and for every log-concave function in R n . (b) If for some n 2, Conjecture (2 ) holds for every log-concave function in R n , then Conjecture (2) holds for every convex body K of R n−1 .
Remark. In dimension 1, Conjectures (1) and (2) are of course trivial, but Conjectures (1 ) and (2 ) are not trivial. More generally, it follows from the propositions that in a fixed dimension n, the functional form is stronger.
Proofs of Propositions 1 and 2.
A. We first prove (a) in both propositions, using arguments inspired by [1] . Let f : R n → R + be a log-concave function, such that 0 < f < +∞ and
where
1. If Conjecture (1) holds, choosing f to be even and L to be centrally symmetric, we have thus
We take
For every y ∈ R n and every y ∈ R n such that f (y) > e −m , let Using that
So that Conjecture (1 ) holds. 2. If Conjecture (2) holds, we suppose that P (f ) = f f • , and we choose L = ∆ m to be the regular simplex with 0 as center of mass. By the same arguments, we get then
as it is shown by an easy computation, since P (
And Conjecture (2 ) holds. B. We prove (b) in both propositions.
-Assume that (1 ) holds for some n 1. If K is a centrally symmetric convex body in R n , we denote by x K the gauge function of K and define
Thus Conjecture (1) holds in R n .
-Suppose now that Conjecture (2 ) holds for n + 1, n 1. If K is a convex body in R n , we may suppose without loss of generality that
Then it is easy to see that, for z > 0 and (0, z) ∈ R n+1 , one has
An easy calculation gives
Using Conjecture (2 ) we get that for every z > 0
Applying this for z = n + 1 to maximize the right-hand term, we get
whence Conjecture (2) holds in dimension n. 2
Remarks.
1. With the notations of the preceding proof, it follows from a more involved argument given in [1] that one has actually
2. In the proof of (a), if f and L are both unconditional, then L(f ) is also unconditional. So that using the known inequality for unconditional convex bodies gives another proof of the inequality for unconditional functions, which was first proved in [8] . Observe also that the arguments for proving (a) in the last propositions do not lead to the case of equality, because the limit involved at the end is not the limit of a non-decreasing sequence. 3. For the description of the conjectured case of equality in (1), see [17, 21, 23] . In the case of functions, that is for the equality case in (1 ), it can be conjectured that if f : R n → R + is a log-concave even function such that
where K 1 and K 2 are convex bodies in subspaces E 1 and E 2 of R n , satisfying the case of equality in (1) and
It is conjectured that equality holds in (2) if and only if K is a simplex (actually for n = 2, Conjecture (2) was proved by Mahler [15] and the case of equality was proved in [18] ). It can be conjectured that there is equality in Conjecture (2 ) if and only if for some one-to-one affine mapping A : R n → R n and some c > 0, one has
Observe that if
involved in the proof that Conjecture (2 ) for log-concave functions on R n+1 implies Conjecture (2) for convex bodies in R n , is of this form.
The functional inverse Santaló inequality on R R R
Theorem 3. Let f : R → R + be a log-concave function such that
with equality if and only if, for some c > 0, a = 0 and b ∈ R, one has
Before proving Theorem 3, we observe that under our hypothesis on f , the infimum defining P (f ) is actually a minimum (see [1] ), and that we can reduce to the case when this minimum is reached at 0 to characterize the case of equality. Thus Theorem 3 is equivalent to the following theorem. Proof. Since φ is convex and satisfies R e −φ(x) dx < +∞, it is not difficult to see that there exist γ > 0 and δ ∈ R such that φ(x) γ |x| + δ for every x ∈ R.
Thus for every y ∈ R, such that |y| γ , one has
It follows that 0 ∈ int({Lφ < +∞}), where int denotes the interior, and that R e −Lφ(y) dy > 0.
There is nothing to prove if R e −Lφ(y) dy = +∞; we assume thus from now on that R e −Lφ(y) dy < +∞, which implies similarly that 0 ∈ int({φ < +∞}).
By the formula L(φ + c) = Lφ − c, for every c ∈ R, we reduce also to the case when for some u ∈ R,
Then Lφ is a convex function on R which satisfies Lφ(0) = 0. The main idea of the proof of Theorem 4 is to use the fact that the quantity
is generally not constant when φ is replaced with tφ, t > 0. We shall prove that the function
is bounded from below by the constant e. For this we establish some properties of the auxiliary function
We first need the following lemma.
Lemma 5. Let φ : R → R ∪ {+∞} be a convex function such that φ(u) = 0 for some u ∈ R and +∞ u e −φ(x) dx < +∞. Then for every x ∈ R one has
Proof. We may assume that φ is C 1 on int({φ < +∞}). For all x, y ∈ R, φ(x) φ(y) + (x − y)φ (y).
We multiply both sides by e −φ(y) and integrate, it follows that for all x ∈ R,
Integrating by parts and using that φ(u) = 0, we obtain
The next proposition collects some properties of F .
Proposition 6. Let φ : R → R ∪ {+∞} be a convex function such that
φ(u) = min φ = 0 for some u ∈ R and 0 < R e −φ(x) dx < +∞. For t > 0, define
e −tLφ(y) dy and F (t) = t 2 a(t)α(t).
Then (1) t → tα(t) is non-decreasing and positive on (0 + ∞).
(2) F (t) 1 − utα(t) 0 for every t > 0, (3) F (t) t 0 (1 − usα(s)) ds for every t > 0.
Proof. We have seen that 0 ∈ int({Lφ < +∞}); it follows that α(t) > 0 for every t > 0. Observe also that if a(t) = 0 for some t > 0, then φ = +∞ on [u, +∞), whence Lφ(y) = uy for every y > 0, and hence α(t) = 1 tu for every t > 0. Then the conclusions are clear. Notice that here u = 0 because 0 ∈ int({φ < +∞}).
We suppose from now on in this proof that a(t) > 0 for all t > 0.
(1) Since L(tφ)(y) = tLφ(y/t), one has for every t > 0
Let 0 < s t; since φ 0, one has sφ tφ and thus L(sφ) L(tφ), which gives sα(s) tα(t).
(2) We first notice that for t > 0
Lφ(y)e −tLφ(y) dy.
By Lemma 5 applied to tφ, one gets for x ∈ R,
It follows from the definition of L(tφ) that
Applying Lemma 5 to tLφ (with u = 0 since L(tφ)(0) = 0), we get for y ∈ R,
Since L(L(tφ)) = tφ, we deduce tφ 1
Since xy tφ(x) + L(tφ)(y) for every x, y ∈ R, it follows from (1) and (2) that
and thus
To prove that 1 − tuα(t) 0 for t > 0, first notice that this is obvious if u 0. When u > 0, since φ(u) = 0, one has for y ∈ R,
It follows that
(3) By (2) one has for t > 0, F (t) 1 − tuα(t) and F (t) > 0 for every t > 0. Hence for every t > 0, one has
The next result follows from Proposition 6 applied to x → φ(−x) and −u replacing u.
Proposition 7.
Let φ : R → R ∪ {+∞} be a convex function such that φ(u) = min φ = 0 for some u ∈ R. For t > 0, let
e −tLφ(y) dy and G(t) = t 2 b(t)β(t).
Then (1) t → tβ(t) is non-decreasing and positive on
Continuation of the proof of Theorem 4. We distinguish two cases:
(1) Case u = 0.
By Propositions 6 and 7, one has F (1) 1 and G(1) 1. Therefore
(2) Case u = 0.
We may assume that u > 0. By Propositions 6 and 7, we have
Using tβ(t) sβ(s) and 1 − usα(s) 1 − utα(t), for 0 s t, we get
Multiplying by t (α(t) + β(t)) we get
We need now the following lemma, inspired by [19] . For x ∈ R, let g(x) and g 0 (x) be the lengths of the intervals {ψ < x} and {ψ 0 < x}. Then one has
and we want to prove that
Then g and g 0 are concave non-decreasing non-negative on their support and g 0 = 0 on (−∞, −ac], g 0 (x) = a + x c for −ac x 0, and g 0 = a on [0, +∞). Moreover, since ψ(x) −cx, one has for x 0
There are 3 steps:
(1) One has min ψ 0 = −ac min ψ : , the graph of g intersects only once the graph of g 0 , and the conclusion is clear.
-If g(0) a, one has for t 0 g(x) a + x c = g 0 (x) and the result follows.
End of the proof of Theorem 4. For fixed t > 0, let θ t (y) = tLφ(−y) for y 0 and C t = 1/α(t). Then θ and C t satisfy the hypothesis of Lemma 8. As a matter of fact θ t (0) = Lφ(0) = 0 and, by Proposition 6, utα(t) 1; hence, since φ(u) = 0, we get for y 0 θ t (y) −uty −C t y. Then by Lemma 8, the function
is non-increasing on (0, +∞). It follows that if 0 < s < t
Denoting h(t) = 1 +
Replacing in (3), we get
Thus
The case of equality. Applying (5) to φ z (x) := φ(x + z), we get
Thus if Ψ (1) = e, then min z∈R R e −L z φ is reached at z = 0. It follows easily that
Moreover, by (4) one has h(1) = e, which means that
It is then classical (but for completeness we recall the proof in the forthcoming Lemma 9) that, for some p > 0, one has Lφ(y) = py if y −1/p and Lφ(y) = +∞ if y < −1/p.
It is then easy to conclude. 2
with equality if and only if for some c > 0 and a > 0,
Proof. We may assume that f = 1. Let M(x) = +∞ x f (t) dt. It is known that M is logconcave. It follows from Jensen inequality that
The inequality follows. If there is equality then ln M must be affine on {f > 0}, which implies easily the statement on f . 2
, where the f i : R → R + , 1 i n, are log-concave functions, then it follows from Theorem 1 and the fact that
for any z = (z 1 , . . . , z n ), that one has P (f ) e n . This gives a particular case when Conjecture (2 ) holds.
The unconditional case
The ideas used in Section 3 allow to give a simple proof of the following sharp result, which was proved in a completely different way in [8] .
Theorem 10. Let f : R n → R + be an unconditional log-concave function, such that 0 < f < +∞. Then P (f ) 4 n = P (e − n i=1 |x i | ).
Proof. We write f = e −φ on R n , where φ : R n → R ∪ {+∞} is a convex unconditional function. We may assume that φ is C 1 , φ(0) = 0, and since f is even and unconditional, it is enough to see that
1.
For t > 0, let
Then
For n 2, we define also on R n−1 + , for 1 i n, the functions φ i (x 1 , . . . , x i−1 , x i+1 , . . . , x n−1 ) = φ(x 1 , . . . , x i−1 , 0, x i+1 , . . . , x n−1 ).
Then φ i is also convex and unconditional, and it is easy to see that
We associate similarly to the φ i , for 1 i n and t > 0, the numbers
By the convexity of φ, one has for all x, y ∈ R n
We multiply by e −tφ(y) , integrate in y on R n + and integrate by parts to get:
If G(t) := (a 1 (t), . . . , a n (t)) ∈ R n + , this gives
Observe that when n = 1, the last inequality holds with G(t) = 1. It follows from the definition of Lφ that
Similarly, if Γ (t) = (α 1 (t), . . . , α n (t)) ∈ R n + (and
Adding these inequalities and using the fact that
we get for every t > 0,
where for n = 1 the left-hand term is replaced with 1. Defining F : (0, +∞) → R by
we get thus for t > 0
and F (t) 1, for n = 1.
a. If n = 1, one has F (t) t, thus F (1) 1. b. For n 2, we proceed by induction. If the result holds for n − 1, then for all t > 0 and 1 i n, t n−1 a i (t)α i (t) 1.
Hence F (t) nt n−1 . It follows that
This ends the proof. 2
We say that a function f : R n → R + is non-increasing on R n + if f (x 1 , . . . , , x n ) f (y 1 , . . . , y n ) whenever 0 x i y i , 1 i n. As a consequence of Theorem 3, the next theorem gives another particular case when Conjecture (2 ) holds.
Theorem 11. Let f : R n → R + be a log-concave function, vanishing outside R n + and nonincreasing on R n + , such that 0 < f < +∞. Then P (f ) e n ,
with equality if and only if, for some a ∈ (0, +∞) n and some C > 0,
For α ∈ R, we denote α + = max(α, 0) and for x = (x 1 , . . . , x n ) ∈ R n , let |x| = |x 1 |, . . . , |x n | and x + = (x 1 ) + , . . . , (x n ) + .
We first prove the following lemma.
Lemma 12.
Let h : R n + → R + be a non-increasing function such that
Then for every z = (z 1 , . . . , z n ) ∈ (0, +∞) n , ] .
Proof. We use induction on n 1.
(1) For n = 1, we check that for z > 0, (2) We suppose now that the result holds for 1 p n − 1. Denote y = (U, u) ∈ R n−1 × R and z = (V , v) ∈ R n−1 × R. Then R n h(y + )e z,y dy = R R n−1 h(U + , u + )e U,V dU e uv du.
For every u ∈ R, the function U → h(U, u + ) is non-increasing on R n + , so that we can apply the induction hypothesis with p = n − 1 to get Again, for every U ∈ R n−1 + , u → h(U, u) is non-increasing on R + , and applying the inequality for p = 1 (see (1)), we get The case of equality is elementary. 2
Proof of Theorem 11. We define g : R n → R + by g(x) = f (|x|). Then g is log-concave and unconditional on R n so that, by Theorem 10,
One has f z (y + z) = inf x∈R n e − x−z,y f (x) = f • (y)e z,y .
Since f is non-increasing on R n + , it is easy to see that f • (y) = g • (y + ) for every y ∈ R n . One has thus for every z ∈ R n
