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51. BEVEZETÉS
A számítástechnika mind szélesebb körű alkalmazása és a számitó 
gépek jobb kihasználtságának érdekében olyan lehetőségek megte­
remtésére van szükség, melyek révén egyszerűen, viszonylag ol­
csón, távolból, tehát nemcsak a számitógép közvetlen közelében 
lévő felhasználók számára hozzáférhető egy, vagy több számitó­
gép .
E probléma megoldásában a time-sharing rendszer kifejlesztése 
volt az első nagy lépés: terminálhálózat kiépítése egy számi­
tógép köré. Ezután merült fel az az igény, hogy több programfel 
dolgozást végző számitógépet kapcsoljanak össze oly módon, hogy 
egy felhasználó bármelyik számitógép, bármelyik szolgáltatását 
(speciális hardware és software, adatbázisrendszer) igénybe ve­
hesse. Megkezdődött tehát a számitógéphálózatok kialakítása.
A feldolgozást végző számitógépek ("erőforrások") egy önálló 
adatátviteli hálózatra (communication subnetwork) támaszkod­
nak, mely az adattovábbitást vonalkapcsolt (circuit/line 
switching), vagy csomagkapcsolt (message/packet switching) mó­
don végzi, , következésképpen a teljes számitógéphálózat (сотри 
ter communication network) osztott (distributed) jellegű.
Az ilyen számitógéphálózatok tervezése és üzemeltetése igen 
összetett és bonyolult feladat. Napjainkban a legnagyobb és 
leghatékonyabban működő hálózat az Egyesült Államokbeli ARPANET 
mely mintegy 100 feldolgozást végző számitógépet foglal magába, 
átfogja az USA egész területét, de Európában és Hawaiban lévő 
központok is tartoznak hozzá.
Magyarországon is megkezdődtek a számitógéphálózatok kialakí­
tásával kapcsolatos tevékenységek, melyekben intézetünk is ko­
moly szerepet kiván vállalni az akadémiai számitógéphálózat 
létrehozása révén.
E tanulmány célja, hogy a csomagkapcsolt hálózatban felmerülő
optimalizálási problémák közül két alapvetőt ismertessen, és 
bemutassa az ezek megoldására az ARPANET-ben kidolgozott algo­
ritmusokat; remélve, hogy ezzel intézetünk munkájához segítsé­
get nyújt. Feltételezzük, hogy az olvasó számára a számitógép- 
hálózatok problémaköre nem ismeretlen, de az érthetőség megköny- 
nyitésére a Függelékben röviden összefoglaljuk az osztott háló­
zat felépítését és működési elveit, illusztrációként pedig váz­
latosan bemutatjuk a (csomagkapcsolt) ARPA számitógéphálózatot.
72. CSOMAGKAPCSOLT SZArÍITÓGÉPHÁLÖZATOK MATEMATIKAI PROBLÉMÁT
2.1 . Általánosságban a matematikai problémákról
Matematikailag egy csomagkapcsolt számitógéphálózat egy 
véges gráffal reprezentálható, ahol
csúcs: csomópont, azaz az adatátviteli hálózat egy kapcso­
lószámitógépe (ARPA-ban: IMP, vagy TIP) a hozzá tar­
tozó terminálokkal és feldolgozást végző számító­
gépiek )kel (ARPA-ban: HOST) 
él: a csomópontokat összekötő csatornák.
Pontosabb definició csak a konkrét matematikai problémák 
leírásánál szükséges.
A hálózatban vagy teljes (program+adat) üzenetek (message 
switching), vagy egységnyi csomagok (packet-switching) ke­
ringenek. Egyszerűség kedvéért nem teszünk különbséget a 
két rendszer között, mindig üzenetekről fogunk beszélni.
Feltehetjük, hogy a gráf bármely csúcsából bármely csúcsá­
ba mehet üzenet. Az üzenetek érkezése, feladó, ill. ren­
deltetési helye, egy üzenet hossza: véletlen mennyiségek. 
Ezért a rendszer igen bonyolult. A probléma kezelhetősége 
érdekében tegyük fel, hogy az érkezések csúcsonként egy­
mástól független Poisson folyamatot alkotnak, a hosszak 
pedig exponenciális eloszlásuak.
A feladó-csomópontban jelentkező üzenetet el kell látni a 
továbbításhoz szükséges információkkal (pl. üzenet eleje, 
vége, hossza, feladó- és rendeltetési hely), s ezt úgy 
kell végezni, hogy közben az üzenet bitjeinek száma ne 
nőjön jelentősen. Ez információelméleti probléma, mellyel 
eddig nem foglalkoztak. Az első ilyen témájú munka Gallager 
kézirata, melyben a fenti információk hosszára ad alsó 
becslést, s egyúttal olyan kódolási eljárást, mellyel jói 
megközelithető az optimum. I R .G .Gallager : Basic Limits on
8Protocol Information in Data Communication Networks!!
A rendszer működésének elindításához utkijelölő algoritmus 
szükséges, mely lehet determinisztikus, vagyis a feladóhe­
lyen kijelölik a teljes útvonalat; és lehet adaptiv, amikor 
csomópontról csomópontra határozzák meg egy üzenet útját.
Ha ez adott, kiszámítható egy üzenet hálózatban eltöltött 
idejének várható értéke, ami már igen bonyolult tömegki­
szolgálási feladat С Ц З  C 12 \  hiszen a csúcsokban az üze­
netekből sorok keletkeznek. Ha ezt a problémát megoldottuk, 
következik az optimális utkijelölő algoritmus keresése, 
melynek a hálózatban eltöltött idő minimalizálása a fel­
adata .
Tehát egy csomagkapcsolt számitógéphálózat tervezésekor, 
fejlesztésekor és üzemeltetésekor matematikailag lényegében 
a következő probléma komplexummal állunk szemben: 
Minimalizálnunk kell
egy üzenet hálózatban töltött idejének várható értékét, 
azaz ennek megfelelő
optimális (determinisztikus v. adaptiv) utkijelölő 
algoritmust kell adnunk,
figyelembe véve bizonyos 
költség előírásokat
vonalkapacitási és csomóponti tárolókapacitási korlátokat 
megbízhatósági szintet
a következő hálózati paraméterek mellett:
topológiai paraméterek, pl.
feldolgozást végző számitógépek elhelyezkedése, 
egy kapcsolószámitógéphez tartozó feldolgozást végző' 
számitógépek és terminálok száma 
továbbítási paraméterek, pl.
kapcsoló számitógépek üzenetkezelési sebessége 
kapcsoló számitógépek tárolókapacitása 
vonalkapacitások
9üzenethoss z-eloszlás 
utvonalkijelölő algoritmus
üzenetforgalom-eloszlás(hálózati terhelés) 
prioritási elv
A különböző paraméterek lehetnek adottak, de feladat lehet 
ezek meghatározása is aszerint, hogy tervezésről, fejlesztés 
ről, vagy üzemeltetésről van szó. A problémakomplexum infor 
mációelméleti, tömegkiszolgálási, matematikai programo­
zási feladatok pontos megfogalmazását és megoldását kivánja 
Most a matematikai programozási - hálózati folyamok - jel­
legű feladatok közül két olyat fogunk ismertetni, melye­
ket az ARPA szárnitógéphálózat működtetéséhez oldottak meg. 
(A tömegkiszolgálás elméletének alkalmazásáról magyar nyel­
ven a KFKI " Szarnitógéphálózatok" c. szemináriumi sorozatá­
ban jelent meg Zárav Éva ismertetése).
2.2. Csomagkapcsolt hálózat matematikai programozási modellje
Legyen G=('h,A,C) véges irányítatlan gráf,
ahol N a csúcsok halmaza (csúcsok számarn)
A .. a csúcsokat összekötő élek halmaza
(élek száma: b) és
C=(C-^, С 2 *---С^)> 0 az élekhez rendelt kapacitásér­
tékekből alkotott vektor.
A számitógéphálózatot az üzenetforgalom (utvonalkijelölés, 
hálózatban töltött idő) szempontjából fogjuk vizsgálni, 
ezért elég az adatátviteli hálózatra szorítkoznunk, tehát 
a gráfban
csúcs : kapcsolószámitógép (ARPA-Lan IMP, TIP)
él : a csúcsokat összekötő nagysebességű duplex csatornák. 
kapacitás : a csatornák mp-ként meghatározott men, íségü
bit szállítására képesek, és a kapcsolószámitógépek 
üzenetkezelési sebessége is figyelembe veendő.
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Legyen j 0 az i-ik csúcsból a j-ik csúcsba továbbítandó
üzenetek átlagos mennyisége (bit/sec) 
i=l/...n j-1,...n
Ekkor a hálózat átlagos üzenetforgalmát а Г=((г_)) i=l,..n 
nem negativ elemű igénymátrix-szal és a j = l,..n
Y = I Z r. . 
i J ^
átlagos összforgalmi értékkel jellemezzük.
Ut a gráfban:
Az i-ik csúcsból a j-ik csúcsba vezető 1íij útnak egymás­
hoz csatlakozó, hurokmentes élrendszert nevezünk. Ha az 
i-ik és j-ik csúcs között több 1íij ut létezik, az Tij 
igény eljuttatására több lehetőség van, és az utak közötti 
különbségtevés az utak hossza szerint történik. (Az ut 
hosszát esetenként másként definiáljuk. Igen egyszerű 
metrika, ha az útban lévő élek számát vesszük, de lénye­
gesen bonyolultabb metrikát is definiálhatunk - ld.5.fe­
jezet ).
(2.2.1)
Folyam a gráfban:
Az rj_j igények eljuttatását egy Ф = {f folyamfüggvénnyel 
Írjuk le, ahol f^ jj jelenti, hogy az i-ből j-be továbbítan­
dó üzenetnek mekkora mennyiségét továbbítjuk a (k,l) élen. 
Tehát Ф a a következő feltételekkel jellemezhető:
ha £=i
ha £=j X , j
egyébként__
n :1D П- £. :1D _k=l k£ m=l £m
(2.2.2) fJ^£ > 0 i,j,к ,£=1, ... n
A (2.2.1. ), (2.2.2.) feltételeknek eleget tevő Ф folyam­
függvényt multicommodity folyamnak (m.c.f) nevezzük.
Egyszerűbb, ha fj^ helyett f^-vel jelöljük az élenkénti 
értékeket: t=l,...b.
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Legyen f1D = (f11J, . ..,fbi:i) az r ^  igényt i-ből _^ _Ье
juttató (i,j) elemi folyam.
Ekkor az f -^1 komponens ennek a t-ik élre jutó részét jelenti. 
Legyen továbbá
n n ij
f = £ E f a hálózatbeli teljes folyam
i=l j=l
Belátható, [8 3, hogy az
F = {fIf m.c.f.} halmaz konvex
és F extremális pontjai (az élek bármilyen metrizálása 
esetén!) "legrövidebb" folyamok.
Az f teljes folyam nem azonos а Ф folyammal. A hálózatban 
felmerülő feladatok pedig Ф valamely Р(Ф) függvényének 
optimalizálását jelentik. - Csak olyan feladatokkal fogunk 
foglalkozni (4.fejezet), melyben а P($) függvény helyett 
a P(f) függvénnyel is dolgozhatunk.
A feladatokban rendszerint a folyamfüggvénynek a multi- 
commoditáson kivül más, u.n. addiciós feltételeknek is 
eleget kell tennie. Legegyszerűbb a kapacitás feltétel:
f^“* =СЬ t=l,...b i=l,..n
j=l,•-n
,2.3. Feladatcsoportositás a P (f )célfüggvény és az addiciós 
feltételek szerint
2.3/a Feltétel nélküli m.c.f. feladatok
(azaz nincsenek addiciós feltételek)
a ) P_(f) lineáris függvény
Ilyen feladat pl. egy kapacitásmentes hálózatban a
legrövidebb ut meghatározása. (Erre a feladatra
számos megoldási módszer ismeretes, C8l.)
B) P(f) nem lineáris függvény
Szeparábilis (P(f)= l  P.(Fi)
~ i=l
és konvex függvény
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esetén, ha a hálózat kicsi, érdemes P(f) lineáris köze­
lítésével az a) esetre visszavezetni a feladatot.
Differenciálható P(f) függvényre (tetszőleges méretű há­
lózatban) az érintősíkokkal való közelítést alkalmazzák.
így ismét lineáris feladatot kapnak, ahol az i-ik él
, ЭРhossza -g-^-
~i
2.3.b. Optimalizálás az f -re vonatkozó addiciós feltételek 
mellett
a) P(f) lineáris függvény és az addiciós feltételek is 
lineárisak
A feladat megoldása általában a Danzig-Wolfe féle 
dekompoziciós módszerrel C21 történik, melyben lé­
nyegében 2.3/a. tipusu feladatsorozatokra vezetik 
vissza az eredeti feladatot.
ß) ESf) nem lineáris függvény, az addiciós feltételek 
sem lineárisak
csak konvex függvény, és konkáv, nem negativitási 
feltételek esetén ismertek hatásos megoldási mód­
szerek C 2 3 .
Az 5. fejezetben olyan módszert fogunk ismertetni, mely 
nemlineáris, differenciálható P(f) függvény feltétel nél­
küli optimalizálására alkalmas, de a 7. fejezetben vázolni 
fogjuk azt is, hogyan módositható ez a módszer egy diszkrét 
feladat megoldására.
P(f) leggyakrabban időfüggvény: annak az időnek várható 
értéke, melyet egy üzenet a hálózatban eltölt, mig a fel­
adóhelytől a rendeltetési helyre jut. Az eljutást az f 
(tulajdonképpen а Ф) folyam valósitja meg.
Egy üzenet hálózatban eltöltött idejének kiszámitását tár-
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gyaljuk a következő (3.) fejezetben, de csak olyan mély­
ségben, amennyire ezt a 4. fejezetben ismertetésre kerülő 
feladatok megkívánják.
3. EGY ÜZENET HÁLÓZATBAN ELTÖLTÖTT IDEJÉNEK KISZÁMÍTÁSA
Láttuk, hogy egy csomagkapcsolt hálózatban minden csomópontban 
különböző manipulációkat kell végezni egy üzenettel. Ennek kö­
vetkeztében egy csomópontban (általában) több üzenet várakozik 
(tárolódik a memóriában), mig egynek folyik a feldolgozása. A 
teljes számitógéphálózat tehát egy igen bonyolult tömegkiszol­
gáló rendszert is jelent.
3.1. Vizsgáljunk először egy csomópontot, mint egycsatornás 
tömegkiszolgáló rendszert.
Legyen A(x) az üzenetek beérkezése között eltelt idő 
eloszlásfüggvénye
B (X ) a csomópontbeli kiszolgálási idő eloszlás- 
függvénye
 ^ az üzenetek érkezésének gyakorisága Cmessg/sec3
t egy üzenet átlagos kiszolgálási ideje [sec/messg]
7^ az átlagos üzenethossz Ebits/messg3
1 kapacitás: üzenetfeldolgozási, ill. továbbítási
sebesség Cbit/sec3
Matematikailag rendkivül leegyszerüsiti a rendszer leirását, 
ha feltesszük, hogy A és/vagy В exponenciális eloszlásuak. 
Ennek megfelelően több eset lehetséges:
1 . eset
(i) Az érkezések között eltelt idők független, egyforma 
exponenciális eloszlások (A(x)=l-e x) , tehát az ér­
kezések Poisson folyamatot alkotnak.
(/ii) A kiszolgálási idők független, egyforma exponenciális
14
-  11 -  
_x
eloszlásuak (в(х) = 1-е 1 )
Ha a kiszolgálás az érkezés sorrendjében történik, azaz a 
a hálózatban nincs prioritása egy üzenetnek sem, akkor az 
átlagos kiszolgálási idő várható értéke elemi módon kiszá­
molható C103лC113 :
(3.1.1) tT = T =
1-At VagY yC-A
ahol T az üzenetnek a kiszolgáló csomóponton eltöltött 
teljes idejét jelenti, amely két részre bontható; 
a kiszolgáló foglaltsága miatt esetleg szükséges várako­
zási időre, valamint a tényleges kiszolgálás idejére.
Ennek a felbontásnak megfelelően a T teljes várakozási idő 
várható értéke igy irható :
(3. 1 .2)
2 . eset
1-At yC
Az érkezések ismét Poisson folyamatot alkotnak, de a ki­
szolgálási idők tetszőleges eloszlásuak.
Ekkor a Pollaczek-Hincsin formulából
(3.1.3) T As2 (1-At) +
1yc
ahol s=/x2dP(X) a kiszolgálási idők második momentuma.
3. eset
A(x) is, B(X) is tetszőleges eloszlásfüggvények. Ekkor nem 
ismeretes zárt formula T meghatározására, csupán egy igen 
jó felső korlát ^93:
(3.1.4) A(a.2+a2)
T _<---=----- + —
2(1-At) yC
ahol q2 a2 az A(-X ÿ_ll. B(x) eloszlások szórásnégy
zetei.
3.2. Tekintsük most a teljes hálózatot (n csomóponttal és b éllel)
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Poisson érkezési folyamat és exponenciális kiszolgálás ese­
tén, ha az egyes csomópontok, mint tömegkiszolgálórendszerek 
függetlenek, egy üzenetre a hálózatban eltöltött idő kiszá­
mítását a hálózat dekomponálásával - csomópontokra törté­
nő lebontásával - végezhetjük.
A csomagkapcsolt hálózat azonban másként működik: a csomó­
pontok egymástól nem függetlenek, s mivel egy üzenet hossza 
a továbbítás során nem változik, nem változik a csomópon­
tonkénti kiszolgálási idő eloszlása sem. Ennek ellenére, 
ha az üzenetek hosszát minden egyes pontban valószinüségi 
változónak tekintjük, ( ez sok pontból álló hálózatban, 
ahol egy csomópontra több irányból érkeznek és több irány­
ba futnak ki üzenetek, nem is olyan irreális feltételezés) 
a függetlenség és Poissonitás feltételezésével elméleti 
utón számított késési idő nagyjából megegyezik a szimulá­
ciós módszerekkel kapott késési idővelcioi , 1121 •
Ennek alapján kiszámítható az egységnyi üzenet által a 
hálózatban töltött teljes idő T várható értéke:
На Г = ((rij)) i=l/~..n az igénymátrix, és
n n
és у = £ £ r. .a hálózat átlagos összforgalma,
i=l j=l 1J
akkor a csomópontonkénti lebontás alapján
Az irodalomban az egyszerűség kedvéért a várakozási és ki­
szolgálási időből származó késést nem a csúcsoknál, hanem 
az éleknél veszik figyelembe, és a csatornán való áthala­
dási időhöz adják hozzá. (Ez természetesen további dur- 
vitása a modellnek, hiszen pl. az éleket irányítatlanoknak 
veszik, igy egybe kell fogják a két irányból továbbítandó 
üzeneteket) .
A T idő várható értéke ekkor:
(3.2.1)
T = £ — (T.+p.). . Y 1
b A
(3.2.2)
i=l
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ahol Л. az i-ik élre jutó átlagos üzenetmennviségí
(mely а Г mátrix és az utkijelölő algoritmus is­
meretében egyszerűen kiszámítható) 
p^. egy üzenet áthaladási ideje az i-ik élen
T . 1
A . / U C .í í
ljCi'•A . 1
(3.1.2) alapján (t = — ) egy üzenet várakozási és
M í
tényleges kiszolgálási idejéből adódó késés az i-ik élen
( jj- az üzenet hossza információ nélkül
_l_ az üzenet hossza információkkal együtt.)
У ’
Szokás ezt a formulát még tovább finomítani, de erre 
most nem lesz szükségünk. СбЗ; ^103, C123
(3.2.3)
Érdekes megemlíteni azonban a következő
b A . T Y"T = ‘A  t  V
formulát :
ahol L alkalmasan választott hatványkitevő, azaz T az 
élenkénti késések hatványközepe, amely nagy L-ekre ér­
zékenyebb az éleken előforduló legnagyobb késésekre.
A T idő ilyen módon történő számolása a következő eset­
ben hasznos:
Előfordulhat, hogy egy bizonyos csatornán az átlagos 
késés nagyságrendekkel nagyobb, mint a többin, de ha a 
forgalom kicsi, ez a jelenség az előbbi módon számított 
késési időre (3.2.2) nincs hatással, ennek következ­
tében a felhasználó 'bosszul jár" c63 . Hatványközép 
alkalmazásával ez a negatívum csökkenthető.
4. DETERMISZTIKUS IR Á N Y ÍTÁ S I- (UTKIJELÖLÉSI) ÉS CSATORNAKAPÁCITÁSTER—
VEZÉSI FELADATOK
A 2. fejezetben vázolt számitógéphálózatbeli matematikai prob­
lémák közül kettőnek a megoldását fogjuk ismertetni.
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Az eddigi jelöléseknek megfelelően
n csomópontu,
b élű hálózatot vizsgálunk,
r=((r\j)) i=l,...,n igénymátrix esetén
j=l,--,n
C=(C^,...,C. ) kapacitásvektorral
A = (A^,...,A^) üzenet-érkezés gyakoriság­
gal .
Egy üzenet hálózatban töltött idejét a
b A .
T = Z —  (T.+p.) 
i=l Y 1 1
b
z
i=l
A . 1
-±(_______у yC.-A. )
formulával számoljuk (ld. 3.1.1. és 3.2.2)
A .
Legyen -^ = f± és yp± = p' i=l,...,b
vagyis f^ az i-ik élre (csatornára) jutó bitek átlagos száma, 
a f teljes folyam i-ik komponense (ld. 2 .2. fejezet)
Ekkor
T Z f  . p '  i L í
4.1. feladat
Optimális irányitás problémája
Adott: G=(N,A) hálózati topológia
C kapacitásvektor
Г igénymátrix
Minimalizálandó
T(P - 7 X  c ^ f -  + 7 fipi1=1 1 1 ' 1=1
feltéve, hogy
(4.1.2)
(4.1.3)
f m.c. folyam
f < C azaz f. < C.- = - i = i i=l,...,b
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4.2 feladat
Optimális irányítás és csatornakapacitástervezés additiv 
költség-kapacitásfüggvény esetén
Adott: G=(N,A) hálózati topológia
Г igénymátrix
b
d(C)= £ d.(C.) költség-kapacitásfüggvény
i=l 1 1
D költségkorlát
Minimalizálandó
(4.2.1) T(C,f) =
, b f .I E  i Y • , C.-f.' 1=1 i 1
+ - £p(f. у * 1 1
feltéve, hogy 
(4.2.2.)
(4.2.3.)
(4.2.4.)
f m.c. folyam 
f < C 
d(C) < D
Ez utóbbi feladat megoldását
b
d (C) = £ d . C
i-
lineáris költ. , 1 1
ség-kapacitás függvény esetén tárgyaljuk, ezért először néz 
zük meg, hogyan redukálódik ekkor a probléma.
A (4.2.1.) célfüggvényt először rögzitett f mellett, 
C-ben minimalizáljuk, a Lagrange multiplikátoros módszerrel 
[71. Ennek eredményeképpen
(4.2.5.) Ci = fi +
D - . £, f . d . 1=1 í i / f X1 1
£/f.d . 
3 3
melyet a (4.2.1.) célfüggvénybe visszahelyettesítve
( £ /f.d.)
(4.2.6.) T(C,f) = T(f) =
i = l 1 1 '
y(D - £ d.f.) 
i = l 1 1
+ - .It f,p( Y  1 = 1 I e !
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Könnyen látható,
azaz f. < C.í = í
hogy a (A .2.3.) 
i=l,. . . ,b
(4.2.A.) feltételek,
b
Z d.C. < D helyettesíthetők a
1=1 1 1 =
b
(A.2.7.) D - Z d.f. > 0 feltétellel.
1=1 1 1 =
így végül a következő feladathoz jutunk:
(4.2*) feladat
Optimális irányítás és csatorna kapacitástervezés lineáris 
költség-kapacitás függvény esetén.
Adott G=(N,A) hálózati topológia
Г igénymátrix
d(C) = Z d.C.
i=l 1 1
D költségkorlát
költség-kapacitás
függvény
Minimalizálandó b
( Z /fTdT)2
( 4.2.*1) T(f) i=l 1 1 b
y(D - Z d.f.) 
Ü l  1 1
feltéve, hogy
(4.2.*2) f m.c. folyam
(4.2.*3 ) D - Ed±fi > 0
Megjegyzések :
1. A megengedett megoldások halmaza a (A . 1. ) és a (A . 2*) 
feladatok mindegyikében konvex:
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F ± = F Л if If £ C}
b
F = F П (f|D - E d.f. > 0 }
2 - i=i 1 1 "
ahol F = {f If multicommodity folyam а Г igénymátrix­
szal }.
Tehát az halmazok extremális pontjai legrövidebb1
m.c. folyamok C8D.
2. Mind a (4.1), mind a (4.2*) feladat esetében, ha egy
f megengedett megoldása feltételhalmaz határához közele­
dik, akkor a célfüggvény értéke végtelenhez tart, azaz a 
(4.1.1) célfüggvény a (4.1.3) feltételt, a (4.2*.1) 
célfüggvény a (4.2*.3) feltételt büntetőfüggvényként ma­
gában foglalja. Tehát, bármelyik feladatban ha valamilyen 
módon találtunk egy induló megengedett megoldást, a 
célfüggvény feltételnélküli minimalizálására térhetünk át.
3. Mivel a megengedett megoldások halmaza konvex, zárt, és 
korlátos, és mivel
a (4.1.1) célfüggvény konvex, 
a (4.2*.1) célfüggvén у kvázikonkáv (a kvázi- 
konkávitás definícióját ld. 5. 
fejezet),
azért mindkét feladatra igaz, hogy ha van megengedett 
megoldás, akkor van optimális megoldás is.
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5. A 'FLOW DEVIATION” -  FD -  MÓDSZER
5.1 Stacionaritás
Legyen F = {f|f m.c. folyam) és P folytonosan diffe­
renciálható függvény az F halmazon.
Defin-ioió:
f G F stacionárius pontja a P függvénynek, ha bármely kicsi 
őf megváltoztatás esetén mindig teljesül P(f+őf) ^ P(f)
Mivel P lokális és globális minimumhelyei stacionárius pontok, 
szükséges és elégséges feltételt keresünk ahhoz, hogy f 6 F 
stacionárius pontja legyen P-nek.
Definició:
"Flow Deviation"
Legyen f € F rögzitett, v 6 F tetszőleges pont, és
О £ X £ 1.
Tekintsük a következő konvex kombinációt :
f' = f + X(v - f), ami 6 F, hiszen F konvex.
Legyen 0 < X < e, ahol e << 1. Ekkor a Lagrange-középérték 
tétel alapján
(5.1.1.)
ahol
és
P(f') - P(f) = XVP(g) (v - f) 
g = f + 0X(v - f) 6 F , 0 < 0 < 1
VP (g) )
f=g
vagyis a P függvény gradiense a g pontban.
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De mivel О < À < e , és P folytonosan differenciálható:
(5. 1 .2.) Pif1) - P(f)
b
AVP(f)(v-f)= X l  
~ ~ ~ k=l
ЭР
3 f k (vk - fk'
Jelöljük ЭР £k (k=1 .,b)-vel a P függvény
f pontbeli parciális deriváltjait.
Mivel Л > О, definició szerint f a P függvénynek akkor 
és csak akkor stacionárius pontja, ha
b
(5.1.3.) £ £,(v,-f, ) 2l О bármely v G F esetén.k=i к к к -
Emlékezve f-nek a 2.2. fejezetben adott definíciójára, f 
elég kicsi megváltoztatását elérhetjük úgy is, hogy csak 
egy (tetszőleges rögzített) f1-1 elemi folyam-mennyiséget 
változtatunk meg, azaz a P függvény változtatását csak 
koordinátánként! megváltoztatása esetén vizsgáljuk: 
azaz, ha v a következőképpen áll elő f-ből:
^ o  ' 3*3,
v
iо (i ,j ) tetszőleges, 
rögzített (i,j) pár
akkor (5.1.3.) fennállása esetén igaznak kell lennie
(5.1.4.)
bZ M v
k=l K
ij
к
ijfk ) i  0
egyenlőtlenségnek, mégpedig bármely v G F -re, hiszen 
(iQ ,jo) végigfut az összes (i,j) páron.
U
-i ;
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Forditott irányban az állitiás triviális, vagyis az (5.1.3.) 
és (5.1.4.) feltétel ekvivalens.
(5.1.3) és (5.1.4)-ből kapjuk:
b b(5.1.5.) min £ 4  Vv i \ fkb6F k=l r II
illetőleg b b(5.1.6.) min , L  V k 13  i £„ijepij k=l k=l
De f 6 F illetőleg f1-1 6 F1 ^ miatt ez utóbbi két felté­
telnek egyenlőséggel kell teljesülnie.
Tehát ahhoz, hogy valamely f 6 F pontról eldöntsük, stacio­
nárius helye-e a P függvénynek, vagy sem, az {£^} metrikában 
legrövidebb folyamatot kell megkeresnünk, és ellenőriznünk a
b b
(5.1.7.) min £ JLv, = £ £,f
v0F к-l k=l k
feltétel teljesülését.
Ha P szigorúan konvex függvény az F halmazon, akkor ott 
globális minimumhelye természetesen stacionárius pont, és 
meg forditva.
5.2. Az FD módszer
Az FD módszernél a (5.1.7.) feltételből indulunk ki. Ha 
a feltétel teljesül, stacionárius pontban vagyunk. Ha nem 
teljesül az egyenlőség, akkor a következő geometriai meg­
fontolás alapján járunk el:
A Lagrange középértéktétel alapján, ha az f folyamot egy­
forma abszolutértékü vektorok irányában változtatjuk, akkor 
a P függvényt legjobban úgy tudjuk csökkenteni, ha a válto­
zás iránya egybeesik a negativ gradiens irányával. Előfor­
dulhat azonban, hogy ebben az irányban indulva csak keveset
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tudunk az F halmazon belül haladni/- és érdemesebb olyan 
irányt választani, amely a negativ gradiens "közelében" van, 
és az F halmaz jóval "terjedelmesebb" ebben az irányban.
- Ezen meggondolás alapjánaet a v - f irányt választjuk, 
melyben v a (5.1.7.) feltétel baloldalát minimalizáló vek­
tor. Tehát az FD módszer a következő operátor ismételt 
alkalmazásából áll:
Definíció :
FD (v, À ) : F F operátor / F={ f | f m.c.f}/
FD(v,A)©f = f + A(v-f) = f'
ahol v az {í.^ } metrikában legrövidebb m.c. folyam és 
A (CKÁ^l) az az érték, melyre PC(l-A)f + Av] minimális A-ban.
Az FD módszer főbb lépései:
I. fázis
Meghatározunk egy f° G F induló megoldást. (Ennek módja 
a konkrét feladattól függ)
II. fázis
1. Legyen n = О
2. £n+1 = FD(vn ,An )© fn
ahol vn az {£.n = , k=l,...,b) metrikában
k|í=!n
legrövidebb m.c. folyam
An : min PC(l-A) fn + Av11:
0<A<1
3. Ha P(fn )- P(fn+1) < e
(vagy Z Ak (f£ - v”) < e ’) к — X
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ahol e > 0 (ill. e'> 0) tetszőleges rögzített hibakor­
lát akkor készen vagyunk
ellenkező esetben n = n+1, és a 2. lépéstől folytatjuk 
az eljárást.
5.3. A módszer konvergenciája
Tété I C53
Ha a P függvény az F halmazon alulról korlátos, kétszer 
differenciálható
továbbá P nem degenerált,
azaz bármely f^ ф f^ stac. pont esetén P(f^) ф
akkor az FD módszer alkalmazható
P értéke minden FD iterációban csökken (nem nő) 
a módszer stacionárius ponthoz vezet.
A P függvény első parciálisainak nem-negativitása annak 
a metrikának a nem-negativitását jelenti, mely szerinti 
legrövidebb folyamot egy FD iteráción belül meg kell hatá­
roznunk. A nem-negativitási feltétel zárja ki a negativ, 
ciklusok lehetőségét, s ez a feltétel a számitógéphálózat 
modelljeiben szereplő célfüggvényekre, mint látni fogjuk, 
teljesül.
Számunkra elég a Tételnek az a speciális esete, amikor P 
konvex függvény és az egyszerűség kedvéért a bizonyítást 
is csak erre az esetre végezzük el.
Tehát bebizonyítjuk:
Tétel
Ha P szigorúan konvex függvény az F halmazon, kétszer
к
felülről korlátos
differenciálható és korlátosak, akkor az FD
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módszer P globális minimumhelyéhez konvergál.
Bizonyítás :
Feltéve, hogy találunk f° induló megengedett megoldást, 
legyen {fn } az FD módszer által generált sorozat. Mivel
P(fn) - P(fn+1) > 0
azért a {P(fn )} sorozat monoton nem növő, a konvexitás 
miatt alulról korlátos is, tehát
J lim P(fn ) = P(f*) f* G F
n^-oo
Állitás : f* globális minimumhelye a P függvénynek,
azaz P(f*) £ P(f) bármely f G F
Bizonyítás :
Tegyük fel, hogy a {P(f )} sorozat nem tart a P globális 
minimumához, azaz a t > О vagy P (f n) >P ( fmin)+t bármely 
n-re
Ez szemléletesen azt jelenti, hogy a P függvényen nem ju­
tunk lejjebb, mint a P(fmin) feletti t magasságban levő 
"sik-röviden" "t-sik" - által a P-ből kimetszett görbe. 
Ez a görbe korlátos és konvex, hiszen P(f) szigorúan kon­
vex. Tetszőleges rögzített f G F pontra, amelyre P(f) 
még a t-sikon, vagy a t-sik felett van, legyen
P(A) = P(FD©f) = Püf+A(v-f) :
Ekkor ismét a Lagrange középértéktételből
P (A) = P(0) + A dP + ÍA2 ^
d X |A=0 ' 2 dA2 A = Ç
ahol d2P
dA2
_< M<°° a feltevések miatt,
A=Ç
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dP т ЭР , - V
es *1 ц =о kíi
Ha f 6 F olyan, hogy P(f) a t-sikon van, és h jelöli
f és fmin távolságát, akkor a konvexitásból könnyen be-
ahol h = max h < 00 о
Tehát ai. n £ - ír = -л < 0 va^ is E ff. (vk-fk) ‘ 0IA=0 о к
minden f 6 F -re, melyre P(f)=P(fmin)+ t és következés­
képpen azokra is, melyekre P(f) _> P(fmin)+t
így
P(A) - P(0) £ - ДА + j  A2M = ÍJ(A - ^)2M y 2M
és a becslés egyenletes olyan f G F pontokban, melyekre 
P(f)> P(fmin)+t.
Tudjuk, hogy a A lépéshossz nagysága min P(A) meghatá-
o< A£l
rozásával történt, a fenti becslésben szereplő majoráló
fügqvénv minimumhelve oedia Л ” м - °' és mivel Л mindl9
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választható úgy, hogy A = ^ £ 1 is teljesüljön, igaz
A2lesz P ( A ) - P(0)=< - 2 ^  = - e < 0.
Ez utóbbi megállapitás azt jelenti, hogy P(f) értéke 
minden egyes FD iterációban legalább e-nal csökken, tehát
СО
P(f*) - P(fn ) = Z P(fÄ + 1) - P(f£) = - 00
SL=n
bármely n-re,
ami ellentmondás lim P(fn )= P(f*)-gal. Q.E.D.
n-*-°°
5.4 Megjegyzések
1. Ha P nem szigorúan konvex függvény az F halmazon, 
akkor olyan (heurisztikus) módszert kell találnunk a 
globális minimum meghatározásához, mely nem vizsgálja 
meg az összes lokális minimumhelyét a P függvénynek.
2. Igen egyszerű az FD módszer alkalmazása szigorúan 
konkáv vagy szigorúan kvázikonkáv P függvényre.
Definíció:
a) A P függvény kvázikonkáv az f 6 F pontban, ha minden
л
olyan f 6 F-re, melyre P(f) > P(f) fennáll:
Л А Л
P(f)< PCf + A(f - f): ahol o < A < 1
és
А Л
f + A(f - f)e f ,
/V
ha F konvex, egyébként az F A { f -  f) halmazra vonat­
kozik a feltétel.
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b) A P függvény kvázikonkáv az F halmazon, ha minden 
f 6 F pontban kvázikonkáv.
C) Ha f ф f , A > 0 és P(f) < PCf + A(f - f)]
akkor a függvényt szigorúan kvázikonkávnak nevezzük.
Szigorúan kvázikonkáv függvény lokális minimumhelyei az F 
halmazon az F extremális pontjai, azaz "legrövidebb" n.c. 
folyamok, ennek következtében az FD iterációkban a lépés­
hossz: A = 1 (vagyis mindig F extremális pontjain -
legrövidebb m.c. folyamokon haladunk).
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6. AZ OPTIMÁLIS IRÁNYÍTÁS PROBLÉMÁJÁNAK MEGOLDÁSA FD MÓDSZERREL
6 .1 A megoldhatósághoz szükséges feltételek teljesülése 
A 4. fejezetben már ismertettük a feladatot:
Adott G(N,A) hálózati topológia (n csúcs, b él) 
C = (Cx , . . . , C^) kapacitásvektor
Г = ((v..)) , igénymátrixJ- JL -L / • * • f II
j —1 , . . . , n
mellett meghatározandó
f £ C m.c. folyam,
melyre
T(f)
minimális.
, b f .I  z _ _Y ■ , C.-f.' r=l 1 1 + — Z f . p . Y i=l
Láttuk, hogy a f je C feltételt a célfüggvény büntető 
függvényként magában foglalja, ezért ha találtunkegy f < C 
megengedett megoldást, akkor ebből inditva az FD iterációkat, 
nem kell külön feltételként figyelembevenni a kapacitáskor­
látot .
Mivel T(f) konvex függvény, és a feltételhalmaz konvex 
halmaz, ha a feladatnak van f megengedett megoldása, akkor 
van f* optimális is, és erre az f* opt. megoldásra 
f| < CL i=l,...,b azaz 3e > 0, melyre
f*e F£ = (f|f m.c. folyam f± _< C.-e i=l,...,b}
Ez azt jelenti, hogy elég kis e esetén elég az F halmazon 
alkalmaznunk az FD módszert. Ezen viszont a T(f) függvény 
kielégiti az (5.3.) -beli konvergenciafeltételeket:
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T(f)
эт
3fk
kétszer differenciálható 
függvény (konvex)
1
Y C - S s - > 0
f 6 F T(f) alulról korlátos e
f e f e
ЭТ
3f . 3f. г к
ha i^k 
2Ck
iY ¥ 7 < OO ha i=k és f 6 F£
6.2 Algoritmus induló megoldás meghatározására
Induló megoldásnak а Г igénymátrixnak megfelelő olyan 
f m.c. folyamot (röviden: Г-folyamot) kell keresnünk, amely 
a kapacitásfeltételeket is kielégiti.
Olyan Г-folyamot, amelyről nem kivánjuk meg a kapacitásfel­
tételek teljesülését, könnyű találnunk. Az alábbiakban vá­
zolt módszer olyan iteráció, mely Г-folyamok olyan 
f0 , ^  , ... sorozatát határozza meg, melyek durván szólva, 
"egyre közelebb visznek" a kapacitásfeltételek teljesülésé­
hez .
1.
2 .
3. Az iteráció befejeződik, ha on < 1
На аП 1 , akkor legyen Nn+1 = ( 1+e ( 1-аП ) ) / o n 
ahol 0<e<l alkalmasan rögzitett konstans,és legyen
Kiindulásként tekintsük az 
videbb folyamatot, azaz az
metrikának megfelelő legrövidebb f' Г-folyamot.
Legyen n = О .
Ha már ismert az fn Г— folyam, legyen
f£n кa = max ——
к Lk
О pontban számolt legrö-
£k
ЭТ 1 , 1 A , V
3 f v (r + Pv ^9fk| f, =0 Y Ck k
4.
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fn+1 1 FD © (N , , fn ) n+1 -Nn+1
ahol az FD operátorhoz a v folyamot és X lépséhosszt 
a szokott módon határozzuk meg.
kielégíti a kapacitásfeltételetet. Heurisztikusán belátha­
tó, hogy ha egy, a kapacitásfeltételeket kielégítő fo­
lyamra alkalmazzuk az FD operátort, akkor az eredményül 
kapott folyam általában az előzőnél kevésbé használja ki 
a kapacitásokat, ami annak mellékeredménye, hogy az uj 
folyam a T(f) célfüggvény értékét csökkenti. Ezért for­
málisan általában az várható, hogy a11"1"'*' < on . Az uj 
fn+'*' folyam pedig nyilván Г— megengedett.
5. Az iteráció befejeződik, ha a11 < 1, azaz találtunk egy 
megengedett megoldást,
illetve, ha megfelelően rögzített 0 és 6 pozitiv tűré­
si állandók mellett egyszerre teljesül, hogy
ez esetben az adott 0,6 tűrés mellett a feladatnak 
nincs megengedett megoldása. Egyébként a 2-ik lépéstől 
folytatjuk az eljárást.
Ha meghatároztunk egy induló megengedett megoldást, az 
(5-ik fejezetben ismertetett) FD módszer II. fázisa kö­
vetkezik, mely ennél a feladatnál elvezet az optimális 
megoldáshoz.
Mivel мп+2*аП<1 az Nn+gfn folyam, mely (n +^*r)-folyam
b
es
- 3 3 -
С 53 szerint a még 21 csomópontból és 26 csatornából 
álló (az algoritmus során a csatornák számának kétszere­
sét kell venni, az irányitatlanság miatt) ARPA hálózatra 
az FD módszerrel r ^  = r = 1.187 kbit/sec igénymátrix
esetén T=0.2406 sec volt a minimális idő. A FORTRAN nyel­
vű program IBM 360/91 számitógépen 30 sec alatt futott 
le.
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7. AZ FD MÓDSZER GYORSÍTÁSA
AZ OPTIMÁLIS IRÁNYÍTÁS ÉS CSATORNAKAPACITAS—TER VEZÉS 
PROBLÉMÁJÁNAK MEGOLDÁSA
7.1 Nem-elágazó folyamok, "nagy és kiegyensúlyozott" hálózat
De fí-nició :
az f 6 F m.c. folyamot nem-elágazónak nevezzük, 
ha f1-1 elemi folyam egy utón folyik minden (i,j) 
párra.
Adódhat olyan feladat, melyben feltételként szerepel a meg­
oldás nem-elágazó tulajdonsága. Más feladatokban egy nem- 
-elágazó folyam igen jó közelítése lehet az optimális megöl 
dásnak, s nyilván jelentősen gyorsul az FD algoritmus, 
ha a feladatot eleve nem-elágazó folyamokra korlátozzuk.
nbJelölje F a nem elágazó m.c. folyamok halmazát:
_ 1
F = {f I f G F, f nem elágazó}
A nem-elágazási feltételt diszkrét változók bevezetésével ir
hatjuk fel: Minden (i,j) párra ki kell zárni azokat a lehet
séges f1-1 elemi folyamokat, melyek az (i,j) utak kombiná
cióira oszlanak el. Ez már tizes nagyságrendű csomópontból
álló hálózatban is olyan nagyszámú diszkrét feltételhez
vezet, hogy diszkrét programozási módszerrel a feladat
megoldása igen nehézkessé válik. Folytonos módszerek pedig 
nbaz F diszkrét halmazon nyilván nem alkalmazhatók.
Bevezetjük a "nagy és kiegyensúlyozott" hálózat fogalmát, 
és megmutatjuk, hogy egy ilyen hálózatban az FD módszer 
speciális egyszerüsitésével haladhatunk csak nem-elágazó 
folyamokon a nem-elágazó optimális megoldás felé, és ezzel 
az optimumot igen jól tudjuk közelíteni.
A nagy és kiegyensúlyozott hálózat jellemzése érdekében 
néhány mérőszámot definiálunk:
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Legyen
a hálózatbeli 
és legyen
, n n
r = V x , V I I("-l>n i=1 j=1 
átlagos igény,
m = max 
if j
r . .11
r . .11
Nyilván r _> min r
i/j
és egyenlőség csak 
lehetséges.
ij
Г
es
((r. . il
i*3
m >_ 1 ,
= r)) igénymátrix esetén
Legyen P
ahol pf .il
ba vezető legrövidebb ut hossza
(ut hossza: a benne levő ivek száma)
azaz p' az átlagos uthossz abban az esetben ha f1_l a
legrövidebb (i,j) elemi folyam /minden (i,j) párra/, 
vagyis r^j a legrövidebb utón jut el i-ből j-be /minden 
(i,j) párra/ •
f1-^ elemi folyam- 
uthossz:
Tetszőleges f 6 F esetén, ha p ^  az 
hoz tartozó uthossz, az átlagos p
n n
I r . . p .
P =
il il
n n
I I r .
i=l j=l 13
n n
Z Z r . .p. ' 
. 1=1 1=1 13 13n n
У ír..
i=l j-1 4
az i-ik csomópontból a j-ik csomópont-
Vizsgáljuk meg, mit mondhatunk a hálózat élein a teljes 
folyam és (i,j) elemi folyam arányáról /minden (i,j) pár-
га / : azaz vizsgáljuk az
értékeket к = 1 ,...,b
illetőleg ezek 1b
bz
k=l
átlagát :
Mivel fij £ m.r к
1
b *m* r
n n
Z Z
i=l j=l
r . . p . . i] i]
>
1
b *m* r
n(n-l)
b*m
r(n-l)n p >
(7.1.2) D e f i n í c i ó  : A G=(N,A)
b számú élból álló hálózatot, a
n
Г
számú csoportból
<<ru ” i-i....j 1, . . . ,
n
n
igénymátrixnak megfelelő m.c. folyamokkal, nagy és 
kiegyensúlyozott hálózatnak nevezzük, ha r, << 1.
Ilyen hálózatban ugyanis 1 .— miattr (
élen az (i,j) elemi folyam elhanyagolható 
hoz képest.
átlagosan egy-eg 
a teljes folyam-
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FD módszer nagy és kiegyensúlyozott hálózatban
Legyen f e F nb r Г = ((r )) igénymátrix il
u k dP
dfk|
k=l,...,b} a szokásos metrika 
f
u . .13 az f1-1-hoz tartozó ut
n ' az {J^} metrikában legrövidebb (ijjF ut
ij
V az {£^1 metrikában legrövidebb folyam
Legyen az Fb operátor olyan, hogy Ár^j mennyiséget
(0 < A < 1) "tesz át" a H . . útról a 11.' útra. 13 13
Vizsgáljuk most a P (A) = PCf ( 1-A) + v A3 függvényt.
b
P(A) = P(O) + A Z £k (vk-fk ) + ° CA(Y ~ f)3k=l ~ ~
ahol o[A(v - f)3 tartalmazza P(A) Taylor sor szerinti 
kifejtésében a magasabbrendü tagokat.
Ha a hálózat nagy és kiegyensúlyozott, az f -^1 << k = l ,...b>
Mivel f és V  6 Fnb a (v^-f^) különbség infinitezimális.
Az 5. fejezetben láttuk, hog^
k=l lk (vk-fk>
0.
b
Ha Z I  (v,-f ) elegendően negativ ahhoz, hogy 
k=l к * n
0 : A(v - f ) 3 elhanyagolható legyen, akkor
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min P ( A ) = P(l)
0< A < 1
azaz az FD operátorral f-ről teljesen áttérünk v-re:
FD © f = V
s erről tudjuk, hogy nem-elágazó folyam: v G Fn .^
b
Ha viszont E £,(v, - f ) ~ 0, akkor
k=l K K n
A . <1, azaz a FD ® f = f(l-A . ) + v • A . folyam márm m  ~ m m  ~ m m  7
b
elágazó. Ugyanakkor E JL (v, - f ) ~ О azt jelenti, hogyк л /С jC П=  1
az optimális megoldás közelében vagyunk (ld. 5. fejezet1.), 
vagyis ekkor az f nem-elágazó folyam előre rögzíthető 
hibakorlát szerinti közelítése az optimális, de elágazó 
m.c. folyamnak.
A "nem-elágazó FD módszer1' főbb lépései
I. fázis:
II.fázis :
A konkrét feladattól függő módon meghatározunk 
egy megengedett (induló) megoldást.
Indulás az I.fázis végén kapott f° m.c. 
folyammal.
Az iteráció n-edik lépése:
1. Meghatározzuk az { =
metrikában legrövidebb 1L ( i=l,...,n
utakat.
ЭТ
9 f. ,к ! f=fn
H .'13 j=l
k=l,...,b
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2. g = fи és minden (i,j) párra elvégezzük 
a következőket.
2.a) g folyamot úgy változtatjuk, hogy a g1  ^
mennyiséget a útra tesszük át.
2.b) Ha a kapott folyam megengedett, és egyút­
tal a célfüggvény értéke is csökken, ezzel 
a folyammal folytatjuk az eljárást 2 .a) 
lépéstől a következő (i,j) párra.
Ha nem-megengedett folyamhoz jutottunk, vagy 
a célfüggvény nem csökken, az előző folyammal 
folytatjuk az eljárást /2 .a) lépéstől a követ­
kező (i,j) párra/.
3. Ha már minden (i,j) párra sor került, két
eset lehetséges:
változatlan maradt,
ekkor fn tovább nem javitható nem 
elágazó megoldás, az eljárás véget ért.
tehát találtunk nem-elágazó, fn-nél 
jobb megoldást, ezzel inditjuk az 
(n+l)-ik iterációt.
A nem-elágazó folyamok száma véges, igy a mód­
szer mindenképpen véges lépésből áll.
A 6-ik fejezet végén emlitett hálózatban 
(21 csomópont 26*2=52 csatorna)
? = ?  
g I fn r
52 1 _ 52--------------- • —  < ------------
21*20 p'
<< 1П
21 * 20*21
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a nem-elágazó FD módszer ugyanazon az 
360/91 számitógépen már 4 mp alatt igen
közelitette a "pontos" FD módszerrel (30
alatt) kapott optimumot: T . =0.2438c min
(T . =0.2406)m m
IBM
jól meg-
sec
7.2 Az optimális irányítás és kapacitástervezés probélmájának 
megoldása lineáris költség-kapacitás függvény esetén
A feladatot a 4-ik fejezetben ismertettük, és láttuk, hogy 
a kétváltozós T(C,f) célfüggvényt először rögzített f 
mellett C-re optimalizálva, a feladat következő alakjához 
jutunk !
Adott G=(N,A) hálózati toplógia
Г igénymátrix 
b
d(C)= E d.C. költség-kapacitás függvény 
i=l 1 1
és D költség korlát mellett meghatározandó az az f G F 
m.c. folyam, melyre
b
У -F rl 1 2 , b( E /fTdT )  T(f)= i - 1=1  b-- 1
D - Z f.d. 
i=l 1 1
+ - Z f.p' Y i=1
minimális.
A célfüggvény az f m.c. folyamra tett Z f.d
i = 1 í í
L) fel­
tételt büntetőfüggvényként magában foglalja.
Hasonlóan a (4.1) feladat célfügovényéről a 6. f- iezet.bc 
tett meggondoláshoz, a T(f) függvényt elég az
F = (f 1 f m.c. folyam, Zf.d. D- 2, e í i
halmazon vizsgálni, ahol e > О alkalmasan rögzített kons­
tans .
Ekkor T(f) alulról korlátos és kétszer differenciálható
függvény az F_ halmazon,* ! '
ЗГ
9fk
L____ L 1
- If d_.
ЭТ
9fk
> О f 6 F2,e
ЭТ
kiszámolva a második parciálisokat, adódik ~ végességedl . I,г к
i=l,...,b
k=l,...,b
tehát az F_ halmazon az FD módszer alkalmazható.2 , г
Megjegyzés: 9T
lim —
V °  9fk
ami azt jelenti, hogy ha egy FD iterációban valamely k-ra 
•f^=0 , azaz valamely élen a folyam zérussá redukálódik, ennek 
az élnek a hossza az metrikában végtelen, ezért a
további FD iterációban sem nőhet zérus fölé az f^ folyam. 
A célfüggvénynek az a tulajdonsága jól felhasználható, ha a 
hálózat topológiájának megtervezése a feladatunk: adott cso­
mópontok mellett a teljes gráfból indulunk és az FD módszer­
rel állapítjuk meg, mely éleket hagyunk el a gráfból. Г'э ] ,
С101.
A T (f) függvény (4.2*.l.) alakját lineáris költség-kapaci­
tás függvény esetén kaptuk. Bebizonyítható, hogy ekkor de 
tetszőleges konkáv d^(C^) függvények esetén is, T(f)kvá-
-  Л  9
zikonkáv lesz az F2 = {f | f m.c. folyam, Ef^d^ = D} 
halmazon. C 5] .
Tehát, mint ahogy az 5-ik fejezetben már említettük, az 
FD módszer nagyon leegyszerűsödik: À = 1 lesz az egyes
iterációkban, vagyis mindig extremális pontokon = legrövi­
debb folyamokon haladunk. A legrövidebb folyamok viszont 
nem-elágazóak vagyis egy nem-elágazó FD módszerrel dolgo­
zunk .
A (4.2*) feladat megoldásakor két problémánk van még:
1) Induló megengedett megoldás meghatározása
2) A módszer véges ugyan, de csak lokális minimumhoz vezet
[53-ben mindkét problémára igen heurisztikus megoldást java­
solnak :
I. fázis :
Induló megoldás keresése:
a) a hálózat éleihez tetszőleges, de egyenlő hosszt rende­
lünk .
b) az igy kapott metrikában meghatározzuk a legrövidebb Г- 
-megengedett m.c. folyamot
c) Ha erre a folyamra D - £ f.d. > 0  is teljesül, akkor
i=l
F2~megengedett folyamunk van, indulhat a II. fázis.
Ellenkező esetben a folyamot ejtjük, és másik metrikával 
folytatjuk az eljárást az a) lépéstől.
II. fázis - lokális opt.
Az I. fázisból kapott megoldással indulunk.
Az n-ik iteráció főbb lépései:
1) fn+1 = FD © fn
ahol
k=l,...,b} metrikában meghatározott 
legrövidebb folyam
-n+1 az ЭТ{ £П- 1 к 3f
f=fn
2) Ha T (fn + ^ ) • T(fn) , következik az (n + l)-ik iteráció.
Ellenkező esetben lokális minimumhoz értünk, igy а II. 
fázis véget ért.
II. fázis - szuboptimális megoldás
A kapott lokális minimum függ az I. fázis által adott, induló 
megoldástól. Ezért az I. és II. fázist egymás után elég 
sokszor végrehajtjuk, és a véletlen módon generált induló 
megoldásokból kapott lokális minimumok minimumát fogadjuk el 
u.n. szuboptimális megoldásnak.
Az ARPA hálózatban felmerült (A. 2) tipusu feldatban a 
költség-kapacitás függvény diszkrét (lépcsős) függvény volt, 
melyet szakaszonként lineáris függvénnyel közelitettek.
A kapott lokális optimumot ezért még hozzá kéLlett igazitani 
az eredeti költség függvényhez. Ezt úgy végezték, hogy loká­
lisan optimális megoldásban kapott élenkénti C. kapacitás- 
értékeket a lépcsősfüggvény ugráshelyeinek megfelelően meg­
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növelték (a költség két szomszédos ugráshelye közötti 
intervallumban nem változik!), és igy újabb f megoldást 
határoztak meg FD algoritmussal.
Természetesennem állíthatjuk, hogy ez utóbbi megoldás (loká­
lisan) optimális, de nem is definiálhatjuk pontosan, mit 
értsünk lépcsős függvény esetén lokális opitmumon.
C54-ben a szerzők szerint eljárásuk nem rosszabb, mint más, 
hasonló esetben alkalmazott heurisztikus technikák.
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FÜGGELÉK
F. 1. Osztott számitógéphálózatok általános jellemzése
Egy osztott számitógéphálózat funkcionálisan két részből 
áll: a programfeldolgozást végző "erőforrás" számítógépek­
ből és a hozzájuk tartozó helyi és távoli terminálokból, 
valamint az összeköttetést megvalósító adatátviteli háló­
zatból (communication/data network), mely utóbbin - tágabb 
értelemben - nemcsak a technikai berendezé'sécet, hanem minden 
olyan hardware-t, software-t és matematikai módszert értünk, 
melyek az adat-továbbitást hivatottak biztosítani minél na­
gyobb megbízhatósággal és különféle szempontok szerint op­
timális költséggel.
Sematikusan igy ábrázolható egy osztott számitógéphálózat:
1. ábra
Fekete korongokkal és vastag vonalakkal jelöltük az adatátvite­
li hálózat részeit: ennek csomópontjai a kapcsolószámitógépek, 
(switching-computer) élei nagysebességű (50-200 kbit/sec) csator­
nák .
A feldolgozó ("erőforrás") számitógépek (világos négyzetekkel 
jelölve) a kapcsoló számitógépeken keresztül kötődnek az adat- 
átviteli hálózathoz, szintén nagysebességű csatornákkal. A fel­
dolgozó számitógépekhez terminálok (világos körök) is tartozhat­
nak, de egy terminál közvetlen összeköttetésben is állhat az 
adatátviteli hálózattal - "kis"sebességű vonalak segítségével.
A teljes számitógéphálózatban bizonyos csomópontokban üzenetek 
(programok/adatok v. ezek fix hosszúságú része) jelentkeznek 
megadott csomópontban lévő számitógéphez való eljuttatás, abbe­
li feldolgozás céljából. így egy üzenet szempontjából egy cso­
mópont lehet "feladóhely" (ez terminál v. számitóközpont) , 
további tóhely (-kapcsoló számitógép) , és rendeltetési hely 
(számitóközpont).
Az adatátviteli rendszer alapján a hálózat lehet vonalkapcsolt 
(Circuit/line switching ), vagy csomagkapcsolt ( message/packet­
switching )
Vonalkapcsolt hálózatban a kapcsoló számitógépek nem rendelkez­
nek tárolókapacitással, igy egy üzenet eljuttatása a feladó­
helyről a rendeltetési helyre csak úgy lehetséges, ha a két hely 
közötti teljes vonal szabad. A feladóhely egy speciális jelet 
bocsájt ki, amely valamilyen utón eljut a rendeltetési helyre, 
miközben lefoglalja az utat alkotó összes csatornát. Ezután a 
rendeltetési helyről visszajelzés érkezik, s megkezdődhet a 
tényleges üzenettovábbítás. A felhasznált csatornák csak akkor 
szabadulnak fel, amikor a továbbítás teljesen befejeződött, 
függetlenül attól, hogy az adott utón az üzenet melyik csator­
nán tart éppen.
A másik fajta adatátviteli rendszerben minden kapcsoló számitó­
gép képes üzenet-tárolásra. Aszerint, hogy az üzenet egy teljes
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program/adathalmaz, vagy ennek csak fix hosszúságú része(egy 
"csomag"),az angol nyelvű irodalomban "message-switching" ill. 
"packet-switching" elnevezést visel a hálózat, Magyarországon 
a "csomagkapcsolt" név van elterjedőben. ('A csomagokra bontás 
javitja a rendszer karakterisztikáját - megbizhatóságát, gyor­
saságát, stb.)
Csomagkapcsolt hálózatban egy üzenet továbbításához adott idő­
ben csak egy csatorna lefoglalása szükséges. Az üzenet először 
a feladóhelytől a legközelebbi kapcsoló pontig halad, s mikor 
ide teljesen megérkezett, hibaellenőrzés után meghatározzák, 
milyen útvonalon, azaz mely kapcsoló pontokon keresztül halad­
jon a rendeltetési hely felé. Ha két kapcsolópont közti csa­
torna foglalt, az üzenet vár (tárolják), sőt sorbaáll, s ez igy 
folytatódik, mig a rendeltetési helyére nem ér.
E hálózat másik neve, mely működéséről többet árul el: "raktá­
rozd és továbbítsd" - store and forward, röviden S/F - hálózat.
Látjuk tehát, hogy itt az üzenetkezelés több adminisztrációt 
kiván a hálózat minden pontjában, mint a vonalkapcsolásos rend­
szerben, hiszen pl. az üzeneteket el kell látni a feladó- és 
rendeltetési helyre vonatkozó információval, ("header") ami 
- különösen packet-switching esetén - növeli az üzenet hosszt; 
ugyancsak packet-switching esetén a teljes üzenet (message) 
csomagokra bontása, majd a rekonstruálás is többlet feladat, 
óriási előny viszont, hogy a csatornák állandóan továbbításra 
kész állapotban vannak, egy csatornán egymás után haladhatnak 
különböző feladó- és rendeltetési helyű üzenetek.
Nem dönthető el egyértelműen, melyik adatátviteli rendszer 
jobb. Két számitógéphálózat nagyon különbözhet egymástól a 
felhasználók mennyiségi és minőségbeli igényeiben, igy a for­
galom nagyságában, időbeli eloszlásában, stb. Már egyetlen szá­
mitógéphálózat is lehet ebben az értelemben változó jellegű.
Mégis, az eddigi tapasztalatok alapján, nem túl hosszú üzenetek 
esetén csomagkapcsolt hálózatban rövidebb a továbbítási idő, és
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különösen packet-switching esetén megbizhatóbb a rendszer, igy 
jobb a feldolgozást végző számitógép kihasználtsága is. Tehát 
mind a felhasználók, mind az üzemeltetők számára a csomagkapcsolt 
rendszer előnyösebb.
Cs omó pon t ok  A H  ( I ) A B  (  D
2. ábra
Üzenettovábbítás /а/ vonalkapcsolt hálózatban
/b / csomagkapcsolt hálózatban 
/packet switching/
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F.2 NftHÁNY SZŐ AZ ARPA SZÁMÍTÓGÉPHÁLÓZATRÓL
Napjainkban a legnagyobb működő számitógéphálózat az Egyesült 
Államok csaknem egész területét átfogó ARPANET, melyet az Adván 
ced Research Project Agency teremtett meg (többek közt a Szov­
jetunió űrkutatási kísérleteinek hatására ) az USA Nemzetvédel­
mi Minisztériumának megbízásából.
Tervezése 1967-ben kezdődött, és működésének hajnalán, 1969. 
végén 4 kapcsolócsomópontból állt. A fejlődés ütemének érzékel­
tetésére néhány további adat:
1972 szeptemberében 34, egy évvel később 39 kapcsolópont műkö­
dött. 1975. júniusában pedig 57 csomópontból állt az adatátvite 
li hálózat, mintegy 100, földrajzilag igen változatos elhelyez­
kedésű "erőforrás" számitógép ( - Európában és Hawaiban lévő 
számítóközpontok is vannak közöttük - ) összekapcsolását való­
sítva meg.
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Nem célunk részletesen ismertetni a jelenlegi ARP A hálózatot, 
csupán azokat a jellemzőket tekintjük át, melyek a felmerülő ma­
tematikai problémák megértését segitik elő. Az ARPANET-tel fog­
lalkozó irodalom meglehetősen gazdag, magyar nyelven igen jó a 
KFKI "Számitógéphálózatok" c. szemináriumi sorozatában Harangozó 
József ismertetése.
Az ARP A hálózat osztott és csomagkapcsolt. Topológiailag a háló­
zat osztottsága azt jelenti, hogy (az adatátviteli hálózatban) 
bármely két csomópont között legalább két, fizikailag szeparált 
ut létezik. - Az egymástól igen sok tekintetben (gyártó cég, 
specializált software, adatbázis-rendszer) inkompatibilis erő­
forrás számitógépek - közös néven HOST-ok mindegyike 100 kbit/sec 
sebességű vonalon keresztül egy-egy kisteljesítményű kapcsoló­
számitógéppel, az IMP-pel (Interface Message Processor) áll köz­
vetlen összeköttetésben. Az IMP-ek egymással 50 kbit/sec duplex 
csatornákkal kapcsolódnak.
Az ARPANET korai változatában az adatátviteli hálózat Honeywell 
516 tipusu IMP-ekből (12 К /core memória, 0.96 msec ciklusidő) 
és a már emlitett 50 kbit/sec duplex csatornákból állt. 1975-ben 
már két 230.4 kbit/sec vonal is működött Californiában, Hawaival 
50 bit/sec szputnyik valósította meg az összeköttetést. Jelen­
tősebb azonban a kapcsolószámi tógépekben történt változás: a 
rendszer hatékonyságának növelése érdekében meg kellett terem­
teni annak lehetőségét, hogy a felhasználó közvetlenül a háló­
zatba kapcsolódva léphessen összeköttetésbe az általa kiválasz­
tott HOST-tal. Ha a felhasználó a tőle nagy távolságban lévő 
HOST-ot úgy éri el, hogy egy hozzá közeli HOST termináljához 
kapcsolódik, s ez utóbbi HOST közvetiti tovább az eredetileg 
kiválasztott HOST-nak, akkor a HOST-ok egyrészt gyakran csak 
egyszerű továbbitó szerepet töltenek be, tehát kihasználtságuk 
minősége romlik, másrészt a vonalkoordinálást (terminál-karak­
terekből üzenet átalakítás és viszont) kell végezniük, azaz 
munkájuk ésszerűtlenül megnő.
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Ezért egy uj csomóponti számitógéptipust fejlesztettek ki, a 
Terminál IMP-et, vagy röviden TIP-et, mely tehát közvetlen ter­
minál kapcsolatot biztosit az adatátviteli hálózattal.
A TIP-ek Honeywell 316 (28 К /core, 75 usee/character ) kis szá­
mitógépek .
Az ARPA hálózatban előforduló logikai és fizikai összeköttetések 
fajtái: HOST-HOST, terminal-HOST, terminal-TIP, HOST-IMP, TIP-IMP, 
IMP-IMP.
Tekintsük át a HOST-ok közötti üzenetforgalom mechanizmusát:
A feladóhely (HOST, vagy terminal) az üzenetet, a rendeltetési 
helynek megfelelő információval ellátva, saját IMP-jének adja 
át. Az üzenet bitjeinek számát az IMP memóriakapacitása korlá­
tozza: az ARPANET-ben 8063 bit a felső határ. Az IMP hibaellen- 
őrzés után megváltoztatja a feladótól kapott üzenet formátumát, 
sebességét és egyenlő (1008 bit) hosszúságú részekre szabdalja, 
melyeket még "megfejel" a hálózat számára a továbbításhoz szük­
séges információkkal. Így keletkezik a "csomag" (packet). Az 
egyes csomagok egymástól függetlenül jutnak el a rendeltetési 
hely IMP-jéhez, ahol ez az IMP összeállítja az eredeti üzenetet, 
és miután a rendeltetési HOST-hoz továbbította, jelzi a feladó 
HOST-nak az üzenet megérkezését.Csak ezután alakulhat ki újabb 
logikai ut a két HOST között, nehogy az IMP-ben az üzenetek 
összetorlódjanak. A csomaqok az adatátviteli hálózatban IMP-ről 
IMP-re vándorolnak. Az ut minden IMP pontján hibaellenőrzést 
végeznek, s ha egy csomag meqhibásodott, az előző IMP-ben tárolt 
másolat alapján megismétlik a küldést. Természetesen az is elő­
fordulhat, hogy egy vagy t U  csomag "elvész"" a hálózatban 
IMP hiba miatt , ekkor a rl-TMP ezt jelzi a feladónak, és az 
egész üzenet küldését meg. . • ; lik a feladó IMP-jében tárolt má­
solat alapján.
Érdekességként meqemlitjük, hogy eqy IMP a csomagfeldolgozás 
mellett más feladatokat í el Lat:
- ellenőrzi a hálózat áiiapotát (HOST és IMP hibák megállapitása, 
lehetőség szerint korrekció)
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statisztikai adatokat gyűjt (a tervezők számára, módszereik 
helyességének, alkalmazhatóságának ellenőrzéséhez) a követ­
kezőkről :
a várakozó sorok hossza
az üzenetek feladó- és rendeltetési helye 0.5 mp-
ként
a feldolgozott üzenetek száma 
a HOST-okkal lebonyolított forgalom
az üzenetek megérkezésének ideje
10 mpként
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