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Computing with synthetically engineered bacteria is a vibrant and active eld with numerous applications in bio-production, bio-
sensing, and medicine. Motivated by the lack of robustness and by resource limitation inside single cells, distributed approaches
with communication among bacteria have recently gained in interest. In this paper, we focus on the problem of population growth
happening concurrently, and possibly interfering, with the desired bio-computation. Specically, we present a fast protocol in systems
with continuous population growth for the majority consensus problem and prove that it correctly identies the initial majority among
two inputs with high probability if the initial dierence is Ω(√n logn) where n is the total initial population. We also present a fast
protocol that correctly computes the NAND of two inputs with high probability. We demonstrate that combining the NAND gate
protocol with the continuous-growth majority consensus protocol, using the laer as an amplier, it is possible to implement circuits
computing arbitrary Boolean functions.
CCS Concepts: •eory of computation→ Distributed algorithms;
Additional Key Words and Phrases: microbiological circuits, majority consensus, birth-death processes
1 INTRODUCTION
In the past few decades, synthetic biology has laid considerable focus on the re-programming of cells as computing
machines. ey have been engineered to sense a range of inputs (metabolites [32], light [35], oxygen [1], pH [31]) and
process them to produce desired outputs according to dened processing codes (primarily digital [21], but occasionally
analog [7]). Some potential applications of the cellular machines include production of metabolic compounds of inter-
est [25], bio-remediation of toxic environments [37], sensing of disease bio-markers [32], and therapeutic intervention
by targeted eector delivery [1]. Yet, the ability of single cells to reliably process multiple inputs is acutely constrained
by their limited resources.
Adding too many processes into one cell leads to resource-stress and eventually the code is lost due to mutation, a
baseline error mechanism present in all living systems. is has, in part, encouraged the notion of distributing the
computational tasks across multiple cells [27, 36], to reduce resource-stress and improve robustness. e value of
the idea is corroborated by the success of the division of labor seen in multi-cellular organisms that have naturally
evolved from their unicellular ancestors [16, 26]. While task-distribution in cell populations solves some problems, it
immediately leads to other challenges that must be tackled for the successful implementation of any complex distributed
program. Some of these challenges include: the orthogonality/specicity of communication signals, the rate and
bandwidth of communication channels, cellular growth and its eect on signal amplication or dissipation, and eect
of cross-talk between dierent signals.
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In this work we focus on amplication and Boolean function computation in distributed systems whose agents
are duplicating bacteria. A central problem in this seing is to maintain a consistent state of circuit values among
the bacteria, a problem that has been studied in distributed computing for decades in dierent contexts [18]. Starting
from a mathematical computing model, analysis of a system’s behavior has led to correctness proofs and performance
bounds of proposed solutions, also shedding light on how protocol parameters inuence the quality of the outcome.
In distributed systems with biological agents, the cellular behavior is usually expressed in the language of chemical
reaction networks (CRNs). A CRN is dened by a set of reactions, each consuming members of one or several species
and producing members of others at a given rate.
e two most commonly used kinetics for CRNs are deterministic and stochastic approaches. e deterministic
approach models the kinetics of a CRN as systems of ordinary dierential equations (ODEs) with continuous real-valued
concentrations of each species, whereas the stochastic approach models the CRN as a continuous-time Markov chain with
discrete integer-valued counts of each species. While ODE modeling can capture important behavioral characteristics, in
particular expected-value large-population limits, some phenomena can only be explained by stochastic-process kinetics.
In particular, ODE kinetics cannot elucidate the probability of certain population-level events occurring in a system
of two competing species, e.g., the extinction of one species due to a series of random events. e stochastic-process
kinetics of CRNs are much more common in distributed computing, in particular in population protocols [3], where
reactions are restricted to two reactants and two products with constant size populations, but also in computability
results in more general CRNs [33].
Consistent cell states by competition among cells. Competition among species naturally lends itself to solving consensus-
type problems. Angluin et al. [3] analyzed a population protocol with three states: A, B, and blank. Encounters of
opposing species A and B lead to one of them becoming blank, and blank species that encounter a non-blank species
copy its state. e population protocol by Angluin et al. [2] alternates phases of state duplication and cancellation,
separated by a clock signal generated by a dedicated leader species. ese protocols, however, rely on constant size
populations and the laer on a dedicated leader, rendering them impractical for implementations in bacterial cultures.
Birth-death processes track species counts within a population with “birth” and “death” events over time. For each
such population state there are transitions that move from one population state to the other with respect to “birth” and
“death” events. Birth-death processes have been used to model competition, predation, or infection in evolutionary
biology, ecology, genetics, and queueing theory [23, 30].
An early mention of problems requiring a stochastic analysis of two competing species is by Volterra [38] and
Feller [9] although only the growth of a single species is analyzed therein. For an overview of single species birth-death
Markov chains, see, e.g., [5]. Extensions for multiples species, with applications to genetic mutations, are found in the
literature on competition and branching processes [4, 15, 28]. For example, Ridler-Rowe [29] considers a stochastic
process between two competing species. However, the process in that work diers from ours in that death reactions are
A + B A and A + B B , leaving a winner aer an encounter between two competing individuals. e paper
presents an approximation for long-term distributions and bounds the probability that starting from initial A,B sizes,
species A goes extinct. However, the analysis is for initial population sizes approaching innity, only, and assumes
an initial gap between species counts that is linear in the population size. By contrast our analysis holds for nite
population sizes n, and requires a gap of Ω(√n logn), only. A complementary approach for the same asymmetric process
proposed in [11] is to numerically solve a nite size cut-o of the innite linear equation systems.
2
Computation in birth systems. In this work, we introduce and study protocols for birth systems where all species
inherently duplicate. Such protocols are thus dierent from population protocols, which have population sizes that
remain constant over the course of an execution. Further, our protocols do not rely on exact species counts, they are not
leader-based, and they require small and constant state space per cell, lending themselves readily for future biological
implementation.
For simplicity we assume that all duplication reactions of our birth systems have the same rate. We leave the question
of natural selection due to diering growth rates to future work. In particular, we study two protocols within birth
systems.
(i) We introduce the A-B protocol for two species A and B and show that it solves majority consensus with
high probability: If the initial dierence between A and B sizes ∆ grows weakly with the population size n
according to ∆ = Ω(√n logn), then the protocol identies the initial majority with high probability. Since it
amplies the dierence between the two species, we also refer to the A-B protocol as an amplier. Further,
we will show that the protocol reaches consensus in expected constant time. e protocol’s reactions are
deceptively simple. Besides the obligatory birth reactions A 2A and B 2B , it comprises a single
death reaction A + B ∅ .
(ii) We demonstrate how to implement the components of feed-forward Boolean circuits. Each Boolean gate in our
implementation is a Nand gate, followed by an amplier. Note that while we focus on the universal Nand gate
for the sake of a lighter notation, our construction and its analysis holds for any arbitrary two-input Boolean
function. e laer will be important for optimization and follow-up with biological implementations. Signals
between the Nand gates are encoded using two species each, the dierence of which determines whether a
signal is a logical 0, 1, or neither. A Nand gate is a protocol that maps two input signals X and Y to an output
signal Z that is the logical Nand of X and Y .
While Nand gates are used to implement the circuit’s Boolean behavior, the successive ampliers regenerate the
gate’s output signal by amplifying the dierence between the two output signal species. Repeated, successive invocation
of the Nand protocol followed by the amplier protocol for time O(logn), where n is the total initial population, can
nally be used to compute the circuit’s output values layer by layer.
Organization. e rest of the paper is organized as follows: In Section 2, we dene the computational model. In
Section 3, we introduce and analyze our protocol for majority consensus. In Section 4, we dene and analyze the Nand
gate protocol. In Section 5, we present simulations of the A-B protocol as well as a biologically plausible implementation
of the Nand gate with ampliers. Finally, Section 6 concludes the paper by summarizing our results.
2 MODEL
We writeN = {0, 1, . . . },N+ = N \ {0}, andR+0 = [0,∞). When analyzing our protocols, we employ the term “with
high probability” relative to the total initial population. at is, event E happens with high probability if there exists
some c > 0 such that P(E) = 1 −O (1/nc ), where n is the total initial population.
2.1 Chemical Reaction Networks
We use the standard stochastic kinetics for chemical reaction networks. A reader familiar with the model can safely
skip this subsection.
3
A chemical reaction network is described by a set S of species and a set of reactions. A reaction is a triple (r,p,α)
where r,p ∈ NS and α ∈ R+0 . e species with positive count in r are called the reaction’s reactants and this with
positive count in p are called its products. e parameter α is called the reaction’s rate constant. A conguration of a
CRN is simply an element ofNS . A reaction (r,p,α) is applicable to conguration c if r(S) ≤ c(S) for all S ∈ S.
We will write r α p to denote a reaction (r,p,α). For instance, the reaction ({A,B}, {2B,C},α) will simply be
denoted A + B α 2B +C . Here, we used the shorthand notations {A,B} and {2B,C} for functions S → N. For
instance, the notation {2B,C} represents the function p : S → N dened by p(B) = 2, p(C) = 1, and p(S) = 0 for all
other species S < {B,C}.
e stochastic kinetics of a CRN are a continuous-time Markov chain (see a textbook [5] for auxiliary denitions).
Given some volume v ∈ R+0 , which we will normalize to v = 1, the propensity of a reaction (r,p,α) in conguration c
is equal to αv
∏
S ∈S
(c(S )
r(S )
)
, where
(c(S )
r(S )
)
denotes the binomial coecient of c(S) and r(S). e binomial coecient is 1 if
r(S) = 0, i.e., if the species S is not a reactant of the reaction. It is 0 if r(S) > c(S). e propensity of a non-applicable
reaction is thus 0. For example, the propensity of reactionA+B α 2B+C in conguration c is equal to αv ·c(A) ·c(B).
e propensity of A
γ
2A is equal to γv · c(A). e new conguration aer an applicable reaction is equal to
c′ = c − r + p.
We will use the notation Q(x ,y) for the propensity of the transition from state x to state y in a continuous-time
Markov chain. To each continuous-time Markov chain corresponds a discrete-time Markov chain that only keeps track
of the sequence of state changes, but not of their timing. We will write P(x ,y) for the transition probability from state x
to state y in the discrete-time chain. We have the formula P(x ,y) = Q(x ,y)/∑z Q(x , z).
2.2 Birth Systems
A protocol for a birth system, or protocol, with input species I and output species O, for nite, not necessarily disjoint,
sets I and O is a CRN specied as follows. Its set of species S comprises input/output species I ∪ O and a nite set of
internal species L. Further, the protocol denes the initial species counts X0 for internal and output species X ∈ L ∪ O
and a nite set of reactions R on the species in S. For each species X ∈ S, there is a duplication reaction of the form
X
γ
2X . All duplication reactions have the same rate constant γ > 0.
Given a protocol and an initial species count for its inputs, an execution of the protocol is given by the stochastic
process of the CRN with species S, reactions R, and respective initial species counts.
3 MAJORITY CONSENSUS
e A-B protocol is dened for two species, A and B, both of which are inputs and outputs. It contains, apart from the
obligatory duplication reactions, the single reaction of A and B eliminating each other with rate constant δ > 0. e
complete list of reactions of the A-B protocol is thus:
A
γ
2A B
γ
2B A + B δ ∅
We say that consensus is reached if one of the two species becomes extinct. If the initial population counts dier,
we say that majority consensus is reached if consensus is reached and the species that was initially in majority is not
extinct. If the initial counts of both species are equal, then majority consensus is reached when one species is extinct
and the other is not.
We show that the A-B protocol reaches consensus in constant time and majority consensus with high probability.
4
Theorem 1. For initial populationn = A(0)+B(0) and initial gap ∆ = |A(0)−B(0)|, the A-B protocol reaches consensus in
expected timeO(1) and in timeO(logn) with high probability. It reaches majority consensus with probability 1− e−Ω(∆2/n).
From eorem 1 we immediately obtain a bound on the initial gap sucient for majority consensus with high
probability.
Corollary 2. For initial population n and initial gap ∆, if ∆ = Ω
(√
n logn
)
, then the A-B protocol reaches majority
consensus with high probability.
Without duplication reactions, it is obvious that the A-B protocol reaches consensus and that majority consensus is
always reached if the two species have dierent initial population counts. We are thus not only able to show that we
can achieve majority consensus in spite of continual population growth via duplication reactions of all species, but also
that a sub-linear gap in the initial population counts suces. e required initial gap of Ω(√n logn) matches that of
the best protocols without obligatory duplications [3, 6].
We will prove eorem 1 in the following sections; rst the time upper bound, then correctness with high probability.
3.1 Markov-Chain Model
e A-B protocol evolves as a continuous-time Markov chain with state space S = N2. Its state-transition rates are:
Q
((A,B) , (A + 1,B)) = γA
Q
((A,B) , (A,B + 1)) = γB
Q
((A,B) , (A − 1,B − 1)) = δAB
Note that the death transition (A,B) → (A − 1,B − 1) has rate zero if A = 0 or B = 0. Both axes {0} ×N andN × {0}
are absorbing, and so is the state (A,B) = (0, 0). is chain is regular, i.e., its sequence of transition times is unbounded
with probability 1. Indeed, as we will show, the discrete-time chain reaches consensus with probability 1, from which
time on the chain is equal to a linear pure-birth process, which is regular.
e corresponding discrete-time jump chain has the same state space S = N2 and the state-transition probabilities
P
((A,B) , (A + 1,B)) = γA
γ (A + B) + δAB
P
((A,B) , (A,B + 1)) = γB
γ (A + B) + δAB
P
((A,B) , (A − 1,B − 1)) = δAB
γ (A + B) + δAB
if A > 0 or B > 0. e axes as well as state (A,B) = (0, 0) is absorbing, as in the continuous-time chain.
As a convention, we will write X (t) for the state of the continuous-time process X at time t , and Xk for the state of
the discrete-time jump process aer k state transitions. e time to reach consensus is the earliest time T such that
A(T ) = 0 or B(T ) = 0.
3.2 Time to Reach Consensus
In this section we prove the rst part of eorem 1, i.e., the bounds on the time to reach consensus, both in expected time
and with high probability. For that, we will employ a coupling of the A-B protocol Markov chain with a single-species
birth-death process. We show that the A-B protocol reaches consensus when the single-species process reaches its
extinction state and then bound this time in the single-species process. Fig. 1 visualizes the idea of the proof.
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We denote the single-species process by M(t). It is a birth-death chain with state space S = N and transition rates
Q(M,M + 1) = γM and Q(M,M − 1) = δM2. State 0 is absorbing. Note that the death rate δM2 depends quadratically
on the current population M , and not linearly like the birth rate γM . e reason is that we want M(t) to bound the
minimum of the populationsA(t) and B(t) and that the death transition in the A-B protocol is quadratic in this minimum.
We will crucially use the fact that P
(
M(t) = 0)≤ P(A(t) = 0 ∨ B(t) = 0) for all times t . is, together with a bound
on the time until M(t) = 0, then gives a bound on the time until consensus in the A-B protocol chain.
t
0 min{A(t),B(t)} M(t)
M(0) =
min{A(0),B(0)}
Lemma 4
Lemma 6
Lemma 3
t
0 min{A(t),B(t)} M(t)
M(0) =
min{A(0),B(0)}
L mma 4
Lemma 6
Lemma 3
Fig. 1. Idea of the proof: Construction of a continuous-time coupling of the A-B protocol and the single species birth-death M chain.
Stuering steps are mapped to eective steps (Lemma 3). An execution of the coupling process fulfills the deterministic guarantee
min{A(t ), B(t )} ≤ M (t ) for all times t ≥ 0 (Lemma 4). From the coupling it follows that P(M (t ) = 0)≤ P(A(t ) = 0 ∨ B(t ) = 0) for
the uncoupled processes (Lemma 5). The time until consensus then follows from the time until extinction in the M chain (Lemma 6).
Continuous-time coupling. e coupling is dened as follows. For sequences (ξk )k≥1 of i.i.d. (independent and identi-
cally distributed) uniform random variables in the unit interval [0, 1) and (ηk )k≥1 of i.i.d. exponential random variables
with normalized rate 1, we dene the coupled process (A(t),B(t),M(t)) as follows. Initially, M(0) = min{A(0),B(0)}.
For k ≥ 0, the (k + 1)th transition happens aer time ηk/Λ(Ak ,Bk ,Mk ) where Λ(A,B,M) = max{λ(A,B), λ(M)} is the
maximum of the sums of transition rates of the individual chains in states (A,B) and M , respectively, i.e., λ(A,B) =
γ (A + B) + δAB and λ(M) = γM + δM2. e new state (Ak+1,Bk+1,Mk+1) of the coupled chain is then determined by
the following update rules. e state (0, 0, 0) is absorbing. Otherwise, if Ak ≤ Bk , then:
(Ak+1,Bk+1) =

(Ak + 1,Bk ) if ξk+1 ∈
[
0 , γAk
Λ(Ak ,Bk ,Mk )
)
(Ak ,Bk + 1) if ξk+1 ∈
[
γAk
Λ(Ak ,Bk ,Mk ) ,
γAk+γ Bk
Λ(Ak ,Bk ,Mk )
)
(Ak − 1,Bk − 1) if ξk+1 ∈
[
1 − δAkBk
Λ(Ak ,Bk ,Mk ) , 1
)
(Ak ,Bk ) otherwise
(1)
If Ak > Bk then the roles of Ak and Bk in (1) are exchanged. e update rule for Mk+1 is:
Mk+1 =

Mk + 1 if ξk+1 ∈
[
0 , γMk
Λ(Ak ,Bk ,Mk )
)
Mk − 1 if ξk+1 ∈
[
1 − δM
2
k
Λ(Ak ,Bk ,Mk ) , 1
)
Mk otherwise
(2)
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case λ(Ak ,Bk ) > λ(Mk ):
A-B chain
0 1
γAk/Λ γBk/Λ δAkBk/Λ
Ak + 1 Bk + 1
Ak − 1,
Bk − 1
M chain
0 1
γMk/Λ δM2k/Λ
Mk + 1 Mk − 1
case λ(Ak ,Bk ) < λ(Mk ):
0 1
γAk/Λ γBk/Λ δAkBk/Λ
Ak + 1 Bk + 1
Ak − 1,
Bk − 1
0 1
γMk/Λ δM2k/Λ
Mk + 1 Mk − 1
Fig. 2. Continuous-time coupling of the A-B chain and the single-species birth-death M-chain, given that Ak ≤ Bk , with Λ =
Λ(Ak , Bk , Mk ). The intervals for the cases of ξk+1 and their eect on the A-B chain and the M-chain are shown in green and orange,
respectively. Cases that lead to stuering steps are shown in blue. The doed relation between intervals is proven in Lemma 4.
Analysis for time until consensus. Note, that in the coupling “stuering steps” for (Ak ,Bk ) or Mk are possible in
the denition of the coupled process, making the underlying discrete-time jump chains of, e.g., chain (A(t),B(t)) and
the A-B protocol, potentially dier. Indeed, the event (Ak+1,Bk+1) = (Ak ,Bk ) is possible with positive probability
if λ(Ak ,Bk ) < λ(Mk ), and Mk+1 = Mk has positive probability if λ(Mk ) < λ(Ak ,Bk ); see Fig. 2. e following
elementary Lemma 3, however, shows that the continuous-time chain (A(t),B(t)) and the A-B protocol chain have
identical transition rates, and are thus identically distributed. e same holds true for the continuous-time chain M(t)
and the birth-death M chain.
Lemma 3. Let T1,T2, . . . be a sequence of i.i.d. exponential random variables with rate parameter λ and let k be an
independent geometric random variable with success probability p. enT = T1 + · · · +Tk is exponentially distributed with
rate parameter pλ.
Proof. By the law of total probability, for every t ≥ 0, we have
P(T ≤ t) =
∞∑
k=0
p(1 − p)kP(T1 + · · · +Tk+1 ≤ t) =
∞∑
k=0
p(1 − p)ke−λt
∞∑
i=k+1
1
i! (λt)
i
= e−λt
∞∑
i=0
1
i! (λt)
ip
i−1∑
k=0
(1 − p)k = e−λt
∞∑
i=0
1
i! (λt)
i (1 − (1 − p)i )
= e−λt (eλt − e(1−p)λt ) = 1 − e−pλt ,
which is equal to the cumulative distribution function of an exponential random variable with parameter pλ. 
By construction of the coupled process, the single-species birth-death process M(t) indeed dominates the minimum
of the species population counts A(t) and B(t) in the following way:
Lemma 4. In the coupled process, min{A(t),B(t)} ≤ M(t) for all times t ≥ 0.
Proof. Let K be the step number of the discrete-time coupled process such that tK ≤ t < tK+1, where tk is the
time of the kth step. We show by induction that min{Ak ,Bk } ≤ Mk for all k ∈ N. e inequality holds initially, for
k = 0, by denition of the coupled process. Now assume that min{Ak ,Bk } ≤ Mk . Without loss of generality, by
symmetry, assume that Ak ≤ Bk , so that Ak = min{Ak ,Bk } ≤ Mk . en γAk ≤ γMk and thus Ak+1 = Ak + 1 implies
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Mk+1 = Mk + 1 by the denition of the coupling in (1) and (2); see Fig. 2. We distinguish the two cases Ak < Mk and
Ak = Mk .
If Ak < Mk , then the only way to have Ak+1 > Mk+1 is to have Ak+1 = Ak + 1 and Mk+1 = Mk − 1. But this is
impossible since Ak+1 = Ak + 1 implies Mk+1 = Mk + 1.
Otherwise, Ak = Mk . e case is shown in Fig. 3. We have, δM2k = δA
2
k ≤ δAkBk . us Mk+1 = Mk − 1 implies
Ak+1 = Ak − 1 and Bk+1 = Bk − 1. Hence, combined with the above implication which remains true, we have
Ak+1 ≤ Mk+1 in all possible cases for ξk+1. 
since λ(Ak ,Bk ) > λ(Mk ):
A-B chain
0 1
γAk/Λ γBk/Λ δAkBk/Λ
Ak + 1 Bk + 1
Ak − 1,
Bk − 1
M chain
0 1
γMk/Λ δM2k/Λ
Mk + 1 Mk − 1
Fig. 3. The caseAk = Mk in the proof of Lemma 4, withΛ = Λ(Ak , Bk , Mk ). The case’s assumption implies that λ(Ak , Bk ) > λ(Mk ).
The doed relation between intervals is shown in the proof.
Lemma 4 allows to compare the probabilities of extinction in the single-species chain and of consensus in the A-B
protocol chain:
Lemma 5. P(M(t) = 0) ≤ P(A(t) = 0 ∨ B(t) = 0) for all times t ≥ 0.
It thus suces to prove bounds on the time until the population goes extinct in the single-species M chain. For that,
we leverage known results on birth-death processes, which are not applicable to the two-species A-B protocol chain.
Lemma 6. If T denotes the time until extinction in the single-species process M(t), then ET = O(1).
Proof. e birth rate in state M(t) = i is equal to α(i) = iγ and the death rate is equal to β(i) = i2δ . From known
general results on birth-death process [14, p. 149] we obtain, when starting from initial population M(0) = M , that
ET =
M∑
j=1
∞∑
k=j−1
α(j) · · ·α(k)
β(j) · · · β(k) ·
1
β(k + 1) =
M∑
j=1
∞∑
k=j−1
γk−j+1
δk−j+1k!/(j − 1)! ·
1
(k + 1)2δ
Seing α = γ/δ , we have
ET =
1
δ
M∑
j=1
∞∑
k=j−1
αk−j+1 (j − 1)!(k + 1)!(k + 1) =
1
δ
M∑
j=1
(j − 1)!
α j
∞∑
k=j
αk
k!k
=
1
δ
M∑
j=1
(j − 1)!
α j
· α
j
j!j
∞∑
k=j
αk−j
k!/j! · k/j ≤
1
δ
M∑
j=1
(j − 1)!
α j
· α
j
j!j
∞∑
k=j
αk−j
(k − j)!
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since for k ≥ j ≥ 1, it is k!/j! ≥ (k − j)! and k/j ≥ 1. us,
ET ≤ 1
δ
M∑
j=1
(j − 1)!
α j
· α
j
j!j · e
α =
eα
δ
M∑
j=1
1
j2
≤ e
αpi 2
6δ = O(1) .
is concludes the proof. 
Denoting with TAB the earliest time t such that A(t) = 0 or B(t) = 0, and with TM the earliest time t such that
M(t) = 0, Lemma 5 is equivalent toP(TM ≤ t) ≤ P(TAB ≤ t), which, in turn, is equivalent toP(TM > t) ≥ P(TAB > t).
Using the formula ET =
∫ ∞
0 P(T > t)dt , we further have
E(TM ) =
∫ ∞
0
P(TM > t)dt ≥
∫ ∞
0
P(TAB > t)dt = E(TAB ) .
Combining this with Lemma 6, shows that the expected time until consensus in the A-B protocol is also O(1). For the
high-probability result in the rst part of eorem 1, we simply make Θ(logn) consecutive tries to achieve extinction
in an interval of constant time:
Lemma 7. If T denotes the time until extinction in the singles-species process M(t), then there exists a constant C such
that P(T ≤ C log2 n) = 1 −O(1/n).
Proof. Let C1 be the O(1) constant from Lemma 6 and set C = max{2C1, 2}. en, by Markov’s inequality, we have
P(T > C) ≤ C1/C = 1/2. us, the probability of the eventT > C log2 n is dominated by the probability of failing log2 n
consecutive tries with a Bernoulli random variable with parameter p = 1/2. But this probability is 2− log2 n = 1/n. 
A simple combination of Lemmas 5 and 7 completes the proof of the rst part of eorem 1.
3.3 Probability of Reaching Majority Consensus
We now turn to the proof of the second part of eorem 1, i.e., the bound on the probability to achieve majority
consensus. We use a coupling of the A-B protocol chain with a dierent process than for the time bound. Namely we
couple it with two parallel independent Yule processes. A Yule process, also known as a pure birth process, has this
single state-transition rule X → X + 1 with linear transition rate γX . Since we already showed the upper bound on
the time until consensus, it suces to look at the discrete-time jump process. In particular, the coupling we dene is
discrete-time.
Discrete-time coupling. For an i.i.d. sequence (ξk )k≥1 of uniformly distributed random variables in the unit interval
[0, 1), we dene the coupled process (Ak ,Bk ,Xk ,Yk ) by A0 = X0, B0 = Y0, and
(Ak+1,Bk+1) =

(Ak − 1,Bk − 1) if ξk+1 ∈
[
0 , δAkBkγ (Ak+Bk )+δAkBk
)
(Ak + 1,Bk ) if ξk+1 ∈
[
δAkBk
γ (Ak+Bk )+δAkBk , 1 −
γ Bk
γ (Ak+Bk )+δAkBk
)
(Ak ,Bk + 1) if ξk+1 ∈
[
1 − γ Bkγ (Ak+Bk )+δAkBk , 1
)
(Xk+1,Yk+1) =

(Xk ,Yk ) if ξk+1 ∈
[
0 , δAkBkγ (Ak+Bk )+δAkBk
)
(Xk + 1,Yk ) if ξk+1 ∈
[
δAkBk
γ (Ak+Bk )+δAkBk , 1 −
γ (Ak+Bk )
γ (Ak+Bk )+δAkBk ·
Yk
Xk+Yk
)
(Xk ,Yk + 1) if ξk+1 ∈
[
1 − γ (Ak+Bk )γ (Ak+Bk )+δAkBk ·
Yk
Xk+Yk
, 1
)
if max{Ak ,Bk } > 0 and max{Xk ,Yk } > 0. Otherwise the process remains constant. Fig. 4 visualizes the construction.
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A-B chain
0 1
δAkBk/λ(Ak ,Bk ) γAk/λ(Ak ,Bk ) γBk/λ(Ak ,Bk )
Ak − 1,
Bk − 1 Ak + 1 Bk + 1,
Yule processes X, Y
0 1
δAkBk/λ(Ak ,Bk ) (1 − δAkBk/λ(Ak ,Bk )) · XkXk+Yk (1 − δAkBk/λ(Ak ,Bk )) ·
Yk
Xk+Yk
Xk + 1 Yk + 1
Cases in proof
of Lemma 10 (1) (2) (3) (4)
Fig. 4. Discrete-time coupling of A-B chain and two Yule processes X and Y with λ(Ak , Bk ) = γ (Ak + Bk ) + δAkBk . Cases for
ξk+1 that lead to stuering steps are shown in blue. The interval relations indicated by the doed lines are proven by induction in
Lemma 10. The four cases for the induction step are indicated.
Analysis for probability of reaching majority consensus. We start with two simple technical lemmas that we will use
for the comparison of the coupled processes.
Lemma 8. Let a,b,x ,y ∈ R+0 with max{a,b} > 0 and max{x ,y} > 0. en ba+b ≤
y
x+y if and only if bx ≤ ay.
Proof. Multiplying both sides by (a + b) · (x +y), we see that the rst inequality is equivalent to bx + by ≤ ay + by,
which is in turn equivalent to bx ≤ ay. 
Lemma 9. Let a,b,x ,y,m ∈ R+0 with max{a,b} > 0, max{x ,y} > 0, and x ≥ y. If x ≤ a +m and y ≥ b +m,
then ba+b ≤
y
x+y .
Proof. By Lemma 8 it suces to prove bx ≤ ay. From the inequality chain a +m ≥ x ≥ y ≥ b +m we get a ≥ b.
We thus have bx ≤ b(a +m) = ab + bm ≤ ab + am = a(b +m) ≤ ay. 
e crucial property of this coupling is that the initial minority in the A-B process cannot overtake the initial
majority before the initial minority overtakes the initial majority in the parallel Yule processes. We now prove that our
construction indeed has this property.
Lemma 10. If X0 = A0 ≥ B0 = Y0 and Xk ≥ Yk for all 0 ≤ k ≤ K , then Xk − Yk ≤ Ak − Bk for all 0 ≤ k ≤ K .
Proof. We rst show by induction on k that Xk ≤ Ak +mk and Yk ≥ Bk +mk for all 0 ≤ k ≤ K , wheremk is the
number of death reactions up to step k . In the base case k = 0 we even have equality. For the induction step k 7→ k + 1,
we distinguish four cases; see Fig. 4.
(1) ξk+1 ∈
[
0 , δAkBkγ (Ak+Bk )+δAkBk
)
: enmk+1 =mk +1,Ak+1 = Ak −1, Bk+1 = Bk −1,Xk+1 = Xk , andYk+1 = Yk .
Hence,Xk+1 = Xk ≤ Ak +mk = (Ak+1+1)+mk = Ak+1+mk+1 andYk+1 = Yk ≥ Bk +mk = (Bk+1+1)+mk =
Bk+1 +mk+1 by the induction hypothesis.
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(2) ξk+1 ∈
[
δAkBk
γ (Ak+Bk )+δAkBk , 1 −
γ (Ak+Bk )
γ (Ak+Bk )+δAkBk ·
Yk
Xk+Yk
)
: In particular we have
ξk+1 ≤ 1 −
γ (Ak + Bk )
γ (Ak + Bk ) + δAkBk
· Yk
Xk + Yk
≤ 1 − γ (Ak + Bk )
γ (Ak + Bk ) + δAkBk
· Bk
Ak + Bk
= 1 − γBk
γ (Ak + Bk ) + δAkBk
by the induction hypothesis and Lemma 9. is implies the interval relation indicated in Fig. 4.
Hence, mk+1 = mk , Ak+1 = Ak + 1, Bk+1 = Bk , Xk+1 = Xk + 1, and Yk+1 = Yk . But this means
Xk+1 = Xk + 1 ≤ Ak +mk + 1 = (Ak + 1) +mk = Ak+1 +mk+1 and Yk+1 = Yk ≥ Bk +mk = Bk+1 +mk+1 by
the induction hypothesis.
(3) ξk+1 ∈
[
1 − γ (Ak+Bk )γ (Ak+Bk )+δAkBk ·
Yk
Xk+Yk
, 1 − γ Bkγ (Ak+Bk )+δAkBk
)
: We have mk+1 =mk , Ak+1 = Ak + 1, Bk+1 =
Bk , Xk+1 = Xk , and Yk+1 = Yk + 1. But this means Xk+1 = Xk ≤ Xk + 1 ≤ Ak +mk + 1 = (Ak + 1) +mk =
Ak+1 +mk+1 and Yk+1 = Yk + 1 ≥ Yk ≥ Bk +mk = Bk+1 +mk+1 by the induction hypothesis.
(4) ξk+1 ∈
[
1 − γ Bkγ (Ak+Bk )+δAkBk , 1
)
: In particular we have
ξk+1 ≥ 1 −
γBk
γ (Ak + Bk ) + δAkBk
= 1 − γ (Ak + Bk )
γ (Ak + Bk ) + δAkBk
· Bk
Ak + Bk
≥ 1 − γ (Ak + Bk )
γ (Ak + Bk ) + δAkBk
· Yk
Xk + Yk
by the induction hypothesis and Lemma 9. Hence mk+1 = mk , Ak+1 = Ak , Bk+1 = Bk + 1, Xk+1 = Xk , and
Yk+1 = Yk + 1. But this means Xk+1 = Xk ≤ Ak +mk = Ak+1 +mk+1 and Yk+1 = Yk + 1 ≥ Bk +mk + 1 =
(Bk + 1) +mk = Bk+1 +mk+1 by the induction hypothesis.
e lemma now follows via Xk − Yk ≤ (Ak +mk ) − (Bk +mk ) = Ak − Bk .

Lemma 11. If A0 = X0 and B0 = Y0, then P(∃k : Ak = Bk ) ≤ P(∃k : Xk = Yk ).
Proof. By Lemma 10, if k is minimal such that Ak = Bk , then Xk = Yk . 
As dened in the coupling the parallel Yule processes (Xk ,Yk ) can have stuering steps where (Xk+1,Yk+1) = (Xk ,Yk ).
However, this happens only nitely oen almost surely. is allows us to analyze a version of the process (Xk ,Yk )
without stuering steps in the sequel.
Lemma 12. If (X˜k , Y˜k ) is the product of two independent pure-birth processes with X˜0 = X0 and Y˜0 = Y0, then
P(∃k : X˜k = Y˜k ) = P(∃k : Xk = Yk ).
Proof. Lemma 6 implies that there are only nitely many deaths in the coupled chain almost surely. ere are
hence only nitely many stuering steps in (Xk ,Yk ) almost surely. 
By slight abuse of notation, we will use (Xk ,Yk ) to refer to the parallel Yule processes without any stuering steps.
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Two parallel independent Yule processes are known to be related to a beta distribution, which we will use below.
e regularized incomplete beta function Iz (α , β) is dened as
Iz (α , β) =
∫ z
0
tα−1(1 − t)β−1 dt
/ ∫ 1
0
tα−1(1 − t)β−1 dt .
Lemma 13. If X0 > Y0, then P (∃k : Xk = Yk ) = 2 · I1/2(X0,Y0).
Proof. e sequence of ratios XkXk+Yk converges with probability 1 and the limit is distributed according to a beta
distribution with parameters α = X0 and β = Y0 [19, eorem 3.2]. In particular, the probability that the limit is less
than 1/2 is equal to the beta distribution’s cumulative distribution function evaluated at 1/2, i.e., equal to I1/2(X0,Y0).
Because initially we have X0 > Y0, the law of total probability gives:
I1/2(X0,Y0) = P
(
lim
k→∞
Xk
Xk + Yk
<
1
2
)
= P
(
lim
k→∞
Xk
Xk + Yk
<
1
2
 ∃k : Xk = Yk ) ·P (∃k : Xk = Yk )
+P
(
lim
k→∞
Xk
Xk + Yk
<
1
2 ∧ ∀k : Xk > Yk
) (3)
Now, if ∀k : Xk > Yk , then limk XkXk+Yk ≥ 1/2, which shows that the second term in the sum in (3) is zero. Further,
under the condition ∃k : Xk = Yk , it is equiprobable for the limit of XkXk+Yk to be larger or smaller than 1/2 by symmetry
and the strong Markov property. is shows that the right-hand side of (3) is equal to 12 ·P (∃k : Xk = Yk ). But then
P (∃k : Xk = Yk ) = 2 · I1/2(X0,Y0), which concludes the proof. 
We dene the event “B wins” as A eventually becoming extinct. en, we have:
Lemma 14. If A0 > B0, then P (∃k : Ak = Bk ) = 2 ·P(B wins).
Proof. Similarly to the proof of Lemma 13, by the law of total probability, we have:
P (B wins) = P (B wins | ∃k : Ak = Bk ) ·P (∃k : Ak = Bk ) +P (B wins ∧ ∀k : Ak > Bk ) (4)
If ∀k : Ak > Bk , then B cannot win, i.e., the second term in the right-hand side of (4) is zero. Also, by symmetry and the
strong Markov property, it is P (B wins | ∃k : Ak = Bk ) = 1/2. A simple algebraic manipulation now concludes the
proof. 
Combining the previous two lemmas with the coupling, we get an upper bound on the probability that the A-B
protocol fails to reach majority consensus. is upper bound is in terms of the regularized incomplete beta function.
Lemma 15. If A0 ≥ B0, then the A-B protocol fails to reach majority consensus with probability at most I1/2(A0,B0).
Proof. Seing X0 = A0 and Y0 = B0, and combining Lemmas 11, 13, and 14, we get P(B wins) = 12 ·P(∃k : Ak =
Bk ) ≤ 12 ·P(∃k : Xk = Yk ) = I1/2(A0,B0). 
Due to Lemma 15, it only remains to upper-bound the term I1/2(α , β). Lemma 16 provides such a bound.
Lemma 16. Form,∆ ∈ N, it holds that I1/2(m + ∆,m) = exp
(
−Ω
(
∆2
m
))
.
Proof. We have the well-known formula
Iz (a,b) =
a−1∑
j=0
(
a + b − 1
j
)
za+b−1−j (1 − z)j (5)
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for a,b ∈ N with a ≥ b. With z = 1/2, a =m + ∆, and b =m, this implies
I1/2(m + ∆,m) =
1
22m+∆−1
m+∆−1∑
j=0
(
2m + ∆ − 1
j
)
.
e sum of the rst binomial coecients can be upper-bounded (e.g., [17, Proof of eorem 5.3.2]) via
k∑
j=0
(
n
j
)
≤ 2n−1 exp
(
−(n − 2k − 2)
2
4n − 4k − 4
)
. (6)
Seing n = 2m + ∆ − 1 and k =m + ∆ − 1 we get
I1/2(m + ∆,m) ≤
1
2 exp
(
− (∆ + 1)
2
4(m − 1)
)
≤ exp
(
−Ω
(
∆2
m
))
.
is concludes the proof of the lemma. 
Combining the above lemmas proves the second part of eorem 1.
4 BOOLEAN GATES
In terms of circuit design, the A-B protocol can be viewed as a dierential signal amplier. Dierential signaling has
applications in systems that require high resilience to noise, and thus an application for our inherently growing systems
is natural.
In this section we study a protocol that allows to compute the logical Nand of two signals, however with a loss of
signal quality at the output. e A-B protocol is then applied to regenerate the signal, obtaining a clear 0 or 1 with high
probability. Note that the Nand gate protocol is easily generalized to arbitrary two-input Boolean functions, and so is
its analysis.
We start with some notation. A signal is from a nite alphabet Σ = {X ,Y , . . . }. At each time t ≥ 0, a signal X ∈ Σ
has a value x(t) ∈ {0, 1,⊥}. Following a technique from clockless circuit design [22, 34] we encode the value of a signal
as a dual-rail signal in the following way. For each signal X , there are two species X 0 and X 1. Intuitively, for v ∈ {0, 1},
a large count of Xv (t) and a low count of X¬v (t) encodes for x(t) = v . In fact, we will ask for a minimum gap in species
counts between Xv (t) and X¬v (t). If the signal is neither 0 nor 1, we will say that it has value ⊥. We will make the
assumptions on the input signals precise in the sequel, and discuss guarantees on output signals when specifying the
gate input/output behavior.
Let X 0,X 1 be species of a dual-rail encoding of signal X . For convenience we write X (t) for X 0(t) + X 1(t). For
n,∆ ∈ N, we say signal X is initially (n,∆)-correct with value x ∈ {0, 1} if
X (0) ≥ n and X¬x (0) ≤ n − ∆2 . (7)
e initial gap Xx (0) − X¬x (0) of signal X is thus bounded by
Xx (0) − X¬x (0) = Xx (0) + X¬x (0) − 2X¬x (0) ≥ ∆ .
4.1 Dual-Rail Nand Gate
A dual-rail implementation of a Nand gate with input signals A,B and output signal Y is as a protocol with input
species I = {A0,A1,B0,B1}, output species O = {Y 0,Y 1}, and no internal species. Initial counts for outputs that are
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not inputs are Y 0(0) = Y 1(0) = 0. Further, for all a,b ∈ {0, 1} and y = ¬(a ∧ b), the protocol contains a reaction
Aa + Bb α Aa + Bb + Yy ,
where α > 0 is the gate’s rate constant. Since all species are permanently replicating, we further have the obligatory
duplication reactions Ai
γ
2Ai , Bi
γ
2Bi , and Y i
γ
2Y i for i ∈ {0, 1}. Fig. 5 depicts the Nand gate with
the subsequent amplication protocol.
amplify
Y 0
Y 1
A0
A1
B0
B1
Z 0
Z 1
Fig. 5. Dual-rail Nand gate with input signals A and B an output signal Y . Successive amplification of Y to signal Z shown in gray.
In Section 4.2 we will show that the Nand gate ensures the following input-output specication:
Theorem 17. Assume that the Nand gate’s input signals A,B are dual-rail encoded signals, and that they are initially
(n,∆)-correct with values a,b ∈ {0, 1}, respectively, where n ∈ N+ and ∆ ≥ 0.62 · max {A(0),B(0)}. en with high
probability, there exists some time t = O(1) such that Y (t) = n and Yy (t) − Y¬y (t) = Ω(n) for the output signal Y
where y = ¬(a ∧ b) is the correct Nand output based on the initial values a,b of signals A and B, respectively.
4.2 Gate Correctness and Performance
We now turn to the proof of eorem 17. For our analysis we need a bound on the regularized incomplete beta
function I3/4.
Lemma 18. For X ≥ Y , it is I3/4(X ,Y ) ≤ 12 exp
(
− (X−Y+1)24(Y−1) + (X + Y − 1) log 32
)
. In particular, form,∆ ≥ 0,
I3/4(m + ∆,m) ≤
1
2 exp
(
− (∆ + 1)
2
4(m − 1) +
2m + ∆
2
)
.
Proof. Instantiating (5) with z = 34 , a = X and b = Y , we have
I3/4(X ,Y ) =
X−1∑
j=0
(
X + Y − 1
j
) (
3
4
)X+Y−1−j ( 1
4
) j
=
X−1∑
j=0
(
X + Y − 1
j
) (
1
4
)X+Y−1
3X+Y−1−j
=
(
1
4
)X+Y−1 X−1∑
j=0
(
X + Y − 1
j
)
3X+Y−1−j
≤ 3X+Y−1
(
1
4
)X+Y−1 X−1∑
j=0
(
X + Y − 1
j
)
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and from (6) with n = X + Y − 1 and k = X − 1,
≤ 3X+Y−1
(
1
4
)X+Y−1
exp
(
− (X − Y + 1)
2
4(Y − 1)
)
≤ 12
(
3
2
)X+Y−1
exp
(
− (X − Y + 1)
2
4(Y − 1)
)
=
1
2 exp
(
− (X − Y + 1)
2
4(Y − 1) + (X + Y − 1) log
3
2
)
.
e lemma’s second inequality follows from seing X = m + ∆ and Y = m in the above inequality. Assuming that
m,∆ ≥ 0, and noting that log 32 < 12 , we obtain by algebraic manipulation
−(X − Y + 1)
2
4(Y − 1) + (X + Y − 1) log
3
2 ≤ −
(∆ + 1)2
4(m − 1) +
2m + ∆
2 ;
from which the lemma follows. 
e following lemma shows that for z = 3/4, the function (x ,y) 7→ Iz (x ,y) is non-decreasing in (x ,y) along the
discretized line with slope 1/3.
Lemma 19. If X ≥ 3Y ≥ 0, then I3/4(X ,Y ) ≤ I3/4(X + 3,Y + 1).
Proof. We use the two identities,
Iz (α + 1, β) = Iz (α , β) − z
α (1 − z)β Γ(α + β)
Γ(α + 1)Γ(β) (8)
Iz (α , β + 1) = Iz (α , β) + z
α (1 − z)β Γ(α + β)
Γ(α)Γ(β + 1) . (9)
We have,
I3/4(X + 3,Y + 1) − I3/4(X ,Y ) = I3/4(X + 3,Y + 1) − I3/4(X + 2,Y + 1)
+ I3/4(X + 2,Y + 1) − I3/4(X + 1,Y + 1)
+ I3/4(X + 1,Y + 1) − I3/4(X ,Y + 1)
+ I3/4(X ,Y + 1) − I3/4(X ,Y ) .
15
Invoking (8) with α = X + 2 and β = Y + 1 for the rst term, α = X + 1 and β = Y + 1 for the second, and α = X and
β = Y + 1 for the third, as well as (9) with α = X , β = Y for the last term yields
I3/4(X + 3,Y + 1) − I3/4(X ,Y ) = −
(
3
4
)X+2 ( 1
4
)Y+1
Γ(X + Y + 3)
Γ(X + 3)Γ(Y + 1) −
(
3
4
)X+1 ( 1
4
)Y+1
Γ(X + Y + 2)
Γ(X + 2)Γ(Y + 1)
−
(
3
4
)X ( 1
4
)Y+1
Γ(X + Y + 1)
Γ(X + 1)Γ(Y + 1) +
(
3
4
)X ( 1
4
)Y
Γ(X + Y )
Γ(X )Γ(Y + 1)
=
(
3
4
)X ( 1
4
)Y
Γ(X + Y )
Γ(X + 3)Γ(Y + 1) ·
(
X (X + 1)(X + 2) −
(
3
4
)2 1
4 (X + Y )(X + Y + 1)(X + Y + 2)
− 34 ·
1
4 (X + Y )(X + Y + 1)(X + 2) −
1
4 (X + Y )(X + 1)(X + 2)
)
Y ≤X /3≥
(
3
4
)X ( 1
4
)Y
Γ(X + Y )
Γ(X + 3)Γ(Y + 1) ·
1
24 (8X + 11)X ,
which is nonnegative since X ≥ 0. 
We are now in the position to show a lower bound on the probability for a discrete time Yule process with two
species X and Y , that lim
k→∞
Xk/(Xk +Yk ) < 3/4, given that the initial values fulll X0/(X0 +Y0) > 3/4 and that there is
a step ` with X`/(X` + Y`) ≤ 3/4.
Lemma 20. Let X and Y be species from a Yule process. Assume that X0/(X0 + Y0) > 3/4 for the initial values. en
P
(
lim
k→∞
Xk
Xk + Yk
<
3
4
 ∃` : X`
X` + Y`
≤ 34
)
≥ ω (X0,Y0)
where
ω
(
X0,Y0
)
= inf
{
I3/4(x ,y)
x ≥ X0 ∧ y ≥ Y0 + 1 ∧ x ∈ 3y − {0, 1, 2} } .
Moreover, ω
(
X0,Y0
)
> 0.444
Proof. By assumption X0/(X0 + Y0) > 3/4. Let ` ≥ 1 be minimal such that X`/(X` + Y`) ≤ 3/4. By assumption
such an ` exists. By minimality of `, we have
X` ≤ 3Y` and X`−1 > 3Y`−1 .
From the fact that X ,Y follow a Yule process, this can only be the case if Y has increased from step ` − 1 to `, i.e.,
X` = X`−1 ≥ X0 (10)
Y` = Y`−1 + 1 ≥ Y0 + 1 . (11)
us, X` > 3Y` − 3 from which X` ≥ 3Y` − 3 and further,
X` ∈ 3Y` − {0, 1, 2} . (12)
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For a Yule process with species X ′ and Y ′, and arbitrary initial counts X ′0 = x and Y
′
0 = y, we have
P
(
lim
k→∞
X ′k
X ′k + Y
′
k
<
3
4
)
= I3/4(x ,y) . (13)
e rst inequality of the lemma now follows from (10), (11), (12), and (13).
We next show the second inequality of the lemma. For that purpose, we remark that any (x ,y) in
S = {x ≥ X0 ∧ y ≥ Y0 + 1 ∧ x ∈ 3y − {0, 1, 2}}
with X0 ≥ 1 and Y0 ≥ 1 is of the form
s0 +m · (3, 1) where s0 ∈ {(4, 2), (5, 2), (6, 2)} andm ∈ N . (14)
Assume x = 3y − ∆ with ∆ ∈ {0, 1, 2}. Choosing s0 = (6 − ∆, 2) andm = y − 2 ≥ 0, and applying (14) yields
(6 − ∆, 2) + (y − 2) · (3, 1) = (3y − ∆,y) = (x ,y) ,
from which the claim follows.
By repeatedly applying Lemma 19 to an element (x ,y) in S , we have from (14) that
ω(X0,Y0) ≥ min{I3/4(4, 2), I3/4(5, 2), I3/4(6, 2)} = I3/4(6, 2) > 0.444 .
e lemma follows. 
Making use of Lemma 20, we next prove an upper bound on the probability that the two-species discrete-time Yule
process X ,Y , with an initial large majority of X , eventually hits a step where its relative population size drops to 34 or
below.
Lemma 21. Let X and Y be species from a Yule process. Assume that X0X0+Y0 >
3
4 . en
P
(
∃k : Xk
Xk + Yk
≤ 34
)
<
I3/4 (X0,Y0)
0.444 .
Proof. By assumption X0 > 3Y0. Further, we have
I3/4(X0,Y0) = P
(
lim
k→∞
Xk
Xk + Yk
<
3
4
)
= P
(
lim
k→∞
Xk
Xk + Yk
<
3
4
 ∃k : Xk
Xk + Yk
≤ 34
)
· P
(
∃k : Xk
Xk + Yk
≤ 34
)
+P
(
lim
k→∞
Xk
Xk + Yk
<
3
4 ∧ ∀k :
Xk
Xk + Yk
>
3
4
)
Lemma 20
> 0.444 · P
(
∃k : Xk
Xk + Yk
≤ 34
)
.
e lemma follows. 
e following lemma provides a lower bound on the probability that the dual-rail encoding of signals A and B, that
are both initially (n,∆)-correct, for ∆ > n/2, remains separated as their species grow.
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Lemma 22. Let A0,A1 as well as B0,B1 be species of a dual-rail encoding of signals A and B. Assume that each species
follows a Yule processes. If signals A and B are initially (n,∆)-correct with n,∆ ∈ N with ∆ > n2 for some a,b ∈ {0, 1}, then
P
(
∀t ≥ 0 : A
a (t)
A(t) >
3
4 ∧
Bb (t)
B(t) >
3
4
)
≥
(
1 − 12 · 0.444 exp
(
1
2
(
− ∆
2
(n − ∆) + max{A(0),B(0)}
) ))2
. (16)
Proof. By Independence of the two Yule processes, we have
P
(
∀t ≥ 0 : A
a (t)
A(t) >
3
4 ∧
Bb (t)
B(t) >
3
4
)
= P
(
∀t ≥ 0 : A
a (t)
A(t) >
3
4
)
· P
(
∀t ≥ 0 : B
b (t)
B(t) >
3
4
)
. (17)
Further, since A is (n,∆)-correct with ∆ > n2 ,
A(0) = 2Aa (0) − (Aa (0) −A¬a (0)) ⇒
Aa (0) ≥ A(0) + ∆2 ⇒
Aa (0)
A(0) ≥
n + ∆
2n >
3
4 .
By analogous arguments, B
b (0)
B(0) >
3
4 . We may thus apply Lemma 21 twice to (17), obtaining
P
(
∀t ≥ 0 : A
a (t)
A(t) >
3
4 ∧
Bb (t)
B(t) >
3
4
)
>
(
1 − I3/4
(
Aa (0),A¬a (0))
0.444
)
·
(
1 − I3/4
(
Bb (0),B¬b (0))
0.444
)
.
We can now apply Lemma 18 twice: for X = Aa (0) and Y = A¬a (0), and for X = Bb (0) and Y = B¬b (0). For Aa and
A¬a , we further have
−(A
a (0) −A¬a (0) + 1)2
4(A¬a (0) − 1) +
A(0)
2 ≤ −
(Aa (0) −A¬a (0))2
4A¬a (0) +
A(0)
2
(7)≤ − ∆
2
4n−∆2
+
A(0)
2 =
1
2
(
− ∆
2
(n − ∆) +A(0)
)
.
By analogous arguments for Bb and B¬b , the bound in (16) follows. 
We next show in Lemma 23 that when the Nand gates has produced n output species Y 0 and Y 1, a certain gap ∆ > 0
is guaranteed with a probability that depends on n and ∆. However, instead of showing this for the original Nand gate,
we rst prove that the bound holds for an adapted version where Y 0 and Y 1 do not duplicate. We later extend the result
to the original Nand gate in Lemma 24.
Lemma 23. Consider an adapted version of the Nand gate with dual-rail encoded input signals A,B and output signal Y .
In the adapted version, species Y 0 and Y 1 do not duplicate. Further, assume that for some a,b ∈ {0, 1},
∀t ≥ 0 : A
a (t)
A(t) >
3
4 ∧
Bb (t)
B(t) >
3
4 .
en, with y = ¬(a ∧ b) being the correct Boolean output of the gate, for any t ≥ 0 and ∆,n ∈ N with ∆ ≤ n/8,
P
(
Yy (t) − Y¬y (t) > ∆  Y (t) = n) ≥ 1 − exp (− ( n8 − ∆)22n
)
.
Proof. From the assumption on the inputs, we have that the probability of the Nand gate to chose species Aa and
Bb when producing an output species, is at least p =
(
3
4
)2
. Likewise a wrong output is produced with probability at
most 1 − p.
18
Consider the discrete random walk on Z, starting at position D0 = 0, and at step i ≥ 1, incrementing Di−1 by
one with probability p, and decrementing by one with probability 1 − p. It is easy to construct a coupling such that
Dn ≤ Yy (t) − Y¬y (t), given that Y (t) = n.
Let Ii , i ≥ 1, be a sequence of i.i.d. Bernoulli trials with success probability p, and Rn = ∑ni=1 Ii . en Rn follows a
Binomial distribution and 2Rn − n is identically distributed to Dn . us,
P (Dn > ∆) = 1 − P
(
Rn ≤ ∆ + n2
)
= 1 −
∆+n
2∑
i=0
(
n
i
)
pi (1 − p)n−i .
Applying Hoeding’s inequality [12] for sums of Bernoulli trials, we obtain for ∆ ≤ (2p − 1)n = n8 ,
k∑
i=0
(
n
i
)
pi (1 − p)n−i ≤ exp
(
−2 (np − k)
2
n
)
where k = ∆+n2 . us,
P (Dn > ∆) ≥ 1 − exp
©­­«−2
(
np − ∆+n2
)2
n
ª®®¬ = 1 − exp
(
−
( n
8 − ∆
)2
2n
)
.
e lemma follows. 
Lemma 24. Consider theNand gate with dual-rail encoded input signalsA,B and output signalY . If for some a,b ∈ {0, 1},
∀t ≥ 0 : A
a (t)
A(t) >
3
4 ∧
Bb (t)
B(t) >
3
4 ,
A(0) ≥ n, and B(0) ≥ n then, leing y = ¬(a ∧ b) be the correct Boolean output of the gate, with high probability there
exists a t = O(1) such that Yy (t) − Y¬y (t) = Ω(n) and Y (t) = n.
Proof. Consider the variant of the Nand gate from Lemma 23 where Y 0 and Y 1 do not duplicate. Let T > 0 be the
earliest time t when Y (t) = n.
By assumption, for all t ′ ≥ 0, A(t ′) ≥ n and B(t ′) ≥ n. us the gate’s production rate of Y species is at least n2α . It
follows that with high probability T ≤ lognαn .
We will next upper bound the count of species Y that would have been produced if duplication were in place during
time [0,T ]. For that purpose, assume that all Y species generated by the gate during [0,T ] are already produced at
time 0. en, the count of species Y generated by duplication, let us call them Yˆ , follows a single species Yule process
with initial count Yˆ (0) = n. us, Yˆ (T ) follows a negative binomial distribution with success probability p = 1 − e−γT
and r = Yˆ (0), i.e.,
P
(
Yˆ (T ) = k
)
=
(
k − 1
Yˆ (0) − 1
)
e−γT Yˆ (0)
(
1 − e−γT
)k−Yˆ (0)
.
Further, for the expected count of species generated by duplication, minus the initial Yˆ (0) that were generated by the
gate, we have,
E
(
Yˆ (T ) − Yˆ (0)
)
=
r
1 − p − r = Yˆ (0)(e
γT − 1) ≤ n
(
e
γ
α
logn
n − 1
)
.
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We next show that,
E
(
Yˆ (T ) − Yˆ (0)
)
= O(logn) . (18)
Seing д = γ/α , and leing C = дeд , Equation (18) follows from the fact that for all n > 0,
n
(
e
д logn
n − 1
)
≤ C logn ⇔
e
д logn
n ≤ C logn
n
+ 1 .
Substituting z = logn/n, the laer follows from
∀z ∈ [0, 1] : eдz ≤ Cz + 1 . (19)
Inequality (19), follows by observing that it holds for z = 0, and that, by taking the z-derivative on both sides, we obtain
дeдz ≤ C .
which is true for z ∈ [0, 1] by choice of C = дeд ; Equation (18) follows.
Noting that the variance σ 2 = Var
(
Yˆ (T ) − Yˆ (0)
)
of a negative binomial distribution, with r and p as above, is
σ 2 =
E
(
Yˆ (T ) − Yˆ (0)
)
1 − p ,
and seing µ = E(Yˆ (T ) − Yˆ (0)), we next apply Chebyshev’s bound P (|X − µ | ≥ ϵ) ≤ σ 2ϵ 2 .
In particular, the fact that with high probability less than µ + ϵ species of Y are generated by duplication, follows
from
P
(
Yˆ (T ) − Yˆ (0) ≥ µ + ϵ
)
≤ σ
2
ϵ2
≤ 1/n . (20)
Solving for ε gives,
σ 2
ϵ2
≤ 1/n ⇔ ϵ ≥ σ√n ⇔ ϵ ≥
√
nE
(
Yˆ (T ) − Yˆ (0)
)
eγT .
Further, observing that eγT = e
д logn
n = O(1), and using (18), we obtain the existence of a function h(·), such that, if we
choose
ϵ ≥ h(n) = O
(√
n logn
)
,
Inequality (20) is fullled.
us, together with (18), one obtains that with high probability Yˆ (T ) − Yˆ (0) is at most
E
(
Yˆ (T ) − Yˆ (0)
)
+ ε = O
(√
n logn
)
. (21)
Applying Lemma 23 for Y (T ) = n, we obtain a bound on the gap ∆ = Yy (T ) − Y¬y (T ), excluding those generated by
duplication, that holds with high probability. Choosing
∆ =
n
8 −
√
2n logn ,
20
we apply Lemma 23 for n and ∆ ≤ n8 , and obtain
P
(
Yy (t) − Y¬y (t) > ∆  Y (t) = n) ≥ 1 − exp (− ( n8 − ∆)22n
)
. (22)
By choice of ∆,
∆ ≤ n8 −
√
2n logn ⇒(n
8 − ∆
)2 ≥ 2n logn ⇒
exp
(
−
( n
8 − ∆
)2
2n
)
≥ 1
n
⇒
1 − exp
(
−
( n
8 − ∆
)2
2n
)
≥ 1 − 1
n
Together with (22), we have
P
(
Yy (t) − Y¬y (t) > ∆  Y (t) = n) ≥ 1 − 1
n
.
Additionally accounting for the Y species that have been generated by duplication until timeT , by using (21), we obtain
that the gap Yy (T ) − Y¬y (T ) between correct output species Yy and incorrect output species Y¬y at time T in a gate
with duplication, with high probability, fullls
Yy (T ) − Y¬y (T ) ≥ ∆ −
(
Yˆ (T ) − Yˆ (0)
)
= Ω (n) .
e lemma follows. 
We are now in the position to prove eorem 17, showing the correctness of the Nand gate if each of the two
dual-rail input signals has a suciently large gap between its rails.
Proof of Theorem 17. e theorem follows from Lemma 24 if its assumption holds with high probability. e
laer follows from Lemma 22 if the exponent 12
(
− ∆2(n−∆) + max{A(0),B(0)}
)
is in Ω (−max{A(0),B(0)}). We next show
that this is the case.
Let M = max{A(0),B(0)}. From ∆ ≥ µM with µ = 0.62 we have,
− ∆
2
n − ∆ +M ≤ −
µ2M2
M − µM +M ≤ M
(
1 − µ
2
(1 − µ)
)
.
It thus remains to show that
(
1 − µ2(1−µ)
)
< 0. By algebraic manipulation, this is the case if µ ∈
(
1
2 (
√
5 − 1), 1
)
, which is
true by assumption. e theorem follows. 
5 SIMULATIONS
5.1 A-B Protocol Simulations
Simulations corresponding to the A-B protocol complement the theoretical results above. e A-B protocol is simulated
in Fig. 6 for the probability that species A survives, while species B goes extinct. e birth and death rates, γ and δ ,
are both set to 1. e probability that the protocol converges on A is primarily dependent on the dierence in initial
population size A0 − B0. Larger populations are only slightly less sensitive to the dierence: Fig. 6 demonstrates that
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Fig. 6. The probability that species A survives while species B goes extinct is sharply dependent on their initial dierence in population
count A0 − B0. The sharpness of the transition is inversely proportional to initial population size A0 + B0.
Fig. 7. Log-scaled expected convergence time of the A-B protocol is represented by color. Corresponding values are shown on the
adjacent vertical bar. Le: rate constants γ and δ with A0 = B0 = 100. Right: initial populations sizes with γ = 0.01 and δ = 1.
the total population size across two orders of magnitude has a small eect compared to the dierence between species.
Indeed, this behavior qualitatively matches the bound in eorem 1 with −Ω(∆2/n) in the exponent.
e dependence of expected convergence time for the A-B protocol is explored over its reaction rate constants
and initial conditions in Fig. 7. Exponential changes in rate constants yield exponential changes in convergence
time. As expected, the convergence time is more strongly dependent on the death rate constant δ , than the birth rate
constant γ . Convergence time sharply increases if the initial concentrations of the two species A and B are proportional.
e o-diagonal initial concentrations converge faster for larger population sizes since the absolute dierence in
concentrations is larger.
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5.2 In silico Biological Implementation
While the studied model is a simplication, it represents core functions that constitute collective decision-making
among biological species, and is readily adaptable for specic biological applications. If reactions are modied such that
one of the two reactants does not change, the model could represent one-way messaging equivalent to a conjugation
event between a sender and receiver bacterial cell [20]. Similarly, if the messages A and B are coded as free species
diusible between senders and receivers, it could represent communication between bacterial cells using bacteriophage
particles as messages [24].
In this section, we discuss a plausible biological implementation with E. coli bacteria that use conjugation to
communicate. Conjugation is a method of genetic communication in which circular DNA plasmids are transferred
from a sender cell to a receiver cell. An F plasmid allows a cell to be a sender during conjugation. e receiver can
be engineered to express a logical function using the received plasmid and its existing DNA, although the internal
implementation is not detailed for this simulation. A conjugation reaction with a sender S and a receiver R is described
by R + S δ f (R, S) + S , where δ is the conjugation rate constant. Both, the amplier and the Nand gate follow this
scheme. For the amplier, f (R, S) = ∅ and for the Nand gate f (R, S) = Y , where Y is the gate’s corresponding output
species. While with wild-type F plasmids, E. coli are either senders (with F plasmid) or receivers (without F plasmid),
there exist engineered systems that allow the same cell (with F plasmid) to be both a sender and a receiver [8, 20]. Note
that a single cell still cannot act as both the sender and the receiver during a single reaction.
e growth of the E. coli is modeled by a logistic model with a carrying capacity of 109 cells. Reaction rate constants
for duplicationγ = 0.016 and for conjugation δ = 10−11 have been taken from Dimitriu et al. [8]. For our implementation,
amplication of the gate’s inputs and outputs was executed in parallel to the gate’s protocol. e simulations discussed
in the following suggest that sequential execution is not required for correctness and performance, greatly simplifying
the biological design. If all possible gate reactions were used, inputs that lead to Y 1 would be more susceptible to noise
since there are more possible input pairs leading to Y 1 than Y 0 in a Nand gate. is was alleviated by selecting a subset
of all possible gate reactions in which three reactions lead to Y 1 (see (1)–(3) below) and two reactions lead to Y 0 (see
(4)–(5) below).
(1) A1 + B0 A1 + Y 0
(2) A0 + B1 A0 + Y 0
(3) A1 + B1 A1 + Y 0
(4) A0 + B0 A0 + Y 1
(5) A0 + B0 Y 1 + B0
Simulation of our system for the four possible input choices are shown in Fig. 8. For performance with many
individuals, simulations are done using the τ -leaping approximation of stochastic simulation, in which multiple
reactions occur during a dynamic time interval of τ , before updating reaction rates [10, 13]. e initial population size
is set to 5 × 108, the carrying capacity to 1 × 109, and the initial input error to 10% of wrong input species per input.
Despite the low rate of communication from conjugation, the correct output species rapidly out-competes the incorrect
output species for all input choices.
6 CONCLUSIONS
We considered the majority consensus problem with continuous population growth in a stochastic seing, and established
the A-B protocol between two competing species A and B with birth reactions A 2A and B 2B , and death
reaction A + B ∅ . In particular, the input of the A-B protocol are two species A and B with an initial total
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Fig. 8. A biologically plausible implementation of a Nand gate with amplifiers on inputs and outputs. Initial population size is 5× 108,
carrying capacity of 109 cells. Reaction rate constants were set to γ = 0.016 and δ = 10−11 [8]. The output species is shown for each
choice of inputs. The initial input error is 10%. All choices lead to correct, clearly separable outputs within half an hour. Confidence
intervals from 30 sample simulations are smaller than the width of the lines.
population size n = A(0) + B(0) and an initial gap ∆ = |A(0) − B(0)|. We showed that the A-B protocol reaches majority
consensus with high probability if the gap weakly grows with the population size according to ∆ = Ω(√n logn).
Expected convergence time until consensus is constant and in O(logn) with high probability.
We further demonstrated how to use dual-rail gates to implement digital circuits computing arbitrary Boolean
functions. As opposed to thresholds of a single species, dual-rail encoding is particularly useful in our birth systems as
the A-B protocol allows us to amplify and thus regenerate such signals.
As a dual-rail gate implementation, we presented the Nand gate protocol that takes two dual-rail encoded input
signals and produces a corresponding dual-rail output signal. e protocol is simple, an important criterion for follow
up in real-world biological implementations. We proved that, given a suciently large initial gap between the rails of
the input signals, our gate produces the correct output with high probability in O(logn) time, where n is a lower bound
on the initial input population size. In particular, our gate guarantees an output signal gap of Ω(n) if both inputs have a
gap of at least 0.62 times their initial population size. By alternating execution of the Nand gate protocol and the A-B
protocol, layer by layer, we nally arrive at computing the circuit’s outputs.
Simulations show that the qualitative behavior of our protocols matches the behavior expected from the asymptotic
bounds. While the studied A-B protocol and the Nand gate protocol are simplications of biological implementations of
consensus and gate evaluation protocols, we believe that our results give a signpost for future research on the successful
implementation of complex distributed systems such as indirect inter-cellular communication via phages. We discussed
a potential biological implementation based on communication by conjugation among engineered E. coli.
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