Ecuación de dirac en un campo de Minkowski by Gómez Pinzón, Ramiro
UNIVERSIDAD DE PANAMA 
VICERRECTORIA DE INVESTIGACION Y POST-GRADO 
PROGRAMA DE MAESTRIA EN MATEMATICA 
M-1 SIBIUP 
Biblioteca mt Símón &DIÍar 
III 
01113256297 
ECUACION DE DIRAC EN UN CAMPO DE MINKOWSKI 
POR: 
RAMIRO GOMEZ PINZON 
Tesis presentada como uno de los 
requisitos para optar por el Grado de 
Maestro en Ciencias con Especializa-
ción en Matemática. 
Panamá, República de Panamá 
-1986- 
DEDICATORIA 
Esta tesis la dedico con todo cariño a quienes 
tuvieron la suficiente paciencia para conmigo, y 
que en todo momento se constituyeron en apoyo y 
estimulo para que este trabajo fuese una realidad. 
A mi madre María M. Pinzón, 
A mi esposa Elsa Tejada de Gómez 
A mis hijos Guaira, Ramiro, Irishabeb 
Y a mis amigos Julio, Dixiana, José e Inés. 
RAMIRO 
AGRADECIMIENTO 
Deseo expresar en estas lineas mi más 
profundo y eterno agradecimiento a mi 
Profesor Asesor Dr. OSCAR VALDIVIA por sus 
atinados consejos, y sabias enseñanzas 
hasta culminar mis estudio con la presenta 
ción de este trabajo. 
A los Profesores de mis cursos JORGE 
ROJO, AUGUSTO ARRIAGADA, JOSE DEL ROSARIO 
GARRIDO, JULIO ALBERTO VALLARINO, por sus 
esfuerzos y paciencia. 
TABLA DE CONTENIDO 
Página 
INTRODUCCION 	  
CAPITULO 1 
PRELIMINARES GRUPO DE LIE Y SUS ALGEBRAS DE LJE 
Grupos de Lie  	2 
Traslación por la Izquierda (Derecha) de un grupo de Lie  	4 
Algebra de Lie sobre IR  	5 
Campos Vectoriales Invariantes por la Izquierda  	8 
Ejemplos de grupos de Lie y sus Algebras de Lie  	16 
CAPITULO JI 
HAZ FIBRADO PRINCIPAL Y CONEXIONES 
Haz Fibrado Principal  	20 
Secciones de un Haz Fibrado Principal  	29 
Aplicación Exponencial  	34 
Conexiones  	49 
CAPITULO III 
GRUPO TOPOLOGICO DE LORENTZ Y CONEXION DE LEVI-CJVITA 
Preliminares  	61 
Grupo de Lorentz  	64 
Representación Lineal de Grupos  	74 
Conexión de Livi-Civita  	80 
Página 
CAPITULO IV 
ECUACION DE DIRAC 
Introduccion  	93 
Estructura Spin  	93 
Forma Hermitiana Exótica  	94 
Métrica Sobre C  	95 
Lagrangiano  	95 
Lagrangiano de Campos de Electrones Libres  	98 
Ecuación de Lagrange  	100 
Ecuación de Dmrac  	103 
CONCLUSIONES  	104 
REFERENCIA 	  
INTRODUCC ION 
-1- 
Nuestra Tesis: "Ecuación de Dirac en un Campo de Minkowski" se encuen 
tra enmarcada en el área de interacción de la Geometría Diferencial y 
Física Teórica, por esta razón damos una Reseña Histórica de esta inter-
acción. 
El elemento básico de la Geometría Diferencial es el concepto de 
Variedad Diferenciable que proviene históricamente de la Mecánica. El 
primer ejemplo de variedad diferenciable de dimensión infinita está dado 
en la Mecánica Analítica de Lagrange. En estos estudios sobre el espacio 
(espacio-tiempo) de configuración de los sistemas dinámicos aparece implí-
citamente el concepto de variedad diferenciable y otros conceptos geomé-
tricos tratados en términos de coordenadas locales. 
Posteriormente Riemann en su célebre disertación inaugural en la Univer 
sidad de Gottingen: Sobre las Hipótesis que sirven de Fundamento a la  
Geometría, elaboró nuevos conceptos geométricos, algunos de los cuales 
estaban implícitos en los trabajos anteriores y así nació la geometría de 
los espacios de Riemann. El concepto de Tensor que es uno de los instru-
mentos esenciales de la geometría diferencial fue introducido por el 
Cristaldgrafo Voigt. El análisis tensorial desarrollado por Cristoffel en 
el dominio de la matemática pura era formal, pero gracias a los trabajos 
de Ricci y Levi-Civita de 1900 se inician las aplicaciones a la dinámica 
clásica, Elasticidad y a la teoría de los medios anisotrópicos. 
En la memoria de Ricci y Levi-Civita están incluidos los conceptos 
modernos de la geometría. Así por ejemplo del punto de vista de la Geome-
tría Riemanniana y de las aplicaciones físicas,ya se encuentra perfectamen 
te desarrollada gran parte de los conceptos fundamentales, y así es posi-
ble traducir la dinámica analítica del sistema mecánico en término de una 
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geometría refinada. El estudio del movimiento de tal sistema conduce al 
estudio del movimiento de un punto en una variedad o espacio de Riemann 
donde la variedad es el espacio de configuración y la métrica esta dada 
por la energía cinética. 
La aparición de la teoría de la relatividad general dió impulso al 
desarrollo de la geometría diferencial, así por ejemplo permitió generali-
zar la condición definida positiva para un producto interno al concepto 
de no degenerada para transformaciones bilineales. Por otra parte Levi-
Civita y simultáneamente Schouten descubrieron la noción de paralelismo 
en un espacio de Riemann. 
Los físicos de la época de Levi-Civita estudiando el campo electromag 
nético construyeron la teoría de la relatividad restringida y se interesa-
ron en el estudio del espacio-tiempo de Minkowski con su métrica indefini 
da. En el dominio de la teoría de la relatividad general, que es esencial-
mente una teoría relativista de la gravitación, no interviene en forma 
natural el campo electromagnético , sino artificialmente desde el exterior. 
Por esta razón la física te6rica trato de descubrir una teoría de campo 
unificado, iniciando con el desarrollo de una teoría que permitiera la 
unificación de los campos gravitacionales y electromagnético en un único 
hiper campo que contuviera una estructura geométrica para el universo. 
Hermann Weyl desarrolló en 1919 el primer ensayo de esa tal teoría. 
En este trabajo de Wey1 aparecen espacios que hoy conocemos como espacios 
de Weyl,y aparece el espacio de Eddington, que es el primer ejemplo de un 
espacio con conexión afín. 
Todos estos nuevos conceptos impulsaron el desarrollo de la geometría 
diferencial, pero estas construcciones importantes aparecieron aisladas 
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entre sí hasta que en 1922 Elle Cartan realiza una síntesis introduciendo 
los "espacios generalizados que en la física matemática conduce al estudio 
de los Campos de Calibración. 
En las investigaciones de Elie Cartan sobre las representaciones irre-
ducibles del grupo ortogonal aparece un nuevo objeto geométrico diferente 
del tensor, este es el Concepto de Spinor que Dirac utiliza en la física 
teórica. 
El concepto de espacio fibrado fue desarrollado sistemáticamente por 
Ehresmamn y por Whitney entre 1937-1939. Posteriormente utilizando estos 
trabajos se introdujeron las conexiones sobre un fibrado principal. 
Hemos organizado la tesis en cuatro capítulos. 
En el Capitulo 1 se revisan los conceptos de Grupo de Lie, Algebra 
de Lie, y se establece el teorema 4.2 que da un isomorfismo entre el 
álgebra de Lie constituido por todos los campos vectoriales invariante por 
la izquierda de un grupo de Lie con el corchete de Lie y el espacio tangen-
te en el elemento neutro del grupo de Lie dado. 
En el Capítulo II estudiamos el Haz Fibrado Principal, y demostramos 
el teorema 3.24 Que establece que la aplicación exponencial del espacio 
tangente del grupo de Lie en el elemento neutro al grupo de Lie es un 
difeomorfismo local. 
Se estudian también las conexiones asociadas a un Haz Fibrado Principal. 
En el teorema 4.5 se prueba que son equivalentes las tres definiciones 
introducidas. 
En el Capítulo III se estudia el grupo de Lorentz, estableciendo en 
las proposiciones 2.3, 2.4 que el grupo de Lorentz es un grupo topológico 
con cuatro componentes conexas. 
- iv.- 
Luego en la proposición 2.9 se construye un homomorfismo /\ del grupo 
SL(2C) de las matrices complejas de orden 2 con determinante uno sobre la 
Componente Conexa I?. del grupo topológico de Lorentz. 
Se prueba que el conjunto (r,$) de los automorfismos deIR que preser-
van el producto escalar de índice (r,$) es un grupo de Lie, y se determina 
su álgebra de Lie. 
En el teorema 4.17 se le asocia a una variedad diferenciable M un Haz 
Fibrado Principal (F(M),1T , M, 	(r,$)) con grupo estructural (r,$). 
En el Teorema 4.23 se establece que existe una única conexión en F(M) 
con forma torsión nula. A está conexión llamamos conexión de Levi-Civita. 
Finalmente en el Capitulo IV se estudian la variedad de Minkowski, 
estructura 5pm, Lagrangiano. El Teorema 5.1 prueba que dada una estructu-
ra Spiri )\ de S(M) en F(M) y una conexión de Levi-Civita 0 sobre F0 (M) 
esta asociada una conexión 0 sobre S(M). 
En el Teorema 6.2 se define una función L, del espacio 1-Jets 
J(S(M),C4) en IR, y se prueba que es un Lagrangiano; luego se calcula su 
ecuación de Lagrange en el teorema 7.6. Finalmente se prueba que para un 
campo de electrones libres la ecuación de Lagrange se reduce a la ecuación 
de Dirac. (Teorema 8.5). 
CAPITULO 1 
PRELIMINARES, GRUPO DE LIE Y SUS ALGEBRAS DE LIE 
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1.- GRUPOS DE LIE. 
Definición 1.1: 
Una variedad diferenciable G con una estructura de grupo "." es 
un grupo de Líe si y solo si las dos estructuras (la diferenciable y la 
de grupo) son compatibles. 
Es decir la aplicación 
GxG 
(g,h) 	 g.h 1 
es diferenciable de clase C. 
Proposición 1.2: 
Sea 6 un grupo de Lie, entonces: 
a) La aplicación 	: G 	- 6 dada por 
VgG, 	'(g) = g 	es diferenciable. 
b) La aplicación m: GxG 	 6 dada por 
V(g,h) € GxG, m(g,h) 	g.h es diferenciable. 
Demostración: 
Diremos que V es diferenciable si logramos expresarla como la 
composición de dos aplicaciones diferenciables; en efecto: 
Como 6 es un grupo de Lie, entonces tiene un elemento neutro; sea e 
.G dicho elemento luego: 
const x id. 
	
a) 6 	 .r.(e}x 6 	GxG 	---- 6 
dif. 	 dif.  g 	-_..(e,g) 	-.,  	e.g 	= g 
De la misma manera vemos que ni es diferenciable, puesto que 
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(9,h) -.--__ g,h ) g • h 
Proposición 1.3: 
Sea G una variedad diferenciable, con estructura de grupo II•II  tal 
que valen a) y b) de la proposición 1. entonces G es un grupo de Lie. 
Demostración: 
Sabemos que las aplicaciones'y m en a) y b) son diferenciables, 
luego veremos que la aplicación (*) es la composición de Z7con m y por lo 
tanto G es un grupo de Lie. En efecto: 




(g,h1 	dif. 	-1 (g,h) 
Corolario 1.4: 
Sea G una variedad diferenciable Con estructura de grupo 'e." en- 
tonces G es un grupo de Lie si y solo si las aplicaciones v y m son dife- 
renciables. 
1.5 Ejemplos de Grupos de Lie. 
5.a Í' es un grupo de Lie respecto a la adición vectorial. 








* 	 * 
c 
g ------_ - ( g) = g -1 
son diferenciables. 
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5.c 5' 	{ zC ¡Izi z.. i) con la multiplicación inducida de tt es un grupo 
de Lie. 
5.d Gl(n, IR) es una variedad diferenciable, introducimos una estructura 
de grupo (con la multiplicación de matrices). (GL(n, IR),.) es un grupo. 
m: Gl(n, IR) x Gl(n, IR) 	-- Gl(n, IR) 
(A,B) - 	----..-ni(A,B) = A.í3 es diferenciable. 
G1 (n, IR) 	 I> Gl(n, IR) 
A -------'-(A) = A 1 es diferenciable. 
luego Gl(n, IR) es un grupo de Lie. 
5.e 	Sea IR* = IR,-, lo} , 1K 	IR, 1K es una variedad diferenciable. 
Introducimos una estructura de grupo compatible con la estructura diferen-
ciable. 
m: lKx 1K 	 1K 
(s,t) , (s1  ,t1  ) ) ------- 	m( (s,t) , (s1  ,t1  ) )= (s.s1  ,s.t1+t) 
luego ([K,-) es un grupo cuyo elemento identidad es (1,0), entonces 1K es 
un grupo de Lie. A este grupo llamamos el grupo de movimientos afines de 
IR. 
5.f 	Sea IL 	G1 (n, IR)x IRn,  en IL definimos ni: Lx IL 	'- IL dada por 
rn((A,v),(A1 ,v1 )) 	(A.A1 ,Av1-i-v), se comprueba que (IL,-) es un grupo, y es 
compatible con la estructura de variedad. A este grupo, que es un grupo 
de Lie, lo llamamos grupo de movimientos afines de 1Ra. 
2.- 	Traslación por la Izquierda (Derecha) de un Grupo de Lie G. 
Dado a€ G definimos l, R a : G 	 por: 
€G1(g) = a.g; R(g) = ga. A estas aplicaciones, 'a' R  las llamamos 




Las aplicaciones 'a' R  son difeomorfismos para todo a GG. 
Demostración: 
1. Verificaremos que M alles diferenciable, en efecto: 
G const x id. 	
{a} x GGxG 	  G 
dif. 	 dif. 
g _-  ( a , g ) --------_ a.g = l() 
2. Comprobemos que 1a1 es la inversa de 
'a' 
 en efecto: 
(1a01a1)(g) = l(l-1)(g) = I(ag) = a(a 1 g) = (aa)g = eg = g 
id 
G5 
1 	o l)(g) 	l a 
 1(1 a (g)) 	11(ag) 	a 1(ag) 	(a 1a)g - eg 
- g 	idG. 
por lo tanto 11 = 
además 
'a  o l-l)() - g 
	id   es diferencíable, por consiguiente 
es difeomorfismo. 
En forma analoga demostramos que R   es diferenciable. 
3.- ALGEBRA DE LIE SOBRE IR. 
Un espacio vectorial real -j es un álgebra de Lie sobre P, si 
existe una aplicación bilineal (llamada corchete de Lie). 
(x y) 	.[,J(X,v)=[X,Y] 
tal que VX,Y,Z € 	se tiene. 
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1. [x,v] - - [v,x] 	antisimétrica. 
2. [[x,v] 	z] + [[v,z] , x] + [[z,x] , 	= 	identidad de Jacobi. 
Observación 3.1: 
Sea M una variedad diferenciable. Sabemos que el conjunto de todas 
las secciones del haz fibrado (TM,TÍ,M) que denotamos con r(M,TM) tiene 
estructura de espacio vectorial. 
Proposición 3.2: 
La aplicación [, ] : fl(M,TM) x r (M,TM) 	- fl(M,TM) definida 
por 	X,Y e fl(M,TM), [Xv]f 	X(Yf) - Y(Xf) es bilineal, antisimétrica 
y satisface la identidad de Jacobi. 
Demostración: 
Vpe M,VX,Y e (M, TM) V 	tenemos que: 
1. [1 es bihneal, esto es: 
[x+Yz]f = (X+Y)(Zf)_Z((X+Y)f) 
= x(Zf) + Y(Zf) - Z(xf) - z(Yf) 
= x(Zf) - Z(Xf) + Y(Zf) - Z(Yf) 
= [xzjf + [vz]f. 
En forma análoga se demuestra para [x,Y+Z]f. 
2. 
[ ,] es antisimétrica; esto es: 
[xvJ f = x(vf) - Y(xf) 
-(Y(xf) - X(Yf)) 
= - [,x] f 
x(Y'(Zf)) - 	 - Z(x'f)) + 




f)) - x (01) -z (v')) - x (çÇ{ )) + p 
_y(zÇfl) + YpÇ'f)) 	€1 
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3. [,] satisface la identidad de Jacobi; esto es: 
[[x,] Z]f+ [[v,zj , x]f + [[z,x] , 	f 
En efecto: 
[[x,] 	z]f = [xv](xf) - z([x,v]f) 
x(Y(Zf)) - Y(X(Zf)) - Z([XYJ f) 
Pero tenemos que 
[x, Y] f)(p) 	[x,] p f 
x(Yf) - Y(Xf) 
X(Yf)(p) - Y(Xf)(p) 
= (X(Yf) - Y(Xf))(p) 
luego 
[x,] f = x(Yf)-Y(xf) y as¡ tenemos que 
Z([xv]f) = Z(X(Yf)-Y(xf)) - Z(X(vf))-Z(v(xf)) de donde vemos que 
[[x,v Zjf X(Y(Zf))-Y(X(Zf))-Z(x(vf))+z(v(xfl) 
[[Y,zj,Xjf 	Y(Z(Xf))-Z(Y(Xf)) - X(Y(Zf)) + x(Z(Yf)) 
[[zx]vjf - Z(X(Yf)) - X(Z(Yf)) - Y(Z(xf)) + Y(x(zf)) 
Ahora sumando tenemos. 
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4.- CAMPOS VECTORIALES iNVARIANTES POR LA IZQUIERDA. 
Definición 4.1: 
Un campo vectorial X:G 	 TG (no necesariamente diferen- 
dable) es invariante por la izquierda si y solo si para todo a€G se tiene 











es conmutativo o sea dia  o X - X o 'a 
Teorema 4.2: 
Sea G un grupo de Lie y -j  el conjunto de todos los campos inva-
riantes por la izquierda, entonces: 
a) j es un espacio vectorial sobre IR y 
TG 
definida por c(x) - x  es un isomorfismo de espacios vectoriales, por 
consiguiente dimi - dim T 
e 
 G = dim G. 
b) Todo elemento de lb es diferenciable. 
c) El corchete de Lie de todo par de elementos de - también pertene-
ce a -'j 




a) Observemos que si tenemos un campo vectorial X invariante por 
la izquierda sobre 	 Ademas para cada a,geG. 
Xag - X(ag) = X(l 8(g)) 	(x o 'a'a  o X)(g) - dl(X(g)) = dla (Xg) 
Ahora Yt e IR; X,Ye 	; ge G definimos 
(x+Y)(g) ^ X(g) + Y(g) 
(t.X)(g)= t(X(g)) 
Ahora veremos que (X+Y) es invariante por la izquierda esto es que: 
(X+Y)(ag) = X(ag) + Y(ag) = x(1 8(g)) + Y(l8(g)) = (X o l)(g) + (Y 
- (dl o X)(g)) + (di 	o Y)(g) = dla(X (g)) + dl (Y (g)) = 
- d1 8(X(g)) + Y(g)) 
= dla(X+Y)(g) 
luego (,+ ,.) es un espacio vectorial sobre IR 
Probaremos ahora que o es un isomorfismo, o sea que 
- 	T e G 
x —-------o(x) - X(e) es: 
1. Lineal. 
En efecto Vx,Yc j , Vt,s 
o((tX + sY) = (tX + sY)(e) = (tX)(e) + (sY)(e) = t(X(e)) + s(Y(e)) 
= to(X) + sc(Y). 
-lo- 
2. lnyectiva. 
En efecto; sea o< (X) =o((Y), luego Va€G 
X(a) = X(a.e) = X(la(e)) z. (X o la)(e) = (dia o X)(e) = dla(X(e)) = dla(Y(e)) 
= 	
11a o Y)(e) 	(Y o la: 	Y(l(e)) = Y(a.e) 	Y(a) 
luego cK es inyectiva. 
3. Suryectiva. 
Sabemos que (di a) : T e G 	
TG es lineal, dado que 
1a() = a.e z a. De la observación de a) tenernos que: 
Un campo vectorial X:G 	- Ob  TG es invariante por la izquierda 
si y solo si Va, gG se tiene que 
X ag =dl a(X g ) 
Aflora bien: Sea U€.Te(3 fijo, luego VaeG 
(dl a e 
) :T e G 	 T a G 
u 
Definimos una aplicación X:G 	 - TG por 
X(a) = (dl a)(e)(u) 
y veamos que X es un campo vectorial invariante por la izquierda; en efec-
to: 
X(ag) = (dlag)(e)(u) = d(la o l)(e)(u) = dla(dlg(U)) = dl(X()) 
Ahora tenemos que o((X) = X(e) = (dle)(e)(u) = u por lo tanto « es suryec 
tiva,.y asi resultabc un isomorfismo luego dim= dim T e 
 G = dim G. 
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b) Para probar que X€ 	es diferenciabie, hay que probar que 
vf c L 	((a), Xf -. C 	en efecto: 
Sea Xe 	, fe & (G) luego YaeG tenemos que 
(Xf)(a) 	X(a)f = X(a.e)f = x 	f 	di (X f) def. 	(f o 1 ). ae a e 	dif. e a 
Definimos ahora 	: 6 -- 	-- 	II 
a ----.f'(a) = Xe(f o 'a 
Demostremos que P es composición de tres funciones diferenciables. 
Sean 	'f: GxG - 	-- 6 
a.g 
6 	 GxG 
e 
a - -.. 	,.L5 (a) = (a,e) 
2 6  	GxG 
g 	 (e, g) 
Sea Y un & campo vectorial sobre G, con la condición que X(e) = 
con Y podemos construir el campo vectorial (Q,Y), donde (cP,Y) es un 
campo vectorial sobre GxG, dado por (,Y): GxG 	 ~ GxG 
(a, g) 	 (19  
Además tenemos que 
GxG 	 - G 	— 
asi que el campo vectorial (,Y), actua sobre (fop) y tenemos que 
(,V)(f 0fl6 C°  (GxG) 
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11  
___ e ,..GxG 	  





((9,Y)(f oLP) o k )(a) = ?(a) 
En efecto: 
((,Y)(f o) o 1  )(a) = ((o,Y)(f o'P)) u(a) = (,Y)(f oP)(a,e) 
of) =9aC oteo 
	OTO L) 
= 'e 	o(fo t) = Xe 	
t. (f oo 
Peo i)(g) =(a,g) = a.g = l(g)J 
= Xe(f ° 
?(a) 
luego Xfe.cf°(G). 
c) 	Recordemos que YgG, Vf é= C00 (G), X, Y campos vectoriales sobre G 
tenemos que. 
[X,Y]9 f = X9(Yf) - Yg(Xf) 
di 
TÇGTG 	a 	- TG 
x,y [x,vj 	x,y [x,v] 
a,g.G 	a 	~ G — .'iR 
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además la regla de cálculo 
((dia o Y)f)(g) = Yg(f 0 
'a 
	 Y': G 	a- IR 
g_--4.-Yf(g) Ygf 
Ahora bien cuando X,Y son campos vectoriales invariantes por la iz-
quierda,tenemos que ver también que el corchete de Lie es un campo vecto-
rial invariante por la izquierda, esto es que: 
d1  o [x,Y] - [x,Y] ° 'a 
En efecto: 
	
((dia o [x,Y])f)(g) 	(dia  o [x,Y]) f g 
(dia o[X,Y] 9)f - (dla)(XYI g)f dif 
def.. (XY)g(f 
X (Y(f al )) - y (X(f o 1)) g 	a 	g 	a 
Xg((dla a Y)f) - Y g 
 ((di 
 a 
 O X)f) 
como ((di a 	g 
o Y)f) = (Y o 1 a 
	 a 	ag 
)f y además (Yf o 1 )(g) - Y f 
(dla Y)f 	((Y 0 'a  )f)(g) luego 
(Yf o la) =(y o 'a 
	
y por lo tanto 
Xg (dl  a  o Y)f - Yg(dla  o x)f = Xg(Yf O 1a - Y
g(Xf O 
- ((dla o X)Yf)(g) - ((dia  o Y)Xf)(g) 
dla(Xg(Yf)) - dla(Yg(Xf)) 
Xag(Yf) - Yag(Xf) 
= [x,J f 
ag 
= [X,Y]o 1a 
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d) (j,[,])  es un álgebra de Lie. 
En efecto: 
1. Vx,ye, tenemos que [x,v]€, esto es por parte (c). 
2. [ ] es antisimétrica y satisface la identidad de Jacobi esto es, 
por la proposición 3.2 por lo tanto 	es un álgebra de Lie. 
Definición 4.3: 
Sea Gun grupo de Lie, al conjunto Já de todos los campos vectoriales 
invariantes por la izquierda que por el teorema 4.2 anterior tiene estruc 
tura de álgebra de Lie, llamamos álgebra de Lie del grupo G. 
Corolario 4.4: 
El espacio tangente a G en el elemento identidad "e",TeG.  tiene estruc 
tura de álgebra de Lie inducida por el isomorfismo 
Demostración:  
Puesto que 	: 	 T 
e 
 G es un isomorfismo de espacios vectoria- 
les, dado por 	(x) = x(e) y además sabemos que (S, [,] ) es un álgebra 
de Lie. 
Queremos dotar de estructura de álgebra a TeG  de manera que « sea un 
isomorfismo de algebras. 
Esto es: 
Sean X(e), Y(e) e TeG  luego 
x(e), Y(e)] 
def. o{x,Yj) = [X,Y](e). 
además, 
1. 	[j en T 
e 
 G es bilineal, o sea: 
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Lxe + Y(e), Z(e)j - o<( [x+Y,zJ) = Dç( [x,z] + [Y,zJ) 	c([x,zJ)+c(LY,zJ) 




oç(rX,Y1) -o«-[Y,X]) - -c([Y,X]) = -[Y(e),X(e)] 
3. Identidad de Jacobi. 
[[X(e), Y(e)J , Z(e)j +[[Y(e), Z(e 	X(e)] + [[Z(e), X(e)] , Y(e 	=0 
3.a 	[[X(e), Y(e)j , Z(e] 	cX([[X,YJ ,z] ) - o {(XoY - Yox)o z 
-Zo (XoY - YoX) 	= 	(X0Y0Z 	Y0X0Z - Z0XoY + Z0Y0X) 
= G(XoYoZ) - 0((Y0X0Z) - 	c(ZoXoY) + c'( (Z0YoX). 
3.b 	[[Y(e), Z(e)] , X(ej =c( [[Y, Z] , x]) = t([Y,Z]OX_XO [v,z]) 
{(YoZ - ZoY)o X-XO(YnZ - ZoY) 
(yoZoX - Z0YoX - X0YoZ + XoZY) 
=0((YoZ0X) .-1(ZoY0X) -c((X0Y0Z) +(XoZoY) 
3.c [(e), X(e, Y(e] =([[z,xj Y]) -t(([Z,Xjo y - Yo[Z,X]) 
=c(ZoX - X0Z)0Y - Yo(ZoX - X0Z)} 
=o((Z0X0Y) -a(XoZoY) -cç(YoZoX) +(YoXoZ) 
así 
-y 	z) - 	gt) + 	+ 	- c((Z 	X) 
-ciZ) 	CK. 	+ (zo ) - y) _o(t<Y) +o((Y94) = O 
Observación 4.5: 
Al álgebra de Lie dada por el corolario4.4 llamamos también álgebra 
de Lie del grupo G. 
Observación 4.6. 
Todo espacio vectorial real y de dimensión finita admite en forma natu 
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ral una estructura diferenciable. 
En efecto; si {e.} es una base de y, entonces los elementos de la base 
dual 	17 i) son las funciones coordenadas de un sistema global de coordena- 
das sobre V. 
Tal sistema global determina una estructura diferenciable sobre V. 
Para cada p E V, existe una identificación natural del espacio tangente 
T y con V mediante 
q»_>  a.e. 
p 
si T(t) es una curva diferenciable en y entonces 
hm g(t) - 0— (t0 ) 
t-I- to 	t_to  
5.- EJEMPLOS DE GRUPOS DE LIE Y SUS ALGEBRAS DE LIE. 
5.1 ( R,+) es un grupo de Lie. 
Los campos vectoriales invariantes por la izquierda, son los 
campos vectoriales constantes { k(--): \eIR . El corchete de Lie de 
dos de tales campos vectoriales es Q 
5.2 "Grupo lineal General'. El conjunto M(n, IR) de todas las nxn 
matrices reales es un espacio vectorial de dimensión n2 , con suma y multi-
plicación por escalares. Definiendo [Ajj = AB-BA. M(n, IR) es un 
álgebra de Lie. 
El grupo lineal general Gl(n, IR) tiene su estructura diferenciable 
como subconjunto abierto de M(n, IR) donde la función determinante no se 
anula, y es un grupo de Lie bajo la multiplicación de matrices. 
Sea X 
ij 
 la función coordenada global sobre M(n, IR) que asocia a cada 
matriz su ij-elemento. Entonces si 0 , 	GL(n, 	), X..( ÇT,?
1
) es una 
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función racional de 	 ' ti(') } con denominador diferente de cero, 
lo que demuestra que la aplicación () 	
--- 	
es 
Ahora sea t el álgebra de Lie de Gl(n, (R). Sea 
c: TeM(n,  (R) 	' 	M(n, ER) la identificación canonica del espacio 
tangente a M(m, iR) en la matriz identidad "ea' con M(n, (R). Luego para 
VeTM(n, R): 
i) 0.(v)1 	= v(X..) 
Luego como TeGI(n,  ) = TeM(n,  IR) tenemos una aplicación natural 
M(n, IR) definida por 
2i) 	(X) =(X(e)) 
Demostraremos que 	es un isomorfismo de álgebras de Lie y por tanto 
podemos considerar M(n, IR) como el álgebra de Lie de Gl(n, IR), claramente 
es un isomorfismo de espacios vectoriales. Sólo basta demostrar que 
([x,Y]) 	[(x) ' p (v)] 	Vx,v e 
Ahora 
(X ii 
 o l)(t) 	xii  (-) 	EX ¡k 	Xkj(t) 
como Y es un campo vectorial invariante por la izquierda 
(*) Y(X1 )(0) = d10..(Y(e))(X) 	Y(e)(X 	o l_) 
Xk(Y) Y(e)(Xk) =Xjk (i(Y(e) 1<  
=Xlk4r) 	kj 
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Utilizando (*) calculamos la componente ij de ([X ,Y]) 
X(e)(Y(X 3)) - Y(e)(X(X1 )) 
X(e)(X 
ik ) P(Y) kj 	
Y(e)(X ik ~v~jj - 
I{x lk 	'kj _(Y)lk(X)kj] 
= 




HAZ FIBRADO PRINCIPAL Y CONEXIONES 
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1.- HAZ FIBRADO PRINCIPAL. 
Acción de un grupo de Lie sobre una variedad. 
Definición 1.1: 
Sea (G,) un grupo de Lie y M una variedad diferenciable. 
Llamaremos acción por la izquierda, del grupo de Lie G sobre la vare 
dad M a toda aplicación diferenciable 
GxM 	: M 
tal que verifica: 
i) Vrn€M, si ecG es el elemento neutro entonces (e,m) 	m. 
u) Vg1,g2 €G,VmeM se verifica: 4(91,(92,m)) = 0(91g2,m) similarmente 
definimos la acción por la derecha del grupo de Lie G sobre la variedad Mn 
por 
4: MxG  	M 
tal que verifica i) y ji) por la derecha. 
Observación 1.2: 
En lo sucesivo denotaremos 4(g,m) por g.m. Y la acción por la 
derecha como (m,g) por m.g. 
Proposición 1.3: 
Sea (G,) un grupo de Lie, Mn  una variedad diferenciable y 
: GxM 	 
ción 4:M 
mo de M. 
 
M una acción de G sobre M. Entonces VgeG la aplica-





es diferenciable (fijado geG) 
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	 jg}x MGxM 
m 	 ->-- J(m) 	(g,m) --- (J(m))=(g,m) 	g.m 
así 	4, 	0 o J es diferenciable. 
b) 1g 
 es biyectiva. 
En efecto: 
((Pg 1 0  0g)(m) 	Pg-i(Pg(m)) = 09 1(.m) = g 1 .(g.m) = gg.m 
e.m = rn 
Además 
o 9-1)(m) - 
9
(g 1.m) = g.(g.m) - gg.m = e.m = m 
luego 






1g1  es diferenciable por la parte a). 
Observación 1.4:  
1C } 
	
es una familia de difeomorfismo de M. 
g gG 
Definición 1.5: 
Sea G un grupo de Lie y M una variedad diferenciable. Para cada 
meM definimos 
"m 
 G 	 M por 	(g) 	4(g.rn) = g.m. Se tiene que 
trn(e) = m. 
Proposición 1.6:  
Sea 	(G,') un grupo de Lie, M 
n
una variedad diferenciable y 
4: GxM 	- M una acción de G 	' M. Entonces VmeM la aplica- 





G 	> GxjmGxM 
g '--L._t(g) - (g, m) 
	
dif 	





M es diferenciable. 
 
    
jrn} meM es una familia de aplicaciones diferencjables de 
G en M. 
ORBITA DE UN PUNTO. 
Definición 1.8: 
Sea (G, ) un grupo de Lie Mn una variedad diferenciable y 
4): GxM 	OM M una acción de G sobre M. Para me  definimos 
la orbita de G que pasa por rn como el conjunto. 
={m'cM IgeG y m' = gem} 
FIBRA SOBRE UN PUNTO. 
Definición 1.9: 
Sean P y M variedades diferenciables, TT una aplicación diferen-
ciable de P sobre M. 
Llamaremos fibra de mcM en P al conjunto 
1(m) ={peP / TTM = m} 
ACCION LIBRE DE UN GRUPO DE LIE SOBRE UNA VARIEDAD. 
Definición 1.10: 






M una acción. Diremos que la acción : GxM 	> - M 
 
es una acción libre de G sobre M si se verifica que 
si 4(g,m) = m para algún geG, meM, entonces g = e. 
HAZ FIBRADO PRINCIPAL. 
Definición 1.11: 
Sean P, M dos variedades diferenciables, (G, ) un grupo de Lie 
y U: P 	 M una aplicación diferenciable y suryectiva. A la cua- 
terna (P,rr, M, G) lo llamaremos haz fibrado principal (H,F,P) si y solo 
si se verifica: 
a) G actua libremente y diferenciablemente a Derecha sobre P, esto 
es, existe una acción libre : PxG 	- P, o sea 'Pg: geG 	es una 
familia de difeomorfismos de P. 
b) \71peP,1T1(TT(p)) - 	(G) o sea, la fibra sobre fl( p) es la 
órbita de G que pasa por P. 
c) Vm eM existe una vecindad abierta U de m y un difeomorfismo 
Tu:11»(U) 	 UxG tal que Vp eU 1(U); T(p)=(Tt(p),S(p)), esto es 
T =TTxSu. Donde la aplicación S:ff1(U) 	G tiene la propiedad 
S(P.) = S(P)g1VPeTr 1(U)g€G. 
Observación 1.12: 
Al difeomorfismo Tu  de la definición anterior lo denominamos 
Trivialización local del H.F.P. ó Calibrador del H.F.P. 
Proposición 1.13: 
Sea (P,rr, M, G) un H.F.P. y meM. Entonces la aplicación 
G 	0 ff1 (m) dada por 	(g) = p.g para cada p€ff1(m) yVgeG 
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es un difeomorfismo. 
Demostración: 
1) es diferenciable. 
Basta recordar que 	 P dada por c(g) 
V9 €G es diferenciable, luego en partIcular Vp en- 1(m)p, 
p :G
--- Tf1(rn)çp es diferenciable. 
2) e< es suryectiva: 
Sea p'erf1(rn) r(1(rr(p)) tp =p.g / geG}entonces 
g' eG tal que p.g' = p' luego c(g') - 	as¡ c< es suryectiva. 
3) es Inyectiva. 
o((g) —o<( l )c== 	p.g = p.g' 
(p.g).g 1 = (p.g').9 1 
= 	p.99 1 = p.99 1 
r_4> p.e 	= p.g'g•1  
e 	= g'g-1 
c=c 	g 
4) Sea 	: 	1(m) 	—'— G la aplicación dada por 
(p.g) = g luego 
=id 
	
Oc( — id  , donde 
(co 	)(p.g) = cx( 	(p.g)) = 	(g) = p.g 
(oo()(g) = 	(o((g)) — 	(p.g) = g. 





Este difeomorfismo no es natural pues depende de p y todas las 
fibrasít 	x) son difeomorficas a G, pero no hay una identificación canóni 
ca de U(x) con G y por lo tanto no hay una estructura natural de grupo 
sobre fl(x). 
Proposición 1.15: 
Sean, N una variedad diferenciable, G un grupo de Lie, 
fl 	NxG 	- N dada por 1T1(n,g) = n V(n,g) e NxG y 
-* NxG dada por V((n,g),g') e.(NxG)xG, 	((n,g),g1)=(n,ggI), 
entonces (NxG,7F 1, N,G) es un haz fibrado principal. 
Demostración: 
U1 : NxG 	 N por ser una proyección entre variedades dife- 
renciables es Suryectiva y diferenciable. 
a) 4 es una acción libre de G sobre NxG. 
1) Sea (n,g)ENxG y e€G su elemento neutro, entonces 
4((n,9),e) = (n,ge) - (n,g). 
ii) Sean In,g) €NxG y 91192eG entonces 
- 4Nn,gg2),g1) = (n,(g92)g1) 
- (n,g(g1 g2)) 	4((n,g),g1 g2) 





(n,gg') 	(n,g) luego gg 1 	g con lo cual 
g - e 
iv) Puesto que 
	
(m noTni x.ofl2 ), porque 
n oiT1 x' orT2). N x (GxG) 	 NxG dada por 
V(n1(g,g'))€Nx(GxG); (IoTT1 x.0TT2)(n,(g,g')) = (n,gg') 
entonces t: (NxG)xG 	 NxG es diferenciable. 
b) V(n,g)c NxG, TT 1(rr1(n,g)) = (n,g)  
Sea (n,g)cNxG entonces 1-1-1(Tr1 (n,g)) =r( 1 (n) = {n} x G 
por otro lado 
(n,g) ={(n',g)cNxG /g1 eG y j«n,g),g1) = (n',g')} 
= {(ni, 9 1  & NxG /g1 cG y (n,gg1 ) = (nII )} 
= {(n',g') €NXG /g1 €G : gg1 = g' y n = n' } 
- {n} x G luego V(n,g)c NxG, -j-1((n,g)) =(ng) 
c) Sea neN, como N es una variedad diferenciable, existe un abierto 
tal que n eu. 
Consideremos TT 1(U) 	UXG y definimos 
Su: UxG 	- G por S(ng) = g, V(n,g)€uxG 
observemos que S((nt,gI).g) = S(n',gg') = gg = S((n',g'),g) 
Ahora definimos Tu:  UxG =TT 1(U) 	> UxG dada por 
T(n,g) = (Tr1 (n',g), S(n'g)) - (n'g) V(n,g) e UxG 
dado que T = 'NxG/UxG tenemos que 
T : UxG 	> 	UxG es un difeomorfismo. 
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FUNCIONES DE TRANSICION. 
Definición 1.16: 
Sea (P,TJM,G) un haz fibrado principal y T:Tr'(U) 	-'- UXG, 
--VxG dos trivializaciones locales con UnV4. 
Definimos la función de transición de T u a T v que denotamos por 
como la aplicación g uv : UflV 	» G dada por 
g 
uy 	u 	y 
(m) - 5 (p). S (p) 
	
VmE.UnV y algún p€Tí 1(m). 
Proposición 1.17: 
La aplicación g uv : LJnV 	.G anterior está bien definida. 
Demostración: 
Mostraremos que g y(rn) 	Vm€UnV es independiente del elemento 
escogido en fl 1(m) esto es: Sean p,p' 6 Tí 1(m), puesto que 
TV1(m) 	
pp 	
gp.(G), y p'%(G), existe gG tal que p.g' = p 
luego 
Proposición 1.18: 
Sea (P,TL, M, G) un H.F.P T:1T 1(U)— 	(JxG. 
T:1T(V) 	VxG, Tw:TV(W) 	WxG Trivializaciones loca- 
les del H.F.P. con (JnVnW. 
-28- 
Entonces: 
1- g uu(m) = e 	Vm€u 





 (m) = e 
	





 (m) = guw (m) Vmeunvnw 
Demostración: 
1-) Sea me.0 y peTí 1(m) entonces 
g(m) = S(p) SU  (p)-' 	e 
2-) Sea meUnV y p €fl(m) entonces 
Lg 
uv(M) 1 	= [S,,(P) S(P) 1]' = 
	 = 
3-) Sea m€UriVnW y p €]r(m) entonces 
guv (M) 
g(m) g(m) = 	S() 1  S(p) S(p)-1  
4-) Sea m e UnVnW y p 1T 1(m) entonces 
guv (M) g(m) = S(p) S() 1  s(p) 	= S(p) 	 g(m) 
Observación 1.19: 
La propiedad 4-) se deduce de las propiedades 3-) y 2-). 
Proposición 1.20:  
Sea (P,TV, M, G) un H.F.P. y 	u 
11j€J 1 	
un cubrimiento abierto de 
M tal que Tí (ui) es difeomorfa a U1xG. 
En la unión 	U.xG la relación binaria #., dada por 
sí y solo si 	una función de transición 
G tal que g - g1 (m)g', es una relación de equiva- 
(m,g)-_'(m,g') 
g. .: 1i.xU. 




i) Puesto que g = g.e = eg \/geG y como e = g 1(ni), entonces 
g = 9 1(m)g con lo cual (m,g)#b_P(m,g) y asi. -  'es reflexiva. 
ji) Supongamos que (m,g)...'(m,g'), entonces existe 
g 3: Un U3 	 G tal que g = g 3(m)g' luego g(m 1g = g' 
de donde g(m)g = g' y así (m,g'),%I(m,g) con lo cual,—' es simé- 
trica. 
iii) Supongamos que (m,g)i.'(m,g') y (m,g')i.'(m,g") entonces existen 
g13: U 
i  n U 	 G y 9jk:  U.A Uk 	G. 
tal que g = g1 (m)g' 	g' = 93 (m)g" luego 
g = g13(m) gJk(m)g" = g1(m)g" con lo cual (ni,g)-,(m,g) y ash, 
es transitiva. 
2.- SECCIONES DE UN HAZ FIBRADO PRINCIPAL. 
SECCION LOCAL. 
Definición 2.1: 
Sea (P,Tr, M, G) un H.F.P. con grupo de Lie G. Una aplicación 
	- 	P donde UM es abierto y tal que Tro 	
= 	la llama- 
mos una sección local. 
TRIVIALIZACION GLOBAL. 
Definición 2.2:  
Sea (P,1T, M, G) un H.F.P. 
Una trivialización local T:1T(U) 	UxG es global si y solo 
si U = M y la denotamos con T u : P 	 MxG. 
Un haz fibrado principal es trivial si y solo si existe una trivia 
lización global T. 
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Proposición 2.3: 
Sea (P,1T, M, G) un H.F.P. Entonces existe una biyección entre 
el conjunto de las secciones locales y el conjunto de las trivializa-
ciones locales. 
En efecto: Dada una sección local 	: U 	P, observamos que 
para m€U, T (m)E1T 1(m), porque Tr(r(m)) = (1To)(m) - Iu(m) = M. 
Luego por la proposición 1.13 existe un difeomorfismo 	de G 
sobre TV (m) que identifica el grupo G con la fibraTr(m). 
De esta manera para cada p1T(rn), 	3!gEG tal que 
- p o equivalentemente, g 
Definimos ahora T:Tr'(U) 	 UxG por,  
T(p) - (IT(p), Q- (m) 	(1T(P)())(P))VPeTH(u) 
observemos que T:1T '(U) 	-UxG es diferenciable. 
Por otro lado definimos 	: UxG 	..1T1(U) por 
1e (m, 9) = 	 \/(m,g)6uxc3,, es diferenciable. 
Verifiquemos que 	






Si p €ir'(U) entonces 
(Ao T)(p) 	(T (p)) 	 '(m) 	((P)). la-  (p))(P) 
= 	 = p = 1 1 
1T (u) 
Por otro lado si (m,g) € UxG tendremos 
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(T 	 = T(m,g)) 
= 
- (m, -(m) 
	()()) 
(rn,g) =I 
Luego Tu  es un difeornorfismo. 
Verifiquemos finalmente que4í 	•1T 1 (u) — . G tiene la pro- OoTr 
piedad requerida. 
En efecto:  
Si p'.g' T 1(m) 	Tí 1(U) entonces 
= 	 ())(p')g')) 
= 	 ° 	1f(p) 	Çrr( p))(P')') (TT(p)) -( 
-1 
= 
Reciprocamente si T:1T 1(U)----.... UxG es una trivial ización 
local, definimos 	U—e- P por y-(m) = Tini,e) VmEU, observamos 
que 7 (m) = T(m,e) eTr1 (U) tal que T((m)) = Tu(Tm,e 	(m,e) 
y por otro lado T(r(m)) = (1T(T(m)), S((m))) luego 
(m,e) = (rr(q(m)), S(r(m))) con lo cual Tr(W(m)) = rn y así 
TÍ0T= 
Proposición 2.4:  
Existe una biyección entre el conjunto de las secciones globales 
y el conjunto de las trivial izaciones globales, de un H.F.P. 
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Demostración: 
La demostración es similar a la del teorema anterior. 
Ejemplo 2.5: 
Sea S1 ={zeC / IzI = i} la circunferencia unitaria en el plano 
complejo. Sea la aplicación Tí : S1— 	51 dada por TV(z) = Z2, y 
1T1 (z2) = (z ,-z~ la aplicación inversa de Z2; sea G el grupo forma 
do por dos elementos (e,g) y Z,e = z, z,g = -z para Z€51 , es una 
acción por la derecha de G sobre S' libre. 
Demostraremos que (S1 ,Tr, S1 , G) es un H.F.P, se comprueba sin 
dificultad que se satisfacen las condiciones a y b de la definición 
1.11. Para probar la condición c usamos la proposición 2.3. 
Sean los conjuntos abiertos U = S - 	 y y 
= 
Si-{-,~ y sea 
3:U —eS1 la sección local definida por T(W) como la raíz cuadrada 
de W con Im((W)) > O mientras que, ' : y 	S está definida 
por 	(W) como la raíz cuadrada de W con 	 por el teore- 
ma anterior tenemos una trivialización local. 
T:1T(U) 	- UxG y T:iT1(V)__- VxG y donde: 
T : Tí 1(u)— --- UxG pero 1T (U) = U 
2 	
ZSi 
Ç(1T(z)) = ¶V(z ) = 	 2 
_ZSiI m(Z )<O 
TTítU) 	>- UxG 
z 	
U





.'1T 1(z2) =(zz} 	así 
111
1 z si çj-(z2) = Z, 
= = ((z2),i) 	
L:z Si 	 I(z2)O 
-z si (z2) = z, I m(z2)0 
z si IEZ2 ) =-z, 
= 
su  (Z) = 1-1 
íi si 
L-i si 1m2)>1m(Z)<0 
T(z2) 	(z2,1 2  (z)) donde 	((z)) =(z2) 	
Z si R e (z2)o 
(z) -z si Re(Z2)<O 




!(Z2) (-1) = c('(z2 ),1) 
z 
R(z2)<O 




 (Z2 ) <0 
S(z) = J- 1  .(z2)(z) 
Re(Z2)O 
Re(Z2 ) <O 
= S(z) S(z)-1 = 
1 1m 20  Re(Z2 )>O 
-1 I(z2)<O Re(z2)<O) fijando 





i9  	1/2 	i 9/2 	i 9/2 z 	re  	z e 	donde e 	- (cos 9/2, i sen 9/2) 
1 (e' 9/2) 
m 	 sen 9/2 
1__t 0<9<2W 
1 9/2 
R(e 	) 	Cos 9/2 	37'zZe 
3.- APLICACION EXPONENCIAL. 
Sean E y F dos espacios vectoriales sobre I. Sea E* el espa- 
cio dual de E, y sea T0'
0
(E,F) = F para 	 es el espacio de 
las funciones rnultilineales, esto es f e 	 si y solo si 
* * 	* 
f:ExEx ... xE xExEx ... xE 
  
F es una aplicación (p+q)- 
  
 
JD 	 q 
   
lineal. 
     
Denotamos 	(E, IR) por 	 Si U1 ,U2, ... U€ E y 
.I pq U2I.. ...®Up®v*l() 	
*q 	
(E, ) esta definido por: 





x*l(U1)  ... x(U) 	
v*1(y1) 	*q(y) 	
Sea el , ... ,e una base de E 
11 
 y e 	,... ,e 	la base dual. Recordemos que cada 	 IR) puede 
escribirse en forma única como: 
f 	fI.P 	e 	t ... 5 e1 ® e*31:1 ..»xe*jq  
1 	q 1 
*1 *2 	* * 










Sea 	ík (E,F) el sub espacio de rrk(EF)  cosistente de todas las 
aplicaciones k-lineales de E en E antisimétrica. 
Observemos que 	 E, hacemos /(E. ) 
	
/(E) 
Ahora para Uf E- /1(E), tenemos que: 
uf = 	uJ
11  
. • . 
	
e*ii (:: 	. 	ek. Donde ui- 	e IR es antisimétrica 
k 
en los indices 
Definición 3.1: 
Sean cY6/'(E) 	liq 	Definimos 
como: 
( 	A$ )(U1 ...U1 ) 
(U ...UT(j+j) ) . 
Donde la suma es sobre el conjunto de todas las permutaciones W de 
{ 1...1i+J) y (-1)7  = +1 es el signo de Çf 
Las componentes de ( G A ,8) son dada por: 
m . . .m. 
1 	'+3 
kk 








'r( i +j) 
A° 
Para Oç' 	\ (E) hacemos 
  
UNIVERSIDAD DE PANAMA 
BIBLI OTECA 
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Definición 32:  
Sea M una variedad diferenciable de dimensión "n". Sea 
= 1 	1 TP(TM), una 1-forma diferenciable en M es una función 
x a  
uf: M 	 tal que J € T°"(TM) y para cada Y € MM), la 
función uJ(Y) dada por W(Y)(x) = LLT (YX) es 
Definición 3.3:  
Sea M una variedad diferenciable de dimnsión "n". Un campo 
tensorial del tipo (p,qj en M, es una función: S:M 	 tal que 
5X 	"'(TM) y para cada 1-forma Q 1 ,... 	y campos vectoriales 
en M, la función S(O(1... 	i''q dada por 
Yi••*Yq)(x) = 	1x"" px' '1x'"'qx es 
El espacio de todos los campos tensoriales del tipo (p,q) en M, lo 
denotamos por 
Definición 3.4: 
Una k-forma diferenciable en M es un campo tensorial ar€yOk(M) 
tal que J(x) = LLYX e /'\ (TM) para todo x€ M. 
El espacio de las k-formas diferenciables en M es denotada por 
,'\ (M). Para 	€/N (M) y,E/\J(M), definimos Ó( frj/\i+i(M) por 
x 	'x 'tx 	
Si P: u 	_IR  es una carta local o sea 
= (X 1 ,...,) (x1 	CCO(M)), entonces dXl,...,dXn son 1-formas dife- 
renciables en ti dorie dx1(j) = g1. Cada UJ€/'\k(M) 
Puede escribirse en U como: 
uJ ! ~IUfi l,...,ikdxl A ... AdX'k 
donde uf 	
= 





Sean M una variedad diferenciable, y un espacio vectorial de dimensión 
11m" y y1 ,... Vm una base, si oç1  - 	 (M), entonces 
C< x E/' (TM) V  e.M donde 0(1: T x  Mx TMx ... x TM 	  IR es 
k-veces 
k-lineal y antisimétrica. 
Definimos la aplicación 
OV1 +...+cXV:TMx...xTM 
M 	x 	 x, 
 




   
M 	1 	k (V1  + ... + 	V)( ,_.Y ) 	 i 	
x (y1,...,yk)v 
Se observa que 0(V1 + ... +V 	/\k (TM,V). Luego tenemos una x  
aplicación de M en 	¡ 	(TM,V). 
x€M 
Definición 3.5: 
Una aplicación O( de M en 
l 	M" (TM,V) es una k-forma vecto- 
rial si 	xe h/" 	(TM,V) \/x €M. 
Sea/\
k 
 (M,V) el conjunto de todas las k-formas vectoriales en M. 
Observemos que con la adición y la multiplicación con números reales; 
(cX+/) x =c+ 19 ; (a/) = aflx es un espacio vectorial real. 
Se observa que 
ØVII 
 + ... +ÇXmVmE/\k(M,V). 
Una k-forma vectorial 	: M---- 1 
xe. M J/ (TM,V) es dIferenciable, 
m si para toda base V 	
m 
	
,...,V de y, existe 	 € / 	(M) tal que 
oÇ= 	V  + ... 
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HOMOMORFISMO ENTRE ALGEBRAS DE LIE. 
Recordemos que si Y € TM entonces existe una curva diferenciable 
: (-1 	) o - M tal que g(0) 	x, 
e(0) = Y y que para f e 	(M), 	= (foj')'(0); TM =tx€M TM. 
Una aplicación Y : M— —'-TM es un campo vectorial si 
Y e TM VxeM. 
x 	x 
Y es un campo vectorial diferenciable (c.v.d) si la función 
Y(f) : M 	dada por Y(f)(x) =x 
	
es diferenciable. 
Sea í-(TM) 6 X(M) el conjunto de todos los campos vectoriales diteren-
ciables sobre M. 
((M), 	] ) es un álgebra de Lie, donde 
[xY]n = xp ( Y(f)) 	- y ( x(f)) 
Sea f:M------ N diferenciable entonces tenemos 
df: TM 	 TN en diferenciable y 
(df):TM 	es lineal, definida por 
(df)( '(0)) = (fo)'(0) o tanibien 
€. TN para y E: TM 
(df)(V)(g) = V(gof) 
Definición 3.6: 
Sea f:M 	-- N diferenciable, Y y Y campos vectoriales diferen 
ciables sobre M y N respectivamente. 
Decimos que Y y 	son f-relacionados y se escribe y 	y su 








Y 	) (df)(Y) = f(x) 
	
x e M. 
Teorema 3.8: 
Sea f:M 	- N diferenciable, Y, Z campos vectoriales diferen- 
dables sobre M; V, Z campos vectoriales diferenciables sobre N. 
Si Y 	 y z 	 b-' entonces [Y,z] 	[] 
Demostración: 
Utilizamos el diagrama; 
df 






Por demostrar: (df) o [v,z] = [,1j o f. 
Sean x€.M y g 	C°(M). Hay que demostrar que 





v(Z(gof)) - Z(Y(gof)) 
Y((dfoZ)(g)) - Z((dfoY)(g)) 
Y('2(g)of) - Z((g)of) 
= df(Y)((g)) 	df(Z)((g)) 
= 	 - 
LY'Z.lJf(X) (g) 
Hemos utilizado la identidad Z(gof) = (dfoZ)(g) que se comprueba facil 
mente. 
Observación 3.9: 
Sea G un grupo de Lie, i el Lonjunto de todos los campos vecto-
riales invariantes por la izquierda sobre G. (i ,+, o, [ ] ) es un álge-
bra de Líe. 




 G definido por c(X) 	X es un iso- 
 
morfismo de espacios vectoriales (Ver Teorema I.4). 
Dado 11e TG, x 	(dlae(u) donde X' es un campo vectorial invarian 
te por la izquierda tal que X =(dle)e 	- (u) u 	)(u es único con 	U. 
Dados u, y E TeG 	Definirnos 
[u,v] - [xu ,xv ]e , por consiguiente 
[x",x"J = [u,vj = [x, x1 
(TG, +, o,[ ] ) es un álgeb 	de Lie. 
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TeG es un isomorfismo de álgebras de Lie. 
Sea f:G 	 H un homomorfismo de grupos de Lie. 
(df) 
e 	e 	 e 
: T G '- T H es lineal. 





(df)e  T 
e  H 
   
    
Definición 3.10: 
	
Sea Sf ft 10  (df)e o 	, o sea si X € 
Sfx) = (fl1 ° 	oc( )(X) 	T10 (df )O((X) =/9 	o (df)e(Xe) 
o sea Çf(X) es el único campo vectorial invariante por la izquierda sobre 
H tal que: 
,8( SfX)) = (df)e(Xe) 
SfX) 
e 	 e e 
= (df) (X ) 
Teorema 3.11: 
Sean G y H grupos de Lie con álgebras de Lie J y 
mente, f:G 	 H un homomorfismo, Entonces 
a) X y S'f(X) son f-relacionados para todo 
b) Sf: - - 	es homomorfismo de álgebras de Lie. 
Demostración: 
sea x= 
Por demostrar que X y X son f-relacionados. 
respectiva- 
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Como f:G  	- H es un homomorfismo, 
	
f(ab) 	f(a) f(b) 	Va,b E G 
f(l(b)) - 
(f o la)(b) = (1f(a) o f)(b) 
o sea f o 'a 
	'f(a) 0 	
a 	G 	(*) 
Afirmación: 




 e 	a 
)=y 	(**) 
En efecto, d 18(Y)(g) - YeLgo 1] 
Sea e 
	e(0), entonces Y[g ° 'a]  = 	 'a o)(t) =(0) 	e 
'a o)(0) = a 
= 1a 
0J1)'(0) 
Y(g) 	1 (g 1 o)(t) o a 
luego 	d1(Y)(g) = Y(g) 
ahora, utilizando estos resultados (*), (**) y tenemos 
= dlf(a) ((e)) = dlf(  (df) X = d(l 	of) X a) 	ee 	f(a) e e 
= d(f o la)  X(e) 	(df) dl(X(e)) = df(X(a)) 
Demostración de la parte b.  
Sean = Sf(X), 	=St(Y) 
f 	 f 	 f -- Ya sabemos que x- -x y 	Y 	por tanto [x1Y]—_-.-[x,vJ 






[1 se tiene 
df( [xvJ (e)) = [,](e) 
Pero [x,] es el único campo vectorial invariante por la izquierda 
sobre H cuyo valor en la identidad es df( [x,vJ (e)) por consiguiente 
(I =LLVJ. 
Corolario 3.12: 
Sea G un grupo de Lie, gE.G. La aplicación 
G dado por 
Ad 
9
(g,) = gg' g 1 
es un °isomorfismo que llamamos isomorfismo adjunto. 
Sea j  el álgebra de Lie de G. 
Entonces áAdg: :: 
por el teorema(3.10). 
Corolario 3.13: 
 
es un isomorfismo de álgebras de Lie 
 
     
Sea Ad: G 	 - GL() dado por 
Ad(g) = J'Adg es un homomorfismo. 
Corolario 3.14: 
Como GL( 	) es un grupo de Lie, sea 	su álgebra de Lie, 
tenemos ad: t ) determinado por Ad, o sea ad = 	Ad. Enton- 
ces ad es un homomorfismo. 
CONSTRUCCION DE LA APLICACION EXPONENCIAL. 
Consideremos R con su estructura de grupo de Lie. 
Definición 3.15: 
Un flujo global sobre una variedad diferenciable M es una acción 
G 
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diferenciable I: Mx fl 	.- M. Dado un flujo global tenernos 
Vt 6 IR, ():M 	• M definida por 	= t(p,t) es un difeornorfisrno 
(Ver Proposición 11.1.3) y V pe M, 3: IR 	 M dada por 
Op 
(t) 
es una curva diferenciable que pasa por p (Ver Proposición JI. 1.6). 
Proposición 3.16:  
Dacio un flujo global sobre una variedad diferenciable M. 
La aplicación X: M 	TM dada por X(p) = X - X'D(O, donde 	O) 
e; el vector velocidad de 	en O, es un campo vectorial diferenciable. 
Definición 3.17: 
Al campo vectorial X sobre Nl asociando al flujo global t llamamos 
generador infinitesimal de I. 
Lema 3.18: 
Sea Y un campo vectorial sobre una variedad diferenciable M, pM. 
Entonces existen una vecindad abierta U de "p"  en M, un 	> O y una única 
función diferenciable 4): U x 	 Nl donde 	I= (4 , ), que verifica 
las condiciones siguientes: 
a) Para todo q€U 	 Nl dada por 	q(t) 	4).(ct) son curvas 
integrales de Y; 




c) 0 - idu 
Demostración: 
(ver teorema 11) Tesis de José Fernández. 
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Lema 3.19: 
Sea Y un campo vectorial invariante por la izquierda. Sobre un 
grupo de Lie G. Entonces Y es el generador Infinitesimal de un flujo 
global. 
Demostración: 
Como Y es un campo vectorial sobre G,'eelemento identidad de G, 
por el lema 1, existen,una vecindad abierta Ue  de e, un t > O y una única 
función diferenciable 4) : UXJe 	-- G tal que Y es el generador infi- 
nitesimal de 4) , es decir, para las curvas 3:lg 	.-G con Pe. Ue  
del flujo local 
4) se tiene4(0) Y, o sea - 	 = dt 
Tenemos para 	1': Ue 	- G, pero hay que demostrar que se 
puede extender a G para ¡ti<1 
Ya que Y es invariante por la izquierda, \7a,g€G se tiene 
(dla)g(Yg) - Y8g y esto implica que 
(d ) g 4) (a) -(--.--) 4) (ga) Va, g, ga e Ue• Por consiguiente 
dt 	 dt 
g 4)t' 	
= 4)(a) 	(*) 
En particular 4(g) z. g 4(e) para g e Ue 
Ahora definamos lt't:  G 	- G, t e IR por 
g( 	(e) 
donde n es un número natural tal que (t/n)<&. 
Luego 4): Gx IR 	- G dado por 4)(g,t) = 4)(g) es un flujo 
global y se deduce que es un generador infinitesimal de Q 
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Corolario 3.20: 
Sea G un grupo de Lie, y € TeG 'a el difeomorfismo traslación 
por la izquierda de G. Entonces la aplicación XV: G 	 TG definida 
por XV(a) 	
(dla)e(V) que es un campo vectorial invariante por la izquier 
da, es el generador infinitesimal de un flujo global sobre G. 
Demostración: 
Ya se ha demostrado que X" es un campo vectorial invariante por la 
izquierda, luego aplicando el lema 3.19 se obtiene la afirmación del 
Corolario. 
Teorema 3.21:  
Sea (4": Gx 	 G el flujo global del cual es generador 
infinitesimal XV. Entonces la aplicación ): T 
e  G x G x IR 	 G 
definida por Lj) (v,g,t) r  t.)(g) es diferenciable y se tiene 
a) .)(ga) 	g 
	
y 
b) 1tv =yv 
Demostración: 
Para y e T e G fijado, t j'
y 
 es un flujo global diferenciable. Var 1 an 
do y justamente varían las condiciones iniciales del sistema de ecuaciones 
diferenciales ordinarias de primer orden que determina el generador infini 
tesimal X  de 
)V 	
Como las soluciones de tal sistema varían diferenciable 
mente con las condiciones iniciales, tf) es diferenciable. 
La parte (a) se deduce de (*) en la demostración del lema 3.19. 
Para la parte (b) observamos que Y Iv ,4)V son ambos flujos sobre 
G para t y y fijados. 
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Ahora X" es el generador infinitesimal de It) 	, 
(g) 'S=O (g) s=O 
	
xv 
Luego X "  también es generador infinitesimal de 
tfv 
 y por la unicidad 
st 
de los flujos se obtiene (b). 
Definición 3.22: 
A la aplicación exp: TeG 	- G dada por exp(v) = 
llamamos aplicación exponencial. 
Observación 3.23: 
Para el vector nulo 9 de TeG  se tiene exp (9) 	(e) = 
= '1' (e,1) = e. 
Teorema 3.24  
La aplicación exp: TG 
 
G definida por exp(v) = I1)  (e) 
 
es diferenciable y es un difeomorfismo en una vecindad de 9. Además 
(d exp)9 = id. 
Observación: Identificamos To(TeG) con  TeG• 
Demostración: 
La aplicación exp es diferenciable porque Y v es diferenciable. 
Usando la parte (b) del teorema 3.21 tenemos. 
(d exp)0(v) 	-:E 	 tO _ 
(exp tv) 1 






= Xv(e) = y 
luego (d exp)9 = id  G 
e 
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Por el teorema de la función inversa, existe una vecindad abierta U 





Recordemos que en el espacio vectorial de las nxn matrices reales 
M(n, I) la exponencial de una nxn matriz A es 
Exp A = 
Sabemos que el álgebra de Lie Te Gl(n, IR) del grupo de Lie GL(n, IR) 
podemos identificar con M(n, IR), usando esta identificación resulta que 
exp A = Exp A. 
3.26 Otra Construcción de la exponencial. 
Sea G un grupo de Lie, y 	el álgebra de Lie correspondiente 
a dicho grupo. Sea X un elemento de S , es decir un campo vectorial 
invariante por la izquierda sobre G. Este campo determina un flujo global 
diferenciable sobre G, 
 
IR x G 
 
G 
Luego para cada t € IR 
 
G es un difeomorfismo. 
En partIcular para t = 1. 
 
-—G es un difeomorfismo. 
 
Ahora definimos una aplicación 
exp:   G en la forma siguiente 
exp: (X) = 	'f(e) 
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donde "e" es el elemento identidad de G. 
Se comprueba sin dificultad que esta aplicación es diferenciable. 
4.- CONEXIONES. 
Damos tres definiciones de conexiones y demostramos que son 
equivalentes. 
En todo lo que sigue asumiremos que (P,1T, M, G) es un haz fibrado 
principal con grupo de Lie G y dim M = n. 
Recordemos que iT: P 	-- M es una aplicación diferenciable, luego 
diT : TP 	- TM también es diferenciable, entonces para cada x6P 
(d Tí) : TP 	  TM es lineal. Luego nos determina un sub 
espacio vectorial de T
XP, que es el núcleo (d1T) x y que denotamos por 
V. 	O sea V 
=( 
Y e TP: (dlf)(Y) = o 
J = 
~j (d TT) 
x) - 
Como G es un grupo de Lie que actua por la derecha diferenciable y 
libremente sobre P, sea : PxG 	--P tal acción. 
Luego para gG fijo, 9 g: P 	 - P es un difeomorfismo i así la 
aplicación d g: TP 	  TP es diferenciable además para 
(d) 	: TP 	  T (x) es lineal. 
g 
Definición 4.1: 
Sea (P,1T, M, G) un H.F.P. 
Una conexión es una aplicación 	, que a cada xe..P le asocia un subespacio 
H de TP o sea '(x) = H' 	TAP, y tal que verifica las condiciones 
siguientes: 
1) T P = H ::V x 	x - x 
2) 
(do 9 x x 	xg 
) (H ) = H 	donde x.g = 9(x,g). 
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A los subespacios Hx 
 y V, llamamos subespacios horizontal y vertical 
respectivamente. 
Decimos que una conexión 	es diferenciable si V xa P existe una 
vecindad abierta U de x y hmnil  campos vectoriales X1,X2, ... , X e r(71i) tal 
que en cada y€. U X1 , X2 , ..., X 
ny 
E t)  U generan a H. 
Sea (P,1T, M, G) un haz fibrado principal y seaj el álgebra de Lie 
de G, y recordemos que: 
a) Una 1-forma vectorial es una aplicación 
uY: P — 	LI'*' 	) tal que 
TP - 	es lineal y antisimétrica. 
b) De acuerdo con la construcción 3.25 la aplicación dada por 
exp(X) = t'(e) es diferenciable. 
Consideremos ahora las construcciones siguientes: 
1) Sea X€ 	o sea X : G 	— TG es un campo vectorial inva- 
riante por la izquierda. 
Comprobemos que la aplicación tx:G -- TG dada por 
(tX)(y) = tX(y) = tX, es un campo vectorial. 
En efecto: 
Sabemos que X:G -- TG es un campo vectorial luego para todo 
p E G tenemos que X(p) = XE TG. es un vector as¡ tambien 	es un vec- 
tor de TG. para todo XeIR, lo cual quiere decir que 
[Tr o (\X)] (p) = Tí[(,\x)(p)J = iT [1 x] = p 
= '6 
y por lo tanto >X:G 	1 TG es un campo vectorial. 
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TG 	  TG 
tx 	x 	 x 	tx 
a 
G 	  G 
es conmutativa. 
esto es, se cumple que (dla  o tX)(g) = (tX o 
En efecto: 
(dia o tX)(g) = dl(tX(g)) z t dl(X(g)) = t(dla 0 X)(g). 
	
t(x o l)() = t(X(l(g))) 	tX(la(g)) 
Z. (tx o la)(Y) 
luego tX es invariante por la izquierda y así tXE.. 
Dado que G actua libremente sobre P, sea cF:PxG 	.- P tal acción 
que denotamos con 4(y,g) = y.g€P, /(y,g)6PxG. Sean X€ 	, yP, 
definimos 	IR 	- P por '(t) = y.exp(tX) 
Se comprueba sin dificultad que 	es diferenciable y 	y.e = y, 
Luego 	es una curva diferenciable que pasa por y, y su vector velocidad 
es 
4I 
(0) = 	- 	=o y.exp(tX) e. T, P. 
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2) Sea X e 	Definimos la aplicación 
	  TP por X
* 
 (y) = 	= d't=O y.exp(tX) = 
't=o dt). Luego X es un campo vectorial diferenciable. 
3) Por corolario 3.11 tenemos que la aplicación SAdg : 
es un isomorfismo de álgebra de Lie. 
Definición 4.2: 
Sea (P,1T,  M, G) un H.F.P y j  el álgebra de Lie de G. Una conexiónuj 
es una 1-forma vectorial sobre P, es decir UY: P   /" (TXP,'J) 
xeP 
tal que verifica las condiciones siguientes: 
a) Para cada X€ - 
Se tiene uY(X*) = X con y e P. 
b) Se tiene 
Ui,,g((d4Ig)y(U)) = ( SAdgYUSy(U)) V cG, VyeP. 
Sea (P,1T, M, G) un H.F.P. 
Recordemos que: 
1-) Una Trivialización local es una aplicación Tu  de 1T 1 (U) en UxG dada 
por Tu(Y) 	 Vyerr(U) donde 	 - G 
está dada por 5u' 
	S(Y).g. Además tenemos la función de tran- 
sición g 
uv 
 de UflV en G dada por g (x) - Su(X) S(x) 	V  c UflV. 
2-) La aplicación o(:   T 
e  G dada por 	(X) - X  es un isomor 
fismo (ver Corolario 2.6). Veamos ahora la siguiente definición: 
Definición 4.3: 
Una conexión es una aplicación que a cada Trivialización local 
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le asocia una 1-forma vectorial UT en Ii con valores en 
Si Tv  es otra Trivialización local y guv  la función de transición de 
T 
u 	y 
en T , entonces requerirnos que: 
Ii (Y ) = 
	
[(dl-' ())((dg 	(Y fl1 +(Adg'(x))( 	(Y )) vx x g 	 xi 	 ux x 
V  6TMyxeUflV. 
x x 
Observación 4.4  
Sea G un grupo de Lie de matrices, 	una curva tal que 	(0) = 
entonces la condición anterior tenemos 
(d11())(dg(Y)) = 
- r— g y(x)g y( 	(t)) 
= g uy(x)_1 dguv (Y) 
donde dg
uv
es la derivada de la matriz de funciones g. 
Además para un grupo de Lie de matrices tenemos: 
Ad =-a--  AdA(ExP(tB)Ht=O 	
---(A 1 Exp t BA)to = A 1BA 





Por consiguiente la regla de transformación de Ufa JV de la defini-
ción anterior puede ser expresada por: 
= g 	dg 	+ g 	LcY g 
uy uuv 
Teorema 4.5: 
Las definiciones 4.1, 4.2 y  4.3 son equivalentes. 
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Demostraciones: 
La demostración la haremos siguiendo la cadena siguiente; 
4.1 	4.2 	i) 4.3 .1 	 4 . 1 . 
En efecto: (1) 4.1 	,4.2. 
Supongamos que 	es una conexión en el sentido 4.1, es decir para 
cada y G P se tiene un subespacio H SI T P tal que: 
	
Y 	Y 
a) H 	V = T P 
Y Y Y 
b) (d 1g) y (Hy) = Hy.g 	Vg EG 
vamos a construir una 1-forma u/ sobre P, es decir, LAY : T P 
Y Y 
lineal tal que verifique las condiciones siguientes: 
, 
a') 	Dado A e t 	IV (A
* 
 ) = A 
Y Y 











de la manera siguiente: 
Sean Aet 
Y Y Y 
Definimos Ldr(A + x) = A, y extendemos por linealidad. 
Y y 	Y 
Se verifica la condición (a') porque UY (A ) - UF' (A*+1)) . A. 
Y y 	Y Y 
Para verificar la condición (b'). SeaUeTP-H 
Y 	Y - Y 
Si 11€ H 	P entonces (d1 ) (UJ e H 
Y Y 	 9 Y 	y.g 
Y Por tanto UT ((d1 ) (á)) = Lti" (O 	) (a)) = 9 
y.g 	g y 	y.g y.g 
además se comprueba que 
(C9Ad )-1(0
Y 
 (U)) - O, y por tanto queda verificada la condición 
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(b 1 ) en este caso. 
Si U- A
Y 
 para algun A e g, entonces(para t.,0) 
UYyg ((d g0 ) yy 	111Y9( 
(A )) [p(exp t A)gi) 
6(J.-5/.q( 	[Pgg- 1 (exp t A)q] ) 
uryg( 	exp (tjAd-1  A)] ) .  
	
Y9(( á Ad- 	y1 A) *  g) 	clAd-1  A - 	g . 
Ad-1( uJ
Y 
 (A )) 
9 	Y 
luego tenemos 4.2(b) y por tanto uf es una conexión 1-forma. 
(2) 	4 . 2 	 43 
Sea (1) una conexión 1-forma como en 4.2, o sea UT: 	 P,1) 
Xa 	X 





) . X con X e t, y e. P 
Y 
b) t-t5yg  ((d/g ) y  )(U) 	( ,5 Ad9 )
-1  (U15 (U)) . 	Y 
g G. 
Ahora se trata de construir una aplicación /S que asocia a cada trivializa 
ción local Tu: Tr 
-1(u) 	UxG una 1-forma vectorial 
LITu U Ix 	uJ TU,b) tal que: x 
1.13-  (Y ) vx x = CK -1[(d1g1 v(x) )(((dguv ) x (Yx )).] + ( jAd-gly(x) (uf ) ux (Yx )) 
V YX e TXM, e 1111/. 
Dada Tu : 1T
-1(u)  	UxG una trivialización local, queda determi 
nada de manera única una sección local Tu: U— - 	P.( Ver proposición II. 2.3) 
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Ahora asociaremos a una sección local diferenciable Y: U 
una aplicación (d(P) de la manera siguiente: 
Para y 	U; (dW)y : TU 	 (y)P es lineal, luego para cada 
A: T 	
) p 




(4)) *  :¡/ (T tl,
(y)
P, 	 /7\ (T U, -1j) dada por (d te)* (B)- 500 (1)) 
luego (dy)y es lineal; ahora definimos (d)) 
Its(5» P 	k 
Ye. U 
	
por (d 14) ) * (Y) 	(d(. ya la restricción  €1) 	Y 	 Y 	 (Y) 
seguiremos denotando con (d(e) *, ahora para el caso de Wu tenemos 
(d Q- )*: 	J/t(T 	P,g) u Im,p cu(y) 
e U 
y podemos definir Lju : U 	 
como ufu 	tru) °Ufo T u o sea 
U --5:1-4-1  T(U) x.u(y)E.P 
/ \ 
1 	iP\(T U,14) 




(n'Ir  YGU 	y ' 
Li/(TyU, jd ) 
En forma análoga construimos ufv' y probaremos que la aplicación que 
asocia a cada trivialización local "Tu" una 1-forma vectorial())ru es una 
conexión en el sentido de la definición 4.3. 
A continuación analizaremos la relación entre dos secciones locales 
utilizando la función de transición 
Escribiendo Tu(p) 	(Tr(p), Su(p)), considerando xe." 1T(p) - x tal 
que Su(  r U (x)) = e vemos que 
Tu(p) = (TT(p), Su(p)) 	(x, Su(p)) 	(x, e Su(p)) 
- (x, Su(q-u(x))) Su(p)) 	(x, Su(q- u(x). Su(P))) 
Su(P)), Su(Tu(x). Su(P))) - Tu(9-u(x). Su(P)) 
y como "T
u" es biyectiva tenemos que p -U(x). Su  (p), además en forma 
-57- 
análoga obtenemos tambien que p = Wv(x). Sv(p), de donde 
Tu(x). Su(P) = Wv(x). S(p) Y así T(x) =Wu(x). Su(p) Sv(P) -1  
W v(x) =ru(x). guv (x); dado que g(x) = Su(p)Sv (P) -1. 
Además tenemos para Urux la regla de cálculo siguiente: 
1-15-ux 2L3-u(x) 	((dlu)*()W.°1-u)(x) 	((dru)*"3"-u(x)  
= (dWu):(W1u(x)) =Urlu(x)Q(dru) x 
Luego para Yx e.TxM tenemos que 
Urux (Yx ) = (G01-11(x) o (d7u) x )(Yx ) = (1015-11(x)((dWu) x (Yx 1) 
luego 
Analicemos ahora la expresión (d1u) x(Y x)• 
Sea Y XeTXM, x unv y supongamos que d'S :(-g ,g)-1.-M es una curva 
con (14 (0) 	x y 14.(0) 	Y x , luego ( uoh ' (0) = (d ru) x (Yx ) 
= 7pt, lo( T'u 084 )(t) E 'Tiru x ) p así 
(dW v ) x (Y x) = cdit 1 0( (i- vo ai)(t) = 	lo Wv( t(t)) 
ci- TED— u( (t)) * 	(t) 	1[Tu(x) iguv( /1(n)2 	ci Taru( (t) * guv(4  
cd1f,[3.v(x) " guy (x)-1 guv (14 (t))1 	1[Oguy (x) Tu(11(t»] 
- 1-v(x)idc-11-(guv(x)-1  guv"R 	(clIguy ( x ))1_ 	( 	(Tu( dA (t))) 
g)(1 ("3 + 1V119.-Liyi (X) 	uy 	
(ClIguy(X))11;:) 
=(X).[((1 	 )(dii)X(YX) 
- [(d1g-1  
y(x) )e(dguv ) x (YxT 	(dIci (x) ) 	(d1-11 ) x (Yx ) * Tuv(x) Tv(x) -uy Tu(x) 
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luego tenemos que 
Lif vx (Yx ) - (Uf W y(x))(dTu) x(Y x)) 
(LJ T;(x))1(X-1(dlgluv (x))e(dguv ) x(Yxj; (x)  4- (dOguv(x))Tu(x)(dtru)x(Yx) 
udrox)rp<-1(dl-gluv(x))e(dguv)x(Y,)] 	+ 0-T 	(d0 	) 	(dIr ) A 	W v(x) 	rv(x) 	guy(x) ru(x) 	u x 
(%). 
Aplicando las condiciones (a) y (b) de 4.2 tenemos 
Urvx (Yx) .(dl 1 v(x) ) e(dguv ) x (Yx ) 4- (5Adguv(x) ) -1(jux(Yx )) 
y así vemos que la aplicación e. (cilí-u )*  es la conexión que asocia a Tu 
la 1-forma 	. 
c) 	4.3 ==t) 4.1 
Supongamos que tenemos una conexión en el sentido de 4.3 o sea que 
asocia a cada trivialización local Tu una 1-forma vectorial Uju tal que 
Wvx(Y x) = C1-1  [(d1-1 k.)(dguv  )x  (Y ) guv x) 	x 4- (c5Ad-g1 (x) )(Jux (yx uy 	)) 
sea Wu: 
 
P la sección local asociada a Tu. 
 
Se trata de construir una conexión que a cada Ili-u(x)e.P asocie un sub- 
espacio 1-11-,x 	T 	 P. y que se verifiquen las condiciones siguientes: 
u' 
1.T(x) P 	HTu(x)(-"Z(x) 
2. 	(d0g)lru(x) (H11(x) ) = HuL(x).g donde 
ru(x).g = 0(11(x),g). 
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Para Tu(x) P, x e.U, \' 6  TM y Ze..• 
definimos 	uxU : T (x) P 
 
• dada por 
 
u0-11 [(d p-u) x (Y x ) + 
	 ljux (Yx ) + Z 
es un H.F.P. 
17u(x) " gEP 	Y 	Yi 6Tr (x).g P 	Vg " u 	u 
restringimos dla todo 7 -1(U) via la formula 
Ufu(Y wu( x ) .g) = ( EAcigi)(0-g1 )(ylu(x).g  
El miembro izquierdo de esta igualdad nos muestra que ur u es una conexión 
1-forma en la restricción del H.F.P. 
Supongamos que ufu es la conexión 1-forma dada en 4.2. 
Sea H ru(x) eT 	P /1" 	(Y 	) - Iru(x) Tu(x) 	(ru(x) Iru(x) 
Probaremos que la 1-forma que a cada Tu(x) asigna H(x)  es una 
"u ' 
conexión en el sentido de 4.1. 
De 4.2 (a) tenemos que W-G-(Y*. (x) + Xru(x) ) 	Y con Ye 	, 
P luego podemos ver que HI.u(x) + Vul(x) . 	(x) P. X(x) 	Tru(x)  
Además (d0g)(HIF(x) ) = Hr(x).g, dado que de 4.2(h) tenemos que 
LIT(' 	(d0 (Y 	) -1Ad-/ )(> 	(Y 	)) 	O para todo Y ru(x) g Tu(x) 	g 	Vx) (ru(x) Hru(x). 
Como 
CAPITULO III 




Sean ‹,› ; 1:14 x 1R 4- 	o- IR dada por Vx 	(x0,x1 ,x2 .x3 ) 





IR antes definida es una forma bilineal simétrica con 
matriz 
respecto a la base canonica. 
Demostración: 
a) ‹,› es bi I inea I ; o sea <o< x+ Ay,z)  
+13 
En eefcto. 
(c(x+,Ay,0 	(0((x0,x 1 ,x2 ,x3) + )3(yo ,y ,y 2 ,y 3 ) ,(zo ,z i ,z2 ,z3 )) 
- X01-, j6 yo , 0( x i + /g y 1 , o( x2+ /6 y 2 , (x x3+ 	y3), 
(zo,zi  ,z2 ,z3)> 
= cx xozo 175 yozo - 	xiz i 	yizi  - o( x2z279y2z2 Q< x3z3 
y3Z3  
- X0Z0-X Z -X,Z2-X3Z3) 	(y0z0-y1z1 -y2z2-y3z3 ) 
Analogainente se demuestra para <x,Duy+je .z> 	0(<x,y2 + 
- vo-x ly1 -x2y2-x3y3 ; entonces 
-62- 
<,› es simétrica. 
(x,V,› 	x0y0-x1y 1 -x2v2 -x3y3  
Y oxo-Y1 x 1 -Y2x2-Y3x 3 
Q,x> 
c) Sea B 	e 1 ,e2'e3 ,e4 	
la base canónica de R4 , luego 
<el,e0=o si i 	j además <e1 ,e1) 	1 . ( "e ,7 2 e 2) 	-1 






e -'> 	1; 
3 
luego tenemos la matriz 
Observación 1.2: 
Consideremos los vectores columnas x,y 	IR 4 luego xT 7,  y - (x,y> 
En efecto: calculando 
x 	y (x0,x1 ,x2 ,x3 ) 1 	0 
0 	1 
-1 \\ 
(xo x 1 x2 3 	/ 
 x ) 
Yo \\ 
I 	Y1 
Y 2 /// 
Y 3 
xoy0-x1 y1 -x2y2-x3y3 	(x , y> 
-63- 
Definición 1.3: 
Sea L.(  R
4) el conjunto de todas las transformaciones lineales de 
R4 . Denotamos por / al conjunto de todas las transformaciones lineales 
Be 	R4) tales que V x,y e R4 (13x,By> = Kx,y> donde 
R4x 	 es el considerado en la proposición anterior. Así 
{ a 	R4) / VX3 e \14, <B( x), B( Y )> (xd> 
Proposición 1.4: 
E. es un grupo respecto a la composición de aplicaciones. 
Demostración:  
a) E, es cerrada respecto a la composición de aplicaciones 
En efecto: 
Sean A,13,D 	P., luego 
(:(AoB)x, (A013)y) 	(ABx,ABy) (13x,By> =(x,Y) 
luego E, es cerrada. 
b) La composición de aplicaciones es Asociativa. 
En efecto: 
Sean A,13,D e 	; x,y 	R4 luego P.D. 
(Ao(B0D)(x), Ao(BoD)(y),> 	<Z(AoB)oD(x),(AoMoD(Y);> 
luego: 
a) (Ao(BoD)(x),Ao(BoD)(y);> 	(A(B0D)(x),A(130D)(3)) 
(A(B(D(x))),A(B(D(Y)));> 	<B(D(x)).13(D(y))) = <D(x),D(Y);› 
(x,y) 
2) <:(A0B)oD(x),(A013)0D(y)› 	<(Ao13)D(x),(A0B)D(y)) 
= <ZA(B(D(x))), A(B(D(Y)));> - <B(D(x)), B(D(y))2) 
= (D(x),D(Y);> = (x,y) 
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• • 	o es Asociativa. 
e) El elemento neutro de 1, es la aplicación identidad de 124, o sea 
(.11 IR4(x) ' 	R4( Y )> =  (x,Y) 
d) Para mostrar que existen inversos en ( 	,o) bastara comprobar 
que toda aplicación de 2, posee inverso en 	. Sea A e 	mostraremos 
que A es inyectiva, esto es A(x) - A(y) 	 x=y: Sean x  
entonces A(x) = A(y) 	 A(x)-A(y) = O 	 A(x-y) 	;->Vz e 114 
(A(x-y), A(z)) 	O $ 	 Vz 1:24, <x-y,z> - O 	 x-y = O 
y. 
A es suryectiva dado que A es un operador lineal. 
e) AE. e, 	¿A-1E.1J 
<A-1(x), A(y)> =<A(A-1(x), A(A-1(y))> 	<111(x), 1(y)> =(x,y> 
luego E es grupo para o. 
2.- GRUPO DE LORENTZ. 
Definición 2.1: 
Llamaremos grupo de Lorentz de 	IR 4) al grupo 
Proposición 2.2: 
Sea e el grupo de Lorentz, g t R4 ) con matriz asociada 
B(p 	B), y 11 la matriz asociada a <,› : 4 x IR 	entonces 
Ae. e si y solo si BTT B 
Demostración:  
Seap E 	IR 4 ) con matriz asociada B entonces 
G--4)(p(x ) , je(y)> 	x,y> 	x,y IR4  
(Bx)TxT,Iz  (By) 	x TT y 	x TBTT By 	y v 
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Proposición 2.3: 
El grupo de Lorentz e es un grupo topologico. 
Demostración:  
Mediante la identificación( R4) con Cill4x4( 2)  Y la identificación 
de &t 44( R) con R16 proveemos al( R41de la topologia usual de 	
16 
Ahora se provee a E de la topología inducida del( R4). 
Para mostrar que ( e,o) es un grupo topológico bastará con observar 
que (E ,o) es un subgrupo del grupo topológico (GL( R4),0 ) y siendo la 
topología de e la inducida por la de GL( R4) obtenemos el resultado. 
Proposición 2.4:  
El grupo de Lorentz 	tiene cuatro componentes conexas. 
Demostración:  
Sea 	,,t3 €. e entonces BT4Z B = "Z luego 
det(B 	B) 	det' pero det(BTT B) = det entonces 
det BT detl? . det B = detT 
det BT det B = 1 
(det B)(det B) = 1 
(det B)2 	1 
det B 	+1 
Por otro lado tenemos que para el vector basal e0 - (1,0,0,0) 
2 4, 2 	2 	2 (e0,e0) - 1 y tambien (e0,e0;> - </5e0,/e5e0;> =//-5-bo-P-10 -/-1
4 
 20-/-30 
2 	( A 2 A 2 	21 a2 donde 	 - (/3e0,/3e0> = A _ K . 1. luego r- oo 't'104-r20+ 30' /'"-"oo 
2 
1 entonces /3 .?,1 o 13 	1 y de aqui podemos presentar los oo 	- 
cuatro conjuntos disjuntos siguientes. 
-66- 
	
1'4 =1 B e 	: det 	- 1; poo 	1 
: det B = -1; 
det 8 = 1;  
Be 	: det B =-1; Poo-‘-1 
Luego = u V u E.4 u £1  donde podemos presentar un elemento + 	- 





EL'  ; 1 
   
    
  
1 
    




   
\ 
15.t 	15 It = 	-7= 
 
nt Ahora es suficiente mostrar que
+ es conexa. Consideremos el 
conjunto H = 	x = (x0,x1 ,x2 ,x3) e 10: (x,x) . 1, xo ,-;>1 
ciertamente 95(x0,...,x3) = (xl,x2 ,x3) define un difeomorfismo de H con 513. 
Si v°  E:H entonces (v°, v°) = 1, y podemos completar con y°  una base 
orto-normal de 10, decimos que v0,..., y3 con la matriz de vectores 
columnas [y°,..., v3je f (notese que v°  > 1, como v o e H; podemos siem- 
pre cambiar v 3 por - v 3 donde tenemos que det [y°,..., y3] = 1). 
Si eo = (1,0,0,0) e H; entonces [v 0,..., v 3 ] eo = y °. 
Esto es la aplicación Tr: 	 H dada por Tr(B) = Beo es sobre, 
vemos que TT-1(eo) 	(8 	/ Be = eo  }. SO(3), y tambien o  
t.lp (x) 	_ 	xo 2.5'






y( x) 	= xo
o 	x 1  - x2 -6-2 - x3 	3 cp 
Demostración: 
Tenemos que 
Lp R4 	H(2,C) tal que 
y y : R4 	H(2,C) tal que 
7-1(v O)y 	113] SO(3) por lo tanto SO(3) actua en El  por la L  
derecha, en tal via TV : 	 H es un Haz Fibrado principal sobre 
H 24- 1R3 con grupo SO(3)-2-- -- 50(3). Todo Haz sobre tRn es trivial, y también 
1,1+ es topologicamente IR3xS0(3) el cual es conexo. 
Observación 2.5: 
Sea H(2,C) el espacio de las matrices hermitianas de orden 2 
o sea AeH(2,C) si y solo si AT = I. 









Cada una de las funciones 	
r 	R4 
	 H(2,C) 
definidas por: \ix e 114 , T(x); fix) 6H(2,) donde 
1 Lip(x) = 1(= xo 1›.-o 	x1 	x2 	
2 + x3 ?;3 
Y 	 y (X) = 	xci 	x1 	- x2 	- x3 '?53  
son isomorfismos. 
a) 	tanto 4) ,como '1) son homomorfismos, o sea: 
-68- 
Vx,y e R4  
T(x+y) (xo-IY0) 	(x1"1) 	1 	(x24-Y2) 	(x3"3)-'(1-3 
 
o 1 	2 	 3 
xo 	+Z-' 	y z' o 
o 	xl 	+ yi 	+ x2 	+ y2
2 
 -a- + x3 
3 












 + Y1  (n 	y2  
+ y3 3 
99 (x) + 
así tambien 99(x+y) = (19 (x) + 	(y). 
b) Además; 
(-19 es inyectiva. 

































° Zji  (x) 	y(y) 	 X0  -I- X + x2 
(x xo+x3 	x 1-ix2 
x1+ix2 xo-x 




      
       
 
xo+x3 yo+y3  
-1 = y -i xl  x2 1y2  
x 1+ix2= y1+iy2  
- xo x3 = yo- y3  
   
x =y 
o o 
x1  = y 
x2 = Y2 





1=) x = y 
  
  
    
       
       
c) 	Se comprueba sin dificultad que Le es suryectiva. 
Proposición 2.7:  
Dadas Ty y como en la proposición 2.6 se tiene que \lx e.P4 : 
1) det LP (x) 	det 4)(x)  





1) Puesto que 4)(x) 
Y 	If)(x) 
entonces tenemos que 
No O\ 0 x 







- x3 c.  
/x
3 
O /x0+x3 x1-ix2 















o 1 2 3 
fx :) 
LI1 (x )= 	° 
\O xl  
/0 -ix) _ (x3 
\1x2 O ) o 
(x0-x3 -x1+ix2 
x3/ 	 xo+ x3/ 
ix ( 2 	2 	2 	2 	\ xo-x1-x2-x 	
o 
3 
2 	2 	2 o xo-xl-x2-x5/3  













\-x1 -1)12 xo+x3  
) l_xl _ x l _x l 0  (x-9(x0+9-(-xl-ix2)(-xl+ix2 . x  
detY(x) = detY(x) = (x,x> . 
 
1 	01 
= 	, X > 
Tambien 
xo-x3 -x1+1X2 /xo+x3 x1-ix2i) 
X1 	 xo+x3 	+ix \ xl2  xo-x3  
2 	2 	2 	2 X0-X1  -x2-X3O 
O\ 
„, 	2 	2 	2 	2 
(1 
O 	)10-)11 -)12-)13 = ,0 
<x,x> I 
LP(x). 	(x) = 	(x). 	(x) = (x,x> 
Observación 2.8: 
Recordemos que SL(2,T) es el grupo de las matrices complejas A, de 
orden 2 	con determinante igual a 1. 
Proposición 2.9:  
Sea A e. SL(2,T) y A* = At; sea 1\: SL(2,T) 
-71- 
dada por: VA E.S1(2,C) y Vx 	(A(A)(x)) 	AxA*, entonces A es 
un homomorfismo suryectivo con A-1(I) - ±I. 
Demostración: 
Como tenemos que A T(x)A* es lineal en x o sea; Vx, y 	P4; 
VA E SL(2,C) se tiene que 
A y (x+y)A = A [(x)+(y)] A = (A [if(x)+LP(d.}A*  
LA 1-19(x) + A (1° (y)] A*  = A te(x)A + A T(Y)A . Entonces tambien A(A) es 
lineal. 
Veamos ahora que A esta bien definida, o sea que 
VA e SL(2,C),A(A) e- • 
Por el teorema anterior tenemos que Vx €.10, 
(A(A)(x),A(A)(x > = det L(A(A)(x))„J = det(A te (x)A*) 
= det A det 	(x) det A - det 	(x) = (x,x) 
donde A(A) e R, 
Probaremos ahora que SL(2,t) es conexo. 
En verdad, sea TT : SI(2,C)----1.- T2 - (0,0)} , definida como ante-
riormente, o sea VA e SL(2,C) TT (A) = Aeo é TT (A) = A (1°) ; esto es 
Tr ; 
(ra b\) . (a b) 1 	a) 
di \c d O c 
Notese que rr- 1 ((01 ) ) . ( (01 bi  ) / b - j •. 
Vemos que *Tr : sL(2,c)----- t2 \ t(0,0)} es un H.F.P con grupo 




W(a,b) = 	 donde 
a-a + bB. Por el teorema II. 2.3 tenemos que SL(2,1) es difeomorfica 
a (e2 ,{(0,0) x e o 	 e 2 -,(0,0) . P4 '{O}9r-S3x R) S3x R3 
que es conexo. Esto es A (SL(2,C))— ffs . Supongase que A(A) = I. 
Entonces x = Ax A*, Vx 4 IR 
fa b)
Escribiendo A - c d 	y tomando x 	21
o - I, obtenemos 
aiá+b-b = 1; cC-Idd 	1. Luego tomando x 	"P obtenemos a5-b-6 = 1; cE-da- - 1. 
Ahora tenemos que b=0 y c-O, de donde 1= det A. ad y aá - 1 . Esto es d.75 
y además 
)a o a 
Tomando x -2? tenemos a2 - 1, de donde a2 = aá = 1, y así 7\-1(I) 	+I}. 
Notemos que /\ (AB) -A(A)/(\(8), dado que 
(A(A8)(x)) = ABx(AB)*  - A(E1 x 811) A* 	AW\(8)(x)LJA*  - 
= (A(A)A(8)(x»L• 
Esto esA es un homomorfismo, y en particular, /\ lleva la curva 
t 	exp(tA) de S e(2,e) en la curva t 	 exp (td¿\51(A)) 
de aquí (dir\) / : T S P.(20) 	 Ta es un difeomorfismo donde 
dim(TS e (2P) 	dim (S3x R 3) - 6 	dim (50(3) x R3) - dim 	- dim 
ya que dAA = A(A) o (d/M1  o dlA
-1  
, donde se sigue que Aes un difeomor 
fismo local sobre un subgrupo abierto




Ahora 1, es la unión disjunta de conjuntos abiertos de 20 en V4. 
of 
donde la conexidad de Lf implica que E: = e, -A(S1(2,T)) y por tanto 
A es suryectiva. 
3.- REPRESENTACION LINEAL DE GRUPOS. 
Definición 3.1: 
Una representación lineal del grupo finito G en el espacio vecto- 
rial V de dimensión "n" es un homomorfismo p del grupo G en el grupo 
G.2 (V) de los automorfismos de V, tal que Vs,g e G 
f(sg) - P(5) o P(g) 
Observación 3.2: 
De la definición anterior tenemos que 
NI) = 1 
?L1  
Denotaremos P(s) - Ps  
Dada P se dice que y es un espacio de representación de G. 
Definición 3.3:  
Sea P: G 	 
 
GE(V) una representación lineal, y sea W un 
 
subespacio vectorial de V. Supongamos que W es estable por las operaciones 
de G, es decir ps(w) =. w vs a G. En este caso la restricción de 
'MI , es un automorfismo de W y ciertamente  
t 
ps a W que denotamos 
pw(5) 0 0(g). Luego 	4 : G 	- G g(W) es una representación 
lineal de G en W. 





Una representación p :G 
 
G (V) se dice irreducible si 
V 	10 y ningún subespacio de V es estable por G, excepto 	o} y V. 
Teorema 3.5: 
Sea Puna representación lineal finita de un grupo de Líe compac-
to Gen G P,(V) , y sea W un subespacio de V estable por G. Existe entonces, 
un subespacio W°  suplementario de W en V que es estable por G. 
Demostración: 
Sea W' un suplementario de W en V, y P el proyector de V sobre W 
que le corresponde. 




P xPr1  dx, 
donde la integral es de Haar. De aquí tenemos que, 
	
P°(v) - ir PxP rx.1 (v) dx 	v €V 
Puesto que p aplica V en W y px deja invariante W, p°  aplica V en W; 
por otra parte, si v EW, rxl(v) e w 	 p P;1(v) 	rlx (v).110rxpp-lx (v)=v. 
y por tanto pe(v) 	v, y asi pe es un proyector de V sobre W; al cual 
corresponde un suplementario de W en V. Sea Wo = (I-po)(v). 
Mostraremos ahora que W°  es invariante por P 
tenemos que p . nO _ no p . v, 1 g 	f- 	,- • g 	g e G. 
En efecto: 
o Al calcular ) 	o o-1 p 	tenemos; 
9 
dx %por-91 	p131>xp(91-1 ?_1 'x 	g  
_ 
lx 
o P rglx dx = p  
A 
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y resulta que si yewo, p0(y) k  = O donde p°  Pg(y) = Pg p() (y) = O es decir 
P (y) 	W(); Vg e G y esto es W°  es invariante por 
Teorema 3.6: 
Todo espacio de representación lineal finita es suma directa de 
espaciosde representaciónes irreducibles. 
Demostración: 
Sea V un espacio de representación lineal de G y razonando por 
inducción sobre la dimensión de V tenemos que: 
1) Si dim(V) = O, el teorema es evidente puesto que {0} es suma directa de 
la familia vacia de representaciones irreductibles, y por lo tanto el teore 
ma queda demostrado. 
2) Si dim(V) = n),1 y V es irreductible, el teorema tambien es cierto. 
(H.I) Supongamos valido el teorema para todo V tal que dim(V)<:n 
3) Si dim(V) = n>1 y V no es irreductible, entonces por teorema anterior 
podemos descomponer a V en suma directa de W'kW" con dim(Wq<dim(V)=n 
y dim(W"):dim(V) = n. Ahora por la (H.I) W' y W" son suma directa de 
representaciones irreductibles y por tanto lo mismo le ocurre a V, y así 
queda demostrado el teorema. 
Observación 3.7: 




es obvio que p es suma directa de dos representaciones irreductibles; 
(puesto que p es lineal y finita) 
,o) 
2 	(A) = 
(OA 
(A) = A*-1  
dadas por: 
y tal que 
: 	S E ( 2 ,C ) 	G (2,C) 
: S2 (2,C)  	GZ(2,C) 
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Definición 3.8: 
Dos representaciones 	': G 	 G(V) y 
: G 	  01/2 ) 
son equivalentes si existe un isomorfismo f v / 	"2 	' que ------4- v tal  




, 1 ) y p(O 7 no son equivalentes. 
    
Demostraremos que para todo isomorfismo f de G e(2,C) no se veri- 
	
fica que f o p( 1 ,o ) 	p(0, 	) ofosea quefoP(-1 ,0) f -1  I p(0'1 ). 
Como f: G e(2,c) 	 G (2,e) es una transformación lineal, 
existe una matriz asociada a f; sea B dicha matriz. Veremos que existe 
A e S e (2,C) tal que BAB-1  4 A*-1. 














ib2b3 	1. -21b1b4 	2 	- - 21 
4- ib1
b
4 	- 21 2ib2b3 
En efecto: 
Basta tomar la matriz 
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b3 
-2ib4 2ib2 
b i 1  
2 	2  
-2ib b - ib2b_ 3 	2ib1b24- 
ib1b2  1 4 , , ; 	 2 2 
-2ib3b4- ib3b4 	2ib2b34- ib1b4  ----7— 2 --,. 
5 
Luego -1 ib1b2 = O r--->  b1 - 0 6 b2 - 0 
-5 	lb3b4 	O 	VI b3 - 0 6 b4 -2- 
de donde 
B A B-1 y así 	 A*-1 	VB 	GE(2,C) 
Teorema 3.10: 
No existe representación P' 
 
GE(4,C) tal que 
 




Puesto que A: Sf(2,1)--- 	n, tenemos que 
A(A)e E VAc Se.(2,C). 
Ahora supongamos que p , existe, entonces p1 (I) . I. 
Además sabemos que A(tI) = I con G. SleXt,C), luego pm . 1 y 
?(-I) . -I y así tenemos 	pico = pqA(-0) = p(-i) . -I, donde 
pl(I) = -I lo cual es una contradicción, luego F' no existe. 
Ejemplo 3.11: 
Examinemos un poco el estado físico paradógico, tal que el campo 
de electrón de Dirac es transformado sobre negativo cuando el espacio pasa 
una rotación completa. 
Sea G S e(2,C) 
Mostremos queA(A) : IR4 	IR4 es una rotación alrededor del eje 
X3 por 20, 
(AW0)x) 
con xo fijo realmente. 
(x04-x3 	e-201 (x12N 
\\e20i (x1-hix2 ) x0 -x3  
= A0 A  A
* 
0— O 
de donde vemos que A(A0) deja a xo y x3 fijo, mientras que xl  y x2 cam- 
bian de acuerdo a la aplicación x1+1x 	e
210(x14-1x). Si 0 TT 
entoncesA(A ff ) = I es una rotación de 21T, Pero NA TT ) . -I, y por ende 
para 1) 	(P,C4), 	(pAlr ) = P(A ) -1. (p) = - Y(p) donde los campos de 
electron de Dirac serán los campos de partícula en C (P,C4) E{1.' : 	C
4
/ 
tr(pA) = p(A 1) tv(p) 
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Observación 3.12: 
Las representaciones irreductibles de 5e,(2,) con espacios de 
n(1.1, n1 ) 
representación compleja, forman una familia de doble indice r 	donde 
f.( y / se escogen independientemente del conjunto 	O, 1 , 	
' 
1, 	,2 ...} 02,7 ) ,  
Para una representación irreductible 	de S e(2,c) se tiene: 
004, -2 ) 	
?( 
_ 	) 	( 	,o) 1 o 1 ( 1 ,0) 
I 	= 	2 '  
2,44 Y'veces 
	
(O, 1 ) 	 140, ; ) 
	.., 	 
212-veces 
Con espacio de representación dado por el espacio de tensores r  
(m, 
y de dimensión (2,<A1-1)(2T +1) (Ver 
Definición 3.13: 
Sea p %) una representación irreductible de S e (2,c). Llamare-
mos "SPIN" de la representación p , al número A4+1?. 
Observese que para una representación irreductible pUJ, T ) de S (2,C) 
se tendra que: 
?(P ' f1) (-I) = (-1)2(14+7) (I) con lo cual 
n((« 	. I si ,a+ rI es un entero y 
riDA 	) 
(-1) 	si )4 + T es múltiplo de un medio. 
Asi la propiedad examinada en el ejemplo (3-11) es característica de 
las partículas con spin múltiplo de un medio. 
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4.- CONEXION DE  LEVI-CIVITA. 
4.1 Preliminares: 
Sea <:,;> : Rnx kn 	R, decimos que <Z,;› es el pro- 
ducto escalar de indice (r,$) en Rn, si para todo v,w e Rn tenemos que 
,A> 	V ur + . . . +V uY - 	uf 	. 	V 	uf 	donde • """ r+s r+s 
r+s = n). 
4 El producto escalar en R dado por (v,up .v 	_ vi- _v v5 _ a es  1 1 	2 2 	3 3 	4 4 
un producto escalar de indice (1,3). 
Definición 4.2: 
Searr02(V) ={ f:VxV 
	
R / f es bilineal} . 
Una métrica sobre un espacio vectorial real V es un elémento 
geT°2(V) tal que g es simétrica y no degenerada, esto es g(x,y) = O 
eV implica que x = 0. 
Definición 4.3: 
Un elemento g de T02(V) es una métrica de indice (r,$)(1..4r,s<n,r+s=n) 
si y solo si g es métrica, y existe una base e1,... len de V para el cual 
g(x,y) 	 - +1-r+1-"'-xr+s'r+s tix,y e V con x .:E:x.e e 
y =Z yiel  o sea la matriz asociada a g es diagonal con 1,...1, -1,...-1 
r 	s 
en la diagonal principal respecto a la base el,... ,en. 
Ejemplos 4.4: , 
1- El producto escalar <,› de indice (1,3) en R4 es una métrica de 
indice (1,3). 
- 2- El producto escalar (,) de indice (r,$) en H n es una métrica 
de indice (r,$). 
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Definición 4.6: 
Sea V un espacio vectorial real de dimensión "n", g una métrica 
sobre V, T°2(Ak (V)) 	:p(V)x 	 Ri g bilineal} 
una métrica inducida por g es un elemento 1 de T02(p(v)) definida de la 
marlerasiguiente:Seael,,en unabasedeVyseag...g(evej ), consi- 
deremos la matriz (g. ) 	y su matriz inversa (gij)nxn.  Sean nxn 
*i 	 *i, 
11 	ik 	 i1 	i 
x 	xie-kik donde es antisimetrica en los indices y )g .21J1 
R es antisimetrica en los indices. 
Definimos -1( 	,) 	1/k! 7- gibil gi2j2 	gikik 
k 
para Ol/g e a(V) definimos 1( (X ,A) _ os,5 
Se comprueba que 1(0( 	 ) es independiente de la elección de la base 
de V. 
METRICA SOBRE UNA VARIEDAD M. 
Definición 4.7: 




Sea V un espacio vectorial real de dimensión "n". Una base 
e1,... en  de V es ortonormal respecto a la métrica g si y solo si 
{ 
g(e.e.) 	O si i i j 1 J 
+1 si i 	j 
Un elemento g de t'°'2 (M) es una métrica sobre M si el elemento 
gx de T
0,2(7M) Vx 	es una métrica sobre el espacio vectorial TxM. 
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Definición 4.8:  
Sea M una variedad diferenciable de dimensión "n". Un elemento 
g de 2;°'2(M) es una métrica de indice (r,$)(1.1-r,szn, r-hs .-- n) sobre M, 
si el elemento gx de T
0,2
(TM) Vx GM es una métrica de indice (r,$) sobre 
el espacio vectorial TM. 
Definición 4.9: 
Sea 0(r,$) el subgrupo del grupo de los automorfismos de Rn, 
Ge(n, R) que preserva el <Z,,> de indice (r,$) sobre R
n
, en el sentido 
siguiente A 60 (r,$) si y solo si ‹Av,Awr> = <v,12,0 Vv,LifQ Pn  
Observación 4.10: 
1- Se comprueba sin dificultad que C9(r,$) es un grupo de Lie. 
2- Si /2 es la matriz diagonal de orden nxn tal que la diagonal 
principal de la forma (1,...1, -1,...-1) entonces para los vecto- 
r 	s T 
	
res columnas v,toe. Rn tenemos que 	v ^e uf - (v,1.47›, Y 
A E 0 (r,$) si y solo si ATT A = 
Proposición 4.11: 
Si la aplicación A de (-E ,E) en 0(r,$) es una curva con 
A(0) 	I, matriz identidad, entonces <ZA'(0)v,w> 	(v,A1 (0)(0) = O. 
Demostración: 
Se comprueba la afirmación derivando la expresión 
(A(t)v, A(t)r) =(v,().›. 
Observación 4.12: 
De la proposición 4.11 resulta que el algebra de Lie de 09(r,$) 
es .15(r,$) = 	B e. IZO-1, R)/ (ev,w) 	 = O) 
= 	B 	 R)/ BTT 	">?B = O ) donde 	e(n, R) es el álgebra de 
Lie del grupo de Lie G e(n, R). 
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HAZ DE MARCOS ORTONORMALES. 
Definición 4.13: 
Sea M una variedad diferenciable de dimensión "n". Llamaremos 




Al conjunto de todos los marcos en x lo denotaremos por L(M) x. Y sea 
L(M) . 1 	J L(M) 	(unióni  disjunta) 
xeM 
es decir cada elemento de L(M) es un par ordenado (x,ux ) donde xeM, ux 
es un isomorfismo de Rn sobre TM. 
Observación r ación 4.14: 
Tambien se puede expresar la unión disjunta en la forma siguiente: 
L(M) =I 	 
x e M { x) x L(M) x 
Definición 4.15: 
Sea M una variedad diferenciable de dimensión "n" y con metrica g. 
Un marco ortonormal en xeM es un marco u eL(M) x tal que 
g(u(v),u(w)) 	. 
Al conjunto de todos los marcos ortonormales en x lo denotamos por 
F(M)x. 
Observación 4.16: 
1. Consideramos la unión disjunta F(M) - IJ F(M) '  es decir X E. M 	x 
cada elemento de F(M) es un par ordenado (x,ux ) donde xILM y ux 
es un marco ortonormal en x. 
Definimos la aplicación TT:F(M) 	M por Tí(u) = x, si u e F (M)x. 
2. Sea u e F(M) '  11- (u) = x y A e. 6)(r,$) entonces la composición x 
uoA a F( M).  Esto determina una aplicación de 
	




Sea M una variedad diferenciable de dimensión "n", con métrica g 
de indice (r,$). 
0(r,$) el grupo ortonormal de Lie, entonces (F(M),TT,M, Q(r,$)) es un 
haz fibrado principal. 
Demostración: 
Introduciremos sin mucha dificultad una estructura diferenciable 
en F(M) y probaremos que tanto Tr: F(M) 	M como 
9: F(M) x 	 F(M) son diferenciables. 
Sea WSIM una vecindad coordenada con sistema de coordenadas  
y consideremos los campos vectoriales 	v--1— en W, asociados al x l  
Definimos una aplicación T: 	 F(M) de la manera siguiente: 
Consideramos la base canónica e
1'...,en de R
n donde tenemos la métrica de 
inffice(r,$),para todoy e whacems T(Mel  .),-.( 	) eT M, resulta que 
VXi  y y 
Q- (Y)   TM es un isomorfismo; pero se comprueba utilizando Y 




-1  (W) 	 0(r,$) de la manera siguiente: 
Sea u eiT-1(W), luego u es un marco ortonormal en el punto TT (u) e. W 
además 07(11-(u)) tambien es un marco ortonormal en el punto TF(u). Y se 
comprueba sin dificultad que QT(1T(u)) -1  o u e d)(r,$), luego podemos defi-
nir Sw(u) . w(Tr(u))-1  o u. Se deduce de la construcción que 
Sw (uoA) = Sw(u)oA. 
sistema de coordenadas dado. 
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Ahora definimos Tw : TF
-1  (W) 	 W x 6)(r,$) por 
Tw(u) . (TT(u), Sw (u)), claramente Tw es biyectiva como W xc9(r,$) tiene 
estructura de variedad diferenciable podemos trasladar esta estructura 
mediantelabiyecciónar-1(Wyaquem.liwdonde W. son las 
vecindadescoordenadasentoncesFM-117(w), luego F(M) admite 
iej 
una estructura de variedad diferenciable. 
Ahora demostraremos que la familia de los rr -1(W), donde W recorre 
el atlas diferenciable de M es un atlas diferenciable de un haz fibrado 
principal. Sea W' otra vecindad coordenada con sistema de coordenada 
y campos vectoriales asociados J1- 	 . Deducimos de 
	
Dx' gx' 
T(u) = (TT(u), S(u))  y 	 1 
T 1 (u) = (TT(u), S(u)) para y .TF(u)c Wf) W' que 
-1 	 -1 Tw'oTw (y 'A) . (y '  S1(u) Sw(u) A) = (y,gw'w(y)A) 
Ahora hay que demostrar que gw , w: wrvw, 	.0(r,$) es diferenciable. 
En efecto: 
para y . Tr(u) e wnwi , gw , w(y) - s ,(u)s (u)-1  -( (5-1 (y)-lo u)(tr(y)-10 u) -1= w 	w 
= Csly) -1 W(y), pero esto justamente es la matriz Jacobiana cuyos elementos 
son 	(x!), acción del campo vectorial 	sobre la función diferenciable Dx. 
x!, que son diferenciables sobre WWW. 
Por consiguiente las aplicaciones Tw ,,Tw... son difeomorfismos y por tanto 
son trivializaciones locales. 
Las aplicaciones 1T : F(M) 	- M y 4): F(M)x 	 F(M ) 
corresponden via las trivializaciones locales a las aplicaciones diferenciales de 
Wx(9(r,$) en W y de (WX d)(r,$)) x 6)(r,$) en W x 0(r,$) y por lo tanto 
son diferenciable de 2.3 y 2.4 delCapItulo II se deduce que el H.F.P. 
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M es trivial si y solo si existe una sección de M en F(M), 
en otras palabras si existe una sucesión de campos vectoriales  
que son f.i en cada punto. 
Definición 4.18: 
A una 1-forma vectorial sobre F(M)411p(F(M), Rn) definida por 
qjxu) = (u-1  o (d1T)u)(xu) 	'u€F(M) y toda,xueTuF(M) llamamos una 
1-forma canónica sobre F(M). 
Observación 4.19: 
Sea 	q/ e A(L(M), Rn) definida por reu(xu) = (u-lo (dIT)u)(xu) 
bu e L(M) y toda xu 	Tu L(M) observemos que 11u/TuF(M) = Tu por consi- 
guiente q/F(M) . 	. 
CAMPOS DE PARTICULAS. 
Definición 4.20: 
Sea (P,TT, M, G) un haz fibrado principal, V un espacio vectorial real, 
y por consiguiente es una variedad diferenciable. 
Supongamos que L: GxV -------.— V es una acción por la izquierda ce G 
sobre V entonces 	: 	es un isomorfismo, o sea L e Ge(V) VglIG. A 
la aplicación P: G 	G(v) definidá'Idr P(g) 	Lg. Llamamos una 
representación de G asociada a la acción L. 
Dos representaciones p : G — 	Av) y f': 	 Ge(vg 
son equivalentes si existe un isomorfismo lineal T.V --------- V' tal que 
T o Lg Lo T 	Vge G. 
Definición 4.21: 
Sea (P ,TT, M, G) un haz fibrado principal y V un espacio vectorial 
real. Supongamos que L es una acción por la izquierda de G en V. 
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Sea 
C(P,V) {I P - / 	(yg) 	g1 • t'( Y )) 
Cuando la acción de G sobre V determina una representación 
r: G 
 
G f.(V) dada por P(g) - L llamamos a los elementos de 
 
C(P,V) Campos de Partículas. 
Definición 4.22:  
Sea (P,TT, M, G) un haz fibrado principal, uf una conexión 1-forma 
sobre P. 
Podemos escribir cadaXe.TPcomoX= X V + XH donde Xv es vertical o Y 




Sea (p,Tr, M, G) un H.F.P. V espacio vectorial real L:GxV 	s- V 
(L(g,x) = g.x) una acción, 0: PxG 	P es la acción libre del H.F.P. 
Sea 7N((P,V) el espacio de k -formas Tdiferenciables v-valuadas en 
P tal que 
a) Para xi,...,x k e TyP y g el G tenemos 
qy.g((d0g)y x i,...,(4g) y x k). g-1.1Py (X 1 ,...,Xk ) (esto es  
b) Si uno de los X 1 ,...,Xk es vertical entonces yy(xl  , 	xk) =0. 
^* 
Notese que en el caso especial en que V -'11 , y r la representación adjun 
ta de G en 1 dada por r(g) 	SAdg Vg GG tenemos que 11-w eA2(P,t). 
Teorema 4.23: 
Sea (P,TT, M, G) un haz fibrado principal, e el espacio de todas las 
1-formas de conexiones sobre P, entonces dada °je e la aplicación 
11: 77 (P, 	)----10-@ definida por R(0) . O + uJ es biyectiva. 
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Demostración: 
Sea 9:P 	1-1 	(T Pi) con la condición (a) y (b) 
Yer) Y 
: T P 
Y Y 
uf: P 	 (T P,8 ) 
Y 
uf: T P y y 
9 + UT: P 	.- LJ A yeP 	(T P, t ) Y 
(9 + uf) : T P 	, -1 	donde Y Y 
(g + un . 9 + ury, y así 
y y 
Sea A € -á entonces A : P 	 TP campo vectorial 
VY E P, AY  eT P luego Y 
(9 +Un (AY 	Y 
) = 	(A ) + 	
Y 
(A ) = O + A = A, mientras que Y 	Y  
	
( o +5) =(I) ( O ) 	*g (u]) = JAdg_i  (9) + SAdg_ i  (u/ ) = 	Adg_i (9+ 	) de 
donde 9 +0=e 
Ahora como 9 + Uf 	, entonces g es inyectiva, dado que 
\19;1"64 	(P,Iá ) 	 e , si(0) _A(' )1 	>9 =Ven 
efecto g (0) = 	) 	>  
g es sobre, puesto que Vur e e , existe 9' E 	(P, 5 ) donde 
Luego g es biyectiva. 
Definición 4.25: .
Sea (P,u, hl, G) una haz fibrado principal, b el álgebra de Lie del 
grupo de Líe G. Si 	Lí) e /'(P,ig), definimos TH e Ak (1) ,-, g) por 
Irg (X 1 ,...Xk) - le (XI-11 ,...4) donde Xi  e TyP, 1.$ i i k. 
Definición 4.26: 
Sean (P,TT, M, G) un H.F.P, b el algebra de Lie del grupo de Lie G, 
li7 una conexión 1-forma sobre P y d: /\k (P, .0,á ) 	 ___In, Ak 4.  1 ( p,t ) la , 
derivada exterior usual. 
Definimos la aplicación D'A7 : Ak (pigé)._____1,..Ak+1 (P,9á .) por 
tet D 	(17 . (d if )H. A Duf  T llamamos derivada covariante exterior de 47, y a 
la aplicación If llamamos operador derivada covariante exterior. 
Definición 4.27: 
Sea (P,TT, M, G) un H.F.P, Jb el álgebra de Lie del grupo de Lie G. 
Dada una conexión 1J5E /- (P,iá) al elemento Crule 	A2 (P,1 ) llamamos 
curvatura de la conexión Lir y designamos con fLur . Cuando u7 es conside-
rada como un potencial llamamo a -n-w- el campo fuerte de ur . 
Definición 4.28: 
Sea '%---f•-• Z(V) el homomorfismo de álgebra de Lie, inducido 
por la representación G 	 G Z(V) o sea para A€. 	y vG V tenemos 
que 
A.v = d/dt(expt A).vi t.0  
Si if G-Ak (F(M),V) y PAi(F(M),"á), entonces definimos 
P i\k/ e /9+k (F(M) por la fórmula 
(PM )(X1 ,...Xi+ ) =Ti-T-01 	>. (-1)1- r (X ), 	 1/40)). 
T (X (i+i) ,...,Xmi+k) ) donde 1- es el rango de la permutación en 
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Teorema 4.29: 
Existe una única conexión co-  llamada conexión de Levi-Ceyita en F(M) 
con forma torsión nula o sea D 4 = O. 
Demostración: 
Sea g una conexión en F(M), además sabemos que cualquier haz fibrado 
principal admite una conexión, luego para la conexión 	, la aplicación 
de 7 (F(M),-) en e , donde e es el espacio de todas las conexiones 
1-formas en F(M); y dada por 	 + 	, es biyectiya. 
Probemos que existe una única CrE 	(F(M),,nr,$) tal que 
W-51' r 
D 	n = O. 
Puesto que para 	Ak  (F(M), (.0(r,$)) tenemos que 
Dus. 	= d 	+ u-37\ 	, luego tenemos que 
D 	7- d 	+ 	-kr• );\ (4)w- 17\ 	Asi es suficiente probar que 
existe un á única U" e 7 . (F(M), (.9 (r,$)) tal que 	O 	Cr;\ 	. Notemos 
que ( 13- i\ (-1° )(X,Y) 	W(X)Y(Y) -W(V) y ( X), de acuerdo a la definición 
(**). Y asumiendo que existe una G tal que O 	= ü/1\4) tenemos 
(A) <te(Z), o (x,r)> = <(-f (Z),r(x)Y(Y)) - <119 (X),W(Y) 	(X)) para 
todo X,Y,2 e, TAi(v)F(M) y todo "( (y) & HM). Sea 
Z(X,Y,Z) 	<T(Z), Eil(X,Y)>+K(f(Y), Cf(Z,X)> -(99 (X), O (Yen) 
por (A) tenemos 
l(X,Y,Z) =<T(z),W(X) 1 (YP-(119(Z),W(Y)(19(X)) + 
- 
-(1p(x),  
Puesto que F(x)e.(9(r,$) tenemos que 
(1) (Y)) =  
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(B) Z(X,Y,Z) 2<99(Z),W(X)(Y)2 
donde y(z) y W(Y) recorren independientemente sobre Un así como Y y Z 
recorren sobre T)4(v) F(M), vemos que W(X) es unicamente determinada por 
(B). Esto es, asumiendo que 7 existe, tenemos que Ir es única. Ahora 
supongamos definida U" por (B). Entonces 1- (X) es lineal en X, donde 
I(X,Y,Z) es lineal en X, para A €(.9(r,$) tenemos (tp(dIAZ),0(dIAX,d1An> 
(A-1T(X), A-1  9(X,Y)> 	(T(Z), 9(X,Y).> esto es, 
Z(d(PAX, dlAY, d0AZ) = Z(X,Y,Z), y también 
2 (A-1  y) (z) 	(do Ax)A-1 (Y)> - 2 	(f(d(11AZ),7(doAx)voAy)> 
doAy, doAn 	rx,y,z) 
2(y(z),w(x)y(y)>= 2<i\-14)(z), 	(X)A,A-14) (y)> 
Esto es, 1- (dIAX) = A-1V(X)A 	c5AdA 1\5-(X) donde Z(X,Y,Z) es nula para 
X,Y ó Z vertical, donde vemos que W(X) - O para X vertical. Esto es 
Finalmente de (B) tenemos 
IY(Z),%- (X)LP(Y)> -<fiZ),C1-(Y) (4)(X)>. 1/2Z(X,Y,Z) -Z(Y,X,Z) 
(41'  (X,Y)> , donde 9-1  .5- i\T. Esto es lo requerido para la 
existencia de 
CAPITULO IV 
ECUACION DE DIRAC 
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1.- INTRODUCCION. 
En este capítulo consideraremos una variedad diferenciable M de 
dim 4 con métrica de índice (1,3) a la que llamamos variedad de 
Minkowski o Espacio - Tiempo. 
Sea TT: F(M) 	M el Haz Fibrado de marcos ortonormales, 
„ 
observamos que una fibra H 1 (x) = F(M) x tiene cuatro componentes 
conexas correspondiente a las cuatro componentes del grupo topológico 
de Lorentz fi= 6)(1,3). Sin embargo puede suceder que F(M) tenga menos 
de cuatro componentes conexas, porque puede unirse un punto en una 
componente de F(M) x  a otra componente mediante una curva en F(M) que 
sale de F(M) x y luego regresa. 
Supondremos que F(M) tiene cuatro componentes conexas. Selecciona 
mos una componente F0(M) de F(M) y observamos que TT: Fo(M)--- ---›-M 
es un Haz Fibrado Principal con grupo eff en lugar de 	0(1,3). 
2.- ESTRUCTURA SPIN. 
Una estructura Spin sobre F0(M) consiste de un Haz Fibrado Princi- 
pal TTs
: 	 con grupo S E(2,C) y de una aplicación diferen- 
ciable 	 Fo(M) tal que Tf()k(p)) =-15(p) para todo 
P E S(M) Y >(PA) = MP)A(A). Para todo p eS(M), A £S e(2,), 
donde A: S E(2,1) —o-- 14es el homomorfismo dado por 
( A(A)(x)) 	= A x A*  con A* 	A-t, x e IR4. 
Observemos que si TT: F0(M) 	M es un Haz Fibrado Principal 
Trivial entonces existe una estructura Spin sobre Fo(M). 
En todo este capitulo supondremos que existe una estructura Spin 
S(M) 	1.—F0(M) ' y construiremos un Lagrangiano y calcularemos 
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su ecuación de Lagrange. 
Demostraremos que esta ecuación de Lagrange se reduce a la ecua-
ción de Dirac para un campo de electrones libres. 
3.- 	FORMA HERMITIANA EXOTICA. 



























4 W2  para todo 
(z1 ,z2,z3 ,z4),(w1,w2,w3,w4) 
e C4 
Considerando estos elementos de C
4 
como vectores columnas 
z= 
1 
w= tenemos que 
H(z,w) = z ó4oIr donde 
	
t: R4 -----P-GE.(4,C) es una aplicación lineal 
dada por 
O 	x -x 	-x o 3 1 2 
2.1) 	 -x -1 1 x2 	Xo+X3 
	
X% (x) = 	 - ( 
















y 	(e1) = 
	1 = 0,1,2,3 para e una base canonica de IR4 
A esta aplicación H llamamos forma liermitiana exotica sobre C4 
A las matrices 	JA(e1)  =i = 0,1,2,3 se llama matrices de 
Dirac. 
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Recordemos que 	: SL(2,a) 	GL(4,C) dada por 
A O \ 
*-1 O A j/ 
es una representación de SE(2C) en GL(4,C). 
Se comprueba sin dificultad que Px),34(y)4(y),11(x). 2(x,y›I (3.1) 
Vx,y e p4 , además H( P(A)z, P(A)110 = H(z,ur) para todo z,10 
4.- 	METRICA SOBRE C4. 
Definimos h: C4xC4 	— IR porI(z,w)=1/2(H(z,w)+H(w,z)). Se 
comprueba sin dificultad que Ah es bilineal, simétrica y no degenera 
da, es decir, es una métrica sobre C. Además se tiene que 
1( P(A)z, f(A)w) - h(z,w) es decir P es ortogonal con respecto a la 
métrica h. 
Proposición 4.1: 
Con respecto a la métrica 11 sobre C4 , t(x), para todo (x) C PR4 
es auto adjunta, es decirh(lt (x)v,w) = h(v, 3(x)w). 
Demostración: 
Tenemos que'( (x)v,w) = vt (x)t 810 -r-v y dh(v, (x)w).= vt j40  
Hay que demostrar que 1(x)t 	= 	(P(x), pero VI  es lineal por o 	o 
consiguiente basta demostrar esta última igualdad para 
x = e0'e1,e2,e3.  Esto se comprueba facilmente utilizando la igualdad 
(3.1). 
5.- LAGRANGIANO. 
Sea TT: 	M una haz fibrado principal con grupo G y sea 
G 	GL(v) una representación. 
P(A) - con A e SL(2,(1) 
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El espacio de 1-Jets de aplicaciones de P en V es 
J(P,V) = ( (p,v,0)/peP, ve-V, y 0: T P-----,-V es lineal 	con el 
procedimiento utilizado en capítulos anteriores, se introduce una 
estructura de variedad diferenciable sobre J(P,V). 
Un Lagrangiano es una aplicación diferenciable 
L: 	 tal que L(p9,9-1.v,9-1.0odRg-1 = L(P,v,0). 
Por ejemplo si consideramos la estructura Spin sobre Fo(M), esto es 
IT: S(M)-----4- M es un Haz Fibrado Principal con grupo Se(2,C) y 
>1/4 : S(M)---e.,»Fo(M) aplicación diferenciable y considerando tam-
bién la representación P: SL(2,C)-----11,--GL(4,e) tenemos el espacio 
de 1-Jets J(S(M),C4). 
Recordemos las construcciones que hemos introducido en el capítu 
lo III referente a los campos de partículas. 
Sea 1T: 	M un Haz fibrado Principal con grupo G, y supon 
gamos que G actua por la izquierda sobre una variedad diferenciable 
F. Entonces se tiene el espacio C(P,F) = 	 F / 
diferenciable, 2;(pg) - 9-1.(p)} , es decir consideramos este con-
junto provisto de una topología (p.c. top. comp. abierta). 
Cuando F es un espacio vectorial V, y la acción de G es una 
representación sobre V. entonces a los elementos del espacio C(P,V) 
se le llaman Campos de Partículas. 
Por ejemplo, como hemos supuesto que se tiene una estructura 
Spin sobre F0(M) o sea 17s: 	 M es una Haz Fibrado 
principal con grupo Se,(2,$), y recordamos que p :St.(a) 	 , 
es una representación tenemos el espacio de campos de partículas 
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C(S(M),C
4 ). Pero en este caso, a estos campos de partículas llamamos 
campos de electrones libres. 
Teorema 5.1: 
Sean 	 F(M) una estructura Spin, 
A,: 	1(2,C) 	— e el isomorfismo de algebras de Lie inducido 
por el isomorfismo de grupos de Lie. 
	
SE(2,C) 	1  E!. Además sea O la conexión de Levi-Cevita 
sobre F0(M) o sea O E. / \ (Fo(M), g, ). Entonces 1 definido por 
=7\-,-. / o O( 7(p))o>\* A o g(9( A(P)), con p e S(M)o sea 
Z=/\\--,1, o X O, es una conexión sobre S(M). 
Demostración: 
Como ›: S(M) 	 
Hom(T (p)F0M,Z) 
algebra de Lie de SL(2,C), luego para A€. 81(2,C) tenemos que 





ademásl-(A*) . 1(0(?\ (A)) .A*1("*(A))=A. 
' P 	 * 	* p 
para g e se.(2e), Rg* IY(p) = 1(P)0Rg* = A-log(p)o >1,0 Rg*  
"(como >k o R 	R 	o's\ g /\(g) / 
-- 	*1  o G(p) o 15,\(g)*  o)\*. =V *1 o ASA(g) -1 0(p) o./\*  = 
A-1 = A g_1( ,  \ *o 0(p)02‘.*) 	 A8 
Recordemos de la definición (4-18) del capitulo III que se tiene 
1-forma canónica IP e./(F0(M), 	) dada por 
Yu(%) 	(LC 10 Trxu)(X t),u€F0(M) y toda Xu € Tu(Fc, (M) ). 





£ ) y 01(2,C) es el 
-98- 
Teorema 5.2 
Sea (pp 	99,(p)o 	 Ymp) , donde 	es una conexión 
1-forma canonica sobre Fo(M). Para g a SC(2,C) tenemos que 
- g R 	= /\(g 1) . 	, donde le es nula sobre vectores verticales. 9 
O sea 9e 27 (S(M), R4) con representaci6h5L(2,(1) ------..-Gt( R4 ) 
dada por g.v = A(g)(v). 
Demostración: 
Dado que (f es nula sobre los vectores verticales y la restricción 
de '/\* es un Isomorfismo entre subespacios verticales, se sigue que 
›s*  es nula sobre vectores verticales,además 




fl O RA( g)* * 0)\ 	 /7\(g).11PC) 
6.- LAGRANGIANO DE CAMPOS DE ELECTRONES LIBRES. 
Para la estructura Spin que estamos considerando 7I:S(M)-----1-M 
construimos un Lagrangiano L: J(S(M), T4) -------.-R de la manera siguien 
te: Sea p S(M) , Y Te-7\(S(M),C4). Sean E0'".,E3 e Tp S(M) 
vectores horizontales, con respecto a la conexión 	dada en el Teor:(5.1) 
y tal que 4/p(E1) = el, donde el  es la base canonica de R4, y Y= A* T 
o en forma equivalente T(X) - X(p)-1( -I1s*X), X eTpS(M). 




donde /2 = diag(1 	 JA : 	 G(C4) 
Ahora, para V e t4 , definimos 
L(p,v, 4- ) .'h(1(1111 ), y) - ffih(v,v). 
donde m e R. 
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Para demostrar que esta función es un Lagrangiano necesitamos el 
siguiente: 
Lema 6.1: 
Sean 	 e.TpS(M) vectores horizontales, con respecto a 
la conexión -4 y tal que cl(P),..., 9P(E') sean ortonormales con o 	 3 
respecto a <,;> . Entonces se tiene 
para todo 	e 7(S(M),C4). 
Demostración: 
Existe A e L 	d)(1,3) tal que e. 1 
E 	S-A .E'. Entonces. z_ mj m 
ETii tcluinrp( Ep. 
Aki y (E1 ) y donde 
p 	W p 	7 n21 	(ei) [5-p(E j ) 
km  
Mj hfiEl ))7 (E') k 	p m 
Teorema 6.2: 
La función L: J(S(M),64 ) 	 IR, dado por 
L(p,v, 	) = h(i d4 X 	,v) - mh(v,v), es un Lagrangiano. 
Demostración: 
1 Debemos probar que L(pg,g-1  v,g-1  v 7- R9_ 1 
1) - L(P,v,5- ) utilizan- 
do la definición de L, /.‘h y H resulta que basta demostrar que 
dIX(g 1 	o Rg  -1) 	g-1.(11.x p 	* 
En efecto: 
Sea E0,.. .E3 e TpS(M) vectores horizontales tales espacios a la 
conexión 15, tal que gl(Ei) 	e. base canonica. 1 
Aplicando el teorema 5.2 tenemos que 
(Rg*Ei)~1 ChEdP\M-le.. Por consiguiente R
9*  Ei 
 se 1 	 1  
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puede tomar como el elemento o E' de T 	S(M) de lema 6.1 y se deduce pg 
que 	.34 x(g-1. ro Rg_1) .7 'yJ ("(g)-1  edy(g)-1 	p (R 	(R1/4  E ))] = 11 	 g— * 9
p (n)-1 111 (e 1) (g) p (g)-1 
) 	
p 
Ir (E 1) 	p 	x 	) 	 ,s 
x ‘3 p/ 
‘3 P  
7.- ECUACION DE LAGRANGE. 
Recordemos que dada una 1-forma conexión uf sobre un H.F.P. 
TT: P 	M con grupo G se puede expresar X e.T P en la forma 
X - Xv+XH donde X v es vertical, es decir -r1-*(X v) - Oy XH es horizon 
tal es decirUY(XH) = O. 
Ademas si 'f e 	(P, 	) se define (-fli 	Ak(P) por 
H ifH( 	 HX 1,...,Xk) = 
7.1 	La derivada Covariante exterior de 	LP E. "k (P, ) esta defini 
da por Dury = (d Lf, ) G  ) donde d 	es la derivada 
exterior usual de 	. 
Sea TT: 	M un H.F.P. con grupo G, 	 Ge,(V) 
una representación, h una métrica zdefinida sobre M y suponemos 
que la variedad M es orientada, por consiguiente existe una 
forma volumen/4 sobre M asociada con la métrica h. 
La métrica hx sobre Txr1 Induce una métrica h sobre el espa- 
cio horizontal H 	P (p elT -1(x)) mediante el isomorfismo 
P 	P 
11-*: Hp---,--TxM; es decir Tip(X,Y) = hx ( TT,X, TT*.Y) VX,YE.TpP). 
Analogamente se tiene un elemento volumen, inducido sobre 
H de T M. Ahora podemos definir un operador estrella 
p 	x 
Ak(H (11 ) (n=dim M) por 
= TrA" ( *x 	) donde Tr*:/\k (TxM)----•—t1(H ) es el 
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pull-back inducido por 7,, Hp  
isomorfismo línea de /( (TM)  en 
n-k(TM) tal que 0{ / '\)V3 = -̀.4(o( ,6)/(4 \-kY,13/ 	(TM). 
Ahora definimos 7 : 7\k (P,V)----->-An-k(p,v) por: 
(V.tq ) 	igual a la única extensión de .72-.'• ( tpiH ) a una (n-k) 
P 
forma vectorial sobre T P que se anula sobre vectores verticales. 
Es decir (1 	) es la única forma en 
(P V) tal que (1 1-1) I Hp 	1;(*p Lf I Hp). 
7.2 El operador Codiferencial Covariante I j̀:Ak (PV)-1-7-\1<-1  (P,V) 
esta definido por 	159J( ce ) _ _ ( _ qh L1)n(k+1) 	Duicz r _ • kdonde 
(-1)h es el signo del determinante de (h(Zi'D j )) y n = dim M. 
Observamos que cuando M es una variedad de Minkowski, 
( -1)h 	-1 y n = 4 luego  
7.3 	Sea L: J(P,V) 	 IR un Lagrangiano y denotamos con  
el espacio de aplicaciones lineales de T P en y que se anulan 
sobre vectores verticales. Para (p,v,IneJ(P,V) definimos 
3 3  L(P v 9) E A(P,V) por la ecuación: 
(T) ( 	3L(p,v,0), /le ) 	L 	tt3 ) 1.t.o. dt 
para y e C(P,V) definimos una 1-forma V-valuada 
sobre P por: 
	 .7 	(P, 	(P), Duj9) ). 
(D Y) 	3  
7.4 Sea L: J(P,V) 	»- IR un Lagrangiano y,ur una conexión dada 
sobre Py 	C(P,V) un campo de Partículas. 
T xM y *x es el único 
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-J L A la ecuación 	l'3['DL 	1 +  z v 	- a llamamos ecuación 
9 (D 4' ) 
de Lagrange del Lagrangiano L. 
Ahora determinaremos la ecuación de Lagrange del Lagrangiano 
L : J(S(m), c4 )______.~iR definida por L(p,v r ) 41(1(34 x 6- ),v)-mh(v,v). 
' P 	P 
Lema 7.5: Para el Lagrangiano L:J(S(M),I4) 	s F2 definido 
por L(p,v, r ) -ID( tricq." ),v)-m̂h(v,v) se tiene que P 	 P 
L(p,v, 1- ) ; T S(M)----i-é;esta dado por 3 	P 	P 
V 1-(P,v,IF )(X) = -  3 	p 
Demostración: 
-1 
Sea /..,',4 E ," (S(M)) entonces tenemos 
P 
(i)( A , 'S7 3 L(p,v, cs-p» 	cidt 	 L(p,v, 5-- + tp )1 - -t.° 
=y-07,k /1(,34(z-e(E))(1,5(Ek )),v) 
jk 
	 ' jk (Ek ),(11 P(5))(v)) 
jk 
(5.1)(1,3, ( /4 o y )(v)) 	(-141)(,, -1( dio 1:15 )(v)) 
73 L(p,v, [Fp) = -1(34 o 1-7)(v). 
Teorema 7.6: 
Para el Lagrangiano L• J(S(M) , t4 ) 	 -- R dado por 
‘••,,. 
L(p,v, 7 ) . I(i   gi  3( 1 	y) - m 11 (v,v). La ecuación de Lagrange 
P 	 P' 
es: 
-1 51  [( to 7) )(4q -E i(e;< D1V) - 2m y. O donde 
y e C(S(M),€ 4) y 'd 	es una conexión sobre S(M) asociado a la 
conexión de Lovi-Civita O sobre Fo(M). 
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Demostración: 
Aplicando el lema 7.5 se deduce que -  
9 (D'In 	 Ir pero sustituyendo la expresión de L obtenemos 	 = i( h4 D 4')-2mW 
Como o 	conmuta con todo operador lineal dado sobre C4, por ejem- 
plo multiplicación por i, encontramos que la ecuación de Lagrange 
es 
[(i'oq" )(1))] 	i( 	;( 	- 2m(p. 
8.- ECUACION DE DIRAC. 
En esta sección demostraremos que la ecuación de Lagrange obte-
nido en el teorema 7.6. Se reduce a la ecuación de Dirac para un 
campo de electrones libres. Con este objeto establecemos algunos 
lemas. 
Lema 8.1:  
Para 8 e 31 (2,C), x e. 10, y ve 4 se tiene 
= B.( 	(x)(v)) - dl(x)(B.v) 
Demostración:  
Como B e SI(2,C), exp(tB) 
A E1(2,),  x e 1R4 se tiene: 
. 	 0 1/0 
P(A) (x) (4)
-1 	(A  — A vN( O 
, O 	Ax A 
* 	~1 
o 
(A( A) x ) . 
e SE(2,C) pero para todo 
(O 
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Haciendo A = exp (tB) en la ecuación anterior y aplicando ambos miem-
bros a "y" y derivando con respecto a t en t=0 se obtiene la afirma-
ción del lema. 
Lema 8.2:  
Sean '+' € C(S(M), T 4) y 	: 5(M)— 	- F(M) la estructura 
Spin definida en 2. Entonces se tiene 
80 
 
o! )(4,  
donde 




Puesto que D íl = d 	t para 	€.Ak(S(M),C4)  y ademas 
= (1)k(1)n(k+1) D°(;), tenemos 
El segundo término del segundo miembro de esta igualdad, se puede 
reescribir usando el lema 8.1 como sigue 
	
= 	 + (4'o 	 )] )() 
= -(o)A(P) + 
por consiguiente. 
d[(o)()] =([o(d)J () - (o)Ad. 
y combinando estos resultados se obtiene 




Para La Conexión de Levi-Cevita 0 y la forma canónica y , se 
tiene 0 = 0. 
Demostración: 
0- „ Como 5 	. 	 , D9 :71 	, basta demostrar que D * 	- o. En 
efecto: 
7  99 = (7'Hfl ,...,7 (e) donde 	yi 
1  
99 • 
Aplicando d a las componente de 7  T y utilizando 
d 	- 	91 	4) k, se obtiene que d(Z1f) se anula sobre los 
subespacios horizontales, a causa de los factores 0i . Por consiguien 
k 
te 
— 	 H D * - (d * it9) . o 
Lema 8.4:  
Para 9-1 	C(S(M),C4), se tiene 
X DI) Y 
Demostración: 
Sea y - ( 	'q)3) =>T Zf'  ¡ej. Supongamos que 
E0 ... ,E3 e TpS(M) son vectores horizontales con respecto a la 
conexión -I tal que cil(Ei)= ei base canonica de R4. Entonces se 
tiene 
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7 L(14 09Ey)/\ (J5 W)j =z1:31 (21-:ICIleí )" (2(Dg ke)(Ei) Ci/ i)] 
-Pil(1'?i)A717-/ .1 	DD9 `1))(Ei)1 
_71.,( 	k_egi 	aA (e1 ) L(D° 4))(Ei  
.jr1 (ei) [(D911) )(Ei)] 	t;( D/1) . 
Teorema 8.5: 
La ecuación de Lagrange obtenida en el teorema 7.6 se reduce a 
la siguiente ecuación de Dirac. 
1)15 9) 	im 	0" 
Demostración: 
Para esto debemos demostrar que 
[(11 4)(4) )] 	- 11/1 D4 	. 
Pero utilizando los lema 8.2 y 8.3 se tiene que 
Y ahora aplicando 
el lema 8.4 se obtiene el resultado deseado. 
CONCLUSIONES 
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En la elaboración del Capitulo I 	Preliminares, Grupos de Lie y Sus  
Algebras de Lie, hemos utilizado fundamentalmente las aplicaciones espe-
cializadas [19] , [20] y [21 , que se indican en las referencias 
bibliográficas, además de las publicaciones [
71 	[8] 	[11] y [141 
Con un enfoque personal hemos demostrado (Teorema 4.2) que existe un 
isomorfismo entre el álgebra de Lie que consiste del conjunto de todos 
los campos vectoriales invariantes por la izquierda de un grupo de Lie 
dado con el corchete de Lie y el espacio tangente en el elemento neutro 
del grupo de Lie dado. 
En el desarrollo del Capitulo II 	Haz Fibrado Principal y Conexiones, 
hemos utilizado fundamentalmente las publicaciones especializadas [1] , 
[3] ,[7] ,[19]fl y [21 además de las publicaciones, [9] ,[11] y [1/. 
Hemos presentado en forma sistemática la noción importante de Haz 
Fibrado Principal y sección local, demostrando con un enfoque personal 
(proposiciones 2.3, 2.4) que existe una biyección entre el conjunto de 
todas las secciones locales (globales) de un Haz Fibrado Principal y el 	. 
conjunto de todas las trivializaciones locales (globales) de dicho Haz. 
En forma constructiva hemos obtenido (Lema 3.19) que todo campo 
vectorial invariante por la izquierda sobre un grupo de Lie es el generador 
infinitesimal de un flujo global. También construimos sistemáticamente 
la aplicación exponencial y demostramos (Teorema 3.24) que la aplicación 
exponencial definida en el espacio tangente del grupode Lie en el elemento 
neutro y con valores en el grupo de Lie dado es un difeomorfismo local. 
Luego se introducen sistemáticamente tres definiciones de conexiones 
asociadas a un Haz Fibrado Principal; y de manera constructiva demostra- 
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mos (Teorema 4.5) que las tres definiciones son equivalentes. 
Para el Capítulo III: Grupo Topológico de Lorentz y Conexión de Levi-
Civita, hemos utilizado las publicaciones especializadas [31 , [1] , 
[1], p6.1 y [4 En forma constructiva introducimos el grupo Topológico 
de Lorentz (Proposición 2.3) y establecemos que tiene cuatro componentes 
conexas (Proposición 2.4) y demostramos también (Proposición 2.9) que 
existe un epimorfismo de la componente conexa 	e: de este grupo topoló- 
gico sobre el grupo de todas las matrices complejas de orden 2 con deter-
minante 1. 
Luego construimos dos representaciones de SL(2,t) en GL(2,t) y demos-
tramos (Teorema 3.9) que no son equivalentes. 
Hemos modificado algunas demostraciones de[3] para la construcción 
del grupo de Lie 10(r,$) que consiste del conjunto de los automorfismos 
del espacio Rn con producto escalar de índice (r,$) que preservan este 
producto escalar; así como para la determinación de su álgebra de Lie. 
Luego a toda variedad diferenciable M (Teorema 4.17) asociamos un Haz 
Fibrado Principal (F(M),IT , M, Q(r,$)) con grupo estructural l(r,$). 
Al final de este capitulo se construye (Teorema 4.23) una única conexión 
llamada conexión de Levi-Civita en F(M) con forma torsión nula. 
Para el Capitulo IV: Ecuación de Dirac hemos utilizado las publica-
ciones especializadas[3] y [.18] modificando algunas de sus demostraciones 
para presentar en forma constructiva la variedad de Minkowski, Estructura 
Spin, espacio de 1-Jets asociado a un Haz Fibrado Principal, Lagrangiano, 
Campo de electrones libres. Hemos asociado (Teorema 5.1) a una conexión 
de Levi-Civita 9 sobre F0(M) una conexión 	sobre S(M). 
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Construimos una función L definida en el espacio de 1-Jets, J(S(M),C4) 
con valores en IR y demostramos (Teorema 6.2) que es un Lagrangiano. 
A continuación calculamos su ecuación de Lagrange (Teorema 7.6). 
Finalmente se interpreta la ecuación de Lagrange para un campo de elec _ 
trones libres y demostramos (Teorema 8.5) que esta ecuación se reduce a 
la ecuación de Dirac. 
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