We used event-related potentials (ERP) to investigate whether SpanishϪEnglish bilinguals preactivate form and meaning of predictable words. Participants read high-cloze sentence contexts (e.g., "The student is going to the library to borrow a . . ."), followed by the predictable word (book), a word that was form-related (hook) or semantically related (page) to the predictable word, or an unrelated word (sofa). Word stimulus onset synchrony (SOA) was 500 ms (Experiment 1) or 700 ms (Experiment 2). In both experiments, all nonpredictable words elicited classic N400 effects. Form-related and unrelated words elicited similar N400 effects. Semantically related words elicited smaller N400s than unrelated words, which however, did not depend on cloze value of the predictable word. Thus, we found no N400 evidence for preactivation of form or meaning at either SOA, unlike native-speaker results (Ito, Corley et al., 2016) . However, non-native speakers did show the post-N400 posterior positivity (LPC effect) for form-related words like native speakers, but only at the slower SOA. This LPC effect increased gradually with cloze value of the predictable word. We do not interpret this effect as necessarily demonstrating prediction, but rather as evincing combined effects of top-down activation (contextual meaning) and bottom-up activation (form similarity) that result in activation of unseen words that fit the context well, thereby leading to an interpretation conflict reflected in the LPC. Although there was no evidence that non-native speakers preactivate form or meaning, non-native speakers nonetheless appear to use bottom-up and top-down information to constrain incremental interpretation much like native speakers do.
What does it mean to understand a language? At the very least, it means to know the meaning of its words and to know which sentences are allowed by its grammatical rules. Yet those things alone are clearly not enough to engage in a regular conversation. Beyond achieving intricate and often nonliteral meanings, a listener needs to access words and apply rules to establish the intended meaning in a timely manner, in order to keep up with the pace of the speaker. That is, the listener needs to process language incrementally, by using relevant information as soon as possible, and sometimes perhaps even predictively, by anticipating information where possible. Native speakers of a language typically do all of this without any conscious effort. However, it does not follow that incremental and predictive processing is necessary for successful comprehension (for discussion, see Huettig & Mani, 2015) . For example, non-native speakers may show slower and/or less predictive processing compared with native speakers, though ultimately understanding the sentence correctly. We therefore tested whether fluent non-native speakers exhibit incrementality or to what degree they preactivate information during sentence processing.
The current study used the same approach and experimental design as Ito, Corley, Pickering, Martin, and Nieuwland (2016) . Ito, Corley et al. (2016) conducted two event-related potential (ERP) studies on written sentence comprehension to examine whether native speakers anticipate the form and meaning of upcoming words. Their participants read constraining sentence contexts that were followed by either a predictable word or an implausible word. The implausible word was related to the predictable word in either word form or meaning, or was unrelated to the predictable word. Although all types of implausible word elicited an N400 effect relative to the predictable word (e.g., Kutas & Hillyard, 1980) , the N400 effect was smaller for semantically related words than for unrelated words. When participants read sentences at 700 ms word stimulus onset asynchrony (SOA), but not at 500-ms SOA, the N400 effect for form-related words was also smaller than that seen for unrelated words. Critically, these N400 reductions depended on the cloze probability of the predictable word, whereas they did not depend on the plausibility of the encountered word. Based on this pattern, the N400 reductions were taken as evidence for prediction of form and meaning, rather than merely reflecting easeof-integration (see Federmeier & Kutas, 1999 , for a similar argument). In a prediction-account, the facilitation of semantic processes as reflected in the N400 is driven by the strength of prediction and the extent to which encountered input matches this prediction. In an integration-account, facilitation of semantic processes ought to correlate with the sentence plausibility. Ito, Corley et al. (2016) also found a post-N400 positivity (late positive component effect) for form-related words relative to all other types of words, which also depended on cloze probability of the predictable word. The effect was interpreted as showing detection of form conflict between the predictable and form-related words. This effect can occur in the absence of prediction (i.e., independently of N400 effect reductions), because the predictable word can become activated after the form-related word is retrieved, and reflects a top-down effect of contextual meaning on integrative processing, or a sort of "analysis by synthesis" (Martin, Monahan, & Samuel, 2016; Townsend & Bever, 2001) . Using the Ito et al. design, the current study thus examined preactivation of form and meaning in non-native speakers.
Incremental Processing During Non-Native Language Comprehension
There is mixed evidence as to whether non-native speakers comprehend sentences incrementally like native speakers. Several visual world eye-tracking studies have found evidence for incrementality in non-native language comprehension. For example, Trenkic, Mirković, and Altmann (2014) found that late MandarinϪEnglish bilinguals used information conveyed by English articles to constrain referential domains and resolve reference (although they were overall slower than native speakers). In contrast, Lew-Williams and Fernald (2010) found that, whereas native Spanish speakers rapidly used the grammatical gender of articles preceding a noun to identify an upcoming referent, late EnglishϪSpanish bilinguals did not take advantage of grammatical gender information. Evidence from reading studies is also not clear-cut. There is evidence for incremental processing in nonnative speakers (Jackson & Bobb, 2009; Roberts & Felser, 2011) , but native-like incrementality in non-native speakers has been shown to depend on their proficiency (Hopp, 2006) , working memory span (Dussias & Pinar, 2010) , or experimental task (Williams, 2006) . ERP studies also show mixed results. Non-native speakers often show qualitatively similar N400 effects to native speakers in response to semantic anomaly (Kotz, 2009 ). Native-like N400 effects have also been reported for plausible, relatively unexpected words relative to highly expected words (Foucart, Martin, Moreno, & Costa, 2014; Martin et al., 2013) , suggesting that non-native speakers can comprehend meaning incrementally like native speakers. However, the observed N400 effects are sometimes delayed or smaller in non-native speakers relative to effects in native speakers (Martin et al., 2013; Weber-Fox & Neville, 1996) , suggestive of slower integration of word meaning in non-native speakers.
In sum, findings from multiple methodologies suggest that differences between native-and non-native speakers can manifest themselves in the time-course or size of observed effects. However, these differences do not occur consistently in the literature on non-native language comprehension.
Predictive Processing in Non-Native Speakers
Incremental comprehension is a prerequisite for generating predictions about upcoming words. If non-native speakers do not show the same degree of incrementality as native speakers, they are also less likely to predict upcoming information. In fact, though evidence for prediction in native speakers has been obtained in various studies (Huettig, 2015) , evidence for prediction in non-native speakers is sparse and mixed. Some visual world eyetracking studies report predictive looks to upcoming referents in non-native and native speakers alike (Chambers & Cooke, 2009; Hopp, 2013) , whereas some studies did not observe predictive looks in non-native speakers but only in native speakers (Mitsugi & MacWhinney, 2016) . As we will discuss in more detail below, inconsistent results may be due to the proficiency of non-native speakers or to differences in the experimental manipulations.
Two recent ERP studies also reported inconsistent findings. Martin et al. (2013) found evidence for prediction in native speakers but not in non-native speakers.
1 They made use of English articles a/an, and manipulated them in the way that predictable nouns (e.g., a chair following "He was very tired so he sat on . . .") and plausible but unpredictable nouns (e.g., an armchair) always matched a different article. Native speakers but not non-native speakers showed an N400 effect for articles that mismatched predictable nouns relative to prediction-matched articles, suggesting that non-native speakers did not predict specific word form like native speakers. Both native and non-native speakers showed an N400 effect for unpredictable nouns relative to predictable nouns. This effect suggests that integration of predictable words was facilitated due to predictablity or plausibility, which was established from an ongoing context. This therefore supports incremental processing. However, Foucart et al. (2014) found that FrenchϪSpanish late bilinguals and Spanish native speakers can predict specific words to a similar extent. Both groups of participants elicited the same N400 effect for gender-marked articles that mismatched predictable nouns relative to prediction-matching articles (e.g., la [feminine] vs. el [masculine] when readers could expect el tesoro).
Several factors could account for the inconsistent findings in the literature, including differences in participants and experimental manipulations. Another explanation would be that non-native speakers can engage in predictive processing, but perhaps do not do so as routinely or automatically as native speakers so. One possible reason why this might be the case is that that non-native speakers must overcome several obstacles in their efforts to understand language with the richness and depth that a native speaker naturally achieves. First, for example, non-native speakers may unintentionally coactivate words from their native language (Chambers & Cooke, 2009; Shook & Marian, 2013) . This can lead to delays in accessing words in their non-native language when coactivated words differ in meaning from the intended word (Kroll, Gullifer, & Rossi, 2013) . Second, non-native speakers appear to generate less robust or less detailed syntactic structures during comprehension (e.g., Clahsen & Felser, 2006) , and rely more on lexical-semantic relationships instead. Under this shallow structure account of Clahsen and Felser (2006) , non-native comprehension is particularly impaired in sentences with relatively complex or infrequent syntactic information (e.g., resolving longdistance dependencies in English; Marinis, Roberts, Felser, & Clahsen, 2005) .
Beyond these two specific obstacles, however, a more general reason that non-native comprehension may be slower or less accurate than native comprehension is that non-native speakers are typically less proficient and/or less experienced than native speakers (Kroll & De Groot, 2005) . Kaan (2014) recently argued that there are no qualitative differences in incremental and predictive comprehension between native and non-native speakers, only quantitative differences. Moreover, she suggested that those quantitative differences result from the same factors that underlie individual differences in native speaker proficiency, such as quality of lexical representations, the ability to entertain low-frequent word meanings or competing structural parses, as well as taskinduced factors. Quality of lexical representations may be particularly important as it could lead to slower lexical access and weaker semantic networks (Ivanova & Costa, 2008) . Hence, proficiency may be more important for incremental processing (Kotz & Elston-Güttler, 2004) , and therefore for predictive processing, than nativeness per se. However, proficiency levels may vary stronger in non-native speakers than in native speakers (e.g., Blumenfeld & Marian, 2007) , so that effects of predictive processing appear sporadically in reported studies. In any case, proficiency and nativeness are coextended, if not confounded.
If the mixed results on non-native predictive processing stem from proficiency differences, then studies with highly proficient participants would show effects of incremental or predictive processing (e.g., Hopp, 2013) and studies with less proficient participants would show no such effects (e.g., Mitsugi & MacWhinney, 2016) . However, other factors may matter too. Evidence for prediction may be obtained more readily if the linguistic features of the critical manipulation (i.e., the a/an distinction or grammatical gender) are also present in the native language (e.g., Foucart et al., 2014 ). Yet, this role of language-similarity may not be independent of language proficiency, and on its own cannot explain that prediction effects are sometimes observed under the manipulation of grammatical features that are not shared between native and non-native language (e.g., Hopp, 2013) .
Details of the experimental paradigm are also relevant, and between-experiment comparisons are usually confounded by several factors. For example, it may be the case that prediction effects are more reliably elicited by some linguistic manipulations than others. If the status of a linguistic feature makes it function as a stronger cue to meaning or a higher level of representation, it might have more influence on processing than a feature that only sometimes is a cue or that does not lead to higher level of representation (Bates & MacWhinney, 1989) . For example, in Spanish, the grammatical gender of a noun is not only an important feature or cue during native acquisition and second-language learning of nouns, but it is also diagnostic during the establishment of adjacent and nonadjacent syntactic and referential dependencies in routine production and comprehension . In contrast, the a/an distinction in English is a phonotactic rule that does not signal any lexical feature, nor cue a nonlocal dependency, rather it signals what the upcoming syllable or phoneme across the boundary between determiner and the next word will be. Furthermore, the rule can be violated during natural speech, because of its disfluency or pauses, without eliciting judgments of ungrammaticality in the same way as a grammatical gender violation would (Pullum & Zwicky, 1988) . Thus, variation in the information status of the linguistic cues that are manipulated may also contribute to the mixed pattern of results across the literature (for further discussion, see Ito, Corley et al., 2016) .
In addition to representational differences, the time constraints placed upon participants during processing may also shape the observed effects. For example, the visual world eye-tracking studies that have reported evidence for prediction in non-native speakers allowed more time to generate predictions (by inserting an adjective between prediction-cueing articles and predictable nouns; Hopp, 2013) compared with studies that did not observe prediction effects (Lew-Williams & Fernald, 2010) . This is an important factor, because people are more likely to predict upcoming information when they have more time (e.g., Ito, Corley et al., 2016) . Another important factor, in ERP studies particularly, is critical word predictability. The only ERP study that reported prediction effects in non-native speakers (Foucart et al., 2014) had critical nouns that were more predictable (M cloze ϭ 81%) than those used in the one study that did not find prediction effects (Martin et al., 2013 ; M cloze ϭ 65%).
In sum, the mixed evidence for predictive processing in nonnative speakers may be due to multiple factors, in particular language proficiency, experimental manipulation, the status of the linguistic cues being manipulated, time constraints, and sentence predictability. Therefore, we focus not on whether or not nonnative speakers predict upcoming information, but rather on the circumstances in which they do or do not exhibit signals consistent with prediction. In the current study, we employed a design that does not principally rely on a single type of grammatical information or linguistic cue, instead we asked whether non-native speakers predict the form and meaning of upcoming words in constraining contexts and whether any effects we might find would depend on time constraints.
The Present Study
The present study adopted the experimental design used by Ito et al. (Ito, Corley et al., 2016) . In that study, native speakers read highly constraining sentence contexts (e.g., "The student is going to the library to borrow a . . ."), followed by the predictable word (book), an implausible word that was form-related (hook) or semantically related (page) to the predictable word, or an unrelated implausible word (sofa). Participants read sentences at 500-ms SOA, which is often used in ERP studies involving native speakers, or 700-ms SOA, which is commonly used in studies involving non-native speakers (e.g., Foucart et al., 2014; Martin et al., 2013) . All types of implausible words elicited a classic N400 effect. Semantically related words elicited a smaller N400 than unrelated words at both SOAs. Form-related words also elicited smaller N400s than unrelated words, but for sentences with a very high-cloze probability and at 700-ms SOA only. Form-related words additionally elicited a post-N400 posterior positivity (LPC effect) at both SOAs. Both the observed N400 reduction and the LPC effect did not depend on the plausibility of the anomalous word itself but were dependent on the cloze probability of the predictable word.
The observed N400 results suggest that native speakers preactivated semantic and form information, but only preactivated form when they were reading relatively slowly and had very strong predictions for the upcoming word. This result suggests that preactivation of word form is less likely to occur compared to preactivation of meaning. In addition, our results suggest that, whether form was preactivated or not, participants activated the predictable word after accessing the meaning of the form-related word, leading This document is copyrighted by the American Psychological Association or one of its allied publishers.
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to a conflict in interpretation reflected in the observed post-N400 LPC effect (Nieuwland, 2015; Van de Meerendonk, Kolk, Chwilla, & Vissers, 2009) . Following Ito, Corley et al. (2016) , we do not regard this LPC effect as evidence for preactivation of form information, because people can detect such a conflict without predicting word forms. Instead, this pattern arises from a combination of top-down activation of contextual meaning and bottom-up activation of word form information due to formsimilarity. For example, the context "The student is going to the library to borrow a . . ." can activate meaning of the word book more strongly compared with other words that are unrelated to the context. Reading a form-related word hook will spread activation (via priming) to the word form of the predictable word book, which fits highly plausibly (and much more plausibly compared to hook) into the given context. This will then trigger a conflict between the encountered word and the (unseen) highly predictable and plausible word. Our current predictions are derived from the results from native speakers. If non-native speakers preactivate form and meaning of upcoming words, we expect to see reduced N400s to form-related and meaning-related critical words compared to unrelated words. Such effects would need to be independent of plausibility but dependent on the cloze value of the predictable word to constitute evidence for preactivation. If N400 reduction is dependent on both plausibility and cloze value, it may reflect facilitation due to higher plausibility and/or due to similarity with predicted information. Thus, the effect would be compatible with both integration and prediction accounts. Like in native speakers, we hypothesized that preactivation of form in non-native speakers is less likely to occur and more dependent on reading rate than preactivation of meaning. This hypothesis is based on the assumption that preactivation of form would need to be mediated by prediction of a specific word (because contexts do not normally have relationship in word form at more than chance level), while preactivation of meaning needs not (because contexts can preactivate relevant meaning without causing prediction of a specific word).
Relevant to this hypothesis is the fact that ERP studies on written language comprehension in non-native speakers typically use a slower SOA than studies on native comprehension, because the standard 500-ms SOA can be an uncomfortably fast pace for non-native speakers. We therefore expected to find no evidence of preactivation in our first experiment that used a 500-ms SOA. However, participants may nevertheless activate the predictable word after encountering the form-related word, as would be evidenced by an LPC effect to the form-related condition.
Experiment 1 Method
Participants. Twenty-four SpanishϪEnglish bilinguals (eight men and 16 women; age: M ϭ 26.3 years, SD ϭ 4.6) participated in the experiment. All participants were tested at University of Edinburgh, and all were native speakers of Spanish. One participant was excluded from analysis due to a large portion of data artifacts. All participants were right-handed and reported no neurological or language disorders. The mean age of their first exposure to English was 11.0 years (SD ϭ 7.6), and the mean length of their exposure to English was 12.5 years (SD ϭ 5.9). Their overall self-rated English proficiency score was 8.2 (SD ϭ 0.7; rated on a scale from 1 to 10).
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Stimuli and experimental design. The stimuli and experimental design were identical to those used in Ito, Corley et al. (2016) . Example sentences are shown in Figure 1 , and a full list of the experimental sentences are in the Appendix. The experimental sentences were 160 items that consisted of a context that predicted a specific word (based on a cloze test in native speakers), followed by one of four types of critical word, and a sentence final word. In the predictable condition, the critical word was the predictable word. In the form condition, the critical word was related to the predictable word in phonological and orthographic form. The form overlap with the predictable word occurred at word onset (cardϪcart, 15% of the items), at word offset (luckϪduck, 53.8%), or both (ageϪace, 23.8%), or involved single-letter addition (airϪhair, 5.6%) or singleletter deletion (coldϪold, 1.9%). In the semantic condition, the critical word was semantically related to the predictable word (we assessed semantic relatedness using LSA values, taken from http://lsa.colorado .edu/). In the unrelated condition, the critical word was not related to the predictable word in form or meaning.
We collected new cloze probability values from a group of similar pool of participants as for the ERP experiments (12 Spanish-English bilinguals resident in Edinburgh, who did not take part in the ERP experiment). Participants completed the experimental sentences truncated before the critical word (e.g., The student is going to the library to borrow a . . .), using the first word that came to mind. The mean non-native cloze value was 61% (range ϭ 0% -100%; SD ϭ 25.4), which was lower than the mean native cloze value of 80% (range ϭ 31% -100%).
We collected new plausibility values from another group of similar pool of participants as for the ERP experiments (a total of 20 Spanish-English bilinguals who did not take part in the ERP experiment or in the cloze pretests), following the procedure described in Ito et al. The mean plausibility ratings for each condition are displayed in Figure 1 . The semantic condition was rated more plausible than the form condition (difference: M ϭ .26, SD ϭ .56), t(159) ϭ 3.7, p Ͻ .001, or the unrelated condition, (difference: M ϭ .36, SD ϭ .83), t(159) ϭ 5.5, p Ͻ .001, which was consistent with the native speaker ratings as in Ito et al. The form condition was rated marginally more plausible than the unrelated condition (difference: M ϭ .10, SD ϭ .68), t(159) ϭ 1.9, p ϭ .06, whereas the form condition and the unrelated condition did not differ in the native speaker ratings. Procedure. The 160 sentences were divided into four counterbalanced lists so that each list contained only one condition per sentence, but that across the four lists each condition for each sentence occurred equally often. They were combined with 64 2 There appeared to be a large variation in non-native speakers' proficiency. To check whether the effects of interest are affected by a small number of participants whose proficiency was not high, we conducted additional analyses after excluding participants whose length of exposure to English was 4 years or shorter. 3 The slightly higher plausibility ratings for the form condition were mainly driven by 10 items, in which form-related words had plausibility of three or above. In the remaining 150 items, the plausibility did not differ between the form (M ϭ 1.59) and the unrelated condition (M ϭ 1.58), t(149) ϭ .26, p Ͼ .1. This document is copyrighted by the American Psychological Association or one of its allied publishers.
additional plausible filler sentences and presented in the same randomized order for every participant with the constraint that no more than three items from the same condition appeared consecutively. Each participant thus saw a total of 104 plausible and 120 implausible sentences. Participants silently read sentences from a computer display, presented word by word at a regular pace (300-ms word duration, 200-ms interword interval; sentence final words had a 600-ms duration). A fixation-cross followed each sentence, at which point participants could start the next sentence by a button-press. Yes-No comprehension questions appeared on 25% of the trials. These questions were not about critical words.
Mean accuracy for comprehension questions during the ERP experiment was 93.6% (SD ϭ 6.4; 8.6% of the data was excluded because of time-outs). The mean number of artifact-free trials in Experiment 1 per condition was 37 (SD ϭ .24), with no difference across conditions. Before the EEG session, participants completed a language background questionnaire. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
Data processing and analysis. The electroencephalogram (EEG) was recorded at a sample rate of 512 Hz and with 24-bit AD conversion using the Biosemi ActiveTwo system (BioSemi BV, Amsterdam, The Netherlands). This system's hardware is completely DC coupled and applies digital low pass filtering through its analog-to-digital converter (ADC) decimation filter (the hardware bandwidth limit), which has a fifth-order sinc response with a Ϫ3-dB point at one fifth of the sample rate (i.e., approximating a low-pass filter at 100 Hz). Data were recorded from 64 EEG, 4 EOG, and two mastoid electrodes using the standard 10/20 system (for details, see Nieuwland, 2014) . Offline, the EEG was re-referenced to the mastoid average and filtered further (0.019 -20 Hz plus 50 Hz Notch filter). Data was segmented into 1,200-ms epochs (Ϫ200 to 1,000 ms relative to critical word onset), corrected for eye-movements using the Gratton and Coles regression procedure as implemented in BrainVision Analyzer (Brain Products © ), baseline-corrected to Ϫ100 to 0 ms, automatically screened for movement-or electrode-artifacts (minimal/maximal allowed amplitude ϭ Ϫ75/75 V), and averaged per condition per participant.
As in Ito, Corley et al. (2016) , mean amplitude was computed per condition at 16 EEG electrodes (F1/F3/FC1/FC3/CP1/CP3/ P1/P3 plus right-hemisphere equivalents), in the N400 time window (350 -450 ms) and the LPC time window (600 -1,000 ms). Effects of condition and scalp distributions effects were tested with a 4 (condition: predictable, form, semantic, unrelated) ϫ 2 (hemisphere: left, right) ϫ 2 (anteriority: frontal-central, central-parietal) repeated-measures ANOVA. When appropriate, Greenhouse-Geisser corrections and corrected F values are reported. Only statistical results with p Ͻ .1 are reported. We additional performed analyses, by dividing the items into high-and medium-cloze probability sets, by removing very low-cloze items, and by removing low-proficiency participants. Details of these analyses are described in the section for each analysis.
Results
Visual inspection of Figure 1 indicated that all implausible conditions elicited larger N400s than the predictable condition. These N400 effects had a broad central-posterior distribution. Unlike the findings in native speakers, we did not observe an LPC effect for form-related words.
The N400 time window. N400 analysis revealed a significant effect of condition, F(3, 66) ϭ 12.0, MSE ϭ 12.1, p Ͻ .001, and a significant interaction of condition by anteriority, F(3, 66) ϭ 6.8, MSE ϭ 1.5, p Ͻ .001, indicating that effects of condition were more robust at posterior channels, F(3, 66) ϭ 16.8, MSE ϭ 3.4, p Ͻ .001, than at anterior channels, F(3, 66) ϭ 6.2, MSE ϭ 3.5, p Ͻ .001. Given the stronger effects at posterior channels, we proceeded with pairwise t tests between conditions focused on posterior channels. All the anomalous conditions elicited larger N400s than the predictable condition (ps Ͻ .001). The semantic condition elicited smaller N400s than the unrelated condition, (M ϭ Ϫ1.1 V, SD ϭ 2.7), t(45) ϭ Ϫ2.8, p Ͻ .01, and the form condition elicited marginally smaller N400s than the unrelated condition, (M ϭ Ϫ.75 V, SD ϭ 2.7), t(45) ϭ Ϫ1.9, p ϭ .07. There was no difference between the form and semantic conditions (p Ͼ .1).
The post-N400 time window. The post-N400 window analysis revealed a significant condition by anteriority interaction, F(3, 66) ϭ 4.0, MSE ϭ 1.7, p ϭ .01, and a marginally significant condition by hemisphere, F(3, 66) ϭ 2.3, MSE ϭ .28, p ϭ .08. We followed up with one-way ANOVAs conducted at anterior and posterior channels separately, which revealed that the effect of condition was marginally significant at anterior channels only, F(3, 66) ϭ 2.7, MSE ϭ 3.7, p ϭ .05.
Effects of cloze probability. We compared effects of condition on N400 and LPC in high-cloze and medium-cloze items, following the same procedure used in Ito, Corley et al. (2016) Using the median-cloze probability collected from the non-native speaker group (Mdn ϭ 66), the items were split into a high-cloze subset (85 items; cloze M ϭ 80.5, SD ϭ 10.3) and a medium-cloze subset (75 items; cloze M ϭ 38.2, SD ϭ 17.6). Plausibility ratings in the predictable condition were higher in the high-cloze than for the medium-cloze items, t(146) ϭ 2.4, p Ͻ .05, but plausibility in the anomalous conditions did not differ (ps Ͼ1). Frequency, word length, Levenshtein distance, word LSA or context LSA did not differ between the high-cloze and the medium-cloze subsets (ps Ͼ .05).
In this analysis, we followed Ito, Corley et al. (2016) and included posterior channels only, where N400 and LPC effects were found to be the most robust. For the N400 amplitudes per condition, a two-way condition by cloze ANOVA revealed a significant effect of condition, F(3, 66) ϭ 16.7, MSE ϭ 6.6, p Ͻ .001, and a marginally significant effect of cloze, F(1, 22) ϭ 3.0, MSE ϭ 6.5, p ϭ .1, but no Condition ϫ Cloze interaction (F Ͻ 1). For the LPC time window, a condition by cloze ANOVA revealed no significant effect or interaction involving cloze (Fs Ͻ 2.4).
The non-native cloze values were very low for some of the experimental sentences (range ϭ 0%-100%), in contrast to the native cloze values in Ito, Corley et al. (2016) (31%-100%) . To test whether the current lack of N400 reduction/LPC effects arose from including these low-cloze items, we reanalyzed our data by excluding items with cloze values lower than 30%. This left 138 items (cloze M ϭ 68%), and the mean cloze values for the new high-and medium-cloze items were 84.7% (N ϭ 65) and 53.1% (N ϭ 73), respectively. We conducted the same ANOVA on the new item sets, testing the interaction of condition by cloze in the N400 and the post-N400 time windows. The analysis in the N400 time window revealed no main effect of cloze (F Ͻ 1), or interaction of condition by cloze (F Ͻ 1.5). The analysis in the post-N400 time window revealed no significant main effects or interaction (Fs Ͻ 1.3). Thus, the patterns of the results remained the same even when low-cloze items were removed.
We also considered a possibility that a few participants who had relatively low proficiency contributed to the lack of N400 reduction/LPC effects, and conducted the same ANOVA on the subset of participants whose length of exposure to English was longer than 4 years (19 participants). Neither the N400 time window nor the post-N400 time window showed any effect or interaction involving cloze (Fs Ͻ 1).
Discussion
In Experiment 1, implausible words that were semantically related to predictable words elicited reduced N400s compared with unrelated control words. Implausible words that were form-related to This document is copyrighted by the American Psychological Association or one of its allied publishers.
predictable words also elicited slightly reduced N400s compared with unrelated words. However, none of the observed effects depended on cloze probability of the predictable word. We do not take these effects as evidence for preactivation because they could reasonably be explained in terms of plausibility (e.g., the semantically related condition was more plausible than the unrelated condition). The results of Experiment 1 thus suggest that participants did not preactivate semantic or form information of upcoming words.
Experiment 2
We considered the possibility that the 500-ms SOA in Experiment 1 was too fast for non-native speakers to read comfortably. Wlotko and Federmeier (2015) found that native speakers showed N400 reduction for words that were semantically related to predictable words at 500-ms SOA, but this effect was diminished at 250-ms SOA (see also Dambacher et al., 2012) . These studies suggest that uncomfortably fast SOA may burden the comprehension system in general, resulting in smaller prediction effects. It is well-established that nonnative speakers, even when highly proficient, read more slowly than native speakers (Hopp, 2009) . Probably for this reason, ERP studies on non-native sentence comprehension typically use an SOA that is slower than the standard 500-ms SOA used with native speakers (700-ms SOA in Martin et al., 2013 and Foucart et al., 2014; 725 ms in Tanner, Mclaughlin, Herschensohn, & Osterhout, 2013 ; 650 ms in Tokowicz & MacWhinney, 2005) . Therefore, Experiment 2 used a 700-ms SOA to investigate whether non-native speakers would show evidence of form or meaning preactivation when reading more slowly.
Method
Participants. Participants were 24 SpanishϪEnglish bilinguals (10 men and 14 women; age M ϭ 27.4 years, SD ϭ 4.8), who did not participate in any of the previously described experiments. All participants were tested at University of Edinburgh, and all were native speakers of Spanish. All participants were right-handed and reported no neurological or language disorders. The mean age of their first exposure to English was 10.3 years (SD ϭ 6.2), and the mean length of their exposure to English was 15.7 years (SD ϭ 7.7). Their overall self-rated English proficiency score was 7.8 (SD ϭ 1.2; rated on a scale from 1 to 10). These background measures did not differ from those reported in Experiment 1 (ps Ͼ 1).
Stimuli and experimental design. The stimuli and experimental design were identical to those used in Experiment 1.
Procedure and data analysis. The procedure, EEG data processing and statistical analysis were all identical to Experiment 1, except that the SOA was changed to 700 ms (500-ms word duration, 200-ms interword-interval; sentence final words had an 800-ms duration). Mean accuracy for comprehension questions was 88.9% (SD ϭ 11.0; 10.4% of the data was excluded due to time-outs). The mean number of artifact-free trials in Experiment 2 per condition was 38 (SD ϭ .23), with no difference across conditions.
Results
As in Experiment 1, the implausible conditions elicited visibly larger N400s than the predictable condition (Figure 2) . Notably, unlike Experiment 1, the form condition elicited a larger LPC at posterior channels compared to the other conditions. The N400 time window. The analysis revealed a significant effect of condition, F(3, 69) ϭ 6.0, MSE ϭ 15.5, p ϭ .001, and a significant interaction of condition by anteriority, F(3, 69) ϭ 3.2, MSE ϭ 1.0, p Ͻ .05, which stemmed from a stronger effect of condition at posterior channels, F(3, 69) ϭ 7.4, MSE ϭ 4.4, p Ͻ .001, than at anterior channels, F(3, 69) ϭ 4.1, MSE ϭ 3.9, p ϭ .01. Pairwise comparisons between the conditions at posterior channels revealed that all the implausible conditions elicited larger N400s than the predictable condition (ps Ͻ .001). Critically, the semantic condition elicited a smaller N400 than the unrelated condition, (M ϭ .82 V, SD ϭ 2.5), t(47) ϭ 2.3, p Ͻ .05. There were no differences between any other condition pairs (ps Ͼ .1).
The post-N400 time window. The analysis revealed a significant effect of condition, F(3, 69) ϭ 3.6, MSE ϭ 13.6, p Ͻ .05, and a significant interaction of condition by anteriority, F(3, 69) ϭ 5.4, MSE ϭ 1.1, p Ͻ .01, which was driven by the effect of condition being significant at posterior channels only, F(3, 69) ϭ 5.1, MSE ϭ 4.0, p Ͻ .01. Pairwise comparisons at posterior channels revealed that the form condition elicited a larger positive ERP compared to the predictable condition, (M ϭ 2.1 V, SD ϭ 3.0), t(47) ϭ 4.8, p Ͻ .001, the semantic condition, (M ϭ 1.7 V, SD ϭ 2.4), t(47) ϭ 5.0, p Ͻ .001, and the unrelated condition, (M ϭ 1.4
Effects of cloze probability. Effects of cloze probability were tested using the same median split approach as in Experiment 1, including posterior channels only. Because there was no N400 reduction for the form condition, we performed a two-way condition (semantic vs. unrelated) by cloze ANOVA in the N400 window, which revealed a marginally significant effect of cloze, F(1, 23) ϭ 2.9, MSE ϭ 5.4, p ϭ .1, but no Condition ϫ Cloze interaction (F Ͻ 1). In the post-N400 LPC time window, a twoway Condition (4 conditions) ϫ Cloze ANOVA revealed no effect or interaction involving cloze (Fs Ͻ 1.4). Following Experiment 1, we also tested the interaction of condition by cloze in the subset of items (cloze Ͼ30%) and in the subset of participants (length of exposure Ͼ4 years; 21 participants). For the item subset analysis, the ANOVAs in the N400 time window and in the post-N400 time window did not show any significant main effect or interaction involving cloze (Fs Ͻ 1.1). For the participant subset analysis, the ANOVAs in the N400 time window and in the post-N400 time window did not show any significant effect or interaction involving cloze either (Fs Ͻ 1).
Unlike the results for native speakers, the current LPC effect for non-native speakers seemed independent of the cloze value of the predictable word. However, we noted the possibility that this absence of a cloze-effect was driven by earlier differences (in the 0-to 200-ms time window) in medium-cloze items. In particular, the form-related condition elicited more positive-going ERPs in this early time window compared to the predictable condition and the unrelated condition. 4 Such early differences may reflect differences in accidental background fluctuations (i.e., "noise" that is 4 A two-way condition (predictable vs. form) by cloze ANOVA at posterior channels in 0-ms to 200-ms time window revealed a significant effect of condition, F(1, 23) ϭ 8.3, MSE ϭ 8.4, p Ͻ .01, and a significant interaction of condition by cloze, F(1, 23) ϭ 4.9, MSE ϭ 5.7, p Ͻ .05. This document is copyrighted by the American Psychological Association or one of its allied publishers.
not related to the manipulation itself). No such early differences were observed in the high-cloze items. To investigate the effect of cloze without the potential confound of this earlier difference, we reanalyzed our data using a baseline of 0 to 200 ms after word onset (effectively minimizing the impact of the earlier effect in this window on the later ERP differences). Moreover, in this additional analysis, we used cloze value as a continuous regressor instead of splitting the items into medium-cloze and high-cloze items. Such an analysis provides a more sensitive measure of the graded impact of cloze value. Additional analyses with cloze value as a continuous regressor. The only change in data preprocessing was the use of a 200 ms poststimulus time window for baseline correction. For comparability, we plotted the resulting grand-average ERP waveforms in Figure 3 . While the overall N400 patterns did not visibly change, it led to a more substantial difference between This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
the form-related LPC effect in the high-cloze items and in the medium-cloze items. Statistical tests revealed that the overall N400 and LPC effects were not different from our original analysis, and our additional analysis therefore focused only on the impact of cloze value on the LPC effect of form-similarity. Effects of cloze probability. We tested effects of cloze probability on the LPC effect using linear mixed-effects models, using cloze probability as a continuous predictor. For this analysis, we exported single trial data in the 600-to 1,000-ms time window at medial-posterior channels (CP1, CP2, CP3, CP4, CPz, P1, P2, P3, P4, Pz). We constructed two linear mixed-effects models; the first model evaluated ERP amplitudes as predicted by condition (predictable vs. form) , and the second model tested the interaction of condition by cloze in addition to the main effects of condition and This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
cloze probability. 5 The models included random intercept by participant and by item. We assessed the significance of the effects by whether the associated absolute t value exceeded 2 (Baayen, Davidson, & Bates, 2008 ). The first model showed a significant effect of condition (␤ ϭ 1.7, SE ϭ .45, t ϭ 3.7). The second model showed a significant interaction of condition by cloze probability (␤ ϭ .046, SE ϭ .018, t ϭ 2.6).
6 Effects of condition or cloze were not significant (ts Ͻ 1.1). As shown in Figure 4 , higher cloze values were associated with stronger LPC effects.
Between-experiment comparisons: Effects of SOA. We performed a between-experiment comparison to specifically test the impact of SOA on the post-N400 amplitudes in the form condition. We constructed two linear mixed-effects models, one that only used condition (predictable vs. form) as a predictor and a second model that also included an interaction term of condition by SOA.
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The first model showed a significant effect of condition (␤ ϭ Ϫ.86, SE ϭ .33, t ϭ Ϫ2.6), and the second model showed a significant interaction of condition by SOA (␤ ϭ Ϫ1.8, SE ϭ .65, t ϭ Ϫ2.8). Main effects were not significant in the second model (ts Ͻ 1).
Between-study comparisons: Effects of language nativeness. We also ran linear mixed-effects models to test effects of language nativeness in the N400 (350 to 450 ms) and LPC (600 to 1,000 ms) time windows. For this analysis, we used high-cloze items in the 700-ms SOA data from native speakers in Ito, Corley et al. (2016) and from non-native speakers in Experiment 2, in which both the N400 reductions and the LPC effect were robust. 8 The model in the N400 time window evaluated N400 amplitudes as predicted by main effects of condition (predictable vs. unrelated, form vs. unrelated, semantic vs. unrelated) and of language group (native vs. non-native), and the interaction of the two. 9 The model revealed a significant interaction for the predictable versus unrelated condition comparison (␤ ϭ Ϫ2.6, SE ϭ .98, t ϭ Ϫ2.6) and for the form versus unrelated condition comparison (␤ ϭ Ϫ2.1, SE ϭ .99, t ϭ Ϫ2.1). These interactions show that the N400 effect for implausible, unrelated words relative to predictable words was greater in native speakers than in non-native speakers, and that the N400 reduction for form-related words relative to unrelated words was found in native speakers but not in non-native speakers. The interaction for the semantic versus unrelated condition comparison was not significant (t Ͻ 2). This lack of interaction suggests that native-and non-native speakers showed smaller N400s for semantically related words than for unrelated words alike. However, we do not interpret the N400 reduction in L2 speakers as clear evidence for prediction of semantic information. This is because, unlike the N400 reduction in native speakers, the N400 reduction in non-native speakers did not depend on the cloze values. If the N400 reduction had stemmed from prediction, the degree of the N400 reduction would have been larger in more predictable (higher cloze) sentences than in less predictable (medium-cloze) sentences, as found in native speakers. Given that this was not the case, the N400 reduction likely reflects ease of integration for semantically related words. The plausibility ratings for semantically related words were higher than for unrelated words in highcloze and medium-cloze sets alike, so the integration account can plausibly explain the results. Main effects of condition on all three comparisons and of language group were also significant (ts Ͼ 2). The model in the LPC time window evaluated LPC amplitudes as predicted by main effects of condition (predictable vs. form) and of language group, and the interaction of the two. 10 The model revealed a significant main effect of condition (␤ ϭ Ϫ2.6, SE ϭ .68, t ϭ Ϫ3.7). Neither the main effect of language group nor the interaction of condition by language group was significant (ts Ͻ 1). The result indicates that the LPC effect was similar in nativeand non-native speakers.
Discussion
In Experiment 2, semantically related words elicited smaller N400s than unrelated words, but this difference did not depend on cloze value. Form-related words elicited a post-N400 positivity at posterior channels (LPC effect). In an additional analysis that corrected for ERP differences in a very early (0 to 200 ms) time window, we found that this LPC effect gradually increased in size with increasing cloze probability of the predictable word. Whereas we did not find any evidence for preactivation in non-native speakers in Experiment 2, the LPC results suggest that non-native speakers activated the predictable word after encountering the form-related word, leading to a conflict in interpretation. 5 Model 1: LPC amplitudes ϳ condition ϩ (1 | participant) ϩ (1 | item), Model 2: LPC amplitudes ϳ condition
6 An equivalent ANOVA, testing condition (predictable vs. form) by cloze at medial-posterior channels in the 600-ms to 1,000-ms time window, revealed a significant interaction of condition by cloze, F(1, 23) ϭ 4.9, p Ͻ .05, as well as significant effect of condition, F(1, 23) ϭ 8.3, p Ͻ .01, but not of cloze, p Ͼ .1.
7 Model 1: LPC amplitudes ϳ condition ϩ (1 | participant) ϩ (1 | item), Model 2: LPC amplitudes ϳ condition ‫ء‬ SOA ϩ (1 | participant) ϩ (1 | item), We also ran a model with random slopes for condition by participant and for condition and SOA by item, but this model did not converge. 8 For the N400 analysis, we used the original 100 ms prestimulus baseline for both native and non-native speakers. For the LPC analysis, we used the 200-ms poststimulus baseline for the non-native speakers only, following the previous analyses. However, using the original prestimulus baseline for the LPC analysis showed the same pattern of results. 9 N400 model: N400 amplitudes ϳ condition ‫ء‬ language group ϩ (1 | participant) ϩ (1 | item), We also ran a model with random slopes for condition by participant and by item, but this model did not converge.
10 A model with random slopes for condition by participant and by item did not converge. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
General Discussion
We used ERPs to investigate whether non-native speakers preactivate semantic and form information when reading sentences word-by-word at a 500-ms SOA or at a slower 700-ms SOA. These sentences contained a predictable word, an implausible word that was semantically or form-related to that word, or an implausible unrelated word. At both SOAs, predictable words elicited smaller N400s compared with implausible words (i.e., the classic N400 effect). Semantically related words elicited smaller N400s than unrelated words, but unlike the pattern observed in native speakers (Ito, Corley et al., 2016) , this N400 reduction did not depend on cloze probability of predictable words. Thus, we did not obtain clear evidence that non-native speakers preactivated form or meaning, although the observed N400 effects do suggest that participants were generally sensitive to sentence plausibility. The second main observation was that form-related words elicited an LPC effect at 700-ms SOA but not at 500-ms SOA. We suggest that this LPC effect reflect the activation of predictable words due to the combined top-down influence of sentence meaning and bottom-up influence of form-similarity. We will discuss the N400 and LPC effects in turn.
No Preactivation of Form or Meaning in Non-Native Speakers
Our N400 results contrast with previously reported evidence for prediction in non-native speakers (Chambers & Cooke, 2009; Foucart et al., 2014; Hopp, 2013) , adding to a body of evidence suggesting that non-native speaker do not engage in predictive processing as routinely as native speakers do (e.g., Martin et al., 2013) .
Because our manipulation did not rely on observing effects on noun-preceding articles that code grammatical gender or the vowel/consonant of the upcoming word, we can rule out an explanation purely based on weaker sensitivity of non-native speakers to grammatical or phonotactic information (e.g., Lew-Williams & Fernald, 2010 ). An explanation purely in terms of time constraints does not suffice either, as we did not observe preactivation effects at a relatively slow pace with which a previous ERP study observed preactivation (Foucart et al., 2014) .
The specific role of predictability (quantified as cloze probability) and that of proficiency is more elusive, however. Non-native speakers found our predictable words less predictable (average cloze probability of about 60%) than native speakers did (average cloze probability of about 80%). This is a limitation of the current study, as we did not match predictability between native and non-native speakers. The current effects may signal that the sentences were not constraining enough toward a particular word for non-native speakers, because in our study with native speakers, no preactivation N400 effects were observed for items with an average cloze probability of about 65%. However, our non-native speakers did not show an N400 prediction effect even in highcloze sentences (average cloze probability of about 80%) either. Maybe if we had used extremely predictable sentences (e.g., near-100% cloze probability in native and non-native speakers), we might have obtained a prediction effect in non-native speakers.
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But regardless of whether non-native speakers can in principle predict upcoming information, our results clearly indicate a strong limitation to non-native speakers' likelihood to engage in prediction. Our results fit with the scarce evidence for prediction in non-native speakers; whether prediction occurs can depend on various factors, including the nativeness of the language, as well as cloze probability. All in all, prediction does not appear to be a robust phenomenon, and may not occur so constantly during comprehension, even in native speakers (Huettig & Mani, 2016; .
It remains an open question as to why sentence constraint was lower for non-native speakers than for native speakers. Such constraint differences may arise from different (use of) world knowledge, but could also be a function of language proficiency. An important caveat to explaining our results directly in terms of predictability, however, is that there is no one-to-one correspondence between cloze probability and online prediction effects (e.g., Ito, Corley et al., 2016) . Cloze probability is an offline task without time constraint, and therefore gives an estimate of the likelihood that online prediction occurs under generous time constraints (i.e., slow presentation) (Staub, Grant, Astheimer, & Cohen, 2015) . Whereas high-cloze values are associated with higher likelihood of online predictive processing than lower cloze values, high-cloze values are not a guarantee that online prediction occurs. One potential implication of this is that cloze values from nonnative speakers are not as good of an estimation of online prediction as cloze values from native speakers.
Following Kaan (2014) , we think that the absence of preactivation effects in our study is primarily due to lower proficiency of non-native speakers. Even when relatively proficient non-native participants read high-constraint sentences at a relatively slow pace, build-up of sentence meaning may not have been fast enough or strong enough to preactivate relevant semantic or form information in advance of the critical words. Compared with native speakers, non-native speakers may then rely more strongly on specific lexical cues to predict upcoming information than on the compositional meaning of the sentence context. Future research should thus tease apart the effects of lexical-associative priming from words in the context and of the exact message conveyed by that context on predictive processing (e.g., Otten & Van Berkum, 2008) .
Activation of Predictable Words Based on Form-Similarity
At 700-ms SOA, form-related words elicited a larger post-N400 positivity, relative to the predictable condition, which increased in size with higher cloze probability of the predictable word. This cloze-dependent LPC effect was similar to what was found in native speakers at both the 500-and 700-ms SOA (Ito, Corley et 11 To date, evidence for anticipatory processing in non-native speakers has mostly come from visual world eye-tracking (but see Foucart et al., 2014) . This may well have to do with sentence constraint, because in those studies the upcoming referents are already visible on the screen, so therefore the sentences have a very high constraint toward a particular continuation (i.e., the equivalent of 100% cloze probability). In this regard, evidence for predictive/anticipatory processing in visual world paradigms reflects the incremental mapping of incoming language onto given visual information, as opposed to evidence for predictive processing in ERP studies which typically examine brain responses to information associated with words that have not been seen before. This document is copyrighted by the American Psychological Association or one of its allied publishers.
al., 2016) and suggest a conflict in interpretation due to the activation of the predictable word (see also Nieuwland, 2015) . The postactivation of predictable words would be stronger in sentences with higher predictability, which will result in greater interpretation conflict. Thus, the LPC effect may be linked to increased difficulty or costs integrating form-related words in high-cloze sentences relative to in medium-cloze sentences. An LPC (P600) effect has been found for sentences that were syntactically difficult to integrate (Kaan, Harris, Gibson, & Holcomb, 2000) . This LPC effect may therefore reflect a certain degree of incremental processing, because it requires a representation of sentence meaning that is sufficiently strong for bottom-up form-similarity to have its effect. This may work through cascaded activation, where the activation of sentence meaning in combination with the formsimilar word leads to activation of the predictable word (see Martin, 2016 , for a possible neurocomputational architecture).
Absence of an LPC effect at the 500-ms SOA is consistent with such an interpretation. This SOA is standard for ERP studies on native language comprehension but unusually fast for non-native sentence comprehension (e.g., Foucart et al., 2014; Tanner et al., 2013) , and therefore our participants may not have enough time to construct a sufficiently strong or detailed contextual representation. The impact of presentation rate appears to be greater on non-native language comprehension than on native comprehension.
What factors might explain why we did not find evidence of preactivation in non-native speakers, but indeed found LPC evidence for native-like incremental processing? One possibility is that while sentence comprehension is lagging in non-native speakers compared to native speakers, this lag is only short and therefore the representation of sentence meaning in non-native speakers is sufficiently strong by the time that the semantic information associated with the form-related word has been retrieved, giving rise to the conflict in interpretation. This also suggests that incremental processing can, to some extent, proceed normally without prediction via preactivation, or without prediction at all. This is in line with recent views on the role of prediction in language comprehension (e.g., Huettig & Mani, 2016) . Huettig and Mani argued that sentences in everyday conversations are normally less predictive than experimental contexts developed to study prediction. While cloze probability serves a proxy or estimate of processing situations where contextual constraint is particularly high, real language data, and certainly any model of language processing, must span the range of possible cloze values or constraining contexts. If prediction were required for truly incremental language comprehension, then real-world language comprehension could not be the robust, incremental process it is known to be.
Conclusion
We did not find N400 evidence for preactivation of the form or meaning of upcoming words in non-native speakers. We conclude that although non-native language comprehension can be highly incremental and even predictive (Foucart et al., 2014; Hopp, 2013) , non-native speakers may not engage in predictive processing as routinely or robustly as native speakers. However, we observed evidence for the activation of unseen words in an LPC effect to words that were similar in form to a predictable word, which increased gradually with cloze value of the predictable word. We suggest that the combined effects of top-down activation (contextual meaning) and bottom-up activation (form similarity) result in activation of unseen words that fit the context well, thereby leading to a conflict in interpretation reflected in the LPC. This "analysis by synthesis" shows that non-native speakers can use bottom-up and top-down information to constrain incremental interpretation in much the same way that native speakers do.
17. After struggling with the question, Jessica got the answer (4.8)/ dancer (1.4)/ inquiry (3.8)/ pension (2.4) finally. (92) 18. At the airport, James checked in for his flight (4.8)/ sight (2)/ rocket (2.4)/ machine (1.4) earlier. (50) 19. The lottery gave Emily a car as a prize (3.8)/ price (4.4)/ medal (2.2)/ child (2.2) yesterday. (67) 20. Sophie couldn't recall the recent event, and blamed her bad memory (4.8)/ melody (2)/ storage (2)/ eraser (1.2) yesterday.
21. The shoes were small, so Lily asked for the largest size (4.8)/ sign (1.2)/ height (2.6)/ flip (1.4) available. (58) 22. To view the 3D image, people wore special glasses (4.6)/ classes (2.2)/ eyes (2)/ markets (1.8) yesterday. (67) 42. Jim will go swimming and get a suntan at the beach (4.4)/ peach (1.2)/ coconut (1.2)/ drama (1.4) tomorrow. (75) 43. The house is haunted by ghosts (4.4)/ boasts (1.4)/ halloween (1.6)/ eagles (2.2) now. (67) 44. The juice isn't cold enough, so Alice is adding some ice (4.2)/ dice (2)/ cube (3.8)/ wine (1.8) now. (92) 45. The restaurant is always busy, so Leo will book a table (4.6)/ label (2.8)/ chair (2)/ field (2.4) now. (75) 46. The baby is hungry and needs to drink some milk (5)/ silk (1.4)/ cow (1.6)/ debt (1.4) now. (83) 47. Before sending the letter, Daniel licked a stamp (4.8)/ stump (1.2)/ payment (1.6)/ juice (1.4) quickly. (42) 48. The waiter got a generous tip because of his good service (4.2)/ surface (2)/ complaints (2.2)/ million (1.4) yesterday.
49. For their mother's birthday, the children will hold a party (4.6)/ pasty (1.8)/ guest (1.2)/ scene (2.4) tomorrow. (33) 50. Only one cake is left, so Lilly doesn't have a choice (3.6)/ voice (1.4)/ future (1.6)/ minute (1.4) anyway. (17) 51. The men are watching football and drinking beer in the pub This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
134. To expand their market, the project team made a rough plan (3)/ plank (2.8)/ future (2.2)/ rifle (1.2) together.
135. Because of the storm, the ocean has big waves (4.8)/ caves (1.4)/ surfers (2.4)/ heads (1.8) now. (75) 136. The sales staff forgot to attach the price tag (3.8)/ tug (2)/ name (1)/ eve (1.6) again. (42) 137. To make a pancake easily, Julia used a pancake mix (3.6)/ fix (2.4)/ digestion (1)/ bid (1.8) yesterday. (33) 138. The new variety show appointed the entertainer as a host (4.2)/ post (2.6)/ meeting (1.2)/ drill (1.2) yesterday. (8) 139. Nigel's son should inherit the estate according to his will (3.6)/ pill (2)/ fact (1.6)/ site (2.4) naturally. (42) 140. It's expected to snow as it will get very cold (4)/ old (1)/ hot (1)/ tall (2.2) tomorrow. (92) 141. The explorer in the desert hopes to ride the camel (4)/ caramel (1.8)/ oasis (3.2)/ user (1.6) tomorrow. (83) 142. For the parade, the king's servants will refurbish the entire castle (3.8)/ cattle (3.6)/ lords (2.4)/ depth (2.2) perfectly. (17) 143. Making traditional Indian curry requires using several types of spice (5) 
145. Students learned how to convert kilometres to miles (4.6)/ piles (1.2)/ riders (1.4)/ veins (1.8) yesterday.
146. To compress the air, the machine applies high pressure (4.4)/ pleasure (2.6)/ relief (2)/ session (1.4) constantly.
147. Before exchanging money, Rebecca asks the exchange rate (4.4)/ fate (2.4)/ pace (1.4)/ exit (1.8) usually. (67) 148. Lydia cannot eat anymore as she is so full (4.6)/ dull (2.4)/ half (1)/ mild (1.6) now. (50) 149. Dogs have a good sense of smell (4.4)/ shell (1)/ nose (2.2)/ cash (1.4) naturally. (58) 150. Laura will eat the ice cream quickly before it melts (4.2)/ meets (1.8)/ boils (1.6)/ opens (2) down. (83) 151. After the main course, Sara checked the dessert menu (4.6)/ venue (3)/ chef (1.6)/ bond (2.4) excitedly. (58) 152. Andrew was late because his train had a delay (4.4)/ decay (1.4)/ time (1.8)/ tone (1.8) again. (58) 153. The bomb expert pinpointed a switch to make the bomb explode (3.2)/ explore (2)/ pour (2.4)/ stretch (1.8) finally. (67) 154. Immigration exposed Lisa to a different culture (3.6)/ vulture (1.6)/ sociology (3.4)/ ginger (1.4) naturally.
155. The bridge was washed away by the flood (4.6)/ blood (1.8)/ soil (1.8)/ glove (1.4) yesterday. (8) 156. The story was far from logical and didn't make any sense (4.8)/ fence (1.2)/ taste (1.6)/ button (1.6) completely. (83) 157. Having no ink or paper, the office workers couldn't print (4)/ point (2)/ erase (2)/ move (1.6) anything. (67) 158. In the tennis lesson, Lauren hit the ball with her racket (4.4)/ rocket (1.8)/ game (2)/ area (1.6) well. (83) 159. Joe has grown his moustache, but will give it a shave (4.2)/ share (1.4)/ hair (1.2)/ turtle (1.2) tomorrow. (8) 160. It's so itchy that Chris can't help scratching the mosquito bite (4.2)/ bike (1.4)/ chew (3)/ tape (1.6) constantly. (83) 
