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Abstract
In the mid 1980s H. Furstenberg and Y. Katznelson defined IPr sets in abelian groups as, roughly, sets
consisting of all finite sums of r fixed elements. They obtained, via their powerful IP Szemerédi theorem
for commuting groups of measure preserving transformations, many IPr set applications for the density
Ramsey theory of abelian groups, including the striking result that, given e > 0 and k ∈ N, there exists
some r ∈ N such that for any IPr set R ⊂ Z and any E ⊂ Z with upper density > , E contains a k-
term arithmetic progression having common difference r ∈ R. Here, polynomial versions of these results
are obtained as applications of a recently proved polynomial extension to the Furstenberg–Katznelson IP
Szemerédi theorem.
© 2006 Elsevier Inc. All rights reserved.
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0. We give finite combinatorial ramifications, related to Szemerédi’s theorem on arithmetic
progressions, of a recently obtained ergodic-theoretic multiple recurrence theorem [6]. We shall
not state the multiple recurrence result here, nor discuss the method of its proof. We require only
one of its combinatorial corollaries, Theorem 1 below, which generalizes two well-known exten-
sions of Szemerédi’s theorem: H. Furstenberg and Y. Katznelson’s IP Szemerédi theorem [4] and
V. Bergelson and A. Leibman’s polynomial Szemerédi theorem [1]. As a prelude to the more gen-
eral results we will state later, we shall now formulate a very special case. Consider Szemerédi’s
theorem:
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if E ⊂ {1,2, . . . ,N} with |E|  Nδ then for some a and some n = 0, {a, a + n,a + 2n, . . . ,
a + (k − 1)n} ⊂ E.
Many of the extensions of Szemerédi’s theorem deal with restrictions on the value of the
parameter n, the common difference of the arithmetic progression found in the “large” set E. For
example, Furstenberg and Katznelson show in [4] that if (ni)∞i=1 ⊂ N then n may be chosen of
the form n = ni1 + ni2 + · · · + nit , where i1 < i2 < · · · < it . To wit:
Theorem FKa. Let δ > 0, k ∈ N and (ni)∞i=1 ⊂ N. There exists N = N(δ, k, (ni)∞i=1) ∈ N having
the property that if E ⊂ {1,2, . . . ,N} with |E|Nδ then for some a and some i1 < i2 < · · · < it ,
letting n =∑tj=1 nij , {a, a + n,a + 2n, . . . , a + (k − 1)n} ⊂ E.
In this formulation, N appears to depend not only on δ and k, but on the full sequence (ni).
However, there is a stronger formulation which exhibits a kind of uniformity over all choices
(ni), while giving something more as well.
Theorem FKb. Let δ > 0 and k ∈ N. There exist r = r(δ, k) and N = N(δ, k) ∈ N such that if
(ni)
r
i=1 ⊂ N, n > N
∑r
i=1 ni and E ⊂ {1,2, . . . , n} with |E| nδ then for some a and some 1
i1 < i2 < · · · < it  r , one has, letting n =∑tj=1 nij , {a, a + n,a + 2n, . . . , a + (k − 1)n} ⊂ E.
We give polynomial extensions of Theorem FKb, replacing expressions involving finite sums
such as
∑t
j=1 nij = ni1 +ni2 +· · ·+nit by expressions involving “polynomially weighted” sums,
for example sums of the form
∑t
j=1 p(j)nij = p(1)ni1 + p(2)ni2 + · · · + p(t)nit , where p is a
polynomial taking integers to integers. Additional details will be given in the next section, but
the following extremely special case of Theorem 5 below may help to convey the general idea.
Theorem A. Let δ > 0 and k ∈ N. There exist r = r(δ, k) and N = N(δ, k) ∈ N such that
if (ni)ri=1 ⊂ N, n > N
∑r
j=1 j2nj and E ⊂ {1,2, . . . , n} with |E|  nδ then for some a and
some 1  i1 < i2 < · · · < it  r , one has, letting n = ∑tj=1 j2nij , {a, a + n,a + 2n, . . . ,
a + (k − 1)n} ⊂ E.
In the next section we give general formulations, then in a brief final section state two open
problems, with which the reader is invited to compare Theorem A.
1. For k ∈ N, denote by Zk×∞ the free abelian group on generators {ei,j : 1 i  k, j ∈ N}.
For l, r ∈ N, write Z(l, r) = {∑ki=1∑rj=1 ni,j ei,j : 0 ni,j < l}. We will sometimes write (ni,j )
for the element
∑k
i=1
∑r
j=1 ni,j ei,j of Z(l, r). Given sequences of natural numbers (ln), (rn)
going to ∞, let d¯(E) = lim supn |E∩Z(ln,rn)||Z(ln,rn)| denote the upper density of a set E ⊂ Zk×∞ relative
to the Følner sequence (Z(ln, rn)).
By a polynomial p : Z → Z, we mean some p(x) ∈ Q[x] satisfying p(Z) ⊂ Z.
Theorem 1. [6, Theorem C] Let pi : Z → Z be polynomials, 1  i  k, and for α = {n1, n2,
. . . , nb} let vi(α) =∑bt=1 pi(t)ei,nt . If E ⊂ Zk×∞ with d¯(E) > 0 then there exist x ∈ Zk×∞ and
some non-empty, finite α ⊂ N such that {x + vi(α): 1 i  k} ⊂ E.
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Theorem 2. Let pi : Z → Z be polynomials, 1 i  k, and for α = {n1, n2, . . . , nb} let vi(α) =∑b
t=1 pi(t)ei,nt . Given δ > 0, there exist L,R ∈ N (depending on δ, k and the pi) such that if
l  L, r  R and E ⊂ Z(l, r) with |E|  δ|Z(l, r)| then there exist x ∈ Z(l, r) and non-empty
α ⊂ {1, . . . , r} such that {x + vi(α): 1 i  k} ⊂ E.
It is obvious that Theorem 2 generalizes [4, Theorem 9.2], which simply corresponds to the
case where each pi ≡ 1. As for [1, Theorem B], we will illustrate a basic case and leave it to the
reader to draw the full derivation from Theorem 7 below. Suppose then that B ⊂ Z has positive
density d¯(B) = lim supn |E∩[−n,n]|2n+1 and q1, . . . , qk are polynomials Z → Z vanishing at zero.
The set E = {∑ki=1∑rj=1 ni,j ei,j ∈ Zk×∞: ∑ki=1∑rj=1 ni,j ∈ B} has positive upper density,
and one applies Theorem 1 with pi(n) = qi(n) − qi(n − 1), 1 i  k, to find some non-zero n
and integer x such that {x + p1(n), x + p2(n), . . . , x + pk(n)} ⊂ B .
The functions vi in the above formulations, which take non-empty α ⊂ {1, . . . , r} as their
argument, are of a special form to which we now give a name.
Definition 3. Let H be an abelian group, let r ∈ N and let p : Z → Z be a polynomial. We call
a set of 2r − 1 elements v(α) of H indexed by subsets ∅ = α ⊂ {1, . . . , r} an IPr set with poly-
nomial weights p(n) if there are u1, . . . , ur ∈ H such that v({n1, n2, . . . , nb}) =∑bt=1 pi(t)unt ,
1 n1 < n2 < · · · < nb  r . If p ≡ 1, S is called simply an IPr set.
IPr sets are constructions due to Furstenberg and Katznelson; our definition is equivalent,
though not identical, to that of [4,5]. Their purpose is to provide a means of tracking and referring
individually to sums (without repeats) of elements in a given finite sequence. The phrase “IPr set
with polynomial weights,” meanwhile, which we are introducing here, must not be taken to be
compositional, though our syntax may at times tempt such an interpretation. It does not denote
a subclass of IPr sets “with” some additional property (that of having polynomial weights). On
the contrary, IPr sets with polynomial weights are unapologetically misnomered—they will not
in general be IPr sets at all.1 So much the better for our results, if not for our terminology; IPr
sets with polynomial weights play here a role analogous to that played by IPr sets in [5], and the
more there are, the merrier we will be.
We start with a “polynomially weighted” version of [5, Theorem 1].
Theorem 4. Let δ > 0, k ∈ N and suppose pi : Z → Z are polynomials, 1 i  k. There exist ν >
0 and r ∈ N (depending on δ, k and the pi) such that if H is any commutative group, u1, . . . , uk
are any IPr sets in H with polynomial weights p1(n), . . . , pk(n), respectively, J ⊂ H is a fi-
nite subset satisfying |J 
 (J + ui(α))| < ν|J |, 1 i  k, ∅ = α ⊂ {1, . . . , r}, and S ⊂ J with
|S|  δ|J |, then for some ∅ = α ⊂ {1, . . . , r} and some x ∈ J , {x + u1(α), x + u2(α), . . . ,
x + uk(α)} ⊂ S.
Proof. Let l and r be the L and R of Theorem 2 corresponding to δ2 , k and the pi and let
ν = δ
lkr+1kr . Now let H , u1, . . . , uk and J be given. Denote by (ui,j ) the constants for which
1 On the other hand, IPr sets are not sets, either, or at least not subsets of H . They are indexed sets, that is functions.
So who’s counting.
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 (J +ui,j )| < ν|J | for all pairs (i, j), 1 i  k,
1 j  r . It follows therefore by the choice of ν that the number of pairs (y, (ni,j )) in J ×Z(l, r)
having the property that y +∑ki=1∑rj=1 ni,j ui,j ∈ J is at least |J |lrk(1 − δ2 ). This implies that
for some fixed y ∈ J , the set E = {(ni,j ) ∈ Z(l, r): y +∑ki=1∑rj=1 ni,j ui,j ∈ S} satisfies |E|
δ
2 l
rk = δ2 |Z(l, r)|. Accordingly, by Theorem 2 there exist z = (zi,j ) ∈ Z(l, r) and non-empty
α ⊂ {1, . . . , r} such that {z + vi(α): 1 i  k} ⊂ E, where vi({s1, . . . , sb}) =∑bj=1 pi(j)ei,sj .
Therefore, letting x = y +∑ki=1∑rj=1 zi,j ui,j , one has {x + u1(α), . . . , x + uk(α)} ⊂ S, as
required. 
Note that if J = H is a finite group then the Følner (almost invariance) condition |J 
 (J +
ui(α))| < ν|J | is automatically satisfied. In Zd , viable sets J may look roughly like d-fold Carte-
sian products of large enough intervals. Thus we have the following straightforward application.
A bit of non-standard notation: for a = (a1, . . . , ad) ∈ Zd , we will write |a| = max1id |ai |.
Theorem 5. Let δ > 0, k ∈ N and suppose pi : Z → Z are polynomials, 1  i  k. There exist
N and r ∈ N (depending on δ, k and the pi ) such that if d ∈ N, u1, . . . , uk are any IPr sets
in Zd with polynomial weights p1(n), . . . , pk(n), respectively, n > dN max{|ui(α)|: 1 i  k,
∅ = α ⊂ {1,2, . . . , r}}, and E ⊂ {1,2, . . . , n}d with |E| δnd then E contains a configuration
of the form {x + u1(α), x + u2(α), . . . , x + uk(α)}, where x ∈ {1,2, . . . , n}d and ∅ = α ⊂ {1,2,
. . . , r}.
Proof. Choose r and ν as in Theorem 4 and let N > 1
ν
. 
Much of the power of Theorem 4 lies in the fact that it holds for infinitely generated groups H .
For example, one has a natural application in the multiplicative positive rationals (Q+, ·), where
IPr sets with polynomial weights p(n) take the form
u
({n1, n2, . . . , nb})= b∏
t=1
q
pi(t)
nt , 1 n1 < n2 < · · · < nb  r.
Theorem 6. Let δ > 0, k ∈ N and suppose pi : Z → Z are polynomials, 1  i  k. There ex-
ist N and r ∈ N (depending on δ, k and the pi) such that if u1, . . . , uk are any IPr sets in
(Q+, ·) with polynomial weights p1(n), . . . , pk(n), respectively, S is any finite set of primes and
M any natural number such that each ui(α), 1  i  k, ∅ = α ⊂ {1,2, . . . , r}, can be writ-
ten in the form ui(α) =∏p∈S pdp , where −M  dp M , then letting J = {∏p∈S pnp : 0 
np < |S|MN, p ∈ S}, any E ⊂ J with |E|  δ|J | contains a configuration of the form
{xu1(α), xu2(α), . . . , xuk(α)}, where x ∈ J and ∅ = α ⊂ {1,2, . . . , r}.
Proof. Let r and ν be as guaranteed by Theorem 4 and let N > 1
ν
. 
Some extensions
The following more general form of Theorem 1, although not formulated in [6], can be proved
by the same means and is necessary for some natural applications.
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t=1 pi(t)ei,nt . If E ⊂ Zk×∞ with d¯(E) > 0 then there exist x ∈ Zk×∞ and some non-empty,
finite α ⊂ N such that {x +∑i∈β vi(α): ∅ = β ⊂ {1,2, . . . , k}} ⊂ E.
One may proceed by now-familiar methods to the following extension of Theorem 4.
Theorem 8. Let δ > 0, k,w ∈ N and suppose pi,j : Z → Z are polynomials, 1  i  k,
1  j  w. There exist N and r ∈ N (depending on δ, k, w and the pi,j ) such that if
d ∈ N, ui,j are any IPr sets in Zd with polynomial weights pi,j (n), respectively, 1  i  k,
1  j  w, n > wdN max{|ui,j (α)|: 1  i  k,1  j  w, ∅ = α ⊂ {1,2, . . . , r}} and E ⊂
{1,2, . . . , n}d with |E|  δnd , then for some ∅ = α ⊂ {1, . . . , r} and some x ∈ {1,2, . . . , n}d ,
{x +∑wj=1 u1,j (α), x +∑wj=1 u2,j (α), . . . , x +∑wj=1 uk,w(α)} ⊂ E.
Theorem 8 can be used to give predictable extensions of Theorems 5 and 6. Somewhat more
novel is the following Rd version of Theorem 5, in which the weight polynomials can be real-
valued.
Theorem 9. Let δ > 0, k, d ∈ N and suppose pi : Z → R are polynomials, 1  i  k. There
exist N and r ∈ N (depending on δ, k and the pi) such that if u1, . . . , uk are any IPr sets in
Rd with polynomial weights p1(n), . . . , pk(n), respectively, there is an S depending only on
u1, . . . , uk such that if n > dNS and A ⊂ [0, n]d is Lebesgue measurable with m(A) δnd then
A contains a configuration of the form {x + u1(α), x + u2(α), . . . , x + uk(α)}, where x ∈ [0, n]d
and ∅ = α ⊂ {1,2, . . . , r}.
Proof. Let c1, . . . , cw be the absolute values of all coefficients occurring in the polynomials pi .
Then one may write pi =∑wj=1 cjpi,j , where each pi,j is a polynomial (possibly zero) Z → Z.
Let c be the smallest integer greater than max1iw | 1ci |, and put L = ( 1c1···cwcw )d .
Let r and N be as guaranteed by Theorem 8 for δ1 = 12L( 12wd )wδw , k, w and the pi,j . Let
M = max{|pi,j (l)|: 1  i  k, 1  j  w, 1  l  r}. Choose now β with δ12 > β > 0 and
(1 + rMwd)kβ < 1.
Suppose now that u1, . . . , uk are given. One has ui(α) =∑wj=1 cjui,j (α), where each ui,j is
an IPr set (possibly zero valued) with polynomial weight pi,j (n). For some constants (ui,j,l) in
Rd we have ui,j ({s1, . . . , sb}) =∑bl=1 pi,j (l)ui,j,sl .
Let S = 2 max{|ui,j (α)|: 1 i  k, 1 j w, ∅ = α ⊂ {1,2, . . . , r}} and suppose n > dNS
and A ⊂ [0, n]d are given. Let
A1 =
{
(x1, . . . , xw) ∈
([0, cn]d)w: c1x1 + · · · + cwxw ∈ A}.
Then m(A1)  ( 1c1···cw )
d( 12wd )
wδwnwd = L( 12wd )wδw(cn)wd . Since a.e. point of [0, cn]wd is a
point of Lebesgue density 1 for either A1 or Ac1, for any large enough t , if one partitions [0, cn)wd
into (cnt)wd equal-sized parallelepipeds
I(j1,...,jd ) =
[
j1
,
(j1 + 1))× [j2 , (j2 + 1))× [jwd , (jwd + 1)),t t t t t t
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one will have (t)wdm(A1 ∩ I(j1,...,jwd )) ∈ [0, β] ∪ [1 − β,1]. It follows now, since m(A1) 
L( 12wd )
wδw(cn)wd , that if we set
E = {(j1, . . . , jwd) ∈ {0,1, . . . , cnt − 1}wd : twdm(A1 ∩ I(j1,...,jwd )) 1 − β},
then |E| (cnt)wd(L( 12wd )wδw − 2β) > (cnt)wdδ1.
Choose t that is large in the sense of the last paragraph and for which the distance (in the
metric derived from the | · | norm) from each tui,j,l to the nearest point in Zd , call it ni,j,l , is at
most β . Form the polynomially weighted IPr sets (in (Zd)w)
vi,1
({s1, . . . , sb})=
(
b∑
l=1
pi,1(l)ni,1,sl ,0, . . . ,0
)
,
vi,2
({s1, . . . , sb})=
(
0,
b∑
l=1
pi,2(l)ni,2,sl ,0, . . . ,0
)
,
...
vi,w
({s1, . . . , sb})=
(
0, . . . ,0,
b∑
l=1
pi,w(l)ni,w,sl
)
.
For every ∅ = α ⊂ {1, . . . , r}, one has∣∣∣∣∣
w∑
j=1
vi,j (α) −
(
tui,1(α), . . . , tui,w(α)
)∣∣∣∣∣ βr max1ir
∣∣pi,j (i)∣∣ βrM.
Now, since |E| > (cnt)wdδ1 and
cnt  nt > dNSt  dN max
{∣∣vi,j (α)∣∣: 1 i  k, 1 j w, ∅ = α ⊂ {1,2, . . . , r}},
by the conclusion of Theorem 8 there exist a = (a1, . . . , aw) ∈ ({0,1, . . . , cnt − 1}d)w and non-
empty α ⊂ {1, . . . , r} such that for 1 i  k, a +∑wj=1 vi,j (α) ∈ E, so that
m
(
A1 ∩
(
Ia + 1
t
w∑
j=1
vi,j (α)
))
= m(A1 ∩ Ia+∑wj=1 vi,j (α))

(
1
t
)wd
(1 − β), 1 i  k.
But
m
((
Ia + 1
t
w∑
j=1
vi,j (α)
)

 (Ia + (ui,1(α), . . . , ui,w(α)))
)

(
1
t
)wd
(1 − βrMwd), 1 i  k.
Therefore,
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((
A1 −
(
ui,1(α), . . . , ui,w(α)
))∩ Ia)
= m(A1 ∩ (Ia + (ui,1(α), . . . , ui,w(α))))
(
1
t
)wd(
1 − (1 + rMwd)β), 1 i  k,
from which one immediately obtains
m
(
k⋂
i=1
(
A1 −
(
ui,1(α), . . . , ui,w(α)
))∩ Ia
)

(
1
t
)wd(
1 − (1 + rMwd)kβ)> 0.
Thus there is (x1, . . . , xw) ∈ ([0, cn]d)w with(
x1 + ui,1(α), . . . , xw + ui,w(α)
) ∈ A1, 1 i  k.
Letting x = c1x1 + · · · + cwxw , this implies that x +∑wj=1 cjui,j (α) ∈ A, which is to say x +
ui(α) ∈ A, 1 i  k. 
[6] actually provides for even more general formulations than that of Theorem 7, from which
it is possible to obtain, for example, an extension of the main combinatorial theorem appearing
in [3], which states that for polynomials pi : Zl → Zm, 1 i  k, if n1, n2, . . . is a sequence in
Zl then any positive density subset of Zm contains a configuration {x + p1(∑i∈α ni), . . . , x +
pk(
∑
i∈α ni)}. The nature of the upgrade one obtains is difficult to describe without going quite
far afield, so we content ourselves with a simple case.
Theorem 10. Given δ > 0 and a sequence of integers w1,w2, . . . , one can find N and r ∈ N
having the property that for any u1, . . . , ur ∈ Z, any n > N max1i,jr |wiuj | and any E ⊂
{1, . . . , n} with |E| > δn, there exist x ∈ {1, . . . , n} and ∅ = α ⊂ {1,2, . . . , r} such that {x, x +
2(
∑
i<j∈α wiuj ) +
∑
i∈α u2i } ⊂ E.
There is nothing particularly special about the example 2(
∑
i<j∈α wiuj ) +
∑
i∈α u2i here; it
was chosen because if one takes (as one may) ui = wi , it is equal to (∑i∈α ui)2. This should give
some indication of the way in which [3] materializes from such things, while at the same time
allowing for a level comparison of the weak uniformity obtained here with the strong uniformity
asked for in Question 11 below.
2. We have been advancing the notion of IPr sets with polynomial weights as convenient
polynomial versions of the IPr sets introduced by Furstenberg and Katznelson; convenient, partly,
in that they have proven amenable to analysis. Other, more general candidates for polynomial ver-
sions of IPr sets exist, but have so far yielded less fruit. We close with two open questions related
to the results given here that come about in considering more ambitious notions of polynomial-
ized IPr sets. We formulate simple cases.
Question 11. Given δ > 0, can one find N and r ∈ N having the property that for any u1, . . . , ur ∈
Z, any n > N max1ir |ui |2, and any E ⊂ {1, . . . , n} with |E| > δn, there exist x ∈ {1, . . . , n}
and ∅ = α ⊂ {1,2, . . . , r} such that {x, x + (∑i∈α ui)2} ⊂ E?
Notice that Theorem 10 gives uniformity over the ui , whereas Question 11 asks (in the special
case where ui = wi ) for uniformity over both the ui and the wi . The next question is more
general still; an affirmative answer to it entails an affirmative answer to Question 11, as we will
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Z2(l, r) = {∑ri,j=1 ni,j ei,j : 0 ni,j < l, 1 i, j  r}.
Question 12. Given δ > 0, can one find l = l(δ) and r = r(δ) ∈ N having the property that for
any B ⊂ Z2(l, r) with |B| > δ|Z2(l, r)|, there exist y ∈ Z2(l, r) and ∅ = α ⊂ {1,2, . . . , r} such
that {y, y +∑i,j∈α ei,j } ⊂ B?
Q12 → Q11. Given δ > 0, let l = l( δ2 ) and r = r( δ2 ) be as in Question 11. Let N > 2lr
2
δ
and
suppose u1, . . . , ur ∈ Z, n > N max1ir |ui |2, and E ⊂ {1, . . . , n} with |E| > δn. Let L be
the number of pairs (t,
∑r
i,j=1 ni,j ei,j ) in {1, . . . , n} × Z2(l, r) such that t +
∑r
i,j=1 ni,j uiuj /∈
{1, . . . , n}. Since for each choice of ∑ri,j=1 ni,j ei,j there are at most r2l max1ir |ui |2 choices
t for which the sum falls outside {1, . . . , n}, L  lr2r2l max1ir |ui |2. Hence for at least
lr
2
(nδ − lr2 max1ir |ui |2) > lr2n δ2 pairs, t +
∑r
i,j=1 ni,j uiuj ∈ E. It follows that for some
t ∈ {1, . . . , n}, B = {∑ri,j=1 ni,j ei,j ∈ Z2(l, r): t +∑ri,j=1 ni,j uiuj ∈ E} satisfies |B| δ2 lr2 =
δ
2 |Z2(l, r)|. Therefore, there exist y =
∑r
i,j=1 yi,j ei,j ∈ Z2(l, r) and ∅ = α ⊂ {1,2, . . . , r} such
that {y, y+∑i,j∈α ei,j } ⊂ B . In other words, t +∑ri,j=1 yi,j uiuj ∈ E and t +∑ri,j=1 yi,j uiuj +∑
i,j∈α uiuj ∈ E. Letting x = t +
∑r
i,j=1 yi,j uiuj , then {x, x + (
∑
i∈α ui)2} ⊂ E.
For anecdotal evidence that Question 12 may eventually be answered positively, see [2], where
a general partition version is proved.
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