Abstract. We compute the basic parameters (dimension, length, minimum distance) of affine evaluation codes defined on a cartesian product of finite sets. Given a sequence of positive integers, we construct an evaluation code, over a degenerate torus, with prescribed parameters of a certain type. As an application of our results, we recover the formulas for the minimum distance of various families of evaluation codes.
In Section 3, we show upper bounds in terms of d 1 , . . . , d n on the number of roots, over X * , of polynomials in S which do not vanish at all points of X * (Proposition 3.6, Corollary 3.7). The main theorem of Section 3 is a formula for the minimum distance of C X * (d) (Theorem 3.8) . In general, the problem of computing the minimum distance of a linear code is difficult because it is NP-hard [29] . The basic parameters of evaluation codes over finite fields have been computed in a number of cases. Our main results provide unifying tools to treat some of these cases. As an application, if Y is a projective torus in P n over a finite field K, we recover a formula of [21] for the minimum distance of C Y (d) (Corollary 3.10) . If Y is the image of A n under the map A n → P n , x → [(x, 1)], we also recover a formula of [4] for the minimum distance of C Y (d) (Corollary 3.11). If Y = P n , the parameters of C Y (d) are described in [23, Theorem 1] (see also [15] ), notice that in this case Y does not arises as the projective closure of some cartesian product X * .
Finally, in Section 4, we consider cartesian codes over degenerate tori. Given a sequence d 1 , . . . , d n of positive integers, there exists a finite field F q such that d i divides q − 1 for all i. We use this field to construct a cartesian code-over a degenerate torus-with previously fixed parameters, expressed in terms of d 1 , . . . , d n (Theorem 4.2). As a byproduct, we obtain formulae for the basic parameters of any affine evaluation code over a degenerate torus (see Definition 4.1). Thus, we are also recovering the main results of [9, 10] 
(Remark 4.3).
It should be mentioned that we do not know of any efficient decoding algorithm for the family of cartesian codes. The reader is referred to [3, Chapter 9] , [14, 28] and the references there for some available decoding algorithms for some families of linear codes.
For all unexplained terminology and additional information, we refer to [6, 13, 24] (for commutative algebra and the theory of Hilbert functions), and [17, 25, 27] (for the theory of linear codes).
Complete intersections and algebraic invariants
We keep the same notations and definitions used in Section 1. In what follows d i denotes |A i |, the cardinality of A i for i = 1, . . . , n. In this section we show that I(Y ) is a complete intersection and compute the algebraic invariants of I(Y ) in terms of d 1 , . . . , d n .
. . , t n ] be a polynomial ring over a field K, let f ∈ S, and let a = (a i ) ∈ N n . Suppose that the coefficient of t a in f is non-zero and deg (f ) = a 1 + · · · + a n . If A 1 , . . . , A n are subsets of K, with |A i | > a i for all i, then there are
Since A i is a group for all i, the sets X * and X are also groups under componentwise multiplication. Thus, there is an epimorphism of groups X * → X, x → [x], whose kernel is equal to
To show (c) we proceed by contradiction. Assume that G is non-zero. Then, there is a monomial t a = t a 1 1 · · · t an n of G with deg(G) = a 1 + · · · + a n , where a = (a 1 , . . . , a n ) and a i > 0 for some i.
Thus, by Theorem 2.1, there are x 1 , . . . , x n with x i ∈ A i for all i such that G (x 1 , . . . , x n ) = 0, a contradiction to the assumption that G vanishes on X * .
Proof. "⊃" This inclusion is clear because f i vanishes on X * by construction. "⊂" Take f in I(X * ). Let ≻ be the reverse lexicographical order on the monomials of S. By the division algorithm [1, Theorem 1.5.9, p. 30], we can write
where each of the terms of G is not divisible by any of the leading monomials t d 1 1 , . . . , t dn n , i.e., deg t i (G) < d i for all i. As G belongs to I(X * ), by Lemma 2.2, we get that G = 0. Thus, f ∈ (f 1 , . . . , f n ).
The degree and the regularity of S[u]/I(Y ) can be computed from its Hilbert series. Indeed, the Hilbert series can be written as
where h 0 , . . . , h r are positive integers. This follows from the fact that I(Y ) is a Cohen-Macaulay ideal of height n [7] . The number r is the regularity of S . . , g r such that I = (g 1 , . . . , g r ), where r is the height of I. It is not hard to see that the map ev ′ d is independent of the set of representatives that we choose for the points of Y . Definition 2.7. The affine Hilbert function of S/I(X * ) is given by
As the evaluation map ev d induces an isomorphism
In particular, from this lemma, the dimension and the length of the cartesian code 
, where P 1 , . . . , P m are the points of X * and f ∈ S[u] d . If f is the polynomial f (t 1 , . . . , t n , 1), then f is in S ≤d and f (P i , 1) = f (P i ) for all i. Thus, W is in C X * (d), as required.
Cartesian evaluation codes
In this section we compute the basic parameters of cartesian codes and give some applications.
, we show an upper bound in terms of d 1 , . . . , d n on the number of roots, over X * , of polynomials in S ≤d which do not vanish at all points of X * .
We begin by computing some of the basic parameters of C X * (d), the cartesian evaluation code of degree d on X * .
Proof. The length of
Thus, by Lemmas 2.2 and 2.8,
By Proposition 2.5, the ideal I(Y ) is a complete intersection generated by n homogeneous polynomials f 1 , . . . , f n of degrees d 1 , . . . , d n . Thus, applying [5, Corollary 2.6] and using the equality
, we obtain the required formula for the dimension.
Proof. Let α be the only element of A 1 and let Y ′ be the projective closure of X ′ . Then, by Proposition 2.5, we get
have the same Hilbert function, we get that the dimension and the length of C X * (d) and C X ′ (d) are the same. Thus, to show the equality C X * (d) = C X ′ (d), it suffices to show the inclusion "⊂". Any element of C X * (d) has the form
where Q 1 , . . . , Q m are the points of
Since permuting the sets A 1 , . . . , A n does not affect neither the parameters of the corresponding cartesian evaluation codes, nor the invariants of the corresponding vanishing ideal, by Proposition 3.2 we may always assume that 2
For G ∈ S, we denote the zero set of G in X * by Z X * (G). We begin with a general bound that will be refined later in this section. The proof of [22, Lemma 3A, p. 147] can be easily adapted to obtain the following auxiliary result.
Proof. By induction on n + d ≥ 1. If n + d = 1, then n = 1, d = 0 and the result is obvious. If n = 1, then the result is clear because G has at most d roots in K. Thus, we may assume d ≥ 1 and n ≥ 2. We can write G as
, where G r = 0 and 0 ≤ r ≤ d. Let β 1 , . . . , β d 1 be the elements of A 1 . We set
. . , t n−1 ) for all i. Thus, by Eq. ( †), we can write
Hence, by induction, we get
where
as required.
Proof. First we show that k ′ ≤ k. If k ′ > k, from the equality
is a common factor of each term of Eq. ( * ), we need only show the equivalent inequality:
Thus, Eq. ( * * ) holds.
Lemma 3.5. If 0 = G ∈ S. Then, there are r ≥ 0 distinct elements β 1 , . . . , β r in A n and
and G ′ (t 1 , . . . , t n−1 , γ) = 0 for any γ ∈ A n .
Proof. Fix a monomial ordering in S. If the degree of G is zero, we set r = 0 and G = G ′ . Assume that deg(G) > 0. If G(t 1 , . . . , t n−1 , γ) = 0 for all γ ∈ A n , we set G = G ′ and r = 0. If G(t 1 , . . . , t n−1 , γ) = 0 for some γ ∈ A n , then by the division algorithm there are F and H in S such that G = (t n − γ)F + H, where H is a polynomial whose terms are not divisible by the leading term of t n − γ, i.e., H is a polynomial in K[t 1 , . . . , t n−1 ]. Thus, as G(t 1 , . . . , t n−1 , γ) = 0, we get that H = 0 and G = (t n −γ)F . Since deg(F ) < deg(G), the result follows using induction on the total degree of G.
where we set
Proof. We proceed by induction on n. By Lemma 3.5, there are r ≥ 0 distinct elements β 1 , . . . , β r in A n and G ′ ∈ S such that
and G ′ (t 1 , . . . , t n−1 , γ) = 0 for any γ ∈ A n . Notice that r ≤ r i=1 a i ≤ d n − 1 because the degree of G in t n is at most d n − 1. We may assume that A n = {β 1 , . . . , β dn }. Let d ′ i be the degree of G ′ (t 1 , . . . , t n−1 , β i ) and let 
Thus, it suffices to show the inequality
All terms of this inequality have d k+2 · · · d n−1 as a common factor. Hence, this case reduces to showing the following equivalent inequality
We can write d n = r + 1 + δ for some δ ≥ 0. If we substitute d n by r + 1 + δ, we get the equivalent inequality
We can write d = r + δ 1 for some δ 1 ≥ 0. Next, if we substitute r by
on the left hand side of this inequality, we get
Since r + 1 + δ − d k+1 ≥ r + 1 + δ − d n = 0 and k ≥ 1, this inequality holds. This completes the proof of this case.
Case (IV): Assume n ≥ 2, k ≥ 1 and d ′ ≥ 1. We may assume that β r+1 , . . . , β m are the elements β i of {β r+1 , . . . , β dn } such that G ′ (t 1 , . . . , t n−1 , β i ) has positive degree. We set
ar has exactly rd 1 · · · d n−1 roots in X * . Hence, counting the roots of G ′ that are not in Z X * (H), we obtain:
The proof of this case will be divided in three subcases.
Subcase (IV.a): Assume ℓ ≥ r and k = n − 1. The degree of G ′ i in the variable t j is at most d j − 1 for j = 1, . . . , n − 1. Hence, by Lemma 2.2, the non-zero polynomial G ′ i cannot be the zero-function on
Thus, by Eq. (⋆), we get the required inequality
Subcase (IV.b): Assume ℓ > r and k ≤ n − 2. Then, we can write
By induction hypothesis we can bound |Z(G ′ i )|. Then, using Eq. (⋆) and Lemma 3.4, we obtain:
Thus, by factoring out the common term d k+2 · · · d n−1 , we need only show the inequality:
After simplification, we get that this inequality is equivalent to r(d n − d k+1 + ℓ − r) ≥ 0. This inequality holds because d n ≥ d k+1 and ℓ > r.
Subcase (IV.c): Assume
By induction hypothesis we can bound |Z(G ′ i )|. Therefore, using Eq. (⋆) and Lemma 3.4, we obtain:
Thus, we need only show the inequality
After cancelling out some terms, we get the following equivalent inequality:
The proof now reduces to show this inequality. Subcase (IV.c.1): Assume k = n − 1. Then, Eq. ( ‡) simplifies to
Since d n ≥ r + 1, it suffices to show the inequality
From Eq. (⋆⋆), we get
Hence, the last inequality is equivalent to
This inequality holds because
, we obtain the following equivalent inequality
We rewrite this inequality as
Since d n ≥ r + 1 it suffices to show the inequality
After a quick simplification, this inequality reduces to − 1) ). Hence, the last inequality is equivalent to
This completes the proof of the proposition.
Proof. Let F = F (t 1 , . . . , t n ) ∈ S be an arbitrary polynomial of total degree d ′ ≤ d such that F (P ) = 0 for some P ∈ X * . We can write
Let ≺ be the graded reverse lexicographical order on the monomials of S. In this order 
by Eq. ( † †) and using that 0 = F (P ) = G ′ (P ), we get Z X * (F ) = ∅. Thus, we may assume that the polynomial G ′ has positive degree d ′′ . We can write
. By Proposition 3.6, and applying Lemma 3.4 to the sequences
We come to the main result of this section.
Theorem 3.8. Let K be a field and let C X * (d) be the cartesian evaluation code of degree d on the finite set
, then the minimum distance of C X * (d) is equal to 1 by Theorem 3.1.
For 1 ≤ i ≤ k + 1, consider the polynomials
we get that the number of zeros of G in X * is given by:
By Lemma 2.2, one has
where ev d (F ) is the number of non-zero entries of ev d (F ) and F ≡ 0 means that F is not the zero function on X * . Thus
The reverse inequality follows at once from Corollary 3.7.
Definition 3.9. If K is a finite field, the set T = {[(x 1 , . . . , x n+1 )] ∈ P n | x i ∈ K * for all i} is called a projective torus in P n , where
As a consequence of our main result, we recover the following formula for the minimum distance of a parameterized code over a projective torus. 
where k and ℓ are the unique integers such that
, the result follows at once from Theorem 3.8.
As another consequence of our main result, we recover a formula for the minimum distance of an evaluation code over an affine space. Proof. If A i = K for i = 1, . . . , n, then X * = K n = A n and d i = q for all i. Since δ X * (d) = δ Y (d), the result follows at once from Theorem 3.8.
Example 3.12. If X * = F n 2 , then the basic parameters of C X * (d) are given by
Example 3.13. Let K = F 9 be a field with 9 elements. Assume that A i = K for i = 1, . . . , 4.
For certain values of d, the basic parameters of C X * (d) are given in the following Notice that if K ′ = F 9 , and we pick subsets A 1 , A 2 , A 3 of K ′ with |A 1 | = 2, |A 2 | = 5, |A 3 | = 9, the cartesian evaluation code C X ′ (d), over the set X ′ = A 1 × A 2 × A 3 , has the same parameters that C X * (d) for any d ≥ 1.
