ABSTRACT Sequential data, such as video frames and event data, have been widely applied in the realworld. As a special kind of sequential data, hyperspectral images (HSIs) can be regarded as a sequence of 2-D images in the spectral dimension, which can be effectively utilized for distinguishing different landcovers according to the spectral sequences. This paper presents a novel noise reduction method based on superpixel-based subspace low rank representation for hyperspectral imagery. First, under the framework of a linear mixture model, the original hyperspectral cube is assumed to be low rank in the spectral domain, which could be represented by decomposing HSI data into two sub-matrices of lower ranks. Meanwhile, due to the high correlation of neighboring pixels, the spectra within each neighborhood would also promote low rankness, and the local spatial low rankness could be exploited by enforcing the nuclear norm within superpixel-based regions in the decomposed subspace. The superpixels are easily and effectively generated by utilizing state-of-the-art superpixel segmentation algorithms in the first principal component of the original HSI. Moreover, benefiting from the subspace decomposition, the proposed method has an overwhelming superiority in computational cost than the state-of-the-art LR-based methods. The final model could be efficiently solved by the augmented Lagrangian method. Experimental results on simulated and real hyperspectral data sets validate that the proposed method produces superior performance than other stateof-the-art denoising methods in terms of quantitative assessment and visual quality.
wavelet methods (e.g., block matching and 3 dimensional filtering (BM3D) [7] ), total variation methods (e.g., vectorial total variation [8] ), sparse representation methods (e.g., orthogonal matching pursuit (OMP) and K-SVD [9] , [10] ), Bayesian methods (e.g., nonlocal Bayes (NL-Bayes) [11] , [12] ), and low rank representation/learning methods (e.g., weighted nuclear norm minimization [13] ). All those methods have been proven to produce outstanding denoising results in nature images and can be directly used for HSI denoising by regarding an HSI as hundreds of bandby-band gray images. However, they do not take the spectral correlations into consideration and often result in an unsatisfactory performance for HSI denoising.
Since directly applying the aforementioned techniques to HSI by treating it as hundreds of gray images produces worse performance, researchers have investigated diverse approaches with regards to the characteristics of HSI and achieved great progress. For instance, block matching and 4-dimensional filtering (BM4D) [14] was proposed for volumetric data which have the similar properties as HSI. Later, a novel principal component-based BM4D method [15] was proposed for HSI denoising, which utilized BM4D filtering to reduce the noise in the remaining low-energy noisy PCA output components, and achieved great success in removing Gaussian noise. Moreover, a spatial-spectral adaptive total variation (SSATV) method [16] was proposed for HSI denoising. It modified the conventional color total variation and considered both spatial and spectral noise differences in the process of noise reduction. To fully explore the spectral-spectral correlation of HSI, a novel cross total variation method [17] , which defines a total variation across the spectral difference space, was proposed for HSI mixed denoising and achieved outstanding performance. Apart from wavelet and total variation based methods, sparse representation (SR) techniques have also been proposed for HSI denoising due to their powerful ability to represent signals with a few basic atoms [18] , [19] and achieving considerable attention in recent years. Specifically, a novel spatialspectral adaptive sparse representation (SSASR) method [20] was proposed to make full use of highly correlated spectral information and highly similar spatial information for HSI denoising. By implementing the SR in a structured way, a novel joint spectral-spatial distributed sparse representation (JSSDSR) method [21] was proposed for noise reduction of HSI. JSSDSR exploited the intraband structure and the interband correlation during joint sparse coding and joint dictionary learning and produced better performance. Usually, the learned dictionaries in spatial or spectral dimension have outstanding ability to accurately reconstruct the intrinsic image patches with minimum residual error, however, the spectra with definitely physical significance are always the most important for HSI. To further preserve the spectra in the course of sparse reconstruction, the combinations of sparse representation with other state-of-art techniques [22] , e.g., low rank representation [23] , unmixing [24] , are always favorable. In addition, deep neural network [25] [26] [27] and tensor decomposition [28] are also involved for HSI denoising and produce impressive results. More literatures related to HSI restoration can be found in [29] and therein references.
Low rank representation (LRR), one of the representative techniques for image analysis, has shown great power for preserving the spectra and removing heavy noises for HSI, effectively. It reveals one of the intrinsic natures of HSI that the spectra existing in HSI lie in the same low rank space and the LRR makes great consistency with the linear mixture assumption which has been widely used for HSI processing. For instance, Zhang et al. [30] utilized a patch based low rank matrix recovery (LRMR) method to restore hyperspectral images in mixed noise case and achieved great success. Then, by considering different noise intensity in patches and between bands, a noise-adjusted iterative low rank matrix approximation method [31] was proposed for further improving the performance. Meanwhile, spectral nonlocal property [32] , superpixel segmentation [33] and patch grouping technique [34] were involved into LRR framework to exploit the spectral nonlocal, spatial local correlation and spatial nonlocal similarities, respectively. Moreover, another novel LRR on spectral difference space (LRRSDS) method [35] paved another way for HSI mixed denoising. LRRSDS explored the LRR properties in the space by projecting the original HSI into the spectral difference space. By doing so, the structure of the original noise (especially for structured noise, e.g., stripes locate at the same place of each band) would be changed and then LRR would not treat it as one of the LR components and remove it successfully. However, the above LRR methods all unfold the 3D HSI cube into the 2D matrix and then explore the LRR properties. In this way, the structurally spatial-spectral correlation in 3D HSI can not be fully exploited. Low rank tensor decomposition technique is a significant supplementation of LRR and has attracted considerable attention in HSI denoising. For instance, more recently, a low-rank tensor recovery (LRTR) method [36] was proposed to simultaneously exploit the spectral-spatial information in each cubic patch of HSI and produced better results than its LRR counterpart, i.e., LRMR. Later, by shrinking the singular values differently, a weighted low-rank tensor recovery (WLRTR) method [37] was proposed for comprehensive HSI restoration tasks. Even LRR and LRTR based methods work well for HSI denoising or restoration, however, due to the independent distribution of Gaussian noise on each pixel of HSI, those pure LRR or pure LRTR methods can not completely remove the Gaussian noise, especially for heavy Gaussian noise scenario.
To alleviate the aforementioned problem, total variation regularization is always embedded into the LRR or LRTR framework for further suppressing the Gaussian noise in HSI. Recently, a multitude of methods which combine total variation [38] with low rank (tensor) representation [39] are proposed for this purpose. For instance, He et al. [40] proposed a band-by-band TV regularized low rank (LRTV) method to eliminate the heavy Gaussian noise. Similarly, Du et al. [41] proposed to combine band-by-band TV and weighted nuclear norm for further improving the performance by replacing the nuclear norm with a weighted one. These two works are followed by a structure tensor TV regularized weighted nuclear norm method [42] , a spatial-spectral TV regularized low rank method [43] and a 3 dimensional TV regularized low rank (3DTVLR) method [44] . Those variants are, without exception, all derived from LRTV method by improving the band-by-band TV term with a superior term or replacing the low rank regularization with a weighted one.
However, all of the above mentioned pure LR or LRTV based denoising methods only consider the spectral or spatial low rank properties in the original space while ignoring that hyperspectral images are indeed lying in multiple subspaces [45] , [46] . According to the linear mixture model of HSI, the spectral space of HSI is composed of a union of several low-rank subspaces ∪ p i=1 S i instead of a sum of low rank spaces p i=1 S i , where S i denotes the ith subspace, and p is the total number of subspaces. The former makes great consistency with the assumption that each spectrum in the scene has a high probability to be linearly represented by few endmember spectra, while the latter means that the whole space is densely spanned by all of those low-rank subspaces. Due to the fact that p i=1 S i represents much larger space than ∪ p i=1 S i , the restoration employing LRR or LRTR based methods may deliver inaccurate results. Therefore, the SLRR which considers the subspace union is another more accurate representation framework for HSI. Even the method proposed in [45] also employed SLRR for denoising, however, there are two main drawbacks. First, it utilized the self representation with the original HSI date as the subspace dictionary for SLRR. This results in a huge dimensional matrix inverse problem and expensive computational cost. Second, it did not consider the spatial correlation in the spatial domain of HSI.
Therefore, in this paper, we propose a novel fast superpixel based subspace low rank learning method, termed FS 2 LRL, by exploring the spatial low rankness within superpixel-based regions in the framework of SLRR for HSI denoising. The FS 2 LRL method simultaneously imposes the spatial correlation and spectral low rank properties of the HSI, and the flowchart is illustrated in Fig 1. The contributions of the proposed method are summarized as follows.
1) It is the first attempt to employ subspace low rank learning method for HSI mixed noise removal. In course of the proposed method, both matrices of lower rankness would be updated iteratively. 2) Superpixel segmentation is embedded into the framework of SLRR to exploit the spatial correlation in the spatial domain of the subspace. 3) Due to factorizing the clean HSI into two sub-matrices of lower dimensions, the computational cost of the proposed method is lower than other sate-of-the-art denoising methods. 4) The proposed model can be easily and effectively solved by the ALM algorithm. In addition, extensive experimental results on simulated and real HSI data sets validate the superiority of our method. The remainder of the paper is organized as follows. Section II formulates the background for HSI denoising. Section III presents the proposed FS 2 LRL model as well as the corresponding algorithm for solving it. The experimental results on both simulated and real HSI datasets are described and analyzed in Section IV. Section V draws the conclusion and future work.
II. PROBLEM FORMULATION
First, we make some notations for hyperspectral denoising problem. Let Y ∈ R p×l (which is a 2-D matrix reshaped from the HSI data cube Y ∈ R m×n×l with p = m × n) be an observed HSI with p pixels and l bands, X ∈ R p×l denote the clean HSI, N ∈ R p×l represent the additive noise and S ∈ R p×l represent the sparse noise (including impulse noise, stripes or dead lines). Then, the observation model could be formulated as:
In real cases, the sparse noise is always generated by the pushbroom sensors. For the Gaussian-only scenario (i.e., S = 0), generally, the intensity of noise N in different band changes a lot, that is, the noise is not independent and identically distributed (i.i.d), it will significantly decrease the general ability of denoising algorithms. Therefore, a whitening process is necessary to convert it into the i.i.d.
is the noise variance, where n i is the i-th spectrum of N. The variance matrix C λ could be approximately estimated by the Hysime algorithm [47] . Then, the observed data is whitened into:
After estimating X, the original clean image could be calculated as X = √ C λ X. Without loss of generality, for Gaussian-only scenario, we still use the equation (2) for the following reconstruction problem, whether it has been whitened or not.
III. PROPOSED SUPERPIXEL BASED SUBSPACE LOW RANK LEARNING METHOD A. SPECTRAL LOW RANK DECOMPOSITION
It is well known that HSI data are highly correlated in both spatial and spectral domains. Especially in the spectral domain, each spectral signature (row vector of X) can be represented by a linear combination of a few number of pure endmembers. In light of such linear spectral mixture model, the clean HSI X could be decomposed as follows [48] .
where Z ∈ R p×d is the decomposed coefficients of X, and E = [e 1 , e 2 , . . . , e d ] T ∈ R d×l is a basis set for the subspace, i.e., E could be an end-member matrix for the unmixing problem, d is the dimension of the subspace and d p. It has been proved that the number of endmembers in the scene is a good choice for the value of d. However, for denoising problem, to reduce the complexity of the model and accelerate the convergence of the algorithm, we simply assume that E is an orthogonal matrix, that is EE T = I. Having rank(X) ≤ min {rank(Z), rank(E)} in mind, the clean HSI could be seen as low rank in the spectral domain.
B. SUBSPACE SUPERPIXEL LOW RANK REPRESENTATION 1) SUPERPIXEL SEGMENTATION
As described in [33] , segmentation techniques have been widely utilized to generate the homogeneous regions for HSI without any prior information. They have been becoming powerful tools for exploiting the spatial correlations of HSI, and nowadays different approaches have been proposed for HSI segmentation, e.g., watershed [49] , random forest [50] and partition clustering [52] .
According to [48] , it has a high probability that pixels/spectra in a superpixel lie in the same subspace. That is, pixels within each superpixel tend to share similar spectral features. Moreover, to reduce the computational cost and take most information of the HSI, we implement a superpixel segmentation method, i.e., SLIC [14] or the entropy rate (ER) method [51] , to obtain the homogeneous regions in the first component image of the original HSI. Mathematically, the set of the indexes of superpixels in an image could be defined as:
where is the partition of the image, i is the set of indexes of the i-th superpixel and Num is the total number of superpixels in the image.
2) SUPERPIXEL-BASED LOW RANK REGULARIZATION
Let Z i ∈ R d×num i be a region patch extracted from Z according to the indexes of superpixel i, where num i is the number of pixels in superpixel i. As analyzed above, spectra in Z i also lie in the same low rank subspace. That is, we can impose such low rank constraint to reconstruct the clean Z, thus recovering the clean image X. Therefore, the superpixelbased low rank regularization in subspace could be formulated as:
where || · || * = i |σ i | denotes the nuclear norm which calculates the sum of singular values of a given matrix.
C. S 2 LRL MODEL
Having (1) (3) and (5) in mind, we obtain the final denoising model with superpixel-based low rank regularization in the framework of SLRR [53] as follows.
where λ is the parameter related to the sparse noise term and ε is a tolerance for the fidelity term. || · || 1 represents the l 1 norm of a matrix, || · || F denotes the Frobenius norm, and T is the matrix transpose operator. The advantages of model (6) can be described in the following three parts.
1) The clean HSI X is decomposed into two sub-matrices with dimensions of p×d and d ×l, respectively. Because d p and rank(X) ≤ d, so that the clean HSI is assumed to be of low rank in the spectral domain. Meanwhile, the matrix decomposition would effectively alleviate the computational complexity. 2) Superpixel segmentation is successfully embedded into the framework of subspace low rank learning to exploit the spatial information for further improving the denoising performance.
3) The proposed model (6) is a convex optimization problem, it could be easily solved by the augmented Lagrangian method (ALM) [54] .
D. OPTIMIZATION ALGORITHM
In this subsection, we present the details of using the augmented Lagrangian method for solving the model (6) . The Lagrangian function of problem (6) is formulated as (7) where µ is the Lagrangian parameter which keeps the balance between the fidelity term and the regularization, and ζ {I} (·) is the indicator function. ALM is prone to optimize model (6) by minimizing the above Lagrangian function. That is,
Thus, the problem (8) is equivalent to solve the following three subproblems alternatively.
• Updating S: The subproblem of optimizing S is S = arg min
where S τ (x) = sgn(x) max(|x| − τ, 0) is the well-known soft-thresholding operator [55] .
• Updating Z: The subproblem of optimizing Z is
where D τ (·) represents the singular value thresholding (SVT) operator [56] , which is defined as:
and Q = U V T denotes the singular value decomposition of matrix Q. It is worth noting that Z is solved superpixel-wise.
• Updating E: The subproblem of optimizing E is E = arg min
where L(ξ ) and R(ξ ) are the left and right singular vectors of the matrix ξ = Z T (Y − S), respectively. In summary, the ALM for solving the proposed FS 2 LRL model is presented in Algorithm 1. Implement PCA on Y to obtain the first PC; 6: Segment Y to obtain the superpixels based on its first PC by ER method; 7: While convergence criterion is not satisfied do 8 :
9:
For i = 1 : Num 10:
End 12:
13:
Update iteration k = k + 1 14:
E. CONVERGENCE AND PARAMETERS SETTING
In theory, the convergence of Algorithm 1 using ALM could be guaranteed in [57] . Moreover, the performance of Algorithm 1 is highly related to the parameters λ and µ. In the course of iteration, we empirically set the parameter λ = 1/ √ max(p, l), and µ = ( √ p + √ l)δ, where p and l are the rows and columns of the sparse matrix S, δ is the parameter related to the intensity of Gaussian noise, which should be tuned according to the data itself. According to [58] , it is a popular and effective way to set parameters in the framework of LRR.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
To validate the performance of the proposed FS 2 LRL method, both simulated and real HSI data sets are employed. In addition, the FS 2 LRL method is compared with five state-of-theart denoising methods, i.e., BM4D [14] , PCABM4D [15] , TensorDL [59] , LRMR [30] , LRTV [40] . BM4D is the block matching 4D filtering method which is an extension of BM3D for volumetric data, and it can produce outstanding results for removing Gaussian noise. PCABM4D is a method which utilizes BM4D filter in the low-energy PCA components for noise removal. TensorDL is a decomposable nonlocal tensor dictionary learning method for multispectral image denoising and it has good ability to suppress the heavy noise as well as preserve the fine details. LRMR is a novel patch-based low rank matrix recovery method, and it has been proved to achieve excellent performance for HSI mixed denoising. LRTV method combines both low rank and total variation regularization for mixed noise removal of HSI. Generally, it can produce better results than LRMR. Notedly, LRMR and LRTV are both state-of-the-art low rank based methods for HSI mixed denoising. The Matlab code of FS 2 LRL can be downloaded at the author's homepage. 
A. EXPERIMENT ON SIMULATED HYDICE
A subimage of the Hyperspectral Digital Imagery Collection Experiment (HYDICE) image of the Washington DC Mall 1 was used for the simulated experiment, and the size of it is 256×256×191. This real HSI data has high image quality and could be seen as a clean image. Before the simulated process, the gray values of each band of the HSI are normalized to the range of [0,1], and after denoising, they will be stretched back to the original range. In the following simulated experiment, four kinds of noises are added to it.
Case 1: zero-mean Gaussian noise with the same standard deviation, i.e., σ = 0.06, 0.10, 0.20 was added to each band.
Case 2: zero-mean Gaussian noise with different standard deviation randomly sampled from [0.1, 0.2] was added to the different band.
Case 3: The Gaussian noise is added the same as that in Case 2. In addition, impulse noise with a density percentage of 20% was added from band 90 to band 130.
Case 4: In this case, the Gaussian noise and impulse noise are added the same as that in Case 3. In addition, the dead lines were added from band 126 to band 145 with the number of deadlines being randomly selected from 3 to 10, and the width of each dead line was randomly generated from 1 to 3.
For the simulated experiments, the mean peak signal-tonoise (MPSNR), the mean structural similarity (MSSIM), the erreur relative globale adimensionnelle de synthese (ERGAS) and the mean spectral angle (MSA) are adopted for quantitative assessment of the denoising results. Fig. 2 and Fig. 3 illustrate the images of band 110 and 143 in the denoising results of different methods with noise Case 4, respectively. Band 110 is contaminated by Gaussian 1 https://engineering.purdue.edu/~biehl/MultiSpec/hyperspectral.html noise and impulse noise while band 143 is corrupted by Gaussian noise, impulse noise and dead lines simultaneously. From Fig. 2 and Fig. 3 , it is clear to observe that the proposed FS 2 LRL method performs the best among all competing methods. It can keep more fine details after completely removing all mixed noise, and produce the best visual result. BM4D and PCABM4D can effectively remove the Gaussian noise, and suppress the impulse noise to an extent, but they fail to get rid of the dead lines. In addition, both of them produce some distortions at the location of impulse noise. DensorDL is the poorest at removing impulse noise and dead lines. It produces the worst performance when there is impulse noise or dead lines in the scene. LRMR can suppress the mixed noise better than BM4D and PCABM4D, however, due to the independent distribution of the heavy Gaussian noise, LRMR can not remove them completely, thus failing in maintaining the fine details (see Fig. 2 (f) ). Moreover, for dead lines, LRMR can effectively get rid of most of them, but for the wide dead line, some portion is still remaining (see the close-up image of Fig. 2 (f) ). Benefitting from the band-byband TV regularization, LRTV can produce smoother results than our method. However, due to the noise intensity varying in each band, LRTV produces over-smoothed results in some bands, see Fig. 2 (g) and Fig. 3 (g) . Table 1 lists the assessment metrics of the denoising results by different competing algorithms in four cases of noise. From it, we can conclude that the proposed method outperforms all of the competing methods in terms of MPSNR, MSSIM, ERGAS and MSA when the noise deviation is larger than 0.10. In addition, when the noise deviation is 0.06, the PCABM4D method produces the best results, it is 0.72 dB higher than FS 2 LRL in term of PSNR. The main reason may be that PCABM4D takes the advantage of exploiting non-local self-similarities in the principal components. For cases 2, 3, and 4, the proposed method shows overwhelming superiority than its competitors in getting rid of the mixed noise of HSI. Even in cases 3 and 4, LRTV delivers slightly better results in terms of MPSNR and MSSIM, but it produces much worse results in terms of ERGAS and MSA. It means that LRTV makes some spectra distortions when removing the noise by band-by-band TV regularization.
In addition, Table 1 also exhibits the running time of each denoising method. All algorithms are implemented by Matlab R2017a in Windows system with Intel Core i7 3.6GHz CPU and 64 GB RAM. It is obvious that our method costs the least time among all competing methods. It only takes 17 seconds for denoising HSI data with a size of 256 × 256 × 191. The superior performance is attributed to the matrix decomposition into two lower sub-matrices under the framework of SLRR.
Moreover, the PSNR and SSIM values in each band of the denoising results with different algorithms are plotted in Fig. 4 . From it, we can conclude that the PSNR and SSIM values in most of the bands obtained by our algorithm are higher than those of the other five competitors. Furthermore, VOLUME 6, 2018 there is a strange phenomenon, LRTV always fails to remove one or two bands in all noise cases, see the brown curves in Fig. 4 (a) to (f) for details.
B. EXPERIMENTS ON REAL AVIRIS
The well-known Indian Pines data set was employed for the second experiment. This scene was acquired by the AVIRIS sensor over the Indian Pines test site in Northwestern Indiana in 1992. The size of this scene is 145 × 145 × 220.
It is worth emphasizing that all 220 bands are used for experiments without abandoning the atmospheric and water absorption bands. In addition, this scene is heavily corrupted by different noise. For instance, the first few bands and the last few bands are seriously contaminated by Gaussian noise, impulse noise, and stripes. Fig. 5 illustrates the denoising results of band 1 by different algorithms. From it, we can clearly see that BM4D and PCABM4D fail to restore this image successfully. There are lots of Gaussian noise and distortions produced by them. TensorDL produces the worst result in this band, due to the heavy impulse noise, it can not remove any small amount of it. LRMR can remove most of the mixed noise, but some heavy Gaussian noise still exists in the denoising result. Moreover, due to keeping the low rankness in the whole data, some fine details are removed by LRMR, see the close-up image in Fig. 5 (e) . The LRTV method can get rid of all of the mixed noise. However, due to the different noise intensity in bands, LRTV over-smoothed some fine details. Importantly, because it utilizes the band-by-band total variation regularization for enforcing spatial smoothness in each band independently, LRTV brings some spectra distortions in the denoising results. This point can be validated by the following classification experiment.
To further evaluate the performance of the proposed method, classification in the Indian Pines dataset is conducted. Table 2 exhibits the classification results after denoising by BM4D, PCABM4D, TensorDL, LRMR, LRTV and the proposed FS 2 LRL method, respectively. In the classification experiment, the support vector machine (SVM) [60] [61] [62] with RBF kernel is employed as the classifier, and about 10% (see table 2 for details) samples are randomly selected from the labeled samples for training and the rest samples are for testing. The overall accuracy (OA), average accuracy (AA), and kappa statistic (Kappa) are used for quantitative assessment. All of the measurements listed in Table 2 are obtained by averaging the results of ten Monte Carlo runs. It definitely leads us to draw the conclusion that denoising indeed helps a lot to improve the classification performance of HSI, and the proposed method delivers the best classification results. It once again demonstrates that our method can effectively and accurately remove the mixed noise in HSI, meanwhile it is good at preserving the spectra in the scene. LRTV produces the worst classification results among all competing methods. It only produces the classification accuracies slightly better than that on the observed HSI data. Therefore, it makes great consistency with that LRTV brings spectra distortions in the denoising results.
C. DISCUSSION
As discussed at the end of section III, there are totally four important parameters in our method, i.e., subspace dimension d, number of superpixels Num, sparse parameter λ and fidelity parameter µ. As we already presented the strategy for setting λ and µ, the parameter µ is totally determined by δ. Therefore, in the following, we will analyze the impact of those parameters over the final denoising performance of the proposed method. Without special emphasis, all the results were based on the simulated HYDICE data experiment in Case 4. 
2) IMPACT OF THE PARAMETER d
Ideally, d should be equal to the number of endmember in the scene, which can be estimated by the Hysime algorithm. For Gaussian-only noise, it can produce an accurate estimate, see Fig. 7 . However, due to the complexity of noise, the Hysime method always gives a wrong estimate of d.
In the experiments, we need to tune it according to the data itself. Empirically, the value of d lies in the range of [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Therefore, we can exhaustively obtain the optimal solution.
3) IMPACT OF THE PARAMETER Num
The parameter Num decides the exact number of superpixels that should be generated by ER algorithm. Usually, more accurate superpixel segmentation will deliver better denoising performance. At the same time, more superpixels means costing more computational time. Fig. 8 plots the MPSNR, MSSIM, and MSA values as a function of the number of superpixels. It is obvious that the performance improves slightly as the number of superpixels increases. Therefore, we compromise to choose the value of Num as 100 in all experiments, and we find that it is an efficient way to reduce the computational cost and produce a promising denoising results. Fig. 9 plots the MPSNR and MSSIM gains versus the iteration number of the proposed FS 2 LRL solver. Here, it is obvious that, as the number of iteration increases, the MPSNR and MSSIM increase sharply to a constant, respectively. This clearly illustrates the convergent behavior of the proposed method. In addition, it encourages us to apply FS 2 LRL solver for more practical scenarios of HSI.
4) CONVERGENCE ANALYSIS

V. CONCLUSION
In this paper, we proposed a novel denoising method by decomposing the original hyperspectral image into two submatrices, meanwhile exploring the superpixel-based low rank properties in the subspace. The proposed method, termed as FS 2 LRL, simultaneously explores the spectral and spatial low rank properties. Experimental results validate the effectiveness of FS 2 LRL in removing heavy Gaussian noises in HSI.
In the future, we will consider the nonlocal spatial-spectral low rankness in the subspace for the mixture noise scenario. Moreover, the implementation of the algorithm in cloud computing [63] [64] [65] and GPU platform [2] will be also taken into consideration to reduce the computational cost.
