ABSTRACT Gaze prediction is a significant problem in efficiently processing and understanding a large number of incoming visual signals from first-person views (i.e., egocentric vision). Because many visual processes are expensive and human beings do not process the whole visual field, thus knowing the gaze position is an efficient way to understand the salient content of a video and what users pay attention to. However, current methods for gaze prediction are bottom-up methods and cannot incorporate information about user actions. We proposed a supervised gaze prediction framework based on a residual network, which takes the gaze of user action into consideration. Our model uses the features extracted from the VGG-16 deep neural network to predict the gaze position in FPV videos. The deep residual networks are introduced to combine with this model for learning the residual maps. Our proposed method attempts to obtain gaze prediction results with high accuracy. According to the experimental results, the performance of our proposed gaze prediction method is competitive with that of the state-of-the-art approaches.
I. INTRODUCTION
Predicting where people's attention falls on (i.e., gaze positions) in a scene is important in finding out their intention and offers many applications in, for example, graphics architecture and computer vision [1] , [2] . In first-person vision videos (FPVs), human gaze has a strong association with the individual's actions because the gaze point tends to fall on something which is currently being or going to be manipulated by the person [3] . For instance, if the person is going to pour milk to a glass, he or she should look at the glass to know where to perform the action. This is an outstanding feature of FPVs that differentiates them from third person view. However, most existing gaze prediction techniques are constructed to be bottom-up approaches, not suitable for FPVs captured in daily living, and they do not consider human actions [4] - [10] .
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Our objective is to obtain gaze salient maps that show the eye gaze fixation points, which means the probability of human attention on an image. This issue has been generally investigated with hand-crafted features stimulated by neurology research. In this paper, we introduced a datadriven framework, gaze prediction using numerous annotated signals. Fig. 1 shows an instance of an image together with its ground-truth gaze prediction and three gaze salient maps predicted by a traditional feature integration based method, a sparse coding-based method, and our proposed deep neural network-based method. According to this figure, we can see that our method can achieve a more accurate gaze prediction result compared with bottom-up methods.
Deep neural network-based image processing methods have recently been proposed [11] - [17] . From Fig. 3 , the structures of current deep networks can be classified into three main classes: (a) single-stream networks, (b) skiplayer networks, and (c) residual networks. As an example of class (a), convolutional neural networks (CNNs) [12] extract and abstract features from raw image pixels hierarchically. In [18] , a fully convolutional neural network for classification was proposed. As an example of class (b), the authors of [13] proposed a model that contained three blocks: CNNs for feature extraction, an encoding network for weighting highand low-level salient maps, and a prior learning network. For class (c), He et al. [19] proposed deep residual networks that use deep residual learning for image recognition. Deep neural networks provided an opportunity to learn generic image features rather than specific ones. Deep learning models have a multi-layer structure, and this architecture is very helpful for deep learning models in extracting very complicated information from input images.
The contributions of this paper are two-fold. First, we proposed a novel saliency mapping method for predicting human gaze in first person videos (FPVs). Second, we proposed a supervised gaze prediction framework based on a residual network, which takes the gaze of user action into consideration. This framework is different from the bottom-up visual saliency model, which cannot incorporate information about user's actions. In the proposed framework, we employ the VGG-16 deep neural network to extract the frame features from videos. Then, we use a residual network to learn the prediction gaze map. In addition, we have evaluated the effectiveness of the proposed method use a dataset with FPVs and gaze information collected by eye tracking glasses in a real-world environment. The proposed method obtains outstanding gaze prediction results for the FPVs and is comparable with state-of-the-art sparse-coding-based saliency methods.
II. RELATED WORKS
Many algorithms for detecting salient regions for images have been proposed [20] - [24] . The classical saliency detection algorithm presented by Itti et al. [20] builds a salient map by integrating colour, orientation, and edge features with a bottom-up framework; this method is based on primates' early visual system. They showed a good agreement by their method with human performance.
Harel et al. [24] developed a bottom-up method called graph-based visual saliency (GBVS), which obtains a salient map from a determined feature channel and normalizes them by highlighting prominent regions.
Li et al. [21] proposed a saliency detection algorithm based on sparse modelling utilizing non-saliency and saliency dictionaries, which are iteratively defined. The proposed weighted sparse coding framework (WSCF) employed the 1 -norm as the sparsity constraint, and the weights penalized the choice of analogous regions.
We previously proposed a sparse-coding-based saliency framework for predicting gaze regions in FPVs using sparsecoding-based saliency detection (GPSC) [25] . The canonical correlation analysis (CCA) scheme was used in our previous paper to project various kinds of feature matrices into a common space. We utilized the 0 -norm as a sparse constraint in the formulation. The salient region is detected based on the sparse reconstruction error. Fig. 2 shows the framework of our approach for gaze prediction. We use video frame images extracted from FPVs. For frame feature expression, we first used pre-trained VGG-16 networks [26] , which can extract discriminative image features. Then, we introduced a residual network to obtain residual features. Finally, we combined them with a learned prior to obtain the final gaze prediction map.
III. PROPOSED APPROACH A. OVERVIEW OF FRAMEWORK
We use supervised salient maps to predict the gaze map of the FPVs. The GTEA Gaze dataset [27] that we used contains both gaze information and video information for 17 users. The gaze map and video data are labelled G001 and V001, respectively, for user 001.
The framework of the supervised saliency mapping is illustrated in Fig. 4 . When predicting salient maps for person i, we use the gaze and video information from the other individuals to train the weights of the proposed model. Then, in the testing stage, the learned weights are employed to predict the salient maps for video i.
B. FINE TUNING OF DEEP FEATURES
We consider to apply pre-trained VGG-16 for feature extraction to capture the semantic information in an image. Advanced deep learning processes have been applied in image and video processing in recent years. The CNN, which is inspired by the functioning of cells in the brain visual cortex, can extract symbolism-rich features in a hierarchical mode. The CNN can achieve good performance in signal classification, recognition, and segmentation [28] - [30] . Some work has used the extracted features from pre-trained CNNs, such as VGG-16 [26] , to process various tasks.
The popular 16-layer model from the Visual Geometry Group (VGG-16) is applied for our architecture, therein achieving superior performance in terms of elegance and simplicity. VGG-16 achieves nearly state-of-the-art results for image processing and has a good generalization ability. However, it reduces the size of the image features at high 56210 VOLUME 7, 2019 levels according to the size of the input signals. To avoid this rescaling situation, the last pooling stage is deleted, and the stride of the second-to-last feature is decreased to keep its stride unchanged. The weights of VGG-16 are used from [31] .
C. RESIDUAL NETWORKS FOR RESIDUAL FEATURES
Residual neural networks have become an appealing field of deep learning study, and they achieve superior performance in image processing applications. Residual networks have advantages in terms of their fast convergence and high accuracy from their considerably increased number of network layers [19] , [32] .
Residual networks were first proposed by He et al. [19] . A simple residual block is illustrated on the right in Fig. 3 . We define the input features of a residual block as R i−1 and the expected underlying output mapping as R i . The residual block determines
where f (R i−1 ) are residual features. Here, f is a residual function implemented by the CNN in [19] . The output map is recast into f
can be executed using feed-forward neural networks with shortcut connections [19] , [33] , [34] , which means skipping some layers. In our work, these shortcut connections simply operate an identity mapping. The outputs of the shortcut connections are added to those of the stacked layers, as shown in Fig. 3(c) . This identity shortcut connection introduces neither greater computational complexity nor extra parameters. The full neural networks can still be trained in an end-to-end manner using stochastic gradient descent (SGD) with backpropagation and can be easily coded using common libraries (e.g., Caffe [35] and TensorFlow) with no need to modify the solvers.
In this paper, we take the feature maps at the last convolutional layer of VGG-16, which contains 512 feature maps as the input of the residual block. After obtaining the residual feature maps from the residual blocks, we introduce a final 1 × 1 convolution to learn the weights of importance for each salient feature map. Then, the final predicted salient feature map is produced.
D. PRIOR LEARNING AND THE LOSS FUNCTION
We use the neural networks to learn their particular prior of an image, as referred to in [13] . We learn a rough mask, which we set as the initialization, and we apply the mask to the predicted salient map with pixel-wise multiplication.
At the training stage, we encourage the neural networks to optimize a cost function through SGD with reference to [13] . Our cost function was inspired by three objectives: a square error loss that measures the similarity between predictions y i and ground-truth maps y i . Second, the predicted salient map should be invariable with its maximum, and it does not make sense to force the networks to generate values within a given VOLUME 7, 2019 mathematical range; therefore, the prediction is normalized by its maximum. Third, even if most ground-truth pixels are nearly black (zero), the loss should be equally important for the high and low ground-truth values. To this end, the deviation between the predicted maps and the ground-truth maps is weighted by an operation α − y i , which leads to assigning greater importance to the pixels with high probability of ground-truth gaze point. The complete cost function is summarized as follows:
The weights for the neural network are initialized based on [36] , and the bias is initialized to zero. The parameters of the SGD are set as follows: the weight decay is 0.0005, the Nesterov momentum is 0.9, and the learning rate is 10 −3 . The parameter α is set to 1.1 in all our experiments. We downloaded the weights of the pre-trained VGG-16 from [31] and learned the weights for the residual network layers from training.
IV. EXPERIMENTS
We use the real-world GTEA Gaze dataset [27] in our experiments. The dataset includes egocentric videos (or FPVs) with ground-truth gaze regions captured by eye-tracking glasses. There are 17 FPVs in the GTEA Gaze dataset, from videos 001 to 022. The videos are related to kitchen actions, e.g., video 001 records a human cooking sandwiches and contains several actions such as ''open jam'' and ''take peanut.'' We compare the saliency mapping results using the proposed method with those using four existing algorithms: two traditional image saliency detection algorithms, ITTI [20] and GBVS [24] , and two state-if-the-art sparse modellingbased algorithms, WSCF [21] and GPSC [25] . Note that the comparison methods are also run on GTEA Gaze dataset. For the evaluation, we use the receiver operating characteristic (ROC) curve and the area under the curve (AUC) to calculate the conformity between the gaze prediction map and the ground-truth gaze areas. ROC and AUC are common evaluation metrics in the image saliency detection literature [37] .
A. PREDICTION PERFORMANCE
First, we apply the proposed method to obtain the gaze prediction map for video 001. Fig. 5 shows five continuous frames in video 001 as examples. The action for these frames is ''take bread,'' and the human gaze points of these frames focus on the bread, which are the areas in the red circle. The first row of from which the predicted area (white area) is mostly fit with the ground truth (red circle).
Then, we demonstrate the results using the proposed algorithm (Ours) and compare the performance with four other methods: ITTI, GBVS, WSCF, and GPSC. We take four frames as examples and compare the salient results detected by different methods. Also, we calculate AUC scores and draw ROC curves by different methods. our method is more compact compared with the traditional algorithms ITTI and GBVS. Fig. 7 shows the ROC curves obtained by the various methods for video 001. If the curve is toward the top-left, the result is better. The curves of the proposed method are mostly toward the top-left of the other four methods. From Fig. 7 , the proposed method (Ours) quantitatively outperformed the four other algorithms: ITTI, GBVS, WSCF, and GPSC.
The AUC scores for the 17 videos are shown in Table 1 . In most cases (9 out of 17 videos), the proposed method archives the best result compared to the other four algorithms. The average AUC scores for all 17 videos are shown in the last row of Table 1 , according to which our method shows the highest performance. To intuitively express the results, we draw Fig. 9 to express the AUC scores obtained by various We have employed average angular error (AAE) to evaluate the performance of our proposed method, which measures the angular distance between the predicted gaze point and the ground-truth gaze. The result AAE for GTEA Gaze dataset by the proposed method of is 14.5, which is lower than 14.7 by WSCF, 15.3 by GBVS, and 18.4 by ITTI.
We have also used the dataset GTEA Gaze Plus for comparison. The results from Fig. 8 demonstrated that the AUC scores by the proposed method (Ours) are better than the ones by traditional methods ITTI, GBVS, WSCF; and are comparable with the ones by the state-of-the-art method GPSC.
V. CONCLUSION
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