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Abstract 
The movement of individual clasts over a water-lain gravel substrate is investigated 
in a series of flume experiments. The effects of three experimental variables (mobile clast 
size, flow condition and release pocket) on the characteristics of extracted transport 
parameters (step length, step velocity, pathway sinuosity and rest period) are examined 
using a novel facsimilie of a real gravel bed. As the mobile clast size is increased the mean 
step length and mean step velocity of individual steps increases. The sinuosity of 
individual pathways increases with mobile clast size. The release pocket, which determines 
the region of the substrate over which the clast can move, was also found to influence the 
transport parameters. In general, mobile clasts exhibit shorter step lengths and more 
sinuous pathways over substrates that have a number of large clasts present in the bed 
surface. The mean rest period was found to be dependent on the mobile clast size and the 
release pocket. Mobile clasts equal to and greater in size than the median (of the gravel 
substrate) exhibited longer rest periods when their pathways coincided with areas in which 
large obstacle clasts were present. In contrast, mobile clasts smaller than the median 
exhibited longer rest periods when their pathways coincided with areas devoid of the 
influence of large obstacle clasts. Examination of the tracer pathways identified a number 
of areas that operate as trap areas or transport routes for mobile clasts. Trap areas were 
identified in a number of different topographical locations, in both the of and upstream, on 
the stoss side of, large clasts. In general, compared to the rest of the bed, the trap areas 
exhibit lower than average streamwise velocities, mean vertical velocities away from the 
boundary and a dominance of turbulent structures away from the boundary. The ability of 
the trap areas to trap mobile clasts was found to decrease with increasing mobile clast size. 
Furthermore, this effect was found to be greater at stronger flows. In general, compared to 
the rest of the bed, the transport routes exhibit higher than average streamwise velocities, 
mean vertical velocities towards the boundary and a dominance of turbulent structures 
towards from the boundary. In total, these observations contribute to an understanding of 
the elementary parameters of transport and are therefore of substantial value to the future 
development of models that deal with the prediction of bedload transport rates and 
simulations of bedform development. 
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Chapter 1: Introduction and Literature Review 
1.1: Introduction 
Bedload is that part of the fluvial sediment load that moves immediately above the 
bed in a rolling or saltating mode. Its immersed weight is supported by a combination of 
fluid and solid reactive forces exerted at intermittent contacts with the river bed. (Gomez 
and Church, 1989). An understanding of the movement of bedload sediments within the 
fluvial system is of importance in a wide range of fields, including engineering, ecological 
and environmental research. 
Many equations have been developed to predict the bedload flux. Bedload transport 
formulae are founded on the premise that a specific relation exists between hydraulic 
variables, sedimentological parameters, and the rate at which bedload is transported 
(Gomez and Church, 1989). Existing bedload models and formulae have been based 
mainly on deterministic concepts, augmented by empirical data from field and laboratory 
work. The majority of bedload transport equations assume that transport is a function of 
the excess of some flow quantity above the threshold value for initiation of transport (Reid 
et aI., 1997). For example DuBoys (1879), Schoklitsch (1934) and Bagnold (1980), 
consider bedload transport rate to be a function of bed shear stress, stream discharge and 
stream power, respectively. The resulting predictions of bedload transport are often 
unreliable (Gomez and Church, 1989), as such approaches have to make a number of over-
simplifying assumptions (e.g. steady flow, uniform bed roughness conditions, 
approximated or uniform distribution of shear stress in the cross profile, uniform particle 
shape, and packing). 
A radically different approach to the formulation of a bed load transport equation 
was undertaken by Einstein (1937, 1942, 1950) who initiated a stochastic approach to 
modelling bedload transport that moved away from the premise that bed load transport 
occurs once a critical condition is exceeded. Einstein (1942, 1950) developed a transport 
model based on probabilistic considerations of the turbulent lift forces of the flow and 
individual grain displacements. The rate of transport was determined by the average 
characteristics of the individual displacements of the moved particles, the properties of the 
grain in motion and of the flow causing movement. Einstein (1937) assumed that the 
1 
movement of particles could be decomposed into stationary phases (rest periods) and 
phases of movement (steps). The distributions of step lengths and rest periods were 
asserted to be exponential, later confirmed by the results of Hubbell and Sayre (1964). 
Despite decades of intensive research, a universally applicable bedload transport 
equations has yet to be developed. The predictive ability of many bedload transport 
equations is limited to channel types and flow conditions from which the initial relations 
were derived. Barry et al. (2004) assess the performance of eight different formulations of 
four bedload transport equations using over two thousand observation from 24 gravel-bed 
rivers in Idaho, U.S.A. They reported substantial differences in the predictive ability of the 
formulae, but no consistent relation between formula performance and degree of 
calibration or complexity was found. 
One of the main problems with developing a universal bedload equation is that the 
basic principles and mechanisms are not easily studied (Reid et aI., 1997) and, 
consequently, they are poorly understood. The interactions involved in bedload transport 
between the sediment in motion, the structure of near-bed hydraulics and the morphology 
and sedimentology of the bed are extremely complicated. It has not been possible to study 
the complexity of the interaction between such variables using the established bulk 
parameter approaches. Direct measurement of the elementary components of sediment 
transport is necessary to improve our understanding of the physics of transport and support 
the development of general transport models (Wi1cock, 1997). Until recently, the study of 
individual grains and associated elementary components of transport was not pursued 
rigorously in the field or laboratory because of a lack of suitable techniques. However, the 
development of tracer techniques and videography allowed research activity in this area to 
intensify. 
Fluvial tracing methods have developed considerably since their inception during 
the 1960s. Initial field experiments, such as those using painted pebbles (Leopold et al., 
1964), were inherently limited to the retrieval of material visible on the bed surface and, 
consequently, the rate of recovery was low (approximately 30 %). Passive tagging 
techniques were developed in order to aid the recovery of clasts located both on and 
beneath the bed surface, including iron-tagging (Nir, 1964; Schmidt and Ergenzinger, 
1992) and magnetic-tagging (Arkell et aI., 1983; Hassan et aI., 1984; Hassan et al., 1991; 
Schmidt and Ergenzinger, 1992; Schmidt and Gintz, 1995; Gintz et al., 1996; Ferguson 
2 
and Wathen, 1998). The recovery rates of passive tracing methods is, however, variable, 
dependent on the local site environment, the hydrodynamic conditions and the nature of the 
experiment (Sear et al., 2000). Passive tracer techniques have proven to be invaluable, 
leading to an increased understanding of the total pathway distance travelled by individual 
clasts during flood events, entrainment and morphological control on transport. Whilst 
such techniques enabled the total transport distances of clasts to be investigated during 
flood events, the transport of clasts was essentially treated as a black-box system, and little 
could be elucidated about the actual processes involved. 
Active tracer techniques that automatically detected the passage of naturally 
magnetic clasts (Ergenzinger and Custer, 1983) and material impregnated with ceramic 
magnets (Reid et al., 1984) were developed in the 1980s, with the aim of estimating 
bedload transport rates and investigating the role of bed microtopography in delaying 
entrainment, respectively. The development of radio-transmitter pebbles as continuously 
observable tracers allowed the elementary components of bedload transport (i.e. step 
lengths, step velocities and rest periods) and their distributions to be determined for the 
first time. Schmidt and Ergenzinger (1992) investigated the transport of seven individual 
clasts during flood events in the Lainbach, a step-pool mountain river, in Bavaria, Southern 
Germany. The clasts did not move continuously but in a series of transport steps broken up 
by rest periods during which the tracer did not move. The step length was found to be 
dependent on the flood magnitude and steps and rest were found to follow an exponential 
distribution. Habersack (2001) undertook a field test of the stochastic theory of bedload 
transport proposed by Einstein, using radio-tracing to track the path of individual particles 
in the Waimakariri River of new Zealand, a large braided gravel bed river. In support of 
Einstein's (1937) work, Habersack (2001) found that rest periods could be modelled by an 
exponential distribution, but clast step lengths were better represented by a gamma 
distribution. Habersack (2001) argues that knowledge of the actual transport path of gravel 
particles can extend the analysis of stochastic transport components introduced by Einstein 
(1937) and aid understanding of important processes in river morphology at several scales. 
For example, at the point scale, the interaction between turbulence and the initiation of 
motion, at a local scale the stochastic nature of bedload transport, and at larger scales the 
development of bars and other bed forms. The precise routes of tracers, and their 
interaction with the bed and the flow, however, remained unobservable using such 
techniques. 
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Despite the advantages of radio-transmitter pebbles, the actual interaction between 
mobile clasts and the bed is unobservable, and little is known of the processes involved. 
The introduction of videography in transport studies in the field (Drake et al., 1988) and 
laboratory (Nelson et al., 1995) enabled researchers to examine the processes involved 
during transport. Videography permits detailed qualitative and quantitative measurement of 
bedload transport processes. From analysis of video data, it is possible to investigate the 
entrainment and distrainment of particles, their concentrations, velocities, and modes of 
motion during, displacement, and their interactions with the water, the bed and each other. 
Consequently, videography has been used by a number of investigators to study particular 
aspects of bedload transport. 
Simulation models, focused on modelling the motion of solitary grains over fixed-
beds using deterministic and stochastic concepts, have increased our understanding of the 
movement of individual clasts and supplied data on the elementary components of 
transport, thus aiding the development of models of bedload transport rates (van Rijn, 
1984; Wiberg and Smith, 1989). More recently, simulations that include the bed and its 
modification by bedload transport have been developed (Jiang and Haff, 1993; Tribe and 
Church, 1999). Model simulations can be improved considerably with the inclusion of data 
in which the effects of factors such as the mobile clast size and bed topography has on the 
characteristics of elementary transport parameters, such as step length and rest period. 
The development of tracing methods, videography and model simulations has 
enabled bedload transport processes to be studied from a consideration of the 
characteristics of individual displacements. This represents a shift away from bulk 
parameter approaches, which aim to quantify a functional relationship between transport 
rates and flow characteristics. Section 1.2 shall the key factors that influence particle 
mobility, focusing on entrainment, transport, and deposition, and will highlight how 
tracing methods and videography have contributed to our understanding of clast movement 
of rough, gravel river-beds. 
1.2: Clast mobility: entrainment, transport and depositional processes 
The processes of entrainment, transport and disentrainment of an individual clast 
are controlled by the characteristics of the grain in motion (absolute and relative size, 
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shape and density), the sediment bed of the channel (size, shape, sorting, packing and 
microtopography), and the flow condition (average shear stress and intensity of turbulent 
stresses). All of these factors are important to the mobility of transported material. 
1.2.1: The effect of sedimentological factors on particle mobility 
Of particular importance to the mobility of clasts during the process of bedload 
transport is their entrainment from bed pockets. Entrainment terminates a rest phase and 
marks the transition into a step phase. Entrainment occurs when the forces tending to move 
a particle exceeds those resisting motion. A slight increase in fluid stress will initiate a 
small degree of sediment movement or 'incipient' motion. During motion, the clast will 
enter a number of pockets in which it will come to rest if those forces tending to motion are 
less than those resisting motion. 
Determination of this sediment threshold has been of particular importance to the 
development of bedload transport formulae. One of earliest studies of incipient motion was 
the pioneering work of Shields (1936). Incipient motion of a grain size of interest is 
commonly specified in terms of a standard or modified form of the critical Shields 
parameter. The Shield's parameter, or dimensionless critical shear stress, is defined as 
(1.1) 
where re is the critical shear stress at incipient motion for a grain size D; g is the 
acceleration due to gravity and p and Ps are the fluid and sediment densities, respectively. 
The dimensionless critical shear stress represents the ratio of the fluid forces tending to 
initiate motion of a particle to the gravity force tending to keep the particle at rest. This 
relation was based on an examination of the balance of force between the immersed weight 
of a grain and the tractive force of the flow, in this case drag. Shields (1936) determined 
that 8* was a function of the particle Reynolds number, Re* , 
Re* = u*Dlv (1.2) 
where u* is the shear velocity, D the particle size and v the kinematic viscosity. Lift 
forces, due to a vertical pressure gradient exerting a net upwards force on clasts resting on 
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the bed, are usually ignored in studies of entrianment as they are substantially smaller than 
the drag force. 
The plot of B* versus Re* presented by Shields (1936) was constructed using data 
from his own experiments as well as those of several others. The data fall within a narrow 
band below which B* is lower than the critical threshold and is thus insufficient to cause 
sediment motion, but above which grains would be moved. On hydrodynamic ally rough 
beds (the common condition in natural streams), B* is independent of Re*, and rapidly 
attains a constant value k. Flume experiments conducted by Shields (1936) indicated that k 
- 0.060. At lower particle Reynolds numbers the function was found to reach a minimum 
of B* - 0.030 in the smooth turbulent regime, corresponding approximately to grains in the 
size range 0.2-0.7mm. For particle sizes less than approximately 0.2mm, the threshold 
stress needed for entrainment must increase as particles get smaller because particles in 
this size range are submerged in the laminar sublayer and therefore not subject to the 
greater stresses associated with turbulent flow. 
Many investigators have reconsidered the threshold value of dimensionless shear 
stress since publication of the original Shields curve. Buffington and Montgomery (1997), 
in a review of data compiled from eighty years of incipient motion studies, found that a 
traditional Shields plot constructed from data representing initial motion of the bed surface 
material revealed systematic methodological biases of incipient motion definition. 
Buffington and Montgomery (1997) found that B* values determined from reference-based 
and visually based studies ranged from 0.052-0.086 and 0.030-0.073, respectively (for 
studies with high critical boundary Reynolds numbers and low relative roughness typical 
of gravel-bedded rivers). 
The large range of reported B* and wide scatter of points on plots of field and 
laboratory data is not only caused by methodological bias. It is also caused by many of the 
factors that affect particle mobility during entrainment, transport and deposition. Many of 
the earlier experiments attempting to derive quantitative relationships for threshold 
conditions focused on essentially uniform grain sizes. The bed material of natural streams 
however, is characteristically heterogeneous. 
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Li and Komar (1986) studied the importance for grain entrainment of the pivoting 
angle, f/J, of the grain about its contact with an underlying grain. A series of experiments 
were undertaken to determine how this depends on grain shape (rollability and angularity), 
on the ratio of the size of the pivoting grain to the grain beneath, and on factors such as 
imbrication. From these experiments they concluded that the pivoting angles for spheres 
and other shapes depend on grain size, f/J decreasing with increasing particle diameter. l/J 
values were found to be much higher for ellipsoid gravels than for spheres, due to the 
dependency of f/J on grain shape, particularly on the DdDb ratio of axial diameters since 
this governs the grain's ability to pivot or slide out of its resting position. The f/J values of 
imbricated pebbles were found to be greater than for pebbles lying flat on the bed, being 
increased approximately by the imbrication angle. Finally angular gravels were also found 
to have high pivoting angles due to their ability to interlock. 
James (1990) extended the pivoting analysis concept applied by workers such as 
Komar and Li (1986) by developing a theoretically based model for predicting entrainment 
of particles in a nonuniform mixture. The model is more general and makes fewer initial 
assumptions than previous attempts. The parameters in the model have physical meaning 
and most can be estimated analytically from considerations of particle geometry and 
packing arrangement. The model also accounts for protrusion and relative size effects. 
Some empirical results were needed however to describe the vertical distribution of flow 
velocity as well as drag and lift coefficients. James (1990) tested the validity of the model 
by comparing predicted entrainment conditions with measured results. Good agreement 
between the model and measured data was obtained for natural sediments and the case of a 
single sphere resting on a bed of spheres. For values of Re * larger than 1 00 (corresponding 
to fully turbulent flow), the B* for a single sphere resting on a bed of spheres and for 
natural sediments approached constant values of 0.01 and 0.05 respectively. 
Buffington et al. (1992) investigated pivot angles on five samples of naturally 
formed gravel bed. The samples, taken from Wildcat Creek, a gravel-bedded stream near 
Berkeley (California, U.S.A.), were obtained by applying a thin layer of epoxy resin to 
areas approximately 0.09-0.16 m2• The geometry and texture of the surface were 
maintained during the collection of the samples. The samples were chosen in order to 
reflect the most common bed surface textures at the site, consisting of various mixtures 
sand-, gravel-, and cobble-sized material. Pivot angles were measured using a tilt-table. 
Buffington et al. (1992) found that pivot angle distributions were a function of the test 
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grain size, median bed grain size and bed sorting. Friction angles were found to decrease 
with increasing grain size relative to the median bed grain size, and are a systematic 
function of sorting, with lower friction angles associated with poorer sorting. 
Fenton and Abbott (1977) , in a series of flume experiments, investigated the effect 
of different degrees of particle exposure above the bed on the initiation of particle motion. 
They demonstrated that 8* is strongly dependent on the degree of relative protrusion, with 
exposed and hidden grains exhibiting smaller and larger values of e, respectively, than 
grains from a plane bed. For a particle completely exposed to the flow, the critical shear 
stress was 0.010. When the top of the test particle was 0.2 times the particle diameter 
below the surface, the critical dimensionless shear stress had increased to a value of 0.3. 
Fenton and Abbott (1977) argued that their findings had implications for the traditional 
Shields plot because Shields ignored the degree of exposure of individual grains as a 
separate parameter. They proposed that the conventional Shields diagram implicitly 
contains variation with protrusion between the two extremes of (1) large grains and large 
grain Reynolds numbers, with small relative protrusion, and (2) small grains, small 
Reynolds numbers, and protrusion of almost a complete grain diameter. In view of this, 
they concluded that the extent of the dip in the Shields plot is explicable in that it 
represents a transition between two different standards of levelling as well as the transition 
between laminar and turbulent flow past the grains, the range of which it overlaps 
considerably. 
Field and laboratory studies of mixed sized beds have shown that the critical shear 
stress for movement of an individual particle depends on its relative as well as absolute 
size (Parker et al., 1982; Andrews, 1983; Komar, 1987). This lead to a reassessment of the 
dimensionless critical shear stress when the sediment under consideration are 
heterogeneous, in the form of the following equation: 
(1.3) 
where 8*i is the dimensionless critical shear stress needed to move a particle of size Di , D50 
is the median bed particle size, and a and b are empirically derived coefficients. Coarser-
than-average particles are easier to move, and finer-than-average ones are more difficult to 
move, than would be expected from their absolute size due to the effects of protrusion and 
hiding. While the theory of size-selective entrainment is now widely accepted, views differ 
8 
on the extent to which it operates. Some authors have suggested that size-selective 
entrainment does take place, although not to the extent predicted by the Shields curve for 
unisize material, where the critical shear stress is directly proportional to the grain diameter 
(Ko mar, 1987; Ashworth and Ferguson, 1989). Others have argued that the effects of 
hiding are sufficiently strong to cancel out the absolute size effect of particle weight and 
make large and small particles in a mixture equally mobile (Parker et al., 1982; Andrews, 
1983; Andrews and Parker, 1987; Wiberg and Smith, 1987). 
Tracer techniques allowed the total pathway displacement to be investigated for the 
first time, leading to an increased knowledge of the movement of material during flood 
events. Church and Hassan (1992) investigated the relation between the mean distance of 
movement during individual flood events and the mean particle size using painted tracer 
clasts. The distance of movement was scaled using the mean distance of movement of the 
median size group of the surface material (L/Lsosur); size was scaled using the median b 
axis diameter of the subsurface material (D/Dsosllb). The relative roughness (D/Dsosllb) 
influences particle transport, where at relative roughness values < 1 transport should be 
more impeded than for values > 1. They demonstrated that field data exhibit an inverse 
relation between the scaled overall distance of movement and the scaled particle size. 
Clasts with scaled particle sizes smaller than approximately two were found to have a high 
probability of being trapped and, hence, their movement was relatively insensitive to grain 
size. Large particles were less likely to be trapped and their travel distance depends mainly 
on size and inertia. These findings support Einstein's (1950) assertion that a hiding factor 
is important for particles finer than the median size of the surface material. 
The fabric of gravel-bed rivers is highly complex, and bed particles are often 
configured in structures. Three main categories of small-scale bedforms can be identified: 
pebble clusters; transverse ribs; and step pool systems (Robert, 1990). Pebble clusters are 
considered to be the most common bedform and may cover as much as 10 % of the 
channel bed (Brayshaw, 1983, 1985). Pebble clusters consist of groups of interlocking clast 
formed around a large obstacle protruding above neighbouring grains. The upstream stoss 
clasts are prevented from movement by being tightly interlocked against the obstacle clast, 
whilst the wake accumulations, shielded from the flow, are trapped in the separation zone 
downstream (Brayshaw, 1985). 
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A series of field experiments at Turkey Brook, Enfield Chase, near London (U.K.) 
was conducted to investigate the effect of bed forms on the entrainment and transport of 
sediment (Brayshaw et al., 1983; Reid et al., 1984; Reid and Frostick, 1984; Brayshaw, 
1985). An automated bedload sampler was developed, consisting of an electromagnetic 
sensing device installed across the river bed. The passage of tracer clasts, tagged with 
ferruginous material, over the sensor distorts the magnetic field and produces a signal. 
These studies have shown that the initial movement of approximately 70 % of the clasts in 
gravel-bed rivers is directly influenced by the presence of neighbouring grains and that bed 
microtopography, such as pebble clusters, play an important role in delaying entrainment. 
Wittenberg and Newson (2005) investigated changes in the spatial and temporal 
distribution of cluster bedforms in relation to the sedimentological and hydrological 
attributes in a reach of the River South Tyne, UK. Particle tracing, using clasts painted in-
situ on the bed of the channel to avoid disturbance, was used to determine the movement of 
individual cluster particles over a range of flood event magnitudes and durations. 
Wittenberg and Newson (2005) report threshold flow delimiting three contrasting bed 
sediment process regimes for cluster particles. Floods less than 32 m3 S-1 resulted in 
random movement of wake and stoss clasts, with the former moving further downstream 
compared to stoss tracers of the same size. Selective entrainment occurred during floods 
with a peak discharge greater than 100 m3 S-I. Peak discharges greater than 183 m3 S-1 lead 
to the destruction of clusters by mobilizing the main obstacle clast. 
Hassan and Church (1992) investigated the distribution of particle displacements 
for complete flood events in a number of streams with different regimes. The statistical 
model developed by Einstein (1937) and later, using a different method, by Hubbell and 
Sayre (1964) was tested using this data. This model is described by Hassan and Church 
(1992) as the Einstein-Hubbell-Sayre (E-H-S), model, represented as 
~ 
FlX) = e(-X-T) I (X"'r+1)ln!(n+l)! (1.4) 
n=O 
in which T = tlto = 2:x2 I x; is the number of average rest periods in the event; X = xlxo is 
the number of average step lengths; Xo = x; /2:X is the average step length; to = t( x; /2:x 2 ) 
is the average rest period; :x is the average displacement and x; is the variance of the 
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displacement. Five of the nine tests indicate that the E-H-S model provides a satisfactory 
description of particle movements, although there was one case each of marginal 
agreement and disagreement. The successful descriptions were derived from simple 
rainstorm floods of moderate magnitude and small mean movement, whereas unsuccessful 
descriptions were associated with long, complex snow-melt events and major, multi-peak 
rainstorm flows during which clasts travelled further. Hassan and Church (1992) conclude 
that the movement and pattern of displacement of bed material can be described in the 
short range for individual flow events by relatively simple statistical models of a random 
process, as originally proposed by Einstein (1937). However, when displacement distances 
become comparable with the "morphological scale" of the channel, the movement of the 
individual stones ceases to be completely random. The distributions of displacement for 
which the E-H-S model was unsuccessful tended to exhibit a secondary mode of 
displacement lengths, implying that a trap exists for mobile stones after some moderate 
displacement (although many clasts may bypass it). Hassan and Church (1992) argue that 
the trap locations are channel bars, the major accumulation of mobile channel-bed 
sediments. Thus, the large-scale features of the channel were found to distinctly influence 
the transport phenomenon. 
Using the results of many tracer studies, Pyrce and Ashmore (2003a.) investigated 
the relation between the distribution of tracer clast pathway lengths and channel 
morphology. They found that pathway lengths can be categorized into three groups: 
positively skewed distributions with short modal pathway length; bi- or multi-modal 
distributions in which the longer modes may be related to channel morphology; and uni-
modal symmetrical distributions with modal path length some distance downstream, 
associated with sediment trapping on bar surfaces. Pyrce and Ashmore (2003a.) report that 
primary pathway length modes equivalent to channel morphological features are more 
probable at higher non-dimensional bed shear stress. They infer that both clast mobility 
and channel morphology influence clast pathway length and that clast movement is most 
likely to be stochastic only at relatively low clast mobility. 
In a series of flume experiments, Pyrce and Ashmore (2003b.) build on their initial 
synthesis of existing field data. They show that positively skewed distributions (fitted by 
gamma functions) occur at low discharge and coincide with low values of non-dimensional 
bed shear stress and partial mobility of the bed sediment. In contrast, symmetrical and bi-
modal distributions occur at flow conditions close to full mobility of the bed sediment. 
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They introduce a simple conceptual model which suggests that a sequence of pathway 
length distributions at progressively higher clast mobility would be (1) positively skewed, 
(2) bimodal and (3) symmetrical, so that path length is dependent on flow stage. 
1.2.2: Effects of flow characteristics on sediment mobility 
The heterogeneous nature of the natural, water-lain gravels investigated in the 
present study means that the flow field is incredibly complicated. Sediment mobility is a 
function not only of the drag and lift forces but also of the intensity of turbulence. 
Research into the phenomena of turbulence in open-channel flow commenced three 
decades ago, with the development of hot-film anemometers, flow visualization techniques 
like the hydrogen bubble method, and more recently the laser and acoustic doppler 
anemometers. Turbulence is one of the key factors determining the character and intensity 
of sediment transport. The initiation and maintenance of sediment transport and the 
generation of bedforms within the fluvial environment are controlled by the complex links 
and feedbacks between the structure of turbulent flow and the bed morphology (Best, 
1993). 
In the presence of mean flow-velocity gradients, turbulent motion is associated with 
rates of momentum exchange which can be interpreted as stresses. These are often referred 
to as Reynolds stresses. Any form of time-wise varying perturbation (unsteadiness) present 
in a flow results, therefore, in rates of momentum exchange of the fluid particles additional 
to those of the unperturbed flow. The average values of these momentum fluxes may be 
interpreted as stresses which are additional to the viscous stresses of laminar flow. Young 
(1989) provides a particularly succinct derivation of the Reynolds stresses on which the 
following explanation is based. Instantaneous velocity components, relative to Cartesian 
axes (x, y, z), in the streamwise (U), cross-stream (V) and vertical (W) direction can be 
defined as 
u = u + u' (1.5) 
v = v + v' (1.6) 
w=w+w' (1.7) 
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where u, v, W, denotes the mean flow and u', v', w', denotes the perturbation component 
(deviations from time-averaged quantities), Across a small area oA in the yz plane the flow 
of mass in time 0 t is 
(pU oA) ot (1.8) 
where p is the fluid density, This is associated with a momentum transport across oA 
having components 
(plf oA)ot (1.9) 
(pUV oA)ot (1.10) 
(pUW oA)ot (1.11) 
The mean values of these components per unit time per unit area can be found by 
substituting equations 1.5-1.7 into equations 1.9-1.11 and replacing the instantaneous fluid 
density with its equivalent mean and fluctuating parts (p and p'),' 
(p+ p')(u+u')(u+u') (1.12) 
(p+ p')(u +u')(v+ v') (1.13) 
(p + p')(u + u')( W + w') (1.14) 
These expressions expand to; 
pzi + pU,2 + 2u p'u' + p'U,2 (1.15) 
puv + pu'v' + u p'v' + v p'u' + p'u'v' (1.16) 
puw + pu'w' + U p'w' + W p'u' + p'u'w' (1.17) 
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Considering incompressible flow only, p is constant and p' = O. Applying this condition to 
expressions 1.15-1.17 it can be seen that in addition to the rates momentum exchange per 
unit area due to the mean velocity components there are components arising solely from 
the perturbations 
pU'2 (normal stress) (1.18) 
pu'v' (shear stress) (1.19) 
pu'w' (shear stress) (1.20) 
These components of momentum flux per unit area due to the perturbations can be 
regarded as equivalent to three stress components acting in the opposite directions to the 
momentum flux components on the area &1 
'2 1"xx = -p u 
, , 
1"xy = -p u v 
-,--; 
'ZXz = -p u w 
(1.21) 
(1.22) 
(1.23) 
The first suffix denotes the normal to the surface element considered and the second 
denotes the direction along which the component is taken. These stresses are part of nine 
perturbation stress components that form a stress tensor. Conventionally, 1"xz is considered 
to be the dominant stress, representing momentum exchange across the plane parallel to the 
main flow direction. 
Turbulent boundary layers were initially studied as stochastic phenomena, 
consisting of random fluctuations in an otherwise mean flow. However, recent research 
elucidated the existence of coherent flow structures in turbulent boundary layers (e.g. Kline 
et aI., 1967; Corino and Brodkey, 1969; Grass, 1971; Nakagawa and Nezu, 1981; Talmon, 
1986; Best, 1993; Robert et al., 1993; Shvidchenko and Pender, 2001). The principal 
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theories developed concerning coherent flow structures will now be outlined. The role of 
coherent of flow structures in sediment transport processes will be examined later. 
Several models have been developed to explain how coherent structures can be 
generated and maintained in turbulent flow. Early research was mainly concerned with 
smooth wall boundary layers. Using flow visualization techniques, Kline et al. (1967) 
demonstrated the existence of coherent flow structures that exhibited a quasi-periodic and 
quazi-organised motion. Low momentum fluid was ejected from the near-wall region into 
the outer flow, with a return of high momentum fluid towards the bed. The cycles of 
ejections and returns became known as the burst-sweep model. 
The key components of the burst-sweep model outlined above can be illustrated 
using quadrant analysis. This technique is based on the joint distribution of the velocity 
fluctuations from the mean of both the streamwise (u') and the vertical (w') components 
(Lu and Wilmarth, 1973). The four quadrants in Figure 1 correspond to four kinds of 
w' 
Quadrant 2: Quadrant 1: 
Ejections Outward Interactions 
-u' ------------------r----------------- u' 
Quadrant 3: Quadrant 4: 
Inward Interactions Sweeps 
-w' 
Figure 1.1: Quadrant analysis of a velocity signal in which the fluctuations of the instantaneous 
velocity components from the mean streamwise (u') and vertical (w') velocity are partitioned into four 
quadrants. 
turbulence event that characterize the individual velocity signal. Quadrant 1 (u '>0 and 
w'>O) and quadrant 2 (u' <0 and w'>O) events are called outward interations and bursts, 
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respectively. Quadrant 3 (u' <0 and w' <0) and quadrant 4 (u '>0 and w' <0) events are 
named inward interactions and sweeps, respectively. 
Low-speed streaks identified in the sublayer are crucial to the burst-sweep cycle. 
Distortion of streaks and the localized collapse of the sublayer organisation, possibly by 
the impact of a sweep, cause the ejection of low momentum fluid into the outer flow. This 
results in a compensating inrush of outer flow fluid towards the bed, which itself is thought 
to both generate the next generation of streaks and to distort the sublayer to initiate further 
bursting. Thus, the instability necessary to generate and perpetuate the burst-sweep model 
is provided by the interaction of a near-wall viscous sublayer and the more turbulent outer 
zone. The bursting process makes substantial contributions to the vertical rate of transfer of 
horizontal momentum by turbulent motions, i.e., the Reynolds stress, and hence is an 
essential mechanism for transporting momentum across the boundary layer (Hogg et al., 
1996). 
Implicit within the model outlined above is the presence of a viscous sublayer in 
which the low speed streaks may form and then uplift. This leads to the question of 
whether the model outlined above is still applicable if the wall exhibits appreciable 
roughness, in the form of individual grain or bedform elements, which leads to the break-
up of the viscous sublayer. Research has shown that similar structural features are present 
over rough beds (Grass, 1971; Grass and Mansour-Tehrani, 1996). The common presence 
of these dominant structural features suggests that a shared mechanism could be 
responsible for their generation (Grass and Mansour-Tehrani, 1996), although there is 
considerable controversy in the literature over this issue. 
The origin of turbulent structures and consequences in terms of bedload transport is 
further complicated by the fact that gravel-bed rivers are not composed of uniform 
roughness elements, containing features such as individual protruding clasts or groups of 
clasts in bedforms. Kirkbride (1993) identified two consequences of the effect of irregular 
roughness on the flow: firstly, vortices are generated in the wake caused by flow separation 
around protruding clastslbedforms and are shed on a quasi-cyclical basis into the flow; and, 
secondly, the walls of the obstacles may be of sufficient extent to allow the generation of 
streaks and associated structures to form on top. 
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Coherent flow structures are of primary importance in the entrainment and 
transport of sediment. A number of studies have focussed on the role of coherent 
turbulence on sediment transport processes. Nelson et al. (1995) studied the interaction 
between near-bed turbulence and sediment movement in a spatially nonuniform flow 
similar to those over many bedforms. The experiments were conducted in order to develop 
results gained from earlier studies of bed form evolution and stability in sand -bed rivers. 
Nelson et al. (1995) assert that the results are relevant to a wide-range of sediment-
transporting flows, including those over and around spatially varying roughness. 
The study was carried out in a recirculating flume, with accurate simultaneous flow 
and sediment movement measurements obtained using a Laser Doppler Velocimeter 
(LDV) and high-speed videography. The measurements were made downstream of a 0.04 
m high downstream facing step, at varying distances from the re-attachment point of the 
wake. Sediment transport rates were measured from the films by counting the number of 
grains that crossed a 0.01 m traverse-line during successive 0.1 s intervals. The 
corresponding fluid velocities measured 0.005 m (approximately five grain diameters) 
above the bed were calculated from the LDV data. The bed was composed of well-sorted, 
moderately well rounded coarse sand with a mean grain size of 0.009 m and standard 
deviation of 0.001 m. 
Nelson et al. (1995) found that sweeps, which contribute positively to the mean bed 
shear stress, move the majority of material, primarily because they are common (in terms 
of the percentage of time that each of the four different turbulence occur. Outward 
interactions, which contribute negatively to bed shear stress, and are relatively rare, were 
observed to individually move as much sediment as sweeps of comparable magnitude and 
duration. Nelson et al. (1995) highlight that the sediment flux increases when the 
magnitude and occurrence of outward interactions increases relative to the other events 
even though the bed shear stress decreases. They conclude that using the bed shear stress to 
estimate the bedload transport over beds exhibiting non-uniform topography or roughness 
is not accurate because of significant spatial variations in the magnitudes and durations of 
the different quadrant events. 
Drake et al. (1988) examined the bedload motion of natural particles of mixed sizes 
over a bed of similar particles in Duck Creek, an alluvial stream in Wyoming, U.S.A, 
focusing in particular on the modes of motion of individual bedload clasts and the 
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collective motion of large numbers of particles. Plan and side views of particle motion 
were captured using a 16mm camera to film in both normal and slow motion. Plan views 
were taken by suspending the camera on a wooden frame over a transparent acrylic 
viewing window, mounted so that it just touched the surface of the water. Side views were 
captured by lowering the camera to the bottom of a transparent acrylic viewing box open at 
the top and mounted in a streamlined wood and metal housing resting on the bed. They 
found that bedload motion was dominated by frequent, brief, localised, events of very high 
entrainment and transport, which accounted for approximately 70 % of the total load 
moved. They speculated that these events of high intensity transport were linked to sweeps 
of downward-moving, high-forward-speed water that impinged on the bed, resulting in 
turbulent fluctuations in the bed shear stresses, although flow measurements were not 
made. Despite transporting the majority of material they occurred for only 9 % of the time 
at any particular point on the bed. These events were found to affect areas 0.20-0.50 m 
long, by 0.10-0.20 m wide, and involved bedload concentrations approximately 10 times 
greater than background. Drake et al. (1988) assert that it is important to incorporate 
sweep-transport events into theoretical models of the sediment transport process, which 
ultimately must encompass not only the downstream movement of particles but also their 
dispersion and sorting. They argue that motion-picture photography can contribute much 
toward achieving a more fundamental understanding of bedload transport. 
1.3: Aims of the present research 
The development of tracer techniques and videography has furthered our 
knowledge of bedload transport processes, permitting direct measurement of transport 
parameters in both field and laboratory experiments. Field based studies, such as those 
carried out by Drake et al. (1988) allowed, for the first time, these parameters to be 
measured and quantified. However, fieldwork often necessitates complex instrumental set-
up and the inability to control the flow makes it difficult to replicate experiments. 
Conversely, laboratory experiments are able to provide control over a wide range of flows, 
but it is difficult to create a water-worked channel-bed that is realistic enough to replicate 
the conditions found in nature. This study is laboratory based, however, it has the distinct 
advantage of using a water-lain gravel substrate, that provides an accurate representation of 
a natural bed. The water-lain gravel substrate utilised in this study was created by Buffin-
Belanger et al. (2003). 
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Buffin-Belanger et al. (2003) developed a casting technique that reproduces the 
intricacy of an exposed water-lain gravel surface for transfer into the controlled 
environment of an experimental channel, enabling implimentation of experiments that 
would be impossible to carry out in the field. The method involves classical sculpting: a 
mould of the object, the bed surface, is made and the mould is used to replicate the object, 
resulting in a cast of the original object. The casting technique is fully described in Buffin-
Belanger et al. (2003). Visually the casts are identical to the natural surfaces that they 
represent. To quantify any differences between the casts and the natural surfaces, 
photogrammetric surveys were used to extract digital elevation models (DEMs) from one 
pair of natural and sculpted surfaces. The casts reproduced the original surfaces with errors 
at millimetre scale (0.5 % of the microreliet). 
It is intended that use of the cast developed by Buffin-Belanger et al. (2003), 
tracing techniques and videography in a flume environment will enable the complex 
interactions between a water-lain gravel bed, flow and tracer clast characteristics to be 
investigated intensively for the first time. The experimental set-up of this study has several 
advantages. The fixed nature of the bed ensures that the effects of the experimental 
variables can be isolated and investigated in turn and replicates of the same experimental 
set-up can be taken. In gravel-bed rivers, bedload transport at low intensity is characterised 
by isolated, individual grain displacements (Parker and Klingeman, 1982; Andrews and 
Smith, 1992; Andrews, 1994) and a substantial portion of the bed material moved is 
transported under marginal transport conditions (Andrews, 1994). The experiments are 
therefore simulating marginal transport conditions. Using a flume also allows flow 
conditions to be maintained and replicated over many laboratory sessions. 
Review of the literature has pinpointed a number of transport parameters that are of 
interest in studies of sediment transport. The length and velocity of individual steps and the 
rest periods of a tracer during transport are considered to be key factors in characterising 
bedload transport (Einstein, 1937), the calculation of bedload transport rates and models of 
structure formation (Naden, 1987; Jiang and Haff, 1993; Tribe and Church, 1999; 
Malmaeus and Hassan, 2002) . 
Examination of the literature has also helped to define which experimental 
variables are to be used in the present study of particle displacement. Field and laboratory 
studies of factors affecting the entrainment and transport of clasts have shown that the size 
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of the tracer clast is a major factor in the transportability of material. The absolute and 
relative size of the tracer clast will influence its behaviour during entrainment, transport 
and deposition due to its effect on pivot angles, and exposure of the clast. Consequently, 
tracer size has been selected as an experimental variable for the present study. The texture 
and structure of the bed over which the clast is moving is also important in terms of the 
transportability of the tracer, with the heterogeneous grain sizes and varying structure 
downstream resulting in a wide variety of bed pockets that the tracer clast encounters. Each 
bed pocket into which the clast moves will have a pivoting angle dependent upon the size 
and position of the clasts making up its boundary and size of the tracer clast. The transport 
of material is also dependent on the texture and structure of the bed over which it is 
moving, and corresponding distribution of bed pockets throughout its pathway. The tracer 
clasts are therefore to be released from a number of pockets in order to investigate the 
effects that the encountered substrate has on sediment transport. The drag force 
experienced by the clasts in motion is considered to be a key factor in the entrainment and 
transport of sediment. Turbulent structures are also important in terms of bed load transport. 
Consequently, flow is also selected as an experimental variable. 
The primary aim of this study is to increase understanding of the movement of 
bedload clasts over a natural gravel substrate by examining the individual pathways of 
clasts and the characteristics of the elementary components of transport. The specific 
objectives are to 
• Investigate the effect of tracer size on the characteristics of the selected bedload 
transport parameters 
• Investigate the effect of flow condition on the characteristics of bedload transport 
parameters 
• Investigate the effect of release pocket on the characteristics of bedload transport 
parameters 
• Examine the interaction between the transport pathways of the tracer clasts and the 
cast surface, and explain how the experimental variables affect this relation. 
These objectives shall be achieved with a series of laboratory experiments in which all of 
the variables except one are held constant. It is hoped that this study will aid our general 
understanding of the mechanics of entrainment, transport and disentrainment over gravel 
bed surfaces. 
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Chapter 2: Methods 
2.1: Bed characteristics 
This study utilised a cast of a gravel river bed created using a technique developed 
by Buffin-Belanger et al. (2003). The casting technique faithfully reproduces the texture 
and structure of a natural water-lain surface. The 2.0 x 1.0 m cast was taken on a point bar 
of the River Lune, Lancashire in an texturally homogenous area composed of sand-free 
gravels and cobbles. The channel is approximately thirty metres wide at the site from 
which the cast was taken, and the average bankfull flow depth is approximately 1 m. A 
gauging station sited 7 km downstream provided data on the annual flow, covering a 
catchment area of 983 km2• From 1959 to the present the mean annual flow has been 35 m3 
S-I, with a range of 23 to 51 m3 S-I. Based on a shape analysis of approximately six hundred 
clasts, Buffin-Belanger et al. (2006) show that grains are well-rounded, platy and 
predominantly disc-shaped. They also show that ninety percent of grains dip upstream with 
a mean inclination of 28 degrees in the a-b plane, where a and b refer to the length and 
width of a clast. 
A digital elevation model (d.e.m.) of the of the cast surface was created using 
close-range digital photogrammetry. The grid resolution was 0.005 m. Buffin-Belanger et 
al. (2006) used the d.e.m. to calculate elevation data for the subarea of the cast selected for 
detailed hydraulic measurement. From this they ascertained that elevations h, measured 
relative to the lowest point in the subarea, rise to 0.070 m, have a median h50 of 0.028 m, 
are positively skewed, and tend toward a lognormal distribution. Buffin-Belanger et al. 
(2006) argue that the positive skewness of the cast elevations gives confidence that the cast 
surface does have similar textural properties to a natural surface. They highlight the fact 
that the skewness value of the cast elevations is similar to an average value reported by 
Nikora et al. (1998) for 77 field profiles from eight gravel bed rivers, yet different from 
negative skewness values for artificial flume beds (Kirchner et aI., 1990). 
Figure 2.1 is a ortho-rectified photograph of the entire cast surface. Figure 2.2 
illustrates the detailed nature of the cast surface. Individual grains and the interstices 
between are clearly distinguishable. It can be seen that the three-dimensional texture and 
structure of the original bed surface are faithfully reproduced. 
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Figure 2.1: Ortho-rectified image of the cast surface. The box delimits the sub-area selected for 
detailed hydraulic measurements. The circled area is shown in detail in figure 2.2. The clast indicated 
with an arrow is labelled a in figure 2.2. Flow is from right to left. 
Figure 2.2: Detailed nature of the cast surface. The position of the c1ast labelled a is indicated in figure 
2.1 with an arrow. For scale, the coloured tracer clast has a diameter of 0.02 m. Flow is from right to 
left. 
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2.2: Flow measurement and associated laboratory set-up 
The experimental work was carried out in 9.0 m long, 0.9 m wide experimental 
channel with a fixed slope of 0.002. The cast was positioned 6.0 m from the upstream end 
of the flume. The first 6.0 m and final 1.0 m of the flume (the sections upstream and 
downstream of the cast) were covered with a rhomboidal arrangement of concrete 
hemispheres with a diameter of 0.08 m. These were used to ensure that a fully turbulent 
boundary layer that extended to the free surface was established before the flow reached 
the cast. 
Three specific discharges were selected by Buffin-Belanger et al. (2003) to provide 
three hydraulically different flow conditions. The two steady and uniform flow conditions 
were established by adjusting both the discharge and tailgate aperture. The flow conditions 
selected were ultimately determined by the capability of the flume, with the highest flow 
strength representing the maximum that could be delivered by the flume, whilst maintaing 
the flow depth. All of the flow conditions were fully turbulent. The average velocities 
covered a wide range and Buffin-Belanger et al. (2006) ensured that they were 
representative of flows in flumes and natural rivers studied elsewhere. In the present study, 
only the mid-strength (flow 2) and highest strength (flow 3) flow conditions are 
investigated. In order to enable the results of the present study to be examined in 
conjunction with those published by Buffin-Belanger et al. (2003; 2006) the original 
names of the flow conditions are retained here. Table 2.1 summarises key characteristics of 
the two flow conditions examined. 
Table 2.1: Flow characteristics 
2 0.202 0.452 
3 0.262 0.381 
Re 
224,923 
290,945 
Fr 
0.236 
0.395 
1.467 
3.693 
0.038 
0.061 
Q is discharge, Yso is the median water depth, i.e. the water depth above the median elevation, h5o, measured relative to the lowest point 
on the cast surface, Re is the Reynolds number, Fr is the Froude number, 't bed is the average bed shear stress and v* is the shear 
velocity. 
Velocity measurements were made with a Nortek 10 MHz Acoustic Doppler 
Velocimeter (ADV) at a sample reporting rate of 25 Hz. The ADV used was a down-
looking probe, capable of resolving velocities in three-dimensions (streamwise, U; cross-
stream, V; vertical, W). The ,ADV was mounted on a carriage that enabled it to be 
positioned accurately within three planes. A sampling grid of 0.8 m in the x-direction 
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(streamwise) and 0.5 m in the y-direction (cross-stream) was established on the cast. This 
subarea was located 0.75 m downstream from the upstream edge of the cast. This ensured 
that the flow was conditioned by the upstream portion of the cast and not adversely 
affected by the transition from hemisphere configuration to cast surface. Ninety-nine 
velocity profiles were taken at a spatial resolution of 0.1 m and 0.05 m in the x- and y-
directions, respectively. Velocities were measured at four heights (ZA = 0.008 m, ZB = 
0.015 m, Zc = 0.03 m and ZD = 0.10 m) above the local bed topography, within each 
profile. The three orthogonal velocity components were sampled for one minute at each 
sampling location. Buffin-Belanger and Roy (2005) have shown that this combination of 
sampling frequency and period is optimal for the ADV. 
2.3: ADV File Processing 
The method of ADV operation and inherent limitations of the acoustic Doppler 
measurement technique necessitate rigorous signal processing to eradicate erroneous data 
and thus ensure the quality of raw velocity data and subsequent post-processing analyses. 
Two parameters are provided in ADV output files to quantify the quality of the velocity 
signal and can aid the signal processing process. The correlation parameter (COR) is an 
indicator of the relative consistency of the behaviour of the scatterers in the sampling 
volume during the sampling period (Wabl, 2000). A high correlation parameter gives 
increased confidence that sampled velocities in the ADV file are representative of the real 
flow velocities. The Signal to Noise ratio (SNR) parameter indicates the relative density of 
acoustic scatterers in the flow and the resulting strength of the signal received to the noise 
level of the instrument (Wabl, 2000). 
Many researchers advise the removal of samples from ADV files with correlation 
parameters less than 70% (e.g. Lane et al., 1998). Others have suggested this is not an 
appropriate filtering procedure when samples are taken in turbulent flow (e.g. Wahl, 2003) 
as low correlation coefficients in such conditions do not always indicate poor quality data. 
In turbulent flow, fluid is moving randomly over many spatial scales and at many 
frequencies, thus predisposing samples taken at time intervals to be uncorrelated. The low 
correlation coefficients recorded in ADV files are merely an expression of this 
randomness. Consequently, it is not always necessary to discard data points on the basis of 
the correlation coefficients when the signal-to-noise ratio remains at an acceptable level. 
24 
Nortek (1997) suggest that a SNR greater than 15 dB is necessary when dealing with 
instantaneous velocities, or greater than 5 dB when dealing with time-averaged velocities. 
All of the velocity time-series and data quality parameters (COR and SNR) were 
visually inspected during collection to enable resampling of any problematic acquisitions. 
The ADV files were converted from binary into ASCII format using WinADV (a freeware 
programme) to enable them to be imported into Matlab. Figure 2.3 outlines the main steps 
in the algorithm developed to 'clean' the ADV files. These steps shall be discussed in 
further detail in sections 2.3.1 and 2.3.2. 
1. Identify aliased data points within the time series 
2. Identify and replace spikes 
3. Replace aliased points 
4. Apply Gaussian filter 
Figure 2.3: Main steps in the algorithm developed to filter the velocity files. 
2.3.1 Aliasing 
If the velocity range of the ADV is set too low, aliasing of the velocity data may 
occur when velocities exceed the maximum range, causing occasional spikes in the data. 
These spikes are caused when the phase difference being measured in the instrument 
exceeds 180 degrees. At this point the instrument cannot differentiate between a velocity 
that has exceeded the maximum range and a velocity that has nearly reached the maximum 
negative range. Thus a spike from positive to negative or vice versa is produced. This 
biases the average and instantaneous velocity data. A dataset containing significant aliasing 
would be expected to exhibit a skewed distribution, with a small number of data points 
located away from the mean of the distribution. It is possible to compute the skewness of 
the velocity distribution for each probe beam. Wahl (2004) tentatively suggests that data 
with a skewness greater than approximately 1.5 should be investigated more closely for 
evidence of aliasing. 
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The reliability of a skewness threshold of 1.5 as an indicator of aliasing for use in 
the present study, was tested using the suite of ADV files collected under flow condition 
three on the Lune cast. Aliasing was only found to affect the streamwise (U) component of 
the velocity signal. This is to be expected, as large velocity ranges are less likely to be 
encountered in the vertical (V) and cross-stream (W) components, in comparison to the 
streamwise (U) component. Eighty ADV files were selected at random and visually 
inspected for aliasing in the streamwise (U) component. The number of aliased points per 
file was recorded. Half of the files inspected had a skewness greater than 1.5 (or less than -
1.5) and would thus be expected to contain aliasing. Figure 2.4 illustrates the relation 
between the measured skewness and the cumulative frequency of aliased points in the files. 
This example shows that using a threshold skewness of 1.5 as a tool to identify velocity 
files which contain aliasing would fail to identify a total of 16 aliased data points within 8 
of the 80 velocity files examined. On the basis of this preliminary investigation skewness 
was not used to indicate possible aliasing in the ADV files. 
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Figure 2.4: Relation between skewness and occurrence of aliased points. The threshold skewness of 1.5 
is inicated by the dotted line. 
Investigation has shown that the most effective way of identifying aliased data 
points is to apply a filter that removes all those with a streamwise velocity component that 
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is less than an arbitrary value. In this study, visual inspection of all of the ADV files has 
shown that a threshold value of -0.5 m S-1 is adequate to remove the aliased spikes without 
affecting the rest of the time series. The cut-off point of -0.5 m S-1 applies to all the 
sampling heights above the bed. Wahl (2004) highlights the fact that removing aliased data 
points will result in a velocity time-series biased by the absence of the high-velocity 
portion of the data measurements. In order to overcome this bias, Buffin-Belanger (2002, 
personal comm.) suggests that aliased points should be replaced with the highest values 
measured in the file because they are simply samples that have exceeded the maximum 
velocity range of the ADV probe. The overwhelming majority of the aliased spikes 
encountered in the ADV files collected during this study are negative, which means that 
the velocity signal routinely exceeded the limits set by the user-selected velocity range. 
Similarly, positive spikes, i.e. sampled velocities that exceed the minimum velocity range 
of the probe, can be replaced with the minimum velocities recorded in the time series. A 
threshold value for velocity samples of this nature has been calculated at 1.00 m S-I. In the 
present study there were few positive aliased points of this nature. The negative and 
positive aliased points in the present research were replaced with the average of the 10 
highest and lowest recorded velocities, respectively. An example ADV file before and after 
the aliased points are removed is shown in Figures 2.5(a) and (b), respectively. 
2.3.2 Spikes 
Noise in a velocity signal, manifested as spikiness within the time series when 
plotted in the time domain, can be generated through a number of mechanisms. Voulgaris 
and Trowbridge (1998) and McLelland and Nicholas (2000) identify three causes of spikes 
within the velocity signal as (i) sampling errors due to the inability of the ADV hardware 
to resolve the phase shift of the return pulse; (ii) errors due to velocity shear in the 
sampling volume; and (iii) Doppler noise due to the random motion of scatterers in the 
sampling volume. Despite a clear understanding of the underlying causes of their 
generation, spike detection and replacement of is a fairly contentious issue in the literature. 
A variety of methods have been developed, and selection of a procedure is somewhat 
arbitrary as no single method has more validity than the others (Goring and Nikora, 2002). 
In the present study, spikes are identified as those velocity sample points with a 
value greater than the mean plus or minus three standard deviations. Whilst it is recognised 
that these data points may be 'real' data, their position within the probability density 
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Figure 2.5: Example of ADV file cleaning procedure for the streamwise (U) instantaneous velocity 
component. (a) Original ADV file. The dotted line represents the filter limits for removal of aliased 
points. (b) With aliased data points removed. (c) With spikes removed. (d). With aliased points 
replaced. (e) The ADV file with a gaussian filter passed through the data. 
function suggests that they may be 'outsiders'. Spikes are replaced with an average of the 
twenty-four data points either side in the time series, which amounts to averaging over one 
second. It is important to note that points identified as aliased points were not identified as 
spikes during this stage of processing. Aliased points retained the value assigned to them 
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during the previous stage of processing. Figure 2.5(c) and (d) illustrates the spike removal, 
and replacement of aliased data points, respectively. 
In the final stage of data cleaning, a filter was applied to the time series in order 
to eliminate Doppler noise. Velocity time series measured by an ADV are affected by 
Doppler noise at frequencies greater than the Nyquist frequency of the maximum sampling 
rate (Lane et aI., 1998), where the Nyquist frequency is one half of the sampling 
frequency, in this case 12.5 Hz. Doppler noise is produced by the variance of scatterer 
velocities in the sampling volume, which broadens the received signal spectrum 
(McLelland and Nicholas, 2000). Following the procedure of Lane et al. (1998) the 
Doppler noise was removed by applying a Gaussian low-pass filter to the time series. This 
filter removes variance at frequencies greater than the Nyquist frequency and greatly 
reduces it at frequencies just below the Nyquist frequency. The effect of the Gaussian filter 
can be seen in figure 2.5(e), in which the high-frequency fluctuations have been removed. 
To ensure the quality of the velocity data, all time series for which more than five 
percent of the data had been changed due to a combination of aliasing or spiking were 
removed. In total only two percent of the velocity files were omitted. 
2.4: Selection of tracer particle size and shape 
It was essential that the clasts used in the tracing experiments were a good 
approximation of the bedload that would be expected to be transported over the cast 
surface. The sizes of tracer particles used in the flume experiments were selected to be 
representative of the grain size distribution of the cast surface. This was determined from 
bed material samples collected at the field site from which the Lune cast was taken. 
Graham et al. (2005) sampled seven patches of material from the Lune bar using the paint-
and-pick method developed by Lane and Carlson (1953). Each patch was rectangular, with 
an area of 1.2 m2, and the patches were chosen to represent the grain-size distribution 
across the bar surface. Figure 2.6 illustrates the grain-size distribution curves for the seven 
sediment patches collected at the River Lune. 
The particle-size distributions obtained from the areal samples were calculated by 
analyzing the samples by a number frequency. The solid lines represent the seven 
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individual patches, whilst the dotted line is the mean grain-size distribution of all the 
patches at the Lune site. From figure 2.6 it can be seen that samples were truncated at 8 
mm. By convention this represents a standard truncation for areal or grid sampling when 
collecting sediments manually due to the physical restriction of identifying and picking up 
smaller particles. For the purposes of identifying tracer sizes the truncation is acceptable 
because the bar surface was clean with very few fmes and the coarser clasts dominate the 
surface grain-size distribution. 
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Figure 2.6: Cumulative grain-size distribution curves. The solid lines are the seven different sediment 
patches. The dotted line represents the mean grain-size distribution of the seven sediment patches. The 
D30' Dso and D7S are marked. 
Three percentiles of the gram SIZe distribution were chosen for the tracer 
experiments. The Dso was selected due its widespread use as a statistical descriptor of 
central tendency of grain size distributions. The selection of two other sizes to select for 
the tracing experiment was slightly more problematic. The D30 and D70 were chosen as 
they were equidistant from the median grain size, and representative of the mid 40 percent 
of the grain size distribution. The D16 and D84 could have been selected based on the 
assumption that in log-normally distributed sediments, these percentiles lie 1 standard 
30 
deviation from the mean. From figure 2.6, it can be seen that the D16 and D84 of the Lune 
sediments are 0.009 m and 0.027 m, respectively. Similarly, the D90 could have been 
chosen, with a size of 0.032 m (figure 2.6). There were concerns, however, over the ability 
of the experimental channel to transport the larger material, and the effects of hiding on the 
smaller clasts making it hard to entrain. The mean grain-size distribution of all of the 
patches at the Lune site show that the D30, Dso and D70 approximate 0.012 m, 0.016 m and 
0.020 m, respectively. 
The tracer sizes were chosen with reference to the surface grain size distribution. 
Parker et al. (1982) and Parker and Klingeman (1982), however, assert that the bedload 
size distribution is approximately equal to that of the subsurface layer. In light of this it 
may have been expedient to select the tracer sizes with reference to the subsurface grain 
size distribution. The subsurface size distribution of the Lune casting site could not be 
established, however, because subsurface sediments were not sampled. Research has 
shown that the ratio of the armour to subarmour layer covers a wide range, from 1.2 (Lisle 
and Madej, 1992) to 3.2 (Milhous and Klingeman, 1973). The subsurface grain size 
distribution could therefore have been estimated using an average of published values, with 
the tracer clast sizes being taken from the resulting grain size distribution curve. However, 
the error introduced by estimating the subsurface grain size distribution would be large. In 
a study examining the relation between scaled travel distances and tracer sizes, Church and 
Hassan (1992) argue that it is reasonable to scale their tracer clast sizes using the Dso of the 
surface material on the basis that the surface clasts normally take place in the entrainment 
process and make up the bed structure. Based on the same premise, therefore, the tracer 
sizes in the present study have been selected from the surface grain size distribution. 
The selection of the shape of the tracer clast required careful consideration. One 
possible option was the use of natural shapes, selected from the samples collected by 
Graham et al. (2005) at the casting site based on an analysis of the most common shapes 
found within those samples. Another option was the use of an idealised shape, such as 
sphere. The selection of naturally shaped tracers may appear, at first, to be the obvious 
choice as the casts used were composed of naturally shaped clasts. Spherical c1asts, 
however, were used instead of natural shapes for several reasons. Size was selected as a 
primary variable as previous research has shown that it is an important controlling factor in 
bedload transport. A natural shape would add a further layer of complexity to an already 
complicated relation between tracer size and the substrate. The variability in possible pivot 
31 
angles that result from the use of an irregular, natural shape compared to an idealised 
shape, such as a sphere, may actually mask any relations that exist. Finding naturally-
shaped, identical tracers in a range of sizes would also have proved to be problematic. 
Various studies have investigated the effects of shape of the transport of tracer 
clasts. The results of this study must be carefully interpreted in light of these findings. 
Some have shown that spherical particles move further and more often than other shapes. 
For example, Hattingh and lllenberger (1995) investigated the shape-sorting of synthetic, 
gravel-size clasts during flood events in the Swartkops River, Eastern Cape, South Africa. 
The test clasts were made by moulding concrete to form four shapes approximating rods, 
blades, discs and spheres. Spheres were found to be entrained in larger numbers than the 
other shapes, and travelled the furthest. In contrast, discs moved the shortest distances, and 
in the least numbers, whilst rods and blades were intermediate in mobility. Warbuton and 
Demir (2000) attempted to quantify the selective transport of different shapes of coarse 
river gravel, in a field experiment based at the Moor House National Nature Reserve, 
North Pennines, England. Nine-hundred natural clasts were selected from the field site and 
magnetically tagged to aid relocation. The tracers were selected, on the basis of the Zingg 
(1935) shape classification, to produce four distinct shape classes: rods, blades, discs and 
spheres. Warburton and Demir (2000) report that shape-selective transport was evident in 
the study reach. Spheres were transported the longest distances and in the greatest 
numbers. Rods and discs also moved preferentially, but blades hardly moved at all. In light 
of these findings, it is possible to hypothesise that the spherical tracers used in this study 
will travel further over the bed surface and at a higher velocity than clasts of an equivalent 
size but natural shape. 
It is important to note that other studies have reported different findings to those of 
Hattingh and lllenberger (1995) and Warburton and Demir (2000). Carling et al. (1992) 
investigated the effect of flow velocity and bed roughness on the transport velocities of 
four concrete clasts: a rod, a blade, a disc and a sphere. They found that the sorting by 
shape of mobile clasts was dependent upon the flow velocity and bed roughness. As the 
bed was roughened and incident flow velocity increased, a distinct pattern of selective 
transport develops (fast to slow): disc, rod, blade, sphere. Carling et al. (1992) explain that 
on the rougher beds the motion of the spheroid is retarded by the roughness of the bed 
more so than any of the other shapes due to their propensity to meander around obstacles. 
In contrast, oblate and flattened clasts roll more easily and directly over the roughness 
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elements, and due to their mode of motion sample the faster flow velocities further from 
the bed compared to the more equant shapes. Consequently, oblate and flattened shapes 
may travel faster than spherical shapes once rebound on a rough surface becomes 
significant. In light of this finding, the hypothesis that the use of naturally shaped clasts 
would result in lower values of travel lengths and velocities than those found in this study 
is less valid. Clearly, some care needs to be taken when hypothesizing the effect of clast 
shape. 
2.5: Clast Manufacture 
The transport capability of the flume used was below the threshold needed to 
mobilize sediment of a normal density (for example quartz with a density of approximately 
2650 kg m-3). As a consequence, it was necessary to manufacture experimental clasts with 
a lower density that could be mobilized by the experimental flows used. Clasts were 
manufactured from a mixture of araldite and solid rock barite. Ball-bearings of the 
diameter of the transport clasts were purchased. Gelflex moulds of the ball bearings were 
made in metal cylindrical containers. Once the gelflex had solidified the moulds were 
removed from the cylindrical containers and were cut open into two halves to release the 
ball bearing. A mixture of araldite and barite powder made to the correct density was then 
placed in the mould in the void created by the ball bearing and allowed to harden. Once 
dried, the araldite and barite tracer clast was removed from the mould and sanded smooth. 
The density was checked by measuring the diameter of the clast and the mass of the clast. 
Three sizes of tracer particles corresponding to the D3o, D50 and D70 were 
manufactured in this process. Several densities were manufactured, ranging from 1100 kg 
m-3 to 2000 kg m-3, in steps of 50 kg m-3. In order to select the clast most suitable for the 
tracer, the different density clasts (all with the same diameter) were placed in various 
pockets on the cast surface and their behaviour was scrutinized when exposed to the high 
strength flow (flow condition 3). 
Descriptions of bedload transport in published field and laboratory experiments 
provided the basis for the type of sediment motion aimed for in the present study. Drake et 
al. (1988) provided detailed qualitative data on the transport of gravel (0.004 m median 
diameter) in Duck Creek, Wyoming, using a video camera to capture both plan and side 
views of bedload transport. They found that the motion of individual bedload particles 
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could be broken down into the episodic repetition of four successive phases: entrainment, 
displacement, distrainment and repose. Individual bedload particles moved in a series of 
intermittent displacements separated by much longer periods of repose. 
Drake et al. (1988) identified three modes of entrainment: roll over; liftoff; and 
impact ejection. Rollover was found to be the most common mechanism of entrainment of 
clasts larger than approximately 0.003 m and smaller particles not immediately surrounded 
by other surface particles. The entrained clast moved through the saddle between 
downstream clasts or, less commonly, rotated over the grain-top of the downstream clast. 
Entrainment by roll over preceded transport of the clast by rolling and occasionally 
saltation. The majority of clasts smaller than 0.002 m were entrained by liftoff, moving 
directly into the flow from the bed without significant preliminary rolling. This mode of 
entrainment generally initiated the transport of clasts by saltation. Finally, impact ejection 
occurred when clasts in motion struck those on the bed with enough force to dislodge them 
and initiate their entrainment. Drake et al. (1988) report that impact ejection accounted for 
an insignificant proportion of the total entrainment observed. 
Drake et al. (1988) also gave a detailed description of clast behaviour during 
transport. The dominant mode of motion was rolling, and accounted for the majority of 
clasts in motion larger than approximately 0.007 m. Drake et al. (1988) defined as rolling 
those clasts moving less than two clast diameters between contacts with the bed. The 
videography showed that in rolling mode the corners and edges of clasts contacted the bed 
approximately twice per clast diameter of travel. Clasts smaller than 0.003 m moved 
primarily in a mode of saltation, which Drake et al. (1988) defined as horizontal movement 
more than two clast diameters between bed contacts. A small number of clasts were 
observed to travel by sliding. 
Disentrainment is defined by Drake et al. (1988) as absence of net horizontal 
motion for 0.25 s or longer following transport. Disentrainment, in this sense, is distinct 
from deposition in that it represents the temporary cessation of motion, rather than the 
longer term storage of material that is suggested by the term deposition. Rolling clasts 
were found to decelerate gradually over distances of one or two clast diameters before 
disentrainment. In a number of cases the clast slid a small fraction of a particle diameter 
before coming to a rest. Occasionally they rolled part way up a protruding bed clast before 
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falling back to rest. In contrast, saltating clasts were observed to come to an abrupt halt by 
collisions with the bed. 
Finally, Drake et al. (1988) noted that active clasts at rest on the bed following a 
transport phase did not remain motionless. Clasts were observed to rock and vibrate in situ. 
In some cases this lead to entrainment by rollover or liftoff, in others the clast settled and 
was not entrained and transported. 
The qualitative observations of bedload motion described by Drake et al. (1988) 
were used as a guide in the present study to identify appropriate bedload behaviour. 
Experimentation found that clasts denser than 1300 kg m-3 were not readily entrained, even 
from fairly planer bed positions, and once entrained did not move more then a few grain 
diameters before coming to rest in a pocket from which they could not escape. Clasts with 
a density less than 1300 kg m-3 were entrained too readily, had only momentary contact 
with the bed once in motion, and were usually carried over the entire cast surface without 
coming to rest again. 
As a consequence of these pilot runs, clasts with a density of 1300 kg m-3 were 
deemed to produce the most realistic behaviour of a clast in bedload motion based on the 
descriptions provided in the literature. Clasts were not entrained immediately when placed 
on the bed surface, sometimes taking several minutes for entrainment to occur. Once a 
clast was in motion, it moved by combination of rolling and saltation. Clasts also came to 
rest in a number of pockets and therefore did not transport across the cast surface in one 
unbroken journey. Unfortunately clasts of this density were not mobilized in flow two, and 
therefore a second set of clasts were manufactured, under the same process described 
above. For flow condition 2 a density of 1100 kg m-3 proved to be the most realistic for 
bed load transport. 
Buffin-Belanger et al. (2006) report bed shear stress values of 1.467 N m-2 and 
3.693 N m-2, for flow conditions 2 and 3, respectively. These were calculated for the 
approach roughness, upstream of the cast surface. They were based on the assumption that 
the mean velocity, estimated from the discharge and flow area, is a good estimate for the 
velocity at 20 percent of the total flow depth, from which, using the law of the wall, the 
shear velocity and thus bed shear stress can be derived. The bed shear stress above the 
actual cast surface can also be calculated from the velocity measurements taken with the 
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ADV. The mean bed shear stress, calculated from the velocity profiles at each of the 
ninety-nine sampling location above the cast surface, is 1.452 N m-2 and 4.070 N m-2 for 
flow conditions 2 and 3, respectively. These two different methods of calculating bed shear 
stress give remarkably similar results despite their different derivations. This similarity 
gives increased confidence that they are a robust estimate of the shear stress at the bed. 
Using the mean bed shear stress derived from flow measurements over the cast 
surface it is possible to estimate the critical dimensionless shear stress for the tracers used 
in this study. On planar, hydrodynamic ally rough beds, composed of uniform sediment, B* 
rapidly attains a constant value k. The critical dimensionless shear stress, can be calculated 
using equation 1.1. This requires an estimate of the critical bed shear stress at which the 
tracer clasts just begin to move. Using the mean bed shear stress measured over the cast 
surface as a surrogate for the critical bed shear stress, the critical dimensionless shear stress 
for the largest tracer remains approximately constant at 0.074 and 0.069 under flows 
conditions 2 and 3, respectively (Table 2.2). The increase in B* with tracer size under each 
flow condition reflects the fact that the mean bed shear stress is used in the calculation 
instead of the true critical bed shear stress. The true critical bed shear stress would in fact 
decrease with decreasing tracer size, reflecting the fact that smaller clasts are easier to 
entrain from a bed of uniform material due to their smaller mass, which is the main force 
opposing motion. 
Table 2.2: Calculation of Dimensionless critical shear stress for the six combinations of flow condition 
and tracer size investigated. 
Flow Condition Mean Bed Shear Tracer Size (m) Tracer Density (kg m-3) B* 
Stress (N m-2) 
2 1.451 0.012 1100 0.123 
2 1.451 0.016 1100 0.092 
2 1.451 0.020 1100 0.074 
3 4.070 0.012 1300 0.115 
3 4.070 0.016 1300 0.086 
3 4.070 0.020 1300 0.069 
These values of B* are within the range of previously published values (e.g. 
Buffington and Montgomery, 1997), although they are towards the higher end of the range. 
The adjustments made to the density to make the clasts mobile have resulted in the 
dimensionless critical shear stresses remaining similar under both flow conditions, 
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meaning that the ratio of forces tending to create motion are just above those tending to 
resist motion. 
Robert (2003) suggests that the ratio of shear velocity, U*, to the settling velocity, 
Vo. can be used to indicate the mode of motion of transported clasts. Robert (2003) states 
that a conservative estimate of the transition between bedload and suspension occurs when 
U*/ Vo is greater than 1. Above this threshold, grains are travelling at velocities almost 
equal to that of the fluid, which suggests that suspension is likely to be the dominant 
transport mechanism. Shear velocity is calculated from: 
U* = ~rolp (2.1) 
where to is the bed shear stress and p is water density. The settling velocity for coarse 
material (> 0.002 m) can be determined from: 
Vo = ~(2/3)Dg«ps - p)/ p) (2.2) 
where D is the clast diameter, ps is the sediment density and g is the acceleration due to 
gravity. Table shows that the ratio of shear velocity to settling velocity lies below the 
threshold of 1 for all of the tracer clast sizes under flow conditions 2 and 3, which suggests 
that the dominant mode of motion is bedload. Furthermore, the ratio U*/ Vo remains 
approximately constant for each separate tracer size under flow conditions 2 and 3. This 
gives confidence that the motion exhibited by the tracers under flow conditions 2 and 3 is 
similar. 
Table 2.3: Ratio of shear velocity to settling velocity for the size combinations of flow condition and 
tracer size investigated. 
Flow 1"0 Tracer D(m) Tracer Shear Settling U*/Vo 
Condition (Nm·2) Size Density Velocity, Velocity, 
(kg m·3) u* (m S·I) VO (m S·I) 
2 1,451 0.012 1100 0.038 0.089 0,427 
2 1,451 2 0.016 1100 0.038 0.102 0.373 
2 1,451 3 0.020 1100 0.038 0.114 0.333 
3 4.070 0.012 1300 0.064 0.153 0,418 
3 4.070 2 0.016 1300 0.064 0.177 0.362 
3 4.070 3 0.020 1300 0.064 0.198 0.323 
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It is important to consider the effect that using non-quartz, low density material has 
had on the transport parameters extracted (i.e. step length). Tracers of quartz density (2650 
kg m-3) were not entrained at either flow condition 2 or 3. The bed shear stress needed to 
entrain the largest tracer on the cast surface can be calculated from equation 1.1. Assuming 
that the dimensionless critical shear stress is maintained at (/ = 0.07, the bed shear stress 
needed to entrain the largest tracer of quartz density would be 22.661 N m-2• This is 
approximately five and a half times greater than the bed shear stress of the high-strength 
flow condition (table 2.2). 
It is possible to investigate, hypothetically, how the transport parameters of quartz 
density material may differ to those of the low density material used in this study. Most of 
the factors that would affect the transport parameters will remain the same regardless of the 
changes in c1ast density and associated mean bed shear stress. Firstly, the pivot angles 
involved at each of the pockets that the c1ast enters would be the same because the sizes of 
c1asts used are the same. Secondly, the assumption that the dimensionless shear stress 
remains the same ((/ = 0.07) if the bed shear stress is increased to 22.661 N m-2 and 
normal density material is used would mean that the ratio of forces causing motion to those 
resisting motion would be similar. This suggests that, when in motion, the low density and 
quartz density material are experiencing shear stress just above the critical in both cases, 
despite the changes in the absolute value of the tractive force (the mean bed shear stress). 
If the lighter density material was subjected to the same flow as the normal quartz density 
material, i.e. a flow with a mean bed shear stress of 22.661 Nm-2, the forces tending to 
move it would be much greater than those resisting motion and it would travel further and 
faster than the quartz density c1asts, which brings in to question the mode of motion 
exhibited by the c1ast. This can be checked by examining the ratio of the shear velocity to 
the settling velocity of the c1asts used, a concept introduced in chapter 3 of this study. For 
example, placing the largest tracer (D = 0.020 m) used in flow condition 3, with density of 
1300 kgm-3 into the flow at which a quartz density grain was at just above the critical 
threshold for motion (i.e. = 0.07), which has a bed shear stress of 22.661 Nm-2 would mean 
that its mode of motion would be different. The ratio of shear velocity to settling velocity 
would be 0.760, which is only just below the threshold for transport by suspension. 
Increasing the bed shear on the bed to 39.244 Nm-2 would have the effect of making the 
ratio of shear velocity to settling velocity equal to 1, therefore, the lighter density tracer 
c1ast would be transported as suspended load. 
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The main difference would be the momentum that the clast has when it reaches an 
obstacle in absolute terms, which will influence whether a clast is able to pass over or 
around obstacles in its path. Momentum is the product of mass and velocity and units are 
specified in kg ms-I. Tracer clasts of quartz density would have a larger mass. For example, 
the largest tracer used in this study for the high-strength flow condition has a diameter of 
0.020 m, a density of 1300 kg m-3 and a mass of 0.0054 kg. If a quartz density (2650 kg m-
3) tracer of the same size was used it would have a mass of 0.0111 kg. It is shown later in 
this study that the mean velocity of step lengths increases from flow condition 2 to 3, 
despite the dimensionless critical shear stress (the ratio of force tending to motion to the 
forces resisting motion) remaining similar. The density of the tracer clasts used in flow 
conditions 2 and 3 increased also from 1100 kg m-3 to 1300 kg m-3• It can therefore be 
assumed that increasing the mean bed shear stress to 22.661 N m-2, and increasing the 
density of tracer material to 2650 kg m-3, whilst maintaining the critical dimensionless 
shear stress at a constant, fI = 0.07, will result in an increase in the mean velocity of the 
steps taken by the tracer. This assumes that the mode of motion of the tracer remains the 
same as at the flow conditions used in this study, i.e. bedload motion. Assuming a mean 
bed shear stress of 22.661 N m-2, the shear velocity is calculated from equation 2.1 as 
0.151 m S-I. The settling velocity of a quartz density tracer clast, the same size as the 
largest tracer used in this study is calculated as 0.4646 m S-I. The ratio between the shear 
velocity and settling velocity is 0.324. This value is similar to the ratios calculated for 
flows conditions 2 and 3 used in this study, which were 0.333 and 0.323, respectively. It 
can be assumed, therefore, that the motion is bedload. 
If the mass and velocity of steps increases with quartz density tracers, the 
momentum of the clast as it reaches obstacles that impede its progress will be larger than 
the momentum possessed by the less dense clasts used in this study. Consequently, the 
greater momentum means that the quartz density material possesses means that it may be 
able to rotate over obstacle clasts that stop the lighter density tracers used in this study. 
Consequently, the denser tracer may move further in each step length than the less dense 
tracer used in this study. 
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2.6: Release mechanism design and selection of release pockets 
A release mechanism (figure 2.7) was designed on the basis of providing a means 
to introduce the tracer clast into the flow with a minimum amount of disturbance. A hole, 3 
mm in diameter, was drilled through the cast in the centre of each release pocket. Bicycle 
brake-cables (composed of a central core and outer sheath) were fed through copper pipes 
(to prevent them from crimping) and attached to the underside of the cast. The central core 
of the brake cable was fed through the hole from the underside of the cast into the release 
pocket. The other end of the brake cable was routed (via the copper pipes) under the cast to 
the side of the flume and out of the top of the flume. Each tracer particle had a hole 0.001 
m in diameter drilled into it to the centre of the clast. This enabled the particle to be 
mounted onto the central core of the cable sticking through the cast surface in the release 
pocket. After placement, the clast was held in place by the central core in the release 
pocket. The clast was released by gripping the outer sheath of the cable and gently pulling 
the central core until the clast was free, and the cable was just below the cast surface. After 
release the clast remained in the pocket until it was entrained by the flow. 
/. 
Central core 
/ Outer sheath 
Tracer clast 
/ 
Flume 
Copper pipe 
Figure 2.7: Side-elevation schematic of the release mechanism design. Flow is into the page. 
Three pockets were selected in order to assess the impact of release pocket on the 
transport of the tracer clasts. The release sites were chosen from the upstream end of the 
cast in order to allow the tracer to have the maximum amount of the cast surface to travel 
over. Pocket 1 consisted of a saddle rotation, where the tracer clast pivots between the two 
clasts that make up the downstream boundary of the pocket. Pockets 2 and 3 were grain-
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top rotations, III which the tracer clast pivots over the top of the gram immediately 
downstream of the release pocket when entrained. The release pockets are shown in detail 
in figures 2.8-2.13. The a- and b-axis measurements of the clasts making up the immediate 
boundary of the release pockets are indicated. 
Figure 2.8: Release pocket 1, with the largest tracer in the pocket. The a- and b-axis of the main c1asts 
making up the pocket boundary are given. The saddle rotation exit point of the pocket is indicated. 
Figure 2.9: Release pocket 1, with the largest tracer in the pocket. The a- and b-axis of the main c1asts 
making up the pocket boundary are given. The saddle rotation exit point of the pocket is indicated. 
41 
Figure 2.10: Release pocket 2, with the largest tracer in the pocket. The a- and b-axis of the main clasts 
making up the pocket boundary are given. The grain-top rotation at the downstream exit point of the 
pocket is indicated. 
Figure 2.11: Release pocket 2, with the mid-sized tracer in the pocket. The a- and b-axis of the main 
clasts making up the pocket boundary are given. The grain-top rotation at the downstream exit point 
of the pocket is indicated. 
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Figure 2.12: Release pocket 3, with the smallest tracer in the pocket. The a- and b-axis of the main 
c1asts making up the pocket boundary are given. The grain-top rotation at the downstream exit point 
of the pocket is indicated. 
Figure 2.13: Release pocket 3, with the mid-sized tracer in the pocket. The a- and b-axis of the main 
c1asts making up the pocket boundary are given. The grain-top rotation at the downstream exit point 
of the pocket is indicated. 
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2.7: Videography and associated laboratory set-up 
Figure 2.14 illustrates the apparatus used for the tracing experiments. The camera 
was mounted perpendicular to the flume on a frame constructed from scaffolding. A 
Perspex viewing box was positioned in contact with the water surface to eliminate 
perturbations in the water surface, thus ensuring that the cast surface and tracer c1ast were 
Figure 2.14: Apparatus set-up for the video tracing experiments. The video camera and UV lights were 
mounted on a scaffolding structure positioned over the experimental channel. The Perspex viewing 
box, mounted separately, could be adjusted vertically using the threaded rod at each corner to ensure 
that it just touched the water surface. 
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clearly visible in the video recordings. The vlewmg box did not alter the near-bed 
hydraulics and similar apparatus have been utilised in other studies (Drake et al., 1988; 
Lancaster et al., 2006). 
Tracer particles were filmed usmg a Sony digital video camera (model: DCR-
VX2000E). This video camera operates using mini digital video cassettes (mini DV 
cassettes). The video camera collected data at a rate of twenty-five frames per second. Ten 
replicates were collected of each size, release pocket and flow combination on the Lune 
cast; a total of 180 separate experiments were carried out. Replicates were taken in an 
attempt to capture the inherent stochasticity of entrainment and movement. Selection of the 
number of replicates taken was driven by a need to maximise the number collected within 
the amount of time available for experimentation. 
Due to the large number of frames in each video file and the number of replicates 
collected it was necessary to automate the process of finding the position of the tracer clast 
in each video frame using an algorithm developed in Matlab. The algorithm used in this 
process is outlined fully in section 2.8. The laboratory set-up and algorithm design were 
developed concurrently. Adjustments could therefore be made to the laboratory set-up to 
maximize the effectiveness of the algorithm design. 
The initial stages of the algorithm development showed that it was necessary to 
ensure that the tracer intensity in the video file was much greater than that of the 
background cast for it to work well. In order to achieve this, the tracer was painted with 
fluorescent spray paint and four UV lights were positioned around the perimeter of the 
perspex viewing box to illuminate the cast surface evenly. The spray painted tracer 
fluoresced brightly under the UV lighting in contrast with the background cast surface, 
thus ensuring the algorithm was able to detect the position of the tracer proficiently. Three 
different spray paint colours were tested for their effectiveness: orange, green and yellow. 
The orange paint was found to fluoresce with the greatest intensity under the UV lights, 
and was subsequently chosen for the tracer experiments. 
A routine was established for the videography. Once a steady flow at the required 
level was achieved, the video camera was switched on and the clast was secured to the 
release mechanism in the chosen release pocket. The tracer clast was liberated from the 
release mechanism, and was then free to be entrained by the flow. The clast was filmed 
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until it either left the camera's field of view to the side or end of the cast, or when it 
entered a pocket from which it could not escape. 
The clast was deemed to be trapped in a pocket from which it could not escape 
when it had been in a pocket for three hundred seconds without moving out of it. Although 
the particle may move out of the pocket in a longer time period, this period was thought to 
be adequate to distinguish between resting and deposition to a final position for the scope 
of this study. The selection of this threshold was guided by the need to maximise the 
number of replicates taken in a laboratory session whilst keeping the time spent filming 
immobile grains to a minimum. In order to test this threshold, ten tracer clasts were left in 
a variety of pockets for longer than the five minute test period. Of the ten different pockets 
tested, none moved out of the pocket when left for 30 minutes. In those cases when the 
clast entered a pocket from which it could not escape within the 300 s threshold period, the 
final rest was omitted from subsequent analysis. 
2.8: Video Processing 
The individual video files were transferred from the mini DV cassettes. Each video 
file was captured from the DV cassettes using Adobe Premiere software and converted into 
an A VI (audio/video interleaved) format. The captured video files were compressed, using 
a compressor chosen for its speed of processing, compatibility with Matlab, and lack of 
data loss on visual inspection of video files . The principal objective of the video capture 
process was to obtain each replicate as a discrete video file from the initial moment of the 
entrainment of the clast from the release pocket to the end of its recordable movement, 
either before it left the camera's field of view or when it entered a pocket from which it 
could not escape. 
The algorithm developed to automatically detect and record the position of the 
tracer particle in the x- and y-plane required the use of Ultra Violet lighting to ensure that 
the tracer intensity was much greater than that of the background cast, particularly in the 
primary hue that the tracer particle was spray painted (red). Each successive frame in the 
A VI file was loaded separately into the Matlab workspace as a three-layer Red-Green-Blue 
(RGB) or 'truecolour' image. A structuring element was created in order for a 
morphological operation to be performed. This is essentially a step which removes any 
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small objects in the image. The RGB image was converted to black and white, usmg a 
threshold determined by manual experimentation. The aim was to isolate the tracer clast as 
a single white object on a black background. The threshold had to be high enough to 
ensure that the bright tracer particle could be isolated from the background of the cast but 
not so high that the tracer particle was also removed. In many cases the optimum threshold 
was slightly different for separate subsets of files, due to the fact that ambient lighting 
conditions in the laboratory varied from day to day. A canopy structure was constructed 
over the filming area in order to eliminate reflections on the perspex viewing box and 
reduce the temporal differences in ambient light in the laboratory. Finally, the position of 
the tracer clast was determined by finding its centroid. Once the position of the centroid of 
the tracer clast was found in each successive frame, the entire transport pathway of each 
replicate could be visualized. Figure 2.15 shows the transport pathway of an example 
tracer replicate, superimposed onto a still frame of the video file. In total the position of the 
tracer clast in 7037 successive video frames is shown, representing 281 s of video footage. 
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Figure 2.1S: Tracer centroids plotted onto a video frame, showing the entire tracer pathway from 
entrainment in the release pocket until the tracer left the camera's field of view at the downstream end 
of the cast. 
The total pathway displacement data can be parameterised in a number of ways 
using the centroid data: the total pathway displacement, and net displacement in the x- and 
y- direction. Table 2.4 and figures 2.16 and 2.17 illustrate the calculation of net 
di splacement in the x- and y-direction. The position of a clast during five consecutive time 
steps, to - t5 , is shown. Movement in the positive x-direction (downstream) is added onto 
47 
the previous position, whereas movement in the negative x-direction (upstream) is 
subtracted from the previous position. Similarly, movement in the positive y-direction (to 
the left) is added onto the previous position, whereas movement in the negative y-direction 
(to the right) is subtracted from the previous position. 
Table 2.4: Calculation of net displacemnt in the x- and y-direction and total pathway displacement. See 
figures 2.16and 2.17 for lettersxl"xs, YI"Ys and a-e. 
Displacement 
Net movement in x-direction, Xnet 
Net movement in y-direction, Ynet 
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Fig 2.16: Example of net movement of tracer c1ast in x-direction over five time-steps. 
48 
o 
g 
>. 
0 
0.1 
0.2 
0.3 
0.4 
-----------------------------~~tIr-------------- ----------
/ t'tJ.... 
b" / 1Y',\ a Y2 
);:/' \ 
t.~::::::::::::::: :~~;:~::::::::::: :~~'.t~ 
\ .. e \~ 
0.5 
0.6 
0.7 
- - - - - - - ~\ - - - - - - - - - - - - - - - -. - - - - - - - - - - - - - -
'-. / t 
\\. /' 3 
\\. / d 
--------------4Il-------------------------- ---------------
t4 
0.8 
0.9 
~ Flow 
1.0L-__ _L ____ ~ __ ~ ____ ~ __ ~L-__ _L ____ ~ __ ~ ____ _L __ ~ 
1.0 0.9 0.8 0.7 0.6 0.5 
x (m) 
0.4 0.3 0.2 0.1 o 
Fig 2.17: Example of net movement of tracer clast in y-direction over five time-steps. 
Figure 2.18 illustrates Xnet and Ynet for one replicate of the largest tracer, released 
from pocket 2, under the mid-strength flow condition for the pathway plotted in figure 
2.15. It can be seen that there are certain periods in which the net movement in the x-
and/or y-direction(s) are small, these are the rest phases. For example between 80 sand 
280 s net movement in the x- and y-directions alters little, although there are fluctuations in 
the position, which corresponds to the c1ast vibrating in the pocket, which will be discussed 
in detail in section 2.9. There are also parts in which there is definite movement in the x-
and/or y-direction(s), these are the step phases. 
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Figure 2.18: Net displacement in the (a) x-direction and (b) y-direction, for one replicate of the largest 
tracer released from pocket 2, under the mid-strength flow condition. 
2.9: Step and Rest Delineation 
It would have been prohibitively time-consuming to manually identify the separate 
phases of motion (steps) and non-motion (rests) for each tracer replicate from the video 
footage, and an automated procedure was therefore developed. It was necessary to validate 
the automated procedure. Consequently, the time of transition between separate steps and 
rests was manually identified from the video footage for a number of video files selected at 
random and compared to the output of the automated procedure. It is important to note that 
this validation process was repeated many times, and helped to improve accuracy of the 
automated procedure. For the purposes of this study, rests were identified as any cessation 
of movement equal to or greater than 1 s. This threshold was selected on the basis of visual 
inspection of the video footage of all tracer replicates during their collection and 
processing stages. It was found that cessation of movement for less than one second was 
not clearly visually identifiable from the video footage. 
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The partitioning of a tracer pathway into steps and rests is complicated by the fact 
that the clasts are often not stationary during a rest phase. Turbulent motions within the 
fluid buffet the clast causing it to vibrate in situ, quite vigorously in some instances. Hence, 
although the tracer is not in motion, i.e. moving along a trajectory from one pocket to the 
next, the centroid of the clast does not remain in one place. It was necessary, therefore, to 
allow for a small amount of movement in the streamwise and cross-stream directions 
during a rest phase. A distance of half of the diameter of the clast was chosen after visually 
scrutinising the videos and trial runs of the algorithm. This is similar to the method adopted 
by Drake et al. (1988) who defined entrainment as continuous movement in a net 
streamwise distance of one particle diameter. 
The net displacement in the streamwise (xnet) and cross-stream (Ynet) direction, 
calculated from the x- and y-coordinates of the clast centroids, were used to identify rest 
and step phases. The algorithm developed to delineate steps and rests separately 
interrogates the net displacement in the x- and y-direction for parts in which the net 
displacement in either dimension is greater than one half of the diameter of the clast. 
However for two reasons it is not possible to simply interrogate Xnet between two 
consecutive time steps, i.e. ti and ti+l for a difference of half the clasts diameter. Because 
the clast moves around in its pocket there must be some leeway when identifying a rest. 
However, this causes problems because this 'leeway' means it becomes impossible to 
distinguish between a particle resting in a pocket and one which is moving at a slow 
velocity. For example, when a particle is resting between ti and ti+1, it may move in it's 
pocket by 0.005 m. Similarly, when a particle is moving at a slow velocity its displacement 
may be 0.005 m. Thus, whilst the displacement may be the same there is a difference 
between the two in the phase of transport, with the former being a rest and the latter a step. 
In order to overcome this problem, the algorithm interrogates the Xnet and Ynet data 
separately by taking each time step in turn and checking twenty time steps ahead, i.e. ti to 
ti+2Q, for a difference of one half of the clasts diameter in the net displacement in the x- and 
y-direction. If the distance between Xnet at ti and Xnet at t;+20 or the distance between Ynet at t; 
and Ynet at t;+20 is greater than one half of the clasts diameter then the tracer phase of 
movement at ti is classified as a step. If it is less than one half of the clasts diameter it is 
classified as a rest. This was found to be efficient at finding the beginning of a rest, but not 
the transition between the end of a rest and the start of a step. There was a tendency for the 
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transition between the end of a rest and the start of a step to be located too early. Figure 
2.19 illustrates the reason for this. 
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Fig 2.19: Example of net movement of tracer clast in x- and y-direction over fifty-two time-steps. 
In the final time steps in the rest pocket, for example t31,t32,t33 .•. t50 the algorithm 
would check twenty time steps ahead at t51, t52, t53 ••• t70, and the distance would be greater 
than the threshold of one half of the tracer clasts diameter, therefore t31, t32, t33 ••• t50 would 
be classified as steps even though the tracer is in a rest phase. As a solution to this problem 
a second loop was installed in the algorithm to more accurately find the transition between 
the end of a rest and the start of a step. This loop identifies the time step that was twenty 
ahead of the time step marking the end of the rest. It then interrogates the displacement 
between this point and the position of the tracer at one time step ahead of the end of the 
rest, then two ahead of the end of the rest and so on. For example, if the end of the rest is 
denoted as ti the algorithm interrogates the displacement between ti+1 and ti+20, then ti+2 and 
ti+20, then ti+3 and ti+20. If the displacement gap during these iterations is greater than one 
half of the tracers diameter then the time step is classified as a rest still, if not it is a step. 
For example, if the distance between ti+3 and ti+20 is greater than one half of the clast's 
diameter then ti+3 is classified as a rest. If the distance between ti+4 and ti+20 is less than one 
half of the clast's diameter then ti+4, ti+5, ti+6 ••• ti+19 are classified as steps. 
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The adjustment of the boundaries between steps and rests as a result of the 
different stages of the algorithm meant that it was necessary to introduce a final section 
which identified and removed any rests less than twenty-five time steps (one second), and 
any steps less than half the clasts diameter, adjusting the boundaries between adjacent steps 
and rest accordingly. The Figure 2.20 illustrates the performance of the algorithm when 
partitioning Xnet and Ynet into steps and rests. The dotted and dashed vertical lines delineate 
the transition from a step to a rest, and from a rest to a step, respectively. The steps and 
rests are clearly distinguishable in the net displacement in the x- and y-direction. 
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Figure 2.20: Example of the partitioning of net displacement x- and y-direction into steps and rests. 
The dotted vertical lines mark the transition from a step to a rest and the dashed vertical lines mark 
the transition from a rest to a step. The data is for the largest tracer c1ast (D70) released from pocket 
two under the mid-strength flow condition. 
2.10: Extraction of parameters 
For the analysis of the step length and velocity distributions carried out in chapters 
four and five, the raw data was cleaned in two stages. Firstly, examination of the data 
created by the algorithm showed that in some cases, due to operator error, capture of the 
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discrete video files from the DV cassettes was initiated too soon which resulted in a rest at 
the start of the video file and subsequent analysis. This was undesirable, as the aim was to 
capture the pathway of the tracer from the moment that it was first entrained. 
Consequently, in order to ensure that all of the video files started at the moment of 
entrainment, any video file with a rest at the beginning was identified and the erroneous 
rest was removed. Secondly, any steps at the end of the video file in which the tracer clast 
was still in motion as it left the camera's field of view were also removed. This was 
because the clast was still in motion and had therefore not completed its movement, 
meaning that to record the step would be incorrect as it would be shorter than the true step 
length had the whole step been able to be captured. 
A number of transport parameters were extracted from the video footage. These 
include path step length, streamwise step length, step velocity and sinuosity. Figure 2.21 
plots the position of a tracer clast in forty-five successive frames of a video, a summary of 
the extracted transport parameters from this example are given in table 2.5. In this 
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Figure 2.21: Schematic representation of an example pathway composed of step 1, rest 1 and step 2. 
The steps and the rest are indicated by shaded black and grey circles, respectively. The dotted lines, 
separated temporally by a constant timeframe of 0.04 s, indicate the position of the tracer centroid at 
time,t. 
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Table 2.5: Individual step and pathway parameters extracted from an example pathway that consists 
of two steps and one rest over 45 time-steps. 
Step parameters 
Path Step Length 
Path Step Velocity 
Pathway parameter 
Pathway sinuosity 
Step I 
a+b+c 
(a + b + c ) I (t3 - to) 
Calculation 
Rest I Step 2 
d+e+f+g+h 
(d + e + f + g + h) I (t45 - t40) 
Calculation 
(a + b + c + d + e + f + g + h) I B 
example, the tracer clast makes a step over time period to to t3 (four frames), a rest from t3 
to t40 (thirty-eight frames) and another step from t40 - t45 (6 frames) between the start 
position and end position. The path step length is the distance travelled during a single 
displacement of the tracer clast. Thus, the path step length of step 1 is equal to the sum of 
the distances a, band c, measured in metres. The path step velocity is the average velocity 
during a single step, measured in metres per second. The pathway step velocity for step 1 is 
calculated as a + b + c / t3 - to. The pathway sinuosity is the ratio between the sum of the 
path step lengths and the overall direct distance between the start and end of the pathway, 
and has been calculated in order to parameterise the complexity of the tracer pathway. 
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Chapter 3: Steps 
3.1: Introduction 
The movement of tracers in the field and laboratory can be examined at different 
scales, depending upon the accuracy of the measurement techniques used. At the coarser 
end of the scale, tracers can be placed in the flow before a flood event and found after the 
flood event, from which the total displacement downstream can be calculated (Hassan et 
al., 1991; Gintz et al., 1996». Field experiments using radio-transmitter tracer pebbles can 
more accurately pinpoint the spatial and temporal thresholds of individual steps and rests 
(Ergenzinger et ai, 1989; Schmidt and Ergenzinger, 1992; Habersack, 2001). From this the 
direct displacement of individual steps can be calculated, however, the exact path taken 
between entrainment and deposition can not be defined and little is known of how the 
tracer interacts with the bed. In contrast, videography, whether in the field or laboratory, 
offers the researcher a chance to quantify accurately the path step length taken by the tracer 
and provides detailed qualitative data on the interaction between the tracer clast, the bed 
and the flow. 
The principal aim of this chapter is to investigate the effects of the experimental 
variables (clast size, starting pocket and flow) on the transport parameters extracted from 
the video footage. These include the path step length, path step velocity and pathway 
sinuosity. These parameters are defined in detail in section 2.10. In brief, the path step 
length is the distance travelled during a single displacement of the tracer clast, measured in 
metres. The path step velocity is the average velocity during each step, measured in metres 
per second. Pathway sinuosity is the ratio between the sum of all of the path step lengths in 
the entire pathway divided by the direct distance between the start and end of the pathway, 
and has been calculated in order to parameterise the complexity of the tracer pathway. 
The transport parameters extracted from each individual step, e.g. path step length, 
were grouped with those from the other replicates in each experimental subset. The full 
suite of experimental subsets is summarized in Table 3.1. Grouping the transport 
parameters in this way enabled the effect of each of the experimental variables on the 
transport parameters to be isolated and tested independently, by studying how the 
frequency distributions changed between the different subsets. The first three moments of 
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each frequency distribution (mean, standard deviation and skewness) were extracted from 
each experimental group. The frequency distributions were also visually scrutinised in 
order to examine any differences or similarities in the behaviour of the mobile clast under 
different experimental conditions. 
Table 3.1: Experimental design. For each combination of flow condition, release pocket and tracer 
clast size, ten replicates were collected. The total number of individual steps, n, examined from the ten 
replicates of each subset is also given. 
Flow Condition 
2 
2 
2 
2 
2 
2 
2 
2 
2 
3 
3 
3 
3 
3 
3 
3 
3 
3 
Pocket 
2 
2 
2 
3 
3 
3 
2 
2 
2 
3 
3 
3 
3.2: Path step length analysis 
Clast size 
2 
3 
............... __ ... -. 
2 
3 
2 
3 
2 
3 
2 
3 
2 
3 
No. of Replicates 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
n 
48 
42 
34 
--_ ......................... 
77 
37 
31 
71 
53 
34 
55 
43 
26 
133 
36 
26 
46 
40 
13 
-- .................. 
The path step length represents the actual pathway taken in each step, and is the 
most accurate measure of the displacement of the tracer. A statistical analysis was 
undertaken in order to identify which of the factors under investigation is important in 
terms of path step length. It is important to note that although the statistical tests were 
carried out with the primary intention of guiding the subsequent analysis, any relations 
uncovered in the data are investigated further, even if not found to be significant in the 
preliminary statistical analysis. 
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3.2.1 Statistical analysis 
Statistical tests were carried out to detennine whether any of the three factors under 
investigation (flow, size and pocket) had a significant effect on the magnitude of the path 
step length, and to investigate the possibility of an interaction between the factors. 
ANOV A, the statistical test most commonly employed in this situation, assumes that the 
data are a random sample from a normal population, and there is homogeneity of variance 
across the cells. Spread versus level plots and Levene's test for equality of variances 
revealed, however, pronounced heteroscedasticity within the data, thus violating the 
underlying assumptions of equal variances which is pivotal to the robustness of the 
ANOVA (figure 3.1). 
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Figure 3.1: Spread-versus-Ievel plot of path step length for the 18 experimental subsets. 
In response to this, a non-parametric equivalent of ANOV A was carried out in the 
form of a Kruskal-Wallis test. The results of this test are summarised in table 3.2. The 
Kruskal-Wallis test found the size factor to have an effect on the path step length with 95 
percent confidence. Tamhane's T2 was chosen as the non-parametric post hoc multiple 
comparison test in order to ascertain which of the mean path step lengths differed between 
the different sizes. All of the pairwise comparisons between the means of the different 
58 
sizes were found to be significant at the 0.05 level, thus it can be concluded that the path 
step length is dependent upon the size of the tracer clast. 
Table 3.2: Kruskal-Wallis test statistic for the effect of the size, release pocket and flow on the mean 
path step length. 
Source of Variation Sum of Squares Degrees of H P 
Freedom 
Corrected Model 4688783 17 
Intercept 138087591 
Flow 40992 0.529 0.75 < P < 0.90 
Pocket 233558 2 3.265 0.10 < P < 0.25 
Size 2169710 2 34.603 P«O.OOI 
Flow X Pocket 132430 2 2.840 0.10 < P < 0.25 
Flow X Size 115242 2 1.526 0.25 < P < 0.55 
Pocket X Size 490032 4 9.245 0.05 < P < 0.10 
Flow X Pocket X Size 325467 4 5.58 0.10 < P < 0.25 
Error 45590405 827 
Total 201474194 845 
Corrected Total 50279189 844 
H is the Kruskal Wallis test statistic, and P is the probability of occurrence. 
3.2.2: The effect of size on step length 
Table 3.3 provides a summary of the distribution of path step length for each of the 
experimental subsets. Similarly, figure 3.2 depicts the mean path step length for each of the 
experimental subsets. The error bars denote the 95 percent confidence interval. It can be 
seen from table 3.3 and figure 3.2 that the mean path step length increases directly with 
tracer size. For example, table 3.3 shows that the mean path step length of the tracer 
replicates released from pocket 1 under the mid-strength flow condition increased from 
0.222 m to 0.319 m as the size of the clast increased from one to three. Tracer clasts 
released from pockets 2 and 3 exhibit similar behaviour and the pattern is maintained under 
both flow conditions. Figure 3.2 illustrates not only the increase in mean path step length 
with tracer size, but also that the variability of path step length about the mean is greater 
with tracer size. This trend is mirrored in table 3.3, which shows that the standard deviation 
in mean path step length increases with size for each experimental combination of flow and 
pocket. This increase in standard deviation with tracer size reflects the fact that larger 
tracers are able to pivot through a wider range of angles than their smaller counterparts and 
hence, exhibit more variation in mean step lengths. 
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Table 3.3: Path Step Length Distribution for all of the experimental subsets. 
Flow Pocket Size Minimum Maximum Mean Median Standard Skewness n 
(m) (m) (m) (m) Deviation 
(m) 
2 0.016 0.990 0.222 0.155 0.217 1.530 48 
2 2 0.008 1.247 0.258 0.196 0.250 1.845 42 
2 3 0.012 1.082 0.319 0.224 0.285 1.072 34 
........ __ ......... --_ ......... ----_ ........ _--_ .............. __ ........ -.. __ ............ ---.- .............. _---_ ............ -.. -_ .............. ---_ ........... ------_ ................. 
2 2 0.008 0.963 0.152 0.080 0.183 20430 77 
2 2 2 0.013 0.788 0.211 0.128 0.215 1.129 37 
2 2 3 0.014 1.122 0.263 0.169 0.269 1.718 31 
. __ .. __ .. ---_. __ .... 
.... _-_ .... --------- .-.... __ ........ _--_._--_ .... -- "'- ..... _-_ .. '" ... -._._---_._ .. -.._--.-- .----_ .. _-------_ .. __ ... 
2 3 1 0.010 0.659 0.153 0.073 0.169 1.370 71 
2 3 2 0.018 0.820 0.181 0.134 0.175 1.712 53 
2 3 3 0.013 0.932 0.225 0.166 0.210 1.594 34 
3 0.008 0.832 0.221 0.128 0.215 0.993 55 
3 2 0.011 1.300 0.266 0.170 0.297 1.883 43 
3 3 0.036 1.317 0.339 0.149 0.386 l.304 26 
................... .................... .... ............... . ..................... 
3 2 0.008 1.026 0.110 0.060 0.136 3.334 133 
3 2 2 0.020 1.296 0.295 0.165 0.299 10464 36 
3 2 3 0.018 1.461 00419 0.322 0.389 1.320 26 
........ --_ ......................................................... -................ --_. __ ........ -- . __ .............................................. ................................................................................ 
3 3 1 0.007 1.211 0.209 0.097 0.270 1.982 46 
3 3 2 0.013 0.667 0.200 0.123 0.203 1.128 40 
3 3 3 0.055 1.024 0.314 0.169 0.301 1.467 13 
The relation between tracer size and mean path step length is shown in figure 3.3 in 
which the mean path step length is plotted against tracer size, regardless of flow condition 
or release pocket. For example, the mean path step length of the smallest tracer is 0.178 m, 
which is calculated, using table 3.3, as the mean of all of the pocket and flow subsets for 
the smallest tracer clast (0.222 m, 0.152 m, 0.153 m, 0.221 m, 0.110 m and 0.209 m). The 
relation is fitted with a linear model, which provides a good fit to the data (r2 = 0.992). 
Increasing the tracer clast size from the smallest (0.012 m) to the largest (0.020 m), which 
represents a 67 % increase in size, results in a 76 % increase in the mean path step length. 
It is important to reiterate that, in the present study, step length is defined as the 
distance between two rest positions: an elementary component of transport. Relatively few 
studies (Ste1czer, 1981; Nakagawa et al., 1982; Drake et aI., 1988; Ergenzinger et aI., 
1989; Habersack, 2001) have directly measured step length as an elementary parameter 
due to the difficulties associated with its measurement. Furthermore these studies have not 
parameterized the path step length, but usually either the total displacement downstream in 
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each single step or the total direct distance between consecutive points of entrainment and 
disentrainment. 
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Figure 3.2: Mean path step length and 95 % confidence interval for each of the 18 experimental 
subsets. For any given flow and pocket, the path step length mean and standard deviation increases 
with c1ast size. 
Drake et al. (1988), working at Duck Creek, Wyoming, a gravel-bed stream largely 
fed by snowmelt, found a positive relation between the mean step length and c1ast size. 
The mean step length was found to be approximately fifteen times the grain size of interest. 
Similarly, Nakagawa et al. (1982) found that the mean step length for individual fractions 
in mixed-size sands increased directly with size, equal to between 6 and 30 times the clast 
diameter. Habersack (2001), in contrast, found no increase in mean step length with tracer 
size, based on the radio-tracking of sixteen c1asts over five flood events in the 
Waimakariri, South Island, New Zealand. In the present study, the mean step length was 
found to vary between 3 and 14 times the grain size of interest, similar to previous studies. 
It is important to note that the experiments of Drake et al. (1988), Nakagawa et al. (1982) 
and the present study were conducted over short time scales and with a steady flow. In 
comparison, the study of Habersack (2001) was conducted over a longer time period in 
which tracers, deployed during flood events, were subject to unsteady flow. The varying 
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flow strength over time may have masked any relation between the tracer size and mean 
step length. 
One would expect the size of a clast to influence the length of each individual step 
that it takes during transport. A clast is entrained and remains in motion if the mobilizing 
forces, i.e. shear stress and turbulence driven fluctuations, are greater than those resisting 
motion, such as its weight and position on the bed. An important consideration is the ratio 
of the size of the grain in motion to the clasts beneath it, which affects the pivoting angle 
(Li and Komar, 1986; Komar and Li, 1986; lames, 1990). The pivot angle decreases as the 
ratio of the clast in motion to those clasts underneath increases, with a smaller pivot angle 
enabling a mobile clast to move out of or pass through a pocket more easily due to a 
smaller required turning moment. 
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Figure 3.3: Relation between tracer c1ast size and mean path step length. The dotted line represents a 
linear trendline fitted to the data, the equation for which is given. The agreement between the model 
and the data is good, with an r2 value of 0.992. 
Also important is the clast's size relative to those clasts in close proximity to it on 
the bed surface. A particle larger than most of its immediate neighbours will be entrained 
more readily despite its greater mass because it is more exposed to the flow and thus the 
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forces that seek to entrain it are larger (Fenton and Abbott, 1977). Once in motion the clast 
encounters a myriad of pockets into which it moves, each having a probability of capturing 
the clast or allowing it to pass unimpeded and continue along its transport path. A clast 
larger than the median size of the bed surface is less likely to encounter obstacles that can 
halt its progress due to its smaller pivoting angle and greater exposure. Consequently, the 
probability of disentrainment at each new pocket it moves into is lower. Once in motion, 
therefore, the chance that it stops with each consecutive time step is lower than for a 
smaller clast. 
In summary, the effects of exposure and relative size lead to a positive relation 
between tracer size and mean step length, in which larger tracer clasts move, on average, 
further in each step, despite their larger absolute size and thus greater mass. This is because 
the effects of hiding and the relatively larger pivot angles of smaller tracers in each pocket 
that they encounter, compared to larger tracers, leads to a lower probability that the 
smallest tracer will be able to move out of a pocket, thus on average it travels a shorter 
distance in each step. 
3.2.3: The effects of release pocket on step length 
The statistical analysis found no significant effect of pocket on the path step length 
(table 3.3). Careful examination, however, of table 3.3 and figure 3.4 suggests that there is 
an interactive effect between size and pocket. The effect of this interaction between pocket 
and size on step length was not found to be statistically significant at the 0.05 level. At the 
less strict level of 0.10, however, the interaction was significant. 
Table 3.3 and figure 3.4 show that the dependence of step length on size is specific 
to the starting pocket chosen, which infers that the substrate downstream of the release 
point is the cause of this disparity. For example, when the smallest tracer was released 
from pocket 1, at the mid-strength flow condition, the mean path step length was 0.222 m. 
When the same clast is released from pockets 2 and 3, however, the mean path step length 
decreases to 0.152 m and 0.153 m, respectively. The trend is similar for all three sizes of 
tracer at the mid-strength flow condition. This would suggest the mobility of the tracer 
c1ast is highly dependent on the structure, texture and associated local hydraulics that it 
encounters downstream of the starting pocket. It is possible, therefore, to speculate that the 
differing structure and texture of the bed that the tracer c1ast encounters downstream of 
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each separate starting pocket masks any general relation between the size of the clast and 
its mean distance of travel, making comparison between pockets problematic. This shall be 
re-addressed in later sections when the substrate downstream from the three starting 
pockets is assessed. At the high-strength flow condition the pattern is more complex 
(figure 3.4(b», which suggests that the relation between size and pocket is affected by the 
flow condition, although an interactive effect between flow, size and pocket was not found 
to be statistically significant (table 3.2). In general, it would appear that clasts from pocket 
1 have higher mean paths steps lengths than those released from pockets 2 and 3, although 
this pattern is complicated at the high strength flow condition when the increase in the 
mean path step length is greater for pocket 2. This will be examined further in section 
3.2.4. 
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Figure 3.4: Mean path step length and 95 % confidence interval for each of the 18 experimental 
subsets. 
The fact that the dependence of path step length on tracer size is also affected by 
the substrate over which it is moving may explain why no clear relation between tracer size 
and mean step length is found in some studies over rough natural surfaces (e.g. Habersack, 
2001). The step lengths of clasts of different sizes are compared even though they may 
have encountered dissimilar substrates. For example, comparing the smallest tracer clast 
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released from pocket 1, under the mid-strength flow condition, which had a mean step 
length of 0.222 m, with the mid-sized tracer c1ast released from pocket 2 which had a mean 
step length of 0.211 m, with the mean path step length of the largest tracer released from 
pocket 3 of 0.225 m, would lead to the erroneous conclusion that mean step length is not 
directly related to the size of the tracer clast. 
3.2.4: The effect of flow on step length 
Although not statistically significant, examination of table 3.3 and figure 3.5 
suggests that there is an effect of flow on the path step length, although this is dependent 
on the release pocket. Changing the flow condition has little effect on the mean path step 
length from pocket 1. For example, from table 3.3 and figure 3.5(a) it can be seen that all 
three sizes released from pocket 1 under the mid-strength flow condition move, on 
average, 0.222 m, 0.258 m and 0.319 m in each individual step. Changing the flow 
condition to the high-strength flow has little effect on these mean values and they remain 
practically constant at 0.221 m, 0.266 m and 0.339 m. From this it can be inferred that 
obstacles blocking the tracer clast's progress at the low flow condition, such as pockets 
with high pivot angles, low exposure and sheltering from the flow, are still operational at 
the stronger flow condition despite the increases in shear stress and turbulent fluctuations 
operating on the bed at the higher flow condition. For pocket 3, all sizes move further 
under the high-strength flow condition, although the response is stronger for the smallest 
and largest tracer sizes. This would suggest that the mobile c1asts are able to overcome 
obstacles in their path at the high-strength flow condition. 
In contrast, pocket 2 has a different response pattern in terms of individual path 
step lengths to an increase in flow strength. For the smallest tracer clast, the mean path step 
length decreases from 0.152 m to 0.110 m, whereas for the mid-sized and largest tracers, 
there is a dramatic increase from 0.211 m and 0.263 m to 0.295 m and 0.419 m, 
respectively, with an increase in flow strength. This would suggest the two largest sizes are 
able to overcome obstacles in their path at the high-strength flow condition. 
The flow condition to which the tracer clast is subjected is expected to affect the 
path step length during transport, based on a consideration of the forces involved. The high 
strength flow condition has a higher velocity at all heights above the bed (Buffin-Belanger 
et al., 2006). Consequently, when the tracer clast is entrained at the high strength flow it 
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will possess a greater momentum than a c1ast entrained at the mid-strength flow. This 
greater momentum enables the c1ast to travel further once entrained because the probability 
that it can pivot out of a pocket is greater due to the greater absolute momentum it carries. 
0.6 
E 
-
.!:: 0.4 
-C> 
c: 
~ 
c.. 
Q) 
- 0.2 (/) 
.!:: 
ca 
a.. 
0.0 
0.6 
:[ 
.!:: 0.4 
-C> c: 
~ 
c.. Q) 
- 0.2 (/) 
.!:: 
ca 
a.. 
0.0 
0.6 
:[ 
.!:: 0.4 
-C> 
c: 
~ 
c.. 
Q) 
- 0.2 (/) 
.!:: 
ca 
a.. 
0.0 
a: Pocket 1 
1 
b: Pocket 2 
<!! 
1 
c: Pocket 3 
o Row 2 
o Row 3 
2 
Oast size 
2 
Oast size 
2 
Oast size 
3 
3 
3 
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The turbulent forces within the fluid also play a role in the transport of material. 
Buffin-Belanger et al. (2006) calculated the mean turbulent kinetic energy, K, from the 99 
velocity files sampled at each of the four heights above the bed. Turbulent kinetic energy is 
calculated from: 
K = O.Sp (U ~MS + V ~MS + W ~s) (3.1) 
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where p is water density and RMS denotes the root-mean square of the streamwise (U), 
cross-stream (V) vertical (W) velocity components. Turbulent kinetic energy represents the 
energy extracted from the mean flow by turbulent processes (Robert, 2003). Buffin-
Belanger et al. (2006) report that turbulent kinetic energy increased from the mid- to high-
strength flow condition for all sampling heights above the bed. The spatial heterogeneity 
was also shown to increase with height above the bed. 
Buffin-Belanger et al. (2006) also show that at the mid-strength flow condition, the 
turbulent kinetic energy was greatest in the velocity measurements taken at a height of 0.03 
m above the bed. From a maximum of 2.6 J m-3 at a height of 0.030 m above the bed, mean 
turbulent kinetic energy was found to decrease progressively towards the bed, dropping 
from approximately 2.5 J m-3 at a height of 0.015 m to 2.4 J m-3 at 0.008 m. 
At the mid-strength flow condition, none of the tracer clasts protrude into this zone 
of maximum turbulent kinetic energy and are therefore not subjected to the turbulent forces 
therein. However, the height of maximum mean turbulent kinetic energy moves closer to 
the bed under the high-strength flow condition, reaching a maximum mean value of 
approximately 8.2 J m-3 in the layer of 99 velocity time series taken at a height of 0.015 m 
above the bed. This means that the mid-sized (D = 0.016 m) and largest tracer (D = 0.020 
m) actually protrude into this zone of maximum turbulent kinetic energy. The smallest 
tracer (D = 0.012 m), however, does not. 
This may mean that turbulent structures are able to penetrate further into the cast 
pockets and convert them from 'non-passing' to 'passing' pockets, in terms of the 
momentum required to pivot the grain out of the pocket, and to overcome the effects of 
hiding caused by the ratio of the size of the grain in motion to those around it and 
structures present in the bed surface. Consequently, the observed increase in path step 
length is likely to be a result of not only the increase in the velocity of the fluid, but also 
the altered turbulence structure near to the boundary. 
Other authors have also reported a link between mean step length and flow 
strength. Stelczer (1981), for example, reported a positive relation between mean step 
length and bottom velocity, based on laboratory measurements over eight different ranges 
of bottom velocity (0.2 - 1.0 m S-I) on bed of uniform material (D = 0.033 m). Although 
not specified by Stelczer (1981), it is assumed that step length is the direct distance 
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between between two consecutive rest positions. Figure 3.6 depicts the data of Stelczer 
(1981). A close correlation is found between the bottom velocity and the mean step length, 
L, such that: 
L = 1.9 Vf-0.34 (3.2) 
where Vf is the bottom velocity. The relation yielded a correlation coefficient, r2, of 0.96. 
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Figure 3.6: Relation between bottom water velocity and step length proposed by Stelczer (1981). The 
linear trend line is fitted to the data of Stelczer (1981). The direct step length from the mid- (flow 2) 
and high-strength (flow 3) flow conditions of the present study are also plotted. 
Due to the difficulty associated with the measurement of velocity close to the bed at 
the time of the research, Stelczer (1981) estimated the bottom velocity based on the 
assumption that the bottom velocity is equal to one half of the velocity measured 0.3 m 
above the bed. Technological advances mean that it is now possible to measure accurately 
the velocities very close to the bed surface. Consequently, the mean bottom velocity for the 
mid- and high-strength flow conditions was calculated from the mean of the velocity 
measurements taken at the 0.008 m height above the bed at the 99 sampling locations over 
the cast surface (table 3.4). This height was chosen as, out of the four velocity 
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measurements taken at 0.008 m, 0.015 m, 0.030 m and 0.10 m it best represents the mean 
bottom water velocity experienced by the clast. The velocities sampled at the other heights 
are above the top of the smallest tracer clast (0.012 m). The mean bottom velocity 
calculated from the mean velocity sampled at each of the 99 sampling locations at a height 
of 0.008 m above the cast surface is equal to 0.186 m S-I and 0.334 ms-I, respectively. It is 
important to note that the velocity measurements taken at 0.008 m are measured above the 
local bed topography in a convolute layer, in which the bottom of the bed is taken to be the 
top of the clast immediately below the velocity sampling location. 
Table 3.4: Bottom velocities (water) and mean direct step lengths for the mid- and high-strength flow 
conditions. 
Flow Condition 
2 
2 
2 
3 
3 
3 
Tracer Size 
2 
3 
2 
3 
Mean Bottom Velocity Mean Direct Step Length 
(m S-I) (m) 
0.186 0.107 
0.186 0.164 
0.186 0.210 
0.334 0.124 
0.334 0.204 
0.334 0.275 
In order to directly compare the results of Stelczer (1981) with the present study the 
mean bottom velocity is plotted against the mean direct step length for the three tracer 
sizes in figure 3.6 (the data from the release pockets are combined for each size of tracer). 
The direct step length is the direct distance between two consecutive rest positions. The 
mean direct step length increases with the mean bottom velocity for each of the tracer 
sizes. The difference between the mean direct step length at flow 2 and flow 3 also 
increases with tracer size, from 0.017 m , 0.04 m and 0.065 m for sizes 1 to 3, 
respectively. The data lie surprisingly close with the relation found by Stelczer (1981) . It 
may be speculated that had more flow conditions been investigated in the present study, a 
trend line fitted through the data for each tracer size would produce a set of trend lines for 
each tracer size, that would have a lower gradient than the trend line through the data of 
Stelczer (1981). The lower gradient of the line would be due to the rough nature of the cast 
surface compared to the uniform bed material used by Stelczer (1981). 
It is important also to consider the effect that the density of the material used would 
have on the relations found. The density of the material used in the present study was 
lower than normal quartz density, at 1150 kg m-3 and 1300 kg m-3 for the mid- and high-
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strength flow conditions, respectively. It is postulated that, had quartz density material 
been used, the data points would have plotted further to the right on the x-axes of figure 
3.6, due to the fact that a higher bottom velocity would have been required to entrain and 
transport the tracer c1asts. 
3.3: Path step velocity analysis 
The path step velocity represents the mean velocity of the tracer c1ast during each 
individual step. An example outlining the calculation of path step velocity is given in 
section 2.10. A statistical analysis was undertaken to highlight the factors of importance, in 
terms of path step velocity, and guide the analysis presented in this section. 
3.3.1: Statistical Analysis 
The Kruskal-Wallis test was employed in order to investigate if any of the 
experimental variables had an effect on the velocity of the tracer during a step, the results 
of which are summarised in table 3.5. The Kruskal-Wallis test revealed that the size of the 
tracer c1ast and the flow condition had an effect on the path step velocity with a 
Table 3.5: Kruskal-WaIlis results for the effect of the size, release pocket and flow on the mean path 
step velocity. 
Source of Variation Sum of Squares Degrees of H P 
Freedom 
Corrected Model 8578628.27 17 
Intercept 142904004.00 
Flow 2537020.65 42.587 P« 0.001 
Pocket 80735.72 2 1.355 0.50 < P < 0.75 
Size 2640736.18 2 44.33 P«O.OOI 
Flow X Pocket 38062.16 2 0.64 0.50 < P < 0.75 
Flow X Size 165646.26 2 2.78 0.10 < P < 0.25 
Pocket X Size 1239381.63 4 20.80 P«O.OOI 
Flow X Pocket X Size 896632.23 4 15.05 0.001 < P < 0.005 
Error 41700558.8 827 
Total 201474192.00 845 
Corrected Total 50279187.00 844 
H is the kruskal WaIlis test statistic, and P is the probability of occurrence. 
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significance level of 0.05. Interactive effects for pocket and size (pocket x size) and 
pocket, size and flow (pocket x sizex flow) on path step velocity indicate that the flow 
and size effects vary with the release pocket. Pairwise comparison revealed that the mean 
path step velocity of the smallest tracer was different to that of the mid-sized and largest 
tracers, significant at the 0.05 level. The mean path step velocities associated with sizes 
two and three, however, were not found to differ significantly. 
3.3.2: The effect of size on path step velocity 
Post-hoc tests revealed that the path step velocity of the smallest tracer was 
different to that of the mid-sized and largest tracers. Table 3.6 and figure 3.7 show that, in 
general, the mean path velocity of the smallest tracer is less than that of its larger 
counterparts. Figure 3.7 shows that the magnitude of change in the path velocity between 
different sizes is much smaller at flow condition 2 compared to flow condition 3, although 
table 3.6 shows that there is still an increase in mean path step velocity with size. For 
example, examination of table 3.6 and figure 3.7 shows that for pocket 2 at the mid-
strength flow condition, increasing the size of the mobile clast used from the smallest to 
the largest tracer increases the magnitude of the mean path step velocity from 0.059 ms-I 
Table 3.6: Path step velocity distributiou for all of the experimental subsets. 
Flow Pocket Size Minimum Maximum Mean Median Standard Skewness n 
(m S·I) (ms' l ) (m S·I) (m S·I) Deviation 
2 0.020 0.148 0.067 0.065 0.031 0.648 48 
2 2 0.020 0.223 0.077 0.074 0.036 1.373 42 
2 3 0.029 0.142 0.074 0.068 0.029 0.547 34 
................. ................. .................. . ................. .. __ .............................. ---_ .............. 
2 2 1 0.022 0.130 0.059 0.050 0.028 0.945 77 
2 2 2 0.017 0.154 0.071 0.067 0.034 0.404 37 
2 2 3 0.026 0.152 0.074 0.072 0.031 0.598 31 
... -------_ ....... -------_ ...... -... ---------_ ....... ----------_ ......... ----------_ .......... -.---_._-_ ....... ----------_ ............ ----------_ ............... -.------------_ .............. _-... ----.---------_ .............. -.--.------
2 3 1 0.023 0.167 0.059 0.043 0.036 1.357 71 
2 3 2 0.031 0.155 0.070 0.066 0.031 0.931 53 
2 3 3 0.031 0.165 0.077 0.068 0.032 0.655 34 
3 0.016 0.258 0.098 0.090 0.054 0.788 55 
3 2 0.025 0.236 0.109 0.103 0.062 0.409 43 
3 3 0.047 0.177 0.090 0.079 0.037 0.955 26 
......... ----_ ............ ----_ ............. -.. _-------------------_._------_._--_._-_ .. _-----------_._ ... _---------------_ ... _----------------_. __ ._--------------------_ ..... _ .. ----_._._--------------------_._-_.-.. ----_._-----------
3 2 1 0.018 0.245 0.059 0.044 0.041 2.071 133 
3 2 2 0.031 0.279 0.117 0.118 0.057 0.583 36 
3 2 3 0.028 0.303 0.127 0.118 0.062 0.798 26 
._-----------_.-.. -._---------_.- .. _._-----------------_._-------------_. __ ... _------------_._._---_._----------_ ...... _-----------_ ... -... _----------_.- ......... -------------------------_ .. _ ... _._---------------------_._ ........ _----
3 3 0.026 0.206 0.090 0.083 0.055 0.534 46 
3 3 2 0.016 0.235 0.097 0.080 0.061 0.754 40 
3 3 3 0.047 0.252 0.136 0.113 0.070 0.574 13 
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to 0.074 m S-I. However, at the high strength flow condition, the increase from the smallest 
to largest tracer produces a much larger increase, from 0.059 m S-I to 0.127 m S-I. In 
general, at the mid-strength flow condition, increasing the tracer size from 1 to 3, which 
represents an increase of 67 %, results in a 22 % increase in mean path step velocity. At the 
high strength flow condition, the increase in tracer size from 1 to 3 results in a 43 % 
increase in mean path step velocity. Thus it can be concluded that larger tracers move 
faster than smaller tracers and this effect is greater at stronger flow conditions. 
Figure 3.7: Mean path step velocity and 95 % confidence interval for each of the 18 experimental 
subsets. In general, the path step velocity mean and standard deviation increases with tracer size. 
The effect that size has on the average velocity during a single step can be 
investigated by examining the relation between tracer clast size and flow velocity at 
various heights above the bed. Table 3.7 summarises ensemble flow parameters at each of 
the sampling heights. From table 3.7 it is possible to see that, as expected, the mean flow 
velocity increases with height above bed, under both flow conditions. The standard 
deviation decreases with height above the bed, which is indicative of the lower spatial 
heterogeneity of streamwise velocity higher in the flow. Buffin-Belanger et al. (2006) also 
illustrate these findings. 
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Table 3.7: Mean, median, standard deviation and skewness of the streamwise water velocity 
component at each of the four sampling heights above the bed at the two flow conditions investigated. 
The number of velocity sampling locations used to calculate the ensemble flow parameters at each of 
the four sampling heights over the two experimental flow conditions is indicated by n. 
Flow Layer Height Mean Median (m s-I) Stan_ Dev_ Skew n 
(m) (ms-I) (m S-I) 
2 A 0_008 0.l86 0.187 0_104 0.063 99 
2 B 0_015 0.220 0.222 0_094 -0.062 99 
2 C 0_030 0.270 0.273 0_086 -0.288 98 
2 D 0_100 00412 00418 0_055 -0.518 97 
3 A 0_008 0.334 0.344 0.l84 -0.131 89 
3 B 0.015 0.398 00405 0.165 -0_223 94 
3 C 0_030 00494 0502 0_138 -0.375 99 
3 D 0_100 0.716 0_729 0_091 -1.267 98 
The mid-sized and largest tracers may exhibit larger mean path velocities in each 
step due to the fact that they project further above the bed and consequently are subjected 
to faster flow velocities than the smallest tracer. For example, the mid-sized and largest 
tracer clasts, with diameters of 0.012 m and 0.016 m respectively, project into layer B, at a 
height of 0.015 m above the bed. At the mid-strength flow condition (flow 2), the mean 
streamwise flow velocity at this height over the sampling area was found to be 0.220 ms-I. 
In contrast, the smallest tracer c1ast, with a diameter of 0.012 m, does not project into layer 
B, and the flow velocity that it experiences can only be characterised using the mean 
streamwise velocity in layer A, at a height of 0.008 m. At the mid-strength flow condition 
(flow 2), the mean streamwise flow velocity at this height over the sampling area was 
found to be 0.187 m S-I. A similar pattern is found under the high strength flow condition, 
although the absolute values involved are larger. The greater exposure to the faster flow 
velocities higher in the flow during transport of the mid-sized and largest clasts enables the 
clasts to travel at higher velocities than the smallest tracer. It is postulated that, for any 
given flow condition, as the size of tracer increases further the effect of its greater mass 
will eventually counteract its greater protrusion and the relation between path velocity and 
size will cease to exist. 
3.3.3: The effect of flow on path step velocity 
From table 3.6 and figure 3.8 it is possible to see that for the majority of release 
pocket and tracer sizes, the mean path step velocity is greater for the high strength flow 
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condition (flow 3) than the mid-strength flow condition. This positive relation was found to 
be statistically significant (table 3.5). Table 3.7 shows that, for any given height above the 
bed, the mean and standard deviation of the streamwise velocity is greater for the high-
strength flow compared to the mid-strength flow condition. For example, the ensemble 
mean streamwise velocity for all of the 99 files sampled in layer A above the bed increased 
from 0.186 m S-1 to 0.334 m S-I. Similarly, the ensemble mean streamwise velocity for all 
of the 99 files sampled in layer B above the bed increased from 0.220 m S-1 to 0.398 ms-I. 
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Figure 3.8: Mean Step velocity and 95 % confidence interval for each of the 18 experimental subsets. 
In general, the path step velocity mean and standard deviation increases with flow strength. 
It is postulated that the observed increase in mean path step velocity with flow 
velocity is related to the increase in flow velocity, however, differences in turbulence 
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intensity between the two flows may also play a role. The turbulent kinetic energy has been 
shown reach a maximum level closer to the bed, under the high strength flow condition 
(Buffin-Belanger et al., 2006). Higher turbulence will increase the incidence and 
magnitude of turbulence driven events at the bed, such as sweeps. Drake et al. (1988) have 
shown that the action of turbulent sweeps increases the velocity of individual grains in 
motion, as well as increasing the total distance travelled by the clast compared to other 
bedload clasts not entrained by turbulent structures. It may be concluded, therefore, that the 
increase in mean path step velocity at the high strength flow condition is due to a 
combination of higher streamwise flow velocities and increased turbulence at the bed. 
3.3.4: The effect of release pocket on path step velocity 
Figure 3.9 shows that the variation in the mean and standard deviation of path step 
velocity between the different pockets is greater at the high-strength flow condition. The 
statistical analysis indicated that the size and flow effects vary with the release pocket 
(table 3.5), however, no systematic response in the mean path step velocity can be 
ascertained from examination of figure 3.9 
o Pocket 1 
o Pocket 2 
" Pocket 3 
3 
3 
Figure 3.9: Mean path step velocity and 9S % confidence interval for each of the 18 experimental 
subsets. The effect of release pocket on the mean path step velocity is more varied at the high-strength 
flow condition. 
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3.4: Sinuosity of Pathways 
The sinuosity of the pathways is investigated because it reflects the complexity of 
the routes taken by the tracer during motion. In contrast to sections 3.2 and 3.3 which 
studied the characteristics of individual steps, this section is focused on the entire pathway 
from the release pocket to the final resting position. The final resting position may either 
be a pocket from which the clast could not escape within the 300 s threshold period, or the 
last pocket in which it rested before moving out of the camera's field of vision in the 
following step. An example outlining the calculation of pathway sinuosity is given in 
section 2.10. A statistical analysis was undertaken to highlight the factors of importance, in 
terms of pathway sinuosity, and guide the analysis presented in this section. 
3.4.1: Statistical Analysis 
Spread versus level plots and Levene's test for equality of variances revealed 
heteroscedasticity within the data. Consequently the non-parametric Kruskal-Wallis test 
was performed. The results of this test are summarised in Table 3.8. The Kruskal-Wallis 
test found that the size and pocket factors have an effect on the pathway sinuosity with 95 
percent confidence. Not all of the pairwise groups tested were found to differ in terms of 
sinuosity. The mean pathway sinuosity of the smallest tracer, was found to be different 
Table 3.8: Kruskal-Wallis test statistic for the effect of the size, release pocket and flow on the 
sinuosity of the pathway. 
Source of Variation Sum of Squares Degrees of H P 
Freedom 
Corrected Model 189244.651 17 
Intercept 1140766.284 
Flow 1423.893 0.62 0.25 < P < 0.50 
Pocket 45118.841 2 19.53 P«O.OOI 
Size 102770.050 2 44.49 P«O.OOI 
Flow X Pocket 8052.040 2 3.49 0.10 < P < 0.25 
Flow X Size 2454.837 2 1.06 0.50 < P < 0.75 
Pocket X Size 14283.362 4 6.18 0.10 < P < 0.25 
Flow X Pocket X Size 7474.683 4 3.24 0.50 < P < 0.75 
Error 191932.349 148 
Total 1538570.500 166 
Corrected Total 381177.000 165 
H is the kruskal Wallis test statistic, and P is the probability of occurrence. 
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from that of the mid-sized and largest tracers, significant at the 0.05 level. The difference 
in the mean pathway sinuosity of the mid-sized and largest tracers was not found to be 
significantly different. The mean pathway sinuosity of the tracer released from release 
pocket 1 was found to be significantly different from pockets 2 and 3. Pockets 2 and 3, 
however, were not found to different in terms of mean pathway sinuosity. 
3.4.2: The effect of size on sinuosity 
The sinuosity of the entire pathways indicate the extent to which a clast is able to 
pass over or around obstacles in its path during transport. Table 3.9 shows the sinuosity of 
the tracers for the different experimental variables explored. Figure 3.10 illustrates the 
differences in pathway sinuosity of the different experimental subsets examined. 
Examination of table 3.9 and figure 3.10 shows that, for the majority of pocket and flow 
combinations, the smallest tracer follows a more sinuous pathway than the mid-sized and 
largest tracers. 
Table 3.9: Distribution of Pathway Sinuosity for all of the experimental subsets. 
Flow Pocket Size Minimum Maximum Mean Median Standard Skewness n 
Sinuosity Sinuosity Sinuosity Sinuosity Deviation 
2 1.209 1.558 1.397 1.411 0.118 -0.217 10 
2 2 1.119 1.361 1.252 1.231 0.081 0.028 10 
2 3 1.015 1.534 1.218 1.164 0.151 1.001 9 
..... ----_ ... __ .... ----_ ........ _.-.. _----_. __ . __ .. __ .. -.-----_._-_ ... _-_.--.-- .. -- ......... _-._-- .. _ ..... ---_ ......... _------._ ...... -.. --_ ....... _---_ .. _-_ ........ -.... --------------_ .. _ .... _--_ .... __ ... -.-.. -.-_ .. -'-""--"""---
2 2 1.447 4.040 2.389 1.751 1.052 0.669 10 
2 2 2 1.090 1.482 1.309 1.345 0.123 -0.387 10 
2 2 3 1.139 1.550 1.258 1.215 0.127 1.390 9 
.. ----------_ .. _----_ ..... -. ------._-----_ ...... -.--_._-- ----------_ ........... --------_._-------------------.-.. -.--_._-- -..... _------_ .... -.... -- ... _-_._-----------
2 3 1 1.540 3.558 2.319 2.263 0.572 0.786 10 
2 3 2 1.151 2.367 1.610 1.492 0.446 0.723 10 
2 3 3 1.146 2.174 1.511 1.371 0.312 1.134 9 
3 1.237 1.707 1.377 1.305 0.153 1.167 10 
3 2 1.117 1.380 1.199 1.175 0.087 1.074 10 
3 3 1.151 2.279 1.416 1.256 0.373 1.771 8 
3 1.388 7.360 2.904 2.296 1.795 1.770 10 
3 2 2 1.172 1.497 1.290 1.243 0.108 0.742 10 
3 2 3 1.120 1.454 1.260 1.218 0.119 0.429 9 
.... _-_. __ ... -.................. .................... .................... ........................................................ ..................... ........................................................................... 
3 3 1.175 2.374 1.608 1.552 0.343 0.985 10 
3 3 2 1.187 2.244 1.428 1.349 0.324 2.002 9 
3 3 3 1.116 2.335 1.458 1.320 0.426 1.419 7 
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Figure 3.10: Mean Pathway Sinuosity and 95 % confidence interval for each of the 18 experimental 
subsets. 
A consideration of the comparative forces acting on the different sized tracers as 
they reach a pocket during transport reveals the reason for this disparity. It has been shown 
in section 3.3 that under the same flow condition, the mean path velocity of the smallest 
tracer c1ast is slower than the largest tracer. The mass of the smallest tracer is also less than 
the larger tracer. Consequently, the momentum (calculated as the product of mass and 
velocity) of the largest tracer is greater than that of the smallest tracer. Studies have shown 
that the pivoting angle of a c1ast in motion is inversely proportional to DtlKb, where Db is 
the size of the c1ast that is pivoting over bed grains of diameter Kb (Li and Komar, 1986. 
The pivot angle therefore represents a c1ast's resistance to movement (Johnston et ai., 
1998), with larger c1asts having smaller corresponding pivoting angles. This combination 
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of momentum and smaller pivoting angles means that on reaching a pocket, the probability 
that the largest tracer is able to pivot out of the pocket over the top of the grain in the 
downstream direction is higher than for the smallest tracer. The smallest tracer may be 
deflected by clasts which they can not roll over and move through the saddle between two 
grains as this requires a smaller turning moment. Consequently, the smaller clasts are 
deflected laterally more than the largest tracers, which are able to follow a more direct 
route, and therefore the sinuosity of their pathways is higher. 
3.4.3: The effect of release pocket on sinuosity 
The statistical tests indicate that the release pocket has an effect on pathway 
sinuosity (table 3.8) and post-hoc tests revealed that pocket 1 was statistically different 
from 2 and 3. For almost any given size and flow condition the mean pathway sinuosity 
from release pocket 1 is significantly lower than pockets 2 and 3, which means that the 
pathways are less sinuous (figure 3.11). 
Examination of the actual pathways of the tracer replicates from the three different 
pockets reveals the reason for this disparity. Figure 3.12 depicts the pathways taken by the 
smallest tracer under the mid- and high-strength flow conditions released from pockets 1. 
Figure 3.13 shows the pathways taken by the smallest tracer under the mid- and high-
strength flow conditions released from pockets 2 and 3. It is possible to see that the tracer 
pathways from pocket 1 do not traverse the cast laterally as much as those from release 
pockets 2 and 3, hence their sinuosity between release pocket and final resting position is 
smaller. Although there are a number of single obstacle clasts and groups of clasts that 
deflect the clasts released from pocket 1, labelled a-h, their positioning is such that the 
clasts do not migrate laterally across the clast and they are deflected primarily in the 
streamwise direction. In contrast, it can be seen from figure 3.13 that the positioning of the 
large clasts downstream from release pockets 2 and 3, labelled i-w, deflect the tracers 
laterally during motion, over a much wider area. Thus it is postulated that the presence of 
large clasts in the areas of bed over which a mobile clast is moving increases the sinuosity 
of tracers. 
Figure 3.11 shows that the mean and standard deviation of sinuosity for the 
smallest tracers is extremely high when they are released from pocket 2 and 3 under the 
mid-strength flow condition, and pocket 2 under the high-strength flow condition. 
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Inspection of the data revealed that these high sinuosity values are caused by a number of 
tracers that circle in pockets during a step, due to the influence of turbulent flow structures. 
For example, tracers becoming trapped behind obstacle m (figure 3.13) are observed to 
circle several times around a smaller clast on the bed behind obstacle m in a number of 
steps. This increases the pathway distance compared to the overall direct distance, thus 
increasing the sinuosity of the pathway. 
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Figure 3.11: Mean Pathway Sinuosity and 95 % confidence interval for each of the 18 experimental 
subsets. 
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Figure 3.12: Pathways of the smallest tracer released from pocket 1 under the mid- and high-strength flow conditions. The black and white tracks give the position of the tracer every 0.04 s during step and 
rest phases, respectively. White tracks represent either an incomplete step (due to the tracer moving out of the camera's field of view) or a pathway in which the tracer moved across the cast and out of the 
camera's view without coming to rest. YeUow crosses indicate that the tracer reached a pocket from which it could not escape. Magenta crosses indicate that the tracer became hidden under a clast on the 
cast surface. The x- and y-coordinates of the release pockets are indicated with arrows on the top and right hand side of the axes. 
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Figure 3.13: Pathways of the smallest tracer released from pockets 2 and 3 under the mid- and high-strength flow conditions. The black and white tracks give the position of the tracer every 0.04 s during 
step and rest phases, respectively. White tracks represent either an incomplete step (due to the tracer moving out of the camera's field of view) or a pathway in which the tracer moved across the cast and 
out of the camera's view without coming to rest. Yellow crosses indicate that the tracer reached a pocket from which it could not escape. Magenta crosses indicate that the tracer became hidden under a 
c1ast on the cast surface. The x- and y-coordinates ofthe release pockets are indicated with arrows on the top and right hand side of the axes. 
3.5: Conclusion 
The most important factor controlling path step length was found to be the clast 
size of the tracer. The mean path step length was found to increase with tracer size. An 
increase in the size of the tracer used from the smallest (0.012 m) to the largest (0.020 m), 
which represents an increase of 67 %, leads to an increase in the mean path step length of 
76 %. Statistical analysis revealed this relation to be significant at the 0.05 level. The step 
length increases with tracer size due to the smaller pivoting angles and greater exposure of 
the larger clasts compared to smaller ones. This means that larger clasts are able to travel 
further in each step because the probability that they are able to pass obstacles in their path 
is greater. 
Although not found to be statistically significant, there was an interactive effect 
between pocket and size, with some sizes of tracer travelling further when released from 
different pockets. The fact that the size effects on path step length are dependent on release 
pocket indicates that the mobility of the tracer clast is dependent on the structure, texture 
and associated local hydraulics that it encounters during motion. In general, clasts from 
pocket 1 have higher mean path step lengths than those released from pockets 2 and 3, 
although this pattern is complicated at the high strength flow condition when the increase 
in the mean path step length is greater for pocket 2. At the high-strength flow condition, 
clasts released from pocket 2 experience greater increases in mean path step length relative 
to the other pockets, which suggests that mobile clasts are able to overcome obstacles in 
their path with an increase in flow strength. The higher mean path step lengths exhibited by 
tracers released from pocket 1 reflects the influence of the presence and positioning of 
large clasts in the bed downstream from pocket 2 and 3, which reduce the mean path step 
length of clasts released from pocket 2 and 3, due to their sheltering and blocking effects. 
The flow condition was also found to influence the mean path step length from 
some pocket and for some sizes, with tracer clasts travelling further in each step under the 
high-strength flow compared to the mid-strength flow , although this was not found to be 
statistically significant. Path step lengths are higher under the high-strength flow due to the 
higher velocity and turbulence of the flow under the high strength flow condition. 
Tracer size and flow condition were found to be the most important factors 
controlling the path step velocity. The mean path step velocity was found to increase with 
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tracer size and flow condition. At the mid-strength flow condition, an increase in the size 
of the tracer used from the smallest (0.012 m) to the largest (0.020 m) of 67 %, leads to an 
increase in the mean path step length of 22 %. At the high-strength flow this in increase of 
path step velocity with flow is greater at 43 %. Thus it can be concluded that larger tracers 
move faster than smaller tracers and this effect is greater at stronger flow conditions. 
Statistical analysis revealed these relations to be significant at the 0.05 level. The higher 
transport velocities of the two largest tracer clasts (sizes 2 and 3) compared to the smallest 
tracer clast (size 1) reflects their greater exposure to faster flow velocities higher in the 
flow due to their greater diameter. The faster path step velocities exhibited by all of the 
tracer clast sizes is a result of faster flow velocities and increased turbulence at the bed. 
Tracer size and release pocket were found to be the most important factors 
controlling the sinuosity of the pathways. The pathway sinuosity was found to decrease 
with increasing tracer size. In general, an increase in the size of the tracer used from the 
smallest (0.012 m) to the largest (0.020 m) of 67 % leads to a decrease in pathway 
sinuosity of 48 %. Smaller clasts, therefore, have more sinuous pathways. This reflects the 
fact that, in comparison to larger grains which are able to pass over obstacles (due to their 
smaller pivot angles), smaller clasts are deflected more laterally. The pathway sinuosity 
was 36 % less for tracers released from pocket 1 compared to those released from pocket 2 
and 3 due to the presence and positioning of large grains downstream from pockets 2 and 3 
which increased the deflection of tracer clasts compared to tracers released from pocket 1. 
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Chapter 4: Rests 
4.1 Introduction 
The principal aim of this chapter is to investigate the effects of the experimental 
variables, i.e. clast size, starting pocket and flow, on the rest period of the tracer pathways. 
The rest period is defined, in this study, as a cessation of movement greater equal to or 
greater than 1 s. As with the step length analysis carried out in chapter 3, the individual rest 
periods were grouped with those from the other replicates in each experimental subset. 
Grouping the rest period in this way enabled the effect of each of the experimental 
variables on the transport parameters to be isolated and tested independently, by studying 
how the frequency distributions changed between the different subsets. The first three 
moments of each frequency distribution (mean, standard deviation and skewness) were 
extracted from each experimental group. 
4.2: Statistical analysis 
A Kruskal-Wallis test was carried out to determine whether any of the three factors 
under investigation (flow, size and pocket) had a significant effect on rest period, and to 
investigate the possibility of an interaction between the factors. The results in table 4.1 
Table 4.1: Kruskal-Wallis test statistic for the effect of the size, release pocket and flow on rest period. 
Source of Variation Sum of Squares Degrees of Freedom H P 
Corrected Model 2175616. 109 17 
Intercept 78041441.500 
Flow 31789.832 0.690 0.25 < P < 0.50 
Pocket 47552 1.686 2 10.323 0.005 < P < 0.0 I 
Size 132677.057 2 2.880 0.10 < P < 0.25 
Flow X Pocket 227868.4 19 2 4.947 0.05 < P < 0.10 
Flow X Size 240496.227 2 5.221 0.05 < P < 0.10 
Pocket X Size 571528.678 4 12.407 0.01 < P < 0.025 
Flow X Pocket X Size 366377.204 4 7.954 0.05 < P < 0. 10 
Error 32004394.9 725 
Total 136999323.000 743 
Corrected Total 341800 11 .000 742 
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show that release pocket has an effect on the mean rest period of mobile clasts, significant 
at the 0.05 level. An interactive effect between pocket and size was also discovered, which 
indicates that the pocket effects are dependent on the size of the tracer clast. Tarnhane 's T2 
test was carried out on the pocket factor to ascertain which of the means differ. The rest 
periods of tracers released from pocket I were found to differ from those released from 
pocket 2 and 3, significant at the 0.05 level. Pockets 2 and 3, however did not show any 
significant difference in rest period. 
4.3: Effect of the experimental variables on rest period 
Table 4.2 and figure 4.1 present summary statistical parameters of the rest period 
distribution. Statistical analysis revealed that the rest periods of clasts released from pocket 
I were different from those released from pockets 2 and 3. In general, the mean rest period 
of all clasts released from pocket 1, regardless of clast size or flow condition, is 15.18 s. In 
contrast the mean rest periods of all tracers released from pockets 2 and 3, regardless of 
Table 4.2: Rest Period Distribution for all of the experimental subsets. 
Flow Pocket Size Minimum Maximum Mean Median Standard Skewness n 
(s) (s) (s) (s) Deviation 
(s) 
2 1.1 2 176.36 18.33 3.84 38.63 2.87 39 
2 2 1.20 11 8. 12 14.29 4.92 22.20 3.20 39 
2 3 1.00 92.80 12. 18 2.96 24.24 2.73 27 
. _---_._--_ ...... ........ ------_ ... _- --... -. ........ -................... ---...... .......... . __ ........ _----_ ..... . ................... . ........ __ .......... 
2 2 I 1.08 73.76 12.60 5.76 16.42 2.27 67 
2 2 2 1.16 180.60 21.35 5.20 37.79 2.93 30 
2 2 3 1.40 193 .32 50.80 26.76 64.01 1.20 28 
... . _----_ ................ --- ---_ ... _------. 
--_._-_._--_ .... __ ._-
---_ ............. ......... _-_ .... .. .. 
....... __ . __ .... _-_ ... 
._-----_ ... _-_ ... _--
2 3 1.00 97 .68 14.09 6.88 18.42 2.49 64 
2 3 2 1.08 215 .00 25 .57 7.12 48.97 2.67 47 
2 3 3 1.1 2 110.68 16.24 4.44 27.45 2.32 3 1 
3 1.00 203 .72 22.84 4.80 45.71 2.93 49 
3 2 1.00 171.96 12.77 4.28 30.97 4.43 33 
3 3 1.28 57.52 10.65 6.02 12.80 2.38 22 
....................... ......... -.. _- ..... .. _----------_._._ ... _--_ ... _---_ .. _------_ ... . ............................................ . ................ 
3 2 1.00 88.80 13.96 8.94 17.09 2.36 126 
3 2 2 1.00 299.20 26.2 1 4.42 58.28 3.56 32 
3 2 3 1.08 136.36 19.38 7.50 3 1.86 2.58 22 
...................... ................................ ..... ............................ . ................... . ........................... 
3 3 1.1 6 238.36 32.24 23.84 41.12 3.27 42 
3 3 2 1.20 107.84 27.67 17.1 2 28.90 1.30 32 
3 3 3 1.1 2 195 .64 19.69 3. 16 53.23 3.10 13 
86 
---- ------
size or flow condition, are 24.05 sand 22.58 s, respectively. Thus it can be concluded that 
the mean rest periods of clasts released from pocket 1 are shorter than those released from 
pockets 2 and 3. The pocket effects, however, are strongly dependent on the size of the 
tracer, an interactive effect significant at the 0.05 level (table 4.1). The mean rest period is 
shortest for the mid-sized (size 2) and largest (size 3) tracers when they are released from 
pocket 1, compared to when they are released from pockets 2 and 3. The mean rest period 
of the mid-sized and largest tracers is also much shorter than that of the smallest tracer, 
when released from pocket 1. It can be inferred, therefore, that when the mid-sized and 
largest tracers come to rest in the topography downstream from release pocket 1, the 
probability that they are re-entrained is higher than for the same sizes released from 
pockets 2 and 3 and higher than the smallest clast released from the same pocket. 
0 Size 1 
0 Size 2 
6 Size 3 
p ! I 
3 
3 
Figure 4.1: Mean rest period and 95 % confidence interval for all of the experimental subsets. Mean 
step period for the mid-sized tracer (size 2) and largest tracer (size 3) is always less from pocket 1. 
Mean step period for the smallest tracer (size 1) is less for pocket 2. 
Examination of figures 4.2-4.5 reveals that the presence of large clasts along the 
pathways taken by clasts released from pockets 2 and 3 increases the mean rest period of 
the two larger tracers by sheltering them from the flow. Flow separation around protruding 
obstacles may, for example, reduce the tractive force of the flow downstream, creating 
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Figure 4.2: Rest period of the smallest tracers released from pockets 2 and 3 at the mid-strength flow condition. White crosses depict pockets in which the tracer 
clast entered but did not leave within the 300 s threshold period. 
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Figure 4.3: Rest period of the mid-sized and largest tracers released from pockets 2 and 3 at the mid-strength flow condition. White crosses depict pockets in which 
the tracer c1ast entered but did not leave within the 300 s threshold period. 
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Figure 4.4: Rest period of the smallest tracers released from pockets 2 and 3 at the high-strength flow condition. White crosses depict pockets in which the tracer 
clast entered but did not leave within the 300 s threshold period. 
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Figure 4.5: Rest period of the mid-sized and largest tracers released from pockets 2 and 3 at the high-strength flow condition. White crosses depict pockets in 
which the tracer c1ast entered but did not leave within the 300 s threshold period. 
sheltered locations that provide resting pockets for tracer clasts. They may also prevent the 
transport of material downstream by blocking mobile clasts in pockets on the stoss side. 
For example, the clasts labeled 2 and 4 in figures 4.2-4.5 have a sheltering effect, with a 
large number of tracers resting in various pockets in the downstream separation zone. The 
clasts labeled 7, 8, 9 and 10 have a large number of clasts coming to rest in numerous 
pockets surrounding them due to their combined hiding and blocking effect. Similarly, the 
large clasts labeled 1,3, and 6 also have a large number of rest locations in close proximity 
both upstream and downstream of their location. 
When clasts are sheltered from the flow by large obstacles, their entrainment 
depends upon the incursion of turbulent fluid of a magnitude large enough to displace 
them. Clifford and French (1993) note that the quasi-gaussian nature of the turbulent 
velocity fluctuations in the streamwise and vertical directions (u' and w', respectively) 
results in a highly peaked distribution of the cross-product (u'w') of the turbulent velocity 
fluctuations. This is illustrated in figure 4.6 which shows the frequency distribution of the 
streamwise (u '), vertical (w ') and cross-product (u'w') of the turbulent velocity 
fluctuations at x = 0.80 m, y = 0.45 m, a velocity sampling location that coincides with the 
lee of a large protruding obstacle on the cast surface (labeled 2 in figure 4.5). 
Consequently, it may be that turbulent events of a high enough magnitude capable of 
dislodging the mid-sized and largest tracers may occur only relatively infrequently. The 
probability of the mid-sized and largest tracer clasts being re-entrained, therefore, is less 
than for the smaller clast, thus resulting in longer mean rest periods in areas where large 
obstacle clasts or bedforms are prevalent. 
Examination of figures 4.2-4.5 reveals a number of such locations (i.e. in the lee of 
obstacles) in which the rest period of the smallest tracer is less than that of the mid-sized 
and largest tracer. For example, at the mid-strength flow condition, a number of the 
smallest sized tracers come to rest in the lee of the large obstacle clast, labeled 2 (figure 
4.2), with rest periods ranging from 0-90 s (as shown by the color of the rest). In contrast, 
the rest period of the mid-sized and largest tracers that come to rest in the same area is 
greater, ranging from 90-300 s (figure 4.3). Similar patterns can be identified at the high-
strength flow condition. For example, the rest period of the smallest tracer clasts that came 
to rest in the lee of the obstacle labeled 9 (figure 4.4) ranges from 0-90 s, whilst the rest 
period of the mid-sized and largest tracers that rest in the same area (figure 4.5) ranges 
from 0-300 s. 
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Figure 4.6: Frequency distribution of the (a) streamwise component, u'; (b) vertical component, w' and 
(c) turbulent velocity fluctuation cross-product, u'w ' at x = 0.40 m, y = 0.20 m, a velocity sampling 
location in the lee of a large, protruding clast 
The smallest tracer clast exhibits a longer mean rest period in the area downstream 
of pocket 1, compared to pockets 2 and 3 at the mid-strength flow condition (figure 4.7(a» 
and pocket 2 at the high-strength flow condition (figure 4.7(b» . For example, at the mid-
strength flow the mean rest period for the smallest clast released from pocket 1 is 18.33 s, 
compared to 12.60 sand 14.09 s for clasts released from pockets 2 and 3, respectively 
(table 4.2). Thus, for the smallest clast, the probability that it is re-entrained after coming 
to rest is lower for the tracer pathways downstream of pocket 1, than those downstream 
from pockets 2 and 3 at the mid-strength flow condition and pocket 2 at the high-strength 
flow condition. The smallest tracer clast, with a mean rest period of 18.33 s, also exhibits 
longer rest periods when released from pocket 1 than the mid-sized and largest tracers, 
which have mean rest periods of 14.29 sand 12.18 s, respectively. 
Figures 4.8-4. 11 illustrate the rest locations for the tracers released from release 
pocket L The principal clasts that provide rest locations for the tracer clasts are labelled 
11-21. It is possible to see, from a comparison of figures 4.2-4.5 and figures 4.8-4.11 that 
the clasts that create the main rest locations downstream of release pocket 1 are, in general, 
93 
smaller than those downstream from release pockets 2 and 3. It is postulated that tracer 
clasts that come to rest in downstream from release pocket 1 still protrude into the flow, 
the larger tracer sizes even more so because of their greater diameter. The lack of large 
clasts in this area, in comparison to the area downstream of pockets 2 and 3, means that 
when resting in pockets the tracer clasts are not completely hidden from the main fluid 
drag and, consequently, their entrainment is less dependent on obstacle driven turbulent 
fluctuations. Hence, in this area, the larger tracers have a higher probability of entrainment 
due to their greater protrusion, and, thus, they exhibit shorter mean rest periods. The 
smallest tracer, in comparison, may be completely hidden and will require an impingement 
of turbulent fluid to dislodge them from similar bed pockets. 
Examination of figures 4.8-4.11 reveals a number of locations in which the mean 
rest period of the smallest tracer is greater than that of the mid-sized and largest tracers in 
the area of cast downstream from release pocket 1. For example, at the mid-strength flow 
condition, a number of the smallest sized tracers that come to rest in the lee of a clast, 
labeled 18 (figure 4.8), exhibit rest periods ranging from 60-300 s, and one tracer clast that 
could not escape within the 300 s threshold period. The rest period of the mid-sized and 
largest tracers that come to rest in the same area is lower ranging from 0-60 s (figure 4.9). 
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Figure 4.8: Rest period of the smallest tracers released from pocket 1 at the mid-strength flow condition. White crosses depict pockets in which the tracer c1ast 
entered but did not leave within the 300 s threshold period. 
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Figure 4.9: Rest period of the mid-sized and largest tracers released from pocket 1 at the mid-strength flow condition. White crosses depict pockets in which the 
tracer c1ast entered but did not leave within the 300 s threshold period. 
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Figure 4.10: Rest period of the smallest tracers released from pocket 1 at the high-strength flow condition. White crosses depict pockets in which the tracer c1ast 
entered but did not leave within the 300 s threshold period. 
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Figure 4.11: Rest period of the mid-sized and largest tracers released from pocket 1 at the high-strength flow condition. White crosses depict pockets in which the 
tracer c1ast entered but did not leave within the 300 s threshold period. 
The trend is similar at the high-strength flow condition, with the smallest tracers resting in 
the lee of clast 18 (figure 4.10) for 0-300 s, whereas in the same location the mid-sized and 
larger tracers exhibit rest periods ranging from 0-90 s (figure 4.11). 
Section 3.4 reported that clasts released from pocket 1 were found to exhibit less 
sinuous pathways than those released from pockets 2 and 3. The presence of the large 
clasts downstream from pockets 2 and 3 not only deflect tracers, thus creating more 
sinuous pathways, but also increase the mean rest period by modifying the flow such that 
the pockets around them are more suitable for rests. 
It is interesting to consider the effect that shape has had on the resting positions of 
the tracer clasts. It is possible that natural shapes may have rested in different locations. 
For example, resting in stoss positions may have been more prevalent due to the tendency 
for natural clasts to imbricate, which is not possible with spherical grains. 
4.4: Distribution of rest periods 
The distribution of rest periods has been found to either approximate a gamma 
distribution (Yang and Sayre, 1971 ; Stelczer, 1981) or an exponential distribution 
(Einstein, 1942; Hubbell and Sayre, 1964; Schmidt and Ergenzinger, 1992; Habersack, 
2001). A maximum likelihood estimate, using gamma and exponential probability density 
functions (PDFs) was used to ascertain whether either distribution could adequately model 
rest period distribution found in this study. 
In essence, maximum likelihood estimation operates by finding a PDF of the 
specified distribution (in this case either a gamma distribution) that best matches the 
histogram of rest periods. Although similar to the process of curve-fitting, it is 
fundamentally different in a number of key respects . Distribution fitting, using a maximum 
likelihood estimate, involves modelling the probability distribution of a single variable, 
where the model is a normalized probability density function. In contrast, curve fitting 
involves modeling the trend or mean response variable as a function of a second predictor 
variable. 
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Both the gamma and exponential distribution were investigated as candidates for 
modelling the observed distribution of rest periods. The gamma distribution was found to 
best approximate the rest period distribution. The gamma distribution is defined by: 
I x a-J b 
y= b'T(a)X e (4.1 ) 
where a and b are the shape and scale parameters. The technique of maximum likelihood 
estimation was used to calculate values of a and b that best fitted the gamma PDF to the 
distribution of rest periods. Figure 4.12 shows the probability density histograms and fitted 
gamma PDFs for each of the 18 experimental subsets. Table 4.3 lists the values of the 
model parameters a and b of the gamma distribution that best fitted the rest period 
distribution for each of the experimental subsets. 
The similarity between the theoretical and empirical distributions was assessed 
usmg an Anderson-Darling statistic (A2). This empirical distribution function (EDF) 
statistic was selected as it has generally good power properties in many test situations 
(Kotz and Johnson, 1982). Furthermore, the A2 statistic was selected over the chi-square 
ci) statistic, because most of the difficulties that arise from insufficient minimum 
expectation requirements in the tails of the distribution are avoided (Haschenburger, 1999). 
The gamma function fits the rest period distribution at a significance level of 0.10 (table 
4.3). It is important to note that interpretaion of the P-values is somewhat counter-
intuative. The Anderson-Darling test operates by testing whether the data is compatible 
with an assumed distribution (in this case a gamma distribution). The P-value indicates the 
likelihood of obtaining a discrepancy (between the data and the gamma model) as large as, 
or larger than, that observed, given that the assumed model is correct. P-values larger than 
0.10 indicate that the discrepancy observed could arise from the assumed distribution due 
sampling variation. Actual A2 significance levels are not reported as the statistical package 
used only specifies whether or not the A 2 value is above the critical value of 0.10. 
Careful examination of table 4.3 and figure 4.12 reveals that the patterns observed 
in the mean rest period (as a function of the experimental variables) are also apparent in the 
probability density histograms and the parameters of the fitted gamma distribution, a and 
b. For example, for the mid-sized and largest tracers released from pockets 2 and 3, the 
model parameters a and b are, in the majority of cases, smaller in magnitude than those for 
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the smallest tracers . The hi stograms for the mid-sized and largest tracers released from 
pockets 2 and 3 reveal the tendency for a few clasts to rest for longer durations (over 
approximately 100 s), which extends the upper ta ils of the distributions. For clasts released 
from pocket 1, however, the pattern is different. The model parameters a and b are larger 
in magnitude for the smallest tracers in comparison to the mid-s ized and largest tracers. 
Similarly, the hi stograms show that the smallest tracers released from pocket 1 exhibit the 
tendency for a limited number of tracer clasts to rest for a longer duration , compared to the 
mid-sized and largest tracers. 
Table 4.3: Gamma model parameters, a and b, and A 2 Goodness-oC-fit results Cor all oC the 
experimental subsets. 
Flow Pocket 
2 
2 
2 
.. . . _ . .. . 
2 2 
2 2 
2 2 
2 3 
2 3 
2 3 
Size a 
0.52 
2 0.80 
3 0.59 
--_ .. _------_ .. __ . . __ .. ... ...... ... ..... .... ......... -...... 
0.93 
2 0.60 
3 0.56 
..... __ . .... __ .. ..... .. ... . 
--_ ... ............... 
0.87 
2 0.51 
3 0.63 
0.55 
2 0.63 
3 1.02 
...... ... .. __ ..... ........ -- ._ -_._-_ ........ .. .... .... .. ..... ... .......... ... .... .... -..... _ .. . 
b 
0.03 
0.06 
0.05 
0.07 
0.03 
0.01 
0.06 
0.02 
0.04 
0.02 
0.05 
O. \0 
3 
3 
3 
3 2 0.95 0.07 
3 
3 
. . . . __ .. .. ..... ..... .. 
3 
3 
3 
2 
2 
.. . 
3 
3 
3 
" -- " --0'---
2 
3 
..... __ .. ..... ...... ... 
2 
3 
0.47 
0.65 
0.86 
0.89 
0.44 
--- -_ ·-.----· 0·-- --••• -
0.02 
0.03 
0.03 
0.03 
0.02 
A2 P 
3.99 > = 0.10 
1.46 >=0. 10 
3.00 >=0. 10 
..... .. .. ........... . . . .. .... .. . __ ..... ._- _. _---_ .... --- ..... . 
2.29 > = 0.10 
1.88 >=0. 10 
0.92 >=0. 10 
.... .. . ...... .. _-_ . . . . _- _ .. . . _-- ---- ...... -... ........... ..... ...... 
1.15 > = 0.10 
2.85 >=0. 10 
2.22 > = 0.10 
4.07 > =0.10 
2.70 > = 0.10 
0.57 >=0. 10 
1.78 >=0.10 
2.75 
1.09 
0.41 
0.40 
2. 16 
> = 0.10 
> = 0. 10 
. ............. ........... ............ .. ..... ........... . 
> = 0. 10 
> = 0.10 
> = 0.\0 
P-va lues larger than 0.1 0 indicate that the discrepancy observed could ari se from the assumed distribution due sampling vari ati on. 
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Figure 4.12: Distribution of rest period for each of the 18 experimental subsets. The solid line 
represents a gamma distribution fitted to each data subset. The equation for the gamma PDF is given 
in equation 4.1. 
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4.5: Conclusion 
The most important factor controlling rest period was found to the release pocket, 
the effects of which are also dependent on the size of the tracer clast. Statistical analysis 
found these relations to be significant at the 0.05 level. The larger tracers (sizes 2 and 3) 
exhibited longer rest periods than the smallest tracer (size 1), when released from pockets 2 
and 3. The smallest tracer, however, exhibited longer rest periods than the larger sizes at 
the mid-strength flow and the mid-sized tracer at the high-strength flow when released 
from pocket 1. The differences in the rest period can be considered to be indicative of the 
probability of entrainment (i .e. longer rest periods indicate lower entrainment 
probabilities). The difference between the mean rest period of the tracers from the various 
release pocket is attributed to the topography and associated flow structures downstream 
from the release pockets. Large clasts in the downstream direction from pockets 2 and 3 
create a number of favourable resting pockets in which the tracer are largely hidden from 
the flow , where entrainment is due to the impingement of infrequent, large-magnitude 
turbulent structures. Consequently, the smaller clasts are, in general, entrained after a 
shorter period of time. It is important to note that these pockets may not be suitable resting 
pockets if the large, obstacle clasts are not present. Conversely, the smallest mobile clast 
exhibited longer ret periods in areas of the bed that had few large clasts. It is hypothesised 
that in areas with few large clasts present in the bed, the two larger mobile clasts protruded 
into the flow, to some degree, in a majority of the rest pockets, whereas the smallest 
mobile clast was almost completely hidden in most of the rest pockets. Consequently, the 
larger sizes have a higher probability of entrainment due to their greater exposure and, 
hence, exhibit shorter rest periods, relative to the smaller clasts. 
The distribution of rest periods in the present study were found to be best 
approximated by a gamma distribution. This is in accordance with a number of previous 
studies of bedload tracer movement in both field and laboratory experiments. 
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Chapter 5: Examination of steps and rests in detail 
5.1: Introduction 
Chapters 3 and 4 examined the statistical distributions of steps and rests. This 
chapter aims to examine more closely the interaction between the bed topography, the 
flow and movement of the tracers. The spatial distribution of areas which trap tracers and 
the transport pathways taken by the clasts over the cast surface are expected to be a 
function of the arrangement of particles on the bed and the flow over the cast surface. The 
complex interaction between the heterogeneous bed microtopography and isolated clasts 
and bedforms with high roughness relative to the rest of the bed, creates spatial 
organisation within the flow. This interplay between bed and flow will ultimately affect 
which areas of the cast surface operate as rest pockets and which mainly function as 
transport routes of sediment. In order to investigate the relation between the tracer data and 
experimental variables a number of parameters have been extracted from the velocity time 
series and tracer data. These include the mean streamwise velocity, velocity vectors, the 
contribution of quadrant events to the velocity signal for each of the sampling locations 
and the velocity of the tracer during transport. 
5.2 Areas that trap tracer c1asts 
Previous research (Brayshaw et aI. , 1983; Kirkbride, 1993; Buffin-Belanger and 
Roy, 1998; Lawless and Robert, 2001) has shown that obstacle-dominated flow fie lds over 
rough gravel-beds contain flow structures which provide locations with conditions suitable 
for the disentrainment and trapping of bedload material. From these studies of flow over 
complex bed topography it is possible to infer that rest pockets will occur in the lee of 
protruding obstacle clasts and bedforms, on the stoss side of protruding obstacle clasts and 
bedforms and in areas where skimming flow dominates. 
Buffin-Belanger et al. (2006) identified regions of the cast surface used in the 
present study in which characteristics of obstacle-dominated flow were evident. Upward 
pointing uw vectors and corresponding velocity maxima in uv vectors were found over 
large clasts and bedforms due the acceleration of flow up and over such protuberances. The 
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occurrence of velocity minima and irregular uv and uw velocity vectors III the lee of 
obstacles signified flow separation and re-circulation. Areas of lower than average 
streamwise velocity were found to indicate the presence of skimming flow. It is such 
regions that are of particular interest to the present study, because of their importance in 
sheltering clasts in transport. 
Figure 5.1 depicts the transport routes taken by all the sizes of tracer (D30, D so and 
D7o) after release from all of the release pockets (1, 2 and 3) under the mid-strength flow 
condition (flow condition 2) . All of the ten replicates that compose each experimental 
subset are shown. In total , ninety pathways are plotted. Similarly, figure 5.2 shows the 
transpOlt pathways for all of the ninety replicates taken under the high-strength flow 
condition (flow condition 3). The black tracks give the position of the tracer every 0.04 
seconds during step movement. White tracks indicate either an incomplete step, due to the 
clast moving out of the camera's field of vision, or that the tracer moved from the release 
the pocket, across the cast surface, and out of the camera's field of vision in a single step 
without taking a rest. The red tracks, depict the position of the tracer when it is in a state of 
rest. Motion occurs during rests phases because the clasts vibrate in situ (discussed in 
detail in section 2.9). Only movement greater than half the diameter of the tracer clast is 
considered to be the start of a step. The yellow crosses depict when a clast has reached a 
rest pocket from which it has not moved on from in the allotted time before the video 
capture is cut-off (300 s). The magenta crosses depict where a clast has moved out of the 
field of vision of the camera under a clast. This happened only on rare occasions. These 
figures illustrate the highly variable nature of the transport routes taken by tracers after 
release from the three release pockets, but also show the apparent existence of preferred 
pathways. 
Examination of figures 5.1 and 5.2 and the hydraulic data (discussed in sections 
5.2.1-4) enabled a number of areas of the cast surface that trap tracers to be chosen as case 
studies. The selection of trap areas was guided by a number of criteria. Trap areas were 
chosen on the basis that they function as a trap for more than one released tracer clast. 
They have also been selected as they coincide with locations in which velocity 
measurements have been taken, permitting hydraulic characterization of the trap areas. 
Figure 5.3 illustrates the trap areas selected for detailed study. Figures 5.4 and 5.5 plot all 
of the tracer replicates that came to rest in the trap areas, for the mid- and high-strength 
flow conditions, respectively. These tracer replicates provided the basis of the trap 
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Figure 5.1 : Transport routes taken by all tracer sizes released from aD pockets under the mid-strength flow condition. The black and white tracks give the position of the tracer every 0.04 s during step and 
rest phases, respectively. White tracks represent either an incomplete step (due to the tracer moving out of the camera's field of view) or a pathway in which the tracer moved across the cast and out of the 
camera's view without coming to rest. YeDow crosses indicate that the tracer reached a pocket from which it could not escape. Magenta crosses indicate that the tracer became hidden under a c1ast on the 
cast surface. The x- and y-coordinates of the release pockets are indicated with arrows on the top and right hand side of the axes. 
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Figure 5.3: Specific trap areas chosen for study. Trap boundaries and area are highlighted in blue. 
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Figure 5.5: Trap areas are highlighted in blue. All replicates (regardless of size or starting pocket), released under the mid-strength flow condition, that come to 
rest in the trap areas. Trap areas are highlighted in blue. Black and white tracks indicate steps. Red tracks indicate rests. Yellow crosses mark pockets in which the 
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selection and delimitation of the trap boundaries, by permitting visual assessment of the 
match between the rests and trap boundaries. A total of eight trap areas were identified. 
Table 5.1 provides summary information on the trap location and the number of replicates 
that encountered the trap areas. Figure 5.6(a)-(p) shows the topography of trap areas 1-8 in 
detail. 
Table 5.1: Approximate x- and y-coordinates of trap a reas 1-8 and total number of replicates that 
encountered each trap area. 
Trap x Cm) y Cm) Total that encountered trap area 
0. 17 - 0.22 0.12-0. 17 4 
2 0.17 - 0.22 0.53 - 0 .59 7 
3 0.28 - 0.32 0.06-0.10 7 
4 0.27 - 0.32 0.49 - 0.57 18 
5 0.35 - 0.41 0.06 - 0. 11 4 
6 0.33 - 0.44 0.17 - 0.3 1 19 
7 0.73 - 0.8 1 0.03 - 0. 11 13 
8 0.78 - 0.83 0.24 - 0.37 51 
It is important to note that the specification of the boundaries of the trap areas is 
difficult and somewhat subjective. The boundaries have been specified based on the tracer 
replicates that came to rest in the trap areas. The boundaries of the trap areas were not 
found to differ greatly, under the mid- and high-strength flow conditions. It may be that in 
some cases, trap areas could be expanded to include other pockets. For example, it could 
be argued that trap area 4 could be extended in the positive y-direction to y = 0.65 m and in 
the negative x-direction to x = 0.35 m, to include steps that occur in pockets outside of the 
trap area. However, the lack of velocity measurements in close proximity to these areas 
means that the hydraulic nature, and thus trapping mechanism cannot be established. In 
this sense, selection of pocket boundaries has been strict. 
Some trap areas are small individual pockets, in which the tracers come to rest or 
pass through precisely the same location, within close proximity to a velocity sampling 
location. Others are slightly larger areas containing more than one individual pocket over 
which the flow and trapping ability is assumed to be fairly homogenous and created by the 
same process. For example, the wake zone downstream from a collection of protruding 
clasts may contain a number of different, individual pockets that trap clasts over an area of 
the bed. The ability of the whole area to trap tracers is ultimately caused by the same 
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Figure 5.6: Topography of trap area 1 to 4 viewed from (a, c, e, g) the side and (b, d, f, h) looking in the 
downstream direction. The tracer in the pocket if the largest sized tracer, with a diameter of 0.020 m. 
The trap boundaries are highlighted in blue. 
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Figure 5.6 cont: Topography of trap area 5 to 8 viewed from (i, k, m, 0) the side and G, I, n, p) looking 
in the downstream direction. The tracer in the pocket if the largest sized tracer, with a diameter of 
0.020 m. The trap boundaries are highlighted in blue. 
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mechanism, namely the presence of separated fluid, and as such can be viewed as an 
homogenous trap area. Such areas contain at least one velocity sampling location. 
Sampling velocity measurements at a much higher resolution, for example every 
0.01 m in the x- and y-direction, would have permitted examination of all trap areas on an 
individual pocket basis. Collection of velocity measurements on a higher spatial sampling 
grid was not, however, possible within the time frame of the research. Examining only 
individual pockets that trap tracers would have severely limited the detailed analysis of 
trap areas as the probability of velocity sampling locations occurring directly over 
individual pockets is low, hence the use of trap areas. 
From figures 5.3-5.6 it is possible to speculate on the causes of trapping based on 
the topography and structure of the clasts in the immediate vicinity of the trap areas, 
Sections 5.2.1-4 will, however, examine the hydraulic nature of the trap areas in detail, 
thus expanding upon the preliminary observations made here. Trap areas 1, 5 and 7 occur 
in the lee of protruding clasts or groups of imbricated clasts. Tracers are therefore likely to 
become trapped due to the effects of flow separation around protuberances upstream of the 
trap area, which provides a sheltered region in which the fluid drag is much reduced 
compared to the main flow. In contrast, trap areas 3, 4 and 8 occur on the stoss side of 
protruding clasts, which suggests that the main trapping mechanism is a 'blocking' effect 
due to an quasi-impassable region. Trap areas 2 and 6 appear to operate as traps due to a 
combination of blocking and hiding. Trap areas also allow some tracer replicates to pass 
through without resting, and this will be studied further in section 5.2.5.1. 
5.2.1 Mean streamwise velocity in trap areas 
Examination of hydraulic parameters to characterize the flow field in the trap areas 
will enable the possible trapping mechanisms to be investigated. The mean streamwise 
flow velocity at a height of 0.008 m above the local bed topography, indicates the 
magnitude of the mobilizing force of the fluid. Figures 5.7 and 5.8 depict the mean 
streamwise velocity at each of the sampling locations in layer A, at a height of 0.008 m 
above the local bed topography, at the mid- and high-strength flow conditions, 
respectively. Missing velocity data points occur as a result of the removal of poor quality 
velocity files on the basis that the percentage of aliased data points and spikes in these files 
exceed the 5 % threshold. The mean streamwise velocities for each of the sampling 
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locations that coincide with the trap areas is outlined in table 5.2. The ratio between the 
mean streamwise velocity at each of the sampling locations and the average value for the 
entire hydraulic sampling area, Uo.OOS is also given. 
Table 5.2: Mean streamwise velocity, It, at the mid- and high-strength flow conditions, for each velocity 
sampling locations that coincides with trap areas. x and y are the co-ordinates of the velocity sampling 
locations. ltO.008 is the mean streamwise velocity for the layer of velocity measurements taken at a height 
of 0.008 m above the bed. Negative ratios indicate that the mean streamwise velocity is directed 
upstream. 
Mid-strength flow condition (flow 2) High-strength flow condition (flow 3) 
Trap x (m) y (m) u (m S· I) UO.OO8 U/U O.OO8 U (m S· I) UO.OO8 U/U OOO8 
(m S· I) (%) (m S· I) (%) 
I 0.20 0.15 0.065 0.186 35 0.059 0.333 18 
2 0.20 0.55 0.120 0.186 65 0.223 0.333 67 
3 0.30 0. 10 0.042 0.186 23 0.064 0.333 19 
4 0.30 0.55 0.100 0.186 54 0.186 0.333 56 
5 OAO 0.10 - 0.042 0.186 -23 -0. 110 0.333 -33 
6 OAO 0.20 0.064 0.186 35 0.109 0.333 33 
6 OAO 0.25 0.075 0.186 40 0.177 0.333 53 
7 0.80 0.05 0.002 0.186 I -0.031 0.333 -9 
8 0.80 0.25 0.089 0.186 48 0.175 0.333 53 
8 0.80 0.30 0.157 0.186 84 0.276 0.333 83 
8 0.80 0.35 0.065 0.186 35 0.135 0.333 41 
Mean U/U O.OO8 (%) 36 35 
Standard Dev. U/UO.OO8 (%) 29 34 
Some general observations can be made from figures 5.7 and 5.8 and table 5.2. It 
can be seen that the mean streamwise velocity at a height of 0.008 m above the bed is low 
in the trap areas compared to the entire hydraulic measurement area. The mean streamwise 
velocity, at the mid-strength flow condition, varies widely in the trap areas, ranging from 
1-84 % of Uo.oos. The mean and standard deviation of u/uo.oos are 36 % and 29 %, 
respectively. Similarly, at the high-strength flow condition, the mean streamwise velocity 
ranges from 18-83 % of Uo.oos, with a mean and standard deviation of 35 % and 34 %. 
Areas that trap tracers exhibit considerable heterogeneous hydraulic character in terms of 
the mean streamwise velocity. There appears, however, to be an upper limit to the mean 
streamwise velocity above which the pocket or area under consideration cannot operate as 
a tracer trap, due to the increased drag experienced by the c1ast. At the mid- and high 
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strength flow conditions, the specific trap areas did not exhibit a mean streamwise velocity 
higher than 84 % and 83 % of UO.OOR. 
At the mid-strength flow condition, the mean streamwise velocity at x = 0.40 m, y 
= 0.10 m in trap 5 is negative, which means that the mean flow at a height of 0.008 m 
above the bed is directed upstream. This suggests that the flow is separated by the clasts 
that compose the upstream boundary of the trap area at x = 0.40 m - 0.50 m, y = 0.10 m . 
The negative value recorded is due to the return flow of a circulatory wake that has 
developed in the lee of the obstacle clasts. This presence of a separation zone provides an 
explanation to why tracers become trapped in this area. At the high-strength flow 
condition, this negative streamwise fluid persists and increases in magnitude. 
Under the mid-strength flow condition, the mean streamwise velocity in trap 7, 
located at x = 0.80 m, y = 0.05 m, is low, at only 1 % of UO.008. It is interesting to note that 
the flow in this region develops a recirculating wake under the high-strength flow 
condition, with a negative mean streamwise velocity of -0.031 m s· '. 
5.2.2 uv velocity vectors in trap areas 
Figure 5.9 shows the magnitude of the mean uv velocity vector at a height of 0.008 
m above the local bed topography at the mid-strength flow condition. Figure 5.10 depicts 
the magnitude of the mean uv velocity vector at a height of 0.008 m above the bed at the 
high-strength flow condition. under both flow conditions, the flow vectors in the trap areas 
are not parallel to the principal flow direction, and as illustrated in section 5.2.1 , the 
magnitude of the mean streamwise velocity is less than the remainder of the hydraulic 
measurement area. In some of the trap areas, and in contrast to the rest of the flow field, 
the vectors point upstream which indicates flow separation and recirculation. Clasts that 
enter such areas are hidden from the flow and require a change in the flow field to dislodge 
and re-entrain them. The spatial extent of separated flow fields has been shown to oscillate 
temporally, associated with the detachment and shedding of eddies in the wake zone of 
obstacle clasts and subsequent incursion of fluid (Clifford and French, 1993; Kirkbride, 
1993). Consequently, whilst, trap areas may function as such for some of the time, this 
spatial and temporal variability of the shear layer means that the trapping ability of the area 
can be disrupted leading to entrainment of sediment trapped within. 
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5.2.3 Mean vertical velocity in trap areas 
Figure 5.11 and 5.12 depict the mean vertical velocity at each of the 
sampling locations in layer A, at a height of 0.008 m above the local bed topography, at the 
mid- and high-strength flow conditions, respectively. Missing velocity data points occur as 
a result of the removal of poor quality velocity files. The mean vertical velocities for each 
of the sampling locations that coincide with the trap areas are outlined in table 5.3. The 
ratio between the mean vertical velocity at each of the sampling locations and the average 
value for the entire hydraulic sampling area at a height of 0.008 m above the local bed 
topography, w/WO.OOB, is also given. Table 5.3 shows that, for the mid-strength flow 
condition, WO.OOB is 0.002 m s·'. For eight of the eleven sampling locations that coincide 
with trap areas, the mean vertical velocity is positive, which signifies that fluid in these 
regions is directed away from the boundary. The magnitude of the mean vertical velocity 
in these areas is large, ranging from -575-2025 % of the average for the entire hydraulic 
sampling layer (mean w/WO.OOB = 636 %, Standard deviation 927 %). 
Table 5.3: Mean vertical velocity, at the mid- and high-strength flow conditions, fo r velocity sampling 
locations which coincide with trap areas, w. x and y are the co-ordinates of the velocity sampling 
locations. Wo.oos is the mean vertical velocity for the layer of velocity measurements t aken at a height of 
0.008 m above the bed. For the mid-strength flow condition (flow 2) negative ratio s indicate that w is 
directed towards the boundary. For the high-strength flow condition (flow 3) nega tive ratios indicate 
that w is directed away from the boundary. 
Mid-strength flow condition (flow 2) High-strength flo w condition (flow 3) 
Trap x (m) y (m) w (m s· ) WO. 008 W/WO.008 W (m s· ) W 0.008 W / WO.008 
(m S· I) (0/0 ) ( m S· I) (0/0) 
I 0.20 0. 15 0.040 0.002 2025 0.050 -0. 004 - 1252 
2 0.20 0.55 0.025 0.002 1270 0.048 -0. 004 -1190 
3 0.30 0. 10 0.003 0.002 175 0.007 -0. 004 -165 
4 0.30 0.55 0.004 0.002 208 0.014 -0. 004 -34 1 
5 OAO 0.10 0.022 0.002 1100 0.033 -0. 004 -836 
6 OAO 0.20 -0.0 11 0.002 -575 -0.015 -0. 004 374 
6 OAO 0.25 -0.009 0.002 -427 -0.029 -0. 004 719 
7 0.80 0.05 0.04 1 0.002 2032 0.070 -0. 004 -1738 
8 0.80 0.25 -0.008 0.002 -393 -0.0 14 -0. 004 360 
8 0.80 0.30 0.017 0.002 840 0.027 -0. 004 -673 
8 0.80 0.35 0.015 0.002 741 0.038 -0. 004 -955 
Mean W/ W0 008 (0/0) 636 -518 
Standard Dev. W/ WO.008 (0/0 ) 927 778 
121 
-N N 
Vertical Velocity 
0.65 
0.60 0 0.00 - 0.02 m S-1 
0.55 • 0 0 0 0 0.02 - 0.04 m S-1 
0.50 • 0 0 0 
0.45 0 0 0.04 - 0.06 m S-1 
0.40 0 0 0.06 - 0.08 m S-1 
E 0.35 0 
~ 0 >. 0.30 0 0.08 - 0.10 m S-1 
0.25 0 0 o 0.10-0.12ms-1 
0.20 0 o 0.12 - 0.14ms-1 0.15 0 0 
0.10 0 0 0 0 
Q > 0.14ms-1 0.05 0 
0.00 
0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00 1.10 1.20 1.30 
x (m) 
Figure 5.11: Mean vertical velocity at a height of 0.008 m above the local bed topography, for the mid-strength flow condition. Trap areas are highlighted in blue. 
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The two sampling locations that coincide with trap 6, however, have a negative 
mean vertical velocity, meaning that fluid is directed towards the boundary. It would 
appear that the spacing of the clasts forming the upstream and downstream boundaries of 
trap 6 develops skimming flow in the trap area, creating recirculating fluid that effectively 
pins the tracer against the clasts that block progress at the down stream end of the trap area. 
This can be seen in figure 5.4, in which all of the replicates that reach trap 6 are located at 
the downstream end of the trap area, where their progress is blocked by the boundary 
clasts. The mean vertical velocity at x = 0.80 m, y = 0.25 m that coincides with trap 8 also 
exhibits a negative mean vertical velocity. The sampling location occurs directly over a 
pocket region, it can therefore be assumed that a similar skimming flow mechanism 
operates at this location. 
At the high-strength flow condition WO.008 is -0.004 m S-I. Consequently, in contrast 
to the mid-strength flow condition, negative w/WO.008 indicate that vertical velocity is 
directed away from the boundary. Despite this change in the layer-averaged mean vertical 
velocity from positive to negative, the strong positive vertical fluid motion (away from the 
boundary) is retained at the high-strength flow condition. The mean and standard deviation 
of in the trap areas is -518 % and 778 %, respectively. 
It can be concluded that trap areas exhibit positive mean vertical velocities. In the 
case of areas in which 'blocking' is the main trapping mechanism, these positive mean 
vertical velocities are associated with the redirection of streamlines up and over clasts that 
block progress (traps 2, 3 ,4 ,6 , and 8). In this sense, it is the obstacle clasts that prevent 
progress by blocking the movement of tracers. In trap areas where tracers are trapped in the 
wake behind obstacle clasts, the tracer is not physically stopped from moving; it is 
retained, instead, by the fluid (traps 1, 5 and 7). The movement of fluid away from the 
boundary in these zones is associated with the recirculation of fluid in the wake of the 
obstacle clasts. 
5.2.4: Quadrant analysis 
5.2.4.1: Methodological development 
A quadrant analysis was undeltaken to determine the dominance of particular 
coherent events over different areas of the cast surface. Quadrant analysis is based on the 
124 
joint distribution of the velocity fluctuations from the mean in the streamwise (U) and 
vertical (w ) components (equations 1. 5 and 1. 7). The Quadrant technique can be applied 
to the entire velocity signal, or to values above a specific threshold or 'hole size' (Hcril). 
These thresholds are used to distinguish low and high magnitude events. For each of the 
u 'w ' pairs in the velocity signal, a value H is calculated from 
H = u'w' / (RMSu x RMSw) (5 .1) 
where RMSu and RMSw are the root mean square of the u and w velocity components, 
respectively. If H is greater than the chosen threshold, Hcril' the instantaneous u 'v' product 
is classed as an event. The selection of the threshold Hcrit is arbitary, but values of 0 to 5 
have been used in other studies (Biron et aI. , 1996; Buffin-Belanger and Roy, 1998). 
The analysis of flow turbulence using the quadrant technique assumes that the 
mean vertical flow velocity is zero, however, under certain conditions the mean vertical 
flow may be non-zero. The measurement of streamwise and vertical velocities requires 
accurate instrument alignment to ensure that the stream wise component is parallel to the 
flow streamline at each measuring location. All flow measurements are taken within a 
frame of reference, and because it is assumed that streamlines are parallel to the channel 
bed, the bed plane is often chosen as the frame of reference. 
Roy et al. (1996), highlighted the importance of recognizing the cause of non-zero 
vertical velocities, the occurrence of which may be related to one of two different 
scenarios. Firstly, non-zero vertical velocities occur when the instrument is incorrectly 
aligned within the general frame of reference. In this case, whilst the streamlines are 
parallel to the bed, the misalignment of the instrument itself causes non-zero vertical 
velocities. Secondly, non-zero vertical velocities will occur even when the instrument is 
correctly aligned if the streamline is at an angle with respect to frame of reference. 
Streamlines oriented non-parallel to the bed (and thus the frame of reference) are generated 
by a number of mechanisms such as the separation of flow around obstacles on the bed, or 
the generation of secondary flow induced by meanders or channel confluence. 
Roy et al. (1996) highlighted the effect that a non-zero mean vertical velocity can 
have on quadrant analysis, with particular reference to subsequent Reynolds shear stress 
calculations. They introduced a scheme in which a rotation is applied to the instantaneous 
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flow measurements if the cause of non-zero mean vertical velocity is due to instrument 
misalignment within the reference frame. They state this is not, however, a suitable 
technique for dealing with flow measurements in which the local streamline varies 
markedly between sampling locations. They assert that applying a rotation to the velocity 
measurements in order to correct for non-alignment with the local streamlines may simply 
complicate any subsequent analysis of the flow field and turbulence structure and should 
not be carried out. 
Mean vertical velocities were found to be non-zero in certain areas of the cast 
surface, resulting in a wide variance of mean flow vectors between sampling locations. In 
the present study, the velocities were sampled using an ADV mounted on a rigid, moveable 
trolley, which could be positioned accurately within the x, y and z dimensions. The 
apparatus used gives high confidence that non-zero mean vertical velocities recorded at 
any of the sampling locations is attributable to irregular streamlines caused by the rugosity 
of the bed and not due to sensor misalignment within the sampling reference frame. 
Consequently, the rotation technique developed by Roy et at. (1996) could not be applied 
to the velocity data to correct for non-zero mean vertical velocities. 
In order to compensate for non-zero mean vertical velocities a technique was 
developed which partitions the instantaneous velocity not only on the joint distribution of 
the u'w' product, but also on the sign of the instantaneous vertical velocity component. 
This technique was developed in order to ensure that the actual fluid motion of each 
partitioned instantaneous u'w' product of the velocity signal matched the motion intrinsic 
of the quadrant to which it was assigned. 
Figure 5.13 illustrates the technique used in this study and highlights how it differs 
to a more conventional quadrant analysis, with reference to two imaginary sample 
locations on the cast surface, A and B. The imaginary velocity data collected at location A 
and B is given in table 5.4. Figure 5.13(a) plots the mean velocity vector at location A, 
shown as the heavy arrow. At location A the mean vertical velocity, w, is zero and the 
mean streamwise velocity, u, is 0.4 m S- I . It would therefore be possible to plot data 
collected at this location on a traditional quadrant plot because the mean vertical velocity is 
zero. Figure 5. 13 (a) also plots an instantaneous velocity vector, with a vertical velocity of 
0.10 m S-1 and a streamwise velocity of 0.30 m S-I . Using equations 1.5 and 1.7, u ' and w', 
the fluctuations from the mean streamwise and mean vertical velocity are calculated as -0.1 
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m S· I and 0.1 m S· I, respectively. Data point a plotted on Figure 5.13(b) represents u ' and 
w' at location A on the cast surface. This combination of fluctuation in the u 'w' plane 
means that the parcel of fluid is moving away from the boundary, at a slower than average 
streamwise velocity, which is known as an ejection event. 
Figure 5.13(c) plots the mean velocity vector at location B, shown as the heavy 
arrow. At location B the mean vertical velocity is -0.20 m S·I and the mean streamwise 
velocity is 0.4 m S·I. The non-zero vertical velocity means that it would not be possible to 
perform a quadrant analysis on the velocity data collected at this location, because the fluid 
motion of a proportion of the velocity time series would not match the quadrant to which it 
was assigned. This example illustrates the reason for this. An instantaneous velocity vector 
is also plotted in Figure 5.13(c) with a vertical velocity of -0.10 ms·1 and a streamwise 
velocity of 0.30 m S· I. u' and w ' are calculated as -0.1 m S· I and 0.1 m S· I, respectively. 
Data point b plotted on figure 5. 13 (d) represents u' and w ' location B on the cast surface. 
Thus, whilst the calculated streamwise and vertical velocity fluctuations (u' and w') are 
identical to those encountered at location one, the motion of the fluid is significantly 
different. Data point b plots in quadrant 2, however the fluid is still moving towards the 
boundary, just at a slower speed than the mean vertical velocity. Strictly, this instantaneous 
velocity measurement is not an ejection event, which requires movement of fluid away 
from the boundary to be classified as such. 
This example illustrates the importance of distinguishing between those cases in 
which the fluid motion matches that required of the quadrant to which it is assigned, and 
those which do not. As a consequence, the streamwise and vertical velocity fluctuations 
were classified into eight categories over the standard four quadrants according to their 
deviation from the mean and the sign of the instantaneous vertical velocity, summarized in 
table 5.5. This divides the instantaneous velocity signal into cases where the velocity 
fluctuations match the fluid motion required for the quadrant to which it is assigned and 
those which do not, classified as 'events' and 'reverse events', respectively. Continuing 
with the example (table 5.5), data point a would be classified as a quadrant 2 'event', data 
point b, however, would be classified as a quadrant 2 'reverse event'. The term reverse 
event is used because during the e events the fluid is moving in the opposite vertical 
direction to that suggested by the quadrant to which it is assigned. 
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Figure 5.13: (a) Velocity vectors for imaginary mean and instantaneous velocity data collected at 
location A. The mean vertical velocity at A is zero, thus, streamlines are parallel to the bed. (b) depicts 
the fluctuation at location A, in the form of a quadrant plot. (c) Velocity vectors for imaginary mean 
and instantaneous velocity data collected at location B. The mean vertical velocity -0.20 m S· I (toward 
the bed). (d) depicts the fluctuation at location B, in the form of a quadrant plot. The motion of the 
fluid in the quadrant to which it is assigned does not however match the motion taking place due to the 
non-zero mean vertical velocity. Consequently, a traditional quadrant analysis would give misleading 
results in terms of turbulent structure characterization at that location. 
Table 5.4: Example data points for the quadrant analysis. 
Data point Mean Instantaneous Fluctuation Mean Instantaneous Fluctuation 
streamwise streamwise from mean vertical vertical from mean 
veloc ity, u veloc ity, U streamwise veloc ity, W velocity, W vertical 
(m S· I) (m S-I) velocity, U , (m S· I) (m S· I) velocity, w' 
(m S-I) (m S· I) 
a 0.40 0.30 -0.10 0 0. 10 0. 10 
b 0.40 0.30 -0.10 -0.20 -0. 10 0.10 
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Table 5.5: Classification of instantaneous velocity signal into quadrant events and reverse-events. 
£I ' Cm s-I) w'Cm -I) w Cm s-I) C lassificati on 
£I ' > 0 w' >O w>O Quadrant I , event 
£I '> 0 w' >O W <0 Quadrant I , reverse-event 
£1 ' < 0 w' >O w>O Quadrant 2, event 
£I ' <0 w' >O W <0 Quadrant 2 , reverse-event 
£1 ' <0 w'<O w <0 Quadrant 3, event 
£I ' <0 w' <O w>O Quadrant 3, reverse-event 
£I ' > 0 w' < 0 w < 0 Quadrant 4 , event 
£I ' > 0 w' <O w>O Quadrant 4 , reverse-event 
From table 5_5 it can be seen that during both a Ql reverse-event and a Q4 event 
the fluid is moving faster than the average in a streamwise direction (U > U and, therefore, 
u ' > 0), and it is moving towards the bed_ The only difference is that during a Ql reverse-
event the fluid is moving towards the bed with an instantaneous vertical velocity greater 
the mean vertical velocity (W > wand, therefore, w' > 0), whereas during a Q4 event the 
fluid is moving towards the bed with an instantaneous vertical velocity less than the 
average (W < w, and therefore, w' < 0)_ The other 3 quadrant reverse-events can similarly 
be coupled with the remaining 3 quadrant events_ Table 5_6 illustrates this, providing a 
description of the movement of the instantaneous fluid compared to the mean fluid in the 
streamwise and vertical directions_ As long as the distinction between events and reverse-
events is made clear it is possible to study the effects of all of the different types of fluid 
motion outlined in table 5_6 on the functioning of trap areas_ 
Table 5.6: Coupling of quadrant events and quadrant reverse-events, based on the direction of the 
instantaneous vertical velocity and the behaviour of the instantaneous streamwise, u, and vertical, w, 
fluid compared to the mean. 
Behaviour of instantaneous fluid 
Paired quadrant events and 
reverse-events 
Quadrant I, event 
Quadrant 4, reverse-event 
Stream wise, U 
Faster than mean 
Faster than mean 
Vertical , W 
Faster than mean 
Slower than mean 
....................... _ ..•......•. __ ..... _-_ .... _-_ ...... __ ._-_ ............................ -....... . 
Quadrant 2, event 
Quad rant 3, reverse-event 
...... _-_ ..... . 
Quadrant 3, event 
Quadrant 2, reverse-event 
Quadrant 4, event 
Quadrant I, reverse-event 
Slower than mean Faster than mean 
Slower than mean Slower than mean 
Slower than mea n Slower tha n mean 
Slower than mean Faster than mean 
Faster than mean Slower than mean 
Faster than mean Faster tha n mean 
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Direction of vert ical, W 
Away from boundary 
Away from boundary 
. ...................... . ......... . 
Away from boundary 
Away from boundary 
. ..................... . 
Towards boundary 
Towards boundary 
Towards boundary 
Towards boundary 
The selection of a threshold, Herir , for the present study was achieved by examining 
the effect of different thresholds on the contribution of the four quadrants to the velocity 
signal , for ten different sampling locations picked at random from the layer of velocity 
measurements sampled at a height of 0.008 m above the cast surface. Figure 5.14 depicts 
the contribution of each of the four quadrants to the velocity signal at ten different 
locations as a function of Herir . Some authors have used a break in the slope in the relation 
between quadrant contribution and Herir (Buffin-Belanger, personal comm.). However, no 
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Figure 5.14: Quadrant contributions to the velocity signal at ten different locations on the cast surface 
as a function of H erit• All of the velocity signals examined were taken from the high-strength flow 
condition. The quadrants are distinguished by the following symbols: 0 quadrant one, 0 quadrant two, 
+ quadrant three, t,. quadrant four. 
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clear break in the slope is discernible in figure 5.14. As a consequence of examining the 
relation between quadrant contribution and H air, values of H crir = 0 and H crir = 1 were 
selected in order to characterize low- and high-magnitude events, respectively. Using a 
Hair value to differentiate between low and high magnitude events is based on the 
reasoning of Buffin-Belanger and Roy (1998), who selected values of H crir = 0 and H crir = 
1, to distinguish between low- and high-magnitude events, respectively. 
For the majority of velocity sampling locations examined, the signal is dominated 
by quadrant 4 (sweep) and quadrant 2 (ejection) events (figure 5.14 (a-f». This dominance 
of the time series by quadrant 2 and 4 events can be attributed to the "bursting 
phenomenon' (Shvidchenko and Pender, 2001), in which upwelling motion of fluid away 
from the boundary (+w') causes a decrease in the streamwise velocity (-u') close to the bed 
(ejection). This is followed by an inrush of fluid (-w') towards the boundary causing an 
increase in streamwise velocity (+u') near the bed surface (sweep). At other locations 
(figure 5.14 (g-j» the pattern is complicated as the percentage contribution from quadrants 
1 and 3 becomes higher, although most are still dominated by quadrants 2 and 4. This 
complication may be due to the bed structure with the presence of obstacles leading to the 
breakdown of the turbulent bursting cycle. 
Figure 5.15 shows the quadrant analysis of a fifty-nine second velocity time series 
taken at a single sampling location at a height of 0.008 m above the bed, under the high-
strength flow condition (flow condition three). The mean vertical velocity is -0.02 ms-I, 
indicating that the streamlines are directed towards the bed. Crosses and filled circles 
represent events and reverse-events, respectively, according to the classification system 
outlined in table 5.5. The threshold applied, H crir , is zero, which mean that all events within 
the quadrant are considered. 
Figure 5.16 illustrates a quadrant analysis performed on the same data, but with a 
threshold (Ha ir) of one applied to the time series. The application of a threshold of one 
severely reduces the number of events in each quadrant, which means that only high-
magnitude events in terms of Reynolds shear stress production remain. Figures 5 .1 5 and 
5.16 also show that thresholding the u'w' cross-product has the effect of removing those 
cases in which the fluid motion is classified as a ' reverse-event' (in the scheme described 
in table 5.5), which have lower Reynolds shear stresses. 
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Figure 5.15: Example of a quad rant analysis of a velocity time series taken at a height of 0.008 m above 
the bed, under the high-strength flow condition (flow condition 3). The mean vertical velocity is -0.02 
m S· I. Crosses and filled circles represent events and reverse-events, respectively. Heril = O. 
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Figure 5.16: Example of a quadrant analysis of a velocity time series taken at a height of 0.08 m above 
the bed. The mean vertical velocity is - 0.01 m S-I. Threshold H cril = 1. The th resholding process has the 
effect of removing all of the non-events and therefore only events are present (compared to figure 5.15 
in which non-events are represented by fi lled circles). 
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5.2.4.2: Quadrant analysis of velocity time series at each of the sampling locations 
The contribution of quadrant events and reverse-events to the velocity signal at all 
of the velocity sampling locations was calculated in terms of the percentage of time spent 
in each quadrant (table 5.7), for the mid- and high strength flow conditions. Figures 5.17 
and 5.18 illustrate the distribution of quadrant event and reverse-event dominance over the 
cast surface, at a height of 0.008 m above the local bed topography, under the mid- and 
high-strength flow conditions, respectively. H eril = 0, allowing the entire velocity signal to 
Table 5.7: Contribution of quadrant events and reverse-events to the velocity signal at all velocity 
sampling locations that occur in the trap areas, for the mid- and high-strength flow conditions (note 
that traps 6 and 8 have more than one sampling location within their boundary. H eril = O. Quadrant 
analysis was not carried out for sampling locations at which the mean streamwise velocity is negative, 
indicated by a dash. 
Trap Flow x y Events (%) Reverse-events (%) 
(m) (m) 
QI Q2 Q3 Q4 QI Q2 Q3 Q4 
I 2 0.20 0.15 28. 14 23. 19 2.37 1.29 0 0 26.10 18.92 
2 2 0.20 0.55 13.83 35.86 1.49 14.03 0 0 14. 10 20.68 
3 2 0.30 0. 10 35. 12 16.00 25.76 14.37 0 0 4.95 3.80 
4 2 0.30 0.55 16.75 34.3 1 15 .73 28.27 0 0 2.58 2.37 
5 2 0.40 0.10 - - - - - - - -
6 2 0.40 0.20 7.32 22. 10 17 . 15 33.97 6.31 13. 15 0 0 
6 2 0.40 0.25 6.98 27.93 14.64 35.32 6.17 8.95 0 0 
7 2 0.80 0.05 25.22 27.12 2.78 3. 19 0 0 19.73 2 1.97 
8 2 0.80 0.25 6.58 26.44 14.85 35 .12 6.58 10.44 0 0 
8 2 0.80 0.30 16.75 34.7 1 4.4 1 20.4 1 0 0 9.02 14.71 
8 2 0.80 0.35 19.39 3 1.1 2 11.1 9 20.8 1 0 0 9.69 7.80 
----------- ---- ------------------ ----------- -- -- -------------------------- -- ----- ------- --------------_.- -- ----- -- -I 3 0.20 0. 15 24.68 24.95 4.75 1.69 0 0 25.02 18.92 
2 3 0.20 0.55 19.46 3 1.53 2.5 1 8.20 0 0 18.44 19.86 
3 3 0.30 0. 10 36. 14 15 .80 28. 14 7.80 0 0 7. 19 4.95 
4 3 0 .30 0.55 16.6 1 32.68 12.68 26.03 0 0 6.03 5.97 
5 3 0.40 0. 10 - - - - - - - -
6 3 0.40 0.20 9. 15 24.88 18.78 30.03 7.46 9.69 0 0 
6 3 0.40 0.25 4.68 21.36 15 .25 34.03 7.66 17.02 0 0 
7 3 0.80 0.05 - - - - - - - -
8 3 0.80 0.25 6.85 27.93 12.95 36.6 1 5.22 10.44 0 0 
8 3 0.80 0.30 16.00 34.5 1 5.22 20.07 0 0 10.71 13.49 
8 3 0.80 0.35 25 .15 23.25 10.71 11.1 2 0 0 17 .97 1l.80 
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Figure 5.17: Quadrant dominance at each of the velocity sampling locations at a height of 0.008 m above the local bed topography, for the mid-strength flow 
condition. The colour of the square indicates the dominant quadrant, in terms of percentage contribution, to tbe velocity signal at each location. The size of tbe 
square indicates the magnitude of the contribution to the velocity signal of the most dominant quadrant. Missing data at some sampling locations is due to negative 
streamwise velocities. 
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Figure 5.18: Quadrant dominance at each of the velocity sampling locations at a height of 0.008 m above the local bed topography, for the high-strength flow 
condition. The colour of the square indicates the dominant quadrant, in terms of percentage contribution, to the velocity signal at each location. The size of the 
square indicates the magnitude of the contribution to the velocity signal of the most dominant quadrant. Missing data at some sampling locations is due to either 
removal of poor quality files during processing or negative streamwise velocities. 
be considered. The colour of the square marking each sample location indicates the 
dominant quadrant in terms of the percentage of time that the velocity signal contributes to 
that quadrant. The size of the marker at each velocity sampling location represents the 
magnitude of the percentage contribution of time spent in the dominant quadrant. The 
shape of the marker indicates whether the dominant quadrant is an event or a reverse event 
For example, at sampling location x = 0.1 m, y = 0.05 m, quadrant 4 events dominate the 
flow, contributing to 32.8 % of the velocity signal at that location. 
From table 5.7 and figures 5.17 and 5.18 it is possible to see that in all trap areas 
except trap 6 and 8, the velocity signal is dominated by Q 1 and Q2 events and Q3 and Q4 
reverse-events. One location is dominated by a Q3 reverse-event (trap 1). These events and 
reverse-events are all associated with fluid moving away from the boundary. In order to 
better illustrate this, table 5.8 and figure 5.19 summarise the total contribution of fluid 
moving away from the boundary and fluid moving towards the boundary to the velocity 
signal. It would appear therefore that fluid moving away from the boundary is an important 
trapping mechanism. 
Table 5.8: Contribution of fluid moving away from, and towards, the boundary for the entire velocity 
signal (Heril = 0) sampled at each of the velocity sample locations that coincide with the trap areas 
Quadrant analysis was not carried out for sampling locations at which the mean streamwise velocity i s 
negative, indicated by a dash. 
Flow condi tion 2 Flow condition 3 
Trap x (m) y (m) Towards Away Towards Away 
I 0.20 0.15 3.66 96.35 6.44 93.57 
2 0.20 0.55 15.52 84.47 10.7 1 89.29 
3 0.30 0.10 40.13 59.87 35.94 64.08 
4 0.30 0.55 44.00 56.01 38.7 1 6 1.29 
5 0.40 0.10 - - - -
6 0.40 0.20 70.58 29.42 65 .96 34.03 
6 0.40 0.25 65.08 34.9 1 73.96 26.04 
7 0.80 0.05 5.97 94.04 - -
8 0.80 0.25 66.99 33.02 65.22 34.78 
8 0.80 0.30 24.82 75 .19 25.29 74.71 
8 0.80 0.35 32.00 68.00 2 1.83 78.17 
Mean (%) 37 63 38 62 
Standard deviation (%) 25 25 25 25 
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Table 5.8 and figure 5.19 show that, at trap locations 1, 2 and 7, which occur in the 
lee of obstacle c1asts, the contribution of fluid moving away from the boundary is large, 
representing 84-96 % of the velocity fluctuations in these areas, under the mid-strength 
flow condition. Trap locations 3 and 4, in which tracers are blocked on the stoss side of 
bed obstacles, are also dominated by turbulent fluctuations in which the fluid is moving 
away from the boundary, although to a lesser degree than traps 1,2 and 7, representing 56-
60 % of the velocity signal. The contribution of turbulent fluid away from the boundary 
only accounts for 34 % of turbulent fluid motions in trap 6. In trap 6, the low streamwise 
instantaneous velocities indicate that the area is dominated by skimming flow. It would 
appear that c1asts are forced downstream by turbulent motions, becoming trapped by the 
clasts blocking their downstream motion. Had velocity measurements been taken closer to 
where the c1asts are actually resting, it is speculated that the turbulent velocity signal 
would be dominated by turbulent motions away from the boundary. A similar situation is 
encountered in one of the velocity sampling locations in trap 8. 
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Figure 5.19: Contribution of fluid moving away from, and toward, the boundary for the entire velocity 
signal (Herit = 0) at each of the velocity sampling locations that coincide with the trap areas, at (a) the 
mid-strength flow (flow 2) and (b) the high·strength flow (flow 3). Quadrant analysis was not carried 
out for locations at which the mean streamwise velocity is negative (trap 5 at flows 2 and 3, and trap 7 
at flow 3). 
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Table 5.9 presents the contribution, in terms of percentage, of large magnitude 
fluctuations (Hcril = 1) to the velocity signal at each of the velocity sampling locations that 
coincide with trap areas. The dominance of events away from the boundary persists when 
only high magnitude events are considered. The contribution of events towards the 
boundary, however, becomes greater, relative to events away from the boundary. For 
example, under the mid-strength flow condition, the total contribution of fluid moving 
away from and towards the boundary in trap 1 is 96 % and 4 %, respectively (figure 5.19), 
when the entire velocity signal is considered (Hail = 0). Under the mid-strength flow 
Table 5.9: Contribution of quadrant events and reverse-events to the velocity signal at all velocity 
sampling locations that occur in the trap areas, for the mid- and high-strength flow (note that traps 6 
and 8 have more than one sampling location within their boundary). H erit = 1. Quadrant analysis was 
not carried out for sampling locations at which the mean streamwise velocity is negative, indica ted by a 
dash. 
Trap Flow x y Events (%) Reverse-events (%) 
(m) (m) 
Q I Q2 Q3 Q4 QI Q2 Q3 Q4 
1 2 0.20 0. 15 7.59 4.27 1.76 0.68 0 0 4.8 1 1.97 
2 2 0.20 0.55 1.29 10.37 0.27 9.83 0 0 0. 14 2.58 
3 2 0.30 0. 10 10.64 1.76 9.36 1.83 0 0 0 0 
4 2 0.30 0.55 2.39 7.59 1.1 5 10.7 1 0 0 0 0 
5 2 0.40 0. 10 - - - - - - - -
6 2 0.40 0.20 1.42 9.29 1.42 10.7 1 0.07 0 0 0 
6 2 0.40 0.25 0.4 1 12.75 0.88 12.48 0 0 0 0 
7 2 0.80 0.05 4.68 4.95 1.97 1.90 0 0 3.53 3.53 
8 2 0.80 0.25 0.4 1 11 .73 0.54 12. 14 0 0 0 0 
8 2 0.80 0.30 1.29 11.32 0.81 9.76 0 0 0 0.27 
8 2 0.80 0.35 5.02 9.08 2.03 7. 19 0 0 0 0 
-- ------------- ---------- --- --- ---- -------- --- --- ------------------------- - -- ------- ---------------------- ----- ----I 3 0.20 0. 15 6.71 3.80 3.25 0.75 0 0 2.5 1 2.24 
2 3 0.20 0.55 2.85 7.05 0.95 5.49 0 0 1.08 3.32 
3 3 0.30 0.10 11.80 0.68 10.3 1 0.81 0 0 0 0 
4 3 0.30 0.55 1.90 9.02 1.63 10.58 0 0 0 0 
5 3 0.40 0.10 - - - - - - - -
6 3 0.40 0.20 1.29 8.68 0.88 9.63 0 0 0 0 
6 3 0.40 0.25 1.29 12 0.68 12.8 1 0.07 0.07 0 0 
7 3 0.80 0.05 - - - - - - - -
8 3 0.80 0.25 1.49 11.1 2 0.27 12.88 0 0 0 0 
8 3 0.80 0.30 1.49 10.98 0.88 9.69 0 0 0.07 0.1 4 
8 3 0.80 0.35 9.08 5.69 3.12 4.54 0 0 0.4 1 0.34 
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condition, the total contribution of fluid moving away from and towards the boundary in 
trap 1 is 19 % and 2 % (figure 5.20) when only high magnitude events are considered (Heril 
= 0). From this it is possible to speculate that the incursion of infrequent, but high 
magnitude, fluid directed towards the boundary is responsible for the entrainment of 
sediment that has come to rest in the trap areas. 
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Figure 5.20: Contribution of fluid moving away from, and toward, the boundary for high magnitude 
fluctuations (Heril = 1) at each of the velocity sampling locations that coincide with the trap areas, at (a) 
the mid-strength flow (flow 2) and (b) the high-strength flow (flow 3). Quadrant analysis was not 
carried out for locations at which the mean streamwise velocity is negative (trap 5 at flows 2 and 3, and 
trap 7 at flow 3). 
In summary, many of the trap areas exhibit similar characteristics in terms of their 
hydraulic nature and composition. Despite these similarities, however, the functioning of 
trap areas in terms their influence on tracer clasts that encounter them is complicated. 
Section 5.2.5 will examine the effect of the experimental variables (size, flow and release 
pocket) on the operation of trap areas. In particular, the trapping ability of the trap areas 
will be examined and the total time spent at rest in each of the traps. Some tracer replicates 
are able to pass through trap areas without coming to rest. 
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5.2.5: The effect of the experimental variables on the operation of trap areas 
5.2.5.1: Effect of the experimental variables on the trapping ability of the trap areas 
Not all tracers that encountered the trap areas come to rest. Some are able to pass 
through without stopping. Table 5.10 presents the raw data, listing the total time that each 
tracer spent at rest in traps 1-8, for all replicates that came to rest in the trap areas. Tracers 
which were unable to escape from the pocket within the threshold period, and those that 
were able to pass through the pocket without stopping are also indicated. Using this raw 
data a number of representative figures are presented which distill key information. 
Figure 5.21 illustrates the trapping ability of each of the eight trap areas, based on 
all of the tracer clasts that encountered the trap areas, regardless of size, flow and release 
pocket. Traps 1,4,6 and 7 have a higher trapping efficiency than traps 2, 3, 5 and 8, as the 
percentage of clasts that came to rest in these specific traps is higher than those that were 
able to move straight through without stopping. It is interesting to note that in section 5.2, 
traps 1 and 7 were found to occur in the lee of protruding clasts, in the sheltered region that 
occurs due to the separated fluid. Trap 5 was also found to occur in the lee of protruding 
clasts, and figure 5.21 shows that the operating mechanism is 50:50. Trap 6 is in a low 
depression in which the trapping mechanism is a combination of sheltering, due to 
skimming fluid and blocking by the clasts downstream. It would appear, therefore, that trap 
areas that occur in the lee of protruding c1asts are more efficient at trapping c1asts than 
those that operate due to a blocking effect. 
Figure 5.22 illustrates the main effects of the experimental variables of flow and 
size on the trapping ability of the trap areas. As the clast size increases the trapping ability 
of the trap areas decreases, although this relation is stronger at the higher strength flow 
condition. For example, at the high strength flow, as the tracer clast is increased from the 
smallest to the largest the trapping ability of the trap areas decreases from 61 % to 23 %. 
At the mid-strength flow condition, the trapping ability of the trap areas remains higher for 
smallest tracer clast at 60%, with a small decrease in trapping ability for the mid-sized and 
largest clasts, at 55 % and 56 %, respectively. Trap areas 1-8 are able to more easily entrap 
smaller tracer clasts in transit, compared to the larger sizes, because they have greater pivot 
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Table 5.10: Total time at rest in the trap areas for each of the tracer replicates that reaches traps 1-8. 
< represents tracers which that could not escape from the trap within the 300 s period. - represents 
tracers that moved through the trap area without resting. * indicates tracer replicates that became 
hidden from the camera's view, under a cIast on the bed. 
Trap Total rest time (s) for flow 2 Total rest time (s) for flow 3 
Size I 
< 
2 < 
3 < 
4.84 
..... . _-_ ........ ....... . 
4 18.68 + < 
3.00 
* 
.......... . 
5 22.60 
Size 2 
17.04 
16.32 
Size 3 Size I 
< 58.08 
< 
< 
< 
< 
------_ ...... _-----_._- .... __ ._------_ .. -............. . 
Size 2 
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< 
< 
< 
4.40 
6 54.48 
52.48 
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6.24 
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Figure 5.21: Percentage of tracer cIasts that became trapped on entering each of the trap areas. 
angles and smaller momentum and therefore a higher probability of entrapment, as they 
move into the trap areas. The small decrease in trapping ability, at the mid-strength flow 
condition, as the tracer size is increased reflects the fact that the path step velocity, and 
thus momentum, exhibits only a very small increase with tracer size (figure 3.7(a)). At the 
high-strength flow condition the decrease in trapping ability with increasing tracer size is 
much greater. This reflects the fact that the increase in path step velocity, and thus 
momentum, with tracer clast size is greater at the high-strength flow condition, although 
pocket effects complicate the pattern (figure 3.7(b)). It can also be seen from figure 5.22 
that as the flow is increased the trapping ability of the trap areas for the smallest tracer 
clast remains approximately constant, at 60 % and 61 % for the mid- and high-strength 
flow conditions, respectively. For the mid-sized tracer the trapping ability decreases 
sharply from 55 % to 38 % as the flow condition is increased from the mid- to high-
strength. Similarly, the trapping ability for the largest tracer decreases from 56 % to 23 % 
with an increase in flow condition. This decrease in trapping ability with increasing flow 
strength for the mid-sized and largest tracers is a function of the higher momentum of the 
clast in transport (due to greater transport velocities) and the lower pivot angles, which 
increase the probability of the clast being able to move straight through without coming to 
rest. 
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Figure 5.22: Percentage of tracer clasts trapped in the trap areas by flow condition and size. 
5.2.5.2: Effect of the experimental variables on total time spent at rest in trap areas 
Table 5.10 lists the total time that each tracer spent at rest in traps 1-8, for all 
replicates that came to rest in the trap areas . Tracers which were unable to escape from the 
pocket within the threshold period, and those that were able to pass through the pocket 
without stopping are also indicated. Table 5.10 shows that for each of the 18 experimental 
subsets, there is a large variability in the behaviour of the tracer clast in each of the trap 
areas. For example, under the high-strength flow condition (flow 3), with the mid-sized 
tracer clast (size 2), five of the replicates entered trap 4. Of these, three were unable to 
escape the trap area within the 300 s threshold period, whereas two were able to pass 
through without resting. 
Some tentative observations can be made from table 5.10 on the effect of the 
experimental variables on the total time that the tracer spends at rest. At the mid-strength 
flow condition (flow 2), all of the smallest tracers (size 1) and the majority of the mid-
sized tracers (size 2) become trapped as entered into trap 4, a stoss trap area. In contrast, all 
of the largest tracers that move through the trap area do so without coming to rest. It may 
be concluded, therefore, that the smaller pivot angles of the largest tracer sizes increases 
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their mobility, making them less likely to be stopped by the trap area. As the flow is 
increased to the high-strength flow condition (flow 3), none of the tracers that encounter 
trap 4 are able to escape once they come to rest, although a few are able to pass straight 
through without stopping. Once tracers become trapped in trap 4, the probability of 
entrainment at the high-strength flow condition is lower than at the low strength condition. 
This is somewhat counter-intuitive as one would expect the increased tractive force and 
more frequent and higher-magnitude turbulence-driven fluctuations that occur under the 
high-strength flow condition to lead to higher entrainment probabilities. It is possible to 
postulate that the increase in flow strength fundamentally alters the shape of the shear layer 
in trap 4 in a way in which fluid fluctuations in the trap areas are either fewer or of a lower 
magnitude, hence decreasing entrainment probabilities. 
A similar pattern is evident for trap 8, another stoss trap area. Although no clear 
relation between tracer size and rest period is evident for trap 8, the mean rest period for 
flow condition 3 is greater than under the mid-strength flow. For example, at the mid-
strength flow, the mean rest period for all of the tracers that encounter trap 8, regardless of 
size, is 27.51 s. Under the high-strength flow condition, the mean rest period increases to 
73.73 s. The increase in rest period, which indicates a decrease in entrainment 
probabilities, with flow strength, therefore provides an insight into the mechanisms of 
entrapment and subsequent deposition of sediment on the stoss side of bed obstacles. 
5.2.5.3: Investigation of trap 6 in detail 
Trap 6 is the only trap area in which there appears to be a strong dependence of rest 
period on tracer clast size. Figure 5.23 illustrates the total rest period of those tracer 
replicates which encounter trap 6. All of the tracers examined moved around into different 
rest positions within trap 6. It is interesting to note that under both experimental flow 
conditions the smallest tracer, when trapped within trap 6, was entrained after a shorter 
period of time in comparison to the mid- and largest-sized tracers, which took much 
longer to be entrained. 
From this analysis it is possible to see that smaller mobile clasts are able to escape 
from this specific trap area after a shorter rest period than larger clasts. The trap area 
therefore regulates the downstream transport of clasts as a function of size, with finer 
fractions able to pass through with less impedence on their progress. The flow skims over 
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Figure 5.23: Total rest period for all tracers that encounter trap 6, at the (a) mid-strength flow (flow 
condition 2) and (b) high-strength flow (flow condition 3). Filled symbols indicate that after resting in a 
number of different pockets within the trap area, the tracer entered into a pocket from which it could 
not escape within the 300 s threshold period. Open symbols indicate that after resting in a number of 
different pockets the tracer c1ast exited the trap area. 
trap 6, meaning that once a clast falls into the depression, a turbulent burst of fluid is 
needed to re-entrain it. Whilst both clasts are less exposed to the flow within the trap, the 
smaller clast even more so, the larger clast will need a larger turbulent burst to dislodge it 
and re-mobilise it due to its greater mass. In section 4.3 it was illustrated that the quasi-
gaussian nature of the turbulent velocity fluctuations in the streamwise and vertical 
directions (u ' and w', respectively) results in a highly peaked distribution of the cross-
product (u 'w') of the turbulent velocity fluctuations (Clifford and French, 1993). This is 
illustrated in figure 5.24 which shows the frequency distribution of the streamwise (u '), 
vertical (w ') and cross-product (u 'w') of the turbulent velocity fluctuations under the high-
strength flow condition at x = 0.40 m, y = 0.20 m, a velocity sampling location that 
coincides with trap 6. 
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Consequently, it may be that turbulent events of a high enough magnitude capable 
of dislodging the largest tracer occur only relatively infrequently. Therefore the probability 
of the largest tracer clast being re-entrained is less than the smaller clast, thus the total time 
spent in the trap area is greater. For example, at the velocity sampling location that 
coincides with trap 6 the absolute value of u'w ' exceeds 0.36 m S- l for just 10 % of the 
time and 0.52 m s-' for only 5 % of the time. In contrast, lower magnitudes of u 'w' are 
more common and for 50 % of the time the absolute value of u 'w' is less than 0.07 m s-'. 
Under both flow conditions the mid-sized tracer moved around between different 
rest pockets within the trap area before encountering a specific position (pocket 1) within 
the trap from which it was not entrained during the 300 s threshold period. All of the mid-
sized tracers that encountered trap 6 came to rest in pocket 1. Conversely, the smallest and 
largest tracers came to rest in pocket 1, but were able to move out of pocket 1 within the 
three hundred second period. The situation in trap 6 is more complicated, therefore, than a 
simple relation of time spent in the trap dependent on the tracer size. 
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Further examination of pocket 1 revealed why the mid-sized tracer could not escape 
from this position in particular. Placing the smallest tracer in pocket 1, the tracer is 
partially under the clast immediately downstream. This clast is marked (a) in figure 5.25. 
The smallest tracer is able to move out of the pocket via exit point 1 (indicated by an arrow 
in figure 5.25), a route which takes it partially under clast (a). The largest tracer is not able 
to enter pocket 1, as it is too large, and does not fit under clast (a) (figure 5.26). Crucially, 
the mid-sized tracer is able to fit into pocket 1, partially under clast (a), but, unlike the 
smallest tracer, it is too large to leave the pocket using exit point 1 (figure 5.27). 
Figure 5.25: The smallest tracer, marked 'x', positioned in pocket 1, in trap area 6. The trap area is 
outlined in blue. The c1ast marked 'a' blocks the c1asts progress. Exit point 1 is indicated with an 
arrow. 
It would appear therefore that some trap areas are only able to act as a deposition 
point for a narrow band of clast sizes. A deposition point in this sense means that the clast 
is only able to be entrained in a large magnitude flood event where the structure of the bed 
is greatly altered. As previously noted the mid-sized tracer clast could not escape from 
pocket 1 under the high-strength flow condition. 
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Figure 5.26: The largest tracer, marked 'x', positioned in pocket 1, in trap area 6. The trap area is 
outlined in blue. The c1ast marked 'a' blocks the c1asts progress. 
Figure 5.27: The mid-sized tracer, marked 'x', positioned in pocket 1, in trap area 6. The trap area is 
outlined in blue. The c1ast marked 'a' blocks the c1asts progress. 
A number of tracer replicates which encounter trap 6 do not come to rest. This may 
be because their velocity on entry to the pocket is able to provide them with enough 
momentum to pivot out of the pocket immediately, or it may be that their entry point into 
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the region of the pocket provides a means of passing over (i.e. not in contact with the bed) 
the pocket and not 'dropping' into the depression. 
Figures 5.28-5.30 show the pathways, plotted as a function of tracer velocity, of all 
of the smallest, mid-sized and largest clasts released under the mid-strength flow condition 
that reach trap 6. In figure 5.28, one of the mid-sized tracers, indicated with an arrow, was 
able to pass directly over trap 6 without having a rest imposed upon its progress. Its motion 
is strongly indicative of skimming flow, with the clast being carried over the pocket 
without dropping into it. The velocity of the tracer that was able to pass through was 
similar to those tracers that came to rest in trap 6, between 0.1-0.3 m S· I. However, the 
specific combination of the entry point into the trap area and the flow structure at that 
precise moment meant that it was able to be carried through the trap without coming to 
rest. Interestingly, figure 5.29 shows that the smallest sized tracer moving through almost 
exactly the same point, but at a slightly slower velocity of 0.1-0.2 m S· I, comes to rest in 
trap 6. Similarly, figure 5.30 shows that the largest tracer moving through the same path on 
entry to trap 6 with a velocity of 0.1-0.3 m S· I also comes to rest. It would appear that this 
transport 'bridge' through the pocket is closely reliant on a delicate balance of tracer 
velocity, flow structure and clast size. The size of the entrance point into the pocket may 
also influence whether a clast can enter a trap area. Larger clasts, despite having lower 
pivoting angles and possessing higher momentum than smaller tracers, may be blocked by 
arrangements of bed particles that smaller clasts can move between. 
Many of the trap areas investigated exhibited similar characteristics as trap 6, in 
terms of whether or not they trap tracers. Trap areas operate with a degree of stochasticity. 
The precise entry point into the trap area, tracer size, and tracer velocity appear to 
determine whether or not the tracer comes to rest in the trap area. The tracer velocity and 
entry point into the trap are ultimately controlled by the flow upstream. Whether the clast 
is retained by the pocket or passes straight through is dependent upon the flow structure at 
that instant. Protuberances forming the upstream boundary of trap areas in which clasts are 
trapped in the wake zone downstream induce quasi-periodic fluctuations in the spatial 
extent of the shear layer and generate flow structure in the form of eddies which are shed 
into the flow downstream. Consequently, the operation of trap areas is strongly dependent 
on the size of the mobile clast, its entry point into the pocket, its velocity (and thus 
momentum), and the structure of the flow. 
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5.3: Transport Routes 
Whilst some areas appear to preferentially trap tracers, outlined in section 5.3, 
others appear to offer little resistance to clasts in transport. Trap areas were found to 
operate in the lee of protruding obstacle clasts or bedforms and in areas where skimming 
flow dominates. Transport routes, in contrast, are expected to occur in areas in which the 
momentum of the clast in transit is little affected by the terrain over which it is travelling. 
Such routes are likely to contain collections of bed pockets in which the exposure and 
protrusion of the tracer is high, offering limited opportunity for the clast to hide from the 
main drag of the fluid. 
Examination of figures 5.1 and 5.2 and the hydraulic data enabled a number of 
transport routes to be chosen as case studies. As with trap areas, the selection of transport 
routes was guided by a number of criteria. Transport routes were chosen on the basis that 
more than one replicate moved through the area. They have also been selected as they 
coincide with locations in which velocity measurements have been taken, permitting 
hydraulic characterization. Figure 5.31 illustrates the two transport routes selected for 
detailed study. Figures 5.32 and 5.33 plot all of the tracer replicates that moved through the 
transport routes, at the mid- and high-strength flow conditions, respectively. These tracer 
replicates provided the basis of the transport route selection and boundary delimitation. 
Table 5.11 provides summary information on the transport route location and the number 
of replicates that moved through these areas. 
Table 5.11: Approximate x- and y-coordinates of transport routes 1-2 and the number of replicates 
that pass through each transport route. 
Trap x (m) y (m) Number of replicates 
0.00-0.70 0.27-0.47 38 
2 0.50-0.76 0.05-0.19 40 
As with trap areas, specification of the boundaries of the transport routes is 
subjective and has been based on the tracer replicates that moved through the transport 
routes. The transport routes were found to operate under both flow conditions. Transport 
routes did not operate solely as a transport route - some clasts were able to rest in these 
areas, although the majority did not. It is possible to identify a third transport route 
between x = 0-0.6 m and y = 0-0.05 m (figures 5.32 and 5.33). This was not selected as a 
transport route for further analysis because it is positioned on the edge of the grid of 
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Figure 5.33: All replicates, released under the high-strength flow condition, that move through the transport routes (regardless of size or starting pocket).Transport 
routes are highlighted in blue. Black and white tracks indicate steps. Red tracks indicate rests. Yellow crosses mark pockets in which the tracer came to rest but 
could not escape from within the 300 s threshold period. The x- and y-coordinates of the release pockets are indicated with arrows on the top and right hand side of 
the axes. 
velocity sampling locations, which starts at y = 0.05. The fact that this third possible 
transport route extends beyond the grid of velocity sampling locations means that the 
hydraulics experienced by the tracer clasts in the majority of the transport route would not 
be adequately described. 
5.3.1: Mean stream wise velocity of transport routes 
Figures 5.34 and 5.35 depict the mean streamwise flow velocity at each of the 
sampling locations in layer A, at a height of 0.008m above the local bed topography, at the 
mid- and high-strength flow conditions, respectively. Missing velocity data points occur as 
a result of the removal of poor quality velocity. The mean streamwise velocities for each of 
the sampling locations that coincide with the transport routes are outlined in table 5.12. 
The ratio between the mean streamwise velocity at each of the sampling locations and the 
average value for the entire hydraulic sampling area, UO. 008, is also given. 
Some general observations can be made from figures 5.34 and 5.35 and table 5.12. 
It can be seen that UO.008 is, in general, higher in the transport routes compared to the entire 
hydraulic measurement area. At the mid-strength flow condition, the mean streamwise 
velocity of the transport routes varies from 42 to 148 % of UO. 008, with a mean and standard 
deviation of 103 % and 32 %, respectively. Similarly, at the high-strength flow condition, 
the mean streamwise velocity ranges from 32-144 % of UO.008 , with a mean and standard 
deviation of 111 % and 31 %, respectively. It is important to note that other areas in which 
u/UO.008 is high could be defined. This does not mean, however, that they operate as 
transport routes because other factors are important. 
Transport route 1 exhibits some areas in which the mean streamwise flow velocity 
is lower than the average for the entire layer. For example, at x = 0.10-0.20 m, y = 0.35 m 
and x = 0.40 m, y = 0.35 m, the mean streamwise velocity was 42, 45 and 47 % of the 
average for the sampling layer, respectively. The low flow velocities indicate that the 
presence of skimming flow . Despite the low magnitude flow field, the tracers did not come 
to rest in these areas. This may be due to the distribution of pivot angles that the clasts 
encountered in this area. A lack of clast arrangements on the bed, which present large 
pivoting angles to the tracer, means that there are few 'blocking' mechanisms to stop the 
tracer. The velocity, and thus momentum, of the tracer when it enters and travels through 
the area is maintained due to the lack of 'blocking' pockets and clasts that it encounters. A 
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sampling locations is due to removal of poor quality files during processing. Transport routes are highlighted in blue. Filled symbols indicate areas in which the 
mean streamwise velocity is negative (upstream). 
lack of large clasts with separation zones developed in the lee, may also mean that there 
are few places for tracers to hide from the flow. 
Table 5.12: Mean streamwise velocity, u, at the mid- and high strength flow conditions, for velocity 
sampling locations which coincide with the transport routes. x and y are the co-ordinates of the 
velocity sampling locations. UO.008 is the mean streamwise velocity for the layer of velocity 
measurements taken at a height of 0.008 m above the bed. Missing velocity data at some sampling 
locations is due to removal of poor quality files during processing, indicated by a dash. 
Mid-strength flow condition (flow 2) High-strength flow cond ition (flow 3) 
Route x (m) y (m) U (m s· ) UO.D08 U/UO.OO8 U (m s· ) UO.D08 U/UO.OO8 
(m S· I) (%) (m S· I) (%) 
I 0.00 0 .30 0.153 0. 186 82 0.300 0.333 90 
I 0.00 0.35 0.250 0. 186 134 0.471 0.333 141 
I 0.10 0.30 0. 160 0.186 86 0.263 0.333 79 
I 0. 10 0.35 0.078 0.186 42 - 0.333 -
I 0.20 0.30 0.1 75 0. 186 94 0.369 0.333 I11 
I 0.20 0.35 0.084 0. 186 45 0. 197 0.333 59 
I 0.30 0.35 0.209 0.186 11 2 0.446 0.333 134 
I 0.40 0.35 0.088 0. 186 47 0.107 0.333 32 
I 0.40 0.40 0.275 0.186 148 0.454 0.333 136 
I 0.50 0.35 0.238 0.186 128 0.442 0.333 133 
I 0.50 0.40 0.205 0.186 11 0 0.362 0.333 109 
I 0.60 0.40 0. 143 0. 186 77 0.269 0.333 8 1 
I 0.60 0.45 0.203 0. 186 109 0.369 0.333 I11 
I 0.70 0.40 0.201 0.186 108 0.426 0.333 128 
I 0.70 0.45 0.234 0.186 126 0.440 0.333 132 
......... .... .......................................... . _- ................................................ ............... ........ 
2 0.40 0. 15 0.243 0.186 13 1 0.457 0.333 137 
2 0.50 0.15 0.176 0.186 95 0.342 0.333 103 
2 0.60 0.10 0.252 0 .186 136 0.480 0.333 144 
2 0.60 0 .15 0.223 0.186 120 0.403 0.333 12 1 
2 0.70 0.10 0.252 0.186 136 0.435 0.333 131 
Mean U/UO.OO8 (%) 103 I11 
Standard Dev. U/UO.OO8 (%) 32 3 1 
5.3.2: uv velocity vectors in transport route areas 
Figure 5.36 shows the magnitude of the mean uv velocity vector at a height of 
0.008 m above the local bed topography at the mid-strength flow condition. Figure 5.37 
depicts the magnitude of the mean uv velocity vector at a height of 0.008 m above the bed 
at the high-strength flow condition. Transport route 2 exhibits velocity vectors that are 
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Figure 5.36: uv flow vectors at a height of 0.008 m above the local bed topography, for the mid-strength flow condition. Transport routes are highlighted in blue. 
For scale, the velocity vector magnitude at x = 0.80 m, y = 0.40 m is 0.39 m S·l. 
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Figure 5.37: uv flow vectors at a height of 0.008 m above the local bed topography, for the high-strength flow condition. Trap areas are highlighted in blue. For 
scale, the velocity vector magnitude at x = 0.80 m, y = 0.40 m is 0.72 m S-I. Missing data at some sampling locations is due to removal of poor quality files during 
processing. 
non-parallel to the main streamwise flow . Thi s flow pattern is caused by the position of 
protruding roughness elements on the bed surface. The flow is channelled between the two 
large clasts at x = 0.70 m, y = 0.00 m and x = 0.70 m, y = 0.20 m. As the flow expands 
downstream of these clasts, it is deflected by the two large clasts at x = 0.50 m, y = 0.05 m. 
In contrast, the uv vectors in transport route 1 are relatively parallel to the main flow 
direction apart from at x = 0.10 - 0.20 m, y = 0.35 m, where they are irregular and of small 
magnitude, indicative of skimming flow. It can be concluded that the positioning of the 
main roughness elements on the bed and their effect on the flow field creates suitable 
hydraulic conditions for the maintenance of transport through the area, with few areas for 
the tracer to shelter from the flow. 
5.3.3: Mean vertical velocity in trap areas 
Figure 5.38 and 5.39 depict the mean vertical velocity at each of the 
sampling locations in layer A, at a height of 0.008 m above the local bed topography, at the 
mid- and high-strength flow conditions, respectively. Missing velocity data points occur as 
a result of the removal of poor quality velocity files. The mean veltical velocities for each 
of the sampling locations that coincide with the transport routes are outlined in table 5.13. 
The ratio between the mean vertical velocity at each of the sampling locations and the 
average value for the entire hydraulic sampling area is also given. 
Table 5.13 shows that for the mid-strength flow condition, the average vertical flow 
velocity, w, for all of the sampling locations at a height of 0.008 m above the bed is 0.002 
m s- '. For fifteen of the twenty sampling locations that coincide with transport routes, the 
mean vertical velocity component, w, is negative, which signifies that fluid in these regions 
is directed towards the boundary. The mean vertical velocity at each sampling location 
within the transport routes is large compared to the rest of the hydraulic sampling area, 
ranging from -2440 to 1202 % of WO.D08, with a mean and standard deviation of -499 % and 
974 %. At the high-strength flow condition, the mean vertical flow velocity, w, is -0.004 m 
s-'. At the high strength flow, the mean vertical velocity ranges from -1187 to 2558 % of 
WO.OOB, with a mean and standard deviation of 553 % and 999 %, respectively. It is 
important to note that at the high-strength flow condition, the negative WO.OOB, means that 
positive ratios indicate w directed towards the boundary. It can be concluded that transport 
routes exhibit negative mean vertical velocities. This signifies that the movement of the 
mean fluid towards the boundary is important in maintaining transport. 
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Table 5.13: Mean vertical velocity, w, at the mid- and high strength flow condition, for velocity 
sampling locations which coincide with the transport routes. x and y are the co-ordinates of the 
velocity sampling locations. WO.008 is the mean vertical velocity for the layer of velocity measurements 
taken at a height of 0.008 m above the bed. For the mid-strength flow condition, negative ratios 
indicate that w is directed towards the boundary. For the high-strength flow condition, negative ratios 
indicate that w is directed away from the boundary. Missing velocity data at some sampling locations is 
due to removal of poor quality files during processing, indicated by a dash. 
Mid-strength flow condition (flow 2) High-strength flow condition (flow 3) 
Route x (m) y (m) W (m S· I) WO. 008 W/WO.008 W (m S· I) WO. 008 W/WO.OO8 
(m S· I) (%) (m S· I) (%) 
I 0.00 0.30 0.024 0.002 1202 0.047 -0.004 -1187 
I 0.00 0.35 0.013 0.002 668 0.018 -0.004 -456 
I 0.10 0.30 -0.0 11 0.002 -535 -0.025 -0.004 636 
1 0.10 0.35 -0.007 0.002 -336 - -0.004 -
I 0.20 0.30 -0.024 0.002 -12 13 -0.049 -0.004 1229 
I 0.20 0.35 -0.003 0.002 -131 -0.023 -0.004 567 
I 0.30 0.35 -0.049 0.002 -2440 -0.102 -0.004 2558 
I OAO 0.35 -0.016 0.002 -790 -0.026 -0.004 650 
I OAO OAO -0.004 0.002 -185 0.001 -0.004 -37 
I 0.50 0.35 -0.027 0.002 - 1345 -0.046 -0.004 1147 
I 0.50 OAO 0.015 0.002 754 0.030 -0.004 -738 
I 0.60 OAO -0.007 0.002 -356 -0.0 19 -0.004 471 
I 0.60 OA5 -0.031 0.002 -1540 -0.064 -0.004 1593 
I 0.70 OAO -0.002 0.002 -88 0.004 -0.004 -106 
I 0.70 OA5 -0.032 0.002 - 1601 -0.072 -0.004 1802 
. ............. . ....................... _ ..... _---_ .... - .. ... .. ... .. .... ............ ......................... ..... .... ......... ....................... .. .......... .... .. 
2 OAO 0.15 -0.041 0.002 -2056 -0.080 -0.004 2002 
2 0.50 0.15 -0.009 0.002 -442 -0.029 -0.004 723 
2 0.60 0.10 0.016 0.002 778 0.026 -0.004 -656 
2 0.60 0. 15 0.001 0.002 39 -0.013 -0.004 333 
2 0.70 0.10 -0.007 0.002 -356 0.001 -0.004 -28 
Mean W/WO.OO8 (%) -499 553 
Standard Dev. W/WOOO8 (%) 974 999 
5.3.4: Quadrant analysis 
The contribution of each quadrant to the entire velocity signal at all of the velocity 
sampling locations was calculated in terms of the percentage of time spent in each 
quadrant. Figures 5.40 and 5.41 illustrate the distribution of quadrant dominance over the 
cast surface, at a height of 0.008 m above the local bed topography, under the mid- and 
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Figure 5.40: Quadrant dominance at each of the velocity sampling locations at a height of 0.008 m above the local bed topography, for the mid-strength flow 
condition. The colour of the square indicates the dominant quadrant, in terms of percentage contribution, to the velocity signal at each location. The size of the 
square indicates the magnitude of the contribution to the velocity signal of the most dominant quadrant. Missing data at some sampling locations is due to negative 
streamwise velocities. Transport routes are highlighted in blue. 
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Figure 5.41: Quadrant dominance at each of the velocity sampling locations at a height of 0.008 m above the local bed topography, for the high-strength flow 
condition. The colour of the square indicates the dominant quadrant, in terms of percentage contribution, to the velocity signal at each location. The size of the 
square indicates the magnitude of the contribution to the velocity signal of the most dominant quadrant. Missing data at some sampling locations is due to either 
removal of poor quality files during processing or negative streamwise velocities. Transport routes are highlighted in blue. 
high-strength flow conditions, respectively. The transport routes are defined by the blue 
shading. Hcrir = 0, which allows the entire velocity signal to be considered. The colour of 
the square marking each sample location indicates the dominant quadrant in terms of the 
percentage of time that the velocity signal contributes to that quadrant. The size of the 
square marking each velocity sampling location represents the magnitude of the percentage 
contribution of time spent in the dominant quadrant. 
The contribution, in percentage terms, of the particular quadrant events and 
reverse-events to the entire velocity signal, for the mid- and high strength flow, at each of 
the sampling locations that coincide with the trap areas is given in table 5.14 and 5.15, 
respectively. For the majority of sampling locations that coincide with transport routes the 
velocity signal is dominated by Q3 and Q4 events and Ql and Q2 reverse-events. These 
events and reverse-events are all associated with fluid moving towards the boundary. In 
order to better illustrate this, table 5.16 summarises the total contribution of fluid moving 
away from the boundary and fluid moving towards the boundary to the velocity signal. It 
would appear therefore that fluid moving towards the boundary is an important mechanism 
in the maintenance of transport. 
There are, however, five locations which do not follow this pattern, and the velocity 
signal is dominated by turbulence events directed away from the boundary (transport route 
velocity sampling locations 1, 2, 11, 18 and 19 at the mid-strength flow (figure 5A2(a» 
and 1, 2, 11 and 18 at the high-strength flow condition (figure 5A2(b)). Figures 5.32 and 
5.33 show that some of the tracers that pass through transport route velocity sampling 
locations 11 (x = 0.50 m, y = OAO m) and 18 (x = 0.60 m and y = 0.15 m) actually come to 
rest on a number of occasions. Thus it appears that the turbulent boundary conditions allow 
tracers to come to rest. The dominance of turbulence away from the boundary is more 
indicative of the operation of trap areas. It may be concluded therefore that although 
transport routes mainly operate as a through route for tracers, they do so with a degree of 
stochasticity and mobile clasts are still able to come to rest in areas in which the majority 
of sediment moves through. 
In summary, transport routes generally exhibit higher than average streamwise 
velocities, higher than average vertical velocities directed downwards towards the 
boundary and a dominance of turbulent motions that are directed towards the boundary. 
169 
-Table 5.14: Contribution of quadrant events and reverse-events to the velocity signal at all velo city 
sampling locations that coincide with transport routes, for the mid-strength flow condition. H eril = O. 
Transport x (m) y (m) Events (%) 
route 
QI Q2 Q3 Q4 
I 0.00 0.30 20.07 33.83 5.02 13.83 
I 0.00 0.35 16.27 33.49 8.07 19.86 
I 0.10 0.30 7.93 24.94 14.71 33.97 
I 0.10 0.35 6.98 23.80 18.58 33.09 
I 0.20 0.30 3. 12 13.36 17.29 33.22 
I 0.20 0.35 13.09 18.92 23.39 27.19 
I 0.30 0.35 0 3.05 14.85 35 .66 
I 0.40 0.35 2.5 1 19.05 11 .66 37.29 
I 0.40 0.40 12.07 33 .29 17.22 33.49 
I 0.50 0.35 2.3 1 15.46 19. 19 33.49 
I 0.50 0.40 16.68 35.46 6 .03 20.75 
I 0.60 0.40 8.95 34.85 13.29 35.46 
I 0.60 0.45 3.25 8.68 2 1.02 28 .88 
I 0.70 0.40 19.86 28.75 2 1.70 27.46 
I 0.70 0.45 3.93 13.02 2 1.15 30.17 
.. _---
-_. __ ..... 
.............. .......... -
.. __ .. _-. .. __ .. 
--------------
---------_ ... _ .. _--------
. _------------------ .. 
2 0.40 0. 15 0.75 6.3 1 18.03 33.70 
2 0.50 0.15 8.07 26.64 16.8 1 31.19 
2 0.60 0.10 15 .25 36.75 6.44 20.54 
2 0.60 0. 15 29.36 20.95 26. 17 22.64 
2 0.70 0.10 8.68 28 .95 16.81 36.8 1 
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Reverse-events (%) 
QI Q2 Q3 
0 0 14.37 
0 0 10.24 
8 10.44 0 
6.37 11.1 9 0 
11 .46 2 1.56 0 
7 .93 9.49 0 
12.6 1 33.83 0 
8.07 2 1.42 0 
1.02 2.92 0 
12.20 17.36 0 
0 0 10.3 1 
2.78 4.68 0 
14.71 23.46 0 
0.68 1.56 0 
11 .93 19.80 0 
............ --- ...... ....... __ . __ . __ ... -..... 
15.1 9 26.03 0 
5.90 11 .39 0 
0 0 9. 15 
0 0 0.34 
3.86 4.88 0 
Q4 
12.8 
12.0 
0 
0 
0 
0 
0 
0 
0 
0 
10.7 
0 
0 
0 
0 
_.-.- .... 
0 
0 
8 
7 
8 
11.8 6 
0 .54 
0 
Table 5.15: Contribution of quadrant events and reverse-events to the velocity signal at all velocity 
sampling locations that coincide with transport routes, for the high-strength flow condition. H cril = O. 
Missing velocity data at some sampling locations is due to removal of poor quality files during 
processing, indicated by a dash. 
Transport x (m) y (m) Events (%) Reverse-events (%) 
route 
QI Q2 Q3 Q4 Q I Q2 Q3 Q4 
I 0.00 0.30 26.58 24.48 7.66 5.97 0 0 19.93 15.39 
I 0.00 0.35 20.68 30.37 10.78 18.7 1 0 0 8.8 1 10.64 
I 0.10 0.30 4.4 1 18.7 1 13.90 34.03 10. 10 18.85 0 0 
I 0.10 0.35 - - - - - - - -
I 0.20 0.30 1.76 11 .46 14.85 34.5 1 10.51 26.92 0 0 
I 0.20 0.35 2.92 7.46 14.24 33.83 12.54 29.02 0 0 
I 0.30 0.35 0 1.63 12.34 40.27 9.83 35 .93 0 0 
I 0.40 0.35 0.34 15. 12 7.73 37.90 6.78 32.14 0 0 
I 0.40 0.40 15.86 35.46 15.32 3 1.93 0 0 0.75 0.68 
I 0.50 0.35 3.46 13 .90 17.09 35.25 10.3 1 20.00 0 0 
I 0.50 0.40 20.75 30.64 10.85 14.92 0 0 12.95 9.90 
I 0.60 0.40 7.46 29.49 13.36 36.8 1 5.90 6.98 0 0 
1 0.60 0.45 2.10 6.37 18.37 32.54 14.24 26.37 0 0 
1 0.70 0.40 26.92 25.76 2 1.42 22.7 1 0 0 1.97 1.22 
1 0.70 0.45 2.24 7.73 18.78 33.22 13.36 24.68 0 0 
.. _---_. __ ............. ...... ..... 
_ .. -.----
. __ ...... __ ... _--
---_ .. _.- ... _--_ ... 
---- --_ ....... _--------
.. . . ... _-_. __ .................... ......... __ ........... 
-_ ... _--------'. ... __ .. . ..... . .... _ ... _---
2 0.40 0. 15 0.34 3.53 17.83 34.64 13.29 30.37 0 0 
2 0.50 0.15 7.05 16.54 15.66 35.39 8.4 1 16.95 0 0 
2 0.60 0.10 22.78 26.17 6.37 12.27 0 0 14.03 18.37 
2 0.60 0.15 24.27 17.09 27.59 22.51 4.6 1 3.93 0 0 
2 0.70 0.10 13.70 36.81 15 .39 32.8 1 0 0 0.68 0.6 1 
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Table 5.16: Contribution of fluid moving away from (Q3 and Q4 events and Ql and Q2 reverse-
events), and towards (Ql and Q2 events and Q3 and Q4 reverse-events), the boundary for the entire 
velocity signal (Heril = 0) sampled at each of the velocity sample locations tha t coincide with the 
transport routes, under the mid- and high-strength flo w conditions. Code gives a number to each of 
the separate sampling locations for figure 5.39. 
Flow condition 2 Flow condition 3 
Transport Code x (m) y (m) Towards Away Towards Away 
route 
I I 0.00 0.30 18.85 81. 15 13.63 86.37 
I 2 0.00 0.35 27.93 72.07 29.49 70.5 1 
I 3 0. 10 0.30 67. 12 32.88 76.88 23. 12 
I 4 0.10 0.35 69.22 30.78 - -
I 5 0.20 0.30 83.53 16.48 86.78 13.22 
I 6 0.20 0.35 68.00 32.00 89.63 10.37 
I 7 0.30 0.35 96.95 3.05 98.37 1.63 
I 8 0.40 0.35 78.44 21.56 84.54 15.46 
I 9 0.40 0.40 54.64 45 .36 47 .25 52.75 
I 10 0.50 0.35 82.24 17.76 82.64 17.36 
I 11 0.50 0.40 26.78 73.22 25 .76 74.24 
I 12 0.60 0.40 56.20 43.80 63.05 36.95 
I 13 0.60 0.45 88.07 11 .93 91.53 8.47 
I 14 0.70 0.40 5 1.39 48.6 1 44. 14 55 .86 
I 15 0.70 0.45 83.05 16.95 90.03 9.97 
...... ...... ... ................ ...................... ... ................... ... ........... 
2 16 0.40 0. 15 92.95 7.05 1 96. 14 3.86 
2 17 0.50 0.1 5 65.29 34.7 1 76.4 1 23.59 
2 18 0.60 0.10 26.98 73.0 1 18.64 8 1.36 
2 19 0.60 0. 15 48.8 1 51.19 58.64 4 1.36 
2 20 0.70 0.10 62.37 37.63 48 .20 5 1.80 
Mean (0/0) 63 37 65 35 
Standard Deviation (0/0 ) 23 23 27 27 
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Figure 5.42: Contribution of fluid moving away from, a nd toward, the boundary for high magnitude 
fluctuations (Heril = 1) at each of the velocity sampling locations that coincide with the transport routes, 
at (a) the mid-strength flow (flow 2) and (b) the high-strength flow (flow 3). The code for the transport 
route velocity sampling location (1-20) is given in table 5.17. Quadrant analysis was not carried out for 
locations at which the mean streamwise velocity is negative (transport route code 4 at the high-strength 
flow condition). 
5.4: Conclusion 
Some areas of the cast were found to trap the tracer clasts, compared to other areas 
which, despite experiencing tracer throughput, do not operate as trap areas. Trap areas 
were found to occur on the lee side of indi vidual or groups of large clasts, where tracers 
became trapped due to sheltering from the main tractive force of the flow and the presence 
of recirculating fluid . Trap areas were also found to occur on the stoss side of individual or 
groups of large clasts, due to a 'blocking ' effect, in which downstream movement was 
stopped by such clasts. TranspOlt routes, in contrast were devoid of large clasts and were 
composed of smaller clasts with low pivot angle over which the tracers could proceed. 
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The hydraulics of trap areas and transport routes was examined, and both were 
found to have a number of key identifying characteristics. Trap areas exhibited low mean 
streamwise velocities, U , compared to the average for the entire hydraulic measurement 
area, UO.OOB, with a mean and standard deviation of u/UO.OOB of 36 % and 29 % at the mid-
strength flow condition and 35 % and 34 % at the high-strength flow condition. In contrast, 
transpOlt routes exhibited high mean streamwise velocities with a mean and standard 
deviation of t03 % and 32 % at the mid-strength flow condition and 111 % and 31 % at the 
high strength flow condition. 
Examination of the mean vertical velocity also revealed a disparity between trap 
areas and transport routes. Trap areas were found to dominated by fluid moving upwards, 
away from the boundary. The magnitude of the vertical velocities in the trap areas is much 
greater than the average for the entire hydraulic sampling area. At the mid-strength flow 
condition, the mean and standard deviation of w/WO.OOB was 636 % and 927 %, respectively. 
At the high-strength flow condition, WO.OOB was negative, hence negative ratios actually 
indicate motion away from the boundary. The mean and standard deviation of w/WO.OOB was 
-518 % and 778 %, respectively. The mean vertical velocity of transport routes, however, 
are dominated by fluids moving downwards, towards the boundary. The magnitude of the 
vertical velocities in the trap areas is greater than the average for the entire hydraulic 
sampling area. At the mid-strength flow condition the mean and standard deviation of was 
-499 % and 974 %, respectively. At the high-strength flow condition, the mean and 
standard deviation of was 553 % and 999 %, respectively (positive ratios at this flow 
condition indicate motion towards the boundary due to the fact that WO.OOB is negative). 
The turbulent structure of trap areas and transport routes was found to be different. 
Trap areas were dominated by turbulent fluctuations in which the fluid was moving away 
from the boundary (quadrant 1 and 2 events, and quadrant 3 and 4 reverse-events). At the 
low flow condition, the mean contribution of fluid moving away from and towards the 
boundary was 63 % and 37 %, respectively, with a standard deviation of 25 %. At the high 
strength flow condition the mean contribution of fluid moving away from and towards the 
boundary was similar, at 38 % and 62 %, respectively. In contrast the turbulent fluctuations 
in the transport routes were found to be dominated by movement towards the boundary 
(quadrant 3 and 4 events, and quadrant 1 and 2 reverse-events). 
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The main effects of the experimental variables of flow and size on the trapping 
ability of the trap areas was investigated. As the mobile clast size increases the trapping 
ability of the trap areas was found to decrease, although this relation is stronger at the 
higher strength flow condition. For example, at the high strength flow, as the tracer clast is 
increased from the smallest to the largest the trapping ability of the trap areas decreases 
from 61 % to 23 %. At the mid-strength flow condition, the trapping ability of the trap 
areas remains higher for smallest tracer clast at 60%, with a small decrease in trapping 
ability for the mid-sized and largest clasts, at 55 % and 56 %, respectively. Trap areas are 
able to more easily entrap smaller tracer clasts in transit, compared to the larger sizes, 
because they have greater pivot angles and smaller momentum and therefore a higher 
probability of entrapment, as they move into the trap areas. At the mid-strength flow 
condition, the small decrease in trapping ability with increasing tracer size reflects the fact 
that the path step velocity, and thus momentum, exhibits only a very small increase with 
tracer size. At the high-strength flow condition the decrease in trapping ability with 
increasing tracer size is much greater. This reflects the fact that the increase in path step 
velocity, and thus momentum, with tracer clast size is greater at the high-strength flow 
condition, although pocket effects complicate the pattern. A decrease in trapping ability 
with increasing flow strength for the mid-sized and largest tracers is a function of the 
higher momentum of the clast in transport (due to greater transport velocities) and the low 
pivot angles, which increase the probability of the clast being able to move straight through 
a trap area without coming to rest. 
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Chapter 6: Discussion and Conclusion 
The primary aim of this chapter is to summarise the main findings of this study and 
discuss their implication in the context of further research. This study has examined 
controls on the nature of the fundamental constituents of bedload transport: individual 
steps and rests. The experimental design enabled the effects of the independent variables, 
size, flow and release pocket, to be isolated and investigated in turn. The experimental 
variables of tracer size, flow and release pocket have been observed to influence the 
characteristics of steps and rests. 
Tracer size was found to be one of the key factors controlling the nature of steps 
and rests. In general, increasing the tracer size by two-thirds resulted in a 76 % increase in 
mean path step length. Due to the effects of hiding and large pivot angle, smaller clasts 
have a lower probability that they are able exit a pocket on the bed during motion, thus, 
they exhibit smaller step lengths. The effect of size on step length was also conditioned by 
the release pocket, which determines the topography that the clast encounters. The mean 
step length for a given tracer size was greater from some release pockets than others. In 
general, for any given size, tracers released from pocket 1 exhibited the greatest mean step 
lengths. This pattern was obscured at the high-strength flow, when the mid-sized and 
largest tracers exhibited greater increases in the mean path step length, which suggests that 
they were able to overcome more of the obstacles in their path. The differences in step 
length from different pockets is attributed to the presence of large clasts downstream from 
release pockets 2 and 3 positioned across the bed, which are not present in the substrate 
downstream from pocket 1. These clasts decrease the mean path step length by creating a 
barrier across the area over which the mobile clasts are moving, thus decreasing the 
distance that the clast can move in each step when they are passing close to these obstacles. 
Tracer size and flow condition were found to be the most important factors 
controlling the velocity of individual steps. In general, increasing the tracer clast size from 
1 to 3 (a 67 % increase) results in an increase in the mean path step velocity of 22 % at the 
mid-strength flow and 43 % at the high strength flow condition. Thus it can be concluded 
that larger tracers move faster than smaller tracers and this effect is greater at stronger flow 
conditions. The higher transport velocities of the mid-sized and largest mobile clasts 
compared to the smallest tracer (size 1) reflects their greater exposure to faster flow 
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velocities higher in the flow due to their greater diameter. The faster path step velocities 
exhibited by all of the tracer clast sizes is attributed to faster flow velocities and increased 
turbulence at the bed. 
The effects of tracer size and release pocket were also found to be important for the 
sinuosity of the pathways. In general, the smallest tracer follows a more sinuous pathway 
than the mid-sized and largest tracers. An increase in the size of the tracer used from the 
smallest (0.012 m) to the largest (0.020 m) of 67 % leads to an increase in pathway 
sinuosity of 48 %. This reflects the fact that the smallest tracers are deflected more due to 
their smaller size. The larger clasts are able to move in a more direct path because, their 
larger size means they have smaller pivot angle and can move over the tops of obstacles 
that would deflect the smaller size. For the majority of size and flow condition 
combinations, the mean pathway sinuosity of clasts released from release pocket 1 is 
significantly lower than pockets 2 and 3, which means that the pathways are less sinuous. 
In general, the pathway sinuosity was 36 % less for tracers released from pocket 1 
compared to those released from pocket 2 and 3. This is attributed to the presence and 
positioning of large grains downstream from pockets 2 and 3 which increased the 
deflection of tracer clasts, compared to tracers released from pocket 1. 
The effect of size on the mean rest period was found to strongly linked with the 
release pocket. The presence of large clasts in the topography was found to increase the 
rest period of the largest tracers in relation to the smallest tracer. This is attributed to the 
fact that the larger sizes when, sheltered from the flow or blocked from moving forward, 
require the impingement of a large-magnitude turbulent structure, which are relatively 
infrequent. The smaller clast also requires movement to be initiated by turbulence, but 
because of its smaller mass, will be entrained by the smaller, but more frequent events. 
Hence, when stopped, the probability of re-entrainment is lower for the larger clasts and 
the mean rest period is longer. In contrast, the smaller clast had longer rest periods when 
transported over topography which, in comparison to the rest of the bed, had relatively few 
large clasts. It is postulated that in areas with few large clasts present in the bed, the two 
larger mobile clasts protruded into the flow, to some degree, in a majority of the rest 
pockets, whereas the smallest mobile clast was almost completely hidden in most of the 
rest pockets. In this scenario, the larger sizes have a higher probability of entrainment due 
to their greater exposure and, hence, exhibit shorter rest periods, relative to the smaller 
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clasts. Their probability of entrainment is also higher than similar sized tracers whose 
pathways cover areas that have a number of large clasts. 
The distribution of rest periods was found to best approximate a gamma 
distribution. The influence of the experimental variables on the mean rest period is also 
apparent in the probability density histograms and the parameters of the fitted gamma 
distribution, a and b. In general, for the mid-sized and largest tracers released from pockets 
2 and 3, the model parameters a and b are mainly smaller in magnitude than those for the 
smallest tracers and their associated histograms of rest period distribution reveal the 
tendency for a small number of mobile clasts to rest for longer durations (over 
approximately 100 s), which extends the upper tails of the distributions. For mobile clasts 
released from pocket 1, however, the model parameters a and b are larger in magnitude for 
the smallest tracers, in comparison to the mid-sized and largest tracers, and their associated 
histograms exhibit a tendency for a limited number of tracer clasts to rest for a longer 
duration. 
Examination of the tracer pathways identified a number of areas that operate as trap 
areas or transport routes for mobile clasts. The character of areas that trap mobile clasts 
and those that mainly allow the transit of mobile material has also been investigated in 
detail. Trap areas were identified in a number of different topographical locations, both 
downstream and on the stoss side of large clasts. In general, compared to the rest of the 
bed, the trap areas exhibit lower than average streamwise velocities, mean vertical 
velocities away from the boundary and a dominance of turbulent structures away from the 
boundary. The ability of the trap areas to trap mobile clasts, investigated by examining the 
proportion of grains that are trapped when they move through the trap areas, was found to 
decrease with increasing clast size. Hence, smaller clasts have a higher probability of being 
trapped. Furthermore, this effect was found to be greater at stronger flows. This decrease in 
trapping ability with increasing flow strength for the mid-sized and largest tracers is a 
function of the higher momentum of the clast in transport (due to greater transport 
velocities) and larger pivot angles, which increase the probability of the clast being able to 
move straight through without coming to rest. In general, compared to the rest of the bed, 
the transport routes exhibit higher than average streamwise velocities, mean vertical 
velocities towards the boundary and a dominance of turbulent structures towards from the 
boundary. 
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Many tracer studies have shown that there is a negative relationship between total 
pathway travel distance of a tracer and size (e.g. Hassan and Church, 1992). This is 
expected when considering the downstream fining of sediments that is ubiquitous within 
river channels. At first, the results of this study may seem at odds with field-based studies, 
because it has clearly shown that the length and velocity of individual steps increases with 
tracer size. However, the results of this study are perfectly reconcilable with field 
observations of downstream fining when the differing spatial and temporal scales are 
considered. This scale effect has been commented upon by other workers. For example, 
Sear et al. (1997) mention that it has been difficult to produce downstream fining in 
laboratory experiments because of this poorly understood scale effect that causes coarse 
grains to be more mobile than fine grains. 
In the present laboratory study, the flow was steady and the experimental 
conditions ensured that the large and small tracer sizes were mobile. Once entrained, the 
larger tracers moved further in each step than the smaller tracers due to their smaller 
pivoting angles and greater exposure. In a field situation, where tracers are normally 
deployed before and after flood events, the different sizes of tracers used would not be 
mobile for similar proportions of time due to the unsteadiness of the flow. On the rising 
and falling limbs of the flood hydrograph, it may be that the smaller sizes of tracer are 
mobile (i.e. the critical stress is above that needed for entrainment) for a greater proportion 
of the time, compared to the larger sizes that may be mobile only for a short period of time. 
Hence, although the smaller sizes move shorter distances in each separate step, they move 
more frequently than their larger counterparts, and therefore, the total cumulative distance 
that they travel in each step is greater. This supposition is in agreement with the findings of 
Wilcock and McArdell (1987), who reasoned that the observed decrease in transport rate 
with increasing grain size may be attributed to one of three causes: a smaller entrainment 
frequency for coarse grains or to size-dependent differences in the step length or velocity 
of moving grains. Wilcock and McArdell (1987) argue that visual observations of transport 
in flumes suggest that the latter two are unlikely to explain the observed differences in 
transpolt rate: larger grains, when in motion, appear to move rapidly and for great 
distances. The comparatively small transport rates observed for larger grains therefore 
appears to result from a strong size dependence in entrainment rate. They argue that this is 
supported by the videography of Drake et al. (1988) in the field, where the length of 
individual steps was found to increase with grain size. Ashworth and Ferguson (1989) who 
from their study of nine reaches in three high-power streams in Scotland and Norway 
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concluded that entrainment thresholds inferred from fractional transport rates show some 
size selectivity, and bigger tracers moved less often and less far than smaller ones. 
Similarly, this study can now also confirm that larger clasts when in motion, do travel 
further and faster in each step. 
The results of this study will be valuable to future bedload transport rate equations, 
as it has shown that, at the scale of individual steps and rests, parameters such as size, the 
bed topography and flow strength, and interactive effects between these factors are crucial 
to descriptions of transport parameters such as the step length, step velocity and rest 
period. Einstein's (1950) model in which the probability of particle movement was 
calculated based on the probability of the lift forces exceeding the submerged weight of the 
clast. From this, a calculation of the rate of transport (weight of bedload per unit time per 
unit width) was developed, expressed by equating the deposition and erosion of particles in 
a given bed area. One of the primary assumptions was that step lengths, i.e. the distance 
moved between periods of rest, were constant at approximately 100 times the mobile 
particle diameter. This study has shown that larger clasts do move further in each step, 
however, the step length varied from 3 to 14 grain diameters. This variation is attributed to 
the different topography that the clast encounters downstream of the release pockets. 
Mobile clasts moving over a surface with a number of large obstacles experience shorter 
mean step lengths than those moving over substrates in which there are few large clasts. 
Future calculations of bedload transport that utilise the elementary parameters of transport 
should, therefore, incorporate the dependence of step length on the size of the mobile clast 
and the nature of the subtrate over which it is moving. 
In addition, the results of this investigation will aid model simulations of the 
interaction of a mobile clast with the bed over which it is moving. The changes in the 
trapping efficiency of trap areas with variables such as the clast size and flow condition 
and the important effect that large obstacle clasts have on modifying the movement of 
material in terms of step length, rest period and the sinuosity of pathways can be useful in 
the formulation of models that aim to simulate the interactions of clasts during transport, 
evolution of a sediment bed over time and the development and evolution of bed structures 
over time. Malmaus and Hassan (2002) developed a two-dimensional model of travel 
distances of individual particles in a gravel-bed river in which particle interactions are 
controlled by resistance fields defined around each obstacle on the bed. Entrainment and 
entrapment probabilities are based on the effects of particle size, particle neighbouring and 
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elevation of clasts. For fully exposed particles, the probability of motion is inversely 
related to its size. Neigbouring particles decrease the entrainment probability of particles. 
Elevated particles have a higher probability of being entrained than embedded ones. 
Malmaeus and Hassan (2002) assume that the probability of immobility due to particle size 
and the chance of immobility due to resistance fields around clasts are independent events. 
This study has shown however that the probability of entrapment decreases with increasing 
clast size (fig 5.22) and that this effect is greater at stronger flows. Malmaeus and Hassan 
(2002) also introduce the concept that mobile clasts may stop moving when they enter 
strong resistance fields around bed obstacles, even though they may not necessarily be in 
contact with those obstacles. This study has found that large obstacles on the bed create a 
multitude of resting pockets within close proximity, but not necessarily touching the large 
obstacles (figures 4.2-4.5). The assumption adopted by Malmaeus and Hassan (2002) is, 
therefore, a good approximation of the interaction between large and mobile grains on 
rough gravel surfaces. 
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