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Abstract
A three-ﬁeld ﬁnite element scheme designed for solving time-dependent systems of partial differential equations governing
viscoelastic ﬂows is introduced. The linearized form of this system is a generalized time-dependent Stokes system. Once a classical
time-discretization is performed, the resulting three-ﬁeld system of equations allows for a stable approximation of velocity, pressure
and extra stress tensor, by means of continuous piecewise linear ﬁnite elements, in both two and three dimension space. Another
advantage of the new formulation is the fact that it implicitly provides an algorithm for the iterative resolution of system non-
linearities, in the case of viscoelastic ﬂows. Additionally, convergence in an appropriate sense applying to these three ﬂow ﬁelds
is demonstrated, for such generalized Stokes system. Numerical results are given in order to illustrate the performance of the new
approach.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The numerical simulation of the ﬂow of viscoelastic liquids is known to be a delicate problem in many respects. First
of all, the models most frequently in use, involve three strongly coupled ﬁelds, namely, the velocity u, the pressure
p and the extra stress tensor . Furthermore, the highly nonlinear system of partial differential equations that govern
this kind of ﬂows may change of type, according to different parameters or ﬂow conditions. Nevertheless, in the past
two decades a lot of progress has been accomplished in deriving numerical methodology, in order to overcome such
difﬁculties.
As far as multi-ﬁeld ﬁnite element methods suitable for treating this class of problems in a reliable way are concerned,
the work of FORTIN and collaborators (see e.g., [4]) incorporating a fourth ﬁeld, namely, the strain rate tensor, lies
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among the most outstanding contributions in this direction. In particular, it signiﬁcantly propelled the numerical
simulation of viscolelastic ﬂuid ﬂow in three-dimension space, which became more widespread in recent years (cf.
[2]). The last two authors themselves attempted to bring about valid alternatives to study this class of problems mostly in
the two-dimensional case, through drastic reductions of the number of degrees of freedom necessary to obtain reliable
approximations (cf. [8]), as compared to other methods in use of the same order (cf. [7]). However, in the framework
of three-dimensional ﬂows, such approach is not satisfactory, since the ﬁnal number of degrees of freedom remains
excessively high anyway. On the other hand, handling system nonlinearities is another challenge that any numerical
methodology must be able to take up efﬁciently, especially in the context of the problem under consideration.
In this work the authors present a new three-ﬁeld formulation of the system of equations that govern viscoelastic
ﬂow, aimed at overcoming simultaneously both difﬁculties above, either in two- or in three-dimension space. More
speciﬁcally, it is shown that the use of classical continuous piecewise linear interpolations of u, p and , combined with
a suitable variational formulation, leads to stable and accurate discrete counterparts of an algorithm for the iterative
treatment of a generalized Stokes system, obtained by linearizing viscolelastic ﬂow equations. Those ingredients are
based on the time integration of the system, by means of a splitting algorithm inspired by the ideas already exploited
in [6] for the time integration of the incompressible Navier–Stokes equations.
Numerical results are given for the ﬂow of a Maxwell viscoelastic liquid, simulated by means of this splitting
algorithm and space-time discretizations in all similar to those presented below.
2. Maxwell ﬂow equations
Let  be a bounded domain of RN , N = 2 or 3, with boundary . Under the action of volumetric forces f , we
consider the evolution in time t, of the ﬂow in  of a viscoelastic liquid obeying a constitutive law of the differential
type. Throughout this work we assume that the velocity of the liquid is prescribed on , say u= g. Moreover, without
any loss of essential aspects, just to simplify the presentation, we consider a constitutive law of the upper convected
Maxwell type, which relates the extra stress tensor to the velocity in the following manner:
+ 
[

t
+ (u · ∇)− (∇u)− (∇u)T
]
= 2D(u). (1)
In (1)  is the stress relaxation time of the liquid and  is its reference viscosity, both assumed constant; ∇ represents the
gradient of a scalar or a vector valued function and D(u) denotes the strain rate tensor, i.e., D(u) := 12 [∇u + (∇u)T].
Then from a given state at time t = 0, that is, given a solenoidal velocity u0 and an extra stress 0, for t > 0, in
addition to the law (1), the ﬂow is governed by the following system:
u
t
+ (u · ∇)u − ∇ · + ∇p = f
∇ · u = 0
⎫⎬
⎭ in , (2)
where the density of the liquid is assumed to be equal to one.
Although the treatment of the true time-dependent case results from simple adaptions of the methodology that follows,
in this work we will be mainly concerned about the search of steady state solutions. Therefore we shall further assume
in all the sequel, that both f and g are independent of t.
Now we consider the following semi-implicit discretization in time of systems (1) and (2). Let t > 0 be a given
time step, and un, pn and n denote approximations of u(nt), p(nt) and (nt), respectively, for a strictly positive
integer n. Starting from u0 and 0, and prescribing un =g on  for every n, un+1, pn+1 and n+1, for n=0, 1, 2, . . . ,
are determined as the solution of the following system in :⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
un+1 − un
t
+ (un · ∇)un − ∇ · n+1 + ∇pn+1 = f,
∇ · un+1 = 0,
n+1 + 
[
n+1 − n
t
+ (un · ∇)n − (∇un)n − n(∇un)T
]
= 2D(un+1).
(3)
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As one can readily infer, (3) is a linear problem for every n. Actually assuming moderate velocities and velocity
gradients, the nonlinear terms may be neglected. In this case we can legitimately linearize (1) and (2) into the system
governing the very slow ﬂow of a viscoelastic ﬂuid of the Maxwell type. Actually for the sake of conciseness we
introduce our methodology in the context of the following generalized Stokes system, derived from the linearization
of the equations that govern the ﬂow of a Maxwell viscolelastic liquid (cf. [7]), namely:
From a given state at time t = 0 deﬁned by a given solenoidal velocity u0 and an extra stress tensor 0, for t > 0 ﬁnd
p,u,  that solve the following system, with u = g on × (t,∞):
u
t
− ∇ · + ∇p = f
∇ · u = 0
+ 
t
= 2D(u)
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
in . (4)
3. Time discretization
We have mainly dealt with an explicit splitting algorithm for the time integration or the iterative solution of system
(4). However, before presenting it we consider the underlying implicit discretization in time of (4).
Let t > 0 be a given time step. Then starting from u0 and 0, for n= 0, 1, 2, . . . , and prescribing un = g on  for
every n, we determine approximations of p((n + 1)t), u((n + 1)t) and ((n + 1)t), denoted by pn+1, un+1 and
n+1, respectively, as the solution of the following problem:
un+1 − un
t
− ∇ · n+1 + ∇pn+1 = f
∇ · un+1 = 0
n+1 + 
(
n+1 − n
t
)
= 2D(un+1)
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
in . (5)
For the sake of simplicity we assume that  has suitable non-restrictive regularity properties. Moreover, we further
assume that f ∈ L2()N , g ∈ H 3/2()N , u0 ∈ H 1()N and 0 ∈ H 1()N×N (cf. [1]). Let also 〈·, ·〉1/2, denote
the duality product between H 1/2()N and H−1/2()N , (·, ·) and ‖ · ‖ denote the standard L2-inner product and
associated norm, respectively.
Theorem 1. For every t and for every n, problem (5) has a unique solution.
Proof. Let ﬁrst n = 0. Then u1, p1 and 1 satisfy
u1 − u0
t
− ∇ · 1 + ∇p1 = f
∇ · u1 = 0
1 − 1
+ t [
0 + 2tD(u1)] = 0
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
in . (6)
Then u1 and p1 are readily seen to satisfy⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u1
t
− t
+ t 	u
1 + ∇p1 = f1
∇ · u1 = 0
⎫⎬
⎭ in 
u1 = g on 
(7)
in which f1 := f + (u0/t) + (/(+ t))∇ · 0. Note that f1 ∈ L2()N from our assumptions on u0 and 0.
The problem (7) is nothing but a modiﬁed Stokes problem whose solution (u1, p1) belongs to H 2()N × H 1()
and is unique, according to the assumptions of f and g. Actually, if is regular enough we know that u1 ∈ H 2()N and
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p1 ∈ H 1() from standard results (cf. [5]) . This implies that 1 ∈ H 1()N×N . Then the existence and uniqueness of
a solution to (5) for n = 0 is a mere consequence of the fact that (5) and (7) may be derived from each other by simply
combining their equations. Finally, by recursion the same argument applies to every n, n1. 
Theorem 2. The solution of (5) converges to the solution (p¯, u¯, ¯) of the stationary counterpart of (4) in the norm of
L2() × L2()N × L2()N×N as n goes to inﬁnity.
Proof. The stationary counterpart of (4) writes for u¯ = g on  as follows:
−∇ · ¯+ ∇p¯ = f
∇ · u¯ = 0
¯= 2D(u¯)
⎫⎪⎬
⎪⎭ in . (8)
Let us deﬁne u¯n+1 := un+1 − u¯, p¯n+1 := pn+1 − p¯ and ¯n+1 := n+1 − ¯. These three ﬁelds satisfy for every n,
n = 0, 1, 2, . . . ,
u¯n+1 − u¯n
t
− ∇ · ¯n+1 + ∇p¯n+1 = 0
∇ · u¯n+1 = 0
¯n+1 + 
(
¯n+1 − ¯n
t
)
= 2D(u¯n+1)
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
in , (9)
with u¯n+1=0 on . Multiplying the ﬁrst equation of (9) by u¯n+1, and since ∇·u¯n+1=0, by straightforward calculations
we derive
‖u¯n+1‖2 + t (D(u¯n+1), ¯n+1) = (u¯n+1, u¯n),
‖¯n+1‖2 − 2t
+ t (¯
n+1,D(u¯n+1)) = 
+ t (¯
n+1, ¯n).
Combining both relations above we obtain:
2
+ t ‖u¯
n+1‖2 + ‖¯n+1‖2 = 2
+ t (u¯
n+1, u¯n) + 
+ t (¯
n+1, ¯n).
Now setting
a2n+1 :=
1
+ t (2‖u¯
n+1‖2 + ‖¯n+1‖2) and l2n+1 :=
t
+ t ‖¯
n+1‖2
by the Cauchy–Schwarty inequality we derive that, for every n,
a2n+1 + l2n+1an+1an or yet a2n+1 + 2l2n+1a2n.
This implies that ln+1 → 0 since {a2n+1}n+1 is decreasing sequence of positive numbers and thus a converging one.
Now since n+1 → ¯ in L2()N×N , the third equation of (9) implies that D(u¯n+1) → 0. Hence by Korn’s inequality
un+1 → u¯ in H 1()N and consequently in L2()N .
In order to prove that p¯n+1 → 0 in L2() we use the following argument:
‖p¯n+1‖ = sup{
q∈L20()
q =0
(p¯n+1, q)
‖q‖ with L
2
0() :=
{
q, q ∈ L2() and
∫

q = 0
}
.
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From [5] we know that for every q in L20() there exists one v in H 10 ()N such that ∇ · v = q in , and (‖v‖2 +
‖∇v‖2)1/2C‖q‖ with C independent of q. Therefore we have
‖p¯n+1‖C sup{
v∈H 10 ()N
v =0
(p¯n+1,∇ · v)
‖∇v‖ = C sup{
v∈H 10 ()N
v =0
(∇p¯n+1, v)
‖∇v‖ .
Now using the ﬁrst equation of (9), and then integration by parts we derive
‖p¯n+1‖C sup{
v∈H 10 ()N
v =0
(∇ · ¯n+1 − (u¯n+1 − u¯n)/t, v)
‖∇v‖
C
[
Cp
t
(‖u¯n+1‖ + ‖u¯n‖) + ‖¯n+1‖
]
,
since the Friedrichs–Poincaré inequality ensures the existence of a constant Cp such that ‖v‖Cp‖∇v‖, for all
v ∈ H 10 ()N . This completes the proof. 
Let us now consider the following splitting algorithm for solving explicitly system (5) at every iteration.
Set for every n0, n+1,0 = n. Then for s = 1, 2, . . . , determine approximations pn+1,s+1 ∈ Q, un+1,s+1 ∈ V
and n+1,s+1 ∈  of pn+1, un+1 and n+1 by solving successively the following problems:
(∇pn+1,s+1,∇q) = (f,∇q) + (∇ · n+1,s ,∇q) ∀q ∈ Q, (10)
(un+1,s+1, v) = t (f + ∇ · n+1,s − ∇pn+1,s+1, v) + (un, v) ∀v ∈ V , (11)
+ t
2
(n+1,s+1, ) = 
2
(n+1,s , ) − t2(f + ∇ · n+1,s − ∇pn+1,s+1,∇ · )
− t[(un,∇ · ) − 〈g, 〉1/2,] ∀ ∈ , (12)
where  is the unit outer normal vector on , Q := H 1()⋂L20(), V := L2()N and  := {,  ∈ H(div,)N
and = T } (cf. [5]).
This algorithm is unlikely to generate converging sequence of approximations (pn+1,s+1, un+1,s+1, n+1,s+1) to
(pn+1,un+1, n+1) as s goes to inﬁnity in the case of spaces Q, V, . However, here we applied it in the framework
of discrete counterparts of (10)–(12) deﬁned by replacing Q, V and  by ﬁnite dimensional spaces Qh, Vh and h
speciﬁed in the following section. For such spaces the following inequality holds: there exists a constant Ci depending
on the dimension of h such that
‖∇ · ‖Ci‖‖ ∀ ∈ h.
In this case we are able to prove that, provided t is chosen such that t(2Ci)−1
√
/, the sequence of discrete
analogues of (pn+1,s+1,un+1,s+1, n+1,s+1) converges to the discrete analogues (pn+1,un+1, n+1) in Q×V × as
s goes to inﬁnity.
Remark 3. It is possible to establish that the convergence rate for this algorithm is very fast, provided the dimension
of h is not too high.
4. Space discretization
Now we consider the following discrete analogue of (5). For the sake of simplicity, we assume that  is a polygon
if N = 2 and a polyhedron if N = 3.
Let then Th be a partition of  into N-simplices with maximum edge length equal to h. We assume that Th satisﬁes
the usual compatibility conditions for ﬁnite element meshes, and that it belongs to a quasi-uniform family of partitions.
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For every K ∈ Th we further denote by P1(K) the space of polynomials of degree less than or equal to one deﬁned in
K. In so doing we introduce the following spaces or manifolds associated with Th:
Vh := {v|∀i vi ∈ C0(¯) and vi |K ∈ P1(K), ∀K ∈ Th}, V 0h := Vh ∩ H 10 ()N ,
V
g
h := {v ∈ Vh|v(℘) = g(℘) ∀ vertex ℘ of Th ∩ },
Qh := {q|q ∈ C0(¯) and q|K ∈ P1(K), ∀K ∈ Th} ∩ L20(),
h := {|= T, ∀i, j ij ∈ C0(¯) and ij |K ∈ P1(K), ∀K ∈ Th}.
Then letting u0h be the ﬁeld of V
g
h satisfying u
0
h(℘) = u0(℘), and 0h be the tensor of h satisfying 0h(℘) = 0(℘), for
every vertex ℘ of Th, we set the following problem to approximate (5) for every n, n = 0, 1, 2, . . . ,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Find pn+1h ∈ Qh,un+1h ∈ V gh , and n+1h ∈ h such that
(∇pn+1h − ∇ · n+1h ,∇q) = (f,∇q) + 1t (unh,∇q), ∀q ∈ Qh,
(un+1h − t (∇ · n+1h − ∇pn+1h ), v) = (unh + tf, v), ∀v ∈ V 0h ,
t + 
2
(n+1h , ) + t2(∇ · n+1h − ∇pn+1h ,∇ · ) =

2
(nh, )
−t2(f,∇ · ) − t (unh,∇ · ) + t〈g, 〉1/2, ∀ ∈ h.
(13)
For problem (13) the following result holds.
Proposition 4. Problem (13) has a unique solution for every t and every n.
Proof. First we note that (13) may be written in the following form:{
Find (pn+1h ,u
n+1
h , 
n+1
h ) ∈ Qh × V gh × h such that
a((pn+1h ,u
n+1
h , 
n+1
h ), (q, v, )) = Lh((q, v, )) ∀(q, v, ) ∈ Qh × V 0h × h,
(14)
where for every (p,u, ) ∈ Q × L2()N ×  and (q, v, ) ∈ Q × L2()N ×  we set
a((p,u, ), (q, v, )) := t2(∇p − ∇ · ,∇q) + (u, v)
+ t (∇p − ∇ · , v) + t + 
2
(, ) + t2(∇ · − ∇p,∇ · ) (15)
and for given f , g, unh ∈ V gh and nh ∈ h we set for every (q, v, ) ∈ Qh × Vh × h
Lh((q, v, )) = t2(f,∇q − ∇ · ) + t〈g, (− Iq)〉1/2, + t (f, v)
+ (unh, v) + t (unh,∇q − ∇ · ) +

2
(nh, ).
Now we equip Q × V ×  with the norm deﬁned by
‖(q, v, )‖2I :=
+ t
2
‖‖2 + t2‖∇ · − ∇q‖2 + ‖v‖2.
From the fact that we are dealing with ﬁnite dimensional spaces it is easy to establish that both a(·, ·) and Lh(·) are
continuous over Qh × Vh × h. Moreover, we have
a((q, v, , ), (q, v, )) 12‖(q, v, )‖2I ∀(q, v, , ) ∈ Qh × Vh × h.
Then the result immediately follows from the Lax–Milgran Theorem. 
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Let us now consider the following weak form for problem (5). First we set
L((q, v, )) = t2(f,∇q − ∇ · ) + t〈g, (− Iq)〉1/2, + t (f, v)
+ (un, v) + t (un,∇q − ∇ · ) + 
2
(n, )
and we write (5) in the following equivalent variational form{Find (pn+1,un+1, n+1) ∈ Q × V g ×  such that
a((pn+1,un+1, n+1), (q, v, )) = Lh((q, v, )) ∀(q, v, ) ∈ Q × V 0 × ,
(16)
where a is deﬁned in (15). The following convergence result can be proved using classical ingredients (see e.g., [3,9]):
Theorem 5. Let T > 0 be a given time and n be such that (n+1)t=T . Ift varies as a suitable constant C multiplied
by h, then the solution of (13) converges to the solution of(16) in the norm of L2()×L2()N ×L2()N×N as h goes
to 0, provided for every n the solution of (16) belongs to H 2() × H 2()N × H 2()N×N .
5. Stationary case
To complete our analysis we brieﬂy consider the approximation of stationary system (8) by means of the stationary
counterpart of the ﬁnite element discretized problem (13), namely:{
Find (p¯h, u¯h, ¯h) ∈ Qh × V gh × h such that
a¯((p¯h, u¯h, ¯h), (q, v, )) = L¯h((q, v, )) ∀(q, v, ) ∈ Qh × Vh × h,
(17)
where for every (p,u, ) ∈ Q × V ×  and (q, v, ) ∈ Q × V ×  we set
a¯((p,u, ), (q, v, )) := t2(∇p − ∇ · ,∇q) + t (u,∇ · − ∇q)
+ t (∇p − ∇ · , v) + t
2
(, ) + t2(∇ · − ∇p,∇ · ) (18)
and for given f , g, we set for every (q, v, ) ∈ Q × V × 
L¯((q, v, )) = t2(f,∇q − ∇ · ) + t〈g, (− Iq)〉1/2, + t (f, v).
Then the following sequence of results can be established in connection with problem (17):
(1) Problem (17) has unique solution, at least in some particular cases.
(2) The solution (pn+1h ,un+1h , n+1h ) of (17) converges to (p¯h, u¯h, ¯h) in L2()×L2()N ×L2()N×N as n goes to
inﬁnity.
(3) Assuming that the solution of (5) belongs to H 2() × H 2()N × H 2()N×N for every n, (pn+1h ,un+1h , n+1h )
converges to (p¯, u¯, ¯) in L2() × L2()N × L2()N×Nas h goes to zero and n goes to inﬁnity.
Details on the results are being worked out and will be given in a forthcoming paper.
6. Numerical experiments
We present below numerical results for two test problems with known analytic solution, in order to certify the
adequacy of our numerical approach for stationary problems. In both tests the initial values of both velocity and extra
stress tensor are zero. Owing to the dimension of the ﬂow domain and the prescribed values of velocity, the characteristic
parameter  coincides with the Weissenberg number for viscolastic ﬂows (cf [7]) in both tests. The nonlinear terms
including the acceleration were computed explicitly at every iteration.
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6.1. Two-dimensional computations
The ﬁrst numerical experiments deal with the two-dimensional shear ﬂow with gravitational effects. The computations
were performed with a triangular ﬁnite element mesh constructed upon a 21 × 21 uniform partition of a unit square,
thereby generating 882 equal triangles. The body force term is given by f = (−2,−2). Slip boundary conditions are
considered at the nodes on the ﬂat plate whose position is given by x1 = 1.0. The pressure is prescribed at the node
x1 = 0 and x2 = 0. Here the values of t are 0.01, 0.05 and 0.001.
The analytical solution for this problem is given by:
u1 = 0; u2 = x1; p = −2(x1 + x2); 11 = 0; 12 = ; 22 = 2. (19)
In Table 1 the maximum errors of velocity, pressure and extra stress are shown for  = 1.0. The errors correspond
to the values of the computed approximations of the unknown ﬂow ﬁelds, once convergence is attained for a tolerance
of 10−7.
6.2. Three-dimensional computations
These numerical experiments correspond to a non-physical problem whose analytical solution is given by:
u1 = u2 = 0; u3 = x1x2(1 − x2); p = (0.5 − 2x2x3); 11 = 12 = 22 = 0;
33 = 2[(x2 − x22 )2 + (x1 − 2x1x2)2]; 13 = (x2 − x22 ); 23 = (x1 − 2x1x2).
(20)
The computations were performed with a mesh constructed upon a 10 × 10 × 10 uniform partition of a unit cube,
thereby generating 6000 tetrahedrons. The body force term is given by −∇ · + ∇p. The pressure is prescribed at the
node x1 = x2 = x3 = 0.5. In this example the value of t is 0.0002, and the values of  range from 0 up to 5.0, with
increments of 0.5.
In Fig. 1 we display the evolution with  of the L2-errors of velocity, pressure and extra stress. The errors correspond
to the values of the computed approximations of the unknown ﬂow ﬁelds, once convergence is attained for a tolerance
of 10−5 in the maximum norm.
Table 1
Error for = 1.0
t ‖u − ua‖max ‖p − pa‖max ‖− a‖max
0.01 7.3671e-07 1.6804e-6 1.6804e-06
0.05 8.3083e-07 1.7276e-6 2.2687e-07
0.001 9.2456e-07 1.5467e-5 2.7347e-07
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Fig. 1. The evolution with  of the L2-errors of velocity, pressure and extra stress.
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