Despite several (accepted) standards, core notions typically employed in information technology (IT) architectures lack the precise and exact foundations encountered in logic, algebra, and other branches of mathematics. In this contribution we define the term architecture in a mathematically rigorous way. We motivate our particular choice by demonstrating (i) how commonly understood and expected properties of an architecture can be suitably defined or derived within our formalization, and (ii) how our concept is fully compatible with real life (business) architectures.
Introduction
Information technology (IT) and systems architectures 1 are a fundamental and widely used construct used when designing software-or technologyintensive systems. Several architectural standards and frameworks are known and widely accepted: ISO/IEC/IEEE [2] , TOGAF [3] , OMG UML [4] and SysML [5] , ArchiMate [6, 7] , and others.
Nevertheless, the formalization attempts of the core entities of all frameworks or standards known to the author remain on an essentially nonmathematical and non-exact level using ordinary (i.e., every day) language. 2 Interestingly, this is in stark contrast to many other disciplines where similar endeavours of formalization have been undertaken over 100 years ago, e.g., mathematics [9] , philosophy [10, 11] , language [1, 12] , architecture proper [13] , or even poetry [14] .
In order to rectify this (deplorable) situation, this paper introduces a rigorous framework capturing the essence of the logical syntax of (IT) architectures. Note that we deliberately focus on the syntactical side of architectural "logics" intentionally omitting any discussion about the actual semantics of any architecture.
For brevity reasons we proceed in a highly deductive way, firstly (in section 2) presenting all the theoretical underpinnings of our theory without too many motivation examples. The impatient reader may jump to section 3 where all the motivational examples and links to existing architectural frameworks are introduced. We also demonstrate the mathematical applicability of our architectural theory by deriving (and proving) some theorems on architectural similarity.
Theory
Let us directly start with the definition of an architecture. Our notation follows standard model theory, e.g. [15, 16] .
Definition 1 (architecture).
An architecture is a complex 3 A , written A, R, F , with 1. A a (non empty 4 ) set of elements of the architecture called the universe of A , 2. R = {R i = (a 1 , a 2 , a 3 , ..., a k ) ⊆ A k } a countable set of relations R i , i ∈ N of arbitrary arity k ∈ N over the universe A, and
We write R A i or f A j when we want to highlight that relation R i or function f j belong to architecture A (and not to B).
We also abbreviate R(a 1 , a 2 , ...., a n ) for (a 1 , a 2 , ..., a n ) ∈ R ∈ R. We write α(R) = k to denote the arity of a relation R over
While the universe A and the relations R of A are fairly easy to motivate (see section 3 for more details), the reader might wonder why we have introduced a set F of functions on A. These functions serve (at least) two purposes: (i) They support a mechanism to associate attributes to arbitrary elements of the universe like in attributes of a class in UML or specific requirements. And (ii) they may be used to associate non-functional requirements to a set of elements like availability, or costs.
Because we want to focus on the bare minimum of logical syntax, we have deliberately not introduced any internal structure of the universe A like differentiating between nodes, software, applications, services, interfaces, requirements, stakeholders, concerns, names, properties, or any other (minuscule or major) element of the architecture.
Users of an architecture (including architects themselves) rarely look at the full architecture comprising all its elements, relations, and properties, but typically refer to and use so-called views. In general, a view may be (colloquially) defined as a part of an architecture (description) that addresses a set of related concerns and is addressed to a set of stakeholders.
To formulate this more exactly, we introduce two notions:
• structured views which are (even though of smaller size) architectures in their own right, and
• unstructured views or just views representing arbitrary slices thru an architecture.
If A ⊂ B we also say that B is a super-architecture of A and write B ⊃ A .
The notation f A = f |A means that f A is identical to f restricted to the domain A. Provisions (2) and (3) in the above definition serve to restrict the relations and functions to the subdomain A ⊂ B.
Dropping the requirements that a view of an architecture needs to be an (sub-) architecture of its own, we define an (unstructured) view as follows:
This definition deliberately accepts the possibility that one may construct a view V A comprising a set A V ⊂ A and a relation R V ∈ R V which are incompatible, i.e., that ¬R V (a 1 , a 2 ) ∀a 1 , a 2 ∈ A V . One encounters this in situations where just naming relation R V in an view is already conveying important information to one of the stakeholders.
Methodologically, a view is 5 specified by means of a viewpoint, which prescribes the concepts, models, analysis techniques, and visualizations that are provided by the view. Simply put, a view is what you see and a viewpoint is where you are looking from [6] . This is used in the following definition: Definition 4 (viewpoint). Let A = A, R, F be an architecture and
be the set of all viewpoints of A . Then the map
In our definition, a viewpoint may comprise arbitrary many views (selected by the index set I) of both kinds, structured or unstructured ones. This corresponds to cases where one wants to use several different architectural models for describing some aspects of a system.
Let's add some useful definitions for our theorems. The first one is related to the majority of all architectural diagrams which typically consists of a collection of "boxes" (or other closed shapes) with suitable "connectors", i.e., lines drawn in the space between the boxes connecting two or more boxes [17] .
Definition 5 (boxes & connectors (B&C) architecture). An architecture
A B&C architecture is called connected if ∀a ∈ A : ∃R ∈ R, ∃a ∈ A : R(a, a ) ∨ R(a , a) ∧ a = a . Otherwise it is called disconnected.
We shall often write A = A, R for a B&C architecture in the following.
Architects frequently used so-called n-tier 7 architectures which can be rigorously defined as followed.
Definition 6 (n-tier architecture). Let A = A, R, F be an architecture. Let C = {C 1 , C 2 , ...., C n } ⊂ P(A) be a partition of A into n disjunct sets. Let κ(a) denote the class of C the element a ∈ A belongs to, i.e., a ∈ C κ(a) .
Then A is an n-tier architecture if
In this case, the classes C i are called the tiers of the architecture. An element a ∈ C i is said to belong to tier i. Tiers i, j with |i − j| = 1, i = j are called adjacent.
Informally, in an n-tier architecture any element a in tier i (i.e., a ∈ C i ), has only relations with either another element in the same tier or in an adjacent layer i − 1 or i + 1. Now let us introduce some special architectures we will (mostly) need later. The empty architecture T 0 is not really used in this contribution but may become important in the later development of this line of thinking. The symbol T will be motivated later. We call the next more complex architecture the trivial architecture T 1 . Admittedly, it does not bring too much structure with it, but exhibits a slight metamathematical twist, though:
Definition 8 (trivial architecture). Let id A : A → A, a → id A (a) = a, be the identity function on A. Then the architecture
is called the trivial architecture.
As the universe A of T 1 only contains a single element, no attributes or properties of the architecture are indicated at all. Consequently, we also do not get to know any structural properties of this architecture other then identity (a = a) and idempotence (id A ). Note in passing that T 0 ⊂ T 1 .
We have introduced the generic n-tier architectures above. As we shall later see, they are closely related to an elementary form, T n defined as follows.
Definition 9 (elementary n-tier architecture). Let T n = {1, 2, ..., n} and define the symmetric binary relation T L ("linked to") over T 2 n as follows:
Then the B&C architecture
is called the elementary n-tier architecture.
Obviously, in an n-tier architecture we cannot go below or beyond n elements in the universe A of the architecture 8 And relation T L on the set of the first n integers is a very primitive relation on A n . 9 But now let's turn to the most important definition given here, namely of an homomorphism between architectures.
Definition 10 (homomorphism, isomorphism). Let A = A, R A , F A and B = B, R B , F B be architectures. Then a map h : A → B is called a homomorphism between A and B, and A is said to be homomorphic to B iff
. 8 We admit a slight, albeit completely irrelevant, notational imprecision at this point: In definition 8 we have denoted the single element of the universe a, while here we simply equate the n elements with the first n integers. As we shall later see (in definition 10) these conventions are isomorphic and, hence, irrelevant when it comes to discussing the structural properties of our architectures.
9 It is so primitive that it can almost immediately be read off the Peano axioms. (with α(R) denoting the arity of relation R. See definition 1) and
In case (8) is valid in both directions, i.e.,
h is called a isomorphism between A and B.
3 Application
Motivations
In this section we present evidence why we believe that the definitions given above do make sense. We do this by "mapping" concepts of various architectural metamodels to our architecture definition. Figure 1 depicts the metamodel of a generic (IT) architecture as specified in the ISO/IEC/IEEE Standard 42010:2011 [2] . We can easily identify the elements of the ISO standard which are explicitly formalized by this work. This correspondence is depicted in table 1. Figure 2 shows the metamodel of the ArchiMate [6] framework. Because the meta-model essentially only contains relations (viz. "Relationship") and elements, every architecture conforming to the Archimate framework essentially is a B&C architecture.
CONSTRUCT RECOGNITION IN THIS THEORY Architecture
The theory is capable of expressing architectures for the most complex systems thinkable because the theoretical constructs available basically make up most of our mathematical and logical system. Architecture Description
Our complex A = A, R, F essentially conforms to an "architecture description". Evidently, it can contain an arbitrary number of elements, relations, and functions with essentially unrestricted semantics.
Stakeholder
Stakeholders may be identified by a suitable subset S ⊂ A. Relations over S and supersets B ⊃ S or functions including elements from S may then be used to reason about or include stakeholders in the architecture.
Concern
Concerns may be identified by a suitable subset C ⊂ A. Relations over C, S and supersets B ⊃ S ∪ C or functions including elements from B may then be used to reason about or include concerns and their stakeholders in the architecture.
Architecture Viewpoint
Viewpoints V are an intrinsic element of the theory.
Architecture View
Viewpoints V A are an intrinsic element of the theory.
Model Kind
A "model kind" specifies conventions for a certain type of (architectural) modelling. This may be easily reflected in our theory by identifying suitable subsets K i ⊂ (R ∪ F selecting the types of functions and relations to be used in a specific "model kind".
Architecture Model
An architecture view consists of multiple models, each following one model kind. Therefore, we can identify an "architecture model" M by a suitable subset M ⊂ A and a particular model kind K i . Finally, figure 3 shows a typical boxes & connectors architecture prevalent in today's architectural representations and diagrams [18] . This particular architecture recognizes a single (binary and symmetric) relation R(·, ·) ⊂ A 2 over the universe A of capabilities with the semantic of data exchange or data flow between the capabilities.
The architecture (diagram) furthermore differentiates between several vertical layers 10 like Mediation & Publishing or Analytics. There are also two horizontal sections shown in the diagram, Software as a service and On premise / edge.
All these constructs may be easily implemented in our rigorous architecture model by specifying certain subsets L i ⊂ A of A (conforming to the various layers and tiers) and defining suitable indicator functions f L i : A → B = {0, 1}, as follows:
Theorems
Here we demonstrate that our theory of (IT) architectures also provides a mathematical framework for reasoning (and proving) facts about architectures.
Theorem 1. Every Graph G = (V, E) with V = {V 1 , V 2 , ..., V n } the set of vertices and E ⊆ V 2 the set of (directed) edges of G, is isomorphic (in a model theoretic sense) to a B&C architecture G .
Proof. First note that we are -momentarily -switching to a model theoretic viewpoint 11 here. Define the architecture G as follows: G = V G = Figure 3 : Software AG Reference Architecture (Capability View) [18] .
Note that G clearly is a B&C architecture in the sense of definition 5. Then the bijective mapping h
provides the (trivial) structure preserving bijection between the two domains E and V G .
Many architects use n-tier architectures due to their clear (and easy to follow) structure. The following lemma and theorem provides a rigorous characterization in terms of the elementary n-tier architectures T n . Lemma 1. Every n-tier B&C architecture A is homomorphic to the elementary n-tier architecture T n , that is there exists a homomorphism h : A → T n .
Proof. Let A = A, R be a n-tier B&C architecture. Then, by definition, every element a ∈ A belongs to exactly one tier C i with 1 ≤ i ≤ n. We also have R ⊆ A 2 because of the "boxes & connectors" property. Then define the map h : A → T n as follows:
Assume R(c i , c j ) with c i ∈ C i and c j ∈ C j . Then h(c i ) = i and h(c j ) = j. Because A is an n-tier architecture, we have
Therefore h is a homomorphism.
We can strengthen the above lemma to characterize n-tier B&C architectures as follows:
Theorem 2. Every B&C architecture A = A, R is an n-tier B&C architecture iff there exists a surjective homomorphism to the elementary n-tier architecture T n .
Proof. Lemma 1 already proofs the '⇒' direction. For the '⇐' direction we discriminate three cases and proceed in an indirect manner. n = 2. Trivial. n = 3. Let A be an architecture which is not an n-tier architecture and assume, contrary to the theorem, that there exists a homomorphism h : A → T n . Then let C i = h − (i) be the pullback of h. Because h is surjective, non-empty pullbacks C i exist for i = 1, ..., 3. Because A is not a 3-tier architecture, there exist elements c
3 ) and R σ (c
As h is a homomorphism we have
which is a contradiction. n ≥ 4. As in the case n = 3 but note that in addition to the cyclic pattern given above we also might encounter the extended form of this pattern with
i+1 ) and R σ (c
k ) with |i − k| > 1.
which, again, is a contradiction.
Theorem 3. Let S be a set of three mutually homomorphic architectures, that is S = {A , B, C }, and there exist homomorphisms h ij : C i → C j between any two sets S i , S j ∈ S, (i = j. Assume further that these homomorphisms h ij are unique. Then the three architectures are isomorphic.
This is a contradiction to the assumption of the theorem. Therefore we have c = c and h(b) = c. Flipping B and C in the argument we conclude that for k : C → B we have k(c) = b, Therefore, h : img(f ) → img(g) is an isomorphism between the two images of f and g. 12 Now assume that there exists a b ∈ B but b / ∈ img(f ). Assume further that h(b ) = c ∈ C with c / ∈ img(g). With s : B → A we get g(s(b )) = c ∈ img(g) ⊆ C. This implies c = c . With the same argument as above this leads to a contradiction because we now have two different homomorphisms B → C, namely h and g • s. Therefore, c = c ∈ img(g).
Using the same argument but swapping B and C we also can conclude that b is not element of the pullback k − (B), that is, ¬∃ c ∈ C : k(c ) = b .
Write b = h −1 (c) and s(b ) = a and remember that b = b (from above). Then s(b) = a (because of the same argument as above with g and g −1 ).
So b is a totally "isolated" element of B which "behaves" the same as b. We use this to construct a new homomorphism k : C → B as follows:
exchanging b and b . This is a contradiction and therefore img(f ) = B. By the same argument applied symmetrically we get img(g) = C which renders h : C → B an isomorphism. Cyclically changing the sets A,B and C yields the symmetric result for all universes. Repeat this for those parts of the homomorphisms (h, g, s and so forth) which map the relations (R A , R B , and R C ) and the functions (F A , F B , and F C ) to establish the final result.
Discussion

Applicability
We have shown that our formal definition of the syntax of architectures encompasses most (if not all) elements and constructs present in today's architectural standards.
Additionally, we have demonstrated that one can use the framework to (rigorously) derive non-trivial theorems further characterizing architectures.
However, we are clearly aware that this paper can only capture the very beginning of -what we believe -could be a fruitful and completly novel way how to reason about (IT) architectures in a mathematically rigorous way.
Relation to Model Theory
The relation of our definition of an architecture to the model theoretic concepts of an (L-)model or an (L-)structure over a signature L is evident (cf. [15, 16] ).
However, we not the following differences:
• We cannot refer to a common signature L shared between (classes of) architectures.
• Contrary to an (L-)structure, we do not have some elements of our (architectural) universe singled out as constants.
• Our definition of (architecture) homomorphisms is generalizing the notion from models. Because we cannot rely on the fact that a common signature L implicitly "fixes" relations and functions in two different architectures, we need to provide this mapping explicitly.
Further Work
One possible way to extend the work of this paper is to define refinements of architectures (like A B) as another (order) relation besides the subarchitecture property (A ⊂ B) . Here we could, in principle, also differentiate between a "refinement" of architectural elements (artefacts) a ∈ A and of relations (R ∈ R). Thereby we could give a precise meaning to the various forms of "hierarchicalization" in architectural work.
We could also give a precise meaning of the semantics of a given architecture by linking our constructs A to L-structures and L-models over a given signature L. The signature L could, for instance, then be related to some architectural description languages (ADL).
