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Investigation of the boundedness of the solutions of Volterra equations with
discrete time by means of the direct Liapunov method and comparison theorems is
performed. Boundedness conditions of solutions of some particular classes of
equations are derived. Using such conditions, stability of Direct Quadrature
methods for second kind Volterra equations is analyzed. Q 1997 Academic Press
1. INTRODUCTION
 .Volterra equations with discrete time DVE arise mainly in the process
of modeling of some real phenomena or by applying a numerical method
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At present much of their general quantitative and especially their
qualitative theory remains to be developed. To be more precise there are
w xsome results on the existence and uniqueness of solutions of DVE 14 and
w xtheir stability 3]5, 7]9, 12, 16 , but there are, at present, only a few papers
dealing with their asymptotic behavior. A property of crucial importance is
the boundedness of the solution of a DVE. In fact, as it will be better
explained in the sequel, error between the true and the numerical solution
of a VIE satisfies a DVE and therefore the boundedness of the solution of
this DVE assures the boundedness of the global error, that is, the stability
of the considered numerical method.
Thus this paper is devoted to the boundedness of the solutions of the
Volterra equation
y s F i , y , . . . , y , i G i , y s y . 1.1 . .iq1 i i 0 i 00 0
Here the discrete time i and the initial time moment belong to the set of
integers N , the vector y belongs to the real n-dimensional Euclidean0 i
n 5 5 nspace R with the norm ? , the function F is defined as F: N = S ª R ,0
where S is a space of sequences with elements from Rn and initial value
y s y is prescribed. It is assumed that for every i G i functioni 0 00
 .F i, y , . . . , y is defined only by the values y , . . . y and does not dependi i i i0 0
on y for j ) i. Sometimes, in order to stress the dependence of thej
 .solution of problem 1.1 on initial time i and initial position y , it will be0 0
 .denoted by y i, i , y , i G i . Different definitions of boundedness of0 0 0
 .solutions of 1.1 can be obtained under appropriate modifications of
corresponding definitions of boundedness of solutions of differential equa-
 w x. w xtions see, e.g., 15 or finite steps discrete equations 1, 8 . Consider two
such definitions used in what follows.
 .DEFINITION 1.1. System 1.1 is called
 .1 bounded if for any i g N and number r ) 0 there exists a0 0
 . 5  .5  .number a i , r depending on i and r such that y i, i , y - a i , r0 0 0 0 0
< <for all i G i and y , y F r ;0 0 0
 .2 uniformly bounded with respect to the initial moment i if0
 .  .a i , r ' a r , i.e., the constant bounding the solution does not depend0
on the initial moment i .0
 .Conditions of boundedness and uniform boundedness for general Eq. 1.1
are obtained in Section 2. Some of these conditions, depending on the
existence of Liapunov like functionals, are not only sufficient, but also
necessary.
w xIn Section 3 we investigate the connection between stability 5 and
boundedness and obtain boundedness conditions for the solutions of linear
VDEs.
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Section 4 is devoted to the boundedness of solutions of perturbed VDE.
Finally we observe that we can use the results of Section 4 in order to
study the stability of the considered numerical method. Namely the appli-
cation of a numerical method to a linear Volterra integral equation gives
rise to a ``perturbed'' DVE. The perturbation is due the presence of the
.local truncation error. Therefore, in the last section, we perform the
stability analysis of the Direct Quadrature methods applied to a general
linear VIE.
2. CONDITIONS OF BOUNDEDNESS
Before proving some conditions for boundedness and uniform bounded-
 .ness of Eq. 1.1 we consider an example showing that a bounded system is
not necessarily uniformly bounded.
EXAMPLE 2.1. Consider the two-dimensional difference system
2 y1 y21 i q 2 i q 3 .  . 0 i q 1 .y s y q y , y s y .iq1 i i i 03 y3 0 0 / / 0 00 i q 2 i q 3 .  .
2.1 .
 .The solution of Eq. 2.1 can be represented in the form
i
y s R i , i y q R i , l g l y 1 , i ) i , 2.2 .  .  .  .i 0 0 0
lsi0
 .where the matrix R s r and vector g arei j i, js1, 2
2 3 y11 y i q 1 i q 2 q i q 2 i q 1 i q 2 .  .  .  .  .0 0 0R i , i s .0 3 y3 /0 i q 2 i q 2 .  .0
2.3 .
y20 i q 1 .g i s y . . 0 /0 0
Denote the components of the vector y by y and y . Then, by virtue of0 01 02
 .2.3 we get
i i y2 1l 2R i , l g l y 1 s y F p y . 2.4 .  .  . 02 02  / / 00lsi lsi q10 0
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 .Hence the second addend at the right hand side of equality 2.2 is
uniformly bounded with respect to i . At the same time the first addend at0
 .right hand side of equality 2.2 is unbound in i . Really for the component0
 .r ki , i , for any integer k, we havei2 0 0
2i q 2 .0
r ki , i s y i q 1 ki q 2 q i q 2 ki q 1 .  .  .  .  .i2 0 0 0 0 0 0ki q 20
2 y1s i i q 2 ki y 1 ki q 2 ª `, i ª `. 2.5 .  .  .  .0 0 0 0 0
 .Thus any solution of Eq. 2.1 is bounded, with respect to i for arbitrary
 .  .fixed i , because of 2.4 and boundedness of the matrix R i, i . But0 0
 .  .  .  .relations 2.2 , 2.4 , 2.5 show that system 2.1 is bounded nonuniformly
with respect to the initial moment i .0
2.1. Boundedness Results by the Use of Liapuno¨ Functional. Now let us
consider boundedness theorems in terms of auxiliary Liapunov functionals,
V : N = S ª R0
 .  .such that V i, y , . . . , y ??? ' V i, y , . . . , y .i i i i0 0q q  .Let v : R ª R , v 0 s 0 be continuous nondecreasing functions.j j
 .A function V i , y will be called bounded with respect to the second0 i0 n 5 5argument if it is bounded for any fixed i and any y g R with y - `.0 i i0 0
Then the following result holds:
 .THEOREM 2.2. Assume that there exist functions V i, y , . . . , y and vi i 10
such that
5 5v y F V i , y , . . . , y , i G i , 2.6 . .  .1 i i i 00
and
DV s V i q 1, y , . . . , y , F i , y , . . . , y y V i , y , . . . , y F 0, 2.7 . .  . .i i i i i i0 0 0
 .where the function V i , y is bounded with respect to the second argument0 i0
on any compact set of ¨ariation y andi0
v r ª ` as r ª `. 2.8 .  .1
 .Then System 1.1 is bounded.
5 5Proof. Take any r and consider arbitrary y , y F r . From condi-0 i i 00 0
 .  .tions 2.6 , 2.7 it follows that
5 5v y F V i , y , . . . , y F V i , y . 2.9 .  .  . .1 i 0 i 0 0
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 .  .Boundedness of the function V i , y and assumption 2.8 mean the0 0
 .existence of the constant a i , r such that0 0
V i , y F v a i , r . . . .0 i 1 0 00
 .Consequently taking yet into account 2.9 we get the estimate
5 5v y F v a i , r . . .  .1 i 1 0 0
5  .5  .Thus y i, i , y F a i , r and the theorem is proven.0 0 0 0
 .  .  .Remark 2.2. We observe that the hypotheses 2.6 , 2.7 , 2.8 of
 .  . w xTheorem 2.2 differ from the hypotheses i ] iii of Theorem 2.1 in 5
 .which assure the stability of the zero solution of 1.1 in the sense that
 .  .2.8 is connected to the behavior of V at infinity whereas ii of Theorem
w x2.1 in 5 is connected to the behavior of V at the origin.
It is a natural question to ask and certainly it would be useful to specify
the boundedness conditions under which the appropriate Liapunov func-
tional does exist. Therefore in the next theorem we prove that conditions
 .  .2.6 ] 2.8 are not only sufficient but also necessary boundedness condi-
tions.
 .THEOREM 2.3. Assume that system 1.1 is bounded, then a Liapuno¨
 .  .  .  .functional V i, y , . . . , y and a function v satisfying 2.6 , 2.7 , and 2.8i i 10
exist.
Proof. Take any fixed integer t G i . Assume that the solution of0
 .  4problem 1.1 y , y , . . . , y is found on the set of integers j: i F j F t .i i q1 t 00 0
 .  .Then for i G t the solution of problem 1.1 is a function y i; t ; y , . . . , y0 t
depending on the choice of a new initial time moment t and new initial
 .conditions y , . . . , y . From this interpretation it follows that0 t
y i; i ; y ' y i; t ; y , . . . , y , i F t F i . 2.10 .  .  .0 0 0 t 0
 .Now, using the boundedness of solutions of System 1.1 , we introduce the
functional
5 5V i , y , . . . , y s sup y i q j, i , y , . . . , y 2.11 .  .  .0 i 0 i
jG0
 . 5 5. 5 5  .which satisfies inequality 2.6 with v y s y . Hence, relation 2.8 is1 i i
 .  .also valid and due to 2.11 , V i , y is bounded with respect to the0 i0
second argument.
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 .Now, in order to prove inequality 2.7 , take into account that
V i q 1, y , . . . , y .0 iq1
5 5s sup y i q 1 q j; i q 1; y , . . . , y .0 iq1
jG0
5 5 5 5s sup y i q 1 q j, i , y s sup y i q j; i ; y .  .0 0 0 0
jG0 jG1
5 5 5 5F sup y i q j; i ; y s sup y i q j; i ; y , . . . , y .  .0 0 0 i
jG0 jG0
s V i , y , . . . , y . .0 i
 .Consequently inequality 2.7 is also valid and the necessity of the condi-
tions in Theorem 2.2 is proven.
 .  .THEOREM 2.4. Let relations 2.6 ] 2.9 be ¨alid and there exists the
function v such that2
5 5V i , y F v y . 2.12 . .  .0 i 2 i0 0
 .Then System 1.1 is uniformly bounded.
5 5  .  .Proof. Take any r and consider y : y - r . Then from 2.6 , 2.7 ,0 i i 00 0
 .and hypothesis 2.12 , we obtain
5 5 5 5v y F V i , y , . . . , y F V i , y F v y F v r . 2.13 .  .  .  . .  .1 i 0 i 0 0 2 0 2 0
 .  .   ..Further in view of 2.8 there is a number a r for which v a r G0 1 0
 .  . 5 5.   ..v r . From here and 2.13 it follows that v y F v a r . Hence2 0 1 i 1 0
5  .5  . 5 5y i, i , y F a r for all i , i G i , y F r and the theorem is pro-0 0 0 0 0 0 0
ven.
Thus, in order to obtain conditions of boundedness of concrete equa-
tions using the above theorems, the construction of appropriate Liapunov
functions is required. This can be realized by means of the general
w xprocedure for the construction of Liapunov functions proposed in 5 for
stability problems.
Let us illustrate this assertion by an example showing the form of the
functionals V and the corresponding boundedness conditions.
EXAMPLE 2.2. Consider the scalar equation
y1iy1
2y s a y q b y 1 q y , i ) 0. 2.14 .iq1 i i i i j
js0
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5 5Take V s y . Then we geti
y1iy1
2< < < < < < < < < <DV s y y y F y1 q a y q b y 1 q y . iq1 i i i i i j
js0
< < < < < <F y1 q a q b y . .i i i
 .So, according to Theorem 2.4, the boundedness condition for Eq. 2.14
< < < <takes the form a q b F 1.i i
< <Similarly, by using the function V s y we can prove boundedness ofi
the equation
y1i
2 2y s y 1 q y .iq1 i j /js0
Namely, from the equality
y1i
2< < < <DV s y y1 q y 1 q yi i i /js0
we have DV F 0.
2.1.2. Now we want to prove that for some particular classes of
VDE the assumptions of Theorems 2.2 and 2.4 can be weakened.
 .THEOREM 2.5. Assume that the right hand side of Eq. 1.1 satisfies
inequalities
iyi0
5 5 5 5F i , y , . . . , y F a y q b , i G i 2.15 . . i i i j iyj i 00
js0
with a , b nonnegati¨ e numbers and thati j i
` `
< <a s 1 y sup a ) 0, b s b - `. 2.16 . iq j , j i
iGi jsi isi0 0 0
 .Then System 1.1 is uniformly bounded.
Proof. According to the general method for construction of Liapunov
w xfunctions for VDE, proposed in 5 , let us consider the function
V i , y , . . . , y s V q V .i i 1 20
with
iyi `0
5 5 5 5V s y , V s y a . 2.17 . 1 i 2 iyl iqjyl , j
ls1 jsl
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 .  .  .By virtue of 2.15 , 2.17 , and 2.16 , we have
iq1yi `0
5 5 5 5 5 5DV s y q y a y y iq1 iq1yl iq1qjyl , j i
ls1 jsl
iyi `0
5 5 5 5y y a F ya y q b 2.18 . iy l iqjyl , j i i
ls1 jsl
 .  4Assume now that Eq. 1.1 has unbounded solution y . Then, by virtue ofi
 .2.17 , the function V is also unbounded. It means existence of the
 4subsequence of indexes t , t ª `, as i ª `, such that for all i F j F ti i 0 i
V j, y , . . . , y F V t , y , . . . , y . 2.19 .  . .0 j i 0 t i
 4Now take an arbitrary moment t belonging to the subsequence t andi
5 5  .estimate y for i F i F t . First of all, by virtue of 2.19 , we geti 0
V t y 1, y , . . . , y F V t , y , . . . , y . .  .0 ty1 0 t
 .From here and 2.18 it follows that
5 50 F V t , y , . . . , y y V t y 1, y , . . . , y F ya y q b . .  .0 t 0 ty1 ty1 ty1
Hence
1
5 5y F b .ty1 ty1a
Further, taking into account the definition of the function V and relations
 .  .2.17 , 2.18 we have
V t , y , . . . , y F V t y 1, y , . . . , y q b .  .0 t 0 ty1 ty1
ty1yi `0
5 5 5 5s y q y a q b ty1 ty1yl ty1ylqj , j ty1
ls1 jsl
ty1yi01
5 5F 1 q b q 1 y a y . 2.20 .  .ty1 ty1yl /a ls1
 .In order to estimate the sum at the right hand side of inequality 2.20 let
 .us take into account that, by virtue of 2.18
ty1 ty1





5 5y F V i , y q b F V i , y q b . .  . . l 0 0 l 0 0 /a alsi lsi0 0
 .So, because of 2.20 ,
1 1 y a
V t , y , . . . , y F 1 q b q V i , y q b . 2.21 .  .  . .0 t ty1 0 0 /a a
 .  .But, in view of 2.17 , 2.19 , for any j F t the following inequality is valid
5 5y F V j, y , . . . , y F V t , y , . . . , y , j F t . . .j 0 j 0 t
 .From here and 2.21 it follows that
5 5y F V t , y , . . . , y . .j 0 t
 4Finally the arbitrariness of t g t and the relation t ª ` as i ª ` implyi i
5 54that the sequence y is uniformly bounded.i
2.2. A Boundedness Result by Use of the Comparison Theorem. In
addition to the direct Liapunov method, boundedness of solutions of some
classes of Volterra equations can be investigated by other ways. In the
sequel we will describe one of these methods: namely, the comparison
method, for the equation
D y s y y y s F i , y , . . . , y , i G i , y s y . 2.22 .  .i iq1 i 0 i 0 i 00
Here, y g Rn and the function F: N = S ª Rn satisfies the conditionsi 0
5 5 5 5 5 5F i , y , . . . , y F g i , y , . . . , y , 2.23 .  . .0 i 0 i
where the scalar function g : N = Rqª Rq is nondecreasing with respect0
< <to y , 0 F j F i. Consider also the scalar equationj
D x s g i , x , . . . , x , i G i , x s x . 2.24 .  .i 0 i 0 i 00
5 5THEOREM 2.6. Assume that y F x and all the assumptions made0 0
 .abo¨e are ¨alid. Then if the solution x of the problem 2.24 is bounded theni
 .the solution y of problem 2.22 is also bounded and the limit of the sequencei
 4  .y as i ª ` exists. Moreo¨er if System 2.24 is uniformly bounded theni
 .2.22 is also uniformly bounded.
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 .  .Proof. From Eq. 2.22 and by virtue of 2.23 , it follows that
iy1 iy1
5 5 5 5 5 5 5 5 5 5 5 5y F y q F j, y , . . . , y F y q g j, y , . . . , y . .  . i 0 0 j 0 0 j
jsi jsi0 0
2.25 .
 .Moreover taking into account 2.24 we get
iy1
x s x q g j, x , . . . , x . 2.26 . .i 0 0 j
jsi0
 .  .From relations 2.25 , 2.26 , by using mathematical induction we deduce
5 5  .that y F x . Hence the system 2.22 is uniformly bounded. Further,i i
 4since x is bounded and nondecreasing, it follows that lim x exists.i iª` i
So
iy1 iy1
5 5 5 5 5 5 5 5y y y F F j, y , . . . , y F g j, y , . . . y .  . i m 0 j 0 j
jsm jsm
iy1
5 5 5 5F g j, x , . . . , x s x y x ª 0, i , m ª `. . 0 j i m
jsm
 4Thus the sequence y is fundamental, i.e., there exists the limit of it asi
i ª ` and the thesis follows.
2.3. A Boundedness Result by Use of Degenerate Functionals. Let us
consider a boundedness result obtained by using a Liapunov functional
 .which does not satisfy hypothesis 2.6 of Theorem 2.2.
Consider the linear non-stationary equation
i
y s a y . 2.27 .iq1 i , j j
js0
Then the following result holds
THEOREM 2.7. Assume that
`




< <y - `, i
is0
and consequently y ª 0, i ª `.i
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Proof. Consider the functional
i `
< <V i , y , . . . , y s a y . .  0 i lqj , l l
ls0 jsiyl
We get
i ` i ` `
< < < < < <DV s a y y a y q a y    lq j , l l lqj , l l jqiq1, iq1 iq1
ls0 jsiq1yl ls0 jsiy1 js0
i ` i
< < < < < < < <s y a y q a y F y a y q u y ,  i , l l jqiq1, iq1 iq1 l , i i iq1
ls0 js0 ls0
` < <where u s  a - 1.js0 jqiq1, iq1
But
i
< < < <y a y F y y l , i i iq1
ls0
and therefore
< <DV F y 1 y u y . iq1
and
iq1




< <y - `. l
ls0
2.4. An Example of Direct Analysis of the Equation. Now we show how a
boundedness result can be proved without using Liapunov functionals, but
only by a direct analysis of the considered DVE.
Let us consider the equation
i
y s c q a y . 2.29 .  .iq1 i i , j j
js0
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THEOREM 2.8. Assume that
` ` i




< <y - ` i
is0
and consequently y ª 0, i ª `.i
Proof. Take 0 - e - 1. Then there exists m such that for all N ) m
N N i
< <c - e , a - e .  i i , l
ism ism ls0
From here it follows that
N N N i
< < < < < <y F c q a y   iq1 i i , l i
ism ism ism ls0
N i i m Nq1
< < < < < <F e q a y F e q e y q e y .    i , l j j j
ism ls0 js0 js0 jsmq1
It means that
N m
< < < <1 y e y F e q e y . .  iq1 j
ism js0
But the last inequality is valid for all N and the thesis follows.
3. CONNECTION BETWEEN BOUNDEDNESS
AND STABILITY
Relations between boundedness and stability for the solution of one-step
 w x.difference equations were discussed by many authors see, e.g., 1, 10 . In
this section we investigate this problem for some Volterra equations.
Generally, these two properties of solutions have no connection, as it
can be shown by the following two examples.
EXAMPLE 3.1. Consider the scalar equation
y s y q eyi y q 1, i G 0. 3.1 .iq1 i 0
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The solution of this equation for i ) 0 and the prescribed initial condition
y has the form0
iy1
y1yj yi y1y s i q 1 q e y s i q 1 q 1 y e 1 y e y . 3.2 .  .  .i 0 0 /js0
 .So any solution of Eq. 3.1 is stable with respect to the disturbances of
 .initial position y , but in view of 3.2 is unbounded.0
EXAMPLE 3.2. Consider the two-dimensional non-linear system
y s y cos g y x sin g , x s y sin g q x cos g , 3.3 .iq1 i i iq1 i i
 2 2 .1r2  .where i G 0, g s y q x . The general solution of system 3.3 is0 0
y s c cos c i q c , x s c sin c i q c . 3.4 .  .  .i 1 1 2 i 1 1 2
Here constants c and c , defined by the initial conditions, satisfy the1 2
relations
1r22 2 y1 y1c s y q x s g , cos c s y g , sin c s x g . 3.5 . .1 0 0 2 0 2 0
 .It means that the solution of system 3.3 has the form
y s y cos ig y x sin ig , x s y sin ig q x cos ig . 3.6 .  .  .  .  .i 0 0 i 0 0
We remark that the constant g is defined up to the sign. But the solution
 .of 3.3 , corresponding to values of g with different sign and to the same
initial conditions y , x , can be obtained one from another by the inver-0 0
sion y ª x , x ª y . Hence, for investigating the boundedness of thei i i i
 .solution of 3.3 , it is sufficient to choose one of the values of g .
 .  .Equalities 3.6 show that all the solutions of Eq. 3.3 are bounded and
the zero solution is stable, but any nonzero solution is unstable.
3.1. Boundedness of Solutions of Linear Equations. From the previous
examples it is clear that no connection exists between boundedness and
the stability of a solution of a general VDE. In this section we prove that,
in the particular case of linear homogeneous equations, boundedness is
equivalent to stability. To this end, let us consider the following linear
homogeneous VDE
i
n n=ny s A y , i G i , y g R , A g R . 3.7 .iq1 i j j 0 i i j
jsi0
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THEOREM 3.1. A necessary and sufficient condition for boundedness
 .  .  .uniform boundedness of Sys. 3.7 is its stability uniform stability .
 .Proof. Sufficiency. Let System 3.7 be stable. It means, according to
 w x.the stability definition see, e.g., 5 , that
5 5 5 5;e ) 0 ' d e , i ) 0 y - d e , i « y i , i , y - e , i G i . .  .  .0 0 0 0 0 0
 .Remark that, due the homogeneity of Eq. 3.7 for any constant C ) 0 we
get
y i , i , Cy s Cy i , i , y . 3.8 .  .  .0 0 0 0
 .Choose and fix now some e ) 0 and corresponding d e , i and let us take0
5 5  .an arbitrary r. We want to prove that if y F r then there exists a i , r0 0
5  .5  .  .  .such that y i, i - a i , r . Take a i , r s rerd i , e , then0 0 0 0
e e y0
5 5 5 5y F r « y - d i , a « y i , i , .0 0 0 0 /a a
- e for the stability hypothesis.
 .Then, from 3.8 , there results
5 5y i , i , y - a i , r . .  .0 0 0
 .  .Hence boundedness of Eq. 3.7 is proven. If in addition Eq. 3.7 is
uniformly stable, then for any e the number d can be chosen indepen-
 .dently on i . Consequently in this case the constant C in 3.8 does not0
 .depend on i and Eq. 3.7 is uniformly stable.0
 .Necessity. Denote R i, j as a fundamental matrix corresponding to
 . w xsystem 3.7 8 and defined by the equation
i
R i q 1, j s A R l , j , R j, j s I , i G j, 3.9 .  .  .  . i l
lsj
where I is the identity matrix of dimension n. Because of the boundedness
 .  .of Eq. 3.7 there exists a constant a i ) 0 such that0
5 5R i , i F a i . .  .0 0
w x  .From here and variation of constant formula 8 for Eq. 3.7 it follows
that, for any y , x g Rn,0 0
5 5 5 5 5 5y i , i , y y x i , i , x s R i , i y y x F a i y y x . .  .  .  .  .0 0 0 0 0 0 0 0 0 0
3.10 .
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 .  .Hence the stability of Eq. 3.7 is proven. If Eq. 3.7 is uniformly bounded
 .then constant a does not depend on i . It means, by virtue of 3.10 , that0
 .system 3.7 is uniformly bounded. Theorem 3.1 is proven.
4. BOUNDEDNESS OF THE SYSTEM
WITH DISTURBANCES
In this section we consider the system with disturbances
i
y s A q B y 4.1 . .iq1 i j i j j
jsi0
and we wonder whether there are some conditions on the perturbation
 .matrices B under which, from boundedness of Eq. 3.7 , the boundednessi j
 . 5 5of Eq. 4.1 can be proven. Denote by B the norm of the matrix B,
defined by the formula
5 5 5 5B s sup Bx .
5 5x s1
Then the following theorems can be proven
 .THEOREM 4.1. Assume System 3.7 is uniformly bounded and the matri-
ces B satisfy the conditioni j
` `
5 5B - `. 4.2 .  r j
jsi rsj0
 .Then Eq. 4.1 is bounded.
 .Proof. The solution of Eq. 4.1 can be represented in the form
iy1 r
y s R i , i y q R i , r q 1 B y , i ) i , 4.3 .  .  . i 0 0 r j j 0
rsi jsi0 0
 .  .where matrix R i, j is defined by the relation 3.9 . Because of the
 .uniform boundedness of Eq. 3.7 there exists a constant C ) 0 such that1
5  .5  .R i, i F C . Consequently, taking into account relation 4.3 , we have0 1
iy1 r iy1 iy1
5 5 5 5 5 5 5 5 5 5 5 5y F C y q B y F C y q y B .   i 1 0 r j j 1 0 j r j
rsi jsi jsi rsj0 0 0
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From here and the discrete version of the Gronwall]Bellman lemma see,
w x.e.g., 10, p. 15 it follows that
iy1 iy1
5 5 5 5 5 5y F C y exp c B . i 1 0 1 r j
jsi rsj0
 .Thus boundedness of Eq. 4.1 is proven.
 .Now let us discuss whether the hypothesis 4.2 of Theorem 4.1 can be
weakened. The following example shows that the more weak hypothesis
5 5lim B s 0, i ) j, is not sufficient to assure the boundedness of Eq.jª` i j
 .4.1 .
EXAMPLE 4.1. Consider for i ) 0 the two-dimensional perturbed sys-
tem
ip i q 1 p i q 1 x p .  . j
x s x cos q y sin y 2 sin i y j .iq1 0 02 2 j q 1 2js0
p i q 1 p i q 1 .  .
y s yx sin q y cosiq1 0 02 2
4.4 .
i x pjy 2 cos i y j . . j q 1 2js0
 .The nonperturbed equation corresponding to Eq. 4.4 has the form
p i q 1 p i q 1 .  .
x s x cos q y siniq1 0 02 2
p i q 1 p i q 1 .  .
y s yx sin q y cos , i G 0.iq1 0 02 2
From the last relations it follows that the nonperturbed system is uni-
formly bounded. At the same time any non-zero solution of the perturbed
 .system 4.4 is unbounded because it may be written in the form
iy1p i p i p
x s x cos q y sin y 2 sin i y 1 y j .i 0 02 2 2js0
=
p p
cos j x q sin j y ,0 0 /  /2 2
iy1p i p i p
y s yx sin q y cos y 2 cos i y 1 y j .i 0 02 2 2js0
=
p p
cos j x q sin j y .0 0 /  /2 2
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Consequently,
iy1 iy1p j p i p j p i
2 2x s 2 cos q 1 cos x q 2 sin q 1 sin y i 0 0 /  / /  /2 2 2 2js0 js0
p i p i
s i q 1 x cos q y sin . . 0 02 2
In a similar way, we get
p i p i
y s i q 2 yx sin q y cos . .i 0 02 2
 .Hence, if x / 0 or y / 0 then the solutions of Eq. 4.1 are unbounded.0 0
In addition matrix B has the formi j
p
sin i y j 0 .2 2
B s y .i j pj q 1 cos i y j 0 . 0
2
5 5  .Therefore B ª 0 as j ª ` but the series 4.2 is divergent.i j
 .This example shows that assumption 4.2 can be weakened only by
 .means of additional assumptions about the nonperturbed system 3.7 .
 .Assume, for example that Eq. 3.7 is uniformly asymptotically stable and
5 5 iy jA - Mn for some M ) 0, n g 0, 1 . 4.5 .  .i j
w x  .These assumptions mean 8 the existence of constants l and g g 0, 1
such that
5 5 iy jR i , j F lg , i G j, 4.6 .  .
 .  .where R i, j is a fundamental matrix of Eq. 3.7 . In this case the
 .assumption 4.2 can be weakened as the following theorem shows.
 .THEOREM 4.2. Assume that the system 3.7 is uniformly asymptotically
 .stable and 4.5 holds. If
` `
yi iyj5 5 5 5B g - `, lim B g s 0 4.7 . i j i j
jª`isi isj0
 .then Eq. 4.1 is bounded.
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 .  .Proof. Represent the solution of Eq. 4.1 in the form 4.3 . Then
 .  .taking into account 4.3 , 4.6 we get
iy1 r
iy i iyry105 5 5 5 5 5y F lg y q l g B y i 0 r j j
rsi jsi0 0
iy1 iy1
iy i iyry10 5 5 5 5 5 5F lg y q l y B g . 4.8 . 0 j r j
jsi rsj0
yi 5 5  .Put q s g y and choose some positive d such that g 1 q d F 1.i i
 .At last, using 4.7 , take m ) i such that for all j ) m0
iy1
jyry15 5l B g F d , i ) j. 4.9 . r j
rsj
 .Now represent the double sum at the right hand side of inequality 4.8 as
iy1 iy1 my1 my1 iy1 iy1 iy1
s q q .       /rsmjsi rsj jsi rsj jsm rsj0 0
 .Then by virtue of 4.8
my1 iy1 my1 my1
yi jyry10 5 5 5 5 5 5q F lg y q l q B g q q B   i 0 j r j j r j
rsmjsi rsj jsi0 0
iy1 iy1
jyry15 5q l q B g . 4.10 . j r j
jsm rsj
Remark further that all the values q are bounded for j s i , . . . , m.j 0
 .Because of this and 4.7 the expression in square brackets at the right
 .  .  .hand side of 4.10 is bounded. From here, 4.10 , and 4.9 , the existence
of a constant C follows such that
iy1
q F C q d q . 4.11 .i j
jsm
 .Inequality 4.11 leads to the estimate
iymq F C 1 q d . .i
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Because of this estimate we get
iym5 5y F C g 1 q d . .i
 .  .The latter estimate means the boundedness of Eq. 4.1 because g 1 q d
F 1 and the theorem is proven.
THEOREM 4.3. Assume that the system has the form
i
ny s A y q b , i G i , y g R , 4.12 .iq1 i j j i 0 i
jsi0
 .Eq. 3.7 is uniformly bounded, and
`
5 5b - `. 4.13 . j
jsi0
 .  .Then Eq. 4.12 is bounded. Moreo¨er if 3.7 is uniformly asymptotically
 .  .stable and inequalities 4.5 and 4.13 are ¨alid, then for any solution of
 .system 4.12 we ha¨e
lim y s 0. 4.14 .i
iª`
Proof. The proof of boundedness is analogous to that of Theorem 4.1
 .and we omit it. For the proof of 4.14 let us take any e ) 0. Because
 .  .system 3.7 is uniformly asymptotically stable, inequality 4.6 is fulfilled.
Now take and fix any N such that
`
5 5l b - e . j
jsN
 .  .Further similar to 4.8 using representation 4.3 we get
N `
iy i iyjy105 5 5 5 5 5 5 5y F lg y q l g b q l b . i 0 j j
jsi jsN0
< <So, for all sufficiently large i, it is y F e for arbitrary e ) 0. It means thei
 .validity of equality 4.14 .
 .Now one wonders whether assumption 4.13 can be weakened. The
 .following simple example shows that boundedness of System 4.12 does
not take place if perturbations b are only bounded, i.e.,i
5 5b F Ci
 .  .and system 3.7 is as previously uniformly bounded.
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EXAMPLE 4.2. Consider the scalar equation
y s y q C , i G i .iq1 i 0
If C s 0 then this equation is uniformly bounded, but for arbitrary C / 0,
modulus of any solution tends to infinity as i ª `.
At the same time, analogously to Theorem 4.2 the following result is
obtained
 .THEOREM 4.4. Assume that 3.7 is uniformly asymptotically stable and
 . 5 5  .inequality 4.5 holds. If b F C then System 4.12 is bounded.i
In the case of a convolution system
i
y s A y q b 4.15 .iq1 iyj j i
js0
 . 5 5the condition 4.5 means that the A decay exponentially. In order toj
 .avoid such a hypothesis on the coefficients of Eq. 4.15 the following
theorems can be proved.
THEOREM 4.5. Let
i
x s A x 4.16 .iq1 iyj j
js0
be an homogeneous con¨olution DVE such that
 . ` 5 5i  A - 1js0 j
 . ` 5 5then System 4.16 is uniformly asymptotically stable and  x - `.is0 i
w x  .Proof. In 5 we proved that i implies the uniform asymptotic stability
 .  .of System 4.16 and the existence of a Liapunov functional V i, x , . . . , x0 i
satisfying
 .  . 5 5.a V 0, x F v x0 1 0
 .  . 5 5.b V i, x , . . . , x G v x0 i 2 i
 . 5 5.c DV F yv x ,3 i
where v , j s 1, . . . , 3, are scalar continuous nondecreasing functions withj
 . w xv 0 s 0. To be more specific, in Theorem 3.1 of 5 we showed thatj
DV s V i , x , . . . , x y V i y 1, x , . . . , x .  .0 i 0 iy1
5 5 5 5F yh x s yv x . 4.17 . .i 3 i
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 .Summation of 4.17 over i leads to
iy1




5 5h x F V 0, x , i G 0. . j 0
js0
In consequence of Theorem 4.5 the following result holds for System
 .4.15 .
THEOREM 4.6. Assume that
 . ` 5 5i  A - 1js0 j
 . 5 5ii b - C.i
 .Then System 4.15 is bounded.
 .Proof. Hypothesis i implies that the solution x of the homogeneousi
 . ` 5 5  .System 4.16 satisfies  x - `. Then the proof follows by using ii ,is0 i
 .  .4.3 , and by recalling that the fundamental matrix of System 4.16
 .satisfies 3.9 .
5. STABILITY OF NUMERICAL METHODS FOR
VOLTERRA INTEGRAL EQUATIONS
It is known that a numerical method for the solution of the VIEs system
t ny t s g t q k t , s, y s ds, y , k g R 5.1 .  .  .  . .H
t0
 .  .is a Volterra discrete difference system of the type 1.1 , where y f y t ,i i
t s t q ih, and h is the discretization step.i 0
 .The exact solution y t satisfies
y t s F i , y t , . . . , y t q F h , y , .  .  .  . .iq1 i 0 i i
 w x.where F is the local discretization error see, e.g., 2, p. 96 .
In the particular case of a linear equation
t ny t s g t q k t , s y s ds, y , k g R .  .  .  .H
t0
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most of the known numerical methods can be represented by the DVE
i
Y s G q A Y , i G 0, 5.2 .i i i j j
js0
 .  .where Y [ y and G [ g are vectors containing respectively thei i, j i i j
approximation to the true solution and the value of the forcing term in
 .  .some points t s t q c h, j s 1, . . . , s, i.e., y f y t and g s g t .i j i j i, j i j i j i j
 .   . .The global error e s e s y t y y satisfies the differencei i j i j i j js1, . . . , s
system
i
e s A e q F h , y .i i j j i
js0
 .which is analogous to Eq. 4.12 . Therefore boundedness of the global
 .error, that is, the stability of the numerical method 5.2 , can be proven by
using Theorem 4.4.
In order to illustrate the above assertion we apply Theorem 4.4 to get
 .stability conditions for the Direct Quadrature DQ method applied to a
w xlinear scalar VIE. The formulation of the method is 2, p. 96
i
y s g q h w k t , t y , y , k g R , i G k G 1 5.3 . .i i i j i j j i
js0
 .and y s g t , y , . . . , y are given starting values.0 0 1 k
THEOREM 5.1. Assume that
 . < <i w F w, 0 - j - i, w G 0, i G ki j i i
 .  . <  . < <  . <  tys.ii k t, t F 0, k t, s is decreasing w.r.t. t, k t, s - Mn , M )
 .0, n g 0, 1
`
 . <  . <iii w k t, s dt F 1 ;s G t .H ky1
s
 .Then the DQ method 5.3 is stable.
Proof. Let us rewrite the difference equation representing the global
 .error of the DQ method 5.3 in the explicit form
h iy1 w k t , t .js0 i j i j
e s e q F h , y , i G k . 5.4 .  .i j i1 y hw k t , t .i i i i
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 .In view of Theorem 4.4 the solution of 5.4 is bounded if the solution of
its homogeneous part
h iy1 w k t , t .js0 i j i j
x s x , i G k 5.5 .i j1 y hw k t , t .i i i i
w xis asymptotically uniformly stable. By Theorem 4.1 of 5 a sufficient
 .condition for asymptotic uniform stability of 5.5 is
` < <w k t , t .j , iy1 j iy1
h - 1, i G k . 5.6 . < <1 y hw k t , t .j j j jjsi
 .Now hypothesis iii implies
`
< <w k t , t dt F 1, i G k 5.7 .  .H iy1
tiy1
 .and ii implies
< < < <inf k t , t s k t , t , i , j G k .  .iy1 j iy1
w xtg t , tjy1 j
and therefore
` `
< < < <h k t , t - k t , t dt. 5.8 .  . . Hj iy1 iy1
tiy1jsi
 .  .From 5.7 and 5.8 there results
`
< <hw k t , t - 1, i G k . j iy1
jsi
 .and by using the fact that w k t , t F 0 there resultsj j j j
` `< <w k t , t .j , iy1 j iy1
< <h F h w k t , t - 1, i G k 5.9 . .  j , iy1 j iy1< <1 y hw k t , t .j j j jjsi jsi
 .  .which assures 5.6 and then the asymptotic uniform stability of 5.5 .
w xWe must add that Theorem 4.1 of 5 does not explicitly mention the
uniform stability because of uniform character of its assumptions.
 .We observe that condition iii of the above theorem is very restrictive
because it requires the summability of the kernel and it does not depend
on h.
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The following example shows that in some cases the hypotheses of
Theorem 5.1 are not at all restrictive.
w xEXAMPLE 5.1. Let us consider the trapezoidal method 11, p. 96
w s 1r2, w s 1, j s 1, . . . , i y 1, w s 1r2, i G 1i0 i j i i
applied to the VIE
t y tqs.y t s g t y e y s ds. .  .  .H
0
Now, by taking into account that ey tqs. - ey tys. and that
`
y tqs. y2 se ds s e F 1, s G 0,H
s
Theorem 5.1 assures that the method is stable.
In the particular case of the convolution kernel Theorem 4.6 can be
applied and the following result holds:
THEOREM 5.2. Assume that
 . < <i w F w, 0 - j - i, w G 0, i G ki j i i
 .  .  .  . <  . <ii k t, s s k t y s , k 0 F 0, and k x decreasing
`
 . <  . <  .iii w k x dx q hw*k 0 F 1,H
t0
 .where w* s inf w . Then the DQ method 5.3 is stable.i i i
 .Proof. The proof follows from Theorem 4.6 since, in this case, iii and
 .ii imply
`
< <hw k t y t - 1 y hw*k 0 , i G k . . j iy1
jsi
and then
` `< < < <w k t y t w k t y t .  .j , iy1 j iy1 j , iy1 j iy1
h F h - 1, i G k . < < < <1 y hw k 0 1 y hw*k 0 .  .j jjsi jsi
 .Remark 5.1. Even if the above condition iii now depends on h, we
 .note that Corollary 5.1 does not assure stability when h ª 0 because iii
may be not satisfied in such a case.
On the other hand we observe that Corollary 5.1 allows us to prove
stability for every h G 0 of many different DQ methods. For example,
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every DQ method with w F 1, like explicit Euler, implicit Euler, trape-
w xzoidal, and the fourth order Gregory formula 11, p. 98 , is stable when it is
applied to convolution VIEs with the following kernels:
 .y 1qbbk x s yba a y t q x , .  .0
1
a ) 0, b ) 0 e.g., k x s ; . 2 /1 q x .
k x s yeyf  x . f 9 x , .  .
f 9 x G 0, f 0 x F 0, lim f x s q`, .  .  .x ªq`
f 0 s 0 e.g., k x s yeyx , k x s y2 xeyx 2 . .  .  . .
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