This study examines the performance of three hydrological models, namely the artificial neural network (ANN) model, the Hydrologiska Byråns Vattenbalansavdelning-D (HBV-D) model, and the Soil and Water Integrated Model (SWIM) over the upper reaches of the Huai River basin. The assessment is done by using databases of different temporal resolution and by further examining the applicability of SWIM for different catchment sizes. The results show that at monthly scale the performance of the ANN model is better than that of HBV-D and SWIM. The ANN model can be applied at any temporal scale as it establishes an artificial precipitation-runoff relationship for various time scales by only using monthly precipitation, temperature and runoff data. However, at daily scale the performance of both HBV-D and SWIM are similar or even better than the ANN model. In addition, the performance of SWIM at a small catchment size (less than 10 000 km 2 ) is much better than at a larger catchment size. In view of climate change modelling, HBV-D and SWIM might be integrated in a dynamical atmosphere-water-cycle modelling rather than the ANN model due to their use of observed physical links instead of artificial relations within a black box.
Introduction
The water cycle, also known as the hydrological cycle, describes the continuous movement of water above, on and below the surface of the Earth. Although the water balance remains fairly constant over time, high water fluxes between the atmosphere and the pedosphere are common. The water moves from one reservoir to another, such as from rivers to oceans or from the soil to the atmosphere. The main physical processes of the water cycle are evapotranspiration, condensation, precipitation, infiltration, surface runoff and subsurface flow (Schwarz 1977 , Milly et al. 2005 , Kundzewicz et al. 2005 , Jacinto et al. 2012 , Füssel et al. 2012 .
Hydrological models are simplified, conceptual representations of a part of the hydrological cycle. They are primarily used for hydrologic prediction and for understanding hydrologic processes. Two major types of hydrological models can be distinguished, Stochastic Models and Deterministic Models. Deterministic models can be further classified into black box models, such as artificial neural networks (ANN), statistical models, such as ARIMA, conceptual and physically based models (Abbot and Refsgaard 1996) .
Hydrological modelling may be either predictive or investigative and has traditionally followed a set pattern involving five steps. The first step involves the collection and analysis of mandatory data; the second step is the development of a conceptual model, which describes the important hydrological characteristics of a catchment; next follows the translation of the conceptual model into a mathematical model; in the fourth step, the calibration of the mathematical model is done by adjusting various coefficients to fit a part of a time series of historical data; and lastly, the model needs to be validated against the remaining set of historical time series (Blöschl and Sivapalan 1995, Seibert and Vis 2012) .
In hydrological research, the performance of a hydrological model can be different for different catchment sizes. Also, the necessary input/output data of each model differs in parameters, time scales, etc. In order to receive good results for hydrological research, using a suitable (well performing) hydrological model for different catchment sizes and different datasets is necessary.
In practical hydrological modelling research, the requirements for models and their performances differ widely depending on the research focus (Abbott et al. 1986a , 1986b , Xu 2010 . With the development of hydrologic modelling at continental scales, related research and the application of such large-scale hydrological models has been increasingly requested by administrative offices, such as for water planning and disaster reduction (Jin et al. 2006 , Xu 2010 . For example, flood forecasting for river basins requires that hydrological modelling is needed rather for small catchments with high precision.
Due to the restriction of catchment size and data availability, hydrological models need to be developed or adjusted according to the specific catchment situation in focus. However, due to the lack of comparative studies of numerous hydrological models, only a few reliable statements on the performance of the chosen hydrological model can be made for many regions, such as most river basins in China. Therefore, comparative studies on the applicability and modelling performance of different hydrological models are needed to provide references for hydrological modelling research in catchments with specific size and available datasets.
In order to provide references for hydrological modelling in the Huai River basin, China, this study investigates the applicability of three widely-used hydrological models, namely the artificial neural network (ANN) model, the Hydrologiska Byråns Vattenbalansavdelning-D (HBV-D) model, and the Soil and Water Integrated Model (SWIM), over the middle-upper reaches of the Huai River basin, China. The performance of all three models is tested for datasets at monthly and daily resolution. Furthermore, the applicability of the SWIM model (Krysanova et al. 2000 ) is compared for large-scale river basins (larger than 10 000 km 2 ) and for middle scale basins (less than 10 000 km 2 ).
Study area
The Huai River, which has a length of about 1000 km, originates from Mt. Tongbai in Henan Province and flows into a basin, which is located in East China between the Yellow River basin and the Yangtze River basin, the two largest rivers in China. The Huai River is generally regarded as the geographical divide between North China and South China. The location approximates the zero degree January isotherm and the 800 mm isohyet in China. The Huai River basin area is about 187 000 km 2 and its average annual runoff ranges at about 4.52 × 10 10 m 3 . The Bengbu hydrological gauging station controls a basin area of about 121 300 km 2 which accounts for 2/3 of the whole watershed, and its average annual runoff is about 3.05 × 10 10 m 3 . The Bengbu hydrological gauging station is an important station for the middle reaches of the Huai River. The Changtaiguan catchment is located at the upper reaches of the Huai River and lies in the border area of the provinces of Anhui, Hubei and Henan, with a catchment area of about 3090 km 2 . The landform of the Changtaiguan catchment is mountainous with the elevation ranging from 69 to 1110 m a.s.l. The human impacts on the surface discharge or the subsurface water resources are negligible, which is a positive attribute for the calibration of the SWIM model.
Data and methods

Data
The meteorological datasets used in this paper are provided by the National Climate Center (NCC) of the China Meteorological Administration (CMA). They consist of daily data of precipitation, temperature, solar radiation, relative humidity and wind speed from 80 meteorological stations which are evenly distributed over the study area (Fig.1 ). These time series cover a period from 1964 to 2007. The hydrological data of Bengbu hydrological gauging station covers the periods 1964-1975 and 1980-1986 Table 1 . For a convenient data input process, the resolution resamples to 90 m were done to all datasets by applying the Ordinary Kriging Interpolation method.
Methods
The Artificial Neural Network (ANN), the Hydrologiska Byråns Vattenbalansavdelning-D (HBV-D) model and the Soil and Water Integrated Model (SWIM) were selected for investigating their performance and applicability in the Huai River basin. Artificial neural networks are models inspired by animal central nervous systems (in particular the brain) that are capable of machine learning and pattern recognition. They are usually presented as systems of interconnected "neurons" that can compute values from inputs by feeding information through the network. There are many network functions in ANN and the feed-forward neural network is chosen for application of the hydrological model in the Huai River basin. The ANN is an interconnected group of artificial neurons that uses a mathematical model for information processing. In more practical terms neural networks are non-linear statistical data modelling tools. They can be used to model complex relationships between input data and output data (Haykin 1994) . The internal structure of a neural network consists of layers and neurons and weight values that control the transfer of internal signals. Neural network parameters, the weight values, have to be adjusted in an iterative training procedure. In this process, called training, the neural networks need input information that consists of corresponding model input and output. After training, the neural network can simulate or mimic the corresponding model. The ANN model has been extensively used in hydrological modelling in the past ten years, particularly in rainfall-runoff modelling (Dawson and Wilby 2001 , Gao et al. 2010a , 2010b ). The HBV model (Bergström 1992 ), a hydrological transport model, was originally developed for use in Scandinavia but has also been applied in a large number of catchments worldwide (Oudin et al. 2005 , Liu et al. 2013 . HBV-D is a UNIX-based distributed version of the original HBV model. HBV can be characterized as a lumped or semi-distributed model which allows the basin to be subdivided into 10 elevation zones and every elevation zone into two vegetation zones, while HBV-D enables the basin under study to be first sub-divided into a number of sub-basins which are then categorized into elevation and vegetation zones. The processes in each response unit in a sub-basin are modelled and the aggregated water fluxes are routed towards the outlet of the basin (Krysanova et al. 1998 ).
The SWIM model was developed in order to provide a comprehensive GIS-based tool for hydrological and water quality modelling in meso-scale and large-scale river basins which can be parameterized using regionally available information. The model was developed for use mainly in Europe and the temperate climate zone, though its application in other regions is possible as well. SWIM integrates aspects of hydrology, vegetation, erosion and nutrient dynamics at the watershed scale. It is based on two previously developed tools, SWAT (Arnold et al. 1993) and MATSALU (Krysanova et al. 2005) .
The basic characteristics of ANN, HBV-D and SWIM applied in this study are shown in Table 2 . The three models are compared in three aspects: input data, output data and modelling procedures. The ANN can be established at any temporal scale, i.e. if only monthly average temperature and precipitation data are available, the ANN can build-up a monthly precipitation-runoff relationship. However, SWIM and HBV-D can only be established with input data at daily scale. In this study, the ANN model was established with monthly input data due to time constraints, while HBV-D and SWIM were established with daily input data to obtain a more detailed precipitation-runoff relationship. Accordingly, the output data of the ANN model was a monthly average runoff while the output data of HBV-D and SWIM were daily runoff.
As the ANN does not have a physical basis, the first modelling procedures consist of the training which is equivalent to the calibration procedure of HBV-D and SWIM. The second step is the cross validation, which is followed by the testing procedure, which is equivalent to the validation procedure of HBV-D and SWIM. In general, the calibration procedure (or training) takes longer than the validation procedure (or testing and cross validation).
The Nash-Sutcliffe coefficient "Ens", as developed by Nash and Sutcliff (1970) , is used to assess the predictive power of a hydrological model, i.e. here the ANN, HBV-D and SWIM. Based on the coefficient, which can range from -∞ to 1, the Nash-Sutcliffe efficiency is assessed. A perfect efficiency (Ens = 1) corresponds to a perfect match of modelled and observed discharge data.
where QR is the observed discharge, QC is the modelled discharge, and QR mean is the average of the observed discharge. Furthermore, the relative error (r) is calculated for the indication of the strength in difference between simulated and observed discharge.
Numerical experiments and procedures
ANN
Monthly time series of surface air temperature, precipitation and discharge of the whole study area are used as input data for the ANN model to derive the precipitation-runoff relationship at Bengbu hydrological gauging station. The data normalization processing is made by the premnmx, postmnmx and tramnmx functions based on Matlab. The procedure of the ANN model can be described as follows. First, the input data is determined. The monthly average temperature and precipitation data are calculated for the 80 stations. The correlation coefficient between monthly Table 2 . Input data, output data, and modelling procedures of ANN, HBV-D and SWIM models (Krysanova et al. 1998 , 2000 , Haykin 1994 temperature (T) and precipitation (P) data and observed runoff data are calculated. It can be seen that the runoff lags about 2 months behind precipitation and temperature, respectively. For the model input, precipitation and temperature time series with no lag (P, T), 1-month lag (P-1, T-1) and 2-months lag (P-2, T-2) are used, respectively. Secondly, the neural network is built. Many different topology types of neural networks exist. In this study, the Multilayer Perceptrons (MLPs), also known as a Feed-forward Network, are used because it is the most widely-used network in hydrology (Princepe et al. 1999) . Each perceptron has advantages and disadvantages depending on their particular application. The number of hidden nodes affects the value of weights. Han et al. (2007) found that the number of hidden neurons is approximately two-thirds of the total number of input and output variables. There are 6 input variables and 1 output variable for the ANN model in this research. According to the conclusions of Han et al. (2007) , leaving the number of nodes in hidden layers as 5 in this research is the best choice. What's more, in a trial and error approaching process, it is also found that leaving the number of nodes in hidden layers as 5, the simulation results of ANN agree best with the observed runoff (Table 3) . When the mean square error is less than 0.01, or the number of maximum epochs reaches up to 1000, the process is terminated and the ANN model will be achieved.
Finally, the ANN model needs to be trained. In this study, monthly temperature, precipitation, and runoff data of the study area were also used for the ANN model training. Beforehand, the observed time series are divided into three sets for "Training", "Cross Validation" and "Testing". The data for the period of 1964-1975, 1980-1986 and 2000-2007 are used for training, cross validation and testing, respectively. Hence, in the training procedure the "Training" datasets are put into the ANN, and the results are then cross validated and tested with the corresponding datasets.
HBV-D
The input data for the HBV-D model include a DEM, average daily temperature, daily precipitation, land use type and evaporation capacity. For comparison purposes with the ANN model, the same data periods for Calibration (1964) (1965) (1966) (1967) (1968) (1969) (1970) (1971) (1972) (1973) (1974) (1975) and Testing (2000 Testing ( -2007 are chosen for the HBV-D models. The modelling procedure can be described as follows.
First, the daily runoff is simulated as defined in the model structure which includes a meteorological interpolation, an estimation subroutine for the evaporation capacity, a soil moisture calculation procedure, a runoff generation and confluence programme, etc. Based on the DEM, the study area is divided into 17 sub-basins. The precipitation and temperature time series are then interpolated for each of the 17 sub-basins by using the Ordinary Kriging method and integrating the specifics of the DEM, wind speed and direction, etc. In combination with the land use type, DEM, maximum field capacity, river routing and various sub-basin features, each hydrological response unit of each sub-basin is modelled and the aggregated runoff is routed towards the outlet of the basin (Bengbu station).
Afterwards, the calibration and validation of the model is necessary and are critical steps for any model application. The hydrologic simulation combines the physical characteristics of the watershed and the observed meteorological data series to produce the simulated hydrologic response. Hence, during parameter calibration, various hydrologic principles are followed such as water flow from upstream to downstream, a focus on the water balance followed by seasonal or monthly flow volumes and the surface runoff preceding the base flow.
SWIM
The SWIM model follows a three-level disaggregation scheme, i.e. "basin-sub -basins-hydrotopes". The spatial disaggregation into sub-basins and hydrotopes (or Hydrologic Response Units, HRU) in combination with a reasonable restriction on a sub-basin area allows the assessment of water resources at meso-scale river basins (Maidment 1996) . The hydrological processes in each response unit are modelled and the aggregated runoff is routed towards the outlet of the basin. For comparison with the ANN and HBV-D model, the same 17 sub-basins used by HBV-D are directly used in SWIM. Based on land use and soil data, the sub-basins are disaggregated to HRUs; while in the follow-up similar input data as for the HBV-D are used in the SWIM model. Additionally, meteorological variables (e.g. solar radiation, relative humidity and wind speed) and crop/water management data (e.g. soil constituent, delamination and crop fertilization) are integrated into the model. For the calibration and validation of SWIM, observed precipitation, temperature and river discharge data for the periods 1964-1975 and 2000-2007 are used, respectively, which is similar to the time series used for the ANN and HBV-D models.
Analysis of results and model performance
Simulation results of the three models
The training and cross validation, as well as the testing results of ANN, are shown in Figs 3 and 4 , respectively. It can be seen that for the training period (1964) (1965) (1966) (1967) (1968) (1969) (1970) (1971) (1972) (1973) (1974) (1975) and cross validation period (1980) (1981) (1982) (1983) (1984) (1985) (1986) , the simulation results follow the observation well. The Nash-Sutcliffe coefficient (Ens) for the ANN is about 0.86 and the relative error (r) is about 2.3% for the training period, while for the testing period the Ens is 0.74 and r is 2.8% (Table 4) .
In order to compare the performance of the three models, the daily discharge output of HBV-D and SWIM is averaged to monthly runoff, and the corresponding Nash-Sutcliff coefficient and relative error are computed according to equations (1) and (2). As is shown in Table 4 , the Nash-Sutcliff of simulation by SWIM model and HBV-D model agree with the observation well. ANN is a model that uses a mathematical model for information processing; it does not have a physical basis. Therefore, the model performance is sometimes unsatisfied. The simulation by the three models is higher than the observation on the whole. Due to human activities like domestic water consumption, industrial water consumption and some flood control and water conservancy engineering, the observed runoff, especially the observed peak runoff, is relatively low. However, the hydrological models do not take these human activities into consideration; therefore the simulation is higher than the observation on the whole. HBV-D model. The difference in model performance may be related to the model structure. The flow routing module of both the two models is based on Muskingum method; however, there is still some difference in the structure of the two models. Firstly, the two models are based on different water balance equations. The water balance equation of HBV-D model is shown as equation (3), and the water balance equation of SWIM model is shown as equation (4).
where Q is runoff, P is precipitation, E is evaporation, SP is snow pack, SM is soil moisture, UZ is upper groundwater zone, LZ is lower groundwater zone, lakes is volume of lakes, SWðtÞ is the soil moisture content of the t-th day, PERC is percolation and SSF is subsurface flow. Secondly, mechanisms of runoff generation of the two models are different. The runoff generation mechanism of HBV-D model is related to the runoff recession coefficient, while the runoff generation mechanism of SWIM model is based on the SCS_CN model. Thirdly, the input soil properties of the two models are different. The input soil property of HBV-D model is mainly field capacity, while the input soil properties of SWIM model include Topsoil Sand Fraction, Topsoil Silt Fraction and so on ( Table 1) .
The calibration results (1964) (1965) (1966) (1967) (1968) (1969) (1970) (1971) (1972) (1973) (1974) (1975) and validation results (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) of HBV-D are shown in Fig. 5 . It is shown that the simulated daily runoff depth is relatively similar to the observed runoff depth, which is underlined by the NashSutcliff coefficient of 0.78 and the relative error of 1.5%, both at monthly scale for the period [1964] [1965] [1966] [1967] [1968] [1969] [1970] [1971] [1972] [1973] [1974] [1975] (Table 4) .
Similar to HBV-D, the calibration results (1964) (1965) (1966) (1967) (1968) (1969) (1970) (1971) (1972) (1973) (1974) (1975) and validation results (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) of SWIM are shown in Fig. 6 . The simulated daily runoff depth fits the observed runoff depth well, but not as well as the ANN model. The NashSutcliff coefficient of SWIM is 0.79 and the relative error is 2.3%, both at monthly scale for the period [1964] [1965] [1966] [1967] [1968] [1969] [1970] [1971] [1972] [1973] [1974] [1975] (Table 4) .
As is shown in Table 4 , the simulation results of HBV-D and SWIM are similar. Based on the Ens, the efficiency of the ANN model is better than that of HBV-D and SWIM at monthly scale. After calibration, the SWIM model produces good simulation results on a daily time scale in terms of river runoff in the Huai River basin. SWIM model can reproduce detailed water fluxes in the sub-basins and hydrotopes along with river discharge but its efficiency is unsatisfactory.
The reason why the Nash-Sutcliffe coefficient of the ANN model for the period 2000-2007 is less than for 1964-1975 and 1980-1986 might be related to human activities, such as industrial and agricultural water use. As the ANN model builds the response relationship structure between hidden neurons and the input data, the simulation results will also differ with changing input data, such as relative humidity, wind speed and sunshine duration.
For HBV-D and SWIM, a warm up run is performed at the beginning of the validation procedure. Before every warm up run, the initial soil moisture saturation value is set to 50% in each grid. This does not really affect the simulation results because the initial value is adjusted during the warming up procedure. The standard value of 50% has been used in order to deliver unbiased initial model conditions for all model simulations. We found that such a warm up procedure is sufficient to minimize the effects of the initial state of SWIM variables on river flow as these variables affect the accuracy and reliability of the water flux simulation.
Monthly discharge
The Huai River basin is subject to the monsoon regime of East China which is accompanied by heavy precipitation and floods every year from June to September, i.e. the flood season. The multi-year means of observed and simulated monthly runoff by the ANN, HBV-D and SWIM models for the period 2000-2007 are shown in Fig. 7 . The simulated runoff of all models is higher than the observed runoff in the months from April to August. In particular, the simulated stream flow of HBV-D is always higher than the observations, with a large difference from August to December. The simulated runoff of the ANN model is much lower than the observations from October to December. The simulated runoff of SWIM shows the closest agreement to the observation for the whole flood season. In a comparison of all three models, SWIM can best reproduce the runoff variation processes in the flood season. For the non-flood season, the simulated runoff values of HBV-D are higher than the observation. The simulation results of the ANN and SWIM models agree much better with the observations than the HBV-D model.
Differences in model routines and simulation results
At monthly scale, the Nash-Sutcliff coefficient of the runoff simulation by the ANN model is higher than by HBV-D and SWIM (Fig. 7) which might be related to the model structure of the ANN model. After appropriate training with historical data on monthly scale, the ANN model is able to generate satisfactory results for many prediction problems in hydrology. The ANN model can be adequately applied to random and complex non-linear relationships. All the quantitative and qualitative information are equipotentially distributed and are stored in the network of the neurons; hence, it has a great robustness and failure tolerance (Ai and Shi 2015) .
At daily scale, the simulation results of HBV-D and SWIM should be preferably used. For the study area, the relative error of SWIM is larger than that of HBV-D. Nonetheless, HBV-D and SWIM both use a simple degree-day equation to estimate snowmelt and both apply the Muskingum flow routing method (Maidment 1996) to estimate river routing. The most obvious differences between HBV-D and SWIM are several features as described in the following. The HBV-D model estimates evapotranspiration by the Penman-Monteith equation, which requires solar radiation, air temperature, wind speed and relative humidity as input, while the SWIM model estimates evapotranspiration by the Priestley-Taylor equation, which requires only solar radiation, air temperature and elevation as input. The Penman-Monteith equation considers more parameters than the Priestley-Taylor equation. Several studies show that the estimation accuracy for evapotranspiration by the Penman-Monteith equation is higher than the Priestley-Taylor equation (Utset et al. 2004 , Zhao et al. 2012 , which may improve the model performance. Secondly, the runoff generation of HBV-D is a response function which transforms excess water from the soil moisture zone to runoff. The function consists of one upper, nonlinear, and one lower, linear, reservoir. The runoff volume of SWIM is estimated using a modification of the SCS (Soil Conservation Service) curve number method. The surface runoff is predicted as a nonlinear function of precipitation and a retention coefficient. The latter depends on soil water content, land use, soil type and management. Different surface runoff estimating methods have varying estimation accuracy for surface runoff, causing different model performance.
In addition, SWIM uses some parameters which HBV does not consider, such as crop vegetation processes, which are based on the Erosion-Productivity Impact Calculator (EPIC), or erosion and nutrient simulation modules, which are based on the Modified Universal Soil Loss Equation (MUSLE). Also, the simulation of land use, farm management, crop yields and feedbacks of climate and land use changes are used as input for SWIM. These modules take more underlying surface information into consideration which might improve the overall performance of SWIM. Hence, the model structure of SWIM is more complex than of HBV-D which might increase the uncertainty of the simulation results. This uncertainty may also stem from the different input data such as the spatial distribution and density of meteorological and hydrological stations, the resolution of the DEM or the temporal resolution of soil and land use data. SWIM was specifically developed to investigate climate and land use change impacts at the regional scale, where the impacts are manifested and adaptation measures are frequently carried out. It combines the relevant eco-hydrological processes at the meso-scale, such as runoff generation, river discharge, plant growth and crop yield and erosion. From this view, the SWIM model is more suitable for the research on climate change impacts on the hydrology and water resources since it has better physical process integration, especially with smaller catchment size.
Application of SWIM for different catchment size
According to Krysanova et al. (2000) , SWIM is more suitable at sub-basin scale of less than 10 000 km 2 . Therefore, the Changtaiguan catchment, which covers 3900 km 2 , is chosen for validating the simulation ability of SWIM at different spatial scales, For the calibration and validation of SWIM in the Changtaiguan catchment daily time series of the periods 1981-1985 and 1986-1990 are used, respectively. The 65 sub-basins are defined by using the DEM of the study area. The area and boundaries are calculated for the basin and each sub-basin. The precipitation and temperature data from the nearest meteorological stations are interpolated to the subbasin centre to obtain the meteorological attributes of the sub-basin.
After that, the water dynamics and crop/vegetation growth parameters such as sub-surface runoff, direct surface runoff and potential evaporation are calculated for every hydrotope. The modelling outputs from the hydrotopes, especially the direct surface runoff, are averaged (area-weighted average) to estimate the sub-basin output. Finally, the river routing procedure is applied to the sub-basin outputs to obtain the total discharge at the basin outlet. The observed and SWIM-simulated daily runoff for the calibration (1981) (1982) (1983) (1984) (1985) and validation (1986-1990 ) periods at Changtaiguan hydrological gauging station are shown in Fig. 8 . It can be seen that both datasets are similar which suggests a good model performance.
For the calibration period the Ens is 0.84 and r is 3.0%, while for the validation period the Ens is 0.83 and r is 2.3% (Table 5 ). The results show that the model simulations have achieved good precision after calibration. Compared with the performance of SWIM over the upper reaches of the Huai River (Table 4) , whose area is larger than 10 000 km 2 , the performance of SWIM in the Changtaiguan Basin is better. This indicates that SWIM is more suitable for small and meso-scale catchment sizes.
Conclusion
The performance of a hydrological model can vary at different catchment size and different input data. To receive good quantitative simulation results in hydrological research, it is critical to choose suitable models for specific basin characteristics such as catchment size or temporal resolution of available data. Up to now, little attention has been given to the comparison of the applicability and performance of different hydrological models for river basins in China. For example, Zhang (2014) compared the performance of the modified HBV model with the Xin'anjiang model at small and medium-sized catchments. They did not consider the performance at different catchment size or of different datasets.
In this study, a comparative analysis of the performance of the ANN, SWIM and HBV-D models at different temporal resolution and catchment size has been given. For datasets at different time scales, the performances of ANN, SWIM and HBV-D are compared for the middle-upper reaches of the Huai River basin. As for different catchment size, SWIM has been applied over the upper reaches of the Huai River basin as well as over the Changtaiguan sub-basin.
In the case of temporal resolution, the ANN model, which can be established at any temporal scale, shows a better performance than the HBV-D and SWIM results when monthly datasets are used for the middle-upper reaches of the Huai River basin. However, the semi-distributed HBV-D and SWIM models can satisfactorily simulate daily runoff when daily precipitation, temperature and runoff data, as well as other geographical information have been used as input data. In the case of different catchment size, the performance of SWIM is compared over the upper reaches of the Huai River basin and its sub-basin, Changtaiguan. It was found that the model applicability over the smaller (mesoscale) sub-basin is superior to the large-scale basin.
In conclusion, the applicability of the three models depends on the availability of data and the catchment size among other factors. The ANN can easily establish a well performing precipitation-runoff relationship by using few parameters at monthly scale. The HBV-D and SWIM models need more parameters as input data (e.g. sub-surface or crop management characteristics) and preferably at finer temporal scale (e.g. daily scale), but both provide similar well performing results at daily scale. However, where, for example, climate change impacts are concerned, the applicability of HBV-D and SWIM is better than ANN, as their good physical basis allows more detailed parameter assessments. Thus, while the ANN model is more suitable for simple monthly runoff forecasts, HBV-D and SWIM are more useful for detailed hydrological research. 1981-1985 and 1986-1990, respectively. 
