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In the paper the Pair Approximation (PA) method for studies of the site-diluted spin-1/2 sys-
tems of arbitrary dimensionality with the long-range ferromagnetic interactions is adopted.
The method allows to take into account arbitrary anisotropy of the interactions in the spin
space, so it is not limited to purely Ising couplings. Within this approach, the Gibbs free en-
ergy is obtained, which allows to derive all the further interesting thermodynamic properties.
In particular, we obtain an equation for the critical temperature of the second-order phase
transitions for the model in question. In the study we focus our attention on the systems with
ferromagnetic interactions decaying with the distance according to the power law J(r) ∝ r−n.
We discuss the dependence of the critical temperature on the concentration of magnetic com-
ponent and the index n for selected one-, two- and three-dimensional lattices. We confirm the
absence of the critical concentration for a diluted magnet with infinite interaction range. In
the regime of the low concentrations of magnetic component, we find a non-linear increase
of the critical temperature with the concentration in the form of Tc ∝ pn/d, depending on the
system dimensionality d and the index n, whereas n > d.
KEYWORDS: Ising model, Heisenberg model, critical temperature, long-range interactions
1. Introduction
The studies of the systems with the long-range interactions constitute a challenging con-
temporary problem in statistical physics.1) The important part of the studies concerns the
systems with the so called ’strong long-range interactions’,1) which term denotes the cou-
plings decaying with the distance slow enough to cause a failure of extensivity which is the
basis for formulation of thermodynamics. However, there is a wide class of systems in which
such a behaviour does not emerge and usually formulated thermodynamics is an appropriate
∗E-mail: kszalowski@uni.lodz.pl
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and valuable tool for their characterization. Within this field, a range of magnetic systems
attracted considerable attention focusing mainly on low dimensions.2–38) This selection is
generally restricted to magnets in which interactions are of constant sign, thus not leading
to magnetic frustration with a plethora of intriguing consequences. Let us mention that the
studies of magnetic systems with the site dilution and long-range couplings seem to be rather
rare and this subject is principally mentioned only in the context of spin glasses and scaling
relations.39, 40)
Let us present a brief motivation for studies of diluted magnetic systems with long-range
interactions provided by some recent experimental works. One can instance the progress in
growth and characterization of a highly promising dilute magnetic semiconductor (Ga,Mn)N,
which encourages the interest in three-dimensional ferromagnets with the long-range inter-
actions, for this substance attracts rising interest in the context of potential room-temperature
ferromagnetism.41–45) In this compound, a non-linear dependence of the critical tempera-
ture on magnetic Mn dopant concentration has been found experimentally for low Mn con-
tent, and such behaviour has been attributed to a ferromagnetic long-range superexchange
mechanism.42, 44, 45) What is more, the unique properties of indirect Ruderman-Kittel-Kasuya-
Yosida interaction in graphene (see e.g.46, 47)) also promote theoretical understanding of two-
dimensional magnets with the long-range coupling (e.g.48, 49)).
Despite the development and use of simulational Monte Carlo methods for the systems
with the long-range interactions,45, 48, 50–52) there is still room for analytic studies. However,
the problem turns out to be complex and, up to now, no complete thermodynamic method,
which goes beyond the Molecular Field Approximation (MFA), has been proposed. In order
to fill the gap, the present work describes the thermodynamics of the site-diluted systems with
spins 1/2 interacting ferromagnetically by means of the long-range coupling, using analyti-
cal method based on the Pair Approximation (PA). The PA method is superior to MFA from
the point of view of the systematic hierarchy of Cluster Variational Methods (CVM).53–55)
These methods have been originally developed for the nearest-neighbour (NN) interactions.
However, the application of CVM for larger clusters: for instance, in triangle or square ap-
proximation, in the presence of the long-range interaction does not seem to be possible in
practice. Nevertheless, it turns out that in the frame of CVM reduced to the PA the problem
of long-range interactions is still tractable. The usefulness of the PA method follows from the
fact that, in contrast to MFA, it takes into account the spin-pair correlations and can be ap-
plied to low-dimensional and disordered magnets.56) Moreover, this method yields the Gibbs
free-energy from which all thermodynamic quantities can be calculated.
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In this paper, within the PA method, the equation for the critical (Curie) temperature for
the system in question has been obtained. Attention is being focused on a specific form of
long-range interactions, namely decaying with the distance according to the power law. For
such a coupling the dependence of the critical temperature on the concentration of magnetic
atoms for various anisotropy parameters characterizing the coupling has been illustrated and
discussed.
2. Theoretical model
The Hamiltonian of a spin-1/2 site-diluted ferromagnet with the long-range interactions
can be written in the following form:
H = −
∑
i, j
J
(
ri j
) [
∆
(
S xi S xj + S
y
i S
y
j
)
+ S zi S
z
j
]
ξiξ j − h
∑
i
ξiS zi , (1)
where Jk = J
(
ri j
)
> 0 is the ferromagnetic exchange integral between two spins i and j, the
distance between which amounts to ri j = rk. It is assumed that one of the spins is the k-th
nearest-neighbour of the other one, i.e. this spin belongs to the k-th coordination zone around
the central one and the set of radii rk for k = 1, 2, . . . characterizes fully a given crystalline
lattice. The parameter 0 ≤ ∆ ≤ 1 is the anisotropy of interaction in the spin space, and is
assumed to be independent on the distance between interacting spins. ∆ = 0 corresponds
to Ising interaction, while ∆ = 1 is the isotropic Heisenberg coupling. The site dilution is
introduced by means of the occupation number operators ξi, for which the configurational
average 〈ξi〉 = p yields the concentration of the magnetic atoms. The external magnetic
field is denoted by h. Since the interaction is long-ranged, the summation in the Hamiltonian
extends for all site pairs of the considered crystalline lattice.
In order to describe the thermodynamics of the model in question, the Pair Approximation
method is extended to be capable of treating the systems with the long range interactions. The
method is based on the cumulant expansion technique for the free energy,55) which constitutes
a systematic approach used in the frame of CVM. In the PA only the first- and second-order
cumulants are taken into account, and the higher-order cumulants are neglected. This corre-
sponds to the assumption that only the single-site and pair cluster energies contribute to the
total energy. The spin-spin interactions within each cluster pair are taken exactly. The molec-
ular fields in which the clusters are embedded play a role of variational parameters. These
parameters can be self-consistently determined from the condition that the Gibbs energy in
equilibrium must achieve a minimum. Moreover, the magnetizations calculated basing on
single sites and on pairs must be equal, which is imposed by a consistency condition.
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The PA method has been previously applied to the extensive studies of various magnetic
systems with the interactions limited to nearest neighbours56–60) and has been exhaustively
described there; therefore, only a brief scheme is presented here.
The quantum state of a spin is described by means of the following density matrices:
ρˆi = eβG
(1)
exp
[
β (Λ + h) S iz
]
(2)
for a single spin at site i and
ρˆi j = eβG
(2)
k exp
{
β Jk
[
∆
(
S xi S xj + S
y
i S
y
j
)
+ S zi S
z
j
]
+
(
Λ′k + h
) (S iz + S jz)} (3)
for a pair of spins at sites i and j. Here, Jk is the interaction for the k-th coordination zone of
the given crystalline lattice and β = 1/ (kBT ).
In the present formulation the total Gibbs energy per site, averaged over magnetic com-
ponent configurations, 〈G〉r = 〈〈H〉〉r − 〈S 〉r T , can be expressed in the following form:
〈G〉r
N
=
1
2
p
∞∑
k=1
[
zk pG(2)k − 2 (zk p − 1) G(1)
]
, (4)
where zk is the number of lattice sites belonging to the k-th coordination zone. The single-site
and pair Gibbs energy terms are:
G(1) = −kBT ln
[
2 cosh
(
β
Λ + h
2
)]
(5)
and
G(2)k = −kBT ln
{
2 exp
(
β
Jk
4
)
cosh [β (Λ′k + h)]
+2 exp
(
−β
Jk
4
)
cosh
(
β
Jk∆
2
)}
,
respectively.
The parameter Λ has the interpretation of a molecular field acting on a single spin and
originating from all the spins in its environment. The analogous parameter Λ′ denotes a
molecular field acting on a selected pair of spins, one of them being a k-th nearest neigh-
bour of the other. Both parameters can be further expressed using the variational parameters
λ j which constitute molecular fields acting on given spin and resulting from its interaction
with an j-th nearest neighbour spin. Therefore we can write:
Λ = p
∞∑
l=1
zlλl (6)
and
Λ′k = Λ − λk =
∞∑
l=1
(pzl − δkl) λl. (7)
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The variational minimization of the Gibbs energy with respect to λ j is performed with a
set of constraints in the form of Tri
(
ρˆiS i
)
= 12Tri j
[
ρˆi j
(
S i + S j
)]
, which impose a condition
that the magnetization for a given lattice site is the same when calculated using either a single-
site or a pair density matrix. Such a procedure leads to the self-consistent set of equations in
the form of:
tanh
[
1
2
β (Λ + h)
]
=
=
e
1
4βJk sinh
[
β
(
Λ′k + h
)]
e
1
4βJk cosh
[
β
(
Λ′k + h
)]
+ e−
1
4βJk cosh
(
1
2βJk∆
) , (8)
where k = 1, 2, . . . numbers the subsequent coordination zones. After plugging in Eq. (8) the
formulas (6) and (7) the set of equations for λ j variables is finally obtained.
The solution to the infinite set of self-consistent equations (8) allows the Gibbs energy
to be determined and hence the thermodynamic behaviour of the system can be completely
characterized. Further thermodynamic quantities of interest can be obtained as appropriate
derivatives of the Gibbs energy with respect to its natural variables.
It should be emphasized here that the Gibbs energy, which has been constructed from
the enthalpy 〈〈H〉〉r (i.e., the mean value of the Hamiltonian containing interaction with the
external field h) and the entropic part 〈S 〉r T , in general, is a function of three parameters: h,
T and N. Since we are using the canonical ensemble with N = const., only the temperature T
and the external field h are (intensive) thermodynamic parameters for which the Gibbs energy
can be treated as a thermodynamic potential. As these two variables can easily be controlled
in the experiment, they appear to be very convenient in magnetism.
The present paper focuses on the critical temperature of the second-order phase transition
for ferromagnetic system.
It is worth mentioning here that in the system with spin S = 1/2 and solely ferromagnetic
NN interactions we do not expect to obtain the 1st order phase transitions. Such discontinuous
phase transitions may occur when the competitive interactions (often introduced for higher
spins), or magnetic frustration take place, which is not our case. For the continuous phase
transitions the derivation is presented in details in Appendix A.
Within this approach, we obtain the following equation for the critical (Curie) temperature
Tc:
p
∞∑
k=1
zk
[
1 − exp
(
−
1
2
βcJk
)
cosh
(
1
2
βcJk∆
)]
= 2, (9)
where βC = 1/ (kBTC). This equation will serve as a basis for numerical calculations, the
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results of which are discussed in the following section. Let us mention here that an usual
Molecular Field Approximation leads to the following formula for the Curie temperature:
kBT MFAC =
1
4
p
∞∑
k=1
zkJk, (10)
which is insensitive to the interaction anisotropy in the spin space.
Let us remark that for a specific case of Ising couplings limited only to nearest-neighbour
spins, i.e., when J1 > 0, J2 = J3 = · · · = 0 and ∆ = 0, we can solve Eq. (9) to obtain the
expression for the critical temperature in the form kBTc/J1 = 1/
{
2 ln [pz/ (pz − 2)]}, which
agrees with the results previously reported in Refs.56–58, 61) On the other hand, for Heisenberg
couplings with ∆ = 1 we obtain kBTc/J1 = 1/ ln
[
pz/ (pz − 4)].56)
We should also mention that the validity of our approach, the outcome of which is Eq. (9),
is limited to such interactions J (r), for which the sum in Eq. (9) is convergent and all ther-
modynamic quantities resulting from the used formulas (like the Gibbs energy per site) are
finite. This implies that the interaction should decay fast enough with the distance between
magnetic moments.
In order to illustrate the critical temperatures resulting from the equation (9), let us assume
for further calculations a specific form of distance dependence of couplings between magnetic
moments. For this purpose we will select a power-law decay of the interaction, in the form
of:
Jk = J1 (rk/r1)−n , (11)
(k = 1, 2, . . . ), where J1 and r1 are the coupling energy and distance between nearest neigh-
bours for a given lattice. The exponent n > 0 characterizes the power decay. This form of
distance dependence of the coupling is known as ’magnetic Gru¨neisen law’ and has been
postulated in.62) Moreover, such a dependence is also used for interpretation of the experi-
mental data.63) Let us mention that such a formula is an empirical one and is applied to both
ferro- and antiferromagnetic interactions. All the results presented below will be normalized
to the parameter J1 (i.e., NN interactions) setting the energy scale.
One of the interesting issues is the character of dependence of the Curie temperature on
the concentration of magnetic component p. In particular, the range of small p is of special
interest. In this regime the detailed structure of the underlying crystalline lattice is not ex-
pected to be important, leaving only the dependence on the dimensionality d of the lattice. As
a consequence, a continuous approximation can be applied to the Eq. (9), the details of which
are presented in Appendix B. The resulting formula for the critical temperature for small p
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is:
kBTc = J1
[
(1 + ∆)d/n + (1 − ∆)d/n
]n/d  r1
Ω
1/d
0

n
1
2

ωdΓ
(
1 − d
n
)
4d

n/d
pn/d. (12)
for d = 1, 2, 3; the coefficient ωd = 2 for d = 1, ωd = 2pi for d = 2 and ωd = 4pi for d = 3. The
presented result is valid only for the exponent n > d, for the distance dependence of the inter-
action given by (11).Ω0 denotes the volume/area/length (depending on the dimensionality) of
the system per site. Γ (x) is Euler gamma function. The condition n > d is used to guarantee
the convergence of the total energy and associated quantities, including convergence of the
sum in Eq. (9).
The most important finding from Eq. (12) is that the critical temperature is no longer pro-
portional to p, as in MFA (Eq. (10)). Instead, it varies in a non-linear way, proportionally to
pn/d. Let us mention that such a dependence, TC ∝ pn/d, can be inferred from the scaling anal-
ysis presented briefly in Refs.39, 40) This kind of non-linear dependence remains unmodified
by various values of interaction anisotropy ∆ in the spin space.
Let us observe, along the lines of the discussion in Ref.,48) that for a diluted system with
concentration of magnetic component equal to p, the average distance between the impurities
rav amounts to rav = (Ω0/p)1/d ∝ p−1/d. The interaction energy between impurities at this
distance is Jav ∝ pn/d. Therefore, for very low concentration p, the critical temperature is
governed by the coupling between magnetic impurities at average distance. On the other
hand, for high concentration p → 1, the critical temperature tends to vary linearly with p.
Another interesting problem concerns the existence of the finite critical concentration pc
below which the critical temperature vanishes. Such a critical concentration has been found
within the PA method for the diluted systems with interaction limited to the nearest neigh-
bours only.56) In the presented case, from Eq. (9) (or from its alternative form (B·1)), in the
limit Tc → 0 and J (r) > 0 for all r < ∞, we can obtain pc = 2∑∞
k=1 zk
for the Ising model
(∆ = 0) and pc = 4∑∞
k=1 zk
for the pure Heisenberg system (∆ = 1). For NN interactions only
we have ∑∞k=1 zk = z1 and the critical concentrations reduce to these reported in Ref.56) From
the above formulas it is clear that pc → 0 if the interaction does not vanish totally for any
finite distance between impurities, as then ∑∞k=1 zk → ∞. Therefore, the critical temperature
for the interacion given by Eq.(11) is always nonzero for any finite p. It is worthy mentioning
that the physical meaning of the critical concentration is not only connected with vanishing
of the Curie temperature but also, from the structural point of view, indicates the percolation
threshold in dilute systems.
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3. Numerical results and discussion
In Fig. 1(a) we present the dependence of the normalized critical temperature on the
concentration of magnetic component, plotted for three-dimensional simple cubic (sc) lattice
with z1 = 6 nearest neighbours, in a linear scale. The presence of long-range Ising interactions
is assumed. The dependencies for various values of index n are shown, starting from n = 4. It
is evident that for the values of p larger than 2/z1 the dependencies for all the values of n are
linear in their character, and their slope is decreasing with increasing n. For the lowest value
of n the curve remains almost linear in the whole range of concentrations. However, for larger
n values, a kink emerges close to p = 2/z1. For n → ∞ we reproduce the results for Ising
model with nearest-neighbour interactions only, i.e. the critical concentration pc = 2/z1 = 1/3
is present, below which Tc = 0.
It is instructive to present the same dependence on the double logarithmic scale, as plot-
ted in Fig. 1(b). From such presentation it is visible that for the lowest concentrations p, the
dependencies of Tc vs. p become linear, which is a sign of power-law dependence. This ob-
servation is in accordance with Eq. (12), where Tc ∝ pn/d is predicted. Moreover, it is evident
that the slope of the curves on the double logarithmic scale is increasing with the increase
of n in the low concentration range. In order to better illustrate the comparison between the
analytical and numerical results, in Fig. 1(c) we plot two selected solutions of the general
Eq. (9) (solid curves) together with their analytical approximations presented by Eq. (12)
(dashed lines) for two different values of exponent n. One can see that for sufficiently low
concentration p the analytical approximation given by Eq. (12) is fully consistent with the
numerical solution of the full equation for critical temperature (9).
For large values of n, corresponding to a considerably fast decrease of the coupling with
the distance, a series of subsequent kinks is visible in Fig. 1(b). The first one corresponds to
p = 2/z1, while the positions of the other correspond to p = 2/ (z1 + z2), p = 2/ (z1 + z2 + z3),
etc. The positions of the above mentioned kinks are indicated in the plot with dashed vertical
lines. According to the discussion of the critical concentration, and the formulas presented
at the end of previous Section, these values correspond to the critical concentrations, which
would appear when the interactions were cut off at the first, second, third, etc., coordina-
tion zone, respectively. Since such cutting-off does not take place when n < ∞, the critical
temperature does not fall to zero at those values; instead, only the rapid decrease of critical
temperature takes place and a noticeable kink is formed at the curve. When n → ∞, the be-
haviour of Tc is convergent to the behaviour of the Ising model with interaction only between
8
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Fig. 1. (Color online) Dependence of critical temperature on magnetic component concentration for various
indexes n on linear scale (a) and double logarithmic scale (b). Comparison of the numerical solution of Eq. (9)
(solid lines) with low-concentration analytical approximation Eq. (12) (dashed lines) for two different indexes n
in double logarithmic scale (c). Exchange integral between nearest neighbours J1 is fixed. 3D simple cubic (sc)
lattice is considered, with z1 = 6, z2 = 12, z3 = 8. Ising couplings (with ∆ = 0) are assumed.
nearest neighbours (and the value of pc = 1/3 in this case simultaneously corresponds to the
first kink for all other curves).
One can notice that a similar plot has been presented in the work Ref.,48) where the two-
dimensional graphene has been considered with antiferromagnetic couplings decaying ac-
cording to the law J (r) ∝ r−3. Quantum Monte Carlo results for isotropic Heisenberg model
show the proportionality of the critical temperature to p3/2, which is also in accord with our
9
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Fig. 2. (Color online) Dependence of critical temperature on magnetic component concentration for various
indexes n on linear scale (a) and double logarithmic scale (b). Exchange integral between nearest neighbours J1
is fixed. 1D lattice (linear chain) is considered, with z1 = 2. Ising couplings (with ∆ = 0) are assumed.
results (Eq. 12). Moreover, for larger concentrations p a linear dependence of the critical tem-
perature on magnetic impurity concentration is found, as in the presented results. Let us also
observe that a lack of kink on the dependence of the critical temperature vs. p in the results
of Ref.48) is also in qualitative agreement with what we obtain for low values of index n (for
the case considered in Ref.,48) n = 3 and d = 2).
Let us also present analogous dependencies calculated for one-dimensional lattice (chain),
which are shown in Fig. 2(a) and (b), on the linear and double logarithmic scale, respectively.
Contrary to 3D sc lattice, for 1D system there is nonlinear regime of Tc for large values of
p. One can see that the first kink in Fig. 2(b) emerges at p = 1, and when index n increases
the critical temperature at this kink quickly drops to zero. In the limiting case, when n → ∞,
only the NN interaction J1 remains (Jk =0 for k ≥ 2 on the basis of Eq (11)). Then, we found
that the critical temperature tends to zero for all concentrations, including p = 1. This result
is in accordance with the exact solution for the linear Ising chain with NN interactions, where
no phase transition occurs at non-zero temperatures. In the range of small concentrations of
10
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Fig. 3. (Color online) Dependence of critical temperature on magnetic component concentration for various
indexes n on double logarithmic scale. Exchange integral between nearest neighbours J1 is fixed. The two
lattices with z1 = 6 are compared: 3D sc lattice (solid lines) and 2D triangular lattice (dashed lines). Ising
couplings (with ∆ = 0) are assumed.
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Fig. 4. (Color online) Dependence of critical temperature on magnetic component concentration for various
indexes n on double logarithmic scale. Exchange integral between nearest neighbours J1 is fixed. The two 3D
lattices are compared: sc lattice with z1 = 6 (solid lines) and fcc lattice with z1 = 12 (dashed lines). Ising
couplings (with ∆ = 0) are assumed.
magnetic atoms and finite n, the features are rather similar to the ones present in the previous
case (i.e. the presence of further kinks and power-law dependence of Tc on p when p → 0
can be seen in Fig. 2(b)).
Fig. 3 presents a comparison of the results obtained for two crystalline lattices with the
same number of nearest neighbours (z1 = 6), but of different dimensionality, namely for 3D
sc lattice and 2D triangular (tr) lattice. The critical temperatures were calculated for Ising
couplings and plotted as a function of concentration p on a double logarithmic scale, for
selected values of n. The calculated Tc is always lower for a 2D system than for a 3D system.
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Fig. 5. (Color online) Dependence of critical temperature on magnetic component concentration for various
indexes n on double logarithmic scale. Exchange integral between nearest neighbours J1 is fixed. The two
models: Ising (solid lines) and isotropic Heisenberg (dashed lines) are compared for 3D sc lattice.
Fig. 6. (Color online) Dependence of critical temperature on index n for various concentrations of magnetic
component p, on double logarithmic scale. Exchange integral between nearest neighbours J1 is fixed. Ising
couplings (with ∆ = 0) are assumed, for (a) 1D lattice (linear chain) with z1 = 2; (b) 3D sc lattice with z1 = 6.
The difference in the critical temperatures tends to vanish for the increasing index n in the
range of large concentrations p. This reflects the fact that for large n the most important role
is played by the interaction with nearest neighbours, the number of which is equal for both
12
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selected lattices. In the limit of n → ∞ the results fall onto the same curve which is predicted
from the application of the Pair Approximation to a diluted magnet with nearest-neighbour
interactions only. In this case the first kink appears at psc1 = ptr1 = 2/z1 = 1/3.
The further kinks for these curves are connected with the next coordination zones. Next
two coordination numbers for sc lattice are z2 = 12 and z3 = 8. This leads to the con-
centrations corresponding to the second and third kinks: psc2 = 2/ (z1 + z2) = 1/9 and
psc3 = 2/ (z1 + z2 + z3) = 1/13. For the triangular lattice the first three coordination num-
bers are equal: z1 = z2 = z3 = 6. Thus, the second and the third kinks appear at the values:
ptr2 = 1/6 and ptr3 = 1/9, respectively. It is worthy noticing that the second kink for sc lattice
and the third kink for tr lattice appear at the same concentration psc2 = ptr3 = 1/9. This coinci-
dence can be visible, for example, on the curves with index n = 20. It means that the critical
concentration for 3D sc lattice with the first- and second-neighbour interactions is the same as
the critical concentration for 2D tr lattice, where the interactions up to the third coordination
zone are taken into account. A remarkable feature of the critical temperature dependencies
on p is the difference in slope for a low concentration range between the curves plotted for
both systems of unequal dimensionality d = 2 and d = 3. This behaviour is in concert with
Eq. 12.
Fig. 4 illustrates the results for two lattices of the same dimensionality - sc 3D lattice
and fcc 3D lattice. In this case it is visible that the critical temperature is higher for fcc
lattice where the density of sites is greater. However, the slope of the dependence of Tc vs.
p on the double logarithmic scale is the same in low p range for both lattices, since their
dimensionality is the same. The positions of kinks observable on both curves are different
since the numbers zk are mostly unequal for these crystalline lattices. In particular, we have
z1 = 6 for sc while z1 = 12 for fcc lattice. This difference causes a different limiting critical
temperature behaviour for both lattices when n → ∞.
The effects of the interaction anisotropy are studied in Fig. 5, where the results of critical
temperature calculation are compared for sc 3D lattice with either Ising or isotropic Heisen-
berg couplings. It is evident that the critical temperatures are lowered by switching from the
anisotropic to isotropic coupling. This effect is least remarkable for low n and becomes grad-
ually more and more pronounced when n increases. The slope on the double logarithmic scale
is the same for low p (see Eq. 12) and does not depend on the interaction anisotropy ∆. How-
ever, the limiting high-n behaviour differs, for the Pair Approximation predicts Tc = 0 below
pc = 2/z1 for ∆ < 1 and below pc = 4/z1 for ∆ = 1 (in agreement with Ref.56)).
It can also be of interest to study the dependence of the critical temperature on index
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n for some fixed values of concentration p. Such plots are presented in Fig. 6, for Ising
couplings on 1D lattice (a) and on 3D sc lattice (b). A double logarithmic scale is used. For
1D lattice, the critical temperature drops with increasing n and the tendency is stronger for
higher n values. In this case the drop in Tc is not limited by a non-zero value. When the
concentration p increases, the range of slower drop of Tc emerges for lower n and for p close
to 1 this range is significant. For p = 1 the dependence is different, because only a slow
linear-like drop of the critical temperature for increasing n is visible. Let us observe that
p = 1 is a limiting case for 1D lattice for which z1 = 2 and thus pc = 2/z1 = 1. It means
that if n → ∞ then Tc → 0, in agreement with the exact result for the Ising chain with NN
interactions. Somewhat similar behaviour can be seen in Fig. 6(b) for 3D sc lattice. When
p < pc = 2/z1 = 1/3, the behaviour of Tc (unlimited, fast drop) is analogous to one observed
in Fig. 6(a). However, in the range of concentrations pc = 1/3 < p ≤ 1 qualitatively different
dependence of Tc vs. n is seen. Namely, after some initial decrease, the critical temperature
tends to the limiting value predicted by the Pair Approximation for a diluted magnet with the
nearest-neighbours coupling only. The separating line for p = pc = 1/3 corresponds to the
slow linear-like decrease in the critical temperature.
4. Final remarks and conclusion
In the paper the Pair Approximation method for spin-1/2 systems with the long-range
couplings of ferromagnetic character and random site dilution has been applied. In particular,
we found the equation for the critical (Curie) temperature with the interaction anisotropy ∆
taken into account. For the interesting case of interactions varying with the distance between
spins like J (r) ∝ r−n a limiting formula for critical temperature (valid in the limit of low
concentration p) has been derived. This formula shows that the critical temperature varies
non-linearly with the concentration of magnetic atoms, namely Tc ∝ pn/d, where d is the
dimensionality of the considered system. This finding differs qualitatively from the Mean
Field Approximation prediction, where Tc ∝ p for any interaction and dimensionality. The
prediction of our method is in agreement with scaling arguments39, 40) where the same pro-
portionality has been found. The result is also in accord with some Quantum Monte Carlo
calculations for honeycomb lattice48) (d = 2) with spin S = 1/2 and interaction of the type
J (r) ∝ r−3 (n = 3). Namely, the result found in Ref.48) is Tc ∝ p3/2 for p ≤ 0.2. There is also
a strong experimental evidence that Tc for very diluted magnets with long-range interaction
is non-linear. For instance, the experiments performed on 3D dilute magnetic semiconductors
(DMS) Ga1−pMnpN42–45) gave the result Tc ∝ p2.2 for p ≤ 0.1. The scaling law with a similar
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exponent (p1.9) is obeyed by spin-glass freezing temperature in Co-based II-VI DMS.64–66)
Also in a wide class of Mn-based DMS power-law dependence of freezing temperature on
magnetic ion concentration is confirmed.67) In our plots the dependence of the critical temper-
ature on the concentration of magnetic atoms for various lattices of different dimensionality
has been illustrated.
In our work we focused our attention on the phase transition temperature calculation.
The critical behaviour in the vicinity of the phase transition has not been studied; however, it
has been known that the critical exponents in the PA method are the same as in the Landau
theory, i.e., given by MFA. For the regular lattices such classical critical exponents present an
approximation. It has also been shown that the PA method gives exact results when is applied
for the Bethe lattices with NN interactions.68)
The differences between the Ising and Heisenberg models in the PA method can be no-
ticed through different phase transition temperatures and different critical concentrations. In
particular, for NN interactions only (when n → ∞) the critical concentration obtained here
for the Ising model is pc = 2/z1, whereas for the Heisenberg model pc = 4/z1. This means
that 1D Ising chain with z1 = 2 is nonmagnetic for non-zero temperatures, and 2D Heisenberg
system with z1 = 4 is also nonmagnetic (in accordance with Mermin-Wagner theorem4)). Un-
fortunately, for NN interaction the PA method is not able to distinguish between 2D triangular
lattice with z1 = 6 and 3D simple cubic lattice. However, such lattices are distinguishable for
the long-range interaction (Fig. 3).
As far as the NN interactions are concerned within the PA method, a difference between
the Ising and Heisenberg models can also be found in the low-temperature behaviour of mag-
netic susceptibility. For instance, it has been found in Ref.57) that the susceptibility in the
isotropic Heisenberg bilayer in the vicinity of T = 0 diverges like ∝ 1/T . One can suppose
that such kind of behaviour may also occur for the long-range interactions; however, it needs
more extended studies of all thermodynamic properties, which is beyond the scope of the
present paper.
As far as the low-dimensional magnetism is concerned, we found that a non-zero criti-
cal temperature is found in all the systems where the interactions extend to infinity, provided
n > d. This result is in accordance with theoretical predictions of several papers, for example:
Quantum Monte Carlo method for 2D Heisenberg model,33) spherical model in 1D Ising sys-
tem,2) one- and two-dimensional quantum Heisenberg model studied by spin wave theory,34)
Green Function technique35) and Spectral Density method.36)
Another interesting limit of interaction considered in literature is n = 0, i.e., when the
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interactions extend to infinity and all of them have the same strength. Then, assuming Jk =
J1/N (for the energy convergence), we obtain the Kac model.69) That model has been solved
exactly for the crystalline case giving the phase transition temperature and the molecular-
field-like behaviour. However, in the case of dilution, we do not expect to obtain the non-zero
critical concentration for the Kac model, similarly to MFA.
As for the context of the validity of our approach, let us once more put emphasis on
the fact that our description is valid when the interaction decays appropriately fast with the
distance (i.e., n > d for J (r) ∝ r−n)). Therefore, such a kind of ’long-range interactions’ does
not involve the systems for which the standard formulation of thermodynamics is not working
properly:1) for example, due to failure of extensivity of some thermodynamic variables caused
by a slow decay of interactions. As a consequence, the interactions we consider fall into the
category of the ’weak long-range interactions’ according to classification in Ref.1) However,
we are convinced that such a class of interactions is interesting; for example, from the modern
magnetic systems point of view.
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Appendix A: Determination of the critical temperature
The set of equations for the variational parameters takes the form of:
tanh
[
1
2
β (Λ + h)
]
=
=
e
1
4βJk sinh
[
β
(
Λ′k + h
)]
e
1
4βJk cosh
[
β
(
Λ′k + h
)]
+ e−
1
4βJk cosh
(
1
2βJk∆
) , (A·1)
where the values of the index k = 1, 2, . . . number the subsequent coordination zones for the
considered crystalline lattice. First, let us assume that the set of equations is truncated after
kmax-th coordination zone, i.e. k = 1, . . . , kmax.
The variational parameters Λ and Λ′k can be written as follows:
Λ = p
kmax∑
l=1
zlλl (A·2)
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and
Λ′k = Λ − λk =
kmax∑
l=1
(pzl − δkl) λl (A·3)
The equations (A·1) can be linearized in the vicinity of the continuous phase transition,
which yields:
1
2
β
Λ − 21 + e− 12βJk cosh (12βJk∆
)Λ′k
 = 0. (A·4)
After substituting A·2 and A·3 into A·4 we obtain the system of equations in the form:
kmax∑
l=1
Mklλl = 0, (A·5)
with the matrix elements
Mkl = pzl − 2
pzl − δkl
1 + e− 12βJk cosh
(
1
2βJk∆
) . (A·6)
The equation for the critical (Curie) temperature of the continuous phase transition can
be derived from the condition:
det (M)kl = 0 (A·7)
By denoting:
Al = pzl Bk = e−
1
2βJk cosh
(
1
2
βJk∆
)
− 1 (A·8)
Ck =
1
1 + e− 12βJk cosh
(
1
2βJk∆
) , (A·9)
we can write the matrix elements as follows:
Mkl = Ck (AlBk + 2δkl) . (A·10)
Then, after some algebra, we obtain the expression for the determinant in the following form:
det (M)kl = 2kmax−1

kmax∏
k=1
Ck


kmax∑
k=1
AkBk + 2
 , (A·11)
and the equation A·7 for critical temperature is equivalent to
kmax∑
k=1
AkBk + 2 = 0, (A·12)
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yielding finally:
p
kmax∑
k=1
zk
[
1 − exp
(
−
1
2
βcJk
)
cosh
(
1
2
βcJk∆
)]
= 2. (A·13)
Now, by assuming the limit kmax → ∞ the final result takes the form of:
p
∞∑
k=1
zk
[
1 − exp
(
−
1
2
βcJk
)
cosh
(
1
2
βcJk∆
)]
= 2. (A·14)
Appendix B: Critical temperature dependence on magnetic component concentration
for small concentrations
The equation for the critical temperature A·14 can be re-written as:
∞∑
k=1
zk
{
1 − exp
[
−
βc
2
Jk (1 + ∆)
]}
+
∞∑
k=1
zk
{
1 − exp
[
−
βc
2
Jk (1 − ∆)
]}
=
4
p
(B·1)
Let us introduce the notation: C± ≡ J1 (1 ± ∆) rn1/2. Then, for the interactions Jk ∝ r−nk ,
we get:
∞∑
k=1
zk
[
1 − exp
(
−βcC+r−nk
)]
+
∞∑
k=1
zk
[
1 − exp
(
−βcC−r−nk
)]
=
4
p
(B·2)
For p → 0 we can replace summation over the coordination zones with integration over the
volume/surface/length in the following way:
∞∑
k=1
zk
[
1 − exp
(
−βcC±r−nk
)]
→
ωd
Ω0
∫ ∞
0
rd−1
[
1 − exp
(
−βcC±r−n
)] dr, (B·3)
where ωd = 2 for d = 1, ωd = 2pi for d = 2 and ωd = 4pi for d = 3.
It can be shown that for n > d we get the result:70)∫ +∞
0
rd−1
[
1 − exp
(
−βcC±r−n
)] dr = 1d (βcC±)d/n Γ
(
1 − d
n
)
, (B·4)
where Γ (x) is the Euler gamma function. The condition n > d is necessary to guarantee the
convergence of the integrals and thus the finite value of the total energy of the system in
question.
Using the above results we obtain from B·2:
βc
[(
Cd/n+ +Cd/n−
)n/d]
=
 4Ω0d
ωdΓ
(
1 − d
n
)

n/d
p−n/d (B·5)
for d = 1, 2, 3.
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Finally, the critical temperature can be expressed as follows:
kBTc = J1
[
(1 + ∆)d/n + (1 − ∆)d/n
]n/d  r1
Ω
1/d
0

n
1
2

ωdΓ
(
1 − d
n
)
4d

n/d
pn/d. (B·6)
for d = 1, 2, 3.
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