The solutions of fractional differential equations (FDEs) have a natural singularity at the initial point. The accuracy of their numerical solutions is lower than the accuracy of the numerical solutions of FDEs whose solutions are differentiable functions. In the present paper we propose a method for improving the accuracy of the numerical solutions of ordinary linear FDEs with constant coefficients which uses the fractional Taylor polynomials of the solutions. The numerical solutions of the two-term and three-term FDEs are studied in the paper.
Introduction
In recent years there is a growing interest in applying FDEs for modeling diffusion processes in biology, engineering and finance [3, 20] . The two main approaches to fractional differentiation are the Caputo and RiemannLiouville fractional derivatives. The Caputo derivative of order α, where 0 < α < 1 is defined as
The Caputo derivative is a standard choice for a fractional derivative in the models using FDEs. The finite difference schemes for numerical solution of FDEs involve approximations of the fractional derivative. Let t n = nh, where h is a small positive number and y n = y(t n ) = y(nh). The L1 approximation is an important and commonly used approximation of the Caputo derivative.
where σ In [8] we obtain the second-order approximation the Caputo derivative
where δ
2 − ζ (α − 1).
When 0 < α < 1 and the function y ∈ C 2 [0,t n ], the L1 approximation has an accuracy O h 2−α and approximation (2) has an accuracy O h 2 . The zeta function satisfies ζ (0) = −1/2. From (2) with α = 1 we obtain the second-order approximation for the first derivative
The Caputo derivative of order α, where 1 < α < 2 is defined as
In [9] we obtain the expansion formula of order 4 − α of the L1 approximation of the Caputo derivative. When 0 < α < 2, approximation (2) has an asymptotic expansion
When 1 < α < 2 approximation (2) has an accuracy O h 3−α . In [10] we obtain the asymptotic expansion formula
and an approximation of the Caputo derivative
where γ
Approximation (4) has an accuracy O h 3−α when the function z ∈ C 3 [0,t n ] and satisfies
The Miller-Ross sequential derivative for the Caputo derivative of order nα is defined as
The Caputo and Miller-Ross derivatives of order 2α of the function y(t) = 1 + t α satisfy y [2α] (t) = 0 and y (2α) (t) = Γ(1 + α)t −α /Γ(1 − α). The fractional Taylor polynomials of the function y(t) are defined as
The fractional Taylor polynomials T (α) m (t) (polyfractonomials) are defined at the initial point of fractional differentiation t = 0 and are polynomials with respect to t α . An important class of special functions in fractional calculus are the one-parameter and two-parameter Mittag-Leffler functions
The Mittag-Leffler functions generalize the exponential function and appear in the analytical solutions of fractional and integer-order differential equations. The Miller-Ross derivatives of the function E α (t α ) satisfy
The two-term equation is called fractional relaxation equation, when 0 < α < 1.
The exact solution of equation (5) is expressed with the Mittag-Leffler functions as
When the solution of the two-term equation y ∈ C 3 [0, T ], the numerical solutions which use approximations (1), (2) and (4) [1, 4, 11, 12, 19] . When F(t) = 0 the two-term equation (5) has the solution y(t) = E α (−Bt α ). When 0 < α < 1, the function E α (−Bt α ) has a singularity at the initial point, because its derivatives are unbounded at t = 0. This property holds for most ordinary and partial FDEs. The singularity of the solutions of FDEs adds a significant difficulty to the construction of high-order numerical solutions [14, 18, 22, 23] . In the present paper we propose a method for transforming linear FDEs with constant coeeficients into FDEs whose solutions are smooth functions. In section 2 and section 3 the method is applied for computing the numerical solutions of the two-term and the three-term FDEs.
Two-term FDE
The numerical and analytical solutions of the two-term ordinary FDE are studied in [5, 6, 7, 9, 13, 15, 17] . Let N be a positive integer and h = T /N.
is an approximatiom of the Caputo derivative of order β (α). Now we drive the numerical solution of two-term equation (5), which uses approximation (*) of the Caputo derivative. By approximating the Caputo derivative of equation (5) at the point t n = nh we obtain
The numerical solution {u n } N n=0 of equation (5) is computed with u 0 = 1 and
When the solution of the two-term equation
When the solution of equation (5) 
has the solution y(t) = E α (−Bt α ). When 0 < α < 1 the first derivative of the solution is undefined at t = 0. Numerical solutions NS1(1) and NS1 (2) of equation (7) have accuracy O (h α ) [13] . The numerical results for the error and order of numerical solution NS1 (1) with α = 0.3, B = 1 and α = 0.5, B = 2 and NS1(2) with α = 0.7, B = 3 on the interval [0, 1] are presented in Table 1 . The errors of the numerical methods in Table 1 and the rest of the tables in the paper are computed with respect to the natural (maximum) l ∞ norm. Now we transform equation (7) into a two-term equation whose solution has a continuous second derivative. From (7) with t = 0 we obtain y (α) (0) = −By(0) = −B. By applying fractional differentiation of order α we obtain
By induction we obtain the Miller-Ross derivatives of the solution of equation (7) at the initial point t = 0:
The function z(t) has a Caputo derivative of order α
and satisfies the two-term equation
Now we use the uniform limit theorem to show that when mα > 2 the solution of equation (8) is a twice continuously differentiable function.
Proof.
The first inequality is satisfied when
We have that
The second inequality is satisfied for
Theorem 2. Let mα > 2 and z be the solution of equation (8) .
Proof. The solution of equation (8) satisfies
where j > m. When mα > 2 the functions Z j (t) are continuous on the interval [0, T ]. Let ε > 0 and
From the triangle inequality
The gamma function satisfies [2]
From Lemma 1:
From the uniform limit theorem, the sequence of functions Z j (t) converges uniformly to the second derivative of the solution of equation (8), which is a continuous function on the interval [0, T ].
We can show that when mα > 3 then z ∈ C 3 [0, T ]. The proof is similar to the proof of Theorem 2. In this case numerical solutions NS1(1),NS1(2) and NS1(4) of equation (8) Table 2 , Table 3 and Table 4 .
Three-term FDE
In this section we study the numerical solutions of the three-term equation
where 0 < α < 1. Substitute w(t) = y (α) (t) + y(t). The function w(t) satisfies the two-term equation
Then w(t) = −E α (−2t α ). The function y(t) satisfies the two-term equation
From (6)
From (1.107) in [17] with γ = α, β = 1, y = −1, z = −2 we obtain
The three-term equation (9) has the solution y(t) = 2E α (−t α ) + E α (−2t α ). When 0 < α < 1 the first derivative of the solution y(t) of equation (9) is undefined at the initial point t = 0. The Riemann-Liouville derivative of order α, where n − 1 ≤ α < n and n is a nonnegative integer is defined as
The Caputo, Miller-Ross and Rieman-Lioville derivatives satisfy [5, 17] :
where the above identity for the Caputo derivative requires that 0 < α < 0.5. Three-term equation (9) is reformulated with the Riemann-Liouville and Caputo fractional derivatives as
A similar three-term equation which involves the Caputo derivative is studied in Example 5.1 in [22] . The formulation (11) of the three-term equation which uses the Caputo derivative has only one initial condition specified and the values of α, where 0.5 < α < 1 are excluded. The initial conditions of equations (10) and (11) are inferred from the equations. Formulation (9) of the three-term equation studied in this section has the advantages, to the formulations (10) and (11) which use the Caputo and Riemann-Lioville derivatives, that the initial conditions of equation (9) are specified and the analytical solution is obtained with the method described in this section. Now we determine the Miller-Ross derivatives of the solution of equation (9) . By applying fractional differentiation of order α we obtain
Denote a n = y [nα] (0). The numbers a n are computed recursively with
.
The function z(t) has fractional derivatives
The function z(t) satisfies the condition z(0) = z (α) (0) = 0 and its MillerRoss and Caputo derivatives of order 2α are equal z [2α] (t) = z (2α) (t). The function z(t) satisfies the three-term equation
where
Now we obtain the numerical solution of three-term equation (12) which uses approximation (*) of the Caputo derivative. By approximating the Caputo derivatives of equation (12) at the point t n = nh we obtain
(13) Denote by NS2(*) the numerical solution {u n } N n=0 of equation (12) which uses approximation (*) of the Caputo derivative. From (13) 
The numbers u n are computed with u 0 = u 1 = 0 and (2), which uses approximation (2) of the Caputo derivative has an order min{2, 3 − 2α}. The accuracy of numerical solution NS2 (2) is O h 2 when 0 < α ≤ 0.5 and O h 3−2α for 0.5 < α < 1 . The numerical results for the error and the order of numerical solution NS2(2) of three-term equation (12) on the interval [0, 1] with are presented in Table 5 . Numerical solution NS2(4) which uses approximation (4) of the Caputo derivative has an accuracy O h 3−2α for all values of α ∈ (0, 0.5) ∪ (0.5, 1). Numerical solution NS2(4) is undefined for α = 0.5, because the value of Γ(−2α) = Γ(−1) is undefined. The numerical results for the error and the order of numerical solution NS2(4) of equation (12) on the interval [0, 1] are presented in Table 6 . Now we obtain the numerical solution NS3(*) of equation (12) with α = 0.5 which uses approximation (*) for the Caputo derivative.
By approximating the first derivative with (3) we obtain 1 h
The numerical solution {u n } N n=0 of equation (14) is computed with u 0 = u 1 = 0 and
The numerical results for the error and the order of numerical solutions NS3(1), NS3(2) and NS3(4) of equation (14) are presented in Table 7 .
Conclusion
In the present paper we propose a method for improving the numerical solutions of ordinary fractional differential equations. The method is based on the computation of the fractional Taylor polynomials of the solution at the initial point and transforming the equations into FDEs which have smooth solutions. The method is used for computing the numerical solutions of equations (7), and (9) and it can be applied to other linear fractional differential equations with constant coefficients. The fractional Taylor polynomials have a potential for construction of numerical solutions of linear and nonlinear FDEs which have singular solutions. In future work we are going to generalize the method discussed in the paper to other linear FDEs with constant coefficients and analyze the convergence and the stability of the numerical methods. Table 1 : Maximum error and order of numerical solutions NS1(1) of equation (7) with α = 0.3, α = 0.5 and NS1(2) with α = 0.7 of order α. Table 2 : Maximum error and order of numerical solution NS1(1) of equation (8) of order 2 − α. Table 3 : Maximum error and order of second-order numerical solution NS1(2) of equation (8) . Table 4 : Maximum error and order of numerical solution NS1(4) of equation (8) Table 5 : Maximum error and order of numerical solution NS2(2) of equation (12) of order min{2, 3 − 2α}. Table 6 : Maximum error and order of numerical solution NS2(4) of equation (12) of order 3 − 2α. Table 7 : Maximum error and order of numerical solution NS3(1) of equation (14) of order 1.5 and second-order numerical solutions NS3(2) ana NS3(4). 
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