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ABSTRACT With the rapid advancements of the internet of things, systems including sensing, communica-
tion, and computation become ubiquitous. The systems that are built with these technologies are increasingly
complex and therefore require more automation and intelligent decision-making, while often including
contact with humans. It is thus critical that such interactions run smoothly in real time, and that the automation
strategies do not introduce important delays, usually not larger than 100 milliseconds, as the blink of a
human eye. Pushing the deployment of the algorithms on embedded devices closer to where data is collected
to avoid delays is one of the main motivations of edge computing. Further advantages of edge computing
include improved reliability and data privacy management. This work showcases the possibilities of different
embedded platforms that are often used as edge computing nodes: embedded microcontrollers, embedded
microprocessors, FPGAs and embedded GPUs. The embedded solutions are compared with respect to their
cost, complexity, energy consumption and computing speed establishing valuable guidelines for designers of
complex systems that need to make use of edge computing. Furthermore, this paper shows the possibilities
of hardware-agnostic programming using OpenCL, illustrating the price to pay in efficiency when software
can be easily deployed on different hardware platforms.
INDEX TERMS Internet of Things, edge computing, FPGA, system on chip, neural network.
I. INTRODUCTION
The developments in the internet of things (IoT) are enabling
the design and deployment of complex systems with ubiqui-
tous sensing capabilities. However, the full potential of the
internet of things will be unveiled only if this data can be
properly processed and smart decision-making strategies can
be computed, leading to important benefits in the form of
energy savings, improved security or improved performance
of complex interconnected systems that have a critical impact
on the life of millions of persons. Typical examples of such
complex systems include energy networks, smart buildings,
smart factories or intelligent transportation systems. The
large amount of data collected with IoT devices must be
The associate editor coordinating the review of this manuscript and
approving it for publication was Min Jia .
properly processed to obtain an added value from such sen-
sors [1]. The common system architecture for today’s IoT
systems is the cloud computing paradigm. In cloud-based
systems, data is gathered by the edge devices and then trans-
ferred to the cloud servers to be processed. These systems
require high-bandwidth internet connection to all edge nodes.
Also, the cloud servers must be powerful enough to pro-
cess all the data in the specific time. Different algorithms
are then run based on the collected data. Recently, machine
learning techniques, and especially deep learning [2], have
become very popular due to the advanced predicting capa-
bilities of deep learning models as well as the low effort
required for feature engineering, which is substituted by an
enlarged size of a neural network where the most impor-
tant features of a selected application are automatically
learnt.
41626 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ VOLUME 8, 2020
M. H. Ghasemi et al.: Computing in the Blink of an Eye: Current Possibilities for Edge Computing
FIGURE 1. Edge computing.
Transferring all these data from edge to cloud is a big
challenge for future internet infrastructure and, additionally,
many critical IoT systems must have a very short response
time (FIGURE 1). For example, in applications with human-
machine cooperation, the time delay between user input
and the system response must be below the recognizable
time by the human so the user does not notice this delay,
and a cooperation can take place in a natural manner [4].
In other application such as autonomous cars, response time
for decision-making is vital and it cannot rely on a cloud
infrastructure [5].
In this context, edge computing is called to play an ever
increasing key role in the development of IoT-powered sys-
tems [6]. While traditional edge processing has been lim-
ited to the filtering or aggregation of sensor data [7], the
increasing improvement of computing hardware, algorithms
and tailored implementations enables the deployment of com-
plex decision-making strategies even on resource-constrained
hardware platforms.
The design of IoT systems is a very interdisciplinary field.
It is therefore difficult for a hardware designer to fully under-
stand the details of complex machine learning algorithms.
At the same time, it is a difficult challenge for a domain
specialist to choose the optimal hardware on which different
types of algorithms should be deployed. Alleviating such
challenges is the main motivation of this work.
The main contribution of this paper is the evaluation
of the most commonly used embedded computing platforms
for the evaluation of a deep neural network that can serve
as guideline for system designers or domain specialists. The
case study of the evaluation (not the training) of a neu-
ral network includes many modern decision-making algo-
rithms, ranging from predictive maintenance [8], to smart
energy management systems [9] or face recognition [10]. The
trade-offs for each platform are presented with a focus on
computing performance, power consumption, complexity of
implementation and hardware cost.
The hardware heterogeneity of IoT systems is an additional
challenge for the design, programming and maintenance of
such systems. Changing an algorithm from a general-purpose
CPU to a low-cost microcontroller or a FPGA is a very
time consuming and error-prone task. Hardware-agnostic
programming languages, such as OpenCL [11], try to alle-
viate this problem by providing the possibility of deploy-
ing (almost) the same code on different hardware platforms.
The universality of such implementation comes at the cost of
a performance decrease because customization to the details
of each hardware platform is limited. This paper illustrates
how large the performance decrease of a universal implemen-
tation is for the use-case of the evaluation of a deep neural
network on different hardware platforms.
Several studies have been published in recent years that
benchmark the performance of different edge devices. For
example, [12] presents a detailed performance comparison
of different Graphical Processing Units (GPUs). Most of the
works that consider several hardware platforms for edge com-
puting and machine learning focus on a comparison of CPU
and GPU [13], [14]. Only few works consider the deploy-
ment on other edge devices, such as Raspberry Pis [15] or
FPGAs [16]. In contrast, this paper presents the possibilities
of very diverse embedded platforms, ranging from micro-
controllers to GPUs, to provide broad guidelines for many
different possible applications. The hardware heterogeneity
is often subject of study [17], [18], but very few works have
considered the use of hardware-agnostic languages [13], [19]
that can lead to simple deployment on different platforms.
An additional contribution of this work is to provide a quan-
tifiable overview of the tradeoffs in performance that a gen-
eral hardware-agnostic programming offers when compared
to a tailored implementation, as for example, a detailed digital
design in the case of FPGAs.
This paper is organized as follows. Section II presents the
main advantages of edge computing and why it is important
for future IoT systems. Section III describes the benchmark
used to evaluate the different hardware platforms. The studied
platforms and the main results of the paper are described in
Section IV. Section V discusses the main conclusions that
can be drawn from the results as well as the possibilities of
a hardware-agnostic implementation using OpenCL. Finally,
Section VI presents the conclusions and future planned work.
II. COMPUTING ON THE EDGE
With the advances of ubiquitous sensing and computing,
the problem of processing an increasing amount of data
becomes a significant challenge. The traditional and sim-
plest solution to handle this issue was to collect all this
data from field devices and send it to the cloud to be han-
dled in a client-server paradigm [3], [20]. This trend was
strongly supported by the development of the elastic comput-
ing approaches and their implementation in different cloud
services. The development of low-cost, low power microcon-
trollers, cost effective FPGAs as well as tools to facilitate the
hardware design (such as High Level Synthesis) increased
significantly the possibilities of edge computing and their
integration in Industry 4.0 [21] and telecommunications
5G technology [22].
The idea of edge computing can refer to different forms
of computing, including cloudlets or mobile edge comput-
ing [3]. This work considers the case of edge computing
where intelligent algorithms, for example, based on deep neu-
ral networks, can be run (not trained) on embedded devices.
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FIGURE 2. Historical introduction to edge computing: enabling technologies and applications [3].
There are several reasons to do so, such as lower latencies
or lower energy consumption, which are illustrated in the
remainder of this section.
A. BANDWIDTH SHORTAGE
By 2025, it is expected that there will be more than 40 billion
connected IoT devices generating 79.4 zettabytes of data,
following an annual growth of 28.7% [23]. Most data will
be created by surveillance applications, but new applications
in the industrial and medical areas will significantly increase
the available data. Despite advances in communications, this
will greatly exceed communication capabilities, highlighting
the importance of edge computing.
Recent works have shown that it is possible to achieve
intelligent decision-making even on resource constrained
embedded devices. For example, optimization-based tech-
niques used for energy management systems were deployed
on microcontrollers [24], as well as power electronic con-
trollers on FPGAs [25]. This avoids the necessity to contin-
uously send all data and decisions to the cloud, limiting it to
less frequent updates and upgrades.
B. SECURITY AND PRIVACY
Today, millions of embedded devices are used in safety
and security critical applications such as industrial control
systems, modern vehicles, and critical infrastructure [26].
IoT devices are always producing, consuming and exchang-
ing critical data and this makes the security of the IoT system
very important [7]. Edge computing can help the security
and privacy aspects of IoT applications from several view-
points [27], [28]. First, if less data is sent over the net-
work, less data is vulnerable to unsecured communication.
Additionally, more processing power at the edge results in
more encryption and decryption power which can bring more
security. For applications that contain sensitive personal data
as in the field of smart homes, increasing the amount of edge
computing can reduce the amount of data that users need to
share with cloud services, leading to larger control of data
ownership and data sovereignty issues by the user [29].
C. RESPONSE TIME
The latency of a cloud based system is affected by several
different factors, including network effective bandwidth and
computation power available at the cloud server [30]. These
results in an unpredictability in the response time of the
application. But in many applications, the reliability of the
system actually depends on a specific and limited response
time.
III. PROPOSED BENCHAMRK: DEEP LEARNING
Comparing performance of different hardware platforms and
different software implementations is a challenging task.
In order to obtain fair and comparable results, the evaluation
of a deep neural network is chosen as a benchmark. Neural
networks already play a significant role in intelligent systems
and, because of recent developments in deep learning, it is
expected that their role will be even more relevant in the
future.
In this work, we used a fully connected deep neural net-
work with three neurons in the input layer and two neurons
in the output layer. This structure corresponds to the neural
network necessary to represent a predictive controller of a
half-bridge power inverter for induction heating as presented
in [31]. Control of power electronics, e.g., in the field of
power systems or smart grid is an example where cloud
computing is not possible because intelligent decisions based
on sensor information need to be taken in the range of
microseconds.
A feedforward deep neural network is defined as a com-
position of several functions that compute the neural network
function of N : Rnx → Rny , and can be written as:
N (x; θ,M ,L) = fL+1 ◦ gL ◦ fL ◦ . . . ◦ g1 ◦ f1(x), (1)
where the input of the network is x ∈ Rnx and the output
of the network is y ∈ Rny . M is the number of neurons in
each hidden layers and L is the number of hidden layers. Each
hidden layer applies an affine function:
fl(ξl−1) = Wlξl−1 + bl, (2)
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FIGURE 3. Proposed deep neural network benchmark.
where ξl−1 ∈ RM is the output of the previous layer with
ξ0 = x. In a standard neural network, a nonlinearity in the
form of an activation function is used after each affine func-
tion. As activation function, a rectifier linear unit function has
been used, which is defined as:
gl(fl) = max(0, fl). (3)
The parameter θ = {θ1, . . . , θL+1} contains all the
weights Wl and biases bl of the affine functions of each
layer l.
The main task for neural network inference computation
is the affine function calculation. To calculate the output
value of each layer, a matrix-vector multiplication and a
vector addition must be performed. This calculation can be
represented in digital form as:
ξ ′i =
M∑
j=1
Wijξj + bi, ∀ i = 1, . . . ,M , (4)
in which ξ ′ and ξ are respectively the outputs of the current
and the previous layer [32].
To enable a fair comparison between different hardware
platforms, a neural network with L = 100 hidden layers
is chosen, except for the embedded microcontroller where
10 layers are selected because of the significant lower mem-
ory capacity. To show performance of the hardware platforms
for varying problem sizes, the number of neurons per layerM
is varied. FIGURE 3 presents a schematic representation of
the benchmark used throughout this work.
By changing the number of layers and the number of
neurons in every layer, and measuring the time and energy
consumption that each platform needs to perform the required
computations defined in (1), the capabilities for edge comput-
ing of each platform can be compared.
IV. PLATFORM EVALUATION
A set of the most commonly used embedded computing plat-
forms has been chosen to be compared as possible IoT edge
computing alternatives (FIGURE 4): a low-power microcon-
troller, and embedded microcontroller, a Field Programmable
Gate Array System on Chip (FPGA SoC) as well as an
embedded Graphical Processing Unit (GPU). Additionally,
two different general-purpose reference systems (not embed-
dable) have been included for comparison purposes: a com-
mon laptop CPU and a laptop GPU. This section describes the
most relevant specifications of the chosen hardware platforms
and discusses the obtained results. Each embedded platform
has been compared with a focus on different performance
indicators: computation capabilities, energy and power con-
sumption, implementation complexity and cost.
A. GENERAL PURPOSE REFERENCE SYSTEMS
1) INTEL I5 PROCESSOR
In order to put the performance of the embedded devices
into perspective, all embedded platforms are compared to a
general-purpose CPU that runs under theWindows Operating
System. The technical specifications of the general-purpose
CPU are listed in Table 1.
For general purpose CPU, the neural network inference
was implemented exploiting Intel’s MKL library. Using this
library has resulted in 45 times improvement in performance
in comparison with a simple single core application run-
ning on the same device. The main motivation of using
an optimized implementation for Intel’s CPUs is to have
a fair comparison between the embedded platforms and a
general-purpose CPU, as optimized implementations have
been attempted for each hardware platform.
2) NON-EMBEDDED GPU
A standard integrated Graphical Processing Unit is also con-
sidered as reference system. Its specifications are summa-
rized in Table 2. Finally, the comparative results of both
general purpose reference systems are included in Table 7 to
enable a direct comparison.
FIGURE 4. Evaluated platforms. From left to right: microcontroller, embedded processor, FPGA SoC, and embedded GPU.
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TABLE 1. Specifications of the general-purpose CPU device.
TABLE 2. Specifications of the Geforce GPU device.
TABLE 3. Specifications of the microcontroller device.
B. MICROCONTROLLER
Because of their simplicity and efficiency, microcontrollers
have always been used as processing unit in embedded
applications like edge computing. For example, in [33],
a microcontroller design has been introduced for IoT edge
computing and its performance and power consumption has
been measured. Due to advances in microelectronics, we now
have access to relatively high-performance and low-power
microcontrollers. In this work, the EFM32Giant Gecko board
manufactured by Silicon Lab has been used.
The micro-controller unit of this board is based on ARM
Cortex-M3 architecture. This is a mid-range low power
microcontroller, so it is a suitable example for IoT edge
devices. The specifications of this microcontroller are pre-
sented in Table 3.
The performance results for the neural network infer-
ence application on this microcontroller are shown in
FIGURE 7 (a). Standard microcontrollers have only a few
hundreds of kilobytes of RAM. Because of this, it was not
possible to evaluate large neural networks, and this is the
only hardware platform where a smaller network with only
10 layers has been used. Small networks can still be used to
perform advanced decision-making strategies as shown in [9]
for the smart building energy management system. In addi-
tion, the best performance achieved with this microcontroller
and the pick power consumption are shown in Table 7.
Because the specific microcontroller used in this work
does not have a dedicated floating-point unit, it must emu-
late all the floating-point operations in the software level
TABLE 4. Specifications of the embedded processor device.
using integer operations. This has a significant impact on
the performance of the microcontroller inferring a neural
network. Therefore, in microcontroller design flow, changing
the accuracy of the computation from floating-point to fixed-
point, may have a large impact on the final performance and
must be considered by the developer. Also, in order to keep
the accuracy in an acceptable level, a fixed-point analysis is
required before the implementation.
C. EMBEDDED PROCESSOR
A possible solution to alleviate the problem of limited per-
formance and memory typical of low-cost microcontrollers
is to use embedded processors. Embedded processors can
run at significantly higher clock frequencies (up to 2 GHz)
and can have memory capacities up to several GBs. In this
work, the neural network inference problem is evaluated on
a Raspberry Pi3 B+ embedded processor. The specifications
of the Raspberry Pi3 B+ board used in this work are shown
in Table 4.
Embedded processors usually need operating systems to
handle some system level tasks like memory management
and process handling. This also adds to the complexity
of application development with embedded processors. The
performance results of the implementation of the neural
network inference with an embedded processor are shown
in FIGURE 7 (b). Peak performance and power consumption
of the embedded processor in neural network inference appli-
cation are also shown in Table 7.
D. FPGA
FPGA-SoCswere introduced in order to combine the flexibil-
ity of software design and the performance gain of FPGAs.
In this work, a Xilinx Zynq device has been chosen as the
target FPGA-SoC. The evaluation board used in this work is
Zybo Z7 made by Digilent. The specifications of the Zybo Z7
board are in Table 5.
To have a more complete conclusion about FPGA-SoC
implementation, we have evaluated all major design method-
ologies for FPGA-SoCs. The structure of a typical system in
an FPGA-SoC is shown in FIGURE 5. The main application
is performed in the software side (shown in the picture as the
Hard Processing System) and the computation-intensive parts
are implemented in the FPGA side (shown in the picture as
Custom Hardware). The key difference between the various
implementation methodologies for FPGA-SoC lies on the
different approaches to design and implement the accelerator
part in the FPGA side and how to integrate it with software
side.
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TABLE 5. Specifications of the Xilinx ZYNQ device.
FIGURE 5. System structure of a typical FPGA-SoC system.
To accelerate an application with the FPGA-SoC, first
the bottleneck of the application must be determined. The
bottleneck of the application is the part that needs a signif-
icant amount of computation and where the majority of the
execution time is spent. To find this, first the application must
be profiled.
One way of profiling an application is to run it and then
record the execution time for each function. Then by com-
paring this execution times, we can decide on which part to
be accelerated in FPGA part. In neural network inference,
the vector-matrix multiplication operation to calculate the
results of every layer of the neural network is the bottle
neck of the application. For this reason, in all FPGS-SoC
implementations, we consider the hardware accelerator to be
a matrix-vector multiplier co-processor.
In our work, we have followed three main approaches
to design the system in the FPGA-SoC platform. These
approaches are explained as follows.
1) REGISTER TRANSFER LEVEL (RTL)
There are a lot of research efforts to accelerate a neural
network inference task with FPGAs. For example in [34],
PIE has been introduced as a novel pipelined implementation
to reach parallelism between layers in addition to in layer
parallelism. Also in [35], a layer based structure has been
introduced to perform the inference task in CNNs. Both these
works have reported an improvement in performance and
FIGURE 6. System structure of a typical FPGA-SoC system.
power consumption in FPGA implementation in comparison
to regular implementations.
In this work, we have designed an accelerating core for
neural network inference task. Themain idea in this accelerat-
ing core is to benefit from the pipelining capability of FPGAs
to parallelize the computation for each output neuron of a
layer. Because we have assumed that all the data is coming
from the DDR memory through the AXI bridge between the
PL and PS side, the bottleneck of the performance becomes
this data movement in the system.
In RTL design, first the accelerator core is manually
designed and implemented with a hardware descriptor lan-
guage (HDL). After testing and verifying the core, it is inte-
grated with the software side with a platform design tool for
which we have here used Vivado System Integrator. To reach
a high-performance implementation for the matrix-vector
multiplier accelerator core, we have proposed a hardware
structure that is shown in FIGURE 6.
2) HIGH LEVEL SYNTHESIS (HLS)
In this approach, the accelerator core is designed and
described with a high level programing language like
C/C++ [25], [36]. Then, this highly described system is
synthesized to a lower level hardware system. In this work,
this is done through Xilinx HLS design flow. This gives
the opportunity to design the accelerator core with C/C++
language and skip the complexity of RTL design and its
verification.
Several works have considered this type of implementation
for a neural network. For example, in [37] a pipelined archi-
tecture for a CNN has been implemented using Xilinx HLS
compiler. The goal in that design was to use the loop unrolling
and pipelining techniques to get the most possible hardware
utilization and performance.
The integration of the accelerator core with the software
side must still be done manually within the Vivado System
Integrator. However, because of the limited customization
capabilities, it is expected that the HLS implemented core is
not as efficient as of the RTL design, both in performance and
in area usage.
The most important directives that are given to the
HLS compiler to customize as much as possible the hard-
ware design are the following. The directive #pragma HLS
PIPELINE II = 1 is used to pipeline the main matrix vector
multiplication with initiation interval equal to 1. #pragma
HLS INLINE is used to make the hierarchal structure smaller
and also make the opportunity of resource sharing between
functions in the code.
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FIGURE 7. Performance results for the studied platforms: (a) microcontroller, (b) embedded processor, (c) FPGA RTL, HLS and SDSoC
implementations, and (d) Jetson TX2 and GForce GPUs.
TABLE 6. Specifications of the Nvidia embedded GPU device.
3) SOFTWARE DEFINED SYSTEM (XILINX SDSOC)
In this implementation method, the system is completely
defined and implemented in a software environment. The part
of the design that needs to be accelerated in the FPGA side is
marked as hardware-accelerated and all the accelerator cores’
design and integration with the software side is performed
automatically. Again, it is expected that at the same time
that this will bring simplicity in the design process, it will
also reduce the efficiency of the final design. The same
HLS compiler and the same HLS directives are used in this
case for the hardware accelerator.
The performance and power consumption of the three
implementations previously described, with a decreasing
level of implementation complexity, are presented
in FIGURE 7 (c). As it has been previously explained, RTL
achieves the highest performance due to the higher optimiza-
tion grade whereas HLS and SDSoC designs simplifies the
design process at the cost of significant performance loss.
E. EMBEDDED GPU
Another way to accelerate an edge application is to use an
embedded GPU besides the main processor. In this work,
a Nvidia Tegra Jetson TX2 SoC with embedded GPU has
been used. The specifications of the GPU-SoC are listed
in Table 6.
As discussed in the previous subsection, in a heteroge-
neous implementation, the part of the application that requires
large computation is accelerated in a co-processor. Within
the Tegra Jetson TX2 SoC considered in this work, the co-
processor is a Nvidia Pascal GPU with 256 computing
cores. The main difference with respect to the FPGA-SoC
is in the type of the co-processor. In contrast to the repro-
grammable hardware present in FPGAs, the GPU-SoC offers
a co-processor that contains many small processing units able
to run the same operation on different parts of the data.
The results for the performance achieved with the Embed-
ded GPU-SoC are shown in FIGURE 7 (d). According to
the performance results and the power consumption mea-
surement, the embedded GPU achieves the maximum per-
formance and the best ratio of computation performance
to power consumption from all embedded platforms. These
values have been listed in the Table 7.
The Jetson TX2 SoC that has been used in this work
is an GPU designed especially for embedded applications.
It means that it has been optimized for logic size, cost and
energy consumption. This optimization has effects on the
performance of the device. But even when comparing it
41632 VOLUME 8, 2020
M. H. Ghasemi et al.: Computing in the Blink of an Eye: Current Possibilities for Edge Computing
TABLE 7. Summary of performance, power consumption and design complexity for the evaluated platforms.
with a non-embedded, more powerful GPU, the performance
of the device is comparable (see FIGURE 7 (d)) with a
significant decrease in power consumption as can be seen
in Table 7.
F. PLATFORM INDEPENDENT IMPLEMENTATION
One big challenge for IoT developers to move their designs
toward edge computing is linked to the platform-dependent
implementation. Designing a system based on an embedded
GPU is completely different from implementing the same
system based on an FPGA-SoC. The details of each hardware
platform are very diverse, and they must be considered to
have an optimized system.
To deal with this diversity in design and implementa-
tion methods, some solutions have been introduced. In this
work, the use of OpenCL as a unified design method for all
platforms has been evaluated. An OpenCL neural network
inference application has been tested on the three different
platforms that currently support OpenCL and were used in
this work (Intel CPU, Geforce GPU and FPGA SoC).
OpenCL is a heterogeneous programming language that is
designed to be platform independent. However, it is still not
possible to have exactly the same OpenCL code running on
all platforms.
An OpenCL code consists of two different parts, the host
program that runs on the main processor and the device
program (kernel code) that is going to be accelerated on
the co-processor which can be a GPU, an FPGA or sim-
ply another CPU. Because of the different architecture in
co-processor devices, it is not possible to get the same per-
formance gain from them with the same kernel code. For
example, in FPGAs, pipelining is very important but for
GPUs data parallelism is more vital.
The performance results for each platform running the
OpenCL application are listed in Table 7. As expected,
the performance of the OpenCL program is significantly
lower than the individually optimized application for each
platform. However, the much lower complexity of the imple-
mentation may make it considerable for edge computation
and IoT development.
V. DISCUSSION
This section discusses the main conclusions and observations
that can be obtained from the results presented previously.
While the exact performance metrics might depend on the
application at hand, it is expected that these results can serve
as an indicator for the estimated performance of the different
hardware platforms and the different types of implementa-
tion which can be used as guidelines by non-expert soft-
ware/hardware designers (see summary on FIGURE 8).
A. PERFORMANCE
For heterogeneous computing platforms, it is very important
to consider the concept of concept of the computation to
communication (CTC) ratio when analyzing the obtained
results (see VI). As explained in [37], with higher CTC ratios,
more performance gain is achievable until the boundaries of
the system’s memory capabilities are reached.
The considered embedded IoT test application has a low
CTC ratio. In each layer of our test neural network applica-
tion, we are performing a matrix-vector multiplication and a
vector-vector addition. The CTC rate will be different signifi-
cantly larger for applications that use large input dimensions,
as e.g., in the field of image recognition. This means that
the I/O bandwidth can rapidly become the main bottleneck
of the implementation, reducing the advantages of hardware
accelerators.
Among the embedded devices evaluated in this work,
microcontrollers have weakest computing performance,
in the order of tens of kFLOPS. Most of low-cost low-energy
microcontrollers do not have a dedicated floating-point unit
and they have to emulate those operations in software
level. Changing the accuracy of the computations from
floating-point to fixed-point can improve their performance
significantly. In this work, a 32-bit fixed-point operation
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FIGURE 8. Comparative chart.
FIGURE 9. Computational roof detailed in [37].
instead of floating point resulted in three times lower com-
puting times for the same network.
Embedded processors use an operating system to handle
tasks like scheduling andmemorymanagement. Still, because
of more powerful processors and also more memory available
to them, these processors deliver significantly more perfor-
mance than microcontrollers.
For further increases in performance on embedded
devices, heterogeneous implementations can be considered.
FPGA-SoCs are suitable platforms for edge computing and
bring a wide variety of implementation options. The appli-
cation type is very important when choosing a proper imple-
mentation method for FPGA-SoCs, especially in cases where
the input/output bandwidth between accelerator code and
software, or the optimization of the digital resources, is the
main bottleneck. Automatic tools such as HLS significantly
reduce the design time but can also lead to important per-
formance decreases when compared to a very detailed RTL
implementation. For instance, whereas RTL implementation
can easily achieve initialization intervals equal to one for the
FPU MAC unit, i.e. one new data each clock cycle, HLS or
SDSoC implementations require more cycles. Although in
other applications this issue can be addressed by interleaving
the input array to the core, this is not useful in the con-
sidered edge computing application where task parallelism
rather than data parallelism is required. The parallelization
capabilities of embedded GPUs can be easily leveraged to
obtain very strong performances, especially in the case of
large problems.
B. POWER CONSUMPTION
For embedded devices that are going to be used in the
edge of the IoT systems, power consumption is a crit-
ical performance indicator. In some of the applications,
the edge devicemust operatewith battery power. As expected,
low-power microcontrollers have the least power con-
sumption among all the platforms. However, to have a
fair comparison between platforms, the performance per
power ration is evaluated for all platforms and shown
in Table 7.
As it can be seen, the power consumed by the embed-
ded devices is much less than the power consumption of
the general-purpose CPUs and GPUs. Among embedded
devices, embedded GPUs are promising alternatives for com-
plex calculations on the edge, as they have significantly
better performance/power ratio as it can be seen for the
Jetson TX2.
To measure the power for the Jetson TX2 and the
EFM32 microcontroller, the available internal measurement
capabilities that the boards offer were used. For the FPGA
board, the overall power was measured using an external
microcontroller and a shunt resistor. The power consumption
that is reported in Table 7 for the general-purpose platforms is
the one provided by the specifications of the hardware given
by the vendor.
C. COMPLEXITY OF DESIGN
More complexity in design means more development time
that results in longer time to market and higher development
costs. While the flexibility in software design is usually high,
it is not the case for hardware design. In order to combine the
positive features of each side, techniques like heterogeneous
programming and hardware-software co-design have been
introduced.
In this work, heterogeneous programming was evaluated
using with OpenCL and CUDA on FPGAs and GPUs. CUDA
resulted in a better performance for Nvidia’s GPUs, but the
main advantage of OpenCL is that it is hardware independent
and it is usable for both GPUs and FPGAs.
Also, the HLS tools are becoming popular for hardware
design, especially in FPGAs. New approaches in HLS tech-
niques have enabled the developers to manage hardware
accelerated applications without writing even a single line of
HDL code. They need much lower design time, but they are
still limited in design flexibility. However, many designs can
be tested easily, making it possible to perform an automated
sweep of the design space to obtain near optimal hardware
designs as done in [29].
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TABLE 8. Computing alternatives with a running time of 100 ms.
D. COST
Cost is an important decision factor that will determine in
many applications the technology to be deployed. Nowadays,
the cheapest technology available are microprocessor, exist-
ing a wide range of families and manufacturers available in
a range of prices starting in just few cents. However, as it
has been explained, their edge computing capabilities are
limited. In recent years, proliferation of embedded CPUs such
as Raspberry Pi and others has made possible the implemen-
tation of inexpensive stand-alone solutions within the range
of tens of dollars, making them an excellent option for the
low-mid cost range or large deployments. Finally, when high
computing capabilities are required, both GPUs and FPGAs
are required. Despite the high computing capabilities and
parallel processing of FPGAs, advances in microelectronics
combined with the optimized GPU architectures have made
the latter option to have the best performance – cost / energy
ratio.
E. COMPUTING IN THE BLINK OF AN EYE
A common feature in most edge devices is their short
response times. Many of these devices are used to interact
with human users. To provide users with the required per-
formance, the possibility of human-machine cooperation or
a pleasant user experience, these devices must be able to
response within a short time interval that is not recognizable
by user. To illustrate the possibilities of each platform for
real-time human-machine, Table 8 presents the largest neural
network that can be evaluated in the approximate time of the
eye blinking (100 ms), including also the necessary power.
The size of the neural network with three inputs and two
outputs can be measured by the number of layers and neurons
in each layer, or by the total amount of parameters that define
the neural network. All the information can be seen in Table 8,
which shows that embedded GPUs can deal with the largest
networks.
VI. CONCLUSION
Rapid developments of the internet of things, have made
sensing, communication and computation ubiquitous. These
technologies are increasingly complex and, therefore,
require more automation and intelligent decision-making.
When interacting with humans, low latency becomes essen-
tial, being the focus of this work.
In this paper, some themost relevant technologies to imple-
ment edge computing systems available to designers have
been reviewed and discussed, including microprocessors,
embedded processors, FPGAs, and embedded GPUs. In order
to compare and discuss these technologies, a relevant deep
neural network case of study has been selected and imple-
mented in the different platforms and development tools.
The obtained results for each platform have been compared
in terms of processing power, energy, latency, design com-
plexity, and cost. Nowadays, microprocessors offer the most
affordable solution for low-complexity and low-cost systems,
whereas embedded processors are excellent alternatives when
additional processing power is required. Modern FPGAs also
offer high performance, at the cost of additional complex-
ity. This can be solved by using HLS or SDSoC design
methodologies, at the cost of reducing the system perfor-
mance. Finally, modern GPU architectures offer not only the
best computation capabilities but also the best computation-
energy ratio, being the hardware platform of choice for highly
demanding computing edge systems.
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