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Abstract
The main objective of this paper is to present an efficient structure-preserving
scheme, which is based on the idea of the scalar auxiliary variable approach, for solv-
ing the space fractional nonlinear Schro¨dinger equation. First, we reformulate the
equation as a Hamiltonian system, and obtain a new equivalent system via introduc-
ing a scalar variable. Then, we construct a semi-discrete energy-preserving scheme
by using the Fourier pseudo-spectral method to discretize the equivalent system in
space direction. After that, applying the Crank-Nicolson method on the temporal
direction gives a linear implicit scheme in the fully-discrete version. As expected, the
proposed scheme can preserve the energy exactly and more efficient in the sense that
only decoupled equations with constant coefficients need to be solved at each time
step. Finally, numerical experiments are provided to demonstrate the effectiveness
and conservation of the scheme.
AMS subject classification: 35R11, 65M70
Keywords: Fractional nonlinear Schro¨dinger equation; Hamiltonian system; Scalar
auxiliary variable approach; Linear energy-preserving scheme
1 Introduction
Due to the memory and genetic property of fractional operators, fractional differential
equations are more suitable to model various scientific and engineering problems with long-
range temporal cumulative memory effects and spatial interactions than integer order, thus
∗Correspondence author. Email:wangyushun@njnu.edu.cn.
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they are widely implemented in the fields of biomedical engineering [1, 2], physics [3], and
hydrological applications [4]. The space fractional nonlinear Schro¨dinger (NLS) equation,
introduced in Refs. [5, 6] via extending the Feynman path integral to the Le´vy integral,
is fractional version of classical NLS equation and consider long-range interactions. In
quantum mechanics, the fractional NLS equation is more accurate than the integer order
in describing how the quantum state of a physical system changes in time [8, 15]. Nowadays,
the studies for the equation have been considered and many significant achievements have
been made [7, 8, 13].
In this paper, we numerically consider the fractional NLS equation as follows
i
∂u(x, t)
∂t
− γ(−∆)α2 u(x, t) + (V (x) + β|u(x, t)|2)u(x, t) = 0, t ∈ (0, T ], (1.1)
with the initial condition
u(x, 0) = u0(x), (1.2)
where 1 < α ≤ 2, i2 = −1, u(x, t) is a complex-valued wave function of x ∈ Rd (d=1,
2) and u0(x) is a given smooth function, V (x) is an arbitrary potential function, γ > 0
is a small semiclassical parameter that describes the group velocity dispersion, β is a
real constant with positive value for focusing (or attractive) nonlinearity. The fractional
Laplacian −(−∆)α2 is defined as a pseudo-differential operator with the symbol |ξ|α in the
Fourier space [9]
−(−∆)α2 u(x) = F−1[−|ξ|αF [u]], (1.3)
where F is the Fourier transform and F−1 denotes its inverse. If α = 2, the fractional NLS
equation reduces to the standard NLS equation.
Following a similar argument in Ref. [7], we can prove that system (1.1) with the
periodic boundary condition possesses the following energy and mass conservation laws
E(t) = E(0), M(t) =M(0), (1.4)
where the energy is defined as
E(t) :=
∫
Rd
[
− γ
2
|(−∆)α4 u(x, t)|2 + 1
2
V (x)|u(x, t)|2 + β
4
|u(x, t)|4
]
dx, (1.5)
and the mass has the form
M(t) :=
∫
Rd
|u(x, t)|2dx. (1.6)
The prior researches generally confirmed that the structure-preserving methods con-
serving one or more intrinsic properties of a given dynamical system, are more superior than
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the traditional methods in long time stability for numerical simulations [19, 20, 21, 22].
Nowadays, investigating the structure-preserving numerical schemes for fractional equa-
tions [29, 30, 31], especially for the fractional NLS equation [10, 11, 12, 14, 16, 17, 18, 23],
has captured researchers’ increasing attention. The conservation of energy is a crucial
property for the fractional NLS equation. In recent years, constructing various energy-
preserving schemes for the fractional NLS equation exerted a tremendous fascination on
scholars. For instance, in Ref. [10, 11, 12], Wang and Xiao presented some energy-
preserving difference schemes for the problem. Duo et al. [14] proposed a Crank-Nicolson
Fourier spectral method for solving the equation. An energy conservative finite element
scheme was studied by Li et al. in Refs. [18]. For two-dimensional case, some energy-
preserving schemes were also constructed [15, 24]. However, most of the energy-preserving
schemes for the equation are fully-implicit, therefore one needs to use iterations to solve a
system of nonlinear algebraic equations at each time step. As far as we know, there exists
few works focusing on studying the linear implicit energy-preserving scheme for the frac-
tional NLS equation. For example, Wang [10] proposed a linear implicit difference scheme
for the equation, which conserves both the mass and energy. Li et al. [18] studied a linear
finite element conservative scheme for the problem, and discussed the convergence of the
scheme.
The scalar auxiliary variable (SAV) approach was built upon the invariant energy
quadratization (IEQ) method [25, 26], which inherited all advantages of IEQ approach
but also overcame most of its shortcomings, and has been used to construct efficient
and accurate numerical schemes for a large class of gradient flows [27, 28, 35]. To the
best of our knowledge, there is no previous research using the SAV approach to construct
energy-preserving scheme for fractional differential equations. As we all known, the Fourier
pseudo-spectral method is an important method to solve differential equations [34], and
its main properties are high accuracy and much more efficient. In this paper, to overcome
the difficulty of the fully-implicit scheme and reduce the the computational complexity, we
develop a linear implicit energy-preserving scheme for the fractional NLS equation based
on the the SAV approach and the Fourier pseudo-spectral method. Compared with the
schemes in Refs. [10, 18], the proposed scheme is easy to implement and much more effi-
cient, for the reason that one only needs to solve decoupled linear equations with constant
coefficients at each time step.
This paper is organized as follows. In section 2, we reformulate the equation as a
Hamiltonian system and obtain a new equivalent system via introducing a scalar auxil-
iary variable. In section 3, first, we use the Fourier pseudo-spectral method for space
discretization of the equivalent system and obtain a semi-discrete conservative scheme.
Then utilizing Crank-Nicolson method to discrete the semi-discrete system in time gives a
linear implicit scheme in the fully-discrete version. Besides, a fast solver method based on
the fast Fourier transformation (FFT) technique is given to practical computation. Some
numerical examples are presented in section 4 to illustrate the theoretical results. We draw
some conclusions in section 5.
3
2 Equivalent system with the SAV approach
In this section, with the one-dimensional (1D) fractional NLS equation as an example,
a new equivalent system is given based on the idea of the SAV approach, and a linear
implicit energy-preserving scheme is constructed in next section for the equivalent system.
Similarly, the equivalent system and scheme can be generalized to the two-dimensional
(2D) case.
We consider the following 1D fractional NLS equation
iut − γ(−∆)α2 u+ (V + β|u|2)u = 0, x ∈ Ω ⊂ R, t ∈ (0, T ], (2.1)
with the initial condition
u(x, 0) = u0(x), (2.2)
where Ω = (xL, xR). The fractional Laplacian, under the bounded interval Ω = (xL, xR)
with the periodic boundary conditions, can be defined by Fourier series as
−(−∆)α2 u(x, t) = −
∑
k∈Z
|υk|αuˆkeiυk(x−xL), (2.3)
where υk =
2kpi
xR−xL
, uˆk is Fourier coefficient and is given by
uˆk =
1
xR − xL
∫
Ω
u(x, t)e−iυk(x−xL)dx. (2.4)
For subsequent theoretical analysis, some lemmas are given as follows.
Lemma 2.1. [23] For two real periodic functions φ and ϕ, we have∫
Ω
φ(−∆)α2ϕdx =
∫
Ω
ϕ(−∆)α2 φdx =
∫
Ω
(−∆)α4ϕ(−∆)α4 φdx. (2.5)
Lemma 2.2. [23] Assuming the function G[ψ] has the form
G[ψ] =
∫
Ω
g(θ, ψ(θ), (−∆)α4ψ(θ))dθ, (2.6)
where g is a smooth function on the Ω, then the variational derivative of G(ψ) is given as
follows
δG
δψ(θ)
=
∂g
∂ψ
+ (−∆)α4 ∂g
∂(−∆)α4ψ . (2.7)
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2.1 Hamiltonian formulation
By setting u = p + iq, we can rewrite system (2.1) as a pair of real-valued equations
pt = (−∆)α2 q − V q − β(p2 + q2)q, (2.8)
qt = −(−∆)α2 p+ V p+ β(p2 + q2)p, (2.9)
with the periodic boundary conditions
p(x, t) = p(x+ L, t), q(x, t) = q(x+ L, t),
where L = xR − xL.
Theorem 2.1. The system (2.8)-(2.9) with the periodic boundary conditions has the
following energy and mass conservation laws
H = −1
2
∫
Ω
[
((−∆)α4 p)2 + ((−∆)α4 q)2 − V (p2 + q2)− β
2
(p2 + q2)2
]
dx, (2.10)
M =
∫
Ω
(p2 + q2)dx, (2.11)
where H and M are energy and mass functional, respectively.
Proof. By taking the inner products of above system (2.8)-(2.9) with qt and −pt, respec-
tively, one can deduce that the conservation of energy
d
dt
H = 0,
where Lemma 2.1 was used.
Then, computing the inner product of (2.8)-(2.9) with p and q, respectively, one can
obtain the conservation of mass
d
dt
M = 0.
We finish the proof.
Based on the fractional variational derivative formula in Lemma 2.2, we obtain the
following result straightforwardly.
Theorem 2.2. The system (2.8)-(2.9) is an infinite-dimensional canonical Hamiltonian
system
(
pt
qt
)
=
(
0 −1
1 0
)(
δH/δp
δH/δq
)
,
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where the energy functional H is given in Theorem 2.1.
2.2 Equivalent system and modified energy conservation law
In the SAV approach, we introduce a scalar variable w(t) =
√E(t), where
E = 1
4
∫
Ω
[
β(p2 + q2)2 + 2V (p2 + q2)
]
dx. (2.12)
Then, the energy function (2.10) is transformed into a modified formal
H˜ = −1
2
∫
Ω
[
((−∆)α4 p)2 + ((−∆)α4 q)2
]
dx+ w2, (2.13)
and the corresponding fractional NLS system (2.8)-(2.9) can be written as
pt = (−∆)α2 q − B2(p, q)w, (2.14)
qt = −(−∆)α2 p+ B1(p, q)w, (2.15)
wt =
1
2
(B1(p, q), pt) + 1
2
(B2(p, q), qt), (2.16)
where B1(p, q) = β(p
2+q2)p+V p√
E(t)
, B2(p, q) = β(p
2+q2)q+V q√
E(t)
, and (·, ·) represents the continuous
L2-inner product.
Taking the inner products of (2.14)-(2.15) with qt, −pt, respectively, and then multi-
plying (2.16) with 2w, we can deduce a modified energy conservation law
d
dt
[
− 1
2
∫
Ω
(
((−∆)α4 p)2 + ((−∆)α4 q)2
)
dx+ w2
]
= 0. (2.17)
It is observe that equivalent system (2.14)-(2.16) still preserves energy, but the energy is
in terms of the new variables now.
3 Construction of the energy-preserving scheme
In this section, we construct a linear implicit energy-preserving scheme for equivalent
system (2.14)-(2.16) of the 1D fractional NLS equation.
3.1 Structure-preserving spatial discretization
We choose the mesh size h := xR−xL
N
and the time step τ := T
M
with integers N and M .
Denote Ωh = {xj | xj = xL + jh, 0 ≤ j ≤ N − 1}, Ωτ = {tm| tm = mτ, 0 ≤ m ≤ M}. Let
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Vh = {v|v = (v0, v1, · · · , vN−1)T} be the space of grid functions. For a given grid function
V˚h = {vmj | vmj = v(xj , tm), (xj, tm) ∈ Ωh × Ωτ}, we introduce some operators for any mesh
function vmj ∈ V˚h as
δtv
m
j =
vm+1j − vmj
τ
, v
m+1/2
j =
vm+1j + v
m
j
2
, v¯
m+1/2
j =
3vmj − vm−1j
2
.
For any two grid functions v, s ∈ Vh, we define the discrete inner product as
(v, s) = h
N−1∑
j=0
vjsj,
and the discrete maximum norm (l∞-norm) as
‖v‖∞ = max
0≤j≤N−1
|vj |.
Let xj ∈ Ωh be the Fourier collocation points. Use the interpolation polynomial INv(x)
to approximate vN(x) of the function v(x), and which is defined by
INv(x) = vN (x) =
N/2∑
k=−N/2
vˆke
ikµ(x−xL),
where µ = 2pi
xR−xL
, and the coefficient
vˆk =
1
Nck
N−1∑
j=0
v(xj)e
−ikµ(x−xL),
where ck = 1 for |k| < N/2, and ck = 2 for k = ±N/2. Then the fractional Laplacian
−(−∆)α2 v(x) can be approximated by
−(−∆)α2 vN (xj) = −
N/2∑
k=−N/2
|kµ|αvˆ(xj)e−ikµ(xj−xL). (3.1)
We denote vj = v(xj) and plug vˆk in to (3.1), then above approximation can be written as
a matrix form. To this end,
−(−∆)α2 vN (xj) = −
N/2∑
k=−N/2
|kµ|α( 1
Nck
N−1∑
l=0
vle
−ikµ(x−xL))e−ikµ(xj−xL)
=
N−1∑
l=0
vl(−
N/2∑
k=−N/2
1
Nck
|kµ|αe−ikµ(xj−xL))
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= (Dαv)j, (3.2)
where v = (v0, v1, · · · , vN−1), and the spectral differential matrixDα is anN×N symmetric
matrix with the elements [23]
(Dα)j,l = −
N/2∑
k=−N/2
1
Nck
|kµ|αe−ikµ(xj−xl).
Remark 3.1. When α = 2, the matrix Dα will reduce to the second-order spectral differ-
ential matrix [23].
3.2 Energy-preserving semi-discrete scheme
We set P = (P0, P1, · · · , PN−1)T , Q = (Q0, Q1, · · · , QN−1)T ,W = (W0,W1, · · · ,WN−1)T .
Then, discretizing (2.14)-(2.15) in space by the the Fourier pseudo-spectral method, we
obtain the following semi-discrete system
d
dt
Pj = −DαQj − Bj2Wj , (3.3)
d
dt
Qj = D
αPj +B
j
1Wj , (3.4)
d
dt
Wj =
1
2
(
Bj1,
d
dt
Pj
)
+
1
2
(
Bj2,
d
dt
Qj
)
, (3.5)
where Bj1 = B1(Pj, Qj), Bj2 = B2(Pj, Qj), 0 ≤ j ≤ N − 1.
Next, we will show the energy conservation law of above semi-discrete scheme in the
following theorem.
Theorem 3.1. The semi-discrete scheme (3.3)-(3.5) satisfies the energy conservation law
E(t) = E(0),
where
E(t) = −1
2
(P TDαP +QTDαQ) + ||W ||2.
Proof. By taking the discrete inner products of (3.3), (3.4) with d
dt
Qj , − ddtPj, respectively,
and then multiplying (3.5) with 2Wj, one can deduce
(
d
dt
Pj,
d
dt
Qj) = (−DαQj , d
dt
Qj)− h
N−1∑
j=0
Bj2Wj
d
dt
Qj, (3.6)
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(
d
dt
Qj,− d
dt
Pj) = (D
αPj ,− d
dt
Pj)− h
N−1∑
j=0
Bj1Wj
d
dt
Pj , (3.7)
d
dt
||Wj||2 = h
N−1∑
j=0
(Bj1Wj
d
dt
Pj +B
j
2Wj
d
dt
Qj). (3.8)
Substituting (3.6) and (3.8) into (3.7), we derive
d
dt
(
− 1
2
(P TDαP +QTDαQ) + β||W ||2
)
= 0. (3.9)
Thus, the proof is completed.
3.3 A fully-discrete linear energy-preserving scheme
Based on the discussions of semi-discrete system (3.3)-(3.5), in this subsection, our goal
is to establish a linear implicit fully-discrete scheme.
Applying the Crank-Nicolson method for (3.3)-(3.5) in time, further utilizing the ex-
trapolation technique, we can obtain a linear implicit scheme for the fractional NLS equa-
tion as follows
Pm+1 − Pm
τ
= −DαQm+1/2 − B¯m2 Wm+1/2, (3.10)
Qm+1 −Qm
τ
= DαPm+1/2 + B¯m1 W
m+1/2, (3.11)
Wm+1 −Wm = 1
2
(
B¯n1 , P
m+1 − Pm)+ 1
2
(
B¯m2 , Q
m+1 −Qm), (3.12)
where B¯m1 = B1(P¯m+1/2, Q¯m+1/2) and B¯m2 = B1(P¯m+1/2, Q¯m+1/2).
The proposed scheme (3.10)-(3.12) is known as FSAV scheme. A result on energy of
conservation property of the scheme is presented by the following theorem.
Theorem 3.2. The fully-discrete scheme (3.10)-(3.12) possesses the following discrete
total energy conservation law
Hm = Hm+1, 0 ≤ m ≤M − 1,
where
Hm = −1
2
(
(P n)TDαP n + (Qm)TDαQm
)
+ ‖Wm‖2.
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Proof. Taking the inner product of (3.10)-(3.11) with (Qm+1 − Qn)/τ , (Pm+1 − P n)/τ ,
and multiplying (3.12) with (Wm+1 +Wm)/τ , adding them together, we deduce
‖Wm+1‖2 − 1
2
(
(Pm+1)TDαPm+1 + (Qm+1)TDαQm+1
)
+ ‖Wm‖2 − 1
2
(
(Pm)TDPm − (Qm)TDQm
)
= 0. (3.13)
Thus, we have
Hm = Hm+1, 0 ≤ m ≤M − 1. (3.14)
This ends the proof.
To demonstrate the linear implicit advantage with constant coefficient matrix of the
FSAV scheme, we first eliminate Wm+1 and obtain
Pm+1 − Pm
τ
+DαQm+1/2 + B¯m2 W
m +
1
4
B¯m2
[(
B¯m1 , P
m+1 − Pm)+ (B¯m2 , Qm+1 −Qm)] = 0,
(3.15)
Qm+1 −Qm
τ
−DαPm+1/2 − B¯m1 Wm −
1
4
B¯m1
[(
B¯m1 , P
m+1 − Pm)+ (B¯m2 , Qn+1 −Qm)] = 0,
(3.16)
which can be further arranged as
Pm+1 +
τ
2
DαQm+1 +
τ
4
B¯m2
[(
B¯m1 , P
m+1
)
+
(
B¯m2 , Q
m+1
)]
= P n − τ
2
DαQm − τB¯m2 Wm +
τ
4
B¯m2
[(
B¯m1 , P
m
)
+
(
B¯m2 , Q
m
)]
:= Cm1 ,
(3.17)
Qm+1 − τ
2
DαPm+1 − τ
4
B¯m1
[(
B¯m1 , P
m+1
)
+
(
B¯m2 , Q
m+1
)]
= Qm +
τ
2
DαPm + τB¯m1 W
m − τ
4
B¯m1
[(
B¯m1 , P
m
)
+
(
B¯m2 , Q
m
)]
:= Cm2 .
(3.18)
Let Zm =
(
Pm
Qm
)
, B¯m =
(
B¯m1
B¯m2
)
, B¯mr =
(
B¯m2
−B¯m1
)
, Cm =
(
Cm1
Cm2
)
, and denote
A =
(
I τ
2
Dα
− τ
2
Dα I
)
, we can derive a compact scheme for the above system, which
reads
AZm+1 +
τ
4
(
B¯m, Zm+1
)
B¯mr = C
m. (3.19)
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Multiplying (3.19) with A−1, and taking the discrete inner product with B¯m, we can obtain
(
B¯m, Zm+1
)
=
(
B¯m, A−1Cm
)
1 + τ
4
χm
, (3.20)
where χm = (B¯m, A−1B¯mr ). Finally, substituting the result into (3.19) will give the solution
of Zm+1. To summarize, the FSAV scheme (3.10)-(3.12) can be easily implemented in the
following manner:
(i) First, compute χm = (B¯m, A−1B¯mr ). This can be completed by solving a algebraic
system, which has constant coefficients.
(ii) Second, compute
(
B¯m, Zm+1
)
using (3.20). This requires solving another system
A−1Cm with constant coefficients.
(iii) Finally, with
(
B¯m, Zm+1
)
, (B¯m, A−1B¯mr ) and A
−1Cm known, we can obtain Zm+1
from (3.19).
In summary, we only need to solve two linear systems of (3.19) and (3.20) successively
with constant matrix A.
Next, we give a fast solver for the computation of A−1Cm or A−1Bmr . The spectral
differential matrix Dα that can be further written as Dα=F−1ΛF , where F and F−1 are
the corresponding matrices for discrete Fourier transformation, Λ is a diagonal matrix with
eigenvalues of Dα being its entries. Then we can rewrite the coefficient matrix A as
A = F−1MF, (3.21)
where
F =
(
F 0
0 F
)
, M =
(
I τ
2
Λ
− τ
2
Λ I
)
. (3.22)
Moreover, the inverse of A satisfies
A−1 = F−1M−1F, (3.23)
where M−1 can be calculated explicitly as
M
−1 = MT
(
K 0
0 K
)
, with K = (I +
τ 2
4
Λ2)−1.
Notice that Λ is a diagonal matrix and therefore the computational cost of its inverse is
negative.
In the 2D case, (3.17)-(3.18) becomes
Pm+1 +
τ
2
(
DαxQ
m+1 +Qm+1(Dαy )
T
)
+
τ
4
B¯m2
[(
B¯m1 , P
m+1
)
+
(
B¯m2 , Q
m+1
)]
= Pm − τ
2
DαxQ
m − τ
2
Qm(Dαy )
T − τB¯m2 Wm +
τ
4
B¯m2
[(
B¯m1 , P
m
)
+
(
B¯m2 , Q
m
)]
:= Cm1 ,
11
(3.24)
Qm+1 − τ
2
(
DαxQ
m+1 +Qm+1(Dαy )
T
)− τ
4
B¯m1
[(
B¯m1 , P
m+1
)
+
(
B¯m2 , Q
m+1
)]
= Qm +
τ
2
DαxP
m +
τ
2
Pm(Dαy )
T + τB¯m1 W
m − τ
4
B¯m1
[(
B¯m1 , P
m
)
+
(
B¯m2 , Q
m
)]
:= Cm2 ,
(3.25)
where Dαx and D
α
y are the corresponding spectral differential matrices with respect to x and
y directions and the variables are now of matrix forms. Firstly, we transform the scheme
of unknowns Pm+1, Qm+1 from matrix forms to vector forms pm+1, qm+1, and follow the
above strategies (3.17)-(3.20), which leads to solve twice the algebraic system Ax = b with
A =
(
Iy ⊗ Ix τ2 (Iy ⊗Dαx +Dαy ⊗ Ix)
− τ
2
(Iy ⊗Dαx +Dαy ⊗ Ix) Iy ⊗ Ix
)
= F−1MF,
where
F =
(
Fy ⊗ Fx 0
0 Fy ⊗ Fx
)
, M =
(
Iy ⊗ Ix τ2 (Iy ⊗ Λx + Λy ⊗ Ix)
− τ
2
(Iy ⊗ Λx + Λy ⊗ Ix) Iy ⊗ Ix
)
,
and Ix, Iy are identical matrices, Λx, Λy correspond to eigenvalues of spectral differential
matrices Dαx , D
α
y , respectively. The inverse of A can then be calculated by F
−1
M
−1
F,
where
M
−1 = MT
(
K 0
0 K
)
, with K =
(
Iy ⊗ Ix + τ
2
4
(Iy ⊗ Λx + Λy ⊗ Ix)2
)−1
.
Also K is just the inverse of a diagonal matrix and can be efficiently obtained.
Remark 3.2. Based on the Remark 2.1, when α = 2, the FSAV scheme is suitable for the
classical Schro¨dinger equation.
4 Numerical examples
In this section, numerical examples are presented to show the accuracy and energy con-
servation property of FSAV scheme (3.10)-(3.12) and simulate the fractional NLS equation
with potential function.
To obtain numerical errors, we use the error function defined as follows
E(τ) = ‖PMN − P 2MN ‖∞ + ‖QMN −Q2MN ‖∞,
12
E(N) = ‖PMN − PM2N‖∞ + ‖QMN −QM2N‖∞,
where ‖PMN −P 2MN ‖∞ := ‖P ( TM , LN )−P ( T2M , LN )‖∞, ‖PMN −PM2N‖∞ := ‖P ( TM , LN )−P ( TM , L2N )‖∞,
etc., and the convergence orders in time and space of the l∞-norm errors on two successive
time step sizes τ and τ/2 and two successive polynomial degrees N and 2N are calculated
as
order =


log2[E(τ)/E(τ/2)], in time,
log2[E(N)/E(2N)], in space.
The relative errors of energy and mass are defined as
RHm = |(Hm −H0)/H0|, RMm = |(Mm −M0)/M0|,
where Hm and Mm denote the energy and mass at t = mτ , respectively.
4.1 Simulations of the 1D fractional NLS equation
In this subsection, we study the 1D fractional NLS equation (2.1) without potential
function as follows
iut − (−∆)α2 u+ 2|u|2u = 0, (4.1)
with the initial condition
u(x, 0) = exp(−x2) exp(−ix). (4.2)
First of all, we set the space interval Ω = [−16, 16] to check the accuracy and efficiency
of the FSAV scheme. Without loss of generality, we take α = 1.4, 1.7, 1.9, 2. Table. 1
shows the temporal errors and convergence orders with N = 256 at T = 1. As illustrated
in Table. 1, the proposed scheme for the fractional NLS equation for different α is second-
order of convergence in time. We show the space errors and convergence orders in Table.
2 when τ = 10−6, which shows that for the sufficiently smooth problem, our scheme is of
spectral accuracy in spatial.
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Table. 1: The numerical errors and convergence orders in time for different α with N = 256
at T = 1.
τ
α = 1.4 α = 1.7 α = 1.9 α = 2.0
error order error order error order error order
0.01 5.65e-05 - 5.34e-05 - 6.62e-05 - 7.79e-05 -
0.005 1.41e-05 2.00 1.34e-05 1.99 1.66e-05 1.99 1.92e-05 2.00
0.0025 3.53e-06 2.00 3.36e-06 2.00 4.16e-06 2.00 4.82e-06 2.00
0.00125 8.83e-07 2.00 8.41e-07 2.00 1.04e-06 2.00 1.20e-06 2.00
Table. 2: The spatial errors and convergent orders for different α with τ = 10−6 at T = 1.
N
α = 1.4 α = 1.7 α = 1.9 α = 2.0
error order error order error order error order
32 3.77e-01 - 2.02e-01 - 1.46e-01 - 1.28e-01 -
64 5.33e-02 2.82 1.23e-02 4.03 5.84e-03 4.64 3.62e-03 5.15
128 6.89e-04 6.28 1.09e-05 10.13 2.15e-06 11.40 1.12e-06 11.65
256 1.35e-08 15.63 4.34e-11 17.94 3.51e-11 15.90 3.65e-11 14.90
In section 3, we demonstrate the FSAV scheme is not only linearly implicit, but also in-
duce algebraic systems with constant coefficient matrix and which can be efficiently solved.
While the energy-preserving Crank-Nicolson Fourier pseudo-spectral (CNF) method is
fully-implicit and needs nonlinear iterations to obtain the numerical solution, which can
approximately represent the general implicit method, regarding the computational cost.
In Fig. 1, we present comparisons on the computational costs of the two schemes with
T = 100. Obviously, we can conclude that the FSAV scheme significantly reduces the com-
putational cost. Therefore, it is preferable to construct linearly implicit schemes through
the SAV approach for large scale simulations, keeping the system energy being preserved
as well.
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Fig. 1: Computational cost of the FSAV scheme and the CNF scheme with different time step.
Follow by, we enlarge the computational domain Ω = [−40, 40] to test the discrete
conservation law of the FSAV scheme. In Fig. 2, we depict the the relative errors of the
energy H and mass M for different values of fractional order α. It is observed that the
FSAV scheme preserves the energy very well in discrete sense, but can not preserve the
discrete mass.
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(b) Relative errors of mass
Fig. 2: Relative errors of energy and mass with h = 0.5, τ = 0.01 for different α.
Finally, we pour attention into the relationship between the fractional order α and the
shape of the solition. Fig. 3 presents the numerical results for different values of α. We
can find that the fractional order α will affect the shape of the soliton, the shape of the
soliton changes dramatically when the fractional order α changes from 1.4 to 2. The results
indicate that the solitary wave can propagate in a stable way under finite initial conditions
even after the propagation over sufficiently long times.
15
(a) α = 1.4 (b) α = 1.7
(c) α = 1.9 (d) α = 2.0
Fig. 3: Evolution of the solitons with N = 400, τ = 0.001 for different order α.
4.2 Simulations of the 2D fractional NLS equation
In this subsection, we use the same number of points N in the x and y directions and
set h = hx = hy =
xR−xL
N
.
Example 4.2. We consider the 2D fractional NLS equation (1.1) with γ = β = 1 and
V = 0. The initial condition is chosen as
u(x, y, 0) =
2√
pi
exp(−x2 − y2). (4.3)
Here, we take different fractional order, i.e., α = 1.3, 1.6, 1.9, 2.
First, we test the accuracy of the FSAV scheme. In our computation, we set the space
interval Ω = [−8, 8]× [−8, 8]. Table. 3 shows the temporal errors and convergence orders
with N = 128 at T = 1. The convergence orders indicate that our scheme is of second-
order accuracy in time. Next, we fix the time step τ = 10−4 to compute the space errors of
the proposed scheme. The spatial errors for the 2D fractional NLS equation with different
α are presented in Table. 4. One can easy see that the spatial errors are very small. It
confirms that for the sufficiently smooth problem, the FSAV scheme is of spectral accuracy
in spatial direction.
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Table. 3: The time errors and convergence orders for different α with N = 128 at T = 1.
τ
α = 1.3 α = 1.6 α = 1.9 α = 2.0
error order error order error order error order
0.02 5.80e-04 - 5.44e-04 - 6.83e-04 - 1.10e-03 -
0.01 1.46e-04 1.99 1.43e-04 1.92 1.76e-04 1.95 2.65e-04 2.05
0.005 3.67e-05 1.99 3.62e-05 1.98 4.41e-05 2.00 6.02e-05 2.13
0.0025 9.21e-06 2.00 9.10e-06 1.99 1.10e-05 2.00 1.47e-05 2.03
Table. 4: The spatial errors and convergent orders for different α with τ = 10−4 at T = 1.
N
α = 1.3 α = 1.6 α = 1.9 α = 2.0
error order error order error order error order
16 8.25e-01 - 5.27e-01 - 4.75e-01 - 4.73e-01 -
32 9.70e-03 6.41 2.68e-03 7.61 1.04e-03 8.83 7.98e-04 9.21
64 4.57e-05 7.72 4.71e-06 9.15 6.88e-07 10.56 4.11e-07 10.92
128 1.71e-09 14.70 1.07e-11 18.74 5.30e-13 20.30 5.07e-13 19.63
Second, we enlarge the computational domain Ω = [−10, 10] × [−10, 10] and study
the conservative property of the proposed scheme. Here, we take h = 0.5, τ = 0.02 and
compute the discrete energy and mass. Fig. 4 shows the relative errors of energy and mass
for different values of fractional order α. Numerical results demonstrate that the FSAV
scheme only can preserve the energy exactly in discrete sense.
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(a) Relative errors of energy
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(b) Relative errors of mass
Fig. 4: Relative errors of energy and mass with h = 0.5, τ = 0.02 for different α.
Last but not least, we take the computation domain Ω = [−10, 10] × [−10, 10] to
investigate the relationship between the evolution of the soliton and the fractional order α
for original system (1.1). The numerical results for different α with N = 256, τ = 0.001 at
T = 1 are depicted in Figs. 5-8. Obviously, we can find that the α affect the shape of the
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wave function, the smaller the fractional order α is, the faster the wave function decays,
and the steeper the shape of the wave function shape of the soliton changes dramatically.
When the fractional order α tends to 2, the wave function converges to the classical NLS
equation.
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Fig. 5: Profile (left) and contour plot (right) of numerical solution for α = 1.3.
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Fig. 6: Profile (left) and contour plot (right) of numerical solution for α = 1.6.
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Fig. 7: Profile (left) and contour plot (right) of numerical solution for α = 1.9.
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Fig. 8: Profile (left) and contour plot (right) of numerical solution for α = 2.
Example 4.3. We consider the 2D fractional NLS equation (1.1) with potential func-
tions. The initial condition is chosen to be
u(x, y, 0) =
2√
pi
exp(−x2 − y2). (4.4)
In our computation, we take the computational domain Ω = [−5, 5] × [−5, 5] with the
parameters γ = β = 1, the harmonic potential V1 and the optical lattice potential V2 are
given as
V1(x, y) =
x2 + y2
2
,
V2(x, y) = 10(sin
2(pix) + sin2(piy)).
In Fig. 9, we show the relative energy errors for different potential functions V when
h = 0.5, τ = 0.01. Numerical results indicate that the FSAV scheme can preserve the
discrete energy very well for the fractional NLS with a potential function. The contour
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plots of the numerical solutions of the fractional NLS with harmonic potential and optical
lattice potential at different times are shown in Figs. 10-11, respectively.
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(a) The relative energy errors for V1.
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Fig. 9: The relative energy errors for different potential functions V when h = 0.5, τ = 0.01.
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Fig. 10: Contour plots of the solution |U(x, y)| for optical lattice potential V1 at different times
with N = 256, τ = 0.001 for α = 1.3.
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Fig. 11: Contour plots of the solution |U(x, y)| for optical lattice potential V2 at different times
with N = 256, τ = 0.001 for α = 1.9.
5 Conclusions
In this paper, taking the fractional nonlinear Schro¨dinger equation as an example,
we show that the scalar auxiliary variable approach can be extended to solve fractional
differential equations. A linear implicit energy-preserving scheme is developed for the
fractional nonlinear Schro¨dinger equation. The energy conservation property and high
efficiency of the proposed scheme are supported by theoretical analysis and numerical
results. Following the similar process, the approach can be generalized to construct linear
implicit energy-preserving scheme for solving other fractional differential equations, such as
the fractional nonlinear wave equation, the fractional Klein-Gordon-Schro¨dinger equation,
etc.
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