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Abstract
The semilinear parabolic system that describes the evolution of the gene frequencies in the
diffusion approximation for migration and selection at a multiallelic locus is investigated. The
population occupies a ﬁnite habitat of arbitrary dimensionality and shape (i.e., a bounded,
open domain in Rd ). The selection coefﬁcients depend on position and may depend on the
gene frequencies; the drift and diffusion coefﬁcients may depend on position. Sufﬁcient
conditions are given for the global loss of an allele and for its protection from loss. A sufﬁcient
condition for the existence of at least one internal equilibrium is also offered, and the proﬁle of
any internal equilibrium in the zero-migration limit is obtained.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In a recent paper [17], we described the diffusion approximation for migration and
selection at a multiallelic locus, outlined its biological background and signiﬁcance
(including a review of the literature), and began its analysis. For two alleles (the
scalar case), we extended Henry’s [9, pp. 314–319] global analysis from
homogeneous, isotropic migration (corresponding to the Laplacian) to arbitrary
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migration (corresponding to an arbitrary elliptic operator). For multiple alleles
(corresponding to a parabolic system), we gave sufﬁcient conditions for the global
loss of an allele that is nowhere the ﬁttest.
In Section 2, we greatly generalize the sufﬁcient conditions in [17] for global loss
of an intermediate allele and present more explicit sufﬁcient conditions in
the case of weak migration. Section 3 is devoted to sufﬁcient conditions for the
protection of an allele and for the existence of an internal equilibrium and to the
zero-migration limit of any internal equilibrium. In Section 4, we specialize to the
natural, important case of frequency-independent selection: we offer general results,
a modiﬁcation of our ﬁrst main theorem, and several illuminating, signiﬁcant
examples. In Section 5, we brieﬂy discuss strong and intermediate migration. Two
propositions stated and proved in the appendix provide insight and may facilitate
some analyses.
We posit local random mating, weak viability selection, and weak genotype-
independent migration that satisﬁes the standard assumptions for a diffusion
process. We denote position in the ﬁnite habitat O (a bounded, open domain in Rd )
by the vector x ¼ ðx1;y; xdÞ and measure time, t; in generations. The population
density at x is rðxÞ: Let MaðxÞ and VabðxÞ designate the mean displacement in
direction xa and the covariance of the displacements in directions xa and xb per
generation; these drift and diffusion coefﬁcients form the vector MðxÞ and the
symmetric, positive deﬁnite matrix VðxÞ: We consider a single locus with alleles Ai;
where iAN  f1; 2;y; ng: Note that i and j refer to alleles, whereas a and b refer to
spatial components.
Let piðx; tÞ signify the (relative) frequency of Ai at position x at time t: For every
xA %O and tX0; the vector pðx; tÞ must satisfy
pðx; tÞAD  pARn: piX0 8i;
Xn
j¼1
pj ¼ 1
( )
: ð1:1Þ
To avoid the trivial case of essentially absent alleles, we supposeZ
O
piðx; 0Þ dx40 ð1:2Þ
for every iAN: The (scaled) selection coefﬁcient of the genotype AiAj is the function
rijðx; pÞ: Of course, rijðx; pÞ ¼ rjiðx; pÞ for every i; j; x; and p: Let riðx; pÞ and %rðx; pÞ
represent the selection coefﬁcient of Ai and the mean selection coefﬁcient of the
population, respectively:
riðx; pÞ ¼
Xn
j¼1
rijðx; pÞpj; %rðx; pÞ ¼
Xn
i¼1
riðx; pÞpi: ð1:3Þ
The contribution of selection is
Siðx; pÞ  lpiðri 	 %rÞ; ð1:4Þ
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where l denotes the selection intensity (which we did not factor out in [17]). If time is
scaled so that the migration rates are of order one, then l becomes the ratio of the
strength of selection to that of migration. Thus, weak, intermediate, and strong
migration relative to selection correspond respectively to large, intermediate, and
small values of l compared with 1.
We deﬁne the divergence of an arbitrary symmetric matrix WðxÞ as the vector
with components (a ¼ 1; 2;y; d)
ðr  WÞa ¼
Xd
b¼1
Wab;xb ; ð1:5Þ
where the subscript xb indicates partial differentiation. We introduce the vector
bðxÞ ¼ r	1r  ðrVÞ 	 M ð1:6Þ
and the operators L and B deﬁned by
Lu ¼ 1
2
Xd
a;b¼1
Vabuxaxb þ b  ru; ð1:7aÞ
Bu ¼ n  Vru; ð1:7bÞ
where n denotes the unit outward normal vector on the boundary @O:
The gene frequencies pðx; tÞ satisfy the semilinear parabolic system [18–20]:
pi;t ¼ Lpi þ Siðx; pÞ in O ð0;NÞ; ð1:8aÞ
Bpi ¼ 0 on @O ð0;NÞ; ð1:8bÞ
pðx; 0ÞAD in %O ð1:8cÞ
for every iAN: Here, L describes migration and (1.8b) speciﬁes that no individuals
cross the boundary. We are given rðxÞ; MðxÞ; VðxÞ; l; rijðx; pÞ; and pðx; 0Þ; we seek
the asymptotic behavior of pðx; tÞ at t-N:
Throughout this paper, we assume that rðxÞ; MaðxÞ; and VabðxÞ are all
Ho¨lder continuous functions; rijðx; pÞ are Ho¨lder continuous in x and
Lipschitz continuous in p; and piðx; 0Þ are continuous functions. We also assume
that @OAC2: By the maximum principle [23, Chapter 3] and the standard existence
theory of evolution equations, the problem (1.8) has a unique classical solution
pðx; tÞ that exists for all time, piACð %O ½0;NÞÞ-C2;1ð %O ð0;NÞÞ; and
0opiðx; tÞo1 for every iAN; every xA %O; and t40: Therefore, without loss of
generality, we posit that 0opiðx; 0Þo1 for every iAN and every xA %O: This problem
makes sense, i.e., (1.1) holds [17].
We now brieﬂy recapitulate the pertinent results in [17], which can be consulted
for discussion and precise statements. Suppose that there is no frequency
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dependence, i.e.,
rij ¼ rijðxÞ ð1:9Þ
for every i; jAN: We assume that
(a1) there exist iAN and a constant giA½0; 1 such that
gir1jðxÞ þ ð1	 giÞrnjðxÞXrijðxÞ ð1:10Þ
for every jAN and every xA %O; and that inequality (1.10) is strict for some jAN
and some xA %O:
Theorem 3.1 of [17] informs us that the assumption (a1) implies the elimination of
Ai from the population: piðx; tÞ-0 uniformly in x as t-N:
The other multiallelic results in [17] are based on the hypothesis that there is no
dominance: there exist smooth selection coefﬁcients siðxÞ such that
rijðxÞ ¼ siðxÞ þ sjðxÞ ð1:11Þ
for every i; jAN and every xA %O: Then we have (pARn)
Siðx; pÞ ¼ lpi½siðxÞ 	 %sðx; pÞ; %sðx; pÞ ¼
Xn
i¼1
siðxÞpi: ð1:12Þ
Eq. (1.10) now simpliﬁes to
gis1ðxÞ þ ð1	 giÞsnðxÞXsiðxÞ ð1:13Þ
for every xA %O; here we do not assume that inequality (1.13) is strict for some xA %O:
We posit that
(a2) the selective difference s1ðxÞ 	 snðxÞ changes sign;
(a3) there exist constants giAð0; 1Þ such that (1.13) holds for every iAN˜ 
f2; 3;y; n 	 1g and every xA %O:
Then Theorems 3.2 and 3.3 of [17] show that there is always a globally attracting
equilibrium and determine when it is p1 ¼ 1; pn ¼ 1; or a diallelic polymorphism with
p140 and pn40: Thus, piðx; tÞ-0 as t-N for every iAN˜:
We proceed to describe the main results of this paper, which are proved in Sections
2 and 3. See Section 4 for the special case (1.9) and its subcases. The principal results
of Section 2, Theorems 1.1 and 1.3, are sufﬁcient conditions for the global loss of a
particular allele. Suppose that
(A1) there exist iAN and constants gij such that
gijX0; gii ¼ 0;
X
j
gij ¼ 1; ð1:14aÞ
X
j
gijrjðx; pÞXriðx; pÞ ð1:14bÞ
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for every xA %O and every pAD; and that there exists some xA %O such that
inequality (1.14b) is strict for every pAint D:
For any iAN and sufﬁciently small d40; we deﬁne
DðiÞ ¼ fpAD : pi ¼ 0g; ð1:15aÞ
DðiÞd ¼ fpAD : pjXd 8jaig: ð1:15bÞ
We have
Theorem 1.1. If assumption (A1) holds, then
(a) piðx; tÞ-0 uniformly in x as t-N;
(b) pðx; 0ÞADðiÞd implies that
max
xA %O
piðx; tÞp1d maxxA %O piðx; 0Þ ð1:16Þ
for every tX0:
Part (a) of Theorem 1.1 guarantees the elimination of Ai: Part (b) demonstrates
that if pðx; 0Þ is bounded away from every face of the simplex D other than DðiÞ; and
if piðx; 0Þ is small, then piðx; tÞ remains small. Consequently, every equilibrium in
int DðiÞ that is (asymptotically) stable in DðiÞ is (asymptotically) stable in D:
Remark 1.2. To compare (A1) with (a1), consider the assumption that
(A1) there exist iAN and constants gij that satisfy (1.14a) andX
j
gijrjkðx; pÞXrikðx; pÞ ð1:17Þ
for every kAN; every xA %O; and every pAD; and that there exist some kAN
and some xA %O such that inequality (1.17) is strict for every pAint D:
Multiplying (1.17) by pk; summing over k; and appealing to (1.3), we see that ðA1Þ
implies (A1). The converse is false. Even without frequency dependence, ðA1Þ is
weaker than (a1). Hence, (A1) is much weaker than (a1).
For weak migration, we have more explicit sufﬁcient conditions. We deﬁne
rðx; pÞ ¼ max
jAN
rjðx; pÞ ð1:18Þ
and posit that
(A2) there exists iAN such that riðx; pÞorðx; pÞ for every xA %O and every pAD;
(A3) for each kAN and each xA %O; either rkðx; pÞ ¼ rðx; pÞ for every pAD; or
rkðx; pÞorðx; pÞ for every pAD:
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Theorem 1.3. If (A2) and (A3) hold and l is sufficiently large, then piðx; tÞ-0
uniformly in x as t-N:
The intuitive assumption (A2) means that Ai is always less ﬁt than the ﬁttest allele.
Assumption (A3) is technical; we expect that it is unnecessary. However, we do not
even know whether (A2) alone precludes the existence of an internal equilibrium for
sufﬁciently large l: For two alleles and i ¼ 1; assumptions (A2) and (A3) reduce to
the requirement that r1ðx; pÞor2ðx; pÞ for every xA %O and every pAD:
The main results of Section 3 are sufﬁcient conditions for protecting a particular
allele from loss (Theorem 1.4) and for the existence of an internal equilibrium
(Theorem 1.8) and a description of the proﬁle of any internal equilibrium in the zero-
migration limit (Theorem 1.9). To present these theorems, we must deﬁne some
functions.
Let c be a positive eigenfunction such that Lw1c ¼ 0; where Lw1 denotes the adjoint
of the closure of L and B (see Sections 2.1 and 4.1 of [17] for details and examples).
We normalize cðxÞ so that
Z
O
cðxÞ dx ¼ 1: ð1:19Þ
For any continuous function mðxÞc0; consider the linear eigenvalue problem
	Lu ¼ lmðxÞu in O; Buj@O ¼ 0: ð1:20Þ
If m is positive somewhere in %O and
R
O mc dxo0; then (1.20) has a unique positive
eigenvalue l1ðmÞ with a positive eigenfunction. If
R
O mc dxX0; then (1.20) does not
have a positive eigenvalue with a positive eigenfunction; in this case, we deﬁne
l1ðmÞ ¼ 0: If mðxÞp0 for every xA %O; then (1.20) does not have a positive eigenvalue,
and we deﬁne l1ðmÞ ¼N [26].
Set
FiðxÞ ¼ min
jai;pAD
½riðx; pÞ 	 rjðx; pÞ; ð1:21aÞ
GiðxÞ ¼ min
jai;kai;pAD
½rikðx; pÞ 	 rjkðx; pÞ; ð1:21bÞ
HiðxÞ ¼ min
jai;pAD
½riiðx; pÞ 	 rjiðx; pÞ: ð1:21cÞ
Theorem 1.4. If Fic0 and Gic0 for some iAN; then for every l4min½l1ðFiÞ; l1ðGiÞ;
there exists di ¼ diðlÞ40 such that, for all initial data that satisfy (1.2), there exists ti;
which may depend on l and the initial data, such that piðx; tÞXdi for every xA %O and
every tXti:
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To start the discussion of the implications of Theorem 1.4, we observe ﬁrst that if
max½FiðxÞ; GiðxÞp0 for every xA %O; then Theorem 1.4 cannot ensure protection of
the allele Ai for any l40: Therefore, we now assume that max½FiðxÞ; GiðxÞ40 for
some xA %O: If FiðxÞ40; then Ai is the ﬁttest allele at x; if GiðxÞ40; then Ai is the
ﬁttest allele at x when it is rare, i.e., in the limit pi-0 (see Proposition B in the
appendix).
Remark 1.5. We put
ai ¼
Z
O
FiðxÞcðxÞ dx; bi ¼
Z
O
GiðxÞcðxÞ dx: ð1:22Þ
There are three cases, each with two subcases.
(1) Suppose that FiðxðiÞÞ40 for some xðiÞA %O and GiðxÞp0 for every xA %O: Then Ai
is protected (a) for every l40 if aiX0 and (b) for every l4l1ðFiÞ if aio0:
(2) Suppose that FiðxÞp0 for every xA %O and GiðxðiÞÞ40 for some xðiÞA %O: Then Ai
is protected (a) for every l40 if biX0 and (b) for every l4l1ðGiÞ if bio0:
(3) Suppose that FiðxðiÞÞ40 and GiðxðiÞÞ40 for some xðiÞ; xðiÞA %O: Then
Ai is protected (a) for every l40 if maxðai;biÞX0 and (b) for
every l4min½l1ðFiÞ; l1ðGiÞ if maxðai; biÞo0: Thus, if FiðxÞ or GiðxÞ
is positive somewhere, then Ai is protected for sufﬁciently weak
migration.
Remark 1.6. From (1.21) and (1.3) it is easy to see that, even for two alleles, FioGi;
Fi ¼ Gi; and Fi4Gi are all possible. To facilitate application of Theorem 1.4, we
note that if FiðxÞpGiðxÞ for every xA %O; then l1ðFiÞXl1ðGiÞ [26]. In this case, Fi and
ai can be deleted from the above classiﬁcation: If GiðxÞp0 for every xA %O; then
Theorem 1.4 cannot ensure protection of Ai for any l40; if GiðxÞ40 for some xA %O;
then Ai is protected (a) for every l40 when biX0 and (b) for every l4l1ðGiÞ when
bio0:
Remark 1.7. Our sufﬁcient condition for protecting Ai requires that the entire
face DðiÞ of the simplex D be repelling. Consequently, if n42; it can be rather
stringent.
Finally, we state a theorem on the existence of internal equilibria and one that
describes their limiting proﬁles.
Theorem 1.8. If Fic0 and Gic0 for every iAN; then for every
l4l0 ¼ max
iAN
min l1ðFiÞ; l1ðGiÞ½ ; ð1:23Þ
system (1.8) has at least one internal equilibrium.
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Set
Oi ¼ fxAO: FiðxÞ40g,fxAO: GiðxÞ40; HiðxÞX0g: ð1:24Þ
Theorem 1.9. Suppose that Oia| for some iAN: If pˆðxÞ is any internal equilibrium of
(1.8), then as l-N; pˆiðxÞ-1 uniformly in every compact subset of Oi:
If max½FiðxÞ; GiðxÞp0 for some iAN and every xA %O; then Theorem 1.8 cannot
guarantee the existence of an internal equilibrium. Therefore, we now assume that
for every iAN; there exists xðiÞA %O such that max½FiðxðiÞÞ; GiðxðiÞÞ40: Then an
internal equilibrium exists if the allele Ai is protected for every i; as speciﬁed in
Theorem 1.4 and its discussion. Hence, an internal equilibrium exists for sufﬁciently
weak migration. By Theorem 1.9, as l-N; the frequency of each allele converges to
1 in every compact subset of Oi: If some alleles are absent at an equilibrium,
Theorems 1.8 and 1.9 apply to the subsystem without those alleles.
2. Loss of an allele
In this section, we explore the elimination of a particular allele in system (1.8),
where Si is given by (1.4), under assumption (1.2). We prove Theorems 1.1 and 1.3 in
Sections 2.1 and 2.2, respectively.
2.1. Proof of Theorem 1.1
For any positive solution pðx; tÞ of (1.8) and any constants gijAR1; set
ui ¼ 1
pi
Yn
j¼1
p
gij
j : ð2:1Þ
Lemma 2.1. The function ui satisfies
ð@t 	 LÞui 	 ðr ln piÞ  Vrui
¼ 1
2
X
1pkolpn
gikgil r ln
pk
pl
 
 Vr ln pk
pl
þ l
Xn
k¼1
gikrk 	 ri
" #( )
ui: ð2:2Þ
Proof. For any positive function wðx; tÞ; direct calculation from (1.7a) yields
wð@t 	 LÞ ln w ¼ ð@t 	 LÞw þ 12 wðr ln wÞ  Vr ln w: ð2:3Þ
Choosing w ¼ pj and recalling (1.8a) and (1.4), we obtain ðjANÞ
ð@t 	 LÞ ln pj ¼ 12ðr ln pjÞ  Vr ln pj þ lðrj 	 %rÞ: ð2:4Þ
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From (2.1), (2.4), and (1.14a) we get
ð@t 	 LÞ ln ui ¼ 1
2
Xn
k¼1
gikðr ln pkÞ  Vr ln pk 	
1
2
ðr ln piÞ  Vr ln pi
þ l
Xn
k¼1
gikrk 	 ri
" #
¼ 1
2
X
1pkolpn
gikgil r ln
pk
pl
 
 Vr ln pk
pl
þ l
Xn
k¼1
gikrk 	 ri
" #
þ D; ð2:5Þ
where
D ¼ 	 1
2
X
1pkolpn
gikgil r ln
pk
pl
 
 Vr ln pk
pl
þ 1
2
Xn
k¼1
gikðr ln pkÞ  Vr ln pk 	
1
2
ðr ln piÞ  Vr ln pi
¼ 1
2
ðr ln uiÞ  Vr ln ui þ ðr ln piÞ  Vr ln ui: ð2:6Þ
Substituting (2.6) into (2.5) and the result into (2.3) with w ¼ ui leads to (2.2), which
proves Lemma 2.1. &
Lemma 2.2. Suppose that assumption (A1) holds. Then minxA %O uiðx; tÞ is strictly
increasing for t40:
Proof. We argue by contradiction: suppose that minxA %O uiðx; tÞXminxA %Ouiðx; tÞ
for some 0ptot: Then there exist some %xA %O and %tAðt; t such that
uið %x; %tÞ ¼ min
xA %O; tptpt
uiðx; tÞ: ð2:7Þ
Lemma 2.1 informs us that ui satisﬁes (2.2). By (1.14) and the positive deﬁniteness of
V ; the right-hand side of (2.2) is non-negative. Moreover, Bui ¼ 0 on @O ð0;NÞ:
Therefore, by the maximum principle [23, Chapter 3] we see that uiðx; tÞ  uið %x; %tÞ40
for every xA %O and tptp%t: Furthermore,
Xn
k¼1
gikrk 	 ri  0 ð2:8Þ
for every xA %O and tptp%t; which contradicts (A1). &
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Proof of Theorem 1.1. We ﬁrst prove part (a). Pick any sequence ftkgNk¼1 such that
tk-N as k-N: Since 0ppjp1; the estimate ðjANÞ
sup
tXe
jjpjð; tÞjjC2;rð %OÞpC1oN; ð2:9Þ
where rAð0; 1Þ and e40; is well known (see [24]). Passing to a subsequence if
necessary, we may assume that pðx; tkÞ-pðxÞ as k-N: We claim that pi ðxÞ  0:
Suppose not, i.e., pi ðxÞX0 and pic0:
We ﬁrst consider the case pi ðxÞ40 in %O and derive a contradiction. Since
piðx; tkÞ-pi ðxÞ40; we see from (2.1) that the sequence fminxA %O uiðx; tkÞgNk¼1 is
bounded above. By Lemma 2.2, minxA %O uiðx; tÞ is increasing. Therefore,
lim
t-N
min
xA %O
uiðx; tÞ ¼ ui40: ð2:10Þ
Set
pðkÞðx; tÞ ¼ pðx; t þ tkÞ; kX1: ð2:11Þ
By (2.9) and regularity theory for linear parabolic operators, we have ðjANÞ
jjpðkÞj jj
C
2þr;1þr2ð %O½e;NÞÞ
pC2oN; ð2:12Þ
where C2 is independent of k: By (2.12), the Arzela–Ascoli lemma, and a standard
diagonal process, passing to a subsequence if necessary, we may assume that
pðkÞðx; tÞ-p˜ðx; tÞ in C2;1ð %O ½e; T Þ for every 0oeoToN as k-N; which
together with (1.8) and (2.11) implies that p˜ðx; tÞ satisﬁes
p˜j;t ¼ Lp˜j þ Sjðx; p˜Þ in O ð0;NÞ; ð2:13aÞ
Bp˜j ¼ 0 on @O ð0;NÞ; ð2:13bÞ
p˜jðx; 0Þ ¼ pj ðxÞ;
Xn
j¼1
p˜jðx; 0Þ  1 in O: ð2:13cÞ
Since p˜iðx; 0Þ ¼ pi ðxÞ40; the maximum principle informs us that p˜iðx; tÞ40 for all
t40: Since minxA %O uiðx; tÞ is increasing and pi ðxÞ40; therefore pj ðxÞ is positive for
every j such that gij40: Therefore, p˜jðx; tÞ40 if gij40; and we can deﬁne u˜iðx; tÞ by
u˜i ¼ 1
p˜i
Yn
j¼1
p˜
gij
j ; ð2:14Þ
where we apply the convention that p˜
gij
j ¼ 1 if gij ¼ 0: Hence, u˜iðx; 0Þ40: Lemma 2.2
shows that minxA %O u˜iðx; tÞ is strictly increasing. In particular, there exists Z40 such
that
min
xA %O
u˜iðx; 1ÞXmin
xA %O
u˜iðx; 0Þ þ Z ¼ ui þ Z: ð2:15Þ
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On the one hand, since uiðx; 1þ tkÞ converges uniformly to u˜iðx; 1Þ as k-N; we
see from (2.15) that
min
xA %O
uiðx; 1þ tKÞXui þ 12 Z ð2:16Þ
for some sufﬁciently large K : On the other hand, since minxA %Ouiðx; tÞ is increasing,
we ﬁnd uiXmin
xA %O
uiðx; 1þ tKÞ; which contradicts (2.16). Therefore, the case pi ðxÞ40
in %O cannot occur.
If pi ðxÞX0 and pic0; the maximum principle and (2.13) imply that p˜iðx; tÞ40 for
t40: Choose d40 and set pˇðx; tÞ ¼ p˜ðx; t þ dÞ: Note that pˇðx; tÞ also satisﬁes (2.13)
with pj ðxÞ replaced by p˜jðx; dÞ: Since pˇiðx; 0Þ40; we can argue as above to reach a
contradiction. Therefore, passing to a subsequence if necessary, we can conclude that
piðx; tkÞ-0 as tk-N:
Since the sequence ftkgNk¼1 is chosen arbitrarily and suptXejjpið; tÞjjC2;rð %OÞoN for
every e40; a standard compactness argument shows that piðx; tÞ-0 uniformly as
t-N: This proves part (a) of Theorem 1.1.
For the proof of part (b), by Lemma 2.2 we have
max
xA %O
piðx; tÞQn
j¼1 p
gij
j ðx; tÞ
pmax
xA %O
piðx; 0ÞQn
j¼1 p
gij
j ðx; 0Þ
ð2:17Þ
for every tX0: Since pðx; tÞAD and pðx; 0ÞADðiÞd ; by (2.17) we have
max
xA %O
piðx; tÞpmax
xA %O
piðx; tÞQn
j¼1 p
gij
j ðx; tÞ
p maxxA %O piðx; 0ÞQ
jai minxA %O p
gij
j ðx; 0Þ
p1
d
max
xA %O
piðx; 0Þ: ð2:18Þ
2.2. Proof of Theorem 1.3
By (A2) and (A3) we see that for every xA %O; there exists a nonempty proper subset
of N; denoted by Nx; such that
rkðx; pÞ ¼ rðx; pÞ 8kANx; 8pAD; ð2:19aÞ
rkðx; pÞorðx; pÞ 8kAN 	 Nx; 8pAD: ð2:19bÞ
Now set
%pðy; tÞ ¼
X
kANx
pkðy; tÞ; yA %O; tX0; ð2:20aÞ
hðyÞ ¼ min
pAD
min
kANx
rkðy; pÞ 	 max
kAN	Nx
rkðy; pÞ
 
; yA %O: ð2:20bÞ
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Let pðy; tÞ be the solution of
pt ¼ Lp þ lhðyÞpð1	 pÞ in O ð0;NÞ; ð2:21aÞ
Bp ¼ 0 on @O ð0;NÞ; ð2:21bÞ
pðy; 0Þ ¼ %pðy; 0Þ: ð2:21cÞ
Lemma 2.3. Suppose that (A2) and (A3) hold. Then %pðy; tÞXpðy; tÞ for every yA %O
and every tX0:
Proof. By (1.8a) we have
%pt 	 L %p ¼ l
X
kANx
pkðrk 	 %rÞ
¼ l
X
kANx
pk rk 	
X
jANx
pjrj 	
X
jAN	Nx
pjrj
" #
¼ l
X
jANx
pjrj 1	
X
kANx
pk
 !
	 l
X
kANx
pk
 ! X
jAN	Nx
pjrj
X lð1	 %pÞ
X
jANx
pjrj 	 l %pð1	 %pÞ max
jAN	Nx
rj
¼ lð1	 %pÞ
X
jANx
pjrj 	 %p max
jAN	Nx
rj
" #
X l %pð1	 %pÞ min
jANx
rj 	 max
jAN	Nx
rj
 
X lhðyÞ %pð1	 %pÞ: ð2:22Þ
Since %p also satisﬁes boundary condition (2.21b) and the initial condition (2.21c), by
the comparison principle [23, Chapter 3] we have %pðy; tÞXpðy; tÞ for every yA %O and
every tX0: This proves Lemma 2.3. &
Lemma 2.4. For every xA %O; there exist positive constants a ¼ aðxÞ; #d ¼ #dðxÞ; and
L ¼ LðxÞ such that for every lXL; there exists some positive constant t ¼ tðx; lÞ such
that
riðy; pðy; tÞÞ 	 %rðy; pðy; tÞÞp	 #d ð2:23Þ
for every yABaðxÞ-O and every tXt; where BaðxÞ is the Euclidean ball in Rd centered
at x with radius a.
Proof. By (A2) we see that hðxÞ40: Hence, there exists some positive constant
a ¼ aðxÞ such that hðyÞX1
2
hðxÞ40 for every yAB2aðxÞ-O: For a later purpose, we
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choose a so small that
rkðy; pÞXrðy; pÞ 	 14C3; ð2:24Þ
where
C3 ¼ C3ðxÞ ¼ min
yAB2aðxÞ- %O; pAD
½rðy; pÞ 	 riðy; pÞ; ð2:25Þ
for every kANx; every yAB2aðxÞ-O; and every pAD: By (A2) we see that
C340: Therefore, (2.24) follows from (2.19) and the continuity of functions
rk and r
:
By Theorem 2.1 of [17] we see that pðy; tÞ-pNðyÞ uniformly in y as t-N; where
pNðyÞ is an equilibrium of (2.21). There are two cases:
(a) hðyÞX0 for every yA %O; in which case pN  1:
(b) h changes sign in %O; in which case, if l is sufﬁciently large, pNðyÞ is the unique
solution of the problem
LpN þ lhðyÞpNð1	 pNÞ ¼ 0 in O; 0opNo1 in %O; BpN ¼ 0 on @O: ð2:26Þ
As l-N; pN-1 uniformly in any compact subset of fyA %O : hðyÞ40g: Since
hðyÞ40 in B2aðxÞ-O; we see that for any e40; there exists L ¼ Lðx; eÞb1 such
that if lXL; then
pNðyÞX1	 e 8yABaðxÞ-O: ð2:27Þ
Since p-pN uniformly as t-N; there exists t ¼ tðx; l; eÞb1 such that
pðy; tÞ 	 pNðyÞj jpe 8yA %O; 8tXt: ð2:28Þ
By (2.27), (2.28), and Lemma 2.3 we have
%pðy; tÞXpðy; tÞXpNðyÞ 	 eX1	 2e 8yABaðxÞ-O; 8tXt: ð2:29Þ
Set
C4 ¼ max
yA %O; pAD; kAN
jrkðy; pÞj40: ð2:30Þ
We now assume that yABaðxÞ-O and tXt; and estimate ri 	 %r by writing
riðy; pðy; tÞÞ 	 %rðy; pðy; tÞÞ ¼ ri 	 r þ
X
kAN
pkðr 	 rkÞ
¼D1 þ D2 þ D3 þ D4; ð2:31Þ
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where (2.25), (2.24), (2.20a), and (2.30) yield
D1 ¼ riðy; pðy; tÞÞ 	 rðy; pðy; tÞÞp	 C3; ð2:32aÞ
D2 ¼
X
kANx
ðr 	 rkÞpkp
X
kANx
1
4
C3 pkp
1
4
C3; ð2:32bÞ
D3 ¼ rð1	 %pÞp2C4e; ð2:32cÞ
D4 ¼ 	
X
kAN	Nx
rkpkpC4
X
kAN	Nx
pk ¼ C4ð1	 %pÞp2C4e: ð2:32dÞ
By choosing e ¼ eðxÞ ¼ C3ðxÞ=ð16C4Þ and #d ¼ 12C3ðxÞ; we see that (2.23) holds for
lXLðx; eðxÞÞ  LðxÞ; yABaðxÞ-O; and tXtðx; l; eðxÞÞ  tðx; lÞ: This proves
Lemma 2.4. &
Proof of Theorem 1.3. Since %OC
S
xA %O BaðxÞ; therefore, by the compactness of %O;
there exist ﬁnitely many points, denoted by xð1Þ;y; xðlÞ; such that
%OC
Sl
j¼1 BaðxðjÞÞðxðjÞÞ: Now set %d ¼ min1pjpl #dðxðjÞÞ and %L ¼ max1pjpl LðxðjÞÞ; and
for every lXL; let %t ¼ max1pjpltðxðjÞ; lÞ:
By Lemma 2.4 we see that for lX %L;
riðy; pðy; tÞÞ 	 %rðy; pðy; tÞÞp	 %d ð2:33Þ
for every yA %O and every tX%t: Therefore, (1.8a) and (1.4) imply that
pi;tpLpi 	 l%dpi ð2:34Þ
for every yAO and every tX%t: Hence, if lX %L; by the comparison principle we have
piðy; tÞpmax
yA %O
piðy; %tÞ  e	l%dðt	%tÞpe	l%dðt	%tÞ ð2:35Þ
for every yA %O and every tX%t: In particular, piðx; tÞ-0 uniformly in x as t-N: &
3. Protection of alleles
In Section 3.1, we prove Theorem 1.4 on protection of a particular allele from loss.
We devote Section 3.2 to the proof of Theorem 1.8, which states that if every allele is
protected, then there exists at least one internal equilibrium. In Section 3.3, we
establish Theorem 1.9 on the proﬁle of any internal equilibrium in the zero-
migration limit.
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3.1. Proof of Theorem 1.4
First, we study the case when Gi is positive somewhere in O; and postpone to the
end of this subsection the discussion of the case when Fi is positive somewhere in O:
Let qðx; tÞ be the solution of
qt ¼ Lq þ lqð1	 qÞ½GiðxÞð1	 qÞ þ HiðxÞq in O ð0;NÞ; ð3:1aÞ
Bq ¼ 0 on @O ð0;NÞ; ð3:1bÞ
qðx; 0Þ ¼ piðx; 0Þ: ð3:1cÞ
Lemma 3.1. The inequality piðx; tÞXqðx; tÞ holds for every xA %O and every tX0:
Proof. We claim that piðx; tÞ satisﬁes
pi;tXLpi þ lpið1	 piÞ½GiðxÞð1	 piÞ þ HiðxÞpi in O ð0;NÞ: ð3:2Þ
To establish this assertion, it sufﬁces to show that
riðx; pÞ 	 %rðx; pÞ ¼
X
jai
½riðx; pÞ 	 rjðx; pÞpj
¼
X
jai
X
kai
ðrik 	 rjkÞpk þ ðrii 	 rjiÞpi
" #
pj
X
X
jai
GiðxÞ
X
kai
pk þ HiðxÞpi
" #
pj
¼ð1	 piÞ½GiðxÞð1	 piÞ þ HiðxÞpi: ð3:3Þ
By the comparison principle we see that piðx; tÞXqðx; tÞ for every xA %O and every
tX0; which proves Lemma 3.1. &
Recall the discussion of (1.20) and consider the linear eigenvalue problem
Lfþ lmðxÞf ¼ 	mf in O; Bfj@O ¼ 0: ð3:4Þ
Denote the principal eigenvalue of (3.4) by m1 ¼ m1ðlÞ and the corresponding
eigenfunction by f1: By the Krein–Rutman Theorem [15] and the maximum
principle, we may assume that f140 in %O: We normalize f1 so that max %Of1 ¼ 1:
The following result is well known (see Senn [25], where gðlÞ is equivalent to
our 	m1ðlÞ).
Lemma 3.2. Suppose that mðxÞ is positive somewhere. Then m1ðlÞo0 for every
l4l1ðmÞ:
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Next we have
Lemma 3.3. Suppose that Gi is positive somewhere. Then for every l4l1ðGiÞ; there
exists *d ¼ *dðlÞ40 such that for any solution qˆ of the problem
Lqˆ þ lqˆð1	 qˆÞ½GiðxÞð1	 qˆÞ þ HiðxÞqˆ ¼ 0 in O; Bqˆj@O ¼ 0; 0oqˆðxÞp1; ð3:5Þ
we have qˆðxÞX*d for every xA %O:
Proof. We argue by contradiction. Suppose that the conclusion of Lemma 3.3 fails
for some l40: Then there exists a sequence of functions fqkðxÞgNk¼1 that are
solutions of (3.5) such that min %Oqk-0 as k-N: By the global Harnack inequality
[7, Chapter 7; 16], there exists some positive constant C; independent of k; such that
max %OqkpCmin %Oqk: Therefore, max %Oqk-0 as k-N: Setting q˜k ¼ qk=jjqkjjN; from
(3.5) we obtain
Lq˜k þ lq˜kð1	 qkÞ½Gið1	 qkÞ þ Hiqk ¼ 0 in O; ð3:6aÞ
Bq˜kj@O ¼ 0; q˜kðxÞ40; jjq˜kjjN ¼ 1: ð3:6bÞ
By elliptic regularity [7, Chapters 6 and 9] and the Sobolev embedding theorem [7, p.
158], passing to a subsequence if necessary, we may assume that q˜k-q
 in C2ð %OÞ and
that q satisﬁes
Lq þ lGiðxÞq ¼ 0 in O; Bqj@O ¼ 0; qðxÞX0; jjqjjN ¼ 1: ð3:7Þ
Hence, m1ðlÞ ¼ 0 for some l40; which contradicts Lemma 3.2. &
Proof of Theorem 1.4. We ﬁrst consider the case where Gi is positive somewhere.
Choose mðxÞ ¼ GiðxÞ in (3.4) and set
%
qðxÞ ¼ $df1ðxÞ: First choose $d40 so small that
%
qðxÞppiðx; 0Þ for every xA %O; this is possible because piðx; 0Þ40 in %O: For
sufﬁciently small $d; from (3.4) we get
L
%
q þ l
%
qð1	
%
qÞ½Gið1	
%
qÞ þ Hi
%
q
¼ $df1f	m1 þ l$df1½	Gi þ ð1	 $df1ÞðHi 	 GiÞg40 ð3:8Þ
in O; since m1ðlÞo0 for every l4l1ðGiÞ: Thus,
0 ¼
%
q
t
oL
%
q þ l
%
qð1	
%
qÞ½GiðxÞð1	
%
qÞ þ HiðxÞ
%
q in O ð0;NÞ: ð3:9Þ
Now consider the parabolic problem
qˇt ¼ Lqˇ þ lqˇð1	 qˇÞ½GiðxÞð1	 qˇÞ þ HiðxÞqˇ in O ð0;NÞ; ð3:10aÞ
Bqˇ ¼ 0 on @O ð0;NÞ; ð3:10bÞ
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qˇðx; 0Þ ¼ $df1ðxÞ: ð3:10cÞ
Since 0o$df1ðxÞo1; it follows from the comparison principle that 0oqˇðx; tÞo1 for
every xA %O and every tX0: Since
%
qðxÞ is a subsolution of (3.10), it also follows from
the comparison principle that for every xA %O; qˇðx; tÞ is monotone increasing in t:
Hence, the limit QðxÞ ¼ limt-N qˇðx; tÞ exists for every x; and it satisﬁes 0oQðxÞp1:
Moreover, by elliptic regularity we see that QðxÞ is a classical solution of (3.7).
Hence, by Lemma 3.3 we have QðxÞX*d in %O: Set d ¼ 12*d: Since qˇðx; tÞ-QðxÞ
pointwise, by standard parabolic regularity and compactness arguments we see that
qˇðx; tÞ-QðxÞ uniformly as t-N: Therefore, there exists ti40 such that
qˇðx; tÞX1
2
QðxÞXd for every xA %O and tXti: By the comparison principle we have
qðx; tÞXqˇðx; tÞ for every xA %O and tX0: Therefore, it follows from Lemma 3.1 that
piðx; tÞXqðx; tÞXqˇðx; tÞXd for every xA %O and tXti: This proves Theorem 1.4 for
the case where Gi is positive somewhere and l4l1ðGiÞ:
For the case where Fi is positive somewhere and l4l1ðFiÞ; it sufﬁces to
replace both GiðxÞ and HiðxÞ by FiðxÞ between (3.1) and (3.10). To check
that (3.2) still holds with this substitution, it sufﬁces to observe that, instead of
(3.3), we have
riðx; pÞ 	 %rðx; pÞ ¼
X
jai
½riðx; pÞ 	 rjðx; pÞpjXFiðxÞ
X
jai
pj ¼ FiðxÞð1	 piÞ: ð3:11Þ
3.2. Proof of Theorem 1.8
We ﬁrst convert (1.8) into a semi-dynamical system on a suitable function space.
Set
Y ¼ fpAfCð %OÞgn: pðxÞAD 8xA %Og; ð3:12aÞ
Y0 ¼ fpAY : piðxÞ40 8iAN; 8xA %Og: ð3:12bÞ
For t40; let pðp0; tÞ denote the unique solution pðx; tÞ of (1.8) such that pðx; 0Þ ¼
p0ðxÞ: Clearly, pðp0; tÞ exists for all t40 for every p0ðxÞAD: By the theory of
analytical semigroups and parabolic differential equations [9, Chapter 3], we see that
pðp0; tÞ is a semi-dynamical system on Y equipped with the standard supremum-
norm metric d0ðp; qÞ ¼
P
i jjpi 	 qijjN:
Deﬁnition 3.4. The semi-dynamical system p is permanent if there is a subset U of Y0
with the following properties: (i) U is bounded; (ii) infpAU d0ðp; Y 	 Y0Þ40; (iii) for
any p0AY0; d0ðpðp0; tÞ; UÞ-0 as t-N:
For results on permanence for reaction–diffusion models, see [1, Chapter 4];
[2–4,6,8,10–13] and the references therein. From Theorem 4.6 of Cantrell and Cosner
[1, p. 241], we have
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Theorem 3.5. If p is permanent, then (1.8) has an internal equilibrium.
Proof of Theorem 1.8. We show that p is permanent when l4l0; i.e.,
l4min½l1ðFiÞ; l1ðGiÞ for every iAN: For any l4l0; set #d ¼ miniAN di; where di is
deﬁned in Theorem 1.4. Let
U ¼ fpAY0: piðxÞX#d 8iAN; 8 xA %Og: ð3:13Þ
Clearly, U is bounded, and there exists some positive constant cn; which depends
only on n; such that
d0ðp; Y 	 Y0ÞXcn #d 8pAU : ð3:14Þ
By Theorem 1.4, for any initial data p0; we have piðx; tÞX#d for every iAN; every
xA %O; and every tXT ¼ maxiANti; where ti is given in Theorem 1.4. That is,
pð; tÞAU if tXT: Hence, Theorem 3.5 applies, and this proves that (1.8) has at least
an internal equilibrium when l4l0: &
3.3. Proof of Theorem 1.9
We ﬁrst consider the subdomain Oi ¼ fxAO: GiðxÞ40; HiðxÞX0g of Oi: For any
compact set KCOi ; we can always ﬁnd an open set *O such that KCC *OCCO

i :
Deﬁne Z ¼ inf *OGi: Obviously, Z40: As in (3.2), the equilibrium pˆðxÞ satisﬁes
	LpˆiXlpˆið1	 pˆiÞ½GiðxÞð1	 pˆiÞ þ HiðxÞpˆi in O: ð3:15Þ
Since GiðxÞXZ and HiðxÞX0 in *O; we have
	LpˆiXlZpˆið1	 pˆiÞ2 in *O: ð3:16Þ
Therefore, pˆi is a supersolution of the problem
Lw þ lZwð1	 wÞ2 ¼ 0 in *O; wj@ *O ¼ 0; w40 in *O: ð3:17Þ
Next, we show that (3.17) has a unique solution if l4lD1 ð *OÞ; where lD1 ð *OÞ is the
principal eigenvalue of L with respect to zero-Dirichlet boundary conditions. One
way to prove this assertion is as follows: By the maximum principle we see that any
positive solution w of (3.17) satisﬁes wp1: For the existence of w; note that %w  1 is
a supersolution, and
%
w ¼ ec1 is a subsolution for any sufﬁciently small e40; where
c140 is an eigenfunction corresponding to l
D
1 ð *OÞ: The uniqueness of w follows from
a supersolution-subsolution argument (see [22, Chapter 3]) and the monotonicity of
f ðwÞ=w for the nonlinearity f ðwÞ ¼ wð1	 wÞ2:
Since pˆi is a supersolution of (3.17) and
%
w is a subsolution, by the super-
solution–subsolution method and the uniqueness of the problem we have pˆiXw
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in *O: It is known that for the unique solution w of (3.17), as l-N; w-1
uniformly in any compact subset of *O: In particular, this implies that pˆi-1
uniformly in K :
For the subdomain Oi ¼ fxAO: FiðxÞ40g; as in (3.11), we have
	LpˆiXlFiðxÞpˆið1	 pˆiÞXlFiðxÞpˆið1	 pˆiÞ2 in Oi : ð3:18Þ
The rest of the proof is exactly the same as the previous case. This completes the
proof of Theorem 1.9. &
4. Frequency-independent selection
In this section, we posit that the selection coefﬁcients depend only on position, i.e.,
(1.9) holds. This natural assumption, which is made in most of the literature, enables
us to simplify and amplify our results without losing their qualitative essence. In
Section 4.1, we present our general results, which we specialize in the following three
subsections. In Sections 4.2–4.4, we treat selection coefﬁcients without dominance,
multiplicative selection coefﬁcients, and genotype-independent spatial dependence,
respectively.
4.1. General results
Assumption (1.9) does not simplify Theorems 1.1 and 1.3. We now use (1.9) to
simplify Theorems 1.4, 1.8, and 1.9.
In Remark 1.6, we simpliﬁed Theorem 1.4 under the assumption that FiðxÞpGiðxÞ
for every xA %O; which is precisely the conclusion of
Proposition 4.1. If (1.9) holds, then FiðxÞpGiðxÞ for every iAN and every xA %O:
Proof. From (1.21) and (1.3) we have
FiðxÞ ¼ min
jai;pAD
X
k
½rikðxÞ 	 rjkðxÞpk
¼ min
jai;kAN
½rikðxÞ 	 rjkðxÞ
¼min min
jai;kai
½rikðxÞ 	 rjkðxÞ;min
jai
½riiðxÞ 	 rjiðxÞ
 
¼min½GiðxÞ; HiðxÞpGiðxÞ: ð4:1Þ
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Remark 4.2. If Ai is recessive to Al for some lai; then
GiðxÞprilðxÞ 	 rllðxÞ ¼ 0 ð4:2Þ
for every xA %O; so Remark 1.6 cannot guarantee the protection of Ai:
Remark 4.3. If there are only two alleles, from (1.21b) we obtain
G1ðxÞ ¼ r12ðxÞ 	 r22ðxÞ; G2ðxÞ ¼ r12ðxÞ 	 r11ðxÞ: ð4:3Þ
Hence, if there is overdominance in the entire habitat, i.e.,
r12ðxÞ4max½r11ðxÞ; r22ðxÞ ð4:4Þ
for every xA %O; then both A1 and A2 are protected.
Remark 4.4. Remark 1.6 and Proposition 4.1 demonstrate that Fi can be omitted
from Theorems 1.8 and 1.9, which apply with
l0 ¼ max
iAN
l1ðGiÞ; ð4:5aÞ
Oi ¼ fxAO: GiðxÞ40; HiðxÞX0g: ð4:5bÞ
Remark 4.5. Suppose that there are only two alleles.
(a) The overdominance condition (4.4) implies the existence of an
internal equilibrium. In this case, however, (1.21), (1.3), and (4.4) yield
ði ¼ 1; 2Þ
HiðxÞ ¼ riiðxÞ 	 r12ðxÞo0; ð4:6Þ
so Oi ¼ |; as expected for overdominance.
(b) It is instructive to display the sets O1 and O2: From (1.21) and (4.3)
we ﬁnd
O1 ¼ fxAO: r11ðxÞXr12ðxÞ4r22ðxÞg; ð4:7aÞ
O2 ¼ fxAO: r22ðxÞXr12ðxÞ4r11ðxÞg: ð4:7bÞ
See [14] for an asymptotic study of the transition layer of the gene frequency between
O1 and O2:
4.2. No dominance
All our theorems simplify greatly under assumption (1.11), i.e., when both
frequency dependence and dominance are absent.
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Now (A1) reduces to the assumption that
ðA1) there exist iAN and constants gij that satisfy (1.14a) andX
j
gijsjðxÞXsiðxÞ ð4:8Þ
for every xA %O; and that the inequality (4.8) is strict for some xA %O:
Consequently, we have
Corollary 4.6. If (1.11) and ðA1Þ hold, then the conclusions of Theorem 1.1 apply.
We deﬁne
si ðxÞ ¼ max
jai
sjðxÞ: ð4:9Þ
Since (1.11) implies (A3), Theorem 1.3 yields
Corollary 4.7. If (i) (1.11) holds, (ii) there exists iAN such that siðxÞosi ðxÞ
for every xA %O; and (iii) l is sufficiently large, then piðx; tÞ-0 uniformly in x
as t-N:
Example 4.8 establishes that if the inequality in (ii) is not strict, Corollary 4.7
fails.
Example 4.8. Take i ¼ n ¼ 3 in Corollary 4.7. Suppose that (1.11) holds and s1ðxÞ 	
s2ðxÞ changes sign (otherwise s1 and s2 are arbitrary). Deﬁne
Oþ ¼ fxA %O : s1ðxÞXs2ðxÞg; O	 ¼ fxA %O : s1ðxÞps2ðxÞg: ð4:10Þ
For xAOþ; set s3ðxÞ ¼ s1ðxÞ; for xAO	; choose s3ðxÞ such that s1ðxÞps3ðxÞps2ðxÞ
and posit that s1ðxÞcs3ðxÞcs2ðxÞ: Note that s3ðxÞpmaxfs1ðxÞ; s2ðxÞg in %O; and
s3ðxÞcmaxfs1ðxÞ; s2ðxÞg: In view of Corollary 4.7, one might expect that for
sufﬁciently large l; p3ðx; tÞ-0 as t-N; since A3 is nowhere the ﬁttest. A little
surprisingly, we have
Claim. If l is sufficiently large, ðp1; p2; p3Þ-ð0; y; 1	 yÞ as t-N; where yðxÞ is the
unique solution of the problem
Lyþ lðs2 	 s3Þyð1	 yÞ ¼ 0 in O; Byj@O ¼ 0; 0oyo1 in O: ð4:11Þ
To establish this assertion, ﬁrst observe that s3Xs1 and s3cs1 in %O: By Corollary
4.6, p1ðx; tÞ-0 uniformly as t-N: The rest of the proof is almost identical to that
of Theorem 3.2 of [17], and therefore we omit it.
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Turning to Theorem 1.4, from (1.11) and (1.21) we deduce
GiðxÞ ¼ HiðxÞ ¼ siðxÞ 	 si ðxÞ: ð4:12Þ
Therefore, Remark 1.6 and Proposition 4.1 give
Corollary 4.9. If (1.11) holds and siðxðiÞÞ4si ðxðiÞÞ for some iAN and some xðiÞA %O;
then for every l4l1ðGiÞ; the conclusion of Theorem 1.4 applies.
This means that the allele Ai is protected (a) for every l40 if biX0 and (b) for
every l4l1ðGiÞ if bio0: Generically, case (a) can apply to at most one allele. Indeed,
for every k; lAN; from (4.12) and (4.9) we get
GkðxÞ þ GlðxÞ ¼ ½skðxÞ 	 sl ðxÞ þ ½slðxÞ 	 skðxÞp0;
whence (1.22) yields bk þ blp0: Therefore, there exists at most one iAN such that
bi40:
Together, Corollaries 4.7 and 4.9 demonstrate that, for sufﬁciently large l; unless
siðxÞpsi ðxÞ for every xA %O and siðxÞ ¼ si ðxÞ for some xA %O (cf. Example 4.8), the
allele Ai is either globally eliminated or globally protected.
From (4.12) and Remark 4.4 we deduce immediately
Corollary 4.10. If (1.11) holds, then Fi can be omitted from Theorems 1.8 and 1.9,
which apply with
l0 ¼ max
iAN
l1ðGiÞ; ð4:13aÞ
Oi ¼ fxAO: siðxÞ4si ðxÞg: ð4:13bÞ
Thus, an internal equilibrium pˆðxÞ exists for sufﬁciently weak migration if Oia|
for every iAN; and pˆðxÞ has a step-function limiting proﬁle.
Remark 4.11. It is interesting to compare Corollary 4.10 with a result for a discrete-
space, discrete-time, frequency-independent migration-selection model. By Example
2.2 in [21], if there is no dominance and the number of alleles does not exceed the
number of colonies, then for sufﬁciently weak migration, there exists exactly one
asymptotically stable internal equilibrium, and it has the expected step-function
limiting proﬁle. Similarly, we suspect that in Corollary 4.10, for sufﬁciently large l;
there exists exactly one internal equilibrium and it is globally attracting.
4.3. Multiplicative selection coefficients
Instead of (1.11), here we suppose
rijðxÞ ¼ siðxÞsjðxÞ ð4:14Þ
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for every i; jAN and every xA %O: Since translating rij so that rijðxÞ40 for
every i; j; and x does not change (1.8), without loss of generality we assume that
siðxÞ40 for every i and x: Then (1.12) implies that %sðx; pÞ40 for every xA %O and
every pAD:
From (1.3) we get
riðx; pÞ ¼ %sðx; pÞsiðxÞ; ð4:15Þ
so assumption (A1) again reduces to ðA1Þ: In (1.18),
rðx; pÞ ¼ %sðx; pÞ max
jAN
sjðxÞ; ð4:16Þ
whence (4.15) and (4.9) show that riðx; pÞorðx; pÞ if and only if siðxÞosi ðxÞ: We
note also that (4.14) implies (A3). Finally, from (1.21) and (4.14) we obtain
GiðxÞ ¼
si ðxÞ½siðxÞ 	 si ðxÞ if siðxÞXsi ðxÞ;
si ðxÞ½siðxÞ 	 si ðxÞ if siðxÞpsi ðxÞ;

ð4:17aÞ
HiðxÞ ¼ siðxÞ½siðxÞ 	 si ðxÞ; ð4:17bÞ
where
si ðxÞ ¼ min
jai
sjðxÞ: ð4:18Þ
The observations in this paragraph yield
Corollary 4.12. Corollaries 4.6, 4.7, 4.9, and 4.10 hold with (1.11) and (4.12) replaced
by (4.14) and (4.17), respectively.
4.4. Genotype-independent spatial dependence
In many papers in the literature, frequency independence is specialized by the
natural assumption that
rijðxÞ ¼ gðxÞsij ; ð4:19Þ
for every i; j; and x; where gðxÞ changes sign in O and the sij ð¼ sjiÞ are constants.
This means that the direction and intensity of selection depend on position, but the
selection pattern (e.g., dominance relations) does not.
Substituting (4.19) into (1.14b) and appealing to the assumption that gðxÞ changes
sign, we infer that X
j
gijsjðpÞ ¼ siðpÞ ð4:20Þ
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for every pAD; where
siðpÞ ¼
X
j
sijpj: ð4:21Þ
Therefore, inequality (1.14b) cannot be strict and (A1) fails. We replace (A1) by the
following two assumptions.
(A1.1) There exist iAN and constants gij that satisfy (1.14a) such that (4.20) holds
for every pAD:
(A1.2) For every pAD; there exists k ¼ kði; pÞ such that gik40 and skðpÞasiðpÞ:
At the end of this subsection, we shall prove
Proposition 4.13. If (A1.1) and (A1.2) hold, then the conclusions of Theorem 1.1 apply.
It is easy to see that (4.19) implies the inconsistency of (A2) and (A3) and therefore
the failure of Theorem 1.3.
Deﬁning
#si ¼ min
kai
sik; $si ¼ max
kai
sik; ð4:22aÞ
si ¼ max
jai;kai
sjk; si ¼ min
jai;kai
sjk; ð4:22bÞ
from (1.21) and (4.19) we obtain
GiðxÞ ¼
gðxÞð #si 	 si Þ if gðxÞX0;
gðxÞð $si 	 si Þ if gðxÞo0;

ð4:23aÞ
HiðxÞ ¼
gðxÞðsii 	 $siÞ if gðxÞX0;
gðxÞðsii 	 #siÞ if gðxÞo0:

ð4:23bÞ
We now have
Corollary 4.14. Remarks 1.6 and 4.4 apply with the simplification (4.23).
Remark 4.15. If, in addition to (4.19), we posit the absence of dominance, we have
sij ¼ ti þ tj for some constants ti; and we label the alleles so that t14t24?4tn:
Now (4.20) reduces to
X
j
gijtj ¼ ti; ð4:24Þ
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which holds for every iAN˜ if we choose gij ¼ 0 unless j ¼ 1 or j ¼ n; and
gi1 ¼
ti 	 tn
t1 	 tn; gin ¼ 1	 gi1: ð4:25Þ
Furthermore, assumption (A1.2) holds with k ¼ 1 (and k ¼ n) for every iAN˜:
Consequently, Theorem 1.1 applies. In fact, as shown on p. 394 of [17], Theorems 3.2
and 3.3 of [17] fully determine the asymptotic behavior of pðx; tÞ:
We conclude this section with the
Proof of Proposition 4.13. By Lemma 2.1 and (A1.1), minxA %Ouiðx; tÞ is non-
decreasing in t: Hence, in view of the proof of Theorem 1.1, it sufﬁces to show that if
(A1.1) and (A1.2) hold, minxA %Ouiðx; tÞ is a non-constant function of t: We argue by
contradiction: suppose that minxA %Ouiðx; tÞ is equal to some constant, say %ui; for every
t40: Then, as in the proof of Lemma 2.2, we have uðx; tÞ ¼ %ui for every xA %O and
t40: Furthermore, from (2.2) we get
X
1pkolpn
gikgil r ln
pk
pl
 
 Vr ln pk
pl
 0 ð4:26Þ
for every xA %O and every t40:
We claim that if gik40; then skðpðx; tÞÞ ¼ siðpðx; tÞÞ for every xA %O and every
t40: However, this assertion contradicts (A1.2).
To establish our assertion, we ﬁrst show that if gik40 and gil40; then
skðpðx; tÞÞ ¼ slðpðx; tÞÞ for every xA %O and every t40: Deﬁne
Ni ¼ fkAN : gik40g: ð4:27Þ
By (1.14a), Ni is non-empty. We observe that Ni contains at least two elements: for
otherwise, (1.14a) shows that gik ¼ 1 for some k; this and (4.20) imply that sk ðpÞ ¼
siðpÞ for every pAD; which contradicts (A1.2). From (4.26) we see that if gik40 and
gil40; then
r ln pk
pl
 
 Vr ln pk
pl
¼ 0 ð4:28Þ
for every xA %O and t40: Hence,
pk
pl
¼ wðtÞ ð4:29Þ
for some positive function wðtÞ: As on p. 407 of [17], from (4.29) and the equations of
pk and pl in (1.8a), we obtain
w0ðtÞ
wðtÞ ¼ lgðxÞ½skðpÞ 	 slðpÞ ð4:30Þ
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for every xA %O and t40: Since gðxÞ ¼ 0 for some xAO; therefore w0ðtÞ ¼ 0 for every
t40: Since gðxÞc0; we conclude from (4.30) that
skðpðx; tÞÞ ¼ slðpðx; tÞÞ ð4:31Þ
for every xA %O and every t40: Therefore, (4.31) holds for every k; lANi: Then (4.31),
(4.20), and (1.14a) imply that for every kANi;
siðpÞ ¼
X
j
gijskðpÞ ¼ skðpÞ: ð4:32Þ
This establishes our assertion, which completes the proof of Proposition 4.12. &
5. Discussion
Here, we complement our analysis of weak migration with a discussion of strong
and intermediate migration.
5.1. Strong migration
For sufﬁciently small l; we expect that migration averages the selection
coefﬁcients and gene frequencies so that the kinetic (or pure-selection) system
approximates (1.8). To support this conjecture, we sketch a formal argument that
takes advantage of the separation of time scales: migration and selection act at rates
of order 1 and l; respectively.
Setting Si ¼ lS˜i; we rewrite (1.8a) in the vector form
pt ¼ Lp þ lS˜: ð5:1Þ
We use an asterisk to signify averages with respect to c; deﬁned in Section 1:
pðtÞ ¼ ðc; pðx; tÞÞ ¼
Z
O
cðxÞpðx; tÞ dx: ð5:2Þ
We have ðc; L1pÞ ¼ ðp; Lw1cÞ ¼ 0; whence (5.1) yields
pt ¼ lðc; S˜Þ: ð5:3Þ
Thus, p is our slow dependent variable.
Deﬁning t ¼ lt and letting l-0 with t40 and ﬁxed in (5.1) suggests that
pðx; tÞ-PðtÞ; independent of x: We now let l-0 in (5.3) and recall (1.3) and (1.4) to
derive
dPi
dt
¼ Piðri 	 %rÞ; t40; ð5:4aÞ
Pið0Þ ¼ pi ð0Þ; ð5:4bÞ
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where
rij ¼ ðc; rijðx; PÞÞ; ri ¼
X
j
rijPj; %r
 ¼
X
i; j
rijPiPj: ð5:4cÞ
At least for tpToN; we expect (5.4) to approximate (1.8). If (5.4) has a global
attractor, we conjecture that for sufﬁciently small l; so does (1.8), and it is
approximated by that of (5.4).
A theorem in this direction is that of Carvalho and Hale [5]: if L is in divergence
form, then as l-0; every attractor of (1.8) converges to an attractor of (5.4). By
Theorem 4.2 of [17], the system (1.8) can be expressed in divergence form if and only
if the quite special equation
Mr2 	 12r  ðVr2Þ ¼ 0 ð5:5Þ
holds in %O: Theorem 4.4 of [17] shows that divergence form applies if the popu-
lation density rðxÞ is constant and (i) M ¼ 0 and VðxÞ is constant, (ii) migration
is conservative (i.e., it does not change the population density), or (iii) migration
is symmetric (i.e., the underlying discrete migration pattern is described
by a symmetric forward migration matrix). Thus, divergence form is bio-
logically rather restrictive. According to Theorem 4.4 of [17], variational
form applies in at least ﬁve biologically natural cases. Therefore, extending the
result of Carvalho and Hale [5] even to variational form would be biologically
important.
5.2. Intermediate migration
This is the richest and most difﬁcult regime because if l is of order unity, then
migration and selection are of comparable importance. We suppose that both
frequency dependence and dominance are absent, i.e., (1.11) holds.
For two alleles, by Theorem 2.1 of [17], if an internal equilibrium exists,
it is globally attracting. For three alleles, by Theorems 3.2 and 3.3 of [17],
assumptions (a2) and (a3) imply that if an edge equilibrium exists, it is
globally attracting. Work in progress demonstrates that, even with homogeneous,
isotropic migration (L ¼ r2), if (a3) is violated, more complicated dynamics
can occur: In one example, as l increases to some critical value, a stable
edge solution becomes unstable and a stable or unstable interior equilibrium
bifurcates from the edge solution. As l increases further, this interior equilibrium
reaches @D and connects with another edge solution, which becomes the
global attractor of (1.8) for the next interval of l: This phenomenon can
repeat as l increases. In fact, the two edge solutions can change stability an
arbitrary but ﬁnite number of times, and correspondingly, interior equilibria can also
exist for an arbitrary but ﬁnite number of intervals of l: These issues will be
discussed in a forthcoming paper.
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Appendix
Here, we state and prove two propositions. Proposition A exhibits an interesting
connection between assumption (A1) and assumptions such as (1.10) that involve a
single constant gi for each allele. When elimination of all but two alleles is studied,
this connection may facilitate the analysis by suggesting the application of simpler
sufﬁcient conditions.
Proposition A. Suppose that assumption (A1) holds for every iAN˜: Then for every
iAN˜; there exists a constant giA½0; 1 such that
gir1ðx; pÞ þ ð1	 giÞrnðx; pÞXriðx; pÞ ðA:1Þ
for every xA %O and every pAD; and that the inequality (A.1) is strict for some xA %O and
every pAint D:
Proposition B gives insight into the assumptions required in Theorem 1.4 for
protection of an allele. The condition that FiðxÞ40 for some xA %O is equivalent to
the assumption that
(A4) there exist iAN and xðiÞA %O such that riðxðiÞ; pÞ4maxjairjðxðiÞ; pÞ for every
pAD:
Similarly, the condition that GiðxÞ40 for some xA %O is equivalent to the assumption
that
(A4Þ there exist iAN and xðiÞA %O such that rikðxðiÞ; pÞ4maxjairjkðxðiÞ; pÞ for every
kai and every pAD:
Now consider the restriction of assumption (A4) to the face of DðiÞ of D:
ðA4Þ There exist iAN and xðiÞA %O such that riðxðiÞ; pÞ4max
jai
rjðxðiÞ; pÞ for every
pADðiÞ:
Proposition B. If (1.9) holds, assumptions ðA4Þ and ðA4Þ are equivalent.
A.1. Proof of Proposition A
We use induction on n: Our assertion obviously holds for n ¼ 3: Suppose that it
holds for n: We prove that it holds also for n þ 1; i.e., assuming that there exist
constants gij (2pipn; 1pjpn þ 1) such that
gijX0; gii ¼ 0;
Xnþ1
j¼1
gij ¼ 1; ðA:2aÞ
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Xnþ1
j¼1
gijrjðx; pÞXriðx; pÞ ðA:2bÞ
for every xA %O and every pAD; and that there exists some xA %O such that inequality
(A.2b) is strict for every pAint D; Proposition A holds with n replaced by n þ 1:
We ﬁrst claim that, for every k; lAf2; 3;y; ng;
gklglko1: ðA:3Þ
To show that (A.3) holds, we argue by contradiction: suppose that there exist
k; lAf2;y; ng such that gklglk ¼ 1; i.e., gkl ¼ glk ¼ 1: Since gii ¼ 0 for every i;
we see that kal: Thus, gkl ¼ 1 implies that gkj ¼ 0 for every jal: Setting i ¼ k
in (A.2b), we get
rl ðx; pÞXrk ðx; pÞ ðA:4Þ
for every xA %O and every pAD; and (A.4) is strict for some x and every pAintD:
Similarly, glk ¼ 1 implies that glj ¼ 0 for every jak: Setting i ¼ l in (A.2b), we
get
rk ðx; pÞXrl ðx; pÞ ðA:5Þ
for every xA %O and every pAD: Hence, rk ðx; pÞ  rl ðx; pÞ for every xA %O and pAD:
However, this contradicts that (A.4) is strict for some x: This proves (A.3).
Letting l ¼ n in (A.3), we get
gkngnko1 ðA:6Þ
for every kAf2;y; ng: Putting i ¼ n in (A.2b), we obtain
rnðx; pÞp
Xnþ1
j¼1
gnjrjðx; pÞ ¼
X
1pjpnþ1; jan
gnjrjðx; pÞ: ðA:7Þ
For every iAN˜; from (A.2b) and (A.7) we have
riðx; pÞp
X
1pjpnþ1; jan
gijrjðx; pÞ þ ginrnðx; pÞ
p
X
1pjpnþ1; jan
ðgij þ gingnjÞrjðx; pÞ
¼
X
1pjpnþ1; jai;n
ðgij þ gingnjÞrjðx; pÞ þ gingniriðx; pÞ; ðA:8Þ
which implies that, for every iAN˜;
ð1	 gingniÞriðx; pÞp
X
1pjpnþ1; jai;n
ðgij þ gingnjÞrjðx; pÞ: ðA:9Þ
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From (A.6) and (A.9) we see that, for every iAN˜;
riðx; pÞp
Xnþ1
j¼1
*gijrjðx; pÞ ðA:10Þ
for every xA %O and every pAD; where *gii ¼ *gin ¼ 0 for every i; and
*gij ¼
gij þ gingnj
1	 gingni
ðA:11Þ
for every jAf1;y; n þ 1g such that jai; n: From (A.11) and (A.2a) it follows that,
for every iAN˜;
Xnþ1
j¼1
*gij ¼ 1; ðA:12Þ
and *gijX0 for every jAf1;y; n þ 1g such that jan: Furthermore, the above
argument demonstrates that, for every iAN˜; (A.10) holds with *gin ¼ 0 and is strict for
some xA %O and every pAint D: Iterating this argument leads to (A.1) with n replaced
by n þ 1; and induction on n completes the proof of Proposition A. &
A.2. Proof of Proposition B
If (1.9) holds, then by choosing p at each of the n 	 1 vertices of the face DðiÞ; we
see that ðA4Þ reduces to ðA4Þ:
If (1.9) and ðA4Þ hold, we have rikðxðiÞÞ4rjkðxðiÞÞ for every jai and kai:
Therefore, for every jai and every pADðiÞ;
riðxðiÞ; pÞ 	 rjðxðiÞ; pÞ ¼
X
1pkpn; kai
½rikðxðiÞÞ 	 rjkðxðiÞÞpk
X min
1pkpn; kai
½rikðxðiÞÞ 	 rjkðxðiÞÞ
  X
1pkpn; kai
pk
¼ min
1pkpn; kai
½rikðxðiÞÞ 	 rjkðxðiÞÞ40: ðA:13Þ
Hence, ðA4Þ holds. &
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