Abstract-This paper introduces methods for adding userguided depth-aware effects with minimal user interaction to images captured with a consumer-grade stereo camera. In particular, we present methods for highlighted depth-offield [14] , haze, depth-of-field, and image relighting. Unlike many prior methods for adding such effects, we do not assume prior scene models or require extensive user guidance to create such models, nor do we require multiple images of the scene under different conditions. We also do not require specialized camera rigs or other equipment such as light-field camera arrays, active lighting, etc. Instead, we use only an easily portable and affordable consumer-grade stereo camera. The depth is calculated from a stereo image pair using an extended version of PatchMatch Stereo [5] designed to compute not only image disparities but also normals for visible surfaces. We also introduce a pipeline for rendering multiple effects in the order they would occur physically. Each can be added, removed, or adjusted in the pipeline without having to reapply subsequent effects. Individually or in combination, these effects can be used to enhance the sense of depth or structure in images and provide increased artistic control. These effects can be applied to the stereo pair together in a fashion that preserves stereo consistency, or they can be applied to a single image only, thus leveraging the advantages of stereo acquisition even when producing a single photograph.
I. INTRODUCTION
This paper introduces a novel method for interactively adding depth-aware effects in real time to images captured with a consumer-grade stereo camera. We define "depthaware" effects as those that enhance the perception of depth [11] , allow the user to draw natural attention to certain areas [14] , or augment the three-dimensional structure of objects in the image [1] , as seen in Figures 1 and 2 . We provide four types of effects: highlighted depth-of-field (a term we adopt from Kim et al. [14] ), haze, depth-offield (DOF), and relighting. These allow a user to easily create effects in an image, such as those seen in Figure 1 , through a simple click-to-add-here interface with minimal interaction. The simplicity of the interaction is best seen in the supplementary video accompanying this paper.
Depth-based effects are not new to graphics and are commonly employed in three-dimensional rendering. With sufficient geometric information one can create a variety of interesting effects in images [2] , [3] , [6] , [8] , [10] , [12] , [14] , [15] , [17] - [23] , [28] - [32] . Given a full 3-D reconstruction from an image, one can use conventional rendering tools to re-render the associated scene with new lighting, depth-offield, and an array of other effects. However, this requires the presence or creation of 3-D models from images, itself a difficult and sometimes manually intensive process. Similar to Zhang et al. [32] , we allow the user to edit and apply effects directly in image space and do not require a full 3-D reconstruction.
This work offers four novel contributions. First, we extend the PatchMatch Stereo algorithm [5] to calculate both disparity and improved normal maps, as the original method only produces noisy normals as a by-product of the disparity calculation. Second, we introduce methods for implementing the four previously listed depth-aware effects in the framework of stereo-image editing without requiring a full 3-D reconstruction. Third, we use GPGPU technology to apply the depth-aware effects real-time, allowing the user to receive immediate WYSIWYG feedback rather than having to construct intermediate layers or geometry. Finally, we introduce pipeline for the effects to combine them in a physically consistent order, allowing individual effects to be enabled, removed, or adjusted.
II. RELATED WORK Many have suggested methods for introducing depthaware effects into photographs by first estimating depth from a single image, but this is a highly under-determined problem and each such approach makes various assumptions about the scene [2] , [3] , [6] , [21] , [28] . Some have used a geometric model for the depth obtained through extensive user interaction (still with various scene assumptions) or a pre-existing model [10] , [12] , [15] . However, there are many scenes for which there exists no model, nor can such assumptions always be made.
Our methods do not require extensive user interaction to fit a geometric model to the scene [12] . Other than controlling the type and amount of effect desired, the most extensive user interaction we require involves placing an estimated original light source when performing relighting (which is placed by simply clicking on the image or dragging to reposition it).
Others have used modified camera systems or rigs that enable depth-aware effects (e.g., light fields, active lighting approaches) [8] , [14] , [17] - [20] , [22] , [23] , [29] , [31] . However, other than the limited-resolution Lytro camera, these are not generally available to the consumer. Active lighting approaches (e.g., [14] , [22] ) are limited to indoor scenes, and extensive lighting or camera rigs have limited portability. Our methods, on the other hand, make use of inexpensive consumer-grade stereo cameras. Such cameras are increasingly available and highly portable, handling both indoor and outdoor scenes. While stereo correspondence can have problems in textureless or occluded areas, we demonstrate a variety of images for which our methods produce convincing results even with occasionally imperfect correspondence.
The work most similar to ours is that of Zhang et al. [32] , who calculate stereo depth from a single input video. Just as we do not require a three-dimensional reconstruction of the image, they show that their effects can be applied with only the depth computed from the video sequence. However, their methods requires a moving camera (thus providing depth information similar to stereo images) while ours can be applied to a single (stereo) photograph.
Further related work is discussed in Section IV as appropriate in the presentation of each effect.
III. DEPTH ACQUISITION
We use off-the-shelf 3D stereo cameras to capture images, which are then fed to a stereo correspondence algorithm to calculate the necessary structural information. A full discussion of this well-studied area is beyond the scope of this paper, but we refer the interested reader to [25] for a broad overview.
We use a modified version of the PatchMatch Stereo approach proposed by Bleyer et al. [5] . This method uses slanted support windows to determine stereo correspondence, thus offering a way to calculate accurate disparity values at each pixel, even for slanted surfaces. Because PatchMatch Stereo estimates a slant plane per pixel, each has an associated normal. While normals could be calculated from the gradients of the disparity values with any stereo correspondence algorithm, PatchMatch Stereo offers better stereo correspondence in areas where many other stereo correspondence algorithms fail-specifically where the object is not frontoparallel with respect to the imaging plane. In this method, the disparities around each pixel are fitted with a local slant plane f p , and neighboring pixels are allowed to iteratively propagate their plane to other pixels until every unoccluded pixel has a proper plane. However, the normals produced by the original PatchMatch Stereo algorithm are noisy. We thus enhance it to produce smoother normals, which are critical for image relighting. We have also found that reiterating the PatchMatch correspondence process using these enhanced normals can also improve the overall accuracy of the disparity computation, though that is not the focus of this paper.
Like most stereo correspondence algorithms, PatchMatch Stereo works best in areas that are visible in both images. In areas where holes exist due to partial occlusion, Bleyer et al. suggest scanline filling the holes with the plane that assigns the lowest disparity from the valid left and right neighbors [5] . Because this can lead to streaking in the disparity map, the authors additionally propose a weighted median filter to smooth the filled-in values. Based on our experiments, this is not suited well to most natural images, as it creates artifacts that do not respect object boundaries. Also, the final median filter operates only on the disparity values and not the planes themselves.
In order to overcome both problems, we introduce a joint bilateral filter using only valid planes to fill in missing disparities and normals in the final output based on spatial proximity and color similarity . Because we have color information from the original image where holes exist in the disparities, we leverage the assumption that pixels with similar colors will have similar plane information. Admittedly, this assumption fails when objects of the same color have different depths. We have not, however, found this extremely common in practice when considering only hole filling. The 
where W p denotes a neighborhood of pixels around pixel p, f p and f q denote the disparity planes of p and neighboring pixel q respectively, and
We find it useful to reset the origin for filtered planes to the pixel position, with the z-component as the filtered disparity value. In practice, we set the size of W p to be one-third the width of the image, as many holes can be quite large. For the values σ 1 and σ 2 , we use the values Wp 5 and 7, respectively. The joint bilateral filter has the effect of propagating valid plane information to neighboring pixels of similar color as seen in Figure 3 .
Determining where holes exist in the disparity maps is performed with a simple validity test [5] . If we let d(p) denote the disparity at point p, and p the corresponding point in the other opposite view with disparity d (p ), we can write this test as |d(p) − d (p )| ≤ 1. This acts as a consistency check between the two views to make sure corresponding disparities match to within a small threshold.
The normal maps extracted from each pixel's plane f p are not accurate enough to perform certain depth-aware effects, such as relighting. This is because the planes in PatchMatch Stereo are used only as slanted support windows and do not necessarily reflect scene geometry when there are multiple slanted support windows that could lead to valid correspondence. Thus, the normal maps produced by the original PatchMatch algorithm do not always accurately reflect the geometry of the scene. An example of a normal map from PatchMatch Stereo can be seen in Figure 4b . In order to accommodate inaccurate normals, we perform a normal refinement step before hole filling. We use the method of Gopi et al. to perform SVD to reconstruct the normals from the disparities [7] . As can be seen in Figure 4c , the results of the normal refinement step improve the overall accuracy of the normals and better represent the true geometry in the scene.
However, refining the normal maps may not totally remove incorrect normals, as shown in Figure 4c . To correct these we use a trilateral filter based on spatial proximity, color similarity, and disparity similarity. In practice, we set W p to five percent of the image width, as we no longer have large holes to fill, while σ 1 and σ 2 are Wp 5 and 15, respectively. For the third Gaussian that weights disparity similarity, we set σ 3 as 10% of the current disparity range. This step is necessary to remove any noise in either the disparities or the normal map as the relighting effect is highly sensitive to miscalculated normals. The results of this final step are shown in Figure 4d . We also allow the user to globally adjust the normal map contrast (via the mouse wheel), which we discuss in Section IV.
Once the entire process of hole-filling, normal refinement, and smoothing is finished, we repeat PatchMatch Stereo through its original iterations and our enhancement steps for a user-determined number of times (in practice, three has been sufficient). For large images, we use a hierarchical method with bilateral upsampling, similar to that of Yu et al. [31] , to increase calculation speed. We also find that this process can further smooth the normal map for relighting.
IV. DEPTH-AWARE EFFECTS
We now introduce each of the effects in order of complexity, not necessarily according to the physically-realistic rendering pipeline described later in Section V.
A. Highlighted Depth-of-Field
To perform highlighted depth-of-field, the user first selects a point in the image to establish a depth of interest. We denote the disparity of this point as d(c) and then selectively darken of original image I to produce output image I by modulating the intensity of each pixel p as follows: 
where d min and d max are the respective minimum and maximum values in the disparity map, and r is a range of disparities around the selected one that maintain full brightness. The strength of the effect is controlled by the parameter α, which the user adjusts with the mouse's scroll wheel. An example of this effect is shown in Figure 5 .
B. Haze
Similar to highlighted depth-of-field, adding haze to a scene offers a way to be selective about what objects should receive the viewer's attention. It also provides a greater sense of depth to the viewer. An example of this shown in Figure 6 . Aerial perspective is a term used by artists to describe this technique. Fattal [6] proposed a method for adjusting haze in an image but imposed the requirement that haze be present to both estimate the depth and adjust the effect.
As with most previous methods, we add haze to the image using an alpha blend between the original image I(p) and a desired haze color (or pattern) H(p):
where the blend is determined by a transmission factor
and α is the strength of the effect, which is again adjusted using mouse's scroll wheel.
We have found it useful to allow the user to define a near barrier or stopping plane beyond which the haze starts and in front of which the scene retains full contrast. The user selects this point with a simple mouse click, and we denote the disparity of this point as d(s), as used in Equation 5.
The haze map H(p) can be a constant (user-selected) color C H : H(p) = C H or can be used to introduce a spatially-varying component to the haze. If the user chooses the latter option, we use a simple 2D midpoint-displacement generated cloud m(p) that encompasses the image: H(p) = m(p) C H An example of this effect can be seen in Figure 6 . 
C. Relighting
Lighting conveys a strong sense of shape, and relighting an image can enhance the 3-D structure of the objects in the scene as well convey information about shape or features [1] . Many techniques have tried to estimate the inherent reflectance of objects in a scene independent of scene lighting-a so-called intrinsic image [4] -including for example the work of [12] , [27] . This problem is inherently an underdetermined one, and separating these conflated elements requires prior knowledge, (which might not be available) or assumptions (which may not be correct). Other methods such as the classic shape-from-shading method [9] attempt to reconstruct the surface geometry of a scene (particularly the surface normals), though again they must make constraining assumptions [21] , [28] .
Given a set of images that have each been lit from a different lighting direction, it is possible to use ratios of images to relight an image [24] , [26] . We also use ratios to relight our images, but rather than using sets of images under varying lighting, we instead use the computed surface normals and assume the scene was lit by one or more userspecified light sources. We use a diffuse lighting model that assumes no shadowing, a user-positioned approximate location for an original lighting source (or multiple sources), and a user-specified new light (or, again, multiple lights). Our method does not require explicitly solving for an intrinsic image, though Lee et al. [16] showed recently that having depth information can assist with its extraction, and one part of our process can be considered an approximation of it. While our lighting model does not handle complex lighting, as Karsch et al. [12] demonstrate, and the assumptions of the model limit the physical accuracy of the resulting image, our required user interaction is much simpler and can still lead to desirable artistic effects. Examples of this interaction are shown in the supplementary video accompanying this paper.
A diffuse lighting model, found in any introductory graphics text, can be written as the sum of two lighting components, one for the diffused direct light and one for the ambient light in the scene: (6) where R(p denotes the surface reflectance at point p, S d and C d denote the strength and color respective of a lighting source coming from direction L, and S a and C a similarly denote the strength and color of the ambient light. Suppose that the same scene is lit by a different point light source with direction L of the same strength and color to produce a new image I . We can write the ratio of the relit image I to the original image I as
Canceling out the unknown (but assumed non-zero) surface reflectance R(p) and rearranging:
We may thus write the new image in terms of the original one given our calculated surface normals and the userspecified estimates of the lighting directions and parameters, independent of the original surface reflection, by modulating the original image by the fractional quantity in Eq. 8. (If we replace the numerator in the fraction by 1, the righthand side is an approximation of the intrinsic image.) If we allow the user to also vary the strength and color of the new ambient light and point light sources (S a , C a , S d , and C d respectively),
The normal maps produced during depth acquisition can often be flatter than desired, thus producing only subtle changes when relighting. In order to increase the contrast of the normal map, a global adjustment of the normals is produced by increasing the distance of each normal to the front-facing normal, n 0 = (0, 0, 1):
The adjustment strength α allows the user to choose a desirable contrast for the normal map. Using these enhanced-contrast normals, our relighting thus becomes
Finally, we generalize this relighting to multiple original light sources and multiple new light sources: Fig. 7 shows different results based on Eq. 12.
D. Depth-of-Field
Depth-of-field effects can be used to control which objects receive the viewer's attention. An example of this is given in both Figures 1 and 2c . While many have suggested adding depth-of-field to an image after it has been captured, most methods either lack portability, availability, or are too expensive for the average consumer [3] , [8] , [17] - [20] , [22] , [23] , [29] .
One could use a circle of confusion map to create the depth-of-field image using methods such as [13] , but we instead use dynamic light field generation similar to the methods of [30] and [31] because these works use disparity directly to compute the light fields, and thus it is well-suited to a stereo pair of images. Yu et al. [30] used depth to dynamically generate the light field on using GPU architecture, yet their solution required the depth information to be known beforehand. Yu et al. [31] used disparity directly calculated from a stereo pair to dynamically generate the light field for the depth-of-field reconstruction. One disadvantage of [30] and [31] is that they only use one image in the depth-of-field reconstruction. We improve the method by generating two light fields for each image, borrowing rays from the other camera's view where one view is lacking, as displayed in Figure 8a . The secondary light field comes from the opposite view's disparity map and is generated as seen from the primary reference view. For a more detailed discussion of light-field generation we refer the interested reader to [30] and [31] .
Depth-of-Field Generation: Both [30] and [31] discuss the difference between using an in-lens camera and outof-lens camera for generating the depth-of-field image. We focus, as do they, on using the out-of-lens camera.
Using an interface and notation similar to Sect. IV-A, suppose that the user has specified a point c with disparity d(c) as a point to be in focus. The out-of-lens light field 
where attenuation term, cos 4 φ, is calculated as
. In both [30] and [31] , when constructing the depth-offield image, the authors note that any holes in the light field are ignored and just not accounted for in the final image [30] . A significant improvement in our method is that the (s, t) values are generated on the fly within the size of the current aperture rather than over a predetermined area and then selected from within a changing aperture, producing fewer holes in the final light fields. We also use the added contextual information of the secondary view in the stereo pair to fill in holes where the primary light field is lacking (mainly at occlusion boundaries). An illustration of the difference is shown in Figure 8 .
Thus, Equation 13 is augmented to use the secondary light field, L out :
where V. DEPTH-AWARE PIPELINE To allow users to combine multiple effects, we use an image rendering pipeline that models the order in which these effects would occur physically during light transport and acquisition. Specifically, we apply the effects in the following order: image relighting (based on position and properties of the light source(s)), highlighted depth of field (based on the amount of light falling on various depths in the scene), haze (introduced as the light travels to the camera), and depth of field (as the camera acquires the image).
Our system simplifies the process of generating any combination of effects by allowing out-of-order edits to be rendered in the correct order. Once users apply the desired effects, they can selectively turn off effects, turn on effects, or adjust the parameters of an effect without having to reapply the others-in this way the pipeline serves the same purpose as effects layers in common image-editing software. Modeling the order of the effects in the order in which they occur physically allows us to correctly apply them in sequence as the parameters of individual effects change.
An example of this pipeline can be seen in Figure 9 . We allow a user to modify any effect and give real-time visual feedback as rendered in the depth-aware pipeline.
VI. RESULTS
All effects are performed in real-time on an Intel i7 host CPU and an NVidia GTX 480. Our implementation of PatchMatch stereo is performed using GPU computing in order to speed up the stereo correspondence. We can acquire reasonable disparity and normal maps for our effects in both the left and right images on 1080p (2MP) images in two minutes, using the bilateral-upsampling technique discussed in [31] . All effects are performed using fragment shaders in order to achieve real-time WYSIWYG feedback with the exception of depth-of-field, which is also real-time but implemented using general-purpose GPU computing technology to speed up the light field generation and depthof-field calculation. The results of each effect are shown in Figures 11 through 14 .
If our depth acquisition has any mistakes those will propagate to the effects, as shown in Figure 10 . For the depthof-field effect, mistakes in the secondary view's disparity are magnified when it is warped into the primary view. Thus, forward warping the secondary image to generate an additional light field for the primary view can propagate minor artifacts when generating depth-of-field around the border of objects out-of-focus. Such failures often occur in featureless or ambiguously matching areas of the image. Some stereo algorithms use global alignment methods to fill in in textureless areas [5] , [25] , which could be used in combination with our incremental solution to PatchMatch stereo. Additionally, a method that allows the user to easily and interactively correct disparity mistakes (without requiring them to understand the underlying complexities) could help with this and similar stereo-image-editing problems.
Our relighting system is entirely dependent on the quality of the calculated normals, which if incorrect, can create unwanted artifacts. Ideally, a more precise method of calculating normals to avoid over-smoothing is desirable. An additional limitation with our current relighting method is the reliance on a diffuse, shadow-free model. For future work it would be beneficial to include a full lighting model complete with de-shadowing, shadowing, and other complex lighting effects. 
VII. CONCLUSION
Using consumer-grade cameras to capture stereo images, we offer a method of editing images to enhance 3-D structure, making objects appear to visually "pop", and allow control over the viewer's attention. We have introduced four novel contributions. First, we provide a solution for improving the PatchMatch Stereo algorithm to extract smooth normal fields and perform better hole-filling. Second, we introduce the methods for generating the depth-aware effects presented here: highlighted depth-of-field, haze, depth of field, and relighting. Third, all of the effects are applied in image space, as we require no 3-D reconstruction or rerendering of a scene model for any of the effects. Finally, we present a method for combining multiple effects in a physically realistic pipeline, which allows users to add, remove, or edit effects without having to reapply others.
