We introduce the multivariate decomposition finite element method (MDFEM) for solving elliptic PDEs with uniform random diffusion coefficients. We show that the MDFEM can be used to reduce the computational complexity of estimating the expected value of a linear functional of the solution of the PDE. The proposed algorithm combines the multivariate decomposition method (MDM), to compute infinite dimensional integrals, with the finite element method (FEM), to solve different instances of the PDE. The strategy of the MDFEM is to decompose the infinite-dimensional problem into multiple finite-dimensional ones which lends itself to easier parallelization than to solve a single large dimensional problem. As a first contribution we adjust the analysis of the multivariate decomposition method to incorporate the log-factor which may or may not appear in error bounds for multivariate quadrature, i.e., cubature, methods; as this is needed for our analysis. For the further analysis we specialize the cubature methods to be two types of quasi-Monte Carlo (QMC) rules, being digitally shifted polynomial lattice rules and higher-order polynomial lattice rules. The second and main contribution then presents a bound on the error of the MDFEM and shows higherorder convergence w.r.t. the total computational cost in case of the higher-order polynomial lattice rules in combination with a higher-order finite element method.
Problem setting
In this paper we propose and theoretically analyze the application of the multivariate decomposition method (MDM) combined with the finite element method (FEM) to a class of elliptic PDEs with random diffusion coefficients. We call the fusion of the two techniques the multivariate decomposition finite element method or MDFEM in short. Particularly, we consider a parametric elliptic Dirichlet problem −∇ · (a(x, y) ∇u(x, y)) = f (x), for x ∈ D,
with zero boundary condition, for a domain D ⊂ R d , where usually d = 1, 2 or 3, and the gradient operator ∇ is taken with respect to x. The parametric diffusion coefficient a is assumed to depend linearly on the parameters y j as follows a(x, y) = a 0 (x) + j≥1 y j φ j (x), y j ∈ Ω := − for x ∈ D and the parameter vector y is distributed with the uniform probability measure on Ω N . Here, a 0 is the mean field of a and the fluctuations {φ j } j≥1 are given functions. The weak (or variational) formulation of problem (1) is to find for given y ∈ Ω N the solution u(·, y) ∈ V := H 
Our goal is to compute the expected value w.r.t. the parameter vector y ∈ Ω N of a functional of the solution u of the PDE (1) . That is, given a bounded linear functional G : V → R, we wish to compute the following integral
with dµ(y) := j≥1 dy j . This is an infinite-dimensional integral. Infinite-dimensional integration has been studied in a number of recent papers, see, e.g., [9, 14, 10, 11, 18, 21, 20, 31, 27, 35, 24, 15] . Three kinds of algorithms have been introduced: single-level, multi-level and MDM, which is based on the earlier changing dimension algorithm. For an overview of single-, multi-level and the changing dimension algorithm we refer to [14, Section 7] and references therein. In this paper we will consider the recently developed MDM. The crucial idea of the MDM algorithm is to decompose the infinite-variate function into an infinite summation of functions depending only on a finite number of variables. This infinite summation is then truncated into a summation over a finite, so-called active set (of sets), and the infinite-dimensional integral is then wrapped into the sum and replaced by a specialized cubature rule in each case. The active set and cubature rules are constructed in order to achieve an approximation up to a requested error while minimizing the computational cost. Particularly, to decompose the functions we will use the anchored decomposition method, see, e.g., [32] . We will show that each of the decomposed functions belong to an anchored reproducing kernel Hilbert space for which there exist (higher-order) deterministic or randomized quasi Monte-Carlo rules that will be used as cubature rules in the MDM algorithm.
In order to approximate the infinite-dimensional integral (3) it is necessary to approximate the solution u. We use a FEM for this approximation. Therefore, a spatial discretization error is added to the total error and the computational cost is now more expensive including the cost of the FEM compared to just approximating an infinite-dimensional integral of a given function. Based on an a priori error bound, the parameters of the MDFEM are chosen in order to achieve a prescribed accuracy by minimizing the computational work. We prove in Theorem 3 a combined error bound for the MDFEM which achieves higher-oder convergence w.r.t. the total computational cost in case of higher-order QMC rules in combination with higher-order FEM methods.
In our analysis the anchored decomposition of G(u(x, y)) with respect to the parametric variables y belongs to an infinite-variate weighted anchored reproducing kernel Hilbert space. We find that under the condition of pointwise summability of the sequence {|φ j |} j≥1 , i.e., forthcoming condition (5) , exploiting the regularity of the solution u with respect to y the weights which appear in the MDM analysis are product weights.
Under the assumption that the diffusion coefficient a is bounded away from zero and infinity, uniformly in the parametric parameter y, the Lax-Milgram lemma ensures the existence and uniqueness of the solution u of the weak problem (2) in V . This leads us to make the following conditions on a 0 and {φ j } j≥1 . We require that a 0 ∈ L ∞ (D) and ess inf x∈D a 0 (x) > 0.
Furthermore, we require the existence of a real-valued sequence {b j } j≥1 , with 0 < b j ≤ 1 for all j, and a constant κ ∈ (0, 1) such that
for some α ∈ N. To state our main result, Theorem 3, we further need
for some p * ∈ (0, 1). These assumptions are standard and a similar restriction on κ to obtain higher-order convergence was, e.g., also used in [1, 23, 25] .
The condition (4) provides two constants 0 < a 0,min ≤ a 0,max < ∞ such that for a.e. x ∈ D a 0,min ≤ a 0 (x) ≤ a 0,max .
This together with (5) implies that for a.e. x ∈ D and any y ∈ Ω N = [−1/2, 1/2] N a(x, y) ≥ a 0 (x) − 1 2 j≥1 |φ j (x)| ≥ (1 − κ) a 0 (x) ≥ (1 − κ) a 0,min > 0
and a(x, y) ≤ a 0 (x) + 1 2 j≥1 |φ j (x)| ≤ (1 + κ) a 0 (x) < (1 + κ) a 0,max < ∞.
Thus, due to the Lax-Milgram lemma, for all f ∈ V * and any y ∈ Ω N there exists a unique solution u(·, y) ∈ V of the weak problem (2) and this solution is uniformly bounded with respect to y, see also [29, Theorem 3.1] and the references therein, that is, for any y ∈ Ω N we have
The specific form of condition (5) was stated in [3] and widely considered in [2, 1, 17, 16, 25] to benefit from the possible local support of the basis functions {φ j } j≥1 . Let us illustrate this and assume for the moment that the {φ j } j≥1 are a system of wavelets obtained by scaling and translation from a finite number of mother wavelets, as was considered in [30, 3, 2, 17, 16, 25] , i.e.,
where ℓ indicates the scale level, k indicates the location of a level-ℓ wavelet in D and J ℓ denotes the set of all location indices at level ℓ. In what follows we now identify the index j with the corresponding tuple (ℓ, k). The diffusion coefficient is then represented in the form
Under the reasonable assumption that the wavelet system has at most η overlapping basis functions at each level ℓ we can choose the sequence {b ℓ,k } explicitly as follows, for some c δ > 0,
i.e., we can basically take the b ℓ,k to be proportional to φ ℓ,k L ∞ (D) . It then follows from the finite support and finite overlap of η functions on each level that
If {φ j } j≥1 are pointwise normalized such that for some positive constants σ andα
and there exists a fixed ordering of the wavelets from coarser to finer scale, that is, there exists a bijective mapping j :
Such ordering guarantees (5) is used to establish an estimation on the mixed derivatives of the solution u with respect to the parameter y, see Proposition 4. This estimation might follow from the result of [3, 17] , but in this paper we provide a different proof strategy which is inspired by [1, 25] . The proposed proof is simpler because we avoid defining a so called auxiliary problem as in [3, Proof of Theorem 3.1] and [17, Section 4] , and work directly on the given PDEs. However, in order to receive simpler weights in the construction of the MDFEM active set, see (74), we impose the additional condition κ < 1/(2α + 1) in Lemma 2, a similar restriction on κ was also used in [1, 23, 25] .
In [3, 17] it is shown that the locality of the system {φ j } j≥1 plays an important role in the representation of the diffusion coefficient. Firstly, [3] shows that it leads to improve the convergence rate of best n-term approximation in the sense that, with the same decay of φ j L∞(D) as j → ∞, representing the diffusion coefficient using a locally supported system {φ j } j≥1 gives a convergence rate of one half order higher than when using a globally supported system. Secondly, in [17] the locality of the system {φ j } j≥1 leads to product weights in the analysis of the cubature rules, which in turn enables to reduce the computational cost of constructing good QMC cubature rules. Particularly, it was shown that if {b j } j≥1 is ℓ p * summable for some p * ∈ (0, 2] using randomly shifted lattice rules or interlaced polynomial lattice rules combined with the FEM will guarantee a cubature error of order N −1/p * with N the number of cubature nodes. In contrast, the weights used to construct good QMC rules in, e.g., [29, 12] , are product and order dependent weights (POD) and incur a higher construction cost.
We introduce some standard notations for the needed function spaces on the physical domain. Let N := {1, 2, . . .} and N 0 := {0, 1, 2, . . .}. For any m ∈ N, the classical Sobolev space
consists of all functions having weak derivatives of order less than or equal to m in L 2 (D), 
Note that this is a norm due to the boundary condition. For m = 1 we define a separate symbol
with norm given by
For any r > 0 with r / ∈ N we set r = [r] + {r}, with [r] the integer part of r and {r} the fractional part of r, we define Sobolev-Slobodeckij space H r (D) as the space of functions in H [r] (D) such that the following Slobodeckij semi-norm is finite
and with norm given by
, or roughly speaking the duality pairing is just the extension of the [36, Chapter 2.9] . In a similar fashion, for any real non-negative m we define another Sobolev space consisting of all functions having weak derivatives of order less than or equal to m in
The norm is given by
The outline of the rest of this paper is as follows. In Section 2 we give the key ideas of the MDFEM and describe the basic steps in the MDFEM algorithm. In Section 3 we introduce the general MDM for approximating infinite-dimensional integrals with the construction of the active set and cubature rules. We refine the analysis of [27] and consider more general function spaces for the integration problem and allow a more flexible form of the convergence rate such that we can easily plug in higher-order QMC rules later. In Section 4 we then specialize to our QMC rules and introduce the necessary function spaces applicable to our problem together with some key results of polynomial lattice rules that achieve first order and arbitrarily higherorder convergence rates. Section 5 considers the regularity of the solution u with respect to the parametric variable y. We obtain a bound on the norm of the functional G of the solution which we need for the error analysis. Finally in Section 7 we analyze the error of the MDFEM. Based on a priori error estimates, we construct the active set, the cubature rules and the finite element discretization steps for the MDFEM. We present our main result in this section, it is show in Theorem 3 that the computational cost to achieve an accuracy of order ǫ is of order ǫ −aMDM where a MDM is a parameter depending on the dimension of the physical domain d, the convergence rate of the FEM and the decay of the system {φ j } j≥1 . By comparing with a singlelevel method we show that the multivariate decomposition method ideas can be used to reduce the computational complexity. Section 8 presents some concluding remarks and suggest some ideas for future research.
In this paper P Q means there exists a constant C independent of all relevant parameters such that P ≤ CQ. Both the cardinality of a set and the ℓ 1 norm of a vector are denoted by | · | but it should be clear from the context whichever is meant.
Outline of the MDFEM
In this section we will first give some useful definitions and then introduce the main idea of the MDFEM. For any u ⊂ N, with |u| < ∞, let y u denote y such that (y) j = y j for j ∈ u and 0 otherwise, and let u(·, y u ) denote the u-projected solution of (1) with y = y u , that is, the solution of the problem:
where a(x, y u ) := a 0 (x)+ j∈u y j φ j (x). The variational formulation of the u-projected problem is to find for given y u the solution u(·,
To approximate the solution to the variational form for any y u we use the FEM. Let us define a finite dimensional subspace V h ⊂ V , where the h > 0 is to be specified below, but it should be understood that
We will solve the variational problem on V h . The finite element approximation of the variational formulation of the u-projected problem denoted by u h (·, y u ) is then to find for given y u the solution
More details about the subspace V h will be discussed in Section 6. The MDM strategy is to decompose the full solution u in the form
where the sum is over all finite subsets u ⊂ N, and
with the convention that u ∅ (·, y ∅ ) := u(·, 0). We want to stress that u u (·, y u ) and u(·, y u ) are different and we can only approximately evaluate u(·, y u ) directly by the FEM. Such decomposition of u is called the anchored decomposition with anchor at 0, whose definition enforces that u u (·, y u ) = 0 whenever y j = 0 for any j ∈ u. More interesting properties of the anchored decompositions can be found in [32] . Let u hu u (·, y u ) denote the finite element approximation of u u (·, y u ) obtained by summing up the FEM approximations u hu (x, y v ), i.e.,
Note that we use the same h u for all v ⊆ u to approximate u hu (x, y v ). Due to the linearity and boundedness of G, we have
Let us define
where Ω u := Ω |u| and dµ u (y u ) := j∈u dy j . Under some assumptions, which will be specified in Remark 5, the decomposition (15) is well-defined, moreover, we can interchange integral and sum to obtain
Given a desired error ǫ > 0, the MDFEM will decide which subsets u ⊂ N to include in the active set U(ǫ) to approximate the infinite MDM sum. Next, for each u ∈ U(ǫ) the integral of G(u u ) needs to be approximated. The integral is therefore replaced by a cubature formula using |u|-dimensional cubature nodes y (k) u , and for each such node we use (14) to sum up the FEM approximations to obtain u hu u (x, y (k) u ). More specifically, the MDFEM approximates (3) by
with
where {(w
k=0 are the cubature nodes and their respective weights for the cubature rule Q u,nu . For every u ∈ U(ǫ) the number of cubature nodes n u and the FEM discretization step h u are chosen to minimize the computational cost of the algorithm.
General MDM setting: infinite-dimensional integration
In this section we will introduce the MDM which is developed for computing integrals over an infinite-dimensional product region. We propose an improved error analysis in comparison to [27] . This allows us to consider integrals with respect to more general probability measures and apply higher-order quasi-Monte Carlo rules as cubature rules. We consider
where µ is the countable product of a one-dimensional probability measure over Ω, that is, dµ(y) := j≥1 µ( dy j ). A typical example is when Ω is bounded and µ is the uniform probability measure over Ω N as is the case in our problem setup where Ω = − . Another example is when Ω = R and µ is a Gaussian product measure over R N . The starting point of the MDM is that the integrand F is given as a sum of finite-variate functions
where the functions F u depend only on y u and belong to some tangible function space. In this paper each F u belongs to a reproducing kernel Hilbert space H(K u ) with reproducing kernel K u and norm denoted by · H(Ku) . Further, F belongs to an infinite-dimensional function space H γ,p with the following norm
for some p ≥ 1, and for p = ∞ we use the standard definition
The positive numbers γ u are called weights and indicate the importance of the different subspaces.
In this paper we restrict ourselves to the case when each H(K u ) is the |u|-fold tensor product of a one dimensional function space
where K is a one dimensional reproducing kernel for which
and the weights γ u are product weights given by
for a positive sequence {γ j } j≥1 . We define the product over the empty set to equal 1. Let q ≥ 1 be the Hölder-conjugate of p such that
We also assume that
for some p * ∈ (0, q). The following result, which is modified from [27, Lemma 10], will be used in the further part.
Proof. We have
The result follows from the ratio test: (19) we note that the integration functional on H(K u ) is bounded since for every F u ∈ H(K u ), using the reproducing property of H(K u ) and the Cauchy-Schwarz inequality, we have
We know that if
then applying Fubini's theorem we can interchange integral and sum to obtain
This means that we can separate I(F ) into the sum of finite dimensional integrals. Using (20) and Hölder's inequality we have
In our setting, the infinite-variate function F belongs to H γ,p , i.e., F Hγ,p < ∞. So we are left with showing that |u|<∞ (γ u M u ) q < ∞ which is satisfied since {γ j } j≥1 ∈ ℓ p * (N) ⊂ ℓ q (N) and Lemma 1.
For each subspace H(K u ) we now need a cubature rule
k=0 are the cubature nodes and their respective weights. Without having specified the space yet, we will assume the cubature rule can achieve a convergence rate λ for
where C u,λ is a positive constant that might depend on u and λ.
Note that this is a typical error bound for cubatures in a dominating mixed smoothness Sobolev function space, see, e.g., [6, 28, 14, 10, 27, 26] , and references therein, the main rate can be sometimes stated independent of the number of dimensions, in addition, it should be clear that also sparse grid cubatures fit this form.
The following result is our error bound for the MDM for infinite-dimensional integration and is slightly modified from [26, Section 4.1] to allow a wider class of cubature rules with more general convergence rates. The specific form of ln(n u )/|u| in (26) will be of use later on (see also the comment inside of the proof). Proposition 1. Let F belong to the function space H γ,p with 1 ≤ p ≤ ∞ and norm (17) or (18), and {γ j } j≥1 ∈ ℓ p * (N) for some p * ∈ (0, q] with
If, for a given requested error tolerance ǫ > 0, the active set U(ǫ) is constructed such that
and for all u ∈ U(ǫ) the numbers n u are chosen such that
then it holds for the MDM algorithm
based on cubature rules (22) with convergence rate of order λ of the form (23) that
Proof. The error of the MDM algorithm is split into two terms
Using similar arguments as in (21) we have
Moreover, using Hölder's inequality we have
Note that the extraction of 1/|u| qλ1|u| off the sum as in (29) is different from [26, Section 4.1] and essential for reducing the fast increasing of the logarithm terms (ln(n u )) qλ1|u| , see (36) and (37) below for further details. Finally, combining (27) , (28), (29) and the way we construct the active set (24) and cubature rules (25) we have
which is the result.
We define the cost of the MDM algorithm to be
where £(u) is the cost of evaluating F u (y u ) for any y u ∈ Ω u . Note that we restrict our study to the case when £(u) depends only on the cardinality of u.
Construction of the active set
For any ς ∈ (1, q/p * ] we define the active set as
where |v|<∞ (γ v M v ) q/ς < ∞ which follows from Lemma 1. As a result, we receive
as required in (24) .
The following proposition which is adjusted from [37, Theorem 2] shows that the cardinality of the active set is polynomial in 1/ǫ. Proposition 2. Given γ u = j∈u γ j with {γ j } ∈ ℓ p * (N) for some p * ∈ (0, q), and with M u = M |u| , then for any ǫ > 0, ς ∈ (1, q/p * ], and U(ǫ, ς) as defined in (31), it holds
Moreover, from (31) we have
and the above inequality im-
, which is the first claim. The second claim follows from the fact that |u|<∞ (γ u M u ) q/ς < ∞ which in turn follows from Lemma 1. Remark 1. This proposition states that the cardinality of the active set is of order ǫ −q/(ς−1) so for a fixed q the parameter ς should be chosen as large as possible if the aim is to achieve a small active set, i.e., ς = q/p * . (However, aiming for the smallest active set does not necessarily result in the smallest computational cost.)
The following proposition modified from [35, Lemma 1] asserts that the active set only consists of functions depending on a low number of variables.
Proof. Since {γ j } j≥1 ∈ ℓ p * (N) there exist two constants η > 0 and β > 1/p * such that γ j ≤ ηj −β . From the definition of the active set (31) and
.
This implies
. Using Stirling's inequality, n e n ≤ n!, this leads to
This in turn implies
, where W(·) is the Lambert-W function. Due to the fact that lim x→+∞ ln(x)/W (x) = 1 the last inequality implies the needed claim.
Remark 2. An algorithm for explicitly constructing the active set U(ǫ, ς) with a special case of product weights γ u , that is, when γ u = j∈uc /j a wherec and a are positive constants, can be found in [19] .
Construction of the MDM cubature rules
The key idea of the MDM algorithm is to construct cubature rules Q u,nu for all u ∈ U(ǫ, ς) such that the computational cost (30) is minimized with respect to n u under the constraint (25) . The optimization problem is of the form
This constrained minimization problem is then solved approximately using the Lagrange multiplier method which leads to choose
where k u is given by
For the special choice of q = 1 and λ 1 = 0 this agrees with the derivation in [27] . Finally, combining the construction of the active set and cubature rules leads to our main result on the convergence of the MDM for infinite-dimensional integration in the next theorem. A similar result was stated in [10, Theorem 7] for the changing-dimension algorithm, but again, here we make use of (26) to accommodate using the MDM with cubature rules having more general convergence rates which will be necessary to state our following results.
Theorem 1. Let F belong to the function space H γ,p with 1 ≤ p ≤ ∞ and norm (17) or (18), and {γ j } j≥1 ∈ ℓ p * (N) for some p * ∈ (0, q) with
If, for a given requested error tolerance ǫ > 0, the active set U(ǫ, ς) is constructed as in (31) for any ς ∈ (1, q/p * ], and for all u ∈ U(ǫ, ς) the numbers n u are chosen as in (32), then it holds for the MDM algorithm,
based on cubature rules (22) with convergence of the form (23) of order λ ∈ (0, 1/p * − 1/q] and λ 1 < λ + 1/q and where the constant C u,λ is at most exponential in |u| that
is at most exponential in |u|, then the computational cost is bounded by
Proof. Assume that ǫ is small enough such that k u ≥ 1/2. From (32) we then have n u ≤ 2k u and we can write
The sum in the above equation is uniformly bounded for all ǫ > 0 since
is finite provided £(u) and C u,λ are at most exponential in |u|, and applying the result of Lemma 1, from which the conditions λ 1 q/(qλ + 1) < 1, or equivalently λ 1 < λ + 1/q, and q/(qλ + 1) ≥ p * , or equivalently λ ≤ 1/p * − 1/q follow. We can now write
Using b = a ln(b)/ ln(a) we have
Using the technique developed in [35, page 513] , since the function f (x) = x ln(1/x) increases for any x > 0, using (35) and Proposition 3 we have for ǫ → 0
Applying (36) and (37) the first claim follows. Using (33), the computational cost (30) can be bounded as
As in (34) the sum in the last line is uniformly bounded and we can write for ǫ → 0
which is the second claim.
Remark 3. We close this section with some remarks on Theorem 1. Since δ(ǫ) = o(1) as ǫ → 0 this theorem implies that
for any 0 < λ ≤ 1/p * − 1/q. In other words, the error of the MDM algorithm achieves the convergence rate (in term of error versus computational cost) arbitrarily close to the convergence rate of the used cubature rules, which could be higher order, but is restricted to be smaller or equal than 1/p * − 1/q. Yet in other words, the convergence rate of the MDM is governed by the way we measure the norm of F via the parameter p, and the sparsity of the sequence {γ j } j≥1 via the parameter p * . This concept of sparsity is what is used in the literature on best n-term approximation where Stechkin's lemma implies the same convergence rate of order 1/p * − 1/q with 1/p + 1/q = 1, that is, of order 1/p * − 1/2 if we measure the norm of the error in p = 2 and of order 1/p * − 1 in p = ∞, see, e.g., [8] .
Polynomial lattice rules
In this section we will introduce a reproducing kernel Hilbert space which is suitable for the MDM setting together with polynomial lattice rules which will be used as cubature rules in the MDM algorithm. We will consider two classes of optimal quasi-Monte Carlo rules: randomly digitally shifted polynomial lattice rules and (deterministic) higher-order polynomial lattice rules.
Here we will only provide some key results and refer to [13, 5, 10] for more details. For clarity we explicitly write − 
Reproducing kernel Hilbert space
Let α ≥ 1 be an integer. We first consider the one-dimensional reproducing kernel for α smooth functions anchored at 0 over − (t−x)
where (x − t) + := max(x − t, 0) and (x − t) 0 + := ½ x>t , and for α = 1 the empty sum α−1 r=1 is defined as 0. The inner product of the corresponding reproducing kernel Hilbert space H(K α ) is given by
with the norm · H(Kα) := ·, · H(Kα ) . Note that all functions in the considered function space satisfy F (0) = 0.
For multivariate functions, we assume that F u belongs to an anchored reproducing kernel Hilbert space H(K α,u ) which is a tensor product function space with the reproducing kernel defined by
|u| . The corresponding norm will be given by
where (α v , τ u\v ) denotes a combination of two sets, i.e., (α v , τ u\v ) := ω u with ω j = α for j ∈ v and ω j = τ j for j ∈ u \ v. We denote partial derivatives by ∂ .
It is clear that the function space H(K α,u ) consists of functions with square integrable mixed partial derivatives up to order α in each variable, which is a type of Sobolev function space. Thus, for simplicity in the further part we will denote H(K α ) and H(K α,u ) by H α and H α,u , respectively.
For the function space H α there exists a constant M such that (19) is satisfied. Indeed, we have
, where I 0 (·) is the modified Bessel function of the first kind. Thus, we can choose
Polynomial lattice rules
To be able to state convergence results of polynomial lattice rules in the space just defined we need to introduce some necessary definitions. Let Z 2 [χ −1 ] denote the field of formal Laurent series w over a finite field Z 2 of the form
with all coefficients w i taking values in Z 2 and ℓ being an integer. Further, let Z 2 [χ] denote the set of all polynomials over Z 2 . Given a non-negative integer n, let us define a mapping from
A non-negative integer k such that 0 ≤ k < 2 m with the binary expansion k = k 0 + k 1 2 + · · · + k m−1 2 m−1 will be identified with the polynomial k(χ)
Definition 1. Let m, n and s be positive integers. Let p ∈ Z 2 [χ] be an irreducible polynomial such that deg(p) = n and let q = (q 1 , . . . , q s ) ∈ G s n with
A polynomial lattice point set P p,m,n,s (q) is a point set of 2 m points
Let us define the digital shifted operator ⊕. For x, y ∈ [0, 1) with their binary expansions: + . . . . For vectors x and y the digital shifted operator ⊕ is defined component-wise. For a point set P = {y 1 , y 2 , . . . , y n } and δ ∈ [0, 1) s being chosen randomly the point set P δ := {y 1 ⊕ δ, y 2 ⊕ δ, . . . , y n ⊕ δ} is called the randomly digitally shifted point set. Quasi-Monte Carlo rules using polynomial lattice point sets and randomly digitally shifted polynomial lattice point sets are called polynomial lattice rules and randomly digitally shifted polynomial lattice rules, respectively.
We consider a |u|-dimensional integral of the form
This integral is approximated by
where δ u ∈ [0, 1) |u| are random shifts, and {y
|u| are cubature nodes of randomly digitally shifted polynomial lattice rules and polynomial lattice rules, respectively. Here we shift the coordinates by Let us define the mean square error over all possible digital shifts
The following result is modified from [ Theorem 2. Let F u belong to function space H α,u .
• For α = 1 and any m ∈ N there exists a randomly digitally shifted polynomial lattice rule P δu p,m,m,|u| (q) over the finite field Z 2 with modulus p of degree m and generating vector q ∈ G |u| m with n u = 2 m points such that it holds for the root-mean square error over all possible digital shifts
where the constant is given by
, if 1 2 < λ < 1.
• For α ≥ 2 being an integer and any m ∈ N there exists a higher-order polynomial lattice rule P p,m,αm,|u| (q) over the finite field Z 2 with modulus p of degree αm and generating vector q ∈ G |u| αm with n u = 2 m points such that it holds
The vector q can be constructed component by component with a cost of O(α|u|n α u ln n u ) operators using O(n α u ) memory, we refer to [4, 5, 34] for more details.
Parametric regularity of the PDE solution
In this section we discuss bounds on derivatives with respect to the parametric variables y of the solution u. This is a key ingredient to show how the "sparsity" of the random field can be used to determine the regularity of the integrand function.
We first define the space H α,u (Ω u ; V ) which is the Bochner version of the space H α,u given in Section 4 with the norm
where u(·, · u ) denotes the u-projected solution defined in (12) and we use the same notations as in (40). We show that there exists a bound for this norm depending on the sequence {b j } j≥1 given in (5) . Thanks to that result we then receive an estimation for the norm of G(u u ), that is, G(u u ) Hα,u , which is used for the construction of the MDFEM algorithm.
To simplify further notation, we introduce the definition
which depends on y through both v and a. Applying (7) it is easy to see that
We take v(x) = u(x, y) in (2) to obtain
Using the Cauchy-Schwarz inequality this leads to
Therefore, applying (45) yields
This will be used in the following result.
be such that ess inf a 0 > 0, and there exists a sequence {b j } j≥1 with 0 < b j ≤ 1 for all j, and a positive constant κ ∈ (0, 1) such that
Then for any α ∈ N, f ∈ V * , y ∈ Ω N and any k ∈ N 0 it holds
, where the sum is over ν ∈ N N 0 having only a finite number of nonzero indices, and we define b ν := j≥1 b νj j . Proof. We prove this result by induction on ν. For ν = 0 this is (9) . For |ν| ≥ 1 it is well-known that for any y ∈ Ω N , see, e.g., [7, 26] ,
Using (47) and then applying the Cauchy-Schwarz inequality to the sum over j we get
Again applying the Cauchy-Schwarz inequality to the sum over ν and to the integral over D we have
Due to the fact that
we write, for the first factor in (48),
Moreover, for the second factor in (48),
For any y ∈ Ω N applying (7) we have
Inserting (49), (50) and (51) into (48) we have
, and therefore
Using induction on ν we obtain
Applying estimations (45) and (46) then implies
, which completes the proof.
Lemma 2. For any α ∈ N, u ⊂ N and any y u ∈ Ω u under the conditions of Proposition 4 with
where C κ,α is a constant defined in (52).
Proof. It follows from Proposition 4 that
Thus,
and therefore since 0 < b j ≤ 1 for all j νu∈{1:α} |u|
which is the claim.
Lemma 3. For any α ∈ N and any u ⊂ N under the conditions of Lemma 2 it holds
Proof. By the definition (44) it is easy to see that
Applying the result of Lemma 2 and taking the square root of the obtained inequality gives the claim.
Now we need the relation between the norms of the decomposed solution and the u-projected solution.
Lemma 4. For any α ∈ N and any u ⊂ N it holds u u Hα,u(Ωu;V ) = u(·, · u ) Hα,u(Ωu;V ) .
Proof. Using (13) we have for any ω u ∈ N |u| and any
where we use the fact that the partial derivative ∂ ωu yu u(·, · v ) (·, y u ) = 0 for all v ⊂ u, thus, the only surviving terms in the sum are those for which v = u. Using the definition of the Bochner norm (44) and (53) we have
Hα,u(Ωu;V ) , from which the result follows.
Lemma 5. For any G ∈ V * , u ⊂ N and any α ∈ N under the conditions of Lemma 2 it holds
Proof. Due to the linearity and boundedness of G for any ω u ∈ N |u| and y u ∈ Ω u , we have, see also [26, (6. 3)],
Thus, using the above inequality and by the definition of the norm as in (44) it yields
Using the result of Lemma 3 and Lemma 4 into the above inequality we get the needed claim.
Remark 4. Since the arguments in Lemma 3, Lemma 4 and Lemma 5 stand on the weak formulation which is satisfied when V is replaced by V h ⊂ V the results hold true when the exact solution u is replaced by its approximated solution u h with the constants independent of h. This argument is commonly used, see, e.g., [22, 26, 25] .
Finite element discretization
In this section we briefly present the finite element method and its error. The idea of the finite element method is to introduce a finite dimensional subspace V h ⊂ V and solve the variational problem (2) on V h . Specifically, the domain D is partitioned into elements, e.g., subintervals, triangles or tetrahedrons with meshwidth h > 0 and V h is a set of polynomials that are defined piecewise on these elements and are globally continuous. The dimension of V h denoted by M h := dim(V h ), is of order h −d , with d denoting the spatial dimension, and thus usually d ≤ 3. In order to analyze the convergence rate of the finite element approximation we need to impose the following assumptions. For simplicity we only consider the case when the domain D satisfies:
d is a convex and bounded polyhedron.
Moreover,
for some real parameters t ≥ 0 and t ′ ≥ 0. In the case 0 ≤ t, t ′ ≤ 1 we need the following condition on a 0 and {φ j } j≥1 :
Under these assumptions it was proven in [29, Theorem 7.1 and 7.2] that: for any y ∈ Ω N , the finite element approximation u h (·, y) satisfies the following asymptotic convergence
and furthermore for any
as h → 0 where τ := t + t ′ , C ′ and C are constants independent of h and y. In the case t, t ′ > 1, that is, when f and G have extra regularity, we need a stronger assumption than (56). More specifically, let W t0,∞ K (D), for some real positive parameter t 0 such that t, t ′ ≤ t 0 (t 0 := max{t, t ′ }), denote the weighted Sobolev space of Kondrat'ev type over D, defined in [33, (2. 3)] and [2, (4.44)]. We then require
Using higher-order FEMs it is then possible to achieve a "higher-order" error bounds as in (57) and (58) but now for 1 < t, t ′ ≤ t 0 . For more details we refer to [26] and [33, Assumption 4.1 and the proof of Lemma 4.1].
Error and cost analysis of MDFEM: proof of main result
In this section we give the main result of this paper which follows in Theorem 3.
Deterministic error bound
In this section we analyze the error of the MDFEM using deterministic cubature rules, more specifically, using higher-order polynomial lattice rules. The finite elements approximation and cubature point sets will be chosen based on the obtained a priori error estimation. The error of the MDFEM will be split into three terms
which we will all bound individually. The first term is the truncation error which occurs when we truncate the infinite summation into a finite summation over U(ǫ). The second term is the spatial discretization error which can be estimated using (58) with an adaption to the decomposed solution. The last term is the cubature error, which will be estimated using Theorem 2. More specifically, for α ∈ N, which will be determined in the further part, using Hölder's inequality and the technique as in (21) the truncation error can be bounded as
where M u = M |u| with M given in (41). The spatial discretization error can be bounded as
Moreover, using (13) , the linearity of G and (58) we have for any
Hence, we have
where
Provided that we use higher-order polynomial lattices rules with convergence of the form (43) and convergence rate λ the cubature error is bounded as
where C u,λ = C |u|λ α,λ with C α,λ defined in Theorem 2. Combining (61), (62) and (63) we receive a bound for the total error. To avoid technical difficulties in the further part we consider only the case when p = ∞ and q = 1 and obtain
and
Randomized error bound
We will discuss the case when randomly digitally shifted polynomial lattice rules giving a convergence as in (42) are used as cubature rules in the MDFEM. Let us define the total mean square error over all {δ u } u∈U(ǫ) random shifts which we denote by
Since the estimators are unbiased, i.e., E δu Q δu u,nu (·) = I u (·), it follows that
Using the same argument as in (61), (62) and (63) we receive
where C u,λ = 2 λ C |u|λ 1,λ with C 1,λ defined in Theorem 2, and in the last inequality we use
2 , for a, b ≥ 0.
Choosing the weight parameters γ u
For both (64) and (67), the deterministic and randomized error bound, we need to choose
defined in (65) and (66) are finite. Applying Lemma 5 we have
which is finite provided that for all j
Using the same argument as in Remark 4 such sequence {γ j } j≥1 also guarantees that
is finite. Thus, using the boundedness of
into (64) and (67) leads to the following result.
Proposition 5. Let ǫ > 0 and {γ j } j≥1 be given as in (68).
1. If the cubature rules used in the MDFEM are higher-order polynomial lattice rules then it holds
where C u,λ = C |u|λ α,λ with C α,λ defined in Theorem 2. 2. If the cubature rules used in the MDFEM are randomly digitally shifted polynomial lattice rules then it holds
where C u,λ = 2 λ C |u|λ 1,λ with C 1,λ defined in Theorem 2. Remark 5. Under the conditions (4), (5) and (6) the decomposition (15) , that is,
is well-defined, i.e., for any y ∈ Ω N and any
Indeed, using the reproducing property of H α,u and the Cauchy-Schwarz inequality we have
The first term is finite due to the way we choose γ j as in (68), that is, γ j = b j for all j. For the second term we have
where M u = M |u| with M given as in (41). Applying Lemma 1 we have |u|<∞ γ u M u < ∞, which implies the needed claim. Note that we need to demand p * ≤ 1 to apply Lemma 1 here.
Computational cost
Now we study the computational cost of the proposed method. (14) it is easy to see that for each u there are at most 2 |u| terms in the expansion of u hu u (·, y u ) so the cost of evaluating G(u hu u (·, y u )) is bounded by 2 |u| times the cost of evaluating G(u hu (·, y u )), i.e., is bounded by O h −d u 2 |u| |u| . As a result, the total computational cost of the MDFEM is given by
To simplify further notation let us denote £ u := 2 |u| |u|, now, we can simply write
The key idea of the MDFEM is to first construct the active set U(ǫ) such that
and then for every u ∈ U(ǫ) choose h u and construct the cubature rules Q u,nu such that the computational cost (71) is minimized with respect to h u and n u with the constraint
As a result, the combination of error 1 and error 2 makes the total error (69) or the root-mean square error (70) converges like O(ǫ) with optimized computational cost.
Remark 6. The cubature point sets will be reused for each u in the active set so the construction of cubature rules is considered as an a priori cost which is not included in the total cost.
Construction of the MDFEM active set
As discussed in Section 3, using the argument as in Remark 1 the active set of the MDFEM is defined by substituting q = 1 and ς = q/p * into (31) as
with γ j = b j for all j.
Construction of the finite element approximation and cubature rules
We approximately solve the obtained constrained optimization problem by putting
where k u are real numbers. The approximated constrained optimization problem then has the form: find k u and h u which minimize u∈U(ǫ,1/p * )
The Lagrange multiplier is given by
where ξ is a constant that will be chosen such that the constraint (76) is satisfied. We need to find the stationary point of the function Λ with respect to k u and h u , that is, to find h u and k u satisfying
for all u ∈ U(ǫ, 1/p * ). Let us denote
Solving the above system of equations we obtain: for each u ∈ U(ǫ, 1/p * )
The constant ξ is chosen such that the constraint (76) is satisfied. Substituting the above h u and k u into (76) we receive
which can be rewritten as
The above equation in turn leads to choose ξ such that
Inserting this into (77) and (78) gives
1/λ . Now we require the summations in (79) and (80) to be uniformly bounded for all ǫ, that is, require
Assume that {b j } j≥1 ∈ ℓ p * (N) for some p * ∈ (0, 1) due to the way we choose γ j = b j , £ u = 2 |u| |u| < 4 |u| for all u, applying Lemma 1 the above summation is bounded when
Assume that ǫ is small enough such that k u ≥ 1/2 then n u ≤ 2k u . Thus, the computational cost is bounded as cost(Q 
Since the summation in (83) is uniformly bounded when λ satisfies (82) we can write
It is easy to see that bigger values of λ give lower bounds for the computational cost, so in Theorem 3 we will choose λ as big as possible, i.e., λ = τ (1−p * ) p * (τ +d) .
Main result
Finally combining the construction of the active set, the cubature rules and the finite element discretization we obtain our main result.
Theorem 3. Let a 0 ∈ L ∞ (D) be such that ess inf a 0 > 0, and assume there exists a sequence {b j } j≥1 ∈ ℓ p * (N) with 0 < b j ≤ 1 for all j and some p * ∈ (0, 1), such that
Further, if for a given requested error tolerance ǫ > 0, the active set U(ǫ, 1/p * ) is constructed as in (74); and for all u ∈ U(ǫ, 1/p * ) the number of cubature points n u are chosen as in (75), and the discretization steps h u of the FEM with convergence rate τ as in (58) are chosen as in (79), with the particular conditions (56) or (59), then with α := ⌊ τ (1−p * ) p * (τ +d) ⌋ + 1 and for κ < 1 2α+1 the following hold. In comparison with the single-level quasi-Monte Carlo finite element method (SLQMCFEM) developed in [17] (which is a truncation algorithm for the parameters y j to some dimension s) for {b j } j≥1 ∈ ℓ p * (N) for some p * ∈ (0, 1) the SLQMCFEM achieves an error, see [17, (38) ],
If
where N is the number of cubature points, h is the finite element step size and s is the truncation dimension. Assume a similar computational cost setting as in Section 7.4, i.e.,
in order to achieve an error of order O(ǫ) the computational cost of the SLQMCFEM is of order O (ǫ −aSL ) with a SL := d/τ + 3p * /2. Here, we have
which is positive when d/τ + 3p * /2 < 1/2. This means that the MDFEM outperforms the SLQMCFEM when p * < 1/3 − 2d/(3τ ), i.e., when the terms in the expansion of the diffusion coefficient decay sufficiently fast.
We note that the cost model in [17] takes advantage of the wavelet decomposition to obtain a discretization of the random field, but also in that case the MDFEM can outperform the SLQM-CFEM when p * is small enough. Furthermore, also for the MDFEM one can take advantage of the wavelet decomposition, but it is not immediately clear how to incorporate this into the cost analysis.
Conclusion and further work
In this work we have proposed a novel MDFEM applying to solve elliptic PDEs with uniform random diffusion coefficients. We have analyzed the error and the computational cost of the proposed method. It has been theoretically shown that our method is competitive with SLQMCFEM in term of error versus computational cost.
We give some further remarks on implementing the MDFEM. Once the active set of the MDFEM is constructed, the different parts of the decomposed form can be computed in parallel. Moreover, because of the recursive structure of the anchored decomposition there is a chance to save computational cost by reducing the number of repeated function evaluations. Such a method has been analyzed in [18] .
The general MDM is shown to be efficient for infinite-dimensional integrals with respect to general probability measures, and it is capable of retrieving a convergence rate very close to that of the used cubature rules for the finite-dimensional integrals. Our present analysis for MDFEM is restricted to uniform diffusion coefficients, respectively, to integrals with respect to uniform distributions. We expect a similar efficiency for log-normal coefficients, that is, when a(x, y) := exp(Z(x, y)) where Z is a Gaussian random field. In this setting, a challenging problem is to develop cubature rules to compute integrals with respect to Gaussian distribution, especially with arbitrarily higher-order convergence rates. This is the subject of our forthcoming research.
