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a b s t r a c t
On-demand data broadcasting is a new and important technique for information
dissemination. In this paper, we design and analyse a novel online scheduler Balance for
scheduling on-demand data broadcasts. Balance has competitive ratio 6∆log∆ + O(∆5/6),
which improves significantly the previous best upper bound of ∆ + √∆ + 2. We also
prove that any online scheduler for the problem cannot have competitive ratio smaller
than ∆2 ln∆ − 1. It follows that Balance is optimal within a constant factor.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
On-demand data broadcasting is an important technique for information dissemination and has already been adopted
in daily life. NHK digital broadcast company is a good example for providing such service, and YESTV, TIVO and DTV-Plus
are other examples. In these systems, clients make requests for data items such as stock prices, traffic conditions and sports
results using variousmobile devices such as notebooks, personal digital assistants (PDAs) andGPRS-enabled cellular phones.
The server broadcasts the requested data item at some time throughwireless networks or satellites and all pending requests
on this item are satisfied with this single broadcast.
The scheduling of on-demand data broadcasts has been studied extensively, both empirically [1,2,10] and theoretically
[3,5,6,11,15,16]. Most of these studies aim at determining schedules that minimize the average or maximum respond time.
They assume that once a request is generated by a client, the request will be held until it is satisfied. As pointed out by
Jiang and Vaidya [9], this assumption is not always valid; clients are impatient and they may leave with their requests
unserved after waiting too long. To take this kind of behaviour into consideration, Kim and Chwa [13], and independently
Kalyanasundaram and Velauthapillai [12], propose two similar models for on-demand broadcasting in which requests have
deadlines. Kim and Chwa propose a restart model, while Kalyanasundaram and Velauthapillai propose a resumemodel.
The models: In both models, the input to the system is a sequence of page requests, which arrive at arbitrary time. The
pages may have different lengths. The server picks and broadcasts a page at some time, and a pending request for this
page will be satisfied provided that the broadcast can be completed before the request’s deadline. The system earns the
profits associated with the satisfied requests, and earns nothing from those requests that are not satisfied. The objective is
to maximize the total profit earned. Both models allow preemptions; the server can abort the current broadcast for more
valuable requests. In the restart model, the server is allowed to restart a preempted broadcast later from the beginning. The
resume model allows server resume a previously preempted broadcast later from the point of preemption.
I A preliminary version of this paper appears in Proceedings of the 6th Italian Conference on Algorithms and Complexity, pp. 163–174, May, 2006.∗ Tel.: +852 28598944; fax: +852 25497908.
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In this paper, we study the problem of scheduling on-demand broadcasts for the restart model. For the ease of reference,
we call our problem Broadcast. We refer to [12,16] for more details on the resume model and interesting upper and lower
bound results on the competitiveness of the schedulers for this model.
Previous results: Let∆ be the ratio between the length of the longest and shortest pages. In [13], Kim and Chwa observe
that for the special case when ∆ = 1 and all requests have tight deadlines, Broadcast is closely related to the interval
scheduling problem studied in [14,17]; a set of requests for a page arriving at the same time corresponds to a job with
weight equal to the total profits of these requests. They note that the results in [17] imply that there is a 4-competitive
scheduler for this special case. For the case of arbitrary deadlines, they give a 5.828-competitive scheduler. Later, Chan
et al. [4] give a tighter analysis of this scheduler and prove that it is indeed 5-competitive. Currently, the best scheduler for
this∆ = 1 special case is 4.56-competitive (see [18]).
For the general case when∆ > 1, Kim and Chwa [13] derive a lower bound ofmin{√∆, r} on the competitive ratio where
r is the maximum number of requests for a page arriving at the same time. Chan et al. [4] improve the lower bound to
√
∆,
and also derive the first non-trivial upper bound. They observe that for ∆ > 1, Broadcast is closely related to another job
scheduling problem, namely the Job Scheduling with Cancellation problem (JS-cancel), in which users can send requests to
cancel waiting jobs. In [4], Chan et al. describe a competitive-ratio preserving reduction from Broadcast to JS-cancel. Then,
they give a (4δ+ 3)-competitive scheduler for JS-cancelwhere δ is the ratio between the length of the longest and shortest
jobs. Together with the reduction, they conclude that there is a (4∆+ 3)-competitive scheduler for Broadcast. The bound
is subsequently reduced to e∆+ e+ 1 in [8] and further to∆+ 2√∆+ 2 in [7].
There is a significant gap between the upper bound (i.e., ∆ + 2√∆ + 2) and lower bound (i.e., √∆) on the competitive
ratio. We note that all known online schedulers for Broadcast are conservative; they do not make any preemption that
reduces the profit of the schedule. We observe that such conservative scheduler cannot have competitive ratio smaller than
∆ −  for any  > 0. Let us consider the following input request sequence: There is a request on page Q arriving at time 0
where Q has length∆ and the request has value 1, and for i = 0, 1, . . . ,∆− 1, there is a request on page P arriving at time i
where P has length 1. All these∆ requests have value 1−/∆ and have tight deadlines. Note that any conservative scheduler
will choose to broadcast Q to earn a profit of only 1, while the optimal scheduler broadcasts P at time i for 0 ≤ i < ∆ and
earns a total profit of∆− .
Our results: In this paper, we describe an online scheduler Balance for Broadcast, and prove that its competitive ratio is
6∆
log∆ + O(∆5/6),1 breaking the ∆-barrier for conservative schedulers. Balance is greedy-like, but it may make preemptions
that reduce the profit of the current schedule. In some situations, Balancemay allow a preemption that reduces the profit
earned by a factor of 1
∆1/3
. To achieve the best competitive ratio, Balance follows a set of rather complicated rules formaking
preemptions. In particular, when Balance decides whether to preempt a current broadcast Bcur by a new broadcast B, it does
not compare the value of B with that of Bcur, nor compare it with the value of the current schedule, but compare it with
the value of a carefully chosen broadcast that may be made much earlier than B. Furthermore, the decision for making an
preemption depends not only on the values of the requests, but also on the length of the pages they request.
From the preemption rules of Balance, we have no trouble to find difficult input instances for Balance and show that
its competitive ratio is at least Ω(∆/ log∆). More importantly, these difficult input instances suggest an adversary that
generates difficult inputs for any online scheduler. Based on this adversary,weprove that any online scheduler forBroadcast
has competitive ratio at least ∆2 ln∆ −1where ln is the natural logarithm. It follows that Balance is optimal within a constant
factor.
Organization of the paper: In Section 2, we give the definitions and notations that are necessary for our discussion. We
describe Balance in Section 3. In Section 4, we prove that the competitive ratio of Balance is at most 6∆log∆ + O(∆5/6), and in
Section 5, we prove that any online scheduler for Broadcast has competitive ratio at least ∆2 ln∆ −1.We give our conclusions
in Section 6.
2. Definitions and notations
This section gives the definitions and notations that are necessary for our discussion. For simplicity, we normalize the
page lengths so that the length of the shortest page is 1. Then, ∆ is the length of the longest page. Given any page P,
let `(P) denote its length, which is the time needed for a complete broadcast of P. A schedule is a sequence of broadcasts
S = 〈(P1, t1), (P2, t2), . . . , (Pm, tm)〉 where t1 < t2 < · · · < tm and (Pi, ti) specifies that a broadcast of page Pi starts at time
ti. We say that (Pi, ti) is a complete broadcast if it can broadcast Pi completely before the next broadcast (Pi+1, ti+1) starts, or
equivalently, ti + `(Pi) < ti+1. Otherwise, we say that it is preempted by (Pi+1, ti+1), and (Pi+1, ti+1) is a preempting broadcast.
Regardless of whether (Pi, ti) is complete or not, we say that (Pi, ti) has supposed completion time ti + `(Pi).
A request r is specified by a tuple (P, a, d, v)where P is the page that it requests, and a, d, v are respectively its arrival time,
deadline and value. We say that r is alive in the time interval [a, d]. If r can listen to a complete broadcast of P in the schedule
S during [a, d], we say that r is satisfied by S. More precisely, we say that the request (P, a, d, v) is satisfied by S before time to
if there is a complete broadcast (P, t) in S such that a ≤ t < t + `(P) ≤ min{to, d}.
1 log is of base 2.
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Now, we define the profit of schedule S on serving a sequence of requests σ. For any request r ∈ σ, let v(r) denote its
value. For any page P and any time t, define RS,σ(P, t) to be the set of requests in σ that: (i) request page P, (ii) are alive
during [t, t + `(P)), and (iii) have not been satisfied by the schedule S at or before t. Note that if S has the broadcast (P, t),
RS,σ(P, t) is exactly the set of requests in σ that are satisfied by (P, t). Define the value of P at t with respect to (S,σ) to be
vS,σ(P, t) =∑r∈RS,σ(P,t) v(r). Note thatwhen following S to serveσ, wewill earn a profit of vS,σ(P, t) from the broadcast (P, t) ∈ S
if it is complete, and earn nothing otherwise. We also say that the value of the broadcast (P, t) is vS,σ(P, t). Define the profit
ρ(S,σ) of S on serving σ to be the total value of the complete broadcasts in S for serving σ, i.e.,
ρ(S,σ) = ∑
(P,t)∈S
(P, t) is complete
vS,σ(P, t).
For any online scheduler A for Broadcast, we say that A is c-competitive, and it has competitive ratio c, if given any input
σ, A produces a schedule S for σ such that ρ(O,σ) ≤ cρ(S,σ)where O is the optimal offline schedule for σ.
3. A Balance scheduler
In this section, we describe the first scheduler for Broadcast that breaks the∆-barrier on competitive ratios. To get some
idea on how it works, we examine the example given in Section 1 for establishing the∆-barrier for conservative schedulers.
It is obvious that we should not broadcast Q at time 0; although the broadcast gives us the highest profit, its job length
of ∆ prohibits us from serving the ∆ requests on P, which would have given us a total profit of about ∆. This suggests
that sometimes we should sacrifice profit by preempting long broadcast for shorter, though less profitable, broadcasts. The
difficulty is to decide in general how short a broadcast is good enough for us to preempt a good-profit broadcast.
In order to strike a correct balance between good-profit broadcasts and short-length broadcasts for near optimal
performance, our scheduler Balance adopts a rather complicated, and somewhat un-intuitive, set of rules for preemptions.
Roughly speaking, Balance is greedy-like; whenever it has completed a broadcast and there are still unsatisfied requests,
it immediately broadcasts the page that has the highest value at that time. However, unlike previous schedulers, Balance
makes two kinds of preempting broadcasts: the good-profit preempting broadcasts, whose completionwill increase the profit
of the schedule, and the short-length preempting broadcasts, whose completion may not increase the profit, but will reduce
the completion time of the schedule. To simplify our discussion, we regard all broadcasts that are not preempting as good-
profit broadcasts. Below, we give the details on how Balancemakes preemptions.
Let λ = 3∆/ log∆. The behaviour of Balance depends on λ. Suppose that σ is the sequence of requests arrived so far.
Let S = 〈B1, . . . , Bgp, . . . , Blast〉 be the sequence of broadcasts that Balance scheduled for σ, and Bgp be the last good-profit
broadcast in S. Note that Bgp must exist because the first broadcast B1 is not preempting and thus is good-profit. Furthermore,
Bgp may be equal to Blast. Balance decideswhether to preempt the current broadcast Blast based on the value of Bgp = (Pgp, tgp)
(not the value of Blast) as follows. Let t be any time during the broadcast of Blast.
• If there is a page P such that the value of P at t is higher than√∆ times the value of Bgp, i.e.,
vS,σ(P, t) >
√
∆vS,σ(Pgp, tgp). (1)
Balance preempts the current broadcast Blast and then broadcasts P at t. In such case, (P, t) is a good-profit preempting
broadcast.
• Suppose that Balance cannot make any good-profit preempting broadcast at t. Let Γ be the set of pages Q satisfying the
following two conditions:
(i) The supposed completion time tc = t + `(Q) of (Q, t) is smaller than that of Blast. In other words, (Q, t) can shorten
the current broadcast Blast.
(ii) The value of (Q, t) is large enough compared with that of the previous good-profit broadcast Bgp = (Pgp, tgp) (not
Blast), or more precisely,
vS,σ(Q, t) >
(
2dλ(tgp,tc)
∆1/3
)
vS,σ(Pgp, tgp), (2)
where tc is the supposed completion time of (Q, t) and dλ(tgp, tc) =
⌊
tc−tgp
λ
⌋
.
If Γ is not empty, Balance preempts Blast and broadcasts the page Q ∈ Γ with the smallest page length (such that (Q, t)
has the smallest supposed completion time). In such case, (Q, t) is a short-length preempting broadcast.
In the rest of the paper, we derive an upper bound on the competitive ratio of Balance, and then prove that it is optimal
within a constant factor.
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4. Balance is
(
6∆
log∆ + O(∆5/6)
)
-competitive
Consider any input request sequence σ. Let S be the schedule decided by Balance for σ, and let O be the optimal offline
schedule for σ. In this section, we derive an upper bound of 6∆log∆ + O(∆5/6) on the ratio ρ(O,σ)/ρ(S,σ). In our analysis, we
assume that there is no preemption in O and all broadcasts in O are complete. We can make this assumption because O is
offline and it does not need to make any broadcast that is going to be preempted.
Recall that RS,σ(P, t) is the set of requests on P that are alive during [t, t + `(P)) and are not satisfied by S at or
before t, and vS,σ(P, t) is the value of P at t with respect to (S,σ). The key step of our analysis is to prove the inequality∑
(P,t)∈O vS,σ(P, t) ≤
(
6∆
log∆ + O(∆5/6)
)
ρ(S,σ). Intuitively, the inequality asserts that from the view point of S, the total value
of the broadcasts in O is not too high. Based on the inequality, we can derive an upper bound on the competitive ratio of
Balance easily as follows.
Theorem 1. Suppose that∑
(P,t)∈O vS,σ(P, t) ≤
(
6∆
log∆ + O(∆5/6)
)
ρ(S,σ). (3)
Then, ρ(O,σ) ≤ ( 6∆log∆ + O(∆5/6))ρ(S,σ), and hence the competitive ratio of Balance is at most 6∆log∆ + O(∆5/6).
Proof. Since all broadcasts in O are complete, ρ(O,σ) =∑(P,t)∈O vO,σ(P, t) and
ρ(O,σ)− ∑
(P,t)∈O
vS,σ(P, t) =
∑
(P,t)∈O
vO,σ(P, t)−
∑
(P,t)∈O
vS,σ(P, t)
= ∑
(P,t)∈O
 ∑
r∈RO,σ(P,t)
v(r)− ∑
r∈RS,σ(P,t)
v(r)
 ,
which is no greater than
∑
(P,t)∈O
 ∑
r∈RO,σ(P,t)\RS,σ(P,t)
v(r)
 , (4)
where RO,σ(P, t) \ RS,σ(P, t) denotes the difference of the two sets. Note that any request r ∈ RO,σ(P, t) \ RS,σ(P, t) cannot be in
another RO,σ(P′, t′) \ RS,σ(P′, t′) because when (P, t) completes, r is satisfied and leaves. Furthermore, r must also be satisfied
by S because r is alive during [t, t + `(P)) (as r ∈ RO,σ(P, t)) and the only reason why it is not in RS,σ(P, t) is that it is satisfied
by S earlier. It follows that a request can contribute its value to the summation (4) at most once, and only those requests that
are satisfied by S can make contribution. Therefore, (4) is no greater than ρ(S,σ), and ρ(O,σ)−∑(P,t)∈O vS,σ(P, t) ≤ ρ(S,σ).
Together with (3), the theorem follows. 
In the rest of this section, we prove Inequality (3). Note that the schedule S = 〈B1, B2, . . . , Bn〉 can be divided naturally
into a collection ΠS of sub-schedules, which are disjoint subsequences H of broadcasts where H may contain only a single
broadcast, which is not preempting and is complete, or H = 〈Bi, Bi+1, . . . , Bj〉 where: (i) Bi is not a preempting broadcast;
(ii) Bi+1, Bi+2, . . . , Bj are all preempting broadcasts; and (iii) Bj is also a complete broadcast (in other words, S starts a new
broadcast Bi, which is subsequently preempted by Bi+1, Bi+2, . . . , Bj, and Bj is the last broadcast terminates this sequence
of preemptions). We define the interval IH of the sub-schedule H to be the time interval [ts, tc] where ts is the time the first
broadcast in H starts and tc is the time its last broadcast completes. The following lemma asserts that the left-hand side of
(3) can be divided into sums related to the intervals IH of H ∈ ΠS. For any time interval I, let O(I) be the set of broadcasts in
O that start during I.
Lemma 2. For any broadcast (P, t) ∈ O, if vS,σ(P, t) > 0, then there is a sub-schedule H ∈ ΠS such that (P, t) starts during the
interval IH , i.e., (P, t) ∈ O(IH). It follows that
∑
(P,t)∈O
vS,σ(P, t) =
∑
H∈ΠS
 ∑
(P,t)∈O(IH)
vS,σ(P, t)
 .
Proof. If there is no sub-schedule H ∈ ΠS such that t ∈ IH , then Balance is idle at t, but this is impossible because Balance
can at least broadcast (P, t) and gain a profit of vS,σ(P, t) > 0. 
Below, we focus on one sub-schedule H ∈ ΠS and derive an upper bound on∑(P,t)∈O(IH) vS,σ(P, t). To simplify notations, we
will use v(P, t) instead of vS,σ(P, t) to denote the value of P at t with respect to (S,σ). Suppose that the sub-schedule H has m
good-profit broadcasts (P1, t1), (P2, t2), . . . , (Pm, tm)where t1 < t2 < · · · < tm. Let (Plast, tlast) be the last broadcast in H. Note
that (P1, t1) is also the first broadcast in H, and (Plast, tlast) is the only complete broadcast in H. Furthermore, (Pm, tm)may be
equal to (Plast, tlast). Let tc = tlast + `(Plast) be the completion time of (Plast, tlast). Then IH = [t1, tc]. Note that between ti and
ti+1 (1 ≤ i < m), and between tm and tc, Balancemay make other broadcasts, but they must all be short-length preempting
broadcasts. Below, we prove that the total value of the broadcasts in O([ti, ti+1)) is not high. Intuitively, this is true because
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the broadcasts in O([ti, ti+1)) (except the last one) must complete before ti+1 and thus satisfy the requirement (i) of being
short-length preempting broadcasts in H. However, we will prove that these broadcasts cannot be in H. This leads us to
conclude that they do not satisfy the requirement (ii) (or more precisely, the Inequality (2)) for being short-length. In other
words, their values are not high when compared with that of the good-profit broadcast (Pi, ti).
Lemma 3.
I.
∑
(Q,s)∈O([ti,ti+1)) v(Q, s) ≤
(
λ2dλ(ti,ti+1)+1
∆1/3
+√∆)
)
v(Pi, ti) for each 1 ≤ i < m.
II.
∑
(Q,s)∈O([tm,tc]) v(Q, s) ≤
(
λ2dλ(tm,tc)+1
∆1/3
+√∆)
)
v(Pm, tm).
Proof. To prove Statement I, let O([ti, ti+1)) = {(Q1, s1), (Q2, s2), . . . , (Qh, sh)} where ti ≤ s1 < s2 < · · · < sh < ti+1.
Recall that all broadcasts in O are complete and thus for each 1 ≤ j < h, we have ti ≤ sj < sj + `(Qj) < sh < ti+1 and
dλ(ti, sj + `(Qj)) ≤ dλ(ti, ti+1). Therefore,∑
1≤j<h
v(Qj, sj) =
∑
0≤k≤dλ(ti,ti+1)
∑
1≤j<h,
dλ(ti,sj+`(Qj))=k
v(Qj, sj). (5)
Since dλ(ti, sj + `(Qj)) = b sj+`(Qj)−tiλ c = k is equivalent to ti + kλ ≤ sj + `(Qj) < ti + kλ+ λ, and all pages have length at least
one, we conclude that∣∣{j | dλ(ti, sj + `(Qj)) = k}∣∣ ≤ λ. (6)
Below, we argue that for each 1 ≤ j < h,
v(Qj, sj) ≤
(
2dλ(ti,sj+`(Qj))
∆1/3
)
v(Pi, ti). (7)
To see this, let F be the set of broadcasts made by Balance during [ti, ti+1). Note that all broadcasts in F have supposed
completion times greater than ti+1 because: (i) except the first one, all broadcasts in F are short-length and thus the supposed
completion times are decreasing, and (ii) the last broadcast in F is preempted at ti+1 and thus is not complete by then.
However, the supposed completion time of (Qj, sj) is smaller than ti+1 because sj+`(Qj) < sh < ti+1. Hence, (Qj, sj) is not in F.
Note that broadcasting Qj at sj would have made the supposed completion time even smaller, and this leads us to conclude
that (Qj, sj) does not satisfy the requirement (2) for making short-length preemption. Hence, (7) follows. Combining (5)–(7),
we have ∑
(Q,s)∈O([ti,ti+1))
v(Q, s) = ∑
1≤j<h
v(Qj, sj)+ v(Qh, sh)
=
 ∑
0≤k≤dλ(ti,ti+1)
∑
1≤j<h,
dλ(ti,sj+`(Qj))=k
v(Qj, sj)
+ v(Qh, sh)
≤
 ∑
0≤k≤dλ(ti,ti+1)
∑
1≤j<h,
dλ(ti,sj+`(Qj))=k
2k
∆1/3
v(Pi, ti)
+ v(Qh, sh)
≤
 ∑
0≤k≤dλ(ti,ti+1)
λ
2k
∆1/3
v(Pi, ti)
+ v(Qh, sh)
≤ λ2
dλ(ti,ti+1)+1
∆1/3
v(Pi, ti)+ v(Qh, sh).
Recall thatBalancemakes only one good-profit broadcast, namely (Pi, ti)during [ti, ti+1). This implies v(Qh, sh) ≤
√
∆v(Pi, ti);
otherwise requirement (1) is satisfied and Balancewould have made another good-profit broadcast (Qh, sh) at sh ∈ [ti, ti+1).
Statement I follows.
The proof of Statement II is almost identical to that of Statement I. Suppose that O([tm, tc]) = {(Q1, s1), (Q2, s2), . . . ,
(Qh, sh)}where tm ≤ s1 < · · · < sh ≤ tc. It can be verified that (5), (6) and (7) also hold for O([tm, tc])with ti = tm and ti+1 = tc,
and thus ∑
(Q,s)∈O([tm,tc])
v(Q, s) ≤ λ2
dλ(tm,tc)+1
∆1/3
v(Pm, tm)+ v(Qh, sh).
Note that Balance makes only one good-profit broadcast during [tm, tc], and as argued above, we conclude that v(Qh, sh) ≤√
∆v(Pm, tm). Statement II follows. 
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We are now ready to derive an upper bound on the total value of the broadcasts made by O during IH = [t1, tc]. Let ρ(H) be
the profit gained from the broadcasts in H.
Lemma 4. We have
∑
(Q,s)∈O(IH) v(Q, s) ≤
( 6∆
log∆ + O(∆5/6)
)
ρ(H).
Proof. Let So =∑1≤i<m∑(Q,s)∈O([ti,ti+1)) v(Q, s) and S1 =∑(Q,s)∈O([tm,tc]) v(Q, s). Since IH = [t1, tc], we have∑
(Q,s)∈O(IH)
v(Q, s) = ∑
(Q,s)∈O([t1,tc])
v(Q, s) = So + S1. (8)
We first estimate So. In the proof of Lemma3,we argue that all broadcastsmade byBalance during [ti, ti+1)have supposed
completion time greater than ti+1. Thus, we have ti+1 ≤ ti + `(Pi) ≤ ti + ∆, and dλ(ti, ti+1) ≤ ∆/λ. Recall that λ = 3∆log∆ and
thus 2dλ(ti,ti+1) ≤ ∆1/3. From the requirement (1) of making good-profit preempting broadcasts, we have for 1 ≤ i < m,
v(Pi+1, ti+1) >
√
∆v(Pi, ti). Together with Statement 1 of Lemma 3, we can estimate So = ∑1≤i<m∑(Q,s)∈O([ti,ti+1)) v(Q, s) as
follows. ∑
1≤i<m
∑
(Q,s)∈O([ti,ti+1))
v(Q, s) ≤ ∑
1≤i<m
(
λ2dλ(ti,ti+1)+1
∆1/3
+√∆
)
v(Pi, ti)
≤
( 6∆
log∆
+√∆
)
(v(Pm−1, tm−1)+ · · · + v(P1, t1))
≤
( 6∆
log∆
+√∆
)
v(Pm, tm)
(
1√
∆
+ 1
(
√
∆)2
+ · · ·
)
≤
( 6∆
log∆
+√∆
) 1√
∆− 1 v(Pm, tm).
(9)
Recall that (Pm, tm) is the last good-profit broadcast in H, and (Plast, tlast) is its last broadcast. If (Pm, tm) 6= (Plast, tlast),
then (Plast, tlast) is a short-length preempting broadcast, and from requirement (2), we have
v(Plast, tlast) ≥ 2
dλ(tm,tc)
∆1/3
v(Pm, tm). (10)
Note that (10) holds even if (Pm, tm) = (Plast, tlast) because in such a case, tc = tlast + `(Plast) = tm + `(Pm) ≤ tm + ∆ and
2dλ(tm,tc) ≤ 2b∆/λc ≤ ∆1/3. From (9) and (10), we can derive an upper bound on So:
So ≤
( 6∆
log∆
+√∆
) 1√
∆− 1
∆1/3
2dλ(tm,tc)
v(Plast, tlast) = O(∆5/6)v(Plast, tlast).
For S1, we apply Statement 2 of Lemma 3 and (10) and conclude that
S1 =
∑
(Q,s)∈O([tm,tc])
v(Q, s)
≤
(
λ · 2dλ(tm,tc)+1
∆1/3
+√∆
)
v(Pm, tm)
≤
(
λ · 2dλ(tm,tc)+1
∆1/3
+√∆
)
∆1/3
2dλ(tm,tc)
v(Plast, tlast)
=
( 6∆
log∆
+ O(∆5/6)
)
v(Plast, tlast).
Note that ρ(H) = v(Plast, tlast) because (Plast, tlast) is the only complete broadcast in H, and together with (8), the lemma
follows. 
Our main Inequality (3) is just a corollary of Lemma 4.
Corollary 5.
∑
(P,t)∈O v(P, t) ≤
(
6∆
log∆ + O(∆5/6)
)
ρ(S,σ).
Proof. By Lemmas 2 and 4, we have
∑
(P,t)∈O v(P, t) =
∑
H∈ΠS
∑
(P,t)∈O(IH) v(P, t) ≤
∑
H∈ΠS(
6∆
log∆ + O(∆5/6))ρ(H) = ( 6∆log∆ +
O(∆5/6))ρ(S,σ). 
5. Balance is optimal
In this section, we prove that when ∆ ≥ 2, any online scheduler for Broadcast has competitive ratio at least ∆2 ln∆ − 1.
It follows that our
(
6∆
log∆ + O(∆5/6)
)
-competitive scheduler Balance is optimal within a constant factor. Note that when
1 ≤ ∆ < 2, the (∆+ 2√∆+ 2)-competitive scheduler given in [7] has competitive ratio 6.828.
Let A be any online scheduler for Broadcast. Consider the following adversary against A, which generates two groups of
requests:
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• Group 1 has only one request (Q, 0,∆, 1), which arrives at time 0, asks for a page Q of length∆, with deadline∆ and has
value 1.
• Group 2 has d∆e requests; the ith request is (Pi, i−1, i, vi), which arrives at time i−1, asks for a distinct page Pi of length
one, with deadline i and has value vi = ci−1 ln∆∆ where c = 1+ ln∆−ln ln∆∆ .
Note that all the requests have tight deadlines. The adversary presents the requests toA one-by-one, and as soon asA decides
to serve a request in Group 2, no more requests will be issued. Let σ be the input sequence issued according to this strategy.
Let S andO be respectively the schedule generated byA and the optimal offline schedule for serving σ. The following theorem
asserts that A’s competitive ratio is at least ∆2 ln∆ − 1.
Theorem 6. We have ρ(O,σ) ≥ ( ∆2 ln∆ − 1)ρ(S,σ).
Proof. According to the adversary, A can earn profit from at most one request; either from the single request in Group 1, or
from a request in Group 2.
Case 1: A gains the profit from the ith request in Group 2. Then, ρ(S,σ) = ci−1 ln∆
∆
. Note that if ci−1 ≤ 2, the optimal schedule
can serve the single request in Group 1 and gain a profit of 1 so that
ρ(O,σ)
ρ(S,σ)
= 1
ci−1 ln∆
∆
= ∆
ci−1 ln∆
≥ ∆
2 ln∆
.
Suppose that ci−1 > 2. Note that the optimal schedule can serve the first i requests in Group 2 and gain a total profit of
(1+ c+ · · · + ci−1) ln∆
∆
. Then,
ρ(O,σ)
ρ(S,σ)
≥ 1+ c+ · · · + c
i−1
ci−1
= c
i − 1
ci−1(c− 1) =
(
c− 1
ci−1
) 1
c− 1 ,
which is greater than ∆2(ln∆−ln ln∆) >
∆
2 ln∆ because c = 1+ ln∆−ln ln∆∆ , and ci−1 > 2 implies c− 1ci−1 > 12 .
Case 2: A earns the profit from the single request (Q, 0,∆, 1) in Group 1. Note that A cannot serve any request in Group 2
and ρ(S,σ) = 1. For this case, the adversary has the chance of issuing all requests in Group 2 and the optimal schedule can
serve all of them and gain a total profit of
(
1+ c+ · · · + cd∆e−1) ln∆
∆
. Since c = 1+ ln∆−ln ln∆
∆
, we have
ρ(O,σ)
ρ(S,σ)
≥ (1+ c+ · · · + cd∆e−1) ln∆
∆
= ln∆(c
d∆e − 1)
∆(c− 1) =
ln∆(cd∆e − 1)
∆ ln∆−ln ln∆
∆
> c∆ − 1. (11)
Recall that for any x ≥ 0, ln(1+ x) ≥ x/(1+ x) and 1/(1+ x) ≥ 1− x. Thus,
ln c∆ = ∆ ln
(
1+ ln∆− ln ln∆
∆
)
≥ ∆
( ln∆− ln ln∆
∆
)/(
1+ ln∆− ln ln∆
∆
)
≥ (ln∆− ln ln∆)
(
1− ln∆− ln ln∆
∆
)
= (ln∆− ln ln∆)− ((ln∆− ln ln∆)2/∆),
or equivalently, c∆ ≥ e(ln∆−ln ln∆)−(ln∆−ln ln∆)2/∆ = ∆
(e(ln∆−ln ln∆)2/∆) ln∆
. Note that the function f (∆) = e(ln∆−ln ln∆)2/∆ is
monotonically decreasing, and thus f (∆) ≤ e(ln 2−ln ln 2)2/2 = 1.75319 < 2 for any∆ ≥ 2. It follows that c∆ > ∆2 ln∆ . Together
with (11), we have ρ(O,σ)
ρ(S,σ)
> ∆2 ln∆ − 1.
6. Conclusions
In this paper, we design and analyze a novel online scheduler for scheduling on-demand data broadcasts for the restart
model of KimandChwa [13]. Our algorithmhas competitive ratio 6∆log∆+O(∆5/6), which improves significantly the previously
best upper bound of O(∆). We also improve the previously best lower bound ofΩ(
√
∆) to 2∆ln∆ −1, and hence prove that our
scheduler is optimal within a constant factor. Although our results arguably provide the last word on the search of optimal
schedulers for Broadcast, they also suggest many interesting open problems. We list below some of them.
1. How to apply the idea of preempting good-profit broadcasts by short-length broadcasts to improve the competitiveness
of existing schedulers for the resume model of Kalyanasundaram and Velauthapillai [12].
2. Our algorithm assumes that∆, the ratio between the length of the longest and shortest pages, is known in advance. Can
wemodify our algorithm so that the preemptive rules depend instead on the ratio between the length of the longest and
shortest pages requested so far. Is this adaptive version of our algorithm still O(∆/ log∆)-competitive?
3. In this paper, we consider systems that have only one server. Can we generalize our algorithm so that it can be used to
schedule on-demand data broadcasts in system with multiple servers.
4. Is there any online scheduler for Broadcast that is simpler and more intuitive than Balance and still achieve a
competitive ratio of O(∆/ log∆).
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