Abstract. This paper introduces a new method to show the validity of a continuum description for the deterministic dynamics of many interacting particles. Here the many particle evolution is analyzed for a hard sphere flow with the addition that after a collision the collided particles are removed from the system. We consider random initial configurations which are drawn from a Poisson point process with spatially homogeneous velocity density f 0 (v). Assuming that the moments of order less than three of f 0 are finite and no mass is concentrated on lines, the homogeneous Boltzmann equation without gain term is derived for arbitrary long times in the Boltzmann-Grad scaling. A key element is a characterization of the many particle flow by a hierarchy of trees which encode the possible collisions. The occurring trees are shown to have favorable properties with a high probability, allowing to restrict the analysis to a finite number of interacting particles, enabling us to extract a single-body distribution. A counter-example is given for a concentrated initial density f 0 even to short-term validity.
The derivation of the continuum models of mathematical physics from atomistic descriptions is a longstanding and fundamental problem. This includes e.g. the emergence of irreversible macroscopic behavior generated by deterministic reversible Hamiltonian micro-evolution. An illustration of this question is provided by deterministic hard ball dynamics with random initial states. For high particle numbers and suitably scaled diameters it is expected that the time-evolution of the density is close to the solution of the Boltzmann equation
where g + = max(g, 0) is the positive part,ṽ,ṽ are obtained from v, v by exchanging the respective components of v and v in direction ν, that is
and f t (u, v) is the density of presence at time t of particles at locations u with velocity v, see [Spo91] . An important concept which sheds some light on the connection between the Boltzmann equation and hard ball dynamics is the propagation of chaos. Though the distribution p N (u 1 , v 1 . . . , u N , v N , t) of N particles loses its product structure for nonzero time t, the marginal distribution of the first k particles should be very close to a product measure when the total number of particles N is large. A classical method to establish propagation of chaos is to express the evolution of k-particle marginals in terms of the k + 1-particle marginals. This strategy is implemented in the BBGKY hierarchy. The weakness of this approach consists in the fact that establishing convergence of the resulting series is hard in many cases. O. Lanford succeeded in proving that in the case of hard ball dynamics the series that corresponds to the BBGKY hierarchy converges for small times to a solution of the Boltzmann equation [Lan75] . Unfortunately it cannot be shown that the time interval where the series is known to converge is larger than a small fraction of the mean free flight time, regardless of the initial data. This problem was partially overcome by [IP89] who managed to obtain a global result if the positions are in R d and the initial density is sufficiently small. Other related results can be found in [Gal70, Lan75, Spo78, BBS83, Spo91, CIP94] and references therein. However, currently there is no result which covers the case where both data and time are large. It is arguable that the justification of the Boltzmann equation (1) as a scaling limit of deterministic evolution constitutes a part of Hilbert's sixth problem [Hil00] . In [LN80] the same strategy is applied to the simpler problem of coagulation. Here the spheres move along Brownian paths and two intact spheres annihilate each other if the distance between the centers drops below a. Although the series generated by the BBGKY hierarchy does not converge globally in time, Lang and Nguyen were able to give a rigorous justification of the corresponding Boltzmann equation by restarting the procedure at small positive time. In this paper we consider kinetic annihilation, another simplification of hard ball dynamics which keeps two central features of the original evolution: The initial state is random, the evolution is deterministic. We assume that the initial configuration ω is a finite subset of the phase space T ). As long as they are intact the centers of the spheres move along straight lines with constant velocity. When the centers of two spheres, which are still intact, come within distance a, then both spheres are destroyed. Another term for this type of evolution is "ballistic annihilation". We will consider the asymptotic behavior of the system in the limit where the diameter a of the particles tends to 0 and the total intensity n = µ(T The central question in this paper is whether for small values of a the many-body evolution can be described by the gainless Boltzmann equation
where f (u, v) is the distribution function for (u,
is the loss term of the hard-sphere collision kernel of the Boltzmann equation (1) and κ d is the volume of the d − 1 dimensional unit-ball. For the sake of simplicity we will restrict ourselves to the case where the initial density f 0 does not depend on u, in this case the transport term v ·∂ u f in eq. (3) vanishes and f t (u, v) = f t (v). We will establish the validity of the Boltzmann equation (3) in the following, probabilistic sense: Let (u(t), v(t)) be the position and velocity of a tagged particle at time t, then for
Prob((u(t), v(t)) ∈ A and the particle is intact at time t)
v). (4)
Since the distribution of the N particles is invariant under permutation it is irrelevant which particle index we use to define the validity. Following standard proofs of strong laws of large numbers, see e.g. [Dur] , simple bounds on correlations which are beyond the scope of this paper, can be used to deduce that the validity of the Boltzmann equation in the sense of eq. (4) implies that the solution f can also be interpreted as a density, i.e. Kinetic annihilation dynamics can be used to model growth and coarsening of surfaces, see [KS88] , and has been studied extensively in the physics literature, see [EF85, Pia95, DFPR95, PTD02, CDPTW03] . The main result of this paper is a rigorous proof that the gainless Boltzmann equation (3) The results were announced -without proof-in [MT08] . The assumption that f 0 is homogeneous will be dropped in a forthcoming publication. Bounds on the moments of f 0 are standard in the literature, but assumption (6) appears to be new. In Section 3 we will discuss an example which shows that this assumption cannot be dropped without losing the approximation property of the Boltzmann equation. We demonstrate that for arbitrarily short but finite times the limit of the empirical density is not consistent with the mean-field theory. This shows that further assumptions are needed in the informal justification of the gainless Boltzmann equation in [PTD02] . In the proof we insert an additional layer between the single-body densities and the Nbody evolution: The probability distribution of trees which encode the collision history of the individual particles. A very similar approach has been used previously in [Sz91] in connection with coagulation dynamics. We introduce two separate distributions, the empirical tree distributionP which is extracted from the many body evolution and an idealized distribution P which is postulated and ignores correlations caused by rare events such as recollisions. The main steps of the proof are concerned with clarifying the relation between trees, the single-body evolution and the many-body evolution:
(1) We construct explicit expressions for the empirical tree distributionP and the idealized distribution P . (2) The convergence of the empirical distributionP to the limiting distribution P can be established within the set of good trees G. Together with the proof that the complement of G is small, this amounts to establishing convergence ofP to P in the total-variation sense. (3) We show that f t , the single body marginal of P , satisfies the gainless, homogeneous Boltzmann equation. In section 4, we collect some proofs, which are not immediately needed in the understanding and the development of the concepts of this article. In section 5, we discuss conclusions, variants and extensions. An appendix with a list of frequently used notation is included.
Main result
On the atomistic level we consider N particles with initial values (u
. . , N , which evolve by force-free Newtonian dynamics
For each t ∈ [0, ∞), i ∈ {1, . . . , N } there exists a unique scattering state β (a) (i, t) ∈ {0, 1} which indicates whether the i-th particle has already collided (β(i) = 0) or not (β(i) = 1). We assume that particles that overlap initially do not collide, and obtain that β satisfies the implicit relation
with a modified distance function to ignore initial intersections
We are interested in the evolution of a tagged particle when the initial configuration is drawn according to a modified Poisson-point process. The modification accounts for the fact that the total number of particles in the system exceeds or equals 1. This concept is related to Palm measures of Poisson processes, see e.g. 
) if
Prob(z ∈ Ω r ) = e −µ(Ω) µ(Ω) r r! , law(z i ) = µ/µ(Ω),∞ N =1 Ω N that Prob tppp ((z 1 , . . . , z N ) ∈ A) = 1 µ(Ω)e µ(Ω) ∞ N =1 1 (N − 1)! A∩Ω N dµ(z 1 ) . . . dµ(z N ).
Theorem 2. (Validity of the gainless Boltzmann equation) Let the probability measure
is the unique solution of the homogeneous, gainless Boltzmann equation
(1, t) = 1) are both absolutely continuous with respect to
The proof of the theorem and the corollary can be found at the end of Section 2.
Remark 4.
(1) Note that the tagged Poisson point process is a symmetric point process. The motivation for working with this process is that the realizations of the tagged ppp without the tagged particle form a ppp and we obtain a very simple explicit formula for the distribution of trees, see (61) , hence the complexity of the proof can be reduced. On the other hand, it seems that the formulae for the joint distribution of two trees are much more complicated, therefore we will only make statements which concern the law of a single, tagged particle. 
Proof of theorem 2
2.1. The hierarchy of evolutions. We replace the initial value problem (11) by an infinite system using general initial distribution without concentrations
Since Q − is quadratic, for fixed k the integro-differential equation (14) is in fact linear and non-autonomous. The differential equation completely decouples in v and the equation for each v is a scalar linear non-autonomous ODE, which can be directly integrated to
We observe that df t,k (v) is absolutely continuous with respect to df 0 (v) due to the decoupling in v.
By M 1+|v| and M (1+|v|) 2 we mean the set of Radon measures on R d with first and second moments, C ρ denotes the continuous functions which grow not faster than e ρt . The proof of Lemma 5 together with a precise definition of the function spaces can be found in Section 4. Now we have to translate this idea into the context of deterministic many-body dynamics. To limit the complexity of the notation we will from now on assume that everything except the constants depends on a without displaying the dependency. For every realization of the N -body evolution the random variable β(i, t) ∈ {0, 1}, which encodes the scattering state of particle i ∈ {1 . . . N } at time t ∈ [0, ∞), satisfies the implicit relation (8). The computation of β can be simplified by introducing a hierarchy of artificial evolutions indexed by k ∈ N. We assume that the initial values of the particles at all levels are identical. The particles at level k = 1 are simply transported and do not interact with anything. The particles at level k > 1 interact only with the particles at level k−1, but not with each other. For each k ∈ N and i ∈ {1, . . . , N } the scattering state β k (i, t) ∈ {0, 1} is defined in the following way
with dist as in (9).
Remark 6. While the determination of the collision-state β(i, t) is a complicated problem, the state β k (i, t) emerges via a very simple calculation from β k−1 (·, t).
Lemma 7. For all realizations of the processes of the initial conditions
and β(i, t) are well defined and
pointwise in i and uniformly in t.
Proof. See section 4.
2.2. The concept of marked trees. The translation of the N -body evolution into scattering states β is greatly facilitated by the concept of trees. In the collision tree with root (u, v) we will collect information of collisions and potential collisions up to time t for a particle with initial data (u, v).
As an example assume that N = 4 and consider the scenario in Fig. 1 where the letters A, B, C, D are the labels of the four particles, the empty circles are the initial positions and the arrows are the initial velocities. Consequently the arrow-tips indicate the positions of the particles at time t = 1. To determine whether a certain particle has been scattered before time t = 1 it suffices to analyze the associated collision tree which is constructed as follows: The particle of interest is the root with initial data (u, v). The particles which are potentially scattered by the root are added as nodes, i.e. a particle with initial data
This procedure is recursively applied to every node but we consider only potential scattering events which are upstream, i.e. before the event which is responsible for adding the node. The four collision trees associated to the scenario in Fig. 1 are shown in Fig. 2 . The extraction of the collision trees amounts to a significant reduction of the complexity of the problem. In general, the number of potential scattering events (bullets) grows with n. But thanks to the Boltzmann-Gradscaling (2) the number of nodes in the individual trees is a random number related to a Fig. 1 . At time t = 1 particles C and D have been scattered, particles A and B have not. The particle of interest is at the root. On the next level particles appear that (potentially) scatter the root particle. Particles are on the third level, if they (potentially) scatter particles on level two in the time of interest (until their collision with the root particle). This is iterated recursively. Note that the labels of the particles which generate the potential scattering events are only included in the picture in order to illustrate the translation of Fig. 1 into collision trees.
Poisson process with a distribution which is asymptotically independent of n and grows exponentially with t, see Lemma 13. In a physical interpretation this implies a constant "mean free path" in the scaling. We convert now the example into a general concept.
be the set of multi-indices. We say that m ⊂ F is a tree skeleton with root (m ∈ T ), if
} be the space of initial values and collision parameters. The set of marked trees is given by 
where
and dist is defined in eq. (9). It is clear from the definition that for each tree m ∈ T there exists a function r : m → N ∪ {0} which counts the number of direct successors, i.e. for l ∈ m Important information about the collisions of the root particle are encoded in the tree. In particular, a scattering state in {0, 1} is given by the tree. The scattering state of each node l ∈ m, which we also denote by β : m → {0, 1}, assigns to each node l the label 1 if it is unscattered by particles in the tree at time s l and 0 if it was scattered before s l . It is important to note that the scattering states of all particles described by nodes in the tree depend only on tree structure m, i.e. the scattering state is independent of the collision data φ, furthermore the scattering information relevant in the graph is completely determined by the state of the nodes on the higher levels: All leaves (nodes with no further successors/children (r l = 0)) are assigned 1, as there are no collision events before s l . Other nodes are assigned 0, if there exists at least one cild (l such that l = l) with scattering state 1, i.e. there is real collision before s l . The label 1 is assigned if all children have scattering state 0. Thus we define the scattering state β : m → {0, 1} as follows.
This definition rephrases the original definition of the scattering state in (16), adapting it to the tree structure. Here we drop the dependence on time as it is fixed for a tree and particles are replaced by nodes of a tree. In light of Lemma 15 below, we do not distinguish between the two notions. We will construct now two families of probability measures P t,k ,P t,k ∈ P M (MT k ). The empirical distributionsP t,k describe the deterministic many-body dynamics with random initial data and will be constructed recursively in Section 2.4. The idealized distribution P t,k corresponds to the idealized statistical behavior as predicted by the Boltzmann equation (3). It is given by an explicit formula (24). The link between P t,k andP t,k is provided by the set of good trees G(a) ⊂ MT (Definition 18) which has the properties that restriction ofP t,k on G(a) ∩ MT converges to P t,k and P t,k (G(a)) goes to 1 as a tends to 0 (Proposition 22). This is the crucial step which eventually yields the justification of the idealized theory. In other words, the main task consists in analyzing the idealized measure P t,k , the empirical distributionP t,k enters only when we prove that P t,k is consistent withP t,k .
2.3. The idealized distribution P t,k . We construct now the idealized distribution of
Let Ω ⊂ MT be a Borel set and t ∈ [0, ∞). The idealized probability that the observed tree is in Ω is given by
where E(m) was defined in (19)
rate of the particle at node l,
Remark 10.
(1) Note that the positions u l are completely determined by (u 1 , v 1 ) and (26) we assign to each node l a particle, this map might not be injective, e.g.
in the example (20) both (1, 1) and (1, 2, 1) would refer to the same particle but different times.
(3) It is noteworthy that the measures P t,k depend on time only via the parameter t.
In other words, time plays the role of a parameter which propagates through the tree and qualifies the local branching structure.
is a probability measure. It follows from Lemma 12 below with x(m) = 1 that P t,k is a probability measure for all (t, k).
We can simplify the measure P t,k by integrating over the collision parameters
be the reduced set of collision data and MT the corresponding marked trees. For every Ω ⊂ MT we find that when still denoting the collision data as φ
The measures P t,k have the remarkable property that the expectation of certain random variables can be computed efficiently. (21) the equation
holds, where
Examples of recursive random variables which are relevant for our purposes are 
It is easy to see that if
which both depend on the tree structure m alone. Hence the functions h b are given by
which are clearly invariant under permutations of x 1 , . . . , x b . The expectation of recursive random variables with respect to the probability measure P t,k can be computed with a simple recurrence relation.
Lemma 12. Let x be a recursive random variable with recurrence functions
where for r = 0 we assign 1 to the empty product, v is the velocity of the root particle, v j denotes the velocity of the root particle of the subtree Φ r = (m r , φ) and
Proof. As x(m) does not depend on the collision parameter ν l , we can restrict our attention toP t,k and
Let now m ∈ T . The definition ofP t,k in (28) yields
We use now the assumption that x is recursive and find
where v j denotes the velocity of the root particle of the subtree Φ r = (m r , φ). This demonstrates the first part of (32), to show the second part we observe that
where S r denotes the symmetric group on r elements, such that the union is disjoint. As the set, where 
We observe thatP
for all permutations π ∈ S r . Next using (33) and the invariance of h under permutations, we obtain
As there are r! different permutations in S r we finally have
Summing over r and m completes the proof of (32).
As an application of Lemma 12 we obtain an explicit bound on the expected number of nodes in trees.
Lemma 13. For a tree m ∈ T the number of non-root nodes is given by X(m)
The expected value of X with respect to measure P t,k satisfies the estimate uniformly in k
be the conditional expectation of X if we know that the velocity of the root is v and that the tree is in
. Now we use the self-similarity relation (32) with
The velocity of the root particle of m i is denoted by v (i) 1 and we let as in (25)
where we used the product structure of the integrals and (35) to obtain e.g.
We define now the norm
and the integral operator A f 0 by
We find the estimates
and
is monotone in k, as P t,k assigns the probability of trees of height greater than k + 1 to trees of height k, reducing the number of expected nodes. Hence eq. (36) implies that
Gronwall's inequality together with the previous estimate implies that
where we used that F 0,k = 0. Since
this implies (34) and the proof of the lemma is finished.
We now turn our attention to the determination of the scattering state of the particle at the root of the tree. For a tree m ∈ T the scattering state β : m → {0, 1} is defined recursively by (22). It is more convenient in our analysis than the ad-hoc definition, which required already some work to show existence, see the first part of Lemma 7. The important simplification is that scattering state in (22) only depends on the structure m but is independent of the data φ. We define the single-particle density
Borel. The density g t,k is closely related to the root marginal of P t,k and provides the link between the Boltzmann equation (11) and the idealized distribution of the trees P t,k . Due to the simplicity of the distribution P t,k it is possible to characterize the root-marginal of P t,k explicitly.
holds, where f t,k is the solution of system (15).
This formula shows that in particular g t,k = f t,k−1 .
Proof. The proposition is proven using induction over k, the case k = 0 is just the definition. In the induction step it is demonstrated that P t,k+1 satisfies formula (37) if P t,k does. Since the collision parameters ν are irrelevant we can integrate them out and work with the simplified version (28) of the measure P t,k instead of (24). We define the set of scattering states of trees up to height 2 that are compatible with σ ∈ {0, 1},
with the standard convention 0 j=1 a j = 1 for empty products, i.e.
The induction assumption and eq. (32) implies that
We rewrite P t,k+1 (. . .) as follows:
. By definition A(1) assigns to each skeleton m ∈ T 2 a unique σ which assumes the value 1 on the root and 0 on all nodes on the second level (this includes the special case m = (1) ∈ T 2 , that has no nodes on the second level). This shows that
Plugging the formulas (40) and (41) into eq. (39) yields that
and formula (37) has been established.
2.4.
The empirical distributionP t,k . We return now to the hierarchy of many body evolutions described in Section 2.1. The initial values of the particles form a random set
and it is assumed that the law of ω is the Poisson point process with density
). Hence, the size N = #ω is Poissonian random variable with intensity n. As explained in Section 2.2, the family of probability measuresP t,k ∈ P M (MT ) is the empirical distribution of the tree Φ which is generated by the many-body evolution and has a randomly chosen (tagged) particle as its root. The scattering state of the root gives the connection between (16) and (22).
Lemma 15. Let Φ = (m, φ) ∈ MT k and i * is the index the root particle in (16) then
The method of sampling from this distribution consists in drawing a realization of ω according to the unconditioned Poisson point process, and an independent random variable
which is the initial value of the tagged particle. The trees generated by this procedure are denoted by Φ(t, k) = (m(t, k), φ) ∈ MT k , where m(t, k) ∈ T k is the skeleton and φ : m(t, k) → Y specifies the initial values, the collision times and the impact parameters. The measuresP t,k are the image measure of Prob tppp induced by the many-particle flows so that for each Borel set Ω ⊂ MT in the sense of (23) we obtain
By construction, for fixed ω the skeleton m is monotonously increasing in t and k, and for fixed l ∈ m the data φ l does not depend on t or k. This implies that the j-marginal ofP t,k (trees of height j ≤ k) is given byP t,j , i.e.
We will use formula (43) to construct an alternative characterization ofP t,k which reflects the iterative process that underlies the definition of m(t, k). Using this alternative characterization one can easily establish total-variation bounds for P t,k −P t,k . Since the time t is arbitrary but fixed we will often writeP k instead ofP t,k . Let (m , φ ) ∈ MT k−1 and letP k ( · | (m , φ )) ∈ P M (MT k ) be the conditional distribution ofP k in the sense that
and φ l = φ l for all l ∈ m such that |l| < k . Formula (43), which characterizes the j-marginals ofP t,k , yields the following recurrence relation forP k :
Repeating this step k − 1 times we obtain the following iterative representation ofP k :
is the distribution of initial values.
Remark 16. Equation (45) shows that df
(1, t) = 1 is absolutely continuous with respect to
2.5. Representation ofP k − P k . Having constructed an iterative characterization ofP k we will now show that it is very similar to the idealized measure P k in a precise way. The key is to identify the mechanisms by which the two probability distributions fail to be equal. In this part of the paper we will work with the phase-space representation of the trees:
Remark 17. There are only two reasons whyP k fails to coincide with P k in the limit a → 0:
( The set R(t, a), which can easily seen to be nonempty, is relevant due to periodic boundary conditions, which will lead to self-intersections of the cylinders. 
1) The cylinders which are covered by the paths of the particles might contain selfintersections due to the periodic boundary conditions: v − v ∈ R(t, a) with
The second effect is caused by the notorious recollisions. Both effects disappear for finite t as the diameter a tends to zero. 
\ R(t, a) (all parent-child-pairs are non-resonant), (49)
z l ∈ ∪l <l l =l C l (
no particle appears twice in the tree), (50)
where we associate to each node l ∈ m the set of colliding initial values
and dist as in (9) ignores overlap in the initial data.
Note that G(a 0 ) ⊂ MT is a family of sets which decreases with a 0 . An elementary calculation yields that for all
The concept of good trees will now be used to derive a more explicit characterization of the distributionsP k (· | Φ k−1 ).
As an intermediate step we recall a formula which yields the probability of certain complex events with respect to Poisson-point processes.
for all permutations π ∈ S N , where S N is the symmetric group. We use the convention that
of the point process we chose an arbitrary enumeration of the elements of ω such that ω = {z 1 , . . . , z N }. We say that ω ∈ A if (z 1 , . . . , z N ) ∈ A; the choice of the enumeration is irrelevant since A is symmetric. It can be checked that if ω is a realization of the Poisson-point process with To apply Lemma 19 we have to work with the phase space representation of trees. We use the decomposition Ω =˙ m∈T E(m) ∩ Ω and restrict our attention to Ω ⊂ E(m) for some m ∈ T . When we will apply eq. (54) to a given tree m ∈ T , the number of points in ω ∩ C will be determined by m. Hence A ⊂ (C \C) r for one r only which simplifies (54) to a single nontrivial term. Note that for a general tree Φ = (m, φ) ∈ MT the number of nodes #m can be bigger than the number of particles involved in the collisions, i.e. it is possible that the map
is not injective and z l = z l for some pair l, l ∈ m, l = l . This scenario corresponds to a bad tree where two nodes represent the same particle, see (50). For this reason we restrict our attention to sets Ω which are subsets of G(a). The excluded set has nonzero probability, however we will show that the probability of MT \ G(a) tends with a to 0. By construction for all trees in Ω ⊂ G(a) the map l → z l is injective. The order defined by (48) for the nodes l ∈ m induces a representation of the events Ω ⊂ E(m) in phase-space coordinates, by (z l ) l∈m = (z l 1 , . . . , z l #m ) l 1 ,...,l #m ∈m such that l 1 < l 2 < . . . < l #m in the order (48).
These events are denoted as
In the same spirit one obtains a one-to-one correspondence between the initial values of particles associated with the tree-nodes at height k and subsets of (T
We will also need the conditional events
where Φ ∈ MT k−1 and (Z k , Φ) ∈ MT k is the tree obtained by attaching the leaves Z k to the topmost nodes of Φ. Recall that the density of the Poisson-point process which generates the initial positions of the particles is given by µ where
Before applying Lemma 19 we have to specify the sets C andC. Fix a 0 > 0 and let Φ ∈ MT ∩ G(a 0 ). We are interested in the distribution of those trees which coincide with Φ up to level k. Clearly, the initial positions of the particles at height k + 1 are contained in the set (compare Fig. 3) (55)
with C l (φ) = C l as in (51) and with Φ = (m, φ). In order to apply formula (54) we have to identify the conditioning of the distribution ω ∩ C k (Φ). Define the collection of cylinders
which contains those initial values that would affect the lower nodes. By construction the information on the point process ω that we have accumulated so far is given by ω∩C
where sym(A) is the symmetrization of the set
This is the crucial step where the complicated dependency on the past of the many-body evolution is reduced to a simple conditional expectation of the Poisson point process.
= ∅ for each r we can use formula (54) and deduce
We use the convention that the value of the integral over (
is 1. As explained directly after Definition 8, each permutation of the labels l ∈ m destroys the tree structure. Hence we obtain that if z π ∈ A and z ∈ A, then necessarily π is the identity transformation, i.e. z π = z. This implies that if we replace in the above formula sym(A) by the non-symmetric uniquely ordered set A we have to drop the term 
The proof is given in section 4. We return now to the collision representation of the trees. This means that the variables (z l ) l∈m in the integration are replaced by (u 1 , v 1 ) × (s l , ν l , v l ) l∈m\{1} . The determinant of the derivative of this transformation is given by
Thus changing coordinates in the integrals we obtain that for each m ∈ T
.
Thus we have shown that for all Ω ⊂ G(a)
where by eq. (24) the error has the form Proof. With (25), we first observe because Ω ⊂ G(a)
Then (55) and (58) imply
which implies the lemma.
The last lemma shows that the finite size effects in the empirical distribution are due to intersections of the cylinders of colliding initial data. These effect can only decrease the collision rate. Formula (63) is the key for quantifying the difference between P k andP k .
2.6. Total variation estimate of P k −P k .
Proposition 22 (Tightness). Let G(a) the set of good trees from Definition 18, and Ω ⊂ G(a 0 ). Then the following equations are true:
The assertions of the proposition amount to establishing convergence ofP k to P k in the total-variation sense uniformly in k. The proof relies on several simple, but somehow technical estimates and can be found at the end of the subsection. We will first estimate the size of the set R(t, a).
Lemma 23. Under the assumption of theorem 2 (66) lim a→0 R(t,a)
(1 + |v|) df 0 (v) = 0.
The proof can found in section 4. For technical reasons we decouple the dependency of G andP k on the scaling parameter a. We will construct a family of sets of treesĜ(a) ⊂ G(a) with the following two properties
The limit a → 0 is relevant in the second formula through the dependence ofP k on a.
The idea is that the trees in the setsĜ(a 0 ) have additional good properties which are controlled by a 0 . It is quite clear that for our choice ofĜ(a 0 ) (see (67)) eq. (69) holds even for fixed a 0 but without the limit the proof becomes more complicated. Now we constructĜ. It is the intersection of good trees for various a. To compare these we only consider the collision representation R 
and min
Lemma 25. For any monotone V (.) and ε(.) in the definition 24 ofĜ(a 0 ), we have
Proof. The functions ε(.) and V (.) are monotone in a with lim a→0 ε(a) = 0 and lim a→0 V (a) = ∞. The setĜ(a 0 ) is monotonously decreasing in a 0 , as we are using the collision data only in the nodes for the intersection of all a < a 0 and as ε 0 and V ∞. By the monotone convergence theorem for sets, we obtain
Using (6), we see that for any given skeleton m the probability of violating these conditions is zero. Thus we obtain P t (E(m) ∩ ∪ a>0Ĝ (a)) = P t (E(m)). Hence 
Proof. Fix a 0 and let Ω ⊂Ĝ(a 0 ). We first split off the contribution of the trees with many nodes. By Lemma 13, the expected value of the number of nodes #m in a tree m is bounded by K ini exp(κ d K ini t) + 1. As #m is a positive function, we can use Markov's inequality and the estimate on the expected value of nodes to obtain the estimate
This estimate gives us control over the error which arises if we ignore all trees with more than r nodes:
m∈T #m≤r
then for each r > 0 one obtains that
We will show that lim a→0 I 1 = 0 and lim sup a→0 (I 2 + I 3 ) = o(1) as δ tends to 0 (cf. eq. (72)). First we consider I 1 . Since there is only a finite number of tree skeletons with at most r nodes it suffices to show that
for each m ∈ T such that #m ≤ r. We have seen earlier (eq. (62)) that
We will demonstrate that there is a number K(a 0 , a) > 0 such that lim a→0 K(a 0 , a) = 0 and for all Φ ∈ E(m) ∩Ĝ(a 0 ) and all j ∈ N the estimate
≤ 1, and j<k 1 ≤ #m ≤ r this yields the bound
Thus estimate (73) implies lim a→0 I 1 = 0. To prove (73) we recall that by definition (57), see also (55), (56) and (58)
where the error terms are defined as follows
We set K(a 0 , a) = e 1 − e 2 − e 3 and show that lim a→0 e j = 0 for j = 1, 2, 3. For all , a) or not, since it can be bounded by the length of the path, and intersections will only reduce the measure. Hence, using that |l|=j 1 ≤ #m ≤ r e 2 + e 3 ≤ 2 κ d r t
R(t,a)
|v| df 0 (v) and eq. (66) yields that lim a→0 (e 2 + e 3 ) = 0. It remains to estimate e 1 . This is the only part where estimates are not uniform and depend on the constants ε(a 0 ) < 1 and V (a 0 ). 
and |v|, |v | ≤ V (a 0 ) and
The cylinders can intersect at most ((V + V (a 0 ))t + 1) 
Using (2) and that there are less than r 2 /2 possible pairs (l, l ) we find that
by choosingV large, the last term is arbitrarily small uniformly in a. In particular lim a→0 e 1 = 0 if a 0 is kept fixed. Thus we have shown that lim a→0 K(a 0 , a) = 0 and thereby lim a→0 I 1 = 0, i.e. we have shown the convergence in (69) for finite trees of size less than r for any fixed a 0 :
We finish the proof by showing that lim δ→0 lim a 0 →0 lim a→0 (I 2 + I 3 ) = 0. Equation (70) yields
and in a similar way we obtain
Equation (68) yields that the last expression converges to 0 uniformly in a 0 as δ tends to 0. Thus we have demonstrated that (69) is satisfied.
Now we are in the position to give the proof of Proposition 22.
Proof of Proposition 22. We show that (68) and (69) imply (65): SinceP k and P k are probability measures, eq. (69) implies that
Let now Ω ⊂Ĝ(a 0 ) for some a 0 > 0 and fix ε > 0. Then
= lim
= 0.
Equation (64) which is a Borel set in MT (23), as β 1 (m) = 1 is a property of m alone. With this notation we obtain that for every a 0 > 0
). , the signs '+' mark the difference between the number of non-collided particles at time t divided by n and the idealized prediction . Now using thatP t,k and P t,k are probability measures and eq. (65) again forΩ :
we send now a 0 to 0, apply (64) and obtain that lim a 0 →0 lim k→∞ P t,k (MT \ G(a 0 )) = 0, hence lim a→0 lim k→∞Pt,k (Ω) = A du df t (v), and the proof of Theorem 2 is complete.
Proof of Corollary 3. Equation (15), Lemma 5 and Remark 16 show that
t,k are absolutely continuous with respect to 1 ⊗ f 0 . The calculation above implies convergence off
The effect of concentrations
We illustrate now that the idealized theory does not capture the many-particle dynamics if the initial distribution f 0 exhibits strong concentrations. To simplify the long calculations at the end of the proof we assume that d = 2, but similar results are expected to hold in the case d = 3. 
denotes the empirical probability that a tagged particle does not collide, then A numerical simulation (Fig. 3) illustrates the prediction (78).
Proof. We could use the tree measures P t andP t to prove the assertion. To keep the notation as simple as possible and focus on the essential computation we chose a slightly different approach based on Taylor expansion.
It can be assumed without loss of generality that the initial value of the tagged particle is (0, v). We define the set
which is basically a cylinder with radius ρ and centerline given by the particle-trajectory without collisions and contains the initial positions of those particles that might collide with the tagged particle before time t. The parameter ρ > 0 is a function of λ such that vol(M λ ) = atλ, i.e. ρ solves (79) πρ
The idea is that for short times the survival probability should be dominated by events where the number of initial positions which fall into the set M λ is small. It turns out that the survival probability conditional to having j initial positions in M λ can be computed explicitly provided that λ ≥ j + 1. The reason is that for sufficiently large diameter the survival probability is independent of the configuration outside the cylinder. Since only half of the particles are potential collision partners and the modulus of the relative velocity is 1 the collision rate is 1 (recall that κ 2 = 2). By construction of λ the probability that the total number of particles whose initial position is contained in M λ equals k is given by e
be the probability that the particle does not collide before time t if there are precisely k particles contained in M λ . We will show later that in the limit where a tends to 0 the probabilities p k become independent of t. This is expected since all particles in M λ , except those near the ends, will either collide or leave the cylinder before time t. For small a the cylinder is very slender and only little volume is contained in the caps near the ends. For this reason we will not show the dependency on t in future.
Lemma 28. For all j ∈ N (80) lim
Proof. Let ω = {u 0 (i), | i = 1 . . . N } be the set of initial positions and P j = Prob(#(ω ∩ M λ ) > j) be the probability that M λ contains more than j particles. Clearly
where the inequality is due to Taylor's theorem.
We will only be interested in the case j = 3.
Idealized behavior. Let Q(t) := 1 1+t be the particle density predicted by the idealized theory. We are seeking idealized probabilities p
Replacing the exponential function in (81) by the power series one obtains that
Ordering the left hand side by powers of t and equating coefficients yields the following hierarchical set of equations for the probabilities p k
We can use the equations above to determine p id k recursively and obtain that
The recurrence relation can be solved explicitly and we obtain
Equation (80) and (81) implies that if p k does not agree with formula (83), thenQ(t) = Q(t) if t is sufficiently small.
Computation of the empirical probabilities p k . If λ ≥ k + 1 the probability p k can be computed explicitly. The reason is that the diameter of the cylinder is so large that the collision probability is not influenced by the initial configuration outside M λ and so small that the probability of initial configurations with overlap is negligible. To keep the notation as simple as possible we will from now on ignore errors coming from the finiteness of a and assume that the particles are intervals with length a perpendicular to the vector v. Explicit estimates of the dependency of p 2 on a are provided at the end of the proof, no approximation is involved in the case of p 1 . The dependency of p 3 on a can be estimated analogously. We will show now that for all λ ≥ 4 the values of p k (λ), k = 0, 1, 2, 3 are given by p 0 = 1,
. This implies that
= α 2 6 = 1 9 and thus the claim. Let k ∈ {0, 1, 2, 3} be the number of particles contained in the set M λ . For the sake of simplicity we say that the particles with velocity v are white and the particles with velocity −v are black. One obtains 2 k different color distributions, each of those cases has the same probability of occurring. We are now in a position to compute an explicit formula for the values of p k (λ). We have to consider several cases, depending on the direction and relative position of the particles in the path of the tagged particle. Particles traveling in the same direction as the tagged particle are denoted by w, particle in the other direction by b. The ordering of the particles in the cylinder is given in the index. . The details of this calculation are irrelevant, but for the purpose of checking that this number is indeed correct the detailed calculations are included below. We obtain that . We calculate now the value of I 2 .
We provide now an explicit estimate of the dependency of p 2 on a. depends on a: The probability that the white particle removes the black one, that will be hit at a time 0 ≤ s ≤ t, is given by the probability of finding an extra white particle in M λ such that it hits before time s. This probability is given by the volume quotient:
. Integrating this yields 
Proofs of auxiliary results
This section contains the proofs of Lemmas 5, 7, 15, 19, 20 and 23. These lemmas are not concerned with multi-scale aspects. Proof of Lemma 7. We first show, that the implicit relation β(i, t) in Theorem 2 is welldefined. For each particle it indicates whether it has undergone a collision: β(i, t) jumps from 1 to 0 at the time of the collision. As the particles are removed after a collision, a collision can only occur when dist(z i , z i , s) = a for some i = i .
This also takes multiple collisions into account, which lead to an undefined situation in hard-sphere collision dynamics, but as particles are removed here after a collision, the scattering state can be defined. The distance dist(z i , z i , s) , i ) , there exists a well-defined collision time for each particle i, at which it collides with an unscattered particle (β(i, .) has a well-defined jump); or the particle remains unscattered itself for [0, ∞) (β(i) is constant), which shows the existence of β(i, t). To prove convergence of β k (i, t), defined in (16), to β(i, t) as k tends to ∞, we first introduce some notation using the real scattering state β(., .). Let τ j be an ordering of the finite number of collision events described by β(., .). The sets I j are particles available for collision at time τ j and C j are those particle actually colliding. We define Formally, the likelihood of trees with constructive and destructive nodes can be computed with a formula analogous to (24), but due to the presence of two different types of nodes the integrand changes its sign. Moreover, it can be checked that for sufficiently large t, the integrand is not absolutely integrable, i.e. the integral only makes sense when cancelation effects are taken into account. These cancelation effects are the probabilistic analogue of the fact that solutions of the homogeneous Boltzmann equation
only exist globally in time due to cancellation effects, in the sense that the lossless Boltzmann equation
∂f ∂t = Q + [f, f ] does not admit global solutions, see [IS87] . For this reason it is currently unclear, whether almost sharp lower bounds on the likelihood of good trees can be obtained in this way.
