In [4] , Eager and Franco introduce a change of basis transformation on the F-polynomials of Fomin and Zelevinsky [8], corresponding to rewriting them in the basis given by fractional brane charges rather than quiver gauge groups. This transformation seems to display a surprising stabilization property, apparently causing the first few terms of the polynomials at each step of the mutation sequence to coincide. Eager and Franco conjecture that this transformation will always cause the polynomials to converge to a formal power series as the number of mutations goes to infinity, at least for quivers possessing certain symmetries and along periodic mutation sequences respecting such symmetries. In this paper, we verify this convergence in the case of the Kronecker and Conifold quivers. We also investigate convergence in the F0 quiver, though the results here are still incomplete. We provide a combinatorial interpretation for the stable cluster variables in each appropriate case.
Introduction
Cluster algebras were originally developed by Fomin and Zelevinsky [7] in order to study total positivity and canonical bases in Lie theory. Since then, numerous connections have been discovered between cluster algebras and various areas of mathematics and physics. In brief, a cluster algebra is a particular type of commutative ring, along with some additional combinatorial structure. In particular, a cluster algebra is given by a distinguished subset of n elements (a cluster seed) along with mutation rules describing how to generate another subset of n elements (a cluster). Each cluster can again be mutated into other clusters. The cluster algebra is constructed from the seed by repeatedly mutating it in all possible ways into all possible clusters.
In this paper we will focus on a limited type of cluster algebra, known as skew-symmetric cluster algebras of geometric type. It is common to describe such a cluster algebra by drawing a finite directed graph, or a quiver, with n labelled vertices. Then, the initial seed corresponds to the elements in the labelling, and the mutation rules are encoded by the configuration of edges.
By fixing an infinite sequence of mutations, one can generate an infinite sequence of polynomials, one at each step. Subject to certain constraints on the seed and mutation rules, these polynomials are called F -polynomials. F -polynomials were introduced by Fomin and Zelevinsky in [8] .
In the study of quiver gauge theories, F-polynomials are well-suited for describing a phenomenon known as Seiberg duality [9, 2, 1] . In Section 9.5 of [4] Eager and Franco apply a transformation to F-polynomials that expresses them in terms of a natural alternate basis, rather than in terms of the initial cluster seed variables. In the language of quiver gauge theory, their transformation corresponds to a change of variables from quiver gauge groups to fractional brane charges. Once rewritten in this new basis, the F-polynomials appear to become convergent expressions, approaching some formal power series as the number of mutations goes to infinity. In their paper, they illustrate this apparent property for the first few F-polynomials generated by the dP1 quiver. They conjecture that this stabilization property should hold for some larger class of quivers possessing certain symmetries and along periodic mutation sequences respecting such symmetries.
The purpose of the current paper is to investigate the stabilization property of transformed Fpolynomials in 3 specific cases. We verify convergence for the Kronecker and the Conifold quivers, and discuss partial results for the F 0 quiver.
Background
We review the relevant definitions and background concepts here from a combinatorial perspective, using the language of quivers. For more complete treatments, including more generalized cluster algebras, see [6, 7, 8, 11, 10, 3] .
Cluster Algebras (of Skew-Symmetric, Geometric Type, without Frozen Vertices)
A quiver is a finite directed graph, possibly with multiple edges, but with no self-loops and no 2-cycles. We will work with quivers whose n vertices are labelled, and where the labels come from a field of rational functions in n variables, F = C(x 1 , . . . , x n ). Let Q be a labelled quiver with vertices v 1 , v 2 , . . . , v n , and labels ℓ 1 , ℓ 2 , . . . , ℓ n , respectively. Q encodes a cluster algebra, a sub-algebra of the ambient field. To explain how, we require some additional notions.
Let B be the (signed) adjacency matrix of the quiver. B ij = number of edges v i → v j (with this entry being negative if the edges point v j → v i ). Hence, B is a skew-symmetric matrix. For any vertex v k define quiver mutation at vertex k, to be a new quiver µ k (Q), with the same vertices v 1 , . . . , v n but with a new adjacency matrix B ′ , and new vertex labellings ℓ ′ i , as follows:
B kj ℓ j Quiver mutation is equivalently described by the following algorithm. For an example of quiver mutation, see Figure 2 .
Update the label at
3. If any self-loops or 2-cycles were newly created, delete them. 4 . Reverse all arrows incident to v k .
For any quiver µ k1 µ k2 . . . µ km (Q) reached by a finite sequence of mutations from Q, the collection of labels of its vertices is known as a cluster. Any single label in a cluster is a cluster variable. The cluster associated to Q, the initial quiver before any mutations, is known as the cluster seed. Finally, the cluster algebra defined by Q is the sub-algebra of F generated by all possible cluster variables that can be reached from Q by any finite sequence of mutations.
Frozen Vertices and F-polynomials
To define F-polynomials, we will first introduce a modification of Q, called its framed quiver, and denoted Q ′ . The vertices of
That is, we add a new vertex v ′ i for each existing vertex v i ∈ Q. We will consider the new vertices v ′ i to be "frozen," meaning that we will never mutate the quiver there. The edges of Q ′ retain all edges from Q, with the addition of a new edge v i → v ′ i for each i.
Next we fix a mutation sequence of vertices µ = (v i1 , v i2 , . . .) which includes only non-"frozen" vertices. Finally, we specify the labelling of Q ′ to be 1 at any non-"frozen" vertex, and y i at any
Hence, we will be generating cluster variables in C(y 1 , y 2 , . . . y n ). We will mutate Q ′ iteratively according to the fixed mutation sequence, generating a new cluster at each step. Note that only one new cluster variable F j is actually generated at each step j in the mutation sequence, with all other cluster variables remaining unchanged. The sequence {F j } is the sequence of Fpolynomials generated by Q ′ with mutation sequence µ. These functions are polynomials in the variables y i with integer coefficients. [8, 3] 
Stable Cluster Variables
We now summarize the apparently stabilizing transformation on F -polynomials introduced by Eager and Franco [4] . For the remainder of the paper, we will abbreviate quiver vertices
In addition, we will denote the initial framed quiver as Q 0 , and the quiver generated after the k steps of the mutation sequence as Q k . The F-polynomial generated at the kth step of the mutation sequence will be denoted F k .
For each quiver Q k in the sequence, define a matrix C k , whose ij-th entry is the number of arrows i ′ → j in Q k (with this being negative if the arrows point j → i ′ ). In other words, C k is the lower left n × n submatrix of the signed adjacency matrix. We will refer to these matrices C k as C-matrices. The inverse C-matrix will provide the stabilizing transformation we are interested in. In the remainder of the paper, we present some examples whereF k converges to a formal power series as k → ∞. In the context of these examples, we refer to the transformed F-polynomialsF k as stable cluster variables. The first example we present is the Kronecker quiver, with its framed quiver pictured in Figure  1 . We consider this example with respect to the mutation sequence (0, 1, 0, 1, . . .). Recall that we denote the sequence of quivers generated by the mutation sequence{Q 0 , Q 1 , . . .}, the corresponding C-matrices {C 0 , C 1 , . . .}, and the sequence of F-polynomials {F 1 , F 2 , . . .}. We adopt the convention that F 0 := 1. F 0 = 1
Further, the C-matrix and its inverse are given by
Proof. Q k follows the predictable structure shown in Figure 2 , which is easily verified by induction. From the definition of cluster mutation, the recurrence is immediately read off of the structure of Q k . Similarly, the C-matrix is immediate, and its inverse easily computed.
The two possible forms of C −1 k differ from each other by permuting the rows. This discrepancy accounts for the fluctuation between variables y 0 and y 1 seen in Figure 3 . We will from now on remove this fluctuation by eliminating one case, in order to simplify computation. We choose, without loss of generality, to follow the case of odd k.
Row Pyramids
F-polynomials for certain types of quivers and mutation sequences have a known interpretation as the generating functions of a combinatorial object known as pyramid partitions [12, 5] . Here we review this combinatorial interpretation in the case of the Kronecker quiver. 
Proof. This may be proven inductively by verifying that the same recurrence on F-polynomials F k also holds for the generating function.
Proof of Stabilization
Next, we prove that the transformed F-polynomials in the case of the Kronecker quiver with the given mutation sequence do indeed stabilize in the limit to a formal power series. Afterwards, we give a combinatorial interpretation of that limit in terms of an infinitely long row pyramid. . Then the proposition follows by transforming the generating function according to this rule, with a = # white stones removed, b = # black stones removed. Then, regroup terms. The idea of the proof of the stabilization property is that the stable terms inF k are the contributions exactly from the simple partitions. 
Proof. The term 1 clearly stabilizes, since every F k includes 1 as a term, coming from the trivial partition with no stones removed. The term remains unchanged under the linear transformation C k .
Claim: For any monomial y
In R k it is impossible to remove as many black stones as white stones, since a black stone can only be removed after both white stones on top of it have been removed. Since F k is the partition function for R k the claim follows. . We claim that there is some K such that for all k ≥ K,m appears inF k with coefficient a.
Using the matrix C k ,m appears inF k if and only if the term y k−a+1 0 y k−a 1 appears in F k . This term corresponds to a partition with (k − a + 1) white stones removed and (k − a) black stones removed. Note that since the difference is 1, it must be a simple partition. It is a straightforward combinatorial observation that there are a such partitions whenever k ≥ a and 0 such partitions whenever k < a. So the claim holds with K = a. in F z+1 , using C z+1 . That is, we add j to each exponent. However, increasing from z to z + 1 adds only one stone of each color to R z . So if j ≥ 2, then after a finite number of steps, the exponents will grow too large for any possible partition.
Combinatorial Interpretation of the Limit
We now give a combinatorial interpretation for lim k→∞Fk . This interpretation will be generalized in the next section. . . .
Definitions 3.11.
A partition of R ∞ is a stable configuration achieved by removing an infinite number of stones, such that only a finite number of stones remains.
A simple partition of R ∞ is a partition of R ∞ such that the removed white stones form one consecutive (infinite) block, and no exposed black stones remain.
Define the weight of a partition P of R ∞ as weight(P ) = y 
Conifold Quiver
The second example we present is the Conifold quiver, whose framed quiver is pictured in Figure  4 . We consider this example with respect to the mutation sequence (0, 1, 0, 1, . . .). Note that the conifold is a quiver with 2-cycles, which according to the usual conventions we cannot mutate. For this example, we will mutate the quiver as usual, but at every step, remove any self-loops that were created.
A table again suggests that the C-matrix transformation stabilizes the cluster variables. (Entries in the last two rows are truncated). Here is a larger number of stable terms. They do not seem to follow an obvious pattern:
. . . + 33y The conifold also mutates with a predictable structure, and it is easy to see that the C-matrix has the same form as in Section 3 with the Kronecker quiver. As we did in Section 3, we will without loss of generality eliminate the even case in order to remove the fluctuation in variables inF k :
(2-color) Aztec Diamond Pyramids
The F-polynomials generated by the conifold quiver also have a known combinatorial interpretation as the generating functions of certain pyramid partitions [12, 5] . We review this interpretation here. As in the previous section, a partition of AD k is a stable configuration achieved by removing stones from AD k .
As in the previous section, for any partition P of AD k , its weight is weight(P ) = y 
Proof. Proven in [5] , using an interpretation by perfect matchings of graphs which is equivalent to our interpretation in terms of partitions of pyramids.
Proof of Stabilization
Note that each AD k can be decomposed into layers of row pyramids (Definition 3.2), such that the jth layer from the top contains j row pyramids of length k − j + 1. We will frequently refer to a row pyramid in the decomposition simply as a row of AD k .
A simple partition of AD k is a partition such that the restriction of the partition to each row pyramid is simple. (See Definition 3.7). For any partition P of AD k , for any row r of AD k , we call r altered if at least one stone is removed from r. Analogous to the case of the Kronecker quiver in Section 3, the idea of the next proof is that the stable terms inF k are contributed by the simple partitions. . In P , j is the difference between the number of white stones and black stones removed. Let S be the set of rows altered by P . Note that P is a simple partition iff |S| = j, and P is a non-simple partition iff |S| < j.
Suppose |S| < j.
If F z+1 has a term transforming tom, it must be m 2 = y zj−a+2j 0 y zj−a+j 1 . In other words, each exponent increases by j from m 1 . But increasing from z to z + 1 adds only one stone of each color to each row. So if j > |S|, then after a finite number of steps it will be impossible for any partition altering exactly the rows in S to have a weight transforming tom. Since this is true for any set S of fewer than k rows, eventually the only possible partitions with weight transforming tom will be simple partitions.
This proof easily be can be modified to show that the following stronger claim holds: For sufficiently large k, the terms in F k transforming tom come only from simple partitions, such that each altered row of the partition has more than w stones removed, for any fixed w.
Claim: For sufficiently large k, the coefficient in front ofm inF k is constant.
Assume k is large enough that all partitions with weight transforming tom are simple with each altered row having strictly greater than 1 stone removed, and that k ≥ j. The second condition guarantees that AD k is large enough for every possible set of j altered rows to exist.
We construct a bijection φ between partitions of AD k with weight transforming tom and partitions of AD k+1 with weight transforming tom.
Let P be such a partition of AD k . Since P is simple, then for each altered row r, P divides the unremoved stones in r into two end sections, separated by the block of removed stones. (With each end section possibly empty). Increasing from k to k + 1 adds one stone of each color to each row. To get φ(P ) we simply remove from each altered row one more stone of each color, such that the configuration of each end section is preserved. Since we removed j additional stones of each color in total, φ(P ) has weight transformingm, so the map is well-defined. (An example of φ is shown after the end of the proof).
φ is bijective, since the inverse map is obvious (add one stone of each color such that the end section configurations are preserved) and well-defined. Well-definedness follows from the condition that each altered row has strictly greater than 1 stone removed, so the addition of stones still leaves the row an altered row.
Example 4.7. φ(P ) where P is a simple partition of AD 3 .
P :
φ(P ): . . .
Combinatorial Interpretation of the Limit

Definitions 4.9.
A partition of AD ∞ is a stable configuration achieved by removing stones from AD ∞ , such that for each row in its decomposition, either no stones are removed, or an infinite number of stones are removed such that only a finite number of stones remains.
A simple partition of AD ∞ is a partition of AD ∞ such that the restriction of the partition to each row is simple.
For any row r of AD k or AD ∞ , define its height h(r) as its distance from the top layer, such that the height of the top row is 0. Note that when k is finite, h(r) = k− (# of white stones in r).
For any partition P of AD k or AD ∞ , define its height
For any partition P of AD k or AD ∞ , let
x(P ) = altered rows r of P
(# non-removed white stones in r)
Equivalently, . Note that j = # altered rows. Also observe that kj = h(P ) + altered rows r of P length of r . (Where length of r = # white stones in r before any stones are removed). Hence kj − a = h(P ) + x(P ). 
F 0 Quiver
Next, we investigate the F 0 quiver, whose framed quiver is shown in Figure 6 . We consider this example with respect to the mutation sequence µ = (0, 1, 2, 3, 0, 1, 2, 3, . . .).
Here the cluster variables appear to converge, but this time in two phases. That is, the evenindexed cluster variables appear to converge to one limit, and the odd-indexed cluster variables appear to converge to another limit. Currently, we have only completed an analysis of the evenindexed cluster variables, whose limit generalizes the conifold case further. An explanation for the odd-indexed cluster variables, or the existence of this double sequence, has not yet been investigated. For the remainder of the discussion, we consider only the even-indexed cluster variables, and we re-index them from F 2 , F 4 , F 6 , . . . to F 1 , F 2 , F 3 , . . . in order to simplify notation.
Here is a larger number of stable terms. By identifying pairs of variables y 0 = y 1 , y 2 = y 3 , these terms collapse down to the conifold case.
. . . + 6y 
4-color Aztec Diamond Pyramids
The F-polynomials are, once again, partition functions of pyramids. We carry over the definition of a partition of AD (4) k from previous sections unchanged. Now, for any partition P of AD Proof. Details are omitted, but the proof is essentially identical to that of Theorem 4.6, except that there are four variables or four colors to keep track of instead of two. Note that by identifying blue stones with black stones, and identifying yellow stones with white stones, we recover the two-color Aztec diamonds from the previous section. This corresponds to identifying pairs of variables y 0 = y 1 , y 2 = y 3 , which collapses polynomials down to those from the previous section. The F 0 quiver can hence be seen as an "unfolded" version of the conifold.
Analogous to the previous section, there is a combinatorial interpretation of the limit in terms ofAD (4) ∞ , the infinite 4-color Aztec diamond, which generalizes the expression from the conifold case.
. . . Proof. Details omitted, but essentially similar to the analogous proposition in the previous section.
Conclusion
Open Questions
Numerous questions remain to be answered, including:
1. How do we explain the behavior seen in the F 0 quiver, where the transformed cluster variables split into two distinct sequences? Can we predict for which quivers such a fork occurs?
2. How can we prove that the odd-indexed F-polynomials for the F 0 quiver also stabilize? What is a combinatorial interpretation for these functions?
3. Each of the three examples presented throughout this paper generalizes the previous in a natural way. What family of quivers and mutation sequences does this generalization ultimately extend to?
4. Eager and Franco originally observed apparent stabilization for the dP1 quiver. So far, we have not investigated this case.
5. What characterizes the class of quivers and mutation sequences for which stabilization occurs? What is the underlying explanation that causes stabilization? And what significance does this have in the context of quiver gauge theories?
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