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В свою очередь матрицы 
kx¶
¶Φ
 могут быть выражены через производную 









Постановка двухточечной краевой задачи завершается формулировкой 
условий трансверсальности состоящих в ортогональности сопряженных век-













EcTλ , (24) 
где 1c  и 2c  – неопределенные постоянные. 
Таким образом, решение двухточечной краевой задачи состоит в 
нахождении начальных условий для сопряженной системы (22) таких, чтобы 
решения гамильтоновой системы (12) и (22) с учетом закона управления (20) 
в конечный момент времени 1=t  удовлетворяли условиям LÎx  и условиям 
(24). 
Решение сформулированной двухточечной краевой задачи может быть 
получено в результате применения численных методов, изложенных в 
соответствующей литературе [6]. 
Заключение. Основным результатом исследования является разработка 
квазистатической математической модели металлопрокатного стана. Досто-
инством предложенной математической модели является ее относительная 
простота, основанная на статических соотношениях между технологическими 
параметрами. С другой стороны система дифференциальных уравнений, опи-
сывающая квазистатические фазовые траектории, позволяет применить мощ-
ный арсенал средств теории оптимального управления для решения различ-
ных задач, связанных с перенастройкой технологических параметров про-
цесса прокатки. 
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МОДЕЛИРОВАНИЕ ЭФФЕКТИВНЫХ ПАРАМЕТРОВ МОДЕЛИ 
ДЕЯТЕЛЬНОСТИ ПРОИЗВОДСТВЕННО-ЭКОНОМИЧЕСКОЙ 
СИСТЕМЫ 
В статті запропоновано математичній апарат оптимізації показників діяльності виробничо-
економічної системи як розв’язання задачі синтезу власних векторів відповідних матриць. 
В статье предложен математический аппарат оптимизации показателей деятельности 
производственно-экономической системы как решение задачи синтеза собственных векторов 
соответствующих матриц. 
In this article the mathematical apparatus for optimization of production and business system parameters 
as solution for eigenvectors synthesis task of correspondent matrixes have been proposed. 
Введение. В настоящее время математические методы и модели находят 
широкое применение в стратегическом планировании и управлении. 
Полезные прикладные результаты получены при моделировании 
производственных, экономических и организационных процессов [1]. 
Производственное предприятие, организация или некоторый проект 
представляют собой сложную систему. Функционирование такой системы 
происходит под воздействием целого набора различных факторов, постоянно 
изменяющихся под воздействием внешних условий. Очевидно, что 
управление подобной системой представляет нетривиальную задачу. 
Решение подобных задач становится практически невозможным без 
внедрения информационных систем, основной составляющей которых 
являются информационные технологии, основанные на применении 
совокупности моделей и методов, разработанных при помощи некоторого 
математического аппарата, и средств обработки информации. 
Разработка и анализ результатов использования экономико-
математических моделей позволяет не только ускорить процесс принятия 
решений, но и более комплексно представить рассматриваемую проблему по 
сравнению с анализом, который может провести даже самый 
высококвалифицированный и опытный эксперт. 
Эффективность экономико-математического моделирования в 
значительной степени определяется адекватностью построенной модели, а 
также правильным выбором методологий и методов работы с ней. 
Анализ используемых до настоящего времени на практике подходов к 
моделированию факторов, влияющих на функционирование организации, 
показывает, что большинство из них носят скорее качественный характер [2]. 
Это затрудняет их формализацию и автоматизацию учета. 
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В данной статье предложен математический аппарат, позволяющий 
моделировать воздействие внешних факторов на внутренние показатели 
деятельности организации и определять оптимальные значения 
рассматриваемых параметров модели для обеспечения эффективного 
функционирования системы, её адаптации к изменениям во внешней среде и 
развитию. 
1. Оптимизация внутренних экономических показателей как задача 
синтеза собственных векторов соответствующих матриц. Предположим, 
что по результатам проведенного анализа рынка, прогнозам сформирован 
некоторый набор факторов, воздействующих на рассматриваемую систему. 
Обозначим эти параметры как элементы матриц A , B  соответственно jia , 
jib  ),1,( nji = . Пусть деятельность предприятия характеризуется набором 
показателей jix , которые будем трактовать как компоненты n  векторов ix . 
Рассмотрим вначале случай, когда установлены оптимальные значения этих 
показателей для i -го вектора – *ix . Задача формулируется так: необходимо 
определить значения части параметров jia , jib , в дальнейшем их удобно 
обозначить как kp  ),1( mk = , при которых будут достигаться оптимальные 
значения показателей деятельности. 
Полагая зависимости между параметрами линейными, модель 
представим в форме задачи о собственных значениях и собственных векторах 
 ( ) 0xBA =+l- . (1) 
Для решения оптимизационной задачи воспользуемся идеей теории 
чувствительности [3]. Варьируя параметры модели, придадим 
соответствующему собственному вектору необходимую конфигурацию. 
Обозначим изменение ix  через 
 iii xxx -=D
*   ( ni ,1= ). (2) 




¶x  вектора ix  по 
варьируемым параметрам kp  ( mk ,1= ). Теперь вектор ixD , полагая его 
достаточно малым, с точностью до малых второго порядка можно 
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Если выражение (1) продифференцировать по параметру kp  ( mk ,1= ) и 































= . (5) 
Для il =  полагаем 0=klid . 
С учетом соотношения (4) выражение (3) приобретает вид 
 pSx D=D i . (6) 
















































S ; (7) 
[ ]т1 ,, mpp DD=D Kp – вектор изменения параметров. 
Формулу (6) можно рассматривать как уравнение относительно pD . В 
зависимости от соотношения n  и m  для pD  имеют место следующие 
выражения: 
 ( ) ixSSSp D=D - т1т    ( nm < ); (8) 
 ixSp D=D
-1    ( nm = ); (9) 
 ( ) ixSSSp D=D -1тт    ( nm > ). (10) 
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Формула (8) получена методом наименьших квадратов. С помощью 
выражения (10) из бесчисленного множества решений выделяется 
единственное, обладающее свойством min2 ÞDp . 
Новое значение вектора параметров, отвечающего измененному 
собственному вектору, приближенно представим в виде 
 ppp D+= 0 , (11) 
где 0p – исходный вектор параметров. 
В формуле (3) ixD  предполагается малым, что практически редко 
выполняется. Для больших значений ixD  требуется разработка специального 
алгоритма, позволяющего определить необходимые изменения параметров с 
помощью одной из формул (8)-(10). Если модули отдельных координат в 
векторе ixD  велики, то первый шаг выполняется с r
i
i
xx D=D~  ( K,2,1=r ); r  
выбирается так, чтобы модуль jixD  ( nj ,1= ) был небольшим, например, 
менее 5% от модуля jix . На каждом шаге реализуется итерационный процесс. 
После первой итерации по формуле (11) получаем вектор параметров ( )1p  и 
новый собственный вектор ( )1ix . В общем случае последний отличается от 
вектора ii xx D+ , т.е. вектора, который мы стремимся получить на первом 
шаге. Определяем невязку ( ) ( )11 ~~ iiii xxxx -D+=D  и выполняем с ней вторую 
итерацию для нахождения ( )2p , ( )2ix . Затем вычисляем невязку 
( ) ( )22 ~~
iiii xxxx -D+=D . Процесс продолжается до тех пор, пока не выполнится 
условие 
 











 ( mk ,1= ),  
где e – некоторое малое число. 
Полученный на последней итерации собственный вектор ( )1+jix  
принимаем за вектор ix , с его помощью уточняем ixD  по формуле (2) и 









xx  аналогично первому. Последний r -й 
шаг, очевидно, выполняется для 
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Отметим несколько обстоятельств, важных при программной реализации 
алгоритма. В программе необходимо предусмотреть автоматическое 
изменение r , поскольку в некоторых случаях даже малое изменение 
собственного вектора требует значительного изменения некоторых 
параметров. Если знак добавки отрицательный, новое значение параметра 
также может быть отрицательным, т.е. лишенным физического смысла. 
Исходный улучшенный собственный вектор *ix , а также улучшенные 
собственные векторы на каждом шаге алгоритма следует предварительно 
нормировать, причем нормировка должна использоваться та же, что и в 
подпрограмме определения собственных значений и собственных векторов. 
Изложенный алгоритм без труда обобщается на случай одновременной 
корректировки всех или нескольких собственных векторов. Полученная выше 
формула (6) приобретает вид 
 pSx D=D . (12) 



















































      ),1( nq = ,  
где ixD , iS    ( qi ,1= ) имеют тот же смысл, что и (2), (7). 
2. Результаты расчетных исследований. Параметры системы 
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Рис. 1. Результаты оптимизации собственного вектора: 1 – исходное значение вектора; 
2 – желаемое значение; 3 – значение после оптимизации 
На рис. 1 представлены результаты оптимизации пятого собственного 
вектора с помощью двух параметров. Исходные значения указанных 
параметров 21014,0 -×=h ; 2102,0 -×=d . Ломаными линиями показаны 
исходный собственный вектор, его желаемая конфигурация и результаты 
оптимизации. В качестве желаемой конфигурации собственного брался 
исходный вектор, у которого значение координаты 3x  увеличено на 30% и 
настолько же процентов уменьшены значения координат 1x  и 2x . Значения 
варьируемых параметров при этом оказались следующими: 210177,0 -×=h ; 
210288,0 -×=d . 
Выводы. 1. Дан анализ современного состояния применения 
математических методов и моделей в стратегическом планировании и 
управлении проектами. 2. Предложен математический аппарат оптимизации 
внутренних экономических показателей как решение задачи синтеза 
собственных векторов соответствующих матриц. 3. Приведены результаты 
расчетов по оптимизации параметров матрицы за счет синтеза координат 
собственного вектора. 
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КЛАССИФИКАЦИЯ ИЕРАРХИЧЕСКИХ СИСТЕМ УПРАВЛЕНИЯ 
И КООРДИНАЦИИ БИЗНЕС-ПРОЦЕССОВ ЦЕПОЧЕК 
ПОСТАВОК 
У роботі зроблено класифікацію  ієрархічних систем управління  і координації бізнес-процесів 
логістичних ланцюгів поставок. Розглянуто двох і трьохрівневих ієрархічні системи. 
Запропоновано новий тип фірм – регіональних системних інтеграторів бізнес-процесів. 
В работе сделана классификация иерархических систем управления и координации бизнес-
процессов логистических цепочек поставок. Рассмотрены двух и трехуровневые  иерархические 
системы. Предложен новый тип фирм – региональных системных интеграторов бизнес-
процессов. 
In this work classification of hierarchical control systems and coordination of business processes of 
logistical chains of deliveries is made. Two and three-level hierarchical systems are considered. The new 
type of firms – regional system integrators of business processes is offered..  
Введение. С конца 1980-х годов все активнее стал употребляться термин 
«управление цепочками поставок» (supply chain management, SCM). 
Фактически SCM – это интегрирование ключевых бизнес-процессов, 
начинающихся от конечного пользователя и охватывающих всех 
поставщиков: сырья, материалов, готовой продукции, различных услуг и 
информации, добавляющих ценность для потребителей и других 
заинтересованных лиц [1]. С другой стороны, SCM представляет 
взаимодействие трех элементов: структуры цепочек поставок; бизнес-
процессов, происходящих в цепочках поставок; компонентов управления 
цепочками поставок. 
Можно выделить три составляющие всех цепочек: снабжение (сырье и 
материалы); незавершенное производство; реализация готовой продукции. 
Основной задачей управления цепочками поставок является оптимизация не 
отдельных бизнес-процессов (транспортные задачи, управление запасами и 
т.д.), а их интеграция и координация, что позволяет значительно уменьшить 
суммарные затраты [2]. 
Двухуровневые системы управления. Проведем классификацию 
иерархических систем управления и координации бизнес-процессов цепочек 
поставок независимо от того, какая составляющая логистической цепи 
поставок рассматривается. В дальнейшем для основного предприятия 
(центральной компании), которое производит оригинальную продукцию, 
будем использовать аббревиатуру ОЕМ (Original Equipment Manufacturer). 
Цепочки поставок имеют три структурных размерности: горизонтальная 
