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approche alǵebrique
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Résuḿe— Le développement d’une nouvelle ḿethode d’estimation d’́etat
par une approche alǵebrique constitue la principale motivation de cet ar-
ticle. Cette approche est d́ediéeà une classe ǵenérale de syst̀emes lińeaires
stationnaires avec des perturbations. Nous donnons une expression formelle
de l’état en fonction d’intégrales de la sortie et de l’entŕee. Pour ce faire, on
applique certains outils math́ematiques tels que la transformation de La-
place et des outils issus du calcul oṕerationnel. Un exemple en dimension
trois d’un moteur à courant continu et des simulations sont donńes afin
d’illustrer les performances de cette approche.
Mots-cĺes— Syst̀emes lińeaires, estimation d’́etat, perturbations, approche
algébrique.
I. I NTRODUCTION
Pour des raisons techniques ouéconomiques (de construc-
tion, de positionnement et de coût des capteurs, ...), il n’est pas
possible en ǵeńeral d’acćederà la totalit́e des composantes du
vecteur d’́etat par des dispositifs de mesure. Or, dans beaucoup
de cas, la commande d’un système ńecessite de s’assurer de la
connaissancèa chaque instant de ce vecteur d’état. Si le syst̀eme
est observable, une solution consiste alors en la synthèse d’un
observateur (ou d’un reconstructeur), grâce auquel il est pos-
sible d’estimer tout ou partie de l’état par l’interḿediaire des
grandeurs connues du système.
L’observateur est un système dynamique qui peutégalement
servir à la surveillance des systèmes, en particulier la détection
de panne, ou m̂eme à l’identification de param̀etres, en
consid́erant un syst̀eme augmenté, avec ces param̀etres comme
nouvelles variables d’état. Le probl̀eme de la synth̀ese d’obser-
vateurs constitue donc un grand domaine d’intér̂et et d’́etude.
Un observateur peut̂etre ŕealiśe si le syst̀eme est observable,
c’est-̀a-dire qu’on peut reconstruire l’état initialx(ti) à partir de
l’information sur ses entréesu(t) et ses sortiesy(t) pendant un
intervalle de temps fini[ti ; t f ]. Pour les systèmes lińeaires sta-
tionnaires, un observateur aét́e introduit pour la première fois
par Luenberger [1] conduisantà l’estimation asymptotique de
l’ état. Dans le cas de système lińeaire avec bruit, òu apparaissent
des ph́enom̀enes stochastiques, un filtre de Kalman peutˆ tre
conçu [2], [3].
Dans cet article, nous proposons de réaliser un reconstruc-
teur rapide d’́etat pour des systèmes lińeaires stationnaires, par
une approche alǵebrique inspiŕee de ŕecents travaux de Fliess
et Sira-Ramirez [4], [5]. La reconstruction de l’´ tat est donńee
par une formulation explicite, plutô que par un système dyna-
mique auxiliaire comme dans le cas de l’utilisation d’un obser-
vateur. Dans l’approche proposée, les d́erivées successives de
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la sortie sont expriḿees en fonction des intégrales des mesures
(éventuellement bruitée) et des entrées. On peut alors recons-
truire l’état du syst̀eme en un temps fini (et non asymptotique).
Cette approche possède les propríet́es suivantes :
– il n’y a pas de gains d’observation ou d’autres paramètres
ext́erieursà ŕegler ;
– les calculs peuvent̂etre impĺement́es formellement et ef-
fectúes de manìere tr̀es rapide ;
– l’estimation est robuste par rapport au bruit de mesure
(qu’il soit blanc ou d’une autre nature) et par rapportà des
perturbations extérieures structurées.
II. PROBLÉMATIQUE
Consid́erons un système lińeaire stationnaire sujetà des per-
turbations ext́erieures :
{
ẋ = Ax+Bu+Dp
y = Cx
(1)
où x∈ Rn est l’état,u∈ Rφ est l’entŕee,p∈ Rρ est la perturba-
tion et y ∈ Rd est la sortie.A ∈ Rn×n, B ∈ Rn×φ, D ∈ Rn×ρ et
C∈ Rd×n sont des matrices constantes.
Une condition ńecessaire et suffisante d’observabilité pour (1)
est [2] :
rangO(A,C) = n.
où la matrice d’observabilité :O(A,C) = [C
T ,(CA)T , ...,(CAn−1)T ]T .
Dans [6] et [7], la notion d’observabilité est revisit́ee du
point de vue de l’alg̀ebre diff́erentielle. Dans ce cas, l’obser-
vabilité est équivalenteà la possibilit́e d’exprimer toute va-
riable du syst̀eme, et, en particulier, toute variable d’état comme
combinaison lińeaire de la commande, de la sortie et de leurs
dérivées jusqu’̀a un ordre fini. Ce crit̀ere est valable aussi pour
les syst̀emes non lińeaires. Le travail pŕesent́e ici a pour but d’es-
timer l’état en adoptant cette approche algébrique.
Par la suite, on considérera des systèmes monovariables
(c’est-̀a-direφ = d = 1) etρ = 1. Nous formuleronśegalement
l’hypothèse suivante :
CD = CAD= ... = CA(n−2)D = 0. (2)
III. A PPROCHE ALǴEBRIQUE POUR L’ ESTIMATION D’ ÉTAT
Consid́erons le syst̀eme (1). La relation entrée/sortie peut
alors s’exprimer par :
n
∑
i=0
ai y
(i)(t) =
m
∑
i=0
bi u
(i)(t)+π(t) (3)
avecan = 1, m < n et π(t) est le signal de perturbation. Une
large classe de perturbations concerne des signaux de la forme :
π(t) =
g
∑
i=0
cit
i +
k
∑
i=1
(di sin(wit)+ fi cos(wit)).
Si le syst̀eme est observable, alors la matrice d’observabilité
est inversible. Quand l’hypothèse (2) est v́erifiée, on peut expri-
mer lesétatsx(t) en fonction deu(t), y(t) et de leur d́erivées de
la façon suivante :
x(t) = O−1(A,C)




y
ẏ
y(2)
...
y(n−1)


−M


u
u̇
u(2)
...
u(n−2)




(4)
avec
M =


0 0 . . . 0
CB 0 . . . 0
CAB CB . . . 0
...
...
...
...
CAn−2B CAn−3B . . . CB


Ainsi, on peut estimer l’́etat si on connâıt la sortiey, l’entréeu
et leur d́erivées jusqu’̀a un ordre fini. Par la suite, nous donnons
l’expression formelle de ces variables en fonction d’intégrales
portant sur la sortie et l’entrée.
Théor̀eme 1: Pour les syst̀emes lińeaires stationnaires données
par la relation entŕee/sortie (3), les estimations des dérivées suc-
cessives par rapport au temps de la sortie mesurabley sont
donńees par l’expression suivante :


y(1)e (t)
y(2)e (t)
y(3)e (t)
...
y(n−1)e (t)


= −
1
(−t)n+ξ
R̃(t)


ye(t)
y(1)e (t)
y(2)e (t)
...
y(n−2)e (t)


+
1
(−t)n+ξ




M1(u)
M2(u)
M3(u)
...
Mn−1(u)


−


F1(y)
F2(y)
F3(y)
...
Fn−1(y)




(5)
avec
ye(t) =
M0(u)−F0(y)
(−t)n+ξ
(6)
et
R̃(t) =


α1,0 0 0 . . . 0
α2,0 α2,1 0 . . . 0
α3,0 α3,1 α3,2 . . . 0
...
...
...
...
...
αn−1,0 αn−1,1 αn−1,2 . . . αn−1,n−2


où
αµ,h = d̃µ ,h +
µ−h
∑
j=1
c j
µ− j
∑
q=h
kqr̃h,q, c j =
(
n+ ξ
j
)
d̃µ,h =
(
µ
h
)
(−1)n+ξ (n+ ξ )!
(n+ ξ −µ +h)!
tn+ξ−µ+h
r̃h,µ =
(
q
h
)
(−1)n+ξ− j(n+ ξ − j)!
(n+ ξ − j −q+h)!
tn+ξ− j−q+h
Fµ(y) =
µ
∑
j=1
c j
(
L
−1 [Q1(s)]∗ (−t)
n+ξ− jy(t)
)
+
n+ξ
∑
j=µ+1
c j
(
L
−1 [Q2(s)]∗ (−t)
n+ξ− jy(t)
)
Mµ(u) =
n+ξ
∑
j=0
c j
(
L
−1 [Q4(s)]∗ (−t)
n+ξ− ju(t)
)
si µ < n−m
Mµ(u) =
m+µ−n
∑
j=0
c j
(
L
−1 [Q3(s)]∗ (−t)
n+ξ− ju(t)
)
+
n+ξ
∑
j=m+µ−n+1
c j
(
L
−1 [Q4(s)]∗ (−t)
n+ξ− ju(t)
)
+
m+µ−n−1
∑
h=0
m+µ−n−h
∑
j=0
c j
m+µ−n− j
∑
q=h
k′qr̃
′
h,qu
(h)
si µ ≥ n−m
D1(s) = s
g+1
k
∏
i=1
(s2 +w2i )
n
∑
i=0
ais
i
D2(s) = s
g+1
k
∏
i=1
(s2 +w2i )
m
∑
i=0
bis
i
ξ = g+1+2k
Q1(s), Q2(s), Q3(s) etQ4(s) sont des fractions rationnelles.
Preuve
a) Application de la transformation de Laplace sur la relation
entŕee/sortie (3) :
n
∑
i=0
ai
(
siy(s)−si−1y(0)− ...−y(i−1)(0)
)
=
m
∑
i=0
bi
(
siu(s)−si−1u(0)− ...−u(i−1)(0)
)
+π(s) (7)
avecπ(s) =
g
∑
i=0
ci
i!
si+1
+
k
∑
i=1
diwi + fis
s2 +w2i
.
π(s) = N(s)P(s) est une fraction rationnelle strictement propre,
c’est-̀a-dire deg(N(s)) < deg(P(s)) = ξ = g+1+2k.
b) Manipulation alǵebrique.
Multiplions les deux membres de l’expression (7) par
sg+1
k
∏
i=1
(s2 +w2i ) = P(s) :
P(s)
n
∑
i=0
ai
(
siy(s)−si−1y(0)− ...−y(i−1)(0)
)
= P(s)
m
∑
i=0
bi
(
siu(s)−si−1u(0)− ...−u(i−1)(0)
)
+N(s) (8)
Posons
D1(s) = P(s)
n
∑
i=0
ais
i : polynôme de degŕen+ ξ
Γ1(s) = P(s)
n
∑
i=0
ai
i−1
∑
j=0
sjy(i−1− j)
(0) : polynôme de degŕen−1+ ξ
D2(s) = P(s)
m
∑
i=0
bis
i : polynôme de degŕem+ ξ
Γ2(s) = P(s)
m
∑
i=0
bi
i−1
∑
j=0
sju(i−1− j)
(0) : polynôme de degŕem−1+ ξ
Réécrivons (8) sous la forme suivante :
D1(s)y(s) −Γ1(s) = D2(s)u(s) −Γ2(s)+N(s)
Pouréliminer les conditions initialesΓ1(s) et Γ2(s) et les per-
turbationsN(s), on d́erive l’expression pŕećedenten+ξ fois par
rapportàs en utilisant la formule de Leibniz :
dh(X(s)y(s))
dsh
=
h
∑
j=0
(
h
j
)
dh− j(X(s))
dsh− j
d j(y(s))
dsj
,
et on obtient :
n+ξ
∑
j=0
c j
d jD1(s)
dsj
dn+ξ− j(y(s))
dsn+ξ− j
=
n+ξ
∑
j=0
c j
d jD2(s)
dsj
dn+ξ− j(u(s))
dsn+ξ− j
(9)
avecc j =
(n+ξ
j
)
. Afin d’estimery(µ)(t) (0≤ µ < n), multiplions
les deux membres de (9) pars
µ
D1(s)
:
sµ
dn+ξ (y(s))
dsn+ξ
+
n+ξ
∑
j=1
c j
sµ
D1(s)
d jD1(s)
dsj
dn+ξ− j(y(s))
dsn+ξ− j
=
n+ξ
∑
j=0
c j
sµ
D1(s)
d jD2(s)
dsj
dn+ξ− j(u(s))
dsn+ξ− j
(10)
On a la transforḿee de Laplace inverse suivante pour le pre-
mier terme de l’́equation (10) :
L
−1
(
sµ
dn+ξ (y(s))
dsn+ξ
)
=
dµ
(
(−t)n+ξ y(t)
)
dtµ
=
µ
∑
h=0
(
µ
h
)dµ−h
(
(−t)n+ξ
)
dtµ−h
y(h)(t)
et en appliquant la relation :
dk(sl )
dsk
=



l !
(l−k)! s
l−k, si 0< k≤ l
0, si 0< l < k
(−1)k(k−l−1)!
(−l−1)! s
l−k, si l < 0 < k
on voit apparâıtre le termey(µ)(t) :
L
−1
(
sµ
dn+ξ (y(s))
dsn+ξ
)
= (−t)n+ξ y(µ)(t)+
µ−1
∑
h=0
d̃µ,hy
(h)(t).
(11)
avec
d̃µ,h =
(
µ
h
)
(−1)n+ξ (n+ ξ )!
(n+ ξ −µ +h)!
tn+ξ−µ+h
Intéressons-nous au deuxième terme de l’́equation (10) et po-
sons
D̃µ, j (s)
D1(s)
= s
µ
D1(s)
d j D1(s)
dsj
qui est une fraction rationnelle avec
deg(D̃µ, j(s)) = n+ξ − j +µ et deg(D1(s)) = n+ξ . Deux cas se
présentent : quand 1≤ j ≤ µ , on a deg(D̃µ, j(s))≥ deg(D1(s)) et
D̃µ, j (s)
D1(s)
est la somme d’un polyn̂ome et d’une fraction rationnelle
strictement propre ; quandµ < j ≤ n+ ξ , on a deg(D̃µ, j(s)) <
deg(D1(s)) et
D̃µ, j (s)
D1(s)
est alors une fraction rationnelle stricte-
ment propre. On peut doncécrire :
D̃µ, j(s)
D1(s)
=



µ− j
∑
q=0
kqs
q +Q1(s), si 1≤ j ≤ µ
Q2(s), si µ +1≤ j ≤ n+ ξ
(12)
Calculons la transforḿee de Laplace inverse de
n+ξ
∑
j=1
c j
D̃µ, j(s)
D1(s)
dn+ξ− j(y(s))
dsn+ξ− j
.
Quand 1≤ j ≤ µ, on a (en proćedant comme pour (11)) :
L
−1
(
µ− j
∑
q=0
kqs
q d
n+ξ− j(y(s))
dsn+ξ− j
)
=
µ− j
∑
q=0
kq
q
∑
h=0
(
q
h
)
(−1)n+ξ− j(n+ ξ − j)!
(n+ ξ − j −q+h)!
tn+ξ− j−q+hy(h)(t)
En posant
r̃h,µ =
(
q
h
)
(−1)n+ξ− j(n+ ξ − j)!
(n+ ξ − j −q+h)!
tn+ξ− j−q+h
il peut être d́emontŕe que :
L
−1
(
µ
∑
j=1
c j
µ− j
∑
q=0
kqs
q d
n+ξ− j (y(s))
dsn+ξ− j
)
= c1k0r̃0,0y+c1k1
(
r̃0,1y+ r̃1,1y
(1)
)
+ ...+c1kµ−1
(
r̃0,µ−1y+ ...+ r̃µ−1,µ−1y
(µ−1)
)
+c2k0r̃0,0y+c2k1
(
r̃0,1y+ r̃1,1y
(1)
)
+ ...+c2kµ−2
(
r̃0,µ−2y+ ...+ r̃µ−2,µ−2y
(µ−2)
)
+ ...+cµ−1k0r̃0,0y+cµ−1k1
(
r̃0,1y+ r̃1,1y
(1)
)
+cµ k0r̃0,0y
=
µ
∑
j=1
c j
µ− j
∑
q=0
kqr̃0,qy+
µ−1
∑
j=1
c j
µ− j
∑
q=1
kqr̃1,qy
(1) + ...+
1
∑
j=1
c j
µ− j
∑
q=µ−1
kqr̃µ−1,qy
(µ−1)
=
µ−1
∑
h=0
µ−h
∑
j=1
c j
µ− j
∑
q=h
kqr̃h,qy
(h) (13)
Sans perte de géńeralit́e, on peut ŕeécrire la fraction ration-
nelleQ1(s) de (12) de la façon suivante
Q1(s) =
n+ξ−1
∑
q=0
hq
s+λq
.
Donc
L
−1
(
µ
∑
j=1
c jQ1(s)
dn+ξ− j(y(s))
dsn+ξ− j
)
= L −1
(
µ
∑
j=1
c j
n+ξ−1
∑
q=0
hq
s+λq
dn+ξ− j(y(s))
dsn+ξ− j
)
=
µ
∑
j=1
c j
n+ξ−1
∑
q=0
∫ t
0
hqe
−λq(t−τ )(−τ )n+ξ− jy(τ )dτ (14)
Cette partie ne fait donc intervenir que des intégrales de la sortie
et agit comme un filtre. Quandµ < j ≤ n+ ξ dans la relation
(12), il en est de m̂eme pour le termeQ2(s).
On regroupe les parties qui agissent comme des filtres et on
note :
Fµ(y) =
µ
∑
j=1
c j
(
L
−1 [Q1(s)]∗ (−t)
n+ξ− jy(t)
)
+
n+ξ
∑
j=µ+1
c j
(
L
−1 [Q2(s)]∗ (−t)
n+ξ− jy(t)
)
(15)
En utilisant (11), (13) et (15), on obtient pour la transformée
inverse du terme de gauche de l’´ quation (10) :
L
−1
(
sµ
dn+ξ (y(s))
dsn+ξ
+
n+ξ
∑
j=1
c j
D̃µ, j(s)
D1(s)
dn+ξ− j(y(s))
dsn+ξ− j
)
= (−t)n+ξ y(µ) +
µ−1
∑
h=0
(
d̃µ,h +
µ−h
∑
j=1
c j
µ− j
∑
q=h
kqr̃h,q
)
y(h) +Fµ(y)
(16)
Pour simplifier l’expression, nous posons :
αµ,h = d̃µ,h +
µ−h
∑
j=1
c j
µ− j
∑
q=h
kqr̃h,q.
On proc̀ede de la m̂eme manìere pour le terme de droite
de l’équation (10) impliquant l’entrée u. Posons
Eµ, j (s)
D1(s)
=
sµ
D1(s)
d j D2(s)
dsj
qui est une fraction rationnelle avec deg(Eµ, j(s)) =
m+ ξ − j + µ et deg(D1(s)) = n+ ξ .
Quand 0≤ j ≤ m+µ −n, deg(Eµ, j(s)) ≥ deg(D1(s)),
Eµ, j (s)
D1(s)
est la somme d’un polyn̂ome et d’une fonction rationnelle stric-
tement propre ; quandm+ µ − n < j ≤ n+ ξ , on a toujours
deg(Eµ, j(s)) < deg(D1(s)) et
Eµ, j (s)
D1(s)
est une fonction rationnelle
strictement propre. En bref, on a :
Eµ, j(s)
D1(s)
=



m+µ− j−n
∑
q=0
k′qs
q +Q3(s), si j ≤ m+ µ −n
Q4(s), si m+ µ −n < j ≤ n+ ξ
Donc, quandµ < n−m
Mµ(u) =
n+ξ
∑
j=0
c j
(
L
−1 [Q4(s)]∗ (−t)
n+ξ− ju(t)
)
(17)
et quandµ ≥ n−m
Mµ(u) =
m+µ−n
∑
j=0
c j
(
L
−1 [Q3(s)]∗ (−t)
n+ξ− ju(t)
)
+
n+ξ
∑
j=m+µ−n+1
c j
(
L
−1 [Q4(s)]∗ (−t)
n+ξ− ju(t)
)
+
m+µ−n−1
∑
h=0
m+µ−n−h
∑
j=0
c j
m+µ−n− j
∑
q=h
k′qr̃
′
h,qu
(h) (18)
Ici, on suppose que l’entréeu est suffisamment d́erivable et
que ses d́erivées sont connues. Toutefois, en procédant comme
dans [8], on pourrait obtenir une expression qui ne fait plus in-
tervenir les d́erivées de l’entŕee.
En utilisant (10), (16), (17) et (18), on obtient :
y(µ)e (t) =
1
(−t)n+ξ
(
−
µ−1
∑
h=0
αµ,hy
(h)
e (t)−Fµ(y)+Mµ(u)
)
(19)
L’expressionye de l’estimation dey est donc, en particulier,
donńee par (6) qui ne comporte que des intégrales de la sortie.
On consid̀ere cette estimationye pour la raison suivante : elle
donne une estimation débruit́ee du signal de sortie et peutêtre
aussi utiliśee dans l’estimation des dérivées successives de la
sortiey afin d’att́enuer l’influence du bruit de mesure.
Enfin, en utilisant l’expression (19) pourµ variant de 0̀an−
1, on obtient (5) comme l’expression des dérivées successives de
la sortiey. Grâceà la structure triangulaire de la matriceR̃, on
obtient l’estimation de laµ iemedérivée de la sortiey uniquement
en fonction d’int́egrales portant sur la sortie et l’entrée.
c) L’estimation de l’́etat est simplement obtenue en utilisant la
relation (4) :
xe(t) = O−1(A,C)




ye
y(1)e
y(2)e
...
y(n−1)e


−M


u
u̇
u(2)
...
u(n−2)




IV. EXEMPLE
Un syst̀eme de moteur̀a courant continu avec des perturba-
tions ext́erieures est d́ecrit de la manìere suivante :



ẋ1 = x2
Jẋ2 = K1x3
Lẋ3 = −Rx3−K2x2 +u+ LJK1 (q1 +q2coswt)
où y = x1 est la sortie measurable ;x1 est la position angulaire
du rotor,x2 est la vitesse angulaire du rotor,x3 est le courant
du rotor etu est la tension d’entrée.K1,K2,J,L et R sont des
param̀etres constants et strictement positifs.q1 +q2coswt est la
perturbation.
On exprime l’́etat en fonction dey et deu :



x1 = y(t)
x2 = ẏ(t)
x3 = JK1 y
(2)(t)
(20)
A. Approche alǵebrique
Partons de la relation entrée/sortie :
y(3)(t)+
R
L
y(2)(t)+
K1K2
LJ
ẏ(t) =
K1
LJ
u(t)+q1 +q2coswt (21)
a) Transforḿee de Laplace de la relation (21) :
(
s3y(s)−s2y(0)−sẏ(0)−y(2)(0)
)
+
R
L
(
s2y(s)−sy(0)− ẏ(0)
)
+
K1K2
LJ
(sy(s)−y(0)) =
K1
LJ
u(s)+
q1
s
+
q2s
s2 +w2
(22)
b) Manipulation alǵebrique.
On multiplie les deux membres de l’expression préćedente par
s(s2 +w2) et on obtient :
(
s4y(s)−s3y(0)−s2ẏ(0)−sy(2)(0)
)
(s2 +w2)
+
R
L
(
s3y(s)−s2y(0)−sẏ(0)
)
(s2 +w2)
+
K1K2
LJ
(
s2y(s)−sy(0)
)
(s2 +w2)
=
K1
LJ
s(s2 +w2)u(s)+q1(s
2 +w2)+q2s
2 (23)
On d́erive six fois (23) par rapport̀a s pour éliminer les condi-
tions initiales :
[720y+4320s
dy
ds
+5400s2
d2y
ds2
+2400s3
d3y
ds3
+450s4
d4y
ds4
+36s5
d5y
ds5
+s6
d6y
ds6
+w2(360
d2y
ds2
+480s
d3y
ds3
+180s2
d4y
ds4
+24s3
d5y
ds5
+s4
d6y
ds6
)]
+
R
L
[720
dy
ds
+1800s
d2y
ds2
+1200s2
d3y
ds3
+300s3
d4y
ds4
+30s4
d5y
ds5
++s5
d6y
ds6
w2(120
d3y
ds3
+90s
d4y
ds4
+18s2
d5y
ds5
+s3
d6y
ds6
)]
+
K1K2
LJ
[360
d2y
ds2
+480s
d3y
ds3
+180s2
d4y
ds4
+24s3
d5y
ds5
+s4
d6y
ds6
+w2(30
d4y
ds4
+12s
d5y
ds5
+s2
d6y
ds6
)]
=
K1
LJ
[120
d3u
ds3
+90s
d4u
ds4
+18s2
d5u
ds5
+s3
d6u
ds6
+w2(6
d5u
ds5
+s
d6u
ds6
)] (24)
On multiplie les deux membres de (24) par{s2(s2 + w2)(s2 +
R
L s+
K1K2
LJ )}
−1 = 1D(s) pour reconstruireye. Ici, on entre dans le
détail de l’implantation pour la simulation :
ye =
1
t6
K1
LJ
(
L
−1
[
120
D(s)
]
∗ (−t3u)+L −1
[
90s
D(s)
]
∗ (t4u)
)
+
1
t6
K1
LJ
(
L
−1
[
18s2 +6w2
D(s)
]
∗ (−t5u)+L −1
[
s3 +w2s
D(s)
]
∗ (t6u)
)
−
1
t6
(
L
−1
[
N1(s)
D(s)
]
∗y+L −1
[
N2(s)
D(s)
]
∗ (−ty)+L −1
[
N3(s)
D(s)
]
∗ (t2y)
)
−
1
t6
(
L
−1
[
N4(s)
D(s)
]
∗ (−t3y)+L −1
[
N5(s)
D(s)
]
∗ (t4y)+L −1
[
N6(s)
D(s)
]
∗ (−t5y)
)
(25)
où
N1(s) = 720
N2(s) = 4320s+
R
L
720
N3(s) = 5400s
2 +
R
L
1800s+(w2 +
K1K2
LJ
)360
N4(s) = 2400s
3 +
R
L
1200s2 +(w2 +
K1K2
LJ
)480s+
R
L
w2120
N5(s) = 450s
4 +
R
L
300s3 +(
K1K2
LJ
+w2)180s2 +
R
L
w290s+
K1K2
LJ
w230
N6(s) = 36s
5 +
R
L
30s4 +(
K1K2
LJ
+w2)24s3 +
R
L
w218s2 +
K1K2
LJ
w212s
Afin d’estimery(1)e , on multiplie les deux membres de (24) par
1
s(s2 +w2)(s2 + RL s+
K1K2
LJ )
=
1
D1(s)
et on obtient :
ẏe =
1
t6
K1
LJ
(
L
−1
[
120
D1(s)
]
∗ (−t3u)+L −1
[
90s
D1(s)
]
∗ (t4u)
)
+
1
t6
K1
LJ
(
L
−1
[
18s2 +6w2
D1(s)
]
∗ (−t5u)+L −1
[
s3 +w2s
D1(s)
]
∗ (t6u)
)
−
1
t6
(
L
−1
[
N1(s)
D1(s)
]
∗y+L −1
[
N2(s)
D1(s)
]
∗ (−ty)+L −1
[
N3(s)
D1(s)
]
∗ (t2y)
)
−
1
t6
(
L
−1
[
N4(s)
D1(s)
]
∗ (−t3y)+L −1
[
N5(s)
D1(s)
]
∗ (t4y)
)
−
1
t6
L
−1
[
−36(D1(s)−s5)+(N6(s)−36s5)
D1(s)
]
∗ (−t5y)+
30ye
t
(26)
Afin d’estimery(2)e , on multiplie les deux membres de (24) par
1
(s2 +w2)(s2 + RL s+
K1K2
LJ )
=
1
D2(s)
. On a :
y(2)e =
1
t6
K1
LJ
(
L
−1
[
120
D2(s)
]
∗ (−t3u)+L −1
[
90s
D2(s)
]
∗ (t4u)
)
+
1
t6
K1
LJ
(
L
−1
[
18s2 +6w2
D2(s)
]
∗ (−t5u)+L −1
[
s3 +w2s
D2(s)
]
∗ (t6u)
)
−
1
t6
(
L
−1
[
N1(s)
D2(s)
]
∗y+L −1
[
N2(s)
D2(s)
]
∗ (−ty)+L −1
[
N3(s)
D2(s)
]
∗ (t2y)
)
−
1
t6
(
L
−1
[
N4(s)
D2(s)
]
∗ (−t3y)+L −1
[
−450(D2(s)−s4)+(N5(s)−450s4)
D2(s)
]
∗ t4y
)
−
1
t6
L
−1
[
6RL (D2(s)−s
4)−36s(D2(s)−s4− RL s
3)
D2(s)
]
∗ (−t5y)
−
1
t6
L
−1
[
N6(s)−36s5−30
R
L s
4
D2(s)
]
∗ (−t5y)
+
24ẏe
t
−6
R
L
ye
t
−
300ye
t2
(27)
Afin d’estimery(3)e , on multiplie les deux membres de (24) par
s
(s2 +w2)(s2 + RL s+
K1K2
LJ )
=
s
D2(s)
=
1
D3(s)
. On obtient :
y(3)e =
1
t6
K1
LJ
(
L
−1
[
120
D3(s)
]
∗ (−t3u)+L −1
[
90s
D3(s)
]
∗ (t4u)
)
+
1
t6
K1
LJ
(
L
−1
[
18s2 +6w2
D3(s)
]
∗ (−t5u)+L −1
[
s3 +w2s
D3(s)
]
∗ (t6u)
)
−
1
t6
(
L
−1
[
N1(s)
D3(s)
]
∗y+L −1
[
N2(s)
D3(s)
]
∗ (−ty)+L −1
[
N3(s)
D3(s)
]
∗ (t2y)
)
−
1
t6
L
−1
[
−2400(D2(s)−s4)+(sN4(s)−2400s4)
D2(s)
]
∗ (−t3y)
−
1
t6
L
−1
[
150RL (D2(s)−s
4)−450s(D2(s)−s4− RL s
3)+s(N5(s)−450s4−
R
L 300s
3)
D2(s)
]
∗ t
−
1
t6
L
−1
[
−36s2(D2(s)−s4− RL s
3− ( K1K2LJ +w
2)s2)
D2(s)
]
∗ (−t5y)
−
1
t6
L
−1

6
R
L s(D2(s)−s
4− RL s
3)+(12( K1K2LJ +w
2)+6R
2
L2
)(D2(s)−s4)
D2(s)

∗ (−t5y)
−
1
t6
L
−1
[
s(N6(s)−36s5−30
R
L s
4− ( K1K2LJ +w
2)24s3)
D2(s)
]
∗ (−t5y)
+
24y(2)e
t
−
180
t2
ẏe−
6RL ẏe
t
+
120RL ye
t2
+
1200ye
t3
−
12( K1K2LJ +w
2)ye
t
+
6R
2
L2
ye
t
(28)
c) Reconstruction d’état.
En utilisant les estiḿees obtenues dans (25), (26) et (27), on
réussità exprimer leśetats en fonction de l’intégrale dey(t) et
deu(t) : 


x1 = ye(t)
x2 = ẏe(t)
x3 = JK1 y
(2)
e (t)
B. Simulation
L’estimation d’́etat et la robustesse par rapport au bruit de me-
sure sont illustŕees en simulation. Les conditions initiales sont :
x3(0) = 3(A), x2(0) = 0(rad/s) et x1(0) = 1(rad) avec la ten-
sion d’entŕeeu(t) = 24sin(t). Les param̀etres suivants sont uti-
lisés pour la simulation :K1 = 1(N/(m·A)), K2 = 1(N/(m·A)),
L = 0.1(H), R= 1(Ω) et J = 5(N ·s2/m· rad). Pour les pertur-
bations,q1 +q2coswt où q1 = 1, q2 = 1. Ces amplitudes n’ont
pas besoins d’être connues mais la valeur de fr´ quencew = 50
doit être connue.
Il faut noter qu’au tempst = 0, l’ état est ind́etermińe. Nous
devons donc commencerà évaluer les formules non pas au
tempst = 0 mais apr̀es un court instantε (quandt ∈ [0,ε], on
fige l’étatà 0).
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Fig. 1. Valeurs ŕeelles et estiḿees (sans bruit).
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Fig. 2. Valeurs ŕeelles et estiḿees (avec le bruit blanc).
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Fig. 3. Bruit blanc.
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Fig. 4. Perturbation.
La figure 1 montre que l’estimateur donne de bons résultats
puisque l’́etat estiḿe atteint exactement la valeur réelle apr̀es un
temps petitε (ici on a choisiε = 0.15s).
Dans la figure 2, le signal mesuré y(t) est perturb́e par un
bruit blanc (Fig. 3 òu la figure de droite est un zoom de la sortie
bruitée et de la valeur estiḿee), ŕepartie uniforḿement dans l’in-
tervalle [−0.015,0.015], avec une fŕequence d’́echantillonnage
de 1000 Hz. On peut voir que l’estimateur est peu sensible par
rapport au bruit blanc.
La droite de la figure 4 est valeurs réelles et estiḿees dey(3)
(sans bruit) et la figure de gauche est l’estimée de la perturba-
tion inconnueq1 +q2coswt qui peutêtre obtenu par la relation
entŕee/sortie (21).
V. CONCLUSION
Dans cet article, une approche algébrique pour l’estimation
d’état en temps fini des systèmes lińeaires stationnaires avec
des perturbations extérieures structurées aét́e introduite. Une
expression formelle pour cette estimation aét́e d́evelopṕee. Re-
marquons que cette approche montre de bonnes propriét́es de
robustesse par rapport au bruit blanc.
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