The validity of the equivalent-photon approximation for two-photon processes in electron-positron collisions is critically examined. Commonly used forms to describe hadronic two-photon production are shown to lead to sizeable errors. An improved two-photon luminosity function is presented, which includes beyond-leading-logarithmic effects and scalar-photon contributions. Comparisons of various approximate expressions with the exact calculation in the case of the total hadronic cross section are given. Furthermore, effects of the poorly known low-Q 2 behaviour of the virtual hadronic cross sections are discussed.
With the advent of LEP2, measurements of two-photon processes in a new domain of γγ cm energies W will soon become feasible [1] . Together with HERA measurements [2] of γp collisions, detailed insights into the photon structure at the highest energies are ahead of us. At HERA, measurements of the scattered lepton in the luminosity system restricts the photon virtuality Q 2 in tagged γp collisions to values below about 0.02 GeV 2 . This number is well below the typical hadronic scale Q 0 ∼ m ρ and, hence, the extrapolation to the real photon-proton cross section is under good control. In contrast, two-photon processes at LEP cannot be measured at such low virtualities Q 2 i of the two photons. Either antitagging conditions are imposed or the scattered leptons are measured at rather large angles (single-or double-tag events). In the first case, photon virtualities up to several GeV 2 are included in the data sample, while Q 2 values well above 1 GeV 2 are selected in the second case. Even the advent of the so-called very small angle tagger will select events with an average Q 2 of still about 0.5 GeV 2 [1] (see also table 1). In any case, the extrapolation of hadronic two-photon processes to zero Q 2 is highly non-trivial, in particular in view of the recent very low-Q 2 data from HERA [3] , which show a significant change in the W -dependence of the virtual γp cross section as Q 2 exceeds m 2 ρ . We hasten to add that measurements of hadronic two-photon cross sections at non-zero photon virtualities might give a glimpse on the elusive QCD Pomeron [1, 4] . In this letter we estimate the uncertainties associated with the extraction of the theoretically interesting hadronic two-photon cross sections from the measured e + e − ones and propose an improved equivalent-photon approximation (EPA). Let us recall that the EPA is implemented, in one way or another, in practically all programmes [5] [6] [7] [8] [9] [10] to generate hadronic two-photon interactions.
The concept of the two-photon luminosity function L(τ ) arises when one relates the cross section for the scattering of two real photons σ γγ (W 2 ) to the measured e + e − cross section σ(s)
Here √ s = 2E denotes the e + e − c.m. energy and W the γγ c.m. ("hadronic") energy. Usually [11] , L(τ ) is calculated as the product (or, more precisely, the convolution) of two equivalent-photon approximations (EPA):
In general, any two-photon process is described by five non-trivial structure functions (two more for polarized initial electrons). Three of these can be expressed through the cross sections σ ab for scalar (a, b = S) and transverse photons (a, b = T ) (σ ST = σ T S (q 1 ↔ q 2 )). The other two structure functions τ T T and τ T S correspond to transitions with spin-flip for each of the photons (with total helicity conservation, of course). We emphasize that the hadronic physics is fully encoded in these structure functions while the connection with the measured e + e − cross section is a pure matter of QED. This connection is most transparent 1 if we introduceφ, the angle between the scattering planes of the colliding e + and e − in the photon c.m.s.:
In exact treatments of the phase space, the latter is most often [11] [12] [13] [14] expressed in terms of the virtualities Q i (or the polar angles θ i ) and energies ω i = q i · (p 1 + p 2 )/ √ s of the photons, and of the angle φ between the planes of the two scattered electrons defined in the laboratory c.m.s.:
Note that, in general,φ = φ and the hadronic energy W depends non-trivially on the integration variables
where
See, for example, [11] where also explicit expressions for the density matrices ρ ab i of virtual photons can be found.
It is only for small Q 1 (and/or small Q 2 ) and small m e thatφ coincides with φ and W becomes independent of φ and, hence, the azimuthal integration becomes trivial. In order to obtain the most general e + e − cross section at fixed W , equivalently at fixed τ , one needs to transform from one of the integration variables of (4) 
where the Gram determinant ∆ 4 is a quadratic function in each ω i . Since the virtualphoton cross sections σ ab do not depend on x i , the e + e − cross section at fixed τ = W 2 /s can be written as
Here we have neglected theφ-dependent terms, which were significant only when experimental situations with asymmetric cuts on the two scattered leptons would not be averaged. If one is interested in only the total cross section at fixed W , analytic results can be obtained for the functions J ab . Indeed, an explicit expression for J T T has been derived in [15] . However, in experimental measurements one always applies cuts on the angles and energies of scattered electrons, in which case exact results for J ab cannot be obtained analytically. On the other hand, accurate numerical results (better than 1%, say) are not easily obtained since (9) involves four non-trivial integrations. For applications at LEP, where the experimental interest is focused on two-photon physics at high W , one can proceed further analytically by expanding in Q 2 i /W 2 . We start from the observation that, for m 2 e /s ≪ 1, m 2 e /W 2 ≪ 1, and when at least one Q i is small compared with W , the ω integration measure can be replaced by the approximate expression with a Dirac delta distribution:
The approximation (11) is justified for W ≫ m ρ , since hadronic two-photon cross sections σ ab vanish quickly for Q
ρ . This yields
The Q 2 i -integration limits are determined by the experimental (anti-)tagging cuts on the angles of the scattered electrons θ i min,max . For m e ≪ ω i we find
Note the inclusion of the usually neglected term Q (14) coincide with the results quoted in [19] found from an analysis of ep collisions.
In order to further proceed analytically we make use of a second observation. At Q 2 i ≪ W 2 one can, to a very good approximation, assume factorization of the W and Q i dependences:
Then (9) can be reduced to the single product of a "true" two-photon luminosity function and the real γγ cross section, the former given by
Equation (16) defines the improved EPA. We emphasize that, in general, the luminosity function does not factorize into the product of two equivalent-photon approximations; the approximation Q 2 i ≪ W 2 is essential. We now present our results for four typical experimental situations, antitag events (both electrons in the antitag region), low-Q 2 and high-Q 2 single-tag events (one electron in the antitag region and the other in the tag region), and low-Q 2 double-tag events. We choose √ s = 130 GeV, W = 10 GeV and define the regions in table 1.
Tag region E 1 min E 1 max θ 1 min θ 1 max Q The cuts on the scattered electrons used in this paper. For convenience, the corresponding Q 2 -ranges are also given ( √ s = 130 GeV, W = 10 GeV; energies in GeV, angles in degrees, and squared momentum transfers in GeV 2 ).
In order to appreciate the uncertainty associated with the poorly known Q 2 fall off of the hadronic cross sections, we consider three models. The first follows from a parametrization [20] of the γ * p cross section calculated in a model of generalized vectormeson dominance (GVMD):
where we take ξ = 1/4, r = 3/4, m 
where r ρ = 0.65, r ω = 0.08, r φ = 0.05, and r c = 1 − V r V . Since photon-virtuality effects are often estimated by using a simple ρ-pole only, we consider also the model defined by (ρ-pole):
In all cases, the Q 2 i integrations can be performed analytically so that one is left with only a single one-dimensional numerical integration. A Fortran program is available on request from the author. Table 2 gives the results for the three models obtained from the improved EPA (16) in comparison with the exact results obtained 2 from (9). Table 2 contains also the results of four approximations, two of which are frequently used EPAs: (i) the ρ-pole model without scalar-photon contributions, i.e. h S (Q 2 i ) = 0; (ii) the ρ-pole model in the leadinglogarithmic approximation, i.e. neglecting, besides scalar-photon contributions, also the m 2 e /Q 4 term in f T (f NL = 0 in (13)); (iii) the EPA defined in (2) [11] ; and (iv) the EPA obtained by integrating (2) with logarithmic accuracy [11] : The two-photon luminosity L at √ s = 130 GeV and W = 10 GeV for various models of the two-photon cross sections calculated exactly by integrating (9) , in the improved EPA (16) , and in the two commonly used EPA (2) and (20) .
For W 2 ≥ 4 Eω min , (20) reduces to the expression quoted by the PDG [22] . The fastest (in terms of CPU time) estimate is, of course, obtained with the closed expression (20) and is accurate to about 10% for the antitag case. Clearly, (20) cannot be used for single-tag cases, but also the double-tag case is beyond its validity. The evaluation of the improved EPA (16) or the standard EPA (2) is still very fast and, definitely, much shorter than the evaluation of the exact result (9) . The result of the standard EPA (2) is slightly better than that of (20) for the antitag case. More importantly, (2) can also be applied to the low-Q 2 -tag cases, at least for an order-of-magnitude estimate: the results for the single and double low-Q 2 -tag cases are overestimated by factors of 1.6 and 2.4, respectively. Results for high-Q 2 tags cannot be obtained since the lower-Q 2 limit exceeds m 2 ρ . An additional drawback of the standard EPA is the fact that one cannot investigate uncertainties in the two-photon luminosity arising from the poorly known low-Q 2 behaviour of the virtual hadronic cross sections. As can be seen from table 2, the improved two-photon luminosity function (16) works extremely well in the single-tag and antitag cases. The accuracy is better than 1% and the differences compared to the exact results are smaller than uncertainties associated with the low-Q 2 extrapolation of the hadronic cross sections. Even for the high-Q 2 case, the accuracy stays better than 10%.
The effect of neglecting the non-logarithmic term proportional to m 2 e /Q 2 i in f T is as large as about 10% for the antitag case. The importance of this term clearly diminishes with increasing average Q 2 i . In the case of double low-Q 2 tag it becomes essentially negligible.
The differences between the two models GVMD and VMDc is rather small: in the low-Q 2 -tag cases less than 2% and in the high-Q 2 -tag case about 6%. This result is not surprising as the two models are quite similar. Yet, the uncertainty in the extraction of real γγ cross section, particularly in tagged events, can well be much bigger. Differences of about 7% (12%) are found between the VMDc and ρ-pole models for the single (double) low-Q 2 -tag cases. The high-Q 2 -tag results of these two models even differ by more than a factor of 2! These differences can be traced back to the extra monopole factor (continuum term) in the transverse-photon part of the VMDc model. On top of that, there is a similarly large effect of scalar photons.
A correct understanding of the hadronic cross sections at low photon virtualities is hence indispensable for a precision measurement of the total hadronic γγ cross section. The argument can, of course, be turned around: given the large sensitivity to the low-Q 2 behaviour, and provided the total cross section can be measured in various modes (antitag, low-and high-Q 2 single-and double-tag events) the transition region towards zero Q 2 can be investigated at LEP. It goes without saying that with only minor modifications, the above-proposed improved luminosity function can also be used for other hadronic reactions, for example high-p T jet production.
