The Election paradigm can be used as a building block in many practical problems such as group communication, atomic commit and replicated data management where a protocol coordinator might be useful. The problem has been widely studied in the research community since one reason for this wide interest is that many distributed protocols need an election protocol. However, despite its usefulness, to our knowledge there is no work that has been devoted to this problem in a mobile ad hoc computing environment. Mobile ad hoc systems are more prone to failures than conventional distributed systems. Solving election in such an environment requires from a set of mobile nodes to choose a unique node as a leader based on its priority despite failures or disconnections of mobile nodes. In this paper, we describe a solution to the election problem from mobile ad hoc computing systems. This solution is based on the Group Membership Detection algorithm. 
Introduction
In recent years, several paradigms have been identified to simplify the design of fault-tolerant distributed applications in a conventional static system. Election is among the most noticeable, particularly since it is closely related to group communication [7] , which (among other uses) provides a powerful basis for implementing active replications. The Election problem [1] requires that a unique coordinator be elected from a given set of processes.
The problem has been widely studied in the research community[2-6] since one reason for this wide interest is that many distributed protocols need an election protocol. However, despite its usefulness, to our knowledge there is no work that has been devoted to this problem in a mobile ad hoc computing environment. When nodes are mobile, topologies can change and nodes may dynamically join/leave a network. In such networks, leader election can occur frequently, making it a particularly critical component of system operation.
Mobile ad hoc systems are more often subject to environmental adversities which can cause loss of messages or data [8] . In particular, a mobile node can fail or disconnect from the rest of the network.
Designing fault-tolerant distributed applications in such an environment is a complex endeavor. Leader election algorithms for mobile ad hoc networks have been proposed in [9] [10] . As noted earlier, we are interested in an extrema-finding algorithm, because it is desirable to elect a leader with some system-related attributes such as maximum battery life or maximum computation power. The algorithms in [9] are not extrema-finding and cannot be extended to perform extrema finding. Although, extrema-finding leader election algorithms for mobile ad hoc networks have been proposed in [10] , these algorithms are unrealistic as they require nodes to meet and exchange information in order to elect a leader and are not well-suited to the applications discussed earlier. Several clustering algorithms have been proposed for mobile networks [11] [12], but these algorithms elect cluster-heads only within their single hop neighborhood.
The aim of this paper is to propose a solution to the election problem in a specific ad hoc mobile computing environment. This solution is based on the group membership detection algorithm that is a classical one for synchronous distributed systems.
The rest of this paper is organized as follows: Section 2 describes the mobile system model we use. In Section 3, a solution to the election problem in a conventional synchronous system is presented. A protocol to solve the election problem in a mobile ad hoc computing system is presented in Section 4. We conclude in Section 5.
Model and Definitions
Before developing a leader election algorithm for ad-hoc computing environments, we first define our system model based upon assumptions and goals. We model an ad hoc network as an undirected graph, i.e., -Each node has a weight value Wi associated with it. The value of a node indicates its "priority" as a leader of the system and can be calculated upon some criteria such as the node's battery power, the position where the node's distance from other nodes is minimal, computational capabilities etc.
-All nodes have unique identifiers. They are used to identify participants during the election process.
Node IDs are used to break ties among nodes which have the same value.
-Links are bidirectional and FIFO, i.e. messages are delivered in order over a link between two neighbors.
-Node mobility may result in arbitrary topology changes including network partitioning and merging.
Furthermore, nodes can crash arbitrarily at any time and can come back up again at any time.
-A message delivery is guaranteed only when the sender and the receiver remain connected (not partitioned) for the entire duration of message transfer. Each node has a sufficiently large receive buffer to avoid buffer overflow at any point in its lifetime.
The objective of our leader election algorithm is to ensure that after a finite number of topology changes, eventually each node i has a leader which is the most-valued-node from among all nodes in the connected component to which i belongs.
Leader Election Algorithm in a Static Network
In this section, we describe a leader election algorithm based on group membership detection algorithm, simply GMDA, by diffusing computations.
In later sections, we will discuss in detail how this algorithm can be adapted to a mobile setting.
Leader Election in a Static Network
We first describe our election algorithm in the environment of a static network, where we assume that nodes and links never fail. The algorithm consists of two phases operated at the node that initiates the election algorithm. 1) Scattering phaseit operates by first "scattering the election message"
and 2) Gathering phase -it operates by then "gathering the id of each node" that is connected to the static networks. We refer to this computation-initiating node as the source node. As we will see, after gathering all nodes' ids completely, the source node will have the information enough to determine the most-valued-node and will then broadcast its identity to the rest of the nodes in the network. The algorithm uses three messages, i.e., We illustrate a sample execution of the algorithm.
We describe the algorithm in a somewhat Before we formally specify our algorithm and describe it in detail, we briefly introduce notation used in our algorithm specification and the execution model.
Algorithm Performed By the Nodes
In this clause, we describe the exact algorithm 
1) Initiate Election
The leader of a connected component periodically viz. <num, id>, where id represents the identifier of the node which initiated that computation and numis integer, which is described below.
A diffusing computation A is said to have higher priority than another diffusing computation B iff :
When a node participating in a diffusing computation hears another computation with a higher priority, then the node stops participating any furtherits current computation in favor of the higher priority computation. It is described at line 23-26 and 34-37 of [ Figure 2 ].
5) Handling Node Partitions
Once node j receives an Election messages from node i, it must sends the Ack message to the node.
But because of node mobility, it may happen that node j, which should yet report an Ack message to node i, gets disconnected from it. Node i must detect this event, since otherwise it will never report an Ack message to node iand therefore, no leader will be elected. In this case, node i send an Election message to the node j again and wait an Ack message for a certain timeout period. If node i does not received Ack message from the node for those period, then it removes the node from the list wli since the node gets disconnected or crashes. It is described at line 23-26
and 34-37 of [ Figure 2 ].
Proof of Correctness
The specification for leader election is consisted of two parts. One is safety and the other is liveness. To verify the correctness of leader election algorithm, the algorithm should be satisfied with both of safety and liveness properties. The safety requirement asserts that all the nodes connected the system never disagree on the leader when the nodes are in a state of normal operation. The liveness requirement asserts that all the nodes should eventually progress to be in a sate of normal operation in which all nodes connected to the system agree to the only one leader.
As described in [Fig 2] , each node of system has a local variable ldr indicating its leader. Since it is impossible to make all nodes change their local variable ldr simultaneously, each node uses a variable status to reserve the status of system during the process changing their leader. If status equals Norm, the node is normal mode of operation and the value of ldr is significant; if status has any other value, the node is in a process of a new leader's being elected.
We require those nodes to agree to a leader only among nodes whose status is Norm. We use subscripts to distinguish local variables of different nodes; for example, ldri and statusi are local variables for node i.
The safety property of the system with n nodes is Eventually the node receives the Ack messages from all other nodes and decides most-valued node as a new leader. Therefore, it is contradiction. 
Concluding Remarks
In this paper, we proposed an asynchronous, distributed leader election algorithm for mobile, ad hoc networks and showed it to be correct. We formally specified the property of our leader election algorithm using temporal logic. We have assumed the ad-hoc network topology is dynamically changing and nodes are frequently connected and disconnected over the networks. With this approach, the leader 분산 이동 시스템에서 선출 프로토콜의 설계 61 election specification states explicitly that progress and safety cannot always be guaranteed. In practice, our requirement for progress is that there exists a constant c such that if connection or disconnections occur for a period of at least c, then by end of that period, the system reaches a state satisfying a leader elected. Furthermore, the system remains in that state as long as no failures or disconnections occur.
In fact, if the rate of perceived a leader failures in the system is lower than the time it takes the protocol to make progress and accept a new leader, then it is possible for the algorithm to make progress every time there is a leader failure in the system. 
