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RESUMO
O principal tema desta tese é a hipoeliticidade global no contexto ultradiferenciá-
vel de sistemas de operadores lineares. De modo geral, o trabalho está dividido
em três partes. Na primeira, apresentamos o ambiente funcional no qual tra-
balharemos: definimos tanto os espaços de funções ultradiferenciáveis no toro
como os seus respectivos duais (ultradistribuições), e desenvolvemos a Análise
de Fourier, sendo assim capazes de exibir algumas aplicações. No segundo seg-
mento, caracterizamos hipoeliticidade global para uma classe de sistemas sobre-
determinados de campos vetoriais complexos. No último terço do trabalho, após
definir uma classe de operadores pseudodiferenciais, trabalhamos com sistemas
denominados "com perda de derivadas" e mostramos que estes não só são glo-
balmente hipoelíticos, mas também preservam a propriedade para certos tipos de
perturbação. Além disso, tratamos brevemente da resolubilidade do transposto
de um sistema hipoelítico.
Palavras-chaves: Classes Ultradiferenciáveis; Análise de Fourier; Hipoelitici-
dade Global; Sistemas Sobredeterminados; Perturbações.
ABSTRACT
The main subject of study of this dissertation is global hypoellipticity in the ul-
tradifferentiable setting for systems of linear operators. Generally speaking, this
manuscript is divided into three parts. In the first one we introduce the functional
environment where we will be working at: we set the spaces of ultradifferentia-
ble functions, as well as their topological duals (composed by ultradistributions)
and, after developing Fourier Analysis, we are able to exhibit some applications.
Next we characterize global hypoellipticity for a class of overdetermined systems
of complex vector fields. In the last third we define a class of pseudodifferen-
tial operators and work with a subclass denominated "with loss of derivatives",
which we prove to be not only globally hypoelliptic, but also to preserve such
property for certain perturbations. Last, we deal briefly with the solvability for
the transposed of a hypoelliptic system.
Keywords: Ultradifferentiable Classes; Fourier Analysis; Global Hypoellipti-
city; Overdetermined Systems; Perturbations.
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Introdução
Temos visto nas últimas décadas um grande desenvolvimento no estudo de problemas
relacionados a Análise Global, sobretudo quando o espaço ambiente é o toro TN = RN/2πZN .
Em particular, uma enorme quantidade de trabalhos ligados a resolubilidade e/ou hipoeliticidade
de operadores e/ou sistemas foi produzida (veja, por exemplo, [1], [13], [26], [54], bem como
suas referências), em diferentes ambientes funcionais. Dois dos espaços que se destacam neste
contexto são os das funções analíticas e Gevrey (veja, por exemplo, [3], [11], [33], [51], assim
como as referências contidas nos mesmos).
Um fato bastante interessante que diz respeito aos espaços Gevrey é o seguinte: ao
mesmo tempo que eles estendem o espaço das funções analíticas de um modo aparentemente





Mais ainda, existem subespaços de C∞(TN) cujos elementos não são analíticos em nenhum
ponto, porém satisfazem a seguinte condição de continuação analítica:
x0 ∈ TN e Dαf(x0) = 0, ∀α ∈ NN0 , ⇒ f ≡ 0.
Note que tal propriedade não é válida para nenhum Gs(TN), se s > 1.
Por conseguinte, fica evidente que apesar de serem relevantes para a compreensão
da lacuna que existe entre C∞(TN) e Cω(TN), os espaços Gevrey não são suficientes neste
sentido. São estas as principais razões que nos levam ao estudo de espaços de funções ultradife-
renciáveis, também conhecidas como classes de Denjoy-Carleman; de forma breve, dada uma
sequência de números positivos {mn}n∈N0 , trabalharemos com funções f ∈ C∞(TN) tais que
|Dαf(x)| ≤ C · h|α| ·m|α| · |α|!, ∀x ∈ TN , ∀α ∈ NN0 ,
o que nos fornecerá uma quantidade muito mais ampla de classes de funções.
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O Capítulo 1 é destinado à construção dos espaços funcionais mencionados logo acima.
Na Seção 1.1, estabelecemos precisamente de que forma serão as sequências {mn}n∈N0 , deno-
minadas sequências peso, e mostramos algumas de suas propriedades. Nas Seções 1.2 e 1.3,
definimos e provamos alguns fatos sobre as classes de funções associadas, além de compará-
las de acordo com o crescimento assintótico das sequências peso. Finalmente, na Seção 1.4
munimos os espaços com uma topologia dada pelo limite injetivo de sequências de espaços de
Banach, com inclusões compactas.
O principal objetivo deste trabalho é o estudo de hipoeliticidade global para algumas
classes de sistemas de operadores. Uma das ferramentas que se mostra fundamental e indispen-
sável neste contexto é a caracterização de ultradistribuições e funções atráves de seus coeficien-
tes de Fourier (este fato não se restringe a apenas este trabalho; veja, por exemplo, [2], [6] [16],
[20], [22], [34], e [45]).
Com isto em mente, prosseguimos para o Capítulo 2, fortemente baseado nas notas
"Periodic Gevrey Ultradistributions in Rn", de autoria do Prof. Gerson Petronilho; na Seção
2.1, caracterizamos as ultradistribuições, utilizando a topologia definida na Seção 1.4. Em se-
guida, definimos na Seção 2.2 os coeficientes de Fourier para ultradistribuições, mostramos que
estas podem ser descritas por sua respectiva série de Fourier e que, através de seu decaimento,
é possível atestar quando uma ultradistribuição é dada na verdade por uma função ultradiferen-
ciável. Na seção 2.3 fazemos respectivamente um breve resumo sobre funções peso associadas,
enquanto na 2.4 adicionamos uma nova hipótese para as sequências peso, com o intuito de
apresentar e caracterizar a série parcial de Fourier de uma ultradistribuição na Seção 2.5.
Dividimos o Capítulo 3, destinado a algumas aplicações da teoria desenvolvida até
o momento, em três partes. Na Seção 3.1, demonstramos para qualquer classe uma extensão
do Teorema de Greenfield-Wallace (veja [30]), que trata de hipoeliticidade para sistemas de
operadores com coeficientes constantes. Em seguida, generalizamos na Seção 3.2 uma cons-
trução feita em [29], exibindo campos vetoriais invariantes que separam classes com relação a
hipoeliticidade global. Por fim, na Seção 3.3, inspirados em trabalhos como [12], [15] e [37],
descrevemos por completo a hipoeliticidade global de uma classe de sistemas de campos reais
de tipo tubo através de uma conjugação para sistemas com coeficientes constantes.
No Capítulo 4, trabalhamos com o seguinte sistema de equações ambientado no toro




+ cj(tj) · ∂
∂x
+ λj, (j = 1, 2, . . . , N), (1)
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com λj ∈ C e cj(tj) = aj(tj) + ibj(tj), no qual aj, bj são funções ultradiferenciáveis a valores
reais para cada j.
Vale ressaltar que este tipo de sistema já foi estudado por diversos autores, em diferen-
tes configurações. No caso suave, por exemplo, o problema de hipoeliticidade global foi tratado
em [37] (para um único campo, com λ = 0), em [10] (quando N = 1 e λ = 0) e em [11] (se
N > 1 e λ = 0). Por outro lado, o caso analítico (com λ = 0) foi estudado em [11], enquanto
que o Gevrey (para s > 1) foi trabalhado em [29] (um único campo em T2, com λ = 0) e em
[6] (N > 1 e λ = 0).
Neste trabalho, obtemos uma caracterização completa da hipoeliticidade ultradiferen-
ciável de (1), generalizando assim os resultados produzidos para as configurações analítica e
Gevrey. Além disso, conseguimos também uma descrição completa para uma família mais




+ cj(tj) · ∂
∂x
+ fj(tj), (j = 1, 2, . . . , N), (2)




+ cj(tj) · ∂
∂x
, (j = 1, 2, . . . , N),
seja globalmente hipoelítico no sentido ultradiferenciável.
A organização do capítulo 4 é dada da seguinte forma: após uma breve introdução
do problema, demonstramos na Seção 4.1 que duas condições, uma delas diofantina e a outra
relacionada à condição (P) de Nirenberg-Treves, são, cada uma por si só, suficientes para a
hipoeliticidade de (1). Os argumentos aqui utilizados são semelhantes aos aplicados em [6].
Em seguida, na Seção 4.2, mostramos que é possível construir uma solução singular
para o problema na situação em que negamos ambas as condições, completando a demonstração
do resultado principal do capítulo. Aqui a prova é dividida em duas partes, sendo fundamental a
existência (ou não) de funções de corte pertencendo às classes ultradiferenciáveis. Em um caso,
seguimos passos semelhantes ao que foi feito em [6], enquanto que no outro o procedimento é
inspirado em construções feitas em [8], [9] e [14], além de depender fortemente do Método da
Fase Estacionária de Hörmander (veja [36]). Encerrando o Capítulo 4, temos a Seção 4.3. Nela,
exibimos alguns dos principais fatos decorrentes de nosso resultado central.
Passando para o Capítulo 5, iniciamos na Seção 5.1 desenvolvendo o cálculo de uma
extensão (para o contexto ultradiferenciável) da teoria de operadores pseudodiferenciais analíti-
cos no toro TN estabelecida em [22]. Em seguida, na Seção 5.2, criamos uma família de normas
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definidas para ultradistribuições que, de certo modo, misturam a norma usual para funções ul-
tradiferenciáveis (sobretudo o caso Gevrey) com normas Sobolev.
Na Seção 5.3, definimos uma classe de sistemas de operadores denominados "com
perdas de derivadas ", que remetem a operadores satisfazendo estimativas subelíticas (veja, por
exemplo, [22], [38] e [44]). Aqui, provamos que tais sistemas são globalmente hipoelíticos no
sentido ultradiferenciável e, após alguns resultados técnicos, que a perturbação por sistemas que
satisfaçam apenas uma condição ligada à sua ordem permanece globalmente hipoelítica. Sendo
assim, estendemos resultados provados em [20] e [22] para um contexto mais amplo.
A Seção 5.4 é destinada a uma aplicação da seção antecedente; verificamos que fa-
mílias de operadores com força constante se encaixam na definição de sistemas com perdas de
derivadas, mais uma vez generalizando um fato provado em [22]. Por fim, inspirados em resul-
tados mostrados em [4], provamos na Seção 5.5 que o transposto de um sistema globalmente
hipoelítico é globalmente resolúvel no sentido de ultradistribuições, generalizando resultados
apresentados em [3] para nosso contexto.
Para finalizar, comentemos brevemente sobre o desenvolvimento deste trabalho. O
tema do Capítulo 5 foi recomendação do Prof. Paulo Cordaro, que sugeriu a possibilidade da
extensão de resultados apresentados no capítulo 2 de [27] para o contexto de Classes de Denjoy-
Carleman; um artigo derivado desta generalização foi aceito para publicação em [28]. Para que
o objetivo inicial fosse cumprido, era necessário não só compreender as principais propriedades
das classes de funções ultradiferenciáveis como também desenvolver ferramentas de Análise de
Fourier, o que acabou dando origem aos Capítulos 1, 2 e 3, cujo teor está contido em [23] e foi
aceito para publicação. Por fim, o conteúdo contido no Capítulo 4 surgiu através de conversas
com meu colega de doutorado Alexandre Arias Junior, com o intuito de generalizar os resultados
(publicados em [6]) obtidos em sua dissertação de mestrado ([5]); como consequência destes
esforços, tivemos o trabalho aceito para publicação em [24].
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Capítulo 1
Espaços de Funções Ultradiferenciáveis
1.1 Sequências Peso
Uma sequência peso é uma sequência de números positivos {mn}n∈N0 satisfazendo as
seguintes condições:
m0 = m1 = 1, (1.1)
m2n ≤ mn−1 ·mn+1, ∀n ∈ N. (1.2)
Observação 1.1. A condição (1.2) é conhecida na literatura como convexidade logarítmica
(veja, por exemplo, [36], [40] e [48]).
Antes de provarmos resultados decorrentes destas definições, vejamos alguns exem-
plos.




[(n− 1)!]s−1 · [(n+ 1)!]s−1






o que prova (1.2).
Exemplo 1.3. Dado σ > 0, considere mn = [log(n+ e− 1)]σn. Note que






[log(n+ e)](n+1) · [log(n+ e− 2)](n−1)
[log(n+ e− 1)]2·n
)σ









Quando n = 1, (1.2) segue imediatamente. Para os outros casos, analisemos o com-
portamento da função f : [1,+∞)→ R dada por
f(x) =
[log(x+ e)](x+1)









. Desta forma, é suficiente verificar que f
é não decrescente. Como
f ′(x) = f(x) ·
[
log(log(x+ e))− log(log(x+ e− 1))+
+
x+ 1
(x+ e) · log(x+ e) −
x
(x+ e− 1) · log(x+ e− 1)
]
,
será suficiente mostrar que a expressão dentro dos colchetes é positiva. Para tal, tome
g : [1,+∞) → R
x → log(log(x+ e− 1)) + x
(x+ e− 1) · log(x+ e− 1) . (1.3)
Repare que f ′(x) = f(x) · (g(x+ 1)− g(x)); visto que
g′(x) =
(x+ 2e− 2) · log(x+ e− 1)− x
[(x+ e− 1) log(x+ e− 1)]2 ,
segue que g é crescente, o que nos permite concluir que g(x + 1) > g(x) e f ′(x) > 0 para
qualquer x ≥ 1, finalizando a prova.
Exemplo 1.4. Seja mn = [log (log(n+ ee − 1))]β·n, no qual β é um número real positivo.
Novamente (1.1) é consequência de uma verificação direta. A fim de mostrar (1.2), definimos
h : [1,+∞)→ R; h(x) = [log (log(x+ e
e))](x+1)
[log (log(x+ ee − 1))]x .









O próximo passo é computar a derivada de h, que é dada por
h′(x) = h(x) ·
[
log log log(x+ ee))− log log log(x+ ee − 1)+
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+
x+ 1
(x+ ee) log(x+ ee) log log(x+ ee)
−
− x
(x+ ee − 1) log(x+ ee − 1) log log(x+ ee − 1)
]
= h(x) · [ρ(x+ 1)− ρ(x)] ,
se estabelecemos ρ : [1,+∞)→ R definida como
ρ(x) = log log log(x+ ee − 1)− x
(x+ ee − 1) log(x+ ee − 1) log log(x+ ee − 1) .
Por fim, observe que
ρ′(x) =
x · [1 + (1 + log(x+ ee − 1)) · log log(x+ ee − 1)]
[(x+ ee − 1) log(x+ ee − 1) log log(x+ ee − 1)]2 ,
que é claramente positiva, como pretendíamos demonstrar. Por conseguinte, h é crescente e
vale (1.2).
Exploremos algumas propriedades válidas para sequências peso que serão úteis no
decorrer deste texto:
Proposição 1.5. Seja {mn}n∈N0 uma sequência peso. Então βn = (mn)
1
n é não decrescente.
Demonstração. Iniciamos com a sequência auxiliar
ωn = logmn. (1.4)
Segue de (1.1) e (1.2) que







ωp+q, ∀p, q ∈ N0. (1.6)
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p+ j + 1
)
ωp+j+1,
encerrando a demonstração de (1.6).

























n ≤ (mn+1) 1n+1 , ∀n ∈ N,
de acordo com o que pretendíamos provar.
Corolário 1.6. Toda sequência peso é não decrescente.
Proposição 1.7. Considere M = {mn}n∈N0 uma sequência peso. Então vale a seguinte desi-
gualdade:
mk ·mn−k ≤ mn, ∀k, n ∈ N0 tais que n ≥ k. (1.8)




Observe que provar (1.8) é equivalente a mostrar que
ωk + ωn−k ≤ ωn, sempre que k ≤ n.
Por outro lado, inferimos de (1.9) que
ωk + ωn−k ≤ k
n
· ωn + n− k
n
· ωn = ωn,
como desejávamos verificar.
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1.2 Classes de Funções
Nosso ambiente de trabalho será o toro N -dimensional, dado por TN = RN/2πZN .
As classes de funções 2π-periódicas definidas adiante terão o comportamento de suas derivadas
relacionado às sequências que acabamos de estabelecer.
Definição 1.8. Seja M = {mn}n∈N uma sequência peso; uma função f ∈ C∞(TN) será
denominada ultradiferencíavel de classe {M } se, e somente se, existirem constantes C, h > 0
tais que, para qualquer α ∈ NN0 ,
|Dαf(x)| ≤ C · h|α| ·m|α| · |α|!, ∀x ∈ TN . (1.10)
Notação 1.9. Denotaremos o espaço das funções ultradiferenciáveis de classe {M } em TN
por EM (TN).
Observação 1.10. Na literatura, o ambiente funcional no qual trabalharemos é formado pelas
chamadas Classes de Romieu (veja, por exemplo, [43], [46] e [47]).
Observação 1.11. O surgimento dessas classes se deu pela resposta ao seguinte questiona-
mento: para quais espaços funcionais o único elemento flat em algum ponto (isto é, uma função
que tem o seu valor e de todas as suas derivadas igual a zero no mesmo) é a função nula? Uma
classe de funções que satisfaz tal condição é denominada quase analítica; caso contrário, é
nomeada não quase analítica.
O primeiro exemplo de classe de funções quase analítica diferente do espaço das fun-
ções analíticas foi exibido por Denjoy em [25]. Uma caracterização completa foi dada por
Carleman em [21] (para uma prova, recomendamos [36] ou [49]):
Teorema 1.12. Seja M = {mn}n∈N0 uma sequência peso. A classe associada EM (TN) é quase




mj+1 · (j + 1) = +∞.
Observação 1.13. Apesar do Teorema 1.12 ter sido originalmente demonstrado para o caso
local, não é difícil ver que o mesmo continua valendo para elementos em C∞(TN). Se a classe
associada a M é não quase analítica, considere I = (0, 2π) e tome f ∈ C∞c (I) satisfazendo
uma estimativa análoga a (1.10). Estendendo f periodicamente, teremos f ∈ C∞(T) e por
conseguinte f ∈ EM (T). É imediato que tal função é não-nula e flat em 0, por exemplo.
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Por outro lado, se a classe associada a uma sequência é quase analítica, podemos ver
EM (TN) como subespaço de EM (RN) e portanto o único elemento flat em algum ponto será a
função nula.
Observação 1.14. Antes de prosseguir para exemplos, analisemos as diferenças entre as classes
definidas aqui e aquelas dadas por Komatsu em [39]. A sequência denotada Mn pelo autor é
dada aqui por mn · n!. Isto se deve sobretudo ao fato de termos o objetivo de trabalhar com
espaços que contenham a classe das funções analíticas (veja a Proposição 1.18).
Cabe ressaltar que, além disso, a condição (1.2) é levemente mais forte do que a
propriedade (M.1) requerida por Komatsu. Visto que (1.2) é verdadeira para a sequência dos
fatoriais, concluímos que a validade da mesma para mn implicará na propriedade satisfeita












mostrando que a recíproca não é necessariamente verdadeira.
Há várias razões para esta diferença na escolha das hipóteses. Primeiramente, existem
motivos técnicos evidentes, como as Proposições 1.5, 1.7 e suas implicações futuras, bem como
o Lema 3.17. Além disso, a condição (1.2) (e consequentemente a propriedade provada na
Proposição 1.5 ) garante que as classes sejam fechadas para composição e inversão (se f ∈
EM (TN) e f > 0, então 1/f ∈ EM (TN)), algo que não é necessariamente verdadeiro para as
classes de Komatsu (veja respectivamente [46] e [48]).
Por fim, as condições iniciais (1.1), que não são requisitadas em [39], são essencial-
mente impostas para facilitar as contas, não sendo de fato uma obstrução para a teoria.
Vejamos, agora, exemplos de espaços obtidos das sequências estabelecidas anterior-
mente.
Exemplo 1.15. Considere a sequência M s, dada por mn = (n!)s−1, definida no Exemplo 1.2.
O espaço Gs(TN) := EM s(TN) é conhecido como o das funções Gevrey de ordem s, para
s ≥ 1.
Exemplo 1.16. Dada M = {mn}n∈N0 como no Exemplo 1.3, a classe EM (TN) é de grande
relevância para o estudo da diferença entre classes quase analíticas e não quase analíticas.
Afinal, para o caso particular em que σ = 1, é possível provar (veja [48]) que a mesma
representa a intersecção de todas as classes não quase analíticas fechadas para inversão.
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Outro fato interessante é o seguinte: a classe será quase analítica se, e somente se,
0 < σ ≤ 1 (veja [52]). Desta forma, inferimos que a intersecção de uma família de classes não
quase analíticas pode resultar em uma classe quase analítica.
Exemplo 1.17. A classe de funções associada ao Exemplo 1.4, por sua vez, tem uma grande
importância histórica. Afinal, o exemplo dado por Denjoy em [25], citado na Observação 1.11
nada mais é que o caso particular em que β = 1.
Antes de encerrar a seção, fixemos M uma sequência peso e mostremos que as classes
associadas são fechadas para soma e produto.
Proposição 1.18. EM (TN) é um espaço vetorial, contendo o espaço das funções analíticas
reais Cω(TN).
Demonstração. Fixemos f ∈ Cω(TN); pela analiticidade de f , existem C, h > 0 tais que:
|Dαf(x)| ≤ C · h|α| · |α|! ≤ C · h|α| ·m|α| · |α|!, ∀x ∈ TN .
Logo Cω(TN) ⊂ EM (TN). Vejamos agora que é espaço vetorial: sejam f, g ∈ EM (TN) e
a ∈ C. Existem assim C1, C2, h1, h2 > 0 de modo que:
|Dαf(x)| ≤ C1 · h|α|1 ·m|α| · |α|!, ∀x ∈ TN ,
|Dαg(x)| ≤ C2 · h|α|2 ·m|α| · |α|!, ∀x ∈ TN .
Portanto, para cada x ∈ TN ,
|Dα(af + g)(x)| ≤ |a| · |Dαf(x)|+ |Dαg(x)|
≤ |a| · C1 · h|α|1 ·m|α| · |α|! + C2 · h|α|2 ·m|α| · |α|!
≤ (|a| · C1 · h|α|1 + C2 · h|α|2 ) ·m|α| · |α|!.
Se h = max {h1, h2} e C = (|a| · C1 + C2), segue que
|Dα(af + g)(x)| ≤ C · h|α| ·m|α| · |α|!, ∀x ∈ TN ,
encerrando a prova.
Proposição 1.19. EM (TN) é uma subálgebra de C∞(TN).
Demonstração. Sejam f, g ∈ EM (TN); existem constantes C1, C2, h1, h2 tais que:
|Dαf(x)| ≤ C1 · h|α|1 ·m|α| · |α|!, ∀x ∈ TN , ∀α ∈ NN0 ,
|Dαg(x)| ≤ C2 · h|α|2 ·m|α| · |α|!, ∀x ∈ TN , ∀α ∈ NN0 .
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Pela Fórmula de Leibniz,






























C2 · h|β|2 ·m|β| · |β|!
)
.
Se h = max {h1, h2},







· (m|α|−|β| ·m|β|) · (|α− β|! · |β|!)







·m|α| · |α|!, por (1.8),
≤ (C1 · C2) · (2h)|α| ·m|α| · |α|!.
Portanto fg ∈ EM (TN), como queríamos demonstrar.
1.3 Comparação entre Classes
Dadas sequências peso diferentes M e L , estabeleceremos relação entre os espaços
EM (TN) e EL (TN) através do comportamento assintótico das mesmas.
Definição 1.20. Se M = {mn}n∈N0 e L = {
n}n∈N0 são sequências peso, denotaremos









Não é difícil verificar que a relação  é reflexiva e transitiva. Denotando
M ≈ L
no caso em que M  L e L  M , obtemos em ≈ uma relação de equivalência.
Lema 1.21. (Teo. 1 de [52]) Dada M uma sequência peso, existe θ ∈ EM (T) tal que
|θj(0)| ≥ mj · j!, ∀j ∈ N0.
Demonstração. Iniciamos a prova definindo as seguintes sequências auxiliares:
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≤ 2j+1 ·mj · j!.












≥ mj · j!,
encerrando a demonstração do resultado.
Teorema 1.22. A inclusão EM (TN) ⊂ EL (TN) é equivalente ao fato de M  L . Em parti-
cular, segue que EM (TN) = EL (TN) se, e somente se, M ≈ L .




≤ Bk, ∀k ∈ N0.
Fixada f ∈ EM (TN), encontramos C, h > 0 de modo que, dado α ∈ Nn0 ,
|Dαf(x)| ≤ C · h|α| ·m|α| · |α|!, ∀x ∈ TN .
Assim, para todo x ∈ TN ,
|Dαf(x)| ≤ C · h|α| · B|α| · 
|α| · |α|!
≤ C · (h ·B)|α| · 
|α| · |α|!,
e portanto f ∈ EL (TN).
Seguimos para a recíproca, que será provada pela contrapositiva. Por hipótese, para











≥ nkn ⇒ mkn ≥ 
kn · nkn .
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Tomando θ como no Lema 1.21 , definimos:
ϕ : TN → C
x → θ(x1); (1.13)
é imediato que ϕ ∈ EM (TN). Por outro lado, se αkn = (kn, 0, 0, . . . , 0),
|Dαknϕ(0)| = |θkn(0)| ≥ (kn)! ·mkn ≥ (kn)! · 





o que nos permite deduzir que ϕ /∈ EL (TN).
Corolário 1.23. Se r < s, então Gr(TN)  Gs(TN).
Demonstração. As sequência associadas a Gr e Gs são mk = (k!)r−1 e 




























Deste modo, Gr(TN) ⊂ Gs(TN) e Gs(TN) ⊂ Gr(TN), encerrando a demonstração.










sequência dada por mkn = mn+k. Se α ∈ Nn0 , |α| = k e ϕ é um elemento de EM (TN), então
Dαϕ ∈ EM k(TN).
Observação 1.26. Antes de iniciar a prova, ressaltamos que M k não é necessariamente uma
sequência peso, mas utilizaremos a notação EM k(TN) de qualquer modo.
Demonstração. Fixados β ∈ Nn0 e x ∈ TN , decorre da hipótese que
|Dα+βϕ(x)| ≤ C · h|α+β| ·m|α+β| · |α + β|!
≤ (C · h|α|) · h|β| ·mk+|β| · |α + β|!
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≤ (C · h|α|) · h|β| ·mk|β| · |α + β|!.
Além disso, como (|α|+ |β|)! ≤ |α|! · |β|! · 2|α| · 2|β|, segue que
|Dα+βϕ(x)| ≤ (C · h|α| · |α|! · 2|α|) · (2h)|β| ·mk|β| · |β|!,
o que encerra a prova.
Teorema 1.27. Dada uma sequência peso M arbitrária, o espaço EM (TN) é fechado com









Demonstração. Suponha primeiramente que EM (TN) é fechado com relação a diferenciação.























< ∞, verifiquemos que EM p(TN) ⊂ EM (TN),
para qualquer p ∈ N. O caso p = 1 segue diretamente da hipótese. Supondo a afirmação























































aplicando a hipótese de indução. Está demonstrado o resultado.
Para o estudo de equações diferenciais, é natural pedir que o espaço funcional em que
se está trabalhando seja fechado com relação a diferenciação. Consequentemente, a partir de
agora trabalharemos apenas com sequências peso M = {mn}n∈N0 satisfazendo as seguintes
condições:
1. m0 = m1 = 1. (1.1)
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2. m2n ≤ mn−1 ·mn+1, ∀n ∈ N. (1.2)









Observação 1.28. Uma consequência imediata do Teorema 1.27 é a existência, dado k ∈ N,































As Observações 1.28 e 1.29 serão fundamentais no decorrer deste trabalho, sendo uti-
lizadas em praticamente todas as demonstrações.
1.4 A topologia de EM (TN)
Nesta seção apresentaremos a topologia que usaremos em nossas classes de funções
ultradiferenciáveis.
Definição 1.30. Dado h > 0, definimos
EM ,h(TN) =
⎧⎪⎪⎨⎪⎪⎩f ∈ EM (TN); supx∈TN
α∈NN0
|Dαf(x)|
h|α| ·m|α| · |α|! . <∞
⎫⎪⎪⎬⎪⎪⎭ .
E, para cada f ∈ EM ,h(TN), denotaremos




h|α| ·m|α| · |α|! .
Não é difícil verificar que ‖.‖M ,h é uma norma em EM ,h(TN). Neste caso, temos a
seguinte
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Proposição 1.31. EM ,h(TN) é um espaço de Banach.
Demonstração. Seja {ϕn}n∈N uma sequência de Cauchy em EM ,h(TN) e fixemos x em TN e β
em NN0 . Dado ε > 0, é possível encontrar j0 ∈ N de maneira que, se j, k ≥ j0,
∣∣Dβϕj(x)−Dβϕk(x)∣∣ = [∣∣Dβ (ϕj − ϕk) (x)∣∣
h|β| ·m|β| · |β|!
]
· h|β| ·m|β| · |β|!
≤ ‖ϕj − ϕk‖M ,h · h|β| ·m|β| · |β|!
≤ ε
h|β| ·m|β| · |β|! · h






n∈N0 é uma sequência de Cauchy em C.
Para cada par (x, β) ∈ TN × NN0 , definimos φβ(x) = limDβϕn(x). Como TN é
compacto,
ϕ := φ0 ∈ C∞(TN); Dβϕ = φβ, ∀β ∈ NN0 .
O passo seguinte é verificar que ϕ ∈ EM ,h(TN); escolhendo n0 ∈ N tal que ‖ϕj − ϕk‖M ,h ≤ 1
para quaisquer j, k ≥ n0, segue que




≤ h|α| ·m|α| · |α|! + C0 · h|α| ·m|α| · |α|!
≤ (C0 + 1) · h|α| ·m|α| · |α|!, ∀α ∈ NN0 , ∀x ∈ TN .
Por fim, com o intuito de demonstrar que ϕn → ϕ em EM ,h(TN), fixemos ε > 0.
Como a sequência é de Cauchy, é possível encontrar j0 ∈ N tal que
‖ϕj − ϕk‖M ,h ≤ ε, ∀j, k ≥ j0.
Isto é, ∣∣Dβϕj(x)−Dβϕk(x)∣∣
h|β| ·m|β| · |β|! ≤ ε, ∀x ∈ T
N , ∀β ∈ NN0 .
Fazendo k →∞, deduzimos que
‖ϕj − ϕ‖M ,h ≤ ε, ∀j ≥ j0,
concluindo a prova.
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Proposição 1.32. Sejam h1, h2 ∈ R+, com h1 < h2. Então EM ,h1(TN) ⊂ EM ,h2(TN) e a
inclusão EM ,h1(TN) ↪→ EM ,h2(TN) é compacta.
Demonstração. A inclusão dos espaços é imediata. Concentremo-nos assim na compacidade:
dada {fn}n∈N sequência limitada em EM ,h1(TN), queremos comprovar a existência de sub-
sequência convergente em EM ,h2(TN).
Por hipótese, existe C0 ∈ R+ de modo que
|Dαfn(x)| ≤ C0 · h|α|1 ·m|α| · |α|!, ∀x ∈ TN , ∀α ∈ NN0 , ∀n ∈ N. (1.16)




|Dβfn(x)| ≤ Ck, ∀n ∈ N.
Decorre do Teorema de Arzelà-Ascoli a existência de uma subsequência {fnk}k∈N convergindo
para uma função f em C∞(TN). Resta-nos mostrar que f é de fato um elemento de EM ,h2(TN)
e que a convergência se dá neste mesmo espaço.
Para a primeira afirmação, note o seguinte: dados quaisquer x ∈ TN e γ ∈ NN0 ,
obtemos de (1.16) que
|Dγf(x)| =
∣∣∣∣ limk→+∞Dγfnk(x)
∣∣∣∣ ≤ C0 · h|γ|1 ·m|γ| · |γ|! ≤ C0 · h|γ|2 ·m|γ| · |γ|!,
o que nos permite inferir que f ∈ EM ,h2(TN). Seguimos para a segunda parte: fixado ε > 0,











hq2 ·mq · q!
; 0 ≤ q ≤ p
}
.
Pelo fato de {fnk}k∈N convergir para f em C∞(TN), é possível encontrar k1 ∈ N de forma que
sup
x∈TN
∣∣Dλfnk(x)−Dλf(x)∣∣ ≤ εC1 , |λ| ≤ p, k ≥ k1.










· C1 = ε.






































‖fnk − f‖M ,h2 ≤ ε, ∀k ≥ k1,
o que nos permite inferir que fnk → f em EM ,h2(TN).
A topologia imposta em EM (TN) será dada pelo limite indutivo da família de espaços
EM ,h(TN), com h real positivo. As aplicações de cadeia serão dadas por inclusões
ih2h1 : EM ,h1(TN) ↪→ EM ,h2(TN),
para h1 < h2. Denotamos
EM (TN) = lim−→
h∈R+
EM ,h(TN).
É possível mostrar que para qualquer sequência {hn}n∈N crescente e ilimitada, temos
EM (TN) = lim−→
n
EM ,hn(TN).
Assim, associando as Proposições 1.31 e 1.32, concluímos que EM (TN) é uma sequência inje-
tiva compacta de espaços localmente convexos, conhecido na literatura como um espaço DFS.
Para maiores detalhes sobre estes espaços, recomendamos [39]; aqui apresentaremos apenas as
informações que serão fundamentais mais adiante.
Uma questão fundamental, ao definirmos uma topologia, é a caracterização de conjun-
tos abertos e funções contínuas. Neste caso, é de se esperar alguma relação com os espaços
EM ,hn(TN).
Teorema 1.33. (Teorema 6’ de [39]). Um conjunto A ⊂ EM (TN) é aberto (fechado) se, e
somente se,
A ∩ EM ,hn(TN) é aberto (fechado) em EM ,hn(TN), ∀n ∈ N.
Teorema 1.34. Seja X um espaço topológico qualquer; f : EM (TN) → X será uma função
contínua se, e somente se, a restrição fn : EM ,hn(TN)→ X for contínua, para qualquer n ∈ N.
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Demonstração. Definimos inicialmente a inclusão In : EM ,hn(TN)→ EM (TN), que é contínua
devido ao Teorema 1.33. Assim, se f for contínua, fn = f ◦ In também o será, provando a
necessidade da condição.
Reciprocamente, suponha B ⊂ X um conjunto fechado. Como cada restrição fn é
contínua, f−1n (B) = f
−1(B) ∩ EM ,hn(TN) é fechado. Aplicando o Teorema 1.33, inferimos
que f−1(B) é fechado, como pretendíamos provar.
Corolário 1.35. Considere g : EM (TN) → EM (TN) uma aplicação qualquer. Para que g seja
contínua, é suficiente provar que para cada m ∈ N, existe p ∈ N de modo que
g
(EM ,hm(TN)) ⊂ EM ,hp(TN) e gpm : EM ,hm(TN)→ EM ,hp(TN)
é contínua.
Demonstração. Se as funções gpm são contínuas, as restrições gm de g também o serão. Através
do Teorema 1.34, deduzimos que o mesmo será válido para g.
Outros pontos relevantes a serem abordados são os conceitos de conjuntos limitados e
convergência de sequências em EM (TN).
Teorema 1.36. (Teorema 6’ de [39]).
1. Para que um conjunto B ⊂ EM (TN) seja limitado, é necessário e suficiente a existência
de k ∈ N de modo que B ⊂ EM ,hk(TN) e que seja limitado com relação à topologia
deste espaço.
2. Uma sequência {fn}n∈N ⊂ EM (TN) converge para 0 no espaço se, e somente se, é
possível encontrar m ∈ N de modo que
{fn}n∈N ⊂ EM ,hm(TN) e fn → 0 em EM ,hm(TN).
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Capítulo 2
Ultradistribuições e Série de Fourier
Neste capítulo, trataremos do dual topológico dos espaços EM (TN) e desenvolveremos
os resultados da análise de Fourier necessários para o desenvolvimento deste trabalho. Vale
ressaltar que a maioria do conteúdo deste capítulo são resultados estendendo fatos apresentados
pelo Prof. Gerson Petronilho em suas notas "Periodic Gevrey Ultradistributions in Rn".
2.1 Ultradistribuições
Definido o espaço vetorial topológico EM (TN), o próximo passo é tratar de seu dual.
Cabe ressaltar
Definição 2.1. Dada M uma sequência peso, definiremos por D ′M (TN) o espaço dual topo-
lógico de EM (TN). Isto é, o conjunto dos funcionais lineares da forma u : EM (TN) → C
contínuos.
Teorema 2.2. As seguintes afirmações a respeito de um funcional linear u : EM (TN)→ C são
equivalentes:
1. u ∈ D ′M (TN).
2. Para cada ε > 0, existe Cε > 0 de modo que
|〈u, ϕ〉| ≤ Cε · sup
x∈TN
α∈NN0
( |∂αϕ(x)| · ε|α|
m|α| · |α|!
)
, ∀ϕ ∈ EM (TN). (2.1)
3. Se {ϕn}n∈N ⊂ EM (TN) converge para 0 em EM (TN), então 〈u, ϕn〉 → 0.
Ultradistribuições, Série de Fourier e Aplicações 23
Demonstração. (1) ⇒ (2) : Provaremos pela contrapositiva; suponha que (2) não é verdadeira.
Então existem ε0 > 0 e uma sequência {ϕn}n∈N ⊂ EM (TN) de maneira que










|〈u, ϕn〉| ; neste caso, teremos |〈u,Ψn〉| = 1 e
























·m|α| · |α|!, ∀α ∈ NN0 .
Isto é, {Ψn}n∈N ⊂ EM ,1/ε0(TN) e
|〈u,Ψn〉| ≥ n ‖Ψn‖M ,1/ε0 ∀n ∈ N,
o que nos mostra que u
∣∣∣
EM,1/ε0 (TN )
não é contínua. Logo, pelo Teorema 1.34, u não é contínua.
(2) ⇒ (3) : Se {ϕn}n∈N ⊂ EM (TN) converge para 0 em EM (TN) , decorre do Teorema 1.36 a
existência p ∈ N de modo que {ϕn}n∈N ⊂ EM ,hp(TN). Tomemos ε =
1
hp
; pela hipótese, existe
C > 0 de maneira que




(hp)|α| ·m|α| · |α|!
)
≤ C · ‖ϕn‖M ,hp .
Como ‖ϕn‖M ,hp → 0, deduzimos que 〈u, ϕn〉 → 0.
(3) ⇒ (1) : Novamente aplicaremos a contrapositiva: suponha que u /∈ D ′M (TN). Através do




: EM ,hq(TN)→ C
não é contínua. Assim, para cada j ∈ N, é possível obter ϕj ∈ EM ,hq(TN), de maneira que
|〈u, ϕj〉| > j · ‖ϕj‖M ,hq .
Seja Ψj :=
ϕj
|〈u, ϕj〉| ; então





, ∀j ∈ N.
Consequentemente, {Ψj}j∈N → 0 em EM (TN), mas 〈u,Ψj〉 0.
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2.2 Série de Fourier
Definiremos a Transformada de Fourier de elementos em EM (TN) e D ′M (TN), e des-
creveremos propriedades dos mesmos através do comportamento de seus coeficientes de Fou-
rier.







e denotaremos por F (ϕ) a aplicação
F (ϕ) : ZN → C
ξ → ϕ̂(ξ).




ϕ̂(ξ) · eixξ, ∀x ∈ TN ,
com convergência em EM (TN). Além disso, existem constantes C, δ > 0 de modo que




δn · (1 + |ξ|)n
)
, ∀ξ ∈ ZN . (2.2)









Assim, se ξ = 0, é suficiente escolher C1 = sup
x∈TN
|ϕ(x)| e δ = 1. Passemos para o caso n ≥ 1;


















ξα · e−ixξ · ϕ(x)dx.
= ξα ·F (ϕ)(ξ).
A igualdade acima, unida à hipótese inicial, nos permite concluir a existência de C2, h2
positivos, tais que




|Dαϕ(x)|dx ≤ C2 · h|α|2 ·m|α| · |α|!.
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· |ξα|, inferimos que











· C2 · hn2 ·mn · n!





≤ C2 · (h2 ·N︸ ︷︷ ︸
h3
)n ·mn · n!
Como ξ = 0, denotando h4 = (2 · h3), deduzimos que
(1 + |ξ|)n · |ϕ̂(ξ)| ≤ C2 · (h4)n ·mn · n!, ∀n ∈ N, ∀ξ ∈ ZN \ {0} .
Assim, se tomamos C = max {C1, C2} e δ = 1
max {h4, 1} , concluímos que





, ∀n ∈ N0, ∀ξ ∈ ZN . (2.4)
Em particular, como a desigualdade acima vale para todo n em N0,




δn · (1 + |ξ|)n
)
, ∀ξ ∈ ZN .
Partimos agora para a demonstração da convergência da série. Como ϕ ∈ C∞(TN),
temos ciência de que
∑
ξ∈ZN
ϕ̂(ξ) · eixξ converge no espaço das funções suaves para ϕ(x). Defini-














ϕ̂(ξ) · ξα · eiξx.















·m|α|+2N · (|α|+ 2N)! ·
∑
|ξ|≥k+1
(1 + |ξ|)−2N . (2.5)
Pelas Observações 1.28 e 1.29, além de (2.5), segue que


































· B{2N} · C{2N},
|Dα(ϕ− Skϕ)(x)| ≤ C ′ · h′|α| ·m|α| · |α|!, ∀x ∈ TN , ∀α ∈ NN0 .
Logo (ϕ−Skϕ) ∈ EM ,h′(TN), para cada k ∈ N. Pelo fato de 1δ ser menor que h′, inferimos que
ϕ também é elemento de EM ,h′(TN). Ou seja,
Skϕ ∈ EM ,h′(TN), ∀k ∈ N.







⎞⎠h′|α|m|α||α|!, ∀x ∈ TN , ∀α ∈ NN0 .
Portanto, ‖ϕ− Sk · ϕ‖M ,h′ → 0 quando k → +∞ e assim Skϕ→ ϕ em EM (TN).
Estenderemos agora a noção de Série de Fourier para ultradistribuições, usando o fato
de que ρ(x) = e−ixξ é analítica para quaisquer x ∈ TN e ξ ∈ ZN .




· 〈u, e−ixξ〉, ∀ξ ∈ ZN.
Teorema 2.6. Considere u ∈ D ′M (TN); então para cada ε > 0, existe Cε > 0 de maneira que:
|û(ξ)| ≤ Cε · sup
n∈N0
(
εn · (1 + |ξ|)n
mn · n!
)
, ∀ξ ∈ ZN .
Ultradistribuições, Série de Fourier e Aplicações 27
Demonstração. Por definição |û(ξ)| = 1
(2π)N
· ∣∣〈u, e−ixξ〉∣∣. Fixados ε > 0 e ξ ∈ ZN , decorre
de (2.1) a existência de Cε > 0, de modo que
|û(ξ)| ≤ Cε · sup
x∈TN
α∈NN0





|û(ξ)| ≤ Cε · sup
α∈NN0
(
(1 + |ξα|) · ε|α|
m|α| · |α|!
)
≤ Cε · sup
α∈NN0
(





|û(ξ)| ≤ Cε · sup
n∈N0
(




Está demonstrada a afirmação.
Observação 2.7. Na Seção 2.3, as relações entre os resultados provados nos Teoremas 2.4, 2.6
e as estimativas já conhecidas para o caso Gevrey são melhor elucidadas.








visto que o numerador possui crescimento polinomial, enquanto o denominador tem cresci-



















é sempre assumido, de fato, para algum n0 ∈ N0. Com um





















O próximo passo é provar uma versão do Teorema 2.4 para ultradistribuições. Para tal,
não obstante, é necessário antes definir a noção de convergência em D ′M (T
N).
Definição 2.9. Seja {un}n∈N uma sequência em D ′M (TN) e u uma ultradistribuição. Diremos
que un → u no espaço se
〈un, ϕ〉 → 〈u, ϕ〉, ∀ϕ ∈ EM (TN).
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Lema 2.10. Considere {un}n∈N uma sequência em D ′M (TN), tal que 〈un, ϕ〉 é uma sequência
de Cauchy para toda ϕ ∈ EM (TN). Com tais hipóteses, existe u ∈ D ′M (TN) tal que
lim〈un, ϕ〉 = 〈u, ϕ〉, ϕ ∈ EM (TN).
Demonstração. Seja u : EM (TN) → C a aplicação dada por 〈u, ϕ〉 = lim〈un, ϕ〉. O limite
existe, pela completude de C, e a linearidade é imediata. Resta-nos verificar a continuidade;
suponha {ϕk}k∈N sequência em EM (TN) convergindo para 0. Pelo Teorema 1.36, existe q ∈ N
de maneira que
ϕk ∈ EM ,hq(TN), ∀k ∈ N.
Como un é contínuo para cada n ∈ N, inferimos que un
∣∣
EM,hq (TN )
é contínuo. Dada ψ ∈
EM ,hq(TN), 〈un, ψ〉 é sequência de Cauchy e portanto limitada. Isto é, existe L > 0;
|〈un, ψ〉| ≤ L, ∀n ∈ N.
Pelo Teorema de Banach-Steinhaus, existe M > 0 satisfazendo
|〈un, ψ〉| ≤M · ‖ψ‖M ,hq , ∀n ∈ N, ∀ψ ∈ EM ,hq(TN).
Dado ε > 0, tomamos γk :=
2Mϕk
ε
. Perceba que {γk}k∈N ⊂ EM ,hq(TN) e γk → 0 em
EM ,hq(TN). Escolhemos k0 ∈ N de modo que ‖γk‖M ,hq ≤ 1, ∀k ≥ k0. Então
|〈un, γk〉| ≤M ⇒ |〈un, ϕk〉| ≤ ε
2
, ∀n ∈ N, ∀k ≥ k0. (2.6)
Já que 〈u, ϕk〉 = lim
n
〈un, ϕk〉, para cada k ≥ k0, existe nk ∈ N tal que:




Unindo (2.6) a (2.7), obtemos para k ≥ k0,







Ou seja, 〈u, ϕk〉 → 0, como pretendíamos provar.
Teorema 2.11. Seja {aξ}ξ∈ZN uma sequência em C tal que, para todo ε > 0, existe Cε > 0 de
modo que
|aξ| ≤ Cε · sup
n∈N0
(
εn · (1 + |ξ|)n
mn · n!
)
, ∀ξ ∈ ZN .
Considere u =
∑
ξ∈ZN aξ · eixξ o funcional que age da seguinte maneira em EM (TN):






aξ · eixξ · ϕ(x)dx, ∀ϕ ∈ EM (TN).
Então u é um elemento de D ′M (T
N) e û(ξ) = aξ.
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Demonstração. Definimos sj(x) =
∑
|ξ|≤j
aξ · eixξ, para cada j natural. Provaremos que, para













é de Cauchy em C. Para tal, tome m, k ∈ N, com m > k. Dada ϕ ∈ EM (TN),












|〈sm − sk, ϕ〉| ≤ (2π)N
∑
k+1≤|ξ|≤m
|aξ| · |ϕ̂(−ξ)|. (2.8)
Fixado ξ ∈ ZN , temos
|aξ| · |ϕ̂(−ξ)| ≤ Cε · sup
n∈N0
(










para algum n0 que, a priori, depende de ε e ξ. Seguimos adiante, aplicando o Teorema 2.4 e as
Observações 1.28, 1.29:




εn0 · (1 + |ξ|)n0
mn0 · n0!
)]
· C1 · m(n0+2N) · (n0 + 2N)!


























(1 + |ξ|)2N .
Escolhemos ε =
δ






|aξ| · |ϕ̂(−ξ)| ≤ C2 · 1
(1 + |ξ|)2N , ∀ξ ∈ Z
N . (2.9)
Aliando (2.8) a (2.9), deduzimos que




(1 + |ξ|)2N .
Como a série do lado direito converge, lim
k→∞
|〈sm − sk, ϕ〉| = 0. Por conseguinte, 〈sj, ϕ〉 é de
Cauchy para toda ϕ ∈ EM (TN). Pelo Lema 2.10,
∑
ξ∈ZN
aξ · eixξ é de fato uma ultradistribuição.
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com convergência em D ′M (T
N).





é elemento de D ′M (T
N). Resta-nos verificar que u = ũ. Fixe ϕ ∈ EM (TN); assim como
no Teorema 2.4, definimos Skϕ(x) =
∑
|ξ|≤k
ϕ̂(ξ) · eixξ. Vimos que Skϕ → ϕ em EM (TN);
consequentemente,













Como F (ũ)(ξ) = F (u)(ξ), temos que 〈ũ, e−ixξ〉 = 〈u, e−ixξ〉, para qualquer ξ ∈ ZN .
Logo









〈ũ, ϕ̂(ξ) · eixξ〉
= 〈ũ, ϕ〉.
Concluímos assim que u = ũ.
Nosso objetivo final nesta seção é provar uma recíproca do Teorema 2.4. Isto é, mostrar
que se v ∈ D ′M (TN) é uma ultradistribuição cujos coeficientes de Fourier possuem decaimento
análogo ao das funções em EM (TN), será de fato um elemento do espaço.
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Teorema 2.13. Seja {bξ}ξ∈ZN uma sequência de números complexos e suponha que existam de
C, δ > 0, de maneira que




δn · (1 + |ξ|)n
)
, ∀ξ ∈ ZN . (2.10)





com convergência em EM (TN). Além disso, ψ̂(ξ) = bξ.
Demonstração. Definimos primeiramente





Pela estimativa (2.10), decorre da teoria clássica de Série de Fourier que ψ ∈ C∞(TN), com
convergência no espaço. Resta-nos verificar que ψ ∈ EM (TN) e a convergência no subespaço.
Dado α ∈ NN0 , Dαψ(x) =
∑
ξ∈ZN
























































o que mostra que ψ ∈ EM ,h1(TN).
A fim de provar a convergência, seja Sjψ(x) =
∑
|ξ|≤j
bξ · eixξ, para cada j natural. Note
que a desigualdade acima também vale para cada Sj . Provaremos que Sjψ → ψ em EM ,h1(TN).
Com efeito, aplicando as mesmas estimativas utilizadas anteriormente,
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Consequentemente, lim
j→∞
‖ψ − Sjψ‖M ,h1 = 0 ⇒ Sjψ → ψ em EM (TN).
Corolário 2.14. Dada u ∈ D ′M (TN), suponha que existam C, δ > 0 tais que:




δn · (1 + |ξ|)n
)
, ∀ξ ∈ ZN .
Então u ∈ EM (TN).
2.3 Função Peso
Nesta seção, associaremos a uma sequência peso M uma função peso, que será de-
notada ωM . Para que o leitor entenda a motivação de sua definição, analisaremos brevemente
alguns resultados provados na Seção 2.2.
Através do Teorema 2.4 e do Corolário 2.14, vimos que um elemento u ∈ D ′M (TN)
pertence a EM (TN) se, e somente se, existirem C, δ > 0 tais que




δn · (1 + |ξ|)n
)
, ∀ξ ∈ ZN .
Por outro lado, pelo Teorema 2.6, se u ∈ D ′M (TN), dado ε > 0 é possível encontrar Cε > 0 de
modo que
|û(ξ)| ≤ Cε · sup
n∈N0
(
[ε · (1 + |ξ|)]n
mn · n!
)
, ∀ξ ∈ ZN .
Ou seja, podemos reescrever o Teorema 2.4, afirmando que existem C, ε > 0 tais que
|û(ξ)| ≤ C · sup
n∈N0
(
[ε · (1 + |ξ|)]n
mn · n!
)−1
, ∀ξ ∈ ZN .
Definição 2.15. Dada M uma sequência peso, definimos a função peso ωM da seguinte forma:










, se t > 0.
0, se t = 0.
Proposição 2.16. Seja u ∈ D ′M (TN). Então, para cada ε > 0, existe Cε > 0 de modo que
|û(ξ)| ≤ Cε · eωM (ε·(1+|ξ|)), ∀ξ ∈ ZN .
Mais ainda, u ∈ EM (TN) se, e somente se, existirem C, δ > 0 tais que
|û(ξ)| ≤ C · e−ωM (|δ|·(1+|ξ|)), ∀ξ ∈ ZN .
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O leitor habituado com os espaços Gevrey já está acostumado com este tipo de carac-
terização. Afinal, é conhecido o fato de que se u ∈ D ′s(TN), então
∀ε > 0, ∃ Cε > 0; |û(ξ)| ≤ Cε · eε·|ξ|1/s , ∀ξ ∈ ZN .
Além disso, u ∈ Gs(TN) se, e somente se,
∃ C, δ > 0; |û(ξ)| ≤ C · e−δ·|ξ|1/s , ∀ξ ∈ ZN .
Note que, pela maneira aqui definida, a função associada seria










, se t > 0.
0, se t = 0.
Mostraremos que neste caso há uma equivalência entre as funções, no seguinte sentido: po-
demos caracterizar ultradistribuições e funções Gevrey utilizando tanto et
1/s
como eωs(t), sem
qualquer distinção. Com efeito, para s = 1 e t > 0,













































= log 2 + ω1(t).
Logo
ω1(t) ≤ t ≤ 2 · (log 2 + ω1(t)).




































= s · t1/s. Em contrapartida,


















































≤ ωs(t) ≤ s · t1/s.
Assim, verificamos a equivalência que pretendíamos comprovar.
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Observação 2.17. Para mais informações sobre as funções peso associadas, recomendamos
[40]. Em alguns trabalhos, como [19], classes de funções ultradiferenciáveis são definidas
diretamente através de funções peso, satisfazendo certas condições. Em muitos destes casos,
é possível extrair uma sequência deste tipo de função, de modo que as definições dadas neste
trabalho e no de [19] sejam equivalentes. Não obstante, tal processo nem sempre é possível.
Para mais informações, veja [18].
2.4 Sequências de Crescimento Moderado
Antes de prosseguirmos para Séries Parciais de Fourier, necessitaremos da alteração de
uma hipótese imposta nos espaços estudados. Até o momento, foram requeridas três condições
para uma sequência peso M :
1. m0 = m1 = 1. (1.1)
2. m2n ≤ mn−1 ·mn+1, ∀n ∈ N. (1.2)









Não obstante, para algumas provas de resultados fundamentais que aparecerão daqui
em diante, será necessária uma troca de hipóteses. Ao invés de (1.14), assumiremos que








Observação 2.18. Uma condição equivalente à (2.11) é denominada "Estabilidade sob Opera-
dores Ultradiferenciáveis" em [40]. Em outros trabalhos, como em [42], é dito que {mn}n∈N0
possui "Crescimento Moderado". Esta é a denominação que escolhemos usar neste trabalho.









Isto é, a condição (2.11) implica (1.14). Deste modo, quando apenas a ultima desigualdade for
necessária, permaneceremos com a notação utilizada nas Observações 1.28 e 1.29.
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Vejamos agora que os Exemplos 1.2, 1.3 e 1.4 satisfazem (2.11). De fato, iniciemos























Em particular, quando s = 2,
(j + k)! ≤ 2j+k · j! · k!, ∀j, k ∈ N0. (2.12)
Sigamos para o Exemplo 1.3; como a função
log x
x
é descrescente para x ≥ e, dados




log(j + k + e− 1)




log(j + k + e− 1)


























log (log(j + k + ee − 1))




log (log(j + k + ee − 1))




log(j + k + ee − 1)




log(j + k + ee − 1)






















2.5 Série Parcial de Fourier
Trataremos nesta seção de coeficientes parciais Fourier para elementos de EM (TN) e
D ′M (T
N). Sejam R, S ∈ N, tais que R + S = N ; escreveremos (x, y) ∈ TN , com x ∈ TR e
Y ∈ TS .
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Fixada ϕ ∈ EM (TN), considere para cada x ∈ TR a aplicação
ϕx : TS → C
y → ϕ(x, y).
É imediato que ϕx ∈ EM (TS); decorre do Teorema 2.4 que
ϕ(x, y) = ϕx(y) =
∑
η∈ZS
ϕ̂(x, η) · eiyη, (2.13)










ϕ(x, y) · e−iyηdy.
Pelo fato de ϕ pertencer a C∞(TN), temos que ϕ̂(x, η) é elemento de C∞(TR) para
cada η ∈ ZS . Afirmamos também que ϕ̂(x, η) ∈ EM (TR); de fato,





∂αxϕ(x, y) · e−iyηdy,
o que nos permite inferir que
|∂αx ϕ̂(x, η)| ≤ sup
(x,y)∈TN
|∂αxϕ(x, y)| ≤ C · h|α| ·m|α| · |α|!, ∀x ∈ TR, ∀α ∈ NR0 .
Provemos uma estimativa mais precisa sobre a função acima.
Teorema 2.20. Dada ϕ ∈ EM (TN), é possível encontrar constantes CR, hR, hS > 0 de modo
que




hpS · (1 + |η|)p
)
, ∀x ∈ TR, ∀α ∈ NR0 , ∀η ∈ ZS.
(2.14)
Demonstração. Iniciamos com a seguinte observação:
















yϕ(x, y) · e−iyηdy




∂αxϕ(x, y) · e−iyηdy
= ηβ · ∂αx ϕ̂(x, η).
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Logo, aplicando (2.11) e (2.12), obtemos
|ηβ · ∂αx ϕ̂(x, η)| ≤ sup
(x,y)∈TN
∣∣∂αxDβyϕ(x, y)∣∣
≤ ‖ϕ‖M ,h · h|α|+|β| ·m|α|+|β| · (|α|+ |β|)!
≤ ‖ϕ‖M ,h · h|α|+|β| ·
(
H |α|+|β| ·m|α| ·m|β|
) · (2|α|+|β| · |α|! · |β|!)
≤ ‖ϕ‖M ,h ·
[
(2hH)|α| ·m|α| · |α|!
] · [(2hH)|β| ·m|β| · |β|!] .
Supondo η = 0, escolhemos p ∈ {1, 2, . . . , N} de modo que |ηp| = max
1≤q≤N
|ηq|. Se







≤ Nk · |ηp|2k ≤ Nk ·
∣∣ηβ∣∣2 .
Assim,
|η||β| · |∂αx ϕ̂(x, η)| ≤ ‖ϕ‖M ,h ·
[
(2hH)|α| ·m|α| · |α|!
] · [(2hH√N)|β| ·m|β| · |β|!] .
Visto que (1 + |η|) ≤ 2|η|, inferimos que
(1 + |η|)k · |∂αx ϕ̂(x, η)| ≤ ‖ϕ‖M ,h ·
[
(2hH)|α| ·m|α| · |α|!
] · [(4hH√N)k ·mk · k!] , ∀k ∈ N.





, temos a desigualdade
desejada quando η = 0. Para que a estimativa também abranja o caso η = 0, basta selecionar














Vimos anteriormente que se ϕ é elemento de EM (TN), as funções ϕ̂(x, η) pertencem a
EM (TR) e possuem comportamento como descrito em (2.14). Apresentemos uma recíproca do
resultado anterior.
Teorema 2.21. Suponha que para cada η ∈ ZS , exista uma função ϕη em EM (TR) tal que




hpS · (1 + |η|)p
)
,
para todos x ∈ TR, α ∈ NR0 e η ∈ ZS , com CR, hR e hS constantes positivas. Então a função
ϕ : TN → C dada por ϕ(x, y) =
∑
η∈ZS
ϕη(x) · eiyη está bem definida, pertence a EM (TN) e vale
a convergência neste espaço.
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(1 + |η|)2N .
Além disso,
∣∣∂α1x ∂α2y ϕ(x, y)∣∣ ≤ ∑
η∈ZS








hpS · (1 + |η|)p
)




CR · h|α1|R ·m|α1| · |α1|!
(
m|α2|+2N · (|α2|+ 2N)!
h
|α2|+2N
S · (1 + |η|)|α2|+2N
)
· (1 + |η|)|α2|.
Das Observações 1.28, 1.29 e Proposição 1.7, obtemos
∣∣∂α1x ∂α2y ϕ(x, y)∣∣ ≤ ∑
η∈ZS
CR · h|α1|R ·m|α1| · |α1|!
(
m|α2| · |α2|! ·B|α2|{2N} · C |α2|{2N}
h
|α2|+2N













(1 + |η|)2N .













que ∣∣∂α1x ∂α2y ϕ(x, y)∣∣ ≤ C · h|α1+α2| ·m|α1+α2| · (|α1 + α2|)!,
o que mostra que ϕ ∈ EM (TN).





Queremos mostrar que Skϕ → ϕ em EM (TN). Analogamente ao que fizemos no início da
demonstração, temos
∣∣∂α1x ∂α2y (Skϕ− ϕ) (x, y)∣∣ ≤ ∑
|η|≥k+1









⎤⎦ · h|α1+α2| ·m|α1+α2| · (|α1 + α2|)!.
Por conseguinte, fazendo k → ∞, segue que Skϕ → ϕ em EM (TN), como pretendíamos
provar.
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Bem estabelecida a Série Parcial de Fourier para funções ultradiferenciáveis, o pró-
ximo passo é desenvolver o conceito para ultradistribuições. Fixada u ∈ D ′M (TN), definimos
para cada ψ em EM (TR) fixada o seguinte funcional:
uψ : EM (TS) → C
ϕ → 〈u, ψ ⊗ ϕ〉,
no qual ψ ⊗ ϕ(x, y) = ψ(x) · ϕ(y).
Lema 2.22. Dadas u ∈ D ′M (TN) e ψ ∈ EM (TR), temos que uψ ∈ D ′M (TS).
Demonstração. A linearidade decorre imediatamente da definição; provemos a continuidade.
Seja {ϕn}n∈N uma sequência em EM (TS) convergindo para 0. Caso provemos que ψ⊗ϕn → 0
em EM (TN), a afirmação será consequência da continuidade de u.
Como ϕn → 0 em EM (TS), pelo Teorema 1.36 encontramos hS > 0 de modo que
ϕn ∈ EM ,hS(TS), ∀n ∈ N; ‖ϕn‖M ,hS → 0.
Por outro lado, existe hR > 0 de forma que ψ ∈ EM ,hR(TR). Assim, se h = max {hR, hS},
sup
(x,y)∈TN





≤ ‖ψ‖M ,hR · h
|α|
R ·m|α| · |α|! · ‖ϕn‖M ,hS · h
|β|
S ·m|β| · |β|!
≤ ‖ψ‖M ,hR · ‖ϕn‖M ,hS · h|α+β| ·m|α+β| · |α + β|!
Deduzimos assim que
ψ ⊗ ϕn ∈ EM ,h(TN), ∀n ∈ N;
‖ψ ⊗ ϕn‖M ,h ≤ ‖ψ‖M ,hR · ‖ϕn‖M ,hS → 0.
Está demonstrado o lema.








· 〈uψ, e−iyη〉 = 1
(2π)S
· 〈u, ψ(x) · e−iyη〉. Agora, para η ∈ ZS fixado,
definimos o funcional
〈uη, ψ〉 = ûψ(η) = 1
(2π)S
· 〈u, ψ(x) · e−iyη〉. (2.15)
Como a função e−iyη é analítica, decorre do Lema 2.22 o seguinte fato:
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Lema 2.23. Dado η ∈ ZS , o funcional uη definido em (2.15) pertence a D ′M (TR).





com convergência em D ′M (T
N). Além disso, dados ε, h > 0, existe Cε,h > 0 de maneira que
|〈uη, ψ〉| ≤ Cε,h · ‖ψ‖M ,h · sup
p∈N0
(




para quaisquer η ∈ ZS e ψ ∈ EM ,h(TR).





λ̂(x, η) · eiηy,
com convergência em EM (TN). Por conseguinte,






















〈uη · eiyη, λ〉.
Resta-nos, portanto, verificar (2.16). Para tal, fixemos ε, h > 0; nos utilizando do
Teorema 2.2, encontramos Cε tal que





(∣∣∂αx∂βy (ψ(x) · e−iyη)∣∣ · ε|α+β|










∣∣∂βy e−iyη∣∣ · ε|α| · ε|β|












Suponha por um momento que ε ≤ 1
h
; neste caso,
|〈uη, ψ〉| ≤ Cε
(2π)S
· ‖ψ‖M ,h · sup
β∈NS0
(
ε|β| · (1 + |η|)|β|
m|β| · |β|!
)
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≤ Cε
(2π)S
· ‖ψ‖M ,h · sup
p∈N0
(













aplicar (2.17) do seguinte modo:
|〈uη, ψ〉| ≤ C1/h
(2π)S








· ‖ψ‖M ,h sup
p∈N0
(










, o que encerra a demonstração.
Associando o Lema 2.23 ao Teorema 2.24, inferimos o seguinte: se u ∈ D ′M (TN), o
funcional uη definido em (2.15) pertence a D ′M (T
R), para cada η ∈ ZS . Além disso, vale uma




O que pretendemos mostrar a seguir é uma recíproca desta conclusão. Para tal, pre-
cisaremos antes de um resultado provado em [40], que reforça a necessidade da hipótese de
crescimento moderado para nossas sequências.
Lema 2.25. (Proposição 3.6 de [40]) Considere M uma sequência peso satisfazendo (1.1),













, ∀ρ > 0.
Teorema 2.26. Seja {uη}η∈ZS uma sequência de elementos em D ′M (TR), satisfazendo a se-
guinte condição: dados ε, h > 0, existe Cε,h > 0 de modo que
|〈uη, ψ〉| ≤ Cε,h · ‖ψ‖M ,h · sup
p∈N0
(
εp · (1 + |η|)p
mp · p!
)




uη · eiyη pertence a D ′M (TN).
Demonstração. Fixemos λ(x, y) ∈ EM (TN); por definição, existe h > 0 de modo que λ ∈





Note que 〈sj, λ〉 =
∑
|η|≤j






λ(x, y) ·eiyηdy〉. Por conseguinte, se k ∈ N,
utilizamos a hipótese e o Teorema 2.20 da seguinte forma:









δp · (1 + |η|)p
mp · p!
)




C ′δ,hR · infp∈N0
(
mp · p!









com C ′δ,hR = (2π)














hpS · (1 + |η|)p
















hpS · (1 + |η|)p
)]−1/2
Consequentemente,















(m4N · 4N !)1/2






(1 + |η|)2N .




Sistemas de Operadores de Coeficientes
Constantes e uma Classe de Sistemas de
Campos Reais
Desenvolvida a Análise de Fourier, temos agora repertório para abordar diversos pro-
blemas relacionados a equações diferenciais parciais lineares em nosso contexto de classes de
funções ultradiferenciáveis. Neste capítulo, lidamos inicialmente com a hipoeliticidade glo-
bal para sistemas de operadores cujos coeficientes são constantes; em seguida, encontramos
uma aplicação que preserva a M -hipoeliticidade global e leva todo elemento de uma classe de
sistemas de campos vetoriais reais a um sistema de coeficientes constantes.
Definição 3.1. Sejam P1, P2, · · ·Pk : D ′M (TN)→ D ′M (TN) operadores contínuos e
P = (P1, . . . , Pk)
o sistema formado por estes operadores. Diremos que P é globalmente M -hipoelítico se
u ∈ D ′M (TN), fj ∈ EM (TN), Pju = fj, j = 1, 2, . . . , k ⇒ u ∈ EM (TN).
Observação 3.2. Note que a nossa definição estende os conceitos de hipoeliticidade global
analítica e Gevrey.
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3.1 Sistemas de Operadores de Coeficientes Constantes no
toro TN
Nesta seção, descreveremos M -hipoeliticidade global para sistemas de operadores di-
ferenciais com coeficientes constantes. Assim como nos casos analítico (veja [30]) e Gevrey
(veja [34]), há uma conexão direta entre o comportamento assintótico do símbolo do sistema
com a função peso associada a M .
Dados P1(D), P2(D), . . . , Pk(D) operadores de coeficientes constantes agindo em TN ,
com k natural, caracterizaremos a M -hipoeliticidade global do sistema dado por
Pju = fj, u ∈ D ′M (TN), fj ∈ EM (TN), j = 1, 2, . . . , k. (3.1)
Definição 3.3. Seja P o sistema descrito em (3.1); definimos seu respectivo símbolo do seguinte
modo:
P (ξ) := (P1(ξ), P2(ξ), . . . , Pk(ξ)) , ∀ξ ∈ ZN .
Denotamos também, para cada ξ ∈ ZN , |P (ξ)| := max
1≤j≤k
|Pj(ξ)|.
Teorema 3.4. Considere um sistema como em (3.1); o mesmo é globalmente M -hipoelítico se,
e somente se, para cada ε > 0, for possível encontrar Rε > 0 de maneira que




εn · (1 + |ξ|)n
)
, ∀ξ ∈ ZN ; |ξ| ≥ Rε. (3.2)
Demonstração. Iniciamos a prova verificando a suficiência de (3.2): suponha u ∈ D ′M (TN)
de modo que Pj(D)u = fj ∈ EM (TN), para j = 1, 2, . . . , k. Pelo Teorema 2.4, encontramos
C, δ > 0 tais que




δn · (1 + |ξ|)n
)
, ∀ξ ∈ ZN , j = 1, 2, . . . , k.
Segue do Teorema 2.12 que u =
∑
ξ∈ZN
û(ξ) · eixξ. Tome ε = δ
H
e fixemos ξ ∈ Z tal que
|ξ| ≥ Rδ/H . Nesta situação, aplicando o Lema 2.25,
















εn · (1 + |ξ|)n
)
.
Assim, temos uma desigualdade como no Corolário 2.14 sempre que |ξ| ≥ Rδ/H ,
sobrando apenas um número finito de elementos de ZN . Com um possível aumento de C,
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obtemos




εn · (1 + |ξ|)n
)
, ∀ξ ∈ ZN ,
de acordo com o queríamos provar.
Resta-nos demonstrar a necessidade de (3.2), o que será feito pela contrapositiva. Ne-
gando a hipótese, temos a existência de ε > 0 e uma sequência {ξm}m∈N em ZN satisfazendo




εn · (1 + |ξm|)n
)




eix·ξm ; pelo Teorema 2.11, u ∈ D ′M (TN). Por outro lado, note que u não é
dada sequer por uma função integrável, visto que seus coeficientes de Fourier não tendem para
zero quando n→∞ (Lema de Riemann-Lebesgue).
Em contrapartida, se tomamos Pj(D)u := fj , então fj =
∑
m∈N
Pj(ξm) · eix·ξm . Além
disso,




εn · (1 + |ξm|)n
)
, ∀m ∈ N, j = 1, 2, . . . , k.
Empregando o Teorema 2.13, inferimos que fj ∈ EM (TN) para cada j ∈ {1, 2, . . . , k}, como
pretendíamos demonstrar.
Corolário 3.5. Sejam M e L duas sequências peso distintas, tais que M  L . Caso um
sistema como em 3.1 seja globalmente L -hipoelítico, também será globalmente M -hipoelítico.
Demonstração. Decorre da Definição 1.20 e do Teorema 1.22 que EM (TN) ⊂ EL (TN) e existe
C ≥ 1 de maneira que
mk ≤ Ck · 
k, ∀k ∈ N0.
Dado ε > 0, pelo Teorema 3.4 é possível encontrar Rε tal que





εn · (1 + |ξ|)n
)
, ∀ξ ∈ ZN ; |ξ| ≥ Rε.































εn · (1 + |ξ|)n
)
, ∀ξ ∈ ZN ; |ξ| ≥ Rε.
Pelo Teorema 3.4, o sistema (3.1) é globalmente M -hipoelítico.
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Corolário 3.6. Seja P (D) um sistema operadores diferenciais lineares de coeficientes cons-
tantes globalmente C∞-hipoelíticos. Então P (D) é globalmente M -hipoelítico, para qualquer
sequência peso M .
Demonstração. A condição de Greenfield-Wallach (veja [31]) implica na existência de números
reais L, k,R > 0 tais que
|P (ξ)| ≥ L
(1 + |ξ|)k , |ξ| ≥ R.









|ξ| ≥ Rε ⇒ |P (ξ)| ≥ L(1 + |ξ|)
(1 + |ξ|)k+1 ≥
mk+1(k + 1)!







Observação 3.7. Através dos resultados acima, podemos concluir que, para sistemas de ope-
radores lineares com coeficientes constantes, temos
C∞-hipoeliticidade global ⇒ M -hipoeliticidade global ⇒ Cω-hipoeliticidade global,
para qualquer sequência peso M .
3.2 Campos de Greenfield-Wallach
De maneira análoga ao que foi feito em [29], [30] e [31], aplicando o Teorema 3.4 para
a situação em que temos apenas um campo vetorial, iremos estudar a M -hipoeliticidade global
de campos em T2 dados por
Pα(D1, D2) = D1 − αD2, α ∈ C. (3.4)
Em todos os trabalhos citados, os autores fazem conexões entre a hipoeliticidade global do
operador (em suas respectivas classes de funções) a propriedades númericas de α. Pretendemos
aqui fazer o mesmo para nossas classes de estudo.
Iniciamos a análise ressaltando o seguinte fato: se α possui parte imaginária não nula,
Pα é elítico e por conseguinte globalmente C
∞-hipoelítico. Neste caso, decorre do Corolário
3.6 que Pα é globalmente M -hipoelítico. Consequentemente, os exemplos mais interessantes
serão aqueles em que α é real.
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Definição 3.8. Diremos que α ∈ R \ Q é M -exponencial Liouville se existir ε > 0 de modo
que a desigualdade




εn · (1 + |η|)n
)
, (ξ, η) ∈ Z× Z,
possui infinitas soluções.
Lema 3.9. Pα(D1, D2) será globalmente M -hipoelítico se, e somente se, α for irracional e
não M -exponencial Liouville.




· (ξ − αη) , (ξ, η) ∈ Z× Z.
No caso em que α é racional, é possível obter uma sequência {ξm, ηm}m∈N tal que Pα(ξm, ηm) =
0. Logo




εn · (1 + |ξm|+ |ηm|)n
)
, ∀m ∈ N.
Decorre do Teorema 3.4 que Pα(D1, D2) não é globalmente M -hipoelítico.
Prosseguimos para a situação em que α é irracional; suponha α não M -exponencial
Liouville. Por hipótese, para todo ε > 0, encontramos Rε > 0 tal que




εn · (1 + |η|)n
)
, |ξ|+ |η| ≥ Rε.
Consequentemente,




εn · (1 + |ξ|+ |η|)n
)
, |ξ|+ |η| ≥ Rε, (3.5)
e deste modo D1 − αD2 é globalmente M -hipoelítico, também pelo Teorema 3.4.
Finalmente, considere Pα globalmente M -hipoelítico; pelo Teorema 3.4 vale (3.5).
Nosso objetivo é verificar que α não é M -exponencial Liouville. Para tal, fixamos δ > 0 e
tomamos ε =
δ
(|α|+ 3) . Note bem: se |ξ − αη| ≥ 1, temos imediatamente




εn · (1 + |η|)n
)
.
Caso contrário, |ξ| − |α| · |η| ≤ 1 ⇒ |ξ| ≤ |α| · |η|+ 1. Assim, se |ξ|+ |η| ≥ Rε,










εn · (2 + |α| · |η|+ |η|)n
)

















δn · (1 + |η|)n
)
,
visto que podemos considerar |η| = 0. Assim, α não é M -exponencial Liouville.
No Corolário 3.5, demonstramos que se M ,L são duas sequências peso e M  L ,
o fato de Pα ser globalmente L -hipoelítico implicará na M -hipoeliticidade global do mesmo
campo. Em contrapartida, em [29] os autores provam a seguinte afirmação: dados r, s ≥ 1
distintos, é possível encontrar α ∈ R \Q de maneira que Pα é globalmente Gr-hipoelítico, mas
não globalmente Gs-hipoelítico. Nosso propósito é estender de certo modo este resultado para
as classes funções ultradiferenciáveis estudadas neste trabalho.
Definição 3.10. Sejam L = {
n}n∈N0 ,M = {mn}n∈N0 sequências peso quaisquer. Denota-








Observação 3.11. No caso em que M ≺ L , temos M  L e L  M .
















)] = 0, para qualquer δ > 0.

















≥ Hq+1, ∀k ≥ k0, (3.6)
Consideremos t ≥ 













k0 · k0!]k0−s−1 · 















. Desta forma, se t ≥ 
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o que demonstra a proposição.
Teorema 3.13. Considere L , M sequências peso tais que M ≺ L , e Pα o operador definido
em (3.4). Valem as seguintes afirmações:
1. Se Pα for globalmente L -hipoelítico, também será globalmente M -hipoelítico.
2. É possível encontrar β ∈ R \Q de modo que Pβ é globalmente M -hipoelítico, mas não
globalmente L -hipoelítico.
Demonstração. A prova de 1. decorre imediatamente do Corolário 3.5 e da Observação 3.11.
Resta-nos demonstrar 2, o que será feito com o uso da teoria de frações contínuas, utilizando
como base [32].
Nosso objetivo é construir β = [a0, a1, . . . , an, . . .] no intervalo (0, 1), escolhendo
uma sequência adequada {an}n∈N0 , de modo que as hipóteses do enunciado sejam satisfeitas.
Seguindo [32] (Teo. 149), definimos as sequências {pn}n∈N0 , {qn}n∈N0 por
p0 = 0, p1 = 1, pn = an · pn−1 + pn−2 (2 ≤ n),
q0 = 1, q1 = 0, qn = an · qn−1 + qn−2 (2 ≤ n).
(3.9)
Além disso, construímos por recorrência {a′n}n∈N0 da seguinte maneira (Sec. 10.9):
a′n = [an, an+1, . . .], ∀n ∈ N0.
São verdadeiras as seguintes afirmações (mais uma vez utilizando [32]):
I. (Teo 155, 156). Se n > 3, temos qn+1 ≥ qn ≥ n. Assim, lim
n→∞
qn = +∞.
II. (Teo 168). Para todo n ∈ N0, a′n = an, no qual . é a função piso, isto é,
x := max {m ∈ Z;m ≤ x} .
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III. (Teo 171). Dado n ≥ 1, |pn − β · qn| = 1
a′n+1 · qn + qn−1
. Por conseguinte, a sequência
|pn − β · qn| é estritamente decrescente, com limite igual a 0.
IV. (Teo 182). Considere p ∈ Z, q ∈ N, de modo que mdc (p, q) = 1 e qk ≤ q < qk+1. Com
tais hipóteses, vale
|p− q · β| ≥ |pk − qk · β| > |pk+1 − qk+1 · β|.
Estamos devidamente preparados para proceder para a prova do resultado, que será
feita por recorrência. Por II., a0 = 0; suponha agora aj definido, para 0 ≤ j ≤ n− 1. Segue de













, n = 2.
1, n = 2.
Verifiquemos que Pβ é globalmente L -hipoelítico. Com efeito, sejam p ∈ Z, q ∈ N tais que
mdc (p, q) = 1. Por I., inferimos a existência de k0 ∈ N de maneira que qk0 ≤ q < qk0+1. Logo,
concluímos a partir de III. e IV. que
|p− q · β| ≥ |pk0 − qk0 · β| =
1
a′k0+1 · qk0 + qk0−1
. (3.10)
Por outro lado, se escolhemos q ≥ q3, segue de II e da construção de {an}n∈N0 que:






































Por conseguinte, aplicando (3.10), obtemos
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, t ≥ s. (3.12)
Associando (3.11) a (3.12), deduzimos a existência de s1 ∈ N tal que




δr · (1 + q)r
)
, ∀q ≥ s1.
Decorre do Lema 3.9 a M -hipoeliticidade global de Pβ .
Por outro lado, estimemos por baixo a expressão |pk0 − qk0 · β|:





























































, t ≥ 2
2.








≥ 2t, ∀t ≥ n1.
Logo, se k0 ≥ n1, deduzimos que












Associando I., (3.10) e (3.13), concluímos a existência de r0 ∈ N tal que







, n ≥ r0. (3.14)
Não é difícil ver através de (3.14) que β é L -exponencial Liouville, como desejávamos provar.
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3.3 M -Hipoeliticidade Global para uma Classe de Sistemas
Reais
Nesta seção, nosso ambiente de estudo será o toro TN+1 para algum N natural. Seus
elementos serão denotados por (t, x), com t ∈ TN e x ∈ T. Consideraremos o seguinte sistema







, (j = 1, 2, . . . , N), (3.15)







, ∀j, k ∈ {1, 2, . . . , N} . (3.16)











f(0, . . . , 0, tj, 0, . . . , 0) dtj.
Com base em resultados provados em [15], [37] (caso suave) e [6] (caso Gevrey),







, (j = 1, 2, . . . , N). (3.17)
Observação 3.16. Como o sistema (3.17) possui coeficientes constantes, a M -hipoeliticidade
global do mesmo é descrita pelo Teorema 3.4. Por conseguinte, isto também valerá para o
sistema (3.15).
Considere, para j = 1, 2, . . . , N , as seguintes funções:
νj : TN → R; νj(t) = aj(t)− ajj0 . (3.18)
Observe que a condição (3.16) permanece verdadeira para cada νj . Além disso, segue que
νjj0 = 0, ∀j ∈ {1, 2, . . . , N} .
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Desta maneira, a forma ν =
N∑
j=1
νjdtj é exata. Logo, podemos encontrar
A ∈ C∞(TN ;R) | ∂A
∂tk
(t) = νk(t), k = 1, 2, . . . , N. (3.19)
Antes de provar uma estimativa para A como em (3.19), necessitamos de um resultado
cuja demonstração pode ser encontra no trabalho citado.
Lema 3.17. (Corolário 4.5 de [17]) Sejam p, n ∈ N e k1, . . . , k ∈ Np \ {0}, δ1, . . . , δ ∈
Nn \ {0}. Denotemos β = k1 + . . .+ k e γ = |k1|δ1 + . . .+ |k|δ. Então
m|β| ·m|k1||δ1| . . . ·m
|k|
|δ| ≤ m|γ|.





εp · (1 + |η|)p
)
· ∣∣∂αt eiηA(t)∣∣ ≤ Cε · h|α|ε ·m|α| · |α|!,
para quaisquer t ∈ TN , η ∈ Z e α ∈ NN0 .
Demonstração. Como cada aj pertence a EM (TN), segue de (3.19) que A ∈ EM (TN); assim,
existem C, h > 1 de forma que
|∂αt A(t)| ≤ C · h|α| ·m|α| · |α|!, ∀t ∈ TN , ∀α ∈ NN0 . (3.20)
A fim de estimar eiηA(t) e suas derivadas, precisaremos lançar mão da Fórmula de Faá di Bruno,





















com a soma acima sendo tomada sobre os conjuntos {δ1, . . . , δ} de 
 elementos distintos de
NN \ {0} e (k1, . . . , k) de N, com 






∣∣Dαt (eiηA(t))∣∣, utilizando o fato de A ser real e aplicando (3.20) e
(3.21):
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≤
∑ α!
k1! · . . . · k! (C|η|)
(k1+...+k)hk1|δ1|+...+k|δ|












k1! · . . . · k! (C|η|)
(k1+...+k) · hk1|δ1|+...+k|δ|
×mk1|δ1| · . . . ·m
k
|δ| ·Nk1|δ1|+...+k|δ|
≤ (Nh)|α| · |α|! ·
∑ 1
k1! · . . . · k! · [C(1 + |η|)]
(k1+...+k)
×mk1|δ1| . . . ·m
k
|δ|. (3.22)




εp · (1 + |η|)p
) ∣∣∂αt eiηA(t)∣∣ ; utilizando (3.22) e o Lema
3.17, obtemos
() ≤ (Nh)|α| · |α|! ·
∑ 1
k1! · . . . · k! · [C(1 + |η|)]
(k1+...+k)









k1! · . . . · k! [C(1 + |η|)]
(k1+...+k)
×mk1|δ1| · . . . ·m
k
|δ| ·
m(k1+...+k) (k1 + . . .+ k)!
ε(k1+...+k)(1 + |η|)(k1+...+k)
≤ (Nh)|α||α|! ·
∑ (k1 + . . .+ k)!









≤ (Nh)|α| ·m|α| · |α|! ·
∑ (k1 + . . .+ k)!








Em seguida, aplicamos o Lema 4.8 de [17], que afirma existirem M,λ > 0 dependendo
exclusivamente de C e ε, de modo que
() ≤M · λ|α|.





εp · (1 + |η|)p
) ∣∣∂αt eiηA(t)∣∣ ≤ Cε · h|α|ε ·m|α| · |α|!, ∀t ∈ TN , ∀η ∈ Z, ∀α ∈ NN0 ,
de acordo com o que desejávamos mostrar.












é um automorfismo. Mais ainda, T
∣∣
EM (TN+1) tem imagem em EM (T
N+1) e é isomofismo neste
espaço.
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Demonstração. Para verificar que T está bem definida, aplicaremos a afirmação provada no
Teorema 2.26; isto é, dados ε, h > 0, queremos encontrar Cε,h > 0 de modo que∣∣〈uηeiηA(t), ψ〉∣∣ ≤ Cε,h · ‖ψ‖M ,h · sup
n∈N0
(
εn · (1 + |η|)n
mn · n!
)
, ∀η ∈ Z, ∀ψ ∈ EM ,h(TN).






















δp · (1 + |η|)p
)
·








· Cδ · h|β|δ ·m|β| · |β|! · ‖ϕ‖M ,h · h|α|−|β| ·m|α|−|β| · (|α| − |β|)!
≤ Cδ · ‖ϕ‖M ,h · (2h1)|α| ·m|α| · |α|!,
com h1 = max {hδ, h}. Ou seja, se h2 = 2h1,∣∣∣∣ infp∈N0
(
mp · p!




eiηA(t) · ϕ(t))∣∣∣∣ ≤ Cδ · ‖ϕ‖M ,h · hα2 ·mα · α!. (3.25)
Em contrapartida, decorre do Teorema 2.2 que para cada ρ > 0, existe Cρ > 0 tal que
|〈u, f〉| ≤ Cρ sup
x∈TN+1
γ∈NN+10
( |∂γf(x)| · ρ|γ|
m|γ| · |γ|!
)
, ∀f ∈ EM (TN+1).
Logo,
∣∣〈uηeiηA(t), ϕ(t)〉∣∣ = 1
2π










) | · |∂γ2x (e−ixη) | · ρ|γ1|+|γ2|











) | · (1 + |η|)|γ2| · ρ|γ1|+|γ2|
m|γ1|+|γ2| · (|γ1|+ |γ2|)!
)
. (3.26)




∣∣∂γ1t (eiA(t)ηϕ(t))∣∣ · (1 + |η|)|γ2| · ρ|γ1|+|γ2| ≤ ∣∣∣∣ infp∈N0
(
mp · p!










δp · (1 + |η|)p
)
· (1 + |η|)|γ2|








Associando (3.25) a (3.27), inferimos que
∣∣∂γ1t (eiA(t)ηϕ(t))∣∣ · (1 + |η|)|γ2| · ρ|γ1|+|γ2| ≤ Cε/H · ‖ϕ‖M ,h · h|γ1|2 ·m|γ1| · |γ1|!
×
(










Como podemos supor, sem perda de generalidade, que ε < H ,









Já que a expressão do lado direito é independente de (t, x), escolhendo ρ =
ε
h2 ·H ,
deduzimos de (3.26) que
∣∣〈uηeiηA(t), ϕ(t)〉∣∣ ≤ Cρ
2π
· Cε/H · ‖ϕ‖M ,h · sup
n∈N0
(




Observe ademais que ρ depende somente de ε e h. Escolhendo Cε,h =
Cρ
2π
· Cε/H , está provada
a primeira parte do resultado.
Em seguida, verifiquemos que se ψ ∈ EM (TN+1), T (ψ) também será elemento do
espaço. Com efeito, pelo Teorema 2.20, é possível encontrar CR, hR, hS > 0 tais que




hpS · (1 + |η|)p
)
, ∀t ∈ T, ∀β ∈ NN0 . (3.28)




















) ∣∣∣∂α−βt (eiA(t)η)∣∣∣ .
(3.29)










Hp ·mp · p!
hpS · (1 + |η|)p
)2
.






hpS · (1 + |η|)p
) ∣∣∣∂α−βt (eiA(t)η)∣∣∣ ≤ inf
p∈N0
(
Hp ·mp · p!







Hp ·mp · p!







Hp ·mp · p!
hpS · (1 + |η|)p
)
×ChS/H · h|α|−|β|hS/H ·m|α|−|β| · (|α| − |β|)!, (3.30)










Hp ·mp · p!
hpS · (1 + |η|)p
)
· CH/hS · h|α|−|β|H/hS ·m|α|−|β| · (|α| − |β|)!
≤ C1 · hα1 ·mα · α! · inf
p∈N0
(
Hp ·mp · p!
hpS · (1 + |η|)p
)
, (3.31)




. Deste modo, T (ψ) ∈ EM (TN), pelo Teorema
2.21.













Note que valem para T ′ as mesmas propriedades demonstradas para T . Além disso,






















Analogamente, mostra-se que T ′ ◦ T é a aplicação identidade.
Teorema 3.20. O sistema de campos reais descrito em (3.15) é globalmente M -hipoelítico se,
e somente se, o sistema definido em (3.17) também o for.
Demonstração. Considerando A como em (3.19), definimos
Pj := T ◦ Lj ◦ T−1,
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com T e T−1 sendo as aplicações do Teorema 3.19. Vejamos que a M -hipoeliticidade global
do sistema Pj é equivalente à de Lj .
Com efeito, suponha que tal propriedade vale para o sistema dado por Lj , que u per-
tence a D ′M (T
N+1) e
Pju = fj, fj ∈ EM (TN+1), (j = 1, 2, . . . , n).
Pelo fato de T ser automorfismo em DM (TN+1), existe v neste espaço de modo que Tv = u.
Por conseguinte,
fj = Pju = (Pj ◦ T )v = (T ◦ Lj)v.
Desta equação, concluímos que Ljv = T
−1fj , para cada j ∈ {1, 2, . . . , N}. Pelo
Teorema 3.19, T−1fj pertence a EM (TN) para todo j. Segue da hipótese de M -hipoeliticidade
global do sistema que v ∈ EM (TN+1), e assim o mesmo vale para u. A prova da recíproca é
completamente análoga.












































Uma Classe de Sistemas de Campos
Complexos
Este capítulo será destinado ao estudo da M -hipoeliticidade global para um determi-
nado sistema de campos vetoriais complexos. Existem na literatura vários trabalhos que lidam
com o mesmo tipo de problema, nos contextos suave, Gevrey e analítico (veja, por exemplo,
[6], [10], [11], [29] e [37]). Em particular, nossas principais técnicas são inspiradas em [11] e
[29].
Mais uma vez ambientados no toro TN+1 = TNt ×Tx, para algum N ∈ N, estudaremos




+ cj(tj) · ∂
∂x
+ λj, (j = 1, 2, . . . , N), (4.1)
satisfazendo as seguintes condições para cada j ∈ {1, 2, . . . , N}:
• λj = λj1 + iλj2, λj1, λj2 ∈ R.
• cj(tj) = aj(tj) + ibj(tj), sendo aj, bj funções a valores reais e elementos de EM (T).
Para iniciar, remetemos mais uma vez ao Teorema 3.4. Considere uma família de







+ λj, aj ∈ R, λj ∈ C; j = 1, 2, 3 . . . , k.
Pelo Teorema 3.4, o sistema acima será globalmente M -hipoelítico se, e somente se, para todo
ε > 0, existir Rε > 0 de maneira que
max
1≤j≤k




εn · (1 + |η|+ |ξ|)n
)
,
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para todos (η, ξ) ∈ Zk+1; |η|+ |ξ| ≥ Rε. Desta condição, extraímos a próxima
Definição 4.1. Diremos que (a, λ) ∈ Rk × Ck satisfaz a propriedade () se para todo ε > 0,
for possível encontrar Rε > 0 de modo que
max
1≤j≤k




εn · (1 + |η|+ |ξ|)n
)
, (4.2)
para todos (η, ξ) ∈ Zk+1; |η|+ |ξ| ≥ Rε.
Estamos prontos para enunciar o principal resultado do capítulo.
Teorema 4.2. Seja Lλ o sistema (Lλ1 , Lλ2 , . . . , LλN ) descrito em (4.1). Então Lλ é M -
globalmente hipoelítico se, e somente se, ao menos uma das condições abaixo é satisfeita:
1. Existe j ∈ {1, 2, . . . , N} de modo que bj ≡ 0 e não muda de sinal.
2. Se o conjunto J := {j ∈ {1, 2, . . . , N} ; bj(tj) ≡ 0} = {j1, j2, . . . , jk} é não vazio, o
vetor
(
aj10 , aj20 , . . . , ajk0 , λj1 , λj2 , . . . , λjk
)
satisfaz a propriedade (), estabelecida em
(4.2).
Demonstração. Decorre imediatamente dos Teoremas 4.3, 4.6 e 4.13, que serão provados mais
adiante.
Iniciemos a prova do Teorema 4.2 vendo que o mesmo processo utilizado na Seção 3.3
nos permitirá lidar com o sistema um pouco mais simples L̃λ =
(






+ (aj0 + ibj(tj)) ·
∂
∂x
+ λj, (j = 1, 2, . . . , N). (4.3)
Primeiramente, observe que a 1-forma a =
N∑
j=1
aj(tj)dtj é trivialmente fechada. Pro-
cedendo como em (3.18), definimos νj : T→ R; νj(tj) = aj(tj)−aj0 , e neste caso a aplicação
A definida em (3.19) tem uma expressão simples, dada por





aj(s)ds− aj0 · tj
]
. (4.4)
Com o mesmo argumento aplicado previamente, segue que valem para A definida em (4.4) a
Proposição 3.18 e o Teorema 3.19. Isto não só nos mostra que o caso no qual bj ≡ 0 para todo
j foi caracterizado na Seção 3.3, como também nos permite provar o seguinte resultado mais
geral:
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Teorema 4.3. O sistema de campos complexos descrito em (4.1) é globalmente M -hipoelítico
se, e somente se, o sistema definido em (4.3) também o for.
Demonstração. Considerando A como em (4.4), definimos
Pj := T ◦ Lj ◦ T−1,
com T e T−1 sendo as aplicações do Teorema 3.19. Analogamente ao caso anterior, a M -
hipoeliticidade global do sistema Pj será equivalente à de Lj . Resta-nos ver que Pj = L̃j , para


















































Observação 4.4. Provado o Teorema 4.3, nosso estudo daqui em diante será feito inteiramente
com base no sistema L̃λ.
4.1 Condições Suficientes
Nesta seção, provaremos condições que são individualmente suficientes para a M -
hipoeliticidade global do sistema apresentado em (4.3). Antes de prosseguir para o principal
resultado desta seção, precisamos definir para α ∈ N o seguinte conjunto:
Δ(α) = {(k1, k2, . . . , kα) ∈ Nα0 ; k1 + 2 · k2 + . . .+ α · kα = α} . (4.5)
Utilizaremos o seguinte
Lema 4.5. (Lema 1.4.1 de [41]) Dados n ∈ N0 e R > 0, temos∑
Δ(n)
k!
k1! · k2! · . . . · kn! ·R
k = R · (1 +R)n−1,
com k = k1 + k2 + . . .+ kn e Δ(n) como em (4.5).
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Feito o breve comentário, estamos prontos para enunciar e demonstrar o seguinte




+ (aj0 + ibj(tj)) ·
∂
∂x
+ λj, (j = 1, 2, . . . , N),
descrito em (4.3). Qualquer uma das seguintes condições implica em sua M -hipoeliticidade
global:
1. Existe j ∈ {1, 2, . . . , N} de modo que bj ≡ 0 e não muda de sinal.
2. Supondo que o conjunto J := {j ∈ {1, 2, . . . , N} ; bj(tj) ≡ 0} = {j1, j2, . . . , jk} é não
vazio, o vetor (aj1 , aj2 , . . . , ajk , λj1 , λj2 , . . . , λjk) satisfaz a propriedade (), estabelecida
em (4.2).
Demonstração. (1 implica na M -hipoeliticidade global de (4.3)). Sem perda de generalidade,
podemos assumir b1 ≤ 0 e por conseguinte b10 < 0. Se Lju = fj para cada j ∈ {1, 2, . . . , N},
com fj ∈ EM (TN+1) e u ∈ D ′M (TN+1), escrevendo em termos da Série Parcial de Fourier em
x as igualdades, obtemos (
∂
∂tj
+ iξcj(tj) + λj
)
û(t, ξ) = f̂j(t, ξ), (4.6)









cj(s)ds− cj0 · tj
]
, segue por fator inte-
grante que (4.6) é equivalente a(
∂
∂tj
+ iξcj0 + λj
)
eiξC(t)û(t, ξ) = f̂j(t, ξ)e
iξC(t), ∀t ∈ TN , ∀ξ ∈ Z, (j = 1, 2, . . . , N).
(4.7)
Considere o caso em que j = 1; se iξc10 +λ1 /∈ iZ, é possível provar (veja o Lema 5.5
de [5]) que (4.7) possui uma única solução, cuja expressão apresentaremos a seguir. Visto que






























eλ1τ · eiξH2(t1,τ) · f̂1(t1 + τ, t2, . . . , tN , ξ)dτ,






















e−λ1τ · e−iξH1(t1,τ) · f̂1(t1 − τ, t2, . . . , tN , ξ)dτ. (4.8)






eλ1τ · eiξH2(t1,τ) · f̂1(t1 + τ, t2, . . . , tN , ξ)dτ. (4.9)




e2π(iξc10+λ1) − 1 sejam limitadas
quando fazemos |ξ| → +∞.
A partir de agora iremos supor ξ > 0, considerando a solução como em (4.8); o caso
(4.9) possui prova análoga. Antes de demonstrar o resultado principal, é necessário obter uma






k1! · . . . · kγ1 !











k1! · . . . · kγ1 !







Como b1(t1) ≤ 0 e ξ > 0,
∣∣e−iξH1(t1,τ)∣∣ ≤ 1. Por outro lado, como τ ∈ [0, 2π],
H1(t1, τ) ∈ EM (T1), com estimativa uniforme em τ . Assim, existem C1, h1 > 1 tais que
∣∣∂γ1t1 e−iξH1(t1,τ)∣∣ ≤ ∑
Δ(γ1)
γ1!
k1! · . . . · kγ1 !











k1! · . . . · kγ1 !






Do Lema 3.17, segue que∣∣∂γ1t1 e−iξH1(t1,τ)∣∣ ≤ hγ11 ·mγ1 · ∑
Δ(γ1)
γ1!
k1! · . . . · kγ1 !
· [C1 · (1+ |ξ|)]k1+...+kγ1 · 1
mk1+...+kγ1
. (4.10)
Sigamos para a estimativa de û(t, ξ) e suas derivadas:







∂α2t2 . . . ∂
αN
tN




















∣∣∣∂α1−β1t1 (e−iξH1(t1,τ))∣∣∣ ∣∣∣∂β1t1 ∂α2t2 . . . ∂αNtN f̂1(t1 − τ, t2, . . . , tN , ξ)∣∣∣ dτ.
Através do Teorema 2.20 e de (4.10), existem C2, h2, h3 > 1 tais que














k1! · . . . · kα1−β1 !
· [C1 · (1 + |ξ|)]k1+...+kα1−β1 · 1
mk1+...+kα1−β1
⎞⎠





















h4 · (1 + |ξ|)p
)2
.
Prossigamos com a estimativa:













































k1! · · · kα1−β1 !
[C1(1 + |ξ|)]k1+...+kα1−β1 (k1 + . . .+ kα1−β1)!
[h4(1 + |ξ|)]k1+...+kα1−β1
⎞⎠



























· (k1 + . . .+ kα1−β1)!
⎞⎠
Uma Classe de Sistemas de Campos Complexos 65




















(k1 + . . .+ kα1−β1)!













Utilizamos o Lema 4.5:⎛⎝ ∑
Δ(α1−β1)
(k1 + . . .+ kα1−β1)!
































hp4 · (1 + |ξ|)p
)
. (4.11)
Assim, se h6 = 2h5 e C3 = 2πC0C2,




hp4 · (1 + |ξ|)p
)




















pertencem a EM (TN), teremos obtido a estimativa dese-
jada, a menos de possível troca das constantes C3 e h6.










































, ∀t ∈ TN ,





, (j = 1, 2, . . . , N),
são globalmente M -hipoelíticos em TN . Recordando a Definição 3.3, temos
|P (ξ1, ξ2, . . . , ξn)| = max
1≤j≤N
|ξj − μj|.
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Dado ε > 0, seja M = max
1≤j≤N
{|μj|} e fixemos ξ ∈ ZN tal que |ξ| > N · (M + 1).
Segue do Princípio da Casa dos Pombos a existência de 1 ≤ j0 ≤ N tal que |ξj0 | ≥ M + 1.
Logo,




εn · (1 + |ξ|)n
)
Pelo Teorema 3.4, sistema é globalmente M -hipoelítico, encerrando a prova da suficiência de
1.
Demonstração. (2 implica na M -hipoeliticidade global de (4.3)). A menos de uma reordena-


































Denotaremos t′ = (t1, t2, . . . , tk), t′′ = (tk+1, . . . , tN) e t = (t′, t′′).
Suponha Lju = fj para j = 1, 2, . . . , N , com fj ∈ EM (TN+1) e u ∈ DM (TN+1).













ηj + aj0ξ − iλj
) · û(t′′, η, ξ) = f̂j(t′′, η, ξ), ∀(η, ξ) ∈ Zk+1, (4.12)
para todo t′′ ∈ TN−k e j = 1, 2, . . . , k.
Pelo Teorema 2.20, existem constantes C1, h1, ε1 tais que, para qualquer t




εp1 · (1 + |η|+ |ξ)|)p
)
,
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para quaisquer α ∈ NN−k0 , (η, ξ) ∈ Zk+1 e j = 1, 2, . . . k. Aplicamos agora a hipótese, utili-
zando (4.2) para ε =
ε1
H




∣∣ηj + aj0ξ − iλj∣∣ ≥ infn∈N0
(
mnn!
(ε1/H)n(1 + |ξ|+ |η|)n
)
,
para todos (η, ξ) ∈ Zk+1; |ξ|+ |η| ≥ R.
Fixemos (ξ, η) ∈ ZN+1 tal que |ξ|+ |η| ≥ R; então û(t′′, η, ξ) ∈ EM (TN−K) e
|∂αt′′ û(t′′, η, ξ)| ≤








∣∣ηj + aj0ξ − iλj∣∣










n (1 + |ξ|+ |η|)n
mnn!
)




(ε1/H)p · (1 + |η|+ |ξ)|)p
)
,
aplicando o Lema 2.25.
Pela última desigualdade e pelo Teorema 2.21, só precisamos nos preocupar com
|û(t′′, η, ξ)| para os casos em que |ξ| + |η| < R, ou seja, um número finito de pares. Nesta
situação, analisamos somente as últimas N − k parcelas do sistema:
∂û(t′′, η, ξ)
∂t
+ [i · c(t) · ξ + λ] û(t′′, η, ξ) = f̂(t′′, η, ξ), (4.13)
para todo t′′ ∈ TN−k e 
 = k + 1, . . . , N .





c(s)ds− c0 · t
]
, o
sistema acima é equivalente a(
∂
∂t
+ iξc0 + λ
)
eiξD(t
′′)û(t′′, η, ξ) = f̂(t′′, η, ξ)eiξD(t
′′),
com t′′ ∈ TN−k, 
 = k + 1, . . . , N , e cuja M -hipoeliticidade global é verificada da mesma
forma que fizemos na prova de 1. Por conseguinte, com uma possível troca da constantes C1 e
h1, deduzimos que




δp1 · (1 + |η|+ |ξ)|)p
)
,
para quaisquer (η, ξ) ∈ Zk+1, t′′ ∈ TN−k, α ∈ NN−k0 . Decorre do Teorema 2.21 que u ∈
EM (TN+1).
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4.2 Condições Necessárias
Na seção anterior, encontramos duas condições que são individualmente suficientes
(mas também podem ocorrer simultaneamente) para a M -hipoeliticidade global do sistema
(4.3). Nosso objetivo nesta seção é provar a necessidade de pelo menos uma delas. Isto é,
mostrar que se ambas foram negadas, o sistema (4.3) não é globalmente M -hipoelítico.
Para tal, será necessário separar as classes de funções ultradiferenciáveis em quasia-
nalíticas e não quasianalíticas, seguindo a Observação 1.11. Serão aplicadas técnicas conside-
ravelmente diferentes; para as não-quasianalíticas será fundamental a existência de funções de
corte, enquanto que para as quasianalíticas iremos nos amparar no fato de que seus elementos
possuem os zeros isolados, encontrando uma solução singular nos moldes das construídas em
[8], [9] e [14]. Antes disto, iniciamos com resultados independentes da quasianaliticidade das
classes.
Lema 4.7. Considere a1, a2, λ1, λ2 números reais e a = a1 + ia2, λ = λ1 + iλ2. Seja
Sa,λ := {ξ ∈ Z; iξa+ λ ∈ iZ} .
Valem as seguintes afirmações:
1. Se (a, λ) /∈ Q× iQ, Sa,λ possui no máximo um único elemento.





, com p, q ∈ Z, q, s ∈ N e mdc(p, q) =
mdc(r, s) = 1, teremos Sa,λ infinito se, e somente se q ∈ sN.
Demonstração. Observe que iξa+ λ = iξ(a1 + ia2) + λ1 + iλ2 = (λ1 − a2ξ) + i (a1ξ + λ2).
Desta forma, ξ será elemento de S se, e somente se,⎧⎨⎩ λ1 − a2ξ = 0;a1ξ + λ2 ∈ Z.
Da primeira igualdade, concluímos que se a2 = 0, a única solução possível será ξ = λ1
a2
.
Quando a2 = 0, se λ1 = 0 temos Sa,λ vazio. Logo, só é possível que a primeira equação tenha
infinitas soluções se a2 = λ1 = 0.
Suponha agora ξ1, ξ2 elementos distintos de Z tais que (a1ξ1+λ2), (a1ξ2+λ2) perten-
çam a Z. Por conseguinte,
a1 · (ξ1 − ξ2) ∈ Z ⇒ a1 ∈ Q.
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Mais ainda, se a1 ∈ Q, é necessário que λ2 ∈ Q para que a1ξ1 +λ2 ∈ Z. Portanto, a fim de que
Sa,λ seja infinito, é necessário que (a, λ) ∈ Q× iQ, finalizando a prova de 1..






, com mdc(p, q) = mdc(r, s) = 1, queremos
encontrar ξ ∈ Z tal que
p
q
· ξ + r
s
∈ Z.
Multiplicando em ambos os lados por q, inferimos que q · r
s
∈ Z. Como mdc(r, s) = 1, segue
que q ∈ sN. Logo, 2. é condição necessária. Verifiquemos que a mesma é suficiente. Se
q = α · s, com α ∈ N,
p
q
· ξ + r
s
∈ Z ⇔ p · ξ + r · α
q
∈ Z ⇔ p · ξ + r · α ≡ 0 mod q.
Como mdc(p, q) = 1, existe k ∈ Z de modo que pk ≡ 1 mod q. Assim,
p
q
· ξ + r
s
∈ Z ⇔ ξ ≡ −k · r · α mod q.
Logo, se q = α · s, segue que Sa,λ = −k · r · α + qZ e portanto Sa,λ é infinito.







+ λj, j = 1, 2, . . . , k in Tk+1,
com aj ∈ R e λj ∈ C. Suponha que (a, λ) não satisfaz a propriedade (), estabelecida na




û(t, ξp) · eiξp·x,
satisfazendo as seguintes condições:
• {ξp}p∈N ⊂ N ou {ξp}p∈N ⊂ Z<0, e |ξp| → ∞;
• û(t, ξp) ∈ EM (T), para todo p ∈ N;
• |û(t, ξp)| = 1, ∀t ∈ T, ∀p ∈ N;




εn · (1 + |ξp|)n
)
|∂αû(t, ξp)| ≤ C · h|α| · m|α| · |α|!, para
todos α ∈ Nk0, t ∈ Tk.
Demonstração. Pela hipótese, existe ε > 0 e uma sequência (ηp, ξp) ∈ Zk × Z de maneira que
|ηp|+ |ξp| → +∞ e
max
1≤j≤k




εn · (1 + |ηp|+ |ξp|)n
)
, ∀p ∈ N.
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Mostremos que {ξp}p∈N não é limitada. De fato, suponha a existência de M > 0 limitante
superior da sequência; para cada j = 1, 2, . . . , k, teríamos∣∣ηpj + ajξp − iλj∣∣ < 1 ⇒ |ηpj | < 1 + |aj| · |ξ|p + |λj| ≤ 1 + |aj| ·M + |λj|, (4.14)
e portanto |ηp| < L, para algum L > 0, contradizendo o fato de que |ηp|+ |ξp| → +∞.
Portanto, podemos assumir que |ξp| é crescente e lim |ξp| → ∞. Visto que ξp ∈ Z,
existem infinitos elementos da sequência em N ou em Z<0. Já que o outro caso é análogo,





eiηpt · eiξpx, ∀(t, x) ∈ Tk × T.
Note que |û(t, ξp)| = |eiηpt| = 1, para todos p ∈ N, t ∈ Tk e logo u ∈ D ′M (Tk+1) \ EM (Tk+1).
Em contrapartida, ∣∣∣∣̂̃Lλju(ηp, ξp)∣∣∣∣ = ∣∣∣L̃λj(ηp, ξp)∣∣∣ · |û(ηp, ξp)|
=





εn · (1 + |ηp|+ |ξp|)n
)
,
o que nos permite deduzir (Corolário 2.14) que L̃λju ∈ EM (Tk+1), para j = 1, 2, . . . , k.
Por fim, fixemos ε > 0; como ∂αû(t, ξp) = (iηp)





|ηpj | < k + max
1≤j≤k
|aj| · |ξp|+ max
1≤j≤k
|λj| ≤ (k + |a|+ |λ|) · (1 + |ξp|),
denotando |a| = max
1≤j≤k
|aj| e |λ| = max
1≤j≤k





εn · (1 + |ξp|)n
)











εn · (1 + |ξp|)n
)











Provaremos agora duas proposições com enunciados praticamente idênticos, com a
diferença de que o primeiro será para classes não quase analíticas, enquanto que o segundo será
para classes quase analíticas.
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para λ ∈ C dado por λ1+ iλ2, com λ1, λ2 ∈ R, e c(t) = a0+ ib(t), no qual b(t) é uma função a
valores reais, pertence a EM (T) e muda de sinal. Denotemos Sc0,λ = {ξ ∈ Z; iξc0 + λ ∈ iZ}
como no Lema 4.7; existe então u ∈ DM (T2) que satisfaz as seguintes condições:















, no qual v̂1(t, ξ), v̂2(t, ξ) ∈ EM (T) para
todo ξ ∈ Z. Além disso, é possível encontrar t0, t∗ ∈ T e C1 > 0 de maneira que
|v̂1(t∗, ξ)| = 1, ∀ξ ∈ N ∩ Sc0,λ.
|v̂2(t0, ξ)| ≥ C1√
ξ
, ∀ξ ∈ N \ Sc0,λ.





εn · (1 + |ξ|)n
)
· |∂αû(t, ξ)| ≤ C · h|α| ·m|α| · |α|!,
para quaisquer α ∈ N0, t ∈ T, ξ ∈ Z.
Demonstração. A prova do resultado será dividida em dois casos.





b(s)ds ≤ 0. Seja H a seguinte função:




e denotemos B0 = max
t,r∈[0,2π]








• B0 > 0, ja que b muda de sinal..
• r0 ∈ (0, 2π), pois
∫ t0
t0−0






b(s)ds = 2π · b0 ≤ 0 < B0.
• b(t0 − r0) = 0. Para verificar isto, suponhamos b(t0 − r0) > 0; neste caso, existirá δ > 0
tal que
[r0 − δ, r0 + δ] ⊂ (0, 2π), b > 0 em (t0 − r0 − δ, t0 + r0 + δ),













o que comprova por absurdo que b(t0− r0) ≤ 0. Prova-se analogamente que b(t0− r0) ≥
0.
• A menos de uma translação, podemos assumir b(0) = 0 e t0 ∈ (0, 2π).
• Temos (t0 − r0) ∈ (−2π, 0)∪ (0, 2π), visto que b(t0 − r0) = 0 e consideramos b(0) = 0.
Prosseguimos para a prova, assumindo que t0 − r0 ∈ (0, 2π) (o outro caso é análogo).
Tomemos δ > 0 de modo que
Iδ = [t0 − r0 − δ, t0 − r0 + δ] ⊂ (0, 2π).
Como M é não quase analítica, podemos tomar ϕ ∈ EM (T) tal que ϕ
∣∣
Iδ/2
≡ 1, supp ϕ ⊂ Iδ e
0 ≤ ϕ ≤ 1. Para cada ξ ∈ N \ Sc0,λ, definimos f̂(t, ξ) como a extensão 2π-periódica de(
1− e−2π(iξc0+λ)) · e−B0ξ · e−(iξa0+λ)(t−t0) · ϕ(t), t ∈ T. (4.15)
Visto que b0 ≤ 0 e ξ > 0, a expressão 1 − e−2π(iξc0+λ) é limitada por uma constante para toda




f̂(t, ξ) · eiξx.
Decorre da definição que cada f̂(t, ξ) é elemento de EM (T). Mostremos agora que
f ∈ EM (T2):
∂αt f̂(t, ξ) =
(






[−(iξa0 + λ)]βe−(iξa0+λ)t∂α−βt ϕ(t)
]
e portanto







|iξa0 + λ|β · C2 · hα−β2 ·mα−β · (α− β)!
]









[(|a0|+ |λ|) ξ]β · hα−β2 ·mα−β · (α− β)!
]
,
utilizando os fatos de que ϕ ∈ EM (T) e e−λ1t ·
(
1 + e−2πλ1
) ≤ C1, para algum C1 > 0.
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Dados n ∈ N0 e x ≥ 0, temos
e(1+x) ≥ (1 + x)
n
n!
⇒ ex ≥ 1
e
· (1 + x)
n
n!
⇒ e−x ≤ e · n!
(1 + x)n














γn · (1 + ξ)n
)




































[(|a0|+ |λ|)]β · hα4 ·mα · α!
]










se C3 = [C1 · eλ1t0+1 · C2], C4 = e · C3 e h4 = max {h2, h3}. Deste modo, tomando C5 = C4 e




γn · (1 + ξ)n
)
,
verificando que f ∈ EM (T2), pelo Teorema 2.21.
O próximo passo é encontrar v2 ∈ DM (T2) de forma que L̃λ(v2) = f . Quando ξ ≤ 0






e−λτ · e−iξH(t,τ) · f̂(t− τ, ξ)dτ,
no qual H(t, τ) =
∫ t
t−τ




Por f̂(t − τ, ξ) e H serem 2π-periódicas em t, o mesmo ocorre para v̂2(t, ξ). Além
disso, para t ∈ T, decorre de (4.15) que
v̂2(t, ξ) = e











Então v̂2(t, ξ) ∈ EM (T) para cada ξ ∈ N \ Sc0,λ e, como
∫ t
t−τ
b(s)ds − B0 ≤ 0, inferimos que




v̂2(t, ξ) · eiξx
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pertence a DM (T2) e L̃λv2 = f , por construção.
Estudemos o comportamento de v̂2(t0, ξ) para ξ ∈ N \ Sc0,λ. Note primeiramente que,






















Observe que ρ(r0) = 0 e ρ
′(r0) = b(t0 − r0) = 0. Apliquemos então a Fórmula de
Taylor com resto de Lagrange, de ordem 2, centrada em r0:
ρ(r0 + h) = ρ
′′(r0 + ω(h)) · h
2
2
, h ∈ [−δ, δ], com ω(h) entre 0 e h.
Se A = sup
θ∈[0,2π]
∣∣∣∣ρ′′(θ)2
















Por conseguinte, se N \ Sc0,λ é infinito, para quaisquer ε,M > 0 existe ξ0 ∈ N \ Sc0,λ tal que
v̂2(t0, ξ0) > M ·
(
1






εn · (1 + ξ0)n
)
,
o que nos mostra que v2 /∈ EM (T2), pelo Teorema 2.20.
Estimemos então v̂2(t, ξ) e suas derivadas:





















A igualdade acima nos leva a estudar o termo ∂βt
[






· |iξa0 +λ|γ · eλ·(t0−t) ·C2 · hβ−γ2 ·mβ−γ · (β− γ)!.





(ε/H)n · (1 + |ξ|)n
)
·
∣∣∣∂βt [e−(iξa0+λ)(t−t0) · ϕ(t− τ)]∣∣∣ .













(ε/H)n · (1 + |ξ|)n
)
·mβ−γ · (β − γ)!







· (1 + |ξ|)γ · mγ · γ!
(1 + |ξ|)γ · (ε/H)γ ·mβ−γ · (β − γ)!
≤ C3 · hβ4 ·mβ · (β)!, (4.18)
para C3 = C2 · sup
t∈T
eλ(t0−t), h3 = h2 ·max {1, (|a0|+ |λ|)} and h4 = 2 · h3 · H
ε
.





(ε/H)n · (1 + |ξ|)n
)
·









; como ξ ·ω(t, τ) ≤ 0, com um processo semelhante ao usado
para obter (4.10), concluímos que∣∣∣∂α−βt eξ·ω(t,τ)∣∣∣ ≤ hα−β1 ·mα−β · ∑
Δ(α−β)
(α− β)!
k1! · . . . · kα−β! ·








k1! . . . kα−β!
[C1(1 + |ξ|)]k1+...+kα−β
mk1+...+kα−β
× mk1+...+kα−β(k1 + . . .+ kα−β)!
(ε/H)k1+...+kα−β(1 + |ξ|)k1+...+kα−β
≤ hα−β1 ·mα−β · (α− β)! ·
∑
Δ(α−β)
(k1 + . . .+ kα−β)!





≤ hα−β5 ·mα−β · (α− β)!, (4.19)






e aplicando o Lema 4.5.






































hα−β5 mα−β(α− β)!C3hβ4mββ! dτ
≤ C6 · hα6 ·mα · α!, (4.20)
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εn · (1 + |ξ|)n
)
· |∂αt v̂2(t, ξ)| ≤ C6 · hα6 ·mα · α!, ∀α ∈ N0,
para todos t ∈ T, ξ ∈ N \ Sc0,λ.
Provadas todas as propriedades enunciadas de v2, prosseguimos para v1. Quando N ∩
Sc0,λ = ∅, não há nada para provar. No caso em que N ∩ Sc0,λ = {ξ∗}, tomamos
v̂1(t, ξ
∗) = 1 ⇒ v1(t, x) = eiξ∗x, ∀(t, x) ∈ T2.
Neste caso, v1 ∈ EM (T2), v2 /∈ EM (T2),
u := (v1 + v2) ∈ DM (T2) \ EM (T2), L̃λ(u) = L̃λv1 + L̃λv2 ∈ EM (T2),
e facilmente se verifica que as outras propriedades enunciadas são satisfeitas.
Resta-nos o caso em que Sc0,λ ∩ N é infinito. Pelo Lema 4.7,
b0 = 0, a0 =
p
q
e N ∩ Sc0,λ = {w0 +mq; m ∈ N0} , para algum w0 ∈ Z.




b(s) ds ∈ EM (T).





e−(iξc0+λ)t · eξ·(B(t)−B(t∗))] eiξx.
Dado que B(t)− B(t∗) ≤ 0 para todo ξ ∈ N ∩ Sc0,λ,
|v̂1(t, ξ)| =
∣∣e−(iξc0+λ)t∣∣ · eξ·(B(t)−B(t∗)) ≤ ∣∣e−(iξc0+λ)t∣∣ = 1,
pois (iξc0 + λ) ∈ iZ, o que nos permite concluir que v1 ∈ D ′M (T2). Além disso,





[−(iξc0 + λ) + b(t)ξ + (a0 + ib(t)) iξ + λ]
[
e−(iξc0+λ)t · eξ·(B(t)−B(t∗))] eiξx
= [−ia0ξ − λ+ b(t)ξ + ia0ξ − b(t)ξ + λ]
[
e−(iξc0+λ)t · eξ·(B(t)−B(t∗))] eiξx = 0.
O argumento utilizado para o comportamento de v̂1(t, ξ) e suas derivadas é análogo ao
aplicado no estudo de v̂2(t, ξ). Está provada a afirmação para o primeiro caso.
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b(s)ds ≥ 0. Aqui a construção de v2 é semelhante, mas possui diferenças
que merecem destaque. Por isso, apresentaremos um breve resumo dos passos tomados.
Iniciamos com a definição de













De maneira similar ao primeiro caso, podemos assumir que
r0 ∈ (0, 2π), b(t0 + r0) = 0, b(0) = 0, t0 ∈ (0, 2π) e t0 + r0 ∈ (0, 2π).
Escolhemos δ > 0 de modo que
Iδ = [t0 + r0 − δ, t0 + r0 + δ] ⊂ (0, 2π),




≡ 1, supp ϕ ⊂ Iδ e 0 ≤ ϕ ≤ 1.
Para cada ξ ∈ N \ Sc0,λ e t ∈ T, tomamos f̂(t, ξ) como a extensão 2π-periódica de
(e2π(iξc0+λ) − 1) · eB̃0ξ · e(iξa0+λ)(t0−t) · ϕ(t).
Segue de (4.9) que







e construímos v2 de forma análoga ao que foi feito no primeiro caso.
Por outro lado, observe que a construção de v1 não é diferente para o Caso 2, visto que
a mesma só faz sentido para a situação em que b0 = 0.
Observação 4.10. Com as hipóteses da Proposição 4.9, é possível construir uma solução sin-
gular u satisfazendo as mesmas propriedades, com as frequências parciais de Fourier definidas
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que pertence a EM (T) (pois b0 = 0) e escolhemos t∗ ∈ T tal que B(t∗) ≤ B(t) para todo






Observe que a escolha do mínimo de B foi feita para que o sinal de ξ(B(t) − B(t∗)) seja
negativo. O resto do processo é análogo.
Passamos para a construção de v2; se b0 ≤ 0, definimos













Novamente pode ser mostrado que r0 ∈ (0, 2π), b(t0 + r0) = 0; assumimos também que
b(0) = 0, t0 ∈ (0, 2π) e t0 + r0 ∈ (0, 2π).
Tomamos então δ > 0 de modo que
Iδ = [t0 + r0 − δ, t0 + r0 + δ] ⊂ (0, 2π)
e ϕ ∈ EM (0, 2π) de maneira que ϕ
∣∣
Iδ/2
≡ 1, supp ϕ ⊂ Iδ e 0 ≤ ϕ ≤ 1. Para ξ ∈ Z<0 \ Sc0,λ,
f̂(t, ξ) é escolhido como a extensão 2π-periódica de
(e2π(iξc0+λ) − 1)eB̃0ξe(iξa0+λ)(t0−t)ϕ(t).
Segue de (4.9) que






t b(s)ds)ϕ(t+ r)dr, t ∈ [0, 2π].
Observe que escolhemos H̃ como no Caso 2 da Proposição 4.9 pois em ambas as
situações foi usada a fórmula (4.9) (por b0 e ξ terem mesmo sinal). A diferença, devido à troca
de sinal de ξ, foi a escolha do máximo de Im H̃ , ao invés do mínimo. Seguindo a linha de
raciocínio, quando b0 ≥ 0 trabalhamos com a função H usada no Caso 1 da Proposição 4.9,
tomamos o máximo de sua parte imaginária e utilizamos (4.8) para descrever v̂2(t, ξ) após
definirmos f̂(t, ξ) de maneira análoga. Em ambos os casos as estimativas requeridas decorrem
de um processo análogo ao que foi feito na Proposição 4.9 e por tal motivo não vemos a
necessidade de serem repetidas.
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para λ ∈ C dado por λ1+ iλ2, com λ1, λ2 ∈ R, e c(t) = a0+ ib(t), no qual b(t) é uma função a
valores reais, pertence a EM (T) e muda de sinal. Denotemos Sc0,λ = {ξ ∈ Z; iξc0 + λ ∈ iZ}
como no Lema 4.7; existe u ∈ DM (T2) que satisfaz as seguintes condições:















, no qual v̂1(t, ξ), v̂2(t, ξ) ∈ EM (T) para
todo ξ ∈ Z. Além disso, é possível encontrar t0, t∗ ∈ T e C1 > 0 de maneira que
|v̂1(t∗, ξ)| = 1, ∀ξ ∈ N ∩ Sc0,λ.
|v̂2(t0, ξ)| ≥ C1√
ξ
, ∀ξ ∈ N \ Sc0,λ.





εn · (1 + |ξ|)n
)
· |∂αû(t, ξ)| ≤ C · h|α| ·m|α| · |α|!,
para quaisquer α ∈ N0, t ∈ T, ξ ∈ Z.
Demonstração. Iniciamos a prova destacando que a construção de v1 feita na Proposição 4.9
não depende da quase analiticidade das classes e por isso somente temos de apresentar v2 que
satisfaça as condições estabelecidas.
Como M é quase analítica, os zeros de b são isolados. Além disso, pela periodicidade
de b, podemos assumir (com uma possível translação) que
b(0) = 0, b(x) < 0 se x ∈ [−δ, 0) e b(x) > 0 se x ∈ (0, δ], para algum δ > 0. (4.21)
Para todo t ∈ R, consideremos
A(t) = a0 · t, B(t) =
∫ t
0
b(s)ds, C(t) = A(t) + iB(t).
Seja t0 ∈ [0, 2π] tal que B(t0) ≥ B(t) para todo t ∈ [0, 2π] e denotemos M = B(t0).
Note que M > 0, B(0) = 0 e
B(2π) = B(2π − δ) +
∫ 2π
2π−δ
b(s)ds = B(2π − δ) +
∫ 0
−δ
b(s)ds < B(2π − δ),
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o que nos permite concluir que t0 ∈ (0, 2π). Dividiremos a prova em duas partes, de acordo
com o sinal da média de b(t).





b(s)ds ≤ 0 e assim ξ · b0 ≤ 0. Logo, para g1 que será construída adiante,
definiremos os coeficientes parciais de Fourier de v2 como em (4.8). Considere
ψ1 : T→ C; ψ1(t) = M +K · (1− cos t) + i · (a0 · sin(t− t0)) ,




note que esta sequência é limitada. Estabelecemos





ĝ1(t, ξ) · eiξx = e−iλ2t ·
∑
ξ∈N\Sc0,λ
αξ · e−ξψ1(t) · eiξx.
Pelo fato de M ser positivo e
∣∣e−ψ1(t)ξ∣∣ ≤ e−Mξ, segue que g1 pertence a Cω(T2) e por conse-
guinte a EM (T2).
Suponha a existência de v2 ∈ D ′M (T2) tal que L̃λv2 = g1. Então para cada t ∈ T e
ξ ∈ N \ Sc0,λ,
(∂t + iξc(t) + λ) v̂2(t, ξ) = ĝ1(t, ξ)⇔ (∂t + iξc0 + λ) eiξC̃(t)v̂2(t, ξ) = eiξC̃(t)ĝ1(t, ξ),
no qual C̃(t) = C(t)−(a0+ ib0). Pela própria definição do conjunto Sc0,λ, a EDO acima possui






e−λs · e−iξ·(C(t)−C(t−s)) · ĝ1(t− s, ξ)ds. (4.23)
Usando (4.22), (4.23) e a definição de ψ1, obtemos




e−λ1s · eξ·[B(t)−B(t−s)−M−K·(1−cos(t−s))] · eiξa0·[t0−s−sin(t−s)]ds. (4.24)
Mostremos que para K >> 0 a função
ϕ1 : [0, 2π]× [0, 2π]→ R; ϕ1(t, s) = B(t)− B(t− s)−M −K · (1− cos(t− s)), (4.25)
não assume valores positivos. Se t = s, ϕ1(t, t) = B(t) −M ≤ 0. Inferimos de (4.21) que
B(σ) > 0 quando σ ∈ (−δ, 0) ∪ (0, δ). Logo,
ϕ1(t, s) ≤ B(t)− B(t− s)−M ≤ −B(t− s) < 0, para 0 < |t− s| < δ. (4.26)
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Por outro lado, ϕ1(0, 2π) = B(2π) −M < 0 and ϕ1(2π, 0) = −M < 0. Assim, podemos
encontrar ε > 0 de modo que
2π − ε < |t− s|, (t, s) ∈ [0, 2π]× [0, 2π]⇒ ϕ1(t, s) < 0. (4.27)
Por fim, tomemos m = min {(1− cos τ); δ ≤ |τ | ≤ 2π − ε} > 0. Então
δ ≤ |t− s| ≤ 2π− ε ⇒ B(t)− B(t− s)−M







|B(t− s)| := D.
(4.28)







como ϕ1 ≤ 0, a sequência |v̂2(t, ξ)| é limitada e assim v2 ∈ D′M (T2). A fim de estimar as
derivadas dos coeficientes de Fourier de v2, denotamos
Φ : [0, 2π]× [0, 2π]→ C; Φ(t, s) = a0 · [t0 − s− sin(t− s)]− iϕ1(t, s)




e−λ1s · e−iλ2t · eiξ·Φ(t,s)ds,
e por conseguinte








e−λ1s · ∂α−β (e−iλ2t) · ∂βt (eiξ·Φ(t,s)) ds.
Observe que as derivadas com relação a t de Φ podem ser estimadas uniformemente
com relação a s. Desta maneira, com um argumento análogo ao usado para demonstrar (4.10),
provamos que dado ε > 0, existem C ′ε, h
′





εp · (1 + |η|)p
)
·

















∣∣∣∂α−βt (e−iλ2t)∣∣∣C ′εh′βε mββ! ds
≤ Cε · hαε ·mα · α!,
com Cε = 2π · max
s∈[0,2π]
|e−λ1s| · C ′ε e hε = 2 ·max {1, h′ε} ·max {1, |λ2|} .
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Por fim, se N \ Sc0,λ é infinito, estudemos o comportamento assintótico de v̂2(t0, ξ).
Segue de (4.24) que








eλ1σ · e−ξ·[B(σ)+K·(1−cosσ)] · eiξa0·[σ−sin(σ)]dσ, (4.29)
com a substituição σ = t0 − s.
Lembrando que B(σ) é positivo no conjunto (−δ, 0) ∪ (0, δ), tomamos
m∗ = min {B(σ); σ ∈ [t0 − 2π,−δ] ∪ [δ, t0]} ,
m = min {1− cosσ; σ ∈ [t0 − 2π,−δ] ∪ [δ, t0]} > 0.
Com um possível aumento de K, obtemos
B(σ) +K(1− cos σ) ≥ m∗ +K ·m > 0, ∀σ ∈ [t0 − 2π,−δ] ∪ [δ, t0].
Logo B(0)+K(1− cos 0) = 0 e B(σ)+K(1− cos σ) > 0 para todo σ ∈ [t0−2π, t0] diferente
de 0.
Seja
f1 : [t0 − 2π, t0]→ C; f1(σ) = a0 · [σ − sin(σ)] + i · (B(σ) +K · (1− cos σ)) .
Decorre de (4.29), que
















|eλ1σ| · |eiξf1(σ)|dσ ≤ 2πρe−ξθ, (4.31)
com ρ = max
σ∈[t0−2π,t0]
eλ1σ e θ = min
|σ|≥|δ|
σ∈[t0−2π,t0]
(B(σ) +K · (1− cos σ)) > 0.
Para estimar Iξ, tomemos χ ∈ C∞c ([−2δ, 2δ]) tal que 0 ≤ χ ≤ 1, χ
∣∣
[−δ,δ] ≡ 1 e
estudemos ∫
R
χ(σ) · eλ1σ · eiξf1(σ)dσ =
∫ 2δ
−2δ
χ(σ) · eλ1σ · eiξf1(σ)dσ. (4.32)
Valem as seguintes propriedades:
• χ(σ) · eλ1σ ∈ C∞c ([−2δ, 2δ]) .
• f1 ∈ C∞((t0 − 2π, t0)) e f1(0) = 0.
Uma Classe de Sistemas de Campos Complexos 83
• Im f1 = B(σ) +K(1− cos σ) ≥ 0, para todo σ ∈ (t0 − 2π, t0).
• f ′1(0) = a0 · (1− cos 0) + i(b(0) +K · sin(0)) = 0.











Consequentemente, f ′1(σ) = 0 para todo σ ∈ [−2δ, 2δ] diferente de 0.
• f ′′1 (0) = i(b
′(0) +K), que assumimos ser não nulo no último item.


















é limitada em [t0 − 2π, t0] \ {0}.
As afirmações acima nos permitem aplicar o Teorema 7.7.5 de [36] para estimar (4.32).
Como f1(0) = 0 e χ(0) · eλ1·0 = 1, inferimos a existência de C > 0 tal que∣∣∣∣∣
∫ 2δ
−2δ




)1/2∣∣∣∣∣ ≤ Cξ ∑|α|≤2 sup
∣∣Dα (χ(σ) · eλ1σ)∣∣ ,
o que implica que∣∣∣∣∫ 2δ−2δ χ(σ) · eλ1σ · eiξf1(σ)dσ − C2√ξ
∣∣∣∣ ≤ C3ξ , para certos C2, C3 > 0. (4.33)
Por outro lado, segue de (4.30) e (4.31) que∣∣∣∣∫ 2δ−2δ χ(σ) · eλ1σ · eiξf1(σ)dσ − C2√ξ
∣∣∣∣ ≥ C2√ξ −











− |Iξ| − 2πρe−ξθ. (4.34)
Utilizando (4.30), (4.31), (4.33) e (4.34), deduzimos que























para ξ suficientemente grande. Desta forma, existe C1 > 0 de maneira que
|v̂2(t0, ξ)| ≥ C1√
ξ
, ∀ξ ∈ N \ Sc0,λ,
como pretendíamos provar.





b(s)ds ≥ 0, o que significa que ξ · b0 ≥ 0. Logo, para g2 que será
construída adiante, o coeficiente parcial de Fourier de v2 será dado como em (4.9). Seja
ψ2 : T→ C; ψ2(t) = M +K(1− cos t)− B(2π) + ia0 · (sin t− t0 + 2π),
no qual K > 0 e será escolhido posteriormente. Para todo ξ ∈ N, denotamos
βξ =
(
e2π(iξc0+λ1) − 1) ;
não é difícil ver que esta sequência é limitada. Consideremos





ĝ2(t, ξ) · eiξx = e−iλ2t ·
∑
ξ∈N\Sc0,λ
βξ · e−ξψ2(t) · eiξx.
De forma muito semelhante ao primeiro caso, temos g2 ∈ Cω(T2) e por conseguinte g2 ∈
EM (T2). Procedendo analogamente ao Caso 1, temos




eλ1s · eξ·[B(t)−B(t+s)+B(2π)−M−K·(1−cos(t+s))] · eiξa0·[s+t0−2π−sin(t+s)]ds.
Mostremos que para K >> 0,
ϕ2 : [0, 2π]× [0, 2π]→ R; ϕ2(t, s) = B(t)−B(t+ s) +B(2π)−M −K · (1− cos(t+ s)),
não assume valores positivos. Visto que ϕ2(0, 0) = B(2π)−M < 0 e ϕ2(2π, 2π) = −M < 0,
é possível encontrar ε > 0 de modo que
|t+ s| < ε, 4π − ε < |t+ s|, (t, s) ∈ [0, 2π]× [0, 2π]⇒ ϕ(t, s) < 0.
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o que nos mostra que ϕ2(t, s) ≤ 0 se 2π − δ < t+ s < 2π + δ. Por fim, consideremos
m = min {(1− cos τ); ε ≤ |τ | ≤ 2π − δ ou 2π + δ ≤ |τ | ≤ 4π − ε} > 0.
Se ε ≤ |t+ s| ≤ 2π − δ ou 2π + δ ≤ |t+ s| ≤ 4π − ε, segue que
B(t)−B(t+ s) + B(2π)−M







|B(t+ s)| := D.
Logo, tomando K ≥ D, concluímos que ϕ2 ≤ 0.
Com o mesmo argumento aplicado no Caso 1, verificamos que v2 ∈ D ′M (TN) e as
estimativas para as derivadas de v̂2(t, ξ). Resta-nos estudar o comportamento assintótico desta
função em t0 quando N \ Sc0,λ é infinito:













para f2 : [t0, t0 + 2π]→ C dada por
f2(σ) = a0 · [σ − 2π − sin(σ)] + i · (B(σ)− B(2π) +K · (1− cos σ)) .
Observe que:
• f2 ∈ C∞((t0, t0 + 2π)) e f2(2π) = 0.
• Assim como no Caso 1, podemos tomar K > 0 tal que Im f2 = B(σ)−B(2π)+K(1−
cos σ) ≥ 0 para qualquer σ ∈ (t0, t0 + 2π).
• f ′2(2π) = a0 · (1− cos 2π) + i(b(2π) +K · sin(2π)) = 0.










teremos f ′2(σ) = 0 para todo σ ∈ [2π − 2δ, 2π + 2δ] diferente de 2π.
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• f ′′2 (2π) = i(b
′(2π) +K), que podemos assumir ser diferente de zero, pelo último item.
• f2 é limitada em C
∞([2π − 2δ, 2π + 2δ]).
• lim
σ→2π
















é limitada em [t0, t0 + 2π] \ {2π}.
Daqui em diante, basta proceder de forma análoga ao que fizemos no Caso 1.
Observação 4.12. De forma similar ao caso não quase analítico, é possível construir uma
solução singular u satisfazendo as condições da Proposição 4.11 com as frequências parciais
















A construção de v1 é exatamente aquela apresentada na Observação 4.10. Para exibir
um resumo da obtenção de v2, temos mais uma vez de lidar com dois casos de formas distintas.
Antes disso, consideramos que
b(0) = 0, b(t) > 0 se− δ ≤ t < 0 e b(t) < 0 se 0 < t ≤ δ, para algum δ > 0,
e tomamos m = min
t∈[0,2π]
B(t) = B(t0) < 0. Note que t0 ∈ (0, 2π), pois
B(0) = 0 e B(2π) = B(2π − δ) +
∫ 2π
2π−δ
b(s)ds > B(2π − δ).





b(s)ds ≤ 0, o que implica que ξ · b0 ≥ 0 e portanto os coeficientes
parciais de Fourier serão dados como em (4.9). Definimos então
ψ̃1 : T→ C; ψ̃1(t) = m− B(2π) +K(cos t− 1) + ia0 (sin t− t0 + 2π) .
De forma similar ao Caso 2 da Proposição 4.11, denotamos





̂̃g1(t, ξ) · eiξx = e−iλ2t · ∑
ξ∈Z<0\Sc0,λ
βξ · e−ξψ̃1(t).
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Então g̃1 é uma função analítica e










b(s)ds ≥ 0 e assim ξ · b0 ≤ 0. Dessa forma, os coeficientes parciais de
Fourier são obtidos através de (4.8). Consideramos
ψ̃2 : T→ C; ψ̃2(t) = m+K(cos t− 1) + ia0 (sin t− t0) .
Analogamente ao Caso 1 da Proposição 4.11, estabelecemos





̂̃g2(t, ξ) · eiξx = e−iλ2t · ∑
ξ∈(Z\N0)\Sc0,λ
αξ · e−ξψ̃2(t).
Então g̃2 é uma função analítica e




e−λ1s · ei(−ξ)a0[(s−t0)−sin(s−t)] · e(−ξ)[B(t−s)−B(t)+m+K(cos(t−s)−1)]ds.
Em ambos os casos, os argumentos do ponto onde paramos em diante são os mesmos usados
na Proposição 4.11, e por tal motivo serão omitidos.
Munidos das Proposições 4.8, 4.9 e 4.11, além das Observações 4.10 e 4.12, estamos
prontos para enunciar e demonstrar o principal resultado desta seção, a recíproca do Teorema
4.6.




+ (aj0 + ibj(tj)) ·
∂
∂x
+ λj, (j = 1, 2, . . . , N),
descrito em (4.3). Suponha verdadeiras as seguintes hipóteses:
1. Caso o conjunto J := {j ∈ {1, 2, . . . , N} ; bj(tj) ≡ 0} = {j1, j2, . . . , jk} não seja vazio,
o vetor
(
aj10 , aj20 , . . . , ajk0 , λj1 , λj2 , . . . , λjk
)
não satisfaz a propriedade () estabelecida
em (4.2).
2. Para todo j ∈ {1, 2, . . . , N} tal que bj ≡ 0, bj muda de sinal.
Então o sistema não é globalmente M -hipoelítico.
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Demonstração. Com um rearranjo dos índices, organizamos o sistema da seguinte maneira:







+ λj, j = 1, 2, . . . , k.




v̂(t1, . . . , tk, ξp) · eiξp·x (4.35)
a solução singular descrita na Proposição 4.8. Apenas para simplificar, iremos supor que ξp ∈ N
para cada p ∈ N.














ixξ, j = k + 1, . . . , N, (4.36)





v̂(t1, . . . , tk, ξp) · ûk+1(tk+1, ξp) · . . . · ûN(tN , ξp) · eixξp ,
no qual v̂ e ûj são dadas em (4.35) and (4.36), respectivamente. Mostremos que
L̃λju := gj ∈ EM (TN+1), j = 1, 2, . . . N.











ûk+1(tk+1, ξp) · . . . · ûN(tN , ξp) · f̂j(t1, . . . , tk, ξp)︸ ︷︷ ︸
ĝj(t,ξp)
·eixξp ,
no qual fj = L̃λjv ∈ EM (Tk+1). É imeditado das Proposições 4.9 e 4.11 que ĝj(t, ξp) ∈
EM (TN). Pelo Teorema 2.20, existem C, h, δ > 0 tais que
|∂αt ĝj(t, ξp)| =
∣∣∂αk+1t ûk+1(tk+1, ξp)∣∣ · . . . · |∂αNt ûN(tN , ξp)|︸ ︷︷ ︸
:=()
·
∣∣∣∂(α1,...,αk)t f̂j(t1, . . . , tk, ξp)∣∣∣
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para todo ξp. Em contrapartida, dado ε > 0, decorre das Proposições 4.9 e 4.11 a existência de
C1, h1 > 0 tais que
|∂αst ûs(ts, ξp)| ≤ C1 ·hαs1 ·mαs ·αs! · sup
n∈N0
(
εn · (1 + |ξp|)n
mn · n!
)
, s = k+1, k+2, . . . , N. (4.38)
Associando (4.37) a (4.38) e denotando C2 = C · CN−k1 e h2 = max {h, h1}, deduzimos que
|∂αt ĝj(t, ξp)| ≤ C2·h|α|2 ·m|α|·|α|!· sup
n∈N0
(







δn · (1 + |ξp|)n
)
. (4.39)














, ∀ρ > 0, ∀k ∈ N0. (4.40)
Escolhemos agora 
 ∈ N tal que 2 > N − k e ε = δ
H+1
. Aplicando (4.40), segue de (4.39)
que














≤ C2 · h|α|2 ·m|α| · |α|! · sup
n∈N0
(







δn · (1 + |ξp|)n
)




(δ/H)n · (1 + |ξp|)n
)
.
Através do Teorema 2.21, inferimos que L̃λju ∈ EM (TN+1) para j ∈ {1, 2, . . . , k}.




v̂(t1, . . . , tk, ξp)ûk+1(tk+1, ξp) . . . ûj−1(tj−1, ξp)×
× ûj+1(tj+1, ξp) . . . ûN(tN , ξp)f̂j(tj, ξp)eixξp ,
no qual L̃λjuj = fj ∈ EM (T2). A Proposição 4.8 nos fornece uma estimativa no mesmo
formato de (4.38) para v̂(t1, . . . , tk, ξp), e a partir daí o processo é completamente análogo.
Resta-nos verificar que u ∈ D ′M (TN+1) \ EM (TN+1). Deduzimos da Proposição 4.8
que
|û(t, ξp)| = |ûk+1(tk+1, ξp)| · . . . · |ûN(tN , ξp)| , ∀p ∈ N, (4.41)
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e das Proposições 4.9 e 4.11 que cada ûj é uniformemente limitada, o que nos permite concluir
que u ∈ D ′M (TN+1). Mais ainda, inferimos também que para cada j ∈ {k + 1, k + 2, . . . , N},
existem t∗j , tj0 ∈ T e C > 0 tais que
|ûj(t∗j , ξp)| = 1, ∀ξp ∈ N ∩ Scj0,λj ; (4.42)
|ûj(tj0, ξp)| ≥ C√
ξp
, ∀ξp ∈ N \ Scj0,λj . (4.43)
Encontraremos agora um vetor t̄ = (0, . . . , 0, t̄k+1, . . . , t̄N) e uma subsequência {ξpq}q∈N de





, ∀q ∈ N, (4.44)
no qual 0 ≤ 
 ≤ N − k, o que nos permitirá concluir que u não é sequer função suave.
Iniciemos com a escolha de t̄k+1; existem duas possibilidades: {ξp}p∈N∩Sc(k+1)0,λk+1 é
finito ou infinito. Para o primeiro caso, selecionamos t̄k+1 = t(k+1)0 como em (4.43) e tomamos
a subsequência
{ξp}p∈N ∩ (N \ Sc(k+1)0,λk+1). (4.45)
Caso contrário, definimos t̄k+1 = t
∗






Para a escolha de t̄k+2, o processo é análogo, com a diferença de que sequência inicial
será dada por (4.45) ou (4.46), dependendo do passo anterior. Pela finitude do número de
decisões, obtemos o vetor t̄ de forma recursiva. A estimativa (4.44) decorre de (4.41), (4.42) e
(4.43), com 
 contando o número de passos para o qual t̄j foi tomado como em (4.43).
Antes de encerrar a prova, vale notar que se ξp ∈ Z \ N0 para todo p ∈ N, ao invés
de aplicarmos as Proposições 4.9 e 4.11, usamos as construções feitas nas Observações 4.10 e
4.12, e os processos são completamente análogos.
4.3 Aplicações
Antes de prosseguir para as consequências, reorganizamos o sistema Lλ da mesma




+ aj(tj) · ∂
∂x




+ (a + ib) (t) · ∂
∂x
+ λ, para 
 = k + 1, . . . , N,
(4.47)
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estando inclusas as situações nas quais k = 0 ou k = N (isto é, em que cada b ≡ 0 e toda
bj ≡ 0, respectivamente.)
Observação 4.14. Quando k = 0, Lλ é globalmente M -hipoelítico se, e somente se, existe

 ∈ {1, 2, . . . , N} tal que Lλ agindo em T2 é M -globalmente hipoelítico. Isto é completamente










+ it2 · ∂
∂x
,
é analítico hipoelítico em 0 ∈ R3, enquanto que P1 e P2 não satisfazem tal condição em 0 ∈ R2
(para entender o porquê, recomendamos o Teorema 2.1 de [7]).
Observação 4.15. Se k = N , pelo Teorema 4.3 nosso problema pode ser reduzido a um campo
de coeficientes constantes. Por conseguinte, o Teorema 4.2 apenas recupera o Teorema 3.4. Em
contraste com a Observação 4.14, a construção feita no Exemplo 4.9 de [11] nos apresenta













não são globalmente analítico-hipoelíticos, mas o sistema dado pelos mesmos o é.
Pela Observação 4.15, concluímos que não é necessário que nenhum dos campos
agindo em T2 seja globalmente M -hipoelítico para que Lλ o seja. Em contrapartida, temos
a
Proposição 4.16. Suponha que o campo Lλn agindo em T2 seja M -globalmente hipoelítico,
para algum n ∈ {1, 2, . . . N}; então o sistema Lλ é M -globalmente hipoelítico.
Demonstração. Pelo Teorema 4.2, existem duas possibilidades para Lλn :
• bn ≡ 0 e não muda de sinal;
• bn ≡ 0 e (an0, λn) satisfaz a condição ().
O primeiro caso é imediato; para a segunda situação, temos n ∈ {1, 2, . . . , k} e decorre
da hipótese que para qualquer ε > 0, existe Mε > 0 de modo que




εp · (1 + |τ |+ |ξ|)p
)
, ∀(τ, ξ) ∈ Z2; |τ |+ |ξ| ≥Mε. (4.48)




{|aj0|} , Λ = max1≤j≤k {|λj|} , rε = max {(AMε + Λ + 1) ,Mε} e Rε = (k + 1)rε.
Dado (η, ξ) ∈ Zk × Z, com |η|+ |ξ| ≥ Rε, segue do Princípio da Casa dos Pombos que
|ξ| ≥ rε ≥Mε ou |ηq| ≥ rε ≥ AMε + Λ + 1, para algum q ∈ {1, 2, . . . , k}.
Se |ξ| ≥Mε, decorre de (4.48) que
max
1≤j≤k

















∣∣ηj + aj0ξ − iλj∣∣ ≥ ∣∣ηq + aq0ξ − iλq∣∣
≥ |ηq| − |aq0||ξ| − |λq|






εp · (1 + |η|+ |ξ|)p
)
.
Assim, o vetor (a10, a20, . . . , ak0, λ1, λ2, . . . , λk) satisfaz a propriedade (), encerrando a prova.
Corolário 4.17. Suponha que b1 ≡ 0 e Re (λ1) = 0. Então Lλ é globalmente M -hipoelítico.
Demonstração. Pela Proposição 4.16, basta provar que (a10, λ1) ∈ R×C satisfaz a propriedade
(). Dado ε > 0, tomamos Rε =
1
ε · |Re (λ1)| ; se (η, ξ) ∈ Z×Z é tal que |η|+ |ξ| ≥ Rε, temos:
|η + a10ξ − iλ1| ≥ |Re (λ1)|
≥ 1
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+ aj(tj) · ∂
∂x




+ (a + ib) (t) · ∂
∂x
, para 
 = k + 1, . . . , N.
(4.49)
Para a situação trazida Observação 4.14, a perturbação por constantes não tem qualquer efeito
na M -hipoeliticidade global de L . Por outro lado, no caso estudado no Corolário 4.17 uma
perturbação por constante pode facilmente tornar L um sistema M -globalmente hipoelítico,
mesmo que o original não o seja.








com α ∈ R \ Q. Baseados na Proposição 3.5 de [10], mostremos que existe uma grande
quantidade de perturbações de L por constantes que destroem sua M -hipoeliticidade global.
Considere para cada j ∈ N, (η, ξ) ∈ Z2, o seguinte conjunto:
Aj,ξ,η =
{










Aj,ξ,η. Note que cada Aj,ξ,η é um intervalo aberto de iR e Aj contém






é denso em iR. Além disso, decorre também do Teorema de Baire queA∩ [i(Z+αZ)]c é denso,
visto que i(Z+ αZ) é uma união enumerável de conjuntos fechados cujos complementares são
densos.
Seja B = A ∩ [i(Z + αZ)]c e β ∈ B; então existe uma sequência (ξj, ηj) ⊂ Z2 de
modo que




jn · (1 + |ξj|+ |ηj|)n
)
, ∀j ∈ N.









, é possível extrair uma sub-
sequência disjunta, que será também denotada (ξj, ηj), satisfazendo




(1 + |ξj|+ |ηj|)n
)







+ β não é globalmente M -hipoelítico para cada β em B, um
conjunto que é denso em iR.
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Através do Corolário 4.17 e das Observações 4.14 e 4.18, temos um resumo das pos-
síveis alterações que uma perturbação por constantes pode trazer na M -hipoeliticidade global
do sistema L descrito em (4.49).
Nosso objetivo agora é compreender, ao menos para uma família de casos, em quais
situações a perturbação por funções pode destruir a M -hipoeliticidade global de L . Isto é,
assumindo que L é globalmente M -hipoelítico, entender quando a propriedade se preserva




+ cj(tj) · ∂
∂x
+ fj(t, x), (j = 1, 2, . . . , N), (4.50)
com fj(t, x) ∈ EM (TN+1) para cada j ∈ {1, 2, . . . , N}.





+ (aj0 + ibj(tj)) ·
∂
∂x
+ fj(t, x), (j = 1, 2, . . . , N). (4.51)
Mostraremos que para o caso particular em que f = (f1, f2, . . . , fN) pertence à imagem do




+ (aj0 + ibj(tj)) ·
∂
∂x
, (j = 1, 2, . . . , N), (4.52)
nossa meta é atingida.
Suponha por um instante a existência de u ∈ EM (TN+1) de modo que
L̃ju = fj, para j = 1, 2, . . . , N. (4.53)
Prova-se facilmente que, para quaisquer j, k ∈ {1, 2, . . . , N},





fj(0, . . . , 0, tj, 0, . . . , 0, x) dtj dx = 0. (4.55)
As identidades acima nos levam a definir o seguinte conjunto:
E :=
{
f = (f1, . . . , fN) ∈ EM (TN+1)N ; f satisfaz (4.54) e (4.55)
}
. (4.56)
Proposição 4.19. Seja L̃ o sistema descrito pelos campos (4.52) e suponha que o mesmo é glo-
balmente M -hipoelítico. Considere E o conjunto definido em (4.56); dado f = (f1, . . . , fN) ∈
E, existe u ∈ EM (TN+1) de maneira que L̃ju = fj , para todo j ∈ {1, 2, . . . , N}.
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Demonstração. Pelo Teorema 4.2, há dois casos a serem levados em consideração. Iniciamos
a análise com o primeiro, assumindo sem perda de generalidade que b1 é não nula e b1(t1) ≤ 0
para todo t1 ∈ T.
Sigamos a demonstração da primeira metade do Teorema 4.6: se ξ ∈ Z e iξ(a10 +
ib10) /∈ iZ (o que ocorre sempre que ξ = 0), û(t, ξ) é dado por (4.8) ou (4.9). Resta-nos então
encontrar uma solução para
∂
∂tj
û(t, 0) = f̂j(t, 0), j ∈ {1, 2, . . . , N} . (4.57)
Afirmamos que a 1-forma suave
N∑
j=1































Logo, a 1-forma é fechada. Além disso, ela será exata se, e somente se,∫ 2π
0





fj(0, . . . , 0, tj, 0, . . . , 0, x) dtj dx = 0
para cada j ∈ {1, 2, . . . , N}, o que é dado precisamente por (4.55). Por conseguinte, encontra-
mos û(t, 0) ∈ EM (TN) que resolve (4.57). Assim, u =
∑
ξ∈Z
û(t, ξ)eixξ pertence a EM (TN+1) e
L̃ju = fj , para j ∈ {1, 2, . . . , N}, como desejávamos provar.
Prossigamos para a segunda possibilidade; isto é, o conjunto
J := {j ∈ {1, 2, . . . , N} ; bj(tj) ≡ 0} = {j1, j2, . . . , jk}
é não vazio e
(
aj10 , aj20 , . . . , ajk0 , λj1 , λj2 , . . . , λjk
)
satisfaz a condição (). Procedendo como




) · û(t′′, η, ξ) = f̂j(t′′, η, ξ), ∀(η, ξ) ∈ Zk+1, ∀t′′ ∈ TN−k, j = 1, 2, . . . , k. (4.59)
Por outro lado, a condição () nos fornece, para cada ε > 0, a existência de Rε > 0 tal que
max
1≤j≤k




εn · (1 + |η|+ |ξ|)n
)
, ∀(η, ξ) ∈ Zk+1; |η|+ |ξ| ≥ Rε. (4.60)
Uma consequência disso é a impossibilidade de encontrar (η′, ξ′) ∈ Zk+1 diferente de (0, 0) de
modo que (
η′j + aj0ξ
′) = 0, j = 1, 2, . . . , k.
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Afinal, se existisse tal par, a igualdade acima valeria para (sη′, sξ′), para todo s ∈ Z, contradi-
zendo (4.60). Portanto, para todo (η, ξ) ∈ Zk+1 \ {(0, 0)}, obtemos û(t′′, η, ξ) de (4.59).




(t′′, 0, 0) = f̂(t′′, 0, 0), ∀t′′ ∈ TN−k, 
 = k + 1, . . . , N.




′′, 0, 0) dt é exata. Com o








′′, 0, 0), ∀
, q ∈ {k + 1, . . . , N} ,
e portanto a forma é fechada.
Para provarmos sua exatidão, fixemos t′ ∈ Tk e o denotemos por (t′1, . . . , t′k). Apli-



















































f(0, 0, . . . , 0, t, 0, . . . , 0, x)dx dt
= 0,
para cada t′ ∈ Tk. Consequentemente,∫ 2π
0








′, 0, . . . , 0, t, 0, . . . 0, x) dx dt dt′ = 0,
para 




′′, 0, 0) dt é exata. Encontramos
então û(t′′, 0, 0) ∈ EM (TN−k) como desejávamos.





û(t′′, η, ξ) · ei(η,ξ)·(t′,x) ∈ EM (TN+1),
e L̃ju = fj para cada j ∈ {1, 2, . . . , N} , finalizando a demonstração.
Antes de enunciar o principal resultado da seção, necessitamos de uma nova
Definição 4.20. Seja f = (f1, f2, . . . , fN) ∈ (EM (TN+1))N ; denoratemos por f 0 o seguinte













fN(0, . . . , 0, tN , x) dtN dx
)
.
Teorema 4.21. Considere L̃ o sistema dado em (4.52) e assuma que o mesmo é globalmente
M -hipoelítico. Denote por L̃f o sistema descrito em (4.51), para f = (f1, f2, . . . , fN) ∈
(EM (TN+1))N satisfazendo (4.54). Então L̃f é globalmente M -hipoelítico se, e somente se, o




+ (aj0 + ibj(tj)) ·
∂
∂x
+ f 0j , (j = 1, 2, . . . , N).
Demonstração. Considere g := f − f 0; é fácil ver que g satisfaz as condições (4.54) e (4.55),
e portanto g ∈ E. Pela Proposição 4.19, encontramos v ∈ EM (TN+1) de modo que
L̃jv = gj, ∀j ∈ {1, 2, . . . , N} .
Definimos então
T : D ′M (T
N+1) → D ′M (TN+1)
u → evu.
Note que T é um automorfismo em D ′M (T
N+1) e em EM (TN+1), quando restrito a este subes-
paço, com inversa dada por
T−1 : D ′M (T
N+1) → D ′M (TN+1)
u → e−vu.
Denotemos por P o sistema dado por
Pj = T ◦ L̃fj ◦ T−1, j = 1, 2, . . . , N.
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= L̃fju− ev(fj − f 0j )e−vu)
= L̃fj − fju+ f 0j u
= L̃f0j u,
encerrando a prova de nossa afirmação.
Apesar de a condição (4.55) ser difícil de ser satisfeita de modo geral, há um caso
no qual ela é trivialmente válida. Quando cada fj depende somente de tj , segue que L̃jfk ≡
L̃kfj ≡ 0 se j = k. Isto nos leva ao
Corolário 4.22. Seja g = ((g1(t1), g2(t2), . . . , gN(tN)) tal que cada gj(tj) é elemento de
EM (T). Se L dado por (4.49) é globalmente M -hipoelítico, o sistema Lg descrito em (4.50)




+ (aj + ibj) (tj) · ∂
∂x
+ gj0 , (j = 1, 2, . . . , N).
Demonstração. Segue da hipótese e do Teorema 4.3 que L̃ descrito em (4.52) é globalmente
M -hipoelítico; por ser imediato que g satisfaz (4.54), inferimos dos Teoremas 4.3 e 4.21 que
Lg é globalmente M -hipoelítico ⇔ L̃g é globalmente M -hipoelítico
⇔ L̃g0 é globalmente M -hipoelítico




Uma Classe de Sistemas de Operadores
Pseudodiferenciais
Neste capítulo, estudaremos uma classe de operadores pseudodiferenciais contínuos
nos espaços EM (TN), que estende as classes de operadores definidas em [22]. Em seguida,
provaremos hipoeliticidade global para operadores que denominamos "com perda de derivadas"
e certas perturbações por operadores de ordem menor.
5.1 Uma Classe de Operadores
Definição 5.1. Dados M uma sequência peso e σ ∈ R, diremos que um operador linear
contínuo a(x,D) : C∞(TN)→ C∞(TN) pertence a DMpσ (TN) caso existam C, h > 0 de forma
que
|Dαxa(x, η)| ≤ C · h|α| ·m|α| · |α|! · (1 + |η|)σ, ∀x ∈ TN , ∀α ∈ NN0 , ∀η ∈ ZN ,
sendo a(x, η) = e−ix·η · [a(x,D)(eix·η)] o símbolo de a(x,D).





Observação 5.3. As classes DMp (TN) são uma generalização dos operadores pseudodiferen-
ciais definidos em [50], visto que nenhuma exigência é feita com relação a operadores de
diferença. O controle sobre o crescimento do símbolo é naturalmente similar ao das funções
ultradiferenciáveis, visto que nosso objetivo é estudar operadores que ajam continuamente em
EM (TN).
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O próximo passo é estudar a relação entre o comportamento do símbolo de um ele-
mento em DMp (T
N) e de seu respectivo núcleo distribuição. Para tal, precisamos antes de um
lema.
Lema 5.4. Seja a(x,D) : C∞(TN) → C∞(TN) um operador linear contínuo. Se temos que







â(ξ − η, η) · ϕ̂(η).
Além disso, se Ka é o núcleo distribuição de Schwartz de a(x,D),
K̂a(ξ, η) = 1
(2π)N
· â(ξ + η,−η), ∀ξ, η ∈ ZN .

















eix·η · ϕ̂(η) ·
∑
ξ∈ZN




























â(ξ − η, η) · ϕ̂(η).
Passemos para a segunda identidade; Ka é o único elemento em D ′(TN × TN) tal que
〈a(x,D)(ϕ), ψ〉 = 〈Ka, ψ ⊗ ϕ〉, ∀ϕ, ψ ∈ C∞(TN).
Consequentemente,
K̂a(ξ, η) = 1
(2π)2N
· 〈Ka(x, y), e−i(x,y)·(ξ,η)〉























· â(ξ + η,−η).
Está provado o Lema.
Proposição 5.5. Seja a(x,D) : C∞(TN)→ C∞(TN) um operador linear contínuo. Considere
Ka ∈ D ′(TN × TN) seu núcleo distribuição. Fixado σ ∈ R, são equivalentes as seguintes
afirmações:
1. Existem C1, h1 > 0 tais que:
|Dαxa(x, η)| ≤ C1 · h|α|1 ·m|α| · |α|! · (1 + |η|)σ, ∀x ∈ TN , ∀η ∈ ZN , ∀α ∈ NN0 . (5.1)
2. Existem C2, h2 > 0 de modo que:
|K̂a(ξ, η)| ≤ C2 · inf
k∈N0
(
hk2 ·mk · k!
(1 + |ξ + η|)k
)
· (1 + |η|)σ, ∀ξ, η ∈ ZN . (5.2)
Demonstração. (1) ⇒ (2) : Consideramos primeiramente o caso em que ξ + η = 0. Nesta
situação, pelo Lema 5.4,






∣∣∣∣ ≤ C1 · (1 + |η|)σ.
Se C ′ = C1 e h′ = max {h1, 1}, inferimos que
|K̂a(−η, η)| ≤ C ′ · (h′)k ·mk · k! · (1 + |η|)σ, ∀k ∈ N0, ∀η ∈ ZN . (5.3)
Prosseguimos para o caso em que η = −ξ. Aplicando novamente o Lema 5.4 e tomando β
como no Teorema 2.20, obtemos:
|K̂a(ξ, η)| · (1 + |ξ + η|)k ≤ |K̂a(ξ, η)| · 2k · (|ξ + η|)k
≤ 1
(2π)N
· |â(ξ + η,−η)| · 2k · (|ξ + η|)k
≤ 1
(2π)N
· |â(ξ + η,−η)| · 2k ·Nk/2 · ∣∣(ξ + η)β∣∣







































N)k · C1 · h|β|1 ·m|β| · |β|! · (1 + |η|)σ
≤ (2
√
N)k · C1 · hk1 ·mk · k! · (1 + |η|)σ
≤ C1 · (2
√
N · h1)k ·mk · k! · (1 + |η|)σ
Ao considerarmos C ′′ = C1 = C ′ e h′′ = 2
√
N · h1, inferimos que
|K̂a(ξ, η)| · (1 + |ξ + η|)k ≤ C ′′ · (h′′)k ·mk · k! · (1 + |η|)σ, ξ = η, ∀k ∈ N0. (5.4)
Tomando h2 = max {h′, h′′}, deduzimos de (5.3) e (5.4) que
|K̂a(ξ, η)| · (1 + |ξ + η|)k ≤ C2 · hk2 ·mk · k! · (1 + |η|)σ, ∀k ∈ N0, ∀ξ, η ∈ ZN ,
demonstrando 5.2.














|Dαxa(x, η)| ≤ (2π)N ·
∑
ξ∈ZN





(1 + |ξ − η|)|α|+2N · |K̂a(ξ,−η)|
]
· 1
(1 + |ξ − η|)2N
Aplicando a hipótese e as Observações 1.28 e 1.29, concluímos que
|Dαxa(x, η)|





C2 · h|α|+2N2 ·m|α|+2N · (|α|+ 2N)!
]
· 1
(1 + |ξ − η|)2N
≤
[






· [h2 · C{2N} · B{2N}]|α| ·m|α| · |α|!.
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Denotando C1 =
[








h2 · C{2N} · B{2N}
]
, segue que
|Dαxa(x, η)| ≤ C1 · h|α|1 ·m|α| · |α|! · (1 + |η|)σ, ∀x ∈ TN , ∀η ∈ ZN , ∀α ∈ NN0 ,
como pretendíamos demonstrar.
O próximo passo é mostrar que um operador na classe DMp (T
N) leva continuamente
elementos de EM (TN) em EM (TN). Precisamos antes, não obstante, de dois resultados técni-
cos.
Lema 5.6. Existe λ(N) > 0 tal que, se f ∈ EM ,h(TN) (veja Definição 1.30), então
|f̂(ξ)| ≤ ‖f‖M ,h · inf
k∈N0
(
(λ · h)k ·mk · k!
(1 + |ξ|)k
)
, ∀ξ ∈ ZN ,
para qualquer h > 0.











|f(x)| ≤ ‖f‖M ,h .
Logo, para ξ = 0, vale a igualdade desejada desde que λ ≥ 1 ≥ 1
h
.
Fixemos ξ = 0 e k ∈ N; com o mesmo argumento utilizado na prova do Teorema 2.20,
encontramos β ∈ NN0 de modo que |ξ|k ≤ (
√
N)k · |ξβ| e |β| = k. Portanto,
(1 + |ξ|)k · |f̂(ξ)| ≤ 2k · (|ξ|k · |f̂(ξ)|)
≤ 2k · (
√













N)k · ‖f‖M ,h · h|β| ·m|β| · |β|!
Isto é,
(1 + |ξ|)k · |f̂(ξ)| ≤ ‖f‖M ,h · (h · 2 ·
√
N)k ·mk · |k|!, ∀k = 0, ∀ξ ∈ ZN \ {0} .
Unindo a desigualdade acima às anteriores e tomando λ = 2 · √N, concluímos que
|f̂(ξ)| ≤ ‖f‖M ,h · inf
k∈N0
(
(λ · h)k ·mk · k!
(1 + |ξ|)k
)
, ∀ξ ∈ ZN ,
encerrando a demonstração.
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Lema 5.7. Existe θ = θ(N) > 0 tal que se g ∈ EM (TN) e




δp · (1 + |ξ|)p
)
, ∀ξ ∈ ZN ,
para C1, δ > 0, então g ∈ EM ,θ/δ(TN).
Demonstração. Escrevendo g(x) =
∑
ξ∈ZN

































aplicando as Observações 1.28 e 1.29. Consequentemente, se θ = B{2N} · C{2N}, está provada
a afirmação.
Teorema 5.8. Se a(x,D) ∈ DMp (TN) e f ∈ EM (TN), então a(x,D)f ∈ EM (TN). Além disso,
a aplicação a(x,D) : EM (TN)→ EM (TN) é contínua.
Demonstração. Por definição, existem C1, h1 > 0 e σ ∈ R, tais que
|Dαxa(x, η)| ≤ C1 · h|α|1 ·m|α| · |α|! · (1 + |η|)σ, ∀x ∈ TN , ∀η ∈ ZN , ∀α ∈ NN0 .
Através do Corolário 1.35, precisamos somente mostrar que, dado k > 0, é possível encontrar

 > 0 tal que
a(x,D) : EM ,k(TN)→ EM ,(TN)
é bem definida e contínua. Assim, iniciamos com uma sequência {un}n∈N em EM ,k(TN), con-
vergindo para 0. Provaremos que {a(x,D)un}n∈N ⊂ EM ,(TN), para algum 
 > 0, e que
‖a(x,D)un‖M , → 0.
Pelo Lema 5.4, dados ϕ ∈ EM ,k(TN), ξ ∈ ZN e j ∈ N0,∣∣∣ ̂(a(x,D)ϕ)(ξ)∣∣∣ · (1 + |ξ|)j ≤ ∑
η∈ZN
|â(ξ − η, η) · ϕ̂(η)| · (1 + |ξ|)j




|K̂a(ξ,−η)| · |ϕ̂(η)| · (1 + |ξ|)j.











|K̂a(ξ,−η)| · |ϕ̂(η)| · (1 + |ξ|)j.
Comecemos estimando (): se |ξ| > 2|η|, então |ξ| ≤ |ξ − η| + |η| < |ξ − η| + |ξ|
2
.





|K̂a(ξ,−η)| · |ϕ̂(η)| · 2j · (1 + |ξ − η|)j




|ϕ̂(η)| · (1 + |η|)σ,
aplicando a Proposição 5.5. Definimos b = [|σ|] + 1; utilizando o Lema 5.6, segue que
() ≤ C2 · (2h2)j ·mj · j! ·
∑
η∈ZN
|ϕ̂(η)| · (1 + |η|)b
≤ C2 · (2h2)j ·mj · j! ·
∑
η∈ZN
(|ϕ̂(η)| · (1 + |η|)b+2N) · 1
(1 + |η|)2N




‖ϕ‖M ,k · (λk)b+2N ·mb+2N · (b+ 2N)!
) 1
(1 + |η|)2N .




(1 + |η|)2N , inferimos que
() ≤ C3 · ‖ϕ‖M ,k · (2h2)j ·mj · j!. (5.6)
Prosseguimos para a estimativa de (); como |ξ| ≤ 2 · η, empregando por mais uma










C2 · (1 + |η|)σ · |ϕ̂(η)| · 2j · (1 + |η|)j




|ϕ̂(η)| · (1 + |η|)j+(b+2N) · 1
(1 + |η|)2N
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⎞⎠ · ‖ϕ‖M ,k · (2λk)j ·mj · Cj{b+2N} · j! · Bj{b+2N}.




(1 + |η|)2N , concluímos que
() ≤ C4 · ‖ϕ‖M ,k · (2λk · C{b+2N} ·B{b+2N})j ·mj · j! (5.7)
Escolhendo C5 = (2π)
N · max {C3, C4} e h = max
{
(2h2), (2λk · C{b+2N} · B{b+2N})
}
, de-
duzimos de (5.5), (5.6) e (5.7) que∣∣∣ ̂(a(x,D)ϕ)(ξ)∣∣∣ ≤ C5 · ‖ϕ‖M ,k · inf
j∈N0
(
hj ·mj · j!
(1 + |ξ|)j
)
, ∀ξ ∈ ZN .
Pelo Corolário 2.14, a(x,D)ϕ ∈ EM (TN). Além disso, segue como consequência do Lema 5.7
que ϕ ∈ EM ,θh(TN),
a(x,D) : EM ,k(TN)→ EM ,(TN)
está bem definida, denotando 
 = θ · h, e ‖a(x,D)ϕ‖M , ≤ C6 · ‖ϕ‖M ,h, para algum C6 > 0.
Retornando ao problema original, segue que
‖a(x,D)un‖M , ≤ C6 · ‖un‖M ,h ⇒ ‖a(x,D)un‖M , → 0,
provando o resultado.
Após a continuidade, abordemos agora a composição de operadores em DMp (T
N).
Teorema 5.9. Sejam a(x,D) ∈ DMpσ (TN) e b(x,D) ∈ DMpω (TN). Nesta situação, o operador
composição a(x,D) ◦ b(x,D) ∈ DMpσ+ω(TN), e seu símbolo é dado por
(a ◦ b)(x, η) =
∑
ξ∈ZN





eix·(ξ−η) · a(x, ξ) · b̂(ξ − η, η);
mostremos que Γ(x, η) é um símbolo e o operador Γ(x,D) ∈ DMpσ+ω(TN). Dado α ∈ NN0 ,





eix·(ξ−η) · a(x, ξ)) · b̂(ξ − η, η)























(ξ − η)α−β · (eix·(ξ−η)) ·Dβxa(x, ξ)
]
· b̂(ξ − η, η)
Aplicamos o Lema 5.4 e a Proposição 5.5:





























|ξ − η||α−β|(C1h|β|1 m|β||β|!)(1 + |ξ|)σ|K̂b(ξ,−η)|.
Aplicando a Desigualdade de Peetre,
|Dαx (Γ(x, η))|



















(C2 · h|β|1 ·m|β| · |β|!)(1 + |ξ − η|)|σ|+|α|−|β| · |K̂b(ξ,−η)|
Se p = [|σ|] + 1,
|Dαx (Γ(x, η))|






















(1 + |ξ − η|)p+|α|−|β|+2N · |K̂b(ξ,−η)|
(1 + |ξ − η|)2N
Denotando ζ = p+ |α| − |β|+ 2N e usando a Proposição 5.5, deduzimos que
|Dαx (Γ(x, η))|












(C3 · hζ3 ·mζ · ζ!) · (1 + |η|)ω
(1 + |ξ − η|)2N









(C2C3) ·max {h1, h3}|β|+ζ ·m|β|+ζ · (|β|+ ζ)!
(1 + |ξ − η|)2N
Repare que |β|+ ζ = p+ |α|+ 2N e portanto, a série acima não depende de |β|. Por
consequência,
|Dαx (Γ(x, η))|





(C2C3)max {h1h3}p+|α|+2N mp+|α|+2N(p+ |α|+ 2N)!
(1 + |ξ − η|)2N .
Denotando C4 = C2 · C3 e h4 = max {h1, h3}, segue que




(1 + |ξ − η|)2N (2h4)
|α| ·mp+|α|+2N ·(p+|α|+2N)!.
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(1 + |ξ − η|)2N e h5 =
(
2 · h4 · C{p+2N} · B{p+2N}
)
, inferimos das
Observações 1.28 e 1.29 que
|Dαx (Γ(x, η))| ≤ C5 · h|α|5 ·m|α| · |α|! · (1 + |η|)σ+ω.
Logo Γ(x,D) ∈ DMpσ+ω(TN).






















eix·(ξ−η) · a(x, ξ) · b̂(ξ − η, η)







eix·(ξ−η) · a(x, ξ) · b̂(ξ − η, η)
⎤⎦ · ϕ̂(η),
o que prova a fórmula para o símbolo da composição enunciada.
Antes de encerrar a seção, faremos um breve estudo sobre o transposto de um elemento
de DMp (T
N). Provaremos que se a(x,D) ∈ DMpσ (TN), a(x,D)t também pertence ao espaço.
E mostraremos estes operadores podem ser estendidos continuamente a D ′M (T
N). Para tal,
precisaremos primeiro estudar as ações de elementos de DMp (T
N) nos espaços de Sobolev.
Proposição 5.10. Se a(x,D) é um elemento de DMp (TN) de ordem zero, então pode ser esten-
dido como um operador contínuo de L2(TN) em L2(TN).




â(ξ − η, η) · ϕ̂(η), ∀ξ ∈ ZN .





∣∣∣ zξ := ∑
η∈ZN
â(ξ − η, η) · yη.
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Verifiquemos que Ξ está de fato bem definida. Com efeito, aplicamos a desigualdade


















C2 · h2N2 ·m2N · (2N)!



















|â(ξ − η, η)| · |yη|2
⎞⎠ .
Pelo fato de |â(ξ − η, η)| ser limitado, segue que (zξ)ξ∈ZN está bem definida. Resta-nos provar





















C2 · h2N2 ·m2N · (2N)!













Portanto Ξ é bem definida e contínua. Pelo isomorfismo existente entre L2(TN) e 
2(ZN)
(através dos coeficientes de Fourier), está demonstrada a proposição.
Corolário 5.11. Para cada s ∈ R, a(x,D) ∈ DMpσ (TN) se estende como aplicação linear e
contínua de Hs(TN) a Hs−σ(TN).
Demonstração. Denotemos por (1 + |D|)r o operador pseudodiferencial cujo símbolo é dado
por br(x, η) = (1+ |η|)r. É imediato que (1 + |D|)r ∈ DMpr (TN). Mais ainda, pode-se verificar
(1 + |D|)r define um isomorfismo entre Hs(TN) e Hs−r(TN), com aplicação inversa dada por
(1 + |D|)−r.
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Desta maneira, dado a(x,D) ∈ DMpσ (TN), tomamos o seguinte operador:
A(x,D) = (1 + |D|)s−σ ◦ a(x,D) ◦ (1 + |D|)−s.
Pelo Teorema 5.9,A(x,D) é um elemento DMp0 (TN). Assim, se estende a um operador contínuo
em L2(TN) (Proposição 5.10). Consequentemente,
a(x,D) : Hs(TN)→ Hs−σ(TN)
está bem definida e é contínua.
Recordemos agora que se a(x,D) : C∞(TN) → C∞(TN), seu transposto será a apli-




= 〈u, a(x,D)(ϕ)〉 , ∀u ∈ D ′(TN), ∀ϕ ∈ C∞(TN). (5.8)
Proposição 5.12. Dado a(x,D) ∈ DMpσ (TN), a(x,D)t
(
Hr(TN)
) ⊂ Hr−σ(TN), para qualquer
r ∈ R. Além disso, a aplicação
a(x,D)t : Hr(TN) → Hr−σ(TN)
f → a(x,D)tf
é contínua.









com a notação (, ) se referindo ao pareamento nos espaços de Sobolev. Pelo Teorema de Repre-




= (v, u) , ∀v ∈ Hσ−r(TN). (5.9)
Estabelecemos
Ψ : Hr(TN) → Hr−σ(TN)
f → ū.
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= 〈f, a(x,D)(v)〉 = (a(x,D)(v), f̄) = (v, u) = (v,Ψ(f)) = 〈Ψ(f), v〉 ,




A fim de comprovar a continuidade, note que
|Φf (v)| ≤ ‖a(x,D)v‖H−r(TN ) ·
∥∥f̄∥∥
Hr(TN )
≤ ‖a(x,D)‖ · ‖v‖Hσ−r(TN ) · ‖f‖Hr(TN ) ,
o que implica que
‖Φf‖ ≤ ‖a(x,D)‖ · ‖f‖Hr(TN ) .
Utilizando de uma das propriedades do Teorema de Riesz, temos




Hr−σ(TN ) ≤ ‖a(x,D)‖ · ‖f‖Hr(TN ) .
finalizando a prova do resultado.
Lembramos também que o adjunto formal em L2(TN) de a(x,D) é o operador deno-
tado por a(x,D)∗, que satisfaz a seguinte condição:
(a(x,D)f, g)L2 = (f, a(x,D)
∗g)L2 , ∀f, g ∈ C∞(TN).
Decorre da Proposição 5.12 que a(x,D)t leva funções suaves em funções suaves continua-
mente. Consequentemente, há uma relação entre o transposto e o adjunto formal, dada da
seguinte maneira: para f, g ∈ C∞(TN) quaisquer,
〈a(x,D)f, g〉 = 〈f, a(x,D)tg〉 = (a(x,D)f, ḡ)L2 = (f, a(x,D)∗ḡ)L2 = 〈f, a(x,D)∗ḡ〉 .
Por conseguinte, para cada g ∈ C∞(TN), a(x,D)tg = a(x,D)∗ḡ. Logo,





= eix·η · [a(x,D)∗e−ix·η]
= a∗(x,−η).
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· 〈Ka, e−ix·η ⊗ eiy·(ξ+η)〉
= (2π)N · K̂a(η,−ξ − η).
Proposição 5.13. Se a(x,D) ∈ DMpσ (TN), seu adjunto formal a(x,D)∗ e transposto a(x,D)t
pertencem a DMpσ (T
N).
Demonstração. Pela igualdade anterior e pelo Lema 5.4,
K̂a∗(ξ, η) = 1
(2π)N
· â∗(ξ + η,−η) = K̂a(−η,−ξ), ∀ξ, η ∈ ZN .
Tome q ∈ N, de modo que |σ| ≤ q. Dado k ∈ N0, inferimos da Proposição 5.5 e das Observa-
ções 1.28, 1.29 que
|K̂a∗(ξ, η)| = |K̂a(−η,−ξ)|
≤ C2 · h
k+q
2 ·mk+q · (k + q)! · (1 + |ξ|)σ
(1 + |ξ + η|)k+q
≤ C2 · h
k+q
2 ·mk+q · (k + q)! · (1 + |η|)σ · (1 + |ξ + η|)|σ|
(1 + |ξ + η|)k+q
≤ (C2 · h
q
2) · (h2 · Cq · Bq)k ·mk · k! · (1 + |η|)σ
(1 + |ξ + η|)k
≤ C3 · h
k
3 ·mk · k! · (1 + |η|)σ
(1 + |ξ + η|)k .
Logo,
|K̂a∗(ξ, η)| ≤ C3 · inf
k∈N0
(
hk3 ·mk · k!
(1 + |ξ + η|)k
)
· (1 + |η|)σ,
e portanto a(x,D)∗ ∈ DMpσ (TN), novamente pela Proposição 5.5. Por fim, at(x, η) = a∗(x,−η)
e então o mesmo vale para a(x,D)t.
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Finalmente, vejamos que elementos de DMp (T
N) são estendidos continuamente para
D ′M (T
N). Segue das Proposições 5.8 e 5.13, que a(x,D)t : EM (TN) → EM (TN) é contínua.
Do Corolário após a Proposição 19.5 de [53], concluímos que
a(x,D) : D ′M (T
N)→ D ′M (TN)
é contínua (para uma melhor compreensão da topologia imposta no dual, veja o Teorema 12
de [39]). Note que, se iniciamos o raciocínio com a(x,D) ao invés de a(x,D)t, deduzimos a
mesma afirmação para a(x,D)t.
5.2 Uma Família de Normas
Nesta seção, definiremos uma família de subespaços normados de D ′M (T
N), no qual
M será uma sequência peso fixada, satisfazendo (1.1), (1.2) e (2.11).
Definição 5.14. Fixados δ, σ ∈ R, denotamos por (DE){M ,(δ,σ)}(TN) o espaço das ultradistri-








( |δ|n · (1 + |ξ|)n
mn · n!
)]2s(δ)
· (1 + |ξ|)2σ · |û(ξ)|2 < +∞,
com s(δ) = sgn(δ) =
⎧⎨⎩ 1, se δ ≥ 0−1, se δ < 0 .
Observação 5.15. Para que a Definição 5.14 faça sentido quando δ = 0, iremos considerar




(1 + |ξ|)2σ · |û(ξ)|2 < +∞.
Observação 5.16. Repare que estes subespaços normados podem ser considerados Espaços de
Sobolev para Ultradistribuições, nos quais colocamos como peso a exponencial da função peso
associada, tratada na Seção 2.3.
Proposição 5.17. Considere δ1, δ2, σ1, σ2 ∈ R tais que δ1 ≤ δ2 e σ1 ≤ σ2. Então
(DE){M ,(δ2,σ2)}(TN) ⊂ (DE){M ,(δ1,σ1)}(TN).
Além disso, se u ∈ (DE){M ,(δ2,σ2)}(TN),
‖u‖{M ,(δ1,σ1)} ≤ ‖u‖{M ,(δ2,σ2)} .
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( |δ2|n · (1 + |ξ|)n
mn · n!
)]2s(δ2)







( |δ2|n · (1 + |ξ|)n
mn · n!
)]2s(δ2)
· (1 + |ξ|)2σ1 · |û(ξ)|2
≥ ‖u‖2{M ,(δ2,σ1)} .
Consequentemente, u ∈ (DE){M ,(δ2,σ1)}(TN) e ‖u‖{M ,(δ2,σ2)} ≥ ‖u‖{M ,(δ2,σ1)}.
Provemos agora que ‖u‖{M ,(δ2,σ1)} ≥ ‖u‖{M ,(δ1,σ1)}. Supondo δ2 ≥ δ1 ≥ 0,
δn2 · (1 + |ξ|)n
mn · n! ≥
δn1 · (1 + |ξ|)n














δn1 · (1 + |ξ|)n
mn · n!
)]2
, ∀ξ ∈ ZN ,








δn2 · (1 + |ξ|)n
mn · n!
)]2








δn1 · (1 + |ξ|)n
mn · n!
)]2
· (1 + |ξ|)2σ1 · |û(ξ)|2
≥ ‖u‖2{M ,(δ1,σ1)} .
Quando δ2 ≥ 0 > δ1, repare que[
sup
n∈N0







|δ1|n · |(1 + |ξ|)n
mn · n!
]−2
, ∀ξ ∈ ZN ,
e portanto ‖u‖2{M ,(δ2,σ1)} ≥ ‖u‖
2
{M ,(δ1,σ1)} .




[ |δ2|n · |(1 + |ξ|)n
mn · n!
]









( |δ2|n · |(1 + |ξ|)n
mn · n!
)
, ∀ξ ∈ ZN .
Elevando ambos os lados da equação a (−2), inferimos que[
sup
n∈N0







( |δ2|n · |(1 + |ξ|)n
mn · n!
)]−2
, ∀ξ ∈ ZN .
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Desta maneira, ‖u‖2{M ,(δ2,σ1)} ≤ ‖u‖
2
{M ,(δ1,σ1)}.
Em todos os casos, chegamos a conclusão de que ‖u‖{M ,(δ2,σ1)} ≥ ‖u‖{M ,(δ1,σ1)}. Ou
seja,
‖u‖{M ,(δ1,σ1)} ≤ ‖u‖{M ,(δ2,σ1)} ≤ ‖u‖{M ,(δ2,σ2)} ,
de acordo com o que desejávamos provar.
Relacionemos agora os subespaços (DE){M ,(δ,σ)}(TN) com os espaços D ′M (TN) e
EM (TN).
Proposição 5.18. Seja u ∈ D ′M (TN). Valem as seguintes afirmações:
1. u ∈ EM (TN) se, e somente se, existem δ > 0 e σ ∈ R tais que u ∈ (DE){M ,(δ,σ)}(TN).
2. u ∈ EM (TN) se, e somente se, existe δ > 0 de modo que u ∈ (DE){M ,(δ,σ)}(TN), para
qualquer σ ∈ R.
3. u ∈ (DE){M ,(δ,σ)}(TN), ∀δ < 0, ∀σ ∈ R.
Demonstração. Primeiramente, observe o seguinte: se provarmos a suficiência de 2, automati-
camente teremos comprovado a suficiência de 1. Por outro lado, ao demonstrarmos a necessi-
dade de 1, imediatamente a necessidade de 2 estará verificada. Dito isto, iniciemos a prova.







δn · (1 + |ξ|)n
mn · n!
)]2





δn · (1 + |ξ|)n
mn · n!
)
· (1 + |ξ|)σ · |û(ξ)| ≤ C, ∀ξ ∈ ZN .
Se σ ≥ 0, (1 + |ξ|)σ ≥ 1. Nesta situação,




δn · (1 + |ξ|)n
)
, ∀ξ ∈ ZN .
Pelo Corolário 2.14, u ∈ EM (TN).
Para σ < 0, considere L ∈ N tal que −σ ≤ L. Então
(1 + |ξ|)−σ ≤ (1 + |ξ|)L ⇒ (1 + |ξ|)−L ≤ (1 + |ξ|)σ.
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Logo
δn · (1 + |ξ|)n−L
mn · n! · |û(ξ)| ≤ C, ∀ξ ∈ Z
N , ∀n ∈ N0.
Escrevendo k = n− L, inferimos que:
δk+L · (1 + |ξ|)k
mk+L · (k + L)! · |û(ξ)| ≤ C, ∀ξ ∈ Z
N , ∀k ∈ N0.
Consequentemente, segue das Observações 1.28 e 1.29 que









· C{L} · B{L}
)k
·mk · k!, ∀ξ ∈ ZN , ∀k ∈ N0.















hk1 ·mk · k!
(1 + |ξ|)k
)
, ∀ξ ∈ ZN ,
e decorre novamente do Corolário 2.14 que u ∈ EM (TN).
(2) (⇒) : Fixemos u ∈ EM (TN); então existem C, h > 0 tais que
|û(ξ)|(1 + |ξ|)n ≤ C · hn ·mn · n!, ∀n ∈ N0, ∀ξ ∈ ZN .
Dados ξ ∈ ZN e σ ∈ R, tomamos M ∈ N de modo que M ≥ σ. Além disso, denotamos
() =
[
δn · (1 + |ξ|)n
mn · n!
]2




δn · (1 + |ξ|)n
mn · n!
]2
· (1 + |ξ|)2M · |û(ξ)|2
≤ δ
2n · (1 + |ξ|)2n · (1 + |ξ|)2(M+N) · |û(ξ)|2
(mn · n!)2 · (1 + |ξ|)2N
≤
[
δ2n · (1 + |ξ|)2n · |û(ξ)|
(mn · n!)2 ·




δ2n · (1 + |ξ|)2n · |û(ξ)|
(mn · n!)2 · C · h




Escrevendo λ = 2(M +N), segue que
() ≤
[
δ2n · (1 + |ξ|)2n · |û(ξ)|
(mn · n!)2 ·
(





δ2n · (1 + |ξ|)2n · |û(ξ)|




· C · h
λ ·mλ · λ!
(1 + |ξ|)2N .
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δ2n · (1 + |ξ|)2n · |û(ξ)|
m2n · (2n)!
]
· (2H)2n · C · h




(1 + |ξ|)2n · |û(ξ)|
m2n · (2n)!
]
· (2δH)2n · C · h
λ ·mλ · λ!
(1 + |ξ|)2N
≤ C · (2δhH)2n · C · h
λ ·mλ · λ!
(1 + |ξ|)2N
≤ (C2 · hλ ·mλ · λ!) · (2δhH)2n · 1
(1 + |ξ|)2N .
Observe que, se B := (C2 · hλ · mλ · λ!), então B depende somente de u, σ e N .
Tomando δ =
1
h · 2 ·H , inferimos que
() ≤ B · 1
(1 + |ξ|)2N . (5.11)
Associando (5.10) a (5.11), obtemos[
δn · (1 + |ξ|)n
mn · n!
]2
· (1 + |ξ|)2σ · |û(ξ)|2 ≤ B · 1
(1 + |ξ|)2N .




δn · (1 + |ξ|)n
mn · n!
)]2
· (1 + |ξ|)2σ · |û(ξ)|2 ≤ B · 1









δn · (1 + |ξ|)n
mn · n!
)]2




(1 + |ξ|)2N ,
o que nos permite afirmar que u ∈ (DE){M ,(δ,σ)}(TN) para todo σ ∈ R, sempre que δ ≤
1
h · 2 ·H .
(3): Começamos fixando u ∈ D ′M (TN), δ < 0 e σ ∈ R; demonstraremos que u é elemento de
(DE){M ,(δ,σ)}(TN). Pelo Teorema 2.6, para cada ε > 0, existe Cε > 0 de maneira que
|û(ξ)| ≤ Cε · sup
n∈N0
(
εn · (1 + |ξ|)n
mn · n!
)
, ∀ξ ∈ ZN . (5.12)





( |δ|n · (1 + |ξ|)n
mn · n!
)]−2
· (1 + |ξ|)2σ · |û(ξ)|2.
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( |δ|n · (1 + |ξ|)n
mn · n!
)]−2












( |δ|n · (1 + |ξ|)n
mn · n!
)]−2








[ |δ|(n0+L+N) · (1 + |ξ|)(n0+L+N)
m(n0+L+N) · (n0 + L+N)!
]−2








































C{L+N} · B{L+N} · ε|δ|
)2n0
· 1
(1 + |ξ|)2N .
Se ε =
|δ|
C{L+N} · B{L+N} , concluímos que
(‡) ≤ C1(σ, δ) · 1









mn · n! · |δ|n
]−2




(1 + |ξ|)2N .
Pela arbitrariedade de δ e σ, concluímos que u ∈ (DE){M ,(δ,σ)}(TN), ∀δ < 0, ∀σ ∈ R.
Antes de encerrar a seção, provemos um resultado que será fundamental posterior-
mente.
Lema 5.19. Considere f ∈ EM (TN); então existem δ0, B, ρ > 0 tais que
‖f‖{M ,(δ,k)} ≤ B · ρk ·mk · k!, ∀k ∈ N0, ∀δ ≤ δ0.
Demonstração. Fixados ξ ∈ ZN , k ∈ N0 e δ > 0, novamente escrevemos
() =
[
δn · (1 + |ξ|)n
mn · n!
]2




δn · (1 + |ξ|)n
mn · n!
]2





|f̂(ξ)| · δ2n · (1 + |ξ|)2n
(mn · n!)2
]
· (1 + |ξ|)
2(k+N) · |f̂(ξ)|
(1 + |ξ|)2N
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≤
[
|f̂(ξ)| · δ2n · (1 + |ξ|)2n




· (1 + |ξ|)
2(k+N) · |f̂(ξ)|
(1 + |ξ|)2N .
Como f ∈ EM (TN), existem C, h > 0 de maneira que
|f̂(ξ)| · (1 + |ξ|)n ≤ C · hn ·mn · n!, ∀n ∈ N0, ∀ξ ∈ ZN .








|f̂(ξ)| · δ2n · (1 + |ξ|)2n
m2n · (2n!) · (2H)
2n
]
· C · h
2(k+N) ·m2(k+N) · (2(k +N))!
(1 + |ξ|)2N
≤ (C · h2N) · (h)2k ·
[
|f̂(ξ)| · (2δH)2n · (1 + |ξ|)2n
m2n · (2n!)
]
· m2(k+N) · (2(k +N))!
(1 + |ξ|)2N
≤ (C · h2N) · (h ·B{2N} · C{2N})2k ·
[
|f̂(ξ)| · (2δH)2n · (1 + |ξ|)2n
m2n · (2n!)
]
· m2k · (2k)!
(1 + |ξ|)2N
≤ (C · h2N) · (2hH · B{2N} · C{2N})2k ·
[
|f̂(ξ)| · (2δH)2n · (1 + |ξ|)2n
m2n(2n!)
]
· (mk · k!)
2
(1 + |ξ|)2N
≤ (C · h2N) · (2hH · B{2N} · C{2N})2k ·
[
C · h2n · (2δH)2n] · (mk · k!)2
(1 + |ξ|)2N
≤ (C · hN)2 · (2hH · B{2N} · C{2N})2k · (2δhH)2n · (mk · k!)
2
(1 + |ξ|)2N .
Considere δ ≤ 1
2hH
. Neste caso,
() ≤ (C · hN)2 · (2hH · B{2N} · C{2N})2k · (mk · k!)
2
(1 + |ξ|)2N . (5.14)
Aliando (5.13) a (5.14), temos[
δn · (1 + |ξ|)n
mn · n!
]2
· (1 + |ξ|)2σ · |f̂(ξ)|2 ≤ (C · hN)2 · (2hH ·B{2N} · C{2N})2k · (mk · k!)
2
(1 + |ξ|)2N .




δn · (1 + |ξ|)n
mn · n!
)]2
·(1+|ξ|)2σ ·|f̂(ξ)|2 ≤ (C ·hN)2 ·(2hH ·B{2N} ·C{2N})2k · (mk · k!)
2






(1 + |ξ|)2N , B = C · h
N · s, ρ = 2hH · B{2N} · C{2N} e δ0 = 1
2hH
,
concluímos através da Proposição 5.17 que
‖f‖{M ,(δ,k)} ≤ B · ρk ·mk · k!, ∀δ ≤ δ0, ∀k ∈ N0,
de acordo com o que pretendíamos demonstrar.
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5.3 Sistemas com Perda de Derivadas
Nosso próximo objeto de estudo será uma subclasse de sistemas de operadores de
DMp (T
N). Verificaremos que todo elemento desta subclasse não só é M -globalmente hipoelí-
tico, como também permanece M -globalmente hipoelítico para certos tipos de perturbações.
Definição 5.20. Considere a1(x,D), a2(x,D), . . . , aq(x,D) ∈ DMpσ (TN), para algum q ∈ N, e
denotemos por A = (a1(x,D), . . . , ar(x,D)) o sistema formado por esses operadores. Dire-
mos que A é globalmente M -hipoelítico com perda de r derivadas, com r ≥ 0, caso existam
constantes C, θ > 0, δ0 < 0 e k0 ∈ R, tais que




‖aj(x,D)u‖{M ,(δ,k)} + θk ·mk · k! · ‖u‖{M ,(δ,k0)}
]
,
para quaisquer k ∈ N0, u ∈ D ′M (TN) e δ0 < δ < 0.
Teorema 5.21. Todo sistema globalmente M -hipoelítico com perda de r derivadas é de fato
globalmente M -hipoelítico.
Demonstração. Seja u ∈ D ′M (TN) tal que aj(x,D)u ∈ EM (TN), para 1 ≤ j ≤ q. Escrevendo
gj := aj(x,D)u, decorre do Lema 5.19 a existência de B, ρ, δ1 > 0 tais que
‖gj‖{M ,(δ,k)} ≤ B · ρk ·mk · k!, 1 ≤ j ≤ q, ∀δ ≤ δ1, ∀k ∈ N0.
Logo,
‖u‖{M ,(δ,σ+k−r)} ≤ C · max1≤j≤q ‖gj‖{M ,(δ,k)} + C · θ
k ·mk · k! · ‖u‖{M ,(δ,k0)}
≤ B · C · ρk ·mk · k! + C · θk ·mk · k! · ‖u‖{M ,(δ,k0)} .
Portanto, se C1 = max {(BC), C} e h1 = max {ρ, θ},
‖u‖{M ,(δ,σ+k−r)} ≤ C1 · hk1 ·mk · k! ·
(
1 + ‖u‖{M ,(δ,k0)}
)
, ∀k ∈ N0, δ0 < δ < 0. (5.15)





|δ|n · (1 + |ξ|)n
mn · n!
]−2
· |û(ξ)|2 · (1 + |ξ|)2j.






|δ|n · (1 + |ξ|)n
mn · n!
]−2
· |û(ξ)|2 · (1 + |ξ|)2·(j+q+σ−r)







( |δ|n · (1 + |η|)n
mn · n!
)]−2
· |û(η)|2 · (1 + |η|)2·(j+q+σ−r)
≤ ‖u‖2{M ,(δ,j+q+σ−r)}
≤ C21 · h2(j+q)1 · [mj+q · (j + q)!]2 ·
(
1 + ‖u‖{M ,(δ,k0)}
)2
≤ (C1 · hq1)2 · h2j1 · [mj · Cj{q} · j! · Bj{q}]2 ·
(
1 + ‖u‖{M ,(δ,k0)}
)2
≤ (C1 · hq1)2 · (h1 · C{q} · B{q})2j · [mj · j!]2 ·
(
1 + ‖u‖{M ,(δ,k0)}
)2
.
Note que o lado direito da desigualdade acima é independente do ξ fixado. Por conse-
guinte, ao escolher C2 = C1 · hq1 e h2 = h1 · C{q} · B{q}, verificamos que[
sup
n∈N0
( |δ|n · (1 + |ξ|)n
mn · n!
)]−1
· |û(ξ)| · (1 + |ξ|)j ≤ C2 · hj2 ·mj · j! ·
(
1 + ‖u‖{M ,(δ,k0)}
)
,
para quaisquer ξ ∈ ZN , j ∈ N0 e δ0 < δ < 0. Por conseguinte, para quaisquer ξ ∈ ZN , j ∈ N0
e δ0 < δ < 0, segue que[
sup
n∈N0
( |δ|n · (1 + |ξ|)n
mn · n!
)]−1
· (1 + |ξ|)
j
(2h2)j ·mj · j! · |û(ξ)| ≤ C2 ·
(











( |δ|n · (1 + |ξ|)n
mn · n!
)]−1
· (1 + |ξ|)
j
(2h2)j ·mj · j! · |û(ξ)| ≤ 2C2 ·
(
1 + ‖u‖{M ,(δ,k0)}
)
.















⎞⎠·|û(ξ)| ≤ 2C2·(1 + ‖u‖{M ,(δ,k0)}) .
(5.16)
Fixemos então ξ0 ∈ ZN arbitrário; nesta situação,[
sup
n∈N0








para algum n0 em N0. Logo, por (5.16), para quaisquer k ∈ N0 e δ0 < δ < 0,









mk+n0 · (k + n0)!
· |û(ξ0)| ≤ 2C2 ·
(




|û(ξ0)| · (1 + |ξ0|)k ≤ 2C2 ·
(
1 + ‖u‖{M ,(δ,k0)}
)
· (2h2)k+n0 · |δ|n0 · mk+n0 · (k + n0)!
mn0 · n0!
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≤ 2C2 ·
(
1 + ‖u‖{M ,(δ,k0)}
)
(2h2)
k · (2h2|δ|)n0mk+n0 · (k + n0)!
mn0 · n0!
Aplicamos agora (2.11) e (2.12): como
mk+n0 · (k + n0)!
mn0 · n0!
≤ (2H)k+n0 ·mk · k!,
segue que
|û(ξ0)| · (1 + |ξ0|)k ≤ 2C2 ·
(
1 + ‖u‖{M ,(δ,k0)}
)
· (2h2)k · (2h2|δ|)n0 · (2H)k+n0 ·mk · k!
≤ 2C2 ·
(
1 + ‖u‖{M ,(δ,k0)}
)
· (4Hh2)k · (4h2H|δ|)n0 ·mk · k!
Fixado δ < 0 de modo |δ| ≤ 1
4Hh2
, teremos (4h2H|δ|)n0 ≤ 1 para qualquer n0 ∈ N.
Logo, estabelecendo C3 = 2C2 ·
(
1 + ‖u‖{M ,(δ,k0)}
)
e h3 = 4Hh2, concluímos que
|û(ξ0)| · (1 + |ξ0|)k ≤ C3 · h3 ·mk · k!, ∀k ∈ N0,
com o lado direito sendo independente do ξ0 selecionado. Portanto
|û(ξ)| ≤ C3 · inf
k∈N0
(
hk3 ·mk · k!
(1 + |ξ|)k
)
, ∀ξ ∈ ZN ,
e assim u ∈ EM(TN), pelo Corolário 2.14.
Após verificar a M -hipoeliticidade global dos sistemas com perda de derivadas em
DMp (T
N), lidaremos com o mesmo problema para a perturbação. Isto é, dados
a1(x,D), . . . , aq(x,D) em D
M
pσ (T
N) e A = (a1(x,D), . . . , aq(x,D))
com perda de r derivadas, queremos encontrar condições suficientes para queA+B permaneça
globalmente M -hipoelítico, com
B = (b1(x,D), . . . , bq(x,D)) e b1(x,D), . . . , bq(x,D) ∈ DMp (TN).
Para tal, precisaremos de uma versão da desigualdade de Peter-Paul e de um resultado relacio-
nado a funções peso.
Lema 5.22. Dados λ > 0, δ < 0 e ρ < σ < τ quaisquer, vale:
‖u‖{M ,(δ,σ)} ≤ λ · ‖u‖{M ,(δ,τ)} + λ
ρ−σ
τ−σ · ‖u‖{M ,(δ,ρ)} .
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( |δ| · (1 + |ξ|)n
mn · n!
)]−2
· (1 + |ξ|)2σ · |û(ξ)|2









( |δ| · (1 + |ξ|)n
mn · n!
)]−2








( |δ| · (1 + |ξ|)n
mn · n!
)]−2
· (1 + |ξ|)2σ · |û(ξ)|2.
Se (1 + |ξ|)τ−σ < 1
λ
, segue que
(1 + |ξ|)2σ = (1 + |ξ|)2ρ · [(1 + |ξ|)2(τ−σ)]( σ−ρτ−σ )
≤ (1 + |ξ|)2ρ · [λ−2]( σ−ρτ−σ )









( |δ| · (1 + |ξ|)n
mn · n!
)]−2








( |δ| · (1 + |ξ|)n
mn · n!
)]−2
· (1 + |ξ|)2ρ · λ2·( ρ−στ−σ ) · |û(ξ)|2






( |δ| · (1 + |ξ|)n
mn · n!
)]−2
· (1 + |ξ|)2ρ · |û(ξ)|2
≤ λ2·( ρ−στ−σ ) · ‖u‖2{M ,(δ,ρ)} .
Por outro lado, se (1 + |ξ|)τ−σ ≥ 1
λ
, verificamos que









( |δ| · (1 + |ξ|)n
mn · n!
)]−2








( |δ| · (1 + |ξ|)n
mn · n!
)]−2
· λ2 · (1 + |ξ|)2τ · |û(ξ)|2







( |δ| · (1 + |ξ|)n
mn · n!
)]−2
· (1 + |ξ|)2·τ · |û(ξ)|2
≤ λ2 ‖u‖2{M ,(δ,τ)}
Portanto, unindo as duas desigualdades provadas, temos
‖u‖2{M ,(δ,σ)} = () + () ≤ λ2·(
ρ−σ
τ−σ ) · ‖u‖2{M ,(δ,ρ)} + λ2 · ‖u‖2{M ,(δ,τ)} ,
e por conseguinte,
‖u‖{M ,(δ,σ)} ≤ λ · ‖u‖{M ,(δ,τ)} + λ(
ρ−σ
τ−σ ) · ‖u‖{M ,(δ,ρ)} ,
encerrando a prova do resultado.

















≥ log ρ · log k
logC{1}
,
no qual C{1} é a constante descrita em (1.15).
Enunciemos e demonstremos uma proposição que será fundamental na prova do prin-
cipal teorema da seção.
Proposição 5.24. Considere a(x,D) ∈ DMpσ (TN); então existem constantes C, h > 0 tais que,
dado ε > 0, é possível encontrar δε < 0, de modo que, para quaisquer u em D ′M (T
N) e k ∈ N0,
‖a(x,D)u‖{M ,(δ,k)} ≤ C ·
(
‖u‖{M ,(δ,k+σ+ε)} + hk ·mk · k! · ‖u‖{M ,(δ,σ+ε)}
)
, ∀δε ≤ δ < 0.







( |δ|n · (1 + |ξ|)n
mn · n!
)]−2



























( |δ|n · (1 + |ξ|)n
mn · n!
)]−1











( |δ|n · (1 + |ξ|)n
mn · n!
)]−1
(1 + |ξ|)k |â(ξ − η, η)û(η)|
⎞⎠2⎤⎦1/2 . (5.17)








( |δ|n · (1 + |ξ|)n
mn · n!
)]−1







( |δ|n · (1 + |ξ|)n
mn · n!
)]−1












( |δ|n · (1 + |ξ|)n
mn · n!
)]−1
(1 + |ξ − η|)j (1 + |η|)k−j ×
× |â(ξ − η, η)û(η)| . (5.18)















|δ|n · (1 + |ξ|)n
mn · n!
]−1
(1 + |ξ − η|)j ×
× (1 + |η|)k−j · |â(ξ − η, η)û(η)|
)2]1/2
.














( |δ|n · (1 + |ξ|)n
mn · n!
)]−1
(1 + |ξ − η|)j ×



















(1 + |ξ − η|)j ×













(1 + |ξ − η|)2j |â(ξ − η, η)| ·
∑
η∈ZN
(1 + |η|)2(k−j) |â(ξ − η, η)||û(η)|2.

































(1 + |ξ − η|)2j · C1h
(2j+q+2N)
1 m(2j+q+2N)(2j + q + 2N)!





(1 + |ξ − η|)2j C1h
(2j+q+2N)
1 m(2j+q+2N)(2j + q + 2N)!
(1 + |ξ − η|)(2j+q+2N) (1 + |ξ|)
σ(1 + |ξ − η|)|σ|
≤ (1 + |ξ|)σ ·
∑
η∈ZN
(1 + |ξ − η|)2j C1h
(2j+q+2N)
1 m(2j+q+2N)(2j + q + 2N)!
(1 + |ξ − η|)(2j+q+2N) (1 + |ξ − η|)
q,
pela desigualdade de Peetre. Por conseguinte,




(1 + |ξ − η|)2N
≤ C2 · h2j1 ·m(2j+q+2N) · (2j + q + 2N)! · (1 + |ξ|)σ,




(1 + |ξ − η|)2N . Através das Observações 1.28 e 1.29, concluímos
que
(I) ≤ C2 · h2j1 ·m(2j+q+2N) · (2j + q + 2N)! · (1 + |ξ|)σ
≤ C2 · (h1 · C{q+2N} ·B{q+2N})2j ·m2j · (2j)! · (1 + |ξ|)σ.
De (2.11) e (2.12), existe H > 1 de modo que
(I) ≤ C2 · (h1 · C{q+2N} ·B{q+2N})2j · (2H)2j · (mj · j!)2 · (1 + |ξ|)σ
≤ (C2) · (2h1HB{q+2N}C{q+2N})2j · (mj · j!)2 · (1 + |ξ|)σ
≤ C23 · h2j3 · (mj · j!)2 · (1 + |ξ|)σ, (5.21)






















(1 + |η|)2(k−j) |â(ξ − η, η)||û(η)|2
⎞⎠]1/2.
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Consequentemente,














( |δ|n(1 + |ξ|)n
mn · n!
)]−2














( |δ|n(1 + |ξ|)n
mn · n!
)]−2
(1 + |ξ − η|)|σ| (1 + |η|)2(k−j)+σ×











( |δ|n(1 + |ξ|)n
mn · n!
)]−2
· (1 + |ξ − η|)|σ| · |â(ξ − η, η)|︸ ︷︷ ︸
;=(♦)
. (5.23)









( |δ|n(1 + |ξ|)n
mn · n!
)]−2













( |δ|n(1 + |ξ|)n
mn · n!
)]−2






Estimemos primeiramente (!); se |ξ| ≤ s
s+1
· |η|, então |ξ− η| ≥ |η| − |ξ| ≥ |η|
s+1
. Isto
é, |η| ≤ (s+ 1) · |ξ − η|. Fixado η ∈ ZN , temos[
sup
n∈N0









|δ|2n0 · (1 + |η|)2n0 , (5.25)









( |δ|n(1 + |ξ|)n
mn · n!
)]−2






(1 + |ξ − η|)q · |â(ξ − η, η)|






(1 + |ξ − η|)q · C1h
(2n0+2N+q)
1 m(2n0+2N+q)(2n0 + 2N + q)!








(1 + |ξ − η|)2N









(1 + |ξ − η|)2N





≤ C2 · ((s+ 1) · h1)
2n0 ·m(2n0+2N+q) · (2n0 + 2N + q)!
(1 + |η|)2n0 · (1 + |η|)
σ.
Por mais uma vez, nos utilizamos das Observações 1.28 e 1.29, além de (2.11) e (2.12):
(!) ≤ C2 ·
((s+ 1) · h1)2n0 ·m(2n0) · (2n0)! · C2n0{2N+q} · B2n0{2N+q}
(1 + |η|)2n0 · (1 + |η|)
σ
≤ C2 · ((s+ 1) · h1 · C{2N+q} · B{2N+q})
2n0 ·m(2n0) · (2n0)!
(1 + |η|)2n0 · (1 + |η|)
σ
≤ C2 · ((s+ 1) · h1 · C{2N+q} · B{2N+q})
2n0 · (mn0 · n0!)2 · (2H)2n0
(1 + |η|)2n0 · (1 + |η|)
σ
≤ C2 · ((s+ 1) · h1 · C{2N+q} · B{2N+q} · 2H)
2n0 · (mn0 · n0!)2
(1 + |η|)2n0 · (1 + |η|)
σ.
Escolhemos δ de forma que |δ| ≤ 1
(s+ 1) · h1 · C{2N+q} · B{2N+q} · 2H . Neste caso,
decorre de (5.25) que
(!) ≤ C2 · (mn0 · n0!)
2






( |δ|n · (1 + |η|)n
mn · n!
)]−2
· (1 + |η|)σ.
Pelo fato de C2 não depender do η fixado, segue que




( |δ|n · (1 + |η|)n
mn · n!
)]−2
· (1 + |η|)σ, ∀η ∈ ZN . (5.26)
Seguimos para (!!): por hipótese,
s
s+ 1
· |η| < |ξ| ⇒ 1 + s · |η|
s+ 1
< 1 + |ξ|.
Logo, para qualquer δ < 0,



































· |δ|)n (1 + |η|)n
mn · n!
)]−2
(1 + |ξ − η|)|σ||â(ξ − η, η)|
⎞⎠














(1 + |ξ − η|)q|â(ξ − η, η)|
⎞⎠ .
Utilizamos por mais uma vez o Lema 5.4 e a Proposição 5.5:∑
ξ∈ZN





1 mq+2N · (q + 2N)!
(1 + |ξ − η|)2N · (1 + |η|)
σ




(1 + |ξ|)2N , inferimos que







· |δ|)n (1 + |η|)n
mn · n!
)]−2
· (1 + |η|)σ. (5.27)
Aplicamos o Lema 5.23, para k = s
s+1











⎞⎠⎤⎦− log [ sup
n∈N0






































|δ|)n (1 + |η|)n
mn · n!
)]−2
≤ [|δ| · (1 + |η|)]















|δ|)n (1 + |η|)n
mn · n!
)]−2
≤ (1 + |η|)





























( |δ|n(1 + |η|)n
mn · n!
)]−2
. (1 + |η|)2ε . (5.28)
Associando (5.27) a (5.28), concluímos que




|δ|n · (1 + |η|)n
mn · n!
]−2
· (1 + |η|)σ+2·ε. (5.29)
Seja K2 = 2max {C2, B2} ; decorre de (5.24), (5.26) e (5.29) que




|δ|n · (1 + |η|)n
mn · n!
]−2
· (1 + |η|)σ+2·ε, (5.30)
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para |δ| ≤ 1
(s+ 1) · h1 · C{2N+q} · B{2N+q} · 2H . De (5.23) e (5.30), deduzimos que






|δ|n · (1 + |η|)n
mn · n!
]−2
· (1 + |η|)2·(k−j+σ+ε) · |û(η)|2. (5.31)
Por (5.22) e (5.31), temos







· hj3 ·mj · j! · ‖u‖{M ,(δ,k−j+σ+ε)} . (5.32)
Fixemos 1 ≤ j ≤ k − 1; como σ + ε < k − j + σ + ε < k + σ + ε, podemos usar o




) · (2h3)j ·mj · j! , segue que
‖u‖{M ,(δ,k−j+σ+ε)} ≤ λj · ‖u‖{M ,(δ,k+σ+ε)} + λ
(σ+ε)−(k−j+σ+ε)
(k+σ+ε)−(k−j+σ+ε)
j · ‖u‖{M ,δ,σ+ε)}
≤ λj · ‖u‖{M ,(δ,k+σ+ε)} + λ
j−k
j
j · ‖u‖{M ,(δ,σ+ε)}
≤ λj ·
(
‖u‖{M ,(δ,k+σ+ε)} + λ
−k
j











‖u‖{M ,(δ,k+σ+ε)} + λ
−k
j






















≤ (kj · (2h3)j ·mj) kj














≤ kk · (2h3)k ·mk
≤ ek · k! · (2h3)k ·mk
≤ (2 · h3 · e)k ·mk · k!,
já que k > j e (mn)
1




j ≤ hk4 ·mk · k!, 1 ≤ j ≤ k − 1. (5.34)
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Associamos agora (5.32), (5.33) e (5.34):







‖u‖{M ,(δ,k+σ+ε)} + hk4 ·mk · k! · ‖u‖{M ,(δ,σ+ε)}
)
+
+K · C3 · ‖u‖{M ,(δ,k+σ+ε)} +K · C3 · hk3 ·mk · k! · ‖u‖{M ,(δ,σ+ε)}
≤ (2KC3) ·
(
‖u‖{M ,(δ,k+σ+ε)} + hk4 ·mk · k! · ‖u‖{M ,(δ,σ+ε)}
)
Finalmente, se denotamos C := (2KC3) e h4 := h, demonstramos que
‖a(x,D)u‖{M ,(δ,k)} ≤ C ·
(
‖u‖{M ,(δ,k+σ+ε)} + hk ·mk · k! · ‖u‖{M ,(δ,σ+ε)}
)
, ∀k ∈ N0,
dado que δ ∈ [δε, 0), com δε = − 1








≤ ε. Está provada a afirmação.
Teorema 5.25. Sejam
a1(x,D), a2(x,D), . . . , aq(x,D) ∈ DMpσ (TN) e A = (a1(x,D), . . . , aq(x,D))
um sistema globalmente M -hipoelítico com perda de r derivadas. Considere
b1(x,D), . . . , bq(x,D) ∈ DMpτ (TN) e B = (b1(x,D), . . . , br(x,D)),
com τ < σ − r. Então o sistema dado por P := A+ B é globalmente M -hipoelítico.
Demonstração. Suponha u ∈ D ′M (TN), de modo que pj(x,D)u = aj(x,D)u + bj(x,D)u
pertence a EM (TN), para 1 ≤ j ≤ q; provaremos que u ∈ EM (TN). Começamos utili-
zando o fato deA ser globalmente M -hipoelítico com perda de r derivadas: existem constantes
C1, h1 > 0, δ0 < 0 e k0 ∈ R, tais que




‖aj(x,D)u‖{M ,(δ,k)} + hk1 ·mk · k! · ‖u‖{M ,(δ,k0)}
]
,
para quaisquer k ∈ N0 e δ0 < δ < 0. Consequentemente,















Pelo Lema 5.19, podemos encontrar B1, h2 > 1, tais que
max
1≤j≤q
‖pj(x,D)u‖{M ,(δ,k)} ≤ B1 · hk2 ·mk · k!, ∀k ∈ N0.
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Logo, para C2 = C1 · B1,




‖bj(x,D)u‖{M ,(δ,k)} + hk1mkk! ‖u‖{M ,(δ,k0)}
]
.
Tomemos ε > 0 de modo que τ+ε < σ−r. Pela Proposição 5.24, é possível encontrar
B2, h3 > 1 e δε < 0 de forma que
max
1≤j≤q
‖bj(x,D)u‖{M ,(δ,k)} ≤ B2
(
‖u‖{M ,(δ,k+τ+ε)} + hk3mkk! ‖u‖{M ,(δ,τ+ε)}
)
, δε ≤ δ < 0.
Por conseguinte, para C3 = B2C2 e δ1 = max {δε, δ0},
‖u‖{M ,(δ,σ+k−r)} ≤ C3
(
hk2 ·mk · k! + ‖u‖{M ,(δ,k+τ+ε)} + hk3 ·mk · k! · ‖u‖{M ,(δ,τ+ε)} +
+ hk1 ·mk · k! · ‖u‖{M ,(δ,k0)}
)
, δ1 < δ < 0.
Sem perda de generalidade, podemos supor k0 ≥ τ + ε. Se h4 = max {h1, h2, h3} e C4 = 3C3,
segue que
‖u‖{M ,(δ,σ+k−r)} ≤ C4 · hk4 ·mk · k! ·
(
1 + ‖u‖{M ,(δ,k0)}
)
+ C4 · ‖u‖{M ,(δ,k+τ+ε)} . (5.35)
Para estimar ‖u‖{M ,(δ,k+τ+ε)}, remetemos mais uma vez ao Lema 5.22. Pela escolha
de ε,

















· ‖u‖{M ,(δ,k+σ−r)} + (2C4)
k+1
σ−r−(τ+ε) · ‖u‖{M ,(δ,τ+ε−1)}
≤ 1
2C4
· ‖u‖{M ,(δ,k+σ−r)} + [(2C4)n0 ]k+1 · ‖u‖{M ,(δ,τ+ε−1)} ,
no qual n0 ∈ N e n0 ≥ 1





· ‖u‖{M ,(δ,k+σ−r)} +Bk+13 · ‖u‖{M ,(δ,τ+ε−1)} . (5.36)
Através de (5.35) e (5.36), concluímos que
‖u‖{M ,(δ,σ+k−r)} ≤ 2C4 ·hk4 ·mk ·k! ·
(
1 + ‖u‖{M ,(δ,k0)}
)
+(2C4B3) ·Bk3 ·‖u‖{M ,(δ,k0)} . (5.37)
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Tomando C5 = 4C4B3 e h5 = max {h4, B3}, inferimos de (5.37) que
‖u‖{M ,(δ,σ+k−r)} ≤ C5 · hk5 ·mk · k! ·
(
1 + ‖u‖{M ,(δ,k0)}
)
, ∀k ∈ N0, δ1 ≤ δ < 0. (5.38)
Observe, por fim, que as desigualdades (5.15) e (5.38) são, a menos de uma troca das constantes,
as mesmas. Logo, basta repetir o raciocínio empregado no Teorema 5.21 que o resultado estará
provado.
5.4 Aplicação
Trabalharemos nesta seção com operadores diferenciais parciais lineares da seguinte
forma:




com aj(x) ∈ EM (TN) e P0(D), P1(D) . . . Pq(D) operadores com coeficientes constantes, de
modo que
1. É possível encontrar C,R > 0 e m ∈ R tais que
|P0(ξ)| ≥ C · (1 + |ξ|)m, ∀ξ ∈ ZN ; |ξ| ≥ R. (5.40)
2. Para cada j ∈ {1, 2, . . . , q}, existem βj, cj > 0 de maneira que
|Pj(ξ)| ≤ cj · |P0(ξ)|
(1 + |ξ|)βj , ∀ξ ∈ Z
N ; |ξ| ≥ R. (5.41)
Observação 5.26. Decorre imediatamente da definição que P0(D), P1(D), . . . , Pq(D) são ele-
mentos de DMp (T
N). Em particular, por (5.40),
P0(D) ∈ DMpβ0 (T
N), com β0 ≥ m.
Observação 5.27. P0(D) é um operador globalmente C∞-hipoelítico e portanto globalmente
M -hipoelítico, para qualquer sequência peso M .
Observação 5.28. Sob as condições definidas em (5.39), a(x,D) é um operador de força cons-
tante (para mais detalhes, indicamos [35]).
Teorema 5.29. Seja a(x,D) um operador como em (5.39), P0(D) pertencendo a DMpβ0 (T
N),
para β0 ≥ m. Sob tais hipóteses, temos a(x,D) globalmente M -hipoelítico com perda de
β0 −m derivadas. Em particular, a(x,D) é globalmente M -hipoelítico.
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( |δ|n · (1 + |ξ|)n
mn · n!
)]−2







( |δ|n · (1 + |ξ|)n
mn · n!
)]−2







( |δ|n · (1 + |ξ|)n
mn · n!
)]−2
(1 + |ξ|)2k+2m |P̂0(D)u(ξ)|
2
|P0(ξ)|2






( |δ|n · (1 + |ξ|)n
mn · n!
)]−2







( |δ|n · (1 + |ξ|)n
mn · n!
)]−2
(1 + |ξ|)2k |P̂0(D)u(ξ)|2,
aplicando (5.40). Se B1 = max {(1 +R), C−1}, concluímos que
‖u‖{M ,(δ,k+m)} ≤ Bk1 · ‖u‖{M ,(δ,m)} +B1 · ‖P0(D)u‖{M ,(δ,k)} . (5.42)









( |δ|n · (1 + |ξ|)n
mn · n!
)]−2









( |δ|n · (1 + |ξ|)n
mn · n!
)]−2




Consideremos τ, C ′ > 0 de maneira que








( |δ|n · (1 + |ξ|)n
mn · n!
)]−2
· (1 + |ξ|)(2−2m)+2m · C ′2 · (1 + |ξ|)2τ |û(ξ)|2






( |δ|n · (1 + |ξ|)n
mn · n!
)]−2
· (1 + |ξ|)2m · |û(ξ)|2
≤ [C ′ · (1 +R)τ+|m|]2 · B21 · ‖u‖2{M ,(δ,m)} . (5.44)
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( |δ|n · (1 + |ξ|)n
mn · n!
)]−2









( |δ|n · (1 + |ξ|)n
mn · n!
)]−2
(1 + |ξ|)2−2βj |P̂0(D)u(ξ)|2. (5.45)
Escolhendo B2 = max
{
c1, c2, . . . cq, C
′ · (1 +R)τ+|m|} e γ = min {β1, β2, . . . , βq},
decorre de (5.43), (5.44) e (5.45) que
‖Pj(D)u‖{M ,(δ,)} ≤ B2 ‖P0(D)u‖{M ,(δ,−γ)}+B2 ·B1 · ‖u‖{M ,(δ,m)} , j = 1, 2 . . . , q. (5.46)
Observe agora o seguinte:
‖P0(D)u‖{M ,(δ,k)} ≤ ‖a(x,D)u‖{M ,(δ,k)} +
q∑
j=1
‖aj(x)Pj(D)u‖{M ,(δ,k)} . (5.47)
Como cada aj pertence a EM (TN) e consequentemente a DMp0 (TN), decorre da Proposição 5.24
a existência de δ1 < 0, B3, h > 0 tais que, para δ1 ≤ δ < 0,
‖aj(x)Pj(D)u‖{M ,(δ,k)} ≤ B3 ‖Pj(D)u‖{M ,(δ,k+ γ2 )} +B3 · h
k ·mk · k! ‖Pj(D)u‖{M ,(δ, γ2 )} .
(5.48)
Assim, de (5.46), (5.47) e (5.48), temos





‖Pj(D)u‖{M ,(δ,k+ γ2 )}
)
+
+B3 · hk ·mk · k! ·
q∑
j=1
‖Pj(D)u‖{M ,(δ, γ2 )}






‖P0(D)u‖{M ,(δ,k− γ2 )} +B
k+ γ
2
1 · ‖u‖{M ,(δ,m)}
)
+




‖P0(D)u‖{M ,(δ,− γ2 )} +B
γ
2
1 · ‖u‖{M ,(δ,m)}
)
.
Por conseguinte, se B4 = 2qB
γ
2
1 B2B3 e h2 = max {h,B1},
‖P0(D)u‖{M ,(δ,k)} ≤ ‖a(x,D)u‖{M ,(δ,k)} +B4 · ‖P0(D)u‖{M ,(δ,k− γ2 )}+
+B4 · hk2 ·mk · k! ·
(
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Tomemos ω ∈ R de maneira que ω < −γ
2
. Como ω < k − γ
2
< k para cada k em N0,









γ · ‖P0(D)u‖{M ,(δ,ω)} (5.50)
Aliando (5.49) a (5.50), mostramos que
‖P0(D)u‖{M ,(δ,k)}
2
≤ ‖a(x,D)u‖{M ,(δ,k)} + (2B4)
2(k−ω)
γ ‖P0(D)u‖{M ,(δ,ω)} +
+B4 · hk2 ·mk · k! ·
(
‖P0(D)u‖{M ,(δ,− γ2 )} + ‖u‖{M ,(δ,m)}
)














‖P0(D)u‖{M ,(δ,k)} ≤ 2 ‖a(x,D)u‖{M ,(δ,k)} +
+B5 · hk3 ·mk · k!
(




Associando (5.42) a (5.51), segue que
‖u‖{M ,(δ,k+m)} ≤
(
Bk1 +B1 · B5 · hk3 ·mk · k!
) · ‖u‖{M ,(δ,m)} + 2B1 ‖a(x,D)u‖{M ,(δ,k)} +
+B1 · B5 · hk3 ·mk · k! · ‖P0(D)u‖{M ,(δ,− γ2 )} .
(5.52)
Como P0(D) ∈ DMpβ0 (T
N),






|δ|n · (1 + |ξ|)n
mn · n!
)−2







|δ|n · (1 + |ξ|)n
mn · n!
)−2
(1 + |ξ|)−γ (1 + |ξ|)2β0 |û(ξ)|2
≤ C22 ‖u‖2{M ,(δ,β0− γ2 )} ,
o que implica que
‖P0(D)u‖{M ,(δ,− γ2 )} ≤ C2 ‖u‖{M ,(δ,β0− γ2 )} . (5.53)







reescrevemos 5.52 da seguinte maneira:
‖u‖{M ,(δ,k+m)} ≤ B6 ·
(
‖a(x,D)u‖{M ,(δ,k)} + hk4 ·mk · k! · ‖u‖{M ,(δ,k0)}
)
, ∀δ ∈ [δ1, 0).
Está demonstrada a afirmação.
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Corolário 5.30. Seja a(x,D) o operador descrito em (5.39); se b(x,D) ∈ DMpτ (TN), para
τ < m, então P (x,D) = a(x,D) + b(x,D) é globalmente M -hipoelítico.
Demonstração. Segue imediatamente do Teorema 5.25.
Observação 5.31. O Teorema 5.29 não só generaliza o Teorema 2.2 de [22] com relação às
classes de funções para qual o mesmo é válido, como também permite que o valor m em (5.40)
possa ser negativo.
5.5 A Resolubilidade do Sistema Transposto
Inspirados em resultados provados em [4], exploraremos nesta seção a conexão entre
M -hipoeliticidade e resolubilidade global, com relação aos espaços D ′M (T
N) e EM (TN), para
sistemas de operadores em DMp (T
N) e seus respectivos transpostos, estendendo assim fatos
demonstrados em [3].
Sejam a1(x,D), . . . , aq(x,D) elementos de D
M
p (T
N) eA = (a1(x,D), . . . , aq(x,D))
o sistema dado pelos operadores mencionados. Então A age continuamente em EM (TN), atra-
vés da seguinte aplicação:
A : EM (TN) →
(EM (TN))q
ϕ → (a1(x,D)ϕ, . . . , aq(x,D)ϕ) .
















At : (D ′M (TN))q → D ′M (TN)
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tal que Atu = v.
Quando f ∈ EM (TN) pertence ao kernel de A, segue que






〈uj, aj(x,D)f〉 = 0.
Analogamente, quando ψ = (ψ1, . . . , ψq) ∈
(EM (TN))q e ϕ ∈ EM (TN) são tais que Aϕ = ψ,
















twj, ϕ〉 = 〈Atw,ϕ〉 = 0.
Por conseguinte, concluímos que
ran A ⊂ (ker At)⊥ e ran At ⊂ (ker A)⊥ ,
o que nos leva à seguinte
Definição 5.32. Seja A = (a1(x,D), . . . ar(x,D)) um sistema formado por elementos de
DMp (T
N). Diremos que
1. At é globalmente resolúvel em D ′M (TN) se para toda u ∈ D ′M (TN) tal que
〈u, f〉 = 0, para toda f ∈ EM (TN); Af = 0, (5.54)




)q de modo que Atv = u. Isto é, se ran At =
(ker A)⊥.
2. A é globalmente resolúvel em (EM (TN))q se, para toda ϕ ∈ (EM (TN))q tal que
〈w,ϕ〉 = 0, para toda w ∈ (D ′M (TN))q ; Atw = 0, (5.55)
existir ψ ∈ EM (TN) de modo que Aψ = ϕ. Isto é, se ran A = (ker At)⊥.
Nosso objetivo é provar que a M -hipoeliticidade global de A tem implicações diretas
na resolubilidade global de A em (EM (TN))q e de At em D ′M (TN). Para tal, adaptaremos o
conceito de operador (σ+, σ)-hipoelítico, definido em [4], para o nosso contexto.




n = mn · n!, ∀n ∈ N0.
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Não é difícil verificar que LM satisfaz (1.1), (1.2) e (2.11). Além disso, pelo Teorema
1.22, EM (TN)  ELM (TN).
Lema 5.34. EM (TN) ⊂ ELM ,1(TN) e a inclusão i : EM (TN) ↪→ ELM ,1(TN) é contínua.
Demonstração. Pelo Teorema 1.34, queremos mostrar que EM ,h(TN) ⊂ ELM ,1(TN), para todo
h > 0 e a inclusão
ih : EM ,h(TN)→ ELM ,1(TN)
é contínua. Seja f ∈ EM ,h(TN), tal que ‖f‖M ,h = 1. Neste caso,





= 0, existe n0 ∈ N0 de modo que k! ≥ hk, para cada k ≥ n0. Assim,
|Dαf(x)| ≤ (|α|! ·m|α|) · |α|! = 
|α| · |α|!, ∀x ∈ TN , |α| ≥ n0. (5.56)
Se h ≤ 1, podemos tomar n0 = 0. Caso contrário, para os casos em que |α| < n0,
considere C0 = h
n0 . Por conseguinte,
|Dαf(x)| ≤ h|α| ·m|α| · |α|! ≤ hn0 ·m|α| · |α|! ≤ hn0 · 
|α| · |α|!, ∀x ∈ TN . (5.57)
Portanto, decorre de (5.56) e (5.57) que EM (TN) ⊂ E1LM (TN) e
‖f‖1LM ≤ hn0 · ‖f‖M ,h ,
comprovando a continuidade de ih.
Definição 5.35. Seja A = (a1(x,D), . . . , aq(x,D)) um sistema de elementos de DMp (TN).
Diremos que A é globalmente (LM −M )-hipoelítico se satisfizer a seguinte condição:
∀u ∈ ELM (TN), aj(x,D)u ∈ EM (TN) ∀j ∈ {1, 2, . . . , q} , ⇒ u ∈ EM (TN).
Observação 5.36. É imediato que qualquer sistema globalmente M -hipoelítico também é glo-
balmente (LM −M )-hipoelítico.
Lema 5.37. Seja A um sistema globalmente (LM −M )-hipoelítico e Γ o gráfico de
A : EM (TN)→
(EM (TN))q .
Então Γ é um subespaço fechado de ELM (TN)×
(EM (TN))q.
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Demonstração. Para provar que Γ é fechado, basta demonstrar que o conjunto é sequencial-
mente fechado (Lema 2.2 de [4]). Considere então {ϕn}n∈N uma sequência em EM (TN) e um
par (ϕ, ψ) ∈ ELM (TN)×
(EM (TN))q, de modo que
(ϕn,A(ϕn))→ (ϕ, ψ) em ELM (TN)×
(EM (TN))q .
Logo,


















ser um espaço de Fréchet-Schwartz (ver [39]), o mesmo é
Hausdorff. Por conseguinte, A(ϕ) = ψ, o que nos permite concluir que ϕ ∈ EM (TN), pela
(LM −M ) hipoeliticidade global. Está provada a afirmação.
Teorema 5.38. Suponha A = (a1(x,D), . . . , aq(x,D)) um sistema formado por elementos de
DMp (T
N), que seja globalmente (LM −M )-hipoelítico. Então valem as seguintes afirmações:
• A é globalmente resolúvel em (EM (TN))q.
• At é globalmente resolúvel em D ′M (TN).
• O kernel de A : EM (TN)→
(EM (TN))q é finitamente gerado.
Demonstração. De acordo com o que fizemos na Seção 1.4, podemos escrever
ELM (TN) = lim−→
n
ELM ,hn(TN),
com {hn}n∈N0 sendo uma sequência crescente, tal que h1 = 1 e limn→+∞hn = +∞. Deste modo,
se A é globalmente (LM −M ) hipoelítico, temos as seguintes propriedades:
• A : EM (TN)→
(EM (TN))q é contínua.
• EM (TN) ⊂ ELM ,1(TN) e a inclusão i : EM (TN) ↪→ ELM ,1(TN) é contínua (Lema 5.34).
• O gráfico de A é fechado como subespaço de ELM (TN)×
(EM (TN))q (Lema 5.37).
Pelo Teorema 2.5 de [4], ker(A) é finitamente gerado, provando a última propriedade
enunciada. Decorre também do mesmo resultado que ran(A) é fechada em (EM (TN))q. Isto
nos permite concluir as duas afirmações através do Lema 2.2 de [4], finalizando a prova da
proposição.
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Corolário 5.39. Seja A = (a1(x,D), . . . , aq(x,D)) um sistema formado por elementos de
DMp (T
N). Se A é globalmente M -hipoelítico, satisfaz as seguintes propriedades:
• A é globalmente resolúvel em (EM (TN))q.
• At é globalmente resolúvel em D ′M (TN).
• O kernel de A : EM (TN)→
(EM (TN))q é finitamente gerado.
Em particular, isto vale para os sistemas trabalhados nos Teoremas 3.4, 4.2, 4.21, 5.21, 5.25 e
5.29, bem como para os Corolários 4.16, 4.17, 4.22 e 5.30.
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