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Contexte et motivations
Quelle est l’e´tape suivante dans le de´veloppement des missions spatiales ?
Cette question est le point de de´part d’une multitude de projets de recherche, de de´ve-
loppement et d’inge´nierie dont la pre´sente the`se.
Cette volonte´ d’anticipation n’est pas un fruit du hasard. L’industrie spatiale connait
une nouvelle dynamique depuis quelques anne´es. Les enjeux du de´veloppement dans ce
domaine sont de plus en plus importants. Les travaux entrepris actuellement sont dicte´s
par les objectifs que l’on se fixe a` court et moyen termes, mais influencent certainement
l’avenir de la conqueˆte spatiale.
Les missions qui, actuellement, suscitent de plus en plus d’inte´reˆt sont les stations or-
bitales. Ces engins sont caracte´rise´s par leur polyvalence, leur dure´e de vie importante,
mais surtout par leurs dimensions imposantes ne´cessitant un assemblage en orbite. Ces
installations orbitales peuvent eˆtre de ve´ritables laboratoires en orbite (SALIUT, MIR,
SKYLAB), elles peuvent remplir des missions militaires (ALMAZ, SKYLAB), servir de
plateforme de coope´ration internationale (ISS), avoir un roˆle expe´rimental (GENESIS) ou
meˆme touristique (SUNDANCER).
Certaines missions scientifiques de nouvelle ge´ne´ration sont caracte´rise´es par des instru-
ments distribue´s sur plusieurs satellites. Les applications de cette nouvelle approche sont
tre`s varie´es. On peut citer l’e´tude du champs magne´tique terrestre (GRACE), l’interfe´ro-
me´trie (Roue interfe´rome´trique, TPF, DARWIN, LISA), l’observation de la Terre (CA-
LIPSO, CLOUDSAT), la te´le´scopie (SIMBOL-X, XEUS, New World Observer). Outre
le fait que ces missions offrent de nouvelles perspectives pour la recherche scientifique,
non re´alisables avec des missions classiques, des e´conomies sensibles en couˆt de lancement
peuvent eˆtre re´alise´es en re´duisant la dimension des engins lance´s.
Un facteur commun des stations orbitales et des missions scientifiques cite´es est la ne´ces-
site´ de ge´rer en paralle`le, plusieurs satellites e´voluant a` des distances relativement faibles.
Ceci a lieu lors des phases d’assemblage et de ravitaillement des stations orbitales, et
pendant toute la dure´e de vie des missions multi-satellites.
Les configurations orbitales ou` plusieurs satellites e´voluent a` proximite´ sont ge´ne´ralement
appele´es les formations de satellites. Sous les contraintes lie´es aux applications cite´es, les
formations de satellites introduisent des nouveaux de´fis technologiques et the´oriques dans
plusieurs domaines, notamment celui du guidage, navigation et commande (GNC). Les
ope´rations orbitales doivent de´sormais eˆtre ope´re´es en navigation relative, afin de prendre
en compte les trajectoires des satellites a` proximite´. L’autonomie des manœuvres est une
autre exigence rencontre´e dans ce contexte afin de re´duire la de´pendance vis-a`-vis des
autres satellites et des stations au sol.
Le rendez-vous orbital fait partie des ope´rations incontournables durant la mise en
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œuvre des formations de satellites ou la construction et le maintien des stations orbitales.
Il s’agit d’un transfert orbital effectue´ par un engin spatial afin qu’il rejoigne un autre
satellite. Ajoute´ aux contraintes d’autonomie et de navigation relative, le rendez-vous
requiert des couˆts importants en carburant et en puissance de calcul. Ceci a motive´ un
grand nombre de travaux visant a` simplifier la re´solution de ce proble`me tout en re´alisant
des e´conomies d’ergol, le but ultime e´tant d’inte´grer tous les calculs lie´s a` cette ope´ration
au logiciel de vol, embarque´ a` bord du satellite.
De´finition du rendez-vous orbital
Dans la litte´rature, on trouve plusieurs de´finitions du rendez-vous orbital. Nous rete-
nons la de´finition pre´sente´e par Fehse dans [6] :
Le rendez-vous orbital est une se´rie de manœuvres orbitales et trajectoires controˆle´es, qui
conduisent successivement un ve´hicule actif [de´nomme´ chasseur] au voisinage – voire en
contact – d’un ve´hicule passif [de´nomme´ cible].
Fig. 1 – De´roulement du rendez-vous de l’ATV-ISS Courtesy of ESA
La figure 1 montre les diffe´rentes e´tapes d’un rendez-vous de l’ATV avec l’ISS :
– Le phasage, ou` l’e´cart de phase absolue entre les deux ve´hicules est re´duit afin de
pouvoir passer en navigation relative. Cette e´tape intervient apre`s le lancement et
l’injection du chasseur dans une orbite voisine de celle de la cible ;
– la phase dite du ”homing”ou` il s’agit de de´placer le satellite vers une position stable
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a` proximite´ de la cible. Cette e´tape se fait exclusivement en navigation relative en
partant de conditions initiales connues vers des conditions finales fixe´es. Le homing
fera l’objet de plus de de´veloppements dans la suite de la the`se ;
– la phase dite du ”closing”, qui rassemble des ope´rations de proximite´ et de capture
du chasseur par la cible ;
– l’arrimage : jonction finale entre les deux engins. Cette e´tape n’est pas ope´re´e dans
le cas des vols en formation.
Historique du rendez-vous orbital
Le rendez-vous orbital est devenu un de´fi majeur dans le domaine ae´rospatial. Les
nouvelles tendances que connait l’industrie spatiale ne font que confirmer l’inte´reˆt de
cette technique. Les missions d’exploration interplane´taires, les missions impliquant des
formations de satellites ainsi que celles lie´es aux stations orbitales font toutes appel a` des
manœuvres du type rendez-vous orbital. L’inte´reˆt pour cette technologie date, toutefois,
des premie`res missions spatiales.
Durant la guerre froide et dans le contexte de la course a` l’espace, les deux pionniers de
l’e`re spatiale, a` savoir l’Union Sovie´tique et les Etats Unis d’Ame´rique ont pose´ les bases
de ce qui est devenu un enjeu de taille dans la conqueˆte de l’espace. De`s 1960, les deux
puissances ont alloue´ des budgets conse´quents pour le de´veloppement de la technologie
du rendez-vous orbital. L’objectif e´tait, au-dela` du prestige de la maitrise technologique,
de pre´parer les futurs vols habite´s vers la Lune. C’est a` partir de cette pe´riode que deux
”´ecoles” ont vu le jour. L’approche privile´gie´e par les russes e´tait l’automatisation globale
de la manœuvre. Une premie`re re´alisation a e´te´ effectue´e le 12 aout 1962 lorsque Vostok
4 a approche´ Vostok 3 jusqu’a` une distance de 6.5 km [21].
Une ope´ration similaire a e´te´ re´alise´e avec Vostok 5 et 6 pour une distance minimale de
5 km. Ces approches ont e´te´ caracte´rise´es par une dure´e courte et une de´rive rapide. Le
choix de l’automatisation, qui induisait de grandes difficulte´s techniques et de gros couˆts
financiers e´tait surtout dicte´ par la volonte´ de de´velopper des syste`mes pouvant ope´rer en
missions habite´es ou inhabite´es. Le projet Soyouz s’inscrivait dans la continuite´ du projet
Vostok. Des avance´es technologiques notables ont e´te´ atteintes dans le cadre de ce projet.
Ces apports font que, 40 ans plus tard, le vaisseau Soyouz continue a` eˆtre utilise´ par la
station spatiale internationale. Une des grandes nouveaute´s de ce projet fut le syste`me
IGLA, qui assurait la quasi totalite´ des manœuvres de rendez-vous automatiquement, et
d’une manie`re relativement autonome [13].
La NASA, cre´e´e en 1957 en re´action aux succe`s de la mission russe Spoutnik, s’est
inte´resse´e e´galement au rendez-vous orbital apre`s le projet Mercury qui visait a` re´aliser
un premier vol habite´ extra-atmosphe´rique. Le projet Gemini fut donc lance´ avec, comme
objectif, la pre´paration et la maitrise des techniques pre´-requises pour le futur projet de
mission lunaire, Apollo. La NASA a opte´ pour une approche manuelle ou` un ope´rateur
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humain se charge des diffe´rentes ope´rations orbitales. Techniquement moins complexe
a` mettre en œuvre que l’approche sovie´tique, cette de´marche ne´cessite ne´anmoins un
entrainement plus pousse´ des membres de l’e´quipage. La premie`re mission re´ussie de
Gemini eut lieu en 1965 ou` la distance minimale entre deux ve´hicules Gemini 7 a atteint
les 30 cm. En 1966, Niels Armstrong a pilote´ Gemini 8 pour ce qui est conside´re´ comme
le premier arrimage de l’histoire [8].
Le projet Apollo fut l’aboutissement et la synthe`se de tous les efforts entrepris dans le
cadre des programmes ame´ricains pre´ce´dents. L’objectif e´tait, rappelons-le, d’envoyer un
e´quipage sur la Lune et d’en revenir. Ceci impliquait un alunissage d’un module lunaire
(LEM) qui devait ensuite de´coller et rejoindre un module de commande (CSM) en re´alisant
un rendez-vous orbital. Le succe`s historique de la mission Apollo 11 le 10 juillet 1969 et des
vols ulte´rieurs a conforte´ le choix de la commande manuelle par la NASA. Les re´ductions
budge´taires et la re´orientation de la politique spatiale ame´ricaine vers les stations orbitales
ont mis fin au projet Apollo. Une nouvelle e´tape de de´veloppement de rendez-vous spatial
avait ainsi commence´ [1].
A partir de 1975, l’inte´reˆt des deux puissances s’est porte´ sur les stations orbitales
habitables, ou` les se´jours des e´quipages devaient durer plusieurs mois. Ceci permettait –
entre autres – de re´aliser des expe´riences scientifiques en apesanteur. Cette re´orientation
de politique a donne´ lieu aux projets Skylab (USA, 1973 a` 1979) et Saliut (URSS, 1971
a` 1991). La deuxie`me ge´ne´ration de stations orbitales est caracte´rise´e par des dimensions
plus imposantes et des dure´es de vie supe´rieures. On peut citer : Mir (URSS, 1986 a` 2001)
et la station spatiale internationale (USA inde´pendamment, puis une coope´ration inter-
nationale, 1998 - pre´sent). Dans une premie`re e´tape, les de´veloppements des techniques
contribuant au rendez-vous orbital ont continue´ se´pare´ment. Le couple Soyouz/Progress
exploitant le meˆme syste`me de rendez-vous automatise´ appele´ Kurs, a e´te´ de´veloppe´ a`
partir du syste`me IGLA qui a fait ses preuves durant les projets pre´ce´dents. La NASA,
pour sa part, a de´veloppe´ un nouveau concept : la navette spatiale re´utilisable. Chaque
mission de la navette inclut au moins une manœuvre de rendez-vous. C’est ainsi que les
cinq navettes spatiales ame´ricaines en service ont effectue´ 57 rendez-vous durant la pe´riode
1983-2005. L’e´ventail des missions s’e´tendait du ravitaillement de la station internationale
au changement d’e´quipage en passant par la correction de trajectoire et la re´paration de
satellite (Hubble en 1993). Le dispositif employe´ pour la mise en œuvre de rendez-vous
orbital de la navette spatiale est base´ sur l’ope´rateur humain a` l’image des projets ame´-
ricains pre´ce´dents, mais une certaine automatisation et une assistance par ordinateur ont
e´te´ apporte´es afin de faciliter la taˆche de l’e´quipage.
La station internationale ISS a re´ve´le´ la ne´cessite´ d’une coope´ration internationale afin
d’amortir les couˆts e´leve´s de de´veloppement et d’exploitation. La coope´ration a commence´
a` travers l’utilisation du cargo russe Progress et du vaisseau Soyouz pour ravitailler l’ISS.
Apre`s la de´sorbitation de Mir en 2001 pour des raisons principalement budge´taires, l’ef-
fort s’est focalise´ sur l’ame´lioration des syste`mes et proce´dures utilise´es dans le cadre du
rendez-vous. L’autonomie des manœuvres est devenu un crite`re prioritaire pour la re´ussite
des prochaines missions. Les pre´ce´dentes techniques de´veloppe´es pour le rendez-vous, ma-
nuelles ou automatiques, faisaient intervenir les deux ve´hicules concerne´s par la manœuvre
a` travers la coope´ration et le partage de donne´es de mesure. L’autonomie doit permettre
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a` un ve´hicule chasseur de re´aliser un rendez-vous sans intervention du ve´hicule cible. Ceci
permet de pre´voir des rendez-vous entre diffe´rents types de ve´hicules, et d’e´largir ainsi le
champs d’application de cette technique.
Depuis quelques anne´es, de nouveaux acteurs ont rejoint les deux puissances historiques.
Le Japon par le biais de la NASDA (devenue JAXA en 2003) a de´veloppe´ le cargo de
ravitaillement H-II Transfer Vehicle (HTV). L’origine du projet remonte a` 1998 avec la
mission ETS-VII qui est reconnue comme le premier rendez-vous autonome. Le HTV a
inaugure´ une se´rie de missions vers l’ISS en 2009 dont une de 52 jours. L’Europe via
l’agence spatiale europe´enne (ESA) a de´veloppe´ pour sa part l’ATV. C’est un cargo auto-
matique de ravitaillement pour l’ISS dont la premie`re mission “Jules Verne” a e´te´ re´alise´e
avec succe`s en avril 2008. Sa capacite´ de charge est supe´rieure a` celle de l’HTV, et il de-
vrait remplacer Progress a` moyen terme. Un second lancement est pre´vu pour 2010 et une
utilisation plus intensive sera envisage´e apre`s l’arreˆt des navettes spatiales. Ces projets
ont e´te´ pre´ce´de´s par des de´monstrateurs technologiques comme PRISMA ou DART, afin
de tester les techniques dans un environnement orbital re´el. D’autres projets sont en cours
afin de continuer le de´veloppement et renforcer la maitrise de cette technique. L’aspect
autonomie est omnipre´sent, a` cote´ d’autres contraintes de se´curite´ telles que l’e´vitement
de collision ou la gestion de de´bris spatiaux.
Le proble`me du rendez-vous orbital
Dans cette the`se, nous conside´rons la classe de proble`mes de rendez-vous repre´sente´e
sche´matiquement sur la figure 2. A partir de la position et de la vitesse du ve´hicule chasseur
spe´cifie´es dans une base locale rattache´e au ve´hicule cible a` un instant initial t1, il s’agit
de de´terminer la loi de propulsion impulsionnelle donne´e par une se´rie de changements
de vitesse instantane´e
−−→
∆V i, minimisant la consommation de carburant et qui ame`ne le
ve´hicule chasseur en un e´tat final donne´ en position et vitesse relatives au ve´hicule cible,
en une dure´e fixe´e tf − t0.
Hypothe`ses et cadre de l’e´tude
Le proble`me du rendez-vous orbital dans sa ge´ne´ralite´, peut eˆtre formule´ de diverses
manie`res selon les cas traite´s et les objectifs escompte´s. Nous donnons dans la suite un
cadre a` notre e´tude, en e´nonc¸ant les hypothe`ses basiques que nous conside´rons tout au
long de la the`se. Ces hypothe`ses nous me`nent vers une formulation pre´cise, restrictive,
qui permettra d’exploiter des outils mathe´matiques simples et efficaces afin d’obtenir des
re´sultats concrets et proches des applications re´elles.
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Fig. 2 – Rendez-vous a` manœuvres impulsionnelles
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1. Navigation relative et mode´lisation line´aire
La phase du rendez-vous e´tudie´e est celle du homing. Elle de´bute lorsque le chasseur
se trouve dans un voisinage proche (typiquement quelques dizaines de kilome`tres) de la
cible graˆce a` des manœuvres orbitales pre´ce´dentes (injection et phasage). Le voisinage in-
tersatellitaire se de´finit comme la re´gion ou` il est possible d’utiliser la navigation relative
et la mode´lisation line´aire. La navigation relative se base sur l’e´volution de la position et
de la vitesse du chasseur rapporte´es a` la cible. Elle peut eˆtre e´tudie´e notamment a` l’aide
du vecteur −→ρ repre´sente´ sur la figure 2. Nous verrons qu’il existe d’autres moyens pour
e´tudier l’e´volution du mouvement relatif de deux ve´hicules a` proximite´.
Les mode`les d’e´volution du mouvement relatif sont suppose´s line´aires a` parame`tres inva-
riants ou variants dans le temps suivant l’excentricite´ de l’orbite cible et les perturbations
orbitales conside´re´es. La forme ge´ne´rale de ces mode`les est donne´e par les e´quations d’e´tat :
dX(t)
dt
= A(t)X(t) +B(t)U(t) (1)
avec :
– X(t) : vecteur d’e´tat du mouvement relatif du chasseur par rapport a` la cible ;
– A(t), B(t) : matrices d’e´tat du mode`le dynamique ;
– U(t) : vecteur de commande, comprenant notamment les pousse´es des moteurs.
Dans certains cas, les matrices de transition directes Φ(t, t0), solutions de l’e´quation dif-
fe´rentielle autonome (1), peuvent eˆtre e´tablies. Ceci donne lieu a` des relations directes du
type :
X(t) = Φ(t, t0)X(t0) (2)
ou` t et t0 repre´sentent respectivement l’instant courant et l’instant initial. Nous verrons
par la suite que cela induit une simplification importante du proble`me de la commande
optimale de´fini par le proble`me du rendez-vous en remplac¸ant la contrainte diffe´rentielle
par une contrainte alge´brique.
2. Manœuvres impulsionnelles
Les manœuvres de rendez-vous conside´re´es dans la suite sont de nature impulsionnelle.
Il s’agit d’incre´ments de vitesse instantane´s de la forme :
∆V (ti) = ∆v(ti)β(ti) = v(t
+
i )− v(t−i ) (3)
ou` :
– ti est l’instant d’application de l’impulsion ;
– ∆v(ti) est l’amplitude de l’impulsion ;
– β(ti) est sa direction.
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Une formulation continue a` l’aide des impulsions de Dirac peut eˆtre e´galement utilise´e :
∆V (t) =
ti=tf∑
ti=t1
∆v(ti)β(ti)δ(t− ti) (4)
Cette mode´lisation est utilise´e sous l’hypothe`se que la dure´e des pousse´es est faible devant
la pe´riode orbitale. En pratique, la nature des pousse´es n’est pas purement impulsionnelle.
Il est montre´ dans [16] que les e´carts en optimalite´ du crite`re vis-a`-vis d’une mode´lisation
plus re´aliste sont principalement dus aux effets du gradient de gravite´ et du changement
de direction de pousse´e lors des phases de pousse´e.
Un moteur fournit de la pousse´e en propulsant une quantite´ de masse vers la direction
oppose´e au mouvement. Cette quantite´ de masse peut venir d’eau, d’air, de re´sidus de
combustion ou de tout autre matie`re ; son e´jection peut eˆtre obtenue par combustion,
diffe´rence de pression, ou n’importe quel autre me´canisme.
La pousse´e F obtenue est :
F = m˙ve + Ae(Pe − P0) (5)
ou` :
– m˙ est le de´bit de masse ;
– ve est la vitesse d’e´jection ;
– Ae est la surface de la tuye`re ;
– Pe − P0 est le gradient de pression entre le re´servoir et l’environnement ambiant.
La performance d’un moteur est donc parame´tre´e par m˙ et F . L’impulsion spe´cifique
permet de mesurer cette performance, pour un de´bit en masse et une pousse´e constante :
Isp =
ve
g
≡ F
gm˙
=
∫ t
t0
F dt
g
∫ t
t0
m˙ dt
(6)
g est l’acce´le´ration gravitationnelle au niveau de la mer. L’impulsion spe´cifique est une
mesure de l’efficacite´ avec laquelle la consommation de carburant est convertie en pousse´e.
Dans le cadre des propulseurs impulsionnels, retenu dans cette the`se, la vitesse d’e´jection
est constante.
3. Crite`res de consommation
Suivant les capacite´s d’orientation du ve´hicule chasseur et suivant les spe´cifications de
la mission, le calcul de la consommation peut prendre diffe´rentes formes.
- Dans le cas ou` le propulseur (le ve´hicule spatial est e´quipe´ d’un unique propulseur)
peut eˆtre oriente´ dans n’importe quelle direction aux instants de pousse´e, le crite`re
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de consommation est alors de´fini par :
J1 =
N∑
i=1
‖∆V (ti)‖2 =
N∑
i=1
√
∆V 2x (ti) + ∆V
2
y (ti) + ∆V
2
z (ti)
=
N∑
i=1
√
∆v2i (β
2
x(ti) + β
2
y(ti) + β
2
z (ti)) =
N∑
i=1
∆vi = ‖∆v‖1
(7)
ou` ∆v =
[
∆v1 · · · ∆vN
]t ∈ RN .
- Si l’on suppose par contre que l’on dispose de propulseurs dans chacune des direc-
tions, la consommation est de´finie par :
J2 =
N∑
i=1
‖∆V (ti)‖1 =
N∑
i=1
(|∆Vx(ti)|+ |∆Vy(ti)|+ |∆Vz(ti)|)
=
N∑
i=1
∆vi (|βx(ti)|+ |βy(ti)|+ |βz(ti)|) =
N∑
i=1
∆viα(ti)
(8)
ou` α(t) = (|βx(t)|+ |βy(t)|+ |βz(t)|) et ∆V =
[
∆V (t1)
t · · · ∆V (tN)t
]t ∈ R3N .
Dans les de´finitions pre´ce´dentes, nous avons adopte´ les notations suivantes.
- ∆V (ti) est un vecteur de pousse´e impulsionnelle ope´rant a` l’instant ti de´fini par ses
composantes dans la base locale :
∆V (ti) =

 ∆Vx(ti)∆Vy(ti)
∆Vz(ti)


et dont la norme est donne´e par ∆vi.
- β(ti) est le vecteur unitaire (‖β(t)‖ = 1, ∀ t ∈ [t1, tf ]) de direction de la pousse´e a`
l’instant ti de´fini par ses composantes dans la base locale :
β =

 βx(ti)βy(ti)
βz(ti)


Il n’y a pas, a` notre connaissance, de relation directe entre J1 et J2 si ce n’est la relation
d’ordre obtenue en appliquant l’ine´galite´ triangulaire :
J1 ≤ J2 (9)
Suivant les possibilite´s d’orientation du ve´hicule chasseur, d’autres combinaisons ont e´te´
propose´es dans [7] et [20].
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Formulation mathe´matique du proble`me du rendez-
vous
Le proble`me du rendez-vous peut eˆtre identifie´ a` un proble`me de commande optimale
ge´ne´ralise´. Dans notre cas particulier, ll s’agit d’un proble`me a` consommation minimale
en temps fixe´. Nous donnons ici une formulation mathe´matique ge´ne´rale du proble`me, qui
nous permettra d’identifier les diffe´rentes proble´matiques qui s’y rapportent.
J∗(ξ,∆vi, β(ti), ti, N) = min
∆vi,β(ti),ti,N
J∗
sous
X˙(t) = A(t)X(t) +B(t)
N∑
i=1
β(ti)∆viδ(t− ti)
β2x(ti) + β
2
y(ti) + β
2
z (ti) = 1 , ∀ i = 1, · · · , N
Ψ(t1, X(t1), tf , X(tf), ξ) = 0
0 ≤ ∆v ≤ ∆vi ≤ ∆v , ∀ i = 1, · · · , N
(10)
avec :
– ξ : parame`tres de´finissant le proble`me traite´ ;
– ∆vi : amplitude de la i
e`me impulsion ;
– β(ti) : direction de la i
e`me impulsion ;
– ti : date d’application de la i
e`me impulsion ;
– J∗ : crite`re de consommation J1 ou J2 ;
– X : vecteur d’e´tat du mouvement relatif ;
– Ψ : conditions aux bouts ;
– N : nombre d’impulsions. Sauf mention contraire, tN correspond a` tf d’une manie`re
ge´ne´rale.
Cette formulation est inspire´e de la classe ge´ne´rale des proble`mes de commande optimale
impulsionnelle. Une formulation de cette classe de proble`mes est donne´e par Rishel dans
[15] a` l’aide de la the´orie de mesure. Il introduit notamment la me´thode du changement
discontinu de temps qui devient une variable d’e´tat. Robinson dans [17] propose une
formulation similaire, adapte´e aux proble`mes de transfert a` consommation minimale. Il
remplace les mesures employe´es par Rishel, par la vitesse caracte´ristique donne´e par :∫ tf
t1
dV = V (tf)− V (t0) (11)
ou` la dynamique du syste`me est mode´lise´e par :
dX(t) = f(t, X(t))dt+ g(t, β(t))dV (t) (12)
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De nombreux travaux the´oriques ont pour objet de ge´ne´raliser le principe de Pontryagin a`
ce type de proble`mes a` l’aide d’outils mathe´matiques sophistique´s (analyse non diffe´ren-
tielle, the´orie de la mesure ...), notamment dans [19], [18], [14] et [2]. Nous plac¸ant dans
une optique d’applicabilite´, nous nous pre´occupons dans ce travail de me´thodes efficaces
nume´riquement.
Si l’on dispose de la matrice de transition Φ(t, t1) associe´e a` la contrainte diffe´rentielle
de´finie par l’e´quation d’e´tat, le proble`me de commande optimale (10) se simplifie en un
proble`me d’optimisation parame´trique (13) portant sur le nombre, l’amplitude, l’orienta-
tion et les dates d’applications des incre´ments de vitesse [3].
J∗(ξ,∆vi, β(ti), ti, N) = min
∆vi,β(ti),ti,N
J∗
sous
X(tf) = Φ(tf , t1)X(t1) +
N∑
i=1
Φ(tf , ti)B(ti)β(ti)∆vi
β2x(ti) + β
2
y(ti) + β
2
z (ti) = 1 , ∀ i = 1, · · · , N
Ψ(t1, X(t1), tf , X(tf), ξ) = 0
0 ≤ ∆v ≤ ∆vi ≤ ∆v , ∀ i = 1, · · · , N
(13)
Cette formulation, en plus de permettre d’utiliser des outils d’optimisation avance´s, ne
ne´cessite aucune inte´gration des solutions. L’implantation des re´sultats obtenus y est
donc simplifie´e. Compte tenue de la complexite´ usuelle des mode`les relatifs, l’inte´gration
analytique des re´sultats peut eˆtre tre`s complexe.
Objectifs de la the`se
A partir des diffe´rentes formes de la formulation mathe´matique du proble`me du rendez-
vous (e´quations (13) et (10)), nous avons identifie´ un certain nombre de proble´matiques
qui ont motive´ les travaux entrepris dans le cadre de cette the`se. Les questions souleve´es
concernent deux domaines diffe´rents : la mode´lisation du mouvement relatif de satellites
et la synthe`se des algorithmes de guidage.
1. Mode´lisation du mouvement relatif de satellites
Un certain nombre de proble´matiques lie´es a` la mode´lisation du mouvement relatif
apparaˆıt a` travers les deux formulations pre´sente´es pre´ce´demment.
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– Le choix du vecteur d’e´tat : ce choix intervient a` plusieurs niveaux. L’e´criture des
contraintes dynamiques du proble`me de commande optimale est conditionne´e par
la nature du vecteur d’e´tat. De plus, les mode`les d’e´volution du mouvement relatif
sous forme d’e´quations d’e´tat ou de matrices de transition y sont e´troitement lie´s ;
– la synthe`se des mode`les : les mode`les doivent eˆtre line´aires et permettre l’autonomie
des manœuvres. Les mode`les d’e´volution sont e´videmment influence´s par le choix des
vecteurs d’e´tat, mais aussi par la de´marche suivie dans la synthe`se et les hypothe`ses
conside´re´es ;
– les matrices de transition : la formulation alternative base´e sur les matrices de
transition directe permet de transformer le proble`me de commande optimale en
un proble`me d’optimisation parame´trique. Des outils mathe´matiques d’optimisa-
tion peuvent de`s lors eˆtre exploite´s. La construction des matrices de transition n’est
cependant pas une ope´ration simple, et ne´cessite parfois des de´marches adapte´es et
des simplifications spe´cifiques aux cas conside´re´s.
C’est autour de ces trois points que la premie`re partie de la the`se est articule´e.
Dans un premier chapitre, un e´tat de l’art en mode´lisation du mouvement relatif est
e´tabli. Une analyse bibliographique de l’essentiel des mode`les existants dans la litte´rature
est donne´e. Cette analyse permettra d’avoir une vue globale sur la proble´matique de mo-
de´lisation du mouvement relatif.
Ensuite, une me´thode ge´ne´rale de synthe`se de mode`le d’e´tat est pre´sente´e. Elle permet
de retrouver tous les mode`les cite´s dans la section pre´ce´dente et d’y apporter plus de
ge´ne´ralite´ et de rigueur dans la phase de de´veloppement.
La construction des matrices de transition directe sera revue a` travers des transformations
non line´aires et line´aires de variables, permettant d’utiliser diffe´rentes formes de vecteurs
d’e´tat et d’en tirer profit.
Un propagateur d’orbite est e´galement de´veloppe´. Il est utilise´ comme un outils de simu-
lation pour les besoins de la the`se. Une proce´dure de validation a` travers des e´le´ments de
comparaison nume´rique est propose´e afin de justifier l’utilisation de ce simulateur en tant
que re´fe´rence.
2. Synthe`se des algorithmes de guidage pour le rendez-vous
Le proble`me du rendez-vous tel qu’il est formule´ en (10) et (13) est un proble`me
d’optimisation parame´trique sous contraintes. Les variables d’optimisation de ce proble`me
sont :
– l’amplitude des impulsions ∆vi ;
– la direction des impulsions β(ti) ;
– les dates d’impulsion ti ;
– le nombre d’impulsions N .
On peut d’ores et de´ja` remarquer que la difficulte´ du proble`me de´pend d’une manie`re
explicite de la complexite´ du mode`le d’e´tat. Les dates d’impulsion sont des variables in-
trinse`ques, conside´re´es a` travers la matrice de transition directe Φ. Le nombre d’impulsions
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est quant a` lui, un parame`tre qui affecte la structure du proble`me en changeant le nombre
des variables a` optimiser.
Les proble`mes (10) et (13) peuvent eˆtre approche´s de plusieurs manie`res :
– les me´thodes conventionnelles, base´es sur la me´canique spatiale ;
– les me´thodes directes, ou` des outils de programmation line´aire sont utilise´s pour une
re´solution nume´rique directe du proble`me ;
– les me´thodes indirectes, pour une re´solution analytique du proble`me a` l’aide d’outils
issus de la commande optimale.
Chacune des classes de me´thodes cite´es se caracte´rise par une approche particulie`re du
proble`me, et des proprie´te´s diffe´rentes des re´sultats obtenus.
L’objectif de la deuxie`me partie de la the`se est la mise en œuvre d’algorithmes de
re´solution du proble`me de rendez-vous impulsionnel base´s sur les me´thodes cite´es.
Les me´thodes conventionnelles sont passe´es brie`vement en revue car elles n’offrent aucune
garantie sur l’optimalite´. Par contre, la simplicite´ de ces techniques facilite leur exploita-
tion.
En ce qui concerne les me´thodes indirectes, il s’agit en premier lieu de mener une analyse
des travaux ante´rieurs (travaux de Carter [4, 5], Lawden [10, 9], Lion & Handelsman [11]
et Neustadt [12]). Une reformulation du proble`me (13) pour un nombre d’impulsions fixe´,
en proble`me d’optimisation polynomiale est ensuite donne´e. Ceci donnera lieu a` la syn-
the`se de deux algorithmes permettant de re´soudre certains proble`mes non traite´s dans la
litte´rature. Des outils mathe´matiques tels que l’optimisation polynomiale, l’homotopie et
les bases de Gro¨bner sont pre´sente´s et employe´ lors de la synthe`se des algorithmes.
Les me´thodes directes sont conside´re´es a` travers l’e´laboration d’un algorithme de guidage
a` consommation minimale en temps fixe´. Bien que les solutions obtenues par ces me´-
thodes soient sous-optimales d’une manie`re ge´ne´rale, d’autres possibilite´s offertes par ces
approches compensent cet inconve´nient. En effet, la facilite´ de l’implantation, la prise en
compte de contraintes supple´mentaires ainsi que l’extension pour la prise en compte de la
robustesse du plan de manœuvres sont simplifie´es par cette classe de me´thodes. Des e´le´-
ments pre´liminaires de robustesse sont donne´s a` l’issue du de´veloppement de l’algorithme
de guidage directe.
Un chapitre consacre´ a` la validation nume´rique est propose´ a` la fin de cette partie. La
re´solution de certains scenarii de rendez-vous acade´miques et re´els est pre´sente´e. Les dif-
fe´rents algorithmes de´veloppe´s au cours de cette partie sont teste´s, valide´s et compare´s.
Les re´sultats obtenus sont confronte´s e´galement aux travaux issus de la litte´rature.
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Introduction
La premie`re partie de la the`se est de´die´e a` l’e´tude et au de´veloppement de me´thodes
et outils pour la mode´lisation du mouvement relatif de satellites. Toutes les applications
base´es sur la navigation relative, ou` des manœuvres de proximite´ sont ope´re´es, font appel
a` des mode`les de mouvement orbital relatif. Ces mode`les sont ge´ne´ralement line´arise´s
afin de simplifier leur exploitation. La line´arisation s’appuie sur le fait que les distances
se´parant les satellites conside´re´s sont faibles devant les dimensions orbitales [31, 54]. Le
rendez-vous a, historiquement, motive´ le plus grand nombre de travaux de mode´lisation
durant les anne´es 1960 et 1970 dans le contexte de la course a` l’espace et des missions
vers la Lune. C’est ainsi que l’on trouve une litte´rature abondante pour les proble`mes
de guidage en navigation relative [54],[3],[8],[17],[18],[32], et pour l’e´vitement de collision
[9],[10]. Les travaux de´die´s aux formations de satellites sont plus re´cents, et pre´sentent des
similitudes avec le proble`me du rendez-vous, notamment en ce qui concerne les mode`les
de mouvement relatif. Il s’agit des proble`mes de maintien a` poste [1],[2],[7],[23],[24],[38]
et de reconfiguration [33],[34] entre autres.
Si l’on s’inte´resse aux mode`les utilise´s actuellement pour ces applications, on s’aperc¸oit
que la quasi totalite´ des techniques existantes est base´e sur le mode`le de Hill-Clohessy-
Wiltshire1. Les hypothe`ses de validite´ de ce mode`le sont a` la fois un facteur avantageux,
simplifiant son exploitation et permettant des solutions analytiques du mouvement, mais
aussi un inconve´nient, car elles limitent fortement ses applications. Les perturbations
orbitales ainsi que l’excentricite´ de l’orbite ne sont pas conside´re´es dans ce mode`le. Un
atout important de ce mode`le est la possibilite´ de calculer la matrice de transition solution
des e´quations dynamiques LTI. Un autre mode`le plus re´aliste est celui de Tschauner-
Hempel2, qui prend en compte les effets de l’excentricite´ des orbites sur la dynamique
relative. Ce mode`le est a` parame`tres variants dans le temps (LPV). La construction de la
matrice de transition est plus complexe dans ce cas. Les travaux da Carter [15] suivi par
Yamanaka-Ankersen [59] ont abouti a` une solution de ce proble`me.
La construction de la matrice de transition associe´e a` une dynamique donne´e est l’un
des proble`mes qui restent encore non re´solus pour certains cas, particulie`rement lorsque
les perturbations sont conside´re´es. Des travaux re´cents ont ravive´ l’inte´reˆt pour cette
1Mode`le de mouvement relatif line´aire de´die´ aux orbites circulaires non perturbe´es [31]
2Mode`le de mouvement relatif line´aire de´die´ aux orbites elliptiques non perturbe´es [54]
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proble´matique, en utilisant notamment des me´thodes hybrides permettant de re´soudre
des cas perturbe´s elliptiques [29].
Dans cette partie, nous conside´rons les mode`les line´aires, pour des orbites elliptiques
et perturbe´es par l’aplatissement des poˆles. Nous verrons qu’il existe deux approches
pour de´crire le mouvement relatif : les e´le´ments orbitaux diffe´rentiels et les coordonne´es
carte´siennes locales. Les me´thodes hybrides sont conside´re´es a` travers les transformations
entre les deux types de description du mouvement relatif.
Nous commenc¸ons d’abord par une e´tude de l’e´tat de l’art sur la mode´lisation du vol
relatif de satellites, dans laquelle les mode`les sont classifie´s et les principaux travaux ren-
contre´s dans la litte´rature sont analyse´s. Nous identifions les points sujets a` ame´lioration.
Un chapitre est ensuite consacre´ aux diffe´rentes contributions propose´es dans le cadre
de la the`se. Des comparaisons et validations nume´riques viennent illustrer les re´sultats
obtenus.
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Chapitre 1
Etat de l’art en mode´lisation du
mouvement relatif
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1.1 Classification des mode`les de mouvement relatif
Tout au long de cette the`se, nous conside´rons des mode`les line´aires de connaissance,
donne´s par la repre´sentation d’e´tat line´aire variable dans le temps :
X˙(t) = A(t)X(t) +B(t)U(t) (I.1.1)
ou par la solution associe´e de´finie par la matrice de transfert direct :
X(t) = Φ(t, t0)X(t0) +
∫ t
t0
Φ(t, τ)B(τ)U(τ)dτ (I.1.2)
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ou` X est un vecteur d’e´tat de´crivant le mouvement relatif inter-satellitaire, en position et
vitesse. Il est clair que le choix de X est primordial pour la construction des matrices A,
B et Φ. Les matrices de transition sont tre`s utiles dans la re´solution de certains proble`mes
de guidage, notamment dans le cas du rendez-vous orbital en simplifiant conside´rablement
la charge calculatoire.
Des e´le´ments fondamentaux de me´canique spatiale sont pre´requis pour la compre´hen-
sion de cette partie. Des notions de base sont donne´s en annexe. Le lecteur interesse´ pourra
se re´fe´rer aux ouvrages spe´cialise´s pour plus de de´tails [14, 46, 49, 51].
La notion de mouvement relatif englobe l’ensemble des variables et mode`les permettant
de de´crire la trajectoire d’un engin spatial dans un repe`re mobile lie´ a` un deuxie`me engin
e´voluant sur une orbite diffe´rente.
Le choix du parame´trage du mouvement relatif est d’une importance capitale dans le
processus de mode´lisation. Un satellite e´voluant sur une orbite est totalement localise´ a`
l’aide de l’une des approches suivantes :
– soit en e´crivant ses coordonne´es carte´siennes rapporte´es a` un repe`re inertiel, centre´
sur la Terre ;
– soit en e´crivant ses parame`tres orbitaux, un jeu de parame`tres permettant de de´crire
la forme et l’orientation spatiale d’une orbite osculatrice, ainsi que la position du
satellite sur cette orbite en fonction du temps.
Le mouvement relatif entre deux satellites peut eˆtre donc e´tudie´ en conside´rant la diffe´-
rence entre leurs mouvements absolus, rapporte´e a` un repe`re local. Ceci se fait :
– en e´tudiant le mouvement d’un satellite chasseur, par rapport a` un repe`re centre´
sur un satellite cible, a` l’aide des coordonne´es carte´siennes locales rapporte´es a` la
cible ;
– en e´tudiant la diffe´rence alge´brique des parame`tres orbitaux re´gissant les orbites des
deux satellites.
Ce sont la` les deux classes de techniques utilise´es historiquement pour l’e´tude du mou-
vement relatif. Celles-ci pre´sentent par ailleurs un certain nombre de caracte´ristiques qui
les rendent comple´mentaires.
Les me´thodes carte´siennes sont adapte´es aux proble´matiques du rendez-vous et e´vi-
tement de collision, de par la nature meˆme de ces proble`mes. En effet, il s’agit ge´ne´-
ralement de synthe`se de commande en position/vitesse relative avec des contraintes en
position/vitesse relatives e´galement. La difficulte´ majeure rencontre´e concerne la recherche
de matrices de transition solution de l’e´quation diffe´rentielle du mouvement, particulie`re-
ment lorsque des perturbations orbitales sont prises en compte. Les mode`les diffe´rentiels
obtenus sont a` parame`tres variants dans le temps et la solution analytique est difficile,
voire impossible a` e´tablir.
Les me´thodes base´es sur les parame`tres orbitaux sont, quant a` elles, plus utilise´es dans
le cadre des vols en formation. Il s’agit ge´ne´ralement d’e´tudier la topologie du mouvement
relatif, ou de commander les e´carts en e´le´ments orbitaux (le de´phasage en l’occurrence).
La prise en compte de perturbations orbitales y est intuitive graˆce aux e´quations de Gauss,
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et les matrices de transition sont plus simples a` mettre en œuvre. Cependant, il est difficile
d’utiliser cette classe de mode`les pour des proble`mes de commande en position/vitesse.
Une troisie`me classe de me´thodes, tirant profit des avantages des deux classes pre´ce´-
dentes a commence´ a` prendre de l’importance ces dernie`re anne´es. Il s’agit des me´thodes
dites hybrides. Dans ce cas, un calcul direct des matrices de transition est ope´re´. Les va-
riables d’e´tat sont carte´siennes ge´ne´ralement, et des transformations line´aires de variables
permettent de passer aux e´le´ments orbitaux diffe´rentiels, pour un calcul plus simple. Ces
me´thodes ont permis de re´soudre certains proble`mes non traite´s par les me´thodes car-
te´siennes classiques (prise en compte de J2 par Gim & Alfriend [28] par exemple). Leur
utilisation dans la commande reste encore limite´e a` cause de la complexite´ analytique des
matrices de transition obtenues d’un cote´, et des limites de validite´ des transformations
line´aires utilise´es d’un autre cote´.
La de´marche suivie dans ce chapitre sera donc articule´e autour de ces trois classes de
me´thodes. Nous donnons une revue bibliographique des principaux travaux repre´sentatifs
des trois classes de mode`les cite´s plus haut. Les me´thodes carte´siennes sont traite´es avec
plus de conside´ration car elles sont utilise´es dans la deuxie`me partie.
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Fig. 1.1 – Classification des re´fe´rences bibliographiques en mode´lisation du mouvement
relatif selon les me´thodes de synthe`se et les hypothe`ses pose´es
Sur la figure 1.1, une classification des principaux travaux cite´s dans la suite est donne´e.
Deux crite`res sont retenus pour cette cate´gorisation :
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– les me´thodes de synthe`se : carte´siennes (rectangle vert), orbitales (rectangle jaune)
et hybrides (partie commune jaune/verte de´limite´e par les pointille´s) ;
– les hypothe`ses pose´es : orbite de re´fe´rence circulaire ke´ple´rienne (cercle magenta),
elliptique ke´ple´rienne (cercle rouge) et elliptique perturbe´e (cercle bleu).
1.2 Mode`les a` base d’e´le´ments orbitaux diffe´rentiels
Dans cette partie, nous conside´rons des mode`les du mouvement relatif sous la forme
d’e´quations d’e´tat :
d(δXoe)
dt
= Aoe(t)δXoe +Boe(t)U (I.1.3)
ou sous la forme de transition directe :
δXoe(t) = Φoe(t, t0)δXoe(t0) (I.1.4)
ou` δXoe = X
2
oe −X1oe.
X2oe et X
1
oe de´signent respectivement les vecteurs des e´le´ments orbitaux des satellites chas-
seur et cible. Les e´le´ments de ces vecteurs sont choisis selon la configuration orbitale e´tu-
die´e (elliptique, circulaire, perturbe´e) afin d’e´viter les singularite´s qui peuvent apparaitre.
La mode´lisation par les parame`tres orbitaux diffe´rentiels a suscite´ un inte´reˆt grandissant
ces dernie`res anne´es. Ceci est duˆ a` la multitude des missions de vols en formation planifie´e
pour les anne´es a` venir (Stellar Imager, DARWIN, A-TRAIN, LISA, GRACE... [22]). On
peut classer les travaux rencontre´s dans la litte´rature en deux principales cate´gories :
– des travaux visant a` e´tablir des mode`les d’e´tat ;
– des travaux visant a` construire des matrices de transition.
1.2.1 Synthe`se de mode`les d’e´tat
Rappelons que les e´quations de Gauss permettent de de´crire la dynamique des e´le´ments
orbitaux. Sous l’effet des acce´le´rations gravitationnelles et perturbatrices dont la re´sultante
est note´e aγ , les e´quations de Gauss ont la forme ge´ne´rique suivante :
dXoe
dt
= Gk(Xoe) +Gp(Xoe)aγ (I.1.5)
Gk e´tant la variation temporelle des e´le´ments orbitaux sous hypothe`ses ke´ple´riennes et
Gp la variation sous l’effet de l’acce´le´ration aγ. Le de´veloppement des mode`les a` base
d’e´le´ments orbitaux diffe´rentiels exploite essentiellement la line´arisation des e´quations de
Gauss et l’application d’hypothe`ses donne´es concernant les perturbations orbitales prises
en compte dans le mode`le. La de´marche suivie part ge´ne´ralement de la relation :
dδXoe
dt
=
dX2oe
dt︸ ︷︷ ︸
Gk(X2oe)+Gp(X
2
oe)aγ2
− dX
1
oe
dt︸ ︷︷ ︸
Gk(X1oe)+Gp(X
1
oe)aγ1
(I.1.6)
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Pour les valeurs de X2oe au voisinage de X
1
oe, on ope`re une line´arisation au premier ordre
des e´quations de Gauss :
dδXoe
dt
= ∇ [Gk(Xoe) +Gp(Xoe)aγ]X1oe δXoe (I.1.7)
ou` ∇ est l’ope´rateur gradient. Il est ne´cessaire ensuite d’e´crire les hypothe`ses retenues
concernant les perturbations orbitales afin de pre´ciser les fonctions de Gr et Gp. Dans la
suite, nous ferons appel aux hypothe`ses sur la nature du mouvement orbital (circulaire ou
elliptique) et des perturbations conside´re´es. Ces hypothe`ses affectent le potentiel terrestre
et donc l’acce´le´ration gravitationnelle qui de´rive de ce potentiel.
Hypothe`se 1.2.1 Un satellite est dit dans un environnement ke´ple´rien si les deux condi-
tions suivantes sont ve´rifie´es :
– la Terre est suppose´ de forme sphe´rique et de re´partition massique constante ;
– les seules acce´le´rations prises en compte sont les acce´le´rations newtoniennes en
1
r2
.
Le potentiel gravitationnel en un point M s’e´crit alors :
U(M) = −µ
r
(I.1.8)
ou` :
– µ = 3.986× 1014m2 s−2 est la constante gravitationnelle de la Terre ;
– r = ||−−−→OTM ||.
Hypothe`se 1.2.2 Une orbite est perturbe´e par le J2 (ou par l’aplatissement des poˆles)
si le potentiel gravitationnel en un point M s’e´crit sous la forme :
U(M) = −µ
r
+
µJ2
2r
(
RT
r
)2
(3 sin2 λ− 1) (I.1.9)
ou` :
– J2 = 1.086× 10−3 est le coefficient d’aplatissement des poˆles ;
– RT = 6378.315 km est le rayon e´quatorial de la Terre ;
– λ est la latitude du point M dans le repe`re pseudo-inertiel lie´ a` la Terre.
Afin d’illustrer cette de´marche avec les hypothe`ses cite´es pre´ce´demment, nous reprenons
l’exemple du mode`le de Hamel [30] fonde´ sur les e´le´ments orbitaux diffe´rentiels :
δX˙oeh(t) = AHamel(X
r
oeh)δXoeh(t) +BHamel(X
r
oeh)u(t) (I.1.10)
ou` Xoeh = [a(t), e(t), i(t),Ω(t), ω(t),M(t)]
′. BHamel n’est autre que la matrice de Gauss
pour le jeu d’e´le´ments orbitaux Xoeh ([30], voir annexe). L’orbite de re´fe´rence est elliptique
et soumise au J2 comme unique perturbation orbitale.
La perturbation par J2 induit deux types de variations sur les e´le´ments orbitaux :
des effets se´culaires et des effets pe´riodiques dont l’influence est nulle sur une pe´riode
orbitale. Ils ont e´te´ e´tudie´s dans [37] et [12]. Les auteurs posent l’hypothe`se suivante afin
de simplifier les calculs :
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Hypothe`se 1.2.3 La variation des e´le´ments orbitaux diffe´rentiels est e´gale a` la variation
moyenne des e´le´ments orbitaux diffe´rentiels :
δX˙oeh = δ
˙¯Xoeh (I.1.11)
Cette hypothe`se est issue des travaux de Brouwer [12] ou` il est prouve´ que seuls les
e´le´ments orbitaux Ω, ω et M ont des de´rives se´culaires dues a` l’effet du J2. Soit X¯oe la
moyenne de Xoe sur une pe´riode, on peut e´crire :
˙¯a = 0 (I.1.12)
˙¯e = 0 (I.1.13)
˙¯i = 0 (I.1.14)
˙¯Ω = −3
2
J2n¯
(
Re
p¯
)2
cos i¯ (I.1.15)
˙¯ω =
3
4
J2n¯
(
Re
p¯
)2
(5 cos2 i¯− 1) (I.1.16)
˙¯M = n¯+
3
4
J2n¯
(
Re
p¯
)2
(3 cos2 i¯− 1) (I.1.17)
ou` n¯ est le mouvement moyen, p = a(1− e2) et η = √1− e2.
Le de´veloppement au premier ordre des relations pre´ce´dentes me`ne a` :
δ ˙¯Ω =
∂ ˙¯Ω
∂a¯
δa¯+
∂ ˙¯Ω
∂e¯
δe¯+
∂ ˙¯Ω
∂i¯
δi¯ (I.1.18)
δ ˙¯ω =
∂ ˙¯ω
∂a¯
δa¯+
∂ ˙¯ω
∂e¯
δe¯+
∂ ˙¯ω
∂i¯
δi¯ (I.1.19)
δ ˙¯M =
∂ ˙¯M
∂a¯
δa¯ +
∂ ˙¯M
∂e¯
δe¯+
∂ ˙¯M
∂i¯
δi¯ (I.1.20)
Les expressions des de´rive´es sont donne´es en de´tail dans [30]. Elles sont des fonctions de
δa¯, δe¯ et δi¯. Pour les besoins du mode`le e´crit en fonction des e´le´ments osculateurs, les
auteurs utilisent une transformation ξ telle que :
X¯oe = ξXoe (I.1.21)
Le de´veloppement de cette transformation a` l’ordre 1 permet d’obtenir une matrice dont
la diagonale est constitue´e de 1. Les autres e´le´ments sont ne´gligeables car de l’ordre de J2
mis a` part la premie`re ligne correspondant a` δa¯ [46].
La premie`re ligne est obtenue a` partir de la relation suivante :
a¯ = ξa = a− aJ2
2
(
Re
a
){
(3 cos2 i− 1)
[
a3
r3
− 1
η3
]
. . .
· · ·+ 3(1− cos2 i)
(a
r
)3
cos(2ω + 2ν)
}
(I.1.22)
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dont un de´veloppement au premier ordre conduit a` :
δa¯ =
∂ξa
∂a
δa+
∂ξa
∂e
δe+
∂ξa
∂i
δi+
∂ξa
∂ω
δω +
∂ξa
∂Ω
δΩ +
∂ξa
∂ν
δν (I.1.23)
Dans l’e´quation (I.1.23), δν est calcule´e par :
δν =
(1 + e cos ν)2
η3
δM +
sin ν
η2
(2 + e cos ν)δe (I.1.24)
Cette relation est obtenue via une diffe´rentiation de l’e´quation de Kepler :
M = E − e sinE (I.1.25)
δM =
∂M
∂E
δE +
∂M
∂e
δe = (1− e cosE)δE − sinEδe (I.1.26)
On proce`de d’une fac¸on analogue pour e´liminer δE :
tan
ν
2
=
√
1 + e
1− e tan
E
2
⇒ δE = η
1 + e cos ν
δν − sin ν
η(1 + e cos ν)
δe (I.1.27)
avec η =
√
1− e2.
En remplac¸ant δE dans l’expression de δM et en se basant sur les relations entre E et
M , on de´duit :
δM =
η
(1 + e cos ν)2
(
η2δν − sin ν(2 + e cos ν)δe) (I.1.28)
On obtient finalement :
[
∂ξ(Xoeh)
∂Xoe
]
=


∂ξa
∂a
∂ξa
∂e
+ (2 + e cos ν)
sin ν
n2
∂ξa
∂ν
∂ξa
∂i
∂ξa
∂Ω
∂ξa
∂ω
(1 + e cos ν)2
η3
∂ξa
∂ν
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


(I.1.29)
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Les e´le´ments de cette matrice sont de´taille´s dans [30]. La matrice dynamique du mode`le
est donc donne´e par :
AHamel =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
∂ ˙¯Ω
∂a¯
∂ξa
∂a
∂ ˙¯Ω
∂a¯
∂ξa
∂e
+
∂ ˙¯Ω
∂e¯
+
∂ ˙¯Ω
∂a¯
∂ξa
∂ν
H1
∂ ˙¯Ω
∂a¯
∂ξa
∂i
+
∂ ˙¯Ω
∂i¯
0
∂ ˙¯Ω
∂a¯
∂ξa
∂ω
∂ ˙¯Ω
∂a¯
∂ξa
∂ν
H2
∂ ˙¯ω
∂a¯
∂ξa
∂a
∂ ˙¯ω
∂a¯
∂ξa
∂e
+
∂ ˙¯ω
∂e¯
+
∂ ˙¯ω
∂a¯
∂ξa
∂ν
H1
∂ ˙¯ω
∂a¯
∂ξa
∂i
+
∂ ˙¯ω
∂i¯
0
∂ ˙¯ω
∂a¯
∂ξa
∂ω
∂ ˙¯ω
∂a¯
∂ξa
∂ν
H2
∂ ˙¯M
∂a¯
∂ξa
∂a
∂ ˙¯M
∂a¯
∂ξa
∂e
+
∂ ˙¯M
∂e¯
+
∂ ˙¯M
∂a¯
∂ξa
∂ν
H1
∂ ˙¯M
∂a¯
∂ξa
∂i
+
∂ ˙¯M
∂i¯
0
∂ ˙¯M
∂a¯
∂ξa
∂ω
∂ ˙¯M
∂a¯
∂ξa
∂ν
H2


(I.1.30)
ou`
H1 =
(2 + e cos ν) sin ν
η2
et
H2 =
(1 + e cos ν)2
η3
Le lecteur pourra retrouver les expressions de´taille´es des e´le´ments de A dans [30].
1.2.2 Mode`le de transition directe
Les matrices de transition sont obtenues en cherchant les solutions des e´quations dyna-
miques par inte´gration, ou a` l’aide d’une me´thode directe base´e sur le calcul de la matrice
de sensibilite´ de l’e´tat final :
δXoe(t) =
∂(δXoe(t))
∂(δXoe(t0))
δXoe(t0) (I.1.31)
Toutefois, ce calcul se fait dans la majorite´ des cas a` l’aide de l’e´quation (I.1.31). Plusieurs
travaux s’inscrivent dans ce sens, notamment [25], [16], [27] et [29].
Dans un chapitre consacre´ aux formations de satellites de l’ouvrage [46], Schaub et
Junkins proposent plusieurs mode`les pour la navigation relative. En particulier, le de´ve-
loppement d’une matrice de transition directe pour le cas quasi-circulaire non perturbe´
sera repris dans cette analyse.
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Le vecteur des e´le´ments orbitaux choisi est :
δXoekqc = [δa, δex, δey, δi, δΩ, δθ]
′ (I.1.32)
avec ex = e cosω, ey = e sinω et θ = ν + ω.
Tous les e´le´ments du vecteur d’e´tat sont constants a` l’exception du terme δθ. L’objectif
des de´veloppements pre´sente´s est d’aboutir a` une matrice de transition directe par une
me´thode fonde´e sur la sensibilite´ de l’e´tat final par rapport a` l’e´tat initial :
Φoeqc(t, t0) =
[
∂(δXoekqc(t))
∂(δXoekqc(t0))
]
(I.1.33)
Le calcul des e´le´ments de la matrice est direct, sauf pour ceux correspondant a` θ qui est
variant dans le temps.
L’objectif est donc d’exprimer δθ(t) en fonction des autres termes du vecteur δXoekqc. La
variation ne concerne que l’anomalie vraie d’ou` :
δθ(t) = δω + δν(t)
δθ(t0) = δω + δν(t0) = δω + δν0
(I.1.34)
La dynamique de l’anomalie moyenne est donne´e par :
M =M0 +
√
µ
a3
(t− t0) (I.1.35)
Le calcul de la premie`re variation conduit a` :
δM = δM0 − 3
2
δa
a
(M −M0) (I.1.36)
δM a de´ja e´te´ calcule´ dans I.1.28. En faisant de meˆme pour δM0, l’expression de δν devient
finalement :
δν =
(
−(1 + e cos ν)
2 sin ν0 (2 + e cos ν0)
η2 (1 + e cos ν0)
2 + sin ν (2 + e cos ν)
)
δe+
(1 + e cos ν)2
(1 + e cos ν0)
2 δν0
−3
2
(M −M0)
η2 (η (1 + e cos ν))2 a
δa
(I.1.37)
Cette relation peut se mettre sous la forme :
δν = saδa+ sνδν0 + seδe (I.1.38)
avec :
sa = −3
2
(M −M0)
η2 (η (1 + e cos ν))2 a
(I.1.39)
sν =
(1 + e cos ν)2
(1 + e cos ν0)
2 (I.1.40)
se = sin ν (2 + e cos ν) (I.1.41)
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On doit remplacer les termes en e et δe par des termes en ex, ey, δex et δey. A partir des
relations ex = e cosω et ey = e sinω, il est possible de calculer δe et δω :
δe =
1√
e2x + e
2
y
(exδex + eyδey) (I.1.42)
δω =
1
e2x + e
2
y
(exδey − eyδex) (I.1.43)
On obtient finalement :
δθ = saδa+ sνδαν0 +
(
se
ex√
e2x + e
2
y
− (1− sν) ey
e2x + e
2
y
)
︸ ︷︷ ︸
se1
δex (I.1.44)
+
(
se
ey√
e2x + e
2
y
− (1− sν) ex
e2x + e
2
y
)
︸ ︷︷ ︸
se2
δey (I.1.45)
La matrice de transition s’e´crit donc sous la forme :
Φoeqc(ν, ν0) =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
sa(ν) se1(ν) se2(ν) 0 0 sν(ν)

 (I.1.46)
Il est a` noter que la variable inde´pendante ici est n’est pas le temps mais l’anomalie vraie.
Les mode`les base´s sur les parame`tres orbitaux diffe´rentiels sont relativement re´cents.
L’inte´reˆt pour ce type de mode`les est lie´ au de´veloppement des applications pour les vols
en formation. Les avantages offerts par cette classe de mode`les sont issus, pour la plupart,
de la nature des e´quations de Gauss et des proprie´te´s des parame`tres orbitaux en termes
d’interpre´tation physique.
De plus, les e´quations de Gauss sont line´aires, du 1er ordre vis-a`-vis des perturbations de
toutes natures. Ceci facilite la prise en compte de perturbations orbitales diverses dans
la synthe`se des mode`les de mouvement relatif. Les parame`tres orbitaux sont constants
sous hypothe`ses ke´ple´riennes, ce qui permet de construire des matrices d’e´tat simples
analytiquement et facilite la construction de matrices de transition.
L’obstacle majeur rencontre´ par les mode`les a` parame`tres orbitaux diffe´rentiels re´side
dans leur inadaptation aux proble`mes de commande en position/vitesse (rendez-vous,
e´vitement de collision...). Cet inconve´nient est leve´ en partie par l’utilisation de transfor-
mations de variables que nous verrons au chapitre 3. Ce point est traite´ dans la section
consacre´e aux mode`les hybrides. Ces nouvelles approches donnent un nouvel essor aux
techniques orbitales diffe´rentielles, en e´largissant leur champs d’application.
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1.3 Mode`les a` parame`tres carte´siens locaux
Dans cette section, nous conside´rons les mode`les line´aires de mouvement relatif sous
forme dynamique d’e´tat :
d(Xcar(t))
dt
= Acar(t)Xcar(t) +Bcar(t)U (I.1.47)
ou sous la forme de transition directe :
Xcar(t) = Φcar(t, t0)Xcar(t0) (I.1.48)
ou` Xcar est le vecteur d’e´tat contenant les composantes des positions et vitesses relatives
du satellite chasseur, dans un repe`re local centre´ sur le satellite cible.
Le choix de ce type de vecteur d’e´tat provient directement des applications envisage´es
pour ce type de mode`les. En effet, les proble`mes du rendez-vous orbital et de l’e´vitement
de collision – pour ne citer que ces deux exemples – ne´cessitent la connaissance pre´cise de
la distance inter-satellitaire et son e´volution a` tout moment.
Le de´veloppement de mode`les a` parame`tres carte´siens locaux se base en ge´ne´ral sur
les e´quations de la dynamique des satellites dans le repe`re inertiel. Des changements de
base et des techniques de de´rivation vectorielle permettent d’exprimer la variation des
positions/vitesses relatives dans la base locale. La construction des matrices de transition
est ope´re´e ge´ne´ralement via la re´solution des e´quations dynamiques. Ceci peut s’ave´rer
complexe dans certains cas comme nous le verrons par la suite.
La complexite´ des mode`les appartenant a` cette classe change sensiblement suivant les
hypothe`ses pose´es sur la nature du mouvement de la cible. On peut identifier trois niveaux
de complexite´ analytique :
– la cible suit une trajectoire ke´ple´rienne circulaire : le mode`le d’e´tat obtenu est a`
parame`tres invariants dans le temps. La construction de la matrice de transition
directe se fait de manie`re analytique et directe ;
– la cible suit une trajectoire ke´ple´rienne elliptique : le mode`le est a` parame`tres va-
riants pe´riodiquement dans le temps. La construction des matrices de transition est
complexe et ne´cessite le calcul d’une inte´grale particulie`re ;
– la cible suit une trajectoire perturbe´e : le mode`le est a` parame`tres variants dans
le temps. La construction des matrices de transition est tre`s complexe, non re´solue
pour un grand nombre de cas.
L’analyse bibliographique que nous donnons reprend cette classification. Pour chaque cas,
les mode`les issus des travaux originaux sont donne´s. Les de´clinaisons trouve´es dans la
litte´rature ainsi que les matrices de transition correspondantes sont cite´es.
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1.3.1 Les orbites circulaires et ke´ple´riennes
Ce cas est largement traite´ dans la litte´rature. Base´ sur des hypothe`ses simplifiant le
mode`le d’e´tat et menant a` des e´quations LTI, la construction de matrices de transition
pour ce cas est facilite´e. Ces e´quations, connues sous le nom des e´quations de Hill-Clohessy-
Wiltshire initialement propose´es pour le rendez-vous [18], [58] ont e´te´ revisite´es dans le
cadre des e´tudes sur le vol en formation dans [45].
Le premier auteur a` s’y inte´resser est Hill dans [31] en 1878, pour l’e´tude du mouvement
relatif de la Lune par rapport a` la Terre autour du Soleil. La nouveaute´ introduite par
Hill est l’utilisation des coordonne´es carte´siennes (rectangulaires) en lieu et place des
coordonne´es sphe´riques utilise´es auparavant par nombre d’auteurs, parmi lesquels figure
Delaunay [19]. La formulation lagrangienne des e´quations du mouvement est utilise´e dans
la synthe`se du mode`le. Clohessy et Wiltshire ont de´veloppe´ des e´quations similaires [18]
dans un repe`re diffe´rent, et semble-t-il sans avoir de connaissance sur les travaux de
Hill, mais en citant des re´sultats pre´sente´s par Seifert et Summerfield [49] en 1959. Le
mouvement relatif sous les hypothe`se ke´ple´riennes et circulaires est commune´ment de´crit
par des mode`les dits de Hill-Clohessy-Wiltshire (HCW). Il apparaˆıt dans bon nombre
d’ouvrages en me´canique spatiale [44], [51], [42], [56], [46], [21]. Les approches suivies
dans l’e´laboration du mode`le sont fortement lie´es aux applications recherche´es : rendez-
vous impulsionnel dans [44], e´vitement de collision apre`s mise a` poste entre le satellite et
son booster dans [51] et enfin les orbites ge´ostationnaires avec [42].
Soit Xrsw le vecteur d’e´tat tel que :
Xrsw =
[ −−−−→
M1M2−→
V M2/R1
]
RSW1
=
[
x y z x˙ y˙ z˙
]t
(I.1.49)
et le vecteur de commande U des acce´le´rations de pousse´e :
U =
[
ur us uw
]t
RSW1
(I.1.50)
tel que M1 est le satellite cible et M2 est le satellite chasseur. La trajectoire de M1 est
de´finie a` travers son vecteur d’e´le´ments orbitaux Xoe1 :
Xoe1 =
[
a e i Ω ω ν
]t
(I.1.51)
Les hypothe`ses pose´es pour parvenir a` ce mode`le sont :
Hypothe`se 1.3.1
– la cible et le chasseur e´voluent sur des orbites ke´ple´riennes ;
– l’orbite de la cible est circulaire : e = 0, r1 = ||−→r 1|| = ||−−−→OTM1|| = a ;
– la distance inter-satellitaire est tre`s petite devant la distance avec la Terre :
||−−−−→M1M2|| << ||−→r 1|| (I.1.52)
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Sous ces hypothe`ses, le mode`le de Hill-Clohessy-Wiltshire (HCW) se pre´sente sous la
forme d’e´tat :
dXrsw
dt
= AHCWXrsw +BHCWU (I.1.53)
avec :
AHCW =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
3n2 0 0 0 2n 0
0 0 0 −2n 0 0
0 0 −n2 0 0 0

 BHCW =


0 0 0
0 0 0
0 0 0
1 0 0
0 1 0
0 0 1

 (I.1.54)
ou` n est le mouvement moyen de la cible donne´ par :
n =
√
µ
a3
(I.1.55)
Le calcul de matrices de transition directes est explicite graˆce a` la nature des e´le´ments
de la matrice AHCW :
ΦHCW (t) = e
AHCW (t) (I.1.56)
L’exponentielle de matrice peut ainsi eˆtre calcule´e par triangularisation de la matrice
dynamique AHCW ou par utilisation de la transforme´e de Laplace :
ΦHCW (t) =


4− 3 cos(nt) 0 0 sin(nt)
n
2(1 − cos(nt))
n
0
6(sin(nt)− nt) 1 0 2(cos(nt)− 1)
n
4 sin(nt)− 3nt
n
0
0 0 cos(nt) 0 0
sin(nt)
n
3n sin(nt) 0 0 cos(nt) 2 sin(nt) 0
6n(cos(nt)− 1) 0 0 −2 sin(nt) 4 cos(nt)− 3 0
0 0 −n sin(nt) 0 0 cos(nt)


(I.1.57)
La matrice de transition permet de calculer les coordonne´es relatives en position vitesse
a` partir des conditions initiales par la relation :
Xrsw(t) = ΦHCW (t− t0)Xrsw(t0) (I.1.58)
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Cette relation peut eˆtre de´veloppe´e en :
x(t) = −(3x0 + 2y˙0/n) cos(n(t− t0)) + (x˙0/n) sin(n(t− t0)) + (4x0 + 2y˙0/n)
y(t) = (6x0 + 4y˙0/n) sin(n(t− t0)) + (2x˙0/n) cos(n(t− t0))
−(6x0 + 3y˙0/n)(n(t− t0)) + (y0 − 2x˙0/n)
z(t) = z0 cos(n(t− t0)) + (z˙0/n) sin(n(t− t0))
x˙(t) = (3nx0 + 2y˙0) sin(n(t− t0)) + (x˙0) cos(n(t− t0))
y˙(t) = (6nx0 + 4y˙0) cos(n(t− t0))− (2x˙0) sin(n(t− t0))− (6nx0 + 3y˙0)
z˙(t) = −nz0 sin(n(t− t0)) + z˙0 cos(n(t− t0))
(I.1.59)
On peut constater certaines caracte´ristiques du mouvement relatif :
– un de´couplage entre le mouvement plan dans [
−→
R1,
−→
S1] et hors-plan suivant
−→
W1. Ceci
est une proprie´te´ tre`s importante dans la synthe`se de commande, puisqu’elle permet
de conside´rer inde´pendamment les deux mouvements et de simplifier ainsi la synthe`se
de la commande. Nous verrons par la suite que cette proprie´te´ n’est pas exclusive
du mouvement circulaire, car elle reste valable pour les orbites elliptiques ;
– le mouvement hors-plan est un oscillateur harmonique ;
– le trajectoire relative dans le plan [
−→
R,
−→
S ] est une trajectoire elliptique qui subit une
de´rive (voir figure 1.2). L’ellipse est donne´e par l’e´quation :
(x(t)− (4x0 + 2y˙0/n))2
(3x0 + 2y˙0/n)2 + x˙20/n
2
+
(y(t) + (6x0 + 3y˙0/n)(nt)− (y0 − 2x˙0/n))2
4((3x0 + 2y˙0/n)2 + x˙20/n
2)
= 1 (I.1.60)
– Les dimensions de l’ellipse de´pendent exclusivement des conditions initiales et du
mouvement moyen de la cible n ;
– Un de´calage constant y0 − 2x˙0/n et un terme de de´rive se´culaire (6x0 + 3y˙0/n)(nt)
dans la direction oppose´e au vecteur
−→
S se superposent au mouvement elliptique.
D’autres de´clinaisons des e´quations de HCW sont propose´es dans la litte´rature. La me´-
thode de de´rivation et les hypothe`ses peuvent varier.
Dans sa the`se de Master [33], Irvin propose une de´rivation comple`te sans line´arisation
du mode`le HCW. Il obtient les e´quations suivantes :

x¨ = 2n y˙ + n2(a + x)
[
1− a
3
((x+ a)2 + y2 + z2)3/2
]
+ ur
y¨ = −2n x˙+ n2y
[
1− a
3
((x+ a)2 + y2 + z2)3/2
]
+ us
z¨ = −n2 z
[
a3
((x+ a)2 + y2 + z2)3/2
]
+ uw
(I.1.61)
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Fig. 1.2 – Ellipse du mouvement relatif coplanaire de Hill-Clohessy-Wiltshire
La line´arisation est obtenue en conside´rant l’hypothe`se a >> ||−−−−→M1M2||. L’auteur com-
pare ensuite les deux mode`les (line´aire et non line´aire) afin de quantifier l’erreur due a`
l’augmentation de la distance chasseur-cible.
Dans sa the`se de PhD [55], Vaddi de´veloppe un mode`le augmente´, conside´rant la
dynamique relative et la dynamique inertielle de la cible suppose´e circulaire :

x¨ = 2 ν˙ y˙ + ν˙2x+ ν¨y +
µ
r3
x− µ(r + x)
[(r + x)2 + y2 + z2]3/2
+ ur
y¨ = −2 ν˙ x˙+ ν˙2y − ν¨x− µy
[(r + x)2 + y2 + z2]3/2
+ us
z¨ = − µz
[(r + x)2 + y2 + z2]3/2
+ uw
r¨ = ν˙2r − µ
r2
ν¨ = −2r˙
r
ν˙
(I.1.62)
Dans [35], Karlgaard de´veloppe un mode`le, sous les meˆmes hypothe`ses que HCW, mais
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en coordonne´es sphe´riques [r1, xϕ, yψ] lie´es a` la base B1 :
r˙ = vr
ψ˙ = ωψ
ϕ˙ = ωϕ
v˙r = rωϕ
2 + rω2ψ cos
2 ϕ− µ
r2
ω˙ψ = −2vrωψ
r
+ 2ωψωϕ tanϕ
ω˙ϕ = −2vrωϕ
r
− ωψ sinϕ cosϕ
(I.1.63)
Un de´veloppement de Taylor au voisinage de la cible permet de retrouver les e´quations
de HCW. Cette line´arisation ne concerne que le mouvement coplanaire relatif puisque le
mode`le de Karlgaard ne couvre pas la dynamique hors-plan.
1.3.2 Le orbites elliptiques et ke´ple´riennes
La de´rivation des e´quations de la dynamique dans le cas ou` l’orbite de re´fe´rence est el-
liptique a e´te´ traite´e d’une manie`re plus ou moins identique dans la plupart des re´fe´rences.
Lawden a e´te´ le pre´curseur dans [40, 39] suivi par de Vries [20] pour des mode`les a` faible
excentricite´. La premie`re utilisation de ces e´quations pour le proble`me du rendez-vous
fut mise en œuvre dans [54, 53] par Tschauner et Hempel, qui ont laisse´ leur noms a` ces
e´quations.
Dans le cas elliptique ke´ple´rien, on conside`re les hypothe`ses suivantes :
Hypothe`se 1.3.2
– la cible et le chasseur e´voluent sur des orbites ke´ple´riennes ;
– l’orbite de la cible est elliptique : 0 ≤ e < 1 ;
– la distance inter-satellitaire est tre`s petite devant la distance avec le centre de la
Terre :
||−−−−→M1M2|| << ||−→r 1|| (I.1.64)
Pour les meˆmes vecteurs d’e´tat et de commande de´crits pre´ce´demment, le mode`le du
mouvement relatif s’e´crit :
dXrsw
dt
= ATHXrsw +BTHU (I.1.65)
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avec :
ATH =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
n2Fν,e(3 + e cos ν) −2n2e sin νFν,e 0 0 2nGν,e 0
2n2e sin νFν,e n
2e cos νFν,e 0 −2nGν,e 0 0
0 0 −n2Fν,e 0 0 0


BTH =


0 0 0
0 0 0
0 0 0
1 0 0
0 1 0
0 0 1


(I.1.66)
ou`
Fν,e =
(
1 + e cos ν
1− e2
)3
et
Gν,e =
(1 + e cos ν)2
(1− e2)3/2
Le cas ke´ple´rien elliptique est une ge´ne´ralisation des e´quations obtenues sous les hypo-
the`ses HCW, pour une excentricite´ quelconque. La diffe´rence majeure qui apparait est
la nature pe´riodique du mode`le d’e´tat obtenu. Ceci a motive´ un bon nombre de travaux
visant a` simplifier le mode`le, afin de parvenir a` e´crire sa matrice de transition.
Dans [53], Tschauner propose une solution pour le rendez-vous entre deux orbites
elliptiques non perturbe´es. En se basant sur les e´quations de´veloppe´es auparavant par de
Vries, et reprises dans [54], il propose d’utiliser l’anomalie excentrique en tant que variable
inde´pendante :
d
dE
(
q
dx˜
dE
)
− 3x˜− 2η dy˜
dE
= q2ux (I.1.67)
d
dE
(
q
dy˜
dE
)
+ 2η
dx˜
dE
= q2uy (I.1.68)
d
dE
(
q
dz˜
dE
)
+ η2
z˜
q
= q2uz (I.1.69)
ou` q = 1− e cos ν. Les de´rive´es par rapport a` l’anomalie excentrique sont note´es ()′ pour
alle´ger les notations.
Le terme x˜1 = q
dy˜
dE
−2ηx est constant en l’absence de l’acce´le´ration uy. L’auteur exploite
cette proprie´te´ pour construire les vecteurs d’e´tat et de la commande du mouvement
coplanaire :
X =
[
x˜1 x˜ qx˜
′
x˜
]t
Uxy =
[
ux uy
]t
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et le mouvement hors-plan :
Z =
[
z˜ qz˜
′
]t
Uz =
[
uz
]t
Le mode`le d’e´tat s’e´crit :
X
′
= AX +B Uxy (I.1.70)
Z
′
= A0 Z +B0 Uz (I.1.71)
avec :
A =


0 0 0 0
1/q 0 0 2η/q
−2η/q 0 0 −S(q)
0 0 1/q 0

 B =


0 q2
0 0
q2 0
0 0

 (I.1.72)
A0 =
(
0 1/q
−η2/q 0
)
B0 =
(
0
q2
)
(I.1.73)
S(q) = −3 + 4η2/q (I.1.74)
Par la suite, l’auteur calcule une solution explicite du mode`le en introduisant des
variables canoniques. Cette solution est peu utilise´e dans la litte´rature, car elle impose de
re´soudre l’e´quation de Kepler par rapport a` E, qui est une e´quation transcendantale.
Schaub dans [46], de´veloppe un mode`le non line´aire :
x¨ = 2ν˙(y˙ − y r˙1
r1
) + ν˙2x+
µ
r21
− µ
r32
(r + x)
y¨ = −2ν˙(x˙− xr˙1
r1
) + ν˙2y − µ
r32
y
z¨ = − µ
r32
z
(I.1.75)
ou` r2 = r1
√
1 + 2
x
r1
+
x2 + y2 + z2
r21
.
Il proce`de a` une line´arisation pour les faibles distances :
x¨ = 2α˙ν y˙ + yα¨ν + x(α˙
2
ν + 2
µ
r31
)
y¨ = −2α˙ν x˙− xα¨ν − y(α˙2ν −
µ
r32
)
z¨ = − µ
r32
z
(I.1.76)
Pour obtenir ces e´quations, aucune hypothe`se particulie`re n’est faite sur la forme de
l’orbite. Elles sont donc valides pour les orbites excentriques non perturbe´es alors que le
cas circulaire est retrouve´ en posant e = 0, r1 = a et ν˙ = n.
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Matrices de transition Le calcul de matrices de transition a suscite´ un d’inte´reˆt crois-
sant de la part de la communaute´. Diffe´rentes approches utilise´es sont utilise´es pour lever
la difficulte´ lie´e a` la variation des e´le´ments de la matrice d’e´tat.
Une premie`re e´tape consiste a` ope´rer un changement de variables d’e´tat et de variable
inde´pendante. La de´rivation se fait de´sormais par rapport a` l’anomalie vraie. On note :
d(.)
dt
=
d(.)
dν
dν
dt
= (.)
′
ν˙
d2(.)
dt2
= ν˙(.)
′′
+ ν¨(.)
′ (I.1.77)
On ope`re les changements de variables d’e´tat et de commande a` l’aide des relations :
 x˜y˜
z˜

 = (1 + e cos ν)

 xy
z



 u˜ru˜s
u˜w

 = 1
n2
(
1− e2
1 + e cos ν
)3  urus
uw

 (I.1.78)
Le mode`le d’e´tat de l’e´quation (I.1.66) devient :
dX˜rsw
dν
= A˜THX˜rsw + B˜THU˜ (I.1.79)
avec :
A˜TH =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
3
1 + e cos ν
0 0 0 2 0
0 0 0 −2 0 0
0 0 −1 0 0 0


B˜TH =


0 0 0
0 0 0
0 0 0
1 0 0
0 1 0
0 0 1

 (I.1.80)
avec X˜rsw =
[
x˜ y˜ z˜ x˜
′
y˜
′
z˜
′
]t
et U˜ =
[
u˜r u˜s u˜w
]t
.
Si l’on s’inte´resse de pre`s a` l’e´quation (I.1.80), on s’aperc¸oit que le de´couplage du mouve-
ment plan [
−→
R1,
−→
S1] avec le mouvement hors-plan
−→
W1 est conserve´. D’une manie`re analogue
au cas circulaire, le mouvement hors-plan est re´gi par l’e´quation d’un oscillateur dont la
solution est triviale :
z˜(ν) = (z˜0 cos ν0 − z˜′0 sin ν0) cos ν + (z˜′0 cos ν0z˜0 sin ν0) sin ν
= z˜0(sin ν0 sin ν + cos ν0 cos ν) + z˜
′
0(cos ν0 sin ν − sin ν0 cos ν) (I.1.81)
Le mouvement coplanaire, est par contre re´gi par une e´quation diffe´rentielle a` parame`tres
variants dans le temps. En reprenant les e´quations d’e´tat homoge`nes limite´es au plan
(x˜, y˜), on obtient en inte´grant l’e´quation relative a` y˜′′ :
y˜′ = −2x˜+K1 (I.1.82)
Si l’on introduit cette relation dans l’e´quation relative a` x˜′′, on obtient :
x˜′′ +
(
4− 3
1 + e cos ν
)
x˜ = x˜′′ +
(
1 + 4e cos ν1
1 + e cos ν1
)
x˜ = 2K1 (I.1.83)
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Cette classe d’e´quations diffe´rentielles du second ordre peut eˆtre re´solue en trouvant une
famille [φ1, φ2] de solutions particulie`res qui doit eˆtre libre (le Wronskien φ1φ
′
2 − φ2φ′1
est non nul). Il suffit ensuite d’appliquer la me´thode de la variation des constantes pour
aboutir a` la solution ge´ne´rale. Une solution particulie`re de l’e´quation homoge`ne utilise´e
de manie`re commune dans l’ensemble des re´fe´rences est :
φ1(ν) = (1 + e cos ν) sin ν (I.1.84)
Dans la litte´rature, nous avons trouve´ diffe´rents choix pour la solution φ2, qui me`nent a`
diverses formes de solutions ge´ne´rales. Nous citons dans ce qui suit certains de ces travaux.
Matrice de Melton Une solution approche´e est propose´e par Melton dans [41]. L’au-
teur effectue un de´veloppement de ATH(t) en l’excentricite´ au voisinage de 0 :
ATH(t) = A0 + eA1(t) + e
2A2(t) + · · · (I.1.85)
ou` A0 correspond a` ATH pour e = 0. Autrement dit, la matrice de Hill-Clohessy-Wiltshire.
La matrice de transition est a` son tour de´veloppe´e en puissances de e :
Φm(t, 0) = Φ0(t) + eΦ1(t) + e
2Φ2(t) + · · · (I.1.86)
avec Φ0(t) = e
A0t, la matrice de HCW. Les expressions des termes Φ1, Φ2, ... sont donne´s
par :
Φ1(t) =
∫ t
0
eA0(t−τ)A1(τ)dτ
Φ2(t) =
∫ t
0
eA0(t−τ)
[
A1(τ)Φ1(τ) + A2(τ)e
A0τ
]
dτ
...
Φn(t) =
∫ t
0
eA0(t−τ)
[
A1(τ)Φn−1(τ) + · · ·+ An(τ)eA0τ
]
dτ
(I.1.87)
Dans [41], les expressions sont donne´es en e´le´ments carte´siens et cylindriques locaux.
La limitation de cette approche se situe au niveau de la valeur de e qui est limite´e au
maximum a` 0.3 pour l’ordre 2. Il est ne´cessaire de passer a` un ordre supe´rieur au-dela` de
0.3 ce qui entraine une grande complexite´ de calculs.
Matrice de transition de Carter Carter dans [15], utilise la solution particulie`re φ2 :
φ2(ν) = −6e2(1 + e cos ν) sin νKc(ν, ν0) + 2e sin
2 ν
(1 + e cos ν)2
− cos ν
1 + e cos ν
(I.1.88)
ou` Kc(ν, ν0) est donne´e par :
Kc(ν, ν0) =
∫ ν
ν0
sin2 τdτ
(1 + e cos τ)4
(I.1.89)
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Une troisie`me solution particulie`re est utilise´e pour identifier la solution ge´ne´rale du sys-
te`me :
φ3(ν) = 6e(1 + e cos ν) sin νKc(ν, ν0)− 2 sin
2 ν
(1 + e cos ν)2
− cos
2 ν
1 + e cos ν
− cos2 ν (I.1.90)
Le calcul de Kc(ν, ν0) se fait a` l’aide d’un passage par l’anomalie excentrique E, d’ou` :
Kc(ν, ν0) = (1− e2)−5/2
(
E
2
− sinE cosE
2
− e
3
sin3E − E0
2
+
sinE0 cosE0
2
− e
3
sin3E0
)
(I.1.91)
A l’aide de la relation entre l’anomalie vraie et l’anomalie excentrique, on aboutit a` la
solution de l’inte´grale :
Kc(ν, ν0) = (1− e2)−5/2
(
arccos
[
e+ cos ν
1 + e cos ν
]
− arccos
[
e+ cos ν
1 + e cos ν0
])
− 1
2(1− e2)(1 + e cos ν)2 (cos ν + e) sin ν
+
1
2(1− e2)(1 + e cos ν0)2 (cos ν0 + e) sin ν0
− e sin
3 ν
3(1 + e cos ν)3(1− e2) +
e sin3 ν0
3(1 + e cos ν0)3(1− e2)
(I.1.92)
On obtient alors l’expression :
X˜(ν) = Φc(ν, ν0)X˜(0) = Φcν(ν)Φcν(ν0)
−1X˜(0) (I.1.93)
ou` Φcν est la matrice fondamentale de Carter donne´e par :
Φcν =


−2 cosν(1 + (e/2) cos ν)
−6(1 + e cos ν)2Kc(ν, ν0)
−2 sin ν cos ν
1 + e cos ν
− sin ν cos ν
0
6e(1 + e cos ν)2K(ν, ν0)
− sin ν
1 + e cos ν
1 0
φ1(ν) φ3(ν) 0 φ2(ν) 0 0
0 0 cos ν 0 0 sin ν
2φ1(ν) 2φ3(ν) + 1 0 2φ2(ν) 0 0
φ′
1
(ν) φ′
3
(ν) 0 φ′
2
(ν) 0 0
0 0 − sin ν 0 0 cos ν


(I.1.94)
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et
Φ−1cν0 =


0 −4 sin ν0
1 + e cos ν0
+ φ′
2
ν0 0 2
sin ν0
1 + e cos ν0
2e sin2 ν0
(1 + e cos ν0)2
− cos ν0
1 + e cos ν0
0
0 −2 0 1 0 0
0 0 cos ν0 0 0 − sin ν0
0
4 cosν0(1 + (e/2) cos ν0)
−φ′
1
(ν0)
0 −2 sin ν0
1 + e cos ν0
(1 + e cos ν0) sin ν0 0
1
− sin 2ν0 (3 + e cos ν0)
1 + e cos ν0
+φ′
3
(ν0)
0 sin 2ν0
(3 + e cos ν0)
2(1 + e cos ν0)
2 sin2 ν0
(1 + e cos ν0)2
+cos2 ν0
2 + e cos ν0
1 + e cos ν0
0
0 0 sin ν0 0 0 cos ν0


(I.1.95)
Matrice de Yamanaka-Ankersen Yamanaka et Ankersen dans [59] proposent une
matrice de transition valable pour des excentricite´s 0 ≤ e < 1 et relativement simple
a` calculer analytiquement. Cette matrice sera utilise´e d’ailleurs dans la synthe`se d’algo-
rithmes de guidage dans la deuxie`me partie.
La solution particulie`re propose´e est :
φ4(ν) = Jya(ν, ν0) =
∫ ν
ν0
dτ
(1 + e cos τ)2
(I.1.96)
Ce choix est motive´ par la relation de conservation du moment cine´tique :
dν
dt
= k2(1 + e cos ν)2 (I.1.97)
ou` k2 =
n
(1− e2)3/2 .
On peut donc e´crire :
dν
(1 + e cos ν)2
= k2dt (I.1.98)
et donc :
φ4(ν) =
∫ ν
ν0
dτ
(1 + e cos τ)2
= k2
∫ t
t0
dt = k2(t− t0) (I.1.99)
En utilisant φ1 donne´e par Carter dans [15], les auteurs e´tablissent la matrice de transi-
tion :
X˜(ν) = Φya(ν, ν0)X˜(0) (I.1.100)
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avec :
Φya =
2
6666664
Φ22sya(ν, ν0) −Φ
21
sya(ν, ν0) 0 Φ
24
sya(ν, ν0) −Φ
23
sya(ν, ν0) 0
−Φ12sya(ν, ν0) Φ
11
sya(ν, ν0) 0 −Φ
14
sya(ν, ν0) Φ
13
sya(ν, ν0) 0
0 0 sin ν0 sin ν + cos ν0 cos ν 0 0 cos ν0 sin ν − sin ν0 cos ν
Φ42sya(ν, ν0) −Φ
41
sya(ν, ν0) 0 Φ
44
sya(ν, ν0) −Φ
43
sya(ν, ν0) 0
−Φ32sya(ν, ν0) Φ
31
sya(ν, ν0) 0 −Φ
34
sya(ν, ν0) Φ
33
sya(ν, ν0) 0
0 0 − cos ν0 sin ν + sin ν0 cos ν 0 0 sin ν0 sin ν + cos ν0 cos ν
3
7777775
(I.1.101)
ou` Φsya est la matrice de transition du mouvement plan :

x˜(ν)
x˜′(ν)
y˜(ν)
y˜′(ν)

 = Φsya(ν, ν0)


x˜(0)
x˜′(0)
y˜(0)
y˜′(0)

 = ΦsyaνΦ−1syaν0


x˜(0)
x˜′(0)
y˜(0)
y˜′(0)

 (I.1.102)
et Φsyaν est donne´e par :
Φsyaν =


1 −(2 + e cos ν) cos ν (2 + e cos ν) sin ν 3(1 + e cos ν)2Jya(ν, ν0)
0 (1 + e cos ν) sin ν (1 + e cos ν) cos ν 2− 3e(1 + e cos ν)Jya(ν, ν0) sin ν
0 2(1 + e cos ν) sin ν 2(1 + e cos ν) cos ν − e 3(1− 2e(1 + e cos ν)Jya(ν, ν0) sin ν)
0 cos ν + e cos 2ν −(sin ν + e sin 2ν) −3e
(
(cos ν + e cos 2ν)Jya(ν, ν0) +
sin ν
1 + e cos ν
)


(I.1.103)
La matrice Φsyaν0 se de´duit aise´ment de (I.1.103) comme :
Φsyaν0 =


1 −(2 + e cos ν0) cos ν0 (2 + e cos ν0) sin ν0 0
0 (1 + e cos ν0) sin ν0 (1 + e cos ν0) cos ν0 2
0 2(1 + e cos ν0) sin ν0 2(1 + e cos ν0) cos ν0 − e 3
0 cos ν0 + e cos 2ν0 −(sin ν0 + e sin 2ν0) −3e sin ν0
1 + e cos ν0


(I.1.104)
1.3.3 Les orbites perturbe´es
La litte´rature est tre`s pauvre en re´fe´rences portant sur la mode´lisation du mouvement
relatif perturbe´, notamment par l’effet du J2. Les mode`les obtenus sont complexes et
inutilisables sur des applications en inge´nierie. Le calcul des matrices de transition est, en
particulier pratiquement impossible.
Les rares matrices de transition trouve´es dans la litte´rature sont calcule´es par des
me´thodes ge´ome´triques [60], ou hybrides a` l’instar des travaux de Gim & Alfriend [28].
Cette approche sera de´taille´e dans la section suivante.
Une hypothe`se sur la variation des e´le´ments orbitaux a e´te´ pose´e dans quelques travaux
re´pertorie´s, notamment dans [47], [48] pour le cas circulaire, et [26], [52] pour le cas
elliptique :
Hypothe`se 1.3.3 L’acce´le´ration diffe´rentielle est calcule´e en supposant que le satellite
de re´fe´rence ne subit aucune perturbation et ve´rifie les conditions ke´ple´riennes.
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Ceci revient a` ne´gliger la variation des e´le´ments orbitaux de la cible sous l’effet de J2.
Cette hypothe`se permet de trouver les e´quations de Tschauner-Hempel ge´ne´ralise´es :
2
4
x¨
y¨
z¨
3
5 =
2
666664
0 2n
(1 + e cos ν)2
(1− e2)3/2
0
−2n
(1 + e cos ν)2
(1− e2)3/2
0 0
0 0 0
3
777775
2
4
x˙
y˙
z˙
3
5 +
2
4
ax
ay
az
3
5+
2
4
n2f1(e, ν)(3 + e cos ν) + JeG11 −2e · n2f1(e, ν) sin ν + JeG12 JeG13
2e · n2 sin νf1(e, ν) + JeG21 n2f1(e, ν) (e cos ν) + JeG22 JeG23
JeG31 JeG32 −n2f1(e, ν) + JeG33
3
5
2
4
x
y
z
3
5
(I.1.105)
Dans sa the`se de PhD [50], Sengupta suit une logique similaire a` celle d’Irvin, mais line´arise
en se basant sur la formulation en polynoˆmes de Legendre du potentiel terrestre. En effet,
le potentiel de gravitation de la cible s’e´crit comme la fonction ge´ne´ratrice des polynoˆmes
de Legendre d’argument (−x/ρ) :
Ucible =
µ√
(r1 + x)2 + y2 + z2
=
µ
r1
√
1 +
ρ2
r21
+
2x
r1
=
µ
r1
(
1− x
r1
+
2x2 − y2 − z2
2r21
)
+
µ
r1
∞∑
n=3
Pn
(
x
ρ
)(−ρ
r1
)n
︸ ︷︷ ︸
U˜cible
(I.1.106)
Finalement, l’auteur obtient un mode`le augmente´ tout comme Vaddi, line´arise´ pour de
faibles distances inter-satellitaires :

x¨ = 2 ν˙ y˙ + (ν˙2 + 2
µ
r31
)x+ ν¨y +
∂U˜cible
∂x
+ ax
y¨ = −2 ν˙ x˙+ (ν˙2 − µ
r31
)y − ν¨x+ ∂U˜cible
∂y
+ ay
z¨ = − µ
r31
z +
∂U˜cible
∂z
+ az
r¨ = ν˙2r1 − µ
r21
ν¨ = −2r˙1
r1
ν˙
(I.1.107)
L’inte´reˆt accorde´ par la communaute´ aux mode`les a` base de coordonne´es carte´siennes
locales provient principalement des applications. Historiquement, le rendez-vous orbital
a suscite´ un grand nombre de travaux dans la the´matique du guidage par la navigation
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relative. La nature des variables d’e´tat permet d’utiliser ces mode`les sans transformations
ulte´rieures. Cela repre´sente un re´el avantage lorsque la complexite´ nume´rique doit eˆtre
prise en conside´ration. Le besoin de synthe´tiser des sche´mas de guidage autonomes et
embarcables, justifie la ne´cessite´ d’utiliser des mode`les simples et exploitables sans trans-
formations majeures.
Les proble`mes rencontre´s lors de l’e´laboration de ces mode`les sont lie´s a` la complexite´
analytique des e´quations de la dynamique relative. Les mode`les d’e´tat a` parame`tres va-
riants dans le temps rendent la construction des matrices de transition difficile a` mettre
en œuvre, meˆme si des progre`s conside´rables ont e´te´ re´alise´s ces dernie`res anne´es. Les cas
ke´ple´riens sont actuellement re´solus, si l’on fait abstraction de la perte de pre´cision due a`
la line´arisation.
Cette perte de pre´cision peut eˆtre mise en e´vidence a` travers la comparaison de la propa-
gation d’un e´tat initial par la matrice de Yamanaka-Ankersen et par un propagateur non
line´aire base´ sur les e´quations non line´arise´es pour les distances faibles.
Pour une orbite faiblement elliptique donne´e par le vecteur des e´le´ments orbitaux :
Xoe =
[
7011 km 0.0052 52 deg 0 deg 0 deg 0 deg
]
(I.1.108)
Un de´calage initial a` t = 0 de 10 km dans la direction du mouvement, propage´ par les
deux moyens cite´s plus haut me`ne vers un de´calage a` t = 64620s de :
– Yamanaka-Ankersen : 6m ;
– propagateur non line´aire : 3, 01 km
L’erreur provoque´e sur l’exemple pre´sente´ plus haut confirme que les hypothe`ses de line´a-
risation doivent eˆtre conside´re´es avec pre´caution et re´serve.
Les cas perturbe´s pre´sentent encore, des grands de´fis a` relever. Il n’existe pas, a` notre
connaissance, de matrice de transition pour les cas perturbe´s horsmis celles obtenues par
des me´thodes hybrides. La litte´rature est pauvre en mode`les d’e´tat pour ces cas e´galement.
1.4 Matrices de transition hybrides
Face a` l’impossibilite´ de construire des matrices de transition par les me´thodes carte´-
siennes dans certains cas prenant en compte les perturbations orbitales, et l’inadaptation
des parame`tres orbitaux diffe´rentiels aux proble`mes de commande usuels, une nouvelle
famille de me´thodes pour construire les matrices de transition directe est apparue dans
les anne´es 1990.
Plusieurs auteurs proposent d’utiliser une me´thode hybride qui combine les avantages
des deux approches a` travers 3 e´tapes :
1. Une transformation Ψ(XOE(t)) qui permet de passer des diffe´rences en e´le´ments
orbitaux aux coordonne´es carte´siennes locales d’une manie`re line´aire :
Xrsw(t) = Ψ(XOE(t))δXoe(t) (I.1.109)
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2. Une matrice de transition en e´le´ments orbitaux diffe´rentiels :
δXoe(t) = φ(t, t0)δXoe(t0) (I.1.110)
3. Une transformation inverse Ψ−1(Xoe) permettant de repasser en diffe´rences d’e´le´-
ments orbitaux :
δXoe(t) = Ψ
−1(XOE(t))Xrsw(t) (I.1.111)
En rassemblant les trois e´tapes on obtient une matrice de transition en coordonne´es car-
te´siennes locales, meˆme si l’inte´gration se fait via les e´le´ments orbitaux diffe´rentiels :
Xrsw(t) = φH(t, t0)Xrsw(t0) (I.1.112)
ou` φH est donne´e par :
φH(t, t0) = Ψ(Xoe(t))φoe(t, t0)Ψ
−1(Xoe(t0)) (I.1.113)
Dans la suite, nous citons des exemples de travaux repre´sentatifs de la litte´rature
associe´e aux transformations entre les coordonne´es carte´siennes locales et les diffe´rences
en e´le´ments orbitaux. Les de´veloppements sont ge´ne´ralement entrepris dans le but de
servir a` e´tablir des matrices de transition pour des cas non traite´s par les me´thodes
traditionnelles.
1.4.1 Matrice de transition de Garrison
La matrice de transition propose´e par Garrison dans [25], utilise une me´thode hybride
pour des orbites elliptiques ke´ple´riennes. Les travaux ulte´rieurs de Carter [15], Yamanaka-
Ankersen [59] et d’autres auteurs ont de´montre´ la possibilite´ de construire cette matrice
de transition par une me´thode classique. La de´marche suivie peut eˆtre re´sume´e comme
suit :
1. calcul d’une transformation line´aire Ψ(ν, δXoe(ν)) qui permet de passer des coor-
donne´es carte´siennes locales δXrsw(ν) a` un vecteur d’e´le´ments orbitaux diffe´rentiels
de´fini par δXoeg =
[
δa
a
δe δν δω + cos i δΩ sin i δΩ δi
]t
:
δXrsw(ν) = Ψ(ν, δXoe(ν))δXoeg(ν) (I.1.114)
δXoeg(ν0) = Ψ(ν0, δXoe(ν0))
−1δXrsw(ν0) (I.1.115)
2. e´tablissement d’une matrice de transition Φoeg(ν, ν0) qui de´crit l’e´volution des para-
me`tres orbitaux diffe´rentiels entre deux positions angulaires ν0 et ν :
δXoeg(ν) = Φoeg(ν, ν0)δXoeg(ν0) (I.1.116)
52 1. Etat de l’art en mode´lisation du mouvement relatif
3. obtention de la matrice de transition en e´le´ments orbitaux carte´siens locaux :
δXrsw(ν) = Ψ(ν, δXoe(ν)Φoeg(ν, ν0)Ψ(ν0, δXoe(ν0))
−1δXrsw(ν0) (I.1.117)
La transformation line´aire Ψ est calcule´e d’une manie`re analogue a` celle de Casotto [16]
en ce qui concerne la position. Par contre, la vitesse relative est obtenue en de´rivant les
expressions obtenues pour la position relative par rapport a` l’anomalie vraie. Cela me`ne
alors a` :
x
r
=
δa
a
− 2e+ (e
2 + 1) cos ν
(1 + e cos ν)(1− e2)δe+
e sin ν
1 + e cos ν
δν
y
r
= δν + δω + cos iδΩ
z
r
= − cosω + ν sin iδΩ + sinω + νδi
x
′
r
=
1
1 + e cos ν
(
−e
2
sin ν
δa
a
+ sin ν
δe
1− e2 + e cos νδν
)
y
′
r
=
−3δa
a
+
3e+ (2 + e2) cos ν
1 + e cos ν
δe
1− e2 +
e sin ν
1 + e cos ν
(δω − δν + cos iδΩ)
z
′
r
=
sin i sin(ω + ν) + e sinω
1 + e cos ν
δΩ+
cos (ω + ν) + e cosω
1 + e cos ν
δi
(I.1.118)
La matrice de transition Φoeg(ν, ν0) est de´finie comme e´tant la matrice de sensibilite´ de
l’e´tat final par rapport a` l’e´tat initial :
Φoeg(ν, ν0) =
[
∂(δXoeg(ν))
∂(δXoeg(ν0))
]
(I.1.119)
Puisque l’auteur se place dans un contexte ke´ple´rien, une seule composante est variante
dans le temps. En utilisant l’e´quation de Kepler :
M = E − e sinE = E0 − e sinE0 − n(t− t0) (I.1.120)
le calcul de la premie`re variation donne :
δE(ν) =
[
sin ν√
1− e2 −
1 + e cos ν
1 + e cos ν0
sin ν0√
1− e2
]
δe+
1 + e cos ν
1 + e cos ν0
δE0+
3
2
[
1 + e cos ν
1− e2 (E0 −E) + e
(
sin ν√
1− e2 −
1 + e cos ν
1 + e cos ν0
sin ν0√
1− e2
)]
δa
a
(I.1.121)
L’anomalie vraie est obtenue en utilisant :
tan
ν
2
=
√
1 + e
1− e tan
E
2
(I.1.122)
L’expression de δν devient finalement :
δν = ga
δa
a
+ geδe+ gνδν0 (I.1.123)
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avec :
ga =
3
2
(1 + e cos ν)2
1− e2
[
E0 − E√
1− e2 + e
(
sin ν
1 + e cos ν
− sin ν0
1 + e cos ν
)]
(I.1.124)
(I.1.125)
ge =
1
1− e2
[
(2 + e cos ν) sin ν −
(
1 + e cos ν
1 + e cos ν0
)2
(2 + e cos ν0) sin ν0
]
(I.1.126)
(I.1.127)
gν =
[
1 + e cos ν
1 + e cos ν0
]2
(I.1.128)
La matrice de transition Φoeg(ν, ν0, X
r
oe(ν)) s’e´crit donc sous la forme :
Φoeg(ν, ν0) =


1 0 0 0 0 0
0 1 0 0 0 0
ga ge gν 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 (I.1.129)
1.4.2 Matrice de transition de Gim-Alfriend
Dans [2] et [29], Gim & Alfriend de´veloppent une matrice de transition pour des
orbites perturbe´es le terme en J2 duˆ a` l’aplatissement des poˆles. La matrice de´veloppe´e
dans [2] est destine´e a` des orbites circulaires ou elliptiques, mais non e´quatoriales, alors
que celle pre´sente´e dans [29] est valable pour toutes les configurations orbitales du fait de
l’utilisation des e´le´ments orbitaux e´quinoxiaux.
Nous rappelons que la perturbation cause´e par le terme en J2 ge´ne`re deux types de
variations sur les e´le´ments orbitaux :
– des variations pe´riodiques, dont l’effet instantane´ est mesure´ via les e´le´ments oscu-
lateurs ;
– des variations se´culaires, causant des de´rives des e´le´ments moyens.
Gim & Alfriend pre´sentent les de´veloppements pour les deux types de variations.
La me´thode suivie est analogue dans les deux cas ; elle se re´sume de la fac¸on suivante :
1. un transformation ge´ome´trique line´aire note´e Σ(t) = A(t) + αB(t) telle que :
Xrsw = Σ(t)δXoem(t) (I.1.130)
avec α = 3J2R
2
e, αB(t) rassemblant les termes perturbe´s par J2. Xoem est le vecteur
des e´le´ments orbitaux moyens.
Cette transformation est inspire´e de celle de´veloppe´e par Garrison dans [25], en
prenant en compte la variation des e´le´ments orbitaux aue aux perturbations.
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2. une transformation liant les e´le´ments orbitaux moyens aux e´le´ments osculateurs :
δXoe(t) = D(t)δXoem(t) (I.1.131)
Cette transformation est une matrice jacobienne obtenue via un de´veloppement au
premier ordre :
D(t) =
[
∂Xoe
∂Xoem
]
(I.1.132)
3. une matrice de transition en e´le´ments orbitaux moyens, de´finie comme une matrice
de sensibilite´ de l’e´tat final par rapport a` l’e´tat initial :
δXoem(t) = Φoem(t, t0)δXoem(t0) (I.1.133)
4. deux matrices de transition peuvent ainsi eˆtre obtenues :
– une matrice de transition en e´le´ments moyens :
Φm(t, t0) = Σ(t)Φoem(t, t0)Σ
−1(t0) (I.1.134)
– une matrice de transition en e´le´ments osculateurs :
Φ(t, t0) = Σ(t)D(t)Φoem(t, t0)D
−1(t0)Σ
−1(t0) (I.1.135)
Aucun travail e´quivalent dans la litte´rature n’a e´te´ re´pertorie´. Meˆme si les comparaisons
montrent la grande pre´cision apporte´e par ces matrices, l’application en reste tre`s res-
treinte. Ceci est duˆ notamment a` la complexite´ analytique des expressions obtenues. En
effet, cette matrice engendre des couˆts importants en temps de calcul.
Les me´thodes hybrides, bien que relativement re´centes, ont d’ores et de´ja` permis de
re´soudre certains cas non traite´s par les me´thodes classiques. L’inte´gration des perturba-
tions s’y trouve, en effet, facilite´e graˆce aux e´quations de Gauss. Leur exploitation dans
les proble`mes de guidage et de commande est encore limite´e, a` cause de la complexite´
analytique des matrices de transition re´sultantes.
1.5 Conclusion
Nous avons identifie´ certains manques dans la litte´rature existante. Aucune re´fe´rence
ne propose le de´veloppement d’un mode`le ge´ne´ral, englobant les mode`les existants et per-
mettant de traiter tout type de perturbation. La line´arisation ainsi que les hypothe`ses
simplificatrices interviennent ge´ne´ralement tre`s toˆt lors des de´veloppements. Nous propo-
sons dans le chapitre suivant, une me´thodologie ge´ne´rale de synthe`se de mode`le line´aire
d’e´tat pour des orbites elliptiques et perturbe´es.
Une e´tape principale dans le de´veloppement de mode`les a` l’aide des me´thodes hybrides
est la construction des relations de passage entre les e´le´ments orbitaux diffe´rentiels et les
1.5. Conclusion 55
coordonne´es locales. Dans la litte´rature, les relations de´veloppe´es sont line´aires [16, 2, 25],
car elles doivent eˆtre inversibles, et ne permettent la prise en compte de perturbations or-
bitales que rarement. La line´arisation est source d’erreurs lorsque les e´carts chasseur/cible
augmentent. Pour ces raisons, nous proposons une approche permettant de construire des
transformations non line´aires et line´aires en conside´rant les perturbations orbitales. Ceci
permettra d’e´valuer la validite´ des transformations line´aires et l’incidence des hypothe`ses
de simplification et line´arisation employe´es dans la litte´rature. Nous pouvons de`s lors
e´tablir des domaines ou` la pre´cision des matrices de transition sera assure´e.
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Chapitre 2
Synthe`se de mode`les du mouvement
relatif
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2.1 Objectifs
L’e´tude bibliographique entreprise dans le chapitre pre´ce´dent a permis de mettre en
e´vidence certaines insuffisances dans la litte´rature relative aux mode`les carte´siens du mou-
vement relatif. On peut remarquer notamment que :
– plusieurs mode`les sont propose´s, utilisant diffe´rentes hypothe`ses et approches, ren-
dant la comparaison difficile ;
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– les hypothe`ses sont pose´es tre`s toˆt dans les processus de de´veloppement, re´duisant
le champ de validite´ des mode`les ;
– les perturbations sont rarement prises en compte (J2 et frottement atmosphe´rique) ;
– les de´veloppements techniques sont tre`s spe´cifiques aux cas traite´s.
Afin de re´pondre a` ces proble´matiques, nous proposons une de´marche syste´matique de
mode´lisation. La me´thodologie propose´e, rigoureuse, permet d’obtenir un mode`le ge´ne´ral,
englobant tous les mode`les existants dans la litte´rature. Par conse´quent, ce mode`le s’adapte
a` tout type de perturbations orbitales.
2.2 De´veloppement d’un mode`le line´aire de vol rela-
tif
Soient deux satellites, la cible note´e M1, et le chasseur note´ M2. La trajectoire de la
cible est identifie´e par le jeu de parame`tres orbitaux Xoe1 =
[
a e i Ω ω ν
]t
. Les
parame`tres orbitaux de la cible seront note´s sans l’indice 1 afin d’alle´ger les expressions.
a
−→
P1
−→
Q1
−→
R1
−→
S1
−→
S1
−→
W1
M1
M2
ν
y
x
−→ ρ
OT
OE
Fig. 2.1 – Parame´trage local du mouvement relatif
Le vecteur −→ρ = −−−−→M1M2 repre´sente la position de M2 dans un repe`re local centre´ sur
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M1. Nous allons utiliser deux bases pour de´crire le mouvement relatif :
– la base locale B1 = [−→R1,−→S1,−→W1] et le repe`reR1 = [M1,−→R1,−→S1,−→W1] pour le mouvement
relatif ;
– la base inertielle B0 = [−→I ,−→J ,−→K ] et le repe`re R0 = [OT ,−→I ,−→J ,−→K ] pour le mouve-
ment absolu.
Le but de cette partie est d’e´tablir le mode`le line´aire d’e´tat :
X˙rsw(t) = Arsw(t)Xrsw(t) + Brsw(t)U(t) (I.2.1)
tel que :
– Xrsw =
[ −→ρ −→V M2/R1 ]t
B1
=
[
x y z x˙ y˙ z˙
]t
;
– U =
[
ur us uw
]t
le vecteur de commande dans les trois directions
−→
R1,
−→
S1 et
−→
W1.
Tous les de´veloppements se feront dans la base B1, le passage vers les autres syste`mes
de re´fe´rence se fait via des changements de base de´taille´s dans l’annexe A. La cible est
conside´re´e comme inerte.
L’application de la relation fondamentale de la dynamique a` M1 et M2 dans le repe`re
inertiel R0 me`ne a` : 

(
d2
−−−→
OTM 1
dt2
)
B0
= −→g (M1) +−→γ p1(
d2
−−−→
OTM 2
dt2
)
B0
= −→g (M2) +−→γ p2 +−→a p
(I.2.2)
−→g (M) e´tant l’acce´le´ration de gravitation, −→ap l’acce´le´ration de propulsion du chasseur et−→γp rassemblant toutes les autres perturbations exte´rieures.
On en de´duit la relation re´gissant le mouvement relatif :(
d2
−−−−→
M1M2
dt2
)
B0
= −→g (M2)−−→g (M1) +−→γ p2 −−→γ p1 +−→a p (I.2.3)
Soit : (
d2
−−−−→
M1M2
dt2
)
B0
= δ−→g +−→γ p2 −−→γ p1 +−→a p (I.2.4)
avec :
δ−→g = −→g (M2)−−→g (M1)
Afin de pouvoir le´gitimement line´ariser les relations, nous posons une hypothe`se sur les
distances inter-satellitaires :
Hypothe`se 2.2.1 La distance inter-satellitaire est conside´re´e comme faible devant la
distance au corps central : ||−→ρ || ≪ ||−→r1 || ou` −→r1 = −−−→OTM1 et −→ρ = −−−−→M1M2.
60 2. Synthe`se de mode`les du mouvement relatif
L’e´quation ge´ne´rale du mouvement relatif est donc donne´e par :(
d2
−−−−→
M1M2
dt2
)
B0
= δ−→g +−→γ p2 −−→γ p1 +−→a p (I.2.5)
(
d2
−−−−→
M1M2
dt2
)
B0
est la diffe´rence des acce´le´rations absolues dans la base inertielle. Cette ac-
ce´le´ration doit eˆtre exprime´e dans la base locale. Dans la suite, nous e´tablissons e´galement
la gravitation diffe´rentielle
−→
δg, et l’effet des perturbations diffe´rentielles −→γ p2 −−→γ p1.
2.2.1 Acce´le´ration diffe´rentielle dans la base locale
L’objet de cette partie est d’expliciter le terme
(
d2−→ρ
dt2
)
B0
=
(
d2
−−−−→
M1M2
dt2
)
B0
dans la
base locale B1. La base locale B1 e´tant en rotation par rapport a` B0, il est ne´cessaire de
faire appel la loi de composition des acce´le´rations que l’on peut trouver entre-autres dans
[14], tome 1 :(
d2
−−−→
OTM
dt2
)
B0
=
(
d2
−−−→
OTM
dt2
)
B1
+
(
d
−→
Ω B1/B0
dt
)
B1
∧−−−→OTM + 2−→Ω B1/B0 ∧
(
d
−−−→
OTM
dt
)
B1
+
−→
Ω B1/B0 ∧
(−→
Ω B1/B0 ∧
−−−→
OTM
)
(I.2.6)
ou` :
-
−→
Ω B1/B0 est le vecteur vitesse de rotation de B1 par rapport a` B0 ;
-
(
d
−→
ΩB1/B0
dt
)
B1
∧−−−→OTM est l’acce´le´ration d’Euler ;
- 2
−→
Ω B1/B0 ∧
(
d
−−−→
OTM
dt
)
B1
est l’acce´le´ration de Coriolis ;
-
−→
Ω B1/B0 ∧
(−→
Ω B1/B0 ∧
−−−→
OTM
)
est l’acce´le´ration centrifuge.
Dans la base locale : −→ρ = x−→R1 + y−→S1 + z−→W1
et l’e´quation pre´ce´dente s’e´crit en relatif :(
d2−→ρ
dt2
)
B0
=
(
d2−→ρ
dt2
)
B1
+
(
d
−→
ΩB1/B0
dt
)
B1
∧ −→ρ + 2−→Ω B1/B0 ∧
(
d−→ρ
dt
)
B1
+
−→
Ω B1/B0 ∧
(−→
Ω B1/B0 ∧ −→ρ
) (I.2.7)
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La premie`re e´tape fondamentale consiste a` calculer le vecteur rotation associe´ a` la base
locale B1. Ce calcul a pu d’ailleur donner lieu a` de nombreuses variantes plus ou moins
rigoureuses dans la litte´rature.
2.2.1.1 Vitesse de rotation de la base locale
La re´fe´rence [52] propose le calcul ge´ne´ral de ce vecteur de rotation dans le cas d’une
orbite elliptique perturbe´e :
−→
Ω B1/B0 = Ω˙
−→
K + i˙−→x i + α˙ν −→W1 (I.2.8)
Les diffe´rents vecteurs sont de´finis dans la base locale B1 par :
−→
K = sin i sin θ
−→
R1 + sin i cos θ
−→
S1 + cos i
−→
W1
~xi = cos θ
−→
R1 − sin θ−→S1
(I.2.9)
On obtient donc les composantes du vecteur rotation dans la base locale B1 :
~ΩB1/B0 = ωR
−→
R1 + ωS
−→
S1 + ωW
−→
W1
= (Ω˙ sin i sin θ + i˙ cos θ)
−→
R1 + (Ω˙ sin i cos θ − i˙ sin θ)−→S1 + (Ω˙ cos i+ α˙ν)−→W1
(I.2.10)
La simplification de cette expression se fonde sur la de´finition des e´le´ments orbitaux
osculateurs (voir annexe B). Etant donne´s deux satellitesMk etM ayant la meˆme position
et vitesse a` un instant donne´e, la trajectoire de Mk suppose´e ke´ple´rienne, alors que celle
de M est suppose´e perturbe´e. On peut donc e´crire :
−→
V M/R0 =
−→
V Mk/R0
Le vecteur vitesse du satellite ke´ple´rien a pour expression :
−→
V Mk/R0 =
√
µ
a
1 + e2 + 2 e cos ν
1− e2
~T
~T e´tant le vecteur tangentiel a` la trajectoire.
Soit, dans la base
(
~R, ~S, ~W
)
:
−→
V Mk/R0 =
√
µ
a
1 + e2 + 2 e cos ν
1− e2
(
− sin γ ~R + cos γ ~S
)
ou` :
cos γ =
1 + e cos ν√
1 + e2 + 2 e cos ν
sin γ = − e sin ν√
1 + e2 + 2 e cos ν
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d’ou` :
−→
V Mk/R0 =
√
µ
a
1√
1− e2
(
(e sin ν) ~R + (1 + e cos ν) ~S
)
(I.2.11)
Pour e´tablir l’expression du vecteur vitesse
−→
V M/R0 , la de´rivation vectorielle est utilise´e en
tenant compte des perturbations, en utilisant l’expression comple`te de ~ΩB1/B0 :
−→
V M/R0 =
(
d
−−−→
OTM
dt
)
B0
=
(
d
−−−→
OTM
dt
)
B1
+ ~ΩB1/B0 ∧
−−−→
OTM
avec :
−−−→
OTM =
a (1− e2)
1 + e cos ν
~R
et :
~ΩB1/B0 = Ω˙
~K + i˙ ~xi + α˙ν ~W
Pour le calcul du terme ~ΩB1/B0 ∧
−−−→
OTM , l’expression (I.2.10) permet d’aboutir a` :
~ΩB1/B0 ∧
−−−→
OTM =
a (1− e2)
1 + e cos ν
{(
Ω˙ cos i+ α˙ν
)
~S1 −
(
Ω˙ sin i cosαν − i˙ sinαν
)
~W1
}
Le calcul de
(
d
−−−→
OTM
dt
)
B1
donne :
(
d
−−−→
OTM
dt
)
B1
=
(
d
dt
(
a (1− e2)
1 + e cos ν
))
~R1
=
(
1− e2
1 + e cos ν
d a
dt
−
(
2 a e
1 + e cos ν
+
a (1− e2) cos ν
(1 + e cos ν)2
)
d e
dt
+
. . .
a e (1− e2) sin ν
(1 + e cos ν)2
d ν
dt
)
~R1
L’expression de la vitesse perturbe´e
−→
V M/R0 dans la base
(
~R1, ~S1, ~W1
)
est donc :
−→
V M/R0 =


1− e2
1 + e cos ν
d a
dt
+
a e (1− e2) sin ν
(1 + e cos ν)2
d ν
dt
−
(
2 a e
1 + e cos ν
+
a (1− e2) cos ν
(1 + e cos ν)2
)
d e
dt

 ~R1
+
a (1− e2)
1 + e cos ν
(
Ω˙ cos i+ α˙ν
)
~S1
− a (1− e
2)
1 + e cos ν
(
Ω˙ sin i cosαν − i˙ sinαν
)
~W1
(I.2.12)
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La ne´cessaire e´galite´ des vitesses ke´ple´rienne (I.2.11) et perturbe´e (I.2.12), projete´e dans
la base B1, conduit aux trois relations suivantes :
1− e2
1 + e cos ν
d a
dt
−
(
2 a e
1 + e cos ν
+
a (1− e2) cos ν
(1 + e cos ν)2
)
d e
dt
. . .
· · ·+ a e (1− e
2) sin ν
(1 + e cos ν)2
d ν
dt
=
√
µ
a
1√
1− e2 (e sin ν) (I.2.13)
a (1− e2)
1 + e cos ν
(
Ω˙ cos i+ α˙ν
)
=
√
µ
a
1√
1− e2 (1 + e cos ν) (I.2.14)
− a (1− e
2)
1 + e cos ν
(
Ω˙ sin i cosαν − i˙ sinαν
)
= 0 (I.2.15)
La relation (I.2.15) induit :
dΩ
dt
sin i cosαν − d i
dt
sinαν = 0 (I.2.16)
La relation (I.2.14) induit :(
dΩ
dt
cos i+
d αν
dt
)
=
√
µ
a3
(1 + e cos ν)2
(1− e2)3/2
(I.2.17)
Les conse´quences sur le vecteur ~ΩB1/B0 sont qu’en injectant les relations (I.2.16) et (I.2.17)
dans l’expression ge´ne´rale (I.2.10) de ~ΩB1/B0 , on obtient :
~ΩB1/B0 =
(
Ω˙ sin i sinαν + i˙ cosαν
)
~R1 +
(
Ω˙ cos i+ α˙ν
)
~W1 (I.2.18)
En d’autres termes :
~ΩB1/B0 =
(
Ω˙ sin i sinαν + i˙ cosαν
)
~R1 +
√
µ
a3
(1 + e cos ν)2
(1− e2)3/2
~W1 (I.2.19)
2.2.1.2 Vitesse diffe´rentielle dans la base locale
Dans ce qui suit le terme
(
d−→ρ
dt
)
B0
est exprime´ dans la base locale. La diffe´rence des
vitesses inertielles de la re´fe´rence et du chasseur, exprime´e dans la base locale s’obtient a`
l’aide de la relation de la de´rivation vectorielle [52] :
−→
V M2/R0 −
−→
V M1/R0 =
(
d−→ρ
dt
)
B0
=
(
d−→ρ
dt
)
B1
+ ~ΩB1/B0 ∧ −→ρ
(I.2.20)
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Rappelons que : −→ρ = x ~R1 + y ~S1 + z ~W1
et que :
~ΩB1/B0 =
(
Ω˙ sin i sinαν + i˙ cosαν
)
~R1 +
√
µ
a3
(1 + e cos ν)2
(1− e2)3/2
~W1
Cela me`ne a` l’expression de la vitesse diffe´rentielle inertielle dans la base locale :
−→
V M2/R0 −
−→
V M1/R0 =
(
x˙−
√
µ
a3
(1 + e cos ν)2
(1− e2)3/2
y
)
~R1
+
(
y˙ +
√
µ
a3
(1 + e cos ν)2
(1− e2)3/2
x−
(
Ω˙ sin i sinαν + i˙ cosαν
)
z
)
~S1
+
(
z˙ +
(
Ω˙ sin i sinαν + i˙ cosαν
)
y
)
~W1
(I.2.21)
2.2.1.3 Diffe´rence des acce´le´rations dans la base locale
Dans ce qui suit, le terme
[
d
dt
(
d−→ρ
dt
)
B0
]
B0
est exprime´ dans la base locale.
La diffe´rence des acce´le´rations inertielles s’obtient a` l’aide de la de´rivation de la vitesse
diffe´rentielle dans la base inertielle :
~Γ (M2/R0)− ~Γ (M1/R0) =
(
d ~V (M2/R0)
dt
)
B0
−
(
d ~V (M1/R0)
dt
)
B0
=

d
(
~V (M2/R0)− ~V (M1/R0)
)
dt


B0
=


d
(
d~ρ
dt
)
B0
dt


B1
+ ~ΩB1/B0 ∧
((
d~ρ
dt
)
B0
)
(I.2.22)
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A partir de I.2.21 on e´crit :


d
(
d~ρ
dt
)
B0
dt


B1
=


x¨−
√
µ
a3
(1 + e cos ν)2
(1− e2)3/2
y˙
+y
3
2
√
µ
a5
(1 + e cos ν)2
(1− e2)3/2
a˙
−y
√
µ
a3
2 (1 + e cos ν) (−e sin ν)
(1− e2)3/2
ν˙
−y
√
µ
a3
1 + e cos ν
(1− e2)5/2
(2 cos ν + (3 + e cos ν) e) e˙


~R1
+


y¨ +
√
µ
a3
(1 + e cos ν)2
(1− e2)3/2
x˙
−x3
2
√
µ
a5
(1 + e cos ν)2
(1− e2)3/2
a˙
+x
√
µ
a3
2 (1 + e cos ν) (−e sin ν)
(1− e2)3/2
ν˙
+x
√
µ
a3
1 + e cos ν
(1− e2)5/2
(2 cos ν + (3 + e cos ν) e) e˙
−
(
Ω¨ sin i sinαν + Ω˙i˙ cos i sinαν + i¨ cosαν
)
z
−
(
Ω˙ sin i sinαν + i˙ cosαν
)
z˙


~S1
+

 z¨ +
(
Ω˙ sin i sinαν + i˙ cosαν
)
y˙
+
(
Ω¨ sin i sinαν + Ω˙i˙ cos i sinαν + i¨ cosαν
)
y

 ~W1
(I.2.23)
D’autre part :
~ΩB1/B0 ∧
(
d~ρ
dt
)
B0
= −
√
µ
a3
(1 + e cos ν)2
(1− e2)3/2

 y˙ +
√
µ
a3
(1 + e cos ν)2
(1− e2)3/2
x
−
(
Ω˙ sin i sinαν + i˙ cosαν
)
z

 ~R1
+


√
µ
a3
(1 + e cos ν)2
(1− e2)3/2
(
x˙−
√
µ
a3
(1 + e cos ν)2
(1− e2)3/2
y
)
−
(
Ω˙ sin i sinαν + i˙ cosαν
)
z˙
+
(
Ω˙ sin i sinαν + i˙ cosαν
)2
y

 ~S1
+
(
Ω˙ sin i sinαν + i˙ cosαν
)  y˙ +
√
µ
a3
(1 + e cos ν)2
(1− e2)3/2
x
−
(
Ω˙ sin i sinαν + i˙ cosαν
)
z

 ~W1
(I.2.24)
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Finalement, les composantes dans la base locale B1 de la diffe´rence des acce´le´rations
inertielles sont :(
d2~ρ
dt2
)
B0
· −→R1 = x¨− 2
√
µ
a3
(1 + e cos ν)2
(1− e2)3/2
y˙ − µ
a3
(1 + e cos ν)4
(1− e2)3 x
+
√
µ
a3
1 + e cos ν
(1− e2)3/2


3
2 a
(1 + e cos ν) a˙
+2 e sin ν ν˙
−2 cos ν + (3 + e cos ν) e
1− e2 e˙

 y
+
√
µ
a3
(1 + e cos ν)2
(1− e2)3/2
(
Ω˙ sin i sinαν + i˙ cosαν
)
z
(
d2~ρ
dt2
)
B0
· ~S1 = y¨ + 2
√
µ
a3
(1 + e cos ν)2
(1− e2)3/2
x˙−
(
Ω˙ sin i sinαν + i˙ cosαν
)
z˙
−
√
µ
a3
1 + e cos ν
(1− e2)3/2


3
2 a
(1 + e cos ν) a˙
+2 e sin ν ν˙
−2 cos ν + (3 + e cos ν) e
1− e2 e˙

 x
−
(
µ
a3
(1 + e cos ν)4
(1− e2)3 +
(
Ω˙ sin i sinαν + i˙ cosαν
)2)
y
−
(
Ω¨ sin i sinαν + Ω˙i˙ cos i sinαν + i¨ cosαν
)
z
(
d2~ρ
dt2
)
B0
· ~W1 = z¨ + 2
(
Ω˙ sin i sinαν + i˙ cosαν
)
y˙
+
(
Ω˙ sin i sinαν + i˙ cosαν
)√ µ
a3
(1 + e cos ν)2
(1− e2)3/2
x
+
(
Ω¨ sin i sinαν + Ω˙i˙ cos i sinαν + i¨ cosαν
)
y
−
(
Ω˙ sin i sinαν + i˙ cosαν
)2
z
Le terme gauche de l’e´quation (I.2.5) e´tant comple`tement de´fini, on s’inte´resse maintenant
a` la partie droite.
2.2.2 Gravite´ diffe´rentielle
En conside´rant un de´placement infinite´simal δ
−−−→
OTM = δx
−→
R1+δy
−→
S1+δz
−→
W1 par rapport
a` un point M de re´fe´rence, l’expression du terme δ~g peut eˆtre obtenue en conside´rant la
diffe´rentielle du champ de vecteur ~g :
δ~g = ∇~g δ−−−→OTM
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ou` ∇~g est la matrice gradient du champ de vecteur ~g qui de´rive d’un potentiel scalaire
U(M).
~g(M) = ∇U(M)
Finalement :
δ~g = (∇~g)B1 ~ρ (I.2.25)
Dans le paragraphe suivant, nous e´crivons l’expression du champ gravitationnel terrestre
en coordonne´es sphe´riques, puis en coordonne´es locales en posant quelques hypothe`ses
simplificatrices pour la line´arisation.
2.2.2.1 Champ de potentiel ~g dans la base sphe´rique
Soit la base sphe´rique Bs associe´e a` la base locale B1 telle que :
Bs =
(−→
R 1, ~xϕ, ~yϕ
)
(I.2.26)
Avec :
– ϕ est la colatitude courante (angle entre l’axe polaire
(
OT ~K
)
et le rayon vecteur
courant
−−−→
OTM) ;
– ψ est la latitude courante (angle entre l’axe
(
OT ~I
)
et la projection du rayon vecteur
courant
−−−→
OTM) dans le plan e´quatorial (cf. figure 2.2.2.1 et l’annexe A).
X
~I
~J
−→
R1 = ~zϕ
~yϕ = ~yψ
~xϕ
M
ϕ
ψ
~K = ~zψ
Z
Y
r
Fig. 2.2 – De´finition des coordonne´es sphe´riques
Par convention (cf. [4]),le champ gravitationnel au point M sera note´ :
~g(M) = gr
−→
R1 + gϕ ~xϕ + gψ ~yϕ = gr
−→
R1 + gϕ ~xϕ + gψ ~yψ (I.2.27)
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Dans le cas ge´ne´ral, le champ de potentiel ~g se de´compose dans la base sphe´rique Bs :
~g = ∇U = ∂U
∂r
−→
R1 +
1
r
∂U
∂ϕ
~xϕ +
1
r sinϕ
∂U
∂ψ
~yψ (I.2.28)
Dans les de´veloppements ulte´rieurs, nous conside´rons l’une des deux hypothe`ses suivantes :
Hypothe`se 2.2.2 La Terre est un ellipso¨ıde de re´volution d’axe (OT ~K) et la plus grande
he´te´roge´ne´ite´ de re´partition des masses est due a` l’aplatissement des poˆles [42], [13].
Le potentiel terrestre s’e´crit alors :
Ua(M) =
µ
r
+
µR2eq J2
r3
(
1
2
− 3
2
cos2 ϕ
)
(I.2.29)
ou` :
• Req est le rayon e´quatorial de la Terre ;
• J2 est une constante adimensionnelle issue de la de´composition harmonique du po-
tentiel gravitationnel dont la valeur approximative est 1, 082629 10−3.
Ceci conduit a` un premier constat duˆ a` la syme´trie est/ouest suppose´e de la Terre :
gψ = 0
Cette hypothe`se me`ne a` l’expression de ~g dans la base sphe´rique :
~g = −
(
µ
r2
+ 3
µR2eq J2
r4
(
1
2
− 3
2
cos2 ϕ
)) −→
R1 +
µR2eq J2
r4
(3 sinϕ cosϕ) ~xϕ
= − µ
r2
[(
1 +
3
2
R2eq J2
r2
(1− 3 cos2 ϕ)
) −→
R1 −
R2eq J2
r2
(3 sinϕ cosϕ) ~xϕ
]
= − µ
r2
−→
R1−3
2
R2eqµJ2
r4
((
1− 3 cos2 ϕ)−→R − (2 sinϕ cosϕ) ~xϕ)︸ ︷︷ ︸
~J2
(I.2.30)
Dans le cas simplifie´ ou` la Terre est conside´re´e comme un corps homoge`ne et sphe´rique,
cette expression se simplifie.
Hypothe`se 2.2.3 La Terre est un corps sphe´rique homoge`ne. Le potentiel terrestre s’e´crit
alors comme un cas particulier du cas pre´ce´dent :
Us(M) =
µ
r
(I.2.31)
Cela conduit a` une expression de ~g dans la base sphe´rique donne´e par :
~g = − µ
r2
−→
R1 (I.2.32)
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2.2.2.2 Champ de potentiel ~g dans la base locale
Dans le cas ou` l’on se place sous l’hypothe`se 2.2.3, un de´veloppement supple´mentaire
doit eˆtre ope´re´ pour exprimer δ~g dans la base locale.
On a :
δ~g = ∇~g δ−−−→OTM = − µ
r2
δ
−→
R1 + 2
µ δr
r3
−→
R1 + δ ~J2 (I.2.33)
On sait que :
~xϕ = cosψ
−→
S1 − sinψ−→W1
On obtient donc :
~J2 = −3
2
R2eqµJ2
r4
(
(1− 3 cos2 ϕ)−→R1 − (2 sinϕ cosϕ)
(
cosψ
−→
S1 − sinψ−→W1
))
= −3
2
R2eqµJ2
r4
(
(1− 3 cos2 ϕ)−→R1 − 2 sinϕ cosϕ cosψ−→S1 + 2 sinϕ cosϕ sinψ−→W1
)
= −3
2
R2eqµJ2
r4
(
(1− 3 cos2 ϕ)−→R1 − 2 (sinϕ cosψ) (cosϕ)−→S1 + 2 (sinϕ sinψ) (cosϕ)−→W1
)
(I.2.34)
A partir de l’expression du vecteur ~K dans la base locale
[
~R1,
−→
S1, ~W1
]
par l’interme´diaire
des angles ge´ome´triques :
~K = cosϕ ~R1 − sinϕ cosψ ~S1 + sinϕ sinψ ~W1 (I.2.35)
et par comparaison avec l’expression du meˆme vecteur dans la base locale B1 par l’inter-
me´diaire des angles orbitaux :
~K = sin i sin θ ~R1 + sin i cos θ ~S1 + cos i ~W1 (I.2.36)
on peut e´crire : 

cosϕ = sin i sin θ
sinϕ sinψ = cos i
sinϕ cosψ = − sin i cos θ
(I.2.37)
et on en de´duit :
~J2 = −3
2
R2eqµJ2
r4
((
1− 3 sin2 i sin2 θ) −→R1 + 2 sin2 i cos θ sin θ−→S1 + 2 cos i sin i sin θ−→W1)
(I.2.38)
~g = − µ
r2
−→
R1−3
2
R2eqµJ2
r4
((
1− 3 sin2 i sin2 θ) −→R1 + 2 sin2 i cos θ sin θ−→S1 + 2 cos i sin i sin θ−→W1)
(I.2.39)
On doit calculer la matrice gradient de ~J2 qui est de´finie par la relation :
δ ~J2 = ∇ ~J2 δ−−−→OTM (I.2.40)
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ou` :
δ
−−−→
OTM = δr
−→
R1 + r δ
−→
R1 et δ
−→
R1 = δ~ΩB1/B0 ∧
−→
R1
Le vecteur rotation e´le´mentaire est donne´ par :
δ~ΩB1/B0 = δΩ
~K + δi ~xi + δθ
−→
W1 (I.2.41)
On obtient donc
δ
−→
R1 = (δΩcos i+ δθ)
−→
S1 + (δi sin θ − δΩ sin i cos θ)−→W1 (I.2.42)
Cela permet d’e´crire :
δ
−−−→
OTM = δr
−→
R1 + r(δΩcos i+ δθ)
−→
S1 + r(δi sin θ − δΩ sin i cos θ)−→W1 (I.2.43)
De meˆme, on obtient :
δ
−→
S1 = −(δΩcos i+ δθ)−→R1 + (δΩ sin i sin θ + δi cos θ)−→W1
δ
−→
W1 = (δΩ sin i cos θ − δi sin θ)−→R1 − (δΩ sin i sin θ + δi cos θ)−→S1
(I.2.44)
On a :
δ ~J2 = −3
2
R2eqµJ2
r5
(
−4 δr ~V + r δ~V
)
(I.2.45)
avec :
~V = (1− 3 sin2 i sin2 θ)−→R1 + 2 sin2 i sin θ cos θ−→S1 + 2 cos i sin i sin θ−→W1 (I.2.46)
Apre`s calculs, on obtient alors :
r δ~V =
[ −4 sin 2i sin θr sin θδi
−4 sin2 i sin 2θrδθ
]−→
R1 +

 sin 2i cos θr sin θδi+(1 + 2 sin2 i− 7 sin2 i sin2 θ)rδθ
+(1− 5 sin2 i sin2 θ)r cos iδΩ

−→S1
+

 (5 sin2 i sin2 θ − 1)r sin i cos θδΩ+(−5 sin2 i sin2 θ + 3− 2 sin2 i)r sin θδi
+sin 2i cos θrδθ

−→W1
(I.2.47)
Par identification, on aboutit a` :
δ ~J2 = 6
R2eqµJ2
r5
Gδ
−−−→
OTM (I.2.48)
ou` la matrice G est donne´e par :
G =


1− 3 sin2 i sin2 θ sin 2θ sin2 i sin θ sin 2i
sin 2θ sin2 i −1
4
− 1
2
sin2 i+
7
4
sin2 i sin2 θ −sin 2i cos θ
4
sin θ sin 2i −sin 2i cos θ
4
−3
4
+
1
2
sin2 i+
5
4
sin2 i sin2 θ


(I.2.49)
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La matrice gradient associe´e au J2 est donc :
∇ ~J2 = 6
R2eqµJ2
r5
G (I.2.50)
En reprenant l’expression globale du gradient de gravite´, on obtient finalement :
δ~g = (∇~g)Bh δ
−−−→
OTM =

 µ
r3

 2 0 00 −1 0
0 0 −1

+ 6R2eqµJ2
r5
G

 δ−−−→OTM (I.2.51)
et la matrice gradient du champ gravitationnel :
(∇~g)Bh =
µ
r3

 2 0 00 −1 0
0 0 −1


+6
R2eqµJ2
r5


1− 3 sin2 i sin2 θ sin 2θ sin2 i sin θ sin 2i
sin 2θ sin2 i −1
4
− 1
2
sin2 i+
7
4
sin2 i sin2 θ −sin 2i cos θ
4
sin θ sin 2i −sin 2i cos θ
4
−3
4
+
1
2
sin2 i+
5
4
sin2 i sin2 θ


(I.2.52)
2.2.3 Le mode`le d’e´tat
Une synthe`se des calculs effectue´s pre´ce´demment est donne´e ici. Il s’agit d’un mode`le de
mouvement relatif de deux satellites tels que :
– l’orbite de la cible est elliptique et perturbe´e ;
– les distances inter-satellitaires sont faibles devant les distances avec la Terre ;
– les e´quations de Gauss sont utilise´es pour calculer les de´rive´es des e´le´ments orbitaux de la
cible intervenant dans le mode`le
[
a˙, e˙, i˙, Ω˙, ω˙, ν˙,
]
.
Le mode`le d’e´tat est repris dans la page suivante :
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2
.
S
y
n
t
h
e`
s
e
d
e
m
o
d
e`
l
e
s
d
u
m
o
u
v
e
m
e
n
t
r
e
l
a
t
if
dXrsw
dt
=
[
03 I3
AΓ1 +AG0 AΓ2
]
Xrsw + U
Xrsw =
[
x y z x˙ y˙ z˙
]t
=
[ −→ρ ~V (M2/R1) ]t
B1
, U =
[
0 0 0 apx apy apz
]t
AΓ1 =


µ
r31
(1 + e cos ν) −
√
µ
r31
(1 + e cos ν)


3
2 a
a˙+ 2
e sin ν
1 + e cos ν
ν˙
−2 cos ν + (3 + e cos ν) e
(1− e2) (1 + e cos ν) e˙

 −√ µr31 (1 + e cos ν)
(
Ω˙ sin i sin θ
+i˙ cos θ
)
√
µ
r31
(1 + e cos ν)


3
2 a
a˙+ 2
e sin ν
1 + e cos ν
ν˙
−2 cos ν + (3 + e cos ν) e
(1− e2) (1 + e cos ν) e˙




µ
r31
(1 + e cos ν)
+
(
Ω˙ sin i sin θ + i˙ cos θ
)2

 θ˙ (i˙ sin θ − Ω˙ sin i cos θ)
−
√
µ
r31
(1 + e cos ν)
(
Ω˙ sin i sin θ
+i˙ cos θ
)
−θ˙
(
i˙ sin θ − Ω˙ sin i cos θ
) (
Ω˙ sin i sin θ + i˙ cos θ
)2


AΓ2 =


0 2
√
µ
r31
(1 + e cos ν) 0
−2
√
µ
r31
(1 + e cos ν) 0
(
Ω˙ sin i sin θ
+i˙ cos θ
)
0 −2
(
Ω˙ sin i sin θ
+i˙ cos θ
)
0


, AG0 =
µ
r31

 2 0 00 −1 0
0 0 −1


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2.3 Application au cas circulaire ke´ple´rien
Sous les hypothe`ses 1.3.1, la relation (I.2.4) devient :(
d2~ρ
dt2
)
B0
= δ~g + ~ap (I.2.53)
Les hypothe`ses ke´ple´riennes et 1.3.1 permettent de de´duire :
ν˙ = n = cste
L’acce´le´ration diffe´rentielle est donc donne´e par :
(
d2~ρ
dt2
)
B0
=

 x¨− ν¨y − 2ν˙ y˙ − ν˙2xy¨ + ν¨x+ 2ν˙x˙− ν˙2y
z¨


B1
(I.2.54)
On obtient donc :(
d2 ~ρ
d t2
)
B0
=
[
(x¨− 2 y˙ n− xn2)−→R1 + (y¨ + 2 x˙ n− y n2)−→S1 + z¨−→W1
]
(I.2.55)
L’utilisation du syste`me d’hypothe`ses 1.3.1 conduit a` retrouver la premie`re partie de l’expression
donne´e dans l’e´quation (I.2.52) :
(∇~g)B1 =
µ
a3

 2 0 00 −1 0
0 0 −1

 (I.2.56)
On en de´duit que :
δ~g =
µ
a3
(
2 x
−→
R1 − y −→S1 − z −→W1
)
(I.2.57)
L’introduction des expressions (I.2.55) et (I.2.57) dans la relation ge´ne´rale (I.2.53) puis la pro-
jection sur les axes locaux [
−→
R1,
−→
S1,
−→
W1] conduit au syste`me :

x¨ = 2n y˙ + 3n2 x+ ax
y¨ = −2n x˙+ ay
z¨ = −n2 z + az
(I.2.58)
On retrouve ainsi les e´quations de Hill-Clohessy-Wiltshire :


x¨ = 2n y˙ + 3n2 x+ ax
y¨ = −2n x˙+ ay
z¨ = −n2 z + az
(I.2.59)
Ces e´quations sont mises sous forme d’e´tat :
dX(t)
dt
= AHCW X(t) +BHCW ap(t)
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avec :
AHCW =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
3n2 0 0 0 2n 0
0 0 0 −2n 0 0
0 0 −n2 0 0 0

 BHCW =


0 0 0
0 0 0
0 0 0
1 0 0
0 1 0
0 0 1

 (I.2.60)
2.4 Application au cas elliptique ke´ple´rien
Sous les hypothe`ses 1.3.2, la relation (I.2.4) devient :(
d2~ρ
dt2
)
B0
= δ~g + ~ap (I.2.61)
L’hypothe`se d’une trajectoire elliptique de la cible induit que la vitesse de variation de l’anomalie
vraie ν˙ n’est plus constante :
ν˙ =
√
µ
a3
(1 + e cos ν)2
(1− e2)3/2 (I.2.62)
d’ou` :
ν¨ =
d ν˙
d t
=
d ν˙
d ν
d ν
d t
= −n2 2 e sin ν (1 + e cos ν)
3
(1− e2)3 (I.2.63)
L’acce´le´ration diffe´rentielle absolue dans la base locale est donc donne´e par :
(
d2~ρ
dt2
)
B0
=
(
x¨− 2n(1 + e cos ν)
2
(1− e2)3/2
y˙ + n2
(1 + e cos ν)3
(1− e2)3 [2e sin ν y − (1 + e cos ν)x]
)
−→
R1
(
y¨ + 2n
(1 + e cos ν)2
(1− e2)3/2
x˙− n2 (1 + e cos ν)
3
(1− e2)3 [2e sin ν x+ (1 + e cos ν)y]
)
−→
S1
+z¨
−→
W1
(I.2.64)
Le potentiel gravitationnel devient :
(∇~g)B1 =
µ
r3

 2 0 00 −1 0
0 0 −1

 (I.2.65)
En y inse´rant l’expression de r pour les orbites elliptiques :
r =
a(1− e2)
1 + e cos ν
(I.2.66)
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on obtient :
(∇~g)B1 =
µ (1 + e cos ν)3
a3 (1− e2)3

 2 0 00 −1 0
0 0 −1

 = n2 (1 + e cos ν
1− e2
)3  2 0 00 −1 0
0 0 −1


(I.2.67)
A partir des expressions (I.2.67) et (I.2.25), on de´duit que :
δ~g = n2
(
1 + e cos ν
1− e2
)3 (
2x
−→
R1 − y −→S1 − z −→W1
)
(I.2.68)
L’introduction des expressions (I.2.64) et (I.2.68) dans la relation ge´ne´rale (I.2.61) puis la pro-
jection sur les axes [
−→
R1,
−→
S1,
−→
W1] de la base locale B1 conduit aux e´quations de Tschauner-
Hempel :

x¨ = 2n
(1 + e cos ν)2
(1− e2)3/2
y˙ − 2n2 e sin ν (1 + e cos ν)
3
(1− e2)3 y + n
2
(
1 + e cos ν
1− e2
)3
(3 + e cos ν)x+ ax
y¨ = −2n(1 + e cos ν)
2
(1− e2)3/2
x˙+ 2n2 e sin ν
(
1 + e cos ν
1− e2
)3
x+ n2
(
1 + e cos ν
1− e2
)3
(e cos ν) y + ay
z¨ = −n2
(
1 + e cos ν
1− e2
)3
z + az
(I.2.69)
Le syste`me (I.2.69) peut alors eˆtre mis sous la forme :
dX(t)
dt
= ATH X(t) +BTH ap(t)
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avec :
ATH =


0 0 0
0 0 0
0 0 0
n2
(
1 + e cos ν
1− e2
)3
(3 + e cos ν) −2n2 e sin ν (1 + e cos ν)
3
(1− e2)3 0
2n2 e sin ν
(
1 + e cos ν
1− e2
)3
n2
(
1 + e cos ν
1− e2
)3
(e cos ν) 0
0 0 −n2
(
1 + e cos ν
1− e2
)3
1 0 0
0 1 0
0 0 1
0 2n
(1 + e cos ν)2
(1− e2)3/2
0
−2n(1 + e cos ν)
2
(1− e2)3/2
0 0
0 0 0


BTH =


0 0 0
0 0 0
0 0 0
1 0 0
0 1 0
0 0 1


(I.2.70)
2.5 Application au cas elliptique perturbe´
Les hypothe`ses pose´es dans ce cas sont identiques a` celles de Tschauner-Hempel 1.3.2, a`
l’exception de la prise en compte des termes en J2. La relation (I.2.4) devient :(
d2~ρ
dt2
)
B0
= δ~g + ~ap (I.2.71)
et :
(∇~g)B1 = n2
(
1 + e cos ν
1− e2
)3 


 2 0 00 −1 0
0 0 −1


+6J2
(
Req
a
)2(1 + e cos ν
1− e2
)2  G11(θ, i) G12(θ, i) G13(θ, i)G21(θ, i) G22(θ, i) G23(θ, i)
G31(θ, i) G32(θ, i) G33(θ, i)




(I.2.72)
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ou` :
G =


1− 3 sin2 i sin2 θ sin 2θ sin2 i sin θ sin 2i
sin 2θ sin2 i −1
4
− 1
2
sin2 i+
7
4
sin2 i sin2 θ −sin 2i cos θ
4
sin θ sin 2i −sin 2i cos θ
4
−3
4
+
1
2
sin2 i+
5
4
sin2 i sin2 θ


(I.2.73)
On reprend l’expression de l’acce´le´ration diffe´rentielle exprime´e dans la base locale :(
d2~ρ
dt2
)
B0
=
[
x¨− 2
√
µ
a3
(1 + e cos ν)2
(1− e2)3/2
y˙ − µ
a3
(1 + e cos ν)4
(1− e2)3 x
+
√
µ
a3
1 + e cos ν
(1− e2)3/2


3
2 a
(1 + e cos ν) a˙+ 2 e sin ν ν˙
−2 cos ν + (3 + e cos ν) e
1− e2 e˙

 y
+
√
µ
a3
(1 + e cos ν)2
(1− e2)3/2
(
Ω˙ sin i sin θ + i˙ cos θ
)
z
]
−→
R1
+
[
y¨ + 2
√
µ
a3
(1 + e cos ν)2
(1− e2)3/2
x˙−
(
Ω˙ sin i sin θ + i˙ cos θ
)2
z˙
−
√
µ
a3
1 + e cos ν
(1− e2)3/2


3
2 a
(1 + e cos ν) a˙+ 2 e sin ν ν˙
−2 cos ν + (3 + e cos ν) e
1− e2 e˙

x
−
(
µ
a3
(1 + e cos ν)4
(1− e2)3 +
(
Ω˙ sin i sin θ + i˙ cos θ
)2)
y
−
(
Ω¨ sin i sin θ + Ω˙i˙ cos i sin θ + i¨ cos θ
)
z
]−→
S1
+
[
z¨ + 2
(
Ω˙ sin i sin θ + i˙ cos θ
)
y˙
+
(
Ω˙ sin i sin θ + i˙ cos θ
)√ µ
a3
(1 + e cos ν)2
(1− e2)3/2
x
+
(
Ω¨ sin i sin θ + Ω˙i˙ cos i sin θ + i¨ cos θ
)
y
−
(
Ω˙ sin i sin θ + i˙ cos θ
)2
z
]−→
W1
(I.2.74)
On obtient finalement les e´quations dynamiques :
 x¨y¨
z¨

 =

 0 2nf0 0−2nf0 0 f24
0 −2f4 0



 x˙y˙
z˙

+Ag

 xy
z

+

 axay
az

 (I.2.75)
avec les notations :
Ag =

 n2f1(3 + e cos ν) + n2JeG11 −nf2 + n2JeG12 nf0f4 + n2JeG13nf3 + n2JeG21 n2f1 (e cos ν) + f24 + n2JeG22 f5 + n2JeG23
−nf0f4 + n2JeG31 −f5 + n2JeG32 f24 − n2f1 + n2JeG33


(I.2.76)
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Je = 6J2
(
Req
a
)2(1 + e cos ν
1− e2
)5
(I.2.77)
f0(e, ν) =
(1 + e cos ν)2
(1− e2)3/2 (I.2.78)
f1(e, ν) =
(1 + e cos ν)3
(1− e2)3 (I.2.79)
f2(e, ν) =
(1 + e cos ν)
(1− e2)3/2
( 3
2 a
(1 + e cos ν) a˙+ 2 (e sin ν) ν˙
− (2 cos ν + (3 + e cos ν) e) e˙
)
(I.2.80)
f4(Ω, i, θ) =
(
Ω˙ sin i sin θ + i˙ cos θ
)
(I.2.81)
f3(e, ν) =
(1 + e cos ν)
(1− e2)3/2


3
2 a
(1 + e cos ν) a˙+ 2 (e sin ν) ν˙
−2 cos ν + (3 + e cos ν) e
1− e2 e˙

 (I.2.82)
f5 =
(
Ω¨ sin i sin θ + Ω˙i˙ cos i sin θ + i¨ cos θ
)
(I.2.83)
La repre´sentation d’e´tat est donne´e par :
X˙(t) = AJ2(ν)X(t) +BJ2 ap(t) (I.2.84)
avec :
AJ2(ν) =


0 0
0 0
0 0
n2f1(3 + e cos ν) + n
2JeG11 −nf2 + n2JeG12
nf3 + n
2JeG21 n
2f1 (e cos ν) + f
2
4 + n
2JeG22
−nf0f4 + n2JeG31 −f5 + n2JeG32
. . .
. . .
0 1 0 0
0 0 1 0
0 0 0 1
nf0f4 + n
2JeG13 0 2nf0 0
f5 + n
2JeG23 −2nf0 0 f24
f24 − n2f1 + n2JeG33 0 −2f4 0

 (I.2.85)
BJ2(ν) =


0 0 0
0 0 0
0 0 0
1 0 0
0 1 0
0 0 1

 (I.2.86)
Il est a` noter que ce mode`le est plus ge´ne´ral et plus rigoureux que celui propose´ dans [26] car on
conside`re que les deux satellites sont affecte´s par les perturbations dues au terme en J2.
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2.6 Conclusion
Dans ce chapitre, nous avons propose´ une de´marche syste´matique pour la synthe`se de mo-
de`les d’e´tat du mouvement relatif par les parame`tres carte´siens. La de´marche suivie peut eˆtre
applique´e pour toutes les perturbations et tous les types de trajectoires orbitales. Les principaux
mode`les issus de la litte´rature peuvent eˆtre retrouve´s par une simple application des hypothe`ses
spe´cifiques au mode`le de´veloppe´. La structure du mode`le permet une ge´ne´ralisation aise´e et ri-
goureuse a` certains cas non traite´s, ou faiblement e´tudie´s dans la litte´rature, avec notamment
la prise en compte de certaines perturbations (frottement atmosphe´rique, attraction luni-solaire
...). Le chapitre suivant sera consacre´ au de´veloppement d’une transformation de variable utile
pour la synthe`se de matrices de transition par les me´thodes hybrides. Une transformation non
line´aire est de´veloppe´e, puis line´arise´e. Des e´le´ments de comparaison base´s sur des simulations
nume´riques sont donne´s afin d’e´valuer l’influence de la line´arisation.
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Chapitre 3
Transformations de variables d’e´tat
du mouvement relatif
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3.1 Objectifs
La transformation des coordonne´es carte´siennes locales en parame`tres orbitaux diffe´rentiels
est une e´tape fondamentale dans la construction directe des matrices de transition en parame`tres
carte´siens par les me´thodes hybrides. Les transformations rencontre´es dans la litte´rature sont
relativement re´centes. Un certain nombre de points reste encore non traite´ ou rarement conside´re´.
On remarque notamment que :
– toutes les transformations sont line´aires. Ceci est, certes, important car le calcul des trans-
formations inverses est facilite´. Cependant, la line´arisation induit des erreurs et des pertes
de pre´cision. Aucune re´fe´rence ne permet de quantifier cette erreur ;
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– les perturbations orbitales et la variation des e´le´ments orbitaux ne sont traite´es que tre`s
rarement. Les travaux existants sont valables pour la perturbation en J2 seulement.
Nous proposons dans cette section une solution a` ces limites par le biais d’une de´marche syn-
the´tique pour synthe´tiser ces transformations. Dans un premier temps, une relation de passage
non line´aire est de´veloppe´e. Cette transformation est line´arise´e par la suite. Elle servira e´gale-
ment a` e´tablir des domaines de validite´ pour la transformation line´aire, en fonction des e´carts
en parame`tres orbitaux. L’influence des perturbations sur la pre´cision des transformations est
analyse´e a` travers la comparaison avec une transformation issue de la litte´rature.
3.2 De´veloppement d’une transformation non line´aire
Soient deux satellites M1 et M2, ayant pour e´le´ments orbitaux osculateurs XOE1 et XOE2
respectivement, tels que :
XOEk =
[
ak ek ik Ωk ωk νk
]
k = 1, 2
Le but de cette section est d’e´tablir une relation non line´aire de la forme :[
x y z vx vy vz
]t
= f(XOE1, δXOE) (I.3.1)
ou`
[
x y z vx vy vz
]
sont les composantes de la position et de la vitesse relatives de M2
dans un repe`re local centre´ sur M1 et δXOE est le vecteur des e´le´ments orbitaux diffe´rentiels :
δXOE = XOE2 −XOE1 =
[
δa δe δi δΩ δω δν
]t
(I.3.2)
M1
M2
OT
XOE1
XOE2
−→r1 −→r2
−→
V1
−→
V2
Fig. 3.1 – Repre´sentations du mouvement orbital relatif
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Les vecteurs de position des deux satellites s’e´crivent :
−−−→
OM1 = r1
−→
R1 (I.3.3)−−−→
OM2 = (r1 + x)
−→
R1 + y
−→
S1 + z
−→
W1 (I.3.4)
= r2
−→
R2 (I.3.5)
ou` rk =
ak(1− e2k)
1 + ek cos νk
.
On en de´duit :
r2
−→
R2 = (r1 + x)
−→
R1 + y
−→
S1 + z
−→
W1
=⇒


x = r2(
−→
R2.
−→
R1)− r1
y = r2(
−→
R2.
−→
S1)
z = r2(
−→
R2.
−→
W1)
(I.3.6)
Nous avons besoin d’exprimer les composantes de
−→
R 2,
−→
S 2,
−→
W 2 dans la base [
−→
R 1,
−→
S 1,
−→
W 1]. Pour
ce faire, on e´crit la matrice de passage de la base B2 = [−→R 2,−→S 2,−→W 2] a` B1 = [−→R 1,−→S 1,−→W 1] :
PB2B1 = P
B0
B1
PB2B0 =
(
PB1B0
)T
PB2B0 (I.3.7)
B0 e´tant la base inertielle.
La matrice de passage de cette base vers la base locale B1 s’obtient a` l’aide de trois rotations :
PB1B0 =

 cos Ω1 − sinΩ1 0sinΩ1 cos Ω1 0
0 0 1



 1 0 00 cos i1 − sin i1
0 sin i1 cos i1



 cos θ1 − sin θ1 0sin θ1 cos θ1 0
0 0 1

 (I.3.8)
Cela donne :
PB1B0 =

 cos θ1 cos Ω1 − sin θ1 cos i1 sinΩ1 − (sin θ1 cos Ω1 + cos θ1 cos i1 sinΩ1) sinΩ1 sin i1cos θ1 sinΩ1 + sin θ1 cos i1 cos Ω1 − sin θ1 sinΩ1 + cos θ1 cos i1 cos Ω1 − cos Ω1 sin i1
sin θ1 sin i1 cos θ1 sin i1 cos i1


(I.3.9)
Identiquement a` M1, on peut e´crire cette matrice pour M2 :
PB2B0 =

 cos θ2 cos Ω2 − sin θ2 cos i2 sinΩ2 − (sin θ2 cos Ω2 + cos θ2 cos i2 sinΩ2) sinΩ2 sin i2cos θ2 sinΩ2 + sin θ2 cos i2 cos Ω2 − sin θ2 sinΩ2 + cos θ2 cos i2 cos Ω2 − cos Ω2 sin i2
sin θ2 sin i2 cos θ2 sin i2 cos i2


(I.3.10)
Sachant que :
P BiB0 =
[ −→
Ri
−→
Si
−→
Wi
]
(I.3.11)
on obtient :
P B2B1 =
[ −→
R1
−→
S1
−→
W1
]t [ −→
R2
−→
S2
−→
W2
]
(I.3.12)
=


−→
R2 · −→R1 −→S2 · −→R1 −→W2 · −→R1−→
R2 · −→S1 −→S2 · −→S1 −→W2 · −→S1−→
R2 · −→W1 −→S2 · −→W1 −→W2 · −→W1

 (I.3.13)
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Cela implique :
−→
R 2 · −→R 1 = (cos θ2 cosΩ2 − sin θ2 cos i2 sin Ω2) (cos θ1 cosΩ1 − sin θ1 cos i1 sinΩ1)
+ (cos θ2 sinΩ2 + sin θ2 cos i2 cos Ω2) (cos θ1 sinΩ1 + sin θ1 cos i1 cos Ω1)
+ sin θ2 sin i2 sin θ1 sin i1 (I.3.14)
−→
R 2 · −→S 1 = − (cos θ2 cosΩ2 − sin θ2 cos i2 sin Ω2) (sin θ1 cosΩ1 + cos θ1 cos i1 sin Ω1)
+ (cos θ2 sin Ω2 + sin θ2 cos i2 cos Ω2) (− sin θ1 sinΩ1 + cos θ1 cos i1 cosΩ1)
+ sin θ2 sin i2 cos θ1 sin i1 (I.3.15)
−→
S 2 · −→R 1 = − (sin θ2 cosΩ2 + cos θ2 cos i2 sinΩ2) (cos θ1 cosΩ1 − sin θ1 cos i1 sin Ω1)
+ (− sin θ2 sinΩ2 + cos θ2 cos i2 cos Ω2) (cos θ1 sinΩ1 + sin θ1 cos i1 cosΩ1)
+ cos θ2 sin i2 sin θ1 sin i1 (I.3.16)
−→
S 2 · −→S 1 = (sin θ2 cosΩ2 + cos θ2 cos i2 sinΩ2) (sin θ1 cosΩ1 + cos θ1 cos i1 sinΩ1)
+ (− sin θ2 sinΩ2 + cos θ2 cos i2 cos Ω2) (− sin θ1 sinΩ1 + cos θ1 cos i1 cosΩ1)
+ cos θ2 sin i2 cos θ1 sin i (I.3.17)
−→
R 2 · −→W 1 = (cos θ2 cos Ω2 − sin θ2 cos i2 sinΩ2) sin Ω1 sin i1
− (cos θ2 sinΩ2 + sin θ2 cos i2 cos Ω2) cosΩ1 sin i1
+sin θ2 sin i2 cos i1 (I.3.18)
−→
S 2 · −→W 1 = − (sin θ2 cosΩ2 + cos θ2 cos i2 sinΩ2) sinΩ1 sin i1
− (− sin θ2 sinΩ2 + cos θ2 cos i2 cos Ω2) cosΩ1 sin i1
+cos θ2 sin i2 cos i1 (I.3.19)
En utilisant ces re´sultats, et en conside´rant Xoe2 = Xoe1 + δXoe, on peut e´crire les coor-
donne´es carte´siennes locales en position en fonction de Xoe1 et δXoe exclusivement a` l’aide
de l’e´quation (I.3.6) :
x =
a2(1− e22)
1 + e2 cos ν2
(
−→
R2.
−→
R1)− a1(1− e
2
1)
1 + e1 cos ν1
y =
a2(1− e22)
1 + e2 cos ν2
(
−→
R2.
−→
S1)
z =
a2(1− e22)
1 + e2 cos ν2
(
−→
R2.
−→
W1)
(I.3.20)
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En ce qui concerne la vitesse relative, on proce`de d’une manie`re analogue.
Si l’on conside`re les relations suivantes :
−→
V M2/R1 =
(
d
−−−−→
M1M2
dt
)
B1
(I.3.21)
= vx
−→
R1 + vy
−→
S1 + vz
−→
W1 (I.3.22)
=
(
d
−−−−→
M1M2
dt
)
B0
+
−−−−→
M1M2 ∧−→Ω B1/B0 (I.3.23)
=
(
d
−−−→
OM2
dt
)
B0
−
(
d
−−−→
OM1
dt
)
B0
+
−−−−→
M1M2 ∧ −→Ω B1/B0 (I.3.24)
=
−→
V M2/R0 −
−→
V M1/R0 +
−−−−→
M1M2 ∧ −→Ω B1/B0 (I.3.25)
La vitesse inertielle de chaque satellite Mi dans sa base locale Bi est donne´e par :
−→
V Mi/R0 =
√
µ
ai
1√
1− e2i
(
ei sin νi
−→
Ri + (1 + ei cos νi)
−→
Si
)
(I.3.26)
La vitesse de rotation de la base locale de Mi par rapport a` la base inertielle est donne´e
par :
−→
Ω Bi/B0 =
(
Ω˙i sin ii sin θi + i˙i cos θi
) −→
Ri +
√
µ
a3i
(1 + ei cos νi)
2
(1− e2i )3/2
−→
Wi (I.3.27)
Chaque terme de (I.3.25) doit eˆtre exprime´ comme une fonction des e´le´ments orbitaux de
M1 et M2 , dans la base locale de M1.
−−−−→
M1M2 a de´ja` e´te´ conside´re´ (voir x, y et z dans
(I.3.6)). On obtient donc :
−−−−→
M1M2 ∧ −→Ω B1/B0 = y
√
µ
a31
(1 + e1 cos ν1)
2
(1− e21)3/2
−→
R 1
+
(
z
(
Ω˙1 sin i1 sin θ1 + i˙1 cos θ1
)
− x
√
µ
a31
(1 + e1 cos ν1)
2
(1− e21)3/2
)
−→
S 1
−y
(
Ω˙1 sin i1 sin θ1 + i˙1 cos θ1
)−→
W 1 (I.3.28)
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−→
V M2/R0 peut eˆtre exprime´ dans [
−→
R1,
−→
S1,
−→
W1] a` l’aide des relations :
−→
V M2/R0B1 = P
B2
B1
−→
V M2/R0B2 (I.3.29)
= P B2B1
√
µ
a2
1√
1− e22
(
e2 sin ν2
−→
R 2 + (1 + e2 cos ν2)
−→
S 2
)
(I.3.30)
=
√
µ
a2
1√
1− e22


−→
R2 · −→R1 −→S2 · −→R1 −→W2 · −→R1−→
R2 · −→S1 −→S2 · −→S1 −→W2 · −→S1−→
R2 · −→W1 −→S2 · −→W1 −→W2 · −→W1




e2 sin ν2
−→
R 2
+ (1 + e2 cos ν2)
−→
S 2
+0×−→W 2


(I.3.31)
=
√
µ
a2
1√
1− e22


[
e2 sin ν2
−→
R 2 · −→R 1 + (1 + e2 cos ν2)−→S 2 · −→R1
]−→
R1
+
[
e2 sin ν2
−→
R 2 · −→S 1 + (1 + e2 cos ν2)−→S 2 · −→S1
]−→
S1
+
[
e2 sin ν2
−→
R 2 · −→W 1 + (1 + e2 cos ν2)−→S 2 · −→W1
]−→
W1


(I.3.32)
Les de´rive´es des e´le´ments orbitaux sont obtenues via les e´quations de Gauss, pour une
acce´le´ration perturbatrice −→γ = [ γR γS γW ]B1 :
dΩ1
dt
=
√
1− e21
n1 a1
sin (ω1 + ν1)
(1 + e1 cos ν1) sin i1
γW (I.3.33)
d i1
dt
=
√
1− e21
n1 a1
cos (ω1 + ν1)
1 + e1 cos ν1
γW (I.3.34)
On obtient finalement :
vx =
√
µ
a2
1√
1− e22
(
e2 sin ν2
(−→
R 2 · −→R 1
)
+ (1 + e2 cos ν2)
(−→
S 2 · −→R 1
))
−
√
µ
a1
e1 sin ν1√
1− e21
+ y
√
µ
a31
(1 + e1 cos ν1)
2
(1− e21)3/2
vy =
√
µ
a2
1√
1− e22
(
e2 sin ν2
(−→
R 2 · −→S 1
)
+ (1 + e2 cos ν2)
(−→
S 2 · −→S 1
))
−
√
µ
a1
1 + e1 cos ν1√
1− e21
+ z
(
Ω˙1 sin i1 sin θ1 + i˙1 cos θ1
)
− x
√
µ
a31
(1 + e1 cos ν1)
2
(1− e21)3/2
vz =
√
µ
a2
1√
1− e22
(
e2 sin ν2
(−→
R 2 · −→W 1
)
+ (1 + e2 cos ν2)
(−→
S 2 · −→W 1
))
−y
(
Ω˙1 sin i1 sin θ1 + i˙1 cos θ1
)
(I.3.35)
ou` l’on rappelle que XOE2 = XOE1 + δXOE.
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3.3 Line´arisation de la relation de passage
La transformation non line´aire de´veloppe´e peut eˆtre e´crite sous la forme :
Xrsw =
[
x y z vx vy vz
]t
= Ψ(XOE1, i˙1, Ω˙1, δXOE) (I.3.36)
Le de´veloppement au premier ordre de cette fonction au voisinage δXOE → 0 me`ne a` :
Ψ(XOE1, i˙1, Ω˙1, δXOE)|δXOE→0 ≈ Ψ(XOE1, i˙1, Ω˙1, 0)
+∇OEΨ(XOE1, i˙1, Ω˙1, δXOE)|δXOE=0 δXOE
(I.3.37)
ou` la matrice gradient ∇OEΨ(XOE1, i˙1, Ω˙1, δXOE) est donne´e par :
∇OEΨ(XOE1, i˙1, Ω˙1, δXOE) =


∂Ψx
∂a
∂Ψx
∂e
∂Ψx
∂i
∂Ψx
∂Ω
∂Ψx
∂ω
∂Ψx
∂ν
∂Ψy
∂a
∂Ψy
∂e
∂Ψy
∂i
∂Ψy
∂Ω
∂Ψy
∂ω
∂Ψy
∂ν
∂Ψz
∂a
∂Ψz
∂e
∂Ψz
∂i
∂Ψz
∂Ω
∂Ψz
∂ω
∂Ψz
∂ν
∂Ψvx
∂a
∂Ψvx
∂e
∂Ψvx
∂i
∂Ψvx
∂Ω
∂Ψvx
∂ω
∂Ψvx
∂ν
∂Ψvy
∂a
∂Ψvy
∂e
∂Ψvy
∂i
∂Ψvy
∂Ω
∂Ψvy
∂ω
∂Ψvy
∂ν
∂Ψvz
∂a
∂Ψvz
∂e
∂Ψvz
∂i
∂Ψvz
∂Ω
∂Ψvz
∂ω
∂Ψvz
∂ν


(I.3.38)
Ψ(XOE1, i˙1, Ω˙1, 0) = 0 car le chasseur est confondu avec la cible dans ce cas (δXOE = 0).
On obtient alors les e´le´ments de ψ = ∇OEΨ(XOE1, i˙1, Ω˙1, δXOE)|δXOE=0 :
ψ11 =
1− e21
1 + e1 cos ν1
ψ12 = −a1(2e1 + (1 + e
2
1) cos ν1)
(1 + e1 cos ν1)2
ψ13 = 0
ψ14 = 0
ψ15 = 0
ψ16 =
a1(1− e21) sin i1
(1 + e1 cos ν1)2
ψ21 = 0
ψ22 = 0
ψ23 = 0
ψ24 =
a1(1− e21)
1 + e1 cos ν1
cos i1
ψ25 =
a1(1− e21)
1 + e1 cos ν1
ψ26 =
a1(1− e21)
1 + e1 cos ν1
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ψ31 = 0
ψ32 = 0
ψ33 =
a1(1− e21)
1 + e1 cos ν1
sin θ1
ψ34 = − a1(1− e
2
1)
1 + e1 cos ν1
sin i1 cos θ1
ψ35 = 0
ψ36 = 0
ψ41 = −1
2
√
µ
a31
e1 sin ν1
(1− e21)1/2
ψ42 =
√
µ
a1
sin ν1
(1− e21)3/2
ψ43 = 0
ψ44 = 0
ψ45 = 0
ψ46 =
√
µ
a1
e1 cos ν1
(1− e21)1/2
ψ51 = −3
2
√
µ
a31
1 + e1 cos ν1
(1− e21)1/2
ψ52 =
√
µ
a1
3e1 + (2 + e
2
1) cos ν1
(1− e21)3/2
ψ53 =
a1(1− e21)
1 + e1 cos ν1
(
Ω˙1 sin i1 sin θ1
+i˙1 cos θ1
)
sin θ1
ψ54 =
√
µ
a1
e1 sin ν1
(1− e21)1/2
cos i1
− a1(1− e
2
1)
1 + e1 cos ν1
(
Ω˙1 sin i1 sin θ1
+i˙1 cos θ1
)
sin i1 cos θ1
ψ55 =
√
µ
a1
e1 sin ν1
(1− e21)1/2
ψ56 = −
√
µ
a1
e1 sin ν1
(1− e21)1/2
ψ61 = 0
ψ62 = 0
ψ63 =
√
µ
a
cos θ + e cosω
(1− e2)1/2
ψ64 =
√
µ
a
sin θ + e sinω
(1− e2)1/2 sin i
− a(1− e
2)
1 + e cos ν
(
Ω˙ sin i sin θ
+i˙ cos θ
)
cos i
ψ65 = − a(1− e
2)
1 + e cos ν
(
Ω˙ sin i sin θ
+i˙ cos θ
)
ψ66 = − a(1− e
2)
1 + e cos ν
(
Ω˙ sin i sin θ
+i˙ cos θ
)
3.4 Etude des domaines de validite´
La comparaison entre les re´sultats obtenus a` l’aide de la transformation line´aire et
les re´sultats obtenus a` l’aide de la transformation non line´aire permet d’e´valuer l’erreur
induite par la line´arisation. Pour ce faire, nous de´finissons deux indices d’erreur en position
et en vitesse relative :
Er =
||−−→RNL −−→RL||
||−−→RNL||
(I.3.39)
Ev =
||−−→VNL −−→VL||
||−−→VNL||
(I.3.40)
ou` :
– Er et Ev sont les indices d’erreur en position et en vitesse respectivement ;
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–
−−→
RNL et
−→
RL sont les vecteurs de position relative obtenus a` l’aide des transformations
non line´aire et line´aire respectivement ;
–
−−→
VNL and
−→
VL sont les vecteurs de vitesse relative obtenus a` l’aide des transformations
non line´aire et line´aire respectivement.
M1
M2 (position re´elle)
M2 (position estime´e)
−−→
RNL
−−→
VNL
−→
RL
−→
VL
OT
−→r1 −→r2
Fig. 3.2 – Indices de l’erreur de line´arisation en position et vitesse relatives
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3.4.1 Influence des e´carts en demi-grand axe
Dans cette comparaison, nous analysons l’influence des variations des demi-grands axes
des deux satellites suivant le tableau 3.1. Les commentaires et remarques sont donne´s a`
l’issue de toutes les comparaisons.
a e i Ω ω ν
Cible a ∈ [Re + 10000 km,Re + 11637 km] 0.1 π/4 π/5 π/6 π/7
Chasseur a ∈ [Re + 10000 km,Re + 11637 km] 0.1 π/4 π/5 π/6 π/7
Tab. 3.1 – Configuration orbitale pour les e´carts en demi-grand axe
Les re´sultats sont reporte´s sur les figures 3.3, 3.4.
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Fig. 3.4 – Indice d’erreur en vitesse
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3.4.2 Influence des e´carts en excentricite´
Dans cette comparaison, nous analysons l’influence des variations des excentricite´s des
deux satellites suivant le tableau 3.2
a e i Ω ω ν
Cible Re + 10000 km e ∈ [0 , 0.9] π/4 π/5 π/6 π/7
Chasseur Re + 10000 km e ∈ [0 , 0.9] π/4 π/5 π/6 π/7
Tab. 3.2 – Configuration orbitale pour les e´carts en excentricite´
Les re´sultats sont reporte´s sur les figures 3.5, 3.6.
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Fig. 3.6 – Indice d’erreur en vitesse
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3.4.3 Effets des e´carts en inclinaison
Dans cette comparaison, nous analysons l’influence des variations des inclinaisons des
deux satellites suivant le tableau 3.3.
a e i Ω ω ν
Cible Re + 10000 km 0.1 i ∈ [0, π/4] π/5 π/6 π/7
Chasseur Re + 10000 km 0.1 i ∈ [0, π/4] π/5 π/6 π/7
Tab. 3.3 – Configuration orbitale pour les e´carts en inclinaison
Les re´sultats sont reporte´s sur les figures 3.7, 3.8.
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Fig. 3.7 – Indice d’erreur en position
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Fig. 3.8 – Indice d’erreur en vitesse
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3.4.4 Influence des e´carts en Ω
Dans cette comparaison, nous analysons l’influence des variations des angles d’ascen-
sion directe des nœuds ascendant des deux satellites suivant le tableau 3.4.
a e i Ω ω ν
Cible Re + 10000 km 0.1 π/4 Ω ∈ [0, π/4] π/6 π/7
Chasseur Re + 10000 km 0.1 π/4 Ω ∈ [0, π/4] π/6 π/7
Tab. 3.4 – Configuration orbitale pour les e´carts en Ω
Les re´sultats sont reporte´s sur les figure 3.9, 3.10.
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Fig. 3.9 – Indice d’erreur en position
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Fig. 3.10 – Indice d’erreur en vitesse
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3.4.5 Influence des e´carts en arguments de pe´rige´e
Dans cette comparaison, nous analysons l’influence des variations des arguments de
pe´rige´e des deux satellites suivant le tableau 3.5.
a e i Ω ω ν
Cible Re + 10000 km 0.1 π/4 π/5 ω ∈ [0, π/4] π/7
Chasseur Re + 10000 km 0.1 π/4 π/5 ω ∈ [0, π/4] π/7
Tab. 3.5 – Configuration orbitale pour les e´carts en ω
Les re´sultats sont reporte´s sur les figures 3.11, 3.12.
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Fig. 3.11 – Indice d’erreur en position
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Fig. 3.12 – Indice d’erreur en vitesse
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3.4.6 Influence des e´carts en anomalie vraie
Dans cette comparaison, nous analysons l’influence des variations de l’anomalie vraie
pour les deux satellites suivant le tableau 3.6.
a e i Ω ω ν
Cible Re + 10000 km 0.1 π/4 π/5 π/6 ν ∈ [0, π/4]
Chasseur Re + 10000 km 0.1 π/4 π/5 π/6 ν ∈ [0, π/4]
Tab. 3.6 – Configuration orbitale pour les e´carts en anomalie vraie
Les re´sultats sont reporte´s sur les figures 3.13, 3.14.
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Fig. 3.13 – Indice d’erreur en position
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3.4.7 Commentaires
Les figures donne´es permettent de fixer un domaine de validite´ par rapport aux e´carts
en e´le´ments orbitaux. Les lignes de niveau de´limitent des zones ou` l’erreur est infe´rieure
a` une certaine valeur.
L’influence des e´carts diffe`re pour chaque e´le´ment orbital conside´re´. Les e´carts en demi-
grand axe n’affectent pas la pre´cision sur la position relative. Ceci est duˆ a` la relation
line´aire entre δa et [x, y, z]. L’influence reste faible quant a` la pre´cision sur la vitesse
relative.
L’excentricite´ affecte plus sensiblement la vitesse relative. En fonction de e, l’e´cart
assurant une pre´cision infe´rieure a` 5% est de l’ordre de δe ≃ 0.1.
La pre´cision sous l’effet des e´carts en parame`tres angulaires (i, Ω, ω, ν) varie d’une
manie`re quasi line´aire. Les domaines de validite´ sont plus ou moins grands en fonction
des e´le´ments orbitaux concerne´s.
3.5 Etude de l’effet des perturbations
Les relations de passage de´veloppe´es dans la litte´rature ne font pas intervenir la va-
riation des e´le´ments orbitaux sous l’effet des perturbations. Nous avons compare´ l’indice
d’erreur en vitesse de la transformation line´aire propose´e avec l’indice d’erreur de la rela-
tion de´veloppe´e par Garrison dans [25]. L’environnement orbital choisi est de´fini dans le
tableau 3.7 et la seule perturbation conside´re´e est l’aplatissement des poˆles. La configura-
tion orbitale choisie vise a` maximiser l’effet de la perturbation. Il s’agit d’un de´calage sur
les parame`tres i, Ω et ν d’une valeur de 1 deg et de 10−4 sur le parame`tre e. L’inclinaison
des deux satellites varie entre 0 et 90 degre´s.
a e i Ω ω ν
Cible Re + 1800 km 0.3 i ∈ [0, 90] deg 45 deg 0 72 deg
Chasseur Re + 1800 km 0.3 + 1× 10−4 i ∈ [0, 90] deg − 1 deg 44 deg 0 71 deg
Tab. 3.7 – Configuration orbitale pour l’e´valuation de l’effet des perturbations
Les re´sultats sont repre´sente´s sur la figure 3.15.
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Fig. 3.15 – Comparaison des indices d’erreur en vitesse
Meˆme si le gain en pre´cision semble faible, il est relativise´ au fait qu’il existe d’autres
perturbations orbitales dont l’influence peut eˆtre plus sensible sur les e´le´ments orbitaux.
On peut citer notamment le frottement atmosphe´rique qui est pre´ponde´rant pour les
altitudes au dessous de 800 km. Ce type de perturbations peut eˆtre pris en compte dans
les relations pre´sente´es pre´ce´demment, mais il n’existe pas d’e´le´ment de comparaison dans
la litte´rature.
Une autre transformation de´veloppe´e dans la litte´rature est celle de Casotto [16], ou`
une transformation line´aire permettant d’e´valuer la relation entre les de´calages sur les
e´le´ments orbitaux et la position/vitesse inertielles d’un satellite solitaire est propose´e.
Soit le vecteur des position/vitesse inertielles XIJK =
[
r
v
]
IJK
. Ce vecteur peut eˆtre
exprime´ dans les bases RSW et PQW moyennant des ope´rations rotations :
rIJK = P (i, ω,Ω)rPQW (I.3.41)
rPQW = R3(−ν)rRSW (I.3.42)
ou` P (i, ω,Ω) et R3(ν) sont des matrices de rotation de´finies par :
P (i, ω,Ω) =

cosΩ cosω − sin Ω sinω cos i − cosΩ sinω − sin Ω cosω cos i sinΩ sin isinΩ cosω + cosΩ sinω cos i − sin Ω cosω + cosΩ sinω cos i − cosΩ sin i
sinω sin i cosω sin i cos i


(I.3.43)
R3(ν) =

 cos ν sin ν 0− sin ν cos ν 0
0 0 1

 (I.3.44)
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Ces rotations sont applique´es au vecteur vitesse e´galement. L’auteur propose un de´velop-
pement au premier ordre de XIJK pour de petites variations des e´le´ments orbitaux.
δXIJK =
∂XIJK
∂Xoe
δXoe (I.3.45)
A l’aide des matrices de rotation cite´es plus haut, on parvient a` e´crire δrRSW = [δx , δy , δz]
t
et δvRSW = [δvx , δvy , δvz]
t comme des fonctions des e´carts sur les e´le´ments orbitaux :
δx =
r
a
δa− aδe cos ν + a e√
1− e2 δM sin ν
δy = a
(
1 +
1
1− e2
r
a
)
δe sin ν +
a2
√
1− e2
r
δM + r (δω + δΩcos i)
δz = r (δi sinαnu − δΩ sin i cosαnu)
δvx = −n a sin ν√
1− e2
( e
2a
δa+
a
r
δe
)
− na
3
r2
δM
−na
2
√
1− e2
r
(δω + δΩcos i)
δvy =
n a√
1− e2
(
e+ cos ν
1− e2 δe−
1− e2
2r
δa+ e (δω + δΩcos i) sin ν
)
δvz =
n a√
1− e2 ((cos θ + e cosω)δi+ sin i(sin θ + e sinω)δΩ)
(I.3.46)
Cette transformation n’a pas e´te´ conside´re´e dans les comparaisons pre´sente´es pre´ce´dem-
ment. La raison est lie´e a` la nature des variables relatives e´tudie´es, en particulier les
composantes de vitesse relative. Pour la transformation de Garrison, ainsi que celle de´ve-
loppe´e dans ce chapitre, l’inte´reˆt est porte´ sur les composantes de la vitesse locale dans le
repe`re local centre´ sur la cible. Casotto s’inte´resse cependant a` la diffe´rence des vitesses
absolues dans le repe`re local centre´ sur la cible. La comparaison des composantes de vi-
tesse ne peut avoir de sens dans ce cas. Les relations obtenues pour la position relative
sont e´quivalentes a` celles de Garrison [25].
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Chapitre 4
Outils de simulation du mouvement
orbital
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4.1 Objectifs
Une bibliothe`que Simulink R© a e´te´ de´veloppe´e pour les besoins de la the`se. Les mode`les
et les algorithmes pre´sente´s tout au long de ce document y sont code´s sous forme de blocs
et de fonctions Matlab. Un bloc de simulation non line´aire du mouvement orbital en fait
partie. Il s’agit du bloc satellite orbital model.
Dans cette section, une pre´sentation de´taille´e du bloc satellite orbital model est don-
ne´e. Il s’agit de citer les e´quations dynamiques de base ainsi que le mode d’emploi du
simulateur. Des tests de validation sont ensuite effectue´s. Ils portent sur les diffe´rentes
configurations dans lesquelles le simulateur peut fonctionner, l’objectif e´tant de de´montrer
la fiabilite´ de ce simulateur en tant qu’un outil de validation.
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4.2 Simulateur non line´aire du mouvement orbital
Fig. 4.1 – Mode`le non line´aire du mouvement orbital
Ce simulateur a pour fonction de calculer la variation au cours du temps des e´le´ments
orbitaux d’un satellite e´voluant dans le champ gravitationnel de la Terre, sous l’effet de
certaines perturbations qu’il peut subir au cours de sa re´volution.
Il permet e´galement de de´terminer l’e´volution temporelle de la position et de la vitesse
du satellite dans le repe`re inertiel.
Le noyau du simulateur est un inte´grateur des e´quations de Gauss, e´crites sous une forme
non singulie`re qui permet de couvrir toutes les excentricite´s e ∈ [0, 1− ǫ] et inclinaisons
i ∈ [0, π − ǫ], il fonctionne selon le sche´ma repre´sente´ sur la figure 4.2.
Fig. 4.2 – Noyau du simulateur
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Rappelons que les e´quations de GAUSS , dans la version classique, s’expriment ainsi
[6] dans la base (
−→
R,
−→
S ,
−→
W ) :
da
dt
=
2
n
√
1− e2 [aγR e sin ν + (1 + e cos ν)aγS ]
de
dt
=
√
1− e2
n a
[
aγR sin ν +
(
cos ν +
e+ cos ν
1 + e cos ν
)
aγS
]
di
dt
=
r cos θ
na2
√
1− e2aγW
dΩ
dt
=
r sin θ
na2
√
1− e2 sin iaγW
dω
dt
=
√
1− e2
n a e
[
−aγR cos ν +
(
1 +
1
1 + e cos ν
sin ν
)
aγS
]
− r sinαν cos i
n a2
√
1− e2 sin iaγW
dν
dt
= n
(1 + e cos ν)2
(1− e2)3/2 +
√
1− e2
n a e
[
cos νaγR −
2 + e cos ν
1 + e cos ν
aγS
]
(I.4.1)
avec :
– [a, e, i, Ω, ω, ν] sont les e´le´ments orbitaux classiques ;
– r =
a(1− e2)
1 + e cos ν
est le module du vecteur position ;
– θ = ν + ω est la position sur orbite (PSO) ;
– [aγR , aγS , aγW ] sont les composantes de l’acce´le´ration perturbatrice dans la base
(
−→
R,
−→
S ,
−→
W ).
Un certain nombre de termes de ces e´quations pre´sente des singularite´s pour e = 0 ou
i = 0, d’ou` la ne´cessite´ d’utiliser une transformation afin que les e´quations soient utilisables
dans toutes les configurations orbitales.
On trouve dans la litte´rature plusieurs transformations permettant de contourner ces
singularite´s. Notre choix s’est porte´ sur les e´le´ments orbitaux non singuliers e´quinoxiaux
(en version modifie´e) qui pre´sentent l’avantage d’eˆtre de´finis pour toutes les configurations
possibles. On trouve la de´finition des parame`tres e´quinoxiaux dans [57] :
p = a (1− e2)
f = e cos(Ω + ω)
g = e sin(Ω + ω)
h = tan
i
2
cosΩ
k = tan
i
2
sinΩ
L = Ω + ω + ν
(I.4.2)
Dans ce qui suit, nous allons adopter la notation suivante :
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XOEc =
[
a e i Ω ω ν
]t
XOEeq =
[
p f g h k L
]t (I.4.3)
Notons que la transformation donne´e par l’e´quation (II.B.6) est de´finie pour toutes les
valeurs des e´le´ments orbitaux classiques utilise´es. La transformation inverse est donne´e
par :
a =
p
1− f 2 − g2
e =
√
f 2 + g2
i = 2 tan−1
√
h2 + k2
Ω = tan−1
k
h
ω = tan−1
g
f
− tan−1 h
k
ν = L− tan−1 g
f
(I.4.4)
Les e´quations de la dynamique sont donne´es par [57], [43] :
dXOEeq
dt
= A −→aγ +B (I.4.5)
−→aγ e´tant la somme des acce´le´rations perturbatrices exte´rieures exprime´es dans (−→R,−→S ,−→W ),
avec :
A =


0
2p
w
√
p
µ
0√
p
µ
sinL
√
p
µ
1
w
((w + 1) cosL + f) −
√
p
µ
g
w
(h sinL− k cosL)
−
√
p
µ
cosL
√
p
µ
1
w
((w + 1) sinL + g)
√
p
µ
f
w
(h sinL− k cosL)
0 0
√
p
µ
s2 cosL
2w
0 0
√
p
µ
s2 sinL
2w
0 0
1
w
√
p
µ
(h sinL− k cosL)


(I.4.6)
B =
[
0 0 0 0 0
w2
p2
√
µp
]t
(I.4.7)
avec :
s2 = 1 + h2 + k2
w = 1 + f cosL+ g sinL
(I.4.8)
4.2. Simulateur non line´aire du mouvement orbital 103
Le passage vers les coordonne´es carte´siennes inertielles s’ope`re via les relations suivantes
[11] :
−−−→
OTM =


r
s2
(cosL+ α2 cosL+ 2hk sinL)
r
s2
(sinL− α2 sinL+ 2hk cosL)
2r
s2
(h sinL− k cosL)


−→
V =


− 1
s2
√
µ
p
(sinL+ α2 sinL− 2h k cosL+ g − 2f h k + α2g)
− 1
s2
√
µ
p
(− cosL+ α2 cosL+ 2h k sinL− f + 2g h k + α2f)
2
s2
√
µ
p
(h cosL+ k sinL+ f h+ g k)


(I.4.9)
avec :
r =
p
w
α2 = h2 − k2
(I.4.10)
Les perturbations de nature diffe´rente sont prises en compte en exprimant les acce´le´-
rations qu’elles engendrent dans (
−→
R,
−→
S ,
−→
W ) :
1. Aplatissement des poˆles (J2) : l’acce´le´ration perturbatrice est donne´e par :
~aj2 = −
µJ2R
2
e
r4


3
2
[
1− 12(h sinL− k cosL)
2
(1 + h2 + k2)2
]
12
[
1− (h sinL− k cosL)(h cosL+ k sinL)
(1 + h2 + k2)2
]
6
[
1− (h sinL− k cosL)(1− h
2 − k2)
(1 + h2 + k2)2
]


(I.4.11)
Pour trouver cette expression, on utilise la relation donne´e dans [6] - page 28 :
aj2 = −3
2
R2eqµJ2
r4

 1− 3 sin2 i sin2 θ2 sin2 i sin θ cos θ
2 cos i sin θ cos θ

 (I.4.12)
On remplace ensuite les e´le´ments classiques par leurs expressions (e´quation (I.4.4))
et la simplification donne l’expression (I.4.11).
* Astuce : on montre d’abord, en se basant sur l’e´quation (I.4.4), que :
sin2 i = 4
h2 + k2
(1 + h2 + k2)2
(I.4.13)
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sin2 θ = 3
(h sinL− k cosL)2
h2 + k2
(I.4.14)
2. Frottement atmosphe´rique : l’acce´le´ration perturbatrice est donne´e par :
~ad = −1
2
ρS Cd
√
µ
p
√
1 + 2 (g sinL+ f cosL) + f 2 + g2


√
µ
p
(f sinL− g cosL)
√
µ
p
(1 + f cosL+ g sinL)
0


(I.4.15)
En se basant sur l’e´quation (1.62) de [6], page 29 :
~ad = −1
2
ρSCd
m
V 2~uv (I.4.16)
on peut e´crire dans [
−→
R,
−→
S ,
−→
W ] que
~ad = −1
2
ρSCd
m
V

 VrVs
0

 (I.4.17)
V e´tant le module du vecteur vitesse et Vr, Vs ses composantes dans le plan [
−→
R,
−→
S ].
On a :
V =
√
µ(1 + 2 e cos ν + e2)
a(1− e2) (I.4.18)
Cette expression s’e´crit en fonction des e´le´ments orbitaux :
V =
√
µ(1 + 2(g sinL+ f cosL) + f 2 + g2)
p
(I.4.19)
Il reste a` e´tablir les expression de Vr et Vs.
On peut e´crire :
Vr = −
√
µa
r
√
1− e2 sin ν
1 + e cos ν
Vs =
√
µa
r
√
1− e2 cos ν + e
1 + e cos ν
(I.4.20)
En remplac¸ant dans (I.4.20), avec r =
a(1− e2)
1 + e cos ν
, on obtient :
Vr = −
√
µ
a
sin ν
Vs =
√
µ
a
(1 + cos ν)
(I.4.21)
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On peut alors e´crire que :
sin ν = sin (ν + Ω + ω)
= cos(ν + Ω + ω) sin(Ω + ω)− sin(ν + Ω+ ω) cos(Ω + ω) = −f sinL− g cosL
e
De meˆme, on montre que cos ν =
f cosL+ g sinL
e
. Il suffit de remplacer cos ν et
sin ν par leur expressions dans (I.4.21) pour retrouver les e´quations du frottement
atmosphe´rique (I.4.15).
4.3 Tests de Validation
4.3.1 Mouvement ke´ple´rien
Dans cette section, on met en e´vidence la capacite´ du simulateur a` reproduire le
mouvement orbital dans des situations orbitales diverses, pre´sentant e´ventuellement des
singularite´s, par rapport a` l’excentricite´ et l’inclinaison, et ceci en l’absence de toute
perturbation orbitale. Pour cela, on choisit les configurations de´finies dans le tableau 4.1 :
Configurations 1 2 3 4 5
a (demi grand axe) -m- 1.107 1.107 1.107 1.107 1.107
e (excentricite´) 0 0.0001 0 0.95 0.80
i (inclinaison) -rad- 0 0 π/3 π/6 π/2
Ω (RAAN) -rad- 0 0 0 0 0
ω (argument du pe´rige´e) -rad- 0 0 0 0 0
Tab. 4.1 – Configurations orbitales pour les tests en mouvement ke´ple´rien
Les configurations 1-3 sont circulaires ; les configurations 1-2-5 sont e´quatoriales ; la
configuration 4 est un cas quelconque. Les combinaisons retenue permettent de tester les
diffe´rents cas de fonctionnement du simulateur.
On s’inte´resse dans un premier temps a` l’e´volution des coordonne´es carte´siennes sur
une pe´riode (9952 s) en l’absence de perturbation. Cela permet de ve´rifier si le simulateur,
dans les conditions singulie`res, ne diverge pas.
Ensuite, on calcule l’e´volution des e´le´ments orbitaux au cours du test, qui devrait eˆtre
nulle, mis a` part la variation de ν, car aucune perturbation n’affecte le syste`me.
Enfin les re´sultats obtenus sont compare´s aux sorties d’un double inte´grateur des e´quations
de la dynamique newtonienne selon l’e´quation :
−−−→
¨OTM = − µ
OTM3
−−−→
OTM (I.4.22)
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Ce dernier test est cense´ apporter plus de cre´dibilite´ aux re´sultats, en ne´gligeant les
erreurs nume´riques induites par la double inte´gration. Concernant les e´le´ments orbitaux,
leur variation observe´e est nulle, mis a` part celle de l’anomalie vraie qui est e´gale a` 2π
dans tous les cas.
Le test comparatif avec le double inte´grateur a donne´ les re´sultats re´pertorie´s dans le
tableau 4.2. Signalons que le pas d’inte´gration a e´te´ diminue´ afin d’e´viter les erreurs
nume´riques dues a` la double inte´gration. A travers ces simulations, nous avons pu e´tablir
Configurations 1 2 3 4 5
max(
∆OTM
OTM
) (m) 3 10−13 2 10−12 5 10−12 1 10−11 5 10−11
max(
∆V
V
) (m/s) 2 10−12 3 10−10 5 10−11 8 10−9 5 10−9
Tab. 4.2 – Re´sultat de comparaison avec un double inte´grateur apre`s une pe´riode orbitale
avec ∆OTM : diffe´rence en position, ∆V diffe´rence en vitesse.
que le simulateur fonctionne dans toutes les configurations orbitales ke´ple´riennes usuelles,
meˆmes celles pre´sentant des singularite´s, tout en gardant une bonne pre´cision.
4.3.2 Aplatissement des poˆles
Dans cette partie, nous validons le comportement du simulateur vis-a`-vis de la per-
turbation engendre´e par l’aplatissement des poˆles. Pour cela, on se base sur les e´quations
exprimant la variation moyenne des e´le´ments orbitaux sous l’effet de J2 [50].
˙¯Ω = − 3 n¯J2R
2
eq
2 a¯2(1− e¯2)2 cos i¯ (I.4.23)
˙¯ω = − 3 n¯J2R
2
eq
2 a¯2(1− e¯2)2
(
5
2
sin2 i¯− 2
)
(I.4.24)
∆n =
3
4
J2
(
Rt
a¯
)2√
µ
a¯3
3 cos2 i¯− 1
(1− e¯2)3/2 (I.4.25)
La variation moyenne des autres e´le´ments est nulle.
Pour ce test, on choisit les configurations re´pertorie´es dans le tableau 4.3.
La configuration dite ’MOLNIYA’ est utilise´e par des satellites russes portant le meˆme
nom. Elle est caracte´rise´e par une variation moyenne nulle de ω, angle de saturation
d’apoge´e. En pratique, elle est elliptique (voir fortement elliptique), incline´e a` i = 63, 4◦,
permettant aux satellites d’imagerie de couvrir tout le territoire russe, sans avoir a` faire
des corrections couˆteuses de la position de l’apoge´e.
La configuration he´liosynchrone est utilise´e pour les satellites d’observation et d’imagerie.
Elle est caracte´rise´e par un choix des diffe´rents e´le´ments orbitaux tel que ¯˙Ω = Ωterre/soleil.
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Configuration 1 2 (Molniya) 3 (he´liosynchrone+ elliptique)
a 1.107 1.107 1.107
e 0 0.01 0.2
i π/6 sin−1(2/
√
5) 1.8814
Ω π/5 π/5 π/5
ω π/2 π/2 π/2
ν0 π/6 π/6 π/6
Tab. 4.3 – Configurations pour les tests avec prise en compte de l’aplatissement des poˆles
Concre`tement ce choix fait que le satellite passe au dessus d’un meˆme point terrestre a` la
meˆme heure, et donc dans les meˆmes conditions d’ensoleillement.
Pour chaque configuration, on calcule la variation moyenne des parame`tres orbitaux sur
3 pe´riodes, et on compare avec la valeur pre´dite the´oriquement.
Les re´sultats sont porte´s sur le tableau 4.4. Les re´sultats valident l’utilisation du simu-
1- Variation moyenne de l’e´le´ment Ω
Configuration 1 2 (Molniya) 3 (he´liosynchrone+ elliptique)
˙¯Ωtheorique −3.6101 10−7 −1.8646 10−7 1.3824 10−7
˙¯Ωsimulation −3.6171 10−7 −1.8630 10−7 1.3769 10−7
2- Variation moyenne de l’e´le´ment ω
Configuration 1 2 (Molniya) 3 (he´liosynchrone+ elliptique)
˙¯ωtheorique n/a 0 −1.2060 10−7
˙¯ωsimulation n/a 5.4161 10
−12 −1.1933 10−7
Tab. 4.4 – Re´sultat des tests avec prise en compte de l’aplatissement des poˆles
lateur dans les orbites perturbe´es par l’aplatissement des poˆles, du moins vis-a`-vis de la
variation moyenne (se´culaire) des parame`tres orbitaux. En ce qui concerne la validation
de la variation pe´riodique, il serait ne´cessaire d’imaginer un autre moyen de validation.
4.3.3 Frottement atmosphe´rique
Dans cette partie est valide´ le comportement du simulateur par rapport au frottement
atmosphe´rique, en mesurant l’e´volution sur une pe´riode T des parame`tres suivants :
1. demi-grand-axe ;
2. vitesse ;
3. pe´riode orbitale.
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Concernant le demi-grand-axe, on a d’apre`s les e´quations de GAUSS [6] :
da
dt
= K
S
M
= −ρCdV 2
√
a3
µ
S
M
Si l’orbite est faiblement excentrique on peut e´crire
V = an
ou` n est le mouvement moyen.
On obtient donc :
da
dt
= −ρCd(a n)2n S
M
Sur une pe´riode d’e´volution, on a :
∆a = −ρCd(a n)2n S
M
T
Sachant que T =
2π
n
, on aboutit a` :
∆a = −2 π ρCd a2 S
M
(I.4.26)
Concernant V , on a :
V = a n = a
√
µ
a3
=
√
µ
a
A partir de ∆a, on de´duit :
∆V = − V
2a
(
−2πρCda2 S
M
)
Soit :
∆V = 2πρV Cda
S
M
(I.4.27)
Concernant la variation de la pe´riode :
T =
2π
n
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donc :
∆T = −2π
n2
∆n
avec :
n =
√
µ
a3
⇒ ∆n = −3
2
√
µ
a3
∆a
a
= −3
2
n
∆a
a
On obtient :
V = a n ⇒ ∆n = −3
2
V
∆a
a2
D’ou`
∆T =
3π
n2
V
∆a
a2
En remplac¸ant ∆a par son expression (I.4.26) :
∆T = −6π
2
n2
V ρCd
S
M
Finalement :
∆T = −6π2ρCda
2
V
S
M
(I.4.28)
Les quantite´s calcule´es pre´ce´demment sont e´value´es avec le simulateur dans les conditions
cite´es dans le tableau 4.3.3.
Parame`tre a e Cd S Ω ω ν i
Valeur 7007137 m 7.1355 10−5 2 2m2 0 0 0 π/6
Tab. 4.5 – Configuration des tests avec prise en compte du frottement atmosphe´rique
La simulation est effectue´e sur 6000 s avec un pas d’e´chantillonnage d’une seconde.
Ele´ment Re´sultat analytique Re´sultat simulateur
∆a −0.2102m −0.2169m
∆V 1.1310. 10−4 m/s 1.0917. 10−4 m/s
Tab. 4.6 – Re´sultats des tests avec prise en compte du frottement atmosphe´rique
Les erreurs relatives constate´es sont de l’ordre de 3% pour le demi grand axe, et de 3.4%
pour la vitesse. Les re´sultats obtenus sont globalement satisfaisant quant a` la fiabilite´ du
simulateur sous l’effet du frottement atmosphe´rique. Le mode`le de l’atmosphe`re utilise´ est
approximatif, et doit eˆtre ame´liore´ afin d’apporter plus de re´alisme au simulateur.
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Conclusions de la premie`re partie
Dans cette partie, nous avons conside´re´ la mode´lisation du mouvement relatif des sa-
tellites en vue d’applications en guidage. Une e´tude bibliographique retrac¸ant l’historique
des travaux relatifs a` cette the´matique a e´te´ propose´e en premier lieu. Nous avons donne´
une classification base´e sur les techniques utilise´es pour l’e´laboration de mode`les, ainsi
que sur les environnements orbitaux conside´re´s. Un certain nombre de contributions a e´te´
de´taille´ ensuite. Ces contributions visent a` ame´liorer certains aspects parfois ne´glige´s dans
la litte´rature et mis en lumie`re lors de l’e´tude de l’e´tat de l’art.
Une me´thodologie de synthe`se de mode`les a e´te´ propose´e. Elle permet de suivre une
de´marche rigoureuse et ge´ne´rale pour l’obtention de mode`les d’e´tat. Les re´sultats issus
de la litte´rature peuvent eˆtre retrouve´s par une simple application des hypothe`ses corres-
pondantes. Des perturbations orbitales quelconques peuvent eˆtre inte´gre´es d’une manie`re
directe.
Une transformation non line´aire, et son homologue line´aire, des diffe´rences des e´le´ments
orbitaux en parame`tres carte´siens relatifs ont e´te´ propose´es. La transformation non line´aire
permet e´galement d’e´tablir des domaines de validite´ de la line´arisation. Nous avons pu,
ainsi, tracer ces domaines de validite´ en fonction des e´carts en e´le´ments orbitaux et e´valuer
l’effet des perturbations orbitales.
Un propagateur orbital a e´te´ e´labore´ pour servir d’environnement de simulation pour
les aspects de validation nume´rique. Le comportement du simulateur a e´te´ valide´ en envi-
ronnement ke´ple´rien et perturbe´ par le frottement atmosphe´rique et l’aplatissement des
poˆles.
La deuxie`me partie de la the`se est consacre´e a` la synthe`se d’algorithmes de guidage
autonome pour le rendez-vous orbital. Certains mode`les pre´sente´s dans cette partie seront
ainsi utilise´s dans le cadre des algorithmes de guidage qui seront synthe´tise´s.
112 Conclusions de la premie`re partie
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Deuxie`me partie
Proble`me du rendez-vous orbital
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Introduction
Dans ce second volet de la the`se, l’inte´reˆt est porte´ sur la re´solution du proble`me de
rendez-vous orbital. Les proble`mes conside´re´s sont de nature impulsionnelle, a` temps fixe´,
de dynamique line´aire et a` consommation minimale de carburant. Rappelons les deux
formulations du proble`me, donne´es en introduction ge´ne´rale :
– formulation diffe´rentielle :
J∗(ξ,∆vi, β(t), ti, N) = min
∆vi,β(ti),ti,N
J∗
sous
X˙(t) = A(t)X(t)
+B(t)
N∑
i=1
β(ti)∆viδ(t− ti)
β2x(ti) + β
2
y(ti) + β
2
z (ti) = 1 , ∀ i = 1, · · · , N
Ψ(t1, X(t1), tf , X(tf), ξ) = 0
0 ≤ ∆v ≤ ∆vi ≤ ∆v , ∀ i = 1, · · · , N
(II.1)
– formulation alge´brique
J∗(ξ,∆vi, β(t), ti, N) = min
∆vi,β(ti),ti,N
J∗
sous
X(tf) = Φ(tf , t1)X(t1)
+
N∑
i=1
Φ(tf , ti)B(ti)β(ti)∆vi
β2x(ti) + β
2
y(ti) + β
2
z (ti) = 1 , ∀ i = 1, · · · , N
Ψ(t1, X(t1), tf , X(tf), ξ) = 0
0 ≤ ∆v ≤ ∆vi ≤ ∆v , ∀ i = 1, · · · , N
(II.2)
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avec :
– ξ : parame`tres de´finissant le proble`me traite´ ;
– ∆vi : amplitude de la i
e`me impulsion ;
– β(ti) : direction de la i
e`me impulsion ;
– ti : date d’application de la i
e`me impulsion ;
– J∗ : crite`re de consommation J1 ou J2 ;
– X : vecteur d’e´tat du mouvement relatif issu de la navigation relative ;
– Ψ : conditions aux bouts ;
– N : nombre d’impulsions.
Les crite`res de consommation sont donne´s par :
J1 =
N∑
i=1
‖−−−−→∆V (ti)‖2 =
N∑
i=1
√
∆V 2x (ti) + ∆V
2
y (ti) + ∆V
2
z (ti)
=
N∑
i=1
√
∆v2i (β
2
x(ti) + β
2
y(ti) + β
2
z (ti)) =
N∑
i=1
∆vi
(II.3)
ou` ∆v =
[
∆v1 · · · ∆vN
]t ∈ RN est le vecteur qui contient les amplitudes des impul-
sions applique´es aux dates ti, i = 1, . . . , N .
J2 =
N∑
i=1
‖−−−−→∆V (ti)‖1 =
N∑
i=1
(|∆Vx(ti)|+ |∆Vy(ti)|+ |∆Vz(ti)|)
=
N∑
i=1
∆vi (|βx(ti)|+ |βy(ti)|+ |βz(ti)|) =
N∑
i=1
∆viα(ti)
(II.4)
ou` α(t) = (|βx(t)|+ |βy(t)|+ |βz(t)|) et ∆V =
[
∆V (t1)
t · · · ∆V (tN)t
]t ∈ R3N .
Les travaux pre´sente´s tout au long de cette partie sont base´s principalement sur la
formulation (II.2), fonde´e sur la connaissance de la matrice de transition directe du mou-
vement. Cette formulation offre l’avantage de fournir des solutions pouvant eˆtre exploite´es
imme´diatement, sans ne´cessiter une inte´gration pre´alable, analytique ou nume´rique. Ceci
constitue un atout important quant a` l’embarcabilite´ des algorithmes synthe´tise´s.
Le proble`me (II.2) est un proble`me d’optimisation parame´trique sous contraintes qui peut
eˆtre approche´ de diverses manie`res. Les principales difficulte´s de re´solution sont engendre´es
par les variables ti et N . Le nombre d’impulsions N intervient d’une manie`re implicite a`
travers le nombre de variables du proble`me. Peu de re´sultats pre´sente´s dans la litte´rature
permettent de fixer le nombre d’impulsions ne´cessaires afin d’aboutir a` une solution a`
couˆt minimal. Dans [59], Neustadt montre que le nombre d’impulsions conduisant a` une
consommation minimale est au plus e´gal au nombre de parame`tres fixe´s a` la fin du rendez-
vous tf . Un rendez-vous a` N
∗ conditions finales en position et vitesse relatives requiert
au maximum N∗ impulsions pour une solution a` consommation minimale. Au dela` de N∗
impulsions, aucune ame´lioration supple´mentaire ne peut eˆtre apporte´e au couˆt. La nature
du proble`me implique e´galement que deux impulsions sont ne´cessaires au minimum pour
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re´aliser la manœuvre.
La prise en compte des dates d’application des impulsions dans le proble`me d’optimisa-
tion induit d’autres difficulte´s. Ces dates interviennent d’une manie`re implicite, a` travers
les matrices de transition qui, comme nous avons pu le voir dans la premie`re partie de
la the`se, peuvent eˆtre de grande complexite´. Ainsi, des techniques de simplification du
proble`me doivent eˆtre employe´es, afin de rendre le proble`me solvable analytiquement et
nume´riquement. Les simplifications ope´re´es sont lie´es a` la me´thode de re´solution utilise´e,
qu’elle soit directe ou indirecte.
La classe des me´thodes directes [11, 13] re´unit l’ensemble des techniques de re´solu-
tion de proble`mes de commande optimale par parame´trisation des variables du syste`me
et discre´tisation des contraintes. Dans ces me´thodes, l’optimalite´ de la solution par rap-
port au proble`me parame´tre´ et discre´tise´, est assure´e par les outils de programmation
line´aire et non line´aire utilise´s lors de la re´solution. Les me´thodes indirectes [79] basent
l’optimalite´ de leurs re´sultats sur les outils la the´orie de la commande optimale, tels que
le principe de Pontryagin pour la formulation d’un proble`me aux deux bouts a` travers
l’e´criture des conditions ne´cessaires d’optimalite´. La complexite´ de ces me´thodes re´duit
leurs champs d’application et donne un certain avantage pratique aux me´thodes directes.
D’autres techniques de re´solution du rendez-vous existent a` cote´ des deux classes cite´es.
Il s’agit de me´thodes traditionnelles, non optimales, ge´ne´ralement base´es sur le transfert
de Hohman et la re´solution du proble`me de Lambert [73, 35]. Elles seront brie`vement
e´voque´es dans le prochain chapitre.
Dans cette partie, nous de´veloppons trois algorithmes base´s sur les me´thodes cite´es
plus haut. Pour chaque classe de me´thodes, une e´tude the´orique ainsi qu’une analyse
bibliographique des travaux pre´ce´dents sont pre´sente´es. Ensuite, les techniques visant a`
prendre en compte le nombre et les dates des impulsions dans le processus d’optimisation
sont de´taille´es. Tous les algorithmes de´veloppe´s sont compare´s et valide´s a` travers des
simulations portant sur des cas de rendez-vous acade´miques ou re´els. Nous pre´sentons,
au pre´alable, deux me´thodes non optimales et dont la mise en œuvre est tre`s simple afin
de familiariser le lecteur avec les diffe´rents aspects que nous traitons dans la suite et
souligner l’importance du choix des dates d’application des impulsions dans le proce´de´
d’optimisation.
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Chapitre 5
Les me´thodes conventionnelles
Sommaire
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.2 Guidage non optimal par une me´thode analytique . . . . . . 126
5.2.1 Proble`me de Lambert . . . . . . . . . . . . . . . . . . . . . . . 126
5.2.2 Solution analytique a` 2 impulsions . . . . . . . . . . . . . . . . 127
5.2.3 Solution a` N impulsions . . . . . . . . . . . . . . . . . . . . . . 129
5.3 Guidage sous-optimal par une me´thode heuristique . . . . . . 130
5.3.1 Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.3.2 Mise en œuvre . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.4 Commentaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
5.1 Introduction
L’objectif des me´thodes pre´sente´es dans ce chapitre est de de´terminer des solutions
au proble`me de rendez-vous multi-impulsionnel d’une manie`re simple. La re´solution se
base sur des outils de la me´canique spatiale et ne garantie pas l’optimalite´ vis-a`-vis de
la consommation. Les solutions obtenues permettent, toutefois, de faire une premie`re
estimation de l’ordre de grandeur des pousse´es ne´cessaires a` la re´alisation du rendez-vous.
Cette information peut servir notamment a` dimensionner les moteurs orbitaux utilise´s
lors de l’ope´ration. Deux me´thodes sont pre´sente´es : une me´thode analytique ou` les dates
d’impulsions doivent eˆtre fixe´es a priori, et une me´thode heuristique ou` les dates subissent
une optimisation visant a` baisser la consommation. A travers la comparaison des deux
approches, l’impact du choix des dates sur le couˆt est mis en e´vidence.
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5.2 Guidage non optimal par une me´thode analy-
tique
Le proble`me de rendez-vous tel qu’il a e´te´ de´fini pre´ce´demment peut se reformuler
comme un proble`me aux deux bouts (TPBVP) dont l’exemple le plus typique est le pro-
ble`me de Lambert. Nous rappelons brie`vement la formulation du proble`me de Lambert
ainsi que le the´ore`me associe´. Pour une pre´sentation plus comple`te du proble`me, les re´-
fe´rences [35], [67], [7], [25], [72] traitent du cas avec une unique re´volution alors que [73]
traite le cas ge´ne´ralise´ a` plusieurs re´volutions.
5.2.1 Proble`me de Lambert
Le proble`me de Lambert est de´fini comme suit :
Proble`me 1 (Lambert)
De´terminer une trajectoire elliptique ke´ple´rienne reliant deux points de l’espace P1 et P2
non aligne´s avec le centre attractif OT en un temps de transfert fixe´ τf = tf − t1.
Le proble`me de Lambert a e´te´ rigoureusement re´solu par J.L. Lagrange en 1778 qui a
de´montre´ formellement la conjecture formule´e par J.H. Lambert en 1761.
The´ore`me 5.2.1 (Lambert)
Le temps de transfert τf = tf − t1 n’est fonction que du demi-grand axe de la portion
elliptique de transfert a, de la longueur de la corde d et de la somme des rayons du foyer
aux points de de´part r1 et d’arrive´e r2 (cf. figure 5.1).
√
µτf = f(a, d, r1 + r2) = a
3/2 [α− β − (sinα− sin β)] (II.5.1)
ou`
sin(α/2) =
(
r1 + r2 + d
4a
)1/2
sin(β/2) =
(
r1 + r2 − d
4a
)1/2
(II.5.2)
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Fig. 5.1 – Ge´ome´trie lie´e aux proble`me et the´ore`me de Lambert
La nature transcendantale de l’e´quation de Lambert (II.5.1) ainsi que ses ambigu¨ite´s
et inde´terminations font que seule une solution nume´rique ite´rative par une me´thode de
de´scente de gradient de Newton (assimilable a` une me´thode de tir [70]) est possible pour la
de´termination de l’orbite de transfert et des incre´ments de vitesse ne´cessaires au transfert
dans le cas ge´ne´ral non line´aire [7], [25], [72]. Le proble`me de Lambert devient beaucoup
plus simple si l’on travaille avec des mode`les dynamiques line´aires dont la matrice de
transition est connue. Cette constatation a ainsi permis de de´velopper les principales
approches analytiques du proble`me de rendez-vous de´fini dans un cadre line´aire. Avant de
faire une pre´sentation plus ge´ne´rique des me´thodes analytiques, nous exposons l’exemple
du calcul litte´ral de la solution a` deux impulsions place´es respectivement en t1 et tf .
Elle peut eˆtre facilement retrouve´e dans divers textes de re´fe´rence [69], [83], [25] mais
e´galement dans le texte original [26].
5.2.2 Solution analytique a` 2 impulsions
Cette solution suppose que le nombre d’impulsions est fixe´ a` N = 2, que les instants
d’applications sont t1 et tf et que l’e´tat final vise´ au terme du rendez-vous est rf avec une
vitesse relative vf . La position relative initiale du chasseur dans le repe`re local carte´sien
est de´finie par r(t1) et v(t1). Cette strate´gie a` deux impulsions consiste en une impulsion
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initiale charge´e de re´aliser le rendez-vous en position et une impulsion finale re´alisant le
rendez-vous en vitesse.
Soit Φ(t, t1) la matrice de transition directe du mouvement relatif, on peut e´crire :
r(t) = Φ11(t, t1)r(t1) + Φ12(t, t1)v(t1)
v(t) = Φ21(t, t1)r(t1) + Φ22(t, t1)v(t1)
(II.5.3)
Pour t = tf , on obtient :
r(tf) = Φ11(tf , t1)r(t1) + Φ12(tf , t1)v(t1) (II.5.4)
Rappelons que l’objectif est d’avoir :
r(tf) = rf (II.5.5)
v(tf) = vf (II.5.6)
On obtient donc la vitesse relative apre`s la premie`re impulsion par l’e´quation :
v(t+1 ) = −Φ−112 (tf , t1) (rf − Φ11(tf , t1)r(t1)) (II.5.7)
Cela permet d’obtenir l’expression de la premie`re impulsion comme :
∆V (t1) = −Φ−112 (tf , t1) (rf − Φ11(tf , t1)r(t1))− v(t1) (II.5.8)
De meˆme, la vitesse relative avant la deuxie`me impulsion est donne´e par :
v(t−f ) = Φ21(tf , t1)r(t1)− Φ22(tf , t1)Φ−112 (tf , t1) (rf − Φ11(tf , t1)r(t1)) (II.5.9)
et l’impulsion ne´cessaire pour annuler cette vitesse relative est donc :
∆V (tf ) = vf −
[
Φ21(tf , t1)r(t1)− Φ22(tf , t1)Φ−112 (tf , t1)
(
rtf − Φ11(tf , t1)r(t1)
)]
(II.5.10)
La solution finale a` deux impulsions est donne´e par les deux impulsions ∆V (t1) et ∆V (tf )
telles que :
∆V (t1) = −Φ−112 (tf , t1) (rf − Φ11(tf , t1)r(t1))− v(t1)
∆V (tf ) = vf −
[
Φ21(tf , t1)r(t1)− Φ22(tf , t1)Φ−112 (tf , t1)
(
rtf − Φ11(tf , t1)r(t1)
)]
Il est clair que cette solution, unique, ne permet aucune optimisation vis-a`-vis des variables
de la commande. Une fac¸on de rajouter un degre´ de liberte´ a` ce proble`me est d’augmenter
le nombre d’impulsions. Ceci est discute´ dans le prochain paragraphe dans le cadre de la
re´solution d’un proble`me a` N impulsions.
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5.2.3 Solution a` N impulsions
Dans la suite nous conside´rons que la matrice d’entre´e du mode`le est toujours struc-
ture´e en B(t) =
[
0
B2(t)
]
et la matrice de transition associe´e a` l’e´quation d’e´tat peut se
structurer comme :
Φ(t, t1) =
[
Φr(t, t1) Φv(t, t1)
]
(II.5.11)
Du fait de la mode´lisation dynamique line´aire du mouvement relatif, la solution de l’e´qua-
tion d’e´tat peut alors s’e´crire :
X(t) = Φ(t, t1)X(t1) +
N∑
i=1
Φv(t, ti)B2(ti)∆V (ti) (II.5.12)
En notant X(tf) = Xf , l’e´tat final devant eˆtre atteint par le satellite chasseur dans le
repe`re local, on obtient le syste`me line´aire a` re´soudre pour en extraire les vecteurs des N
impulsions.
∆X(tf , t1) = Xf − Φ(tf , t1)X(t1) = FN(tf , t1, · · · , tN)

 ∆V (t1)...
∆V (tN)

 (II.5.13)
ou` la matrice FN ∈ R6×3N est donne´e par :
FN(tf , t1, · · · , tN ) =
[
Φv(tf , t1)B2(t1) · · · Φv(tf , tN)B2(tn)
]
(II.5.14)
Le syste`me line´aire d’e´quations (II.5.13) a au moins une solution si et seulement si FN est
de rang plein :
Rang[FN(tf , t1, · · · , tN) ∆X] = Rang[FN (tf , t1, · · · , tN)] = r (II.5.15)
r e´tant le nombre de lignes de FN .
Remarque 5.2.1
La re´solution du proble`me de rendez-vous se re´sume a` la simple inversion du syste`me
d’e´quations line´aires (II.5.13) si et seulement si les dates d’impulsions ne sont pas des
variables du proble`me mais ont e´te´ choisies au pre´alable. Dans ce cas, la de´pendance de la
matrice FN vis-a`-vis de ces dates ne sera pas explicitement note´e. FN n’e´tant pas carre´e,
la solution obtenue par inversion est de´pendante de la me´thode d’inversion ge´ne´ralise´e
utilise´e. Nous utilisons ici la technique de´crite inde´pendamment par Moore dans [58] et
Penrose dans [65].
La formulation (II.5.13) correspond exactement au cas pre´ce´dent pour N = 2. Dans ce
cas, si la matrice F2(tf , t1) est inversible (r = 6) alors la solution existe et est unique.
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Pour N > 2 et r = 6, le syste`me d’e´quations line´aires (II.5.13) a une infinite´ de solutions
et l’on peut choisir 2N − 6 parame`tres librement.
∆V =

 ∆V (t1)...
∆V (tN)

 = F+N∆X(tf , t1) + (1− F+NFN) ζ (II.5.16)
ou` ζ ∈ R3N est un vecteur arbitraire. Une solution particulie`re est donne´e par la solution
de norme minimale :
∆Vls = F
t
N
(
FNF
t
N
)−1
∆X(tf , t1) (II.5.17)
ou` ∆Vls est la solution optimale du proble`me de moindres carre´s :
min
∆V
‖∆V ‖2
sous FN∆V = ∆X(tf , t1)
(II.5.18)
5.3 Guidage sous-optimal par une me´thode heuris-
tique
5.3.1 Motivations
Dans la me´thode de´crite pre´ce´demment, le choix des dates d’impulsions doit eˆtre
effectue´ au pre´alable. L’utilisation d’une me´thode heuristique permet d’e´valuer l’impact
du choix des dates d’impulsions sur le couˆt du rendez-vous. Par ailleurs, cette me´thode
fournit des solutions re´alisables. Bien qu’elles ne soient pas ne´cessairement optimales, elles
peuvent toutefois servir de re´fe´rence, pour e´valuer d’autres me´thodes plus sophistique´es.
5.3.2 Mise en œuvre
Dans les algorithmes a` base d’heuristiques simples, on exploite ge´ne´ralement des proce´-
de´s de calcul nume´rique avance´. La principale difficulte´ est lie´e au bon choix des conditions
d’initialisation, qui affecte sensiblement la convergence de l’algorithme.
Dans la suite, nous conside´rons les mode`les de mouvement relatif ou` B2(t) = I. Ceci est le
cas dans la quasi totalite´ des mode`les retrouve´s dans la litte´rature. Soit Nmax le nombre
maximal d’impulsions et tN = tf la date de la dernie`re impulsion qui correspond a` la fin
de l’ope´ration. Les e´tapes de l’algorithme sont donne´es ci-dessous :
1. Initialisation calcul des impulsions ne´cessaires pour un rendez-vous (N = 2) a`
deux impulsions ∆v12 a` t1 et ∆v22 a` t2 a` l’aide de la me´thode analytique.
On de´finit le vecteur τ [2] (1× 2) et la matrice ∆V [2] (3× 2) :
τ [2] = [t1 , t2] (II.5.19)
∆V [2] = [∆v12 , ∆v22 ] (II.5.20)
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Dans ce qui suit, on va noter ∆V
[i]
j la j
ie`me ligne de ∆V [i].
On incre´mente N = N + 1 et on passe a` l’e´tape suivante.
2. Tant que N ≤ Nmax exe´cuter le programme :
[∆V [N ], τ [N ]] = arg min
∆V [N],τ
[N]
2 ...τ
[N]
N−1
{
J =
k=N∑
k=1
||∆V [N ]k ||2
}
(II.5.21)
sous : Φ(τ
[N ]
1 , τ
[N ]
N )
[
r(t1)
v(t1)
]
+
i=N∑
i=1
Φ(τ
[N ]
i , τ
[N ]
N )
[
0
∆V
[N ]
i
]
=
[
rtf
vtf
]
Notons que la norme utilise´e ici est la norme L2. On peut remplacer cette norme
par la norme L1 sans que ceci change la structure du programme.
Initialisation de l’heuristique :


τ
[N ]
1,ini = τ
[N−1]
1 , τ
[N ]
N,ini = τ
[N−1]
N−1
τ
[N ]
k,ini =
(N − k)τ [N−1]k + (k − 1) τ [N−1]k−1
N − 1
∆V
[N ]
1,ini =
N − 1
N
∆V
[N−1]
1 , ∆V
[N ]
N,ini =
N − 1
N
∆V
[N−1]
N−1
∆V
[N ]
k,ini =
(N − k)∆V [N−1]k + (k − 1)∆V [N−1]k−1
N
avec k = 2..N − 1
(II.5.22)
Lorsque l’optimum est atteint, on obtient le vecteur τ [N ] et la matrice ∆V [N ] mini-
misant le crite`re de consommation. On incre´mente N = N + 1 et on recommence
l’e´tape nume´ro 2.
Choix des conditions initiales : les coefficients de ponde´ration utilise´s pour choisir les
dates, sont calcule´s ge´ome´triquement. Pour passer d’une configuration a` N−1 impulsions
vers une configuration a` N impulsions, l’ide´e est de ge´ne´raliser le re´sultat trouve´ pour une
configuration distribue´e d’une manie`re homoge`ne :
Calculons t2N et t2N−1 :
tN−12 − t1 =
tf − t1
N − 2 t
N
2 − t1 =
tf − t1
N − 1︸ ︷︷ ︸
tN2 =
(N − 2)tN−12 + t1
N − 1
(II.5.23)
De meˆme, on calcule t3N et t3N−1 :
tN−13 − tN−12 =
tf − t1
N − 2 t
N
3 − tN2 =
tf − t1
N − 1︸ ︷︷ ︸
tN3 =
(N − 3)tN−12 + 2tN−13
N − 1
(II.5.24)
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On peut continuer le calcul pour un terme quelconque et retrouver la relation ge´ne´rale.
Ge´ne´ralement, certaines limitations sont a` conside´rer lorsqu’on fait appel aux ap-
proches heuristiques. Le proble`me du rendez-vous, tel qu’il est formule´ dans (II.5.21) est
non convexe. La convergence vers un optimum global n’est pas garantie. Ce risque est
accru par le fait que l’initialisation de l’heuristique affecte la convergence d’une manie`re
sensible. La de´marche que nous proposons vise a` porter le re´sultat obtenu pour N impul-
sions vers une configuration a` N + 1 impulsions, sans pour autant garantir l’ame´lioration
du couˆt.
5.4 Commentaires
Dans les chapitres suivants, deux me´thodes de re´solution des proble`mes d’optimisation
parame´trique sont expose´es. Elles sont adapte´es au proble`me de rendez-vous tel qu’il est
formule´ en (II.2). Pour chacune des me´thodes, les diffe´rentes strate´gies pour contourner
les difficulte´s induites par la nature non line´aire et implicite des contraintes sur le nombre
et sur les dates d’application des impulsions sont de´crites.
La premie`re technique de re´solution aborde´e est base´e sur la the´orie de la commande
optimale. Le principe de Pontryagin est applique´ pour obtenir des conditions ne´cessaires
d’optimalite´. Pour ce faire, des variables adjointes sont introduites. Ceci confe`re a` ces
me´thodes un caracte`re indirecte. L’optimalite´ des re´sultats est garantie analytiquement
dans le cadre line´aire, ce qui est un ve´ritable atout par rapport aux me´thodes directes. La
complexite´ des calculs induits est un facteur de´savantageux. Nous reme´dions a` cela par
une reformulation polynomiale du proble`me, et l’usage de techniques avance´es de re´solu-
tion des syste`mes d’e´quations.
La deuxie`me technique de re´solution pre´sente´e est base´e sur la discre´tisation du proble`me
(II.2) et l’exploitation des outils de programmation line´aire afin de mettre en œuvre des
proce´dures ite´ratives de minimisation du crite`re de consommation. Cette technique est
qualifie´e de directe car elle permet d’aboutir a` la solution du proble`me d’optimisation di-
rectement, sans introduire des variables interme´diaires. Plusieurs avantages sont offerts par
les me´thodes directes, tels que la flexibilite´ par rapport aux contraintes sur la commande
et les variables d’e´tat, la facilite´ d’implantation et la possibilite´ de garantir un certain
degre´ de robustesse. Tous ces points sont aborde´s dans la section de´die´e aux me´thodes
directes. Le risque de convergence vers les optima locaux reste le grand inconve´nient de
ces me´thodes.
Chacune des techniques pre´sente´es est utilise´e dans la synthe`se d’un algorithme de re´solu-
tion du proble`me de rendez-vous. Dans le dernier chapitre, nous validons et comparons les
algorithmes pre´sente´s a` travers la re´solution de cas pratiques de missions de rendez-vous.
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6.1 Introduction
Les me´thodes indirectes pour la re´solution des proble`mes de commande optimale se
de´roulent en deux phases distinctes :
1. les conditions d’optimalite´ sont de´rive´es. Ces conditions peuvent eˆtre ne´cessaires
et/ou suffisantes, selon les cas traite´s. Cette e´tape se base sur l’introduction de
variables adjointes et la mise en œuvre d’outils issus du calcul des variations [29],
[15], [19] et du principe du maximum [6], [52], [2], [24] ;
2. a` partir des conditions d’optimalite´, une trajectoire optimale candidate est de´ter-
mine´e. D’une manie`re ge´ne´rale, cette trajectoire d’e´tat est calcule´e a` partir de la
trajectoire de l’e´tat adjoint.
La premie`re e´tape conduit a` l’e´criture d’un proble`me aux deux bouts (TPBVP) de´fini
par un syste`me diffe´rentiel du premier ordre en l’e´tat et l’e´tat adjoint. La re´solution
nume´rique de ce type de proble`mes est ge´ne´ralement difficile [44], [18], [70]. La formulation
(II.2) permet d’aborder le proble`me sous un angle plus simple. On peut, via certaines
manipulations, transformer le proble`me en un syste`me d’e´quations polynomiales.
La the´orie de Pontryagin, applique´e au proble`me de rendez-vous, donne lieu a` une
de´marche appele´e the´orie du primer vector, qui permet de de´terminer la trajectoire du
vecteur adjoint et, indirectement, la trajectoire optimale du vecteur d’e´tat. Les principaux
travaux de la litte´rature, sont passe´s en revue [51], [54], [20]. Le proble`me (II.2) est ensuite
reformule´ en un proble`me d’optimisation polynomiale. Ceci permet d’exploiter des outils
d’optimisation tels que les relaxations convexes successives de proble`mes d’optimisation
polynomiale a` l’aide du logiciel Gloptipoly de´veloppe´ au LAAS [37] ou du logiciel SOS-
Tools [63, 64]. Les difficulte´s lie´es a` la nature des contraintes sur les dates d’application
des impulsions sont ensuite conside´re´es. Deux techniques sont propose´es, l’une base´e sur
une approche par grille, la deuxie`me faisant usage du calcul de variations applique´ sur la
trajectoire de l’e´tat adjoint. Ces strate´gies donnent lieu a` la synthe`se de deux algorithmes
diffe´rents de re´solution du proble`me d’optimisation pose´. Ces algorithmes font usage e´ga-
lement de certaines techniques de re´solution des syste`mes d’e´quations polynomiales, telles
que l’homotopie et les bases de Gro¨bner.
6.2 La the´orie du Primer-Vector
Le proble`me de rendez-vous sous hypothe`se impulsionnelle est un proble`me de calcul
des variations ou de commande optimale non standard. L’application du principe du maxi-
mum et du calcul des variations afin d’obtenir les conditions d’optimalite´ associe´es n’est
pas si directe que dans le cas classique du fait de la pre´sence de fonctions ge´ne´ralise´es (les
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distributions ou impulsions de Dirac). Le traitement le plus rigoureux mathe´matiquement
a e´te´ donne´ par Neustadt [59] et Rishel [71] qui le plongent dans le cadre de l’analyse fonc-
tionnelle. Une approche moins rigoureuse et plus physique issue de [51], [56] est reprise
ici.
Si le nombre d’impulsions est fixe´ a priori et la forme explicite de la matrice de tran-
sition du mouvement relatif est connue analytiquement, la forme alge´brique peut eˆtre
obtenue par inte´gration de la contrainte diffe´rentielle. Cette formulation a e´te´ reprise
dans les travaux de Carter [20], [23], [21], [22] ou` les proprie´te´s ge´ome´triques de l’en-
semble re´alisable sont exploite´es afin de retrouver l’ensemble des re´sultats obtenus avec
la the´orie du primer vector et synthe´tiser ainsi des algorithmes nume´riquement efficaces.
6.2.1 Les travaux de Lawden
La de´rivation des conditions ne´cessaires d’optimalite´ par le principe du maximum a e´te´
initialement propose´e par Lawden [51] et reprises avec des variations dans [40], [56]. Elle
consiste a` de´river les conditions ne´cessaires d’optimalite´ sur un proble`me de rendez-vous
avec propulsion a` vitesse d’e´jection constante (pousse´e borne´e) puis, a` l’aide d’un passage
a` la limite plus ou moins rigoureusement justifie´, d’e´tablir les conditions ne´cessaires d’op-
timalite´ dans le cas purement impulsionnel. Nous reprenons ici l’expose´ propose´ dans [56]
avec des notations adapte´es au cas line´aire et avec quelques amendements issus des deux
autres re´fe´rences pour une plus grande facilite´ de lecture.
Les e´quations dynamiques d’e´tat line´arise´es d’un ve´hicule soumis a` une acce´le´ration
de propulsion Γ dans un champ gravitationnel sont donne´es par :
r˙(t) = v(t)
v˙(t) = A1r(t) + A2v(t) + Γ(t)β(t)
c˙(t) = Γ(t)
(II.6.1)
ou` le vecteur d’e´tat est de´fini par les coordonne´es carte´siennes relatives, les vitesses re-
latives associe´es et la vitesse caracte´ristique c, X(t) =
[
rt(t) vt(t) ct(t)
]t
, β est le
vecteur unitaire (β(t)tβ(t) = 1, ∀ t) de la direction de pousse´e, Γ est l’acce´le´ration de
pousse´e borne´e par Γ. En tenant compte des contraintes d’amplitude et de normalisation
sur les variables de commande, le proble`me de commande optimale associe´ au rendez-vous
s’e´crit alors :
max
β,Γ
JLawden = −c(tf ) = −cf
sous
r˙(t) = v(t)
v˙(t) = A1r(t) + A2v(t) + Γ(t)β(t)
c˙(t) = Γ(t)
‖β‖ = 1
0 ≤ Γ ≤ Γ
t1, tf fixe´s
r(t1) = r1, r(tf) = rf , v(t1) = v1, v(tf ) = vf , c(t1) = c1 = 0 fixe´s
(II.6.2)
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Le proble`me (II.6.2) est un proble`me sous forme de Mayer avec contrainte sur les variables
de commande qui peut eˆtre aborde´ naturellement par le biais du principe du maximum
de Pontryagin. Le Hamiltonien associe´ au syste`me s’e´crit :
H(t, X, β,Γ, λ) = λtrv(t) + λ
t
v(A1r(t) + A2v(t)) + λ
t
vΓβ + λcΓ (II.6.3)
ou` λr ∈ R3 est le vecteur d’e´tat adjoint associe´ a` la position relative, λv ∈ R3 est le
vecteur d’e´tat adjoint associe´ a` la vitesse relative. Ce dernier est de´nomme´ primer vector
par Lawden et vecteur efficacite´ par Marec. En effet, ce vecteur peut eˆtre interpre´te´
physiquement comme ayant une norme de´finissant une mesure de l’efficacite´ en termes de
consommation, des dates et des directions de pousse´e. λc ∈ R est le vecteur d’e´tat adjoint
associe´ a` la vitesse caracte´ristique. Le principe de Pontryagin (applique´ avec la convention
du maximum ici) indique que la direction de commande qui maximise globalement le
Hamiltonien est donne´e par :
β∗(t) = Arg
[
max
‖β‖=1
H(t, X, β,Γ, λ)
]
=
λv(t)
‖λv(t)‖ (II.6.4)
Le Hamiltonien, a` l’optimum, devient alors :
H(t, X, β∗,Γ, λ) = λtrv(t) + λ
t
v(A1r(t) + A2v(t)) + (λc + ‖λv‖)Γ (II.6.5)
H(t, X, β∗,Γ, λ) est une fonction affine de la pousse´e Γ. La maximisation globale du Ha-
miltonien sur l’intervalle [0,Γ] conduit a` e´crire :
Arc Balistique (AB) Γ∗ = 0 si λc + ‖λv‖ < 0
Arc Propulse´ (AP) Γ∗ = Γ si λc + ‖λv‖ > 0
Arc Singulier (AS) 0 ≤ Γ∗ ≤ Γ si λc + ‖λv‖ = 0
(II.6.6)
De plus, la condition de transversalite´ associe´e a` la condition terminale cf libre nous
donne :
∇cfJLawden − λc(tf ) = 0 ⇔ λc(tf ) = −1 (II.6.7)
Les e´quations canoniques de Hamilton sont constitue´es des e´quations d’e´tat (II.6.1) et des
e´quations adjointes :
λ˙r(t) = −At1λv(t)
λ˙v(t) = −λr(t)− At2λv(t)
λ˙c(t) =


0 si λc + ‖λv‖ ≤ 0
−dΓ
dc
(λc + ‖λv‖) = −Γ(λc + ‖λv‖)
cev
si λc + ‖λv‖ > 0
(II.6.8)
La forme de la dernie`re e´quation adjointe sur les AP provient du calcul de la de´rive´e de
la pousse´e maximale obtenue a` partir de la formule :
c = cev log∆m (II.6.9)
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ou` cev est la vitesse d’e´jection et ∆m et la variation de la masse. On en de´duit que λc est
constant sur les AB et les AS. Concernant l’existence des arcs singuliers pour le proble`me
impulsionnel, il semble que cette possibilite´ n’existe que dans le cas d’une mode´lisation
non line´aire sans que l’optimalite´ de ces AS soit clairement e´tablie [31]. Nous supposerons
dans la suite du document que la trajectoire de commande optimale est une suite d’AB
et d’AP.
Afin d’e´tablir les conditions ne´cessaires d’optimalite´ pour le cas de la propulsion im-
pulsionnelle, Marec propose un passage a` la limite du processus optimal obtenue pour une
pousse´e borne´e [56].
c(t) =
∫ t+
t−
Γ(s)ds −−−−−−−−−−−−−−→
Γ→∞
τ = t+ − t− → 0
∆c = c(t+)− c(t−) finie (II.6.10)
Ce passage a` la limite est toutefois de´licat a` re´aliser directement dans les e´quations d’e´tat
et d’e´tat adjoint puisque l’on se trouve confronte´ a` des de´rive´es de la consommation
et de la vitesse tendant vers l’infini alors que l’e´quation diffe´rentielle associe´e a` l’e´tat
adjoint λc est inde´termine´e (Γ → ∞ et cev → ∞). Marec propose de changer la variable
inde´pendante du temps t en la consommation c et ainsi de faire la permutation de variables
(t, c, λc, H)→ (c, t, λt, H¯). Cette transformation doit pre´server la structure canonique des
e´quations de Hamilton, i.e. ve´rifier la condition H¯ = −λc et λt = −H . Avec ce nouveau
jeu de variables, il est possible de montrer que les fonctions r(c), t(c), λr(c), H(c) et λc(c)
sont des fonctions constantes (leur de´rive´e par rapport a` c sont nulles) tout en sachant
qu’elles sont des fonctions continues de t alors que c et v sont des fonctions discontinues
de t a` cause de la nature impulsionnelle de la commande. On de´duit donc de l’e´quation
(II.6.7) que λc(t) = λc(tf) = cst = −1, ∀ t ∈ [t1, tf ].
La trajectoire optimale de la commande est donc une suite d’AB et d’impulsions en ti
avec ‖λv‖ < 1 continue sur les arcs balistiques et ‖λv(ti)‖ = 1 aux instants d’impulsion.
De plus, aux instants d’impulsions inte´rieurs ti ∈ (t1, tf ), d‖λv(ti)‖
dt
= 0 puisqu’elle est
continue et atteint son maximum en ti. On en de´duit la condition λ˙v(ti)
tλv(ti) = 0 aux
impulsions inte´rieures.
Meˆme si la me´thode d’obtention des conditions ne´cessaires d’optimalite´ pre´sente´e dans
[51] et [56] n’est pas parfaitement rigoureuse du point de vue mathe´matique, Neustadt a
montre´ rigoureusement que ces conditions e´taient valides [59]. Les conditions ne´cessaires
d’optimalite´ sont connues dans la litte´rature comme les conditions ne´cessaires de Lawden.
Elles sont re´sume´es dans le the´ore`me suivant :
The´ore`me 6.2.1 (CN de Lawden)
Si la suite de N impulsions de´finie par les se´quences ({∆vi}, {ti}, {β(ti)}) est solution
optimale du proble`me de commande optimale (II.1) alors il existe une paire de fonctions
(λr, λv) : [t1, tf ] × [t1, tf ] → R3 × R3 ve´rifiant les conditions ne´cessaires d’optimalite´
suivantes.
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CN1 Le primer vector λv et sa de´rive´e λ˙v sont continus partout sur la trajectoire
optimale ;
CN2 les impulsions sont applique´es dans la direction du primer vector aux instants
pour lesquels sa norme est e´gale a` 1 ;
‖λv(ti)‖ = 1 β(ti) = λv(ti)‖λv(ti)‖ = λv(ti) =
∆V (ti)
‖∆V (ti)‖2 (II.6.11)
CN3 la norme du primer vector est toujours infe´rieure ou e´gale a` 1 sur la trajectoire
optimale ;
‖λv(t)‖ ≤ 1 (II.6.12)
CN4 la tangente a` la norme du primer vector est horizontale aux instants d’impulsions
tels que ti 6= t1 et ti 6= tN ;
λr(ti)
tλv(ti) = λ˙v(ti)
tλv(ti) = 0 ∀ ti 6= t1 et ∀ ti 6= tN (II.6.13)
Les conditions ne´cessaires permettent donc de connaitre les dates et les directions des
pousse´es impulsionnelles en fonction de la dure´e du rendez-vous. Ces conditions ne´cessaires
d’optimalite´ sont illustre´es sur un exemple de loi de pousse´e typique a` la figure 6.1.
t
−λc
t1 tfti
1
‖λv‖
Fig. 6.1 – Loi de pousse´e impulsionnelle et courbe typique de la norme du vecteur efficacite´
Les conditions de Lawden ont e´te´ a` la base de la grande majorite´ des aspects fon-
damentaux de la the´orie du primer vector. Des re´sultats importants tels que la borne
maximale sur le nombre d’impulsions par Neustadt [59] ou les re´sultats de Carter [20] ont
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pour origine les travaux de Lawden.
Le point faible de cette approche est lie´ au manque d’informations relatives aux condi-
tions initiales du primer vector. Dans le cadre de la the´orie de la commande optimale, la
trajectoire optimale du syste`me est de´duite de la trajectoire optimale adjointe, qui n’est
rien d’autre que celle du primer vector dans notre cas. Hors, la connaissance de la valeur
du primer vector a` t1 est primordiale pour ce faire. Exploiter directement les conditions
de Lawden pour la re´solution comple`te du proble`me s’ave`re difficile et impose des choix
et simplifications. Cela re´duit la ge´ne´ralite´ et la pertinence des re´sultats obtenus. Carter a
propose´ une de´marche permettant de surmonter cette difficulte´, en posant des conditions
d’optimalite´ sur la condition initiale du primer vector, qui est repre´sente´e dans la suite
par la variable λ.
6.2.2 Conditions ne´cessaires et suffisantes de Carter
Reprenant les travaux initiaux de Lawden [51] et de Prussing [66], Carter a reformule´
les conditions ne´cessaires d’optimalite´ de Lawden pour en donner une formulation plus
alge´brique lui permettant d’e´tablir des re´sultats d’existence et d’unicite´.
La formulation alge´brique du rendez-vous de´finie pour un nombre fixe´ a priori d’impulsions
et donne´e dans (II.1) a e´te´ reprise dans les re´fe´rences [20], [23], [21], [22] :
min
β,∆vi,ti
J∗
sous X˙(t) = A(t)X(t) t ≥ 0, t 6∈ T = {t1, · · · , tN}
∆Xi = B(ti)∆V (ti) = B(ti)β(ti)∆vi, i = 1, · · ·N
lim
t→t+i
X(t) = X(ti) + ∆Xi
‖β‖ = 1
t1, tf fixe´s
X(t1) = X1, X(tf) = Xf fixe´s
(II.6.14)
ou` A(t) : [t1, tf ]→Rn×n est une fonction continue.
La matrice de transition associe´e a` l’e´quation diffe´rentielle de´crivant l’e´volution dyna-
mique du syste`me s’e´crit Φ(t, t1) = φ(t)φ
−1(t1) ou` φ(t) est la matrice fondamentale du
syste`me dynamique. Avec la donne´e de la matrice de transition, il est possible de de´finir
le proble`me de Carter qui est une variante du proble`me de rendez-vous a` temps fixe´.
Proble`me 2 (proble`me de Carter)
Etant donne´ le nombre d’impulsions N , chercher T = {t1, · · · , tN} ⊂ Θ = [t0, tf ] et
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∆V (t1), · · · ,∆V (tN) minimisant le couˆt sous la contrainte de bord.
min
ti,∆V (ti)
N∑
i=1
α(ti)∆vi
sous
uf =
N∑
i=1
φ−1(ti)B(ti)∆V (ti)
(II.6.15)
ou` uf contient les conditions aux bouts :
uf = φ
−1(tf )Xf − φ−1(t1)X1 (II.6.16)
Dans [23], Carter de´finit la re´gion de commandabilite´ de la paire (A,B) sur Θ associe´e au
proble`me de rendez-vous par :
Z =
{
uf ∈ Rn : uf =
N∑
i=1
φ−1(ti)B(ti)∆V (ti),
∀ {t1, · · · , tN ,∆V (t1), · · · ,∆V (tN)} ⊆ ΘN ×Rn×N , ∀ N = 2, 3, · · ·
} (II.6.17)
Carter montre alors qu’une solution minimisante du proble`me de rendez-vous impulsionnel
(II.6.15) existe pour des conditions de bord dans la re´gion de commandabilite´ Z et donne
les conditions ne´cessaires et suffisantes d’existence d’une telle solution minimisante. On
de´finit tout d’abord la matrice R(t) ∈ Rn×m par la relation :
R(t) = φ−1(t)B(t) (II.6.18)
The´ore`me 6.2.2 (Conditions de Carter [20])
On suppose que le vecteur uf est non nul.
Une solution normale (t1, · · · , tN ,∆V (t1), · · · ,∆V (tN )), de´finie dans [23], est telle que la
matrice jacobienne du vecteur G(t1, · · · , tN ,∆V (t1), · · · ,∆V (tN )) par rapport a` t est de
rang n.
G(t1, · · · , tN ,∆V (t1), · · · ,∆V (tN)) =
N∑
i=1
φ−1(ti)B(ti)∆V (ti)− uf
Les variables (tk1, · · · , tkr ,∆v1, · · · ,∆vr, β(tk1), · · · , β(tkr)) sont des solutions normales du
proble`me d’optimisation (II.6.15) si et seulement s’il existe un vecteur non nul λ ∈ Rn tel
que :
CNS 1
∆vi = 0 ou β(ti) = −R
t(ti)λ
α(ti)
, ∀ i = 1, · · · , N (II.6.19)
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CNS 2
∆vi = 0 ou λ
tR(ti)R(ti)
tλ = α2(ti), ∀ i = 1, · · · , N (II.6.20)
CNS 3
∆vi = 0 ou ti = t1 ou ti = tf ou λ
tdR(t)
dt
|tiR(ti)tλ = α(ti)
dα(ti)
dt
, ∀ i = 1, · · · , N
(II.6.21)
CNS 4
N∑
i=1
[
R(ti)R
t(ti)
α(ti)
]
λ∆vi = −uf (II.6.22)
CNS 5
∆vi ≥ 0, ∀ i = 1, · · · , N (II.6.23)
CNS 6
N∑
i=1
∆vi = −utfλ > 0 (II.6.24)
CNS 7 −utfλ est un minimum sur l’ensemble {λ ∈ R : CN1− CN6 sont valides}.
CNS 8 ∥∥∥∥Rt(t)λα(t)
∥∥∥∥ ≤ 1, ∀ t ∈ Θ (II.6.25)
Remarque 6.2.1
Dans la re´fe´rence [20], des re´sultats identiques sont obtenus avec la contrainte supple´men-
taire que certaines impulsions sont pre´-assigne´es. p est le nombre de dates d’impulsions
fixe´es a priori et on associe le p-uplet de dates d’impulsions pre´fixe´es Np = (tj1 , · · · , tjp)
alors que r est le nombre d’impulsions a` de´terminer auquel on associe le r-uplet de dates
d’impulsions a` calculer Nr = (tk1 , · · · , tkr). De plus, on suppose que t1 et tf sont dans Np
et l’on note N = p+ r. Les CNS sont identiques si l’on remplace N par r dans la CNS 3
a` l’e´quation (II.6.21).
De plus, si l’on souhaite fixer a priori les dates et l’amplitude de s impulsions en plus
des p dates, alors le re´sultat pre´ce´dent est identique en rede´finissant le vecteur uf comme :
uf = φ
−1(tf)Xf − φ−1(t1)X1 −
s∑
j=1
R(tN+j)V (tN+j) (II.6.26)
La re´fe´rence [20] e´tudie e´galement diffe´rents sce´narii :
i- proble`me coplanaire a` 4 impulsions avec impulsions interme´diaires a` dates fixe´es ;
ii- proble`me coplanaire a` 4 impulsions avec impulsions interme´diaires a` dates optimi-
se´es ;
iii- proble`me non coplanaire a` 4 impulsions avec impulsions interme´diaires a` dates
fixe´es.
Malheureusement, seul le proble`me de type i- ou` l’e´tape d’optimisation des dates est e´vite´e
est illustre´ par un exemple.
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Remarque 6.2.2
Les conditions ne´cessaires et suffisantes de Carter ont une formulation diffe´rente des condi-
tions de Lawden ou des conditions ne´cessaires et suffisantes produites dans [68] mais elles
peuvent eˆtre interpre´te´es de manie`re identique. En particulier, si l’on de´finit le vecteur
efficacite´ λv(t) : [t1, tf ]→Rn comme :
λv(t) =
Rt(t)λ
α(t)
(II.6.27)
les conditions (II.6.19), (II.6.20), (II.6.21) et (II.6.22) deviennent alors :
∆vi = 0 ou β(ti) = λv(ti), ∀ i = 1, · · · , N (II.6.28)
∆vi = 0 ou ‖λv‖ = 1, ∀ i = 1, · · · , N (II.6.29)
∆vi = 0 ou ti = t1 ou ti = tf ou
d‖λv(ti)‖
dt
= 0, ∀ i = 1, · · · , N (II.6.30)
N∑
i=1
R(ti)λv(ti)∆vi = −uf (II.6.31)
qui ne sont rien d’autres que les conditions de Lawden ou les CNS donne´es dans [68].
Il est inte´ressant de noter que si l’on recherche une solution optimale pour N = n = 6
(le cas non coplanaire du rendez-vous dans sa plus grande ge´ne´ralite´ avec le maximum
ne´cessaire d’impulsions), alors les conditions ne´cessaires et suffisantes (II.6.20) et (II.6.21)
peuvent eˆtre re´solues inde´pendamment afin d’obtenir des solutions en (t1, · · · , tN , λ) (12
e´quations et 12 inconnues). On obtient ensuite les amplitudes des impulsions en re´solvant
l’e´quation (II.6.22) line´aire en ∆vi. Les changements de conditions terminales uf n’af-
fectent que les amplitudes de pousse´e mais pas les localisations des dates de pousse´e. Les
directions de pousse´e se de´duisent alors de la condition (II.6.19) et l’historique du primer
vector se de´duit aise´ment de la donne´e du vecteur λ par (II.6.27) et inde´pendamment de
la donne´e des conditions de bord fixe´es par uf . Carter propose ainsi d’e´tudier la struc-
ture ge´ome´trique de l’ensemble des conditions de bord uf ∈ Z associe´es aux solutions
N-optimales normales dont les impulsions sont supporte´es par t1, · · · , tN .
Z(λ, t1, · · · , tN) =
{
uf ∈ Z : Uf = −
N∑
i=1
R(ti)λv(ti)∆vi, ∆vi ≥ 0, i = 1, · · · , N
}
(II.6.32)
En montrant que cet ensemble est un simplexe conique convexe, Carter retrouve ensuite le
re´sultat de [77] et [59] sur la borne maximale du nombre d’impulsions. De plus, il donne un
re´sultat inte´ressant sur l’existence de solutions normales non de´ge´ne´re´es (solutions pour
lesquelles ∆vi > 0, ∀ i = 1, · · · , N).
The´ore`me 6.2.3 ([23])
Il existe une solution non de´ge´ne´re´e a` N impulsions associe´e a` un vecteur λ ∈ Rn si et
seulement s’il existe N racines distinctes t1, · · · , tN de la condition ‖λv(t)‖ = 1 sur Θ
telles que les N vecteurs zi = −R(ti)λv(ti) sont line´airement inde´pendants.
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La re´fe´rence [23] se termine sur l’examen de´taille´ des solutions du proble`me de rendez-vous
dans le cas ke´ple´rien coplanaire elliptique en utilisant les e´quations de Tschauner-Hempel
[81], [3]. Plusieurs solutions a` 4 impulsions sont analyse´es ge´ome´triquement par le trace´
de l’historique du vecteur efficacite´.
Un certain nombre de comple´ments est ensuite fourni dans les re´fe´rences [21], [22].
Dans la premie`re, des conditions ne´cessaires et suffisantes locales, ne ne´cessitant pas la
connaissance du vecteur efficacite´ sur tout l’intervalle de rendez-vous mais seulement en
les points de pousse´e, sont propose´es.
The´ore`me 6.2.4 ([21])
Les conditions ne´cessaires (II.6.19), (II.6.20, (II.6.21), (II.6.22), (II.6.23) deviennent suf-
fisantes pour une solution normale du proble`me de rendez-vous a` N impulsions si les
conditions suivantes sont ve´rifie´es :
-
d2‖λv(ti)‖
dt2
< 0, pour t1 < ti < tf
-
d‖λv(t1)‖
dt
< 0, pour t1 = ti
-
d‖λv(tf )‖
dt
> 0, pour tf = ti
Il est toutefois curieux que Carter prenne le soin de signaler dans [21] que ces conditions
ne´cessaires et suffisantes peuvent ne pas s’appliquer dans certains cas non pre´cise´s pour
lesquels seules les conditions ne´cessaires et suffisantes globales s’appliquent.
Enfin, la re´fe´rence [22] e´tudie de manie`re de´taille´e, le proble`me du rendez-vous copla-
naire en orbite circulaire a` 4 impulsions. Dans ce cas, des strate´gies simplifie´es et analy-
tiques peuvent eˆtre mises en place afin de calculer les dates de pousse´e comme les solutions
de polynoˆmes de fonctions trigonome´triques. L’approche de´veloppe´e utilise conjointement
les proprie´te´s ge´ome´triques de la trajectoire du vecteur efficacite´ de fac¸on identique a` ce
qui a e´te´ vu dans la section pre´ce´dente avec les re´sultats des re´fe´rences [20], [23].
Exemple d’application des e´quations de Carter au rendez-vous hors-plan
La re´fe´rence [66] montre, sur un exemple tre`s simple donne´ par un oscillateur harmo-
nique (repre´sentant par exemple le mouvement relatif hors-plan d’un satellite chasseur),
comment les conditions ne´cessaires de Lawden peuvent eˆtre utilise´es a` des fins d’analyse
et de de´termination de la trajectoire optimale en pousse´e impulsionnelle. Les de´veloppe-
ments lie´s a` ce cas particulier sont repris et ge´ne´ralise´s a` un horizon quelconque. Nous
rappelons que la dynamique du mouvement relatif sous les hypothe`ses HCW ou TH est
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celle d’un oscillateur harmonique de´crite par les e´quations d’e´tat :
d
dν
[
y(ν)
y′(ν)
]
=
[
0 1
−1 0
] [
y(ν)
y′(ν)
]
+
[
0
1
]
u(ν) (II.6.33)
On conside`re ici que α(ti) = 1, ∀i = 1, . . . , N . Le terme de commande u repre´sente le
produit β(ti)∆vi qui se re´sume a` un scalaire dans ce cas (pousse´e unidirectionnelle).
Dans ces e´quations, la variable inde´pendante choisie est l’anomalie vraie et les notations
suivies sont celles du premier chapitre. On en de´duit la matrice fondamentale et son
inverse :
φ(ν) =
[
cos ν sin ν
− sin ν cos ν
]
φ−1(ν) =
[
cos ν − sin ν
sin ν cos ν
]
(II.6.34)
On obtient aise´ment alors la matrice R(ν) :
R(ν) =
[ − sin ν
cos ν
]
(II.6.35)
Le vecteur efficacite´ s’en de´duit directement :
λv(ν) = −λ1 sin ν + λ2 cos ν = −
√
λ21 + λ
2
2 sin
(
ν − arctan
(
λ2
λ1
))
(II.6.36)
Les conditions aux bords sont note´es :
uf = φ
−1(νf)
[
yf
y′f
]
− φ−1(ν1)
[
y1
y′1
]
=
[
u1f
u2f
]
(II.6.37)
Dans ce cas pre´cis, nous avons :
λ =
[
λ1
λ2
]
∈ R2 (II.6.38)
et l’on suppose possible une impulsion initiale et finale et r impulsions inte´rieures (N = 2+
r) sur l’horizon du rendez-vous qui est note´ νf1. Nous rappelons les conditions ne´cessaires
et suffisantes d’optimalite´ sous la forme de Carter applique´es a` ce cas pre´cis :
CNS 1
∆vi = 0 ou β(νi) = ±1 = −Rt(νi)λ = λ1 sin νi−λ2 cos νi, ∀ i = 2, · · · , N (II.6.39)
CNS 2
∆vi = 0 ou λ
′R(νi)R(νi)
tλ = (λ1 sin νi − λ2 cos νi)2 = 1, ∀ i = 1, · · · , N (II.6.40)
CNS 3
∆vi = 0 ou
λ′
dR(νi)
dν
R(νi)
tλ = ±(λ1 cos νi + λ2 sin νi) = 0, ∀ i = 2, · · · , N − 1
(II.6.41)
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CNS 4
N∑
i=1
[
R(νi)R
t(νi)
]
λ∆vi =
N∑
i=1
[ − sin νi
cos νi
]
∆viβ(νi) = uf (II.6.42)
CNS 5
∆vi ≥ 0, ∀ i = 1, · · · , N (II.6.43)
CNS 6
N∑
i=1
∆vi = −utfλ = −u1fλ1 − u2fλ2 > 0 (II.6.44)
CNS 7
− utfλ est un minimum sur l′ensemble
{
λ ∈ R2 : CN1− CN6 sont valides}
(II.6.45)
L’analyse des trois premie`res conditions d’optimalite´ (II.6.39), (II.6.40), (II.6.41) conduit
a` e´crire pour les impulsions inte´rieures :
λ1 = β(νi) sin νi i = 2, · · · , N − 1
λ2 = −β(νi) cos νi
(II.6.46)
Cela permet d’obtenir les conclusions interme´diaires suivantes :
– les impulsions inte´rieures oppose´es en sens sont distantes de kπ, k = 1, 2, · · · ;
– Si le sce´nario optimal comprend des impulsions inte´rieures alors
√
λ21 + λ
2
2 = 1. De
plus, dans ce cas, les impulsions successives sont de sens contraires et espace´es de π.
β(νi) = −β(νi+1)
νi+1 = νi + π
(II.6.47)
– De plus, si
√
λ21 + λ
2
2 > 1 alors le sce´nario optimal ne peut contenir d’impulsions
inte´rieures. Ceci confirme la non optimalite´ des cas ou`
√
λ21 + λ
2
2 > 1.
Cinq sce´narii possibles peuvent se de´duire pour le proble`me de rendez-vous conside´re´.
S1- r impulsions inte´rieures distantes de π et de sens oppose´ conse´cutivement. Ce
sce´nario n’est possible que pour
√
λ21 + λ
2
2 = 1 et les dates d’impulsion sont donne´es
par :
νk+1 = arctan
(
λ2
λ1
)
+
π
2
+ kπ k = 0, 1, 2, · · ·
ou
νk = − arctan
(
λ1
λ2
)
+ kπ k = 1, 2, · · ·
(II.6.48)
S2- Deux impulsions extreˆmes plus r impulsions inte´rieures distantes de π. Ce sce´nario
n’est possible que pour
√
λ21 + λ
2
2 = 1 et les dates d’impulsion sont donne´es par :
νk+1 = kπ k = 0, 1, 2, · · · (II.6.49)
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S3- Deux impulsions extreˆmes. Ce sce´nario n’est possible que pour τf1 < π, |λ2| = 1,
λ1 de meˆme signe que λ2 et
√
λ21 + λ
2
2 > 1. Les deux dates d’impulsion sont donne´es
par :
ν1 = 0
νf = 2 arcsin
(
1√
1 + λ21
)
(II.6.50)
S4- Une seule impulsion finale. Ce sce´nario n’est possible que pour |λ1| < 1, |λ2| < 1
et
√
λ21 + λ
2
2 > 1. La date de l’impulsion finale est donne´e par :
νf = arctan
(
λ2
λ1
)
+ arcsin
(
1√
λ21 + λ
2
2
)
(II.6.51)
S5- Une seule impulsion initiale. Ce sce´nario n’est possible que pour |λ2| = 1, λ1
de meˆme signe que λ2,
√
λ21 + λ
2
2 > 1 et τf1 < 2 arcsin
(
1√
1 + λ21
)
. La date de
l’impulsion initiale sera alors :
ν1 = 0 (II.6.52)
Il est a` noter que les sce´narii 4 et 5 sont des cas particuliers du sce´nario 2. Ces trois
sce´narii seront donc examine´s conjointement dans le sce´nario II alors que le sce´nario I est
identifie´ a` S1 et S2 de´fini ci-dessus et a` ses variantes qui sont de´taille´es ci-dessous.
Sce´nario I Nous examinons le sce´nario ge´ne´ral pour τf1 > π dans un premier temps.
Celui-ci comprend lui-meˆme diffe´rentes possibilite´s qui vont eˆtre passe´es en revue.
Le premier cas est obtenu si l’on conside`re qu’il n’y a que r impulsions inte´rieures et
est repre´sente´ a` la figure 6.2
6.2. La the´orie du Primer-Vector 147
0 1 2 3 4 5 6
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
ν
λ
v
ν1
ν2
Fig. 6.2 – Exemple de sce´nario I a` 2 impulsions inte´rieures
Une e´quation de´finissant l’amplitude des impulsions (en fait la consommation) est
obtenue en e´crivant les conditions (II.6.42) et (II.6.43).
∆v1 +∆v2 = −β(ν1)u1f sin ν1 + β(ν1)u2fcos ν1 (II.6.53)
L’e´quation (II.6.53) montre que la solution n’est pas unique. De plus, nous avons :
∆v1 +∆v2 = |uf | (II.6.54)
car a` partir de l’e´quations (II.6.42) on peut e´crire :
∆v1β(ν1)
[ − sin ν1
cos ν1
]
+
[ − sin ν1
cos ν1
]
∆v1β(ν1) = uf (II.6.55)
sachant que (selon l’e´quation (II.6.47)) β(ν1) = −β(ν2), cos(ν1) = − cos(ν2) et sin(ν1) =
− sin(ν2), on peut e´crire :[ − sin ν1
cos ν1
]
(∆v1 +∆v2)β(ν1) = (∆v1 +∆v2)β(ν2)
[ − sin ν2
cos ν2
]
= uf (II.6.56)
Ainsi
∆v1 = ρ ∆v2 = |uf | − ρ 0 ≤ ρ ≤ |uf | (II.6.57)
On en de´duit e´galement la date de la premie`re impulsion. Les impulsions suivantes sont
obtenues a` partir de cette date initiale modulo (k − 1)π.
tan ν1 = −
u1f
u2f
(II.6.58)
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Puisque ne´cessairement ν1 ≤ π, on obtient la premie`re direction de pousse´e comme :
β(ν1) = −
u1f
|u1f |
(II.6.59)
Les pousse´es suivantes sont alors successivement de sens oppose´ a` intervalle de π.
Les trajectoires et les impulsions sont repre´sente´es dans le plan de phase a` la figure
6.3 pour des conditions initiales et finales :
X1 =
[
1
1
]
Xf =
[
1.8
1.6
]
(II.6.60)
et un temps de transfert donne´ par τf1 = 2π rad.
La consommation totale associe´e a` ce sce´nario est calcule´e comme :
cs11 = ∆v1 +∆v2 = |uf | (II.6.61)
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Fig. 6.3 – Trajectoires dans le plan de phase pour le sce´nario I a` deux impulsions inte´-
rieures
Un cas particulier de ce sce´nario est celui ou` il n’y a qu’une impulsion inte´rieure si
ρ = |uf | ou ρ = 0. Les trajectoires et l’impulsion sont repre´sente´es dans le plan de phase
a` la figure 6.4 pour des conditions initiales et finales :
X1 =
[
1
1
]
Xf =
[
1.8
1.6
]
(II.6.62)
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et un temps de transfert donne´ par τf1 = 2π rad.
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Fig. 6.4 – Trajectoires dans le plan de phase pour le sce´nario a` une impulsion inte´rieure
Une autre variante du sce´nario I consiste a` combiner deux (ou une) impulsions extreˆmes
et r impulsions inte´rieures (cf. figure 6.5).
Il est e´vident ici qu’une impulsion finale ne sera pre´sente que pour des dure´es de
transfert multiples de π :
τf1 = kπ (II.6.63)
Une e´quation de´finissant l’amplitude des impulsions (en fait la consommation) est obtenue
en e´crivant les conditions (II.6.42) et (II.6.43).
N∑
i=1
∆vi =
[
1 1 · · · 1 ]

 ∆v1...
∆vN

 = A

 ∆v1...
∆vN

 = β(0)u2f = |u2f | (II.6.64)
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Fig. 6.5 – Exemple de sce´nario a` 2 impulsions extreˆmes et une impulsion inte´rieure
Il est aise´ d’en de´duire que β(0) et u2f sont toujours de meˆme signe. L’autre condition
issue de l’e´quation (II.6.53) montre que u1f = 0. Cela signifie que les positions finale
et initiale sont identiques ou oppose´es. Les impulsions sont distantes de π et de sens
oppose´ successivement. (II.6.64) est donc un syste`me line´aire inde´termine´, consistant qui
va conduire a` une infinite´ de solutions :
 ∆v1...
∆vN

 = A+|u2f |+ (1N −A+A)ρ (II.6.65)
ou` ρ ∈ RN est quelconque et A+ est l’inverse a` droite de la matrice A qui peut eˆtre
explicitement calcule´e comme :
A+ = At(AAt)−1 = At/N (II.6.66)
Les trajectoires et les impulsions sont repre´sente´es dans le plan de phase a` la figure
6.6 pour des conditions initiales et finales :
X1 =
[
1
1
]
Xf =
[
1
−2
]
(II.6.67)
et un temps de transfert donne´ par τf1 = 2π rad.
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Fig. 6.6 – Trajectoires dans le plan de phase pour le sce´nario a` impulsions extreˆmes et
inte´rieures
La consommation totale associe´e a` ce sce´nario est calcule´e comme :
cs12 =
N∑
i=1
∆vi = |u2f | = |uf | (II.6.68)
Enfin, dans le cas ou` τf1 < π, il ne peut y avoir qu’une impulsion interme´diaire puisque
les impulsions sont toutes distantes de π. On est ainsi ramene´ a` la premie`re variante du
sce´nario I expose´e aux figures 6.3 et 6.4.
Sce´nario II Dans ce sce´nario, la date de la deuxie`me impulsion (si elle a lieu) est
exactement e´gale a` la dure´e du transfert ν2 = τf1 qui est une donne´e du proble`me. Les
conditions (II.6.42), (II.6.43) conduisent a` calculer l’amplitude des impulsions comme :
∆v1 = β(0)u
1
f
[
u2f
u1f
+ cot(τf1)
]
≥ 0
∆v2 = −β(τf1)
u1f
sin(τf1)
≥ 0
(II.6.69)
On de´duit de la contrainte sur la dure´e du rendez-vous τf1 < π et des contraintes de
signe :
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- β(τf1) et u
1
f sont de signe oppose´.
- β(0) et u1f sont de meˆme signe.
- La dure´e de rendez-vous doit ve´rifier la contrainte :
cot(τf1) ≥ −
u2f
u1f
(II.6.70)
La condition (II.6.70) de´finit une contrainte liant les conditions initiales, finales et la dure´e
de rendez-vous de´finissant l’espace admissible de ces parame`tres pour la re´alisation d’un
tel sce´nario. Elle peut se re´e´crire comme :
1
tan τf1
≥ y
′
1 − yf sin τf1 − y′f cos τf1
yf cos τf1 − y′f sin τf1 − y1
(II.6.71)
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Fig. 6.7 – Exemple de sce´nario a` deux impulsions extreˆmes
Les trajectoires et les impulsions sont repre´sente´es dans le plan de phase a` la figure
6.8 pour des conditions initiales et finales :
X1 =
[
1
1
]
Xf =
[
2
−2
]
(II.6.72)
et un temps de transfert donne´ par τf1 = 1.68 rad.
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Fig. 6.8 – Trajectoires dans le plan de phase pour le sce´nario a` deux impulsions extreˆmes
La consommation totale associe´e a` ce sce´nario est calcule´e comme :
cs21 = ∆v1 +∆v2 = β(0)u
1
f
[
u2f
u1f
+ cot(τf1)
]
− β(τf1)
u1f
sin(τf1)
(II.6.73)
Examinons e´galement le cas particulier de ce sce´nario pour lequel la dure´e du rendez-
vous ne permet qu’une impulsion initiale.
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Fig. 6.9 – Exemple de sce´nario a` une impulsion initiale
Dans ce cas, on a le sce´nario de la figure 6.9 et les conditions ne´cessaires et suffisantes
(II.6.42) permettent d’obtenir l’amplitude de l’impulsion :
∆v1 = β(0)u
2
f = β(0)
[
yf sin νf + y
′
f cos νf − y′1
]
(II.6.74)
et une condition de´finissant les conditions finales et initiales atteignables sur cet horizon
avec une impulsion initiale et le temps de de´rive e´gal a` la dure´e du transfert.
yf cos νf − y′f sin νf − y1 = 0 (II.6.75)
On en de´duit en particulier que l’impulsion initiale est de meˆme signe que u2f . Les tra-
jectoires et l’impulsion sont repre´sente´es dans le plan de phase a` la figure 6.10 pour des
conditions initiales et finales :
X1 =
[
1
1
]
Xf =
[ −2 +√2
−2
]
(II.6.76)
et un temps de transfert donne´ par τf1 = π/4 rad.
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Fig. 6.10 – Trajectoires dans le plan de phase pour le sce´nario a` une impulsion initiale
La consommation totale associe´e a` ce sce´nario est calcule´e comme :
cs22 = ∆v1 = β(0)u
2
f (II.6.77)
Finissons l’examen du sce´nario II avec le cas particulier de ce dernier pour lequel la
dure´e du rendez-vous ne permet qu’une impulsion finale. Dans ce cas, on a le sce´nario
de la figure 6.11 et les conditions ne´cessaires et suffisantes (II.6.42) permettent d’obtenir
l’amplitude de l’impulsion :
∆vf = −β(νf )
u1f
sin νf
= β(νf)
u2f
cos νf
νf 6= π/2
(II.6.78)
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Fig. 6.11 – Exemple de sce´nario a` une impulsion finale
On en de´duit une condition de´finissant la condition finale en position atteignable depuis
des conditions initiales donne´es sur l’horizon fixe´ avec une impulsion finale et un temps
de de´rive e´gal a` la dure´e du transfert.
yf =
y1 + y
′
1 tan νf
cos νf (1 + tan
2 νf )
(II.6.79)
Les trajectoires et l’impulsion sont repre´sente´es dans le plan de phase a` la figure 6.12 pour
des conditions initiales et finales :
X1 =
[
1
1
]
Xf =
[
0.8554
0
]
(II.6.80)
et un temps de transfert donne´ par τf1 = arctan
(
λ2
λ1
)
+ arcsin
(
1√
1 + λ21
)
rad.
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Fig. 6.12 – Trajectoires dans le plan de phase pour le sce´nario a` une impulsion finale
La consommation totale associe´e a` ce sce´nario est calcule´e comme :
cs23 = ∆vf = −β(νf)
u1f
sin νf
= β(νf )
u2f
cos νf
(II.6.81)
Cette dernie`re consommation est parfaitement cohe´rente avec une variante du premier cas
du sce´nario I avec une seule impulsion a` la fin du transfert.
L’analyse des diffe´rents sce´narii optimaux montrent que leur re´alisation n’est possible
que si les conditions liant la dure´e de transfert et les conditions de bord (initiales et finales)
sont ve´rifie´es. La re´fe´rence [68] illustre l’optimalite´ de ces sce´narii associe´s a` la the´orie du
primer vector pour une dure´e de transfert d’un quart de tour (π/2) et ses re´sultats sont
parfaitement cohe´rents avec l’analyse pre´ce´dente. Ainsi, la dure´e du transfert interdit de
conside´rer un sce´nario a` plusieurs impulsions inte´rieures alors que les sce´narii ne compre-
nant qu’une seule impulsion inte´rieure ou extreˆme ne sont pas autorise´s par les conditions
de bord. Le sce´nario optimal est donc un sce´nario a` deux impulsions extreˆmes d’ampli-
tude unite´ et de direction oppose´e re´sultant en une consommation de 2 dont Prussing
montre qu’elle est minimale, notamment par rapport a` celle obtenue avec un sce´nario a` 3
impulsions.
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Dans le cadre d’une mode´lisation dynamique line´aire, il peut eˆtre de´montre´ que les
conditions ne´cessaires de Lawden sont e´galement des conditions suffisantes [53], [68], [23]
si la condition CNS 8 est ve´rifie´e ∀t ∈ [t0, tf ]. Cela peut eˆtre de´montre´ simplement en
calculant la solution de l’e´quation d’e´tat adjointe sur la trajectoire optimale. En effet, si
l’on note Φ(t, t1) la matrice de transition de l’e´quation d’e´tat, la solution de l’e´quation
d’e´tat adjointe (rappel : la matrice de transition d’e´tat du syste`me adjoint est la matrice de
transition d’e´tat initiale transpose´e dans laquelle les dates sont permute´es [6]) est obtenue
comme :
λ(t) =
[
λr(t)
λv(t)
]
= Φt(t1, t)λ(t1) (II.6.82)
alors que la solution ge´ne´rale de l’e´quation d’e´tat est :
X(tf) = Φ(tf , t1)X(t1) +
N∑
i=1
Φ(tf , ti)
[
0
∆V (ti)
]
(II.6.83)
Si l’on suppose que les conditions ne´cessaires sont ve´rifie´es alors on obtient :
λt(tf )∆X(tf , t1) = λ
t(tf) (X(tf)− Φ(tf , t1)X(t1)) =
N∑
i=1
λt(tf )Φ(tf , ti)
[
0
∆V (ti)
]
=
N∑
i=1
λtv(ti)∆V (ti) =
N∑
i=1
∆vi
(II.6.84)
sinon le meˆme calcul conduit a` e´crire en utilisant l’ine´galite´ de Cauchy-Scwartz :
λt(tf )∆X(tf , t1) = λ
t(tf) (X(tf)− Φ(tf , t1)X(t1)) =
N∑
i=1
λt(tf )Φ(tf , ti)
[
0
∆V (ti)
]
=
N∑
i=1
λtv(ti)∆V (ti) ≤
N∑
i=1
∆vi
(II.6.85)
Dans les de´veloppements pre´ce´dents, le nombre d’impulsions est suppose´ fixe et connu
a` l’avance alors que N est une des variables importantes participant au choix de la tra-
jectoire optimale de commande. S’il semble naturel de conside´rer que le nombre optimal
d’impulsions N∗ est directement lie´ a` la dure´e fixe du rendez-vous, il n’en reste pas moins
qu’il existe tre`s peu de re´sultats forts sur le sujet. Seule une borne supe´rieure sur le nombre
maximal d’impulsions a pu eˆtre donne´e en fonction du nombre de variables d’e´tat finales
fixe´es.
Dans la litte´rature, le proble`me du choix des dates d’application des impulsions ainsi que
le nombre optimal d’impulsions a suscite´ un certain nombre de travaux. L’approche de
Lion & Handelsman propose une de´marche ge´ne´rale, car ne faisant appel a` aucune hypo-
the`se supple´mentaire sur la nature du mouvement, et pertinente, car base´e sur un calcul
de variation justifie´. Nous avons entrepris d’appliquer cette me´thode au cas des orbites
elliptiques afin de l’exploiter plus tard dans une de´marche d’optimisation comple`te.
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6.2.3 Re´sultats de Lion & Handelsman
Dans [54], Lion et Handelsman proposent d’e´tendre la the´orie du primer vector aux tra-
jectoires non optimales afin de de´velopper des crite`res syste´matiques permettant d’ajouter
ou de de´placer des impulsions pour faire diminuer la consommation associe´e a` la trajec-
toire initiale. Le calcul des variations est utilise´ dans le but de de´terminer des conditions
sur la norme du primer vector pour l’addition d’une impulsion et sur la de´rive´e de la
norme du primer vector pour l’addition d’un arc balistique initial et/ou final. L’ide´e est
de calculer la variation de la fonction couˆt associe´e a` une trajectoire initiale (e´ventuelle-
ment sous-optimale) a` deux impulsions (initiale et terminale) pour en de´duire des tests
permettant de de´cider l’addition d’impulsion et/ou d’arc balistique. La meˆme de´marche
est employe´e par Jezewski dans [41] ou` une mode´lisation line´aire du mouvement relatif
est conside´re´e.
Il est a` noter que les travaux de Lion & Handelsman figurent parmi les rares travaux
conside´rant l’optimisation du nombre d’impulsions d’une manie`re plus ou moins explicite.
Nous reprenons les re´sultats pre´sente´s par Lion et Handelsman, en conside´rant des
orbites elliptiques ke´ple´riennes, a` l’aide du mode`le de Tschauner et Hempel [80].
6.2.3.1 Equation variationnelle adjointe
La me´thode repose essentiellement sur la de´rivation de l’e´quation variationnelle ad-
jointe pre´sente´e dans cette section.
Soit le mode`le de mouvement relatif line´aire :[
δv
dδv
dt
]
=
[
0n In
A1 A2
] [ δr
dδr
dt
]
(II.6.86)
ou` A1 est une matrice syme´trique et A2 est une matrice invariante dans le temps et anti-
syme´trique. Ceci est valable pour le cas des orbites circulaires (HCW [26]), ou elliptiques
(Tschauner-Hempel [80]).
On de´finit le Hamiltonien du syste`me a` l’aide de la relation :
H = λtr
dδr
dt
+ λtv
dδv
dt
(II.6.87)
L’e´volution du vecteur adjoint est obtenue via les e´quations canoniques de Hamilton :

dλr
dt
dλv
dt

 = − [ 0n In
A1 A2
]t [
λr
λv
]
=
[
0n −A1
−In A2
] [
λr
λv
]
(II.6.88)
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De (II.6.88) et (II.6.86), on de´duit :
d2λv
dt2
= A1λv + A2
dλv
dt
(II.6.89)
d2δr
dt2
= A1δr + A2δv (II.6.90)
(II.6.89)×δrt− (II.6.90)×λtv me`ne a` :
λtv
d2δr
dt2
− δrtd
2λv
dt2
= 0 (II.6.91)
Si l’on rajoute et soustrait
dλtv
dt
δv, on obtient la relation :
λtv
d2δr
dt2
+
dλtv
dt
δv − δrtd
2λv
dt2
− dλ
t
v
dt
δv = 0 (II.6.92)
autrement dit :
d
dt
{
λtvδv −
dλtv
dt
δr
}
= 0 (II.6.93)
d’ou` :
λtvδv −
dλtv
dt
δr = Cst (II.6.94)
Cette e´quation est appele´e l’e´quation variationnelle adjointe. Elle est valable pour
tous les arcs de´limite´s par 2 impulsions.
6.2.3.2 Condition suffisante d’addition d’impulsion
Orbite initiale
Orbite finale
v1
v2
Γ′
Γ
∆v1
∆v2
δv1
δv2v
−
m
v+m
Fig. 6.13 – Addition d’une impulsion interme´diaire
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La figure 6.13 montre l’effet d’une impulsion supple´mentaire v+m − v−m = δv+m − δv−m
a` l’instant tm. Soit J le couˆt en carburant de la trajectoire initiale Γ et J
′ le couˆt de la
nouvelle trajectoire Γ′. On peut e´crire :
J = |∆v1| − |∆v2| (II.6.95)
J ′ = |∆v1 + δv1|+ |δv+m − δv−m|+ |∆v2 − δv2| (II.6.96)
Le couˆt diffe´rentiel δJ est donne´ par :
δJ = J ′ − J = |∆v1 + δv1|+ |δv+m − δv−m|+ |∆v2 − δv2| − |∆v1| − |∆v2| (II.6.97)
Sachant que |x+ δx| − |x| = δxt x|x| (Jezewski [40]), on obtient :
δJ = δvt1
∆v1
|∆v1| + |δv
+
m − δv−m| − δvt2
∆v2
|∆v2| (II.6.98)
La CN2 de Lawden (II.6.11) permet d’e´crire :
λv(t1) =
∆v1
|∆v1| , λv(t2) =
∆v2
|∆v2| (II.6.99)
L’e´quation (II.6.98) devient :
δJ = δvt1λv(t1) + |δv+m − δv−m| − δvt2λv(t2) (II.6.100)
Si l’on applique l’e´quation adjointe (II.6.94) sur les deux arcs t1 −→ t−m et t+m −→ t2, on
de´duit :
λv(t1)
tδv1 − dλv
dt
(t1)
tδr1 = λv(t
−
m)
tδv−m −
dλv
dt
(t−m)
tδr−m (II.6.101)
λv(t
+
m)
tδv+m −
dλv
dt
(t+m)
tδr+m = λv(t2)
tδv2 − dλv
dt
(t2)
tδr2 (II.6.102)
en sachant que :
– δr1 = dr1 − v1dt1 = 0 et δr2 = dr2 − v2dt2 = 0
car dt1 = dt2 = 0 (date initiale et finale fixe´es) et dr1 = dr2 = 0 (positions initiales
et finales fixe´es) ;
– δr+m = δr
−
m = δrm (la position est une fonction continue de t)
– λv(t
+
m) = λv(t
−
m) = λv(tm) (le primer vector est continu, CN1 de Lawden)
–
dλv
dt
(t+m) =
dλv
dt
(t−m) =
dλv
dt
(tm) (la de´rive´e temporelle du primer vector est continue,
CN1 de Lawden)
Les e´quations (II.6.101) et (II.6.102) deviennent :
λv(t1)
tδv1 = λv(tm)
tδv−m −
dλv
dt
(tm)
tδrm (II.6.103)
λv(tm)
tδv+m −
dλv
dt
(tm)
tδrm = λv(t2)
tδv2 (II.6.104)
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On de´duit le couˆt diffe´rentiel :
δJ = −λv(tm)t(δv+m − δv−m) + |δv+m − δv−m| (II.6.105)
= |∆vm|(1− λv(tm)tβ∆vm) (II.6.106)
ou` β∆vm est un vecteur unitaire. Afin de garantir δJ < 0, |λv(tm)| doit eˆtre supe´rieur a` 1.
Pour une diminution maximale du couˆt, une impulsion interme´diaire devrait eˆtre ajoute´e
a` tm :
tm = arg max
t∈[t1,t2]
|λv(t)| (II.6.107)
Les caracte´ristiques de la nouvelle impulsion sont calcule´es a` l’aide du calcul des variations
dans [41]. Ceci ne garantit pas la continuite´ de la de´rive´e du primer vector et donc ne
ve´rifie pas les conditions d’optimalite´ de Lawden. En effet, la nouvelle courbe de la norme
du primer vector n’est pas lisse dans certains cas (voir figure 6.14). C’est l’inconve´nient
majeur de ce type d’approche qui a limite´ son utilisation dans la litte´rature. Certains
travaux ont tente´ de contourner ce proble`me a` l’aide de proce´dures d’optimisation locale
[43, 40, 42, 41].
|λv|
tt0 ti ti+1 tf
1
Fig. 6.14 – Trajectoire non lisse du primer vector
Nous proposons dans la suite, une de´marche qui permet de contourner cet obstacle
sans faire appel a` des proce´dures d’optimisation supple´mentaires.
6.2. La the´orie du Primer-Vector 163
6.2.3.3 Condition suffisante de de´placement d’une impulsion
Le couˆt d’un arc peut eˆtre ame´liore´ en de´plac¸ant l’une des deux impulsions qui le de´li-
mitent. Cela correspond a` l’addition d’un arc balistique.
Orbite initiale
Orbite finale
v1
v2Γ′
Γ∆v1
∆v2
v1 + δv
−
1
∆v1 + δv
+
1 − δv−1
δv2
t1 + dt1
t1
Fig. 6.15 – Addition d’un arc balistique initial
La figure 6.15 montre l’effet de l’addition d’un arc balistique d’une dure´e dt1. Ceci
revient a` retarder la premie`re impulsion de δt1.
On calcule d’abord la consommation des trajectoires Γ et Γ′ :
J = |∆v1|+ |∆v2| (II.6.108)
J ′ = |∆v1 + (δv+1 − δv−1 )|+ |∆v2 − δv2| (II.6.109)
Le couˆt diffe´rentiel peut donc eˆtre calcule´ par :
δJ = J ′ − J = |∆v1 + (δv+1 − δv−1 )|+ |∆v2 − δv2| − |∆v1| − |∆v2| (II.6.110)
La de´finition du primer vector et l’e´quation (II.6.98) me`nent a` :
δJ = λv(t1)
t(δv+1 − δv−1 )− λv(t2)tδv2 (II.6.111)
L’application de l’e´quation adjointe (II.6.94) sur l’arc t1 + dt1 −→ t2 donne :
λv(t1)
t(δv+1 − δv−1 )−
dλv
dt
(t1)
tδr+1 = λv(t2)
tδv2 − dλv
dt
(t2)
tδr2 (II.6.112)
δr2 = 0 pour les meˆmes raisons que le paragraphe pre´ce´dent, d’ou` l’on de´duit :
λv(t1)
t(δv+1 − δv−1 )− λv(t2)tδv2 =
dλv
dt
(t1)
tδr+1 (II.6.113)
L’e´quation (II.6.111) devient alors :
δJ =
dλv
dt
(t1)
tδr+1 (II.6.114)
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La variation totale de r1 est donne´e par :
δr+1 = dr1 − v+1 dt1 (II.6.115)
δr−1 = dr1 − v−1 dt1 (II.6.116)
δr−1 = 0 =⇒ dr1 = v−1 dt1
=⇒ δr+1 = −(v+1 − v−1 )dt1 (II.6.117)
A l’aide de (II.6.114) on obtient finalement :
δJ = −|∆v1|dλv
dt
(t1)
tλv(t1)dt1 (II.6.118)
Cela permet de de´duire que le fait d’ajouter un arc initial d’une dure´e de dt1 > 0 peut
ame´liorer le couˆt si
dλv
dt
(t1)
tλv(t1) > 0. Ceci arrive notamment lorsque l’amplitude du
primer vector de´passe l’unite´ imme´diatement apre`s t1 et que la de´rive´e du primer vector
est positive.
Le meˆme raisonnement peut eˆtre suivi pour l’addition d’un arc final conduisant a` la
condition :
δJ = −|∆v2|dλv
dt
(t2)
tλv(t2)dt2 (II.6.119)
Un arc final d’une dure´e dt2 < 0 re´duit la consommation, lorsque l’amplitude du primer
vector de´passe l’unite´ juste avant t2 et que la de´rive´e du primer vector est positive. Ceci
revient a` avancer la date d’application de l’impulsion finale.
Le proble`me de rendez-vous conside´re´ dans cette the`se est un proble`me a` temps fixe´, ou`
l’optimisation des dates d’impulsions n’affecte pas la date initiale et la date finale du
transfert. Ceci sera pris en conside´ration lors du de´placement d’impulsions.
6.3 Synthe`se d’algorithmes pour le rendez-vous en
temps fixe´
6.3.1 Formulation polynomiale partielle du proble`me
Les algorithmes de´veloppe´s dans cette section ont pour objectif de re´soudre le proble`me
du rendez-vous tel qu’il a e´te´ formule´ par Carter [20] avec, en plus, la prise en compte du
nombre et des dates d’application des impulsions dans le processus d’optimisation. Nous
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rappelons la formulation du proble`me :
min
N,ti,∆vi,β(ti)
N∑
i=1
∆vi
sous
uf =
N∑
i=1
φ#
t
(ti)B(ti)∆viβ(ti) =
N∑
i=1
R(ti)∆viβ(ti)
‖β(ti)‖ = 1
∆vi ≥ 0
(II.6.120)
avec :
– φ#
t
(ti) = φ
−1(ti), φ(ti) est la matrice fondamentale de transition de Yamanaka-
Ankersen [84]. Cette matrice est valable pour toutes les excentricite´s de l’orbite de
la cible ;
– B(ti) est la matrice d’entre´e du mode`le de Tschauner-Hempel [80] ;
– uf = φ
−1(tf )Xf − φ−1(t1)X1 6= 0 contient les conditions au bords ;
– X1 et Xf sont les conditions initiales et finales en position/vitesse relatives.
A partir de la formulation du proble`me et des conditions d’optimalite´, le point de de´part
est de conside´rer le proble`me de rendez-vous pour lequel le nombre et les dates d’impulsions
sont fixe´es. L’optimisation de ces parame`tres sera conside´re´e dans le paragraphe suivant :
min
λ,∆vi
−utfλ
sous
N∑
i=1
R(ti)R
t(ti)λ∆vi = −uf
λtR(ti)R(ti)
tλ = 1, ∀ i = 1, · · · , N
λt
dR(t)
dt
|t=tiR(ti)tλ = 0, ∀ i = 2, · · · , N − 1
∆vi ≥ 0, ∀ i = 1, · · · , N
(II.6.121)
La formulation (II.6.121) est polynomiale par rapport aux variables de de´cision λ et
∆vi, i = 1, . . . , N . Ceci donne la possibilite´ d’utiliser des outils issus de la the´orie de
l’optimisation polynomiale. Le nombre d’impulsions N ainsi que les dates internes ti, i =
2, · · · , N − 1 sont fixe´s a priori afin de simplifier le proble`me. L’optimisation de ces para-
me`tres est traite´e se´pare´ment. La CNS 8 de Carter n’est pas incluse dans cette formulation
a` cause de sa nature continue. Elle est traite´e a posteriori comme nous verrons dans la
suite. Deux solutions sont propose´es pour re´soudre le proble`me polynomiale pose´, tout
en ve´rifiant l’ensemble des conditions d’optimalite´ et en prenant en compte toutes les
variables du proble`me.
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6.3.2 Approche par optimisation polynomiale et grille tempo-
relle
6.3.2.1 Approche par grille sur les dates d’impulsion
Dans cette approche, le nombre d’impulsions N n’est pas optimise´ explicitement dans
le processus de minimisation du crite`re. A l’aide des travaux de Neustadt [59], on peut
fixer des bornes minimales et maximales sur ce nombre entier.
Soit N∗ le nombre optimal d’impulsions, on a :
– N∗ ≥ 2 d’une manie`re ge´ne´rale ;
– N∗ ≤ dimφ, si l’on conside`re que toutes les conditions finales en position et vitesse
sont fixe´es. En d’autres termes : N∗ ≤ 2 pour un de´placement selon une seule
direction (proble`me du rendez-vous hors-plan [66]), N∗ ≤ 4 pour un de´placement
dans le plan et N∗ ≤ 6 pour un de´placement relatif dans les trois directions de
l’espace.
Soit Nmax = dimφ, le proble`me est re´solu pour N = 2, · · · , Nmax. La solution optimale
est ensuite choisie parmi les solutions obtenues en minimisant le couˆt.
En ce qui concerne les dates d’application des impulsions ti, l’optimisation n’affecte que
N − 2 dates car t1 et tN = tf sont fixe´es par de´finition. Nous proce´dons par une ap-
proche par grille ou` le proble`me est re´solu pour chaque N-uplet (t1, t2, · · · , tN−1, tN), avec
(t2, · · · , tN−1) ∈ (Θ2, · · · ,ΘN−1). Chaque Θi est l’ensemble ordonne´ de valeurs candidates
de la date ti.
La contrainte CNS 8 de Carter est traite´e d’une manie`re similaire. L’ine´galite´ ||λv(t)|| ≤ 1
est teste´e sur un ensemble de points e´quidistants tj issus de la discre´tisation de l’intervalle
[t1, tf ]. Le nombre de points de controˆle, ensemble des instants t ou` le primer vector est
e´value´, est choisi en fonction de la pre´cision envisage´e et des contraintes pratiques (temps
de calcul). A cause de la nature de la fonction ||λv(t)|| lie´e a` la matrice de transition
(combinaison de fonctions sinuso¨ıdales), un nombre re´duit de points de controˆle est ge´ne´-
ralement suffisant (typiquement 50 points par pe´riode orbitale).
Pour un nombre d’impulsions N donne´, une grille des dates de pt points est construite :
Θ =
{
(tj1 = t1, t
j
2, · · · , tjN−1, tjN = tN ), tj1 < tj2 < · · · < tjN−1 < tjN , j = 1, · · · , pt
}
(II.6.122)
Le nombre de points de la grille pt de´pend de la pre´cision recherche´e sur les valeurs des
dates inte´rieures. De la meˆme manie`re, un vecteur Tλ de pλ points de controˆle de la norme
du primer vector est ge´ne´re´ :
Tλ =
[
t1λ = t1, t
2
λ, · · · , tpλ−1λ , tpλλ = tN
]
(II.6.123)
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Pour chaque point j = 1, · · · , pt de la grille Θ, le proble`me d’optimisation suivant est
re´solu :
min
λj ,∆vji
−utfλj
sous
N∑
i=1
R(tji )R
t(tji )λ∆v
j
i = −uf
λj
t
R(tji )R(t
j
i )
tλj = 1, ∀ i = 1, · · · , N
λj
t dR(t
j
i )
dt
R(tji )
tλj = 0, ∀ i = 2, · · · , N − 1
∆vji ≥ 0, ∀ i = 1, · · · , N
λj
t
R(tkλ)R(t
k
λ)
tλj ≤ 1, ∀ k = 1, · · · , pλ
(II.6.124)
La solution optimale
[
∆vj
∗
1 , · · · ,∆vj
∗
N , λ
j∗, tj
∗
2 , · · · , tj
∗
N−1
]
est choisie parmi les solutions
obtenues en minimisant la consommation :
j∗ = argmin
j
−utfλj (II.6.125)
Les directions des pousse´es sont de´duites a` l’aide des e´quations de Carter :
β∗(tj
∗
i ) = −R(tj
∗
i )
tλj
∗
(II.6.126)
Le proble`me (II.6.124) est typiquement un proble`me d’optimisation polynomiale non
convexe. La re´solution de cette classe de proble`mes peut s’ope´rer a` l’aide des relaxa-
tions convexes SDP. Dans le paragraphe suivant, une pre´sentation de ces me´thodes est
donne´e.
6.3.2.2 Optimisation polynomiale et relaxations convexes
La forme ge´ne´rique d’un proble`me d’optimisation polynomiale non convexe peut eˆtre
donne´e par :
P : g⋆ = min g0(x)
sous gi(x) ≥ 0, i = 1, . . . , l (II.6.127)
ou` gi(x) ∈ R[x1, · · · , xn] : Rn →R. Cette classe de proble`mes d’optimisation, si elle est
aborde´e dans sa ge´ne´ralite´, est re´pute´e appartenir a` la classe des proble`mes NP-difficiles.
Ainsi, les proble`mes 0-1 ou les proble`mes quadratiques non convexes sont des exemples
particuliers de (II.6.127) [74], [75], [38].
Dans la suite, l’ensemble re´alisable de (II.6.127) est note´ :
K = {x ∈ Rn | gi ≥ 0, i = 1, . . . , m} (II.6.128)
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Calculer l’optimum global du proble`me P revient a` chercher g∗ tel que g0(x)− g⋆ ≥ 0 est
un polynoˆme globalement positif (non-ne´gatif) sur l’ensemble re´alisable K. De´finissons le
coˆne convexe de RD, des polynoˆmes semide´finis positifs (PSD) de degre´ ≤ d :
Pdn = {p ∈ R[x1, · · · , xn] | p(x) ≥ 0 ∀ x ∈ Rn} D =
(
n + d
d
)
(II.6.129)
D e´tant le nombre de combinaisons de d parmi n+ d.
Associe´ a` cet ensemble, le coˆne convexe de RD des polynoˆmes somme de carre´s (SOS) de
degre´ ≤ d est de´fini par :
Sdn =
{
p ∈ R[x1, · · · , xn] | p(x) =
r∑
i=1
qi(x)
2
}
(II.6.130)
La particularite´ d’un tel ensemble est que chacun de ses e´le´ments peut eˆtre caracte´rise´
par une formulation par ine´galite´s matricielles line´aires (LMI). En effet,
p(x) =
∑
α
pαx
α ∈ Sdn ⇔ ∃ X : p(x) = ztXz X  0 (II.6.131)
ou` z est un vecteur des monoˆmes de degre´ ≤ d. Pour une matrice X re´alisable, sa facto-
risation de Cholesky permet d’e´crire :
X = QtQ Qt =
[
q1, · · · , qr
]
(II.6.132)
et
p(x) = ztQtQz = ‖Qz‖2 =
r∑
i=1
(qtiz)
2
=
r∑
i=1
q2i (x)
(II.6.133)
ou` le nombre de carre´s dans l’expression pre´ce´dente est r = rang(X). En comparant
les coefficients, monoˆme par monoˆme, de l’expression p(x) = ztXz =
∑
α pαx
α ≥ 0, on
obtient les LMI suivantes :
traceHαX = pα ∀ α
X  0 (II.6.134)
ou` Hα est une matrice de Hankel.
En utilisant le fait que tester si un polynoˆme appartient a` Sdn revient a` re´soudre un
proble`me convexe de programmation convexe et le fait que Sdn ⊂ Pdn, il est possible de
de´finir une borne infe´rieure au proble`me d’optimisation polynomiale (II.6.127). En effet,
le dernier e´le´ment se traduit par :
∃ qi(x) ∈ Sdn : p(x) = g0(x)− g∗ = q0(x) +
m∑
i=1
gi(x)qi(x)⇒ g0(x)− g∗ ≥ 0 ∀ x ∈ K
(II.6.135)
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alors que le premier permet d’affirmer que trouver les multiplieurs qi(x) ∈ Sdn dans l’ex-
pression (II.6.135) pour deg(qi(x)) fixe´ est un proble`me de programmation semide´finie
positive. Ainsi, pour deg(p(x)) = 2k, la relaxation convexe LMI d’ordre k e´tablissant que
p(x) = g0(x)− g∗ ∈ Sdn, ∀ x ∈ K est donne´e par :
p⋆k = max
X
∑
α
traceA0X +
∑
i
trace Agi0 Xi
sous trace AαX +
∑
i
traceAgiαXi = (g0)α ∀ α 6= 0
(II.6.136)
ou` les matrices A sont issues de la formulation LMI des contraintes quadratiques [38].
Il est a` noter que le proble`me dual au sens de la programmation semide´finie positive s’e´crit
comme :
d⋆k = min
y
∑
α
(g0)αyα
sous Mk(y) =
∑
α
Aαyα  0
Mk−di(giy) =
∑
α
Agiα yα  0 ∀ i
(II.6.137)
ou` y0 = 1, di = deg(gi(x))/2 et Mk(y) est la matrice des moments. Mk−di(giy) sont
appele´es les matrices de localisation. Le proble`me d’optimisation SDP (II.6.137) est en
fait la relaxation SDP du proble`me des moments de´fini par :
p⋆ = min
µ
∫
g0dµ
sous µ(K) = 1
µ(Kc) = 0
(II.6.138)
ou` le minimum doit eˆtre calcule´ sur l’ensemble des mesures de probabilite´s de´finies sur
l’ensemble re´alisable K. La fonction couˆt de (II.6.138) est une combinaison line´aire finie
des moments de la mesure de probabilite´s µ [38] :
yα =
∫
xα11 · · ·xαnn dµ (II.6.139)
Sous certaines hypothe`ses pre´cise´es dans le re´sultat suivant, il a e´te´ montre´ dans [50]
qu’il est ainsi possible de construire une hie´rarchie de relaxations convexes monotone et
convergeant asymptotiquement vers l’optimum global du proble`me (II.6.127).
The´ore`me 6.3.1 ([50]) Si P est compact (un polytope par exemple) et s’il existe u(x) ∈
R[x1, · · · , xn] tels que :
1− {u(x) ≥ 0} est compact
2− u(x) = u0(x) +
m∑
i=1
gi(x)ui(x) ∀ x ∈ Rn
ou` ui(x) ∈ S ln, i = 0, · · · , m,
p⋆k = d
⋆
k ≤ g⋆ (II.6.140)
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avec une garantie de convergence asymptotique :
lim
k→∞
p⋆k = g
⋆ (II.6.141)
En pratique, la convergence est ge´ne´ralement rapide. p⋆k est, en ge´ne´ral, tre`s proche de g
⋆
pour un ordre de relaxation k faible.
6.3.2.3 Conside´rations pratiques pour l’implantation
La mise en œuvre de l’optimisation polynomiale est re´alise´e sous MATLAB c© a` l’aide
du logiciel libre GLOPTIPOLY de´veloppe´ au LAAS [38]. Ce logiciel requiert les biblio-
the`ques YALMIP [55] et SEDUMI [78]. Les solutions obtenues par GLOPTIPOLY sont
certifie´es globalement optimales, si elles existent.
Certaines difficulte´s peuvent survenir lors de l’implantation nume´rique a` l’aide de GLOP-
TIPOLY. Le proble`me (II.6.124) est caracte´rise´ par un grand nombre de contraintes d’e´ga-
lite´. Ces contraintes diminuent la taille de l’ensemble re´alisable, et peuvent causer l’arreˆt
pre´mature´ du processus d’optimisation. La solution pre´conise´e est la relaxation d’une,
voire plusieurs des contraintes d’e´galite´. Pour ce faire, on introduit un parame`tre ǫ > 0.
La contrainte issue de la CNS 3 de Carter, a` titre d’exemple, est relaxe´e comme :
− ǫ ≤ λtdR(t)
dt
|t=tiR(ti)tλ ≤ ǫ (II.6.142)
ou` ǫ est un petit nombre qui repre´sente la tole´rance sur les contraintes d’e´galite´.
Une autre difficulte´ est due au conditionnement des matrices R(ti)R(ti)
t,
dR(ti)
dt
R(ti)
t
ainsi que la grande disparite´ entre les valeurs nume´riques des conditions initiales en posi-
tion et vitesse relatives et les conditions finales. Pour reme´dier a` cela, une mise a` l’e´chelle
est ope´re´e sur les variables λ et ∆vi. Une factorisation a` l’aide de la de´composition de
Schur peut eˆtre utilise´e. Cependant, en pratique, les entre´es de la matrice de factorisation
obtenue peuvent eˆtre disproportionne´es et causer des proble`mes nume´riques lors de l’im-
plantation. Une strate´gie diffe´rente de mise a` l’e´chelle est utilise´e. D’abord, des matrices
interme´diaires STi sont calcule´es pour chaque impulsion i telles que les e´le´ments diagonaux
de la matrice QSi = STiR(ti)R
t(ti)STi soient infe´rieurs ou e´gaux a` 1. On construit ensuite
la matrice diagonale de mise a` l’e´chelle S a` l’aide de la relation :
S(j, j) = min
i=1,··· ,N
STi(j, j), j = 1, · · · , dim(φ(t)) (II.6.143)
L’inconve´nient des approches par grille est le choix de la densite´ des points. Cette densite´
affecte la pre´cision du re´sultat a` travers la re´solution de la grille temporelle dans le cas du
rendez-vous. Une grande densite´ garantie une bonne pre´cision mais engendre un grand couˆt
en temps de calcul. Ainsi, on peut imaginer une grille dynamique dont la pre´cision e´volue
afin d’approcher au mieux les valeurs optimales des dates d’impulsion. L’ame´lioration
de la pre´cision est obtenue notamment par diminution de la tole´rance ǫ utilise´e pour la
relaxation de la contrainte CNS 3.
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6.3.2.4 Pre´sentation de l’algorithme RDV-IND1
Dans ce paragraphe, les e´tapes de l’algorithme RDV-IND1 tel qu’il a e´te´ implante´
sous MATLAB c© sont de´crites. Toutes les conside´rations pratiques cite´es plus haut sont
prises en compte. Le mouvement relatif est conside´re´ a` l’aide du mode`le de Tschauner-
Hempel [80] et de la matrice de transition de Yamanaka-Ankersen [84].
Entre´es :
– t1 et tN respectivement : les instants du de´but et de la fin du rendez-vous ;
– X1 et Xf : les conditions initiales et finales en position et vitesse relatives dans la
base locale LVLH ;
– Xoe(t1) = [a, e, ν1] : certains parame`tres orbitaux de la cible a` t1 ;
– N : le nombre d’impulsions ;
– Rd : la re´solution de´sire´e ;
– ǫ : la tole´rance sur la contrainte CNS 3 ;
– pλ : le nombre de points de controˆle du primer vector pour la CNS 8 ;
– pt : le nombre de points de la grille temporelle pour chaque impulsion.
Etapes :
1. Initialiser t1i ← t1 et tNi ← tN , ∀i = 2, · · · , N − 1.
2. Ge´ne´rer le vecteur de pλ points e´quidistants Tλ tel que :
Tλ(1) = t1 , Tλ(pλ) = tN
3. Construction de la grille :
(a) Ge´ne´rer les vecteurs de pt points e´quidistants Ti tels que :
Ti(1) = t
1
i , Ti(pt) = t
N
i
pour i = 2, · · · , N − 1.
(b) Calculer la re´solution actuelle Ra :
Ra = T2(3)− T2(2)
(c) Construire l’ensemble des combinaisons ordonne´es :
Θ = {(t1, t2, · · · , tN−1, tN)}
telles que ti ∈ Ti, ∀i = 2, · · · , N − 1 et ti < ti+1, ∀i = 1, · · · , N
(d) Calculer M : le nombre de combinaisons (e´le´ments de Θ)
4. Calculer la matrice de mise a` l’e´chelle S (voir paragraphe pre´ce´dents).
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5. Pour j = 1, · · · ,M re´soudre :
min
λj ,∆vji
−utfSλj
sous
N∑
i=1
R(tji )R
t(tji )Sλ∆v
j
i = −uf
λj
t
SR(tji )R(t
j
i )
tSλj = 1, ∀ i = 1, · · · , N
−ǫ ≤ λjtSdR(t
j
i )
dt
R(tji )
tSλj ≤ ǫ, ∀ i = 2, · · · , N − 1
∆vji ≥ 0, ∀ i = 1, · · · , N
λj
t
SR(tkλ)R(t
k
λ)
tSλj ≤ 1, ∀ tλ ∈ Tλ
(II.6.144)
6. Si aucune solution n’est obtenue alors ǫ← ǫ+ ǫ
2
, aller a` l’e´tape 5.
7. Identifier la meilleure solution obtenue
[
∆vj
∗
1 , · · · ,∆vj
∗
N , λ
j∗, tj
∗
2 , · · · , tj
∗
N−1
]
en mini-
misant la consommation :
j∗ = argmin
j
−utfSλj
8. Les directions de pousse´es sont de´duites a` l’aide des e´quations de Carter :
β∗(tj
∗
i ) = −R(tj
∗
i )
tSλj
∗
9. Si Ra > Rd alors ǫ ← ǫ
2
, t1i ← tj
∗
i −
tj
∗
i
2
et tNi ← tj
∗
i +
tj
∗
i
2
pour i = 1, · · · , N − 1,
aller a` l’e´tape 3.
10. Si Ra ≤ Rd alors arreˆter le programme
Sorties :
– Les dates d’impulsions :, t1, t
j∗
2 , · · · , tj
∗
N−1, tN
– Les amplitudes des impulsions : ∆vj
∗
1 , · · · ,∆vj
∗
N
– Les directions des impulsions : β∗(tj
∗
1 ), · · · , β∗(tj
∗
N ).
Une description des principales e´tapes de l’algorithme RDV-IND1 est donne´e sur la
figure 6.16.
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Initialiser les parame`tres
de la grille
Construire la grille
des dates d’impulsions
Re´soudre le proble`me
d’optimisation (II.6.144)
en chaque point de la grille
Des solutions ?
Oui
Oui
Non
Non
Augmenter la tole´rance
Choisir la solution
la moins couˆteuse
Re´solution
atteinte ?
Diminuer la tole´rance
et affiner la grille
FIN
Fig. 6.16 – Principales e´tapes de l’algorithme RDV-IND1
174 6. Optimisation des trajectoires de RdV par les me´thodes indirectes
6.3.3 Approche par re´duction ite´rative du couˆt
6.3.3.1 Utilisation ite´rative du calcul de variations
Nous avons vu au paragraphe 6.2.3 que les travaux de Lion & Handelsman [54] per-
mettent de de´terminer des situations ou` l’ame´lioration du couˆt est possible a` travers l’ad-
dition ou le de´placement d’une impulsion. Nous exploitons cette proprie´te´ pour synthe´tiser
une proce´dure ite´rative d’ame´lioration progressive du couˆt. Le nombre d’impulsions varie
en fonction des additions ou de´placements effectue´s. Les dates d’impulsion sont optimise´es
a` l’aide des tests de´finis par Lion & Handelsman et portant sur la norme du primer vector.
C’est d’ailleurs a` l’aide de ces tests que l’optimisation des dates, du nombre de pousse´es
et la ve´rification de la CNS 8 de Carter sont traite´es en paralle`le. A chaque ite´ration, un
proble`me a` dates et nombre fixe´s d’impulsions est re´solu. La trajectoire de la norme du
primer vector est ensuite propage´e sur [t1, tf ]. Les diffe´rents tests sur sa norme sont ope´re´s
et une de´cision est prise concernant l’e´ventuelle addition ou de´placement des impulsions
en pre´paration des ite´rations suivantes.
Le processus s’arreˆte lorsque la norme de λv ne de´passe pas 1 dans l’intervalle [t1, tf ].
Si l’on s’inte´resse aux re´sultats de Lion & Handelsman [53] d’un cote´ et aux conditions
ne´cessaires et suffisantes de Carter [20] d’un autre cote´, on peut remarquer une certaine
comple´mentarite´ entre les deux approches :
– l’application du calcul des variations sur la trajectoire du primer vector permet
de de´terminer avec simplicite´ des modifications a` apporter aux dates et nombre
d’impulsion afin de diminuer la consommation. Cependant, le calcul des nouvelles
impulsions, en plus d’eˆtre complexe, ne garantit pas la continuite´ de la de´rive´e du
primer vector. Ceci est en contradiction avec les conditions ne´cessaires d’optimalite´
de Lawden [51] ;
– les conditions de Carter sont non line´aires, voire implicites en dates et en nombre
d’impulsions. D’autre part, si l’on fixe les dates a priori, le calcul des impulsions et
de la trajectoire du primer vector correspondante revient a` re´soudre des e´quations
polynomiales. De plus, le proble`me des trajectoires non lisses du primer vector ne
se pose pas.
A partir de ce constat, nous proposons une approche mixte qui tire profit des deux ap-
proches pre´ce´dentes. Le calcul des dates et du nombre d’impulsions sera assure´ par une
proce´dure base´e sur le calcul des variations. Les conditions de Carter permettent de de´-
terminer les impulsions correspondantes.
Pour une configuration a` N impulsions, la prise en compte de toutes les CNS de Carter
est un proble`me difficile a` cause des raisons cite´es pre´ce´demment. Cependant, si les dates
sont fixe´es, on peut e´crire un syste`mes d’e´quations polynomiales en λ et ∆vi :
λtR(ti)R(ti)
tλ = 1 ∀ i = 1, · · · , N (II.6.145)
λt
dR(t)
dt
|t=tiR(ti)tλ = 0 ∀ i = 2, · · · , N − 1 (II.6.146)
N∑
i=1
[
R(ti)R
t(ti)
]
λ∆vi = −uf (II.6.147)
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Pour un proble`me de rendez-vous donne´, avec N impulsions et une matrice de transition
de m×m e´le´ments, le syste`me comprend :
– N e´quations du type (II.6.145) ;
– N − 2 e´quations de la forme (II.6.146) ;
– m e´quations provenant de (II.6.147).
On dispose donc de 2N + m − 2 e´quations pour un nombre de variables de N + m (N
impulsions ∆vi et m composantes de λ). Le syste`me est surde´termine´ et peut poser des
difficulte´s lors de sa re´solution. Ainsi, les e´quations provenant de la CNS 3 (II.6.146) ne
sont pas prises en compte ici. La CNS 3 est indirectement re´alise´e si l’on impose la CNS 8
(portant sur la norme du primer vector sur toute la dure´e du rendez-vous). L’optimalite´
des solutions que l’on obtient n’est donc pas affecte´e en principe par cette relaxation.
Dans le syste`me d’e´quations pre´ce´dent, nous imposons donc les conditions CNS 1, CNS 2
(e´quivalentes) :
CNS 1 : ∆vi = 0 ou β(ti) = −Rt(ti)λ, ∀ i = 1, · · · , N
CNS 2 : ∆vi = 0 ou λ
tR(ti)R(ti)
tλ = 1 ∀ i = 1, · · · , N
CNS 4 et CNS 6 (qui peut eˆtre de´duite de CNS 4) :
CNS 4 :
N∑
i=1
[
R(ti)R
t(ti)
]
λ∆vi = −uf
CNS 6 :
N∑
i=1
∆vi = −utfλ > 0
La re´solution de ce syste`me carre´ d’e´quations polynomiales donne plusieurs solutions,
dont nous gardons celles telles que ∆vi ≥ 0 pour re´aliser la CNS 5 :
CNS 5 : ∆vi ≥ 0, ∀ i = 1, · · · , N
et parmi les solutions positives, la solution a` consommation optimale est retenue :
CNS 7 −utfλ est un minimum sur l’ensemble {λ ∈ R : CN1− CN6 sont valides}.
Les conditions restantes sont impose´es a` travers l’utilisation des re´sultats de Lion & Han-
delsman. L’algorithme synthe´tise´ doit re´aliser a` la convergence, les CNS 3 et 8, a` travers
des de´placements et additions d’impulsions en fonction de la norme du primer vector. Les
crite`res pre´sente´s dans la section 6.2.3 peuvent eˆtre ge´ne´ralise´s aux cas multi-impulsions.
En effet, chaque trajectoire comportant plusieurs impulsions peut eˆtre de´compose´e en une
suite d’arcs de´limite´s par deux impulsions. Des cas typiques de re´duction de consommation
sont de´crits dans la suite.
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|λv|
tt0 ti ti+1 tftm
1
Fig. 6.17 – Addition ou de´placement d’impulsion pour l’ame´lioration du couˆt
Si l’on conside`re la trajectoire repre´sente´e sur la figure 6.17, le couˆt total du transfert
peut eˆtre ame´liore´ en conside´rant l’arc [ti, ti+1], de diverses manie`res :
– ajouter une nouvelle impulsion a` tm ;
– ajouter un arc balistique initial en de´plac¸ant ti vers tm, si
d|λ|
dt
(ti+1) > 0 ;
– ajouter un arc balistique final en de´plac¸ant ti+1 vers tm, si
d|λ|
dt
(ti+1) < 0 ;
– remplacer ti et ti+1 par tm, si
d|λ|
dt
(ti) > 0 et
d|λ|
dt
(ti+1) < 0. Ceci est e´quivalent a`
ajouter des arcs balistiques (initial + final) sur [ti, ti+1] et une impulsion a` tm.
Pour chaque cas, le couˆt peut eˆtre re´duit par une addition ou un de´placement d’impulsion.
Le choix est motive´ e´galement par les hypothe`ses suivantes :
– le nombre maximal d’impulsions est e´gal a` la borne fixe´e par Neustadt dans [59] ;
– les impulsions initiales et finales a` t0 et tf ne peuvent eˆtre de´place´es.
Compte tenu de ces hypothe`ses, la re´duction de la consommation pour chaque ite´ration
de l’algorithme est accomplie lorsque la norme du primer vector de´passe 1 a` tm par les
moyens suivants :
– ajouter une impulsion a` tm, si le nombre d’impulsions ne de´passe pas la borne
supe´rieure ;
– de´placer les impulsions, si l’addition n’est pas autorise´e. Le de´placement se base sur
les hypothe`ses pre´sente´es dans la section 6.2.3.
A chaque ite´ration de l’algorithme, un syste`me polynomiale d’e´quations du deuxie`me degre´
sur λ et ∆vi est re´solu. Parmi les techniques se preˆtant a` la re´solution de cette classe de
proble`mes on peut citer les bases de Gro¨bner (voir [27], [28], [76]) et la continuation-
homotopie dont une pre´sentation tre`s comple`te est accessible dans les re´fe´rences [76] et
[82] pour le cas particulier du logiciel PHCpack que nous avons inte´gre´ a` notre algorithme.
6.3.3.2 Pre´sentation de l’algorithme RDV-IND2
L’algorithme RDV-IND2 est pre´sente´ ici, e´tape par e´tape, avec tous les aspects lie´s
a` l’implantation pratique qui a e´te´ re´alise´e sous MATLAB c©.
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Entre´es :
– t1 et tN : les instants du de´but et de la fin du rendez-vous, respectivement ;
– X1 = [r1, v1] et Xf = [rf , vf ] : les conditions initiales et finales en position et vitesse
relative dans la base locale LVLH ;
– Xoe(t1) = [a, e, ν1] : certains parame`tres orbitaux de la cible a` t1 ;
Etapes d’initialisation :
a- Re´soudre un proble`me a` deux impulsions par la me´thode analytique de´crite dans la
section 5.2 :[
rf
vf
]
=
[
φ11(tN , t1) φ12(tN , t1)
φ21(tN , t1) φ22(tN , t1)
] ([
r1
v1
]
+
[
0
∆v1
])
+
[
0
∆vN
]
Les solutions sont donne´es par :
∆v1 = Φ
−1
12 (tN , t1) [rf − Φ11(tN , t1)r1 − Φ12(tN , t1)v1]
∆vN = vf − Φ21(tN , t1)r1 − Φ22(tN , t1)v1 − Φ22(tN , t1)∆v1
Initialiser Timp = {t1, tN}, ou` Timp est l’ensemble discret des dates d’impulsions.
b- Calculer la trajectoire du primer vector correspondant a` l’aide des conditions aux
bouts :
λv(t1) =
∆v1
|∆v1| , λv(tN ) =
∆vN
|∆vN |
L’e´volution du primer vector au cours du temps est donne´e par :
λv(t) = Φ
−1t
21 (t, t1)Φ
t
21(tN , t1)
[
λv(tN)− Φ−1t22 (tN , t1)λv(t1)
]
+ Φ−1t22 (t, t1)λv(t1)
c- Calculer l’amplitude maximale du primer vector sur [t1, tN ] :
λm = max
t∈[t1,tN ]
|λv(t)|
Proce´dure ite´rative :
1. De´finir tm = arg max
t∈[t1,tN ]
λv(t).
2. Trouver ta, tb ∈ Timp tels que ta < tm < tb.
3. Ajouter une impulsion a` tm :
Timp = Timp ∪ {tm}
4. Si le nombre d’impulsions est supe´rieur a` la borne de Neustadt alors modifier Timp
selon les cas suivants :
(a) Si
dλ(ta)
dt
t
λ(ta) > 0 et
dλ(tb)
dt
t
λ(tb) < 0,
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(i) Si ta 6= t0 alors de´placer ta a` tm :
Timp = Timp − {ta}
(ii) Si tb 6= tf alors de´placer tb a` tm :
Timp = Timp − {tb}
(b) Si
dλ(ta)
dt
t
λ(ta) < 0 ou
dλ(tb)
dt
t
λ(tb) > 0,
(i) Si
dλ(ta)
dt
t
λ(ta) > 0 et ta 6= t0 alors de´placer ta a` tm :
Timp = Timp − {ta}
(ii) Si
dλ(tb)
dt
t
λ(tb) < 0 et tb 6= tf alors de´placer tb a` tm :
Timp = Timp − {tb}
5. Re´soudre le syste`me d’e´quations polynomiales sur λ,∆vi :
λtR(ti)R(ti)
tλ = 1 ∀ ti ∈ Timp∑
ti∈Timp
[
R(ti)R
t(ti)
]
λ∆vi = −uf
avec :∆vi ≥ 0
6. Evaluer la nouvelle trajectoire du primer vector :
λv(t) = R
t(t)λ t ∈ [t1, tN ]
7. Calculer l’amplitude maximale du primer vector sur [t1, tN ] :
λm = max
t∈[t1,tN ]
|λv(t)|
Re´pe´ter la proce´dure ite´rative jusqu’a` ce que λm ≤ 1
L’algorithme est repre´sente´ sur la figure 6.18.
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Proble`me a` 2 impulsions : ∆v1,∆vN
Propager le primer vector : λv(t)
De´finir Timp = {t1, tN}
Maximum du primer vector : λm
Maximum du primer vector : λm
De´terminer tm
De´terminer tm
Etapes d’initialisation
λm > 1 ?
OuiOui
OuiOui
Oui
Oui
Oui
NonNon
Non
NonNon
Non
Non
Trouver ta, tb ∈ Timp tels que ta < tm < tb
Evaluer le primer vector λv(t) = R
t(t)λ
Re´soudre les e´quations de Carter pour Timp
Proce´dure ite´rative
Mise a` jour de Timp
De´termination de λv(t),∆vi
Timp = Timp ∪ {tm}
Ajouter impulsion a` tm
FIN
ta 6= t0?
ta 6= t0?
tb 6= tf?
tb 6= tf?
De´placer ta a` tm
De´placer ta a` tm
Timp = Timp − {ta}
Timp = Timp − {ta}
De´placer tb a` tm
De´placer tb a` tm
Timp = Timp − {tb}
Timp = Timp − {tb}
dλ(ta)
dt
t
λ(ta) > 0 ?
dλ(ta)
dt
t
λ(ta) > 0 ?
dλ(tb)
dt
t
λ(tb) < 0 ?
dλ(tb)
dt
t
λ(tb) < 0 ?
dim{Timp} > Nmax ?
Fig. 6.18 – L’algorithme RDV-IND2
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6.4 Conclusions
Dans ce chapitre, nous avons pre´sente´ les techniques de re´solution indirecte du pro-
ble`me de rendez-vous. La the´orie de Pontryagin applique´e a` ce proble`me particulier de
commande optimale a permis d’introduire la notion de primer vector. La the´orie du primer
vector, base´e sur l’utilisation de la trajectoire du vecteur d’e´tat adjoint permet de formu-
ler des conditions ne´cessaires et suffisantes d’optimalite´. Les difficulte´s rencontre´es lors de
l’exploitation de ces conditions, lie´es notamment a` l’optimisation des dates et du nombre
de pousse´es ont e´te´ surmonte´es par deux approches. Deux algorithmes de guidage optimal
ont e´te´ de´veloppe´s a` partir de ces approches. La structure des algorithmes ainsi que les dif-
fe´rents aspects pratiques lie´s a` l’implantation ont e´te´ de´taille´s. L’algorithme RVD-IND1
utilise une approche par grille et l’optimisation polynomiale par relaxations convexes.
L’optimalite´ des re´sultats est certifie´e a` l’aide du logiciel Gloptipoly. L’algorithme RVD-
IND2 offre la possibilite´ d’optimiser les dates a` l’aide d’une me´thode ite´rative base´e sur la
relation (e´tablie a` l’aide du calcul des variations) entre la consommation et la trajectoire
du primer vector. L’efficacite´ de cette approche permet de re´duire le nombre d’ite´rations
en limitant l’espace de recherche des dates d’impulsions. L’optimalite´ peut eˆtre certifie´
a posteriori a` l’aide de l’algorithme RVD-IND1. Ceci confe`re un caracte`re comple´men-
taire aux deux algorithmes. Une solution comple`te au proble`me du rendez-vous peut eˆtre
obtenue en utilisant les deux algorithmes :
a le proble`me de rendez-vous est re´solu par l’algorithme RVD-IND2. La solution
obtenue est a` N∗ impulsions ;
b l’optimalite´ de la solution est certifie´e a` l’aide de l’algorithme RVD-IND1 ;
c l’algorithme RVD-IND1 est ensuite exe´cute´ pour les configurations a` N impul-
sions, ou` N ∈ [Nmin, Nmax], N 6= N∗ afin de certifier la non re´alisabilite´ par la non
existence de solutions.
Dans le chapitre suivant, une autre classe de me´thodes de re´solution est pre´sente´e. Un
algorithme fonde´ sur les me´thodes directes est ainsi propose´. Le dernier chapitre de cette
partie est consacre´ a` la validation et la comparaison des diffe´rents algorithmes propose´s.
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Chapitre 7
Optimisation des trajectoires de
RdV par les me´thodes directes
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7.1 Introduction
Le proble`me de rendez-vous a` consommation minimale peut eˆtre approche´ par la classe
des me´thodes directes de re´solution des proble`mes de commande optimale. Les me´thodes
directes consistent a` transformer le proble`me de commande optimale en un proble`me de
programmation mathe´matique. Ces me´thodes diffe`rent fondamentalement des techniques
indirectes par le fait que l’optimisation de la solution est assure´e par une routine de
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programmation line´aire ou non line´aire. Les me´thodes directes les plus communes [39]
ne´cessitent de parame´trer le comportement des variables d’e´tat et/ou de discre´tiser les
contraintes notamment celles de la dynamique. Elles se caracte´risent par l’obtention d’un
proble`me en dimension finie. Les me´thodes directes sont des techniques d’optimisation
en dimension finie a` l’inverse des techniques indirectes. La re´solution par les me´thodes
directes ne fait pas intervenir des variables adjointes mais fait plutoˆt appel a` des me´thodes
ite´ratives de programmation line´aire ou non line´aire. Les me´thodes directes sont moins
complexes analytiquement et leur implantation est plus simple. Un nombre de contraintes
dynamiques et statiques plus e´leve´ peut eˆtre conside´re´ sans une grande incidence sur la
complexite´ et le temps de calcul. La prise en compte d’e´le´ments de robustesse vis-a`-vis
d’incertitudes de navigation peut eˆtre notamment conside´re´e. L’optimalite´ des me´thodes
directes, quand elle peut eˆtre certifie´e, ne concerne que la classe de la parame´trisation et la
discre´tisation choisies pour obtenir le proble`me de programmation. L’optimum obtenu ne
repre´sente, en ge´ne´ral, qu’une borne supe´rieure de l’optimum global. L’un des avantages
de ces me´thodes directes est qu’elles se basent sur des outils dont on sait que la complexite´
the´orique est au pire polynomiale en fonction des dimensions du proble`me e´tudie´.
Cette bre`ve comparaison permet de saisir la diffe´rence majeure entre les deux classes
de techniques d’optimisation. Les objectifs escompte´s ne sont pas les meˆmes, bien que les
me´thodes s’adressent a` des proble`mes de structures similaires. Les me´thodes indirectes
permettent de certifier l’optimalite´ globale des re´sultats obtenus, a` l’aide de puissants ou-
tils mathe´matiques. Les techniques directes, quant a` elles, visent a` obtenir des algorithmes
de re´solution embarquables et robustes. Le choix de l’une des techniques pour la synthe`se
d’algorithmes est motive´ par l’application envisage´e.
Les me´thodes directes sont ge´ne´ralement structure´es en deux phases principales :
1. parame´trisation de certaines variables du syste`me, qui sont choisies comme variables
d’optimisation ;
2. discre´tisation de l’horizon temporel, en un nombre fini de points ou` les contraintes
dynamiques et statiques du proble`me d’optimisation sont ve´rifie´es.
A la suite de ces deux e´tapes, l’optimisation est ope´re´e a` l’aide de routines de program-
mation line´aire ou non line´aire parame´trique. Ces routines assurent la minimisation de la
fonction de couˆt, tout en ve´rifiant les conditions et contraintes aux points de discre´tisation
et en assurant la bonne inte´gration de la dynamique, si le proble`me est pose´ sous forme
diffe´rentielle. La parame´trisation des variables du syste`me peut affecter les variables de
commande mais e´galement celles de l’e´tat. Ceci donne lieu a` deux cas de figures identifie´es
par Betts dans [11] comme e´tant les deux grandes familles de me´thodes directes.
Les me´thodes de transcription sont employe´es lorsque les variables d’e´tat et de com-
mande sont parame´tre´es comme variables d’optimisation [5, 4]. C’est notamment le cas
lorsque la dynamique est non line´aire et est donne´e sous forme diffe´rentielle [62]. Il s’agit
de poser une repre´sentation polynomiale par morceaux du syste`me et d’identifier ses pa-
rame`tres en ve´rifiant les conditions de collocation [36]. La dynamique est inte´gre´e, suivant
le type de repre´sentation polynomiale choisie, selon un sche´ma de Runge-Kutta ou a` l’aide
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des me´thodes spectrales [34, 33]. La fonction de couˆt est ensuite minimise´e tout en ve´-
rifiant les contraintes aux points de discre´tisation. Ces me´thodes ne seront pas utilise´es
dans le contexte du rendez-vous impulsionnel a` dynamique line´aire. En effet, la transcrip-
tion permet de re´soudre le proble`me de la contrainte dynamique diffe´rentielle. Cependant,
dans le cadre du rendez-vous line´aire que nous conside´rons dans cette the`se, des solutions
analytiques peuvent eˆtre fournies a` travers le calcul des matrices de transition directe.
Ceci rend l’utilisation des me´thodes de transcription peu avantageuse.
Les me´thodes de tirs sont caracte´rise´es par une parame´trisation n’affectant que les
variables de commande [39, 46, 14]. La trajectoire du syste`me est inte´gre´e analytiquement
ou nume´riquement. Cette famille de me´thodes est largement utilise´e dans les proble`mes
a` dynamique line´aire. Ces techniques sont largement utilise´es dans le domaine spatial. Le
programme POST de´veloppe´ pour simuler des trajectoires de lanceurs lourds est base´ sur
une optimisation par me´thode de tirs [16]. Les trajectoires de transfert orbital ont e´te´
e´tudie´e par Betts dans [12] (pousse´es impulsionnelles) et Brusch [17] (faible pousse´es).
Les me´thodes directes de re´solution de proble`mes de commande optimale ne pre´tendent
pas a` l’obtention de solutions optimales mais plutoˆt a` une approximation de celle-ci. Cette
approximation est certifie´e optimale seulement pour la forme parame´tre´e et discre´tise´e du
proble`me traite´. Il est montre´ dans [11] que la solution obtenue est d’autant plus proche
de la solution optimale que le nombre de variables du proble`me augmente. Ceci peut eˆtre
obtenu par une discre´tisation plus fine du proble`me de commande optimale. La raison
principale e´voque´e dans [11] est que la reformulation en proble`me de programmation
line´aire n’est qu’une manie`re d’approcher les conditions d’optimalite´ en dimension infinie.
Pour diffe´rentes raisons, lie´es principalement a` des contraintes technologiques, les pa-
rame`tres du proble`me de rendez-vous peuvent pre´senter des incertitudes. Parmi les incer-
titudes les plus courantes on peut citer notamment :
– les erreurs de navigation qui se manifestent sous forme d’incertitudes sur la position
et la vitesse relative initiales ;
– les erreurs d’application des manœuvres qui affectent les dates, les directions et les
amplitudes des impulsions ;
– les erreurs de mode´lisation qui concernent les parame`tres de la matrice de transition
du mouvement relatif.
Si ces incertitudes ne sont pas conside´re´es lors de la synthe`se de l’algorithme de guidage,
aucune garantie sur le bon de´roulement de l’ope´ration du rendez-vous ne peut eˆtre assu-
re´e. La prise en compte des incertitudes est possible lors de d’utilisation des me´thodes
directes a` travers l’exploitation des techniques de programmation robuste. En effet, ces
techniques se preˆtent a` cette classe de proble`mes graˆce a` des approches stochastiques [10]
ou de´terministes [9, 32].
Nous donnons dans la section suivante des notions sur l’optimisation robuste par les me´-
thodes de tirs qui sont utilise´es par la suite dans la synthe`se d’un algorithme de rendez-
vous a` consommation minimale, assurant la robustesse vis-a`-vis d’incertitudes provenant
d’erreurs de navigation.
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7.2 Re´solution du proble`me de RdV par les me´thodes
de tirs
Les me´thodes directes qui sont pre´sente´es dans cette partie repre´sentent une ve´ritable
alternative aux me´thodes indirectes qui sont expose´es dans le chapitre pre´ce´dent. Elles
sont a` la fois simples a` mettre en œuvre et permettent de conside´rer facilement un certain
nombre de contraintes sur la trajectoire dans la re´solution du proble`me de rendez-vous.
En rappelant le cadre de travail pose´ en introduction, le proble`me de rendez-vous est
de´fini par :
J∗(∆vi, β(ti), ti) = min
∆vi,β(ti),ti,N
J∗
sous
X˙(t) = A(t)X(t) +B(t)
N∑
i=1
∆Viδ(t− ti)
Ψ(t1, X(t1), tf , X(tf)) = 0
|∆Vix| ≤ ∆vi , ∀ i = 1, · · · , N
|∆Viy | ≤ ∆vi , ∀ i = 1, · · · , N
|∆Viz | ≤ ∆vi , ∀ i = 1, · · · , N
γ(X(t), u(t), t)  0
(II.7.1)
Le nombre d’impulsions N est conside´re´ connu a priori. Notons que cette formulation est
le´ge`rement diffe´rente que les formulations pre´sente´es pre´ce´demment. Les contraintes sur
l’amplitude des impulsions affectent ici les composantes suivant les trois axes et non pas
l’amplitude totale de l’incre´ment de vitesse. Ceci nous permettera de garder une structure
line´aire du proble`me dans la suite.
En se re´fe´rant aux crite`res de Betts [11], les me´thodes de tirs semblent ici tout par-
ticulie`rement adapte´es. En effet, en premier lieu, le nombre de variables d’optimisation
est limite´ aux variables ∆vi, β(ti) et ti. De plus, une formulation analytique des solutions
a` la contrainte diffe´rentielle peut eˆtre e´crite sous certaines conditions. Un tel re´sultat
est obtenu en remplac¸ant la contrainte diffe´rentielle par une contrainte alge´brique graˆce
a` l’utilisation de la matrice de transition d’e´tat Φ(t, ti). Dans ce cas, les valeurs opti-
males des variables d’optimisation ∆vi, β(ti), ti sont alors obtenues par programmation
non line´aire. Une simplification intervient lorsque les instants {ti} sont fixe´s. Le proble`me
(II.7.2) est alors uniquement parame´tre´ par les variables ∆vi, β(ti) a` travers la variable
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∆Vi = ∆viβ(ti) :
J∗(∆Vi) = min
∆Vi
J∗
sous
X(t) = Φ(t, t1)X(t1) +
N∑
i=1
Φ(t, ti)B(ti)∆Vi
Ψ(t1, X(t1), tf , X(tf)) = 0
|∆Vix| ≤ ∆vi , ∀ i = 1, · · · , N
|∆Viy | ≤ ∆vi , ∀ i = 1, · · · , N
|∆Viz | ≤ ∆vi , ∀ i = 1, · · · , N
γ(X(t), u(t), t)  0
(II.7.2)
La seconde e´tape de cette me´thode de tirs consiste a` transformer le proble`me (II.7.2) de
dimension semi-infinie en proble`me de programmation non line´aire par discre´tisation du
proble`me de satisfaction de contraintes γ(X(t), u(t), t) et changement de variables.
Tout d’abord, le nombre des incre´ments de vitesse ∆vi permet de constituer une premie`re
grille {ti} de discre´tisation du proble`me (II.7.2). Cependant, la grille {ti} e´tant souvent
insuffisante pour assurer la ve´rification des contraintes γ(X(t), u(t), t)  0 sur l’ensemble
de la trajectoire, une seconde grille {τi} doit ainsi eˆtre de´finie telle que :
t1 ≤ τ1 < τ2 < · · · < τNτ ≤ tf (II.7.3)
Le nombre Nτ et la distribution des instants τi sont des degre´s de liberte´ du proble`me,
choisis inde´pendamment de la se´quence {ti}. De´finissons la se´quence T telle que
T = {ti} ∪ {τi} (II.7.4)
= {T1, . . . , TM} (II.7.5)
Dans la suite, nous conside´rons que la matrice d’entre´e est constante B(t) = B.
En notant Tti , les instants d’impulsion dans la se´quence T , le proble`me discre´tise´ de
satisfaction de contraintes prend la forme :
γ(X(Ti), u(Ti), Ti)  0, i = 1, . . . ,M (II.7.6)
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La re´solution du proble`me (II.7.6) ne´cessite la connaissance de X a` chaque instant {Ti} :

X(Tt1)
X(T2)
...
X(Tt2)
X(Tt2+1)
...
X(TtN )
...
X(TN )


=


Φ(Tt1 , t1)
Φ(T2, t1)
...
Φ(Tt2 , t1)
Φ(Tt2+1, t1)
...
Φ(TtN , t1)
...
Φ(TN , t1)


X(t1) (II.7.7)
+


Φ(Tt1 , Tt1)B 0 . . . 0
Φ(T2, Tt1)B 0 . . . 0
...
...
...
Φ(Tt2 , Tt1)B Φ(Tt2 , Tt2)B . . . 0
Φ(Tt2+1, Tt1)B Φ(Tt2+1, Tt2)B . . . 0
...
...
...
Φ(TtN , Tt1)B Φ(TtN , Tt2)B . . . Φ(TtN , TtN )B
...
...
...
Φ(TM , Tt1)Bβ(Tt1) Φ(TM , Tt2)B . . . Φ(TM , TtN )B




β(Tt1)∆v1
β(Tt2)∆v2
...
β(TtN )∆vN


On e´crira de manie`re compacte l’e´quation (II.7.7) sous la forme
X = ΦX(t1) +B∆V (II.7.8)
ou`
X = [X t(T1), . . . , X
t(TM)]
t
et
∆V = [β(Tt1)
t∆v1, . . . , β(TtN )
t∆vN ]
t = [∆V t(Tt1), . . . ,∆V
t(TtN )]
t
En re´-introduisant le proble`me discre´tise´ de satisfaction de contraintes (II.7.6) dans le
proble`me (II.7.2), nous obtenons le sche´ma d’optimisation en fonction de ∆V :
J∗(∆V ) = min
∆V
J∗
sous
X = ΦX(t1) +B∆V
Ψ(t1, X(t1), tf , X(tf)) = 0
|∆Vx(Tti)| ≤ ∆vi , ∀ i = 1, · · · , N
|∆Vy(Tti)| ≤ ∆vi , ∀ i = 1, · · · , N
|∆Vz(Tti)| ≤ ∆vi , ∀ i = 1, · · · , N
γ(X(Tj), u(Tj), Tj)  0, j = 1, . . . ,M
(II.7.9)
7.3. Formulation du proble`me de RdV en programmation line´aire 187
Ce sche´ma d’optimisation est line´aire en ∆V si γ(X, u, t) est une application line´aire.
Dans la litte´rature relative aux me´thodes de tirs pour le rendez-vous, une classification
naturelle des travaux peut se faire suivant la matrice de transition utilise´e. La matrice de
transition choisie refle`te notamment les conditions de mode´lisation orbitales envisage´es
par les auteurs et par conse´quent, elle caracte´rise la porte´e de leurs travaux.
7.3 Formulation du proble`me de RdV en program-
mation line´aire
Dans cette section, un algorithme de re´solution du proble`me de rendez-vous base´ sur
la programmation line´aire est pre´sente´. La de´marche suivie est fonde´e sur les me´thodes
de tirs. Nous proposons, dans un premier temps, de traiter un proble`me sans incertitude
ou` les conditions initiales et finales sont connues et fixes. Ce proble`me s’apparente au
proble`me traite´ dans le chapitre pre´ce´dent par les me´thodes indirectes. Les principales
diffe´rences se situent au niveau du nombre et des dates d’application des impulsions qui
sont fixe´es ici. D’autre part, le crite`re de couˆt retenu est la norme L1 car elle offre la
possibilite´ d’une reformulation du proble`me de minimisation en un proble`me line´aire par
l’introduction de variables interme´diaires.
Les diffe´rents proble`mes que nous traitons dans cette section sont re´e´crits sous la forme
d’un proble`me de programmation line´aire de forme ge´ne´rale :
min
x
Ctx
sous Ax ≤ b (II.7.10)
avec x ∈ Rn la variable a` optimiser et A ∈ Rq×n, b ∈ Rq et Cn les parame`tres du pro-
ble`me. L’implantation MATLAB c© ne´cessite la distinction entre les contraintes e´galite´s
et ine´galite´s. Ainsi la forme ge´ne´rale du proble`me de programmation line´aire (II.7.10) se
pre´cise de la fac¸on suivante :
min
x
Ctx
sous
{
Aegx = beg
Ainx ≤ bin
(II.7.11)
Le proble`me de guidage (II.7.9) peut se re´sumer au proble`me suivant, si l’on conside`re la
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fonction de couˆt J1 pour N impulsions :
J(∆V ) = min
∆V
‖∆V ‖1
sous
X(tf ) = Φ(tf , t1)X(t1) +
N∑
i=1
Φ(tf , ti)B∆V (ti)
−∆vi ≤ ∆Vx(ti) ≤ ∆vi , ∀ i = 1, · · · , N
−∆vi ≤ ∆Vy(ti) ≤ ∆vi , ∀ i = 1, · · · , N
−∆vi ≤ ∆Vz(ti) ≤ ∆vi , ∀ i = 1, · · · , N
(II.7.12)
ou` ∆V est le vecteur de´fini par :
∆V =


∆Vx(t1)
∆Vy(t1)
∆Vz(t1)
...
∆Vx(tn)
∆Vy(tn)
∆Vz(tn)


∈ R3N (II.7.13)
Le proble`me (II.7.12) ne re´pond pas a priori a` cette de´finition notamment a` cause de
la fonction de cout |∆V | qui est une fonction line´aire par morceaux. Il est ramene´ a`
la formulation line´aire classique par l’utilisation d’un vecteur de variables additionnelles
Z ∈ R3N qui ve´rifient :
∆Vi ≤ Zi
−∆Vi ≤ Zi
, ∀ i = 1, · · · , 3N (II.7.14)
On notera ∆Vi le i
eme e´le´ment du vecteur ∆V avec i = 1, · · · , 3N .
Le proble`me (II.7.12) se reformule en fonction de ∆V et Z comme :
J(∆V ) = min
∆V,Z
3N∑
i=1
Zi
sous
X(tf) = Φ(tf , t1)X(t1) +
N∑
i=1
Φ(tf , ti)B∆V (ti)
∆Vi ≤ Zi
−∆Vi ≤ Zi
[Z3i+1, Z3i+2, Z3i+3]
t ≤ ∆vi+1 , ∀ i = 0, · · · , N − 1
(II.7.15)
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Nous allons maintenant construire les matrices A, b et C du proble`me (II.7.10). Tout
d’abord, le vecteur des variables de de´cision est :
Υ = [Zt, ∆V t]
= [Z1, . . . , Z3N ,∆V1, . . . ,∆V3N ]
t (II.7.16)
Dans ce cadre, les contraintes du proble`me pre´ce´dent (II.7.15) peuvent se re´e´crire :
X(tf )− Φ(tf , t1)X(t1) =
[
Φ(tf , t1)B . . . Φ(tf , tN )B
] [
03N I3N
]
Υ[−I3N I3N
−I3N −I3N
]
Υ ≤ 03N×1
[
I3N 03N
]
Υ ≤

∆v1I3...
∆vNI3


(II.7.17)
avec Ik ∈ Rk le vecteur dont tout les e´le´ments sont e´gaux a` 1.
La distinction entre les e´galite´s et les ine´galite´s dans les contraintes me`ne a` l’e´criture des
matrices Aeg, beg, Ain et bin du proble`me (II.7.11) :
Aeg =
[
Φ(tf , t1)B . . . Φ(tf , tN)B
] [
03N I3N
]
(II.7.18)
beg =X(tf)− Φ(tf , t1)X(t1) (II.7.19)
Ain =

−I3N I3N−I3N −I3N
I3N 03N

 (II.7.20)
bin =


03N×1
∆v1I3
...
∆vNI3

 (II.7.21)
Finalement, le proble`me e´quivalent au proble`me de guidage (II.7.15) est le suivant :
min
Υ
CtΥ
sous


[
Φ(tf , t1)B . . . Φ(tf , tN)B
] [
03N I3N
]
Υ = X(tf )− Φ(tf , t1)X(t1)
−I3N I3N−I3N −I3N
I3N 03N

Υ ≤


03N
∆v1I
...
∆vNI


(II.7.22)
avec :
C =
[
I3N
03N
]
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7.4 Guidage robuste aux incertitudes de navigation
7.4.1 Introduction
Les inexactitudes et perturbations que peuvent subir les parame`tres du proble`me de
commande optimale ont comme conse´quences de ge´ne´rer des incertitudes dans les don-
ne´es du proble`me de programmation line´aire. Dans ce cadre, plusieurs techniques de pro-
grammation sont envisageables pour traiter de genre de situations. La programmation
stochastique et la programmation convexe robuste sont les me´thodes les plus couramment
utilise´es dans la litte´rature.
La programmation stochastique [10] permet de conside´rer les cas ou` les incertitudes sont
des variables ale´atoires dont les fonctions de distribution ainsi que les proprie´te´s stochas-
tiques sont connues ou estimables. Les solutions obtenues sont dans ce cas admissibles et
re´alisent les contraintes du proble`me pour la majorite´ des valeurs que peuvent prendre
les incertitudes. Cependant, l’admissibilite´ des solutions n’est pas garantie pour toutes les
re´alisations.
La programmation convexe robuste [9, 32] est destine´e a` des cas ou` seules les bornes sur la
valeur de l’incertitude sont connues. Aucune autre information n’est requise par ces me´-
thodes base´es sur l’analyse pire-cas. Les solutions obtenues sont dans ce cas admissibles
et re´alisent les contraintes pour toutes les re´alisations d’incertitudes.
Dans le cadre du rendez-vous que nous conside´rons dans cette the`se, nous nous inte´res-
sons en particulier aux erreurs de navigation qui peuvent affecter la condition initiale
en position/vitesse relative. Ces erreurs sont de manie`re ge´ne´rale de nature a` favoriser
l’utilisation des techniques de programmation convexe robuste. En effet, seules des bornes
min-max sur les incertitudes sont connues. De plus, les me´thodes convexes robustes me`ne
a` conside´rer a` partir du proble`me nominal de guidage de´ja` pre´sente´, des proble`mes de pro-
grammation convexe ou` l’optimalite´ est certifie´e. Cette de´marche pre´sente des avantages
nume´riques e´galement lors de l’implantation.
7.4.2 Programmation mathe´matique et incertitudes
L’optimisation robuste se base essentiellement sur des programmes mathe´matiques
avec des donne´es incertaines. Il s’agit de programmes a` structure fixe´e dont les donne´es
sont mal connues et peuvent appartenir a` un ensemble.
Soit le proble`me d’optimisation de forme ge´ne´rale donne´ par :
min
x
f0(x)
sous fi(x,∆i(ui)) ≤ 0 i = 1, . . . , m (II.7.23)
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ui ∈ Rk est un vecteur de parame`tres influenc¸ant les donne´es ∆i du proble`me.
Un proble`me incertain est constitue´ d’une collection de programmes de la forme (II.7.23) :
min
x
f0(x)
sous fi(x,∆i(ui)) ≤ 0 ∀∆i ∈ Ui, i = 1, . . . , m (II.7.24)
ou` les Ui ∈ Rk sont les ensembles d’incertitudes conside´re´s clos. On de´finit l’ensemble
U = U1 × U2 × · · · × Um.
L’optimisation robuste repose sur trois hypothe`ses fondamentales [32, 9] :
– les variables d’optimisation x doivent eˆtre de´termine´es par re´solution du proble`me
(II.7.24) avant que les donne´es re´elles du proble`me soient connues ;
– les garanties qui peuvent eˆtre obtenues ne sont valables que si les donne´es sont
inclues dans leurs ensembles Ui respectifs ;
– toutes les contraintes fi(x,∆i(ui)) ≤ 0 doivent eˆtre respecte´es sans exceptions, tant
que ∆i ∈ Ui.
Dans ces conditions, les solutions obtenues sont robustes aux incertitudes sur les donne´es
∆i. Toute solution x ve´rifiant les trois conditions est une solution admissible et robuste.
Son couˆt est calcule´ par le biais de la fonction f0 pour la re´alisation la plus de´favorable
des incertitudes. On qualifie cette technique d’approche pire-cas. Une formulation sous
forme d’un proble`me min-max permet de retrouver la solution optimale robuste pour le
proble`me et l’ensemble des re´alisations des incertitudes :
min
x
max
∆i∈Ui
f0(x)
sous fi(x,∆i(ui)) ≤ 0 ∀∆i ∈ Ui, i = 1, . . . , m (II.7.25)
Cette formulation est appele´e contrepartie robuste du proble`me (II.7.24) (de la notation
anglo-saxonne robust counterpart).
Dans le cadre du rendez-vous, nous nous inte´ressons en particulier aux proble`mes d’opti-
misation line´aire. Soit le proble`me d’optimisation incertain et line´aire de la forme :
min
x
Ct x
sous Ax+ b ≤ 0 (A, b) ∈ U (II.7.26)
La contrepartie robuste du proble`me (II.7.26) s’e´crit a` l’aide de la structure de l’ensemble
U des re´alisations des donne´es du proble`me, a` savoir A et b :
U =
{
[A, b] =
[
A0, b0
]
+
k∑
j=1
[
Aj , bj
]
, uj ∈ Uj ⊂ Rk
}
(II.7.27)
ou` la paire [A0, b0] repre´sente les re´alisations nominales et les paires [Aj , bj ] repre´sentent les
de´pendances de A et b vis-a`-vis de l’incertitude ui. Uj est l’espace contenant l’incertitude
uj.
La contrepartie robuste du proble`me (II.7.26) est donne´e par :
min
x
max
(A,b)∈U
Ct x
sous Ax+ b ≤ 0 (A, b) ∈ U (II.7.28)
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7.4.3 Contreparties robustes aux ensembles d’incertitudes ellip-
so¨ıdaux
Dans la suite nous conside´rons que les incertitudes sur les conditions initiales, induites
par les erreurs de navigation, sont de type ellipso¨ıdal. Les ensembles de ce type ont e´te´ e´tu-
die´s par Ben-Tal [9] & El Ghaoui [32]. La popularite´ de cette forme d’ensembles est due a`
ses proprie´te´s ge´ome´triques proches des conditions rencontre´es en pratique et sa de´finition
mathe´matique offrant une grande souplesse et permettant de formuler des contreparties
robustes simples.
Une incertitude de type ellipso¨ıdal se de´finit par son ensemble [9] :
U =
{
Π(u), u ∈ Rk, ||u||2 ≤ 1
}
(II.7.29)
ou` Π est une application affine de Rk. L’ensemble U est, dans ce cas, donne´ par :
U = {u ∈ Rk, ||u||2 ≤ 1}
L’application Π permet de modeler l’effet de l’incertitude sur les diffe´rentes donne´es du
proble`me.
La contrepartie robuste d’un proble`me line´aire incertain dont les incertitudes sont de type
ellipso¨ıdal a e´te´ propose´e dans [9] et [32] inde´pendamment :
min
x
Ct x
sous A0x+ b0 ≤
√√√√ k∑
j=1
(
Ajx+ bj
)2
(II.7.30)
ou` U =
{
[A, b] = [A0, b0] +
k∑
j=1
[
Aj, bj
]}
.
7.4.4 Application au proble`me du rendez-vous
7.4.4.1 Relaxation de la condition finale
Lorsque la condition initiale du rendez-vous est affecte´e par des incertitudes sur les
position/vitesse relatives, un plan de manœuvre ne peut plus garantir que la condition
finale soit respecte´e. Ceci est lie´ a` la nature de l’e´quation de propagation du mouvement
qui, sauf exception, associe a` chaque condition initiale une condition finale distincte.
Afin de pouvoir assurer la robustesse du plan de manœuvre dans ces conditions, nous
sommes amene´s a` relaxer la condition finale. Il ne s’agit plus de viser un point final pre´cis,
mais plutoˆt un ensemble d’arrive´e. L’ensemble d’arrive´e est de´termine´ en fonction de la
tole´rance sur les erreurs au point d’arrive´e. Nous avons choisi dans cette the`se d’utiliser
des ensembles d’arrive´e de forme polytopique (cf. figure 7.1).
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Dans le cas ou` la condition sur l’e´tat final est relaxe´e, l’e´tat d’arrive´e doit appartenir
a` un ensemble Ω :
X(tf) ∈ Ω (II.7.31)
En particulier, si l’ensemble d’arrive´e est un polytope, l’appartenance peut eˆtre exprime´e
a` l’aide d’une ine´galite´ matricielle :
X(tf) ∈ Ω ⇔ HX(tf) ≤ K (II.7.32)
avec X(tf) = Φ(tf , t1)X(t1) +
N∑
i=1
Φ(tf , ti)B∆V (ti).
Le proble`me d’optimisation est donc modifie´ afin d’inclure cette nouvelle contrainte :
J(∆V ) = min
∆V,Z
3N∑
i=1
Zi
sous
H(Φ(tf , t1)X(t1) +
N∑
i=1
Φ(tf , ti)B∆V (ti)) ≤ K
∆Vi ≤ Zi
−∆Vi ≤ Zi
[Z3i+1, Z3i+2, Z3i+3]
t ≤ ∆vi+1 , ∀ i = 0, · · · , N − 1
(II.7.33)
Cela donne le proble`me de programmation line´aire suivant :
min
Υ
CtΥ
sous


H
([
Φ(tf , t1)B . . . Φ(tf , tN)B
] [
03N I3N
]
Υ+ Φ(tf , t1)X(t1)
)
≤ K
−I3N I3N−I3N −I3N
I3N 03N

Υ ≤


03N
∆v1I
...
∆vNI


(II.7.34)
avec C =
[
I3N
03N
]
.
7.4.4.2 Formulation du RdV robuste en programmation line´aire
On se pose comme objectif de de´terminer la solution a` couˆt minimal qui permet de
garantir l’appartenance du point d’arrive´e a` une re´gion (polytopique) donne´e sous l’effet
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d’incertitudes sur l’e´tat initial contenues dans un ellipso¨ıde donne´ (voir figure 7.1). Ces
incertitudes sont de´finies a` travers l’e´quation :
X(t1) = X
0(t1) + Puu, u
tu ≤ 1 (II.7.35)
ou` u ∈ R6 est un vecteur inconnu qui repre´sente la perturbation. Pu est une matrice
de´finie positive qui de´fini l’ellipso¨ıde de l’incertitude. La formulation du proble`me sans
Ellipso¨ıde de de´part
Polytope d’arrive´e
Fig. 7.1 – Guidage robuste
prise en compte des incertitudes a de´ja` e´te´ traite´e dans la section pre´ce´dente. Elle peut
eˆtre formule´e ainsi :
min
Υ
CtΥ
sous AΥ ≤ b (II.7.36)
ou`
A =


03N H
[
Φ(tf , t1)B . . . Φ(tf , tN )B
]
−I3N I3N
−I3N −I3N
I3N 03N


b =


K −HΦ(tf , t1)X(t1)
03N
∆v1I
...
∆vNI


C =
[
I3N
03N
]
(II.7.37)
L’incertitude sur l’e´tat initial affecte la matrice b. L’ensemble U est de´fini comme :
U =
{
b = b0 +
2N∑
j=1
ujb
j , utu ≤ 1
}
(II.7.38)
ou` les bj sont donne´s par :
bj =
{
K −HΦ(tf , t1)X0(t1) pour j = 0
HΦ(tf , t1)P
j
u sinon
(II.7.39)
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et P ju est la j
eme colonne de Pu.
Une solution a` cette classe de proble`mes a e´te´ donne´e par Ben-Tal et Nemirovski dans [8]
ainsi que par El Ghaoui dans [32] :
min
Υ
CtΥ
sous AiΥ ≤ b0i +
√∑
j
(
bji
)2
, pour chaque ligne i de b (II.7.40)
Cette contrepartie robuste a une structure line´aire permettant d’exploiter les outils de
programmation line´aire. Ceci est un facteur tre`s important qui conditionne la possibilite´
d’embarquer les algorithmes que nous de´veloppons dans la suite. Le choix des ensembles
d’incertitudes et de la relaxation de la condition finale peut mener vers une formulation
SDP, voire NP-difficile de la contrepartie robuste, rendant l’implantation moins facile a`
re´aliser.
7.5 Pre´sentation de l’algorithme RDV-DIR
L’algorithme RDV-DIR se charge de la re´solution du proble`me de rendez-vous par
la programmation line´aire. La re´solution est base´e sur la formulation (II.7.40) destine´e au
proble`me de rendez-vous robuste vis-a`-vis des incertitudes sur l’e´tat initial et a` condition
finale relaxe´e. Cette formulation englobe les autres cas (nominal, condition finale relaxe´).
En effet, il suffit d’annuler la matrice Pu pour revenir a` un cas non robuste aux incertitudes,
a` condition finale relaxe´e. De meˆme, si la matrice K dans l’e´quation (II.7.34) est annule´e,
on retombe sur le cas nominal (boite d’arrive´e re´duite au point Xf).
7.5.1 Entre´es et sorties de l’algorithme RDV-DIR
Les entre´es de l’algorithme RDV-DIR peuvent eˆtre re´sume´es dans ce qui suit :
– conditions initiales et finales du rendez-vous t1, X(t1) et tf , X(tf) ;
– parame`tres orbitaux de la cible a` t1 ;
– nombre d’impulsions N ;
– tole´rance sur la condition finale Xbox, qui correspond au polytope entourant X(tf) ;
– incertitude sur l’e´tat initial P , qui correspond a` l’ellipso¨ıde entourant X(t1).
L’horizon [t1, tf ] est ensuite discre´tise´ en N points, et les matrices de la formulation
(II.7.40) sont construites. Une routine de programmation line´aire se charge ensuite de
re´soudre le proble`me d’optimisation pour aboutir aux sorties suivantes :
– le couˆt optimal de l’ope´ration, si le proble`me est re´alisable ;
– les impulsions ∆Vi de la configuration optimale.
196 7. Optimisation des trajectoires de RdV par les me´thodes directes
7.5.2 Mise en œuvre pratique
L’optimisation line´aire est re´alise´ sous MATLAB c© graˆce au fonction de la biblio-
the`que Optimization Toolbox et notamment la fonction linprog.m. La syntaxe ap-
plique´ dans les algorithmes est la suivante :
[Z_DV,cout,flag,output] = LINPROG(C,Ain,Bin,Aeg,Beg,[],[],[],options);
Parmi les donne´es d’entre´es, les matrices C, Ain,Bin,Aeg et Beg correspondent respective-
ment aux matrices C, Ain, bin, Aeg et beg de´finies plus haut. La variable options est une
structure contenant l’ensemble des parame`tres de l’algorithme. Dans la longue liste des
options possibles, les suivantes peuvent nous inte´resser plus particulie`rement :
Display Cette option permet d’afficher ou non des informations sur le de´roulement
de l’optimisation. Dans le cas d’une inclusion de la fonction de guidage dans une
architecture logicielle, sa valeur sera fixe´e par la chaine de caracte`re ’off’.
MaxIter Ce parame`tre fixe le nombre d’ite´rations autorise´ pour obtenir un re´sultat.
Ce parame`tre est utile lorsque l’on veut imposer un temps de calcul limite´. La
contrepartie est qu’en limitant le temps de calcul, l’algorithme est contraint de
s’arreˆter avant la convergence de celui-ci.
Simplex Lorsque cette option est active´e, elle permet d’imposer a` MATLAB c© l’uti-
lisation du SIMPLEX au lieu d’une me´thode de point inte´rieur utilise´e par de´faut.
TolFun Cet argument est la tole´rance souhaite´e sur la valeur du couˆt. On demande a`
l’algorithme de s’arreˆter lorsque le couˆt progresse d’une valeur infe´rieure a` celle de
TolFun. Ce parame`tre ne peut-eˆtre utilise´ que dans le cas d’une me´thode par point
inte´rieure (me´thode utilise´e par de´faut).
La ge´ne´ration de la variable options telle qu’elle est re´alise´e par de´faut dans l’algorithme
de guidage est la suivante :
options = optimset(’Display’,’off’,’TolFun’,1e-8);
Les sorties de l’algorithme sont les variables Z_DV, cout, flag et output. Les variables
Z_DV et cout correspondent respectivement au vecteur optimal Υ∗ et au couˆt optimal J∗.
Un statut flag e´gal a` 1 indique que l’algorithme a converge´ vers une solution optimale.
Si le statut est e´gal a` 0, alors l’algorithme a atteint le nombre maximal d’ite´rations al-
loue´ en fournissant une solution admissible et non optimale. Un statut ne´gatif indique
qu’il n’existe pas de solution faisable ou un proble`me qui peut eˆtre nume´rique. La va-
riable output est une structure qui rassemble les informations de sortie d’algorithme. On
pourra notamment trouver au sein de cette structure le nombre d’ite´rations effectue´es
pour atteindre l’optimum (output.iterations) et un message pre´cisant la signification
du statut (output.message).
La matrice de transition utilise´e dans l’implantation pratique est celle de Yamanaka-
Ankersen donne´e dans [84]. Nous conside´rons des transferts entre trajectoires elliptiques
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non perturbe´es. Du fait du de´couplage plan/hors-plan des dynamiques relatives, les trans-
ferts conside´re´s sont uniquement dans le plan X − Z du repe`re local LV LH .
7.6 Conclusions
Les me´thodes directes pre´sente´es dans ce chapitre sont destine´es a` synthe´tiser des al-
gorithmes permettant de prendre en compte un grand nombre de contraintes dynamiques
et statiques supple´mentaires tout en gardant une charge nume´rique raisonnable. Graˆce
a` la grande flexibilite´ qu’offre la programmation line´aire, l’implantation pratique des al-
gorithmes fonde´s sur les me´thodes directes est facilite´e. De plus, nous avons vu que les
contraintes engendre´es par la robustesse aux incertitudes cause´es par les erreurs de na-
vigation peuvent eˆtre prises en compte a` travers une reformulation du proble`me tout en
pre´servant sa structure line´aire.
L’optimalite´ globale des re´sultats obtenus ne peut eˆtre garantie, en particulier par rap-
port aux dates d’application des impulsions. Ceci est la conse´quence de la discre´tisation
ne´cessaire pour passer en dimension finie et exploiter les outils de programmation mathe´-
matique. L’utilisation d’un grand nombre d’impulsions permet d’approcher l’optimum. En
effet, on peut montrer que les conditions d’optimalite´ de Kuhn-Tucker tendent dans ce cas
vers les conditions ne´cessaires et suffisantes d’optimalite´ issues du principe du maximum
de Pontryagin [11]. Cela se fait au de´triment de la complexite´ nume´rique et du temps
de calcul qui augmentent logiquement, rendant l’implantation plus complexe a` mettre en
œuvre.
198 7. Optimisation des trajectoires de RdV par les me´thodes directes
199
Chapitre 8
Ele´ments de validation nume´rique
Sommaire
8.1 Introduction et conside´rations pratiques . . . . . . . . . . . . 200
8.2 Exemples acade´miques de Carter . . . . . . . . . . . . . . . . . 201
8.2.1 Pre´sentation des exemples de Carter . . . . . . . . . . . . . . . 201
8.2.2 Validation et comparaison des approches indirectes . . . . . . . 202
8.2.2.1 Le cas Carter-A . . . . . . . . . . . . . . . . . . . . 204
8.2.2.2 Le cas Carter-B . . . . . . . . . . . . . . . . . . . . 205
8.2.2.3 Le cas Carter-C . . . . . . . . . . . . . . . . . . . . 205
8.2.3 De´tails des ite´rations de l’algorithme RDV-IND2 . . . . . . . 206
8.3 La mission ATV . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
8.3.1 Pre´sentation de la mission . . . . . . . . . . . . . . . . . . . . . 208
8.3.2 Simulations et re´sultats pour le cas nominal . . . . . . . . . . . 209
8.3.3 Validite´ de l’hypothe`se line´aire . . . . . . . . . . . . . . . . . . 212
8.3.4 Etude de la charge nume´rique de l’algorithme RDV-DIR . . 213
8.3.5 Etude de la robustesse de l’algorithme RDV-DIR . . . . . . . 215
8.4 La mission PRISMA . . . . . . . . . . . . . . . . . . . . . . . . 218
8.4.1 Pre´sentation de la mission . . . . . . . . . . . . . . . . . . . . . 218
8.4.2 Simulations et re´sultats . . . . . . . . . . . . . . . . . . . . . . 220
8.4.3 Validite´ de l’hypothe`se line´aire . . . . . . . . . . . . . . . . . . 223
8.5 La mission SIMBOL-X . . . . . . . . . . . . . . . . . . . . . . . 223
8.5.1 Pre´sentation de la mission . . . . . . . . . . . . . . . . . . . . . 223
8.5.2 Simulations et re´sultats . . . . . . . . . . . . . . . . . . . . . . 224
8.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225
200 8. Ele´ments de validation nume´rique
8.1 Introduction et conside´rations pratiques
Dans les deux chapitres pre´ce´dents, nous avons pre´sente´ plusieurs approches diffe´rentes
de re´solution du proble`me de rendez-vous a` consommation minimale. Ces approches visent
a` re´soudre des proble`mes similaires a` l’aide de techniques diffe´rentes et pour des objectifs
qui peuvent eˆtre distincts.
Des me´thodes conventionnelles ont e´te´ pre´sente´es au de´but de cette partie. Elles reposent
sur des outils de la me´canique spatiale et permettent une re´solution simplifie´e du proble`me
de rendez-vous sans pour autant garantir l’optimalite´ de la consommation.
Les me´thodes indirectes reposent sur une formulation analytique du proble`me de com-
mande optimale associe´ au rendez-vous a` consommation minimale. L’utilisation du prin-
cipe de Pontryagin et des outils de commande optimale permettent de construire des
algorithmes assurant l’optimalite´ globale des re´sultats. Les difficulte´s lie´es a` la nature non
line´aire de certaines contraintes du proble`me ont e´te´ contourne´es graˆce a` une reformula-
tion polynomiale du proble`me. L’inconve´nient majeur constate´ est la limitation induite
par les contraintes supple´mentaires. En effet, le proble`me d’e´vitement de collision ou les
limitations physiques sur les pousse´es sont difficiles a` envisager a` l’aide des techniques
indirectes. La robustesse vis-a`-vis d’incertitudes de navigation n’est pas prise en compte.
Aussi, les me´thodes directes offrent-elles une alternative en permettant de pallier ces dif-
ficulte´s. Toutefois, l’optimalite´ du plan de manœuvres n’est pas garantie dans ce cas et le
couˆt peut eˆtre relativement e´loigne´ de la consommation optimale.
Le choix de l’une de ces me´thodes repose sur le contexte du proble`me traite´. Si l’optima-
lite´ est privile´gie´e, les me´thodes indirectes sont naturellement choisies. La robustesse, les
contraintes dynamiques et statiques supple´mentaires ainsi que la facilite´ d’implantation
favorisent les me´thodes directes. Ces me´thodes sont plus adapte´es au calcul en temps re´el
graˆce a` l’utilisation d’algorithmes efficaces tels que le SIMPLEX qui devraient permettre
d’embarquer l’ensemble des ope´rations de calcul a` bord du satellite en orbite a` plus ou
moins long terme. Les me´thodes conventionnelles offrent des possibilite´s d’implantation
plus e´largies que les me´thodes directes et indirectes car elles ne ne´cessitent pas des pro-
ce´de´s complexes d’optimisation.
Dans ce chapitre, nous proposons diffe´rents sce´narii de rendez-vous issus de missions
re´elles ou de cas acade´miques. Les me´thodes directes et/ou indirectes sont mises en œuvre
pour re´soudre ces cas. Ceci permet de de´montrer l’efficacite´ des algorithmes propose´s et
d’effectuer des comparaisons et des analyses sur les re´sultats obtenus.
Les simulations pre´sente´es dans la suite sont re´alise´es sous Matlab c© version 7.4.0.129
et Simulink R© version 6.6.1. Le calculateur utilise´ est un Intel R© Dual E4400 a` 2GHz avec
2Go de RAM sous Linux Fedora 8. L’optimisation par programmation line´aire est re´alise´e
a` l’aide de linprog de Optimization Toolbox version 3.1.1 a` travers l’interface Yalmip. La
re´solution des syste`mes d’e´quations polynomiales est ope´re´e a` l’aide du logiciel PhcPack
de Verschelde [82] version 2.3.5.6 du 28 juin 2010. L’optimisation polynomiale par relaxa-
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tions convexes est re´alise´e a` l’aide du logiciel Gloptipoly 3.6.1 (23 Avril 2010) de´veloppe´
au LAAS [37, 38]. Les diffe´rents calculs relatifs a` la me´thode heuristique sont re´alise´s a`
l’aide de la fonction FMINCON faisant partie de Optimization Toolbox sous MATLAB c©.
La fonction FMINCON est base´e sur les techniques SQP (Sequential Quadratic Program-
ming) pour l’optimisation non line´aire sous contraintes.
8.2 Exemples acade´miques de Carter
8.2.1 Pre´sentation des exemples de Carter
Les exemples acade´miques de Carter sont issus de l’article [20]. Il s’agit de rendez-vous
entre orbites circulaires. Dans la re´fe´rence [20], l’auteur ne donne pas de valeur pour le
demi-grand axe et les dure´es sont mesure´es a` travers l’anomalie vraie. Les impulsions ainsi
que la consommation sont normalise´es par rapport au mouvement moyen n.
Nom de la mission Carter-A [20]
Excentricite´ de la cible e 0
Anomalie vraie de la cible au de´but du rendez-vous ν1 (deg) 0
Date de de´but du rendez-vous t1 (s) 0
Date de fin du rendez-vous tf (s) 1 pe´riode
Etat initial X(t1) =


x(t1)
z(t1)
vx(t1)/n
vz(t1)/n


LV LH
(km,m/s)


1
0
0
0


Etat final X(tf) =


x(tf )
z(tf )
vx(tf )/n
vz(tf )/n


LV LH
(km,m/s)


0
0
0
0.427


Tab. 8.1 – Donne´es de la mission ’Carter-A’
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Nom de la mission Carter-B [20]
Excentricite´ de la cible e 0
Anomalie vraie de la cible au de´but du rendez-vous ν1 (deg) 0
Date de de´but du rendez-vous t1 (s) 0
Date de fin du rendez-vous tf (s) 1 pe´riode
Etat initial X(t1) =


x(t1)
z(t1)
vx(t1)/n
vz(t1)/n


LV LH
(km,m/s)


0
1
0
0


Etat final X(tf) =


x(tf )
z(tf )
vx(tf)/n
vz(tf)/n


LV LH
(km,m/s)


0
0
0
0


Tab. 8.2 – Donne´es de la mission ’Carter-B’
Nom de la mission Carter-C [20]
Excentricite´ de la cible e 0
Anomalie vraie de la cible au de´but du rendez-vous ν1 (deg) 0
Date de de´but du rendez-vous t1 (s) 0
Date de fin du rendez-vous tf (s) 1 pe´riode
Etat initial X(t1) =


x(t1)
z(t1)
vx(t1)/n
vz(t1)/n


LV LH
(km,m/s)


1
0
0
0


Etat final X(tf ) =


x(tf )
z(tf )
vx(tf)/n
vz(tf)/n


LV LH
(km,m/s)


0
0
0
0


Tab. 8.3 – Donne´es de la mission ’Carter-C’
8.2.2 Validation et comparaison des approches indirectes
Les re´sultats obtenus a` l’aide des algorithmes RDV-IND1 et RDV-IND2 sont com-
pare´s aux re´sultats pre´sente´s par Carter dans [20]. Pour ce faire, les cas Carter-C,
Carter-B ainsi que Carter-A sont re´solus par les algorithmes indirects. Les re´sultats
obtenus sont porte´s sur les tableaux et figures suivantes.
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Fig. 8.1 – Module du primer vector pour les diffe´rents cas de Carter
Les solutions obtenues par les algorithmes RDV-IND1 & RDV-IND2 peuvent eˆtre
caracte´rise´es comme suit :
a- pour le cas Carter-C, la solution obtenue est une solution a` 4 impulsions, dont la
2eme est tre`s rapproche´e de la premie`re et la 3eme est tre`s rapproche´e de la quatrie`me
impulsion. Ceci confe`re a` cette solution une forme similaire a` une trajectoire a` deux
impulsions ;
b- pour le cas Carter-B, la solution optimale est a` 3 impulsions ;
c- pour le cas Carter-A, la solution optimale est a` 4 impulsions.
A partir de la figure 8.1, la premie`re observation qui s’impose est que les deux algorithmes
indirects fournissent des re´sultats tre`s proches. Pour tous les cas traite´s, l’algorithme
RDV-IND1 certifie et confirme l’optimalite´ des sorties de l’algorithmeRDV-IND2 tout
en prouvant la non-existence de solutions optimales avec un nombre diffe´rent d’impulsions.
D’ailleurs, il n’existe pas a` notre connaissance de cas de figure ou` une solution optimale
avec un nombre d’impulsions diffe´rent du nombre de´termine´ par l’algorithme mixte existe.
Les solutions ve´rifient toutes les conditions ne´cessaires et suffisantes d’optimalite´ de Carter
[20]. Les solutions donne´es par Carter ne sont pas optimales du fait du choix de dates
d’application des impulsions ope´re´ a priori. Seule la solution du cas Carter-A est tre`s
proche de la solution optimale graˆce a` un choix judicieux des dates d’impulsions qui n’est
toutefois pas explique´ dans [20].
La figure 8.2 repre´sente les trajectoires d’e´tat obtenues par propagation line´aire base´e sur
la matrice de Yamanaka-Ankersen. Les trajectoires obtenues par les algorithmes indirects
sont quasi identiques et sont repre´sente´es sous la notation RDV-IND (en rouge). Toutes
les trajectoires partent des conditions initiales respectives des proble`mes re´solus pour
arriver aux conditions finales donne´es dans [20]. Cependant, une exception est a` signaler
au niveau du cas Carter-B : la solution donne´e par Carter ne permet pas de re´aliser le
rendez-vous en position et une erreur de l’ordre de 0.2 m apparait a` tf . Les trajectoires
d’e´tat pour le cas Carter-A sont quasi identiques et confirment la proximite´ des re´sultats
obtenus par les algorithmes indirects a` ceux de Carter. En ce qui concerne le cas Carter-
C, les trajectoires obtenues sont tre`s proches, mais nous verrons qu’elles diffe`rent au
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niveau de leur consommation respective.
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Fig. 8.2 – Trajectoire du chasseur dans le plan pour les diffe´rents cas
8.2.2.1 Le cas Carter-A
Le tableau 8.4 reprend les re´sultats nume´riques pour le cas Carter-A. Les solutions
sont tre`s proches a` cause d’un choix judicieux des dates d’impulsions par Carter. Ces
dates s’approchent des dates optimales de´termine´es par RDV-IND1 et RDV-IND2.
Ceci e´tant dit, le faible de´calage entre les dates optimales et les dates pre´-fixe´es cause une
diffe´rence de couˆt de 0.8% qui ne peut eˆtre ne´glige´e. Les re´sultats relatifs a` λ confirment la
grande sensibilite´ des trajectoires a` ce parame`tre pour les raisons e´voque´es pre´ce´demment.
Carter [20] RDV-IND1 RDV-IND2
Dates (rad)
[
0,
π
2
,
3π
2
, 2π
]
[0, 1.7005, 4.5937, 2π] [0, 1.7017, 4.5867, 2π]
Impulsion 1 [∆Vx, ∆Vz] [−0.0273, 0.0344] [−0.0267, 0.0332] [−0.0269, 0.0334]
Impulsion 2 [∆Vx, ∆Vz] [0.0897, 0.0119] [0.0916, 0.0047] [0.0920, 0.0046]
Impulsion 3 [∆Vx, ∆Vz] [−0.0897, 0.0119] [−0.0909, 0.0047] [−0.0907, 0.0043]
Impulsion 4 [∆Vx, ∆Vz] [0.0273, 0.0344] [0.0259, 0.0322] [0.0257, 0.0318]
λopt


−0.0660
−0.6511
0
−0.6219




−0.0658
−0.6471
0.0029
−0.6216




−0.0658
−0.6470
0.0034
−0.6209


Couˆt L1 0.3266 0.3100 0.3094
Couˆt L2 0.2688 0.2667 0.2667
Tab. 8.4 – Comparaison des re´sultats normalise´s pour le cas ’Carter-A’
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8.2.2.2 Le cas Carter-B
Carter [20] RDV-IND1 RDV-IND2
Dates (rad)
[
0,
π
2
, 2π
]
[0, 2.3981, 2π] [0, 2.4085, 2π]
Impulsion 1 [∆Vx, ∆Vz] [1.6294, −0.6667] [1.7757, −0.3891] [1.7771, −0.3843]
Impulsion 2 [∆Vx, ∆Vz] [0.3901, 0.0964] [0.2910, −0.0147] [0.2810, −0.0160]
Impulsion 3 [∆Vx, ∆Vz] [−0.0633, −0.0259] [−0.0666, −0.0145] [−0.0671, −0.01433]
λopt


0.0939
0.2724
0.5211
1.9300




0.1035
0.0071
0.2236
1.4241




0.1036
0.0042
0.2223
1.4220


Couˆt L1 2.8718 2.5516 2.5487
Couˆt L2 2.2308 2.1773 2.1771
Tab. 8.5 – Comparaison des re´sultats normalise´s pour le cas ’Carter-B’
Le tableau 8.5 compare les re´sultats relatifs au cas Carter-B. Meˆme si le nombre
d’impulsions est identique, les solutions obtenues par les me´thodes indirectes diffe`rent de
celles pre´sente´es par Carter au niveau de la date de la deuxie`me impulsion. Le gain en
consommation est de l’ordre de 2.5%. La solution pre´sente´e par Carter n’est pas optimale
a` cause du choix de la date de ∆V2 qui n’est pas optimise´.
8.2.2.3 Le cas Carter-C
Dans le tableau 8.6, une comparaison des valeurs des impulsions et de la condition
initiale du primer vector est donne´e. La solution pre´sente´e par Carter est une solution
a` deux impulsions, la premie`re e´tant a` t1 et la dernie`re a` tf . Les solutions obtenues
par RDV-IND1 ainsi que RDV-IND2 sont a` 4 impulsions. La proximite´ des dates
d’application de ∆V1 et ∆V2 d’un cote´, et de ∆V3 et ∆V4 de l’autre, rend ces configurations
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assimilables a` une configuration a` 2 impulsions.
Carter [20] RDV-IND1 RDV-IND2
Dates (rad)
[
0,
π
2
] [
0, 0.4127, 6.2163,
π
2
] [
0, 0.1010, 6.2150,
π
2
]
Impulsion 1 [∆Vx, ∆Vz]
[
1
6π
, 0
]
[0.0527, −0.0027] [0.0455, −0.0024]
Impulsion 2 [∆Vx, ∆Vz]
[
− 1
6π
, 0
]
10−3 × [0.1881, −0.0100] [0.0074, −0.0004]
Impulsion 3 [∆Vx, ∆Vz] − [−0.0454, −0.0027] [−0.0326, −0.0017]
Impulsion 4 [∆Vx, ∆Vz] − [−0.0075, −0.0004] [−0.0203, −0.0011]
λopt


0.1061
−0.2387
0
0.9996




0.1059
−0.1556
0.0402
1.0788




0.1060
−0.1589
0.0034
1.0053


Couˆt L1 0.1061 0.1118 0.1114
Couˆt L2 0.1061 0.1060 0.1059
Tab. 8.6 – Comparaison des re´sultats normalise´s pour le cas ’Carter-C’
La diminution du couˆt L2 est de l’ordre de 0.2% par rapport au cas a` 2 impulsions
et semble faible. Cependant, il faut garder a` l’esprit qu’il s’agit d’un couˆt normalise´ par
n – le mouvement moyen – et que les impulsions sont normalise´es e´galement par rapport
a` la masse du chasseur. Cela peut avoir une incidence significative sur l’ame´lioration du
couˆt par l’addition de ces deux impulsions. Les valeurs de la condition initiale de l’e´tat
adjoint λ sont tre`s proches et confirment la grande sensibilite´ des me´thodes indirectes par
rapport a` cette variable. En effet, on bascule d’une configuration a` 2 impulsions vers une
configuration a` 4 impulsions pour une tre`s petite variation de λ.
8.2.3 De´tails des ite´rations de l’algorithme RDV-IND2
Les e´tapes de la re´solution par l’algorithme RDV-IND2 pour le cas Carter-B sont
de´taille´es sur la figure 8.3, ou` chaque ite´ration est associe´e a` sa proce´dure de modification
de Timp correspondante (voir la description de l’algorithme RDV-IND2). L’e´volution du
couˆt pendant l’optimisation est repre´sente´e sur la figure 8.4.
Sur la figure 8.4, la diminution du couˆt valide l’utilisation des re´sultats de Lion & Handels-
man pour l’addition ou le de´placement des impulsions a` chaque ite´ration. On remarque
que le couˆt diminue tre`s fortement entre l’ite´ration 1 et 2. Il s’agit du passage d’une
configuration a` 2 impulsions vers une configuration a` 3 impulsions. Notons que la solution
optimale dans ce cas pre´cis est a` 3 impulsions. Les ite´rations restantes servent a` ajuster
la date de l’impulsion interme´diaire.
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(a) Iter 1 : Ajouter imp a` ν = 3.14
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(b) Iter 2 : Ajouter imp a` ν = 1.95
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(c) Iter 3 : Cas (a)(i+ii)
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(d) Iter 4 : Ajouter imp a` ν = 2.55
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(e) Iter 5 : Cas (a)(i+ii)
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(f) Iter 6 : Ajouter imp a` ν = 2.47
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(g) Iter 7 : Cas (a)(i+ii)
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(h) Iter 8 : Ajouter imp a` ν = 2.37
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(i) Iter 9 : Cas (a)(i+ii)
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(j) Iter 10 : Convergence
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Fig. 8.3 – De´tails des ite´rations pour le cas ’Carter-B’
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Fig. 8.4 – Evolution du couˆt pour le cas ’Carter-B’ par l’algorithme RDV-IND2
Les graphiques de la figure 8.3 illustrent le de´roulement de l’optimisation par l’algo-
rithme RDV-IND2 pour le proble`me Carter-B.
A l’ite´ration 1, un proble`me a` deux impulsions situe´es a` t1 et tf est re´solu. La trajectoire
du primer vector est propage´e ensuite, et le maximum de sa norme est localise´ a` tm1 .
Le nombre d’impulsions e´tant infe´rieur au nombre maximal (2 < 4), une impulsion est
ajoute´e a` tm1 = 3.14.
A l’ite´ration 2, un nouveau proble`me a` trois impulsions t1, tm, tf est re´solu. La norme
du primer vector est e´value´e et son maximum est localise´ a` tm2 = 3.14. De nouveau, une
impulsion est ajoute´e a` tm2 .
Lors de la troisie`me ite´ration, un proble`me a` 4 impulsions est re´solu. Le maximum du
primer vector e´tant toujours supe´rieur a` 1 (situe´ a` tm3), on proce`de a` un de´placement
d’impulsions a` cause du nombre N de´ja` e´gal au maximum d’impulsions autorise´. Ainsi,
tm1 et tm2 sont de´place´es a` tm3 . Le nouveau proble`me est donc a` 3 impulsions. Les autres
ite´rations se de´roulent d’une manie`re analogue jusqu’a` ce que la norme du primer vector
n’exce`de pas 1. Ceci a lieu a` l’ite´ration 10, d’ou` la convergence et l’arreˆt du processus.
8.3 La mission ATV
8.3.1 Pre´sentation de la mission
Le ve´hicule automatique de transfert europe´en (en anglais, Automated Transfer Vehicle
ATV) est un engin spatial destine´ a` ravitailler la station spatiale internationale [47]. Il
a remplace´ les vaisseaux russes Progress M a` partir de mars 2008. L’ATV est en mesure
de transporter 7,6 tonnes de charges avec comme mission principale le ravitaillement des
astronautes de la base spatiale ISS. L’ATV permet e´galement d’effectuer des corrections
d’orbite de la station internationale. La phase du homing du rendez-vous de l’ATV avec
la station internationale est reprise ici (cf. tableau 8.7).
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8.3.2 Simulations et re´sultats pour le cas nominal
Le cas ATV est re´solu a` l’aide des algorithmes suivants :
– l’algorithme RDV-IND2 certifie´ par RDV-IND1 ;
– l’algorithme RDV-DIR sans conside´rer les incertitudes dans un premier temps
(cas nominal). L’algorithme RDV-DIR est traite´ de manie`re plus de´taille´e dans les
sections suivantes ;
– la me´thode analytique pre´sente´e dans le chapitre 5 avec une re´partition uniforme
des impulsions ;
– la me´thode heuristique avec minimisation de la norme L1 et L2.
Nom de la mission ATV [45]
Demi-grand axe de la cible a (km) 6763
Excentricite´ de la cible e 0.0052
Anomalie vraie de la cible au de´but du rendez-vous ν1 (rad) 0
Date de de´but du rendez-vous t1 (s) 7
Date de fin du rendez-vous tf (s) 2707
Etat initial X(t1) =


x(t1)
z(t1)
vx(t1)
vz(t1)


LV LH
(km,m/s)


−30
5
8.51
0


Etat final X(tf) =


x(tf )
z(tf )
vx(tf)
vz(tf)


LV LH
(km,m/s)


−3.5
−0.1
0
0


Tab. 8.7 – Donne´es de la mission ’ATV’
En ce qui concerne les algorithmes RDV-DIR, la me´thode analytique et l’algorithme
heuristique, les nombres d’impulsions conside´re´s sont de 2, 5 et 20. La re´solution du cas a`
2 impulsions donne e´videmment le meˆme re´sultat quel que soit l’algorithme utilise´ car ce
cas posse`de une solution unique (cf. chapitre 5). Les re´sultats obtenus sont reporte´s dans
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le tableau 8.8.
Couˆt L1 Couˆt L2
Analytique N = 2 12.3543 9.7171
Analytique N = 5 14.5980 11.5818
Analytique N = 20 17.8332 14.3766
Heuristique (L1)N = 5 11.4613 10.3854
Heuristique (L1)N = 20 11.6766 10.4959
Heuristique (L2)N = 5 12.3482 9.7192
Heuristique (L2)N = 20 12.4711 9.8365
RDV-DIR N = 5 11.4477 10.3431
RDV-DIR N = 20 11.4471 10.3679
RDV-DIR N = 100 11.4470 10.3667
RDV-IND1 & 2 12.3544 9.7172
Tab. 8.8 – Comparaison des re´sultats pour le cas ’ATV’
Le couˆt de l’ope´ration du rendez-vous par la me´thode analytique augmente avec le
nombre d’impulsions pour la mission ATV. En re´alite´, aucune relation n’existe entre ces
deux grandeurs car cette me´thode n’ope`re aucune optimisation des re´sultats. On remarque
e´galement que les consommations issues des solutions par la me´thode analytique sont
toujours supe´rieures aux autres me´thodes, inde´pendamment de la norme conside´re´e.
D’autre part, on peut observer l’existence de deux groupes distincts de solutions :
– les solutions L1-optimales, provenant des me´thodes directe et heuristique base´es sur
cette norme. Le couˆt L1 se situe autour de 11, 5 ;
– les solutions L2-optimales, provenant des algorithmes indirects et de la me´thode
heuristique base´e sur la minimisation de la norme L2. Le couˆt se situe au voisinage
de 9.7.
Bien e´videmment, aucune comparaison entre les deux normes n’est pertinente. Mais on
peut tout de meˆme formuler quelques observations. D’abord, le choix de la norme est
primordial pour la validite´ des re´sultats. Nous avons vu que ce choix est motive´ par
des raisons pratiques (possibilite´ d’orientation des propulseurs a` tout instant) et donc la
consommation envisage´e de´pend e´galement de ce facteur en plus de la me´thode d’optimi-
sation choisie. Les me´thodes indirectes ont l’avantage de converger vers des optimums cer-
tifie´s globalement. Ceci n’est pas le cas pour les me´thodes directes meˆme si elles semblent
converger vers une seule solution lorsque le nombre d’impulsions augmente (voir solution a`
100 impulsions). Les me´thodes base´es sur la meˆme norme (L1 ou L2) donnent des re´sultats
proches. Dans le cas de la norme L2, l’optimisation est meilleure par la me´thode indirecte
graˆce aux conditions d’optimalite´ permettant de garantir la minimisation globale du couˆt.
Dans le cas de la norme L1, la me´thode directe donne des re´sultats meilleurs que l’heu-
ristique graˆce a` la formulation convexe du proble`me qui permet une convergence assure´e
pour le proble`me en dimension finie formule´. Les me´thodes heuristiques sont confronte´es
aux proble`mes d’optima locaux et ne garantissent aucune forme d’optimalite´.
Les figures 8.5 a` 8.8 montrent la re´partition temporelle des impulsions obtenues pour
diffe´rents sce´narii et algorithmes. La figure 8.5 pre´sente les solutions obtenues a` l’aide
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des me´thodes directe et indirecte. La me´thode indirecte converge vers une solution a` 2
impulsions alors que l’algorithme direct me`ne vers une solution a` 3 impulsions. Le fait
que la me´thode directe converge vers une solution a` 3 impulsions meˆme pour N tre`s
grand, en formulation line´aire, permet d’e´carter l’hypothe`se de l’e´ventuel minimum local.
La diffe´rence est la conse´quence du choix de la norme a` minimiser (L2 pour RDV-IND1
& 2 et L1 pour RDV-DIR).
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Fig. 8.5 – Re´partition des impulsions pour le cas ’ATV’ par les approches directe et
indirecte
La figure 8.6 montre la re´partition des impulsions obtenues par la me´thode analytique.
Le nombre d’impulsions d’amplitude non ne´gligeable est supe´rieur a` la borne maximale
de Neustadt [59]. Ceci est pre´visible a` cause de la nature de ces me´thodes non optimales.
Cependant, il faut rappeler que la qualite´ principale des me´thodes analytiques est leur
simplicite´ et facilite´ d’implantation. Le calcul du plan a` 100 impulsions ne ne´cessite qu’une
se´rie de produits matriciels et dure moins de 3 secondes dans les conditions de simulation
pre´sente´es pre´ce´demment.
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Fig. 8.6 – Re´partition des impulsions pour le cas ’ATV’ par l’approche analytique
Sur les figures 8.7 et 8.8, on remarque la convergence de la me´thode heuristique vers
une solution a` 2 impulsions lorsque la norme L2 est minimise´e, et vers une solution a` 3
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impulsions lorsque la norme L1 est conside´re´e.
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Fig. 8.7 – Re´sultats pour le cas ’ATV’ / approche heuristique / norme L2
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Fig. 8.8 – Re´sultats pour le cas ’ATV’ / approche heuristique / norme L1
La me´thode heuristique me`ne vers des re´sultats proches de ceux obtenus par les me´-
thodes base´es sur la commande optimale. Les diffe´rences observe´es sont dues notamment
aux aspects nume´riques en plus des diffe´rences d’outils analytiques utilise´s (convexite´,
conditions d’optimalite´).
8.3.3 Validite´ de l’hypothe`se line´aire
Afin d’e´valuer la perte de pre´cision due a` la line´arisation du mode`le de mouvement
relatif, la trajectoire relative du chasseur propage´e a` l’aide de la matrice de Yamanaka-
Ankersen est compare´e a` celle obtenue par le simulateur non line´aire du mouvement
orbital que nous avons de´veloppe´ en 1re partie de la the`se. Pour le cas ATV, on observe
une de´viation qui cause un e´cart entre la position finale atteinte et la position finale
envisage´e. La dure´e relativement courte du rendez-vous ATV limite le´ge`rement l’effet de
cette de´rive, mais l’erreur a` l’arrive´e est tout de meˆme de l’ordre de quelques centaines de
me`tres. Cela est duˆ a` l’hypothe`se de line´arisation pour les faibles distances chasseur-cible,
applique´e pour la de´rivation du mode`le de Tschauner-Hempel et la matrice de Yamanaka-
Ankersen. Cette matrice est utilise´e dans la synthe`se des algorithmes et donc les sorties
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de ces algorithmes sont naturellement affecte´es par les erreurs cause´es par les mode`les.
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Fig. 8.9 – Trajectoires line´aires et non line´aires pour le cas ’ATV’
8.3.4 Etude de la charge nume´rique de l’algorithme RDV-DIR
Nous nous inte´ressons ici a` la charge nume´rique requise par l’algorithme RDV-DIR.
Pour ce faire, cet algorithme est utilise´ pour re´soudre le cas ATV nominal (sans aucun
aspect de robustesse) avec un nombre d’impulsions variant de 2 a` 100. L’algorithme de
programmation line´aire utilise´ est base´ sur le Simplex [30] ou la me´thode des points
inte´rieurs [57, 85].
Nous e´tudions en particulier l’influence du nombre d’impulsions sur la minimisation du
couˆt, la trajectoire d’e´tat, le temps d’optimisation, ainsi que le nombre d’ite´rations de
l’optimisation.
A travers les figures 8.10 et 8.11, on s’aperc¸oit que l’algorithme converge vers les meˆmes
re´sultats, sans que le choix de l’algorithme d’optimisation ait une influence sur ce point. Le
couˆt diminue lorsque N augmente, a` cause de la discre´tisation plus pre´cise de l’intervalle
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[t1, tf ] qui permet d’approcher les dates optimales du rendez-vous.
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Fig. 8.10 – Re´sultats obtenus avec l’algorithme du SIMPLEX
En ce qui concerne l’algorithme SIMPLEX, le nombre d’ite´rations ainsi que le temps
d’optimisation augmentent line´airement avec le nombre d’impulsions. L’augmentation du
nombre d’ite´rations est relativement rapide, a` l’inverse de l’algorithme des points inte´rieurs
dont le nombre d’ite´rations varie d’une manie`re ine´gale mais reste tre`s infe´rieur a` celui du
SIMPLEX (13 contre 500 pour N = 100). Le temps d’optimisation de l’algorithme des
points inte´rieurs est infe´rieur e´galement a` celui constate´ pour l’algorithme du SIMPLEX.
Ce dernier montre ici une performance moindre, mais son implantation est plus simple.
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Fig. 8.11 – Re´sultats obtenus avec l’algorithme des points inte´rieurs
Le nombre d’impulsions affecte les trajectoires relatives (voir figure 8.12). Rappe-
lons qu’aucune contrainte n’a e´te´ pose´e sur la trajectoire dynamique dans le proble`me
de programmation line´aire. Les trajectoires peuvent eˆtre donc quelconques tant que les
conditions initiales et finales sont respecte´es. On observe une forme de convergence pour
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N ≥ 5 vers une trajectoire commune optimale.
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Fig. 8.12 – Trajectoires optimales avec diffe´rents nombres d’impulsions
8.3.5 Etude de la robustesse de l’algorithme RDV-DIR
L’algorithme RDV-DIR permet de garantir la robustesse du plan de manœuvres en
prenant en compte les incertitudes sur l’e´tat initial cause´es par les erreurs de navigation.
Nous avons vu, lors de la pre´sentation de cet algorithme, que l’incertitude peut eˆtre ca-
racte´rise´e par un ellipso¨ıde de´fini par une matrice Pu (cf. e´quation (II.7.35)). La condition
finale doit dans ce cas eˆtre relaxe´e, et devient un ensemble d’arrive´e que nous appellerons
e´galement boite d’arrive´e Ω. Pour la suite des simulations, nous conside´rons que :
[
xf zf vxf vzf
]t ∈ Ω ⇔


xf −∆xf ≤ xf ≤ xf +∆xf
zf −∆zf ≤ zf ≤ zf +∆zf
vxf −∆vxf ≤ vxf ≤ vxf +∆vxf
vzf −∆vzf ≤ vzf ≤ vzf +∆vzf
ou` ∆xf = ∆zf = 40m et ∆vxf = ∆vzf = 0.04m/s, et la matrice de l’ellipso¨ıde d’incerti-
tude est donne´e par :
Pu = [2, 2, 0.002, 0.002] m, m/s
Pour les comparaisons, nous traitons trois cas :
– le cas nominal, ou` la boite d’arrive´e se re´duit a` Xf et aucune incertitude n’est
conside´re´e ;
– le cas relaxe´ ou` la condition finale est relaxe´e, mais aucune incertitude n’est prise
en compte ;
– le cas robuste, ou` l’incertitude est prise en compte et la condition finale est relaxe´e
e´galement.
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Les consommations obtenues pour les trois cas sont compare´es sur la figure 8.13. Le cas
nominal est celui qui engendre les couˆts les plus e´leve´s a` cause de la nature stricte de ses
contraintes sur le point d’arrive´e. Le cas relaxe´ permet une re´duction supple´mentaire de
la consommation en cherchant la condition finale permettant de minimiser le couˆt dans
l’ensemble d’arrive´e Ω.
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Fig. 8.13 – Consommation optimale pour diffe´rents sce´narii
Le cas robuste pre´sente une consommation interme´diaire entre les deux sche´mas cite´s
pre´ce´demment. Ceci est duˆ au fait que la recherche du point final dans l’ensemble Ω
est contrainte par la robustesse vis-a`-vis des incertitudes sur X1. L’ensemble des points
d’arrive´e Xf est donc restreint a` une partie de Ω.
Les figures 8.14 et 8.15 montrent l’impact que des incertitudes lie´es a` l’e´tat initial
induisent sur le point d’arrive´e. On remarque que de petits de´calages sur l’e´tat initial
peuvent causer de grands e´carts a` l’arrive´e. Cela de´montre la grande sensibilite´ vis-a`-vis
des incertitudes. L’impact semble plus important sur l’axe XLV LH que sur l’axe ZLV LH .
Ceci est lie´ a` la structure de la matrice de transition de Yamanaka-Ankersen. Il reste a`
remarquer que l’ensemble des points d’arrive´e pour une incertitude de type ellipso¨ıdal est
une ellipse centre´e autour du point d’arrive´e nominal.
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Fig. 8.15 – Impact des incertitudes de navi-
gation sur la vitesse relative finale (cas no-
minal)
Si l’on conside`re le cas a` condition finale relaxe´e (figures 8.16 & 8.17), on s’aperc¸oit
que le point d’arrive´e nominal est de´place´ vers l’un des sommets du polytope repre´sentant
l’ensemble Ω. Il s’agit du point pre´sentant le couˆt le moins e´leve´ dans l’ensemble d’arrive´e.
Il correspond dans notre cas, au point X(tf) = [−40, 40, −0.04, −0.04]. La diminution du
couˆt a de´ja` e´te´ pre´sente´e sur la figure 8.13. En pre´sence d’incertitudes, le point d’arrive´e
re´el peut se trouver a` l’exte´rieur de la boite d’arrive´e. Ceci est normal car la robustesse
n’est pas prise en compte dans ce cas.
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Fig. 8.16 – Impact des incertitudes de na-
vigation sur la position relative finale (cas
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En l’absence des incertitudes pour le cas robuste (point nominal sur les figures 8.18 et
8.19), le point d’arrive´e se situe a` l’inte´rieur de la zone d’arrive´e mais pas sur un sommet.
Il s’agit d’une marge de robustesse permettant de couvrir l’impact des incertitudes et de
compenser le de´placement de Xf qui s’en suit. Ce point ne correspond pas au point per-
mettant une consommation minimale d’ou` l’augmentation du couˆt observe´e sur la figure
8.13. On peut observer que la marge de robustesse peut eˆtre augmente´e en de´plac¸ant
le point nominal vers l’origine au de´triment du couˆt qui augmente pour atteindre une
consommation proche de celle d’un sche´ma de guidage nominal. C’est un compromis a`
conside´rer entre la robustesse et la consommation.
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Fig. 8.18 – Impact des incertitudes de na-
vigation sur la position relative finale (cas
robuste)
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buste)
Dans le cas du sche´ma robuste, la condition finale reste a` l’inte´rieur de la boite d’arrive´e
meˆme en pre´sence d’incertitudes sur la position et la vitesse initiales, pour toutes les va-
leurs d’incertitudes a` l’inte´rieur de l’ellipso¨ıde de´fini dans l’e´quation (II.7.35). Les pires
cas correspondent a` des conditions finales qui se trouvent sur les frontie`res de la boite
d’arrive´e. Il reste a` noter la grande sensibilite´ du syste`me par rapport aux incertitudes
qui peut eˆtre e´value´e a` travers la comparaison de la taille des ellipso¨ıdes de points de
de´part aux nuages des points d’arrive´e.
8.4 La mission PRISMA
8.4.1 Pre´sentation de la mission
Ce programme repose sur des coope´rations entre l’agence spatiale sue´doise SNSB, le
CNES, l’agence spatiale allemande DLR et l’universite´ technique danoise DTU [1, 48, 49,
60].
La mission Prisma vise a` valider les algorithmes de guidage et de navigation pour le
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controˆle de trajectoires en formation et le rendez-vous autonome de 2 satellites, ainsi que
pour les ope´rations de proximite´, incluant les manœuvres d’approche et d’e´loignement des
satellites. Les deux satellites de PRISMA (appele´s MANGO & TANGO) ont e´te´ mis en
orbite par le lanceur ukrainien Dnepr le 15 Juin 2010.
Deux configurations sont teste´es ici. Ces configurations diffe`rent par leurs dure´es respec-
tives (cf. tableaux 8.9 et 8.10).
Nom de la mission Prisma-A [45]
Demi-grand axe de la cible a (km) 7011
Excentricite´ de la cible e 0.004
Anomalie vraie de la cible au de´but du rendez-vous ν1 (rad) 0
Date de de´but du rendez-vous t1 (s) 0
Date de fin du rendez-vous tf (s) 70107 (12 pe´riodes)
Etat initial X(t1) =


x(t1)
z(t1)
vx(t1)
vz(t1)


LV LH
(km,m/s)


−10
0
0
0


Etat final X(tf) =


x(tf )
z(tf )
vx(tf)
vz(tf)


LV LH
(km,m/s)


−0.1
0
0
0


Tab. 8.9 – Donne´es de la mission ’Prisma-A’
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Nom de la mission Prisma-B [45]
Demi-grand axe de la cible a (km) 7011
Excentricite´ de la cible e 0.004
Anomalie vraie de la cible au de´but du rendez-vous ν1 (rad) 0
Date de de´but du rendez-vous t1 (s) 0
Date de fin du rendez-vous tf (s) 64620
Etat initial X(t1) =


x(t1)
z(t1)
vx(t1)
vz(t1)


LV LH
(km,m/s)


−10
0
0
0


Etat final X(tf) =


x(tf )
z(tf )
vx(tf )
vz(tf )


LV LH
(km,m/s)


−0.1
0
0
0


Tab. 8.10 – Donne´es de la mission ’Prisma-B’
8.4.2 Simulations et re´sultats
Les cas Prisma-B et Prisma-A sont re´solus a` l’aide des algorithmes indirects RDV-
IND2 & 1, l’algorithme RDV-IND1 e´tant utilise´ pour la certification de l’optima-
lite´. Les meˆmes proble`mes sont traite´s par l’algorithme direct RDV-DIR pour diffe´rents
nombres d’impulsions N . Ces impulsions sont e´quire´parties dans l’intervalle [t1, tf ]. Les
re´sultats obtenus par les algorithmes indirects sont quasi-identiques et sont repre´sente´s
par les meˆmes graphes. Les re´partitions temporelles des impulsions obtenues pour chaque
algorithme sont repre´sente´s sur les figures 8.21 et 8.20. Les couˆts optimaux obtenus par
les algorithmes sont compare´s a` l’aide des tableaux 8.12 et 8.11.
La figure 8.21 offre une comparaison des plans de guidage (impulsions + dates d’ap-
plication) obtenus pour chaque configuration, pour le proble`me Prisma-B. La solution
L2-optimale certifie´e par les me´thodes indirectes est a` 3 impulsions.
Dans la configuration optimale, la deuxie`me impulsion est de valeur particulie`rement
faible. Toutefois, ceci doit eˆtre conside´re´ avec prudence. La longue pe´riode de de´rive
(61400 secondes) qui se de´roule imme´diatement apre`s cette impulsion en est fortement
influence´e. En pratique, ∆V2 donne l’orientation correcte au satellite chasseur avant d’en-
tamer la trajectoire balistique qui me`ne vers la re´alisation du rendez-vous en position. Le
gain en consommation apporte´ par cette petite impulsion est tre`s important, de l’ordre
de 27% par rapport a` une configuration a` 2 impulsions seulement.
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Fig. 8.20 – Re´partition des impulsions pour le cas ’Prisma-A’
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Fig. 8.21 – Re´partition des impulsions pour le cas ’Prisma-B’
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La figure 8.20 repre´sente les re´sultats obtenus pour le cas Prisma-A. Des commen-
taires similaires peuvent eˆtre e´mis quant a` la convergence des re´sultats obtenus par la
me´thode directe vers le re´sultat optimal certifie´ par les me´thodes indirectes lorsque le
nombre d’impulsions augmente. Les 4 impulsions optimales sont du meˆme ordre de gran-
deur dans ce cas.
Si l’on observe attentivement les figures 8.22, 8.23 et 8.24, on remarque que les solu-
tions pour les cas Prisma-B et Prisma-A sont unidirectionnelles. Les impulsions sont
dirige´es vers l’un des axes du repe`re local. Ceci n’a pas lieu pour le cas ATV, ou` les impul-
sions posse`dent des composantes non nulles de valeurs comparables selon les deux axes.
Rappelons que les normes L1 (minimise´e par l’algorithme direct) et L2 (minimise´e par les
algorithmes indirects) sont e´quivalentes pour les scalaires ou les vecteurs unidirectionnels,
ou` toutes les composantes sont nulles, sauf une. Ceci explique donc la convergence de
l’algorithme direct lorsque N augmente vers la meˆme solution que l’algorithme indirect,
seulement pour les cas Prisma-B et Prisma-A et pas pour le cas ATV.
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impulsions pour le cas ’ATV’
Les tableaux 8.11 et 8.12 comparent les couˆts L1 et L2 des plans de manœuvre. Ces
couˆts sont calcule´s apre`s l’obtention des solutions par les algorithmes RDV-DIR (mini-
misation de L1) et RDV-IND (minimisation de L2). Les re´sultats confirment les conclu-
sions pre´ce´dentes. Les solutions pour les cas PRISMA sont quasiment unidirectionnelles
inde´pendamment de N . Ceci est duˆ aux conditions initiales du rendez-vous X1.
RDV-IND 1&2 RDV-DIR N = 5 RDV-DIR N = 20 RDV-DIR N = 100
Couˆt L1 0.1028 0.4163 0.0974 0.0968
Couˆt L2 0.0966 0.3784 0.0974 0.0968
Tab. 8.11 – Comparaison des re´sultats pour le cas ’Prisma-A’
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RDV-IND 1&2 RDV-DIR N = 5 RDV-DIR N = 20 RDV-DIR N = 100
Couˆt L1 0.1058 0.1043 0.1029 0.1026
Couˆt L2 0.1025 0.1043 0.1029 0.1026
Tab. 8.12 – Comparaison des re´sultats pour le cas ’Prisma-B’
8.4.3 Validite´ de l’hypothe`se line´aire
A l’aide du simulateur non line´aire, on proce`de a` une propagation des plans de ma-
nœuvre des cas PRISMA-A & PRISMA-B. On compare la trajectoire obtenue a` celle
re´sultant d’une propagation par la matrice de Yamanaka-Ankersen.
Les missions Prisma-B et Prisma-A sont non adapte´es a` la mode´lisation line´aire a` cause
de la faible valeur du demi grand axe qui n’autorise pas des grandes distances intersatelli-
taires. La longue dure´e de ces missions accroit l’effet cumulatif des erreurs de line´arisation.
Cela entraine ainsi une de´rive de 4 km a` l’issue du rendez-vous (cf. figure 8.25).
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Fig. 8.25 – Trajectoires line´aires et non line´aires pour les cas PRISMA
8.5 La mission SIMBOL-X
8.5.1 Pre´sentation de la mission
SIMBOL-X est une mission coope´rative entre le CNES et l’agence spatiale italienne
ASI [61]. Il s’agit d’un te´lescope a` rayons X a` tre`s grande distance focale. Cette mission est
constitue´e de deux satellites embarquant les diffe´rents instruments optiques. La distance
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relative entre les deux satellites volant en formation permet d’obtenir une grande distance
focale. L’excentricite´ de l’orbite de cette mission est e´leve´e (≃ 0.8) afin de s’e´loigner de la
Terre et de limiter les perturbations sur les observations. Cette mission a e´te´ annule´e par le
CNES apre`s une e´tude en phase A a` cause de restrictions budge´taires. Les caracte´ristiques
de la mission sont reprises dans le tableau 8.13.
Nom de la mission SIMBOL-X [45]
Demi-grand axe de la cible a (km) 106246.9753
Excentricite´ de la cible e 0.798788
Anomalie vraie de la cible au de´but du rendez-vous ν1 (deg) 135
Date de de´but du rendez-vous t1 (s) 0
Date de fin du rendez-vous tf (s) 50000
Etat initial X(t1) =


x(t1)
z(t1)
vx(t1)
vz(t1)


LV LH
(km,m/s)


−18.309
23.764
0.0542
0.0418


Etat final X(tf ) =


x(tf )
z(tf )
vx(tf)
vz(tf)


LV LH
(km,m/s)


−0.335
0.371
−0.0015
−0.0014


Tab. 8.13 – Donne´es de la mission ’SIMBOL-X’
8.5.2 Simulations et re´sultats
Le cas SIMBOL-X est re´solu a` l’aide des algorithmes indirects. La solution optimale
est propage´e ensuite a` l’aide de la matrice de Yamanaka-Ankersen et compare´e a` la tra-
jectoire obtenue par le simulateur non line´aire. Le cas SIMBOL-X s’inscrit parfaitement
dans le cadre des hypothe`ses de line´arisation, du fait notamment du demi-grand axe de
l’orbite de la cible, tre`s grand devant la distance chasseur-cible (≃ 5300 fois). La longue
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dure´e de la mission (50000 secondes) n’affecte en rien la pre´cision finale.
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Fig. 8.26 – Trajectoires line´aires et non line´aires pour la mission SIMBOL-X
La solution obtenue est une trajectoire a` deux impulsions comme le montre la figure
8.27.
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Fig. 8.27 – Re´sultats pour le cas ’SIMBOL-X’
Les re´sultats obtenus par les algorithmes RDV-DIR et heuristiques sont quasiment
identiques au re´sultat obtenu par les me´thodes indirectes. La solution optimale par rapport
aux normes L1 et L2 pour ce cas est un transfert en deux impulsions.
8.6 Conclusions
Ce chapitre a e´te´ l’occasion de mettre a` l’e´preuve les algorithmes de´veloppe´s au cours
des chapitres pre´ce´dents en les confrontant a` des cas pratiques et acade´miques. Tous les
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exemples traite´s sont base´s sur des hypothe`ses ke´ple´riennes, pour des formes d’orbites
quelconques.
Les algorithmes indirects ont e´te´ compare´s a` l’aide des exemples de Carter. Cela a permis
de constater que l’algorithme RDV-IND1 certifie a` chaque fois les re´sultats obtenus a`
l’aide de l’algorithme RDV-IND2 qui est moins complexe a` mettre en œuvre et ne ne´-
cessite pas une grande puissance de calcul. Pour chaque exemple traite´, les re´sultats ont
e´te´ les meˆmes pour les deux algorithmes a` la pre´cision nume´rique employe´e pre`s.
Les approches directes et indirectes ont e´te´ compare´es ensuite. Les deux techniques de´-
veloppe´es ne permettent pas d’optimiser la meˆme fonction de couˆt. Les simulations ont
permis de constater qu’il existe un certain nombre de cas de figure ou` les normes L1 et
L2 sont e´quivalentes permettant ainsi une comparaison.
Nous avons juge´ inte´ressant de choisir la forme line´aire base´e sur la norme L1 afin de
privile´gier l’aspect principal des me´thodes directes : la facilite´ d’implantation pratique
(line´aire vs quadratique).
Le de´roulement des ite´rations de l’algorithme RDV-IND2 a e´te´ de´taille´ afin d’expliquer
les diffe´rentes parties de l’algorithme, notamment celles base´es sur les travaux de Lion &
Handelsman.
La confrontation des re´sultats obtenus aux dynamiques orbitales non line´aires et re´alistes
a permis d’exploiter le simulateur de´veloppe´ dans la premie`re partie. D’autre part, ceci
a donne´ lieu a` une e´tude de la validite´ des hypothe`ses de line´arisation par rapport a` la
distance inter-satellitaire pour diverses missions.
Enfin, les aspects lie´s a` la robustesse de l’algorithme RDV-DIR ont e´te´ traite´s a` travers
la mission ATV. L’effet des incertitudes a e´te´ e´tudie´ dans cette section et leur incidence
sur les performances de l’algorithme. Un point important a e´te´ notamment remarque´ :
la grande sensibilite´ des trajectoires par rapport aux incertitudes sur l’e´tat initial. L’in-
fluence de la robustesse sur la consommation a e´te´ de´montre´e e´galement pour diffe´rents
nombres d’impulsions.
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Dans cette partie, nous avons conside´re´ le proble`me du rendez-vous a` temps fixe´s dans
sa variante line´aire et sous l’hypothe`se d’une propulsion impulsionnelle.
Des me´thodes conventionnelles dont une heuristique simple ont e´te´ pre´sente´es en premier
afin de cerner les aspects les plus pertinents du proble`me, en particulier l’optimisation des
dates d’application des impulsions.
Les chapitres 3 et 4 ont vu la pre´sentation des techniques d’optimisation directes
et indirectes et la synthe`se d’algorithmes de rendez-vous a` l’aide de ces techniques. Les
e´tapes conduisant a` l’e´laboration des algorithmes indirects, base´s sur des techniques de
commande optimale, de l’optimisation polynomiale par relaxations convexes ainsi que
sur le calcul des variations ont e´te´ de´taille´es et justifie´es dans un chapitre consacre´ a` ces
me´thodes. C’est ainsi que la the´orie du primer vector a e´te´ pre´sente´e et que des techniques
pour contourner des difficulte´s lie´es a` des non line´arite´s du proble`me, notamment pour
l’optimisation des dates d’impulsions ont fait l’objet d’une attention particulie`re. Cela a
donne´ lieu a` la synthe`se de deux algorithmes comple´mentaires, permettant une solution
optimale, rigoureuse et comple`te au proble`me du rendez-vous.
D’un autre cote´, un algorithme fonde´ sur les techniques de programmation line´aire
a e´te´ synthe´tise´. Cet algorithme permet d’aborder le compromis entre l’optimalite´ et la
robustesse par rapport aux incertitudes. La me´thode utilise´e est fonde´e sur la discre´tisation
du proble`me du rendez-vous pour le transformer en un proble`me en dimension finie. Une
attention particulie`re a e´te´ accorde´e a` la formulation line´aire du proble`me afin de pre´server
sa simplicite´ et de permettre d’utiliser des techniques qui ont de´ja` montre´ une grande
facilite´ d’implantation telles que le SIMPLEX.
Dans un chapitre consacre´ a` la validation nume´rique, tous les aspects qui nous ont
semble´ pertinents, notamment ceux lie´s a` la mise en œuvre et l’exe´cution des algorithmes
et a` l’analyse des re´sultats ont e´te´ conside´re´s. Cela a e´te´ re´alise´ a` travers une de´marche
fonde´e sur des exemples issus de missions re´elles ou d’exemples acade´miques pre´sente´s
dans la litte´rature. Les tests ont e´te´ concluants quant a` la performance des algorithmes,
l’optimalite´ des re´sultats et la pertinence des hypothe`ses pose´es. Certains points pre´limi-
naires lie´s a` la robustesse et a` l’optimalite´ ont e´te´ discute´s et analyse´s.
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Une e´tude ge´ne´rique et globale du proble`me de rendez-vous a e´te´ entreprise dans ce
document. Tout au long de cette the`se, nous avons tente´ de re´pondre aux proble´matiques
pose´es dans l’introduction. Nous les rappelons brie`vement ici :
– concernant la mode´lisation du mouvement relatif de satellites, une e´tude de´taille´e
sur le choix des variables d’e´tat et des hypothe`ses ne´cessaires a` l’e´tablissement de
mode`les e´tait indispensable afin d’e´tablir une classification des mode`les existants.
Nous nous sommes fixe´s comme objectif e´galement, de concevoir une me´thodologie
de synthe`se de mode`les permettant de couvrir les zones d’ombre constate´es dans la
litte´rature et de donner plus de rigueur et de ge´ne´ralite´ aux diffe´rentes e´tapes de
cette synthe`se ;
– en ce qui concerne la construction d’algorithme de guidage pour le rendez-vous,
un traitement a` l’aide des outils mathe´matiques d’optimisation et de commande
optimale devait eˆtre envisage´ pour le proble`me de rendez-vous. Une formulation du
type proble`me de commande optimale a e´te´ retenue. L’objectif e´tait de synthe´tiser
diffe´rents algorithmes permettant de re´soudre ce proble`me par rapport a` toutes
ses variables. En d’autres termes, la mise en œuvre d’algorithmes de guidage pour
la ge´ne´ration de trajectoires optimales de rendez-vous orbital e´tait l’objectif de la
deuxie`me partie des travaux.
Afin de re´pondre a` ces proble´matiques, nous avons entrepris un certain nombre de travaux
dont un bilan est dresse´ dans la section suivante.
Bilan des travaux
Dans la premie`re partie de la the`se, la mode´lisation line´aire du mouvement relatif
de satellites a fait l’objet d’une e´tude de´taille´e. En premier lieu, une revue bibliographique
accompagne´e d’une classification des travaux existants selon plusieurs facteurs a e´te´ re´ali-
se´e. Cela a donne´ lieu a` une analyse qui a mis en e´vidence certains manques et difficulte´s
motivant les travaux entrepris dans la suite.
Une de´marche ge´ne´rale de mode´lisation du mouvement relatif de satellite a e´te´ propo-
se´e apre´s l’analyse bibliographique. Toutes les e´tapes de de´veloppement et les hypothe`ses
associe´es ont e´te´ de´taille´es. La me´thodologie propose´e est valable pour tout type d’envi-
ronnement orbital et pour toutes les formes d’orbites de re´fe´rence. Nous avons teste´ la
validite´ des mode`les obtenus a` l’aide de notre de´marche en les confrontant aux principaux
mode`les de la litte´rature.
Nous nous sommes inte´resse´s e´galement, a` la synthe`se des matrices de transition par les
me´thodes hybrides. Nous avons propose´ une transformation originale non line´aire des va-
riables de l’e´tat relatif perturbe´, transformation qui a e´te´ line´arise´e ensuite. Une e´tude
du domaine de validite´ des hypothe`ses de line´arisation a e´te´ propose´e, ou` l’influence des
e´carts en les diffe´rents e´le´ments orbitaux a e´te´ analyse´e. D’autre part, nous avons e´tudie´
l’effet des perturbations orbitales sur la pre´cision.
Pour les besoins de la the`se, un simulateur non line´aire de mouvement orbital a e´te´
de´veloppe´ et valide´ par un ensemble de simulations nume´riques. Nous avons utilise´ ce
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simulateur comme environnement de test pour les diffe´rents algorithmes de rendez-vous
de´veloppe´s dans la deuxie`me partie. Les tests de validation ont prouve´ la fide´lite´ de ce si-
mulateur et sa pre´cision aussi bien dans les environnements ke´ple´riens que pour les orbites
perturbe´es.
La seconde partie de la the`se a e´te´ consacre´e a` la re´solution du proble`me de
rendez-vous a` consommation minimale, en temps fixe´ et formule´ en un proble`me line´aire
de commande optimale.
En pre´ambule, nous avons pre´sente´ plusieurs me´thodes conventionnelles, simples et non
optimales. Ces me´thodes ont servi a` pre´senter certains aspects relatifs a` l’optimisation et
ont motive´ les travaux pre´sente´s dans les chapitres suivants.
La re´solution des proble`mes de commande optimale par les me´thodes indirectes a e´te´
pre´sente´e ensuite. Ces me´thodes, base´es sur le principe de Pontryagin, permettent une re´-
e´criture du proble`me de rendez-vous sous forme de proble`me d’optimisation polynomiale
a` l’aide notamment de la the´orie du primer vector. L’optimisation des dates de pousse´es a
suscite´ quelques efforts supple´mentaires a` cause de sa nature non line´aire et implicite. Ceci
nous a conduit a` de´velopper deux approches de re´solution comple´mentaires. La premie`re,
base´e sur une approche par grille temporelle et optimisation polynomiale par relaxations
convexes permet une certification de l’optimalite´ globale des re´sultats, au prix d’un temps
de calcul important. La deuxie`me approche, base´e sur le calcul des variations et la re´-
solution de syste`mes d’e´quations polynomiales est plus avantageuse en termes de temps
de calcul. Cependant, la certification de l’optimalite´ n’est pas encore e´tablie pour cette
me´thode. Deux algorithmes ont e´te´ donc propose´s a` l’issue de cette e´tude.
Les me´thodes de re´solution directe, base´es sur la programmation line´aire, ont fait l’ob-
jet d’un chapitre. A l’inverse des techniques indirectes, l’optimalite´ globale n’est garantie
dans ce cas, que vis-a`-vis d’une configuration de dates donne´es et ne pre´tend que four-
nir une borne supe´rieure de l’optimum global. Cela dit, ces me´thodes se de´marquent par
une grande capacite´ a` prendre en compte des contraintes supple´mentaires, en particulier
la robustesse vis-a`-vis d’incertitudes de navigation par exemple. La grande facilite´ d’im-
plantation est un atout majeur en faveur des techniques directes. Nous avons propose´ un
algorithme base´ sur ces me´thodes, et permettant de conside´rer des aspects pre´liminaires
de robustesse.
La seconde partie de la the`se s’est solde´e par un chapitre de´die´ a` la validation nume´-
rique des algorithmes propose´s. Diffe´rentes comparaisons ont permis de mettre en valeur
les avantages respectifs de chacune des techniques et d’avoir une vision plus pratique de
l’implantation graˆce a` des sce´narii issus de missions re´elles. Plusieurs aspects tels que la
charge nume´rique, la robustesse, l’optimalite´ des re´sultats et la validite´ des hypothe`ses
line´aires ont e´te´ de´taille´s et analyse´s.
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Perspectives
En ce qui concerne la mode´lisation, l’e´tude entreprise dans ce document peut eˆtre
enrichie en y incluant certains travaux portant sur une parame´trisation curviline´aire. Ce
type de coordonne´es peut permettre de neutraliser partiellement la de´gradation du mode`le
carte´sien lie´e a` la line´arisation pour les faibles distances. Une autre manie`re de parame´-
trer le mouvement relatif est base´e sur les parame`tres orbitaux locaux (voir la the`se de J.
Fontdecaba, 2007). Un nombre tre`s limite´ de travaux a e´te´ effectue´ dans ce sens qui reste
un terrain propice a` d’e´ventuelles investigations.
La me´thodologie pre´sente´e pourrait eˆtre applique´e a` des cas non traite´s dans la litte´ra-
ture (attraction luni-solaire, ...) ou rarement e´tudie´s (frottement atmosphe´rique, ...) afin
de tirer profit au maximum de son potentiel. La construction de matrices de transition
pour les cas perturbe´s reste encore un domaine faiblement explore´, et ne´cessite plus de
de´veloppements et d’apports the´oriques. Les mode`les ge´ne´re´s par la me´thode propose´e ne
permettent pas de construire des matrices de transition directe. Ceci reste donc a` consi-
de´rer dans les ame´liorations futures.
Les algorithmes de´veloppe´s sont tous fonde´s sur la matrice de Yamanaka-Ankersen. Une
ame´lioration potentielle serait de refaire les de´veloppements avec des matrices plus com-
plexes, incluant les perturbations orbitales (matrice de transition de Gim & Alfriend par
exemple). L’approche par grille se base sur une technique de construction de grille tem-
porelle tre`s simple. Une me´thode utilisant les techniques de recherche plus sophistique´es
peut eˆtre envisage´e. L’optimisation polynomiale par relaxations convexes a de´montre´ une
grande performance lors des simulations. Un inconve´nient duˆ a` cette formulation est lie´
aux dates et nombre d’impulsions qui sont fixe´s a priori. Une reformulation plus complexe
permettant de prendre en compte ces facteurs et d’e´viter par la meˆme occasion l’utilisa-
tion d’une grille temporelle constituerait une contribution significative. L’algorithme mixte
base´ sur le calcul des variations, ne permet pas la certification de l’optimalite´ globale de ces
re´sultats et ne´cessite pour le moment d’eˆtre utilise´ en comple´mentarite´ avec l’algorithme
polynomial. Ceci pe´nalise son exploitation en augmentant sa complexite´ nume´rique. Les
tests ont montre´ qu’en pratique, la solution obtenue est toujours globalement optimale.
Un travail dans le sens de la certification de la globalite´ de l’optimum s’impose donc
afin de rendre cet algorithme inde´pendant. L’algorithme direct robuste peut eˆtre ame´-
liore´ par la prise en compte de contraintes supple´mentaires (e´vitement de collision, coˆne
d’approche). La formulation du proble`me peut eˆtre e´galement modifie´e pour conside´rer la
norme L2. Ceci me`nera vers un proble`me quadratique convexe. Les aspects de robustesse
doivent eˆtre e´galement de´veloppe´s afin d’inclure un nombre plus important d’incertitudes
de navigation (dates d’impulsions) et d’erreurs de re´alisation des manœuvres.
Enfin, l’ensemble des travaux entrepris dans le cadre de cette the`se a vocation a` eˆtre
mis en œuvre dans le cadre des travaux visant l’ame´lioration de l’autonomie des futurs
missions. Un banc de test permettra de re´aliser une validation mate´rielle des algorithmes
et des mode`les. Ceci offrira la possibilite´ de passer du stade the´orique a` l’implantation
pratique et valoriser les de´veloppements analytiques pre´sente´s dans ce document.
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Annexe A
Repe`res de re´fe´rence
A.1 Le repe`re ge´ocentrique e´quatorial
Le repe`re ge´ocentrique e´quatorialR0 =
(
OT , ~I, ~J, ~K
)
associe´ a` la base B0 =
(
~I, ~J, ~K
)
est de´fini comme un repe`re pseudo-inertiel qui a pour origine le centre de la Terre OT et
dont la base est de´finie par les vecteurs ~I, ~J, ~K ou` :
– ~I indique le point d’e´quinoxe vernale (point d’intersection ascendant (nœud ascen-
dant) de la direction du soleil et de la ligne des nœuds) ;
– ~J de´finit l’axe de rotation de la Terre selon l’axe des poˆles et oriente´ vers le poˆle
nord ;
– ~K est de´fini pour comple´ter le trie`dre.
~I ligne vernale Υ
~J
~K
Plan e´quatorial
Plan de l’e´cliptique
0T
M1
R1
Fig. A.1 – Repe`re ge´ocentrique e´quatorial
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A.2 Le repe`re pe´rifocal PQW
Le repe`re pe´rifocal est de´fini par RPQW =
(
OT , ~P , ~Q, ~W
)
ou` l’origine OT est au centre
de la terre et les axes de´finis par :
- l’axe portant le vecteur ~P pointe vers le pe´rige´e ;
- l’axe portant le vecteur ~Q est a` 90 de ~P dans la direction du satellite ;
- l’axe portant le vecteur ~W est normal a` l’orbite.
Ce repe`re est obtenu a` partir du repe`re ge´ocentrique e´quatorial R0 =
(
OT , ~I, ~J, ~K
)
en appliquant la se´quence de rotations illustre´e par les figures A.2, A.3, et A.4.
~I
~J
~K
~JΩ
~K = ~KΩ
Ω
Ω
Fig. A.2 – Longitude du nœud ascendant
~IΩ = ~Ii
~JΩ
~Ji
~KΩ
~Ki
i
i
Fig. A.3 – Inclinaison
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~Ii
~Iω
~Ji
~Jω
~Ki = ~Kω
ω
ω
Fig. A.4 – Argument du pe´rige´e
A.3 Le repe`re local RSW de Hill
Un repe`re local permettant de mode´liser le mouvement relatif est le repe`re de Gauss
R1 =
(
M1, ~R, ~S, ~W
)
ou` l’origine M1 est le centre de masse du satellite et les axes sont
de´finis par :
- l’axe portant le vecteur ~R est radial oriente´ du centre de la terre vers le satellite ;
- l’axe portant le vecteur ~W est normal au plan orbital de´fini par le vecteur position
et vitesse (cross-track direction) ;
- l’axe portant le vecteur ~S est tel que [~R, ~S, ~W ] forme un trie`dre orthonorme´ direct
(along-track direction).
~I
~J
~K
~R
~W ~v
~S
Fig. A.5 – Repe`re de Hill
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a
a e
b
=
a
√ 1
−
e2
~P
~Q
~R
~S
~S
~W
OS
ν
OT
OE
Fig. A.6 – De´finition du repe`re de Hill dans le cas d’une trajectoire elliptique
A.4 Le repe`re LVLH
Le repe`re appele´ LVLH RLV LH =
(
M1, ~ILV LH , ~JLV LH , ~KLV LH
)
qui est, en ge´ne´ral,
de´fini dans la litte´rature avec pour origine M1, le centre de masse du satellite et les axes
de´finis par :
- l’axe portant le vecteur ~KLV LH est radial oriente´ du satellite vers le centre de la
terre ;
- l’axe portant le vecteur ~JLV LH est normal au plan orbital dans la direction oppose´e
du moment cine´tique ;
- l’axe portant le vecteur ~ILV LH = ~JLV LH ∧ ~KLV LH est dans la direction de la vitesse
et tel que [~ILV LH , ~JLV LH , ~KLV LH ] forme un trie`dre orthonorme´ direct.
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~I
~J
~K
~KLV LH
~JLV LH
~v
~ILV LH
Fig. A.7 – Repe`re LVLH
On donne quelques notations particulie`res de la litte´rature anglo-saxonne pour le repe`re
LVLH (local horizontal-local vertical) :
- l’axe portant le vecteur ~ZLV LH est appele´ R-bar ;
- l’axe portant le vecteur ~YLV LH est appele´ H-bar ;
- l’axe portant le vecteur ~XLV LH = ~YLV LH ∧ ~ZLV LH est appele´ V-bar.
246 Les repe`res de re´fe´rence
247
Annexe B
Les parame`tres orbitaux
L’orientation de l’orbite dans l’espace est de´finie par les trois angles Ω, ω et i, analogues
aux angles d’Euler :
- Ω est la longitude du nœud ascendant (ou l’ascension droite du nœud) de´fini comme
l’angle entre le vecteur ~I (supporte´ par la ligne vernale) et le vecteur du nœud
ascendant ~n. Il est de´fini dans le plan e´quatorial et mesure´ positivement dans le sens
trigonome´trique ;
- l’angle d’inclinaison i est l’angle entre le plan e´quatorial terrestre et le plan orbital
(angle entre le vecteur ~K et le vecteur moment cine´tique ~h) ;
- l’argument du pe´rige´e ω est l’angle entre le nœud ascendant NA et le pe´rige´e.
Ces angles sont repre´sente´s sur la figure B.1 ou` ~I, ~J et ~K sont les axes du repe`re pseudo-
inertiel R0. La dimension et la forme de l’orbite sont caracte´rise´es par les parame`tres a et
e.
- a est le demi-grand axe ;
- e est l’excentricite´.
La position du satellite sur son orbite peut eˆtre caracte´rise´e par les angles ν, E ou M .
- ν est l’anomalie vraie et repe`re la position courante du satellite par rapport au
pe´rige´e ;
- E est l’anomalie excentrique ;
- M est l’anomalie moyenne donne´e par l’e´quation de Kepler.
M = E − e sin(E) =M0 + n(t− tp) =
√
µ
a3
(t− t0) = 2π
T
(t− t0) (II.B.1)
ou` n est le mouvement moyen, tp est la date de passage au pe´rige´e. Les angles ν et E sont
repre´sente´s sur la figure B.2 ou` :
– S est la position du satellite sur l’orbite ;
– S ′ est la projection orthogonale de S sur le cercle tangent a` la trajectoire orbitale.
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Fig. B.1 – Ele´ments orbitaux
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Fig. B.2 – Parame`tres orbitaux de´finis dans le plan orbital du satellite
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B.1 Les e´le´ments orbitaux classiques
C’est le vecteur rassemblant les e´le´ments orbitaux donne´s dans la figure B.1 :
Xoe =
[
a e i Ω ω ν
]
(II.B.2)
Soit aγ la re´sultante de toutes les acce´le´rations agissant sur le satellite M1, mis a` part le
terme fondamental de l’acce´le´ration gravitationnelle :
aγ = aγRR + aγSS + aγWW (II.B.3)
Les e´quations de Gauss, donnant la variation temporelle des e´le´ments orbitaux sous l’effet
de aγ sont e´crites sous la forme :
d
dt


a
e
i
Ω
ω
ν

 =


0
0
0
0
0
n
(1 + e cos ν)
2
(1− e2)3/2


+


2 e sin ν
n
√
1− e2
2 (1 + e cos ν)
n
√
1− e2 0√
1− e2
n a
sin ν
√
1− e2
n a
(
cos ν + e
1 + e cos ν
+ cos ν
)
0
0 0
√
1− e2
n a
cos (ω + ν)
1 + e cos ν
0 0
√
1− e2
n a
sin (ω + ν)
(1 + e cos ν) sin i
−
√
1− e2
n a e
cos ν
√
1− e2
n a e
2 + e cos ν
1 + e cosν
sin ν −
√
1− e2
n a
cos i sin (ω + ν)
(1 + e cos ν) sin i√
1− e2
n a e
cos ν −
√
1− e2
n a e
2 + e cos ν
1 + e cos ν
sin ν 0



 aγRaγS
aγW


(II.B.4)
On remarque qu’il existe un certains nombre de singularite´s, notamment lorsque e = 0
(orbites circulaires) ou i = 0 (orbites e´quatoriales). Ces singularite´s sont leve´es en ope´rant
des changements de variable non line´aires. Nous en donnons un exemple.
B.2 Les e´le´ments orbitaux e´quinoxiaux
Ce jeu d’e´le´ments orbitaux ne pre´sente aucune singularite´, au prix d’une grande com-
plexite´ due aux transformations non line´aires employe´es. Le vecteur d’e´le´ment orbitaux
est donne´ par :
XOEeq = [ p f g h k L ] (II.B.5)
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ou` les e´le´ments sont de´finis dans [2] :
p = a (1− e2)
f = e cos(Ω + ω)
g = e sin(Ω + ω)
h = tan
i
2
cosΩ
k = tan
i
2
sinΩ
L = Ω + ω + ν
(II.B.6)
Pour la meˆme perturbation de´crite dans l’e´quation (II.B.3), la variation des e´le´ments
orbitaux est donne´e par la relation (reprise de [2], [1]) :
d
dt


p
f
g
h
k
L

 =


0
0
0
0
0
w2
p2
√
µp


+


0
2p
w
√
p
µ
0√
p
µ
sinL
√
p
µ
1
w
((w + 1) cosL + f) −
√
p
µ
g
w
(h sinL− k cosL)
−
√
p
µ
cosL
√
p
µ
1
w
((w + 1) sinL + g)
√
p
µ
f
w
(h sinL− k cosL)
0 0
√
p
µ
s2 cosL
2w
0 0
√
p
µ
s2 sinL
2w
0 0
1
w
√
p
µ
(h sinL− k cosL)



 aγRaγS
aγW


(II.B.7)
avec :
s2 = 1 + h2 + k2
w = 1 + f cosL+ g sinL
(II.B.8)
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Annexe C
Perturbations orbitales
C.1 Effets de l’aplatissement de la terre
Cette section de l’annexe a pour but de rappeler les e´le´ments fondamentaux lie´s a` la
de´finition des perturbations gravitationnelles terrestres et en particulier au terme du J2.
Cette pre´sentation est tre`s abre´ge´e et a principalement emprunte´ a` la re´fe´rence [13].
C.1.1 Le potentiel terrestre
Du fait que la force de gravite´ est une force conservative, elle peut eˆtre de´rive´e d’un
potentiel scalaire de gravitation dont le de´veloppement en harmoniques sphe´riques est
donne´ par [13], [2] :
U(M) = U(r, λ, ϕ) =
µ
r
∞∑
n=0
n∑
k=0
(
Req
r
)n
Pnk(cosϕ) (Cnk cos kλ+ Snk sin kλ) (II.C.1)
ou` Pnk est la fonction de Legendre de´finie a` partir du polynoˆme de Legendre associe´. Les
coefficients Cnk (coefficient harmonique tesse´ral pour n 6= k) et Snk (coefficient harmonique
sectoriel pour n = k) traduisent les irre´gularite´s du potentiel terrestre. En particulier, les
coefficients Cn0 = −Jn sont de´finis comme les harmoniques zonaux repre´sentatifs des effets
lie´s a` des irre´gularite´s de re´volution syme´triques par rapport a` l’axe des poˆles terrestres.
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C.1.2 Le terme J2
Le terme J2 traduit l’aplatissement de la terre aux poˆles (de l’ordre de 22 km) par
rapport a` l’e´quateur. Les mesures des coefficients zonaux, tesseraux et sectoriels montrent
que le terme J2 est 400 fois plus grand que le terme le plus significatif parmi les autres.
Ua(M) =
µ
r
+ UJ2 =
µ
r
+
µR2eq J2
r3
(
1
2
− 3
2
cos2 ϕ
)
(II.C.2)
ou` J2 = 0.0010826626836.
C.1.3 Les effets du terme J2 sur les e´le´ments orbitaux moyens
Il existe plusieurs me´thodes permettant de calculer les effets des perturbations dues au
terme J2 sur les parame`tres orbitaux. Ces effets sont ge´ne´ralement classe´s en se´culaires,
pe´riodiques a` courte pe´riode et pe´riodiques a` longue pe´riode [7], [1]. Les perturbations a`
longue pe´riode correspondent a` la pe´riode de la rotation apsidale alors que la perturbation
a` courte pe´riode se manifeste a` travers une oscillation des e´le´ments orbitaux sans de´rive de
l’orbite [11]. Concernant le mouvement relatif, l’influence de la perturbation se´culaire se
manifeste principalement par l’introduction de termes additionnels d’acce´le´ration diffe´ren-
tielle et par le phe´nome`ne de pre´cession du repe`re local tournant. Les effets des variations a`
courte pe´riode sur les e´le´ments orbitaux a, e et i peuvent e´galement affecter ne´gativement
le mouvement relatif [4] mais de manie`re moins importante. Il est donc naturel d’utili-
ser un ensemble d’e´le´ments orbitaux adapte´s a` ce type de perturbations se´culaires et ne
faisant donc pas apparaˆıtre les perturbations pe´riodiques : les e´le´ments orbitaux moyens
note´s Xoe =
[
a¯ e¯ i¯ Ω¯ ω¯ M¯
]′
. La variation due au terme J2 affecte les e´le´ments
orbitaux moyens de la fac¸on suivante :
˙¯a = 0 (II.C.3)
˙¯e = 0 (II.C.4)
˙¯i = 0 (II.C.5)
˙¯Ω = F¯Ω(a¯, e¯, i¯) = −3
2
J2n¯
R2e
a¯2η¯4
cos i¯ (II.C.6)
˙¯ω = F¯ω(a¯, e¯, i¯) =
3
4
J2n¯
R2e
a¯2η¯4
(5 cos2 i¯2 − 1) (II.C.7)
˙¯M = F¯M(a¯, e¯, i¯) = n¯+
3
4
J2n¯
R2e
a¯2η¯4
η¯(3 cos2 i¯2 − 1) (II.C.8)
L’e´volution des e´le´ments orbitaux moyens diffe´rentiels peut eˆtre obtenue par diffe´ren-
tiation des relations pre´ce´dentes :
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δ ˙¯Ω =
∂F¯Ω
∂a¯
δa¯+
∂F¯Ω
∂e¯
δe¯+
∂F¯Ω
∂i¯
δi¯ (II.C.9)
δ ˙¯ω =
∂F¯ω
∂a¯
δa¯+
∂F¯ω
∂e¯
δe¯+
∂F¯ω
∂i¯
δi¯ (II.C.10)
δ ˙¯M =
∂F¯M
∂a¯
δa¯+
∂F¯M
∂e¯
δe¯+
∂F¯M
∂i¯
δi¯ (II.C.11)
ou` :
∂F¯Ω
∂a¯
=
21
a¯
C cos i¯
∂F¯Ω
∂e¯
=
24e¯
η¯2
C cos i¯
∂F¯Ω
∂i¯
= 6C sin i¯
∂F¯ω
∂a¯
= −21
2a¯
C(5 cos2 i¯− 1) ∂F¯ω
∂e¯
=
12e¯
η¯2
C(cos2 i¯− 1) ∂F¯ω
∂i¯
= −15C sin(2¯i)
∂F¯M
∂a¯
= −3n¯
2a¯
− η¯
4a¯
C[63 cos(2¯i)− 21] ∂F¯M
∂e¯
=
9e¯
η¯
C(3 cos2 i¯− 1) ∂F¯M
∂i¯
= −9η¯C sin(2¯i)
(II.C.12)
avec C =
J2n¯R
2
e
4a2η2
.
On constate que seuls 3 e´le´ments orbitaux sur 6 varient du fait de la prise en compte du
terme J2. Brouwer a donne´ la transformation permettant de passer des e´le´ments orbitaux
osculateurs aux e´le´ments orbitaux moyens [1]. Cette transformation a e´te´ ge´ne´ralise´e pour
e´viter les singularite´s au voisinage des orbites d’excentricite´ et d’inclinaison nulles dans
[8] et simplifie´e a` l’ordre 1 dans [11].
C.1.4 Passage des e´le´ments osculateurs aux e´le´ments moyens
Le de´veloppement donne´ par Schaub, issu des travaux de Brouwer repris par Lyddane
en 1963, permet d’exprimer la variation des e´le´ments orbitaux moyens en fonction de celle
des e´le´ments osculateurs. Soient les relations :
γ2 = −J2
2
(
Req
a
)2
η =
√
1− e2
γ
′
2 =
γ2
η4
(II.C.13)
Pour ce calcul, on utilisera le vecteur d’e´le´ments orbitaux osculateurs suivant Xoe =
[a, e, i,Ω, ω,M ]′, le vecteur contenant les e´le´ments moyens e´tant donne´ par X¯oe = [a¯, e¯, i¯, Ω¯, ω¯, M¯ ]
′.
Les diffe´rentes anomalies sont lie´es par les relations :
M = E − e sinE
ν = 2 arctan
(√
1 + e
1− e tan
E
2
)
(II.C.14)
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La variation moyenne de a est donne´e par la relation :
a¯ = ξa = a+ aγ2
[
(3 cos2 i− 1)
(
a3
r3
− 1
η3
)
+ 3 (1− cos2 i) a
3
r3
cos(2ω + 2ν)
]
(II.C.15)
Pour calculer les variations moyennes restantes, on utilise les variables interme´diaires
suivantes :
δe1 =
γ
′
2
2
eη2 cos 2ω
(
1− 11 cos2 i− 40 cos
4 i
1− 5 cos2 i
)
(II.C.16)
δe = δe1 +
η2
2
{
γ2
[
3 cos2 i− 1
η6
(
eη +
e
1 + η
+ 3 cos ν + 3e cos2 ν + e2 cos3 ν
)
+3
1− cos2 i
η6
cos(2ω + 2ν) (e+ 3 cos ν + 3e cos2 ν + e2 cos3 ν)
−γ′2(1− cos2 i)(3 cos(2ω + ν) + cos(2ω + 3ν))
]}
(II.C.17)
δi = − eδe1
η2 tan i
+
γ
′
2
2
cos i
√
1− cos2 i (3 cos(2ω + 2ν) + 3e cos(2ω + ν) + e cos(2ω + 3ν))
(II.C.18)
M¯ + ω¯ + Ω¯ = M + ω + Ω+
γ
′
2
8
η3
(
1− 11 cos2 i− 40 cos
4 i
1− 5 cos2 i
)
−γ
′
2
16
(
2 + e2 − 11(2 + 3e2) cos2 i− 40(2 + 5e2) cos
4 i
1− 5 cos2 i − 400e
2 cos
6 i
(1− 5 cos2 i)2
)
+
γ
′
2
4
(−6(1− 5 cos2 i)(ν −M + e sin ν)
+(3− 5 cos2 i)(3 sin(2ω + 2ν) + 3e sin(2ω + ν) + e sin(2ω + 3ν)))
−γ
′
2
8
e2 cos i
(
11 + 80
cos2 i
1− 5 cos2 i + 200
cos4 i
(1− 5 cos2 i)2
)
−γ
′
2
2
cos i (6(ν −M + e sin ν)− (3 sin(2ω + 2ν) + 3e sin(2ω + ν) + e sin(2ω + 3ν)))
(II.C.19)
eδM =
γ
′
2
8
eη3
(
1− 11 cos2 i− 40 cos
4 i
1− 5 cos2 i
)
−γ
′
2
4
η3
{
2(3 cos2 i− 1)
(
a2η2
r2
+
a
r
+ 1
)
sin ν
+3(1− cos2 i)
[(
−a
2η2
r2
− a
r
+ 1
)
sin(2ω + ν) +
(
a2η2
r2
+
a
r
+ 1
)
sin(2ω + 3ν)
]}
(II.C.20)
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δΩ = −γ
′
2
8
e2 cos i
(
11 + 80
cos2 i
1− 5 cos2 i + 200
cos4 i
(1− 5 cos2 i)2
)
−γ
′
2
2
cos i (6(ν −M + e sin ν)− (3 sin(2ω + 2ν) + 3e sin(2ω + ν) + e sin(2ω + 3ν)))
(II.C.21)
d1 = (e + δe) sinM + eδM cosM
d2 = (e + δe) cosM − eδM sinM
d3 =
(
sin
i
2
+
δi
2
cos
i
2
)
sin Ω + δω cos Ω sin
i
2
d4 =
(
sin
i
2
+
δi
2
cos
i
2
)
cos Ω− δω sinΩ sin i
2
(II.C.22)
On aura finalement :
M¯ = arctan
(
d1
d2
)
(II.C.23)
e¯ =
√
d21 + d
2
2 (II.C.24)
Ω¯ = arctan
(
d3
d4
)
(II.C.25)
i¯ = 2 arcsin
(√
d21 + d
2
2
)
(II.C.26)
ω¯ = (M¯ + ω¯ + Ω¯)− M¯ − Ω¯ (II.C.27)
Cette relation est note´e X¯oe = ξ(Xoe).
C.2 Effets du frottement atmosphe´rique
Le frottement atmosphe´rique produit les perturbations non gravitationnelles les plus
importantes pour les satellites en orbite basse. Les effets d’une telle perturbation sur les
parame`tres orbitaux du satellite sont de quatre types [6] :
– De´croissance se´culaire forte de a, e re´sultant en une contraction et circularisation
de l’orbite ;
– accroissement se´culaire faible de i duˆ a` la rotation de l’atmosphe`re pour les orbites
entre 150 km et 1000 km ;
– variations pe´riodiques faibles de Ω duˆs a` la rotation de l’atmosphe`re pour les orbites
entre 150 km et 1000 km ;
– variations pe´riodiques faibles de ω dues a` l’aplatissement de l’atmosphe`re.
Dans la suite, seule la force de traine´e induite par l’atmosphe`re est prise en compte.
Les forces de portance et binormale sont ne´glige´es.
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L’acce´le´ration due a` la traˆıne´e atmosphe´rique s’exerc¸ant sur un satellite est alors don-
ne´e par l’e´quation [13], [2], [10], [9], [12], [11] :
~γf = −
(
1
2
ρ Su CD
msat
(
~V (M/Rin)
)2) ~V (M/Rin)∥∥∥~V (M/Rin)∥∥∥ (II.C.28)
ou`
– ρ = ρ(r) est la densite´ atmosphe´rique (kg.m−3) ;
– Su est l’aire de la section de choc ou maˆıtre couple (m
2) ;
– CD est le coefficient de frottement (sans dimension) qui de´crit l’interaction de l’at-
mosphe`re avec la surface du satellite. Typiquement 1.5 ≤ CD ≤ 3 ;
– msat : masse du satellite (kg) ;
– ~V (M/Rin) est la vitesse inertielle du satellite (m.sec
−1) ;
Dans l’expression (II.C.28), la plupart des parame`tres de´pendent eux-meˆmes de manie`re
complexe de la composition de l’atmosphe`re et des caracte´ristiques technologiques du
satellite. En toute rigueur, il faudrait remplacer l’expression de la vitesse inertielle du
satellite par celle de la vitesse relative du satellite par rapport a` celle de l’atmosphe`re.
Celle-ci de´pend des dynamiques complexes de l’atmosphe`re et nous supposons pour la
suite qu’elle est identique a` la vitesse instantane´e du satellite dans le re´fe´rentiel inertiel
~V (M/Rin).
La mode´lisation du frottement atmosphe´rique ne tient pas compte de la vitesse de
l’atmosphe`re.
La densite´ ρ de la haute atmosphe`re est une fonction complexe de nombreux pa-
rame`tres dont principalement l’altitude mais trois variables essentielles regroupent l’en-
semble des phe´nome`nes possibles : la constitution chimique de l’atmosphe`re, l’activite´
solaire (variation diurnale, cycle solaire, variations saisonnie`res...) et l’activite´ ge´omagne´-
tique [9], [12]. Les mode`les de densite´ de la litte´rature sont extreˆmement nombreux et
leur nature est tre`s varie´e. Suivant les applications, il est possible d’utiliser des mode`les
analytiques (quadratique [5] ou exponentiel [6], [3], [9], [12]) couple´s a` des tables spe´ci-
fiques ou des mode`les nume´riques sophistique´s (Harris-Priester, Jacchia-Roberts...). Les
premiers mode`les simplifie´s sont en ge´ne´ral utilise´s dans les phases de synthe`se alors que
les mode`les plus complexes permettent d’obtenir des re´sultats de simulation plus fins.
L’expression de ~γf de´pend donc essentiellement de celle de ~V (M/Rin), vecteur qui
peut eˆtre exprime´ dans n’importe quelle base locale. Ici, on privile´gie la base de Frenet(
~N , ~T , ~W
)
mais on peut aussi envisager d’e´tablir les expressions dans la base de Hill
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(
~R , ~S , ~W
)
(les e´quations de Gauss doivent alors eˆtre adapte´es).


d a
dt
=
2
n2 a
v T =
2 a2
µ
v T
d e
dt
=
1
v
(
2 (e+ cos ν)T + sin ν
r
a
N
)
d i
dt
=
r cos (ω + ν)
n a2 (1− e2)1/2
W
dΩ
dt
=
r sin (ω + ν)
n a2 (1− e2)1/2 sin i
W
dω
dt
=
1
e v
[
2 T sin ν −N 2 e+ (1 + e
2) cos ν
1 + e cos ν
]
− r cos i sin (ω + ν)
n a2 (1− e2)1/2 sin i
W
d ν
dt
= n
(1 + e cos ν)2
(1− e2)3/2
− 1
e v
[
2 T sin ν −N 2 e+ (1 + e
2) cos ν
1 + e cos ν
]
ou` v est le module de la vitesse inertielle du satellite. Ainsi,
~V (M/Rin) =
√
µ
a
1 + e2 + 2 e cos ν
1− e2
~T
D’ou` :
~γf = −1
2
1
msat
ρ SuCDv
2 ~T = −1
2
1
msat
ρ SuCD
µ
a
1 + e2 + 2 e cos ν
1− e2
~T
On de´signe par uN , uT et uW les composantes de la seule acce´le´ration de propulsion (les
variables de commande) dans la base de Frenet
(
~N , ~T , ~W
)
. On obtient ainsi la forme
adapte´e des e´quations de Gauss :

d a
dt
=
2 a2
µ
v
(
uT − 1
2
1
msat
ρ SuCDv
2
)
d e
dt
=
1
v
(
2 (e+ cos ν)
(
uT − 1
2
1
msat
ρ Su CDv
2
)
+ sin ν
r
a
uN
)
d i
dt
=
r cos (αν)
n a2 (1− e2)1/2
uW
dΩ
dt
=
r sin (αν)
n a2 (1− e2)1/2 sin i
uW
d ω
dt
=
1
e v
[
2
(
uT − 1
2
1
msat
ρ Su CDv
2
)
sin ν − uN 2 e+ (1 + e
2) cos ν
1 + e cos ν
]
− r cos i sin (αν)
n a2 (1− e2)1/2 sin i
uW
d ν
dt
= n
(1 + e cos ν)2
(1− e2)3/2
− 1
e v
[
2
(
uT − 1
2
1
msat
ρ SuCDv
2
)
sin ν − uN 2 e+ (1 + e
2) cos ν
1 + e cos ν
]
(II.C.29)
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Annexe D
Relation entre les e´le´ments orbitaux
et les coordonne´es inertielles
A partir des coordonne´es inertielles d’un satellite, on peut retrouver les parame`tres or-
bitaux. Toutes les relations ne´cessaires a` ce passage peuvent eˆtre retrouve´es dans [1] par
exemple.
Pour alle´ger les relations, on notera :
~R = RIJK (II.D.1)
~V = VIJK (II.D.2)
Le repe`re [~I, ~J, ~K] est de´fini a` l’aide des vecteurs ~I, ~J , et ~K. Le moment angulaire h est
de´fini par :
~h = ~R× ~V (II.D.3)
La direction des nœuds est indique´e par le vecteur ~N :
~N = ~K ×~h (II.D.4)
Le vecteur excentricite´ est de´fini par la relation :
~e =
(
V 2 − µ
R
)
~R− (~R.~V )~V
µ
(II.D.5)
d’ou` :
– l’excentricite´ : e = |~e|.
L’e´nergie me´canique de l’orbite est donne´e par :
ξ =
1
2
V 2 − µ
R
(II.D.6)
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– le demi grand axe : a = − µ
2ξ
;
– l’inclinaison : cos i =
hk
|~h|
;
– l’ascension droite du nœud ascendant : cosΩ =
Ni
| ~N | , si Nj < 0 prendre le
comple´ment a` 2π ;
– l’argument du pe´rige´ : cosω =
~N.~e
| ~N ||~e|
, si ek < 0 prendre le comple´ment a` 2π ;
– l’anomalie vraie : cos ν =
~R.~e
|~R||~e|
, si ~R.~V < 0 prendre le comple´ment a` 2π.
Cas singuliers :
* si e = 0 et i = 0, alors cos (ν + Ω + ω) =
ri
|~r| , si rj < 0, prendre le comple´ment a` 2π.
* si e = 0 et i 6= 0, alors cos (ν + ω) =
~R. ~N
|~R|.| ~N |
, si rk < 0, prendre le comple´ment a`
2π.
* si e 6= 0 et i = 0, alors cos (Ω + ω) = ei|~e| , si ej < 0, prendre le comple´ment a` 2π.
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Annexe E
Parame´trages angulaires
Dans cette annexe, les relations de passage entre certains parame´trages angulaires
usuels sont e´tablies.
E.1 Figures de changement de base
Angles orbitaux Ω, i, ω et ν → figures E.1, E.2, E.3 et E.4.
Angles ge´ome´triques θ, ϕ (et ψ) → figures E.6, E.7 et E.8.
Angles ge´ographiques L, λ (et ̟) → figures E.9, E.10 et E.11.
~xin
~yin
~xΩ
~yΩ
~zin = ~zΩ
Ω
Ω
Fig. E.1 – Angle Ω
~yΩ
~zin = ~zΩ
~yi
~zi = ~W
~xΩ = ~xi
i
i
Fig. E.2 – Angle i
~xi
~yi
~xω = ~P
~yω = ~Q
~zi = ~zω
ω
ω
Fig. E.3 – Angle ω
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~xω = ~P
~yω = ~Q
~R
~S
~zω = ~W
ν
ν
Fig. E.4 – Angle ν
~R
~S
~N
~T
~W
γ
γ
Fig. E.5 – Angle γ
~xin
~yin
~xθ
~yθ
~zin = ~zθ
θ
θ
Fig. E.6 – Angle θ
~zθ
~xθ
~zϕ = ~R
~xϕ
~yθ = ~yϕ
ϕ
ϕ
Fig. E.7 – Angle ϕ
~xϕ
~yϕ
~S
~W
~zϕ = ~R
ψ
ψ
Fig. E.8 – Angle ψ
~xin
~yin
~xL
~yL
~zin = ~zL
L
L
Fig. E.9 – Angle L
~zL
~xL
~zλ
~xλ
~yL = ~yλ
λ
λ
Fig. E.10 – Angle λ
~yλ
~zλ
~S
~W
~xλ = ~R
̟
̟
Fig. E.11 – Angle ̟
E.2 Expressions des angles ge´ographiques en fonc-
tion des angles orbitaux
Angle de latitude λ : d’apre`s les figures E.2 puis E.1 :
~R = cos(ω + ν) ~xi + sin(ω + ν) ~yi
= cos(ω + ν) ~xΩ + sin(ω + ν) cos i ~yΩ + sin(ω + ν) sin i ~zΩ
D’apre`s la figure E.10 :
~R = cosλ ~xL − sin λ ~zL
Puisque :
~zL = ~zΩ = ~zin
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et que les vecteurs ~xΩ, ~yΩ et ~xL sont normaux a` ~W , on identifie :
cos(ω + ν) ~xΩ + sin(ω + ν) cos i ~yΩ = cosλ ~xL (II.E.1)
sin(ω + ν) sin i ~zΩ = − sinλ ~zL (II.E.2)
D’ou` :
(II.E.2)⇒ sinλ = − sin(ω + ν) sin i (II.E.3)
Puisque :
cos2 λ = 1− sin2 λ
on obtient :
cos2 λ = 1− sin2(ω + ν) sin2 i
Or, la latitude λ e´tant comprise entre −π/2 et +π/2, son cosinus est positif.
Donc :
cosλ =
√
1− sin2(ω + ν) sin2 i =
√
cos2(ω + ν) + sin2(ω + ν) cos2 i (II.E.4)
Angle de longitude inertielle L : les figures E.1 et E.9 permettent d’e´tablir la figure
E.12 dont on tire :
~xL = cos(L− Ω) ~xΩ + sin(L− Ω) ~yΩ
~xΩ
~yΩ
~xL
~yL
~zin = ~zL = ~zΩ
L− Ω
L− Ω
Fig. E.12 – Angle L− Ω
Par conse´quent, l’e´quation (II.E.1) peut s’e´crire :
cos(ω + ν) ~xΩ + sin(ω + ν) cos i ~yΩ = cosλ (cos(L− Ω) ~xΩ + sin(L− Ω) ~yΩ)
On identifie :
cos(L− Ω) = cos(ω + ν)
cosλ
=
cos(ω + ν)√
cos2(ω + ν) + sin2(ω + ν) cos2 i
= cosα (II.E.5)
sin(L− Ω) = sin(ω + ν) cos i
cosλ
=
sin(ω + ν) cos i√
cos2(ω + ν) + sin2(ω + ν) cos2 i
= sinα(II.E.6)
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D’ou` :
L = Ω + α(ω, ν, i)
avec :
cosα =
cos(ω + ν)√
cos2(ω + ν) + sin2(ω + ν) cos2 i
sinα =
sin(ω + ν) cos i√
cos2(ω + ν) + sin2(ω + ν) cos2 i
Angle comple´mentaire ̟ : cet angle comple`te le couple (λ, L) pour permettre la de´-
finition de la base locale (~R, ~S, ~W ).
Autres relations usuelles :
tan(L− Ω) = tan(ω + ν) cos i tanλ = − sin(L− Ω) tan i
E.3 Expressions des angles ge´ome´triques en fonction
des angles ge´ographiques
D’apre`s les figures (E.6) et (E.7) :
~R = ~zϕ = sinϕ cos θ ~xin + sinϕ sin θ ~yin + cosϕ ~zin
D’autre part, d’apre`s les figures (E.9) et (E.10) :
~R = cosλ cosL ~xin + cosλ sinL ~yin − sin λ ~zin
Par identification :
sinϕ cos θ = cosλ cosL (II.E.7)
sinϕ sin θ = cosλ sinL (II.E.8)
cosϕ = sinλ (II.E.9)
D’ou` :
θ = L et λ = ϕ− π
2
E.4 Expressions des angles ge´ome´triques en fonction
des angles orbitaux
Puisque :
θ = L
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on a :
θ = Ω+ α(ω, ν, i)
Donc :
cos θ =
cosΩ cos(ω + ν)− sin Ω sin(ω + ν) cos i√
cos2(ω + ν) + sin2(ω + ν) cos2 i
sin θ =
sinΩ cos(ω + ν) + cosΩ sin(ω + ν) cos i√
cos2(ω + ν) + sin2(ω + ν) cos2 i
Par ailleurs :
λ = ϕ− π
2
⇒
{
cosϕ = − sin λ
sinϕ = cosλ
Donc :
cosϕ = sin(ω + ν) sin i sinϕ =
√
cos2(ω + ν) + sin2(ω + ν) cos2 i
En ce qui concerne le troisie`me angle ψ, d’apre`s les figures E.6, E.7 et E.8, on a :
~W = cosψ ~yϕ − sinψ ~xϕ
= cosψ ~yθ − sinψ (cosϕ ~xθ − sinϕ ~zθ)
= − sinψ cosϕ ~xθ + cosψ ~yθ + sinψ sinϕ ~zθ
= − sinψ cosϕ (cos θ ~xin + sin θ ~yin) + cosψ (− sin θ ~xin + cos θ ~yin) + sinψ sinϕ ~zin
= − (cosψ sin θ + sinψ cosϕ cos θ) ~xin + (cosψ cos θ − sinψ cosϕ sin θ) ~yin + sinψ sinϕ ~zin
D’autre part, d’apre`s les figures E.2 et E.1 :
~W = ~zi = cos i ~zΩ − sin i ~yΩ
= cos i ~zin − sin i (− sin θ ~xin + cos θ ~yin)
= sin i sin θ ~xin − sin i cos θ ~yin + cos i ~zin
Par identification : 

cosψ sin θ + sinψ cosϕ cos θ = sin i sin θ
cosψ cos θ − sinψ cosϕ sin θ = − sin i cos θ
sinψ sinϕ = cos i
(II.E.10)
D’ou` :
sinψ =
cos i
sinϕ
⇒ sinψ = cos i√
cos2(ω + ν) + sin2(ω + ν) cos2 i
D’autre part, les deux premie`res relations du syste`me II.E.10 permettent d’exprimer :
cosψ = sin i
− cos 2Ω cos(ω + ν) + sin 2Ω sin(ω + ν) cos i√
cos2(ω + ν) + sin2(ω + ν) cos2 i
Si l’on utilise l’angle α = α(ω, ν, i) de´fini pre´ce´demment, on obtient :
sinψ =
sinα
sin(ω + ν)
cosψ = − sin i cos(2Ω + α) (II.E.11)
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Re´sume´-Abstract
Re´sume´
Dans cette the`se, nous nous inte´ressons a` deux composantes fondamentales de l’ope´ration
du rendez-vous orbital : la navigation relative et le guidage a` consommation minimale de carbu-
rant. La premie`re partie est consacre´e a` la mode´lisation du mouvement relatif de satellites dans
un cadre line´aire. Une analyse bibliographique approfondie ainsi que les de´veloppements d’une
me´thode de mode´lisation et d’une transformation de variables d’e´tat du mouvement relatif sont
propose´es dans cette partie. Ces de´veloppements sont entrepris dans le but de fournir des outils
de navigation relative fiables et pre´cis meˆme en pre´sence de perturbations orbitales. Le guidage
est aborde´ dans la seconde partie de la the`se a` travers l’e´laboration de plusieurs algorithmes de
ge´ne´ration de plans de manœuvres pour la mise en œuvre du rendez-vous en temps fixe´. Chacun
des algorithmes de´veloppe´s est fonde´ sur des outils the´oriques diffe´rents tels que les me´thodes
indirectes de re´solution de proble`mes de commande optimale base´es sur le principe du maximum
ou les techniques directes exploitant la discre´tisation des proble`mes de commande optimale et
la programmation line´aire. L’utilisation de ces outils permet de couvrir des objectifs divers, no-
tamment la minimisation de la consommation de carburant et la robustesse vis-a`-vis des erreurs
de navigation. D’autres algorithmes sont conc¸us dans le but d’ame´liorer leur embarcabilite´ a`
travers l’utilisation des bases de la me´canique spatiale. Un ensemble de tests de validation et
comparaison est re´alise´, portant sur des missions re´elles ou des exemples acade´miques issus de
la litte´rature et permettant de mettre en valeur les avantages pratiques les plus pertinents des
algorithmes de´veloppe´s.
Mots-cle´s Satellite ; vol en formation ; rendez-vous orbital ; mode´lisation line´aire ; mouve-
ment relatif ; autonomie ; robustesse ; guidage ; consommation minimale ; the´orie du primer vec-
tor ; programmation line´aire ; commande optimale ; simulation de mouvement orbital ; me´thodes
d’optimisation directes et indirectes.
276 Re´sume´-Abstract
Abstract
In this thesis, two fundamental steps of the orbital rendezvous are studied : the relative
navigation and the minimum-fuel guidance. The first part is devoted to the modeling of spacecraft
relative motion under linear assumptions. A comprehensive bibliography review and a novel
method of relative motion model design are given in this part as well as a mapping between
the various state space variables forms. These developments are undertaken in order to provide
reliable and accurate navigation tools in the presence of orbital perturbations. The guidance
is considered in the second part through the development of several algorithms for solving the
fixed-time rendezvous problem. Each algorithm is developed using different theoretical tools such
as indirect methods for solving optimal control problems based on the maximum principle or
direct techniques exploiting the discretizing of optimal control problems and linear programming.
Various objectives are considered through the use of these tools, including minimization of fuel
consumption and robustness toward the navigation errors. Other algorithms are designed in
order to improve their practical implementation thanks to the use of orbital mechanics theory.
A set of validation tests and comparisons is made, where examples from academic literature and
real missions are solved using the different algorithms. This is achieved in order to highlight the
most relevant theoretical and practical aspects of the proposed algorithms.
Keywords Spacecraft ; formation flying ; orbital rendezvous ; linear modelling ; relative mo-
tion ; autonomy ; robustness ; guidance ; minimum fuel-consumption ; primer vector theory ; li-
near programming ; optimal control ; orbital motion simulation ; direct and indirect optimization
methods.
