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Abstract
Most of the bag of visual words models are used to resorting to clustering techniques such as the K-means
algorithm, to construct visual dictionaries. In order to improve their efficiency in the context of multi-
class image classification tasks, we present in this paper a new incremental weighted average and gradient
descent-based clustering algorithm which optimizes the visual word detection by the use of the class label
of training examples. We show that this new supervised vector quantization allows us to better reveal
concept or category-specific local feature distributions over the feature space. A large comparison with the
standard K-means algorithm on the PASCAL VOC-2007 dataset is carried out. The results show that our
visual word construction technique is much more suitable for learning efficient classifiers with Support
Vector Machine and Random Forest algorithms.
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1 Introduction
Many of the object class recognition algorithms
are based on aggregating the local visual informa-
tion extracted from images to learn about object
models and then to use them to classify images
using supervised techniques. In this context, bag
of visual words (BOVW) models have indisputably
become a reference in scene classification [1]. In a
BOVW model, local visual information is firstly
extracted from training images. This often takes
the form of salient local patches extracted from
interest points, whose detection remains a crucial
step. Recently, dense sampling strategy has been
reported to be better than sparse sampling [2].
Then, a selection of descriptors is achieved to char-
acterize each interest point (see [3] for an eval-
uation of color descriptors for object and scene
classification). Once feature descriptors have been
extracted from a training set of images, a clustering
step is usually performed in order to obtain visual
words or to create visual dictionaries. This step
which creates the BOVW model is called vector
quantization. Generally, cluster centers are consid-
ered as visual words. They are usually extracted by
K-means based-algorithms [1, 3] even though other
approaches have been applied, such as k-median
clustering [4], mean-shift clustering [5], hierarchi-
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cal K-means [6], agglomerative clustering [7], ran-
domized trees [8], radius based-clustering [5, 9],
or regular lattice-base strategies [10]. Thanks to
the vector quantization, a given image can then be
mapped into this new space of visual words leading
to a bag of visual words, where each word can
be weighted either according to its frequency or
using more sophisticated techniques. A classifier
can then be learned in this new vector space.
In this paper, we make a special focus on the cru-
cial step of visual word determination. Cluster cen-
ters are supposed to reveal large variability of local
image structures and capture parts that re-occur
on many instances of similar concepts. Therefore,
a good clustering approach should generate clus-
ters that are discriminative enough to classify in-
stances of various concepts with less ambiguity as
well as general enough to represent an object model
or part of it. We emphasize on accurate visual
word representations that allow forming small yet
powerful dictionaries that are discriminative and
generalize well on large datasets.
It is important to note that much of the previously
cited work on vector quantization uses unsuper-
vised techniques. Therefore, clusters produced by
unsupervised partitioning clustering tend to move
towards dense areas and restrict the discrimina-
tive and generalization power of BOVW model.
K-means and mean-sift-based clustering will keep
adding feature vectors to highly populated centers
even if the given feature vector is not semantically
relevant in this cluster. For example, in an unsu-
pervised clustering algorithm, a feature descriptor
from a concept (say cat) may easily be assigned to
a cluster whose majority represents a different con-
cept (say a dog) due to moderate distance between
cluster center and the feature descriptors. In these
conventional clustering algorithms, there is no way
to prevent semantically different feature descrip-
tors from being assigned to the same cluster.
Only very few effort has been applied to use lo-
cal statistical information to perform supervised
visual word generation. For example, in [8], the
authors present the Extremely Randomized Clus-
tering Forests. This approach is first based on
the supervised learning of small ensembles of trees
which contain a lot of valuable information about
locality in descriptor space. Then, ignoring the
class labels, these trees are used as simple spa-
tial partitioners that assign a distinct region la-
bel to each leaf. Semi-supervised clustering tech-
niques [11] also take into account the labels but
only part of the training sample is supposed to
be labeled and this less complete information is
used as strong constraints (must-link and cannot-
link between data points) to create the clusters.
In this paper, we present another way to take into
account class labels during the visual word con-
struction process. The proposed method creates
universal dictionaries based on supervised concept-
specific local statistical data. We use conscious
competitive learning with a supervised vector quan-
tization that reveals concept or category specific
local feature distributions with controlled cluster
growing. Our algorithm is effective and very effi-
cient in comparison with a standard K-means al-
gorithm.
The rest of this paper is organized as follows: Sec-
tion 2 is devoted to the presentation of our al-
gorithm. In Section 3, we carry out a large ex-
perimental comparison on the PASCAL VOC-2007
dataset [12]. We conclude this paper in Section 4.
2 Proposed Method
Our proposed clustering algorithm tries to make
use of available class labels during the visual word
construction step. Let C = {C1...Cn} be the set of
n classes or concepts in the image dataset. From
each training image I, a set X = {X1...Xm} is
extracted where Xk is a feature descriptor (for ex-
ample a SIFT-128 feature descriptor) of local fea-
ture descriptors. Each feature descriptor Xk is
assigned to a label Cj depending on the object class
of the image from which the feature is generated.
If there are multiple objects (which belong to mul-
tiple classes) in the image, the feature descriptors
are extracted from bounding box images surround-
ing each object and having their own class label.
Once this labeling process is done, the extracted
feature descriptors are used in a supervised process
to create the clusters. Each feature descriptor Xk
(Xk ∈ X) mapped to a class label Cj (Cj ∈ C) is
denoted by Xk → Cj .
The common first step of our partitioning cluster-
ing algorithm consists in generating initial cluster
representatives (see Algorithm 1). Our objective
is to create a sufficient number (N) of clusters per
class Cj ∈ C. These initial cluster representatives
should be well separated from each other. We
choose to create N ∗ n clusters in total. Let pji be
the ith cluster representative of class Cj . P , the
set of cluster representatives, is defined as follows:
P = {pji |1 ≤ i ≤ N, 1 ≤ j ≤ n} (1)
Algorithm 1: Initial cluster representative selection
INPUT: Labeled data points set X = {X1...Xm}
OUTPUT: Initial cluster representative set P.
METHOD:
1. Select randomly a class Cc and a first representa-
tive pc1 s.t. p
c
1 → Cc; P = {p
c
1}
2. For i=1:N
3. For j=1:n | j 6= c or i 6= 1
4. Select s such that Xs ∈ (X − P ) and
Xs → Cj and
s← argmax{k|Xk∈(X−P )∧Xk→Cj}{minp∈PD(p,Xk)}
(i.e. Xs is the furthest point from all p ∈ P )
5. pji = Xs, P = P ∪ {p
j
i}
6. End
7. End
D(p,Xk) is the Euclidean distance between the
cluster representative p and the feature vector Xk.
To illustrate this algorithm, consider the scenario
presented in Fig.1. Suppose there are three classes
(n = 3), namely black, red and green and 18 data
points in total. Suppose we need to cluster this
dataset with two cluster representatives per class
(N = 2). Now suppose that the data point No.1
is randomly selected as the representative for the
black cluster. Now we need to find a cluster rep-
resentative for green. So we select the furthest
green point from No.1 which is No.10. Then we
need to find the red cluster representative. The
furthest red data point from No.1 and No.10 is
No.15. No.15 becomes the red cluster represen-
tative. The process continues to create a second
cluster representative for each class. For black, the
representative will be No.5, for green the repre-
sentative will be No.8 and for red the representa-
tive will be No.18. So, the initial set of cluster
Figure 1: Dataset composed of 18 data points with
black, green and red classes.
Figure 2: Initial cluster representatives at the end
of initial centroids selection algorithm. Cluster rep-
resentatives are shown in yellow color. Initial cluster
representatives are well separated.
representatives is {1, 5, 8, 10, 15, 18} where the set
{1, 5} represents the black class, {8, 10} the green
class and {15, 18} the red one. As it can be seen
from Fig. 2, this algorithm allows us to create
well distributed and separated initial cluster rep-
resentatives which belong to all the classes. This
alleviates the usual strategy of partitioning algo-
rithms such as K-means prone to initial random
representative selection. Note that only the first
representative has to be selected randomly by the
user (step 1), the other representatives are selected
by the algorithm. The complexity of this first
selection step is O(mTN2n) where T is the total
number of training images.
2.1 Supervised Clustering Step
After selecting the most interesting N first cen-
troids for each class, we assign, as in the K-means
algorithm, each point (i.e. a feature descriptor) of
the training set to its nearest cluster. However, on
the contrary of the K-means algorithm, (i) we take
into account the labels of the training points both
in the assignation phase and in the centroids com-
putation phase and (ii) we recompute the centroids
of the clusters incrementally after each assignment.
The process is repeated until convergence of the
centroids. Our new clustering algorithm is pre-
sented in Algorithm 2 whose core is the update rule
of step 4. The current cluster representatives are
updated iteratively using a supervised approach.
For each cluster representative pji , there is an asso-
ciated weight counter f ji which represents in a way
the density of this cluster. All f ji are initialized to
one at the beginning of the clustering step. Each
time a new instance is added to the cluster, the
weight counter f ji is incremented by a value equal
toWj =
1
|{Xk|Xk→Cj}|
which represents the density
of a feature descriptor belonging to class Cj . Note
that cji is the current size of the cluster whose
center is pji .
Algorithm 2: Extended Incremental K-means
Clustering algorithm
INPUT:
(1) Set of data points excluding initial cluster
representatives X = X - P
(2) Initial cluster representatives P from algo. (1)
OUTPUT:
Final cluster representatives set P
INITIALIZE:
∀q = 1 : N , ∀r = 1 : n, frq = 1, c
r
q = 1
t=0
Repeat
1. t=t+1
2. for each Xk ∈ X
3. (i, j)← argmin(q,r)|prq∈PDf (p
r
q,Xk)
4.
p
j
i =
p
j
i
c
j
i
+ηXk
c
j
i
+1
if Xk → Cj
p
j
i =
p
j
i
c
j
i
−(1−η)(Xk−p
j
i
)
c
j
i
+1
if Xk → Cq (q 6= j)
5. cji = c
j
i + 1
6. f ji = f
j
i +Wj
7. End For
8. Until Stopping Criteria or t = tmax
The dissimilarity functionDf (p
j
i ,Xk) (used in step
3) which measures the dissimilarity between the
cluster representative pji and the feature descriptor
Xk is given by eq. (2):
Df (p
j
i ,Xk) =
{
‖Xk − p
j
i‖ × f
j
i × α if Xk → Cj
‖Xk − p
j
i‖ × f
j
i if Xk → Cq, q 6= j,
(2)
where α ≤ 1. This parameter helps each feature
descriptor to be assigned to a correct class cluster
and we call it the semantic control parameter since
it tries to prevent semantically different descriptors
from being added to the same cluster. In other
words, if Xk is at an about equal distance from
2 centers, using α < 1 will lead to assign Xk to
the center belonging to the same class. Note that
fixing α = 1 boils down to annihilating the super-
vision in the nearest-neighbor search process. The
dissimilarity measure Df (p
j
i ,Xk) depends also on
the weight counter f ji . If f
j
i is high for a particu-
lar cluster, then, the dissimilarity is comparatively
higher for the pair (pji ,Xk). So, f
j
i controls the
allocation of the feature descriptors to each cluster
and controls the growth of the cluster population.
Because of this condition, our algorithm will not al-
low data points being assigned to the same cluster
over and over again. This allows a fair distribution
of the feature descriptors assigned to each cluster
and creates clusters which encapsulate local statis-
tics over the feature space more accurately than
most of other clustering algorithms. Since the class
of the feature descriptors are taken into account
during the clustering process, this algorithm will
create more concept oriented clusters. Hence these
clusters are good representatives of learned object
class models and this helps to create more repre-
sentative and informative feature vectors or bag of
visual words.
In step 4, each cluster representative is updated
based on the weighted mean of the cluster. The up-
date rule makes sure that the mean vector pji moves
towards or away from the assigned data point Xk
depending on the class j of pji and on the own
class of the data point Xk. Each time a new data
point Xk is presented to Algorithm 2, all cluster
representatives compete for this data point and the
winner cluster representative is determined based
on Eq. (2). η is a positive parameter (0 < η < 1)
which controls how much the winner cluster rep-
resentative will move towards or move away from
the assigned feature descriptor.
The stopping criterion for our clustering algorithm
is given by eq. (3) as follows:
∀ pji ∈ P if
∥∥∥pj(t)i − pj(t+1)i
∥∥∥ ≤ λ then stop. (3)
According to eq. (3), if all cluster representatives
move by a distance lower than λ in two successive
iterations (t and t + 1), the algorithm stops. In
practice, the algorithm also stops when the number
of iterations has reached the maximum value of
tmax. Once the algorithm stops, the final cluster
representatives P are used as visual words. The
complexity of the learning step is O(mNnDtmax)
where D is the dimensionality of the descriptors
(e.g. 128 for SIFT descriptors [13]). The complex-
ity of this clustering step is as low as for the simple
K-means algorithm which is O(mKDtmax). For
the K-means algorithm, K is the total number of
clusters (in our case, K = n×N). The next section
describes the obtained experimental results.
3 Experimental Results
3.1 Experimental Protocol
We propose to assess the efficiency of our clustering
algorithm in the context of object class recognition.
Issues related to selecting a proper dataset in vi-
sual object class recognition problem is explained
in [14]. In this experimental study, we use the
PASCAL VOC-2007 dataset [12] which contains
9963 images, 5011 for training and 4952 for testing.
There are 20 classes or concepts in the dataset.
The objective is to classify each image of the test
set to the appropriate class. In our experiments
Harris-Laplace key point detector and dense sam-
pling strategy have been used for feature vector
construction with SIFT 128 descriptor. To con-
struct visual dictionaries Harris-Laplace based key-
point detector with SIFT 128 feature descriptors
are utilized. No dense sampling is used to create
visual words. As pointed out in [3], orientation
information is not significant for object class classi-
fication problem. Consequently, we neglect this in-
formation of key-points and set it to zero. 740,803
key points are utilized to create all visual dictionar-
ies. A color descriptor software provided by [3, 15]
is used to extract key-points and SIFT descriptors.
A simple normalized term frequency [1] weighting
scheme is used to construct bags of visual words.
As done in [3], we use SVMs and Random Forest
during the learning process. LibSVM [16] imple-
mentation is used with a kernel function which has
been optimized in [3] for object class recognition
problem. WEKA [17] implementation of Random
Forests [18] with 10 random features and 20 trees is
used. One difference from experiments done in [3]
is that no spatial pyramids are used during any of
our experiments. Several dictionaries with differ-
ent word sizes are used to compare the performance
of our algorithm. The precision and recall calcula-
tions come from the VOC 2009 competition. This
competition also provides an algorithm to deduce
the average precision which is the performance cri-
terion we use in our experiments. For all our tests,
the maximum number of iterations tmax is set to
1000 and λ is set to 0.5. We compare our algorithm
with the K-means clustering algorithm which is the
most common vector quantization method used in
literature.
3.2 Parameter optimization
In our algorithm two parameters need to be opti-
mized: α and η. Therefore, we propose to evalu-
ate (using a validation set) the average precision
of our clustering algorithm across different values
of these two parameters. The results are plotted
in Fig. 3. From this figure, we can see that the
average precision is varying from 24% to 34% for
these ranges of values. Among all the tested values,
α = 0.6 and η = 0.8 provide the best results. For
the following experiments, we have chosen these
optimum values.
Figure 3: Average precision versus α and η.
3.3 Cluster features
The aim of our clustering algorithm is twofold.
First, it controls the number of points in each clus-
ter in such a way that all the points are well dis-
tributed among the clusters. Second, it creates
clusters with high purity, i.e. so that the number
of classes in each cluster is low. We propose to
check these two cluster features in this section.
First, we propose to analyze and compare some
statistics about the distribution of the descriptors
over clusters formed by K-means and by our algo-
rithm. The average, standard deviation, maximum
and minimum number of descriptors assigned to
each cluster are presented in tables 1 and 2 for
different numbers of clusters. We have already
underlined that the clusters produced by unsuper-
vised partitioning clustering, such as the classical
K-means tend to move toward dense areas. In-
deed, we can see in table 1 that the standard-
deviation and the difference between the maximum
and the minimum numbers of data points in the
clusters are very high. On the other hand, we
can see in table 2 that the data points are better
distributed among the clusters produced by our
algorithm. And this is more obvious when the
number of clusters increases. We will see in the
next section that well distributed data points help
to increase the discriminative power of the object
recognition system.
Clusters Avg. Std. Min Max
200 3704 408 2217 6854
400 1852 243 922 4407
1000 741 133 282 3670
4000 185 48 6 1637
Table 1: Distribution of the data points among the
clusters for the K-means algorithm.
Second, we propose to assess the purity of the clus-
ters created by K-means or by our algorithm. There-
Clusters Avg. Std. Min Max
200 3704 323 2029 5839
400 1852 140 1013 3510
1000 741 21 405 1735
4000 185 11 101 672
Table 2: Distribution of the data points among the
clusters for our algorithm.
fore, we present in tables 3 and 4 some statis-
tics about the number of classes in each cluster.
From table 3, we notice that the K-means clus-
tering produces clusters with a high number of
classes in each, i.e. clusters with semantically low
purity. The problem of low-purity clusters is that
a single visual word could represent many concepts
which will not be discriminative enough during the
learning step. In table 4, we can see that the
clusters generated by our algorithm have a high
purity comparing with those of K-means since the
average numbers of classes per cluster are divided
by almost 10 from K-means to our algorithm. Note
that the average is not equal to 1 that means that
the classes usually share some common features.
Indeed, despite the fact our algorithm aims at re-
ducing the impurity of the clusters, it allows us
to keep some diversity to prevent the learning al-
gorithm from learning by heart that would lead
to an overfitting phenomenon. This potential to
create category specific representatives is one of
the advantages of our algorithm and we propose to
assess the performance of our algorithm in term of
average precision in the next section.
Clusters Avg. Std. Min Max
200 20.00 0.000 10 20
400 19.99 0.086 19 20
1000 19.77 0.577 13 20
4000 15.79 2.969 1 20
Table 3: Distribution of the number of classes per
cluster for the K-means algorithm.
Clusters Avg. Std. Min Max
200 2.70 1.616 1 9
400 2.22 1.147 1 11
1000 1.99 1.213 1 14
4000 1.23 0.887 1 15
Table 4: Distribution of the number of classes per
cluster for our algorithm.
3.4 Classification results
Table 5 shows the average precisions provided by
the two clustering methods for different sizes of
visual word dictionaries and using either SVM clas-
sifier and Random Forest (RF) in the classifica-
tion step. These results show that our algorithm
significantly outperforms K-means algorithm for
all dictionary sizes. The average precisions for
Figure 4: Average Precision × 100 for PASCAL
dataset for our algorithm and K-means clustering using
SVM or RF classifiers.
each class are presented in Fig. 4, for which 4000
visual words have been used. We notice that our
algorithm performs well on almost all classes using
both SVM classifier and Random Forest classifier.
Clusters K-means K-means SA SA
SVM RF SVM RF
200 0.22 0.19 0.29 0.28
400 0.25 0.23 0.32 0.31
1000 0.27 0.26 0.35 0.33
4000 0.35 0.30 0.46 0.41
8000 0.35 0.32 0.47 0.43
Average 0.29 0.26 0.38 0.35
Table 5: Average Precision provided by K-means and
our Supervised Algorithm (SA) with SVM or Random
Forest (RF) classifiers.
4 Conclusion
In this paper, we introduced a novel visual word
construction algorithm of low computational com-
plexity. Our approach allows us to create well sep-
arated, evenly distributed, discriminative and con-
cept specific clusters with controlled cluster grow-
ing. Our new gradient descent-based algorithm
extends the standard K-means framework by using
the class labels when assigning data points to clus-
ters. Our algorithm leads to significant improve-
ment over the standard K-means approach and we
think that our new supervised vector quantization
algorithm can be used to extend many other par-
titional clustering algorithms.
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