Abstract-Hyperheuristics have been successfully applied in solving a variety of computational search problems. In this paper, we investigate a hyperheuristic methodology to generate adaptive strategies for games. Based on a set of low-level heuristics (or strategies), a hyperheuristic game player can generate strategies which adapt to both the behavior of the co-players and the game dynamics. By using a simple heuristic selection mechanism, a number of existing heuristics for specialized games can be integrated into an automated game player. As examples, we develop hyperheuristic game players for three games: iterated prisoner's dilemma, repeated Goofspiel and the competitive traveling salesmen problem. The results demonstrate that a hyperheuristic game player outperforms the low-level heuristics, when used individually in game playing and it can generate adaptive strategies even if the low-level heuristics are deterministic. This methodology provides an efficient way to develop new strategies for games based on existing strategies.
ample, are able to generate high quality solutions in reasonable computational times.
Hyperheuristics encompass a set of approaches with the goal of automating the design and tuning of heuristic methods to solve hard search problems [5] , [20] . Hyperheuristics are considered to be methodologies to build systems which can handle different classes of search problems using the same algorithm. They have been applied to personnel scheduling [10] , timetabling [6] , space allocation [4] , packing problems [7] , and vehicle routing problems [32] , [15] .
Hyperheuristics for search can be classified into two types: 1) heuristic selection; and 2) heuristic generation [5] . A heuristic selection mechanism has been proposed which uses a Bayesian approach to randomize and optimize the probability distribution of each heuristic call [26] . This approach is based on the performance of the heuristics. If a heuristic has performed well in the past, it is more likely to be selected to solve the current problem. Otherwise the heuristic is less likely to be selected. It attempts to determine a set of parameter values, or a probability distribution, in order to select the next low-level heuristic [26] [27] [28] .
There is already some work we can draw on which utilizes hyperheuristics in game playing. For example, a hyperheuristic for the competitive traveling salesmen game [20] ; an evolutionarybased hyperheuristic algorithm for the jawbreaker puzzle [38] and hyperheuristic based solvers for RushHour and FreeCell games [19] . It has been shown that a hyperheuristic is able to generate efficient strategies compared to just using the low-level heuristics in isolation [19] .
In this paper, we investigate applying hyperheuristics to game playing. The objective is to develop a simple heuristic selection mechanism that generates adaptive strategies for games based on existing strategies for specialized games.
This paper is organized as follows. In Section II, a framework of our proposed hyperheuristic game player is introduced. In Section III, we develop hyperheuristic game players for three games: iterated prisoner's dilemma (IPD), repeated Goofspiel, and the competitive traveling salesmen problem. Simulations are run in order to evaluate the performance of hyperheuristic game players. The paper is concluded and future work is discussed in Section IV.
II. A HYPERHEURISTIC FRAMEWORK FOR GAME PLAYING
A hyperheuristic is a high-level algorithm that adapts to the current state of the search in order to select one of the low-level This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ heuristics at each decision point. It is hoped that this approach will perform better than using any single heuristic in isolation as well as enabling it to be applied to different classes of problems. In the proposed hyperheuristic for game playing, there is a highlevel algorithm and a set of low-level heuristics as shown in Fig. 1 . The high-level algorithm selects from among the lowlevel heuristics and the selected low-level heuristic is used to generate strategies for a specific game.
The low-level heuristics are chosen from existing heuristics (or strategies) for a specialized game. Each low-level heuristic produces the entire action sequence for playing a game. It can be as simple as the heuristic mimicing the opponent's previous choices or a complex algorithm such as the algorithm underpining IBM's Deep Blue chess player. Intuitively, the performance of low-level heuristics will have a significant influence on the performance of the hyperheuristic. Therefore we should carefully choose those heuristics that perform well in specialized games to act as low-level heuristics.
The high-level algorithm dynamically tunes the priorities of the different heuristics during game playing. In order to generate adaptive strategies, we require a learning mechanism for the hyperheuristic to adapt to the game dynamics. Initially, the low-level heuristics are assigned preferences (or probabilities) by which the heuristic selection decisions are made. Whilst the game is being played, the preferences are updated by learning from, and adapting to, the historical performance of the chosen heuristics. The heuristics that have been performing well are more likely to be chosen in future play and the heuristics that have been unsuccessful are less likely to be chosen. The framework of the high-level algorithm is shown in Fig. 2 .
We are not yet able to propose a general learning algorithm because domain knowledge may be required for a specific game. We see this as a long term vision and we do not address this challenge in this paper. We adopt simple heuristics as learning algorithms in the examples of this paper. Our objective is to show that simple heuristic selection mechanisms can generate adaptive strategies that perform well in complex games. In the following section, we study three hyperheuristic game players for the IPD, repeated Goofspiel, and the competitive traveling salesmen problem. For each game, a hyperheuristic game player is developed based on deterministic strategies/heuristics.
III. THREE EXAMPLES OF HYPERHEURISTIC GAME PLAYERS

A. IPD
The prisoner's dilemma (PD) is a fundamental problem in game theory that has been heavily studied in economics, machine learning, and evolutionary computation [3] , [11] , [33] . It is a nonzero-sum game in which two players try to maximize their payoff by cooperating with, or betraying, the other player. The classical PD is as follows [21] :
Two suspects, A and B, are arrested by the police. The police have insufficient evidence for a conviction, and, having separated both prisoners, visit each of them to offer the same deal: if one testifies for the prosecution against the other and the other remains silent, the betrayer goes free and the silent accomplice receives the full ten-year sentence. If both stay silent, the police can sentence both prisoners to only six month in jail for a minor payoff of five points and the cooperator receives the Sucker payoff (zero in this case). If both players defect then they both receive the penalty payoff (1 in this case). There are and , which motivates each player to play noncooperatively and prevents any incentive to alternate between cooperation and defection.
charge. If each betrays the other, each will receive a six-year sentence. Each prisoner must make the choice of whether to betray the other or to remain silent. However, neither prisoner knows for sure what choice the other prisoner will make. So the question this dilemma poses is: What will happen? How will the prisoners act?
The payoffs for the players in a PD game are shown in Fig. 3 . In an IPD, two players play PD repeatedly, and they have the option to retain a memory of the previous actions of both players. Mutual defection in IPD is not as stable as in the oneshot game especially when the number of iterations is large.
Since Axelrod's IPD tournaments and his famous book, The Evolution of Cooperation [3] , tit-for-tat (TFT) has become a well-known strategy for IPD and many researchers are attempting to develop novel strategies that can outperform TFT either in round-robin tournaments or within an evolutionary environment [9] , [22] .
We propose a hyperheuristic-based strategy (Hyper) for IPD games, which contains three low-level strategies. h1) TFT: It cooperates on the first move, and then copies the opponent's last move. h2) Always-defect (AllD): It defects on every move. h3) Tit-for-two-tat (TFTT): It cooperates on the first move, and defects only if the opponent has defected in two consecutive moves. The high-level algorithm selects one of the low-level strategies every six moves according to the interaction between the two players in the previous six moves. It selects TFT in the first six moves and then follows the following rules.
A) If the average payoff per move is not less than , then play TFT in the following six moves. B) If the average payoff per move is , then play TFTT in the following six moves. C) In all other cases, play AllD in the following six moves. D) If AllD has been chosen twice, always play AllD. We run a series of evolutionary IPD simulations. The initial population contains types of strategies randomly chosen from the 27 strategies in Table I (descriptions of these strategies can be found in [22] , [23] ). Each strategy has 20 identical copies and the initial population contains players. Stochastic universal sampling is used to select parents for the next generation. The parents simply copy their strategies to produce offspring and no mutation is carried out. An evolutionary IPD is run for 100 generations. As the outcome of any single evolutionary IPD is affected by randomness, we repeat each evolutionary IPD with the same value for 10 000 times, and gather statistics on the outcomes. Two measures, the fitness and the frequency of strategies in the population, are used to measure the performance of the strategies. The fitness of a strategy denotes the average payoff per move in all evolutionary IPDs that the strategy is involved. The frequency of a strategy is the average percentage in the population in all evolutionary IPDs that the strategy is involved in. The fitness and frequencies of all 27 strategies in the population after 100 generations are shown in Tables II and III. Hyper outperforms all the other strategies for all values of . The fitness and frequency of eight strategies, AllC, AllD, Rand, TFT, Gradual, Adaptive, ATFT, and Hyper, as functions of generation are shown in Fig. 4 and Fig. 5 . They show that the fitness of Hyper is higher than other strategies at the beginning of the simulations, which leads to its higher frequency in the population. In many simulations, defective strategies became extinct after 50 generations and only cooperative strategies remained in the population. This was the reason why the fitness of some cooperative strategies tended to be equal at the end of evolution. We run another simulation to show that Hyper performs well against evolving strategies. The initial population contains types of strategies randomly chosen from a set of 1027 strategies. Besides the 27 strategies in Table I , the set contains 1000 evolving strategies. An evolving strategy is expressed by where are the probabilities of choosing cooperate in next move given that the payoff of the current move is , respectively. An evolving strategy starts with randomly assigned values of and then evolves by making small changes to these probabilities. A learning rate is used to control the rate of evolution. The fitness and frequency of nine strategies, including three evolving strategies that receive the highest fitness, are shown in Fig. 6 . Most evolving strategies performed poorly against deterministic strategies. The evolving strategies that performed well are nearly deterministic. For example, there is and for all of the top three evolving strategies. The results of the simulations show that Hyper outperforms other strategies, including its low-level strategies AllD, TFT, and TFTT, in evolutionary IPD. AllD is the optimal strategy against all memory-zero strategies and it receives low payoff in interacting with most of the memory-nonzero strategies. TFT is optimal against those strategies that cooperate with the opponent conditionally. A situation that TFT cannot handle well is a long series of mutual retaliations provoked by a singleton defection. TFTT performs well in this situation by playing one more cooperation. However, it can be exploited by the strategies that alternatively play C and D. Hyper inherits the advantages of three strategies and thus performs well in evolutionary IPD.
A hyperheuristic using more low-level strategies and more effective learning schemes has the potential to outperform other hyperheuristics using less low-level strategies and simple learning schemes. We use only three low-level strategies in Hyper because of the complexity of the algorithm.
B. Repeated Goofspiel
Goofspiel, also known as the game of pure strategy, in its classic version is a two-player card game. Three full suits of cards are needed in the basic version of Goofspiel. The cards are ranked from low to high as . Each player is given the cards of a full suit and the cards in the remaining suit, which is called the competition suit, are shuffled and placed face down between the two players. In every round, the top card of the competition suit is turned face up, which is referred to as the upcard. Two players choose a bid card from their hand and reveal it simultaneously. The player with the higher bid card wins a number of points equal to the upcard. In the case of a tie, both players receive zero points. The bid cards and upcard are then discarded and a new round starts. After 13 rounds, all cards are used and the game ends. The player with the highest number of points wins the game.
Although both players choose from at most 13 cards in each round of a Goofspiel game, the possible play sequences are , which prohibits an exhaustive search for the best strategy [36] . So far there is not any algorithm that generates optimal solutions for Goofspiel [12] , [13] , [35] .
It is obvious that any deterministic strategy cannot be a winning strategy for Goofspiel. The optimal play for Goofspiel is to choose the bid card that is one point higher than the opponent's. Consider a deterministic strategy of matching the upcard, which chooses the bid card equivalent to the upcard. The optimal strategy against this deterministic strategy is matching the upcard which chooses one point higher than the bid card except choosing one point (the Ace) when upcard . The matching the upcard strategy will win 12 out of 13 rounds in competing against the matching the upcard strategy.
We develop a hyperheuristic for Goofspiel that has six lowlevel heuristics:
• : matching the upcard; • : matching the upcard ; • : matching the upcard ; • : matching the upcard ; • : matching the upcard ; • : matching the upcard . The high-level algorithm is a Bayesian heuristic approach to optimize the probability distribution of the low-level heuristics.
A set of probabilities are assigned, which denote the probabilities of heuristic being chosen given that the upcard is . All the values of are set to initially and then they are updated by means of a learning algorithm. The learning algorithm is a modification of experience weighted attraction [8] . The idea behind the algorithm is that the heuristics that have proved to be successful in the past are played more frequently and the heuristics that have been less successful are played less frequently. The values of at time are computed by (1) where is the attraction of heuristic and is the intensity of choice. When has no influence on and all low-level heuristics are equally weighted. The larger is, the more contributes to . is computed by (2) where is the payoff of adopting heuristic and the parameter specifies the memory in the learning. 
where is the point difference between one's bid card and the opponent's card. If a heuristic has chosen the bid card that is one point higher than the opponent's, for example, we have and thus . The hyperheuristic chooses one of the heuristics with respect to the assigned probabilities for any given upcard in playing Goofspiel. The chosen heuristic is then applied to determine a competition card. After each round of the game, the probabilities are updated according to (1) (2) (3) . It is possible that the chosen competition card has been used in previous rounds. Consider a process of a Goofspiel game in which the upcard was 7 and was chosen on the first round. The upcard was 8 and was chosen on the second round. In both rounds the competition card chosen by the heuristic was 8. However, the card was not available on the second round because it can only be played once. We solve this problem by choosing the card that has the nearest point with the chosen competition card if the chosen one is not available. When more than one card has the nearest points, one of them will be chosen randomly. In the above example, the cards with nearest point values are 7 and 9 and thus one of them will randomly be chosen as competition card in the second round.
We run a series of two-player 100-iteration Goofspiels. The coefficients of a hyperheuristic player (Hyper) are and . In Fig. 7 , the payoffs of Hyper competing against heuristics are shown as functions of the number of iterations. It shows that Hyper outperforms all of its low-level heuristics. The result of Hyper competing against a random player is shown in Fig. 8 . The random player randomly chooses a card from the remaining cards in each round.
We also run a set of 1000-iteration Goofspiels where two hyperheuristic players (namely Hyper1 and Hyper2, respectively) compete against each other. In Fig. 9 , Hyper1 and Hyper2 are identical copies of the hyperheuristic player introduced previously and they have the same initial assignment of probabilities. The payoffs of two hyperheuristics tend to be equivalent as the game iterates.
In Fig. 10 , the probabilities for Hyper1 to choose the lowlevel heuristics in the case of upcard are shown. Note that the probabilities vary stochastically although the payoff remains at a steady value. The stochastic variations can be found in the probabilities of both hyperheuristics in every case of different upcards. It demonstrates that the hyperheuristic players are adaptive in interacting with each other.
We have tried different values of and , the coefficients that determine the rate of probability update for the hyperheuristic player. It shows that the performance of a hyperheuristic player is not sensitive to these coefficients if the number of iterations is large. In Figs. 11 and 12 , two hyperheuristic players with different values of and compete in 1000-iteration Goofspiel.
Two Hypers tend to perform equally in the long run. The reason for this might be that both Hypers are essentially random players although they may evolve to be deterministic by chance. The speed of learning is not very important when both players make random choices.
C. Competitive Traveling Salesmen Problem (TSP)
The TSP is a classic NP-hard problem in combinatorial optimization. Given a number of cities and the distances between each pair of them, the task is to find the shortest tour that visits each city exactly once.
In a competitive traveling salesmen problem (CTSP), multiple self-interested agents compete with each other in visiting a number of cities [14] , [20] , [29] . The agents will receive a benefit if they are the first one to visit a city. All agents pay a cost for the distance they travel. Each agent aims to visit as many unvisited cities as possible, with a minimum traveling distance. Due to the conflict of interest among multiple agents, a CTSP is a dynamic n-player game and the solution should be a Nash equilibrium (or equilibria). CTSPs are close to both fields of combinatorial optimization and noncooperative game theory. Scheduling with competing agents is a similar problem which has been investigated from the economic/market viewpoint [1] , [2] .
Consider a CTSP in that agents compete with each other in visiting cities. Let denote the set of agents. We define the following constraints for the CTSP [20] .
• Benefit. For each city , there is a constant benefit for the agent who is the first one to reach the city and other agents receive zero. If two or more agents arrive at an unvisited city simultaneously, they will share the benefit equally.
• Cost. Each agent has to pay a cost for their travel that is proportional to their travel distance. Let denote the distance between city and . The cost for traveling from to is . We set in this study for simplicity. • Payoff. The payoff for each agent is computed by aggregating the benefit and cost. Assume that an agent visits k cities and receives benefit from cities. The payoff received by the agent can be computed as (4) The visits are wasted visits. A wasted visit here denotes that an agent travels to a city that has been visited by another agent and thus receives no benefit.
• Path. The agent must travel from one city to another and they cannot change their destinations once they have started a trip. They must return to their departure cities to finish the tour.
• Speed of travel. Each agent has a constant speed of travel .
• Common knowledge. The location, the speed of travel, the path traveled, and the payoff for each agent are known to all agents. Under these constraints, each agent chooses their tour independently. The objective of each agent is to maximize their own payoffs. In other words, each agent aims to visit as many cities before any other agents, whilst minimizing their distance travelled.
Since equilibrium analysis is difficult to conduct due to the complexity of the problem, we develop a hyperheuristic game player that generates strategies for individual agents in a CTSP. The hyperheuristic game player has two levels.
The low-level heuristics consist of a set of construction heuristics each of which can be used to create a tour for the agent given the heuristics of other agents. In this study, five low-level heuristics were utilized.
1) Nearest neighbor (NN). This heuristic always chooses the nearest unoccupied city as the next destination. 2) Random neighbor (RN). This heuristic randomly chooses one of the neighboring cities as the next destination. For a city, its neighbors include the cities to which the distance is not greater than 120% of the shortest one. 3) Aggressive (AH). This heuristic aims to avoid wasted visits and also increase other agents' wasted visits. It first checks other agent's destination and it chooses another's destination if it takes shorter time to reach the city than other agents. If not, it chooses the nearest unoccupied city if no other agents can visit it first. If not, it checks the second nearest, the third nearest , etc. until it finds a city that no other agents can reach first. If no city can be found, it waits a step at its current location. 4) NN 2opt. This heuristic first adopts NN to create a tour, and then does a local 2opt (2opt repeatedly swaps any two cities of a tour to find a better tour with less cost) search to improve it. It assumes that other agents play the NN heuristic. 5) RN 2opt. This heuristic is same as NN 2opt except that RN is adopted to create the initial tour. The high-level algorithm identifies the heuristics adopted by other agents and then selects from among its low-level heuristics. The identification mechanism is based on the assumption that each agent selects from among a limited set of heuristics to create their tours. Consider a two-agent CTSP, for example. Two agents select among five heuristics at every move according to the payoff matrix as shown in Fig. 13 . The two values in each cell are payoffs of two agents given that they adopt predetermined heuristics throughout the rest of the game. The identification mechanism identifies the heuristic adopted by another agent according to their historical moves.
The evaluation of the heuristics adopted by other agents is expressed by beliefs. A belief is a group of five values, , each of which denotes the probability that a specific low level heuristic is adopted. For example, at the beginning of a CTSP, agent has a belief of 0.2, 0.2, 0.2, 0.2, 0.2 about another agent 's heuristic. The latest three choices of other agents are used to compute the beliefs at each move, and the heuristic with the highest probabilities will be chosen as the other agent's heuristic.
Given the heuristics of other agents, an imaginary tour is created by adopting each low level heuristic so that the expected payoff can be computed. The hyperheuristic will then choose the heuristic with the highest expected payoff to create a real tour for itself. We note that only the first destination of a tour can be definitely visited because the beliefs and tour are computed and updated at every move. In order to limit the amount of computation, each imaginary tour contains at most 30 moves (depending on how many unvisited cities are left).
We run a simulation of two-agent 30-city CTSPs. The cities are located in a square area of 100 100 and their locations are randomly created [as shown in Fig. 14(a) ]. The payoff of visiting each city is set to 150, while the cost of travel is equivalent to the distance travelled. Note that the payoff of visiting a city is greater than the longest distance between two cities, so the agents are motivated to visit all cities. Two agents with identical speed of travel are presented and they are initially located In another simulation two agents play 30-city CTSP for 1000 times, and statistics on the outcomes were gathered. The locations of cities in each CTSP are randomly generated within a 100 100 square area. Two agents choose different heuristics in playing CTSPs. The average payoffs of agent 1 is shown in Fig. 15 . By adopting Hyper, agent 1 receives approximately 200 more points than when adopting other heuristics. It is obvious that Hyper is superior to other heuristics for agent 1 in interacting with agent 2.
IV. CONCLUSION
We have investigated a hyperheuristic methodology for game playing. By applying a high-level algorithm to choose from among a set of heuristics or strategies for games, a hyperheuristic game player can generate adaptive strategies for complex games. The methodology is applied to three games: the IPD, repeated Goofspiel, and the competitive traveling salesmen problem. The results show that 1) hyperheuristic game players outperform their low-level heuristics in repeated and dynamic games; 2) hyperheuristic game players generate adaptive strategies even if the low-level heuristics are deterministic; 3) simple heuristic selection mechanisms can be adopted to construct automated game players in different games. The hyperheuristic methodology provides an efficient way to develop new strategies for games. Existing strategies for specialized games can be used as low-level heuristics in developing new strategies. The designer does not require a detailed knowledge of playing the specialized games, and thus can concentrate his/her efforts on designing heuristic selection algorithms.
The quality of the low-level heuristics may have a significant influence on the performance of the hyperheuristic game player. The heuristics we used in this study are simple strategies or heuristics that are not specifically chosen. For example, the heuristics for Goofspiel are all deterministic and they cannot always represent good strategies for Goofspiel. The influence of low-level heuristics on a hyperheuristic game player will be one of our future research directions as will how we can make the hyperheuristic even more general so that we can more easily to apply it to a wider range of games.
