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1
Abstract
We study the Cauchy problem for the fractional Schro¨dinger equa-
tion
i∂tu = (m
2 −∆)α2 u+ F (u) in R1+n,
where n ≥ 1, m ≥ 0, 1 < α < 2, and F stands for the nonlinearity of
Hartree type:
F (u) = λ
(
ψ(·)
| · |γ ∗ |u|
2
)
u
with λ = ±1, 0 < γ < n, and 0 ≤ ψ ∈ L∞(Rn). We prove the exis-
tence and uniqueness of local and global solutions for certain α, γ, λ,
ψ. We also remark on finite time blowup of solutions when λ = −1.
Key Words and Phrases. fractional Schro¨dinger equation, Hartree
type nonlinearity, Strichartz estimates, finite time blowup
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1 Introduction
In this paper we consider the following Cauchy problem:{
i∂tu = D
α
mu+ F (u), in R
1+n × R, n ≥ 1
u(x, 0) = ϕ(x) in Rn,
(1.1)
where Dm = (m
2 − ∆) 12 , 1 < α < 2, and F (u) is nonlinear functional
of Hartree type such that F (u) = λ
(
ψ(·)
|·|γ ∗ |u|2
)
u ≡ λKγ(|u|2)u, where ∗
denotes the convolution in Rn, λ = ±1, µ ≥ 0, 0 < γ < n and 0 ≤ ψ ∈
L∞(Rn).
When m = 0, the equation (1.1) is called fractional Schro¨dinger equation
which was used to describe particles in Le´vy stochastic process, and when
2
m > 0, generalized semirelativistic equation. See [19, 20, 21, 22] and the
references therein.
If m = 0, then similarly to the Schro¨dinger case (α = 2) the equa-
tion (1.1) has scaling invariance property. In fact the function ua(t, x) =
a
n−γ+α
2 u(aαt, ax) (a > 0) is also a solution of (1.1). The associated invariant
space is H˙
γ−α
2 . So, we call the equation H˙
γ−α
2 -subcritical if we pursue the so-
lution u ∈ Hs for s > γ−α
2
, H˙
γ−α
2 -critical for s = γ−α
2
and H˙
γ−α
2 -supercritical
for s < γ−α
2
.
The purpose of this paper is to establish the local and global existence
theory to the equation (1.1) and also finite time blowup. In this paper we
study the Cauchy problem (1.1) in the form of the integral equation:
u(t) = U(t)ϕ− i
∫ t
0
U(t− t′)F (u)(t′)dt′, (1.2)
where
U(t)ϕ(x) = (e−it(m
2−∆)α2 ϕ)(x) =
1
(2π)n
∫
Rn
ei(x·ξ−t(m
2+|ξ|2)α2 )ϕ̂(ξ) dξ.
Here ϕ̂ denotes the Fourier transform of ϕ such that ϕ̂(ξ) =
∫
Rn
e−ix·ξϕ(x) dx.
One of the key tools for the global theory is the conservation law. If the
solution u of (1.1) has sufficient decay at infinity and smoothness, it satisfies
two conservation laws:
‖u(t)‖L2 = ‖ϕ‖L2,
E(u) ≡ K(u) + V (u) = E(ϕ),
(1.3)
where K(u) = 1
2
〈(m2−∆)α2 u, u〉, V (u) = 1
4
〈F (u), u〉 and 〈 , 〉 is the complex
inner product in L2. The energy space is H
α
2 . So, the equation (1.1) is
referred to be energy critical if γ = 2α, subcritical if γ < 2α and supercritical
if γ > 2α, respectively. Similarly we use the terminology mass critical,
subcritical, supercritical for the case γ = α, γ < α, γ > α, respectively. For
the proof of (1.3) a regularizing method is simply applicable as in [22] in the
3
case of 0 < γ ≤ α. For local solutions constructed by a contraction argument
based on the Strichartz estimate stated below, the case of α < γ ≤ 2α is
treated by exactly the same method as in [23] without using approximate
or regularizing approach. The second tool is the Strichartz estimates. In
Section 2 we recall three versions which will be used in the argument of the
paper.
In Section 3, without resort to Strichartz estimates local and global ex-
istence results are treated for m ≥ 0 through the contraction argument and
the conservation laws above. This result is an extension of the work of
Lenzmann [22] and [8] to fractional NLS. In particular, we show the global
existence in the focusing mass critical case, that is, γ = α, λ = −1, for
the initial norm with ‖ϕ‖L2 < ‖Q‖L2/‖ψ‖
1
2
L∞ , where Q is the solution of
(−∆)α2Q − (|x|−γ ∗ |Q|2)Q = −Q. We also show the solution norm can be
estimated uniformly in terms ofm in finite time, which enables us to consider
two types of limiting problems (m→ 0 and m→∞). See Remark 1 below.
In Section 4, we consider the local and global existence via standard
Strichartz estimates (2.1) and (2.2) below. The advantage of Strichartz es-
timate is to give a chance for existence results of lower regularity than ones
without using Strichartz estimates. However, owing to the regularity loss of
Strichartz estimates, it is hard to handle the critical problem. On the other
hand, such estimates enable us to get a small data global existence results
and scattering for the case 2α < γ < n.
In Section 5, we treat the critical problem. To handle the critical regular-
ity one needs Strichartz estimate without regularity loss as Schro¨dinger case.
Recently, such estimates have been developed independently in [16] and [6],
when radial symmetry or angular regularity is assumed. See (2.3) and (2.4)
below. Using these, we show the global existence of radial solutions in H
γ−α
2
for suitable γ and α. In [16], the authors considered the equation with m = 0
and power type nonlinearity.
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Section 6 is devoted to the global existence of small data in critical solu-
tion space below L2, that is H˙
γ−α
2 , γ < α without radial symmetry. For this
we use weighted Strichartz estimates (2.5) and (2.6) in the same way as in
[5]. When m > 0, we could not control the homogeneous H˙s norm by the
weighted Strichartz estimates. Thus we only consider the case m = 0. It
would be so interesting to show the global existence when m > 0. For the
simplicity of presentation we try 3-d case in Section 6. We leave the general
case to the readers.
In the last section, we study a finite time blowup for the focusing case.
For this we consider a massive mass critical Hartree nonlinearity given by
the mass m > 0 and the potential −ψ(x)/|x|α where ψ′ ≤ 0 and |ψ′| . 1
ρ
,
and a initial data with E(ϕ) < 0. Then by adapting the Virial argument of
[15] and [4] we show the nonnegative quantity 〈u, x ·D2−αm xu〉 is estimated as
follows: for any m ≥ 0 and t ∈ [0, T ∗)
〈u, x ·D2−αm xu〉 ≤ 2α2E(ϕ)t2 + 2α(〈ϕ,Aϕ〉+ C‖ϕ‖4L2)t+ 〈ϕ,Mϕ〉. (1.4)
Since E(ϕ) < 0, the maximal existence time T ∗ of solution should be finite. In
[4], the authors considered massless case and they obtained finite time blowup
for mass critical equations. We extended their results to massive case and
show that the constant C in (1.4) does not depend on m > 0. For the proof
of (1.4) we show L2 operator norm of the commutator [Dαm, |x|2Kα(|u|2)] is
bounded by ‖ϕ‖4L2 for which we need to assume that radial symmetry of
solution. We also establish some propagation estimates of moment at the
end of Section 7.
Now we close this section by introducing some notations. The mixed norm
‖F‖LqX means (
∫
R
‖F (t, ·)‖qX dt)
1
q . We will use the notations |∇| = √−∆,
H˙sr = |∇|−sLr (H˙s2 = H˙s) and Hsr = (1 −∆)−s/2Lr (Hs = Hs2). Hereafter,
we denote the space LqT (B) by L
q(0, T ;B) and its norm by ‖ · ‖LqTB for
some Banach space B, and also Lq(B) with norm ‖ · ‖LqB by Lq(0,∞;B),
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1 ≤ q ≤ ∞. If not specified, throughout this paper, the notation A . B
and A & B denote A ≤ CB and A ≥ C−1B, respectively. Different positive
constants possibly depending on n, α and γ might be denoted by the same
letter C. A ∼ B means that both A . B and A & B hold.
2 Strichartz estimates
In this paper we will treat three versions of Strichartz estimates. We first
consider the standard Strichartz estimate for the unitary group U(t) (see
[10]):
‖U(t)ϕ‖Lq1T Lr1 ≤ Cc
1
2
− 1
r1
α ‖D
n(2−α)
2
(
1
2
− 1
r1
)
m ϕ‖L2 , (2.1)
‖
∫ t
0
U(t− t′)F (t′) dt′‖Lq1T Lr1 ≤ Cc
1− 1
r1
− 1
r2
α ‖D
n(2−α)
2
(
1− 1
r1
− 1
r2
)
m F‖
L
q′2
T L
r′
2
, (2.2)
where cα = (α − 1)−1 and the constant C does not depend on m. These
estimates hold for n ≥ 1 and the pairs (qi, ri), i = 1, 2 satisfying that 2 ≤
qi, ri ≤ ∞, 2qi + nri = n2 and (qi, ri) 6= (2,∞). The constant cα shows the
sharpness of the estimates near α = 1. We will use the estimates (2.1) and
(2.2) for the existence of Hs solutions for some s < γ
2
in Section 5.
Next we will use the recently developed radial Strichartz estimates [6, 16]
as follows: for radial functions ϕ and F
‖U(t)ϕ‖Lq1T Lr1 ≤ Cc
1
2
− 1
r1
α ‖Dθmϕ‖L2 , (2.3)
‖
∫ t
0
U(t− t′)F (t′) dt′‖Lq1T Lr1 ≤ Cc
1− 1
r1
− 1
r2
α ‖F‖
L
q′
2
T
Lr
′
2
, (2.4)
where C does not depend on m. Here θ ∈ R and n ≥ 2. The pairs (qi, ri), i =
1, 2, satisfy the range conditions 2 ≤ qi, ri ≤ ∞, q2 6= 2,
n
2
(
1
2
− 1
ri
)
≤ 1
qi
≤ 2n− 1
2
(
1
2
− 1
ri
)
,
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(n, qi, ri) 6= (2, 2,∞), (qi, ri) 6= (2, 2(2n− 1)
2n− 3 ),
and the gap condition
α
q1
+
n
r1
=
n
2
− θ, α
q2
+
n
r2
=
n
2
+ θ.
These will be used for global well-posedness of radial solution with critical
regularity in Section 6.
Finally to treat the well-posedness in the case of below L2 we will use the
weighted Strichartz estimates:
(1) Let 0 < a < n−1
2
and β1 ≤ n−12 − a. Then we have
‖|x|a|∇|a−n2 dβ1ω U(t)ϕ‖L∞t L∞r L2ω ≤ C‖ϕ‖L2x . (2.5)
(2) Let −n
2
< b < −1
2
and β2 ≤ −12 − b. Then we have
‖|x|b|∇|1+bD−
2−α
2
m d
β2
ω U(t)ϕ‖L2t,x ≤ C‖ϕ‖L2x . (2.6)
Here dω =
√
1−∆ω, ∆ω is the Laplace-Beltrami operator on the unit
sphere Sn−1 and C does not depend on m. We have used the notation
‖f‖Lr1r Lr2ω = (
∫∞
0
(
∫
Sn−1
|f(ρω)|r2 dω)
r1
r2 ρn−1 dρ)
1
r1 . For the part(1) see [8] and
[2]. For (2.6) we refer to [2] and also to [11, 7] for earlier and more general
versions, respectively.
3 Existence I
In this section, we study the local and global existence without resort to
Strichartz estimates.
Let us first introduce the following local existence result.
Proposition 3.1. Let m ≥ 0, 0 < γ < n and n ≥ 1. Suppose ϕ ∈ Hs(Rn)
with s ≥ γ
2
. Then there exists a positive time T such that (1.2) has a unique
solution u ∈ C([0, T ];Hs) with ‖u‖L∞T Hs ≤ C‖ϕ‖Hs, where C does not depend
on m ≥ 0.
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Proof. Let (X(T, ρ), d) be a complete metric space with metric d defined by
X(T, ρ) = {u ∈ L∞T (Hs(Rn)) : ‖u‖L∞T Hs ≤ ρ}, dX(u, v) = ‖u− v‖L∞T L2 .
Now we define a mapping N : u 7→ N (u) on X(T, ρ) by
N (u)(t) = U(t)ϕ− i
∫ t
0
U(t− t′)F (u)(t′) dt′. (3.1)
Our strategy is to use the standard contraction mapping argument. To do
so, let us introduce a generalized Leibniz rule (see Lemma A1 ∼ Lemma A4
in Appendix of [18]).
Lemma 3.2. For any s ≥ 0 we have
‖|∇|s(uv)‖Lr . ‖|∇|su‖Lr1‖v‖Lq2 + ‖u‖Lq1‖|∇|sv‖Lr2 ,
where 1
r
= 1
r1
+ 1
q2
= 1
q1
+ 1
r2
, ri ∈ (1,∞), qi ∈ (1,∞], i = 1, 2.
Then for u ∈ X(T, ρ) and s ≥ γ
2
we have
‖N (u)‖L∞T Hs ≤ ‖ϕ‖Hs + T‖F (u)‖L∞T Hs
. ‖ϕ‖Hs + T
(‖Kγ(|u|2)‖L∞T L∞‖u‖L∞T Hs
+‖Kγ(|u|2)‖L∞T Hs2n
γ
‖u‖
L∞T L
2n
n−γ
)
. ‖ϕ‖Hs + T
(
‖u‖2
L∞T H
γ
2
‖u‖L∞T Hs + ‖u‖2L∞T L 2nn−γ
‖u‖L∞T Hs
)
. ‖ϕ‖Hs + T‖u‖2
L∞T H
γ
2
‖u‖L∞
T
Hs . ‖ϕ‖Hs + Tρ3.
(3.2)
Here we have used the trivial inequality
Kγ(v) =
∫
Rn
ψ(x− y)
|x− y|γ v(y) dy ≤ ‖ψ‖L∞
∫
Rn
|x− y|−γv(y) dy
8
for v ≥ 0, the Hardy-Littlewood-Sobolev inequality, Lemma 3.2, the Hardy
type inequality
sup
x∈Rn
∣∣∣∣∫
Rn
|u(x− y)|2
|y|γ dy
∣∣∣∣ . ‖u‖2H˙ γ2 , (3.3)
and we used the Sobolev embedding H
γ
2 →֒ L 2nn−γ .
If we choose ρ and T such as ‖ϕ‖Hs ≤ ρ/2 and CTρ3 ≤ ρ/2, then N
maps X(T, ρ) to itself.
Now we show that N is a Lipschitz map for sufficiently small T . Let
u, v ∈ X(T, ρ). Then we have
dX(N (u),N (v))
. T
∥∥Kγ(|u|2)u−Kγ(|v|2)v∥∥L∞T L2
. T
(∥∥Kγ(|u|2)(u− v)∥∥L∞T L2 + ∥∥Kγ(|u|2 − |v|2)v∥∥L∞T L2)
. T
(
‖u‖2
L∞T H
γ
2
d(u, v) + ‖Kγ(|u|2 − |v|2)‖
L∞T L
2n
γ
‖v‖
L∞T L
2n
n−γ
)
. T (ρ2d(u, v) + ρ‖|u|2 − |v|2‖
L∞T L
2n
2n−γ
)
. T (ρ2 + ρ(‖u‖
L∞T L
2n
n−γ
+ ‖v‖
L∞T L
2n
n−γ
))dX(u, v)
. Tρ2dX(u, v).
The above estimate implies that the mapping N is a contraction, if T is
sufficiently small.
The uniqueness and time continuity follows easily from the equation (1.2)
and a similar contraction argument. This completes the proof of Proposition
3.1.
From the conservation laws (1.3), we get the following global well-posedness.
Theorem 3.3. Let m ≥ 0, 0 < γ ≤ α for n ≥ 2, 0 < γ < 1 for n = 1,
and s ≥ γ
2
. Let T ∗ be the maximal existence time of the solution u as in
9
Proposition 3.1. Then if λ = +1, or if λ = −1 and ‖ϕ‖L2 is sufficiently
small, then T ∗ =∞. Moreover ‖u(t)‖Hs ≤ C‖ϕ‖HseC(|E(ϕ)|+‖ϕ‖2L2 )t, where C
does not depend on m ≥ 0.
Proof. From the estimate (3.3) and L2 conservation, we have
|V (u)| . ‖u‖2
H˙
γ
2
‖u‖2L2. (3.4)
Thus if λ = +1 or if λ = −1 and ‖ϕ‖L2 is sufficiently small, then since γ ≤ α
‖u(t)‖2
H˙
γ
2
≤ C(|E(u)|+ ‖ϕ‖2L2) = C(|E(ϕ)|+ ‖ϕ‖2L2). (3.5)
From (3.5) and a similar estimate to (3.2), we have
‖u(t)‖Hs . ‖ϕ‖Hs +
∫ t
0
‖u‖2
H
γ
2
‖u‖Hs dt′
. ‖ϕ‖Hs + (|E(ϕ)|+ ‖ϕ‖2L2)
∫ t
0
‖u‖Hs dt′.
(3.6)
Gronwall’s inequality shows that
‖u(t)‖Hs ≤ C‖ϕ‖Hs exp(C(|E(ϕ)|+ ‖ϕ‖2L2)t).
This completes the proof of Theorem 3.3.
If ψ = 1, m ≥ 0, γ = α and λ = −1, then (1.1) is L2-critical focusing
FNLS and more precise statement is possible for global existence. In fact,
(1.1) has a ground state Q in H
α
2 (see Theorem 1.8 of [17]), which satisfies
(−∆)α2Q− (|x|−γ ∗ |Q|2)Q = −Q
and is a decreasing minimizer of the problem
2‖Q‖2L2 = inf
u∈H α2 \{0}
‖u‖2
H˙
α
2
‖u‖2L2
|V1(u)| , (3.7)
where V1(u) = −14
∫∫ |x− y|−γ|u(x)|2|u(y)|2 dxdy. Then we have the follow-
ing.
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Theorem 3.4. Let m ≥ 0, γ = α, n ≥ 2 and s ≥ γ
2
. Suppose T ∗ be the
maximal existence time of the solution u as in Theorem 3.1. Then if λ = −1
and ‖ϕ‖L2 < ‖Q‖L2/‖ψ‖
1
2
L∞, then T
∗ =∞.
Proof. From (3.7) we estimate E(u) as follows.
E(ϕ) = E(u) =
1
2
‖D
α
2
mu‖2L2 − |V (u)|
≥ 1
2
‖|∇|α2 u‖2L2 −
‖ψ‖L∞
2‖Q‖2L2
‖|∇|α2 u‖2L2‖u‖2L2
=
1
2
(
1− ‖ψ‖L∞‖u‖
2
L2
‖Q‖2L2
)
‖|∇|α2 u‖2L2
=
1
2
(
1− ‖ψ‖L∞‖ϕ‖
2
L2
‖Q‖2L2
)
‖|∇|α2 u‖2L2 .
Thus ‖u‖2
H
α
2
. E(ϕ)+ ‖ϕ‖2L2, provided ‖ϕ‖L2 < ‖Q‖L2/‖ψ‖
1
2
L∞. In the same
way as in the proof of Theorem 3.3 we conclude the global existence. That
is T ∗ =∞.
Remark 1. Let T ∗fnls = infm≥0 T
∗, where T ∗ is the maximal existence time
of local solution um in Proposition 3.1. Then from the uniform estimate of
solution in Hs norm with respect to m ≥ 0 it follows that T ∗fnls > 0. This
gives two types of limit problems as Propositions 2.4 and 2.5 of [8]. For each
m > 0 let um ∈ C([0, T ∗fnls);Hs) be the solution of (1.1) for s ≥ γ2 and u0 be
the Hs solution to the Cauchy problem:
i∂tu0 = (−∆)α2 u0 + F (u0), u0(0) = ϕ.
Then it immediately follows that for any T < T ∗fnls um → u0 in C([0, T ];Hs)
as m→ 0.
On the other hand, let vm = e
itmum, the phase modulation of the solution
um to (1.1). Then vm is the solution in C([0, T
∗
fnls);H
s) to the problem
i∂tvm = ((m
2 −∆)α2 −mα)vm + F (vm), vm(0) = ϕ,
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and if wm be the solution in C([0, T
∗
nls);H
s) to
i∂twm = − α
2m2−α
∆wm + F (wm), wm(0) = ϕ.
Here T ∗nls is the infimum of maximal existence time of wm with respect to m
and the uniform estimate of wm similar to um implies that T
∗
nls > 0. Then
by the same argument as in the proof of Proposition 2.5 of [8] one can also
show that ‖vm−wm‖L∞(0,T ;Hs) → 0 as m→∞ for any T < min(T ∗fnls, T ∗nls).
4 Existence II: via Strichartz estimates
In this section, we show the existence results with slightly lower regularity
than the previous by using Strichartz estimates (2.1) and (2.2). The following
is on the local existence.
Proposition 4.1. Let n ≥ 1, m ≥ 0 and s > γ
2
−min(γ, 2)α
4
for 1 < α < 2
and 0 < γ < n. If ϕ ∈ Hs then there exists a positive time T such that (1.2)
has a unique solution u ∈ C([0, T ];Hs) ∩ LqT (Hs−σr ), where q = 4δ , r = 2nn−δ
and σ = δ(2−α)
4
for some δ with 0 < δ < min(γ, 2) and s > γ
2
− δα
4
.
Proof. Given n, α, γ and s, choose a number δ with 0 < α < min(γ, 2) and
s > γ
2
− δα
4
. Then for some positive number T to be chosen later, let us define
a complete metric space (Y (T, ρ), dY ) with metric dY by
Y (T, ρ) =
{
v ∈ L∞T (Hs) ∩ LqT (Hs−σr ) : ‖v‖L∞T Hs + ‖v‖LqTHs−σr ≤ ρ
}
,
dY (u, v) = ‖u− v‖L∞T Hs∩LqTHs−σr ,
where q, r, σ are the same indices as in Proposition 4.1.
We will show that the mapping N defined by (3.1) is a contraction on
Y (T, ρ), provided T is sufficiently small. For this purpose we introduce a
useful lemma.
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Lemma 4.2 (Lemma 3.2 of [8]). Let 0 < γ < n. Then for any 0 < ε < n−γ
we have ∥∥Kγ(|u|2)∥∥L∞ . ‖u‖L 2nn−γ−ε ‖u‖L 2nn−γ+ε .
If we use the Strichartz estimates (2.1) and (2.2) with the pair
(q1, r1, q2, r2) =
(
q =
4
δ
, r =
2n
n− δ ,∞, 2
)
together with Plancherel theorem, Lemma 4.2, and generalized Leibniz rules
(Lemma 3.2), then since σ = δ(2−α)
4
we have
‖N (u)‖L∞T Hs∩LqTHs−σr
. ‖ϕ‖Hs + ‖D
2−α
2
n( 1
2
− 1
r
)
m F (u)‖L1
T
Hs−σ
. ‖ϕ‖Hs + ‖Kγ(|u|2)‖L1TL∞‖u‖L∞T Hs
+
∫ T
0
‖Kγ(|u|2)‖Hs2n
γ+ε
‖u‖
L
2n
n−(γ+ε)
dt
. ‖ϕ‖Hs + ‖u‖
L2TL
2n
n−(γ+ε)
‖u‖
L2TL
2n
n−(γ−ε)
‖u‖L∞T Hs
+
∫ T
0
‖|u|2‖Hs 2n
2n−(γ−ε)
‖u‖
L
2n
n−(γ+ε)
dt
. ‖ϕ‖Hs + ‖u‖
L2TL
2n
n−(γ+ε)
‖u‖
L2TL
2n
n−(γ−ε)
‖u‖L∞T Hs
(4.1)
for sufficiently small ε. Here the involved constant is uniform on m if 0 ≤
m ≤ m0.
Using Ho¨lder’s inequality for time integral, we have
‖N (u)‖L∞T Hs∩LqTHs−σr
. ‖ϕ‖Hs + T 1−
2
q ‖u‖
LqTL
2n
n−(γ+ε)
‖u‖
LqTL
2n
n−(γ−ε)
‖u‖L∞T Hs.
(4.2)
Now if we choose ε > 0 so small that ε < min (γ − δ, 2(s− σ)− γ), then
since
2n
n− δ ≤
2n
n− (γ − ε) <
2n
n− (γ + ε) ≤
2n
n− δ − 2(s− σ) ,
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we have from (4.2) and Sobolev embedding Hs−σr →֒ Lr ∩ L
2n
n−δ−2(s−σ) that
‖N (u)‖L∞T Hs∩LqTHs−σr ≤ C(‖ϕ‖Hs + T
1− 2
q ‖u‖L∞T Hs‖u‖2LqTHs−σr )
≤ C(‖ϕ‖Hs + T 1−
2
q ρ3)
for some constant C. Here we used the conventional embedding that if 2(s−
σ) ≥ n − δ then Hs−σr →֒ Lr1 for any r1 ≥ r. Thus if we choose ρ and T so
that C‖ϕ‖Hs ≤ ρ2 and CT 1−
2
q ρ3 ≤ ρ
2
, then we conclude that N maps from
Y (T, ρ) to itself.
For any u, v ∈ Y (T, ρ), we have
dY (N (u), N (v))
. ‖F (u)− F (v)‖L1THs
. ‖Kγ(|u|2 − |v|2)u‖L1THs + ‖Kγ(|v|2)(u− v)‖L1THs .
(4.3)
By Lemma 4.2 and Ho¨lder’s inequality, we have for sufficiently small ε > 0
‖Kγ(|u|2 − |v|2)u‖L1THs
. ‖Kγ(|u|2 − |v|2)‖L2
T
L∞‖u‖L∞T Hs
+ ‖Kγ(|u|2 − |v|2)‖L2THs2n
γ+ε
‖u‖
L2TL
2n
n−(γ+ε)
. ρ‖|u|2 − |v|2‖
1
2
L1TL
n
n−(γ+ε)
‖|u|2 − |v|2‖
1
2
L1TL
n
n−(γ−ε)
+ ρ‖u− v‖L∞T Hs(‖u‖L2TL
2n
n−(γ−ε)
+ ‖v‖
L2TL
2n
n−(γ−ε)
)
+ ρ‖u− v‖
L2TL
2n
n−(γ−ε)
(‖u‖L∞T Hs + ‖v‖L∞T Hs).
(4.4)
Now by another Ho¨lder’s inequality with respect to the time variable, we
have
‖Kγ(|u|2 − |v|2)u‖L1
T
Hs . T
1− 2
q ρ2dY (u, v).
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Similarly,
‖Kγ(|v|2)(u− v)‖L1THs
. ‖Kγ(|v|2)‖L1TL∞‖u− v‖L∞T Hs
+ ‖Kγ(|v|2)‖L2THs2n
γ+ε
‖u− v‖
L2TL
2n
n−(γ+ε)
. ‖v‖
L2TL
2n
n−(γ−ε)
‖v‖
L2TL
2n
n−(γ+ε)
dT (u, v)
+ ‖v‖L∞T Hs‖v‖L2TL
2n
n−(γ−ε)
‖u− v‖
L2TL
2n
n−(γ+ε)
.
(4.5)
Thus we get
‖Kγ(|v|2)(u− v)‖L1THs . T
1− 2
q ρ2dY (u, v).
Substituting these two estimates into (4.3) and then using the fact CT 1−
2
q ρ2 ≤
1
2
for small T , we conclude that N is a contraction mapping.
Now we show the local solutions can be extended globally in time by
using the energy conservation law. We first consider defocusing case.
Theorem 4.3. Let m ≥ 0, 0 < γ < min(2α, n), n ≥ 1. If λ = +1, then
for any ϕ ∈ H α2 , then (1.2) has a unique solution u ∈ C([0,∞);H α2 ) ∩
Lqloc(H
α
2
−σ
r ), where q = 4δ , r =
2n
n−δ and σ =
δ(2−α)
4
for some δ with 0 < δ <
min(γ, 2) and α
2
> γ
2
− δα
4
.
Proof. Let T ∗ be the maximal existence time. We will prove that T ∗ is infinite
by contradiction. Suppose that T ∗ < ∞. Then the local theory shows that
‖u‖
Lq
T∗
H
α
2 −σ
r
= ∞. Since γ < 2α, from the local existence Proposition 4.1,
we see that the energy conservation law (1.3) holds. Thus if λ = +1, then at
any t < T ∗, the solution u satisfies that
1
2
‖u(t)‖2
H
α
2
≤ 1
2
‖u(t)‖2L2 + E(u) =
1
2
‖ϕ‖2L2 + E(ϕ).
From the estimate (4.2) which is used with s = α
2
, we have
‖u‖
LqTH
α
2 −σ
r
. ‖ϕ‖2L2 + E(ϕ) + T 1−
2
q (‖ϕ‖2L2 + E(ϕ))
1
2‖u‖2
LqTH
α
2 −σ
r
.
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Thus for sufficiently small T depending on ‖ϕ‖2L2 + E(ϕ),
‖u‖
Lq(Tj−1,Tj ;H
α
2 −σ
r )
≤ C(‖ϕ‖2L2 + E(ϕ)),
where Tj − Tj−1 = T for j ≤ k − 1 and Tk = T ∗ This means that
‖u‖q
Lq(0,T ∗;H
α
2 −σ
r )
≤
∑
1≤j≤k
‖u‖q
Lq(Tj−1,Tj ;H
1
2−σ
r )
≤ (kC(‖ϕ‖2L2 + E(ϕ)))q <∞.
This is the contradiction to the hypothesis T ∗ < ∞. This completes the
proof of Theorem 4.3.
To treat the focusing problem we need more elaboration. Let us first
observe that for any f ∈ H α2
|V (f)| ≤ ‖ψ‖L∞‖|x|−γ ∗ |f |2‖L rr−2 ‖f‖2L2 ≤ ‖ψ‖L∞‖f‖2Lr˜‖f‖2Lr ,
where 1
r˜
= 1 − 1
r
− γ
2n
. If α < γ < 2α and 2 < r < 2n
n−α , then 2 < r˜ <
2n
n−α .
Thus from Sobolev embedding it follows that
|V (f)| . ‖ψ‖L∞‖f‖2(2−
γ
α
)
L2 ‖f‖
2γ
α
H˙
α
2
. (4.6)
From (4.6) we can treat a variational problem. Let us invoke from [9] that
the embedding H
α
2
rad →֒ Lr is compact if n ≥ 2, 1 < α < 2 and 2 < r < 2nn−α .
Here H
α
2
rad is the Sobolev space H
α
2 of radial functions. From this one can
easily get the existence of nontrivial radial solution in H
α
2 to the problem
J = sup
u∈H α2 \{0}
|V (u)|
‖u‖
2γ
α
H˙
α
2
‖u‖2(2−
γ
α
)
L2
.
Now we consider the focusing case.
Theorem 4.4. Let m ≥ 0, λ = −1, α < γ < min(2α, n) and n ≥ 2.
If ϕ ∈ H α2 and ‖ϕ‖
H˙
α
2
is sufficiently small, (1.2) has a unique solution
u ∈ C([0,∞);H α2 ) ∩ Lqloc(H
α
2
−σ
r ), where q =
4
δ
, r = 2n
n−δ and σ =
δ(2−α)
4
for
some δ with 0 < δ < min(γ, 2) and α
2
> γ
2
− δα
4
.
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Proof. From (4.6) we deduce that |E(ϕ)| = O(‖ϕ‖2
H˙
α
2
) as ‖ϕ‖
H˙
α
2
→ 0. Thus
we have
E(ϕ) = E(u) ≥ 1
2
‖u‖2
H˙
α
2
− J‖u‖2(2−
γ
α
)
L2 ‖u‖
2γ
α
H˙
α
2
.
By the continuity argument we see that for any ϕ with sufficiently small
‖ϕ‖
H˙
α
2
such as
|E(ϕ)| < 4− γγ−α
(
J‖ϕ‖2(2−
γ
α
)
L2
)− α
γ−α
,
the corresponding solution u satisfies the estimate
‖u‖2
H˙
α
2
≤ 4|E(ϕ)|.
Then the conclusion follows in the same way as in the proof of Theorem
4.3.
Now we consider the small data global existence and scattering for 2α ≤
γ < n.
Theorem 4.5. Let m ≥ 0, 2α ≤ γ < n, n ≥ 3 and s > γ
2
− α
2
. Then there
exists ρ > 0 such that for any ϕ ∈ Hs with ‖ϕ‖Hs ≤ ρ, (1.2) has a unique
solution u ∈ Cb([0,∞);Hs) ∩ L2(0,∞;Hs−
2−α
2
2n
n−2
). Moreover there is ϕ+ ∈ Hs
such that
‖u(t)− U(t)ϕ+‖Hs → 0 as t→∞.
Proof. Let us define a complete metric space (Y (ρ), d) with metric dY by
Y (ρ) =
{
v ∈ Y ≡ Cb([0,∞);Hs) ∩ L2(0,∞;Hs−
2−α
2
2n
n−2
) : ‖v‖Y ≤ ρ
}
,
dY (u, v) = ‖u− v‖Y .
Then from the estimate (4.2), we have
‖N (u)‖Y ≤ C‖ϕ‖Hs + C‖u‖2
L2(0,∞;Hs−
2−α
2
2n
n−2
)
‖u‖L∞(0,∞;Hs).
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If we choose sufficiently small ρ such that C‖ϕ‖Hs ≤ ρ2 and Cρ3 ≤ ρ2 ,
then N maps Y (ρ) to itself. Similarly, from (4.3)–(4.5), one can show that
d(N (u),N (v)) ≤ 1
2
d(u, v). This proves the existence part.
To prove the scattering, let us define a function ϕ+ by
ϕ+ = ϕ− i
∫ ∞
0
U(−t′)F (u)(t′) dt′.
Then since the solution u is in Y (ρ), ϕ+ ∈ Hs, and therefore
‖u(t)− u+(t)‖Hs .
∫ ∞
t
‖F (u)‖Hs dt′
. ‖u‖L∞(0,∞;Hs)
∫ ∞
t
‖u‖2
H
s−2−α2
2n
n−2
dt′ → 0 as t→∞.
5 Existence III: radial case
In this section we establish the global existence theory of radial solution
of (1.1) without regularity loss. We denote the Banach space X of radial
functions byXrad. We always assume thatm ≥ 0 and ψ is radially symmetric.
5.1 Subcritical case
We first consider the mass-( and energy-)subcritical problems.
Theorem 5.1. (1) Let 2n
2n−1 ≤ α < 2 and 0 < γ < α. If ϕ ∈ L2rad, then
there exists a unique solution u of (1.1) such that u ∈ Cb([0,∞);L2rad) ∩
L
3α
γ
loc(0,∞;L
2n
n−
2γ
3 ).
(2) Let 2n
2n−1 ≤ α < 2 and α < γ < min(2α, n). If ϕ ∈ H
α
2
rad (‖ϕ‖H˙ α2 is
sufficiently small if λ = −1), then there exists a unique solution u of (1.1)
such that u ∈ Cb([0,∞);H
α
2
rad) ∩ L
3α
γ−α
loc (0,∞;H
α
2
2n
n−
2(γ−α)
3
).
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Contrary to Theorems 4.3 and 4.4, the mass-critical case is treated in the
part (1) and a better Strichartz norm is obtained in the energy-subcritical
case, part (2).
Proof. Case (1). Let us define a complete metric space (Z(T, ρ), dZ) with
metric dZ by
Z(T, ρ) =
{
v ∈ Z ≡ Cb([0, T ];L2rad) ∩ L
3α
γ
T L
2n
n−
2γ
3 ) : ‖v‖Z ≤ ρ
}
,
dZ(u, v) = ‖u− v‖Z .
For some T and ρ we will show that the mapping N is a contraction on
Z(T, ρ).
From (2.3) and (2.4) with θ = 0 and (q1, r1) = (
3α
γ
, 2n
n− 3γ
2
), (q2, r2) = (∞, 2)
(thus 1− 1
r2
= 3
r1
− n−γ
n
) we have for any u ∈ Z(T, ρ)
‖N (u)‖Z . ‖ϕ‖L2 + ‖Kγ(|u|2)u‖L1TL2 . ‖ϕ‖L2 + ‖u‖3L3TLr1
. ‖ϕ‖L2 + T 1−
γ
α‖u‖3
L
q1
T L
r1
. ‖ϕ‖L2 + T 1−
γ
αρ3.
The involved constant is uniform on m if 0 ≤ m ≤ m0. From the gap
condition it follows that 2n
2n−1 ≤ α < 2.
Similarly one can easily show that for any u, v ∈ Z(T, ρ)
dZ(N (u),N (v)) . T 1−
γ
αρ2dZ(u, v).
For suitable ρ and T , N becomes a contraction mapping, which means there
is a unique solution u ∈ Z(T, ρ). Now by the L2 conservation and time
iteration scheme, u turns out to be a global solution of (1.1).
Case (2). In this case we define the metric space (Z(T, ρ), dZ) by
Z(T, ρ) =
{
v ∈ Z ≡ Cb([0, T ];H
α
2
rad) ∩ L
3α
γ−α
T H
α
2
2n
n−
2(γ−α)
3
) : ‖v‖Z ≤ ρ
}
,
dZ(u, v) = ‖u− v‖Z .
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As above we choose θ = 0, (q1, r1) = (
3α
γ−α ,
2n
n− 2(γ−α)
3
) and (q2, r2) = (∞, 2).
Then
1− 1
r2
= 2(
1
r1
− α
2n
)− n− γ
n
+
1
r1
and we have
‖N (u)‖Z . ‖ϕ‖H α2 + ‖Kγ(|u|2)u‖L1TH α2
. ‖ϕ‖L2 + T 2−
γ
α‖u‖3
L
q1
T
H
α
2
r1
. ‖ϕ‖L2 + T 2−
γ
αρ3
and
dZ(N (u),N (v)) . ‖Kγ(|u|2)u−Kγ(|v|2)v‖L1TH α2 . T
2− γ
αρ2dZ(u, v).
We now have only to choose T, ρ for contraction of N . This yields the local
existence.
Using energy conservation and time iteration scheme for λ = +1 and
smallness argument as in Theorem 4.4 for λ = −1, we get a unique global
solution. This completes the proof of Theorem 5.1.
5.2 Critical case
Theorem 5.2. (1) Let 2n
2n−1 ≤ α < 2 and α ≤ γ < n. If ϕ ∈ H
γ−α
2
rad and
‖ϕ‖
H
γ−α
2
is sufficiently small, then there exists a unique solution u of (1.1)
such that u ∈ Cb([0,∞);H
γ−α
2
rad ) ∩ L3(0,∞;H
γ−α
2
2n
n− 2α3
).
(2) Let 2n
2n−1 ≤ α < 2 and α3 ≤ γ < α. If ϕ ∈ H˙
γ−α
2
rad and ‖ϕ‖H˙ γ−α2 is
sufficiently small, then there exists a unique solution u of (1.1) such that
u ∈ Cb([0,∞);H
γ−α
2
rad ) ∩ L3(0,∞;L
2n
n−(γ−α3 ) ).
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Proof. Case (1). We define the metric space (Z(ρ), dZ) by
Z(ρ) =
{
v ∈ Z ≡ Cb([0,∞);H
γ−α
2
rad ) ∩ L3(0,∞;L
2n
n−(γ−α3 ) ) : ‖v‖Z ≤ ρ
}
,
dZ(u, v) = ‖u− v‖Z .
By the same way as the part (2) of Theorem 5.2 we choose θ = 0, (q1, r1) =
(3, 2n
n− 2α
3
) and (q2, r2) = (∞, 2) so that
1− 1
r2
= 2(
1
r1
− γ − α
2n
)− n− γ
n
+
1
r1
.
Then we have
‖N (u)‖Z . ‖ϕ‖
H
γ−α
2
+ ‖Kγ(|u|2)u‖
L1TH
γ−α
2
. ‖ϕ‖
H
γ−α
2
+ ‖u‖3
L
q1
T
H
γ−α
2
r1
. ‖ϕ‖L2 + ρ3
and also
dZ(N (u),N (v)) . ρ2dZ(u, v).
If C‖ϕ‖
H
γ−α
2
≤ ρ
2
and Cρ2 ≤ 1
2
, then N is a contraction.
Case (2). Take metric space Z(ρ) as
Z(ρ) =
{
v ∈ Z ≡ Cb([0,∞); H˙
γ−α
2
rad ) ∩ L3(0,∞;L
2n
n−(γ−α3 ) ) : ‖v‖Z ≤ ρ
}
,
dZ(u, v) = ‖u− v‖Z .
Then it follows from (2.3) and (2.4) with θ = γ−α
2
, (q1, r1) = (3,
2n
n−(γ−α
3
)
) and
(q2, r2) = (∞, 2nn−(α−γ)) that for any u ∈ Z(ρ)
‖N (u)‖Z . ‖ϕ‖
H˙
γ−α
2
+
∫ ∞
0
‖Kγ(|u|2)u‖
H˙
γ−α
2 ∩L
2n
n+α−γ
dt.
21
Since ‖ψ‖
H˙
γ−α
2
. ‖ψ‖
Lr
′
2
and 1
r′2
= 2
r1
− n−γ
n
+ 1
r1
,
‖N (u)‖Z . ‖ϕ‖
H˙
γ−α
2
+ ρ3
and for any u, v ∈ Z(ρ)
dZ(N (u),N (v)) . ρ2dZ(u, v).
Taking small ‖ϕ‖
H˙
γ−α
2
and ρ completes the proof of (2) of Theorem 5.2.
6 Existence IV: via weighted Strichartz esti-
mates
In this section we show the global well-posedness below L2. To avoid com-
plexity we only consider the case m = 0 and n = 3. We utilize the weighted
Strichartz estimates (2.5) and (2.6) and have the following.
Theorem 6.1. Let ψ ∈ L∞rad andm = 0. Suppose that n = 3, 21+
√
21
15
< α ≤ 2
and 15α−α
2
12+2α
< γ < α. Then there exists a positive constant ρ depending on
n, α, γ and λ such that if ϕ ∈ H˙scHs1+s2ω and ‖|∇|scds1+s2ω ϕ‖L2x < ρ, then
the integral equation (1.2) has a unique solution u ∈ Cb([0,∞); H˙scHs1+s2ω ),
where s1 =
2
q
− γ+1−α
2
and s2 satisfies that
max
(
n+ 1
q1
− α
2
, γ + 3− α + n + 1
q1
− 4
q
)
< s2 < min
(
n− 1
q
, γ − n
q1
)
.
Moreover, there exists ϕ+ ∈ H˙scHs1+s2ω such that
‖u(t)− U(t)ϕ+‖H˙scHs1+s2ω → 0 as t→∞.
The proof of the theorem consists of several subsections.
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6.1 Weighted estimates
In this subsection we assume that n ≥ 2. We introduce several weighted
estimates based on the Strichartz estimates (2.5) and (2.6). In fact, from
interpolation of (2.5) and (2.6) we get the following:
Lemma 6.2. Let n ≥ 2 and 2 ≤ q ≤ ∞. Then
(1) For each c and δ1 such that
− n
q
< c < −n
q
+
n− 1
2
,
δ1 ≤ −n
q
+
n− 1
2
− c,
we have
‖|x|c|∇|c+n+αq −n2 dδ1ω U(t)ϕ‖LqtLqrL2ω . ‖ϕ‖L2x . (6.1)
(2) For each c with −n
q
< c < −1
q
and δ2 ≤ −c− 1q we have
‖|x|c|∇|c+αq dδ2ω U(t)ϕ‖LqtL2x . ‖ϕ‖L2x. (6.2)
Proof. Interpolating (2.5) and (2.6), we obtain (6.1) after arranging interpo-
lation indices with respect to c of interpolated weight |x|c. For (6.2) one can
use (2.6) and trivial estimate ‖U(t)ϕ‖L∞t L2x = ‖ϕ‖L2x .
To handle the Hartree nonlinearity we consider the following weighted
convolution estimates ( see [11] and [12]).
Lemma 6.3. Let 1 ≤ p, q ≤ ∞, 0 ≤ d1 < d2 < n−1p′ and 1q ≤ 1 − d2n−1 . Then
we have
‖|x|d1(|x|−np−d2 ∗ f)‖Lpx . ‖|x|−(d2−d1)f‖L1rLq, 1ω . (6.3)
Moreover, if p = ∞, then d1 = d2 is also allowed. Here Lq, 1ω denotes the
Lorentz space on the unit sphere.
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Throughout the section the triplet (c0, c1, c2) denotes(
γ+n−α
2
− n+α
q
, n+α
q1
− α, n+α
q2
+ γ−n−α
2
)
.
Here we use the explicit exponents
1
q1
=
1
2
(
α + γ
α− 1 +
α + 2γ
4n+ 2
),
1
q2
=
1
2
(
α− γ + 1
2α
+
α + 1− γ + 2n−4
q1
4
),
1
q
= 1− 1
q1
− 1
q2
.
Note that c0 = c1 + c2.
6.2 Duhamel formula
One can verify that q, q1 and q2 defined above satisfy all the assumption in
the following lemmas.
We first consider H˙scHs1+s2ω estimate for the Duhamel part U(t)Φt, where
Φt ≡ −iλ
∫ t
0
U(−t′)Kγ(|u|2)u(t′) dt′.
Lemma 6.4. Let s1 =
2
q
− γ+1−α
2
and 0 ≤ s2 ≤ min(γ − nq1 , n−1q1 ). Suppose
that q1 satisfies
α−γ
α
< 1
q1
≤ α
n+α
, then we have
‖|∇|scds1+s2ω U(t)Φt‖L∞t L2x . ‖|x|−c0ds2ω [Kγ(|u|2)u]‖Lq′t Lq′r L2ω . W˜1(u)
2W˜2(u),
where
W˜1(u) = ‖|x|−(γ−
n
q1
+c1)/2d
(γ− n
q1
+s2)/2
ω u‖L2q1t L2x ,
W˜2(u) = ‖|x|−c2d
n−1
q1
ω u‖Lq2t Lq2r L2ω .
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Proof. By the dual estimate of (6.1) and Strichartz estimate (2.1) we have
‖
∫ t
0
U(−t′)Kγ(|u|2)u(t′) dt′‖L∞t L2x . ‖|x|−c0|∇|−scd−s1ω (Kγ(|u|2)u)‖Lq′t Lq′r L2ω ,
which implies
‖|∇|scds1+s2ω U(t)Φt‖L∞t L2x . ‖|x|−c0ds2ω (Kγ(|u|2)u)‖Lq′t Lq′r L2ω .
Since ds2ω commutes with radial function ψ and |x|−c0, we obtain
‖|x|−c0ds2ω [(|x|−γ ∗ |u|2)u]‖Lq′t Lq′r L2ω . ‖d
s2
ω [|x|−c1(|x|−γ ∗ |u|2)|x|−c2u]‖Lq′t Lq′r L2ω .
Now by Leibniz rule on the unit sphere with 1/q′ = 1/q1 + 1/q2
‖|x|−c0ds2ω [(|x|−γ ∗ |u|2)u]‖Lq′t Lq′r L2ω
. ‖|x|−c1ds2ω (|x|−γ ∗ |u|2)‖Lq1t,x‖|x|−c2ds2ω u‖Lq2t Lq2r Lq˜2ω ,
(6.4)
where 1/2 = 1/q1+1/q˜2− s2/(n− 1). Here we need 0 ≤ s2 ≤ n−1q1 . By using
Sobolev imbedding on the unit sphere, we obtain
‖|x|−c2ds2ω u‖Lq2t Lq2r Lq˜2ω . ‖|x|
−c2d
n−1
q1
ω u‖Lq2t Lq2r L2ω . (6.5)
Since ds2ω also commutes with the convolution operator |x|−γ∗, we have
‖|x|−c1ds2ω (|x|−γ ∗ |u|2)‖Lq1x = ‖|x|−c1(|x|−γ ∗ (ds2ω (|u|2)))‖Lq1x a.e. t.
By using the weighted convolution estimate (6.3), we get
‖|x|−c1(|x|−γ ∗ (ds2ω (|u|2)))‖Lq1x . ‖|x|−c˜1ds2ω (|u|2)‖
L1rL
n−1
n−1−(γ− nq1
)
, 1
ω
,
where c˜1 = γ − nq1 + c1. Since s2 ≤ γ − nq1 < n− 1− γ + nq1 , the Leibniz rule
on the unit sphere gives∥∥|x|−c˜1ds2ω (|u|2)∥∥
L1rL
n−1
n−1−(γ− nq1
)
, 1
ω
.
∥∥∥|x|− c˜12 ds2ω u∥∥∥
L2rL
2(n−1)
n−1−(γ− nq1
−s2)
, 2
ω
∥∥∥|x|− c˜12 u∥∥∥
L2rL
2(n−1)
n−1−(γ− nq1
+s2)
, 2
ω
.
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Using the Sobolev embedding on the sphere again, we obtain∥∥|x|−c˜1ds2ω (|u|2)∥∥
L
q1
t L
1
rL
n−1
n−1−(γ− nq1
)
, 1
ω
.
∥∥∥∥|x|− c˜12 d(γ− nq1+s2)/2ω u∥∥∥∥2
L
2q1
t L
2
x
.
Combining this with (6.4) and (6.5), we get the desired estimate.
If we further restrict the range of q1, q2, then we can handle the weighted
norms of (6.4) in a closed form through the Christ-Kiselev lemma (for in-
stance see [13, 28, 1]), which is stated as follows:
Lemma 6.5 (Christ-Kiselev lemma). Let 1 ≤ r < q ≤ ∞, and X, Y be
Banach spaces. Suppose that
‖U(t)φ‖Lqt (Y ) . ‖φ‖L2x and ‖
∫ ∞
0
U(−t′)g(t′)dt′‖L2x . ‖g‖Lrt (X).
Then
‖
∫ t
0
U(t− t′)g(t′)dt′‖Lqt (Y ) . ‖g‖Lrt (X).
Now we consider weighted estimates for Duhamel part.
Lemma 6.6. Let s1 =
2
q
− γ+1−α
2
and max(γ − n+1
q1
+ 3− α− 4
q
, n+1
q1
− α
2
) ≤
s2 ≤ min(γ − nq1 , n−1q1 ). Suppose
α−γ
α−1 <
1
q1
≤ α
n+α
and α−γ+1
2γ
< 1
q2
≤ 1
2
. Then
we have
W˜1(U(t)Φt) + W˜2(U(t)Φt) . W˜1(u)
2W˜2(u).
Proof. From the dual estimates of (6.1) with c = c0 it follows that
‖
∫ ∞
0
U(−t′)Kγ(|u|2)u(t′) dt′‖L2x . ‖|x|−c0|∇|−scd−s1ω [Kγ(|u|2)u]‖Lq′t Lq′r L2r .
(6.6)
Since q′ < q2, by Lemma 6.5 together with, (6.1) with c = −c2 and (6.6) we
have
‖|x|−c2|∇|−scd
2
q2
+ γ−3
2
ω U(t)Φt‖Lq2t Lq2r L2ω
. ‖|x|−c0|∇|−scd−s1ω [Kγ(|u|2)u]‖Lq′t Lq′r L2r ,
(6.7)
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which implies
‖|x|−c2d
2
q2
+ γ−3
2
+s1+s2
ω U(t)Φt‖Lq2t Lq2r L2ω . ‖|x|−c0ds2ω [Kγ(|u|2)u]‖Lq′t Lq′r L2r .
Since n−1
q1
≤ 2
q2
+ γ−3
2
+ s1 + s2, we get W˜2(U(t)Φt) . W˜1(u)
2W˜2(u).
By a similar way to get (6.6) and (6.7) with the estimates (6.2) instead
of (6.1) we get
‖|x|−(γ− nq1+c1)/2|∇|−scd−(
2−γ
2
− 1
2q1
)
ω U(t)Φt‖L2q1t L2x
. ‖|x|−c0|∇|−scd−s1ω [Kγ(|u|2)u]‖Lq′t Lq′r L2ω .
Then by angular regularity shift, we also have
‖|x|−(γ− nq1+c1)/2d−(
2−γ
2
− 1
2q1
)+s1+s2
ω U(t)Φt‖L2q1t L2x
. ‖|x|−c0ds2ω [Kγ(|u|2)u]‖Lq′t Lq′r L2ω ,
which implies W˜1(U(t)Φt) . W˜1(u)
2W˜2(u) because (γ− nq1 +s2)/2 < −(
2−γ
2
−
1
2q1
) + s1 + s2 for s2 as stated. This completes the proof of Lemma 6.6.
We note that max(n+1
q1
− α
2
, γ + 3 − α + n+1
q1
− 4
q
) is strictly less than
min(n−1
q
, γ − n
q1
). So, one can find a common s2 which meets the condition
of Theorem 6.1 and the requirements of Lemmas 6.4, 6.6.
Now we are ready to prove Theorem 6.1.
6.3 Proof of Theorem 6.1
For ε > 0, let us define function space Bρ by
Bρ ≡ {u ∈ C(R; H˙scHs1+s2ω ) : ‖u‖B ≤ ρ},
where
‖u‖B = ‖|∇|scds1+s2ω u‖L∞t L2x + W˜1(u) + W˜2(u).
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Then the set Bρ is a complete metric space endowed with the metric
dB(u, v) ≡ ‖|∇|scds1+s2ω (u− v)‖L∞t L2x + W˜1(u− v) + W˜2(u− v).
Now we define
N (u) = U(t)(ϕ + Φt) on Bρ.
and show the mapping N is a contraction mapping from Bρ to itself for a
sufficiently small ρ.
First, from Lemma 6.2 it follows that
‖|∇|scds1+s2ω U(t)ϕ‖L∞t L2x + ‖|x|−c2d
n−1
q1
ω U(t)ϕ‖Lq2t Lq2r L2ω
+ ‖|x|−(− nq1+γ+c1)/2d(γ−
n
q1
+s2)/2
ω U(t)ϕ‖L2q1t L2x . ‖|∇|
scds1+s2ω ϕ‖L2x .
(6.8)
On the other hand, for any u, v ∈ Bρ we have for any a, β ∈ R∣∣|x|adβω[|x|−γ ∗ (|u|2)u)]− |x|adβω[|x|−γ ∗ (|v|2)v)]∣∣
≤ ∣∣|x|adβω[|x|−γ ∗ (|u|2)(u− v)]∣∣
+
∣∣|x|adβω[|x|−γ ∗ ((u− v)v¯)v]∣∣+ ∣∣∣|x|adβω[|x|−γ ∗ (u(u− v))v]∣∣∣ .
Then by adopting the arguments such as duality, Strichartz estimate, and
Christ-Kiselev lemma, as in the proofs of Lemmas 6.4, 6.6 we obtain the
following.
dB(N (u),N (v)) . (W˜1(u) + W˜2(u) + W˜1(v) + W˜2(v))2dB(u, v). (6.9)
Therefore
dB(N (u),N (v)) ≤ Cρ2dB(u, v) (6.10)
for some constant C independent of u, v, ρ. Now choose ρ and the size of the
norm ‖ϕ‖
H˙scH
s1+s2
ω
small enough to ensure that Cρ2 ≤ 1
2
and C‖ϕ‖
H˙scH
s1+s2
ω
≤
1
2
ρ. Then combining (6.8) and (6.10), we conclude that the mapping N be-
comes a contraction on Bρ.
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Now we show the existence of scattering. Let us define functions ϕ+ by
ϕ+ = ϕ− iλ
∫ ∞
0
U(−t′)[Kγ(|u|2)u](t′) dt′.
Then by the estimates (6.9), ϕ± ∈ H˙scHs1+s2ω and
‖u(t)− U(t)ϕ+‖H˙scHs1+s2ω → 0 as t→∞.
This completes the proof of Theorem 6.1.
7 Finite time blowup
In this section we consider the blowup dynamics of massive focusing mass
critical FNLS (m > 0, γ = α, λ = −1). For this purpose we adapt the Virial
type argument of [15], in which the evolution of two quantities 〈u,Au〉 and
〈u,Mu〉 for
A = − i
2
(∇ · x+ x · ∇), M = x ·D2−αm x.
It is obvious from Proposition 3.1 that if ϕ ∈ Hk, k = max(3, γ
2
), then
there exists a maximal existence time T ∗ > 0 and a unique solution u ∈
C([0, T ∗);Hk)∩C1([0, T ∗);Hk−1) of (1.1). If T ∗ <∞, then limtրT ∗ ‖u(t)‖H γ2 =
∞. If further xϕ, |x|∇ϕ ∈ L2, then we can show the propagation of moment:
xu(t), |x|∇u(t) ∈ L2 for all t ∈ [0, T ∗). We postpone the proof to the end of
this section.
Now let us introduce our blowup result.
Theorem 7.1. Set γ = α and m > 0. Let 1 < α < 2 and n ≥ 4. Suppose
that ψ is smooth radial function with ψ′(ρ) = ∂rψ(ρ) ≤ 0, |ψ′(ρ)| . 1ρ for
ρ > 0, and ϕ ∈ Hkrad and xϕ, |x|∇ϕ ∈ L2rad with E(ϕ) < 0, we have that for
each m the maximal existence time T ∗m ≤ rm and limtրT ∗m ‖u(t)‖H γ2 = ∞,
where rm is the positive root of
2α2E(ϕ)t2 + 2α(〈ϕ,Aϕ〉+ C‖ϕ‖4L2)t+ 〈ϕ,Mϕ〉.
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Here C does not depend on m.
7.1 Proof of Theorem 7.1
Let us now show the theorem. We begin with the dilation operator
A = − i
2
(∇ · x+ x · ∇).
Since u ∈ Hk and xu, |x|∇u ∈ L2, 〈u,Au〉 is well-defined and so is
d
dt
〈u,Au〉 = i〈u, [H,A]u〉, (7.1)
where H = Dαm + V and V = −Kα(|u|2) = −(ψ/| · |α) ∗ |u|2. Here [H,A]
denotes the commutatorHA−AH . As a matter of fact we have the following.
Lemma 7.2. Let u, ϕ and ψ be as above in Theorem 7.1. Then
d
dt
〈u,Au〉 ≤ 2αE2(ϕ). (7.2)
Proof of Lemma 7.2. Using the identity Dαmx = xD
α
m − αDα−2m ∇, we have
[Dαm, A] = −iαDα−2m D20. (7.3)
Similarly,
[V, A] = i(x · ∇)V. (7.4)
Substituting (7.3) and (7.4) into (7.1), we get
d
dt
〈u,Au〉 = α〈u,Dαmu〉 − αm2〈u,Dα−2m u〉 − 〈u, (x · ∇)Vu〉. (7.5)
For the second term on RHS of (7.5) we obtain the following identities:
(x · ∇)V = α
∫
ψ(|x− y|)
|x− y|α |u(y)|
2 dy −
∫
ψ′(|x− y|)
|x− y|α |x− y||u(y)|
2 dy
+
∫ (
α
ψ(|x− y|)
|x− y|α+1 −
ψ′(|x− y|)
|x− y|α
)
y · (x− y)
|x− y| |u(y)|
2 dy,
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〈u, (x · ∇)Vu〉 = −4αV (u)−
∫∫ |x− y|ψ′(|x− y|)
|x− y|α |u(x)|
2|u(y)|2 dxdy
− 〈u, (x · ∇)Vu〉,
which implies
〈u, (x · ∇)Vu〉 = −2αV (u)− 1
2
∫∫ |x− y|ψ′(|x− y|)
|x− y|α |u(x)|
2|u(y)|2 dxdy.
Substituting this into (7.5), we have
d
dt
〈u,Au〉 ≤ 2αE(ϕ) + 1
2
∫∫
(|x− y|ψ′1(|x− y|))
|u(x)|2|u(y)|2
|x− y|α dxdy.
Since ψ′(|x|) ≤ 0, we get (7.2).
Next we consider the nonnegative quantity 〈u,Mu〉 with
M ≡ x ·D2−αm x =
n∑
k=1
xkD
2−α
m xk.
From the regularity and decay condition of u the quantity 〈u(t),Mu(t)〉 is
well-defined and finite for all t ∈ [0, T ∗) since |〈u,Mu〉| .m ‖xu‖L2(‖xu‖L2 +
‖x · ∇u‖L2), and so is
d
dt
〈u,Mu〉 = i〈u, [H,M ]u〉 = i〈u, [Dαm,M ]u〉 − i〈u, [Kα(|u|2),M ]u〉. (7.6)
We have the following.
Lemma 7.3. With the same condition as in Theorem 7.1, we have
d
dt
〈u,Mu〉 ≤ 2α〈u,Au〉+ C‖ϕ‖4L2, (7.7)
where C is a positive constant depending only on n, α but not on m.
Theorem 7.1 follows immediately from Lemmas 7.2 and 7.3.
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Proof of Lemma 7.3. Using the identity Dαmx = xD
α
m − αDα−2m ∇, we first
have the estimate:
[Dαm,M ] = D
α
mxD
2−α
m x− xD2−αm xDαm = −α(x · ∇ +∇ · x).
For a smooth function v we get
[v,M ] = vxD2−αm x− xD2−αm xv
= v|x|2D2−αm − (2− α)vx · ∇D−αm −D2−αm |x|2v + (2− α)D−αm ∇ · xv
= [ |x|2v,D2−αm ] + (α− 2)
(
vx · ∇|∇||∇|D
−α
m + |∇|D−αm
∇
|∇| · xv
)
.
By density we may replace v with Kα(|u|2). We will show in the next section
|〈u, [ |x|2Kα(|u|2), D2−αm ]u〉| . ‖ϕ‖4L2. (7.8)
By the convolution estimate, Lemma 6.3 in case when p = ∞, d1 = d2 = γ
and f is radial, one have
|〈u,
(
vx · ∇|∇||∇|D
−α
m + |∇|D−αm
∇
|∇| · xv
)
u〉|
. ‖ψ‖L∞‖ϕ‖2L2
∫
|u(x)||x|−(α−1)
∫
|x− y|−(n−(α−1))|( ∇|∇|u)(y)|dydx
(7.9)
To estimate this, we make use of the Stein-Weiss inequality [27]: for f ∈ Lp
with 1 < p <∞, 0 < λ < n, β < n
p
, and n = λ+ β
‖|x|−β(| · |−λ ∗ f)‖Lp . ‖f‖Lp. (7.10)
Applying (7.10) with p = 2, β = α− 1 and λ = n− (α− 1), (7.9) is bounded
by C‖ϕ‖4L2.
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7.2 L2 boundedness of commutator
We show the commutator estimate (7.8). We set f = |x|2Kα(|u|2). From a
simple calculation we observe that
[D2−αm , f ]u(x) = m
n+2−α
(
[D2−α1 , f
( ·
m
)
]um
)
(mx), (7.11)
where um(x) = m
−nu( x
m
). Thus we have the identity of the operator norms
‖[D2−αm , f ]‖L2→L2 = m2−α‖[D2−α1 , f(·/m)]‖L2→L2 .
Set f(x/m) = g(x). We define Ti, a pseudodifferential operator of order
1 − α, by Ti = −D2−α1 (−∆)−1∂i so that D2−α1 = −
∑n
i=1 Ti∂i. Denote the
kernel of Ti∂i by ki. Then [Ti∂i, g] = [Ti, g]∂i + Ti(∂ig) and the kernel [Ti, g]
is given by
Ki(x, y) = ki(x, y)(g(y)− g(x)).
Suppose that g is in Lipschitz class Λ˙2−α. Then Ki is easily shown to be a
Caldero´n-Zygmund kernel. Here ‖g‖Λ˙2−α = supx,y |g(x)−g(y)||x−y|2−α . We show that
[Ti, g]∂i is bounded in L
2 and its norm is bounded by a constant multiple of
‖g‖Λ˙2−α. By Theorem 3 in p. 294 of [26] and the duality of [Ti, g]∂i we have
only to show that
‖[Ti, g]∂i(ζ(·/N))‖L2 . ‖g‖Λ˙2−αN
n
2 (7.12)
for a fixed bump function ζ supported in the unit ball. From the kernel
estimate |ki(x, y)| . |x − y|−n+α−1 it follows that |Ki(x, y)| . ‖g‖Λ˙2−α|x −
y|−(n−1). If |x| < 2N , then
|[Ti, g]∂i(ζ(·/N))(x)| . ‖g‖Λ˙2−α.
Thus ‖[Ti, g]∂i(ζ(·/N))‖L2({|x|<2N} . ‖g‖Λ˙2−αN
n
2 . If |x| ≥ 2N , then
|[Ti, g]∂i(ζ(·/N))(x)| . ‖g‖Λ˙2−αNn−1|x|−(n−1).
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Therefore
‖[Ti, g]∂i(ζ(·/N))‖L2({|x|≥2N} . ‖g‖Λ2−αNn−1(
∫
|x|>2N
|x|−2(n−1) dx) 12
. ‖g‖Λ˙2−αN
n
2 .
This shows (7.12) and thus ‖[Ti, g]∂i‖L2→L2 . ‖g‖Λ˙2−α = m−(2−α)‖f‖Λ˙2−α. If
x 6= y, then
|f(x)− f(y)| ≤ |x− y|
∫ 1
0
|∇f(zs)| ds, zs = x+ s(y − x).
Since |ψ′(ρ)| ≤ Cρ−1 for ρ > 0, from Lemma 6.3 and mass conservation it
follows that
|∇f(zs)| . |zs|1−α‖u‖2L2 = ||x| − s|x− y||1−α‖ϕ‖2L2,
provided α < n− 2. By a simple calculation we see that if 0 < θ < 1, then
sup
a>0
∫ 1
0
|a− s|−θ ds ≤ Cθ.
Thus from this we get that
|f(x)− f(y)| . |x− y|2−α‖ϕ‖2L2,
which implies that
‖[Tj, g]∂j‖L2→L2 . m−(2−α)‖ϕ‖L2. (7.13)
On the other hand, Ti(∂ig)(u)(x) =
∫
ki(x, y)∂ig(y)u(y) dy and
|Ti(∂ig)(u)(x)| .
∫
|x− y|−(n−(α−1))|∂ig(y)||u(y)| dy.
From the duality and Lemma 6.3
|〈u, Tj((∂jg)u)〉| = |〈T ∗j u, (∂jg)u〉|
. m−1‖u‖L2‖|(∂j)f(·/m)|
∫
| · −y|−(n−α+1)|u(y)| dy‖L2
. m−(2−α)‖u‖3L2‖| · |1−α|
∫
| · −y|−(n−α+1)|u(y)| dy‖L2,
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where T ∗j is the dual operator of Tj . Using the Stein-Weiss inequality (7.10)
for β = α−1, λ = n−α+1 and p = 2, we get |〈u, Tj, ∂jgu〉| . m−(2−α)‖u‖4L2.
Thus
‖Tj, ∂jg‖L2→L2 . m−(2−α)‖ϕ‖2L2 . (7.14)
Therefore from (7.13) and (7.14) it follows that
‖[D2−αm , f ]‖L2→L2 = m2−α‖[D2−α1 , g]‖L2→L2 ≤ C‖ϕ‖2L2 .
Here it should be noted that the constant C does not depend on m.
7.3 Propagation of the moment
We finally show a propagation estimate of the moment. In what follows,
Bessel potential estimates are used crucially. So, we introduce some basics
of Bessel potential.
Let us denote the kernels of Bessel potentialD−β (β > 0) and |∇|αD−αD−β
by Gβ(x) and K(x), respectively, where D =
√
1−∆. Then
K(x) =
∞∑
k=0
AkG2k+β(x),
where the coefficients Ak is given by the expansion (1− t)α2 =
∑∞
k=0Akt
k for
|t| < 1 with ∑k≥0 |Ak| <∞. One can show that (1 + |x|)ℓK ∈ L1 for ℓ ≥ 1.
In fact, we have that for 2k + β < n
G2k+β(x) ≤ C(|x|−n+βχ{|x|≤1}(x) + e−c|x|χ{|x|>1}(x)). (7.15)
And also from the integral representation of G2k+β such that
G2k+β(x) =
1
(4π)n/2Γ(k + β/2)
∫ ∞
0
λ(2k+β−n)/2−1e−|x|
2/4λe−λ dλ
we deduce that if 2k + β ≥ n, then
G2k+β(x) ≤ C(χ{|x|≤1}(x) + e−c|x|χ{|x|>1}(x)). (7.16)
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Here the constants C of (7.15) and (7.16) are independent of k. The functions
(1 + |x|)ℓG2k+β have a uniform integrable majorant on k for each ℓ ≥ 1 and
so K does. For more details see p.132–135 of [25].
We introduce the moment estimate
Proposition 7.4. Let m > 0 and T ∗ be the maximal existence time of so-
lution u ∈ C([0, T ∗);Hk), k = max(γ
2
, 4) to (1.1). If xϕ, |x|∇ϕ ∈ L2, then
xu(t), |x|∇u(t) ∈ L2 for all t ∈ [0, T ∗). Moreover, we have for t ∈ [0, T ∗)
‖|x|u‖L2 ≤ ‖|x|ϕ‖L2 + Cmα−3
∫ t
0
‖u(t′)‖H2 dt′,
‖|x|∇u‖L2 ≤ ‖|x|∇ϕ‖L2 + Cmα−3
∫ t
0
‖u(t′)‖H3 dt′,
where C does not depend on m.
For the proof for α = 1, 2 see [3] for NLS and [15] for semirelativistic case.
Proof of Proposition 7.4. We first consider the case m > 0. Let us denote
mε(t) = 〈u(t), |x|2e−2ε|x|u(t)〉
for 0 < ε ≤ m. From the regularity of u and (7.11) it follows that
m′ε(t) = im
n+α−2〈um, [Dα, |x|2e−2ε|x|/m]um〉
= −2mn+α−2 Im 〈xe−ε|x|/mum, [Dα, xe−ε|x|/m]um〉,
(7.17)
where D = D1 =
√
1−∆ and um(x) = m−nu(x/m). Then
〈xe−ε|x|/mum,[Dα, xe−ε|x|/m]um〉
= 〈xe−ε|x|/mum, [Dα−2, xe−ε|x|/m]D2um〉
+ 〈Dα−2(xe−ε|x|/mum), [D2, xe−ε|x|/m]um〉
≡ I + II.
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To handle I set β = 2− α and denote the kernel of Bessel potential D−β by
Gβ. Then by mean value inequality such that |ye−ε|y|/m−xe−ε|x|/m| . |x−y|,
we have
|([D−β, xe−ε|x|/m]D2um)(x)|
=
∣∣∣∣∫ Gβ(x− y)ye−ε|y|/mD2um(y)dy − xe−ε|x|/m ∫ Gβ(x− y)D2um(y)dy∣∣∣∣
=
∣∣∣∣∫ Gβ(x− y)(ye−ε|y|/m − xe−ε|x|/m)D2um(y)dy∣∣∣∣
.
∫
Gβ(x− y)|x− y||D2um(y)|dy.
Since |x|Gβ is integrable, from Cauchy-Schwarz inequality and Young’s in-
equality it follows that
|I| ≤ Cm−n2−2‖u‖H2√mε, (7.18)
where C is independent of ε and m.
Now using Cauchy-Schwarz inequality we estimate II as follows:
|II| = |〈D−β(xe−ε|x|/mum), [D2, xe−ε|x|/m]um〉|
= |〈D−β(xe−ε|x|/mum), (∆(xe−ε|x|/m) + 2∇(xe−ε|x|/m) · ∇)um〉|
≤ Cm−n‖u‖H1
√
mε,
(7.19)
where C is independent of ε and m. We have used the fact
|∆(xe−ε|x|/m) + 2∇(xe−ε|x|/m| ≤ C.
Substituting the estimates for I and II into (7.17), we have
mε ≤ mε(0) + Cmα−3
∫ t
0
‖u(t′)‖H2
√
mε(t′)dt′.
Gronwall’s inequality yields
√
mε ≤
√
mε(0) + Cm
α−3/2
∫ t
0
‖u(t′)‖H2dt′.
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Thus letting ε→ 0, it follows that
‖|x|u‖L2 ≤ ‖|x|ϕ‖L2 + Cmα−3/2
∫ t
0
‖u(t′)‖H2 dt′ for all t ∈ [0, T ∗). (7.20)
Now let us observe that u ∈ H3, set v = ∂ju. Then one can easily show
that
d
dt
〈v |x|2e−2ε|x|v〉 = i〈v, [Dαm, |x|2e−2ε|x|]v〉.
So, by the same estimates as above we get
‖|x|∇u‖L2 . ‖|x|∇ϕ‖L2 +mα−3
∫ t
0
‖u(t′)‖H3 dt′ for all t ∈ [0, T ∗). (7.21)
Acknowledgments
Y. Cho and G. Hwang were supported by National Research Foundation of
Korea Grant funded by the Korean Government (2011-0005122).
References
[1] C. Ahn and Y. Cho, Lorentz space extension of Strichartz estimate, Proc.
Amer. Math. Soc., 133 (2005), 3497-3503.
[2] D. Fang and C. Wang, Weighted Strichartz estimates with angular
regularity and their applications, Forum Math., 23 (2011), 181-205.
[3] T. Cazenave, Semilinear Schro¨dinger equations, Courant Lecture
Notes in Mathematics, 10. New York University, Courant Institute of
Mathematical Sciences, New York; American Mathematical Society,
Providence, RI, 2003.
38
[4] Y. Cho, G. Hwang, S. Kwon and S. Lee, On the finite time blowup for
mass-critical Hartree equations in preprint.
[5] Y. Cho, G. Hwang and T. Ozawa, Global well-posedness of critical non-
linear Schro¨dinger equations below L2, DCDS-A, 33 (2013), 1389–1405.
[6] Y. Cho and S. Lee, Strichartz estimates in spherical coordinates, to ap-
pear in Indiana Univ. Math. J. (arXiv:1202.3543v2).
[7] Y. Cho, S. Lee and T. Ozawa, On Hartree equations with derivatives,
Nonlinear Anal., 74 (2011), no. 6, 2094–2108.
[8] Y. Cho and T. Ozawa, On the semi-relativisitc Hartree type equation,
SIAM J. Math. Anal., 38 (2006), No. 4, 1060–1074.
[9] Y. Cho and T. Ozawa, Sobolev inequalities with symmetry, Comm. Con-
tem. Math., 11 (2009), 355–365.
[10] Y. Cho, T. Ozawa, S. Xia, Remarks on some dispersive estimates,
Commun. Pure Appl. Anal., 10 (2011), no. 4, 1121–1128.
[11] Y. Cho, T. Ozawa, H. Sasaki and Y. Shim, Remarks on the semirela-
tivistic Hartree equations, DCDS-A 23 (2009), 1273-1290.
[12] Y. Cho and K. Nakanishi, On the global existence of semirelativistic
Hartree equations, RIMS Kokyuroku Bessatsu, B22 (2010), 145-166.
[13] M. Christ and A. Kiselev, Maximal functions associated to filtrations, J.
Func. Anal., 179 (2001), 409-425.
[14] F. M. Christ and M. I. Weinstein, Dispersion of small amplitude
solution of the generalized Korteweg-de Vries equation, J. Func. Anal.,
100 (1991), 87–109.
39
[15] J. Fro¨hlich and E. Lenzmann, Blow-up for nonlinear wave equa-
tions describing Boson stars, Comm. Pure Appl. Math., 60 (2007),
1691–1705.
[16] Z. Guo and Y. Wang, Improved Strichartz estimates for a class of dis-
persive equations in the radial case and their applications to nonlinear
Schro¨dinger and wave equations, in preprint (arXiv:1007.4299v3).
[17] H. Hajaiej, L. Molinet, T. Ozawa and B. Wang, Necessary
and sufficient conditions for the fractional Gargliardo-Nirenberg inequal-
ities and applications to Navier-Stokes and generalized boson equations,
RIMS Kokyuroku Bessatsu, B26 (2011), 159–199.
[18] T. Kato, On nonlinear Schro¨dinger equations II. Hs-solutions and un-
conditional well-posedness, J. Anal. Math., 67 (1995), 281–306.
[19] N, Laskin, Fractional quantum mechanics and Le´vy path integrals,
Phys. Lett. A, 268 (2000), 298–305.
[20] N. Laskin, Fractals and quantum mechanics, Chaos 10 (2000), 780–
790.
[21] N. Laskin, Fractional Schro¨dinger equation, Phys. Rev. E, 66 (2002),
no. 5, 056108, 7 pp.
[22] E. Lenzmann, Well-posedness for semi-relativistic Hartree equations of
critical type, Mathematical Physics, Analysis and Geometry, 10 (2007),
43–64.
[23] T. Ozawa, Remarks on proofs of conservation laws for nonlinear
Schro¨dinger equations, Cal. Var. PDE., 25 (2006), 403–408.
40
[24] D. W. L. Sprung, W. van Dijk, E. Wang, D. C. Zheng, P. Sarriguren and
J. Martorell, Deuteron properties using a truncated one-pion exchange
potential, Phys. Rev. C 49 (1994), 2942-2949.
[25] E. M. Stein, Singular integrals and differentaibility properties of func-
tions, Princeton University Press, New Jersey, 1970.
[26] E. M. Stein, Harmonic Aanlysis, Princeton University Press, New Jer-
sey, 1993.
[27] E. M. Stein and G. Weiss, Fractional integrals on n-dimensional Eu-
clidean space, J. Math. Mech. 7 (1958) 503–514.
[28] T. Tao, Spherically averaged endpoint Strichartz estimates for the two-
dimensional Schro¨dinger equation, Commun. Partial Differential Equa-
tions 25 (2000), 1471-1485.
41
