Two methods of model selection are discussed for changepoint-like problems, especially those arising in genetic linkage analysis. The first is a method that selects the model with the smallest p-value, while the second is a modification of the Bayes information criterion. The methods are compared theoretically and on examples from the literature. For these examples, they are roughly comparable although the p-value-based method is somewhat more liberal in selecting a high-dimensional model. Some key words: Bayes information criterion; Linkage analysis; Model selection; P-value.
I
A popular method of model selection in statistical problems satisfying standard regularity conditions is the Bayes information criterion, , suggested by Schwarz (1978) . The criterion has also been applied to changepoint problems that do not satisfy those regularity conditions (Yao, 1988; Li, 2001) . Linkage analysis, the goal of which is to discover the number, genomic locations and effects of genes contributing to particular traits, can be viewed as a changepoint problem; see the remark in § 2·1 and for more details Feingold et al. (1993) , Darvasi et al. (1993) , Kruglyak & Lander (1995) , Dupuis & Siegmund (1999) and Hö ssjer (2003a, b) . Alternatively, it can be regarded as a multiple regression problem. Broman & Speed (2002) and Bogdan et al. (2004) have taken the second viewpoint and have applied modified versions of , which they created to compensate for searching through a very large number of potential models. In this paper we take the first viewpoint and consider two slightly different methods of model selection, one based on p-values and one on a version of  adapted for changepoint-like problems.
For the motivating applications, the appropriate model has a handful of parameters that must be selected from a much larger number of potential parameters. Typical sample sizes are in the hundreds, and there is a substantial multiple comparisons problem. The false positive error of including spurious parameters and the false negative error of missing appropriate parameters are both important considerations. This contrasts with problems where samples are so large that parsimonious models can always be rejected in favour of more complex models, so the primary consideration is avoidance of models with many parameters that measure small effects of little interest.
D S
Suppose, as is often the case, that there is a fixed 'null' model contained in each of the models that are candidates for selection; for the applications suggested below, the null model is typically a credible possibility, although the formal calculations do not require this. In regular statistical problems it is often the case that the log likelihood ratio or other suitable statistic for testing the null model against the jth alternative is asymptotically x2 distributed with k j −k 0 degrees of freedom when the null model is true, where k i is the dimension of the parameter space of the ith model. Letting T j denote the test statistic for the jth alternative, we find from the tail of the x2 distribution that the asymptotic log attained significance level is
The argument behind the notion of Bahadur efficiency of statistical tests (Bahadur, 1971, pp. 26-) is that an optimal test statistic is one that under the alternative distribution has the smallest possible log attained significance level. Motivated by this logic we consider in this paper the model selection procedure of choosing the model that minimises the p-value of the fixed null model. If the jth model is indeed correct, then the expected value of T j will often be proportional to the sample size N. If we substitute this in the slowly varying logarithmic part of (1), the two leading terms become
Use of (2) as a model selection criterion is equivalent to the Bayes information criterion, which is usually described as selecting the model that maximises
Here l j denotes the loglikelihood of the jth model, which has been maximised over parameter values h j permitted by that model, and N is the sample size. Under standard regularity conditions, maximising (3) is equivalent to minimising (2), and to the extent that (2) and (1) are roughly equal the p-value-based criterion is similar to . However, in applications where power is modest, relatively small p-values will be attained if 1%l
)%N, so the suggestion to minimise (1) will tend to select a model with more parameters than does .
For changepoint-like problems, it is possible to obtain an expansion for the p-value similar to (1), but, whereas Bahadur considered only the leading term in the log p-value and  in effect considers two terms, we find it advisable to include another term, which yields a penalty to account for the number of models tested and the dependencies among the test statistics. In addition, the parameter k j is not simply the dimension of the parameter space of the jth model. To be specific, each 'regular' parameter counts as 1, as in the  criterion, and each changepoint-like parameter counts as either 1 or 2, depending on the smoothness of the sample path of an underlying process.
As a second approach to the problem of model selection we shall also obtain a rough approximation to the posterior probability of the jth model, which is the mathematical basis for (3) in regular problems. Here too it seems useful to keep a term of constant order that accounts for the number of models tested.
The paper contains a number of examples exploring the reasonableness of the proposal to use p-values for model selection and comparisons of this proposal to the modified . Mapping quantitative trait loci It will be easy to see in these examples that, like , the p-value-based procedure is consistent. However, the more interesting question is whether or not it does what seems desirable in sample sizes of interest.
The approximate computation of p-values, on which the method relies, uses theoretical results obtained over a number of years by different authors. A brief survey is given in the Appendix.
G  2·1. Simple genome scans
We begin with a description of simple genome scans, for which we use the asymptotic Gaussian model of Feingold et al. (1993) . For definiteness we assume that the experiment involves either a backcross or an intercross to detect quantitative trait loci.
For an intercross starting with inbred strains of genotypes A 1 A 1 and A 2 A 2 at each locus, we are given a sample of size N with phenotypes Y 1 , . . . , Y N and data g 1
distributed throughout the genome, where g(t)µ{−1, 0, 1} is the difference between the number of A 1 alleles and A 2 alleles at the locus t. To detect the additive effect a of a quantitative trait locus at the locus t near to a marker locus t we hypothesise tentatively that t=t and regress the trait phenotypes Y j on g t (t), for j=1, . . . , N. To that end, let Y 9 =N−1 W j Y j and
The asymptotic Gaussian model described below inherits its structure from the large sample behaviour of Z N,t . In particular, its behaviour for each fixed t comes from the assumed regression model
where the ellipsis stands for other terms that could be included in the model: a dominance effect at the quantitative trait locus t, the main effects of other quantitative trait loci, interactions between quantitative trait loci, environmental covariate effects, and residual genetic and environmental effects. In many cases these contributions are assumed to be mutually uncorrelated, so the phenotypic variance, s2 Y , can be partitioned into genetic, environmental and various interaction variance components. This is essentially the model proposed by Fisher (1918) and generalised by Kempthorne (1957, pp. 330-) .
The behaviour of Z N,t as a stochastic process in t comes from the assumed model for recombination governing g(t), which in this paper is taken to be the Haldane no interference model, so E{g(t)}=0 for all t and E{g(s)g(t)}=exp (−b|s−t|) for s∏t, where b is a numerical constant, which for either a backcross or an intercross equals 0·02/cM (centiMorgan). The same asymptotic model applies to a variety of related statistics arising from other study designs, including for example affected sib pairs in human genetics. In simultaneous search for multiple quantitative trait loci described below, we consider multiple regression of the phenotypes on g(t) at pairs, or larger numbers, of markers. To detect interactions between two genes, the phenotypes are regressed on products g(t)g(s), and so on. For more complete descriptions see for example Lander & Botstein (1989 ) Feingold et al. (1993 or Tang & Siegmund (2002) .
D S

2·2. Relationship to changepoint problems
For large values of N, by the central limit theorem the correlation statistic defined in (4) can be described by the following asymptotic Gaussian model: for the cth chromosome there is a Gaussian process Z 1 (c, t), such that cov {Z 1 (c, s), Z 1 (c, t)}=exp (−b|t−s|). On most chromosomes the expected value of Z 1 (c, t) is zero, but, on chromosomes containing exactly one kinked gene at position t,
where j 1 =(N/2)Da/s Y is proportional to the product of the square root of the sample size N and the additive effect a, and inversely proportional to the standard deviation of the phenotype Y . For either a backcross or an intercross, b=0·02/cM. The processes on different chromosomes are mutually independent. From the fact that the mean value of Z(c, t) is proportional to the covariance function, it follows (Feingold et al., 1993) that, if t is a marker, the marginal likelihood function for observations on the cth chromosome is
An appropriate statistic for detecting a linked gene by a simple genome scan is
where max c indicates maximum over the C chromosomes and max i denotes maximum over markers, assumed for convenience to be equally spaced at intermarker distance D. Approximations for the p-values of Z 1,max and related statistics are discussed below.
Remark 1. The cusp at t visible in (5) and the fact that t is unidentifiable when j 1 =0 indicate that t is effectively a changepoint. To see this connection more explicitly, assume that X 1 , . . . , X m are independent, normally distributed random variables with unit variances and mean values j i given by
where m 1 , m 2 and t are unknown parameters, and I A =1 if A is satisfied and I A =0 otherwise. The parameter t is the changepoint in the mean value of X i from m 1 to m 2 . As in the genetic model described above, t is unidentifiable if m 1 =m 2 . In terms of S i =X 1 + . . . +X i , the likelihood ratio statistic for testing m 1 =m 2 in the changepoint model is
The process S j,m =(S j −jS m /m){ j(1−j/m)}−D can be shown to behave similarly to the process Z 1 (c, jD). In particular, if m 1 Nm 2 , its mean value behaves locally like a broken line in a neighbourhood of t, see (5), and the p-value of T max is similar to but slightly more complicated than that given below in (7) for Z 1,max ; see for example Siegmund (1986) . The methods of this paper can also be applied to model selection in changepoint analysis, such as determining the number of changepoints in a sequence of observations (Yao, 1988) or choosing between a changepoint model and a simple linear regression model (Cox, 1961) .
Remark 2. Following a suggestion of Lander & Botstein (1989) , one often uses a model for recombination to estimate the unobserved process Z t between the observed values Z iD and then maximises the process over both marker and interpolated values. Appropriate Mapping quantitative trait loci p-value approximations in this case have been discussed by Rebäi et al. (1994 Rebäi et al. ( , 1995 , Siegmund & Yakir (2003) and Peng & Siegmund (2004) . Darvasi et al. (1993) and Dupuis & Siegmund (1999) , see also Broman & Speed (2002) , have demonstrated that the LanderBotstein suggestion usually produces no significant increase in power to detect linkage when markers are reasonably dense unless genetic effects are quite large, so this possibility has been neglected in the analysis that follows.
The significance level of Z 1,max is given approximately when z is large and zDD is moderate (Feingold et al., 1993) by
where Q is the standard normal density function, L cM is the total genome length, with L j1600 cM for the mouse or rat and L j3300 cM for humans, and the special function n(x) is easily computed numerically from its definition:
where W is the standard normal distribution function, or from the small-x approximation n(x)jexp (−0·583x), which is very accurate in the range 0<x<2; see Siegmund (1985, p. 82 ) for a complete discussion. A slightly better approximation, especially when markers are widely spaced, is provided by adding 2C{1−W(z)} to (7) as an end correction for each chromosome, where C is the number of chromosomes. We omit this correction and others like it in what follows. Note that from (8) follows the asymptotic relationship n(x)j2/x2 as x 2, so the right-hand side of (7) is about the same as the Bonferroni bound when zDD is large.
If we write (7) in the form of (1), it becomes
which is consistent with (1) if we put k=3. This counts as two for the changepoint parameter t and one for the regular parameter j 1 . More importantly the final term contains a penalty for dependent multiple comparisons.
Although the additive effect is usually thought to be of paramount importance, in an intercross there is also the possibility of a dominance effect d, which measures the expected difference in phenotypic value of a heterozygote and the average of the two homozygotes and is represented by a term of the form d[I {g(t)=0} −1 2 ] in the model given above. It can be detected by studying the correlation between the phenotype Y and I {g(t)=0} , leading to a similar Gaussian process, Z 2 (c, iD), which is uncorrelated with Z 1 , has covariance function of the same form, except that b is replaced by 2b, and has a mean value at a trait locus t given by j 2
Its significance level is given approximately by, e.g. Dupuis & Siegmund (2000) ,
where pr (dZdÁz)=exp (−z2/2) is the marginal probability that a x random variable with two degrees of freedom exceeds z and b : =3b/2 is the average recombination parameter for the two processes. For a simple numerical example, we consider an idealised mouse genome of L =1600 cM and markers spaced at D=1 cM. The probability (7) for a simple genome scan designed D S to detect an additive effect is approximately 0·05 for z 1 =3·78. For (10) the same significance level is achieved when z=(z2 1 +z2 2 )D=4·28, so z 2 =(z2−z2 1 )D=2·0. For z 1 =6, where the value of (7) is about 10−6, the corresponding value of z 2 would have increased to only 2·2. For an additive trait, d=0, and the one-degree-of-freedom model is preferred. For a trait that is completely dominant or completely recessive, d=|a|, so the ratio of the coordinates of the noncentrality parameter is j 2 /j 1 =2−Dj0·7. In cases showing this much dominance, if the additive effect is large enough to be detected at a significance level less than the conventional 0·05, the proposed method of model selection is very likely to prefer the two-parameter model.
The relatively simple problem of choosing between a model for a quantitative trait locus with an additive effect and a model with both additive and dominance effects becomes only slightly more complicated if we consider conditional search (Dupuis et al., 1995; Cordell et al., 2000; Liang et al., 2001; Tang & Siegmund, 2002) , where one assumes that at least one gene having a major effect has been detected and conditions on its estimated location and effect in order to search for secondary genes of smaller effects. One may also ask whether or not there is gene-gene interaction, which may be additive at both loci, represented by including in the basic regression model a multiplicative term of the form cg(t)g(t A) involving the quantitative trait loci at t and t A, or dominant at the first locus and additive at the second, and so on. In all there are six degrees of freedom, many of which can be expected to be negligible. If one assumes that the genes at the minor loci can only act additively, there are still three degrees of freedom, one for an additive effect without interaction with the conditional locus, one for additive-additive interaction and one for dominant-additive interaction. For these cases (10) continues to hold, provided the marginal distribution of dZd has the appropriate number of degrees of freedom. For example, for the three-degrees-of-freedom case, where the genetic effects are additive at the second locus, the marginal probability is approximately 2zQ(z) and b : =b; see the discussion of Cordell et al. (2000) given below.
The preceding examples involve a single changepoint, but different numbers of 'regular' parameters. We now turn to the more interesting problem of simultaneous search for multiple genes, which involves variable numbers of 'irregular' parameters.
2·3. Simultaneous search
An approach to detection of multiple genes when no single gene has a large effect is simultaneous search, where one considers simultaneously pairs, or more, of putative trait loci, which may or may not interact. From the regression viewpoint, we consider multiple regression of Y on g at two or more markers, s and t. Assume for an initial discussion that there are at most two quantitative trait loci and that they can have only additive effects and perhaps additive-additive interactions. In terms of the notation introduced above, in the special case that the two quantitative trait loci do not interact and are on different chromosomes, the linkage statistics are independent by Mendel's laws, so we obtain
If we want to consider the possibility that the genes are on the same chromosome we must take the maximum of (11) and a quantity of the form max c max i<j (Z∞S−1Z)D, where the elements of the quadratic form are Z∞=(Z 1 (c, iD), Z 1 (c, jD)) and S is the covariance matrix with ones on the main diagonal and r=exp (−b| j−i|D) off the main diagonal. Mapping quantitative trait loci
The significance level is given approximately, see the Appendix, by
Inclusion of a term to detect an additive-additive interaction would lead, when we restrict the genes to lie on different chromosomes, to
The process Z 3 (c 1 , c 2 , s, t) is marginally standard normal as before, is independent of both Z 1 (c 1 , s) and Z 1 (c 2 , t) and has covariance function of the form exp {−b(|s−s∞|+|t−t∞|)} for markers at s and s∞ on chromosome c 1 and markers at t and t∞ on chromosome c 2 . If the quantitative trait loci are located at loci t 1 on chromosome c 1 and t 2 on c 2 , then at loci s on c 1 and
=NDc/2s Y . If the genes can lie on the same chromosome, this statistic must be modified as above, but the covariance between Z 3 and the other two components in the vector Z both equal zero. The significance level is given approximately by
where c2=8 5 .
3. U        In this section we derive heuristically a version of  that is suitable for gene mapping viewed as a changepoint problem. We begin with the case of a putative single gene randomly located on a genome of length L , which we treat initially as a continuum. In the framework of the asymptotic Gaussian model described above, the Bayes factor for a quantitative trait locus of strength j 1 is, compare (6),
Although many smooth prior distributions for j 1 would lead to the same criterion, a particularly tractable one is Q(j 1 vD)vD, for which the complete Bayes factor becomes
The asymptotic Gaussian model has been scaled so that the Fisher information for j 1 at the quantitative trait locus t equals 1. Therefore, in order for the prior on j 1 to be essentially uninformative, we take v=1/N; this will also make 1+vj1 to the order of approximation considered below. Now write
Then the Bayes factor is approximately
By computation of means and covariances, one can show that conditional on Z 1 (t), which we assume is large, in a neighbourhood of t the increment Z 1 (t)−Z 1 (t) is approximately D S equal to (2b)DW (t−t)−bZ 1 (t)|t−t|, where W is two-sided standard Brownian motion. Inserting this approximation into (15), using the Brownian scaling that W (a2t)=|a|W (t), changing variables and integrating the result approximately under the assumption that Z 1 (t)&0, we find that the log of the Bayes factor is approximately
While the terms indicated by the remainder in the usual  approximation are constants, here they include a significant random component, which has the distribution of log [∆ +2 −2 exp {W (2u)−|u|}du]. A careful examination of the preceding argument shows that if Z2 1 (t) is of order N, as one expects in large samples when there is a quantitative trait locus at t, then the errors in the approximations suggested above are all O p (1), and so can be subsumed in the remainder term, which in the analysis of Schwarz (1978) is ignored. As the criterion for selecting a single gene, this leads after the approximation of Z2 1 (t) by Z2 1,max , with another error of order 1, to
Since bL is a constant, the last term in (16) could also be ignored. However, bL can be reasonably large, in many cases larger than ND; and, since it is one of the principal features of the multiple comparisons problem arising in genome scans, compare the p-values of § 2, it seems appropriate to keep it as part of the criterion. For the two-degrees-of-freedom statistic defined above display (10), the multiple of log (N) in (16) would be 1. For a three-degrees-of-freedom statistic it would be 3 2 , and so on. This analysis is easily modified to accommodate multiple genes and gene-gene interactions. If we assume the genome is sufficiently long that the prior probability is small that two quantitative trait loci are close enough together for the linkage between them to be important, then, for two genes having only additive effects, the criterion would be the sum of two terms of the same form as (16) and log (2), where the log (2) accounts for the 2 in the prior density, 2ds dtI {0<s<t<L} /L 2. Similar results hold for more than two genes. One can also take correlations between linked quantitative trait loci into account as indicated above for p-values. For two genes and an additive-additive interaction between them, and the statistic defined in (13), the criterion becomes, in an obvious notation,
The preceding argument applies when markers are very closely spaced. An intellectually less satisfying analysis leading to a probably more useful criterion is obtained as follows. When markers are equally spaced at intermarker distance D, the averages of integrals over (0, L ) in the preceding argument can be replaced by averages of sums over the range from 1 to L /D. If we ignore the Brownian motion in the approximation to the integrand in (15), the resulting expression is a geometric series, which leads to
instead of (16). The last term in (18) shows that as D 0 the difference between (18) and (16) converges to log (2), but, unless D is considerably smaller than 10 cM, this final term turns out to be negligible. The appropriate modifications for multiple unlinked quantitative Mapping quantitative trait loci trait loci having only additive effects and for gene-gene interactions are similar to the preceding case. If we neglect the final term in (18), the resulting criteria are very similar to (3), but with the added penalty for multiple testing in the term involving L /D. It is easy to see from the formula derived above and the numerical examples in the next section that compared to the p-value criteria the modified  criteria are noticeably more demanding of large values of the process Z before including a first quantitative trait locus in the model and somewhat more demanding before suggesting additional quantitative trait loci or interaction terms for the model. Table 1 contains a numerical example derived from Sen & Churchill (2001) . Their analysis involved blood pressure in a backcross, so there is no dominance, of N=250 inbred rats, with markers spaced at roughly 10 cM. The phenotype seemed to be influenced by genes on chromosomes 1, 4, 6, 7 and 15. To illustrate our methods we have taken Sen & Churchill's published estimate of per cent contribution to the variance of the phenotype multiplied by N to represent the observed values of Z2 i,max , which appear in the columns headed x2 i . For example, Sen & Churchill estimate that the variance of the genes on chromosomes 6 and 15 respectively contribute 0·03 and 0·055 of the total phenotypic variance, and they estimate that the interaction variance component contributes 0·06. Thus, in studying these two chromosomes, we have taken the observed value of Z2 1,max on chromosome 15 to be 250×0·055=13·8, the observed value of Z2 2,max to be 250(0·03+0·055)=21·3 and the observed value of Z2 3,max to be 250(0·03+0·055+0·06)=36·3. This last value is actually a lower bound, since the maximisation giving Z 3,max could occur at different points from those giving Z2 2,max ; Figures 6 and 7 of Sen & Churchill (2001) suggest that this is unlikely to be a serious problem. 
N 
D S
For simplicity, we have adopted the convention in Table 1 that we do not consider models for interactions without the corresponding single gene effects. Thus, when we are considering pairs of chromosomes, x2 2 refers to the statistic (11) for detecting main effects, while x2 3 refers to the statistic (13) for detecting main effects and interaction. Hence, although there is no single gene effect on chromosome 7, the comparison of chromosomes 7 and 15 in Table 1 involves three degrees of freedom for two single gene effects and the interaction.
The case of chromosomes 6 and 15 is particularly interesting. Assuming for simplicity there had been no signal from the putative quantitative trait loci on chromosomes 1, 4 and 7, we find from (7), (12) and (14) that the model best fitting the data for chromosomes 6 and 15 is a model with additive effects at both loci and interaction between the two loci, while the next best model is one having only the single quantitative trait locus on chromosome 15. One might also be interested in the model with a quantitative trait locus on chromosome 15 and an interaction between chromosomes 6 and 15, but no main effect on chromosome 6. The p-value for this model is 0·01, which is smaller than the p-value for chromosome 15 alone but is not as small as the p-value found in Table 1 for the model with two main effects and an interaction. The reason is that there is a substantial 'penalty' in adding a second locus, but a relatively small penalty in adding a second regular parameter associated with that locus. If one makes the corresponding comparison for chromosomes 7, where there clearly is no main effect, and 15, i.e. a main effect on chromosome 15 and an interaction with a quantitative trait locus on chromosome 7 but no main effect there, the p-value is 0·005.
Among the models evaluated in Table 1 , the preferred one according to the p-value criterion would have four quantitative trait loci, on chromosomes 1, 4, 6 and 15, with interaction between those on 6 and 15; the p-values for models with more than one pair of interacting quantitative trait loci and/or higher way interactions are more complicated and will be considered elsewhere.
For this example, the  criterion given by (18) would require a value of Z 1,max of approximately 4 before admitting any individual quantitative trait locus into the model. In comparison the 0·05 level threshold for the genome-wide p-value is about 3·57, and the p-value of 4 is about 0·01. The only putative quantitative trait locus that meets this standard is the one on chromosome 4, which has  j9. The two-gene model with quantitative trait loci on chromosomes 1 and 4 gives a slightly better score of  j9·5. The best overall model according to our modified  criterion would also be the one having 4 quantitative trait loci, on chromosomes 1, 4, 6 and 15, with interaction between the quantitative trait loci on chromosomes 6 and 15 ( j11·5).
As a second example, we consider the results of Cordell et al. (2000) , which are concerned with insulin dependent diabetes mellitus () in human genetics, where there are a number of additional problems that do not arise in experimental genetics. First, there are constraints on the parameter space arising from the nonnegativity of variance components. These constraints lead to additional irregularities that complicate the computation of p-values; see Dupuis & Siegmund (2000) , an unpublished 2001 Stanford University Ph. D. thesis by H.-K. Tang, or the Appendix for methods for dealing with these constraints, which typically reduce the p-values by a factor of 3-10 compared to the analogous unconstrained results in experimental genetics. Since not all the relevant cases have been worked out, in order to illustrate the general ideas described above, the p-values below are calculated as if the data arose from an intercross in experimental genetics, where the constraints do not apply. Secondly, in human genetics, markers are only partially Mapping quantitative trait loci informative. If one uses multi-point analysis to maximise the useful linkage information, the process Z iD is more highly correlated than in the case of completely informative markers, which suggests that the true p-value is somewhat smaller than that given by the full information approximation (Teng & Siegmund, 1998) . The difference appears to be moderate if markers are reasonably informative, especially if pedigree founders are also genotyped, as they are in the study of Cordell et al. (2000) , but current understanding is incomplete.
The loss of information due to partially informative markers, which can be interpreted as a decrease in effective sample size, also has implications for , which depends directly on the sample size; see (16) and (18). In the following example, we replace the true sample size by an effective sample size, which we take to be defined locally at a genetic marker as the true sample size N multiplied by the ratio of the true likelihood ratio statistic, or squared score statistic, to the likelihood ratio statistic, or squared score statistic, calculated under the fictitious assumption that the markers are fully informative and had led to the same identity-by-descent sharing probabilities as those actually estimated from the data.
In Cordell et al. (2000) a simple genome scan with D=10 found overwhelming evidence for linkage, with substantial dominance, in the , human leukocyte antigen, region of chromosome 6; their Table 1 quotes a , log 10 (likelihood ratio), score of 34·7, which corresponds to dZ max dj12·6, from the relationship Z2=4·6 . There was also moderate evidence of linkage to several other genomic locations. Here we consider the putative genes on chromosomes 10 and 11, both of which had been identified in previous studies. The norm of the two-degrees-of-freedom statistic defined above display (10) achieved values of 4·63 ( =4·67) and 3·57 ( =2·77). To calculate approximate p-values we assume an idealised human genome of 22 autosomes of average length 150 cM, for a total genome length of 3300 cM, and use the recombination parameter b=0·046, which is appropriate for sibs when there may be dominance (Dupuis & Siegmund, 2000) . Since we are not imposing the constraints that arise in human genetics from the nonnegativity of variance components, we find by (10) that the corresponding genome-wide p-values are approximately 0·007 and 0·4, respectively; see the Appendix. Cordell et al. (2000) also consider a conditional analysis, given the linkage signal on chromosome 6. Conditioning gives for dZ max d on chromosome 10 the slightly higher value of 4·81 ( =5·02). The number of degrees of freedom allowing for all possible interactions would be 6. From the parameter estimates in Table 2 of Cordell et al. (2000) , it seems clear that one would get essentially the same numerical value by considering the threedegrees-of-freedom statistic associated with additive effects on chromosome 10; the three are for an additive main effect on chromosome 10, an additive-additive interaction on chromosomes 6 and 10 and a dominant-additive interaction on chromosomes 6 and 10. This would give a p-value of about 0·01. As a result of the larger number of degrees of freedom, three instead of two, this p-value is slightly larger than the 0·007 obtained in the simple genome scan without conditioning. A similar calculation for chromosome 11, where the observed value of dZ max d is 4·36 ( =4·14), would give a p-value of 0·07. Cordell et al. (2000) also consider the locus on chromosome 11 conditional on the two loci on chromosomes 6 and 10, and find that the signal on chromosome 11 is again increased by this additional conditioning. Since the signal on chromosome 10 does not appear to be strong enough for us to be unequivocally convinced that it is real and may not provide a sufficiently precise estimate of gene location to guarantee that we can effectively condition on it, we might prefer to ask whether simultaneous consideration of D S chromosomes 10 and 11 would suggest that loci on both chromosomes appears to be a better model than a locus only on 10, in addition to 6. The number of degrees of freedom for a saturated model would be quite large. For simplicity we assume six degrees of freedom: additive effects at each locus, additive-additive interactions with  on chromosome 6 and dominance-additive interactions with  on chromosome 6. In particular, we assume that there is no interaction between the loci on chromosomes 10 and 11. Under these assumptions, it seems reasonable to take as an approximation for the simultaneous search statistic the sum of two conditional search statistics in Table 1 , for a locus on chromosome 10 given the locus on chromosome 6 and for a locus on chromosome 10 given loci on chromosomes 6 and 10. Converting to the Z-scale gives for dZ max d the approximate value of {4·6(5·02+5·17)}D=6·85 and hence the p-value of 0·001, which is indeed smaller than the 0·01 for chromosome 10 alone. Of course, if it turns out that a substantial part of the value of the simultaneous search statistic came from interactions between the two loci, or a three-way interaction with these two loci and the  locus, the value of the statistic and the p-value for simultaneous search could be substantially different. It may also be worth noting that in human genetics failure to model gene-gene interactions seems to have less potential impact on the power to detect linkages than in experimental genetics (Tang & Siegmund, 2002) , although the example of Cordell et al. (2000) seems particularly interesting and challenging because interactions do appear to play an important role.
As noted above, applications in human genetics also pose an additional problem for , since markers are only partially informative. If we compare the  scores calculated by Cordell et al. (2000) at the  locus on chromosome 6, say, with what they would be if markers were fully informative and estimates of allele-sharing probabilities given in Table 2 of that paper do not change, we see there is a loss of about 20% of the sample size in the  region due to lack of marker informativeness; the corresponding losses on chromosomes 10 and 11 are 10% and 30%, respectively, but, since the sample size enters into (18) through its logarithm, it makes little difference whether we use an average effective sample size or three different effective sample sizes. Suppose then that we take N=280 instead of its actual value of 356. It turns out that, for a conditional analysis, because of the fairly large number of interaction parameters involving additive-additive and dominant-additive interactions with the  locus, the model with trait loci on chromosomes 10 and/or 11 is rejected by , which would in this case be more conservative than the p-value-based criterion.
D
The methods studied in this paper seem reasonable for the examples discussed here. That success may depend to some extent on the fact that the number of models is fairly limited and there is more or less a natural order to be considered when contemplating a more complex model. Hence indiscriminately enlarging the model through excessive testing does not appear to be a serious problem, providing multiple comparisons within models are appropriately accounted for. It would be interesting to see if the apparent success holds up in a systematic Monte Carlo experiment to explore a wider range of models. It would also be interesting to explore the applicability of these ideas to related problems, such as the methods of Worsley and others for identifying regions of activation in the brain (Worsley et al., 1996) . Mapping quantitative trait loci A difference between the p-value-based method and , apparent already in the difference between (1) and (2) for the regular case, is that selection based on p-values will tend to include in the model parameters that are 'contiguous' to their null values, so that they make a contribution to the likelihood ratio statistic, but one that is small compared to the sample size N. In gene mapping there is a similar relationship, which is most readily observed in the case of dense markers by comparing (16) and (17) with (7) and (14), with n=1.
To reduce the false positive error rate of the p-value-based method and bring it more into line with the suggested modification of , one might, as an alternative to selecting the model with the smallest p-value, require that the new p-value be no more than a certain fraction of the previous p-value before adding a new locus to the model. Some numerical experimentation suggests that a fraction of about 1 3 to 1 2 would be appropriate. In any case, small differences in p-values should be interpreted cautiously.
A common formulation of model selection in mapping quantitative trait loci is as a problem of variable selection in multiple regression (Broman & Speed, 2002; Bogdan et al., 2004) . This formulation has the advantage that the irregularity of changepoints is not an issue. However, it has the disadvantage that typically one quantitative trait locus is linked to several correlated markers, so that the number of variables, i.e. markers, selected does not correspond naturally to the number of parameters in the model. In addition the number of potentially selectable variables is enormous, especially if we consider interactions, so that algorithmic issues become important. The modification of  suggested here appears to be roughly similar to that of Bogdan et al. (2004) , who approach the problem quite differently.
The modification of  suggested in this paper has the virtue of simplicity, compared to the p-value-based method. It has, however, the disadvantage that it seems appropriate to include some terms of order one, see (17), and choosing exactly which terms to include introduces an element of arbitrariness. The approach followed in this paper has been to use the p-value approximations as guidance in deciding which terms of order one to keep. A I would like to thank a referee and the editor for careful reading and thoughtful suggestions. This research was supported by grants from the U.S. National Institutes of Health and from the National Science Foundation.
A
Details of approximations
Here we discuss some approximations we have used to simplify the computation of p-values. The method originates with Woodroofe (1976) and was adapted by Siegmund (1988 Siegmund ( , 1992 to deal with changepoint problems. Feingold et al. (1993) , Dupuis et al. (1985) , and the unpublished Ph. D. thesis of H.-K. Tang contain some relevant examples for the present context; see also Tang & Siegmund (2001) , who suggest modifications to deal with problems of nonnormality. For illustration we consider the statistic (11) in the form max i<j Z∞S−1Z, which would apply to simultaneous detection of linked loci, as well as loci on different chromosomes. Assume that the genome consists D S of a single long chromosome of length L . The statistic Z 2,max has approximate tail probability given by pr (max i<j
where m 1 ={cos v−sin v exp (−bt)}2/{1−exp (−2bt)} and m 2 =sin2 v/{1−exp (−2bt)}. Although this two-dimensional integral can be computed numerically, higher-dimensional cases involve integration over higher-dimensional spheres, which can be onerous unless estimated by simulation. We have chosen an alternative strategy of replacing this integration by an 'average' value of the integrand, which is chosen to be consistent with the extreme cases D=0, for which the integration can be performed analytically, and D 2, which, by virtue of the asymptotic relationship n(x)~2/x2, as x 2, produces approximately the Bonferroni bound. Applied to (A1), such an approximation leads to exp (−b2/2)(b2b4/8)
where m∞ 1 = {1 + 3 exp (−2bt)}/{1 − exp (−2bt)} and m∞ 2 = 1/{1 − exp (−2bt)}. Although the integration over t is not especially onerous, for most of the range of t, the expressions involving exp (−2bt) are small and can be neglected. Then the integral over t can be calculated analytically and leads to the approximation (12).
This second of the approximations suggested in the preceding paragraph seems quite good. For example, for the two-degrees-of-freedom calculations in Table 1 , (A2) gives p-values that are consistently larger but within 10% of the values in the table, which were obtained from the simpler (12). In comparison the first of the two suggested approximations seems to be consistently conservative but can introduce errors in the range 25-50%.
As indicated above, in human genetics there are natural constraints that complicate the evaluation of p-values. For example, for sib pairs the mean value (j 1 , j 2 ) for the two-dimensional statistic discussed immediately above display (10) is restricted to lie in the arc from 0 to tan−1(2−1/2), which is about 10% of the unit circle. This restriction induces an edge effect resulting from the projection of the vector (Z 1 , Z 2 ) on to the boundaries of this region whenever it falls outside the region. For moderately small p-values the contributions of the interior and the edges are about equal, with the result that the constraint reduces the p-value given in (10) by a factor of roughly 1 5 ; for very small p-values the edges play less of a role, so the reduction is larger. For example, for the simple genome scan in Cordell et al. (2000) the values of 4·63 and 3·57 found on chromosomes 10 and 11, which without constraints were reported in § 4 to have genome wide p-values of 0·007 and 0·4, would have p-values of 0·0014 and 0·11 if the constraints are imposed; see Dupuis & Siegmund (2000) for a complete discussion.
An example that is more germane to this paper and illustrates some technical complications of still more difficult problems involves simultaneous search using sib pairs and the three-dimensional statistic described in (13) to detect additive effects and an additive-additive interaction; see H.-K. Tang's unpublished thesis for a more complete discussion. Now the mean value, each coordinate of which involves variance components, is restricted to lie in a subset of the positive orthant. Since the actual subset has a somewhat complicated description, we restrict the mean vector only to lie in the positive orthant. The projections on to two of the edges behave slightly differently from the third, so the p-value approximation in the spirit of those given above becomes (14). Note that the leading term in this expression is 1 8 times the expression in (14), because of the restriction to the first orthant, while the other terms involve edge effects. For a numerical example, let z2=36·3, as in Table 1 . For the constrained case, but with L =1600 and b=0·02 as in Table 1 , we obtain about 1 5 of the unconstrained value of 0·0006 that appears in Table 1. 
