Abstract. Suppose you are given a collection of discs of radius ε and you are asked to place them in the plane so that any straight line that crosses the unit disc will hit one or more of them. Furthermore, you are asked to do this with as few discs as possible. How many do you need? This problem can be cast as an (infinite) integer programming (IP) problem. Often, for such problems, one can obtain a lower bound by considering the linear programming (LP) relaxation. For the above problem the relaxed problem allows discs with positive weight, requires that each line crossing the unit disc accumulates weight 1 from discs it hits, and asks that the total weight be minimized. This LP problem has a simple asymptotically optimal solution with total weight 1/ε. Clearly, this is the best possible since blocking all the lines in a single direction requires total weight 1/ε.
Introduction
By "goalie problems" we mean problems where a goalie (a static set) is required to block every shot (every line passing through) a goal area (another static set). The mathematical problem of interest is to find minimal goalies. The two notions of minimality that arise here are minimal total length and minimal cardinality.
What is the goalie of minimal total length that blocks every shot through the unit disc? In other words, what is the minimal total length (e.g., one-dimensional Hausdorff measure) of a rectifiable set that intersects every line crossing the unit disc? If we require the goalie to be connected, then the optimal solution was proved by Eggleston [Eg] to be the same as the solution under the stronger constraint that the goalie be a rectifiable curve. That problem was solved earlier by Faber et al. [FMP] . The optimal goalie consists of one unit semi-circle and two straight segments each of length 1, see Fig. 1 . Thus, the optimal solution has length π + 2 5.1415926 . . . Faber et al. also found a two piece "goalie" of total length 4.8189 . . . Faber and Mycielski [FM] also indicate a three piece goalie of total length 4.799892 . . . What is the smallest possible total length of a goalie allowing arbitrarily many pieces? To our knowledge the best lower bound is π = 3.141 . . . , which follows from Crofton's formula [Sa] . Although we believe this lower bound is not tight, we have not been able to prove it. Three-dimensional versions of the problem are discussed in [Br] .
A second form of goalie problem, the focus of this paper, is the following. Given a convex set C, how many translates n of εC are required to block every line hitting C? Here the goalie is the set of translates of εC and the goal is C itself. We are interested in the asymptotics as ε → 0. The trivial lower bound n ≥ ε −1 follows by considering one direction. When C is the unit disc we call this problem the point-goalie problem because it is equivalent to asking for the number of points required to ensure that every line hitting the unit disc comes within ε of one of the points. We use the term C-goalie problem to refer to this problem generally.
Both of the above types of goalie problems can be viewed as infinite-dimensional integer programming (IP) problems [KW] . In the first case one considers an infinite collection of tiny line segments and, in the second, the collection of all possible translates of εC. To each element we attach a variable which takes the value 1 or 0 indicating whether or not that element belongs to the goalie. The cost of the goalie is the sum of all the variables and a linear condition arises from each line hitting the goal: the sum of the variables associated to elements hitting such a line must be at least 1. If we relax the problem so that the variables may take values in the interval [0, 1], then the resulting problem is a linear programming (LP) problem. For example, in the LP version of the point goalie problem we allow the translates of εC in the goalie to be weighted and require that the total accumulated weight of a line hitting the blocked set C be at least 1. In the original IP problem the weight is always 1 (or 0) so a single positive hit suffices. The LP version of the rectifiable set goalie problem allows the set to be weighted: the cost of the goalie is the integral (e.g., with respect to the one-dimensional Hausdorff measure) of the weighting function over the goalie and a line accumulates the weight of its points of intersection with the goalie. The accumulated weight for each line hitting the unit disc must be at least 1. The lower bound π on the cost of such a goalie holds for the LP as well as for the IP problem. An optimal solution to the LP problem is obtained by putting weight 1 2 on the perimeter of the unit disc. To our knowledge, all lower bounds for goalie problems, except those with connectedness constraints, arise from LP duality. This means that there is no case with a known gap between the optimal solution for the LP version of a goalie problem and the IP version. The main result in this paper is the proof of an LP/IP gap for the point goalie problem (C is a disc). The magnitude of the established gap is quite small, undoubtedly quite far from the truth.
Perhaps the most studied version of the C-goalie problem considers the unit square. Thus, let S be the unit square. The problem is usually cast this way: How many translates of S are required to provide a goalie for nS, where n is a positive integer. Bárány and Füredi [BF] proved the lower bound 13 12 n + O(1). What if the squares are restricted to lie inside the larger square? L. Fejes Toth [To] conjectured that the answer is 2n − 1, the solution given by placing the squares along the diagonals. Valtr [Va] found a goalie that uses 1.994n + O(1) squares, disproving Toth's conjecture. The best known lower bound for this problem is 4 3 n + O(1) which again results from LP duality. This bound was established by Bárány and Füredi [BF] .
1 In general, the duals to the C-goalie problems consider measures on the space of lines in the plane. The dual measure used to obtain the lower bound of 4 3 n for S has positive weight on lines in only four directions: those parallel to the sides of the square and those parallel to the diagonals. Thus, the LP version of the square goalie problem has the lower bound 4 3 n even when the goalie need only block these four directions. We refer to this as the S 4dir problem. Kern and Wanka [KW] constructed an essentially optimal four direction LP goalie with weight 4 3 n + O(1) and they also found an IP four direction goalie with weight 4 3 n + O(1), showing that for the S 4dir problem the LP and IP optimal values (asymptotically) coincide. Figure 2 shows the LP solution; the IP solution appears as a "rounding" of this one. They also found an all-direction LP goalie of weight 3 2 n + O(1) and suggested that this might be the best possible. Actually, as we will show in Section 4.2, it turns out that 4 3 n is (asymptotically) achievable for large n for all directions. The construction of Kern and Wanka [KW] is very close to our solution, the required alterations to their construction become clear in view of an abstraction of the C-goalie problem that we call the tomographic goalie problem.
A tomographic goalie for the convex set C is a non-negative function f such that line integrals of f along lines intersecting C are at least 1/diam(C, ), where diam(C, ) is the width of the projection of C parallel to . Note that the problem of minimizing f is inherently an LP problem. This tomographic goalie problem is asymptotically equivalent to the LP C-goalie problem. Requiring the support of f to lie in C is asymptotically equivalent to requiring the translates εC comprising a C-goalie to intersect C.
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Preliminaries
For concreteness we always consider the convex set C to be closed. It is generally convenient to assume that the origin lies in C. A "C-goalie" G is a collection of translates of εC such that every line that hits C also hits G. The parameter ε is implicit. We use |G| to denote the cardinality of G. The lower bound |G| ≥ ε −1 follows by considering a single direction.
The LP version of the our problem is formulated as follows. An LP C-goalie G LP is a collection of pairs (x i , w i ) ∈ R 2 × R + , i = 1, . . . , n, such that for every line intersecting C, we have
In this case we define |G LP | := n i=1 w i and the lower bound |G LP | ≥ ε −1 again follows by considering a single direction. Note that an LP C-goalie is a C-goalie when we constrain w i ∈ {0, 1}. Let L P ε (C) denote the infimum of ε|G LP | over all LP C-goalies and define
Asymptotic Equivalence to the Tomographic Goalie Problem
Consider now the class (C) ⊂ L 1 of non-negative (measurable) functions f such that, whenever ∩ C = ∅, we have
where f denotes the line integral of f along . We refer to such an f as a tomographic goalie for C. Let us define the following constant:
The trivial lower bound T G(C) ≥ 1 is known to be tight if and only if C is the affine image of the disc, i.e., an ellipse [MS] . That is, if C supports a function f (see the function f = ξ below) whose marginal in every direction is a boxcar step function (constant on the projection of C and zero outside the projection of C), then C is an ellipse.
Other quantities of interest may be defined by restricting goalies to be supported in C. Thus, we define L P in (C) and T G in (C) corresponding to L P(C) and T G(C) with this extra condition imposed. (For L P in the condition is that translates of εC should have non-empty intersection with C.)
In the case of the unit disc D, the following function provides an optimal tomographic goalie:
Line integrals of ξ are 1 2 or 0 according to whether the distance of the line from the origin is less than 1 or not, i.e., ξ is a tomographic goalie for the unit disc D. By construction, we now have
By discretizing ξ on a scale much smaller than ε, one can construct a weak ε point goalie whose total weight is only slightly larger than ξ(x) dx. The idea is illustrated in Fig. 3 . For each square, center a circle of radius ε on the square. Set the weight equal to the ε −1 times the integral of ξ over the square. A line intersecting the unit disc accumulates total weight approximately equal to the integral of ε −1 ξ over a parallel swath of width 2ε, which is approximately 1.
We can use this approach more generally for any bounded convex set C to conclude
(1)
We now consider the converse: constructing a tomographic goalie from an LP Cgoalie. Assume that the origin is contained in the interior of C. Given an LP C-goalie consider the measure obtained by placing a point mass of weight w at x whenever x +εC is an element of the goalie with weight w. Consider now the function obtained by taking for each point x the total mass of the measure contained in a disc of radius ε 1/2 centered at x divided by the area of the disc πε. It is not hard to see that, for small ε, the resulting function is nearly a tomographic goalie for C and that, with small adjustments, it can be made into tomographic goalie for C. Taking limits as ε tends to zero we obtain
which, together with (1), establishes the asymptotic equivalence of the tomographic goalie problem for C and the LP C-goalie problem.
In general the tomographic goalie problem for C is easier to study than the C-goalie problem. In Section 4 we present some optimal tomographic goalies for the triangle and the square.
Lines in the Plane
We parameterize lines in the plane as follows (see Fig. 4 ). Fix, e.g., the x-axis. Let θ ∈ [0, π) and let p ∈ R. Let θ denote the unit vector making angle θ with the x-axis. The line (θ, p) is the line with normal θ that contains the point p θ. Note that p θ is the closest point in (θ, p) to the origin. Let dµ = dθ dp be the so-called kinematic density on lines (θ, p) in R 2 normalized so that µ[D] = 2π where, for any set A ⊂ R 2 , we let [A] denote the set of lines hitting A. For any convex set C, Crofton's formula states
where H 1 (∂C) denotes the total length of the boundary of C. 
An LP/IP Gap for the Unit Disc
In this section we establish the existence of an LP/IP gap for the D-goalie problem. Since we focus exclusively on the unit disc, we suppress D from the notation and refer simply to the goalie problem. We generally denote discs by B, sometimes B x to indicate the center x. The radius is ε unless stated otherwise. Given distinct points x and y let x y denote the line through x and y.
The key idea of the proof is to use µ and argue that with a specific number of discs one can cover only an insufficient µ-fraction of the lines through D. Henceforth, let δ denote the constant 0.001. We will prove the following. Theorem 1. For any ε < 1, a goalie G must satisfy ε|G| ≥ 1 + δ.
One might suspect that the rigidity of the "perfect goalie" condition gives rise to Theorem 1. This is not the case: we can relax the condition that G be a perfect goalie without sacrificing the conclusion. (See Theorem 2.)
For notational simplicity let
We prove Theorem 1 by proving the following stronger result. (We assume throughout that ε < 1 − δ.)
Before presenting the proof of Theorem 2 we briefly sketch the main ideas. Imagine constructing the goalie by placing one ε-disc at a time. Each new disc placed covers some measure of lines not already covered by previous discs. Without loss of generality we can assume that this quantity is decreasing. If the goalie is nearly optimal, i.e., close to the lower bound, then most discs must be effective in the sense that the measure of additional lines covered by the disc must be near the maximum possible. We can afford to have only an asymptotically negligible number of ineffective discs. Let us remove them from consideration. All of the effective discs must be well separated from each other since a close pair would share a significant fraction of the lines they cover. Now, consider expanding an effective disc by a factor α > 1. Lines through the center core of the expanded disc are covered by the original disc. Lines which pass through the expanded disc but not through the original disc can only be covered by other discs in the goalie and most of these lines will indeed typically need to be covered by other, relatively distant, effective discs. Because this coverage is accomplished by distant discs, however, a significant fraction of the lines passing through the original effective disc must also be covered by those distant effective discs and we thereby obtain a contradiction.
We now turn to the proof of Theorem 2. In order to distinguish IP from LP we need two discs to interact: the following elementary inequality is fundamental. Lemma 1. Let B x 1 and B x 2 be two discs of radius r 1 and r 2 ≥ r 1 respectively and let Fig. 5 , shows that the set of lines intersecting B x 1 at distance y ∈ [0, r 1 ] from x 1 that also intersect B x 2 are precisely those that cross x 1 x 2 at an angle in the range (sin
and the right inequality follows.
The "Point" Goalie Problem
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We shall also require the following elementary result.
Lemma 2. Let B x be a disc of radius ε disjoint from D. Then
Assume that G is a δ-almost goalie satisfying ε|G| ≤ 1 + δ. We then have the following inequality:
This follows since
This later inequality also implies
As a first step in the proof we eliminate the possibility of solutions for relatively large ε. Proof. Assume that ε ∈ (0.01, 1 − δ) and that G is a δ-almost goalie satisfying ε|G| ≤ 1 + δ. Define
Equation (2) implies that for any
Clearly, |G| ≥ 2. 
where the last step follows from (2). Recalling |G| ≥ (1 − δ)/ε and R ≤ 1.06(1 + ε), we have
from which we easily conclude ε ≤ 0.01.
..,n is a δ-almost goalie satisfying ε|G| ≤ 1 + δ, where ε < 1 − δ. We now know that ε ≤ 0.01.
Consider placing the discs in G one at a time. Define S 0 := ∅ and for i = 1, . . . , n let S i := i j=1 B j . We can write [G] as a disjoint union as follows: 
We now establish a relationship between the waste and the coverage after the ith step. Define the normalized waste
which is increasing i.
Lemma 4.
For each i = 1, . . . , n − 1 we have
Proof. We first note that
From this we obtain
where for the last step we applied (2). Substituting this into (4) and noting that µ(
For convenience and definiteness we set W = 10δ and choose i so that
Henceforth we let S denote S i . From the above lemma we now have
The remainder of the proof focuses on S, that is, G pruned of the n − i least effective discs.
Let B x 0 be any disc in S and consider re-ordering the discs in S according to distance from B x 0 . Thus, S = |S|−1 i=0 B x i where x i − x 0 is non-decreasing in i. We abbreviate B x i as B i . We now partition S\B 0 into subsets T j , we define the sets T j recursively. Let R 1 = S\B 0 = {B 1 , . . . , B |S|−1 }. Given R j ⊂ S, R j = ∅, let i j be the smallest index among discs in R j and set
(Note that B i j ∈ T j .) We then define
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If R m+1 = ∅, which holds for some m large enough, then T j , j = 1, . . . , m, is the desired partition. Note that whenever 1 ≤ j < k ≤ m we have
The main point of this is that it enables us to write
Our goal now is to bound j µ [B 0 ] ∩ [B i j ] from below for some particular disc B 0 . We consider expanding the discs in S by a factor α. For a given disc B, αB denotes the disc with the same center as B but linearly scaled by α, i.e., the radius of α B is α times that of B. We want to show that on average µ(
We then proceed through a series of inequalities as follows:
where C 1 , C 2 , and r are positive constants, producing a contradiction to (6). Inequality (8) is obvious since S\B 0 = j T j . Inequalities (9) and (10) are relatively straightforward to prove and do not depend on the choice of B 0 . Therefore, we prove these two steps first.
Lemma 5. For each j and any α ≥ 1 we have
Proof. It is clear that for sufficiently large r we have
Elementary considerations, see 
Lemma 5 is clearly sufficient to prove (9) with α = 3 and r = 5 + 2α = 11. We now consider (10). Let us now assume that α = 3. Lemma 6 now implies that (5 + 2α)B i j and α B 0 are disjoint so we can apply Lemma 1 to write
where d is the distance between the centers of B 0 and B i j . Applying Lemma 6 again we have 2ε/d ≤ W π from which we easily conclude (sin
Thus, we have now established (10) with C 2 = 36, assuming α = 3.
Finally we turn to the proof of (7). We now consider expanding all of the discs in S by a factor of α = 3. We are interested in knowing how well the lines through the expanded discs are covered by S. Note that the projection of the expanded set, counting multiplicities, equals the sum of the projection of S and two translates of that projection.
Since the projection S equals 1 on most lines through D, the expanded projection will equal 3 on most lines through D and the two projections will have a large correlation. This is the key observation underlying the following result.
Proof. First, note that for each B ∈ S, we have
and we see that (11) is implied by
Let f S θ be the projection (an indicator function) of S in the direction θ and, similarly, let f B θ be the projection of the disc B. Introduce an (x-)axis perpendicular to the θ direction and, for simplicity, assume that the origin projects to 0 on that axis.
Let B be any disc in S. Then it is easy to see that
and that
Now, since f S θ takes only the values 0 and 1 we have
By integrating with respect to θ, (14) now yields
Of course, in the case t = 0 we have the slightly stronger result
. Thus, from (13) we now obtain (12).
where for the second inequality we have applied (5). Thus, we have now established (7) with α = 3 and C 1 = 14ε.
We have now proved (7)- (10) with C 1 = 14ε and C 2 = 36. Substituting from (6) we now obtain
which is a contradiction. Thus, the proof of Theorem 2 is complete.
Some Optimal Tomographic Goalies
The tomographic goalie problem is a primal LP problem, as outlined below:
where ω C ( ) is equal to 1/diam(C, ) if hits C and is equal to 0 if misses C. The tomographic in-goalie problem is identical except that we impose the additional condition f (x) = 0 for x ∈ C. Points x where we may have f (x) > 0 are termed admissible. The dual to the tomographic goalie problem can be formulated as follows. The variables are indexed by lines in the plane. We therefore consider densities on lines g( ).
The densities are constrained to be non-negative g( ) ≥ 0 and they satisfy the following back-projection condition on (almost all) admissible x :
where p x (θ ) = x, θ and p is such that x ∈ (θ, p). The dual objective is to maximize the following quantity: ( (θ, p) ) dp dθ.
LP duality provides the following inequality.
g ( (θ, p) )ω C ( (θ, p) ) dp dθ
Thus, we can prove optimality by finding primal-dual pairs. We have already presented the optimal tomographic goalie for the disk, which happens to be an in-goalie, we will now do the same for the triangle and the square.
The Triangle
The optimal tomographic in-goalie for the equilateral triangle is indicated in Fig. 7 along with its dual measure. The density f is a uniform density on the boundary of the triangle with total mass 3 2
. The proof of feasibility of f can be found in the Appendix. The optimal dual density g is supported by the three directions parallel to the sides. Each direction carries total mass 1 2 uniformly distributed over the lines that intersect the triangle between the center and the vertex opposite the side parallel to the given direction. For any point in the triangle, at most one direction has non-zero back projection. Therefore, g is feasible and since the total mass of g is 3 2 we conclude that the presented solution is optimal. There is an optimal IP triangle goalie that blocks the directions supported by the dual measure, see Fig. 8 . 
The Square
The optimal tomographic in-goalie for the square is indicated in Fig. 9 along with the dual measure used to prove optimality. The density f is the sum of a uniform density concentrated on the boundary of the square of total mass 2 3
and another uniform density concentrated on the two diagonals also of total mass 2 3 giving total mass 4 3
. The proof of feasibility of f can be found in the Appendix. Bárány and Füredi [BF] proved the lower bound . The dual density g is supported by four directions: those parallel to the sides and those parallel to the diagonals.
The four-direction LP goalie of Kern and Wanka is similar to the tomographic goalie presented here. Their solution fails to be a goalie for all directions but it is clear how to improve it in view of the tomographic goalie. The weakness in Kern and Wanka's solution can be seen as arising simply from quantizing the tomographic goalie too coarsely. They considered goalies for nS using only unit squares translated by integers. We do not impose this constraint in general but, even under this constraint, we can construct an LP goalie based on the tomographic goalie that blocks all directions using total weight 4 3 n+O( √ n). Figure 10 presents an example of the construction which is evaluated below. Consider the unit square S and consider nS tiled with translates of S. We will now assign weights to the integer translates of S in nS to construct an LP goalie. Enumerate the rows and columns 1, . . . , n. Choose a parameter k < n/2. For k < i, j ≤ n − k, set the weight w i, j = 1 3 (δ i− j + δ i+ j−n−1 ). Otherwise set the weight w i, j = max{δ i− j +δ i+ j−n−1 , (4k/(4k −1))(1/6k)}. This defines the weights, see Fig. 10 . Now, consider the infinite tiling. Consider putting positive weight on all squares in a horizontal infinite strip of width k and on all squares in a vertical infinite strip of width k. Furthermore, on the intersection of the strips assign the sum of the weights, i.e., 2. We claim that any line in the plane which is not either vertical or horizontal accumulates total weight at least 4k − 1.
To prove the claim consider any line crossing both strips. Let h be the vertical height between the intersection points on the boundary of the vertical strip. Without loss of generality we may assume h ≥ k. It is not hard to see that the total weight accumulated by the line from the vertical strip is at least k + h − 1 and the weight accumulated by the line from the horizontal strip is at least k + k 2 / h − 1. Thus, the total accumulated weight is at least 2k − 2 + h + k 2 / h . It is not hard to show that this quantity is minimized for h just slightly larger than k where it takes the value 4k − 1.
Using the above result it is easy to verify that the proposed weights do indeed yield a goalie. The total weight of the goalie is 2 1 3 (n − 2k) + 4k + 4(4k/(4k − 1))(1/6k)(k(n − 2k) + k 2 − k). If we set k = √ n , then the total weight is easily seen to be 4 3 n + O( √ n).
