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Abstract
Several notions of sheaf on various types of quantale have been pro-
posed and studied in the last twenty five years. It is fairly standard
that for an involutive quantale Q satisfying mild algebraic properties
the sheaves on Q can be defined to be the idempotent self-adjoint
Q-valued matrices. These can be thought of as Q-valued equiva-
lence relations, and, accordingly, the morphisms of sheaves are the
Q-valued functional relations. Few concrete examples of such sheaves
are known, however, and in this paper we provide a new one by show-
ing that the category of equivariant sheaves on a localic e´tale groupoid
G (the classifying topos of G) is equivalent to the category of sheaves
on its involutive quantale O(G). As a means towards this end we be-
gin by replacing the category of matrix sheaves on Q by an equivalent
category of complete Hilbert Q-modules, and we approach the envis-
aged example where Q is an inverse quantal frame O(G) by placing
it in the wider context of stably supported quantales, on one hand,
and in the wider context of a module theoretic description of arbitrary
actions of e´tale groupoids, both of which may be interesting in their
own right.
Keywords: Hilbert modules, sheaves, involutive quantales, e´tale group-
oids, groupoid actions, e´tendues.
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1 Introduction
By an involutive quantaloid is meant a sup-lattice enriched category (or
sometimes a non-unital generalization of this) equipped with an order two
sup-lattice enriched automorphism (−)∗ : Qop → Q. Involutive quantales
are the involutive quantaloids with a single object. These structures can
be regarded as generalized topological spaces in their own right, and sev-
eral papers devoted to notions of sheaf on them have been published. In
most of these the sheaves are, one way or the other, defined to be quantale-
valued or quantaloid-valued matrices in a way that generalizes the notion of
frame-valued set of [17, 31] (see also [6, Section 2; 35, pp. 502–513]). The
appropriateness of such definitions of sheaf is emphasized by the fact that
every Grothendieck topos is, up to equivalence, the category of sheaves on
an involutive quantaloid of “binary relations” that is obtained directly from
the topos or from a site [14, 18, 60, 77]. In essence, this fact is the source of
all the concrete examples known so far of toposes of (set valued) sheaves on
involutive quantaloids.
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In this paper we give another example, based on the correspondence be-
tween e´tale groupoids and quantales [65], showing that the topos of equiv-
ariant sheaves on a localic e´tale groupoid G is equivalent to the category
of sheaves on the involutive quantale O(G) of the groupoid. This provides
a way, via the groupoid representation of toposes [35, §C5; 36], in which
e´tendues arise as categories of sheaves on involutive quantales.
We shall begin with a somewhat detailed survey on quantaloid sheaves,
meant both to provide the reader with a reasonable view of the literature
and also to help trace the origins of the notion of sheaf that we shall consider
in this paper.
Sheaves and Grothendieck toposes. Locales are a point-free substitute
for topological spaces [33,34], in particular providing a generalization of sober
topological spaces, such as Hausdorff spaces. However, in many ways this is
only a mild generalization. A much broader one is given by sites, where suit-
able families of morphisms generalize the role of open covers. A Grothendieck
topos is by definition the category (up to equivalence) of sheaves on a site
[6,35,43]. Whereas locales are determined up to isomorphism by their toposes
of sheaves, it is the case that very different sites may yield equivalent toposes,
and it is the toposes, rather than the sites, that provide the right notion of
generalized space. In particular, the category of locales Loc is equivalent to
a reflective full subcategory of the category of Grothendieck toposes GTop,
and the role played by toposes as spaces in their own right is emphasized
by the existence of invariants such as homotopy and cohomology for them
[32]. Indeed, the fact that toposes provide good grounds on which to study
cohomology is precisely one the reasons that led Grothendieck to considering
them [3].
A “measure” of how far toposes really differ from locales is provided by the
representation theorem of Joyal and Tierney [35, §C5; 36]: a Grothendieck
topos is, up to equivalence, the category of equivariant sheaves on an open
groupoidG in Loc, in other words the sheaves on the locale of objects G0 that
in addition are equipped with an action of G. We shall refer to these simply
as G-sheaves. In particular, every e´tendue can be represented by an e´tale
groupoid [36, Th. VIII.3.3] (see also [3, §IV.9.8.2; 37]). Similarly to the sit-
uation with sites, groupoids themselves should be regarded as presentations
of spaces rather than spaces themselves, since two groupoids yield equivalent
toposes if and only if they are Morita equivalent [45, 46]. For suitable open
groupoids (the e´tale-complete ones, in particular the e´tale groupoids), the
topos BG of equivariant sheaves on a groupoid G is called the classifying
topos of G because it classifies principal G-bundles [13, 45]. It can also be
3
thought of as the space of orbits of G, since it arises as a colimit, in the
appropriate bicategorical sense, of the nerve of G regarded as a simplicial
topos [45].
A different way to represent Grothendieck toposes (and also more gen-
eral categories) stems from work on “categories of relations” by various au-
thors. For instance, Freyd’s work on allegories [18; 35, §A3] dates back
to the seventies and already contains many ingredients of later theories
of sheaves on involutive quantaloids. One is the equivalence of categories
E ≃Map(Rel(E)), where Rel(E) is the involutive quantaloid of binary rela-
tions on a Grothendieck topos E and Map(Rel(E)) its category of “maps”,
which are the arrows f in Rel(E) satisfying ff ∗ ≤ 1 and f ∗f ≥ 1. Another
idea is the completion [18, §2.226] that replaces a quantaloid by a suitable
category of matrices that play the role of sheaves.
A different characterization of categories of relations is that of Carboni
and Walters [14], based on which Pitts [60] has obtained an adjunction be-
tween the 2-category of Grothendieck toposes and the 2-category of quan-
taloids known as distributive categories of relations (dcr’s for short). The
construction of the category of sheaves on a dcr by matrices is analogous
to completion for allegories in [18, §2.226]. This also parallels the represen-
tation of toposes by localic groupoids: dcr’s are another generalization of
locales because a dcr is a sup-lattice enriched category A equipped with a
suitable product A⊗A→ A that turns it into a “locale with many objects”
(a fancy name would be “localoid”) in the sense that if A has only one object
then it is a locale and the product is ∧ (we also note that involution and in-
tersection are not primitive operations as in an allegory); every Grothendieck
topos arises as the category of sheaves on a dcr.
Still another representation of Grothendieck toposes by involutive quan-
taloids can be found in the work of Walters [77], which shows how to associate
an involutive quantaloid B to any site in such a way that the topos is equiv-
alent to the category of sheaves on B. Here the notion of “sheaf” is that
of skeletal Cauchy-complete B-enriched category. Similarly to the previous
examples, such sheaves can again be regarded as matrices and again they
generalize frame-valued sets, but there are some technical differences, in par-
ticular the fact that they must lie above identity matrices. This difference
can be quickly described in the case of sheaves on a locale A: whereas A-
valued sets directly model sheaves on A, Walters’ approach uses categories
enriched in the quantaloid B that arises as the split idempotent completion
of A [76].
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Quantales and noncommutative topology. Quantales surface in a wide
range of mathematical subjects, including algebra, analysis, geometry, topol-
ogy, logic, physics, computer science, etc. Technically they are just sup-
lattice ordered semigroups, but the name “quantale” (coined by Mulvey in
the eighties) is associated with the idea of “quantizing” the point free spaces
of locale theory, in analogy with the generalization of Hausdorff topology via
noncommutative C*-algebras [1,2,15,21,22]. In particular, Mulvey’s original
idea was precisely to define the “non-commutative spectrum” of a C*-algebra
to be a suitable quantale [47]. Several variants of this idea have been pursued
for C*-algebras [10,39,40,52,53,72] and arbitrary rings [8,12,69,70], often in-
volving classes of quantales that satisfy specific properties, along with purely
algebraic investigations of the spatial aspects of quantales [38, 59]. More
recent examples include the space of Penrose tilings [55] and groupoids [65].
The idea that quantales can be regarded as spaces leads naturally to the
question of how such spaces can be studied, for instance via which coho-
mology theories, etc. While there has never been a systematic pursuit in
this direction, there has nevertheless been some effort aimed at finding good
notions of sheaf on quantales or, more generally, on quantaloids. This ef-
fort is justified by a number of reasons. One, of course, is the possibility
of using sheaves in order to define topological invariants for quantales and
for the objects they are associated with. Another motivation for looking at
quantale or quantaloid sheaves is the role they may play as structure sheaves
when studying spectra of noncommutative rings or C*-algebras [8,12,75]; in
particular, there is interest in understanding more about the sheaves on the
quantale MaxA of a C*-algebra A due to the hope that a suitable notion
of structure sheaf may do away with the excess of quantale homomorphisms
that make Max a somewhat ill-behaved functor [40]. Also interesting is the
possibility of obtaining useful extensions of the K-theory sheaves of [16] in
the context of the program of classification of C*-algebras.
Despite a few exceptions [4,7,11], most of the papers on sheaves for quan-
tales or quantaloids are to a greater or lesser extent based on the definition
of sheaves as matrices (frame-valued sets) introduced originally for sheaves
on locales. Many technicalities depend, of course, on the specific types of
quantales or quantaloids under consideration. For instance, there have been
direct generalizations of frame-valued sets for right-sided or left-sided quan-
tales [5,23,50,56], which are those that model quantales of right-sided (resp.
left-sided) ideals of rings. There have also been proposals for definitions
of sheaf on general quantaloids [24, 25, 71, 75] that carry a generalization of
frame-valued sets, but it has been shown by Borceux and Cruciani [9] that
such definitions applied to general non-involutive quantales should at most
give us a notion of ordered sheaf, rather than a discrete one. Subsequent
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work by Stubbe [73, 74] adheres to this point of view while also generalizing
the bicategorical enrichment approach of Walters [76].
For (discrete) sheaves one needs the base quantale or quantaloid Q to be
equipped with an involution in order to be able to define self-adjoint Q-valued
matrices (equivalently, in order to define a “symmetric” notion of Q-valued
equality). For instance, the quantaloids that appear in the early works on
categories of relations mentioned above are involutive, and the matrices that
correspond to sheaves on them are self-adjoint. For more general involu-
tive quantales and quantaloids a fairly stable theory of sheaves seems to be
emerging, with many basic definitions being close in spirit, if not in form.
For instance, sheaves on involutive quantaloids have been studied by Gylys
[26]. Slightly later Garraway [19, 20] extended the theory of sheaves on the
dcr’s of [60] to a rather general class of non-unital quantaloids, while Mulvey
and Ramos [54, 63] have produced a theory for involutive quantales directly
inspired by the axiomatic approach of [17, 50]. More recently, Heymans [27]
has provided a study of sheaves based on quantaloid enriched categories in
the style of Walters [76, 77], making the connections to [26] explicit and
leading to a representation theorem for Grothendieck toposes by so-called
Grothendieck quantales [28].
While the theory of sheaves on involutive quantaloids appears to be thriv-
ing, a negative aspect should nevertheless be mentioned, namely that so far
the increase in generality of the theory has not been accompanied by a cor-
responding rise in the number of known examples.
Overview of the paper. Each e´tale groupoid G has an associated involu-
tive quantale O(G) [65] (for a topological groupoid this quantale is just the
topology equipped with pointwise multiplication of groupoid arrows), and
the natural question of how the G-sheaves relate to notions of sheaf on O(G)
arises. The main aim of this paper is to provide an answer to this question.
As we shall see, the conclusion is that the “standard” category of matrix
sheaves on an involutive quantale such as O(G) (by which we shall mean
the category of O(G)-sets as, say, in [20]) and the classifying topos BG are
isomorphic. Hence, e´tale groupoid sheaves yield a new example of matrix
sheaves on involutive quantales.
We shall proceed in three steps:
Step 1: We show, in section 3, how the actions of an open or e´tale groupoid
G can be described in terms of modules on the quantale O(G). The
main result of this section is theorem 3.21, which proves that the cate-
gory G-Loc of actions of an e´tale groupoid G is equivalent to a suitable
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category of modules on O(G), whose algebraic description is quite sim-
ple. As a restriction of this we obtain a definition of sheaf on O(G)
in terms of quantale modules, and two categories of quantale modules,
O(G)-LH and O(G)-Sh, which are isomorphic to BG.
Step 2: We shall recall the basics of the theory of quantale-valued sets and
show that these can be replaced by the theory of Hilbert modules [57,58]
equipped with Hilbert bases in a way that generalizes the work of [68]
for sheaves on locales. This is the contents of section 4.2, whose main
result is theorem 4.29, from which it follows, for an arbitrary involutive
quantale Q, that the category Set(Q) of Q-sets is equivalent to the
category of maps of the involutive quantaloid Q-HMB of Hilbert Q-
modules with Hilbert bases.
Step 3: Finally, in section 4.4 we show that the objects of the categories
O(G)-LH and O(G)-Sh coincide with the Hilbert O(G)-modules with
Hilbert bases (theorems 4.47 and 4.55). Hence, in particular, O(G)-Sh
coincides with the category of maps of O(G)-HMB (lemma 4.61), and
therefore BG is equivalent to O(G)-Set (theorem 4.62).
We hope these results provide further evidence of what should be consid-
ered a “good” notion of sheaf for involutive quantales and quantaloids, and
we provide a brief discussion of this at the end of section 5.
Besides the main results, the paper contains subsidiary aspects of inde-
pendent interest: we provide a comparison, in section 2.2, between supported
quantales and modular quantales; in section 3.2, a corollary of our results
is a proof of the multiplicativity of inverse quantal frames that is simpler
than the original one in [65] — in particular not using the representation
of inverse quantal frames by inverse semigroups; and, in order to convey a
sense of the robustness of the notion of quantale sheaf that we assume in this
paper we include, as an appendix (section 6), a brief survey of some of the
variants of quantale-valued set that can be found in the literature along with
the relation between complete quantale-valued sets and Hilbert modules.
2 Background
2.1 Preliminaries
The purpose of this section is mostly to recall some definitions and exam-
ples concerning locales, localic groupoids and involutive quantales and quan-
taloids, and to set up notation and terminology.
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Locales. We shall adopt the same conventions regarding notation and ter-
minology for locales that are used in [65]. In particular, following [33], we
shall denote the category of frames and frame homomorphisms by Frm. We
shall adopt the terminology locale instead of frame when referring to objects
of the dual category Frmop, which we denote by Loc and whose arrows we
refer to as continuous maps, or simply maps, of locales. If X is a locale we
shall usually write O(X) for the same locale regarded as an object of Frm.
If f : X → Y is a map of locales we shall refer to the frame homomorphism
f ∗ : O(Y ) → O(X) that defines it as its inverse image. If f is an open
map, the left adjoint to f ∗ is referred to as the direct image of f and it is
denoted by f! : O(X)→ O(Y ). The product of X and Y in Loc is denoted
by X×Y . It coincides with the coproduct of O(X) and O(Y ) in Frm, which
is the tensor product in the category of sup-lattices SL [36, §I.5]. Hence, we
write O(X × Y ) = O(X)⊗O(Y ).
Groupoids. A groupoid in a category C with enough pullbacks is an inter-
nal groupoid in C. We denote the locales of objects and arrows of a groupoid
G respectively by G0 and G1, and we adopt the following notation for the
structure maps
G = G2
m // G1
i
 r //
d
// G0u
oo ,
where G2 is the pullback of the domain and range maps:
G2
π1 //
π2

G1
r

G1 d
// G0
.
We remark that, since G is a groupoid rather than just an internal category,
the multiplication map m is the pullback of d along itself:
G2
π1 //
m

G1
d

G1 d
// G0
.
The following are examples:
• A topological groupoid is an internal groupoid in the category of topo-
logical spaces and continuous maps.
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• A Lie groupoid is an internal groupoid in the category of smooth man-
ifolds such that d is a submersion (this condition ensures that the pull-
back G2 exists).
• The category Loc has pullbacks and a localic groupoid is an internal
groupoid in Loc.
A localic groupoid G is said to be open if d is an open map. Hence, if G is
open the multiplication map m is also an open map. An e´tale groupoid is
an open groupoid such that d is a local homeomorphism, in which case all
the structure maps are local homeomorphisms and, hence, G0 is isomorphic
to an open sublocale of G1. Conversely, any open groupoid for which u is an
open map is necessarily e´tale [65, Corollary 5.12]. Similar conventions and
remarks apply to topological groupoids.
Involutive quantales. By an involutive quantale is meant an involutive
semigroup in the monoidal category SL of sup-lattices. We shall adopt the
following terminology and notation:
• The product of two elements a and b of an involutive quantale Q is
denoted by ab, the involute of a is denoted by a∗, the join of a subset
S ⊂ Q by
∨
S, the top element by 1Q or simply 1, and the bottom
element by 0Q or simply 0. The elements such that a
∗ = a are self-
adjoint. The idempotent self-adjoint elements are the projections.
• The involutive quantale Q is unital if there is a unit for the multi-
plication, which is denoted by eQ or simply e. (This is necessarily a
projection.)
• By a homomorphism of involutive quantales h : Q → R is meant a
homomorphism of involutive semigroups in SL. If Q and R are unital,
the homomorphism h is unital if h(eQ) = eR.
Similarly, given an involutive quantale Q, by a (left) Q-module will be
meant a sup-lattice M equipped with an associative left action Q⊗M →M
in SL (the involution of Q plays no role). The action will be assumed to be
unital whenever Q is. The notations for joins, top, bottom, are similar to
those of quantales themselves, and the action of an element a ∈ Q on x ∈M
is denoted by ax. By a homomorphism of left Q-modules h : M → N is
meant a Q-equivariant homomorphism of sup-lattices.
Example 2.1 The following are examples of involutive quantales:
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1. Any frame L is a unital involutive quantale with e = 1, trivial involution
and multiplication ab = a ∧ b.
2. Let G be a topological groupoid. If G is open the topology Ω(G1) is an
involutive quantale with the product of two open sets U and V being
given by the pointwise multiplication of groupoid arrows:
UV = m(U ×G0 V ) = {m(x, y) | x ∈ U, y ∈ V, r(x) = d(y)} ;
and the involute of an open set U is its pointwise inverse U∗ = i(U).
The quantale is unital if and only if G is an e´tale groupoid, in which
case the unit e coincides with the set of unit arrows u(G0). Analogous
facts apply to localic groupoids (see section 2.2).
3. In particular, the topology of any topological group is an involutive
quantale, and the quantale is unital if and only if the group is discrete.
4. Another particular example is ℘(X ×X), the quantale of binary rela-
tions on the set X [51], which is the discrete topology of the greatest
equivalence relation on X , sometimes referred to as the “pair groupoid”
on X .
5. Let A be a C*-algebra. The set of closed (under the norm topology)
linear subspaces of A is an involutive quantale MaxA [48, 49, 52]. The
multiplication of two closed linear subspaces is the closure of the linear
span of their pointwise product. The involute of a closed linear subspace
if its pointwise involute. The quantale is unital if A has a unit 1, in
which case e is the linear span C1.
Involutive quantaloids. Quantaloids are the many objects generalization
of quantales. However, although at odds with our terminology for involutive
quantales, we shall not need to consider quantaloids without units:
Definition 2.2 1. By a quantaloid is meant a sup-lattice enriched cate-
gory.
2. An involutive quantaloid is a quantaloid Q equipped with a contravari-
ant sup-lattice enriched isomorphism (−)∗ : Qop → Q which is both
the identity on objects and its own inverse.
3. An involutive quantaloid Q is modular if any arrows a, b, c ∈ Q satisfy
the modularity axiom of Freyd whenever the compositions are defined:
(2.3) ab ∧ c ≤ a(b ∧ a∗c)
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The category of sets with relations as morphisms, Rel, is the prototypical
example of a modular quantaloid: the morphisms R : X → Y are the rela-
tions R ⊂ Y ×X ; and the (total) functions f : X → Y can be identified with
the relations R : X → Y such that RR∗ ⊂ ∆Y and R
∗R ⊃ ∆X ; that is, R
∗
is right adjoint to R (equivalently, R has a right adjoint, which is necessarily
R∗). This justifies the following notation and terminology:
Definition 2.4 Let Q be an involutive quantaloid.
1. A map is a morphism f : x → y which is left adjoint to f ∗; that is,
ff ∗ ≤ idy and f
∗f ≥ idx. The map f is injective if it further satisfies
f ∗f = idx, and surjective if it satisfies ff
∗ = idy. If the map f is both
injective and surjective we say that it is unitary.
2. The subcategory of Q containing the same objects as Q and the maps
as morphisms is denoted by Map(Q).
Remark 2.5 It is more or less standard, in the case of non-involutive quan-
taloids, to use the terminology map for a morphism that has a right adjoint.
This does not coincide, in general, with the above definition in the case of an
involutive quantaloid, but for modular quantaloids the definitions coincide
[20, Th. 2.2].
Definition 2.6 Two involutive quantaloids Q and R are equivalent if there
exist two sup-lattice enriched and involution preserving functors (in other
words, two homomorphisms of involutive quantaloids)
Q
F
))
R
G
ii
such that G ◦ F and F ◦G are naturally isomorphic to idQ and idR, respec-
tively, via unitary natural isomorphisms (i.e., natural isomorphisms whose
components are unitary maps).
It is an easy exercise to show that an adjoint equivalence (of categories)
F ⊣ G between the involutive quantaloids Q and R is an equivalence in the
stronger sense just defined if G is a homomorphism of involutive quantaloids
and the unit of the adjunction is unitary (equivalently, F is a homomorphism
and the counit is unitary).
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2.2 Supported quantales
The quantales which are associated to e´tale groupoids are the inverse quantal
frames. They are instances of the more general and algebraically well behaved
class of stable quantal frames, which in turn is included in the equally well
behaved class of stably supported quantales. We begin by recalling some
properties of these quantales, following [65], and we study their relation to
modularity.
Groupoid quantales. Let us recall a few aspects of the correspondence
between localic groupoids and quantales. Let G be an open localic groupoid.
Since the multiplication map m is open, there is a sup-lattice homomorphism
defined as the following composition (in SL):
O(G1)⊗ (G1) // // O(G2)
m! // O(G1) .
This defines an associative multiplication on O(G1) which together with the
isomorphism
O(G1)
i!→ O(G1)
makes O(G1) an involutive quantale. This quantale is denoted by O(G) —
it is the “opens of G”.
The involutive quantale O(G) of an open groupoid G is unital if and only
if G is e´tale [65, Corollary 5.12], in which case the unit is e = u!(1) and u!
defines an order-isomorphism
u! : O(G0)
∼=
−→ ↓(e) = {a ∈ O(G) | a ≤ e} .
Hence, in particular, ↓(e) is a frame (cf. 2.14).
Stably supported quantales. Let Q be a unital involutive quantale. We
recall that by a support onQ is meant a sup-lattice homomorphism ς : Q→ Q
satisfying the following conditions for all a ∈ Q:
ς(a) ≤ e(2.7)
ς(a) ≤ aa∗(2.8)
a ≤ ς(a)a .(2.9)
The support is said to be stable, and the quantale is stably supported, if in
addition we have, for all a, b ∈ Q:
(2.10) ς(ab) = ς(aς(b)) .
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Example 2.11 The quantale O(G) of an e´tale groupoid G is stably sup-
ported, and the support is given by ς = u! ◦ d! : O(G) → O(G) (cf. proof of
[65, Theorem 5.11]).
For any quantale Q with a support, the following equalities hold for all
a, b ∈ Q [65, Lemma 3.3(12)],
ς(a)1 = a1 ,(2.12)
ς(b) = b if b ≤ e ,(2.13)
and the unital involutive subquantale ↓(e) = {a ∈ Q | a ≤ e} is a base locale
in the following sense [65, Lemma 3.3]:
Definition 2.14 Let Q be a unital involutive quantale and let B = ↓(e).
We say that B is a base locale for Q if b = b∗ and bc = b ∧ c for all b, c ∈ B.
(B is necessarily a frame, by [36, §III.1].)
We further recall [65, Lemma 3.4 and Theorem 3.8] that any stably sup-
ported quantale Q admits a unique support, which is given by the following
formulas,
ς(a) = a1 ∧ e ,(2.15)
ς(a) = aa∗ ∧ e ,(2.16)
and, moreover, a support is stable if and only if
(2.17) ς(a1) ≤ ς(a)
for all a ∈ Q.
It has also been proved [65, Lemma 3.4-5] that, if Q is a stably supported
quantale, then
(2.18) ba = b1 ∧ a
for all b ∈ B and a ∈ Q, from which the following useful property follows:
Lemma 2.19 Let Q be a stably supported quantale, and let a, b ∈ Q with
b ≤ e. Then ba ∧ e = b ∧ a.
Proof. ba ∧ e = (b1 ∧ a) ∧ e = (b1 ∧ e) ∧ a = be ∧ a = b ∧ a.
Furthermore, every stable support is B-equivariant, because for all a ∈
Q and b ∈ B we have, by (2.13), ς(ba) = ς(bς(a)) = bς(a), and in fact
equivariance is equivalent to stability (cf. 4.41):
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Theorem 2.20 Let Q be a supported quantale. The support of Q is stable
if and only if it is a homomorphism of B-modules.
Remark 2.21 All the above properties of supports and stable supports still
hold if the definition of support is weakened by requiring supports to be only
monotone instead of join-preserving. In particular, 2.20 still holds because
if ς : Q→ B is a monotone B-equivariant map satisfying (2.8)–(2.9) then it
is left adjoint to the assignment (−)1 : B → Q, and hence it preserves joins.
Hence, the exact definition of support is irrelevant as far as stable supports
are concerned.
Inverse quantal frames. By a stable quantal frame is meant a stably
supported quantale which is also a frame. The following condition holds for
all stable quantal frames [65, Lemma 4.17(28)] and will be used in the proof
of 4.47:
(2.22) (a ∧ e)1 ≥
∨
yz∗≤a
y ∧ z .
An inverse quantal frame is a stable quantal frame Q that satisfies the
cover condition ∨
I(Q) = 1 ,
where I(Q) = {s ∈ Q | ss∗ ∨ s∗s ≤ e} is the set of partial units of Q. This
set, equipped with the multiplication of Q, has the structure of a complete
and infinitely distributive inverse monoid whose inverses are given by the
involution of the quantale [65, Corollary 3.26]. We remark that we have
(2.23) ς(s) = ss∗ for all s ∈ I(Q) .
The inverse quantal frames Q are precisely the quantales of the form
Q ∼= O(G) for a localic e´tale groupoid G [65, Theorem 4.19 and Theorem
5.11].
Example 2.24 For the sake of illustration, let us describe this correspon-
dence in the case of a topological e´tale groupoid G. The topology Ω(G1) is
an inverse quantal frame (cf. 2.1) whose support is given by ς(U) = u(d(U))
for all open sets U of G1. By a local bisection of G is meant a continuous
local section s of d such that r ◦ s is an open embedding of the domain of
s into G0, and the partial units are precisely the images of the local bisec-
tions. Equivalently, a partial unit is the same as an open set U ∈ Ω(G1)
such that the restrictions d|U and r|U are injective. In particular, the partial
units of the quantale of binary relations ℘(X×X) on a set X are the partial
bijections on X .
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Modular quantales. The notion of modularity of Freyd (cf. 2.2) is crucial
in his characterization of abstract quantaloids of binary relations. Similarly,
the existence of stable supports provides us with a definition of what may be
meant by an abstract quantale of binary relations, as in [44]. We are thus
provided with two natural ways of abstracting quantales of binary relations,
and it is worth comparing them. In addition, the fact that inverse quantal
frames are modular (cf. 2.29) will play a role at the end of section 4.4.
As a first step we see that stably supported quantales are more general
than modular quantales:
Theorem 2.25 Every modular quantale is stably supported.
Proof. An involutive quantale Q is modular (cf. 2.2) if for all a, b, c ∈ Q we
have
(2.26) a(a∗b ∧ c) ≥ b ∧ ac
or, equivalently, for all a, b, c ∈ Q we have
(2.27) (c ∧ ba∗)a ≥ ca ∧ b .
Let then Q be modular, and define the operation ς : Q→ B by
ς(a) = aa∗ ∧ e .
This operation is monotone, and in order to see that it is a stable support
we check that it satisfies the required three laws, namely (2.8)–(2.9) and
stability. Whereas (2.8) holds almost by definition, (2.9) follows from a
direct application of (2.27):
ς(a)a = (aa∗ ∧ e)a ≥ a ∧ ea = a .
And we obtain stability by a direct application of (2.26):
ς(a1) = a1a∗ ∧ e = a1a∗ ∧ e ∧ e ≤ a(1a∗ ∧ a∗) ∧ e = aa∗ ∧ e = ς(a) .
The two notions do not coincide, however, as the following example due
to Jeff Egger shows:
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Example 2.28 Let Q be the 8-element boolean algebra with atoms a, b, c,
equipped with the trivial involution and the following multiplication:
0 a b c x y z 1
0 0 0 0 0 0 0 0 0
a 0 a b c x y z 1
b 0 b 1 1 1 1 1 1
c 0 c 1 1 1 1 1 1
x 0 x 1 1 1 1 1 1
y 0 y 1 1 1 1 1 1
z 0 z 1 1 1 1 1 1
1 0 1 1 1 1 1 1 1
Defining ς(q) = a for all q 6= 0 we obtain a stable support, but Q is not
modular because bc ∧ a = 1 ∧ a = a and b(c ∧ ba) = b(c ∧ b) = b0 = 0.
In this example the quantale is also a frame. Hence, modularity is stronger
than being stably supported even for quantal frames. In turn, every in-
verse quantal frame is necessarily modular, as has been mentioned in [30] by
taking into account the representation of inverse quantal frames by inverse
semigroups of [65]. A direct proof is the following:
Theorem 2.29 Every inverse quantal frame is modular, but not every mod-
ular quantal frame is an inverse quantal frame.
Proof. Let Q be an inverse quantal frame, and let a, b, c ∈ Q. Let a =
∨
i si,
b =
∨
j tj and c =
∨
k uk, where si, tj and uk are partial units for all i, j, k.
We have
a(b ∧ a∗c) =
∨
i,j,k,ℓ
si(tj ∧ s
∗
ℓuk) ≥
∨
i,j,k
si(tj ∧ s
∗
iuk) =
∨
i,j,k
sitj ∧ sis
∗
iuk
and
ab ∧ c =
∨
i,j,k
sitj ∧ uk ,
and modularity follows from the equality sitj∧sis
∗
iuk = sitj∧uk. An example
showing that not every modular quantal frame is an inverse quantal frame is
the four-element quantale R of 4.12.
2.3 Locale sheaves as modules
Sheaves on locales can be described as quantale modules (on locales) in more
than one way. With the exception of 2.35, all the statements that follow are
recalled from [68], whose terminology we follow.
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Maps as modules. If p : X → B is a map of locales then O(X) is an
O(B)-module by change of “base ring” along p∗; that is, the action is given
by
bx = p∗(b) ∧ x
for all b ∈ O(B) and x ∈ O(X). This makes X an O(B)-locale, by which
is meant that O(X) is equipped with a structure of O(B)-module satisfying
the condition b1 ∧ x = bx for all b ∈ O(B) and x ∈ O(X). We remark
that the map p can be recovered from the module structure by the condition
p∗(b) = b1.
By a map of O(B)-locales is meant a map of locales f whose inverse image
f ∗ is a homomorphism of O(B)-modules. The resulting category of O(B)-
locales is denoted by O(B)-Loc, and it is isomorphic to the slice category
Loc/B [68, Theorem 1].
Open maps. If p : X → B is an open map the unit of the adjunction p! ⊣ p
∗
gives us p!(x)x = x for all x ∈ O(X). Conversely, if X is a locale for which
O(X) is an O(B)-module equipped with a homomorphism ς : O(X)→ O(B)
of O(B)-modules such that ς(x)x = x for all x ∈ O(X) then X is an O(B)-
locale and the corresponding map of locales p : X → B is open with p! = ς
[68, Theorem 3].
Such an O(B)-locale is called open. For each x ∈ O(X) the element ς(x)
is referred to as the support of x, and ς itself is called the support of X , in
imitation of the terminology for supported quantales (cf. section 2.2).
Sheaves. Now let p : X → B be a local homeomorphism. The images of
the local sections of p can be identified [68, §2.3] with the elements s ∈ O(X)
such that
(2.30) ∀x∈O(X) x ≤ s⇒ x = ς(x)s .
Henceforth we shall refer to the elements that satisfy (2.30) simply as local
sections, and we shall denote the set of all the local sections by ΓX . Of
course, we have
∨
ΓX = 1 (‘the local sections cover X ’).
Any open O(B)-locale X which is thus covered by the local sections
is called an e´tale O(B)-locale and the full subcategory of O(B)-Loc whose
objects are the e´tale O(B)-locales is denoted by O(B)-LH. Of course, O(B)-
LH is equivalent to LH/B, the full subcategory of Loc/B whose objects are
the local homeomorphisms into B, which in turn is equivalent to Sh(B), the
category of sheaves on B and natural transformations between them. Hence,
from here on we adopt the following shorter terminology:
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Definition 2.31 Let A be a frame. By an A-sheaf is meant an e´tale A-
locale.
If X and Y are O(B)-sheaves, by a sheaf homomorphism
h : O(X)→ O(Y )
is meant a homomorphism of O(B)-modules which preserves supports and
local sections; that is,
ς(h(x)) = ς(x) for all x ∈ O(X)(2.32)
h(ΓX) ⊂ ΓY .(2.33)
The sheaf homomorphisms are the direct images f! : O(X) → O(Y ) of
the maps f : X → Y [68, Theorem 5]. The category whose objects are the
O(B)-sheaves and whose arrows are the sheaf homomorphisms between them
is isomorphic to O(B)-LH and it is denoted by O(B)-Sh.
There is an alternative way of describing the sheaves on B, in terms of
Hilbert modules on O(B) (cf. section 4.1): the O(B)-sheaves are precisely
the same as the Hilbert O(B)-modules which are equipped with Hilbert bases
(cf. 4.19). The Hilbert module inner product of an O(B)-sheaf X is given by
(2.34) 〈x, y〉 = ς(x ∧ y) ,
and the adjoint ϕ† of a sheaf homomorphism ϕ = f! : O(X)→ O(Y ), which
is defined by the condition 〈ϕ(x), y〉 = 〈x, ϕ†(y)〉, coincides with the inverse
image homomorphism f ∗ [68, Theorem 11].
We conclude this brief exposition on locale sheaves with a useful fact not
mentioned in [68]:
Lemma 2.35 Let B be a locale, let X be an O(B)-sheaf, and let s ∈ O(X).
Then s is a local section if and only if
(2.36) ∀x∈O(X) 〈x, s〉s ≤ x .
Proof. The equivalence is easily proved:
• If s satisfies (2.30) and x ∈ O(X) then x ∧ s ≤ s and, hence, we have
〈x, s〉s = ς(x ∧ s)s = x ∧ s ≤ x.
• Conversely, if s satisfies (2.36) and x ≤ s then x = ς(x)x = ς(x∧x)x ≤
ς(x ∧ s)s = 〈x, s〉s ≤ x.
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3 Groupoid actions as quantale modules
In this section we show that the assignment from open groupoids to quan-
tales has a one-sided generalization whereby actions of open groupoids define
quantale modules. We shall begin by addressing the more general situation,
for open groupoids, after which e´tale groupoids will be considered along with
actions on open maps and local homeomorphisms. A module-theoretic formu-
lation of the actions of e´tale groupoids will be obtained, and a first description
of groupoid sheaves in terms of quantale modules will be achieved.
3.1 Actions of open groupoids
Preliminaries on groupoid actions. Let G be a localic groupoid. By
a locale over G0, or simply a G0-locale, will be meant a locale X together
with a map p : X → G0 called the projection into G0. The category of G0-
locales is the slice category Loc/G0. A (left) action of G on the G0-locale
(X, p) is a map of locales a : G1×0X → X such that the following diagrams
commute, where G1×0X , G2×0X and G1×0(G1×0X) are pullbacks in Loc
respectively of r and p, r ◦ pi2 and p, and r and d ◦ pi1:
G1×0X
π1 //
a

G1
d

X p
// G0
(3.1)
G1×0(G1×0X)
∼=

1×a // G1×0X
a

G2×0X
m×1

G1×0X a
// X
(Associativity)(3.2)
G1×0X
a
$$I
II
II
II
II::〈u◦p,1〉
uu
uu
uu
uu
u
X X
(Unitarity)(3.3)
The G0-locale (X, p) together with the action a will be referred to as a (left)
G-locale and we shall denote it by (X, p, a), or simply byX when no confusion
will arise.
The following simple fact will be useful a few times later on:
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Lemma 3.4 Let p : X → G0 be a map of locales and let G1×0X be the
pullback of r and p. Then the projection pi1 : G1×0X → G1 coincides with
the map m ◦ (1 × (u ◦ p)). In particular, (3.1) is equivalent to the equation
p ◦ a = d ◦m ◦ (1× (u ◦ p)).
Proof. This follows from the commutativity of the following diagram, whose
left triangle is obviously commutative and whose right triangle is commuta-
tive due to one of the unit laws of G:
G1×0X
1×p
//
π1
))SS
SSS
SSS
SSS
SSS
SS
G1×0G0
1×u //
π1∼=

G1×0G1
m
uukkk
kkk
kkk
kkk
kkk
k
G1
From actions to modules. It is easy to show that the diagram (3.1) is
a pullback (briefly, because the action can be reversed due to the inversion
operation i of the groupoid), and thus if G is an open groupoid the action
map a is necessarily open. Hence, in this case, taking into account that
G1×0X is, in Frm, a quotient G1⊗0X of the tensor product G1 ⊗ X , we
obtain a sup-lattice homomorphism by composing with the direct image of
the action:
G1 ⊗X // // G1⊗0X
a! // X
Showing that this defines an action of O(G) on X (a left quantale module)
is straightforward and essentially the same as the proofs of associativity and
unit laws for the quantale O(G) (cf. [65, Theorem 5.2 and Lemma 5.8]).
Definition 3.5 Let G be an open groupoid. We shall denote by O(X) the
left O(G)-module which is obtained from a G-locale X .
Equivariant maps. Let X and Y be G-locales with actions a and b, re-
spectively. An equivariant map from X to Y is a map f : X → Y in Loc/G0
that commutes with the actions; that is, such that the following diagram
commutes:
G1×0X
1×f
//
a

G1×0 Y
b

X
f
// Y
We shall refer to the category of G-locales and equivariant maps between
them as G-Loc. It is simple to see that, since G is a groupoid rather than
just a category, the above diagram is actually a pullback. Hence, if G is an
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open groupoid, in which case as we have seen the actions are open maps, the
following diagram in SL also commutes [36, Proposition V.4.1]:
G1⊗0X oo
1⊗f∗
a!

G1⊗0 Y
b!

X oo
f∗
Y
This implies that the locale homomorphism f ∗ commutes with the actions of
O(G) on O(X) and O(Y ), and thus it is a homomorphism of O(G)-modules.
Hence, we obtain:
Lemma 3.6 The assignments X 7→ O(X) and f 7→ f ∗ define a faithful
functor O : G-Loc→ O(G)-Modop.
Comparing this with [65, Theorem 5.14 and Example 5.15] we see that the
assignment from groupoid actions to modules has better functorial properties
than the assignment from groupoids to quantales.
This functor is not full, but we make the following observation:
Lemma 3.7 Let G be an open groupoid and let f : X → Y be a map of
locales such that f ∗ is a homomorphism of O(G)-modules. Denoting the
actions of X and Y by a and b, respectively, we have f ◦ a ≥ b ◦ (1× f).
Proof. Let us prove the inverse image version of the inequality, that is
a
∗ ◦ f ∗ ≥ (1⊗ f ∗) ◦ b∗ ,
using the equality f ∗◦b! = a!◦(1⊗f
∗) that corresponds to the Q-equivariance
of f ∗:
a
∗◦f ∗ ≥ a∗◦f ∗◦b!◦b
∗ = a∗◦a!◦(1⊗f
∗)◦b∗ ≥ (1⊗f ∗)◦b∗ = (1×f)∗◦b∗ .
3.2 Actions of e´tale groupoids
Now we study actions of localic e´tale groupoids. As we shall see, the existence
of a base locale (cf. 2.14) for the quantale of such a groupoid enables us
to extend to groupoid actions the module language of locale sheaves (cf.
2.3). We remark that more could have been said along these lines for open
groupoids, too, since there is a (more general) notion of base locale for the
quantales of these [61, 62], but for the purposes of this paper that is not
needed.
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Q-locales. For any localic e´tale groupoid G, if X is a G-locale with projec-
tion p : X → G0 then O(X) is an O(G0)-module by change of “ring” along
the inverse image homomorphism p∗ : O(G0) → O(X). Letting B denote
the base locale of O(G), the same action of O(G0) on O(X) can be obtained
through the isomorphism O(G0) ∼= B by restricting the action of Q:
Lemma 3.8 Let G be an e´tale groupoid and let X be a G-locale with projec-
tion p : X → G0. For all b ∈ O(G0) and x ∈ O(X) we have u!(b)x = p
∗(b)∧x.
In particular, O(X) is a unital Q-module and the action uniquely defines p
by the equation p∗(b) = u!(b)1.
Proof. Axiom (3.3) of G-locales is a ◦ 〈u ◦ p, 1〉 = 1, which we can rewrite
as a ◦ (u × 1) ◦ 〈p, 1〉 = 1, where the pairing 〈p, 1〉 : X → G0×0X is an
isomorphism and thus a ◦ (u× 1) = 〈p, 1〉−1. Hence, we have
a! ◦ (u! ⊗ 1) = [p
∗, 1]
and the required equation follows:
u!(b)x = a!(u!(b)⊗ x) = (a! ◦ (u! ⊗ 1))(b⊗ x)
= [p∗, 1](b⊗ x) = p∗(b) ∧ x .
Hence, the faithful functor O : G-Loc → Q-Modop of 3.6 restricts to a
functor to the following category Q-Loc:
Definition 3.9 Let Q be an inverse quantal frame with base locale B. By a
Q-locale will be meant a locale X such that O(X) is a (unital) left Q-module
whose action satisfies the condition bx = b1 ∧ x for all b ∈ B and x ∈ O(X).
The category of Q-locales, Q-Loc, is that whose objects are the Q-locales
and whose morphisms f : X → Y are the maps of locales such that f ∗ is a
homomorphism of Q-modules.
Example 3.10 Any inverse quantal frame Q itself defines a Q-locale, since
(G, d,m) is a G-locale: the equality ba = b1∧a holds for all b ∈ B and a ∈ Q,
and, due to the involution, ab = 1b∧a also holds (corresponding to the right
G-locale structure of G with projection r).
Example 3.11 Let Q = O(G) be an inverse quantal frame with base locale
B. If X is a B-locale then Q⊗BO(X) is a frame whose natural left Q-action
defines a Q-locale:
b(a⊗ x) = ba⊗ x = (b1 ∧ a)⊗ x = b(1 ⊗ 1) ∧ (a⊗ x) .
If X corresponds to a G0-locale p : X → G0 then the Q-locale Q ⊗B O(X)
corresponds to a G-locale G1×0X whose projection d ◦ pi1 (where pi1 is the
pullback of p along r) is an open map (resp. a local homeomorphism) if p is.
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Example 3.12 If the inverse quantal frame Q coincides with its base locale
B (i.e., the corresponding groupoid G is just the locale G1 = G0 with identity
structure maps) the category B-Loc is that of section 2.3.
Multiplicativity. Let G be an e´tale groupoid. Any left O(G)-module M
(not necessarily an O(G)-locale, or even a locale) is also a left B-module
due to the inclusion of its base locale B ⊂ O(G). Hence, we can form the
tensor product O(G)⊗BM . The associativity of the action O(G)⊗M →M
implies that it factors through the quotient O(G)⊗M → O(G) ⊗B M and
a sup-lattice homomorphism α : O(G) ⊗B M → M , whose right adjoint α∗
is given by
α∗(x) =
∨
{a⊗ y ∈ O(G)⊗B M | α(a⊗ y) ≤ x}(3.13)
=
∨
{a⊗ y ∈ O(G)⊗B M | ay ≤ x} .(3.14)
But the fact that O(G) is an inverse quantal frame provides us with a more
useful formula for α∗:
Lemma 3.15 Let Q be an inverse quantal frame with base locale B and let
M be a left Q-module with action α : Q⊗BM → M . The right adjoint α∗ is
given by, for all x ∈M ,
(3.16) α∗(x) =
∨
s∈I(Q)
s⊗ s∗x .
It follows that α∗ preserves arbitrary joins (besides arbitrary meets).
Proof. Since I(Q) is join-dense in Q and joins distribute over tensors we
can equivalently replace a in (3.14) by s ∈ I(Q) and thus obtain
α∗(x) =
∨
sy≤x
s⊗ y ≤
∨
s∗sy≤s∗x
s⊗ y =
∨
s∗sy≤s∗x
ss∗s⊗ y
=
∨
s∗sy≤s∗x
s⊗ s∗sy [because s∗s ∈ B — cf. (2.23)]
≤
∨
s∈I(Q)
s⊗ s∗x ≤ α∗(x) ,
where the last inequality is a consequence of the fact that for each s ∈
I(Q) we have ss∗x ≤ x and thus s ⊗ s∗x ≤ α∗(x). Hence, all the above
inequalities are in fact equalities. The fact that α∗ preserves joins is an
immediate consequence, for if Y ⊂ M then
α∗
(∨
Y
)
=
∨
s∈I(Q)
s⊗ s∗
∨
Y =
∨
x∈Y
∨
s∈I(Q)
s⊗ s∗x =
∨
α∗(Y ) .
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Remark 3.17 This result holds under more general assumptions, namely it
suffices that Q be a unital involutive quantale containing a join-dense sub-
involutive-semigroup S ⊂ Q such that ss∗ ≤ e and s ≤ ss∗s (hence, s = ss∗s)
for all s ∈ S (notice that B = ↓(e) is always a unital involutive subquantale
of Q and the same remarks about the tensor product Q ⊗B M apply). In
this more general situation we obtain
α∗(x) =
∨
s∈S
s⊗ s∗x .
Examples of such quantales are the inverse quantales of [65] — the set I(Q)
of partial units of an inverse quantale Q is a join-dense complete inverse
monoid whose locale of idempotents coincides with B. Such a quantale is of
the form O(G) for an e´tale groupoid G if and only if it is also a frame [65].
As a corollary of this we conclude that the multiplication µ : Q ⊗B Q → Q
of an inverse quantale Q necessarily has a join preserving right adjoint given
by
(3.18) µ∗(a) =
∨
s∈I(Q)
s⊗ s∗a
In particular, we obtain in this way a new and simpler proof of the fact that
every inverse quantal frame is multiplicative.
Equivalence between G-locales and Q-locales. Now we shall see that
the categories of G-locales and of O(G)-locales, for any e´tale groupoid G,
amount to the same thing.
Lemma 3.19 Let G be an e´tale groupoid. The assignment X 7→ O(X) from
G-locales to O(G)-locales is a (strict) bijection.
Proof. Let Q = O(G) and let X be a Q-locale. The inclusion of the base
locale B ⊂ Q makes O(X) a B-locale and thus we have a map p : X → G0
defined by p∗(b) = u!(b)1 (cf. 3.12). Since the pullback G1×0X of r and p is,
in the category of frames, the quotient of the frame coproduct O(G1)⊗O(X)
generated by the equalities
(3.20) pi∗1(r
∗(b)) = pi∗2(p
∗(b)) ,
the Q-locale conditions p∗(b) ∧ x = u!(b)x and a ∧ r
∗(b) = au!(b) (cf. 3.10)
show, if we stabilize (3.20) under finite meets, that G1×0X coincides with
the sup-lattice quotient generated by the equalities au!(b) ⊗ x = a⊗ u!(b)x,
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in other words it is the tensor product of B-modules Q⊗B O(X). Since the
right adjoint α∗ of the module action
α : Q⊗B O(X)→ O(X)
preserves joins (see 3.15), we define a groupoid action a : G1×0X → X by
a
∗ = α∗ and in order to see that we have obtained a G-locale all we need is
to verify that the three axioms (3.1)–(3.3) are satisfied. Of course, once this
is done our proof will be finished because it is clear that the construction of
the G-locale structure from the Q-locale thus obtained is the inverse of the
assignment Y 7→ O(Y ).
Axiom (3.2) (the associativity of a) follows in a straightforward manner
from the associativity of α because α = a!. (This is completely analogous to
the way in which the associativity of the multiplication of an open groupoid
follows from the associativity of the multiplication of its quantale, cf. [65,
Theorem 4.8].)
Proving the two other axioms is less easy because p is not necessarily an
open map and thus we do not have straightforward direct image versions of
the axioms we want to prove. Let us start with axiom (3.1). By 3.4, this is
equivalent to the equation p ◦ a = d ◦m ◦ (1 × (u ◦ p)), which we can verify
directly in terms of inverse images using the formulas (3.16) and (3.18) for
a
∗ and m∗: on one hand we have
a
∗(p∗(b)) =
∨
s∈I(Q)
s⊗ s∗u!(b)1X
and, on the other,
m∗(d∗(b)) =
∨
s∈I(Q)
s⊗ s∗u!(b)1Q .
The inverse image of 1× (u ◦ p) is given by
(1⊗ (p∗ ◦ u∗))(a⊗ c) = a⊗ ((c ∧ e)1X)
and, combining these formulas, we obtain
1⊗ (p∗ ◦ u∗)(m∗(d∗(b))) =
∨
s∈I(Q)
s⊗ (s∗u!(b)1Q ∧ e)1X = a
∗(p∗(b)) ,
where the last step follows from the following three facts: (i) s∗u!(b) belongs
to I(Q); (ii) for all t ∈ I(Q) we have t1Q ∧ e = ς(t) = tt
∗; (iii) for all
t ∈ I(Q) we have tt∗1X ≤ t1X = tt
∗t1X ≤ tt
∗1X , and thus (s
∗u!(b)1Q∧e)1X =
s∗u!(b)1X .
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Now let us verify axiom (3.3). The inverse image of a ◦ 〈u ◦ p, 1〉 is given
by
[p∗ ◦ u∗, 1](a∗(x)) =
∨
s∈I(Q)
p∗(u∗(s)) ∧ s∗x =
∨
s∈I(Q)
(s ∧ e)1X ∧ s
∗x .
Since X is a Q-locale we have (s ∧ e)1X ∧ s
∗x = (s ∧ e)s∗x and, since s is in
the inverse monoid I(Q), we also have (s ∧ e)s∗ = s ∧ e. Hence,∨
s∈I(Q)
(s ∧ e)1X ∧ s
∗x =
∨
s∈I(Q)
(s ∧ e)x =
(∨
I(Q) ∧ e
)
x = ex = x
and we conclude that a ◦ 〈u ◦ p, 1〉 = 1 as required.
Theorem 3.21 Let G be an e´tale groupoid. The categories G-Loc and
O(G)-Loc are isomorphic.
Proof. Let Q = O(G). All we need to do is show that the functor O : G-
Loc → Q-Loc is full. Let X and Y be G-locales, let f : X → Y be a map
of locales such that f ∗ is a homomorphism of Q-modules, and let the actions
of G on X and Y be a and b, respectively. By 3.7, in order to prove that the
functor is full we only have to prove, for all y ∈ O(Y ), the inequality
(3.22) a∗(f ∗(y)) ≤ (1⊗ f ∗)(b∗(y)) .
From 3.15 and the fact that f ∗ is Q-equivariant we have
a
∗(f ∗(y)) =
∨
s∈I(Q)
s⊗ s∗(f ∗(y)) =
∨
s∈I(Q)
s⊗ f ∗(s∗y) .
The expression s ⊗ f ∗(s∗y) on the right equals (1 ⊗ f ∗)(s ⊗ (s∗y)), and we
have s ⊗ (s∗y) ≤ b∗(y) because b!(s ⊗ (s
∗y)) = ss∗y ≤ y. This proves the
inequality (3.22).
3.3 Actions on sheaves
Actions on open maps. For any groupoid G, by an open G-locale will
be meant a G-locale whose projection is an open map. Similarly, for an e´tale
groupoid the corresponding O(G)-locales will be called open. Their descrip-
tion is very simple and does not even require the O(G)-locale condition:
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Lemma 3.23 Let Q be an inverse quantal frame with base locale B, and let
X be a locale such that O(X) is a Q-module. Then X is an open Q-locale if
and only if there exists a (necessarily unique) homomorphism of B-modules
ς : O(X)→ B
such that ς(x)x = x for all x ∈ O(X).
Proof. This follows immediately from the description of open maps of locales
p : X → B in terms of O(B)-modules (cf. section 2.3): if p is open, the
homomorphism ς equals u! ◦ p!.
If Q is an inverse quantal frame andX is an openQ-locale with x ∈ O(X),
we shall refer to ς(x) as the support of x, and ς itself will be said to be the
support of O(X), thus extending the terminology of section 2.3.
Example 3.24 Let Q be an inverse quantal frame with base locale B. If X
is an open B-locale then Q⊗B O(X) defines an open Q-locale (cf. 3.11). Its
support is defined by ς(a⊗ x) = ς(aς(x)).
The following are useful properties of open Q-locales:
Theorem 3.25 Let Q be an inverse quantal frame and let X be an open
Q-locale.
1. ς(ax) = ς(aς(x)) for all a ∈ Q and x ∈ O(X).
2. ς(ax) ≤ ς(a) for all a ∈ Q and x ∈ O(X).
3. ς(sx) = sς(x)s∗ for all s ∈ I(Q) and x ∈ O(X).
Proof. Denoting by p and a the projection and the action of the correspond-
ing G-locale and using the equality p◦a = d◦m◦ (1× (u◦p)) of 3.4 we prove
1:
ς(ax) = (u ◦ p ◦ a)!(a⊗ x) = (u ◦ d ◦m ◦ (1× (u ◦ p)))!(a⊗ x) = ς(aς(x)) .
Then 2 follows immediately: ς(ax) = ς(aς(x)) ≤ ς(ae) = ς(a); and 3 is a
consequence of the inequalities sς(x)s∗ ≤ ss∗ ≤ e and
ς(sx) = ς(sς(x)) ≤ (sς(x))(sς(x))∗ = sς(x)s∗
= ς(sς(x)s∗) ≤ ς(sς(x))
= ς(sx) .
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Actions on local homeomorphisms. Let G be an e´tale groupoid. A
G-sheaf is a G-locale whose projection is a local homeomorphism. The full
subcategory of G-Loc whose objects are the G-sheaves (the classifying topos
of G) is usually denoted by BG and the isomorphism G-Loc ∼= O(G)-Loc
yields, by restriction, a corresponding full subcategory:
Definition 3.26 Let Q be an inverse quantal frame with base locale B. By
an e´tale Q-locale, or simply Q-sheaf, is meant a (necessarily open) Q-localeX
such that the induced action of B on O(X) defines a B-sheaf. The category
of e´tale Q-locales, denoted by Q-LH, is the full subcategory of Q-Loc whose
objects are the e´tale Q-locales.
This is the natural definition, for an inverse quantal frame Q, of a “Q-
equivariant” sheaf on B. We borrow the following terminology from the
B-sheaves of [68]:
Definition 3.27 Let Q be an inverse quantal frame with base locale B,
and let X be a Q-sheaf. The local sections of X are the local sections of
X regarded as a B-sheaf; that is, a local section is an element s ∈ O(X)
satisfying the equivalent conditions (2.30) and (2.36). The set of local sections
of X is denoted by ΓX .
Example 3.28 Any inverse quantal frame Q itself defines a Q-sheaf and we
have I(Q) ⊂ ΓQ.
Example 3.29 If Q is an inverse quantal frame and X is a Q-sheaf then
Q⊗B O(X) defines a Q-sheaf (cf. 3.24).
An alternative notion of morphism of Q-sheaves, which maps local sec-
tions to local sections in the same way that a natural transformation between
sheaves does, is the following (cf. the sheaf homomorphisms of section 2.3):
Definition 3.30 Let Q be an inverse quantal frame and let X and Y be
Q-sheaves. A sheaf homomorphism h : O(X) → O(Y ) is a homomorphism
of left Q-modules that preserves supports and local sections; that is,
ς(h(x)) = ς(x) for all x ∈ O(X)(3.31)
h(ΓX) ⊂ ΓY .(3.32)
The category of Q-sheaves and sheaf homomorphisms between them is de-
noted by Q-Sh.
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Theorem 3.33 Let G be a localic e´tale groupoid and let Q = O(G). The
categories BG, Q-LH and Q-Sh are isomorphic.
Proof. BG and Q-LH are isomorphic by definition, so let us see that Q-
LH and Q-Sh are isomorphic. Let X and Y be G-sheaves with actions a
and b, respectively. If f : X → Y is a map of G-sheaves then f is a local
homeomorphism and f! is necessarily a sheaf homomorphism of B-sheaves
(cf. 2.3). From the equivariance condition
(3.34) f ◦ a = b ◦ (1× f)
we obtain, passing to direct images, the condition
(3.35) f! ◦ a! = b! ◦ (1⊗ f!)
and thus f! is also a homomorphism of Q-modules. Therefore the assignment
f 7→ f! defines a faithful functor F : Q-LH→ Q-Sh which is the identity on
objects.
Now let h : O(X) → O(Y ) be an arbitrary sheaf homomorphism of Q-
sheaves. This is also a sheaf homomorphism of B-sheaves and thus it is the
direct image f! of a locale map f : X → Y . The Q-equivariance of h is
therefore the condition (3.35). We obtain the inverse image homomorphism
version of (3.34) by taking right adjoints, and thus we conclude that F is
full.
4 Groupoid sheaves as Hilbert modules
In this section we begin by studying the notion of complete Hilbert mod-
ule, by which is meant a Hilbert quantale module equipped with a “basis”,
following which we establish an equivalence of quantaloids, for a given involu-
tive quantale Q, between the quantaloid of Q-valued sets and the quantaloid
of complete Hilbert Q-modules (cf. 4.29). Then we specialize the theory of
complete Hilbert modules to supported quantales and finally we prove, for an
e´tale groupoid G, that the O(G)-sheaves can be identified with the complete
Hilbert O(G)-modules, which leads to the envisaged equivalence between the
classifying topos BG and the category of O(G)-valued sets.
4.1 Hilbert bases
The terminology “Hilbert module” was introduced by Paseka [57] as an adap-
tation to the context of involutive quantales of the notion of Hilbert C*-
module (see [42]), partly with the goal of relating aspects of the theory of
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operator algebras to quantales (see, e.g., [58]). The notion of Hilbert basis
appeared subsequently as a means of describing sheaves on involutive quan-
tales and locales [66, 68], moreover in a way that meanwhile [30] has been
related in a precise way to (ordered) sheaves on non-involutive quantales via
the notion of principally generated module of [29].
Basic definitions and examples. Let us begin by recalling the notion of
Hilbert module:
Definition 4.1 ([57]) Let Q be an involutive quantale. By a pre-Hilbert Q-
module will be meant a left Q-module X equipped with a binary operation
〈−,−〉 : X ×X → Q ,
called the inner product, which for all x, xi, y ∈ X and a ∈ Q satisfies the
following axioms:
〈ax, y〉 = a〈x, y〉(4.2) 〈∨
i
xi, y
〉
=
∨
i
〈xi, y〉(4.3)
〈x, y〉 = 〈y, x〉∗ .(4.4)
By a Hilbert Q-module will be meant a pre-Hilbert Q-module whose inner
product is “non-degenerate”:
(4.5) 〈x,−〉 = 〈y,−〉 ⇒ x = y .
We remark that, in particular, inner products are “sesquilinear forms”:
(4.6)
〈
x,
∨
aiyi
〉
=
∨
〈x, yi〉a
∗
i .
Example 4.7 Q itself is a pre-Hilbert Q-module [57] with the inner product
defined by
〈a, b〉 = ab∗ .
The inner product is non-degenerate if Q is unital. More generally, if I is
a set then the set QI of maps v : I → Q is a left Q-module with the usual
function module structure given by pointwise joins and multiplication on the
left, and it is a pre-Hilbert module with the inner product 〈v,w〉 = v · w
given by the standard dot product formula
v ·w =
∨
α∈I
vαw
∗
α .
(We adopt, for functions in QI and their values, the same notation as for
vectors and their components in linear algebra — cf. section 4.2.)
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Example 4.8 If p : X → B is a local homeomorphism of locales then O(X)
is a Hilbert O(B)-module whose inner product is defined by 〈x, y〉 = p!(x∧y)
— cf. (2.34).
Hilbert sections. Let us pursue the analogy between Hilbert modules and
sheaves suggested by 4.8 and define what should be meant in general by a
“section” of a Hilbert module, using 2.35 as motivation:
Definition 4.9 Let Q be an involutive quantale and let X be a pre-Hilbert
Q-module. By a Hilbert section of X is meant an element s ∈ X such that
〈x, s〉s ≤ x for all x ∈ X . The set of all the Hilbert sections of X is denoted
by ΓX . We say that the Hilbert module X is complete, or that it has enough
sections, if for all x ∈ X we have the equality
x =
∨
s∈ΓX
〈x, s〉s .
Any set Γ ⊂ X such that x =
∨
s∈Γ 〈x, s〉s for all x ∈ X is called a Hilbert
basis (in particular, we have Γ ⊂ ΓX and Γ is a set of Q-module generators
for X).
The name “Hilbert basis” is suggested by the obvious formal resemblance
with the properties of a Hilbert basis of a Hilbert space. Of course, a Hilbert
basis in our sense is not an actual basis as in linear algebra because there is
no freeness, but for the sake of simplicity and following [68] we retain this
terminology.
Example 4.10 The Hilbert O(B)-module determined by a local homeomor-
phism of locales p : X → B (cf. 4.8) is complete with ΓX as a Hilbert basis
[68]. Furthermore, ΓX is an actual basis of X in the sense of locale theory
(the analogue for locales of a basis of a topological space).
Example 4.11 If Q is a unital involutive quantale, then Q itself, regarded
as a Hilbert Q-module with 〈a, b〉 = ab∗ as in 4.7, has a set of Hilbert sections
ΓQ = {s ∈ Q | s
∗s ≤ e} .
This set is a Hilbert basis, and so is the singleton Γ = {e}.
Example 4.12 The condition
∨
ΓX = 1 of 4.10 does not necessarily hold
over more general quantales. In order to see this let R be the unital involutive
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quantale whose involution is trivial and whose order and multiplication table
are the following (cf. [65, Example 4.21]):
1
  
  
  
 
??
??
??
??
e
>>
>>
>>
> a




0
0 e a 1
0 0 0 0 0
e 0 e a 1
a 0 a 1 1
1 0 1 1 1
If we regard R as a Hilbert R-module with 〈x, y〉 = xy∗ then R has enough
sections (because it is a unital quantale) but ΓR = {0, e}.
The existence of a Hilbert basis has useful consequences. In particular
the inner product is necessarily non-degenerate:
Lemma 4.13 Let Q be an involutive quantale, let X be a pre-Hilbert Q-
module, and let Γ ⊂ X. If Γ is a Hilbert basis then the following properties
hold, for all x, y ∈ X.
1. If 〈x, s〉 = 〈y, s〉 for all s ∈ Γ then x = y. (Hence, X is a Hilbert
module.)
2. 〈x, y〉 =
∨
s∈Γ 〈x, s〉〈s, y〉 =
∨
s∈Γ 〈x, s〉〈y, s〉
∗. (“Parseval’s identity”.)
Conversely, Γ is a Hilbert basis if 〈−,−〉 is non-degenerate and 2 holds.
Proof. Assume that Γ is a Hilbert basis. The two properties are proved as
follows.
1. If 〈x, s〉 = 〈y, s〉 for all s ∈ Γ then x =
∨
s∈Γ 〈x, s〉s =
∨
s∈Γ 〈y, s〉s = y.
2. 〈x, y〉 =
〈∨
s∈Γ 〈x, s〉s, y
〉
=
∨
s∈Γ 〈x, s〉〈s, y〉.
For the converse assume that 〈−,−〉 is non-degenerate and that 2 holds.
Then for all x, y ∈ X we have〈∨
s∈Γ
〈x, s〉s, y
〉
=
∨
s∈Γ
〈x, s〉〈s, y〉 = 〈x, y〉 ,
and by the non-degeneracy we obtain
∨
s∈Γ 〈x, s〉s = x.
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Adjointable maps. Similarly to Hilbert C*-modules, the module homo-
morphisms which have “operator adjoints” play a special role:
Definition 4.14 ([57]) Let Q be an involutive quantale and let X and Y be
pre-Hilbert Q-modules. A function
ϕ : X → Y
is adjointable if there is another function ϕ† : Y → X such that for all x ∈ X
and y ∈ Y we have
〈ϕ(x), y〉 = 〈x, ϕ†(y)〉 .
(The notation for ϕ† in [57] is ϕ∗, but we want to avoid confusion with the
notation for inverse image homomorphisms of locale maps.)
We note that if ϕ is adjointable and Y is a Hilbert Q-module (i.e., the
bilinear form of Y is non-degenerate) then ϕ is necessarily a homomorphism
of Q-modules [57]: we have〈
ϕ
(∨
aixi
)
, y
〉
=
〈∨
aixi, ϕ
†(y)
〉
=
∨
ai〈xi, ϕ
†(y)〉
=
∨
ai〈ϕ(xi), y〉 =
〈∨
aiϕ(xi), y
〉
and thus by the non-degeneracy of 〈−,−〉Y we conclude that
ϕ
(∨
aixi
)
=
∨
aiϕ(xi) .
Conversely, and similarly to the situation in [68] where Q was a locale, the
homomorphisms of complete Hilbert Q-modules are necessarily adjointable.
In order to prove this only the domain module need have enough sections:
Theorem 4.15 Let Q be an involutive quantale and let X and Y be pre-
Hilbert Q-modules such that X has a Hilbert basis Γ (hence, X is a Hilbert
module), and let ϕ : X → Y be a homomorphism of Q-modules. Then ϕ is
adjointable with a unique adjoint ϕ†, which is given by
(4.16) ϕ†(y) =
∨
t∈Γ
〈y, ϕ(t)〉t .
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Proof. Let x ∈ X , y ∈ Y , and let us compute 〈x, ϕ†(y)〉 using (4.16):
〈x, ϕ†(y)〉 =
〈∨
s∈Γ
〈x, s〉s,
∨
t∈Γ
〈y, ϕ(t)〉t
〉
=
∨
s,t∈Γ
〈x, s〉〈s, t〉〈y, ϕ(t)〉∗
=
∨
t∈Γ
〈x, t〉〈ϕ(t), y〉
=
〈∨
t∈Γ
〈x, t〉ϕ(t), y
〉
=
〈
ϕ
(∨
t∈Γ
〈x, t〉t
)
, y
〉
= 〈ϕ(x), y〉 .
This shows that ϕ† is adjoint to ϕ, and the uniqueness is a consequence of
the non-degeneracy of the inner product of X .
Definition 4.17 Let Q be an involutive quantale. The category of complete
Hilbert Q-modules, denoted by Q-HMB (standing for ‘Hilbert Modules with
Basis’), is the category whose objects are the complete Hilbert Q-modules
and whose arrows are the homomorphisms of Q-modules (equivalently, the
adjointable maps).
Corollary 4.18 For any involutive quantale Q, Q-HMB is an involutive
quantaloid whose involution is the strong self-duality (−)† : (Q-HMB)op →
Q-HMB.
Example 4.19 If B is a frame, the category B-Sh (cf. section 2.3) coincides
with Map(B-HMB). Moreover, if f : X → Y is a map of B-sheaves we have
f! = (f
∗)† [68, Theorem 8].
4.2 Quantale-valued sets
Most of the definitions of sheaf for involutive quantales in the literature are
based on generalizations of the notion of frame-valued set. In this section we
take one such definition and show, for an arbitrary involutive quantale Q,
that the category of Q-valued sets is equivalent to the category of maps of
the quantaloid of complete Hilbert Q-modules.
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Basic definitions. Let Q be an involutive quantale, and let I and J be
sets. By a Q-valued matrix of type I × J will be meant a mapping
A : I × J → Q .
Terminology and notation are analogous to those of linear algebra:
• aαβ or (A)αβ denotes the value A(α, β), and we refer to α and β as the
row and column indices, respectively;
• if I is a singleton we say that A is a row matrix, and if J is a singleton
we say that A is a column matrix ;
• the transpose of A is the matrix AT defined by (AT )αβ = aβα, and the
adjoint of A is the matrix A∗ defined by (A∗)αβ = a
∗
βα;
• if B : J ×K → Q is another matrix, the product AB is defined by
(AB)αγ =
∨
β∈J
aαβbβγ .
In accordance with these conventions, we shall often think of a mapping
v : I → Q as being a “vector” (cf. 4.7), in particular writing vα instead of
v(α) and adopting the following notation and terminology with respect to a
matrix A : I × J → Q:
• vA : J → Q is the mapping whose components are defined by
(vA)β =
∨
α∈I
vαaαβ ;
that is, v is always regarded as being a row matrix {∗} × I → Q;
• if α ∈ I, the α-row of A is the mapping α˜ : I → Q defined by α˜β = aαβ ;
• if β ∈ J , the β-column of A is the mapping β˜ : J → Q defined by
β˜α = aαβ .
The following definition stems from some of the early works on categories
of relations [18, §2.226; 60, Prop. 2.6]. We adapt it from Garraway [20],
who applies it to non-unital involutive quantaloids rather than just involutive
quantales. (The same definition has been used earlier by Gylys [26] for unital
involutive quantaloids.)
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Definition 4.20 Let Q be an involutive quantale. By a Q-set is meant a
set I together with a matrix
A : I × I → Q
which is both self-adjoint (A = A∗) and idempotent (AA = A).
The matrix entry aαβ of a Q-set (I, A) can be regarded as the generalized
truth-value of the equality α = β, and the diagonal entry aαα is regarded
as the extent to which the element α exists. The fact that A is required
to be a projection matrix reflects the fact that equality should be a partial
equivalence relation. These ideas lead naturally to the following definition
of a Q-valued relation between Q-sets (another common name for this is
distributor or bimodule):
Definition 4.21 Let Q be an involutive quantale and let X = (I, A) and
Y = (J,B) be Q-sets. A relation
R : X−→7 Y
is a matrix R : J × I → Q such that the following equations hold:
(4.22) BR = R = RA .
We shall denote by Rel(Q) the quantaloid whose objects are the Q-sets and
whose morphisms are the relations between them: composition is given by
matrix multiplication and the identity relation on a Q-set (I, A) is A.
From this a notion of map immediately follows (cf. 2.4):
Definition 4.23 Let Q be an involutive quantale. The category of Q-sets
Set(Q) is defined to be Map(Rel(Q)). Hence, explicitly, a map of Q-sets
F : (I, A) → (J,B) is a relation such that the following two additional
conditions hold:
FF ∗ ≤ B(4.24)
A ≤ F ∗F .(4.25)
(Note: we write −→7 for general relations and → for maps.)
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Matrices versus modules. Every Hilbert Q-module X with a Hilbert
basis Γ has an associated matrix A : Γ×Γ → Q defined by ast = 〈s, t〉 (this is
analogous to the metric of an Euclidian space with respect to a chosen basis).
This defines a Q-set (Γ , A) because we have A = A∗ by definition of the inner
product, and A = A2 by “Parseval’s identity” (cf. 4.13-2). Conversely, we
have:
Lemma 4.26 Let Q be an involutive quantale. For any Q-set (I, A) the
subset of QI defined by
QIA = {vA | v ∈ QI}
is a Hilbert Q-module whose inner product is the dot product of QI (cf. 4.7),
〈v,w〉 = v ·w = vw∗ =
∨
α∈I
vαw
∗
α ,
it has a Hilbert basis Γ consisting of all the rows of A, and for all α, β ∈ I
and v ∈ QI we have 〈
v, β˜
〉
= (vA)β ,(4.27) 〈
α˜, β˜
〉
= aαβ .(4.28)
Proof. The assignment j : v 7→ vA is a Q-module endomorphism of QI , and
QIA is its image, hence a submodule of QI . Next note that Γ is a subset of
QIA because for each α ∈ I we have α˜ = α˜A ∈ QIA:
α˜β = aαβ = (A
2)αβ =
∨
γ∈I
aαγaγβ =
∨
γ∈I
α˜γaγβ = (α˜A)β .
Now we prove (4.27):〈
v, β˜
〉
= v · β˜ =
∨
γ
vγ β˜
∗
γ =
∨
γ
vγa
∗
βγ =
∨
γ
vγaγβ = (vA)β .
In particular, if v ∈ QIA we have vA = v, hence
〈
v, β˜
〉
= vβ , and (4.28) is
an immediate consequence: 〈
α˜, β˜
〉
= α˜β = aαβ .
Finally, Γ is a Hilbert basis because for all v ∈ QIA we have(∨
β
〈
v, β˜
〉
β˜
)
α
=
(∨
β
vβ β˜
)
α
=
∨
β
vββ˜α =
∨
β
vβaβα = (vA)α = vα .
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Theorem 4.29 Let Q be an involutive quantale. The involutive quantaloids
Rel(Q) and Q-HMB are equivalent.
Proof. For each complete Hilbert Q-module X let G(X) = (ΓX , AX) be the
Q-set defined by (AX)st = 〈s, t〉, and for each homomorphism ϕ : X → Y
in Q-HMB let G(ϕ) : ΓY × ΓX → Q be the matrix defined by (G(ϕ))st =
〈s, ϕ(t)〉Y . It is straightforward to see that these assignments define a faithful
homomorphism of quantaloids G : Q-HMB → Rel(Q) (in particular faith-
fulness is a consequence of the non-degeneracy of the inner products), and we
prove only that G preserves composition: for all homomorphisms ϕ : X → Y
and ψ : Y → Z we have
(G(ψ ◦ ϕ))st = 〈s, ψ(ϕ(t))〉Z = 〈ψ
†(s), ϕ(t)〉Y
=
∨
u∈ΓY
〈ψ†(s), u〉Y 〈u, ϕ(t)〉Y =
∨
u
〈s, ψ(u)〉Z〈u, ϕ(t)〉Y
=
∨
u
(G(ψ))su(G(ϕ))ut = (G(ψ)G(ϕ))st .
We remark that this also shows that G(ϕ) is a morphism in Rel(Q):
AYG(ϕ) = G(idY )G(ϕ) = G(idY ◦ ϕ) = G(ϕ) = G(ϕ)G(idX) = G(ϕ)AX .
Next we show, for an arbitrary Q-set (I, A), that (I, A) ∼= G(QIA). Writ-
ingX forQIA, let R : ΓX×I → Q be the matrix given by rσα = 〈σ, α˜〉 = σα.
This defines a relation R : (I, A)−→7 G(X):
(AXR)σα =
∨
τ∈ΓX
〈σ, τ 〉τα = (
∨
τ
〈σ, τ 〉τ )
α
= σα = rσα ,
(RA)σα =
∨
β∈I 〈σ, β˜〉aβα =
∨
β 〈σ, β˜〉β˜α =
(∨
β 〈σ, β˜〉β˜
)
α
= σα = rσα .
The above two lines are justified, respectively, because ΓX and {α˜ | α ∈ I}
are Hilbert bases of X. The same facts show that R is a unitary map:
(RR∗)στ =
∨
α∈I 〈σ, α˜〉〈τ , α˜〉
∗ =
∨
α 〈σ, α˜〉〈α˜, τ 〉 = 〈σ, τ 〉 = (AX)στ ,
(R∗R)αβ =
∨
σ∈ΓX
〈α˜,σ〉〈σ, β˜〉 = 〈α˜, β˜〉 = aαβ .
Now let us prove that (R,X) is a universal arrow from (I, A) to G. Let
Y be a complete Hilbert Q-module and let H : (I, A)−→7 G(Y ). Define a
mapping ϕ :X → Y as follows:
(4.30) ϕ(v) =
∨
s ∈ I
t ∈ ΓY
vsh
∗
tst .
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This is a homomorphism of left Q-modules because vA = v and, by (4.27),
vs = 〈v, s˜〉. In order to prove the universal property we only need to show
(because R is an isomorphism and G is faithful) that G(ϕ)R = H : for all
α ∈ ΓY and all β ∈ I we have
(G(ϕ)R)αβ =
∨
σ∈ΓX
〈α, ϕ(σ)〉〈σ, β˜〉 =
∨
σ∈ΓX
〈ϕ†(α),σ〉〈σ, β˜〉
= 〈ϕ†(α), β˜〉 = 〈α, ϕ(β˜)〉
=
〈
α,
∨
s ∈ I
t ∈ ΓY
β˜sh
∗
tst
〉
=
∨
s ∈ I
t ∈ ΓY
〈α, β˜sh
∗
tst〉
=
∨
s, t
〈α, t〉htsβ˜
∗
s =
∨
s, t
〈α, t〉hts〈s˜, β˜〉
= (AYHA)αβ = hαβ .
We thus conclude that G has a left adjoint and that the unit of the
adjunction is a unitary map. Therefore, in order to establish the desired
equivalence we only need to prove that the co-unit is an isomorphism (cf.
comments after 2.6). So let X be an arbitrary complete Hilbert Q-module,
and, for simplicity, let us write G(X) = (Γ , A) instead of (ΓX , AX). Let
ϕ : QΓ → X be the Q-module quotient defined by ϕ(v) =
∨
s∈Γ vss. By 4.13
we have, for all v,w ∈ QΓ , the following equivalences:
ϕ(v) = ϕ(w) ⇐⇒ ∀t∈Γ 〈ϕ(v), t〉 = 〈ϕ(w), t〉
⇐⇒ ∀t∈Γ
〈∨
s∈Γ
vss, t
〉
=
〈∨
s
wss, t
〉
⇐⇒ ∀t∈Γ
∨
s
vs〈s, t〉 =
∨
s
ws〈s, t〉
⇐⇒ ∀t∈Γ (vA)t = (wA)t
⇐⇒ vA = wA .
Hence, ϕ factors uniquely through the quotient v 7→ vA : QΓ → QΓA and
an isomorphism of Q-modules QΓA
∼=
→ X , which is the X-component of the
co-unit of the adjunction.
Corollary 4.31 For any involutive quantale Q, the category Set(Q) is equiv-
alent to Map(Q-HMB) (cf. 2.4).
4.3 Supported modules
Let us provide an independent study of Hilbert modules on supported quan-
tales. This has two purposes: one is to achieve a better understanding of how
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the various axioms interact with each other; and the other is that by doing so
one is paving the way for obtaining possible extensions of the theory devel-
oped in this paper in a way that may be applicable to theories of sheaves on
supported quantales that are more general than inverse quantal frames. As
an example, we mention the Lindenbaum quantales for propositional normal
modal logic of [44], which are stably supported and whose sheaves may pro-
vide good semantic grounds for interpreting non-propositional modal logic.
Modules on supported quantales. We begin with a simple but useful
property of arbitrary modules on supported quantales:
Lemma 4.32 Let Q be a supported quantale and let X be a left Q-module.
Then for all a ∈ Q we have
a1X = ς(a)1X = aa
∗1X = aa
∗a1X = aa
∗aa∗1X .
Proof. Let a ∈ Q. The axioms of supported quantales give us
a1X ≤ ς(a)a1X ≤ ς(a)1X ≤ aa
∗1X ≤ ς(a)aa
∗1X ≤ aa
∗aa∗1X ≤ aa
∗a1X
≤ a1X .
Let us introduce a notion of support for modules that is formally similar
to that of quantales if we replace ab∗ by 〈a, b〉 (however, we require supports
to be only monotone instead of sup-preserving — cf. 2.21):
Definition 4.33 Let Q be a supported quantale with base locale B (cf.
2.14). By a supported Q-module is meant a pre-HilbertQ-moduleX equipped
with a monotone map
ς : X → B ,
called the support of X , such that the following properties hold for all x ∈ X :
ς(x) ≤ 〈x, x〉
x ≤ ς(x)x .
Example 4.34 Any supported quantale Q defines a supported module over
itself, with 〈a, b〉 = ab∗.
The existence of the base locale B enables us to define a notion of local
section in analogy to that of local homeomorphisms regarded as B-modules
(cf. sections 2.3 and 3.3), since the action of Q restricts to an action of B
making X a supported B-module:
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Definition 4.35 Let Q be a supported quantale and let X be a supported
Q-module. By a local section of X is meant an element s ∈ X such that
ς(x)s = x for all x ≤ s. The set of local sections of X is denoted by Γ ℓX .
But, as we shall see, in the cases of interest later in the paper the local
sections coincide with the Hilbert sections due to the following proposition:
Lemma 4.36 Let Q be a supported quantale and let X be a supported Q-
module.
1. Γ ℓX = {s ∈ X | ς(x ∧ s)s ≤ x for all x ∈ X}.
2. Γ ℓX is downwards closed.
3. ΓX ⊂ Γ
ℓ
X .
4. ΓX = Γ
ℓ
X if and only if every local section s is a join s =
∨
i ti of Hilbert
sections.
Proof. 1 is proved in the same way as the equivalence of (2.30) and (2.36)
in 2.35: if s is a local section and x ∈ X then x ∧ s ≤ s and thus we have
ς(x ∧ s)s = x ∧ s ≤ x; conversely, if s satisfies ς(x ∧ s)s ≤ x for all x ∈ X
then if x ≤ s we have x = ς(x)x ≤ ς(x)s = ς(x∧ x)s ≤ ς(x∧ s)s ≤ x. Now 2
is an immediate consequence because if s is a local section and t ≤ s we have
ς(x ∧ t)t ≤ ς(x ∧ s)s ≤ x. Similarly, 3 follows from the inequality ς(x ∧ s) ≤
〈x, s〉. In order to prove the nontrivial inclusion in 4 let s be a local section
and let I ⊂ ΓX be such that s =
∨
I. Let t and u be arbitrary elements of I.
For all x ∈ X we have ς(x∧s)s ≤ x, and thus also ς(x∧t)u ≤ x. In particular,
making x = t we obtain ς(t)u ≤ t. The conclusion that s is a Hilbert section
follows immediately, since for all x ∈ X we have 〈x, s〉s =
∨
t,u∈I 〈x, t〉u and
〈x, t〉u = 〈x, ς(t)t〉u = 〈x, t〉ς(t)u ≤ 〈x, t〉t ≤ x.
Stably supported modules. The notion of stable support for quantales
has an equally useful analogue for modules:
Definition 4.37 Let Q be a supported quantale and let X be a supported
Q-module. The support is called stable, and the module is said to be stably
supported, if in addition the support is B-equivariant; that is, the following
condition holds for all b ∈ B and x ∈ X :
ς(bx) = b ∧ ς(x) .
Example 4.38 Any stably supported quantale Q is itself a stably supported
Q-module, with 〈a, b〉 = ab∗.
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Lemma 4.39 Let Q be a supported quantale and let X be a stably supported
Q-module. The map b 7→ b1X from B to X is right adjoint to ς : X → B.
(In particular, ς preserves joins.)
Proof. The unit of the adjunction follows from x ≤ ς(x)x ≤ ς(x)1X , and
the co-unit follows from the B-equivariance: ς(b1X) = b ∧ ς(1X) ≤ b.
There are several alternative definitions of stability:
Lemma 4.40 Let Q be a supported quantale and let X be a supported Q-
module. The following conditions are equivalent:
1. ς(ax) = ς(aς(x)) for all a ∈ Q and x ∈ X;
2. ς(ax) ≤ ς(a) for all a ∈ Q and x ∈ X;
3. ς(a1X) ≤ ς(a) for all a ∈ Q;
4. The support of X is stable.
Proof. 2 and 3 are of course equivalent. Let us prove the equivalence of 1
and 2. First assume 1. Then for all a ∈ Q and x ∈ X we have
ς(ax) = ς(aς(x)) ≤ ς(ae) = ς(a) .
Now assume 2. Then we have
ς(ax) ≤ ς(aς(x)x) ≤ ς(aς(x)) ≤ ς(a〈x, x〉) = ς(〈ax, x〉)
≤ ς(〈ς(ax)ax, x〉) = ς(ς(ax)〈ax, x〉) ≤ ς(ς(ax))
= ς(ax) ,
and thus 1 holds. Now assume again 1, and let b ∈ B. Then
ς(bx) = ς(bς(x)) = ς(b ∧ ς(x)) = b ∧ ς(x) ,
and thus we see that 1 implies 4. Finally, assume that 4 holds. Then for all
a ∈ Q we have, using 4.32,
ς(a1X) = ς(ς(a)1X) = ς(a) ∧ ς(1X) ≤ ς(a) ,
and thus 4 implies 3.
Remark 4.41 Since a stably supported quantale is a stably supported mod-
ule over itself and 4.40-1 translates to the definition of stability for supported
quantales [cf. (2.10], it follows that a supported quantale Q is stably sup-
ported if and only if its support is B-equivariant (cf. 2.20). This fact is not
mentioned in [65].
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Supported modules on stably supported quantales. In order for
some of the good properties of stable supports of quantales to carry over
to supports of modules we need the quantale Q itself to be stably supported.
First we observe the following:
Lemma 4.42 Let Q be a stably supported quantale. Any supported Q-module
is necessarily stably supported.
Proof. For all a ∈ Q and x ∈ X we necessarily have ς(ax) ≤ ς(a), as the
following sequence of (in)equalities shows,
ς(ax) ≤ 〈ax, ax〉 ∧ e = a〈x, ax〉 ∧ e ≤ a1Q ∧ e = ς(a) ,
where the latter equality is (2.15).
We obtain similar properties to those of stable supports of quantales
regarding uniqueness of supports, and analogous formulas for ς when we
formally replace ab∗ by 〈a, b〉:
Lemma 4.43 Let Q be a stably supported quantale and let X be a (neces-
sarily stably) supported Q-module. The following properties hold:
1. For all x, y ∈ X we have ς(〈x, y〉) ≤ ς(x) = ς(〈x, x〉) = ς(〈x, 1〉).
2. For all x ∈ X and a ∈ Q we have ς(x)a = 〈x, 1〉 ∧ a.
3. For all x ∈ X we have ς(x) = 〈x, 1〉 ∧ e.
4. For all x ∈ X we have ς(x) = 〈x, x〉 ∧ e.
5. X does not admit any other support.
Proof. First we prove 1. Let x, y ∈ X . Using the stability of the support of
Q we have
ς(〈x, y〉) ≤ ς(〈ς(x)x, y〉) = ς(ς(x)〈x, y〉) ≤ ς(ς(x)) = ς(x) .
On the other hand, using the inequality just proved we obtain
ς(x) = ς(ς(x)) ≤ ς(〈x, x〉) ≤ ς(〈x, 1〉) ≤ ς(x) ,
thus proving 1. Now let us prove 2. We have ς(x)a ≤ 〈x, 1〉 because
ς(x)a ≤ 〈x, x〉1 ≤ 〈x, 1〉1 = 〈x, 1∗1〉 = 〈x, 1〉 .
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Since we also have ς(x)a ≤ a we obtain the inequality
ς(x)a ≤ 〈x, 1〉 ∧ a ,
and the converse inequality is proved as follows, using 1:
〈x, 1〉 ∧ a ≤ ς(〈x, 1〉 ∧ a)(〈x, 1〉 ∧ a) ≤ ς(〈x, 1〉)a = ς(x)a .
Making a = e we obtain 3 (which immediately implies that the support of
X is unique), and for 4 it suffices to prove the inequality 〈x, x〉 ∧ e ≤ ς(x),
again using 1:
〈x, x〉 ∧ e = ς(〈x, x〉 ∧ e) ≤ ς(〈x, x〉) ∧ ς(e) = ς(x) ∧ e = ς(x) .
One consequence of this is that the existence of a support (when Q is
stably supported) is a property of a pre-Hilbert Q-module rather than extra
structure. In fact this uniqueness is even “pointwise”, in the following sense:
Lemma 4.44 Let Q be a stably supported quantale, let X be a (necessarily
stably) supported Q-module, and let x ∈ X and b ∈ B be such that
b ≤ 〈x, x〉 ,
x ≤ bx .
Then we necessarily have b = ς(x).
Proof. Using the B-equivariance of the support of X we obtain
ς(x) ≤ ς(bx) = b ∧ ς(x) ≤ b ,
and, conversely, b = ς(b) ≤ ς(〈x, x〉) = ς(x).
Finally, if there exists a Hilbert basis we obtain:
Theorem 4.45 Let Q be a stably supported quantale. Any complete Hilbert
Q-module is a (necessarily stably) supported Q-module.
Proof. Define ς(x) = 〈x, x〉 ∧ e for all x ∈ X , and let Γ be a Hilbert basis
of X . By definition, in order to verify that ς is a support it only remains to
be seen that x ≤ ς(x)x for all x ∈ X . Let then s ∈ Γ . We have, using the
properties of the stable support of Q,
〈x, s〉 = ς(〈x, s〉)〈x, s〉 = (〈x, s〉〈x, s〉∗ ∧ e)〈x, s〉
≤ (〈x, x〉 ∧ e)〈x, s〉 = ς(x)〈x, s〉
= 〈ς(x)x, s〉 .
Hence, we have x ≤ ς(x)x due to 4.13, and by 4.42 we conclude that X is
stably supported.
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4.4 Groupoid sheaves
Now we achieve the main aim of this paper, which is to show that if G is
an e´tale groupoid then the classifying topos BG is equivalent to Set(O(G))
or, equivalently, to Map(O(G)-HMB). We shall do this by showing that
the O(G)-sheaves of section 3.3 coincide with the complete Hilbert O(G)-
modules.
From complete Hilbert Q-modules to Q-sheaves. We begin by recall-
ing an observation from [30, Example 4.7-3]:
Lemma 4.46 Let Q be an inverse quantal frame. If X is a complete Hilbert
Q-module then
∨
ΓX = 1.
In order to bypass differences in notation and make this paper more self-
contained we include the proof here:
Proof. First, if s ∈ I(Q) and t ∈ ΓX then st ∈ ΓX because for all x ∈ X we
have
〈x, st〉st = 〈x, t〉s∗st ≤ 〈x, t〉t ≤ x .
Hence, for all t ∈ ΓX we have 1Qt =
∨
s∈I(Q) st ≤
∨
ΓX , and thus
1X =
∨
t∈ΓX
〈1X , t〉t ≤
∨
t∈ΓX
1Qt ≤
∨
ΓX .
Theorem 4.47 Let Q be an inverse quantal frame. Every complete Hilbert
Q-module is a Q-sheaf.
Proof. Let X be an arbitrary but fixed complete Hilbert Q-module, and let
us just write Γ for the Hilbert basis ΓX . The action restricts to an action
of the base locale B ⊂ Q and we shall prove that this defines a B-sheaf by
showing that it has a Hilbert B-module structure with respect to which Γ is
a Hilbert basis. First, by the local inner product will be meant the operation
〈−,−〉ℓ : X ×X → B defined by
(4.48) 〈x, y〉ℓ = 〈x, y〉 ∧ e .
The operation 〈−,−〉ℓ is of course symmetric, and it preserves joins in the
left variable because 〈−,−〉 does and Q is a locale:〈∨
i
xi, y
〉ℓ
=
〈∨
i
xi, y
〉
∧e =
(∨
i
〈xi, y〉
)
∧e =
∨
i
〈xi, y〉∧e =
∨
i
〈xi, y〉
ℓ .
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We show that 〈−,−〉ℓ is B-equivariant in the left variable, using 2.19:
〈bx, y〉ℓ = 〈bx, y〉 ∧ e = b〈x, y〉 ∧ e = b ∧ 〈x, y〉 = b ∧ e ∧ 〈x, y〉 = b ∧ 〈x, y〉ℓ .
Hence, X together with the local inner product is a pre-Hilbert B-module.
In order to see that this is a B-sheaf let us prove that Γ is itself a Hilbert
basis for the pre-Hilbert B-module structure; that is, we shall prove that for
all x ∈ X we have x =
∨
s∈Γ 〈x, s〉
ℓs. One inequality is trivial:
x =
∨
s∈Γ
〈x, s〉s ≥
∨
s∈Γ
(〈x, s〉 ∧ e)s =
∨
s∈Γ
〈x, s〉ℓs .
In order to prove the other inequality, first we apply (2.18) with b = 〈x, s〉ℓ
and a = 〈s, t〉:〈∨
s∈Γ
〈x, s〉ℓs, t
〉
=
∨
s∈Γ
〈x, s〉ℓ〈s, t〉 =
∨
s∈Γ
〈x, s〉ℓ1 ∧ 〈s, t〉(4.49)
=
∨
s∈Γ
(〈x, s〉 ∧ e)1 ∧ 〈s, t〉 .(4.50)
Now recall the inequality (2.22):
(a ∧ e)1 ≥
∨
yz∗≤a
y ∧ z .
Applying this to the right hand side of (4.50) we obtain
(4.51)
∨
s∈Γ
(〈x, s〉 ∧ e)1 ∧ 〈s, t〉 ≥
∨
s∈Γ
∨
yz∗≤〈x,s〉
y ∧ z ∧ 〈s, t〉 .
A particular choice of y and z for which yz∗ ≤ 〈x, s〉 is to take y = 〈x, t〉 and
z = 〈s, t〉, and thus with these values of y and z the right hand side of (4.51)
is greater than or equal to∨
s∈Γ
y ∧ z ∧ 〈s, t〉 =
∨
s∈Γ
〈x, t〉 ∧ 〈s, t〉 ∧ 〈s, t〉 =
∨
s∈Γ
〈x, t〉 ∧ 〈s, t〉
= 〈x, t〉 ∧
∨
s∈Γ
〈s, t〉 = 〈x, t〉 ∧
〈∨
s∈Γ
s, t
〉
= 〈x, t〉 ∧ 〈1, t〉 = 〈x, t〉 ,
where the transition to the last line follows from 4.46. Hence, we have con-
cluded that
〈∨
s∈Γ 〈x, s〉
ℓs, t
〉
≥ 〈x, t〉 for all t ∈ Γ , which finally gives us:∨
s∈Γ
〈x, s〉ℓs ≥ x .
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From Q-sheaves to complete Hilbert Q-modules. We begin with a
simple technical lemma:
Lemma 4.52 Let Q be an inverse quantal frame and let X be a Q-sheaf.
The action of Q on O(X) restricts to a monoid action of I(Q) on the set of
local sections ΓX .
Proof. Let t ∈ ΓX and s ∈ I(Q). We want to prove that st ∈ ΓX . So let
x ≤ st and let us show that x = ς(x)st. First we note that s∗x ≤ s∗st ≤ t,
and thus
(4.53) ς(s∗x)t = s∗x
because t is a section. Secondly, we have ς(x) ≤ ς(st) ≤ ς(s) = ss∗, and thus
(4.54) ss∗x = x .
Hence, since s = ss∗s and both ς(x) and ss∗ belong to the base locale B ⊂ Q,
applying (4.53)–(4.54) and the equality ς(s∗x) = s∗ς(x)s from 3.25-2 we
obtain
ς(x)st = ς(x)ss∗st = ss∗ς(x)st = sς(s∗x)t = ss∗x = x .
Theorem 4.55 Let Q be an inverse quantal frame. Every Q-sheaf is a com-
plete Hilbert Q-module.
Proof. Let X be an arbitrary but fixed Q-sheaf, and let us denote the base
locale of Q by B. The proof has two parts: first, we construct a Q-set (I,M);
then, we prove that the Hilbert Q-module QIM (cf. 4.26) is isomorphic to
O(X).
For the set I we take the set ΓX of local sections of X . And the matrix
M : I × I → Q is defined by
I(Q)st = {a ∈ I(Q) | ς(a
∗) ≤ ς(t) and at ≤ s} ,(4.56)
mst =
∨
I(Q)st .(4.57)
First we remark that the condition at ≤ s in (4.56) is equivalent to
(4.58) ς(at)s = at
because, by 4.52, at is a local section [cf. (2.30)]. Next we mention that the
two conditions ς(a∗) ≤ ς(t) and at ≤ s in (4.56) also imply ς(a) ≤ ς(s), since
(4.59) ς(a) = ς(aς(a∗)) ≤ ς(aς(t)) = ς(at) ≤ ς(s) .
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In addition, for all a ∈ I(Q)st we have a
∗s ≤ t because from (4.59) we obtain
ς(a) ≤ ς(at), and from at ≤ s and (4.58) we obtain aa∗s = ς(a)s ≤ ς(at)s =
at, whence
a∗s = a∗aa∗s ≤ a∗at ≤ t .
It follows that a∗ ∈ I(Q)ts, and we conclude that M
∗ = M . Furthermore,
for all a ∈ I(Q)st and b ∈ I(Q)tu we have ab ∈ I(Q)su:
ς((ab)∗) = ς(b∗a∗) ≤ ς(b∗) ≤ u
abu ≤ at ≤ s .
Hence, mstmtu ≤ msu. This shows that we haveM
2 ≤M , which is equivalent
toM2 =M because Q is a supported quantale (cf. 6.4 in the appendix), and
thus (I,M) is a Q-set.
Therefore, by 4.26, we have a Hilbert Q-module QIM , whose inner prod-
uct is the dot product of QI , with a Hilbert basis Γ consisting of the rows of
M . As usual (cf. section 4.2), for each s ∈ I we denote the s-row of M by s˜.
The local inner product 〈−,−〉ℓ of QIM , as defined by (4.48), satisfies, for
all s, t ∈ I,
〈s˜, t˜〉
ℓ
= s˜ · t˜ ∧ e = mst ∧ e
=
∨
{a ∧ e | a ∈ I(Q) and ς(a∗) ≤ ς(t) and at ≤ s}
≤
∨
{a ∧ e | a ∈ I(Q) and ς((a ∧ e)∗) ≤ ς(t) and (a ∧ e)t ≤ s}
=
∨
{b ∈ B | ς(b∗) ≤ ς(t) and bt ≤ s}
=
∨
{b ∈ B | ς(b∗) ≤ ς(t) and bt ≤ s} ∧ e
≤
∨
{a ∈ I(Q) | ς(a∗) ≤ ς(t) and at ≤ s} ∧ e
= mst ∧ e = 〈s˜, t˜〉
ℓ
.
Therefore all the expressions in the above derivation are equal, and we obtain
〈s˜, t˜〉
ℓ
=
∨
{b ∈ B | ς(b∗) ≤ ς(t) and bt ≤ s}
=
∨
{b ∈ B | b ≤ ς(t) and bt ≤ s}
= ς(s ∧ t) .
Since ς(s ∧ t) is the B-valued inner product of O(X) regarded as a B-sheaf,
we conclude, by 4.29 (or [68, Lemma 5]), that O(X) ∼= BIM ℓ, where M ℓ is
the matrix defined by (M ℓ)st = ς(s∧ t). Since this matrix is also that of the
local inner product of QIM , it follows that BIM ℓ ∼= QIM , and thus O(X)
is a complete Hilbert Q-module.
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Remark 4.60 We can provide a more geometric interpretation of the for-
mula (4.57) in terms of an e´tale groupoid G rather than its quantale O(G),
whereby mst is the union of all the local bisections a that satisfy the following
three conditions (cf. 2.24):
• the domain of a is contained in the domain of the local section s;
• the image of r ◦ a is contained in the domain of the local section t;
• a acts on t yielding a subsection of s.
Hence, the logical interpretation of G-sheaves via O(G)-sets is a generaliza-
tion of that of frame-valued sets, with the truth values now defining “equal-
ity” of local sections up to local translations rather than just restriction.
The classifying topos of an e´tale groupoid. From [30, Theorem 4.1],
which applies to modular quantal frames, and hence also to inverse quantal
frames (cf. 2.29), it follows that if Q is an inverse quantal frame then a
left Q-module is a complete Hilbert Q-module with respect to at most one
inner product. Hence, being such a module is a property rather than extra
structure. Similarly, being a Q-sheaf is a property, and the results that we
have just obtained show that the two properties coincide.
Hence, in order to conclude our comparison of the classifying topos BG of
an e´tale groupoid G and Set(O(G)) we only need to see how the morphisms
of O(G)-Sh and Map(O(G)-HMB) relate to each other:
Lemma 4.61 Let Q be an inverse quantal frame. The sheaf homomorphisms
of Q-sheaves (cf. 3.30) coincide with the arrows of Map(Q-HMB).
Proof. Let X and Y be Q-sheaves and let ϕ : O(X) → O(Y ) be a sheaf
homomorphism of Q-sheaves. This is also a sheaf homomorphism of B-
sheaves, where B ⊂ Q is the base locale of Q, and thus we have ϕ = f! for a
map of B-sheaves f : X → Y (cf. 4.19 and section 2.3). The inner products
of X and Y as B-sheaves are defined by the formula (4.48), which we recall:
〈z, z′〉
ℓ
= 〈z, z′〉 ∧ e .
Hence, the adjoint of ϕ, which is given by 〈ϕ(x), y〉 = 〈x, ϕ†(y)〉, also satisfies
〈ϕ(x), y〉ℓ = 〈x, ϕ†(y)〉
ℓ
, showing that ϕ† is the adjoint of ϕ also with respect
to the B-sheaf structures of X and Y . Therefore we have f ∗ = ϕ†, showing
that ϕ† is right adjoint to ϕ; that is, ϕ is a morphism in Map(Q-HMB).
Conversely, let ϕ : O(X)→ O(Y ) be a morphism in Map(Q-HMB). By
the same reasoning as above, this is also a morphism in Map(B-HMB), and
thus ϕ is a sheaf homomorphism of B-sheaves. Since it is also a homomor-
phism of Q-modules, it is a sheaf homomorphism of Q-sheaves.
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Our main result follows immediately:
Theorem 4.62 For any e´tale groupoid G, the category Set(O(G)) (equiv-
alently, Map(O(G)-HMB)) is a Grothendieck topos and it is equivalent to
the classifying topos BG (hence it is an e´tendue).
Corollary 4.63 Any e´tendue is equivalent to Set(Q) (equivalently, Map(Q-
HMB)) for some inverse quantal frame Q.
5 Concluding remarks
Our results add credibility to the notion of sheaf for involutive quantales that
is prevalent in the literature, due to the following two reasons:
• for an e´tale groupoid G the O(G)-sets give us the classifying topos of
G;
• for involutive quantales with base locales another natural notion of
“equivariant sheaf” is obtained by generalizing the definition of Q-
sheaf of 3.26 and, as we have seen, for an inverse quantal frame Q the
resulting category Q-Sh is equivalent to Set(Q).
Another natural criterion for assessing the value of any notion of quantale
sheaf is that of whether the categories of sheaves are toposes. This topic has
been very recently addressed in [28, Proposition 4.4.12] by showing that
the category of Q-sheaves is a Grothendieck topos if and only if Q is a so-
called Grothendieck quantale, by which is meant a modular quantal frame
that satisfies an additional simple algebraic condition. (In particular, inverse
quantal frames are Grothendieck quantales.)
This criterion leaves out stable quantal frames which, as we have seen (cf.
2.28), are more general than modular quantal frames but nevertheless form
an algebraically nice class of quantales. While it is not inconceivable that
a slightly more restricted notion of sheaf might be appropriate for stable
quantal frames, especially if this yields toposes of sheaves, presently not
much motivation seems to exist in order to pursue this question due to the
unavailability of natural examples of stable quantal frames beyond those that
are inverse quantal frames (despite which there may be reasons for addressing
even more general stably supported quantales, as hinted at in the beginning
of section 4.3). Nevertheless we remark that any stable quantal frame Q has
a base locale B, and that in those particular cases where Q is an inverse
quantal frame every complete Hilbert Q-module X is also a B-sheaf, as has
been proved in Theorem 4.47. This is a rather natural property, but it
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depends crucially on the fact that the Hilbert sections of X cover X , which
is false in general for Hilbert modules on arbitrary stable quantal frames, as
example 4.12 shows. Hence, if Q is a stable quantal frame, we regard this
cover condition as an example of an axiom that may make sense adding to
the definition of sheaf for Q.
6 Appendix
We provide a brief survey of the variants of the notion of quantale-valued set
that exist in the literature in order to make clear that they are all equivalent
in the cases that interest us in this paper, namely inverse quantal frames, and
even more generally in the case of stably Gelfand quantales, which encompass
the known examples of quantales-as-spaces. In this way we intend to convey
an idea of robustness of the definitions that surround the notion of sheaf
for involutive quantales and that such sheaves can indeed be taken to be
quantale-valued sets, or, equivalently, complete Hilbert modules. We shall
also describe completeness of quantale-valued sets and compare it with the
natural notion of completeness that arises from complete Hilbert modules,
concluding that the two notions coincide.
Stably Gelfand quantales. Mulvey [48,51] has noticed that the notion of
Gelfand quantale (referred to as “localic quantale” in [48]) plays a relevant
role in the study of quantales of C*-algebras. A Gelfand quantale is an
involutive quantale whose right sided elements (that is, those elements a
such that a1 ≤ a) satisfy the regularity (or “Gelfandness”) condition aa∗a =
a. Later, he and Ramos [54, 63] have put forward the stronger notion of
locally Gelfand quantale, which is important in connection with their study
of quantal sets and sheaves on involutive quantales; in a locally Gelfand
quantale, all the elements a such that a ≤ p and ap ≤ a for some projection
p are required to be regular. An even stronger notion is the following:
Definition 6.1 By a stably Gelfand quantale is meant an involutive quantale
Q such that, for all a ∈ Q, if aa∗a ≤ a then aa∗a = a (in other words, if a is
“stable” under the operation a 7→ aa∗a then it is a “Gelfand element”, hence
the terminology).
The main examples of “quantales-as-spaces” are stably Gelfand:
Example 6.2 1. Any involutive quantale Q that satisfies the condition
a ≤ aa∗a for all a ∈ Q is stably Gelfand. This includes supported
quantales and, hence, modular quantales. It also includes the involutive
quantales associated to localic or topological open groupoids.
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2. The involutive quantale MaxA of a C*-algebra A is stably Gelfand be-
cause it satisfies the condition V V ∗V V ∗ ≤ V V ∗ ⇒ V V ∗V = V for all
V ∈ MaxA. To some extent this example enables us to generalize to ar-
bitrary sub-C*-algebras the constructions, due to Kumjian and Renault
[41, 64], of e´tale groupoids from suitable commutative sub-C*-algebras
of C*-algebras (“diagonals”), via a construction that associates a lo-
calic e´tale groupoid to each projection of a stably Gelfand quantale.
See [67] for this construction and a proof that MaxA is stably Gelfand.
The first appearance of stably Gelfand quantales in writing seems to be in
[20], where these quantales (in fact quantaloids) are called pseudo-rightsided
and play an important role in unifying variants of the notion of quantale-
valued set, as we shall see.
Quantale-valued sets. Let Q be an involutive quantale. As we have men-
tioned in section 4.2, there is a logical interpretation of Q-sets (cf. com-
ments after 4.20). This point of view is emphasized by Mulvey and Ramos
[54, 63], who adopt the style of notation introduced earlier for frame-valued
sets [6, Section 2; 17; 31; 35, pp. 502–513] (subsequently applied to right-
sided quantales) and define a quantal set over Q to be a set I equipped with
mappings
E : I → Q [[· = ·]] : I × I → Q ,
referred to respectively as extent and equality, satisfying the following con-
ditions for all α, β, γ ∈ I:
1. E(α) = [[α = α]]
2. [[α = β]]∗ = [[β = α]]
3. [[α = β]][[β = γ]] ≤ [[α = γ]]
4. [[α = β]] ≤ E(α)[[α = β]]
5. [[α = β]] ≤ [[α = β]]E(β).
We remark that E is used for convenience only, since it is derived from equal-
ity. The third condition (transitivity of equality) ensures that the matrix A
defined by aαβ = [[α = β]] satisfies AA ≤ A, and the converse inequality holds
due to the first and fourth (or fifth) conditions. Hence, since the mapping E
is redundant, a quantal set is the same as a strict Q-set in sense of Garraway
[20] and Gylys [26]:
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Definition 6.3 Let Q be an involutive quantale. A Q-set is strict if for all
α, β ∈ I we have aααaαβ = aαβ (and thus also aβαaαα = aβα).
Mulvey and Ramos further define a Gelfand quantal set to be a quantal
set satisfying the following condition for all α and β:
[[α = β]] ≤ [[α = β]][[α = β]]∗[[α = β]] .
Theorem 6.4 If Q is stably Gelfand all the above variants of Q-valued set,
namely Q-sets, quantal sets (= strict Q-sets), and Gelfand quantal sets, coin-
cide. In particular, if Q is a frame we obtain the usual notion of frame-valued
set.
Proof. Every Q-set (I, A) satisfies AA∗A ≤ A and thus aαβa
∗
αβaαβ ≤ aαβ for
all α, β ∈ I. Hence, if Q is stably Gelfand we have aαβa
∗
αβaαβ = aαβ for all
α, β ∈ I and thus the Q-set is strict [20, Lemma 4.1]:
aαβ = aαβa
∗
αβaαβ = aαβaβαaαβ ≤ aααaαβ ≤ aαβ .
If Ω is a frame, in matrix language its frame-valued sets are the Ω-valued
matrices A that satisfy AA ≤ A = AT , and thus they coincide with Ω-sets
according to 4.20 because frames, seen as quantales with trivial involution,
are stably Gelfand.
Maps. Similarly to quantale-valued sets, there are strict notions of map:
Definition 6.5 Let Q be an involutive quantale, and let F : (I, A)→ (J,B)
be a map of Q-sets. The map F is said to be strict if it satisfies the conditions
fβα = fβαaαα(6.6)
fβα = bββfβα(6.7)
for all α ∈ I and β ∈ J .
Lemma 6.8 Let F : (I, A) → (J,B) be a map of Q-sets. If (I, A) is strict
then F satisfies (6.6). If (J,B) is strict then F satisfies (6.7).
Proof. Assume that (I, A) is strict. Then for all α ∈ I and β ∈ J we have
fβα = (FA)βα =
∨
α′
fβα′aα′α =
∨
α′
fβα′aα′αaαα = (FA)βαaαα = fβαaαα .
The strictness condition (6.7) follows from the strictness of (J,B) is a similar
way using the equality F = BF .
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Mulvey and Ramos [54, 63] have proposed a notion of map which is for-
mally equivalent to the above notion of strict map, and thus also equivalent
to a general map because their quantal sets are strict Q-sets. They have also
defined a map F to be Gelfand if the condition
fβα ≤ fβαf
∗
βαfβα
holds for all α and β, and they have proved that, if Q is locally Gelfand, the
composition of two Gelfand maps is a Gelfand map. In this way a category
of Gelfand quantal sets and Gelfand maps is defined.
But, again, if Q is stably Gelfand (rather than just locally Gelfand) there
are additional simplifications, since any map is necessarily strict and Gelfand:
Theorem 6.9 If Q is stably Gelfand all the above variants of map of Q-set
coincide. In particular, if Q is a frame we obtain the usual notion of map of
frame-valued sets.
Proof. Any map F : (I, A) → (J,B) satisfies FF ∗F ≤ BF = F , and thus
fβαf
∗
βαfβα ≤ fβα for all α and β. Hence, if Q is stably Gelfand we obtain
fβαf
∗
βαfβα = fβα, showing that F is a Gelfand map. And F is strict due to
6.4 and 6.8. Finally, in matrix language, for a frame Ω a map of Ω-valued sets
F : (I, A) → (J,B) is [35, pp. 502–513] an Ω-valued matrix F : J × I → Ω
satisfying
fβα ≤ aαα ∧ bββ
fβα ∧ aαα′ ∧ bββ′ ≤ fβ′α′
fβα ∧ fβ′α ≤ bββ′
aαα ≤
∨
β
fβα
for all α ∈ I and β ∈ J , and it is easy to see that this is just the definition of
strict map in frame language: strictness is the first condition; together with
the second one it gives us BFA = F ; the third one is FF ∗ ≤ B; and the
fourth one is aαα ≤ (F
∗F )αα, which together with the strictness of (I, A)
gives us A ≤ F ∗F .
Complete quantale-valued sets. In order to describe completeness of
quantale-valued sets it will be convenient to depart from our usual convention
and identify mappings S : I → Q with column matrices instead of row
matrices — with the adjoint S∗ being regarded as a row matrix. The following
definition is adapted from [20, 26].
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Definition 6.10 Let Q be an involutive quantale, and let (I, A) be a Q-set.
By a singleton map (or simply a singleton) of (I, A) is meant a mapping
S : I → Q for which there exists a projection q ∈ Q such that S, regarded
as a column matrix I × {∗} → Q, defines a map of Q-sets S : [q] → (I, A)
where [q] is the Q-set defined by the {∗} × {∗} matrix with single entry q.
In other words, S : I → Q is a singleton if and only if it satisfies, for some
projection q, the following conditions for all α, β ∈ I:
sα = sαq(6.11)
q ≤ S∗S =
∨
γ∈I
s∗γsγ(6.12)
sα =
∨
γ∈I
aαγsγ(6.13)
sαs
∗
β ≤ aαβ .(6.14)
Again there is a logical interpretation, namely S can be regarded as a “sub-
set” of I with sα being the truth value of the assertion that α belongs to S.
In particular, (6.13) implies
(6.15) aαβsβ ≤ sα ,
which can be read “if α equals β and β is in S then so is α”, and (6.14) can
be read “if α is in S and β is in S then α equals β”; the latter expresses the
idea that S is a “singleton subset”.
We remark that if (I, A) is a strict Q-set then, multiplying both sides of
(6.13) on the left by aαα, we obtain a strictness condition for singletons:
(6.16) aααsα = sα .
We also remark that the conjunction of (6.15) and (6.16) is equivalent to
(6.13).
As before, simplifications arise if Q is stably Gelfand:
Theorem 6.17 Let Q be a stably Gelfand quantale, and let S : I → Q be a
mapping. Then S is a singleton if and only if it satisfies (6.14) and (6.15).
Furthermore, if S is a singleton we have
(6.18) sαs
∗
αsα = sα
for all α ∈ I.
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Proof. If S is a singleton it satisfies (6.14) by definition, and (6.15) follows
from (6.13), as we have already mentioned above. Conversely, assume that S
satisfies (6.14) and (6.15), and let q = S∗S. This projection trivially satisfies
(6.12). It also satisfies (6.11) because, by 6.9, S is necessarily a Gelfand map:
sαq = sα
∨
γ
s∗γsγ ≥ sαs
∗
αsα ≥ sα ;(6.19)
sαq =
∨
γ
sαs
∗
γsγ ≤
∨
γ
aαγsγ ≤ sα .(6.20)
In addition, we conclude that all the above inequalities are in fact equalities,
and thus from (6.20) we obtain (6.13). Hence, S is a singleton. Similarly,
the conclusion that singletons satisfy (6.18) follows from (6.19).
Mulvey and Ramos [54,63] define singletons in a different way. According
to their definition a singleton is, in matrix language, a mapping S : I → Q
that satisfies (6.14) and (6.15) together with the condition sα ≤ sαs
∗
αsα.
Hence, if Q is a stably Gelfand quantale their notion of singleton is equivalent
to the one we have been using. In particular, if Q is a locale this coincides
with the standard notion of singleton for frame-valued sets [6, Section 2; 17;
31; 35, pp. 502–513].
Let (I, A) be a Q-set, again with Q stably Gelfand. It is immediate that
every column of A is a singleton. A Q-set is said to be complete if each of
its singletons arises in this way from a unique column of A, and there is a
notion of completion of (I, A), which is the complete Q-set that consists of
the set of all the singletons of (I, A) equipped with the matrix Â defined by
a dot product:
aˆST = S
∗T =
∨
α∈I
s∗αtα .
If B is a frame, the difference between arbitrary B-sets and the complete
ones is that the latter are more canonical in the sense that there is a functor
from Sh(B) to Set(B) that to each sheaf assigns a B-set that is complete.
However, it is well known that the category Set(B) is equivalent to its full
subcategory of complete B-sets (and equivalent to Sh(B)). Analogously,
for a stably Gelfand quantale Q the category Set(Q) is equivalent to its full
subcategory of complete Q-sets. This fact is proved by Garraway [20, Section
4] and it shows that, to a large extent, for stably Gelfand quantales the
completeness of Q-sets is irrelevant.
Completeness via Hilbert modules. Now let us compare, for a stably
Gelfand quantale Q, the notion of complete HilbertQ-module with the notion
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of complete Q-set, namely seeing that the former is more canonical than Q-
sets exactly for the same reason that complete Q-sets are: the completion of
a Q-set (I, A) coincides (up to renaming of matrix indices) with the Q-set
associated to the Hilbert Q-module QIA.
Theorem 6.21 Let Q be a stably Gelfand quantale, let (I, A) be a Q-set,
and let S : I → Q be an arbitrary mapping. The following statements are
equivalent:
1. S is a singleton of (I, A);
2. S∗ is a Hilbert section of the Hilbert Q-module QIA.
Moreover, letting (Î , Â) be the completion of (I, A) we have, for all S, T ∈ Î,
the following equality:
(6.21) (Â)ST = 〈S
∗, T ∗〉 .
Proof. First assume that S is a singleton; that is, S satisfies the following
two conditions:
AS = S ,
SS∗ ≤ A .
Hence, S∗ is in QIA, for S∗A = S∗A∗ = (AS)∗ = S. Moreover, for any other
mapping v ∈ QIA (regarded as a row matrix) we have
〈v, S∗〉S∗ = vSS∗ ≤ vA = v ,
and thus S∗ is a Hilbert section.
Now assume that S∗ is a Hilbert section of QIA (regarded as a row ma-
trix). The condition AS = S follows from S∗A = S∗, and the Hilbert section
condition gives us s˜SS∗ ≤ s˜ for all s ∈ I:
s˜SS∗ = 〈s˜, S∗〉S∗ ≤ s˜ .
Hence, we obtain ASS∗ ≤ A, i.e., SS∗ ≤ A, and thus S is a singleton.
Finally, (6.21) is immediate: (Â)ST = S
∗T = S∗T ∗∗ = 〈S∗, T ∗〉.
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