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ABSTRAKSI 
Penggalian data sangat penting untuk proses pengumpulan data dan 
untuk penyimpanan data . Di sisi lain, data mentah yang tersedia sangatlah besar 
sehingga analisis manual tidak lagi memungkinkan untuk menangani masalah 
data. Permasalahan utama dari penggalian data adalah munculnya beberapa 
struktur data baru yang dimaksudkan untuk memperbaiki efisiensi dari penggalian 
data. Dan tidak satu pun dari struktur data tersebut yang mampu menangani 
semua masalah penggalian data. 
Fold-Growth mempakan salah satu dari metode penggalian pola 
asosiasi dengan menggunakan struktur data SOTrieiT (Support Ordered-Trie 
Itemset) dalam proses penggalian itemset yang frequent. SOTrieiT adalah sebuah 
struktur data yang dapat melakukan ekstraksi 1-itemset dan 2-itemset dari semua 
transaksi dalam basis data. Dengan menggunakan basis data transaksi yang terdiri 
dari kode transaksi, dan kode dari barang yang di beli, algoritma ini akan diproses 
untuk menghasilkan pola asosiasi. Pada penelitian ini, algoritma FOLD-growth 
akan dibagi dalam empat tal1apan utama yaitu, tahapan penggalian 1-itemset 
frequent dan 2-itemset frequent, tahap pemangkasan item-item yang tidak 
frequent, membangun FP-tree, dan talmpan penggalian semua itern.set frequent. 
Berdasarkan uji coba, yang melibatkan dataset sintetik, dapat 
disimpulkan bahwa secara umum durasi eksekusi dan utilisasi memori Fold-
Growth lebih kecil dibandingkan dengan FP-Growth. 
Kata Kunci : FP-growth, SOTrien: J.'old-Growth, pola asosiasi, penggalian data, 
struktur data .. 
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ABSTRACT 
Data mining is very important for data collecting and storage tools_ On 
the other hand, raw data is so abundant that manual analysis is no longer possible. 
The main problem of data mining is the introduction of several novel data 
structures to improve mining efficiency. And none of data structures can solve 
every problems of data mining. 
Fold-Growth is one of association mles mining method using 
SOTrieiT (Support Ordered-Trie Itemset) data structure in mining frequent 
itemset. SOTrieiT is a data stmcture that can extracting 1-itemsets and 2-itemsets 
from all transactions. With transaction basis data consisted of ID Transaction, and 
Code of item's bought, the algorithm will be processed to yield the association 
rules. In this research, Fold-Growth algorithm will be devided in four main steps 
which is, the phase of mining 1-Itemset and 2-Itemset, pruning item that is not 
frequent, construct FP-tree, and phase of mining Frequent ItemseL 
Reffering to the experiments, involving a wide range of synthetic data 
sets, can be concluded that the execution time and memory utilization of FOLD-
growth algorithm generally more effisien than FP-growth algorithm. 
Keywords : FP-growth, SOTriel1; Fold-Growth, association rules, data mining, 
data structure. 
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· 1.1 Latar Belakang 
BABI 
PENDAHULUAN 
Dewasa ini, proses penggalian data sangat dibutuhkan dalam 
dunia industri. Alasan utamanya adalah berdasarkan pada pentingnya 
kebutuhan untuk mengubah data menjadi informasi dan pengetahuan yang 
berguna dalam dunia perindustrian, sedangkan data mentah yang tersedia 
semakin besar jumlahnya sehingga proses penggalian data secarc1 manual 
tidak lagi memungkinkan. Penggalian data merupakan upaya untuk 
melakukan ekstra.ksi pola informasi atau pengetahuan yang menarik dari 
sejumlah besar data. Suatu informasi atau pengctahuan dapat dikatakan 
menarik apabila pola atau pengetahuan tersebut bersifat non-trivial, 
implisit, belum diketahui sebelumnya, dan bcrmanfaat. 
Dari sekian banya.k fungsionalitas dalam penggalian data, salah 
satu fungsi yang menarik adalah fungsi penggalian pola asosiasi. 
Dikatakan menarik karena penggalian pola asosiasi sudah banyak dikenal 
dalam dunia perindustrian dan memiliki banyak kegunaan dalam berbagai 
macam situasi seperti e-commerce, klasifikasi, pengelompokan, dan lain 
sebagainya. Dalam proses penggalian data dan menganalisis pola asosiasi 
a.kan ditemukan atribut-atribut yang menunjukkan kondisi dimana atribut-
atribut tersebut sering muncul bersamaan dalam suatu data yang diberikan. 
Penggalian pola asosiasi ini biasanya sering diguna.kan dalam 
menganalisis data transaksi. Penggalian pola asosiasi ini sering pula 
disebut sebagai Market Basket Analysis. 
Seiring dengan bertambah banyaknya ketersediaan data 
mentah, dunia pemrograman pun semakin bertambah rumit. Sehingga 
dimunculkan banyak struktur data yang bervariasi untuk mcnyelesaikan 
suatu permasalahan penggalian data dengan berbagai kondisinya. Struktur 
data yang ada tersebut dimaksudkan untuk mempermudah kinerja 
pemrograman sehingga dapat menghasilkan algoritma yang lebih efisien. 
Dengan mengguna.kan algoritma penggalian data yang efisien maka, 
1 
perolehan yang dicapai dapat dihasilkan dalam waktu yang relatif singkat. 
Dalam penggalian data sangatlah penting untuk menghasilkan proses 
komputasional yang etisien dan efektif 
Sampai saat ini, ada banyak struktur data dengan algoritma-
algoritma penggalian data yang digunakan dalam upaya untuk 
memperbaiki kinerja penggalian pola asosiasi. Namun, struktur data dan 
algoritma tersebut hanya mampu untuk menangani permasalahan 
penggalian data dalam kondisi tertentu saja. Seperti misalnya, algoritma 
apriori mampu menyelesaikan persoalan penggalian data namun, memiliki 
kekurangan dalam hal efisiensi dan efektivitas. Maka, dalam tugas akhir 
ini, akan mempelajari struktur data preprocessing dalam penggalian pola 
asosiasi. Pembahasan dalam tugas akhir ini akan meliputi struktur data 
yang dikenal dengan Support-Ordered Trie Itemset (SOTrieiT) dan 
algoritma yang berhubungan dengan penggalian pola asosiasi. Dalam 
tugas akhir ini, akan dilakukan percobaan yang melibatkan data sintetis 
yang berukuran besar dan menggunakan algoritma FOLD-growth (Fast 
Online Dynamic-Growth) yang kemudian akan dibandingkan kinerjanya 
dengan algoritma FP-growth untuk melakukan analisis efisiensi dan 
efektifitasnya. 
1.2 Permasalahan 
Berbagai permasalahan dalam tugas akhir ini adalah : 
1. Bagaimana menerapkan metode SOTrie dalam menggali sebuah basis 
data transaksi? 
2. Bagaimana meminimalisasi kinerja program FOLD-growth secara 
optimal sehingga, waktu proses penggalian pola asosiasi dapat lebih 
cepat dibangdingkan algoritma FP-growth? 
3. Bagaimana membangkitkan data sintetis sebagai basis data transaksi 
untuk sistem ini? 
4. Bagaimana menguji ketepatan penerapan algoritma FOLD-growth 
dengan menggunakan struktur data SOTrie? 
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1.3 Batasan Masalah 
Batasan masalah dalam tugas akhir ini adalah : 
1. Data yang akan diproses ada1ah basis data transaksi sintetis. 
2. Jumlah item yang dibe1i dalam sebuah transaksi diabaikan. 
3. Basis data dibatasi hanya untuk maksimal 32,000 items yang berbeda 
4. Basis data dapat diproyeksi ke dalam memori. 
1.4 Tujuan 
Tujuan tugas akhir ini adalah mengimplementasikan algoritma 
FOLD-Growth untuk penggalian pola asosiasi dengan menggunakan 
struktur data SOTrie dalam menggali pola asosiasi dari sebuah basis data 
transaksi sintetis dan rnernbandingkannya dengan algoritma FP-growth. 
1.5 Metodologi 
Penyusunan tugas akhir ini dibagi rnenjadi beberapa tahapan 
sebagai berikut : 
1. Studi literatur 
Aktivitas yang dilakukan pada tahapan ini adalah mengumpulkan dan 
mempelajari berbagai literatur yang terkait dengan proses penyusunan 
sistem ini, antara lain yang berhubungan dengan algoritma FOLD-
Growth, metode SOTrie, pembangkitan basis data transaksi sintetis, 
struktur data lainnya yang terkait, dan berbagai literatur lain yang 
masih dalam lingkup permasalahan tugas akhir ini. 
2. Perancangan sistem 
Aktivitas yang dilakukan pada tahapan ini adalah rneny-usun urutan 
dari algoritma FOLD-Growth denga.n metode SOTrie dalam 
penggalian pola asosia.si. Serta, merencanakan masukan, proses, dan 
keluaran yang dibutuhka.n dalam membuat sistem. 
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3. Pembuatan aplikasi 
Aktivitas yang dilakukan pada tahapan ini adalah membangun basis 
data transaksi sintetis dan membangun aplikasi berbasis java untuk 
menerapkan algoritma FOLD-Growth dengan metode SOTrie yang 
bertujuan untuk mendapatkan pola-pola asosiasi yang sesuai dengan 
basis data transaksi yang telah dibangkitkan. 
4. Evaluasi dan revisi aplikasi 
Aktivitas yang dilakukan pada tahapan ini adalah melakukan pengujian 
dan melakukan evaluasi pada aplikasi yang telah dibuat dengan 
menggunakan data kecil dan data besar. 
5. Penyusunan laporan tugas akhir 
Aktivitas yang dilakukan pada tahapan ini adalah menyusun 
dokumentasi yang menjelaskan dasar teori dan metode yang digunakan 
serta basil yang telah dibuat. 
1.6 Sistematika PenuJisan Tugas Akhir 
Penulisan tugas akhir ini dibagi menjadi enam bab yang 
pembagiannya adalah sebagai berikut: 
BABIPENDAHULUAN 
Bab ini berisikan penjelasan tentang latar belakang, pennasalahan, batasan 
masalah, tujuan, metodologi, dan sistematika penulisan tugas akhir. 
BAB II PENGGALIAN POLA ASOSIAS1 DENGAN ALGORITMA 
FOLD-GROWTH 
Bab ini berisikan penjelasan secara khusus tentang penggalian pola 
asosiasi dengan menggunakan algoritma FOLD-Growth serta metode 
SOTrie dalam melakukan penggalian basis data transaksi. 
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BAB III PERANCANGAN DAN IMPLEMENTASI PERANGKAT 
LUNAK 
Bab ini berisikan penjelasan tentang rancangan data, rancangan perangkat 
lunak, implementasi data, implementasi perangkat lunak, dan 
implementasi antarmuka. 
BAB IV Ufl COBA DAN EVALUASJ 
Bab ini berisikan penjelasan tentang hasil uji coba dari implementasi 
algoritma FOLD-Growth dengan metode SOTrie serta evaluasi yang 
diberikan terhadap hasil uji coba yang diperoleh. 
BAB V PENUTUP 
Bab ini berisikan kesimpulan dan kemungkinan pengembangan perangkat 
lunak ini lebih lanjut. 
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BABD 
PENGGALIAN KAIDAH ASOSIASI DENGAN 
ALGORITMA FOLD-GROWTH 
2.1 Penggalian Data 
Penggalian data adalah proses untuk menemukan informasi 
menarik (non trivial, tcrselubung, tidak diketahui sebelurnnya dan sangat 
berguna) atau kaidah-kaidah dari penyimpan informasi yang berulruran 
seperti basis data, gudang data (data warehouses), penyimpanan XML, 
dan lain sebagainya [Sl. Penggalian data juga dikenal sebagai salah satu 
proses inti dari Penemuan Pengetahuan dalam Basis Data (Knowledge 
Discovery in Database I KDD). 
Macam-macam teknik penggalian data diaplikasikan pada 
sumber data, pengetahuan yang berbeda-beda muncul sebagai hasil dari 
penggalian. Informasi atau pengetahuan yang diperoleh ini sangat 
berharga bagi pihak manajemen bisnis, kendali produksi, analis pasar, 
hingga praktisi desain teknik dan eksplorasi kcihmnm. 
Secara umum, penggalian data dapat diklasifikasikan 
berdasarkan fungsionalitasuya ke dalam tujuh kategori yaitu, deskripsi 
kelas, penggalian kaidah asosiasi, penggalia.n kaidah sekuensial,. klasifikasi 
dan prediksi, anal isis klaster, analisis kebohongan, dan analisis evolusi. 
2.2 Penggalian Kaidab Asosiasi 
Definisi dari pencarian kaidah asosiasi adalah menemukan 
himpunan item yang dimuat secara bersamac~mma oleh sejumla-h transak-s.i 
dalam sebuah basis data dengan menggunakan dua buah parameter yaitu, 
support dan confidence. Nilai dari support dan confidence berkisar anta:ra 
0 - 1 atau 0% - 100%. Berikut sedikit penjelasan mengenai support dan 
confidence. 
Dimisalkan terdapat variabel I yang berisikan sejumlah n item 
yang kemudian dinamakan sebagai Itemset. Dan basis data transaksi DB 
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yang berisi sejumlah transaksj T, setiap tnmsaksi T berisj id key yaitu TID, 
dan himpunan item dari I atau dinotasikan T c I . Dik:atakan X dan Y 
adalah itemset dan transaksi T jika dan hanya jika X c: T dan Y c T . 
Sehingga nilai support count X ( u (X)) merupakan jumlah tnmsak:si T 
yang memuat itemset X dalam basis data DB. 
Dikatakan kaidah asosiasi X~ Y bilamana X c I, Y c I , dan 
X n Y 7:- 0 . Sehingga x~ Y memiliki support S yang mempakan nilai 
persentase item set X u Y pada basis data DB. X~ Y memiliki confidence 
C yang merupakan nilai persentase jumlah itemset X yang terdapat dalam 
relasi I yang diikuti itemset Y Berikut persarnaan ( 1) untuk menentukan 
support dan persamaan (2) untuk menentukan confidence dari kaidah 
asosiasi X~ Y. 
Support(X-.Y) = P(X v f) ...... ...................................... (1) 
Confidence(X ~ Y) ~ P(X I Y) .. ...... ....... ...... ............. ......... . (2) 
Berikut ini adalah contoh yang dapat digunakan untuk 
menjelaskan mengenai support dan confidence dalam kaidah asosiasi. 
Tabel 2.1 merupakan tabel data item judul film dengan kode untuk 
masing-masing judul film. Sedangk:an tabel 2.2 merupakan tabel transaksi 
dalam suatu basis data. Tabel ini juga akan digunakan pada contoh 
berikutnya dalam pembangunan FP-tree dan dalam penggunaan algoritma 
FP-growth dan algoritma FOLDARM. 
8 
Tabel 2. 1. Himpunan Item 
·-·----······-·-- ------·--
Judul Film Kode 
-- -
--
Harry Potter "Chamber of Secret" I, 
-·~ ~--Samurai X h 
- -
-
Batman Begins h 
_ ................ _ ..... 
·- --·--·---
A Cinderella Story 14 
-·-
Detective Conan Is 
,._, .... , ... _ ....................... ,. .. ~'-'""-·--·-·------Madagaskar 16 
Spongebob Squarepants 17 
- -r--
Garfield The Movie Is 
__ .. __ 
-
Romeo and Juliet 19 
Titanic ho 
-
-
Hamlet In 
... ,. . ., .. ~------···~-- -- ----- --·-·····-·--··· .. ··· 
Fairly Odd Parents I12 
------·----
Dora The Explorer I13 
American Pie h4 
Birth hs 
-
Moulin Rouge I16 
·--·-·-
--
Tabel 2.2. Basis data transaksi 
-OMMM _ _,_MHOH_O,>H0"'"' ... '''''''"''"'"" 
"" 
TID Items _bought 
1 {16, I1, h, 4 b I9, 113t 116} 
2 {h, h, h, 16t h2t I13, l1s} 
3 {121 16, Is, I1o, hs} 
. ______ .............................. _ .................... , 
"' - - --
""'''"' 
4 {12t h, In, Is, h6} 
5 {h, 16, h, Is, 112t h6, I13,. h4} 
Bila {16}--{II} adalah kaidah asosiasi, maka dapat dikatakan 
kastamer menonton (x, "4") .- menonton (x, "I() [S ::= 60%, C ~ 75%]. 
Gambar 1 menunjukkan basil perhrttmgm support dan corrfidene:e urrtuk 
{4}~{11} . 
Sun'Port(l ---1' I)= a(/6 ,/1 ) 
r. 6 I I Tl 
3 
Support(/ 6 ---1' / 1) = - = 60% 5 
a(/ ,I) Con.fidence(/6 ---1' 11) = 6 1 
a(/6) 
3 Con.fidence(/6 ---1' / 1) =- = 75% 4 
---·- --- ------' 
Gambar 2.1. Nilai Support dan Confidence untuk {I6}-{I1} 
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Pencarian kaidah asosiasi dapat melalui beberapa metode 
beberapa diantaranya adalah dengan menggunakcm algoritma FP-growth 
dan algoritma FOLDARM. Pada algoritma FP-growth ini menggunakan 
struktur Frequent Pattern - tree atau disebut FP-tree. Penjelasan mengenai 
FP-tree dan FP-growth serta FOLD ARM ada pada subbab-subbab berilrut. 
2.3 Definisi Permasalaban 
Didefinisikan I = {a1, a2, ... , aN} adalah himpunan semua item 
maka, itemset adalah subset dari I. Sebuah transaksi adaJah sebuah itemset 
yang berisikan sejumlah item-item yang merupakan subset dari J. Sebuah 
item dapat muncul paling banyak satu kali dalam sebuah transaksi, tapi 
dapat muncul lagi dalam transaksi yang berbeda. Jumlah semua item 
dalam sebuah itemset dinamakan panjang itemset (count). 
Sebuah basis data transaksi D adalah sebuah himpunan tupel 
{TID, 1} dengan TID adalah id_transaksi sedangkan T adalah transaks.i. 
Transaksi T merupakan sebuah itemset Dapat disimpulkan, untuk itemset 
X c I dan transaksi T, dapat dinyatakan T memuat itemset X jika dan 
hanya jika X cT. Setiap itemset dalam basis data memiliki support 
count yang dilambangkan dengan ax. Support count merupakan jumlah 
transaksi dalam basis data D yang memuat suatu item tertentu. Misal, 
dalam basis data D, terdapat itemset T = {a, b) yang muncul dalam 4 
transaksi maka, support count untuk itemset T adalah 4. 
Sebuah support merupakan persentase jumlah transaksi yang 
memuat sekumpulan item yang muncul secara be:rsamaan dari jumlah total 
transaksi yang ada di basis data . Sedangkan batas minimum support 
yang dilambangkan dengan s merupakan nilai yang ditentukan oleh 
pengguna untuk membatasi nilai support. IDI merupakan total jurnlah 
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transaksi dalam basis data. Sebuah itemset dinyatakm large a:tau freqcwrrt 
apabila a 2: IDI x s. Misalkan, terdapat itemset X dan Y dimana X c I, 
Y c I , dan X nY = @ maka, nilai support untu.k X :::::> Y bisa diperoleh 
melalui rumus: 
s(X => Y) = a( X, Y) 
IDI 
Sebuah confidence merupakan ukuran dari kekuatan sebuah 
kaidah asostast. Sedangkan batas minimum confidence yang 
dilambangkan dengan c merupakan nilai yang ditentukan oleh pengguna 
untuk membatasi nilai confidence sehingga kaidah asosiasi yang 
ditemukan dapat dispesifikasikan menurut kebutuhan pengguna. Misalkan, 
terdapat itemset X dan Y dimana X c I, Y c I, dan X n Y = @ maka, 
nilai confidence untuk X => Y bisa diperoleh melalui rumus: 
c(X => Y) = a( X, Y) 
a( X) 
Sebuah transaksi X => Y dapat dinyatakan sebagai kaidah 
asosiasi apabila c( X => Y) ~ c dan s( X :::> Y) ~ s. 
Permasalahan penggalian kaidah asosiasi didefinisikan sebagai 
pencanan semua kaidal1 dalam basis data yang memiliki support dan 
confidence yang lebih besar dari batas yang ditentukan oleh pengguna. 
Sedangkan penggalian kaidah asosiasi dapat dibagi menjadi dua 
permasalahan khusus yaitu, menemukan sejumlah itemset yang frequent 
dan membangkitkan kaidah asosiasi dari sejumlah itemset yang frequent 
tersebut. Dalam tugas akhir ini, akan lcbih ditekankan dalam perrnasaJahan 
khusus yang pertama. 
2.4 Penggalian Kaidab Asosiasi dengan Pendekatan Frequent 
Pattern-Growth (FP-Growth) 
Pada algoritma FP-Growth ini penggalian itemset-itemset yang 
frequent akan dilakukan dengan cara membangkitkan struktur data Tree 
atau disebut dengan FP-Tree. Struktur data FP-Tree ini akan dijelaskan 
pada subbab berikut. Algoritma FP-growth melibatkan tiga tahapan utama 
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yaitu, (a) tahap pembangkitan conditional pattern base, (b) tahap 
pembangkitan conditional FP-tree, dan (c) taltap pencarian frequent 
itemset. Tiap-tiap tahapan akan dijelaskan dengan rnenggtmalnm contoh 
FP-tree yang telah dibangun sebelumnya. 
Header Table 
Item Head of Node Links 
le ---------- ------
b --------
1, 
12 
,,3 
1,6 
' 
' 
' 
' 
' ' 
' ' 
' ' 
' ' ' ' ' ......... 
' ' ' ' ' 
' ' ' ', 
' ' 
' ' 
' ' 
' ' 
' 
' 
' 
' 
' 
' 
' 
' 
I 
I 
I 
I 
a) Tahap Pembangkitan Conditional Pattern Base 
Conditional pattern base merupakan subdatabase yang 
berisikan prefix path (hirnpumm item tcrumt yang mengawali k-
itemsets), dan suffix pattern (k-itemsets). Misalnya, sebuah itemset 
yang telah terurut berdasarkan support descending order {16, I3, I1, In, 
It6}, apabila lt6 merupakan suffix pattern maka, 16, h, It, I13 adalah 
prefix path. 
Pembangkitan conditional pattern base didapatkan melalui FP-
tree yang telah dibangun berdasarkan sebuah basis data transaksi. 
Dimana prefiks path dibangun berdasarkan hubungan frequent items 
yang sama pada FP-tree atau berdasarkan node-link seperti yang 
terlihat pada gambar 2.2 di atas. Tabel2.3 berikut ini merupaka.n basil 
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pembangkitan conditional pattern base berdasarkan c.ontoh FP~tree 
sebelumnya. 
Tabel 2.3. Tabel Condi~ional Pattern Base 
·~--·H-
- -Item Conditional Pattern Base 
h k3 
---
-
h 1613:3 
-· h 16hh:1, kl, h:l 
-
113 161311:2, 16131112:1 
··- ··-··----····-··········-
h6 16hhl13:2, hh:l 
b) Tahap Pembangkitan Conditional FPstree 
Pada tahap ini, support cow1t wttuk tiap item pada setiap 
conditional pattern base akan dijumlahka:n, kemudian item yang 
memiliki jumlah support count lebih besar sama dengan min_ sup akan 
dibangkitkan menjadi sebuah tree yang disebu1 dengan condtthmal FP~ 
tree. Gambar 2.3 dibawah ini menggambarkan contoh conditional FP-
tree untuk 113. Dimana yang menjadi node adalah 16, h I1 karena 
memiliki nilai support lebih besar sama dengan min_sup. 
Header Table 
Item Head of Node Links 
Gambar 2.3 . Contoh I 13-conditional FP-tree 
Pada tabel 2.4 merupakan basil keselumhan pembangkitan 
conditional FP-Tree untuk tabel 2.3. Dimana pada kolom Conditional 
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FP-tree setiap item yang berada dalam kurung merupakan node dari 
suffix pattern item yang berada diluar garis vertical, sebagai contoh 
untuk gambar 2.3 memiliki Conditioffal FP~trge adahth {(I6 = 3, h = 3, 
It = 3)} lin. 
Tabel 2.4. Conditional FP-tree 
.. 
--- --Item Conditional Pattem Base Conditional FP-tree 
-
-~-
I16 {(I6bl1l13:2), (bb:l)} {(b:3)} I I16 
I 13 {(I6bl1:2), (I6bl1b: 1)} {(16:3, b:3, I1:3)}ll13 
·---· -·-b {(16blr:l), (16:1), (h:l)} Null 
--MM·--•OM_, __ ,,_ 
---- -· ·-· --·---·-·----·-·········-···· 
---~ 
11 {(I6b:3)} {(16:3, b:3)} II 1 
·-----·----~---····-----·· 
-·-- -----········-- -- -········-··-·-·-... --.. -·--
b {(16:3)} {(16:3)} I h 
-- - -16 Null Null 
·-----·----.. ----------.. ·-·----·-··-··-·-"-" 
c) Tahap Pencarian Frequent Itemset 
Pada tahap ini , apabila Conditional Fp-tree merupakan single 
path seperti pada gambar 2.3, maka akan didapatkan frequent itemsets 
dengan melakukan kombinasi item untuk setiap Conditional Fp-tree. 
Jika bukan single path maka, akan dilakukan pembangkitan FP-
Growth secara rekursif. Tabel 2.5 merupakan frequent itemset untuk: 
In-conditional FP-Tree. 
Tabel 2. 5. Frequent Itemsets untuk In 
., ___ 
k Frequent k-itemsets 
...... __ 
1 113 
"""' ... , ................ ~ ............... _"""""""""""'""'"'"''""'"" 
2 16113, bl 13, I 1h3 
3 1613113, 1611113, 1311113 
4 l6bl1113 
Tabel 2.6 di bawah ini merupak--an hasil frequent itemsets yang 
diperoleh melalui FP-tree pada gam bar 2.2 dengan nilai min_ sup= 3. 
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Tabel 2. 6. All Frequent Itemseu 
... ---·-·· -
K Frequent k-itemsets 
1 16, h, l1, b, L3, I16 
"·-""""""""''"""'"""""""'""""""""""'"'"'""""" ..... -
2 I6h, I6h, l6l13, hh, hl13, h l 16, hh3 
3 l6bl13, 1611h3, bld13, l6bl1 
4 16hl1113 
Struktur Data FP-Tree 
Frequent Pattern Tree (FP-tree) adalah struktur data tree yang berisi 
himpunan item yang frequent dalam transaksi yang ada pada basis data. 
Pembangunan FP-tree dilakukan berdasarkan paramet:er-panmrett:.t di bawah irri: 
1. Dilakukan satu kaJi scan basis data untuk mengidentifikasi himpunan 
frequent item karena, yang memegang penman penting dalam proses 
penggalian frequent pattern hanyalah himpunan frequent item. 
2. Jika frequent items dari tiap transaksi disimpan dalam struktur yang 
kompleks maka, akan menyebabkan scan basis data secara berulang~ 
ulang. 
3. Jika banyak transaksi memiliki himpunan frequent item yang sama, 
transaksi-transaksi tersebut dapat digabungkan jadi satu dengan 
mencatat jumlah kemunculannya dalam variabel yang bernama count 
Misalnya: 
A = {a,b,c}} 
_ ~{(a: 2),(b: 2),(c: 2)} 
B- {a,b,c} 
4. Jika dua transaksi memiliki common prefix yang sama, mengacu pada 
frequent items yang telah terurut berdasarkan support descending 
order, bagian yang san1a tersehut dapat digabung menjadi satu struktur 
prefix dengan tetap mencatat nilai count. Misalnya: 
A = {a,b,c}} 
B = {a,b} ~{(a: 2),(b: 2),(c: 1)} 
Diberikan contoh mengenai pembangunarr FP-tree berdasarkan 
himpunan item pada tabel 2.1 dan basis data transak.si pada tabel 2.2. 
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Ditambahkan parameter min sup = 50%, dapat dihitung minimum support 
count = 0.5 x 5 = 2.5 = 3 . Berikut adalah langkah-langkah pembangunan 
FP-tree beserta contohnya. 
Langkah 1: 
Scan basis data untuk mencad frequent items, kemudian frequent items 
tersebut diurutkan berdasarkan support descending order. 
Items Support 
h 3 
h 3 
h 4 
Items Support 
16 4 
h 4 
Sort _ descending _ order ) h 3 
h 3 
113 3 
h6 3 
--
Maka, diperoleh Ordered Frequent Items sebagai berikut : 
Tabel 2. 7. Tabel On!_~d Frecpeut: lbm!s 
TID ltems_bought (ordered) Frequent Items 
1 
2 
3 
4 
5 
{16, h, h, 14, h, 19, h3, h6} 
{11, lz, h, 16, h4 h3, hs} 
{14 16, Is, l1o, hs} 
{14 b, In, Is, h6} 
{h, 16, h, Is, In hli! !13, h4} 
{16, h, h, h3, h6} 
{16, h h, 14 113} 
{16, h} 
{13, lz, 116} 
{16, h, h, h3, h6} 
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Langkah 2: 
Membuat node root, yang bemama "m~lf' kemudian, melakukan scan 
basis data sebanyak satu kali untuk membangun FP-tree. 
Untuk TID = 1 
Header Table 
Head of Node Links 
I 
\ 
\ 
' 
' 
' 
' 
', 
', 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' ' 
Gam bar 2.4 : FP-Tree untuk TID .,. 1 
Pada gambar 2.4, diperlihatkan FP-Tree untuk transaksi 
pertama dalam data set menurut tabel2.2. Karena transaksi pertama, maka 
support count adalah satu untuk semua item di setia:p node. 
Pada gambar 2.5 di atas, diperlihatkan FP-Tree untuk transaksi 
kedua dalam data set menurut tabel 2.2. Dapat dilihat terdapat support 
count = 2 yang menyatakan bahwa item tersebut telah muncul sebanyak 
dua kali dalam data set. 
Untuk TID=2 
Header Table 
Item Head of Node Links 
Untuk TID =3 
' 
' 
' 
' 
' 
... .... ........................ 
' 
' 
' 
' 
' 
' 
' 
..... .... ........ _ ------
' 
' 
' 
' 
' 
' 
' 
Gam bar 2.5 : FP-Tree untuk TID = 2 
Header Table 
Head of Node Links 
Gam bar 2.6 : FP-Tree untuk TID = 3 
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Pada gambar 2.6 di atas, diperlihatkan FP-Tree untuk trammksi 
ketiga dalam data set menurut tabel 2.2. Dapat dilihat terdapat support 
count = 3 yang menyatakan bahwa item tersebut: telah muFctJf sebarryak 
tiga kali dalam data set. 
UntukTID=4 
Header Table 
Item Head of Node Links 
I, ------- ---------- -
b - - ---- - -
1, ---
1, 
1, 
1,. 
' 
' 
' 
' 
' 
' ' 
' ' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
Gam bar 2. 7 : FP-Tree untuk TID = 
Untuk TID = 5 
' 
' 
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.------- - --------------·······--··------------....., 
Header Table 
Item Head of Node links 
Is ---------- ------ -
13 -- -- - ---
1, 
12 
1,3 
l,s 
' 
' 
' 
' 
' 
' ' 
' 
' ' 
' ' 
' ', 
' 
' ' 
' 
' 
' ' ' 
' 
' 
' 
' 
' 
' 
' 
' 
' ' 
' 
' 
' 
' ', 
' 
' 
' 
' 
' 
' 
' 
' 
' 
Gambar 2.8 : FP-Tree untuk TID = 5 
Pada gambar 2. 7 di atas, diperlihatkan FP~ Tree untuk transaksi 
keempat dalam data set menurut ta.bel 2.2. Dapat dilihat penyebanm item mulai 
beragam. Dan muncul lebih banyak node baru. 
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Pada gambar 2.8 di atas, diperlihatkan FP-Tree untuk transaksi ke1ima 
dalam data set menurut tabel 2.2. FP-tree ini merupakan hasil akhir dari FP-tree 
berdasarkan basis data transaksi pada tabel2.2. 
Algoritma 1 (construct FP-tree) 
Input: basis data transaksi DB dan min_sup 
Output : frequent pattern tree, FP-tree 
Method: FP-tree 
1. Scan DB satu kali untuk mendapatkan himpunan frequent 
item F dan support countnya. Urutkan F dalam support 
descending order L (L merupakan urutan dari frequent 
item). 
2. Membuat node root dari FP-tree T, dan diberi nama null. 
Untuk tiap transaksi Trans dalam DB lakukan: 
identifikasi dan urutkan frequent items dalam Trans 
berdasar-
kan pada L. Frequent items dalam Trans dinotasikan 
menjadi 
[piP], dimana p adalah elemen pertama sedangkan P 
adalah 
urutan berikutnya. Panggil fungsi insert_tree([piP], T). 
Gambar 2.9 Alqoritma Construct FP-Tree 
Fungsi insert_ tree([p I P] , T) : 
Jika T memiliki child N yang berarti N.item_name = 
p.item_name, maka nilai count N akan berta.mbah 1. 
Else buat node barn N, dan count untuk N adalah 1, parent link 
untuk node N terhubung pada T. 
Jika P tidak kosong maka, panggil fungsi insert_tree(P, N) 
secara rekursif. 
Gambar 2.10 Funqsi insert tree 
Definisi 1 (FP-tree) Frequent Pattern Tree atau FP-tree ada1ah sebuah 
struktur tree dengan kondisi sebagai berikut: 
2. Terdiri dari sa.tu node root yang bernama "nulf', himpunan item prefix 
subtrees yang berlaku sebagai children dari root, dan sebuah header 
table yang berisi frequent items. 
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3. Setiap node dalam item prefix subtree memiJiki riga komponen yaitu: 
nama item, count, dan node-link. Dimana nama item mencatat item 
yang menempati node tersebut, count mencatat jumlah transaksi yang 
menggambarkan porsi dari path untuk mencapai node ini, sedangkan 
node@link menghubungkan ke node berikutnya dalam FP-tree. 
4. Tiap masukan dalam header tabel memiliki dua komponen yaitu~ nama 
item, dan head of node-link. 
Proses pembangunan FP-tree yang digambarkan di atas dapat 
dirangkum ke dalam sebuah algoritma construct FP-tree. Seperti yang terlihat 
pada Gambar 2. 9 di atas. Sedangkan Gam bar 2.10 menggambarkan fungsi 
insert_ tree yang digunakan dalam membangun FP-tree. 
Dari pembahasan mengenai FP-tree di atas, maka dapat ditemukan 
beberapa keuntungan dalam penggunaan struktur FP-tree, antara lain: 
1. Completeness: 
Memberikan dan menyimpan informasi lengkap untuk proses 
penggalian frequent patterns. 
2. Compactness: 
Mengurangi informasi yang tidak reJevan1 karena, item.,item yang 
tidak frequent telah dibuang. 
Telah terurut berdasarkan support descending order, sehingga baJJyak 
frequent item yang dipakai bersamaan oleh banyak: transaksi. 
Ukurannya tidak pernah Jebih bcsar dari basis data asJi karena, dibatasi oleh count 
node-links dan nilai count. 
2.5 Penggalian Kaidah Asosiasi dengan Pendekatan Fast Online 
Dynamic Association Rule Mining (FOLDARM) 
Algoritma FOLDARM (Fast Online Dynamic Association Rule 
Mining) ini menggunakan stmktur data SOTrieiT (Support-Ordered Trie Itemset) 
untuk mempercepat penggalian Large ltemset berpanjang 2 (L2). Pada algoritma 
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FOLDARM ini terbagi atas tiga bagian yaitu, prepprocessing, update !temset 
dalam basis data, dan penggaliarr Large Jtemsets. Bagian-bagian tersel:rut akan 
dijelaskan dalam subbab-subbab berikut. 
1. Pre-processing 
Bagian ini akan dijalankan apabila terdapat sebuah transaksi 
yang ditambahkan atau dihi1angkan dari basis dahl. Untuk tiap 
transaksi yang datang, akan dicari semua itemsets berpanjang l dan 
itemsets berpanjang 2. Tiap itemset akan dipindahkan dalam SOTrieiT 
Y, berupa node yang menyimpan nilai support count dari itemset 
tersebut. Untuk support count 1-itemset akan disimpan daJam node-
node level pertama pada Y. Sedangkan untuk 2-itemsets akan disimpan 
dalam node-node level kedua pada Y. Dengan ini maka, proses 
penggalian Large 1-itemsets dan large 2-itemsets dapat dilakukan 
dalam waktu yang singkat. 
1,(4} 
la(3) 
113(31 , f-1 1, (2) ls (3) ls(2) 
' i 
...., 1"<31 1, c21 I i 1, (31 I -~ 
i ~ ~-H ls(2)  ls(1) 
I :8 ~ 
l,o( 1) 
Gambar 2.11 Hasil SOTrieiT berdasarkan Basis Data Transaksi pada tabel 2.2 
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2. Update Itemset dalam basis data 
Bagian ini akan dieksekusi apabila terdapat penambahan atau 
pengurangan item pada sebuah transaksi atau itemset yang ada dalam basis data. 
Algoritma update itemset digambarkan pada gambar 2.16. Apabila sebuah item 
baru ditambahkan dalam basis data maka, SOTrieiT akan secara otomatis 
diupdate pada saat membaca transaksi yang memiliki item baru tersebut. 
Sedangkan apabila sebuah item dihilangkan dari basis data, maka SOTrieiT akan 
secara otomatis menghilangkan semua node dan node child yang memuat item 
terse but. 
Jika sebuah item barn i ditambahkan ke dalam basis data universal 
do nothing karena SOTrieiT akan melakukan pembaharuan sendiri 
pada 
saat transaksi dengan item i dibaca 
else jika itemj dihilangkan dari basis data universal 
dilakukan pembacaan SOTrieiT untuk menghilangkan node dan 
anak node 
yang Gika ada) mengandung itemj 
Gambar 2.12. Algoritma Update Itemset Universal 
3. Penggalian Large Itemsets 
SOTrieiT Y, digunakan untuk mencari Large 1-ilemsets (Ll) dan 2-
itemsets (L2). Setelah L1 dan L2 ditemukan maka, akan dilakukan penggalian 
Large k-itemsets dimana k ~ 3 dengan menggunakan metode penggalian kandidat 
seperti dalam algoritma Apriori. 
Berikut ini merupakan contoh penggalian Large itemsets dengan 
SOTrieiT dalam gambar 2.6, dan dengan minimum support= 50%. Sehingga nilai 
minimum support count = 0.5 x 5 = 2.5 = 3. 
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Langkah 1 
Scan SOTrieJT untuk menemukan Large 1-itemsets dan 2-itemsets secara cepat 
berdasarkan minimum support count_ 
Tabe12.8. Tabel Ll 
-Items Support 
h 4 
16 4 
h 3 
h 3 
h3 3 
h6 3 
Untuk penggalian L 1 menggunakan SOTrieiT berdasarkan dengan 
support count minimum. Dan diurutkan menuru'"t support count yang paling besar_ 
Tabel2.9. Tabel L2 
Items Support 
h 16 3 
hh3 3 
hh6 3 
16 h3 3 
hh 3 
ld6 3 
h h3 3 
Untuk penggalian L 2 menggunakan SOTrieiT berdasarkan dengan 
support count minimum. Juga dimutk:an menurut support count yang paling besar_ 
Langkah 2 
Dengan menggunakan algoritma Apriori untuk: menemukan Large k-itemset 
dimana k 2: 3. 
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Items Support 
Items Support 
hl6h3 3 
h 1:316 3 h 1:316 3 
h 1:3113 3 
h 16h3 3 
Untuk penggalian L3 menggunakan algoritma Apriori berdasarkan 
dengan support count minimum. Dilakukan pembangkitan kandidat terlebih 
dahulu dan kemudian dilakuka.n pemangkasan berdasarkan support count 
minimum. Juga diurutkan menurut support count yang paling besar. 
L4 
Items Support 
3 
Maka, diperoleh Large k-itemsets secara keseluruhan seperti yang 
tertera pada tabel2.7. 
Tabel 2.7. Large k-itemaets 
K Large k-itemsets 
--1 b, 16, It, b, h 3, lt6 
2 16b, I6It, I6It3, bl~, blt3, hL6, ltlt3 
-
~· 3 16blt3, 161Jlt3, bltl!3, 16blt 
-
--
4 16bltl!3 
-
--
2.5.1 SOTrieiT 
Salah satu metode penggalian pola asosiasi adalah metode Rapid 
Association Rule Mining (RARM) yaitu, metode penggalian pola asosiasi yang 
menggunakan stmktur tree untuk menampilkan basis data asli dan mencegah 
adanya proses pembangkitan kandidat. Stru.ktur RARM yaitu dengan 
menggunakan SOTrieiT yang dapat membangkitkan J~itemset dan 2-itemset 
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secara cepat tanpa melakukan scan basis data secara berulang. Seperti ha1nya FP~ 
Tree, setiap node dari SOTrielT menyimpan satu item dan nilai support yang 
berhubungan. 
Seperti yang dijelaskan di atas, SOTrieiT memiliki dua tingkatan dari node-node 
Tree yang menyatakan bahwa tiap node w memiliki sebuah label I yang 
dinyatakan sebagai item dan sebuah notasi j yang menyimpan nilai support cmmt 
yang berhubungan. Setiap node pohon terhubung pada beberapa item yang 
terdapat dalam itemset I ( dinotasikan dengan a1 E I) maka, untuk wi mengacu 
pada node yang memiliki hubungan dengan a, E I . 
Sekelompok child node dari node wi dilambangkan dengan C(wJ dan support 
count dari sebuah itemset yang mengandung item dalam node wi dilambangkan 
dengan S(wJ . Apabila wi adalah node pada tingkat pertama maka, S(wJ adalah 
support count dari 1-itemset yang dilambangkan dengan L1. Sedangkan apabila wi 
adalah node pada tingkat kedua maka, S(wJ adalah support count dari 2-itemset 
yang dilambangkan dengan L2, dimana w11 adalah parent node. Apabila C(wJ t @ 
maka, C(wJ adalah subset dari w yang dapa:t dinotasikan dengan 
C(w;) c {w 1 , ... , w N }, dim ana j > i 1\ S(w 1 ) '2:. S(w J+l ), yang dapat berarti, child 
node diurutkan berdasarkan support count yang paling besar ke support count 
yang paling kecil. 
Himpunan SOTrieiT dimungkinkan memiliki parent node yang berbeda-beda 
seperti w1 , w2 , ... , WN, yang dibangun dari sebuah basis data untuk menyimpan 
support count dari semua 1-itemset dan 2-itemset. Maka, digunakan node khusus 
yang dinamakan ROOT untuk menghubungkan semua SOTrie bersama-sama. 
Sebelum dilakukan proses pencarian itemset frequent, dilakukan scan basis data 
untuk membangun TrieiT, proses ini seperti haJnya proses dalam pembangkitan 
FP-Tree. Untuk setiap transaksi semua kemungkinan kombinasi itemset 
diekstraksi . 
Metode SOTrie ini juga memiliki kelebihan dan kelemahan seperti 
halnya metode lainnya. Kelemahan utama SOTrie adaJah bahwa SOTrie hanya 
mampu menemukan L1 dan L2 saja. Sementara kelebihannya adalah kecepatan 
dalam menemukan L1 dan L2 karena tidak perlu melakukan pengulangan dalam 
membaca basis data. Sebagai tambahan, pencarian (depth-first) dapat dihentikan 
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pada tingkat apapun saat node yang merupakan itemset yang tidak frequent 
ditemukan karena, node-node dalarn SOTrie semuanya didasarkan pada support. 
Definisi 2 (SOTrieiT) Sebuah SOTrieiT memiJiki bagian-bagian 
seperti complete TrieiT kecuali seperti yang tersebut dibawah ini: 
a. Didefinisikan Y1 adalah SOTrieiT yang memiJiki node root dengan 
label ai. Didefinisikan Y adalah himpunan SOTrieiT yang 
menyimpan nilai support count dari semua 1-itemsets dan 2-
itemsets sehingga Y c {Y1,Y2 , . .. ,YN} . 
b. Node-node dalam SOTrieiT diurutkan dari kiri ke kanan 
berdasarkan support count dengan descending order. 
Definisi 3 (Complete TrieiT) Complete TrieiT merupakan sebuah 
struktur data Tree yang setiap node tree w memiliki 2-tuple (w,, we) 
dimana w1 E I adalah label dari node tersebut dan We merupakan 
support count. Setiap node tree trehubung pad a beberapa item a1 E I , 
sehingga Wi merupakan notasi yang menunjukkan bahwa node tersebut 
terhubung dengan a, E I . Complete TrieiT memiliki beberapa kondisi 
seperti: 
a. Didefinisikan C(wi) merupakan himpunan node childem terurut 
dari Wj . Jika C(wi) j. 0, maka C(w1) c {w1+1 , W 1+2 , ... ,wN} . 
b. Sebuah node Wi, dimana wk, Wk+1, .. . , Wi-1(1 ::S k ::S i - 1) merupakan 
himpunan node yang terdapat pada path antara root sampai node 
parent dari Wi, maka We adalah nilai coun1 dari i1 emse1 {ilk, flk-n , .. . , 
ai}dalam basis data. 
Didefinisikan Wi merupakan complete TrieiT dimana node root 
memiliki label a1. Maka, basis data D disimpan dalarn himpunan 
complete TrieiT yang dinotasikan dengan w c {W l> w2 '... , WN} . 
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Berikut ini merupakan contoh pembangkitan struktur data SOTrieiT 
berdasarkan himpunan item pada tabel 2.1 dan basis data transak:si pada tabel 2.2. 
Pada gambar 2. 1 3 di atas, diperlihatkan SOTrieiT untuk transaksi 
pertama dalam data set menurut tabel 2.2. Node-node dalam SOTrieiT 
dipengaruhi jumlah support count sehingga diletakkan berurutan. 
Pad a gam bar 2. 14, diperlihatkan SOTrieiT untuk transaksi kedua 
dalam data set menurut tabel2.2. Support count untuk node-node dalam SOTrieiT 
bertambah sesuai dengan kemunculan item tersebut dalam tiap transaksi. 
Untuk TID = 1 
Gambar 2.13 : SOTrieiT untuk TID = 1 
Pada gam bar 2. 1 5, diperlihatkan SOTrieiT untuk transaksi ketiga 
dalam data set menurut tabel 2.2. Support count untuk node-node dalam SOTrieiT 
bertambah sesuai dengan kemunculan item tersebut dalam tiap transaksi . Dan 
tetjadi pula penambahan node-node baru berdasarkan transaksi yang ada. 
Pada gam bar 2. 1 6, diperlihatkan SOTrieJT un1uk transaksi keempat 
dalam data set menurut tabel 2.2. Support count untuk node-node dalam SOTrieiT 
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bertambah sesuai dengan kemunculan item tersebut dalam tiap transaksi. Dan 
teijadi pula penambahan node-node baru berdasarkan tnmsak:si yang ada. 
Pada gambar 2.17, diperlihatkan SOTrieiT untuk transaksi kelima 
dalam data set menurut tabel2.2. Support count untuk node-node dalam SOTrieiT 
bertambah sesuai dengan kemunculan item tersebut dalam tiap transaksi. Dan 
teijadi pula penambahan node-node baru berdasarkan transaksi yang ada. 
Disamping itu merupakan hasil akhir untuk data set tabel 2.2. 
» Untuk TID = 2 
Gambar 2.14: SOTrieiT untuk TID= 2 
~ Untuk TID = 3 
Gambar 2.15 : SOTrieiT untuk TID= 3 
~ Untuk TID = 4 
1,(3) 
1,(2) 
~ 16(2) - 1,,(2) I ~ 1,(2) J 11(2) 
____J ' ~ 
r 1~ ~rll,(1) I~ 
.--
1,(1) 1,(1) 
Gambar 2.16 : SOTrieiT untuk TID= 4 
)- Untuk TID = 5 
-~~""1~~ 
L_.______j  -' ---· _I ---
~----;;;;;;- _r;:;;;ll ~ ~ '·~~~ ~~ 
Gambar 2.17: SOTrieiT untuk TID= 5 
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2.6 Algoritma FOLD-Growth 
Dalam upaya untuk memperbaiki kelemahan-kelemahan yang 
terdapat pada algoritma-algoritma sebelumnya diperkenalkan algoritma bam 
yang dikenal dengan algoritma Fast Online nynamic-Growth (FOLD-
Growth). Algoritma FOLD-Growth merupakan hasil gabungan dari algoritma 
FOLDARM dan FP-Growth. Pada algoritma FOLD-growth ini, diharapkan 
dapat menggabungkan keuntungan dari algoritma FOLDARM yang memiliki 
kinerja cepat pada saat ukuran itemset frequent maksimum (kmax ) adalah kecil 
atau kmax ::; 10 dengan keuntungan dari algoritma FP-Growth yang memiliki 
kinerja yang cepat pada saat kmax > 10. Adapun pseudocode dari algoritma 
FOLD-grovvth ditunjukkan pada gambar 2.18. 
1 : Menggunakan SOTrie untuk menemukan L1 dan L2 den ga n cepat 
2 : if ~ =0v 4 =0 then 
3 : algori tma dihentikan 
4 : end if 
5 : for transaction T E D do 
6: Hilangkan item yang tidak memberikan kontribusi pada Lk 
dimana k > 2 , menggunakan L1 dan L2 
7: Urutkan item berdasarkan support terbesar 
8: Bangun/Ubah FP- tree dengan T yang telah dipangkas dan diurutkan 
9 : end for 
10: Jalankan algoritma FP- growth pacta FP- tree yang dibangun 
Gambar 2.18. Pseudocode Algol"itma FOLD-growth 
Dalam algoritma FOLD-growth ini dibagi menjadi empat tahapan 
utama yaitu (a) penggalian L1 dan ~ dengan menggunakan SOTrielT, (b) 
pemangkasan item-item yang tidak frequent, (c) membangun FP-tree 
menggunakan transaksi-transaksi yang telah dipangkas dan, (d) penggalian 
itemset frequent dengan algoritma FP-growth. 
Tahap Penggalian !,1 dan 1'2 Dengan Menggunakan SOTrieiT 
Pada tahap ini, dilakukan scan basis data sebanyak satu kali untuk 
membaca transaksi-transaksi yang ada dalam basis data. Untuk setiap 
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transaksi akan dibangkitkan semua kemungkinan-kemungkinan 1-itemset 
dan 2-itemset yang kemudian dicatat dalam SOTrieiT. Tiap-tiap node 
dalam SOTrieiT menyimpan dua atribut yaitu, item dan, support count tiap 
itemset. Apabila ada transaksi baru yang masuk maka, secara otomatis 
nilai support count dari item-item yang terkait dengan transaksi tersebut 
akan bertambah. Dengan menggunakan SOTrieiT, semua kemungkinan 1-
itemset dan 2-itemsel yang frequent dapat ditemukan dalam waktu yang 
relatif cepat. Misalnya, dengan SOTrieiT pada gambar 2.11, akan dicari Lt 
dan L2 berdasarkan dengan nilai minimum support 500/o. Maka, akan 
dihasilkan Lt dan L2 sebagai berikut: 
Tabe12.14. Tabel LI 
Items Support 
13 4 
16 4 
11 3 
h 3 
113 3 
116 3 
Untuk penggalian L1 menggunakan SOTrieiT berdasarkan 
dengan support count minimum. Dan diurutkan menurut support count 
yang paling besar. 
Untuk penggalian L2 menggunaka11 SOTrieiT berdasarkan 
dengan support count minimum. Juga diurutkan menurut support count 
yang paling besar. 
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Tabe12.15. Tabel L2 
Items Support 
hl6 3 
13113 3 
hh6 3 
16113 3 
hh 3 
hl6 3 
hl13 3 
--
Tahap Pemangkasan Item-item yang Tidak Frequent 
Dalam tahap ini, akan dilakukan pemangkasan pada setiap 
transaksi yang ada dalam basis data dengan menggunakan L1 dan L2. 
Untuk setiap transaksi T, pada itemset Lk yang terdapat dalam transaksi 
tersebut dimana panjang k lebih dari 2, akan dilakukan pengecekan dengan 
menggunakan L1 dan L2. Sehingga, untuk item-item yang dianggap tidak 
frequent akan dilakukan pemangkasan. Sebuah item dikatakan tidak 
frequent apabila nilai support count-nya kurang dari batas minimum 
support yang telah ditentukan oleh pengguna. Setelah dilakukan 
pemangkasan terhadap transaksi T, maka item-item yang terdapat dalam 
transaksi tersebut akan diumtkan berdasarkan nilai support count yang 
paling besar. Dengan menggunakan L1 dan L2 yang didapatkan melalui 
SOTrieiT, maka akan dihasilkan Ordered Frequent Items yang telah 
dipangkas adalah sebagai berikut: 
Tabe12.16. Tabel Ordered F~uent' Items 
-
TID ltems_bought (ordered) Frequent Items 
1 {16, h, 1:3, 14_, h, 19, 113, h6} {16, 1:3, h, h3, h6} 
2 {h, h, 1:3, 16, l12, h3, hs} {I6, h, h, h3} 
3 {h, 16, Is, ho, hs} {16} 
4 {h, h, In, Is, h6} {b, h6} 
5 {h, I6, 1:3, Is, h2t h6, h3, h4} {16, h, h, 113, h6} 
- - ---
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Tahap Pembangunan FP-troo 
Pada tahapan ini, akan dilakukan pembangunan FP-Tree dengan 
menggunakan data transaksi T yang telah dipangkas dan diurutkan 
berdasarkan nilai support count. Dengan perolehan Frequtml Items setelah 
dipangkas dan diurutkan, maka akan dibangun FP-Tree sebagai berikut: 
~ Untuk TID= 1 
Header Table 
Item 
Is 
Head of Node Links 
13 
h 
113 
116 
' 
' .... 
.... 
.... 
' 
' .... 
.... 
.... 
' 
' 
' 
.... 
' 
' 
' 
' 
' 
' .... 
' 
' 
' 
' 
' 
.... 
' 
.... 
' 
' 
' 
' 
' 
'--------::::--::---:--:-:---=~-·-~-==--·---·----Gambar 219 : FP-Tree untuk TID = 1 
Pada gam bar 2.19 di atas, diperlihatkan FP-Tree untuk tmnsaksi 
pertama dalam data set menurut tabel 2. 2 yang telah dilakukan pemangkasan. 
Dapat dilihat terdapat support count = 1 yang menyatakan bahwa item 
tersebut telah rnuncul sebanyak satu kali dalam data set. 
Pada gambar 2.20 di atas, diperlihatkan FP-Tree untuk transaksi 
kedua dalam data set menurut tabel 2.2 yang telah dilak"Ukan pernangk.asan. 
Dapat dilihat terdapat support count = 2 yang menyatakan bahwa item 
tersebut telah rnuncul sebanyak dua kali dalam data set. 
Untuk TID = 2 
Header Table 
Item Head of Node Links 
Is ----------
13 -----
11 
113 
116 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
Gambar 2.20 : FP-Tree untuk TID = 2 
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Pada gambar 2.21 , diperlihatkan FP-Tree untuk transaksi ketiga dalam 
data set menurut tabel2.2 yang telah dilakukan pemangkasan. Dapat dihhat terdapert 
support count = 3 yang menyatakan bahwa item tersebut telah muncuJ sehanyak tiga 
kali dalam data set. 
Pada gambar 2.22, diperlihatkan FP-Tree untuk transaksi keempat dalam 
data set menurut tabel2.2 yang telah dilakukan pemangkasan. Dapat dilihat semakin 
banyak node baru yang muncul dalam FP-Tree. 
Pada gambar 2.23, diperlihatkan FP-Tree untuk transaksi kehma dalam 
data set menurut tabel 2.2 yang telah dilakukan pemangkasan. Dapat dilihat juga 
semakin banyak node baru yang mlmrul dalam FP-Tree. 
Untuk TID = 3 
Untuk TID = 4 
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Gambar 221 : FP-Tree untuk TID= 3 
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Gambar 222 : FP-Tree untuk TID = 4 
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Untuk TID= 5 
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Gambar 2.23 FP-Tree berdasarkan algoritma FOLD-growth 
Tahap Penggalian Itemset Frequent 
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Setelah tahap pembangunan FP-tree selesai, dilanjutkan dengan tahap 
penggalian itemset frequent dengan memggunakan algoritma FP-growth pada FP-tree 
tersebut. Dari tahap ini, akan diperoleh semua itemset yang frequent yang terdapat 
dalam basis data transaksi. Adapun pseudocode dari algoritma FP-growth 
ditunjukkan dalam gambar 2.24. 
Pada tahap ini terbagi atas tiga bagian dasar dari algoritma FP-growth, 
yaitu tahap pembangkitan conditional patlem base, tahap pembangkitan conditional 
FP-Tree, dan tahap pencarian itemset-itemset yang frequent. Berikut merupakan 
contoh tahapan algoritma FP-growth berdasarkan FP-Tree pada gam bar 2. 23 . 
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Pada tahap pembangkitan conditional FP-Tree, berdasarkan 
conditional pattern base dicari item-item yang sering muncul bersamaan dengan 
suatu item tertentu. Sehingga ditemukan conditional FP-Tree untuk data set pada 
tabel2.2. 
}P> Tahap Pencarian Itemset Frequent 
Tabel 2.19. Tabel Frequent k-lte:msets 
K Frequent k-it e msets 
1 16, b, 11, 113, 116 
2 16b, 1611, 16113, hh, bl13, bl16, ld13 
3 16bL3, I6LI13, bl1l13, l6bl1 
4 l6bi1L3 
'--------'--------···-----
Setelah conditional FP-Tree ditemukan, maka dapat dicari itemset 
yang frequent dengan panjang k. Dapat dilihat hasil akhir algoritma FP-growth, 
FOLD ARM, dan FOLD-growth adalah sama. 
Input: FP-tree Tree 
Output: Rt sekumpulan lengkap pola frequent 
Method: FP-growth(Tree,null) 
Procedure: FP-growth(Tree,a) 
{ 
01: if Tree mengandung single path P; 
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02: then untuk tiap kombinasi (dinotasikan ~) dari node-node 
dalam path P do 
03: bangkitkan pola ~ a dengan support=minimum support dari 
node-node dalam ~; 
04: else untuk tiap a i dalam header dari Tree do 
05: bangkitkan pola 
06 : bangun ~= a i a dengan support= a i .support 
07: if Tree ~=0 
08: then panggil FP-growth(Tree,~) 
} 
Gambar 2.24 Pseudocode Algoritma FP-growth 
);;> Tahap Pembangkitan Conditional Pattern Base 
Tabel 2.17. Tabel Conditional Pattern Base 
Item Conditional Pattern Base 
h 16:3 
It 16h:3 
lt3 16hlt:3 
lt6 16hl tl 13:2, b: 1 
Pada tahap pembangkitan conditional pattern base, tiap item 
dilihat keterkaitannya denga.n item lainnya Sehingga dapat dilihat pola 
untuk tiap item yang muncul dalam data set. 
;;.. Tahap Pembangkitan Conditional FP-Tree 
Item 
Tabel2.18. Tabel Conditional FP-Tree 
Conditionaf Pattern Base 
{(16bltlt3:2), (b:l)} 
{(16bl 1:3)} 
{(16b:3)} 
{(16:3)} 
Null 
Conditional FP-tree 
{(h:3)} I It6 
___ ...... -
{(16:3, b:3, lt:3)}1lt3 
{(16:3, b:3)} I It 
{(16:3)} I b 
Null 

BAB III 
PERANCANGAN DAN IMPLEMENTASI 
PERANGKATLUNAK 
3.1 Analisis Kebutuhan Sistem 
Sebelum memulai perancangan perangkat lunak, akan dianalisis 
terlebih dahulu mengenai kebutuhan dari sistem. Sistem ini akan dirancang untuk 
membantu user dalam menganalisis pola asosiasi dari suatu data transaksaksi. 
Sistem ini akan menggunakan algoritma FOLD-growth untuk menemukan pola 
itemset yang frequent. 
Kinerja sistem ini akan dibandingkan dengan algoritma lainnya, dalam 
hal ini algoritma FP-growth dan algoritma Apriori. Pembandingan sistem ini akan 
dilihat dari segi kecepatan, kebenaran, serta efisiensi kinerja dari algoritma FP-
growth dan algoritma FOLD-growth. Dari segi kecepatan, untuk memenuhi 
kelayakan dari sistem ini maka, waktu kinet:,ja dari algoritma FOLD-growth akan 
dibandingkan dengan waktu kinerja dari algoritma FP-growth dan Apriori. Sistem 
ini akan dikatakan layak apabila waktu kinerja dari algoritma FOLD-growth lebih 
baikjika dibandingkan dengan algoritma FP-growth, dan Apriori. 
Dari segi kebenaran, pola asosiasi yang dihasilkan dari sistem dengan 
algoritma FOLD-growth ini akan dibandingkan dengan pola asosiasi yang 
dihasilkan melalui algoritma FP-growth dan Apriori. Sistem ini dapat dikatakan 
layak apabila distribusi pola yang dihasilkan adalah sama dengan pola asosiasi 
yang dihasilkan melalui algoritma FP-growth dan Apriori. 
Sedangkan dari segi efisiensi kinerja, akan dibandingkan jumlah node 
FP-tree yang dihasilkan melalui algoritma FOLD-growth dengan jumlah node FP-
tree yang dihasilkan melalui algoritma FP-growth. Dari analisis yang dilakukan 
akan terlihat bahwa jumlah node FP-tree yang dihasilkan oleh kedua algoritma 
tersebut tidaklah sama. Namun, hal ini tidak memberikan pengaruh terhadap 
keluaran dari sistem. Karena, hasil akhir dari sistem, dalam hal ini adalah pola 
asosiasi, tetap sama jika dibandingkan dengan hasil akhir dari algoritma lainnya. 
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3.2 Perancangan Data 
Perancangan data meliputi tiga bagian yaitu, perancangan data 
masukan, perancangan data proses, dan perancanga:n data luaran. Data masukan 
yang digunak:an disini berupa basis data transaksi sintetik yang dibangkitkan oleh 
ARMiner Project. Data proses merupakan hasil ekstraksi dari basis data transaksi 
sintetik yang telah melalui tahap pre.processing ke sebuah struktur data untuk 
menyimpan data transaksi yang telah diolah terlebih dahulu sehingga memiliki 
potensi untuk menghasilkan kaidah. Sedangkan data luaran berupa himpunan 
kaidah asosiasi lengkap dengan nilai support yang tidak kurang dari batas 
minimum support dan nilai confidence yang juga tidak kurang dari batas 
minimum confidence. 
3.2.1 Data Masukan 
Data masukan adalah data awal yang ak:an diolah oleh sebuah 
perangkat lunak. Data ma:rukan berupa sebuah basis data transaksi lengkap 
dengan nilai minimum support dan nilai minimum confidence yang diinginkan 
oleh user. Sebuah basis data transaksj memilfkj sejumlah tllple yang berisikan 
dengan dua kolom yaitu, kolom id transaksi, serta kolom item. Kolom 
id lransakr;i merupakan kolom yang menyimpan nilai angka yang 
merepresentasikan identitas untuk setiap transaksi yang terjadi. Sedangkan kolom 
item merupakan kolom yang menyimpan identitas barang yang terkart dalam 
sebuah transaksi yang tetjadi. Pada umumnya identitas barang yang disimpan 
dalam sebuah basis data transaksi dinyatakan dengan nilai angka untuk 
memudahkan proses eksekusi yang dilakukan oleh perangkat lunak. Sebuah 
transaksi yang teijadi dapat berupa pembeJjan sebuah barang ataupun beberapa 
barang sekaligus dalam waktu yang bersamaan. Cara penulisan secara teoritik 
untuk setiap transaksi yang terjadi adalah dengan membubuhkan tarrda kurung di 
bagian depan dan belak:ang. Sedangkan apabila dalam sebuah transaksi terjadi 
pembelian lebih dari satu barang atau item (untuk seterusnya akan digunakan 
istilah item) mak:a, item-item tersebut ak:an dipisahkan dengan tanda koma. 
Perhatik:an contoh basis data transaksi sintetik pada tabel 3. 1. 
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Tabe 13.1 Basis Data Transaksi (secara teo ri tik) 
Kode transaksi Item 
-
1 {A, C) 
2 { B, C) 
3 {A, B, c} -
4 {A, B, C, D) 
Namun, dalam mengimplementasikan basis data tersebut kedalam 
sistem perangkat lunak dibutuhkan cara penulisan yang k:husus sehingga 
memudahkan pengolahan dalam proses penggalian data yang diinginkan. Format 
penulisan yang digunakan dalam menyimpan basis data transaksi dalam dunia 
komputasional adalah berbeda dengan format penulisan basis data transaksi secara 
teoritik. Untuk memudahkan proses penggalian data, item yang terkait dalam 
sebuah transaksi dituliskan secara terpisah dan tetap mengacu pada identitas 
transaksi. Basis data transaksi tetap terdiri atas dua kolom yaitu, kolom 
kode _transaksi yang berisikan identitas tiap transaksi, serta kolom item yang 
berisikan sebuah item yang terkait dalam transaksi. Demi penyederhanaan, nilai 
dalam kode _transaksi adalah berupa angka yang bersifat Auto Increment. 
Sehingga, kode _ transaksi akan bemilai 1 sampai dengan n. Sedangkan pada 
kolom item akan berisikan identitas sebuah item yang bernilai antara 1 sampai 
dengan n. Format penulisan basis data transaksi secara komputasional dapat 
dilihat pada tabel 3.2. 
3.2.2 Data Proses 
Data proses adalah data yang digunakan selama proses. Data proses 
meliputi semua proyeksi basis data transaksi yang diperoleh secara rekursif 
dengan nilai awal berupa ekstraksi basis data ke dalam sebuah struktur data. Pada 
dasarnya proyeksi basis data di dalam proses penggalian kaidah asosiasi yang 
menggunakan algoritma FOLD-Growth dapat dibagi menjadi tiga jenis data yaitu 
pembangkitan proyeksi basis data untuk Itemset yang berpanjang satu, 
pembangkitan proyeksi basis data untuk Itemset yang berpanjang dua, serta 
pembangkitan proyeksi basis data dari hasil proses pemangk:asan basis data input 
dengan menggunakan Ttemset yang rnemiliki p.anJang satu dan Itemset yang 
rnemilikL:parijang dwL 
Tabel 3.3: Basis Data Transaksi (Setelab dikonveni) 
--kode transaksi item 
-
,,.._,_.....,..,,,,, __ . __ . .,.,..,... ... 
1 A 
-~.~ ... - --
1 c 
2 B 
2 c 
3 A 
3 B 
3 c 
4 A 
-4 B 
4 c 
4 D 
3.2.3 Data Luaran 
Data luaran adalah data akhir yang dihasilkan oleh proses. Data luaran 
meliputi semua kaidah asosiasi yang tidak kurang dari batas minimum nilai 
support dan batas minimum nilai confidence yang diinginkan oleh user. 
3.3 Perancangan Sistem Aplikasi 
Perancangan sistem aplikasi yang akan diterapkan diwujudkan dalam 
algoritma pseudocode. Dalam subbab ini, diberikan beberapa pseudocode untuk 
setiap tahapan dalam sistem perangkat lunak. Setiap pseudocode akan 
menjelaskan mengenai tahapan yang digunakan dalam merancang sistem 
perangkat lunak yang akan diterapkan. 
Berikut ada sedikit penjelasan mengenai fi.mgsionalitas sistem aplikasi 
yang akan diterapkan. Dalam fungsionalitasnya, adapun pihak yang akan 
berinteraksi secara langsung dengan sistem aplikasi yang akan diterapkan. Pibak 
tersebut (yang selanjutnya dinamakan dengan Actor) akan digambarkan dalam 
bentuk orang yang pada umumnya merupakan seorang manajer dalam sebuah 
46 
47 
Terdapat interaksi yang sangat penting antara sistem aplikasi ini dengan Actor. 
Actor melakukan interaksi dengan sistem untuk melakuk:an analisis transaksi-
transaksi yang terjadi dalam pemsahaannya sehingga dapat rnernbantu Actor 
dalarn melakukan manajemen marketing untuk perusahaa.nnya. 
Sistem aplikasi yang akan diterapkan dirancang berdasarkan algoritma 
FOLD-growth dan sistem ini memiliki tiga tahapan. Tahap pertama yaitu, tahap 
ekstraksi data masukan ke da]am memori sebjngga dapat diproses dalam sistem 
aplikasi . Tahap kedua, merupakan tahap persiapan sebelum dilakukan penggalian 
kaidah asosiasi . Tahapan ini sangatlah penting karena, akan menentuk.an kinerja 
dari sistem aplikasi ini . Terakhir adalah tahap penggalian kaidah asosiasi. Pada 
tahap ini, akan dibangkitkan sekumpulan kaidah asosiasi berdasarbm data 
masukan yang ada. 
3. 3.1 Tahap Ekstraksi 
Tahap ekstraksi bertujuan untuk mengekstraksi data masukan ke dalam 
memori untuk diproses oleh tahap-tahap berikutnya serta untuk mencari jumlah 
transaksi . Sebuah struktur data SOTrieiT, yang seperti telah dijelaskan pada bab 
sebeJumnya, akan digunakan untuk menyimpan data maStrkan. Pada tahap ini 
pemindaian basis data transaksi dilakukan secara menyeluruh, artinya semua isi 
tabel dalam basis data transak.si dipindahkan ke sebuah stn rktur data SPTrieiT. 
Hasil ekstraksi, berupa sejumlah Itemset frequent yang memiliki panjang satu, dan 
sejumlah Itemset frequent yang memi}jkj panjang dua dari SOTrieiT yang telah 
dibangkitkan yang kemudian digunakan oleh tahap berikutnya. Sedangkan 
pencanan nilai maksimum jumlah transaksi dapat dilakukan sembari 
mengekstraksi data masukan ke dalam struktur data SOTrieiT. Nilai rnaksirnum 
jumlah transaksi perlu disimpan untuk membantu dalam melakukan proses di 
tahap berikutnya. Algoritma untuk tahap ekstraksi dapat dilihat pada Gambar 3 .1. 
Algoritma 3 (Tahap Ekstraksi) 
Masukan: Basis data transaksi D 
Luaran: sejumlah array Itemset transaksi T, nilai maksimum 
jumlah transaksi counter 
Met ode: 
Menentukan nilai counter melalui basis data D; 
Untuk tiap basis data D; 
end; 
Mengekstraksi tiap transaksi dari D; 
Menyimpan tiap transaksi ke dalam array T; 
return array T, counter; __ . _ ----·--··--· 
Gambar 3.1: Algoritma Tahap Ekstraksi 
3.3.2 Tahap Persiapan 
Tahap persiapan bertujuan untuk mendapatkan proyeksi basis data 
yang merupakan sejumlah Itemset frequent berpanjang satu, sejumlah Jtemset 
frequent berpanjang dua, nilai support untuk tiap item frequent, serta proyeksi 
basis data yang merupakan hasif pemangkasan dari basis data masukan. Yang 
dimaksudkan dengan pemangkasan disini merupakan proses pembuangan item-
item yang tidak memiliki kontribusi pada Itemset frequent yang memiliki 
berpanjang lebih dari 2. Algoritma untuk tahap persiapan dapat dilihat pada 
Gambar 3.2 Sedangkan prosedur untuk tahap persiapan dapat dilihat pada Gambar 
3.3 .. 
Algoritma 4 (Tahap Persiapan) 
Masukan: nilai counter, array Itemset transaksi T, 
nilai minimum support min_ sup 
Luaran: nilai Lt dan L2, himpunan array untuk 
menyimpan nilai support tiap item count, basis data 
proyeksi basil pemangkasan prune 
Metode: 
Untuk tiap basis data D; 
Persiapan(min_sup, counter, T); 
end; 
return Lt dan L2, count, prune; _____ _ 
Gambar 3.2 : Algoritma Tahap Persiapan 
3.3.3 Tahap Pengg~dian Kaidah Asosiasi 
Di tahap penggalian, proyeksi basis data yang telah didapat dari tahap 
pers1apan akan digali secara rekursif Tahap penggalian menghasilkan semua 
kaidah asosiasi yang berpanjang lebih dari satu dan mernenuhi ni1ai support 
minimum serta memenuhi nilai minimum confidence. Algoritma untuk tahap 
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penggalian ini dapat dilihat pada Gamba.r 3.4. Sedangkan prosedur untuk tahap 
penggalian dapat dilihat pada Gambar 3.5. 
Procedure Persiapan(min_sup, counter, T) 
Menyimpan transaksi T ke dalam SOTrie; 
inisialisasi panjang array count = counter; 
Mencari 1-Itemset, Lt, beserta nilai count untuk Ll 
dari SOTrie berdasarkan nilai yang memenuhi 
min_sup; 
Mencari 2-itemset, L2, beserta nilai count untuk L2 
dari SOTrie berdasarkan nilai yang memenuhi 
min_sup; 
Memangkas transaksi T berdasarkan nilai Lt dan L2, 
dan menyimpannya ke dalam struktur data FP-Tree; 
return prune; 
Gam bar 3.3 : Prosedur Persiapan 
Algoritma 5 (Tahap Penggalian) 
Masukan: sejumlah array prune, nilai mmnnum 
confidence min_conf, nilai minimum support 
min_sup 
Luaran: kaidah asosiasi yang memiliki panjang lebih 
darisatu 
Metode: 
Untuk tiap array prune; 
Apabila (prune.getSupport > = min_sup && 
prune.getContidence >= min_conO; 
Mining(prune, min_sup, min_conO; 
end; 
return kaidah asosiasi; 
Gambar 3.4 : Algoritma Tabap Penggalian 
Procedure Mining(prune, 
min_conf) 
Apabila prune.length = o; 
return; 
end; 
Untuk tiap array prune; 
FPTree fpt= construnctFPTree(); 
fpt.fp_growth(null); 
min_sup, 
Menyimpan semua ltemset yang frequent ke 
dalam Vector 
frequents; 
Mencari kaidah asosiasi 
tindAssociations(frequents, 
min_sup,min_conO; 
end; 
return kaidah_as~~~!L.-. __ ---=---c:-::· 
Gambar 3.5 : Prosedur Tahap Penggalian 
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3.4 lmplementasi Data 
Serupa dengan yang telah dijela.skan di subbab 3.1, implementasi data 
Juga meliputi implementasi data masukan, impJementasi data proses, serta 
implementasi data luaran. 
3.4.1 Data Masukan 
Pembangkitan basis data transaksi sintetik dilakokan dengan 
menggunakan perangkat lunak yang serupa dengan ARMiner-Project 
SyntheticDataGenerator for Simulating Transaction in a Supermarket yang 
diperkenalkan oleh l.aurentiu Cristojor. Perangkat Junak ini dirancang dalam 
bahasa pemrograman Java untuk menguji algoritma penggalian kaidah asosiasi. 
Perangkat lunak tersebut dapat membangkitkan basis data transaksi yang a.k:an 
dijadikan sebagai data masukan. Adapun format penulisan nama basis data 
transaksi yang akan digunakan adalah Tw.Jx.Ny.Dz. Penjelasan mengenai format 
notasi penulisan nama basis data yang digunakan tersebut dapat dilihat pada tabel 
3.3. 
Terkait dengan notasi penulisan basis data tersebut, terdapat beberapa 
parameter yang harus dibatasi dan diatur datam pembangkitart. basis data tratt.Saksi 
adalah: 
1. @para m n um_t:ransact;i.ons : IT! da.lamribuan(default:lO) 
2. @param a vg_t r ansac t i on_ size : w dalam ribuan (default :20) 
3. @param num_ la.rge_ i temsets : 1 I 1 (default : 5) 
4. @param avg_large_itemset _ size : x (default:S) 
5. @pa r am num_it.~rns : 1 N 1 dalam ribuan (default : 100) 
6. @param correlation mean : tingkat korelasi antar large ltemsets 
( default:O. 5) 
7. @param corruption mean : tingkat kepercayaan dari large ltemsets 
(default:O.S) 
8. @exception IllegalArgumentExeep tion : apabila integer tidak 
bernilai positif dan apabila variabcJ float tidak bernilai antara 0 sampai 
dengan 1. 
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Tabel3.4: Tabel Notasi Penulisan Nama Basis Data Transaksi 
Parameter Deskripsi 
IT! Jumlah transaksi 
--·---I I I Jumlah maksimai frequent itemsets 
IDI Basis data transaksi 
IN! Jumlah item 
w Rata-rata ukuran transaksi 
---·-
X Rata-rata ukuran dari maksimal frequent 
itemsets yang potensial 
- - -y Jumlah item yang unique 
----·--z Ukuran basis data transaksi 
-
Sebuah basis data transaksi dapat dinyatakan dalam sebuah tata nama. 
Menurut Yew-Kwong Woon et al.£41, untuk basis data transaksi dengan nama 
T25120NIOKDIOOK memiliki makna bahwa basi s data transaksi tersebut terdiri 
atas 25 transaksi, memiliki rata-rata ukuran maksimum frequent itemsets yang 
potensial sejumlah 20 frequent item sets, tcrdapat 1 0. 000 items yang berbeda yang 
muncul dalam basis data, serta dengan ukuran basis data 100.000 (11 MB). 
Dari pembangkitan basis data transaksi sintetik tersebut, akan 
dihasilkan dua file yaitu, namafile.db. Format basis data yang dihasilkan telah 
sesuai dengan format basis data yang tclah dijelaskan pada subbab sebelumnya, 
yaitu : 
tid #item 
dengan keterangan yang menyatakan bahwa untuk t i d menyatakan identitas 
transaksi sedangkan i tem menyatak:an identitas item yang terkait dengan suatu 
transaksi. 
Untuk dapat memproses basis data tersebut ke dalam sistem aplikasi 
maka, file basis data namafile.db tersebut kemudian dikonversi ke daJam 
namafile.txt. Setelah dilakukan konversi, basis data tersebut kemudian disimpan 
dalam file basis data yang terdapat dalam Oracle 9i . Maka; basis data tersebut. siap 
diproses dalam sistem aplikasi. 
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Sedangkan untuk data masukan nilai batas minimum support dan batas 
mtmmum confidence, dapat lan~"tlng dimasukkan ke dalam sistem aplikasi. 
Format untuk nilai support dan confidence disimpan dalam berrtuk: desimaL 
3.4.2 Data Proses 
Basis data masukan yang telah dibangkitkan oleh software ARMiner-
Project SyntheticDataGenerator akan disimpan di dalam sebuah struktur data 
SOTrieiT. Untuk dapat mewujudkan hal tersebut, sebuah SOTrieiT harus 
dibangun dengan menggunakan tipe data yang memiliki kinerja yang bagus. 
Penjelasan mengenai SOTrieiT ada pada bab sebelumnya. 
Dengan menggunakan struktur data SOTrieJT, akan lebih 
memudahkan dalam pengambilan data Itemset yang memiliki panjang satu dan 
Itemset yang memiliki panjang dua, serta akan dapat mempercepat kinerja dati 
sistem. 
Selain struktur data SOTrieiT, akan digunakan juga struktur data Set 
Enumeration Tree. Struktur data Set Enumeration Tree ini berupa sebuah prefix 
tree yang akan digunakan untuk menyimpan informasi dan mengambil informasi 
mengenai setiap itemset dengan cara lebih cepat. Struktur data ini diperlukan 
untuk menyimpan semua itemset frequen1 yang ditemukan pada 1ahap penggalian 
beserta dengan nilai supportnya. 
Adapun struktur data lain yang digunakan dalam mencari kaidah 
asosiasi dari sekumpulan itemset frequent yang berhasil ditemukmt Struktur data 
tersebut adalah struktur data Hash-Tree yang digunakan untuk mendata sebuah 
vector yang berisikan sejumlah object-object itemset untuk: diproses lebih lanjut. 
Struktur data Hash· Tree ini diperlukan untuk mengecek jumlah subsetMsubset 
yang akan digunakan untuk membangkitkan kaidah asosiasi Sebenamya, struktur 
data Hash-Tree tidak diperlukan apabila item set yang digunakan bemkunm tidak 
terlalu panjang. T etapi, akan sangat bemtanfaat apabila itemset yang digunakan 
untuk membangkitkan kaidah asosiasi memiliki ukuran yang panjang. 
Proyeksi dari basis data transaksi yang berupa itemset yang memiliki 
ukuran berpanjang satu disimpan dalam sejumlah ArrayList Jtemset. Sedangkan 
untuk itemset yang memiliki ukuran berpanjang dua juga disimpan dalam 
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sejumlah ArrayList Ttemset . Proyeksi dari basis data transaksi yang berupa data 
hasil pemangkasan basis data transaksi berdasarkan item:set yang berpanjang sa.tu 
dan itemset yang berpanja.ng duajuga disimpan dalam sebuah ArrayList Itemset. 
3.4.3 Data Luaran 
Data luaran disimpa.n dalam sebuah ArrayList Association Rule untuk 
ditampilkan ke dalam sebuah instance dari javax . s wing. JText Area. Struktur 
data Association Rule dibuat untuk memudahkan penyimpanan kaidah-kaidah 
asosiasi yang dihasilkan lengkap dengan nilai support dan confidence yang terkait 
dengan kaidah asosiasi tersebut. Data tuaran diperoleb setiap menjalankan rekursi 
penggalian. Jadi jumlah data luaran yang diperoleh sama dengan jumlah 
pemanggilan rekursi dari method penggalian. 
3.5 Implementasi Sistem Aplikasi 
Berikut ini adalah implementasi dari sistem aplikasi yang telah 
dirancang di subbab 3.2. 
3.5.1 Tahap Ekstraksi 
Sebagian kode program untuk tahap ekstraksi ditunjuk:kan pada 
Gambar 3.6 dan pada Gambar 3.7. Di awal tahap ini, akan terlebih dahulu 
diinisialisasi jumlab transaksi dalam variabel int eount@r yang akan digunakan 
untuk menentukan ukuran panjang sebuah ArrayList transaksi yang akan 
digunakan untuk menyimpan tiap transaksi dalam basis data ( ditunjuk:kan pada 
Gambar 3.6). Karena format basis data dalam setiap barisnya hanya menyimpan 
satu item saja maka, dibutuhkan struktur' data bantu untuk me:nymukan item-item 
yang seharusnya ada dalam satu transaksi kedalam sebuah itemset . Adapun 
struktur data bantu tersebut berbentuk I t emset yang berguna untuk menyatukan 
tiap-tiap item berdasarkan kode _transaksi serta menyirnpan nilai support count 
serta nilai support yang terkait dengan itemset tersebut. Tiap item yang diambil 
dari basis data akan dikonversi kedalam bentuk Integer sehingga dapat 
memudahkan untuk proses penyimpanan item tersebut ke dalam itemset. Bentuk 
kode untuk tahap ekstraksi diperlihatkan pada gambar 3. 7. 
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1) private void counteriniliali2e(String L•bel) I 
2) try{ 
3) stm ~ conn.con . c reateSta tement{); 
4) rs ~stm.executeQuery( " select 
max(kode_transaksi) from " +tabel'""); 
5) while(rs . next()) 1 
i) " )) ; 
max(item) , 
7) num_cols~Integer .parseint(rs .getString ( "m<3x(itE!m) " )); 
8) 
9) }catch (Exception e) {System . ert.ptinUll( " F.Lor-t,f· ~<:MtnJJ1g 
database!! !\n" +e) ; } 
10) ) 
Gambar 3.6 : Kode untuk Tahap Ekstrak!i (lni!ia~ rulai Couatu-) 
Pada tahap ekstraksi, perta.ma~tama nilai counter akan diinisialisasi 
terlebih dahulu. Untuk melak-ukan inisialisasi pada nilai counter, dilal'llkan 
perintah memanggii nilai maksimum dari jumlah transaksi dalam basis data. 
Pemanggilan nilai maksimum jumlah tra.nsaksi digambarkan pada gambar 3.6 
pada baris 4. Sedangkan untuk menginisialisasi nilai counter dapat dilihat pada 
gambar 3.6 pada baris 6. Selain menginisialisasi nilai counter, dalam taha:p ini 
juga diinisialisasi nilai variabel num_cols yang merupakan nilai maksimum item 
yang terdapat dalam transaksi yang ada pad a basis data tersebut. V ariabel ini 
berfungsi untuk menentukan panjang arrayList yang akan digunakan unhik 
menyimpan jumlah setiap item yang muncul dalam tra:nsaksiA:ransaksi yang ada 
dalam basis data. Inisialisasi untuk va.riabel ini diperlihatkan dalam gambar 3.6 
pada baris 7. 
Setelah melakukan inisialisasi terhadap variabel counter dan variabel 
num cols maka, akan dilakukan pemindaian data tra.nsa.ksi dari basis data ke 
dalam memory. Setiap transaksi yang ada dalam basis data dibaca dan disimpan 
dalam item set seperti yang ditunjukkan dalam gambar 3. 7 pada baris 13. Setiap 
itemset hanya berfungsi untuk menyimpan sebuah transaksi saja. Selain dilakukan 
pemindaian data transaksi, pada tahap ini juga dilakukan peng:bitungan setiap item 
yang muncul dalam basis data dan nilai tersebut disimpan dalam sebuah variabel 
countltem berdasarkan jenis itemnya. Proses penghitungan kemunculan item 
tersebut dapat dilihat dalam gambar 3.7 pada baris ke 10. Pada tahap ini, secara 
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otomatis nilai count!tem tersebut disimpan dan s1ap digunahm untuk proses 
selanjutnya. 
1) private void readData(Slting t"be:l) I 
2) try{ 
3) stm ~ conn . con.createStaternen l() ; 
4) for(int i~l ; i< ~counter ; i++) { 
5) Itemset trans~new Itemset() ; 
6) rs - stm . executeQuery( "select * from " +tabel+ " 
where kode_transak~i @ '"+i+ "'" l ; 
7) while(rs.next()) I 
B) String itm1-rs.getstring("item"); 
9) int itm•Integer.parseinl(itml); 
10) countitem[itm-1]++ ; 
11) trans . additem(itm) ; 
12) 
13) transaksi[i - l)=trans ; 
14) data.add(trans); 
15) 
16) }catch (Exception e) 
17) (System . err.println("Error scanning database!! !\n " + 
e) ; l 
18) } 
Gam bar 3. 7 : Kode Untuk Tahap Ekstraksi (Pem~ndaiu .nata ke 1\femo!'y) 
3.5.2 Tahap Persiapan 
Di awal tahap ini perhitungan durasi eksekusi dimulai. Adapun 
parameter-parameter yang dibutuhkan disini adalah nama tabel, nilai minimum 
support yang diinisialisasi dengan nama sup. 
Pertama, akan dipanggil fungsi freqFOLD(sup, tabel) seperti yang 
ditunjukkan pada Gambar 3.8. yang akan menghasilkan sejumlah Itemset 
frequent. Itemset frequent yang dihasilkan ini akan diproses pada tahap 
selanjutnya untuk menghasilkan kaidah asosias:i yang utuh dan memenuhi nilai 
batas minimum support dan batas minimum confidence. 
Dalam fungsi freqFOLD ini akan memanggil fungsi-fungsi lain dalam 
upaya untuk menghasilkan kaidah asosiasi yang utuh. Pertama-tama setelah 
membaca basis data transaksi, data tersebut akan dipindahkan ke dalam sebuah 
struktur data SOTrieTT unt.uk dilakukan pengga]ian Itemset yang memiliki 
panJang satu (L1) dan penggalian Itemset yang memililci panjang dua (L2) 
berdasarkan nilai batas minimum support yang dikebendaki oleb pengguna. Kode 
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untuk penggalian L1 ditunjukkan dalm gambar 3.9. Sedangkan kode untuk 
penggalian L2 ditunjukkan dalam gamba:r 3.1 0. Setelah dilakukan penggalian 
untuk L1 dan L2, akan dilakukan pengecekan untuk L1 dan L2 sehingga apabila L1 
atau L2 adalah null maka,. algoritma ini dapat sege.ra dihentikan. 
Langkah selanjutnya,. dilakukan proses pemangkasan basis data 
transaksi dengan menggunak:an L1 dan L2. Langkah ini diperlukan untuk 
pemangkasan item-item yang tidak memiliki kontribusi pada Lk dimana nilai k 
lebih dari 2. Untuk langkah pemangkasan basis data transaksi ditunjukkan pada 
gambar 3.11. 
1) public Vector freqFOLD(f]r>~r ""!:' • St.ri.n<J t.nh"l) f 
2) readData (tabel) ; 
3) for(int io-O ; io<transaksi. lengtb ; io++) I 
4) trie.insert(trans~k.~ifi"J); 
5) 
6) Vector v- trie . getL2() ; 
7) Vector qu = tr le. getLl () ; 
B) L1(qu) ; 
9) 12 (V); 
tO) if(ll.length=• O 11 l2.length ~• O) ( 
11) String infol=" " ; 
12) for(int r-O ; r<l2 . length ; r++) 
13) frequents . add(l2[rl); 
14) for(int rr•O:rr<ll . length;rr++) 
15) frequents.add(ll[rr]); 
16) return frequQnLs ; 
17) 
18) Vector pp-pruneData() ; 
19) int num_frequenL = 0 ; 
20) for (int i = O; i < countitem.langLh; l++) 
21) if (countitem[l] >= 1) 
22) num_frequent++; 
23) Item[] first_Item ~ n'iJw ItQm[n.um_fr~qu<:>nt] ; 
24) for (int j = O, k-0 ; j < countitem. length ; j++) 
25) if (countitelrn[j] >~ 1) 
26) first_Item[k++]•new Item(j+1 , countitem[j]) ; 
27) Arrays.sort(first_Item); 
28) LI=new int [num_fr~qu~nt] ; 
29) for (int i = 0 ; i < num_frequent; i++) 
30) LI[i] = first_Item[num_frequent- i - 1] .item ; 
31) frequents =all . runFP(LI , countit~Jm , c:ount.<Jr , 
num_cols , pp , sup) ; 
32) return frequents ; 
33) 
Gambar 3.8 : Kode Untuk ProsedudreqFGLD {Tahap hniiaplili) 
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Prosedur freqFOLD mempakan tahapan awal dari penggalian data 
untuk rnendapatkan basil berupa itemset-itemset yang frequent yang terdapat 
dalam basis data.. Algoritma. FOLD-growth dimulai pada prosedur ini . Setelah 
melakukan proses pemindaian data transaks.i seperti yang dijelask:an pada tahap 
sebelumnya, maka akan dilakukan proses pembuatan SOTrieiT berdasarkan 
dengan basis data transaksi yang ada. Perintah untu.k: pembuatan SOTrieiT dapat 
dilihat dalam gambar 3.8 pada baris 4. Setelah SOTrieiT dibuat maka dilakukan 
penggalian Iternset yang rnemiliki panjang satu (L1) dan penggalian Itemset yang 
memiliki panjang dua (L2) berdasarkan nilai batas minimum support yang 
dikehendaki oleh pengguna. Prosedur untuk penggalian L1 dan juga L2 dapat 
dilihat pada gambar 3.9 dan pada gambar 3.10. Apabila Lt atau L2 tidak 
diketernukan rnaka, algoritma ini dapat dihentikan. Hal ini dapat dilihat dalam 
gambar 3.8 pada baris 10 sampai baris 17. Apabila L1 atau L2 diketemukan maka, 
akan dilakukan proses pernangkasan terhadap basis data transaksi berdasa.rk:an 
dengan nilai L1 dan L2. Pemanggilan prosedur untuk proses pemangkasan basis 
data transaksi dapat dilihat dalam gambar 3.8 pada baris 18. Sedangkan kode 
untuk prosedur pemangkasan basis data tersebut dapat dilihat dalam gambar 3. 11. 
Setelah proses pemangkasan data transaksi dilakukan rnalca, item-item yang 
terdapat dalam data transaksi tersebut diuru1kan berdasarkan jumlah kemunculan 
item tersebut dan kemudian dilakukan proses pembangkitan FP-tree dengan 
menggunakan algoritma FP-growth. Hal ini dapat dilihat dalam gam bar 3. 8 pad a 
baris ke 20 sampai dengan baris ke 31. 
1) private void Ll (Vector Qe) { 
2) int num_freq: O; 
3) Vector hi • ge ; 
4) Vector c1~new Vector(); 
5) for(int i % 0 ; i <hi . size() ; i ++) { 
6) Itemset c- (I temset)hi.get(i) ; 
7) int h~C . getFir~tiLem(J ; 
8) if(countitem[h - l)>=min_weight) { 
9) c. setsupport ((float) countrtem[h- 1] /counter) ; 
10) C . setWeight ((long) counUtt<Jn[h-1]) ; 
11) cl.add(C) ; 
12) num_freq++ ; }) 
13) ll=new Itemset [cl.size(J J ; 
14) fo1 (iuL r~On<cl.s.i~e() ; r+.,.) 
15) ll[r]-(Itemset)cl.get(r) ; } 
Gam bar 3.9 : Kode Penggaliao L1 
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Prosedur ini bertujuan untuk menemukan itemsat berpanjang satu (Lt) 
yang frequent. Penggalian L1 disini didasarkan pada nilai minimum kemunculan 
sebuah item dalam data transaksi . Nilai minimum kemunculan sebuah item 
tersebut didapatkan dari nilai minimum support yang dikalikan dengan nilai dari 
variabel counter. Apabila nilai kemunculan sebuah item lebih dari atau sama 
dengan nilai minimum kemunculan maka, itemset berpanjang satu tersebut akan 
disimpan untuk digunakan dalam proses selanjutnya. Hal tersebut di atas dapat 
dilihat dalam gambar 3. 9 pada baris ke 6 sampai dengan baris ke 15. 
1) private void L2 (Vector ge) 
2) 
3) Vector c2~new Vector() ; 
4) for(int i = 0 ; i < ge . size() ; i+l) ( 
5) Itemset c ~ (Itemset)ge . get(i) ; 
6) int w~O ; 
7) for(int x•O;x<transaksi . lenglh ; x++) 
8) if(C . isincludedin(transak."i [x))) 
9) w++ ; 
10) if(w>~min_weight) I 
11) C . setSupport( (float;)w/count<'r) ; 
12) C. setWeight(w) ; 
13) c2 . add(C); 
14) 
15) 
16) 12=new Itemset [c2.~ize()) ; 
17) for(int r-O ; r<c2.size() ; r++) 
18) l2[r)=(Itemset)c2 . get(r) ; 
19) ) 
Gambar 3.10: Kode Penggalian .4 
Sarna halnya dengan tahap penggalian itemset yang berpanjang satu. 
Setelah proses pembuatan SOTrieiT maka, akan dengan cepat ditemukan itemset 
yang berpanja.ng dua (L2). Pa.da proses penggalian di sini juga didasarkan pada 
nilai minimum kemunculan sebuah itemset berpanjang dua dalam data trnnsaksi. 
Apabila nilai kemunculan itemset berpanjang dua tersebut lebih dari atau sama 
dengan nilai kemuncu.lan minimum maka, itemset berpanjang dua tersebut akan 
disimpan sehingga siap untuk diproses pada tahap selanjutnya. Proses ini dapat 
dilihat dalam gambar 3.10 pada baris ke 10 sampai dengan baris ke 14. 
58 
1) private Vector pruneData () { 
2) int num_frequent~O ; 
3) Vector prn~new Vector() ; 
4) Itemset [] PruneTrans~new 
Itemset[transaksi - l~ngth] ; 
5) Itemset [] result-new Itemset[transaksi . length] : 
6) cnt~new int [num_cols]; 
7) for(int i=O ; i<transaksi . length;i++) ( 
8) Itemset smtr~new Itemset() ; 
9) for(int j~O ; j<l2 - length ; j++) [ 
10) Itemset temp=l2[j] ; 
11) if (temp. isincludedin (transaksi [i])) { 
12) in t item1-temp. getrlern ( 0) ; 
13) int item2~temp . getitern(l) ; 
14) cnt[item1- 1]=1 ; 
15) cnt[item2- l]-l; 
16) smtr . add Item ( iternl) ; 
17) smtr . additem(item2) ; 
18) 
19) 
20) prn . a dd(smtr); 
21) 
22) return pro ; 
23) ) 
Gambar 3.11 : Kode Pemangkasan Basis Data Tnmsaksi 
Untuk proses pemangkasan basis data transaksi didasarkan pada 
itemset-itemset yang telah diperoleh melalui proses penggalian L1 dan L2. Apabila 
sebuah transaksi mengandung sebuah item yang tidak terdapat dalam Lt maupun 
dalam L2 maka, item tersebut akan dipangkas terlebih dahulu. Hal ini bertujuan 
untuk memperkecil kapasitas memory yang dibutuhkan untuk membangun seblJah 
FP-Tree. Hal tersebut dapat dilihat dalam gambar 3.11 pada baris ke 11 sampai 
dengan baris ke 17. 
3.5.3 Tahap Penggalian 
Di tahap penggalian, proyeksi basis data yang telah didapat dmi tahap 
persiapan akan digali secara rekursif Tahap penggalian menghasilkan senma pola 
asosiasi yang berpanjang lebih dari satu dan memenuhi nilai support minimum 
serta memenuhi nilai minimum confidence. Algoritma untuk tahap penggaJian ini 
dapat dilihat pad a Gam bar 3.1 2. 
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1) public Vector findAssociations(V~ctor 
minSupport , float minconfidence) { 
2) min_support - minSupport ; 
3) min_confidence = minConfictence; 
4) rules -new Vector() ; 
5) I I react from cache supports of frequent item.'let.'l 
6) initializeSupporta(freq) ; 
7) I I get the frequent it€!msets 
8) Vector frequent- supports . getitemsets() ; 
9) II generate rules from each frequent item8et 
10) for (inti 0 ; i < frequent . size() ; i++) ( 
11) II get a frequent itemset 
12) Itemset is_fr~qu<lnt ~ (It~mso;t) fre;qu<;nt. gO:~ ( i); 
13) II skip i t if it ' s too small 
14) if (is_frequent.size() <= 1) 
15) continue; 
16) I I get all possible 1 item consequ<;nts 
17) Vector consequents new 
Vector(is_frequent . s~2e()); 
18) for (int k = O; k < is_frequenl.si"El() ; kH) 
19) 
20) 
21) 
22) 
int item = is_£requ€!nt.go;tHo;m(k); 
Itemset is_consequent- new Itemset(l) ; 
is_consequent . actditem(item); 
23) Itemset i s antecedent 
-is_frequent . subtract(is_consequent) ; 
24) float antecectent_support- (float)O . OOOOl ; 
25) try{ 
26) antecedent_support - supports . getSupport(i~ anlec~d~nt); 
27) }catch (SETException e) 
28) 
29) System . err.println( " Error gHing ftom 
SET! ! ! \n " +e) ; 
30) 
31) float confidence is frequent . getSupport() 
lantecedent_support; 
32} if (confidence >= rnin_c<:,nfi<i<>n""l 
33) 
34) consequents . add(ls consequent) ; 
35) II we add the rule to our colleclion if it 
satisfies 
36) II our conditions 
37) rules . add(new A.ssocialionRul~(.i-9 anLece:d~nl , 
is_consequent , is frequent . getSupport() , confidence}) ; 
38) 
39) 
40) I I call the genrules procedure for ge!lei~tllitJ d) l 
41) 
42) 
4 3) 
rules 
II out of this frequent itern~el 
genrules ( is_fr<lqu~nt , cor,~ElCJ\l<ll'lt$) ; 
44) return rules ; 
4 5) 
Gam bar 3.12 : Kode Penggalia:tt Kaidah ~ 
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Pada proses penggalian kaidah asosiasi dibutuhkan nilai support 
minimum, nilai confidence minimum. dan juga itemset yang frequent yang 
merupakan basil dari tahap sebelumnya. Untuk sctiap itcmsct akan dilakukan 
proses penggalian kaidah asos.iasi berdasarkan nilai support minimum dan nilai 
confidence minimum yang telah ditentukan oleh user. Proses ini dapat dilihat 
dalam gambar 3.12 pada baris ke 11 sampai dengan baris ke 48. Apabila kaidah 
asosiasi yang ditemukan memiliki nilai confidence lebih dari atau sama dengan 
nilai minimum confidence maka kaidah asosiasi tersebut layak dikatakan kaidah 
asosiasi yang menarik. Hal tersebut dapat dilihat dalam gam bar 3.12 pad a baris ke 
36 sampai dengan baris ke 41, 
3.6 Implementasi Antarmuka 
Gambar berikut ini menunjukkan antarmuka dari sistem aplikasi yang 
dibangun. Beberapa komponen pentingnya adalah Koneksi Basis Data (halaman 
isian koneksi basis data), Isian Minimum Support (Support Minimum dalam 
desimal), Isian Minimum Confidence (Support Minimum dalam desimal), Isian 
Select Table ( dalam bentuk ComboBox), tombol Mining (tombol untuk 
melakukan pencarian semua pola asosiasi). Implementasi ini ditunjukkan dalam 
Gambar 3. 1 3. Disertak.an pula gam bar koneksi basis data pada Gambar 3.14 dan 
gambar penggalian itemset frequent pada Gambar 3.15. 
Dapat dilihat pada gam bar 3. 13 hasil kaidah asosiasi yang diperoleh 
berdasarkan basis data "Sampef' denga.n nila.i support minimum 0. 5 ata.u 50% dan 
nilai confidence minimum 0.6 atau 600/o. Dari gambar 3.13 terlihat salah satu 
kaidah asosiasi untuk transaksi item 3 yang kemudian diikuti dengan item 2 
memiliki nilai support 0. 75 atau 75% dan nilai confidence 0. 75 atau 75%. 
Sedangkan kaidah asosiasi untuk transaksi item 2 yang kemudian diikuti dengan 
item 3 memiliki nilai support 0.75 atau 75% dan nilai confidence 1 atau 100%. 
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Gambar 3.13: Antarmuka Penggalian Kaidah Assosiasi 
ARirl 
LOCALHOST 
............ 
1!21 
:-.:: ARIN 
.· .• .. · ~ ·.· 
UI\L : :l<U>c:ora<:le:thin : ~//LOCALHOST : lSZl/AP.lll 
Usern&m.e: _ : AIUN 
Passvord. ~ '*' ... •~-s-.,,~*11' 
SUcc:e-Sced • . . . . . . . . . Connected to o-racle! ! 
Gambar 3.14 : Autarmuka Koneksi Basis Data 
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Pada gambar 3.14 merupakan gambar antarmuka unn1k koneksi basis 
data pada Oracle 9i. Sebagai contoh, nama pengguna adalah "Arin", nama server 
"Localhost", port "1521", dan nama basis data adalah "Ariri' . Apabila koneksi 
tersebut sukses maka, akan muncul pesan seperti yang terlihat pada gambar 3. 14. 
Proses koneksi basis data ini diperlukan untuk membaca basis data trnnsaksi yang 
tersimpan dalam basis data Arin. 
Gambar 3.15 : Antarmuka Penggalian Itemset Frequent 
Untuk proses penggalian itemset yang frequent, user hanya perlu 
memilih basis data transaksi yang a.kan diproses dan memasukkan nilai minimum 
support yang dikehendaki. Misalnya, seperti yang terlihat pacta gambar 3 .15, hasil 
penggalian item set frequent wttuk basis data Sampel dengan nilai support 0. 5 atau 
50%. 
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BABIV 
UJI COBA DAN EV ALUASI 
4.1 Lingkungan Pengujian 
Untuk mengevaluasi efektivitas dan efisiensi, penguJtan hams 
dilaksanakan terhadap algaritma FOLD~Gro'Wth. Pengujian ini meliputi pengujian 
data kecil dan pengujian data besar. Semua ek:sperimen dilakukan pada sebuah 
Personal Computer dengan prosesor Intel® Pentium® 4 CPU 2.80 GHz, memori 
512MB RAM, VGA Card NVIDIA GeForce4 MX 440 dengan AGP8X. Sistem 
operasi yang dijalankan adalah Microsoft Windows 2000 Professional {5.0, Build 
2195). Sistem aplikasi pencarian pola asosiasi yang akan diuji (yang meneraplam 
algoritma FOLD-Growth) dan sistem aplikasi komparasi (yang rnenerapk.an 
algoritma FP-Growth) diimplementasikan denga:u bahasa pemrograman Java. 
Spesifikasi detail lingkungan dari setiap pengujian akan dijelaskan di subbab yang 
bersesuaian. 
4.2 Pengujian Data Kecil 
Pengujian data kecil dilakukan terhadap basis data transaksi yang 
berukuran relatif kecil. Pengujian data kecil dilakukarr untuk menguji validitas: 
sistem aplikasi. Basis data transaksi pada gambar 4.1 digunakan untuk pengujian 
.-
data kecil. Basis data transaksi harus diubah duh1 ke dalam format sta:ndar sepe.rti 
pada gambar 4.2. 
Tabel 4. 1 : Basis Data Transaks.i (Teoritik) 
TID Item 
1 AC 
2 BC 
3 ABC 
t----4-:-----t------AsEn-----------·--·· 
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Tabel4. 2: Basis data transaksi dalam format ~id #item .. 
.......... _ ....... ~-·· ... ·· 
kode transaksi item 
1 1 
1 3 
2 2 
- - -
2 3 
-· 
3 1 
3 2 
--···--,.,.,......-
3 3 
4 1 
4 2 
4 3 
---- -· --4 4 
·--
Setelah aplikasi FOLD-Growth dijalankan dengan support nnmmum 
sebesar 75%, diperoleh pola asosiasi sebagai berikut yang telah sesuai dengan 
yang telah dijelaskan di subbab sebelumnya. 
Pol a asosiasi { 1) { 3) Support: 0.75 Confidence.: 1 
Pol a asosiasi ( 3) { 1} Support: 0.75 Confidence: 0.75 
Pol a asosiasi { 2} { 3} Support: 0.75 Confide n ce. : 1 
Pol a asosiasi {3} {2} Support: 0.75 Confidence: 0.75 
Dengan catatan, item A =- 1, B = 2, c = 3, dan D ""' 4. 
4.3 Pengujian Data Besar 
Pengujian data besar dilakukan unruk menguji kehandalan kinerja 
algoritma FOLD-Growth. Pengujian dilakukan dengan membandingk:an kinerja 
FOLD-Growth dengan FP-Growth pada sejumlah basis data tnmsaksi sintetis dan 
juga pada dua buah dataset transaksi dari Fllvfl repository dari berbagai ukuran 
dan distribusi data yang dibangkitkan oleh perangkat lunak ARMiner-Synthetic 
Database Generator oleh Laurentiu Cristofor. Kedua algoritma 1m 
diimplementasikan dengan babasa pemrograman Java. Algoritma FOLD-Growth 
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diimplementasikan berdasarkan deskripsi dari paper YeweKwong Woon eta! [41, 
sedangkan algoritma FP-Growth diimplementasikan berdasar:kan deskripsi dari 
paper Jie Wei Han et al [Jl_ Uji kinetja akan dilihat dari segi kecepatan, dan dari 
segi jumlah node FP-Tree yang dibangun oleh masing-mas.ing algoritma.. 
4.3.1 Dataset T25120NJOKDJOOK 
Dataset ini terdiri dari 100.000 transaksi dengan 10.000 item yang 
berbeda. Rata-rata jumlah item dalam sebuah transaksi adalah 25 dan rata-rata 
jumlah panjang Large ltemset adalah 20. Uji kinerja untuk data set ini akan 
dilakukan berdasarkan segi kecepatan, dan dari segi jumlah node FP-Tree yang 
dibangun oleh algoritma FP-growth dan FOLDegrowth. Garnbar 4.1 rnemmjukkarr 
perbandingan waktu yang digunakan untuk melakukan proses pembangk:itan pola 
asosiasi . Jumlah node yang dihasilkan dalam skcnario ini tidaklah sama. Node 
yang dihasilkan dalam algoritma FOLD-growth ini lebih sedikit jika dibandingkan 
dengan node yang dihasilkan oleh algoritma FP-growth. Karena, algorit:rna 
FOLD-growth telah melalui proses pemangkasan. Gambar 4.2 menunjukkan 
perbandingan jumlah node yang dihasilkan oleh algoritma FOLDcgrowth dan 
jumlah node yang dihasilkan oleh algoritma FP-growth. Data dari hasil uji coba 
untuk datasets T25I20N 1 OKD 1 OOK dapat dilihat pad a lampiran 1. 
D1A 
10000000 
1 000000 ..... _.,___ ____ ... 
~ ... ... ....... 
~ 1 00000 \ .... , _, ! 10000 -!-----\--\ ______ .... ·· ... _ 
~ 1000 \"--· . .. _______ '"--·---.l 
100 +---~~==~~-~~--~----~· 
10 -t---..---r---r----.---···-.,--···,··· 
0.5 1.5 2 2.5 3 3.5 4 
Support Threshold {%) 
f-+- Fold-GroiMh ....... FP-groiMh J 
Gambar 4. 1 : Perbandingan waldtt FOL»growtlt VS FPgrowtlt tttttttk da'!lt!et 
T25120NlOKDlOOK dengan support minimum 0.5% - 4% 
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------ ----
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I-- Fold-Growth : ...... FP-Growt_hj 
Gambar 4.2 : Perbandingan JumJah Node FPtree yang Tercipta oleh Algoritma 
FOLDgrowth VS Algoritma FPgrowth dengan Suppt~rt Minimum O.So/• = .t% 
Tabel4. 3 : Node yang dihasilkan oleb dataset Dl dat-.uo p~ ~- pola ~ 
T25I20N10kD100k 
--Min_Sup (%) FOLD-Growth FP-Gro wth 
0.5 171662 Node 1987432 
-~--
1 198 Node 857983 Node 
1.5 ·--1--3 Node 198321 Node 
2 2 Node 5489 N ode 
2.5 1 Node 678 N ode 
3 --I· 1 Node 35 No de 
3.5 --1--1 Node 7 No de 
·-4 1 Node 1 No de 
-
Gambar 4.1 menunjllkkan bahwa dalam melakukan proses: penggalian pola 
asosiasi, algoritma FOLD-Growth memiliki kinerja lebih cepat dibandingkan 
dengan algoritma FP-Growth. 
4.3.2 Dataset T25120N75D1K 
Dataset ini kurang Iebih sama dengan dataset sebelumnya. Hanya saja 
dataset ini terdiri dari 1000 transaksi dengan 75 item yang berbeda. Rata-rata 
jumlah item dalam sebuah transaksi adalah 25 dan rata-rata jumlah panjang .Large 
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Jtemset adalah 20. Uji kinerja untuk data set ini akan dilakukan berdasarkan s:egi 
kecepatan, dan dari segi jumlah node FP-Tree yang dibangun oleh algoritma FP-
growth dan FOLD-growth. Gambar 4.3 menunju.kkan perbarrdirrgarr waktu yang 
digunakan untuk melakukan proses pembangkitan pola asosiasi. Jumlah node 
yang dihasilkan dalam skenario ini tidaklah sama. Node yang dihasilkan dalam 
algoritma FOLD-growth ini lebih sedikit jika dibandingkan dengan node yang 
dihasilkan oleh algoritma FP@growth. Karena, algoritma FOLD~growth telah 
melalui proses pemangkasan. Gambar 4.4 menunjukkan perbanding:an jumlah 
node yang dihasilkan oleh algoritma FOLD-growth dan algoritma FP-growtlL 
Data dari hasil uji coba untuk datasets T25120N75DlK dapat dilihat pada 
lampiran 2. 
1000000 
100000 
....... 10000 1/) 
.§. 1000 Q) 
E 100 .. 
10 
25 30 35 40 45 50 
Minimum Support(%) 
I-- FOLO=Q-;~;th -- FP-Growth _._ Apriori I 
Gam bar 4. 3 : Perbandingan wldt..'ttt UJ:ttuk d:rtaset T2512frN·7-5fHK dengan $ttp:p-urt mhrinmm 
0.25 - 0. 5 (kurang dari 1) 
Gambar 4.4 menunjukkan bahwa dalam melakukan proses: penggalian pola 
asosiasi, algoritma FOLD-Growth memiliki kinerja lebih cepa:t dibandingkan 
dengan algoritma FP-Growth. 
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4500 ······· ··· ················································· ·················································: 
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~ 1500 +---------
1000 +--------·-····-·---······· 
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Gam bar 4. 4 : Perbandingan Jnmbth Nade: F"Ptre:e: y-.mg- Te:rc:qrta al:e:b:. .Algnritnt:lt 
FOLDgrowth VS Algoritma FPgnmth dengan· Suppo-rt Minim &.25- 0. 5 
Tabel 4. 4 : Node yang dihasilkan oleh dataset D2 dalam proses pmggzli:m pola ~ 
~-~~'-'"' ~-HH- "'"''- -··-·· .. ····-·· 
T25I20N75D1K 
--~ 
............ _ 
Min_Sup FOLD-Growth - F:p::·Growth 
-- -0.25 3950 Node 3950 Node 
---- --· 
--- ·-
.,_ 
0.3 3180 Node 3345 Node 
0.35 2998 Node 3180 Node 
-
~" 0.4 1882 Node 2644 Node 
·····----
0.45 1368 Node 1559 Node 
··-------------------0.5 1192 Node 1192 Node 
..................... ., ................ ,..,., .... 
--·-
4.3.3 Dataset T25120N75D100 
Dataset ini terdiri dari 100 transaks:i dengan 75 item yang berbeda .. Rata~ 
rata jumlah item dalam sebuah transaksi adalah 25 dan rata-rata jumlah jumlah 
panjang Large ltemset yang ditemukan adalah 20. Uji kinerja untuk data set ini 
akan dilakukan berdasarkan segi kecepatan, dan dari segi jumlah node FP-Tree 
yang dibangun oleh algoritrna FP-growth dan FOLDEgrowth. Gambar 4.5 
menunjukkan perbandingan waktu yang digunakan untuk rnelakukan proses 
pembangkitan pola asosiasi. Jumlah node yang dihasilkan dalam skenario ini 
tidaklah sama. Node yang dihasilkan dalam algoritma FOLD-growth ini lebih 
sedikit jika dibandingkan dengan node yang dihasilkan oleh algoritma FP-growth. 
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Karena, algoritma FOLD-growth telah melalui proses pemangkasan.. Gambar 4.6 
menunjukkan perbandingan jumlah node yang dihas.ilkan oleh algoritma FOLD-
growth dan algoritma FP-growth. Data dari hasil uji coba untuk datasets 
T25120N75D100 dapat dilihat pada lampiran 3. 
03A 
180000 
150000 -..:-~, --- --- ---
'iii' 120000 +-"~--+----·----­
E 
-; 90000 +-+-----'-:---
~ 60000 +--\----:.-- ---
30000 +--\--- '_i!.._..;;;;.·-··-·a...-
', 
' :RS.. ... __ .... 
0 +--r-~-r._~~~-+~~~,~~~~~·~·~ 
35 40 45 50 55 60 65 70 75 80 
Su pprt threshold (o/o) 
1-+-- FOLDgrowth ... Qjl ... FPgrowth I 
Gam bar 4. 5: Perbandingan waktu rurtttk dat.a!:et T25.t20N75ftl00 <tldr A1gnritnnt 
FOLDgrowtb VS FPgrowtb dengan support minimum 0.35- 0.8 
900 
Cl) 750 
Cl) 
600 '0 
0 
z 450 
.... 
0 
0 300 
z 150 
0 
038 
···~.:..: ~ .. ~~-----··········· ··············· ········ ···································· ······· .. ····· 
+-----
35 40 45 50 55 60 65 70 75 80 
Support threshold (o/o) 
1-+-- FOLDgrowth _.,_ FPgrowth I 
Gam bar 4. 6 : Perbandingan Jumlah Node FPtree yang Tercipta oleh Algoritma 
FOLDgrowtb VS Algoritma FPgrowtb dengan Support Minimum 0.35- 0.8 
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Tabel4. 5: Node yang dibasilkan oleb dataset DJ dalam ~ ~ po!a ~ 
T25I20N75Dl00 
Min_Sup FOLD-Growth FP-Growth"-
0.35 885 Node 885 Node 
0.4 796 Node 796 Node 
·~ n ... ..,...._.,..,.. ..,,_ -0.45 662 Node 703 Node 
0.5 590 Node 591 Node 
0.55 551 Node 556 Node 
0.6 307 Node 468 Node 
-· --·--·--··-- ··-··-·---0.65 216 Node 271 Node 
- -0 .7 15 Node 194 Node 
- -
--0.75 0 73 Node 
--0.8 0 12 Node 
-
-
Gambar 4.5 menunjukkan bahwa dalam melakukan proses- penggalian pola 
asosiasi, algoritma FOLD-Growth memiliki kineija lebih cepat dibandingkan 
dengan algoritma FP-Growth. 
4.3.4 Dataset T212N32KD640K 
Dataset ini terdiri dari 640.000 transaksi dengan 32.000 item yang 
berbeda. Rata-rata jumlah item dalam sebuah transaksi adalah 2 dan rata-rata 
jumlah jurnlah panjang Large ltemset yang ditemukan adalah 2. Uji kinerja urrtuk 
data set ini akan dilakukan berdasarkan segi kecepatan, dan dari segi jumlah node 
FP-Tree yang dibangun olch algoritma FPc growth dan FQLD .. growth.. Gambar 4. 7 
menunjukkan perbandingan waktu yang digunakan untuk: melakukan proses 
pembangkitan pola asosiasi. Jumlah node yang dihasilkan dalam skenario ini 
tidaklah sama. Node yang dihasilkan dalam algoritma FOlD-growth ini lebih 
sedikit jika dibandingkan dengan node yang dihasilkan oleh algoritma FP .. growth. 
Gambar 4.8 menunjukkan perbandingan jumlah node yang dihasilkan oleh 
algoritma FOLD-growth dan algoritma FP-growth. Data dari basil uji coba untuk 
datasets T212N32KD640K dapat dilihat pada lampiran 4. 
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Gam bar 4. 7 : Perbandingan waktu untuk dataset T212NUKD640K oleh Algoritma 
FOLDgrowtb VS FPgrowtb dengan support mi11inmm 0 -0.9 
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048 
·~~>- -... ......_ 
... ... ........ 
0 0.1 0.2 0.3 0.4 0.5 0.6 0 .7 0.8 0.9 
support(%) 
Gambar 4. 8 : Perbandingan Jnmlah Node FPtre:e: yang Terciptaote:h Algoritma 
FOLDgrowtb VS Algoritma FPgrowtb dengan Support Minimum 0 - 0.9 
Gam bar 4. 7 menunjukkan bahwa dalam melakukan proges penggalian pola 
asosiasi, algoritma FOLD-Growth memiliki kineija lebih cepat dibandingkan 
dengan algoritma FP-Growth. 
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Tabel 4. 6: Node yang dibasilkan oleb dataset D4 dalam proses penggalian poht asosiasi 
T2I2N32KD640K 
,_ 
-----
Min_Sup FOLD-Growth FP-Growth 
0 13256 Nodes l 98735 Nodes 
0.1 87 Nodes l1354 Nodes 
0.2 6 Nodes 112 Nodes 
--
-0.3 1 Nodes 4 Nodes 
--·-· 0.4 1 Nodes 3 Nodes 
·- -
- -0.5 1 Nodes 1 Nodes 
0.6 0 Nodes 0 Nodes 
-
_, _ , _, _ 
-0.7 0 Nodes 0 Nodes 
--- 0 ---0.8 0 Nodes Nodes 
0.9 0 Nodes 0 Nodes 
-
4.3.5 Dataset Musltroom 
Dataset ini merupakan dataset transaksi yang diperoleh mela1ui FIMI 
Repository. Dataset ini terdiri dari k:urang lebih 9000 transaksi dengan rata-rata 
panjang transaksi ada1ah 25 item. Uji kinerja untuk data set ini akan dilakukan 
berdasarkan segi kecepatan, dan dari segi jumlah node FP-Tree yang dibangun 
oleh algoritma FP-growth dan FOLD-growth. Gambar 4.9 menunjukkan 
perbandingan waktu yang digunakan untuk melakukan proses pembangkitan pola 
asosiasi. Dalam gambar 4.9 ini dapat dilihat perbandingan waktu proses 
penggalian itemset yang frequent terhadap dataset mushroom denga:n 
menggunakan algoritma FOLD-growth, FP-growth dan Apriori. Jumlah node 
yang dihasilkan dalarn skenario ini tidaklah sarna. Node yang dihasilkan dalam 
algoritma FOLD-growth ini lebih sedikit jika dibandingkan dengan node yang 
dihasilkan oleh algoritrna FP-growth. Garnbar 4.10 rnenunjukk:an perbandingarr 
jumlah node yang dihasilkan oleh algoritrna FOLD-growth dan algoritma FP-
growth. Data dari hasil uji coba untuk datasets Mushroom dapat dilihat pada 
lamp iran 5. 
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Gambar 4. 9 : Perbandingan waktu. u:ntuk datas:et Mrrstrro:om: oidt: Atgutitnnt. FOLDgru;wtft 
VS Fpgrowtb VS Apriori dengan support mminmm 6.1 -l 
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Gambar 4. 10 : Perbandingan Jumlab Node FPtree yang Tercipta oleb Algoritma 
FOLDgrowth VS Algoritma FPgrowth dengan Support Minimum 0.1 - 1 
Gambar 4.9 menunjukkan bahwa dalam melakukan proses penggalian 
itemset yang frequent, algoritma FOLD-Growth memiliki kine:rja cenderung lebih 
cepat dibandingkan dengan algoritma FP-Growth dan algoritma Apriori. 
4.3.6 Dataset C~C 
Dataset ini merupakan dataset transaksi yang diperoleh melalui F!Ml 
Repository. Dataset ini terdiri dari kurang lebili 300 transak:si dcngan rnta~rata 
panjang transaksi adalah 25 item. Uji kine:rja untuk data set ini akan dilakukan 
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berdasarkan segi kecepatan, dan dari segi jumlah node FP-Tree yang dibangun 
oleh algoritma FP-growth dan FOLD-growth. Gambar 4.11 menunjukkan 
perbandingan waktu yang digunakan un:tuk mel:akl!ka:n proses: pembang:kitan pala 
asosiasi. Dalam gambar 4.11 ini dapat dilihat perbandingan waktu proses 
penggalian itemset yang frequent terhadap dataset mushroom dengan 
menggunakan algoritma FOLD-growth, FP-growth dan Apriori. Jumlah node 
yang dihasilkan dalam skenario ini tidaklah sama. Node yang dihasilkan dalam 
algoritma FOLD-growth ini lebih sedikit jika dibandingkan dengan node yang 
dihasilkan oleh algoritma FP-growth. Garnbar 4.12 menunjukkan perbandingan 
jumlah node yang dihasilkan oleh algoritma FOLD-growth dan algoritma FP-
growth. Data dari hasil uji coba untuk datasets CSC dapat dilihat pada lampiran 6. 
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Gambar 4. 11 : Perbandingan waldu untuk dataset CSC oleh Algoritrna FOLDgrowtb VS 
Fpgrowtb VS Apriori dengan support minimum 0.1-1 
Garnbar 4.11 rnenunjukkan bahwa dalam melakukan proses penggalian 
iternset yang frequent, algoritma FOLD-Growth memilik.i k.inerja cendenmg 
konstan dan lebih cepat dibandingkan deng.an algm itma: FP~Growth dan algoritma 
Apriori. 
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4.4 Uji Coba Frequent Itemset Dengan k Tertentu 
Berdasarkan dengan basil pengujian dengan IDeiib<gUDakan dataset sintetik 
mapun dengan menggunakan dataset asli ( didapatkan melalui FIMI Repository), 
temyata dihasilkan sejumlah itemset frequent yang bervariasi. Jumlah dan panjang 
dari itemset frequent yang dihasilkan bergantang pada ukuran dataset'S dan juga 
bergantung pada nilai minimum support yang ditentukan oleh user. 
4.4.1 Untuk Dataset Dl (T25120NlOKD10tiK) 
Dengan nilai minimum support adalah 0.5 % dan 1 % maka, untuk 
algoritma FOLD-growth, FP-growt:h, dan Apriori ak:an ditemukan frequent 
itemset sebagai berikut: 
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Tabel4.7 Peroleban Frequent Itemset Dl untuk FOLJ).gnm~ FP-gnmth, dan Aprimi 
k 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
Support: Support: 1 
FOLD- FOLD-
A priori 
growth growth 
1569 1569 869 869 
3968 3968 3968 
7831 7831 7831 
8701 8701 8701 
23651 23651 23651 
49363 49363 49363 
81056 81056 81056 
104617 104617 104617 
105094 105094 105094 
78190 78190 78190 
41710 41710 41710 
16603 16603 16603 
5370 5370 5370 
1342 1342 1342 
188 188 188 
8 8 8 
1 1 1 
-·· ·- .~ ......... ---·~!"!----······"'·• 
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Gam bar 4.13 : Itemset Frequent yang ditmmk:m fi'.ttb Rt.-st Dl 
4.4.2 Untuk Datase.t D2 (T25!10N75lltK): 
Dengan nilai minimum support adalah 25 %, 35 %, dan 50% maka, 
untuk algoritma FOLD-growth, FP-grawt:h, dan Apriori abm ~frequent 
itemset sebagai berik-ut: 
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Tabel4.8 Peroleban Frequent ltemset D2 nnmk FOLDi;nmili, FP~tb, dan Aprimi 
Support : 25 % Support : 35 % Support : 50 % 
A priori 
35 
392 
2294 
8701 
23651 
49363 
81056 
104617 
105094 
78190 
41710 
16603 
5370 
1342 
188 
8 
FOLD- FP-
growth growth 
35 35 
392 392 
2294 2294 
8701 8701 
23651 23651 
49363 49363 
81056 81056 
104617 104617 
105094 105094 
78190 78190 
41710 41710 
16603 16603 
5370 5370 
1342 1342 
188 188 
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Gam bar 4.14 : Itemset Frequent yang ditemnkan pH-a~ D2 
4.4.3 Untuk Dataset D3 (T25I26N7SIUOO} 
FP-
growth 
19 
121 
418 
910 
1111 
806 
319 
41 
1 
Dengan nilai minimum support adalah 20 %, 25 %, dan 30 % maka, 
untuk algoritma FOLD-growth, FP-grmvtr\ dan Apriari a:k;m diternt!:kan frequer.IT 
itemset sebagai berikut: 
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Tabel 4.9 Peroleban Frequent ltemset DJ untuk FOLJ).gnmth, FP-growfll, da.n Aprimi 
Support : 20 % Support : 25 % Support : 30 % 
FOLD- FP- FOLD- FP- FOLD- FP-
A priori 
growth growth 
A priori 
growth growth 
Apriori 
growth growth 
40 40 40 37 37 37 34 34 34 
550 550 550 458 458 458 370 370 370 
3778 3778 3778 2703 2703 2703 1803 1803 1803 
15313 15313 15313 8705 8705 8705 4586 4586 4586 
40419 40419 40419 17107 17107 17107 6365 6365 6365 
73291 73291 73291 22077 22077 22077 4955 4955 4955 
96378 96378 96378 19828 19828 19828 2270 2270 2270 
97223 97223 97223 12885 12885 12885 605 605 605 
77139 77139 77139 6657 6657 6657 91 91 91 
48182 48182 48182 2968 2968 2968 7 7 7 
23668 23668 23668 
8991 8991 8991 
2495 2495 2495 
459 459 459 
48 48 48 
2 2 2 
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Gambar 4.15 : ltemset Frequent yang ditcmukm pad'.t dat.uet D3 
4.4.4 Untuk Dataset D4 (T2.UJ"'l32K.D64aK} 
Dengan nilai minimum support adalab 0. 025 %, dan 0.1 % maka, 
untuk algoritma FOLD-growth, FP~growth, dan Apriori akan: d:it:e:rmrbm frequent 
itemset sebagai berikut: 
Tabel4.10 Perolehan Frequent ltemset D4 untnk FOLD-growth, FP-gnmtli, du Apriori 
k 
1 
2 
3 
4 
5 
6 
7 
Support : 0.025 % Support : 0.1 % 
A priori 
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11 11 
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Gam bar 4.16 : Itemset Frequent yang~ pad'.& dat.urt Dt 
4.4.5 Untuk Dataset Mnshruo.m 
Dengan nilai minimum support adalah 30 %, 45 % dan 65 % maka, 
untuk algoritma FOLD-growth, FP~grnwth, dan Apriori aka::rr ditemrrkarr frequent 
itemset sebagai berik-ut:· 
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k 
1 
2 
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Tabel4.11 Perolehan Frequent Itemset Mu~hromtt untttf< FOLD--growtlt~ FP-growtlt) dan-
Apriori 
Support : 30 % Support : 45 % Support : 65 % 
FOLD- FP- FOLD- FP- FOLD- FP-
A priori 
growth growth 
A priori 
growth growth 
A priori 
growth growth 
28 
163 
455 
725 
712 
441 
169 
38 
4 
28 
163 
455 
725 
712 
441 
169 
38 
4 
28 18 18 18 6 
163 67 67 67 13 
455 110 110 110 13 
725 91 91 91 6 
712 37 37 37 1 
441 
169 
38 
4 
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Gambar 4.17 : ltemset Frequent yang ditemukan pada dataset Mushroom 
4.4.6 Untuk Datasets CSC 
Dengan nilai minimum support adalah 1.5 %, 2.5 % dan 5 % maka, 
untuk algoritma FOLD-gro-wth, FP-growth, dan Ap-riori: akan cfuen:tcrkan frequent 
itemset sebagai berikut: 
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Tabel 4.12 Peroleban Frequent ltemset CSC untuk FOLD-grtmtb, FP-gYU'fftb, d:m Apriori 
-·--··-· -·· 
Support : 1.5 % Support : 2.5 % Support: 5% 
A priori 
45 
412 
1479 
3244 
4628 
4326 
2629 
1016 
241 
33 
2 
FOLD-
growth 
45 
412 
1479 
3244 
4628 
4326 
2629 
1016 
241 
33 
2 
FP- FOLD- FP-
growth 
A priori 
growth growth 
A priori 
45 37 37 37 24 
412 252 252 252 131 
1479 744 744 744 315 
3244 1354 1354 1354 409 
4628 1498 1498 1498 284 
4326 986 986 986 102 
2629 369 369 369 14 
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33 
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Gambar 4.18: Itemset Frequent yang ditemukan pada dataset CSC 
FP-
growth 
24 
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Dari gambar 4.13 sampai dengan gambar 4.18 di atas: dapat dilihat bahwa 
semakin besar panjang tra.nsaksi dalam suatu datasets maka, nilai k akan semakin 
besar dan itemset frequent yang dihasilkan akan semakin banyak. Dan biasanya, 
jumlah itemset frequent yang paling banyak ditemuk:an pada nilai tengah dari k. 
4.5 Pengujian Kebenaran 
Untuk membuktikan kebenaran dari algoritma FOW-growth, maka akan 
dilakukan pengujian dengan program dari ARMiner dan lllimtne-1.0.0 yang akan 
menggunakan aJgoritma FP-growth, dan algoritma Apriori sebagai pcmbanding. 
Proses pengujian ini akan menggunakan datasets Sample yang memiliki 
parameter jumlah transaksi adalah 298, jumlah item adalah 88. Data set ini dapat 
dilihat pada lampiran 7. 
4.5.1 Untuk Minimum Support 40% dan Minimum Confidence 5fP/o 
Dengan menjalankan program yang berbeda untuk datasets yang sama 
yaitu CSC, maka akan dihasilkan kaidah asosiasi yang sama. Untuk nilai 
minimum support 40% dan minimum confidence 50% akan didapatkan hasil 
seperti gambar 4.22 dan gambar 4.25 berikut ini. Untuk selanjutnya hasil kaidah 
asosiasi akan ditampilkan dalam bentuk tabel. 
: • Menu • Database • Data Mining • About 
:·.· ~' ... : 
r···--··------.... , .... , .. , .... , .... , ........ , .. , ............ , ..................................................... ,,, 
;ltl.ldJIIG b•oci&tioa II~•• ,..iiiiG I!OLD-!Jt'owt:.ll . . . ! 
)- - JW&oci.at.iOil &Uee -- : 
1  > (44 ) -> {43 I CI . 41U4121 , 8. 'U81335) : 
i2 > {413 ) -> {441 I CI . 416D4821 , 1.0) ! 
I : I : 
i : 
(,.,.,,, .... ...._......._......._ ............ ...._ .. ...._,, ...... .,.,.,., .... .,., ............ .............. -. .... uo.uo.uuo.o.o.o.o.o.uo.o.uo.o.o.o.o.o.o.o.o.o.c.o.oo.o.o.o. .. uo.o.••o.•o.o.o.o.o.o.•o.o.o.o.o.o.: 
Gambar 4.19: Basil Kaidah Asosiasi dengan menggunakan FOLD-growth 
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Gambar 4.20: Basil Kaidah Awsil\si deng:tst 1\li!:ft~~akatt FP-trtmth pada program 
, 
ARMiner 
Program ARMiner merupakan program penggahan pola asosxasr yang 
dibuat oleh Laurentiu Cristofor dan kawan-kawan pada tahun 2000 di bawah 
Computer Science Department ~ Boston. Program ini terdiri atas program server 
dan klien dan dibuat sebagai program Open Source. Pengguna dapat 
mendistribusikan ulang program ini dan juga dapat memodifikasi program ini. 
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Gambar 4.21 : Hasll Kaidah Asosiasi dengan menggunak.an Apriori pada 
program ARMlner 
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Program ARMiner ini dibua.t untuk membangkitkan pola-pola asosJasr 
yang sesuai dengan pem1intaan pengguna. Dalam progra.--n ini, telah dilengkapi 
tiga buah algoritma antara lain algoritma Apriori, FP-growth, dan Closm:e. 
Pengguna hanya diminta untuk memasukkan nilai minimum support dan 
minimum confidence yang diinginkan untuk membangkitkan pola asosiasi. 
Finished. Download: .lnJJJit data Output data. 
Command hnes 
0.113] 
0.083] 
----------. ---------------------·~--·--····""'''•'·····-----·---·····----····------··-~.-. · .: 
.. \ .. \data generator\bin\es3oc data generator lit -e.scti - ntre.ns 0 . 298 -tlen >> 
.. \bin\ fp g,ovth -f .. \ wuv\ te;t . data -o .. \ t<VV\ frequent. dat -!! 40 -e 298 -: ::. 
- ±i·j~ 
Standard Output Standard Error 
i"""""" """""""""'""""''"""""" " " """"""""""""""'"""Jfj'!""'"""""""""""""""""""""""""""" " ""'"""""""""''"""': 
:_ > .. \.:\data_generator\bin\assoc_data_aen~-··. 1 • 
! > .. \b~n\fp_growth -f .. \vww\test.data :<: i 
~ Parameter~ : =* { 
f ------------------------------------~---- : ! ~ Trans: action file • .. \ www\ te~t. data ~ 
• Output file - .. \ www\ frequent. de.t • ~ Support thre!!hold • 40 ~ 
! ~~~~~~~:!::~~~;~~~;~;:;_~~----. :I
~.;' ~~q~=:~-~o!t~d~n~4frequent 1-items: 0 ;
1
1 . 
Time C'OSt for constructing global rP-tree_.:. , 
! ~~~~~~--------- -------------------------- .. I 
; Number of frequent 1-patter~: 2 i 
! Number of frequent 2-patterfl!!: 1 ... ; ! I ;~~:~-:~::-~;-;::~:::~- ~:~~:;:~:- ;----- I 
i Total run time: 0 sec. • ! 6t, .. ,,,,,,,.===== l . ..,.0f I 
Gambar 4.22 : Hasil dengan menggunakan FP-growth pada program Dlimine 
Program Illimine dibuat oleh Prof Jiawei Han, yang merupakan anggota 
dari kelompok Data Mining pada universitas illinois, Urbana-Champaign. Selama 
bertahun-tahun, kelompok data mining pada UrbanaeChampajgn menmcarrg dan 
mempublikasikan banyak algoritma baru dalam komunitas data mining. Program 
ini ditulis dalam babasa C++. Pad a gam bar 4,25, jika diJjhat pada file Output Data 
akan terlihat itemset frequent sebagai berilrut: 
1> { 43 44} count 121 
2> {42} count 133 
3> {45} count 122 
Dengan demikian maka, pola asosiasi yang dihasilkan oleh program Fold-growth, 
ARMiner, dan Ill imine untuk dataset Sampel ada-lah sama:. Maka, dapat drkatakan 
bahwa algoritma Fold~growth dapat diimplementasikan. 
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4.5.2 Untuk Minimum Support 10% tftm Minimum Confidence 80% 
Dengan menjalankan program yang berbeda untuk datasets yang sama 
yaitu CSC, maka akan dihasilkan kaidah asosia:si yang sama. Untuk nilai 
minimum support 20% dan minimum confidence 800/o akan dijalankan dengan 
program FOLD-growth, ARMiner untuk Apriori, dan Tllimineel.O.O. Hasil dari 
proses ini dapat dilihat pada lampiran 8. 
4.5.3 Minimum Support: 30% tlan Minimum Confidence : JO% 
Dengan menjalankan program yang berbeda untuk datasets yang sama 
yaitu CSC, maka akan dihasilkan kaidah asosiasi yang sama. Untuk nilai 
minimum support 30% dan minimum confidence 500/o akan dijalankan dengan 
program FOLD~growth, ARMiner untuk Apriori, dan Tllimineel.O.O. Hasil dari 
proses ini dapat dilihat pada lampiran 9. 
Dari hasil pengujian tersebut dapat dikatakan bahwa perangkat lunak 
algoritma FOLD-growth memiliki basil yang sama dengan prengkat lunak 
ARMiner, dan //lmine-1.0.0. 
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5.1 Simpulan 
BABV 
PENUTUP 
Dari beberapa hasil uji kineija, beberapa kesimpulan yang bisa 
diambil adalah sebagai berikut 
1. Kinerja algoritma FOLD-growth rata-rata 100 kali lebih cepat bila 
dibandingkan dengan algoritma FP-growth. 
2. Jumlah node FP-Tree yang dibangun oleh algoritma FOLD-growth 
lebih sedikit jika dibandingkan dengan jumlah node FP-tree yang 
dibangun oleh algoritma FP-growth kecuali, pada dataset mushroom. 
Namun, hasil akhir penggalian pola asosiasi untuk tiap algoritma 
adalah sama. 
3. Jumlah frequent itemset yang ditemukan pada masing-masing 
algoritma adalah sama. Yaitu, mulanya meningkat secara divergen 
seiring dengan meningkatnya panjang itemset yang frequent yang 
ditemukan. Lalu, di titik kulminasi, jumlah itemset frequent yang 
ditemukan akan menurun. 
4. Semakin panjang item dalam tiap transaksi yang ada dalam basis data 
pada dataset maka, waktu yang dibutuhkan untuk proses penggalian 
pola asosiasi akan semakin lama. 
5.2 Kemungkinan Pengembangan 
Meskipun tugas akhir ini telah menunjukkan bahwa algoritma 
FOLD-Growth memiliki efisiensi yang lebih cepat, masih ada beberapa 
ekstensi yang bisa dikembangkan untuk menyelesaikan permasalahan di 
dunia nyata. Beberapa penelitian yang bisa dilakukan untuk 
pengembangan lebih lanjut adalah sebagai berikut: 
1. Penggalian pola asosiasi dengan menggunakan algoritma FOLD-
growth hanya terkonstrain pada struktur data SOTrieiT yang hanya 
bisa menyirnpan 1-itemset frequent dan 2-itemset frequent saja .. 
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2. Tahap pemangkasan dalam algoritma FOLD~growth dapat 
mempengaruhi hasil Itemset frequent. Frequent Itemset yang 
dihasilkan menjadi lebih dikhususkan. 
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Lampiran 1: Hasil Uji Coba Data SetT25120NlOKD100K (Dl) 
Tabell. Data Basil Uji Coba Data Set Dl Untnk Algorinmt FOLD-gnm1h VS FP-grnwtll 
_ .... " ... ,....,, ''""" .... 
FOLD-growth FP-growth 
·-~-"-........ --- ..... ._ ... .,._ _ .. _, 
FP-Tree node Time (ms) FP-Tree nod e Time (ms) 
171662 770984 1987432 1895463 0.5 
198 315 857983 1598324 1 
3 195 198321 964327 1.5 
2 166 5489 252461 2 
1 150 678 54395 2.5 
1 141 35 1543 3 
1 141 7 651 3.5 
1 139 1 340 4 
-
"' 
-
Tabel 2. Data Frequent Itemset.s: Untuk Data Set Dl Ben~Markm Aigoml'iill FOL.D-gnm1b 
k 
Support(%) 
0.5 1 
1 1569 869 
2 3968 13 
3 7831 
4 8701 
5 23651 
6 49363 
7 81056 
8 104617 
9 105094 
10 78190 
11 41710 
12 16603 
13 5370 
14 1342 
15 188 
16 8 
17 1 
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Lampiran 2 : Hasil Uji Coba Data Set T25120N75DlK (D2) 
Tabel 1. Data Hasil Ujl Coba Data S.ct D2 U~ A~ FOLD-~tlt VS Fl"-grnwtlt VS 
Apriori 
.. 
FOLD-growth 
Time (ms) FP-Tree Node Time (ms) FP-Tree Node 
l I 
. ......... _,.,_., on••••••••-•--••• 
A priori 
Support(%) 
Time (ms) 
FP-Growth 
--6078 3950 -·····-···-···.... ........ ----4----:---+-----...,--..........-j 10187 3950 261437 25 
1860 3180 8250 3345 26032 30 
719 2998 7172 3180 16137 35 
547 1882 1000 2644 2812 40 
469 1368 891 1559 1734 45 
406 1192 607 1192 1125 50 
Tabel2. Data Basil Uji Coba Utilisasi Memory Ulituk Dtia Set D2 
oUY"-'"' 
.I Memory in used (MB) 
Support 
Fold-growth FP-growth A priori 
(%) 
_,.._ .. 
60 122 903 25 
20 45 265 30 
11 35 225 35 
13 35 120 40 
17 30 137 45 
4 21 40 50 
- " 
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Tabel3. Data Frequent ltemsets Untuk Da1a Set· D2 ~rbti ~FOLD-growth 
k 
Support(%) 
25 35 50 
"~"""" .......... -....... 
1 35 29 19 
2 392 253 121 
3 2294 1112 418 
4 8701 3117 910 
5 23651 5877 1111 
6 49363 8456 806 
7 81056 9454 319 
8 104617 8360 41 
9 105094 5895 1 
10 78190 3119 
11 41710 1040 
12 16603 187 
13 5370 25 
14 1342 1 
15 188 
16 8 F' 
94 
Lampi ran 3 : Hasil Uji Coba Data Set T25120N75DIOO (D3) 
Tabell. Data Basil Uji Coba Data Set D3 Untuk Algoritma FOLD-gnmtb VS FP-gnm1h 
,.,_,u_,, _..., 
owth 
.. __ . Support(%) 
FP-Tree Node 
FOLD-growth FP-gr 
Time (ms) FP-Tree Node Time (ms) 
123203 885 153203 -·-ss5-- ······ -··----35 
14219 796 142190 796 40 
1015 662 40510 703 45 
329 590 32203 591 50 
297 551 13283 556 55 
265 307 703 468 60 
312 216 641 271 65 
297 15 641 194 70 
297 0 593 73 75 
281 0 609 12 80 
- ·-
Tabel 2. Data Frequent Itemsets: Untuk Data Set Dl .BeniaarbB Alguritma FOLD-growth 
k 
Support(%) 
20 25 30 
1 40 37 34 
2 550 458 370 
3 3778 2703 1803 
4 15313 8705 4586 
5 40419 17107 6365 
6 73291 22077 4955 
7 96378 19828 2270 
8 97223 12885 605 
9 77139 6657 91 
10 48182 2968 7 
11 23668 
12 8991 
13 2495 
14 459 
15 48 
16 2 
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Lampi ran 4 : Hasil Uji Coba Data Set T212N32KD640K (D4) 
Tabell. Data Basil Uji Coba Data Set D4 Untuk Aigoritlm! FOLD-gruw1b VS FP-gnm11t 
FP~growth 
ms) .. ""}rp~Tref: Node Time (ms) Support(%) Fold-growth FP-Tree Node Time ( 
--·--~- .-~·- ·- ---·------ . - ·-·· -·----0 13256 96 198735 598 
0.1 87 66 11354 98 
0.2 6 5 112 52 
0.3 1 1 4 51 
0.4 1 1 3 50 
0.5 1 1 1 49 
0.6 0 1 0 50 
0.7 0 1 0 50 
0.8 0 1 0 50 
0.9 0 1 0 50 
- . 
Tabel2. Data Frequent Jtemsets Untuk Data Set D4 ~mu .~ FOLD-gnmth 
k 
Support(%) 
0.025 0.1 
1 5974 569 
2 1978 18 
3 752 2 
4 249 
5 67 
6 11 
7 1 
Lampiran 5 : Hasil Uji Coba Data Set Mushroom 
Tabell. Data Hasil Uji Coba Data Set Mushroom UtttukAl~rn.ittit FOLD-growth VS 
FP-growtb VS Apriori 
-"- FP-Growth ori 
96 
FOLD-growth Apri 
................. - --i Support (%) 
Time (ms) FP-Tree Node Time (ms) FP-Tree Node Time (ms) 
200000 0 248609 1 258 500 1 
205172 7 249094 7 262 453 0.9 
205172 11 246688 11 261 360 0.8 
205173 11 248516 11 262 205 0.7 
205172 36 248750 36 2591 88 0.6 
-
205281 157 252672 157 262 641 0.5 
205313 569 251390 569 263 078 0.4 
205438 1867 251141 1867 263 093 0.3 
205969 6426 256641 6426 311 938 0.2 
'" '"'"''"·-
Tabel2. Data Basil Uji Coba Un1isasi MeDWfJ Uliftik Data SetMamroom 
Memory in used (MB) 
Fold-growth FP-growth 
_.......,, .~-· ..... 
13 28 
7 11 
10 15 
7 15 
9 13 
7 15 
8 18 
10 20 
10 20 
Apriori 
168 
96 
74 
65 
68 
64 
45 
39 
30 
··- Support(%) 
20 
30 
40 
50 
60 
70 
80 
90 
100 
Tabel 3. Data Freque.nt Itemsets Unnik Data Set M~mu. ~ Algoritma 
FOLD-growth 
-
-'-"" 
k 
Support(%) 
·---30 45 65 
1 28 18 -I• 6 " 
2 163 67 13 
3 455 110 13 
4 725 91 6 
5 712 37 1 
6 441 6 
7 169 
I 
8 38 
9 4 
... 
' 
97 
98 
Lampiran 6 : Hasil Uji Coba Data Set CSC 
Tabel 1. Data Hasil Uji Cohn Data Set CSC Untuk AlgoritJna FOLD-growth VS FP-gr(}wth 
VSApriori 
... ---~ .. ---·-""'-"'~--· -~ 
FP-Growth FOLD-growth Apriorl 
Support(%) 
Time (ms) 
469 
541 
453 
453 
453 
359 
391 
328 
328 
·- .......... 
... _ 
·-----··--" FP-Tree Node 
--····-······-.. ---407 
47 
11 
2 
0 
0 
0 
0 
0 
·--·-
Time (ms) 
1250 
828 
797 
782 
765 
769 
781 
766 
765 
FP-Tree Node Time (ms) 
458 1562 
273 1454 
31 1391 
11 1422 
0 1375 
0 1391 
0 1421 
0 1390 
0 1375 
Tabel 2. Data Basil Uji Cob a Utilisasr Memory Untuk Data Set CSC 
--··- ---------···---~-- ... 
Memory in used (MB) 
Fold-growth FP-growth A priori 
3 8 _. _ 23"-
4 8 20 
5 12 19 
5 13 19 
5 11 19 
5 12 18 
5 14 18 
5 10 17 
5 11 17 
5 10 12 
Support(%) 
--
10 
20 
30 
40 
50 
60 
70 
80 
90 
100 
10 
20 
30 
40 
50 
60 
70 
80 
90 
99 
Tabel 3. Data Frequent Itcmset~ Untuk D;\ta Set CSC Berdasarkan Algoritma 
FOLD-growth 
k 
Support(%) 
1.5 2.5 5 
1 45 37 24 
2 412 252 131 
3 1479 744 315 
4 3244 1354 409 
5 4628 1498 284 
6 4326 986 102 
7 2629 369 14 
8 1016 
9 241 
10 33 
11 2 
100 
Lampiran 7 : Data Set Sample 
_.....,.., ____ --
-
TID Items Bought 33 (23 30 38 42 43 44 45 46 51 54 57 79) 
-- -~-~~----
1 (4246) 34 (517 20 23 30 59) 
--·-···--·-----~ 
2 (16 23 27 42 48 51 54 59) 35 (4) 
···-----~·-·-----
3 (4 20 23 25 48 54) 36 (510) 
~-------- ............................. ~······· 
4 (20 52 54) 37 (22 23 25) 
.............. .......... 
..... ···-- -- -·--··-
5 (20 25 30) 38 (20) 
-~---······---·····-·····-·-............. 
6 (24112542) 39 (6) 
""'""""' 
.. 
7 (48 72 79 83) 40 (42 43 44 46 51 54 60 6180) 
-
.. ,., . .....,.,.~,,_,. .. ,, . ..,. 
8 (4 20 30) (23 27 30 31 35 42 43 44 45 46 48 51 54 57 
··------
41 
9 (20 25) 60 72 79) 
·-----------···· .. ---- ------
10 (4) 42 (417 20 25 49 55 63) 
---
-----------
11 (617 20 23 25 27) 43 (17 20 25) 
- -- -
--~- -
12 (45) 44 (52 60) 
·-~- --------···-··--------···········--·-----····-·--.. ·--·--·--··- ... ---· 
13 (45) 45 (3 6 20 23 30 34 42 43 44 45 46 51 54 61 82) 
-· -···-·------· 14 (30 42 43 44 45 51 52 56 57 62 72 75) 46 (5 20 23 37 51 54 62) 
15 (31 42 43 44 45 46 58 60 75) (23 42 43 44 45 46 51 52 54 56 57 61) ··--47 
16 c34.42 43 44 45 46 4s 52 60"6T62)' ............. -... , ______ (26-4243'44'46'48 s1 54'60 61) '"' ·~ ""' 48 
17 (30 42 43 44 45 46 51 54 56 57 61 72) ___ ·--·-·-·""-········ ...... ____ 49 (42 43 44 48 51 54 57 80) 
___ , ___ .. _ 
18 (6 20 23 42 43 44 46 48 51 54 62 75) 50 (42 43 44 45 62 75) 
--~--------------- ... - .. ------------·-·-·-----
19 (42 46 51 54 60 61) 51 (21 22 23 31 37 48 54 57) 
------······-·----................ ........... "''""'"'"'"'''' 
........................... 
.~ ......... _ .. ____________ __ •• h •• 
20 (6 20 25) 52 (23 27 30 42 43 44 45 52 54 57 60 62) 
--OHO---~·••-'"''''''' .... "--"-''''"'"-'''' 
_ .............. ______ .., ......... 
--- --------·-·-·---· ... --- --
21 (23 354246) 53 (59) 
_______ ., __ fi ____ 
-----------------
........ - ......... ______ ... ., 
........ 
22 (17 20 30) 54 (46 56 72) 
"., 
-23 (4 20) --::::::--.. ..... - ..... 55 (75) 
..• __.,. ...................................... ,.,.,.--..,. .... _ .. ....,. ............................. 
24 (37 42 51 58 74) 56 (37 42 43 44 45 46 51 57 60 61 75) 
25 (43 44 45 48 52) 57 (23 42 43 44 46 51 56 60 62 80) 
···------- . -·---·--·-- ---- ~----· .... ·~· 
26 (45 52) 58 (20 23 37 52) 
27 (21 30 42 43 44 45 46 51 57 61) 59 (45 51 72) 
-- - --
--·~ 
28 (27 31 35 42 43 44 45 48 51 58 62 75) 60 (54) 
- ~--~ 
---- --- -
--- -------
29 (30 42 43 44 45 46 57) 61 (42 43 44 45 48 51) 
30 (23 30 42 43 44 45 52 54 5761'82)-- ---·-62 (42) 
(14 617 20 22 23 24 2s.29 42-43 44 45 46 
31 
-63 (20 23 46 54 57) 
............. - ........................................ , ...... , 
48 51 54 61 62 82) 64 (45) 
··--·-·--··-----.. -----
32 (35 42 48 57 61) 65 (17 2037) 
.. -·-
101 
66 (23 27 37 54) 102 (43 44 45 5154 62) 
- ---
67 (23 30 36 42 43 44 45 51 54 56 57 72) (1 6 20 21 23 34 42 43 44 45 46 48 51 52 54 
--·----- ~ 103 
68 (30 42 43 44 45 51 54 57 58 62) 57 60) 
69 (42 43 44 45 46 48 5154 56 57 72) 104 (42) 
--··--"''"'---~- --70 (45 52) 105 (37 64 67 72 77 78 83) 
----··---
71 (42 43 44 45 51 52 54 57 72 82) I 106 (46 48 54) 
72 (42 43 44 45 48 5152 54 57 60 62 72 77 79) 107 (25 42 43 44 54 57 60 66) 
73 (42 43 44 45 51 52 54 58 72 78) 108 (34 37 42 43 44 45 46 48 51 52 57 59) 
m"~"'"-" ............... 
74 (52 54 62) 109 (48) 
-·---.. ··~··-75 (344546) 110 (45 75) 
.. ~ .. ·-·--··--· -----
76 (35 42 43 44 45 48 51) 111 (4 23 54 57) 
77 (27 32 43 44 51 54 80) 112 (30 45 51 57 61 79) 
---·-······-····-·····--·-·-
...................•.•.•....•. ····-·· ................ 
78 (42) 113 (23 30 51 54 59) 
79 (30 59 62) I 
-·--
114 (20 23 30 42 43 44 45 51 52 54 57 61 72 79) 
80 (48 59 62) 115 (3142 43 44 45 51 52 57 62 72 77 80) 
- ---
81 (54 62 72) 116 (59 66) 
82 (27 52 67) 117 (30 33 42 61) 
---83 (23 30 48) 118 (45) 
·---··-
-- . ----·-·---84 (42) 119 (45) 
85 (45 52) 120 (43 44 45) 
~ 
86 (45) 121 (59) 
·--87 (30 31 35 42 43 44 45 46 54 57 60 62) 122 (43 44 45 48 54 57 61) 
-· .... (15 23 42 43 44 45 51 52 54 56 57 58 60 62 
88 
123 (16 20 23 34 42 46 54 57 59 61 68) 
--· 78) 124 (17 20 32 42 43 44 48 51 54) 
.~ . .--.. , ... _ .............. _, ______ .,, --
---···-
__ ....... 
................................................... .... ........................ 
-
89 (29 42 43 44 45 48 51 54) 125 (23 30 42 51 54 59) 
90 (30 31 42 43 44 45 46 57) 126 (20 25 37) 
---
91 (4) 127 (20 23 30 42 43 44 45 46 51 54 57 60) 
--- - - - -
92 (17 20 23 30 32 42 43 44 46 48 54 59) 128 (5) 
___ ............ _, .... 
---93 (48 51 52 67 72 73 77 78) 129 (45 52) 
-·--·-----94 (4 9 23 37 54) 130 (42 43 44 45 51 57 58 61) 
(42 43 4445 48) ·-· 95 .................. ,,,_, _________ ,, ......... ----·-·"'' -----······ 131 (42 43 44 45 46 48 51 54 60 61) 
--·····---·~···-·······-··- ----· ........................ ........................................ 96 (45 51 75) 
132 
(6 817 20 23 30 39 4142 43 44 46 48 5154 
97 (17 20 23 25 30 42 43 44 45 46 52 54 59 82) 57 60 61) 
98 (23 30 31 34 42 43 44 45 57 60 61 62 87) 133 (42 79) 
-99 (30 35 42 43 44 46 54 60 61) 134 (43 44 45 46 52 54 57 62) 
·-·-··· 
--100 (42 43 44 45 51 57 61 82) 135 (4 20 25) 
101 (20 22 23 37 48 54) 136 (54) 
--··--·-·---····-----
102 
- -
-137 (20 23 42 54 61) 172 (45 51 56 61 76) 
---- --
-
138 (42 43 44 46 48 51 54 60) 173 (45) 
-···-·--·-" .~.~- -----·--· 
139 (37 42 43 44 46 48 51 60 61) (23 38 39 42 43 44 45 46 48 50 54 57 (i) 61 
(26 43 44 45 48 54 56 57 60 62 '64 67 72 77 174 68 71 78) 
140 
-78 79 81 82 83 86) 175 (23 30 42 43 44 45 54 57 61 78) 
-···-·-....... ,,. ______ 
----········-·-········-···············----------- --
141 (23 29 30 42 43 44 45 46 52) 176 (25 54) 
-------142 (4 25 30) 177 (20 21 23 25 35 42 43 44 45 52 54 57 61 79) 
-143 (54 58) 178 (42515459) 
-----'""'"'"'"""' 
144 (30 42 43 44 45) 179 . ·---·--(42 43"44"46 48 52 54 57 61) 
-·-"···~-~ .. ~--
145 (42 43 44 45 61 64 75 76) 180 (4 20 23 30) 
·--·-
-----.. - .... -----------· -- ...... ---
146 (42 43 44 45 46 51) 
181 
(27 42 43 44 45 48 51 52 54 57 58 60 61 62 
147 (45 5172) 8182 83) 
--·-.. ·-·-----· ........ 
148 (23 35 42 43 44 45 48 52 54 56 57 61) 
_ _I 
-
--- ..... 
182 (43 44 45 51 54 60 67 74 77 78 81 83) 
149 (42 43 44 45 46 54 58 64) 183 (27) 
--150 (37 56 65 72 77 78 79 82 83 86) 184 (30 5176 83) 
-151 (17 20) 185 (43 44 45 5160 72) 
------····· ... ··· 152 (45) 186 (43 44 45 46 52 83) 
·--··-···-·---· 
153 (30 31 42 43 44 45 51 52 54 56 61 62 75) 187 (5 20 23 48 52 60) 
-----·- -·-.. 
154 (42 43 44 48 51 57 60 80) 188 (517 20) 
-- -155 (48) 189 (45) 
- -156 (42 43 44 45 52 64 67 83) 190 (5 20 23 25 30 32 42 48 59) 
··-· 
-157 (42 43 44 45 51 54 58 62) 191 (43 44 62) 
158 
(6 20 2123 25 29 30 42 43 44 45 5152 54 57 192 (5 20 37) 
61 7182) 193 (20 23 32 33 42 46 48 51 54) 
..... _ 
... 
________ .. _____ .. , ......... 
159 (35 43 44 45 54 57 72 76) 194 (23 54) 
... ,, ________ 
160 (4 20 23 52) 195 (45) 
161 (42 43 44 48 52 57 60 61) 196 (454672) 
162 (42 43 44 48 51 60 6167 72 80) - -- --197 (29 34 37 42 57) 
163 (28 30 42 43 44 47 48 53 62 76 84 85) -- 198 (3042 57) 
-164 (35 42 48 51 54 57 59 62 78 79) ..... 199 (45 51 52 54 56 62 76) 
165 (35 42 48 51 54 '57'"59"62 78 79) - - -200 (20 i3 5457 79) 
....... __ ..... 
--· - . -·- ---·------~ .......... _ ··-·---·--·-·--·····~~--- ... -·········· 
166 (1 20 23 37 40 45 46 48 51 59) 201 (46 57) 
________ ,.,,..,, __ .... 
167 (42 43 44 46 51 79) 202 (23) 
168 (19 37 48 60) 203 (3 30 31 42 43 44 45 51 52 54 57 58 88) 
- --169 (17 20 37) 204 (42 43 44 46 51 60) 
----170 (30 43 44 45 52) 205 (515262) 
--171 (37) 206 (610) 
..... - .... 
103 
207 (20 23 25 31 51) 242 (54 62) 
·- ----
208 (20 23 30 54 57 59) 243 (4248 5159) 
·-·---·---
--
...... _ 
---------··-········--........ 
209 (5 20) 244 (517 20 25 35 37 48) 
. ·- ---
--
____ , _____ ---
210 (46 61) 245 (45 5152) 
211 ( 42 43 44 45 51 52 56 60 62 72'''78"82)"""""''"" 246 '(48'5iy····-········ -·------ ---
..... _, _______ 
-- ~- ---·- -·· 
212 (43 44 45 46 48 51 52 54 58 62) 247 (30 37 45 51 67 72) 
-................. .. ,., -.-.. --................................. ...... .... 
213 (33 54 62 77) 248 (23 52) 
·~-214 (23 25 30 31 42 46 s4" 61) - -- .~. 249 (20 23 37 46 51 54) 
215 (43 44 45 51 54 56 77) 250 (38444546) 
__ .. ____ 
_ ________ .............. ¥ ..................... ---······-·-------
216 (7) 251 (30 3142 43 44 45 54 57 58 60 61 62 64 82) 
--~· ·------······-·"""""-""' -· -·-
217 (23 42 5460) 252 (57 60 77) 
- -
218 (35 43 44 45 46 51 52 57 58) 253 (45) 
219 (31 42 43 44 45 48 51 54 60) 254 (20) 
'···~· '"""" 
220 (30 32 42 51 54 59) I 
-..... -~ .. --·-·· 
-- * 
-255 (54) 
.......... ______ 
-
221 (4 20 54) 256 (5) 
.............. , .. ,.,,,,. .. ,., .. ,~·-····"_'_ 
-222 (4910111720) 257 (37 5176) 
223 (48) (17 20 21 23 25 34 42 43 44 45 48 51 52 54 
258 
224 (20 23 27 30 31 42 43 44 52 54 61) 57) 
. --
225 (54) 259 (42 43 44 48 51 54 62) 
226 (23) 260 (20 42 43 44 45 51 56 62 66 72 78 80 83) 
. ··---·--· -·-----
227 (20 23 30 42 43 44 45 52 54 57 60 62) 261 (4 30) 
'¥""~---~··-· . 
-
. 
228 (45) 262 (30 42 43 44 45 51 57) 
(617 20 21 23 30 35 42 43 44'45 5152 54 56 263 (31 34 42 43 44 45 51 52 56 57 58) 
229 
--- --57 61 79) 264 (42) 
230 '"(1'8"21"23"2748'59'62) '-'"'''''___ . ·--------~-------..... . ......................................... ""''''"'''""''"""-.~-..,,--.............. M--•--265 (48) 
····-···~~-
231 (43 44 45 48 51 62 66 72 83) 266 (42 5760) 
~------
232 (4 18 37) 267 (30 42 43 44 45 51 54 57 58 60 62) 
--·-···--------
233 (42 43 44 45 48 51 52 54 57 60) 
.............. _ l---·-----............ _ ........... 
268 (20) 
234 (30 42 43 44 45-51 54 57 58 61 72) 1--· ·-269 (20) 
·-235 (23 37 42 62) 270 (7 52) 
.. 
-
._ ... , .... _ 
··-···--·"•'•"'~ ·······-····-··-·--.. -------·-""""'"-" ---- --· -----.- ...... 
236 (37 54) 271 (20 23 25 30 54 57) 
·-··-----·-·····-··--······-······· .. 
.................. . .......................... ·-···· . ........ ~ ............. ,. . 
237 (35 42 43 44 45 48 51 54 57 58 61 62 72) 272 (20 23 54) 
_ .. __ , 
238 (31 35 42 43 44 45 46 57) 273 (21 30 42 43 44 45 46 52 54 56 57 62 82) 
-- ·-
---
239 (42 43 44 45 46 57) 274 (3 37 79) 
---··--~--------.. ·-
240 
( 6 20 23 30 38 39 42 43 44 46 48 51 54 57 61 275 (13 42 43 44 46 48 51 61 82) 
69 70 72 76 79) 276 (23 67) 
- - -241 (23) 277 (42 43 44 51 59 60) 
104 
278 (32 5154 78) 289 (23 25) 
-
~ 
279 (48 57 60 62 66) --290 '" "(30 42 43 44 46 51 57) 
--
280 (121314 42 43 44 45 51 52 62 75) 291 (30 4243 44 45 51 54 60 61) 
... --
- ~--281 (45) 292 (54 62) 
. ·~· .. 
282 (21 42 43 44 45 51 52 54 8283)- -·--·---.. ~· ··· ·· .. ··'""''"'''' ' '"'' '"" ··············-···" ......... ___ , ,.,._ 293 (42 48 5154 60) 
283 (20 23 57) I 
284 (21 23 30 42 43 ·44·45-,ursl 54 ss 61 62) 
---···-· 
.................... .-... 
294 (43 44 45 46 51 52 54 60 83) 
-
'" ... 
·---·-··-
295 (3757) 
--rl··--·- -- - »•-''"""· 285 (4 20 30) 296 (23 54) 
286 (37 52) 297 (23 42 43 44 51 52 54 57 62) 
-"·-~ · --.~ 
-· 
.... 
287 (23 42 43 44 46 48 51 54 62) 298 (43 44 45 46) 
~ 
288 (42 43 44 4551"52 56 58) ~ ......... - ~ -
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Lampiran 8: 
Kaidah Asosiasi Dari Program FOLD-growth, ARMiner, lllimin~ 
1.0.0 Untuk Minimum Support 20o/a dan Minimum Canfid~ 
80o/o 
FOLDgrowth Apriori (ARMiner) Fpgrowth (Illimine-1.0.0) 
t---:--:---:----:-r-::::------t--:----;--,--=--- --- - --- ·- --Antecendent Consequent Antecendent Consequent Antecendent Conseque.nt 
!------- --+---·-········-·----- -·-........ - ... -................. . .......... . {44 } {43 } {44 } {43} 
{43 } {44 } ·-··{43}-" - - {44 } 
{44} 
{43} 
{44 54 } {43 } _ ....................... '{4454"}' """ . . ..... . ...... {43: .. ,·: }: ................ ··I . "{44 54 } ...... .. .. 
l----:-:!4-:-3-:-54:-:l--+--:!4-.4...,.l--+--:-!4_3_-=54T - !44 l - !43 54 l 
1----:---::---:---+------+----- -·· - ··-{44 51 } {43 } {44 51 } {43 } {44 51 } 
1----:-:{473 -=51:-:}--t---;{4-:-4-:-}--+--:-:-::{43 51 } {44 } {43 51} 
{43} 
{44} 
{43} 
{44} 
{43} 
{44} 
!44 57 l !43 l !44 57 l ........... ·-i43T ...... - · "'· , !44 ·s7T............. ... ........ _.. !43 l 
!4357J !44l ---- !43 .. 57}--··· h l44l ........ !43s7T -+ - !44l 
t----.,..,.!44,.....4-:-::5-:-l--t---:-:14-:-3 ,.....l - + · ... - .. i44'45T.. ········ ·· {43'} .... ·· !44 4sT········ ···· ... {43J 
-{43 45 } {43 } {43 45 } {43 } {43 45 } {43 } 
Support Confidence 
0.40604028 
0.40604028 
0.23825504 
0.99180335 
1.0 
1.0 
0.23825504 1.0 
0.26510066 l.O 
0.26510066 
0.20134228 
0.20134228 
1.0 
1.0 
1.0 
o.30872482 ......... 15:989:24726 
0.30872482 1.0 
1---:-:-:::-::---t---:=-:--·-- ··-··-·":"-::"':--~--..,.....,...,..--+---:---...,-----·····-·""' .................................................................. ~ ........................................... .. {43 } {42 } {43 } {42 } {43} {42 } 0.34228188 0.8429752 
l----:-:-:-=--:-- t---:-::-:---t--..,.....,.."':""""::--l---:--,----1--- ___ .. .. ..... .-. . ......... .. .... .. ...... . ....................... """ {43 54 } {42 } {43 54} {42 } {43 54 } {42 } 0.20469798 0.8591549 
-{42 54 } {43 } {42 54 } {43 } {42 54 } {43 } 0.20469798 0.8243243 
t----:-{4.,.....3 5..,...1...,.}--+---:-{4-2 ,.....} --•---{4_3_5i} ·-+--{4_2_} --+--{4-3 51·-l- -+- -{4.-2..,}- -+--o-.234---899--:-33=-=--~---:-o.-=-886"" 076 
{42 51 } {43 } {42 51 } {43} {42 51 } {43} 0.23489933 0.8641975 
{43 45} {42} {43 45} {42) {43 45) {42} 0.25167784 0.8152174 
{42 45) {43 l {42 45) {43} {42 45} {43} 0.25167784 1.0 
{43 44) {42 l {43 44 } {42} {43 44} {42) 0.34228188 0.8429752 
{42 44) {43) {42 44) {43} {42 44} {43} 0.34228188 1.0 
{42 43} {44} {42 43} {44} {42 43} {44} 0.34228188 1.0 
{44} {42 43} -- -·----·-{4-4 } --l--·-{.,-42-:-4-3-=-}- -+- -{:-44--:} -l----:-:{4-:-2-:43:-:}- -+-:-o.=--34-:-:228=-=188:::::---+--::o-=.8=--36-:-:06-:-:5:-::6---1 
l----:--::-::-- t--:-::--~-+---:--:-:---+---~-{43} {42 44 } {43) {42 44) {43) {42 44) 0.34228188 0.8429752 
{43 44 54) {42 l {43 44 54 l {42 1 {43 44 54 l {42 J 0.20469798 0.8591549 
{42 44 54} {43} {42 44 54} {43} {42 44 54} {43} 0.20469798 1.0 
{42 43 54.} {44} {42 43 54} {44} {42 43 54) {44} 0.20469798 1.0 
{44 54) {42 43} {44 54) {42 43 l {44 54 } {42 43 l 0.20469798 0.8591549 
{43 54} {42 44 l {43 54) {42 44) {43 54) {42 44 l 0.20469798 0.8591549 
{42 54) {43 44) {42 54 } {43 44 l {42 54 } {43 44 } 0.20469798 0.8243243 
{43 44 51 } {42 } {43 44 51 } {42 } {43 44 51 } {42} 0.23489933 0.886076 
{42 44 51 } {43} {42 44 51 } {43} {42 44 51 l {43} 0.23489933 1.0 
{42 43 51 } {44 } {42 43 51 } {44 } {42 43 51 } {44 } 0.23489933 1.0 
'--------'-------·-·-· -------'--------'-·-----·-··-~ ....... _ .. 
106 
{44 51 } {4243} {44 51} {4243} {44 51} {42 43} 0.23489933 0.886(]76 
{43 51} {4244} {43 51} {4244} {43 51} {4244} 0.23489933 0.886076 
{42 51} {4344} {42 51} {43 44} {42 51 } {4344} 0.23489933 0.8641975 
{43 44 45} {42} {43 44 45} {42} {43 44 45} {42} 0.25167784 0.8152174 
{4244 45} {43} {42 4445} {43} {4244 45} {43} 0.25167784 1.0 
{42 4345} {44} {424345} {44} {42 4345} {44} 0.25167784 1.0 
{4445} {42 43} {4445} {4243} {44 45} {4243} 0.25167784 0.80645156 
{4345} {4244} {4345} {4244} {43 45} {4244.} 0.25167784 0.8152174 
{4245} {4344} {4245} {4344} {4245} {43 44} 0.25167784 1.0 
{44} {42} {44} {42} {44} {42} 0.34228188 0.8360656 
{44 54} {42} {4454} {42} {4454} {42} 0.204.69798 0.8591549 
{4254} {44} {4254} {44} {42 54} {44} 0.20469798 0.8243243 
·-·-·-····-· -·· {44 51} {42} {4451} {42} {44 51} {42} 0.23489933 0.886076 
{4251} {44} {42 51 } {44} {42 51} {44} 0.23489933 0.8641975 
{4445} {42} {44 45} {42} {44 45} {42} 0.25167784 0.80645156 
{42 45} {44} {4245} {44} {4245} {44} 0.25167784 1.0 
--
'-
-
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Lampiran 9: 
Kaidah Asosiasi Dari Program FOLD-growth, ARMiner, Illimine-
1.0.0 Untuk Minimum Support 30o/o dan Minimum Confidence 
50°/o 
FOLDgrowth Apriori (ARMiner) Fpgrowth (Illimine-1.0.0) 
Support Confidence 
---··-.. ·-
-·-Antecendent Consequent Antecendent Consequent Antecendent Consequent 
{45} {43 } {45 }- . {43} {45} {43} 
.... 
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