Abstract. We prove that the centralizer Cϕ ⊆ Hom R (M, M ) of a nilpotent endomorphism ϕ of a finitely generated semisimple left R-module R M (over an arbitrary ring R) is the homomorphic image of the opposite of a certain Z(R)-subalgebra of the full m×m matrix algebra M m×m (R[t]), where m is the dimension (composition length) of ker(ϕ). If R is a finite dimensional division ring over its central subfield Z(R) and ϕ is nilpotent, then we give an upper bound for the Z(R)-dimension of Cϕ. If R is a local ring, ϕ is nilpotent and σ ∈Hom R (M, M ) is arbitrary, then we provide a complete description of the containment Cϕ ⊆ Cσ in terms of an appropriate R-generating set of R M . For an arbitrary (not necessarily nilpotent) linear map ϕ ∈Hom K (V, V ) of a finite dimensional vector space V over an algebraically closed field K we prove that Cϕ is the homomorphic image of a direct product of p factors such that for each 1 ≤ i ≤ p the i-th factor is a K-subalgebra of M m i ×m i (K[t]) with m i = dim(ker(ϕ − λ i 1 V )) and {λ 1 , λ 2 , . . . , λp} is the set of all eigenvalues of ϕ. As a consequence, we obtain that Cϕ satisfies all polynomial identities of M m×m (K[t]), where m is the maximum of the m i 's.
INTRODUCTION
Our work was motivated by one of the classical subjects of advanced linear algebra. A detailed study of commuting matrices can be found in many of the text books on linear algebra ( [5, 6] ). Commuting pairs and k-tuples of n × n matrices have been continuously in the focus of research (see, for example, [2, 3, 4] ). If we replace n × n matrices by endomorphisms of an n-generated module, we get a more general situation. The aim of the present paper is to investigate the size and the PI properties of the centralizer C ϕ of an element ϕ in the endomorphism ring Hom R (M, M ).
In the case of a finitely generated semisimple left R-module R M (over an arbitrary ring R) we obtain results about the centralizer of a nilpotent endomorphism ϕ. First we prove that C ϕ is the homomorphic image of the opposite of a certain Z(R)-subalgebra of the full m × m matrix algebra M m×m (R[t]) over the polynomial ring R [t] , where m is the dimension (composition length) of ker(ϕ). As a consequence, we obtain that C ϕ satisfies all polynomial identities of M op m×m (R[t]); in particular, if R is commutative, then the standard identity S 2m = 0 of degree 2m holds in C ϕ . The authors do not know similar results in the literature.
Then we exhibit the centralizer C ϕ of a nilpotent ϕ as a homomorphic image of the intersection of some md-generated R-submodule of M m×m (R [t] ) and of the above mentioned Z(R)-subalgebra, where d is the dimension (composition length) of R M . If R is a finite dimensional division ring over its central subfield Z(R), then we can use this homomorphic image representation to derive a "sharp" upper bound for the Z(R)-dimension of C ϕ . For an arbitrary (not necessarily nilpotent) linear map of a finite dimensional vector space, or equivalently for a matrix A ∈ M n×n (K) over an algebraically closed field K, the dimension of C A is well known (see [5, 6] ). A multiplicative (K vector space) base of C A was constructed in [4] .
If ϕ : M −→ M is a so called indecomposable nilpotent R-endomorphism, then we give a complete description of C ϕ in terms of an appropriate R-generating set of R M . In particular, if R is commutative, then we prove that ψ ∈ C ϕ holds if and only if ψ is a polynomial of ϕ. A nilpotent linear map (over an algebraically closed field) is indecomposable if and only if its characteristic polynomial coincides with the minimal polynomial. The following is a classical result about the centralizer (see [5] part VII, section 39). If K is an algebraically closed field and the characteristic polynomial of a (not necessarily nilpotent) A ∈ M n×n (K) coincides with the minimal polynomial, then
For an indecomposable nilpotent ϕ our description of C ϕ is a generalization of the above result. We note that the above result on C A is similar to Bergman's Theorem ( [1] ) about the centralizer of a non-constant polynomial in the free associative algebra.
The containment relation C ϕ ⊆ C σ is also considered. If R is a local ring, ϕ is nilpotent and σ ∈ Hom R (M, M ) is arbitrary, then we provide a complete description of the situation C ϕ ⊆ C σ in terms of an appropriate R-generating set of R M . For two (not necessarily nilpotent) matrices A, B ∈ M n×n (K), over an algebraically closed field K, the containment C A ⊆ C B holds if and only if B = f (A) for some f (t) ∈ K[t] (see [5] part VII, section 39). For a nilpotent ϕ our description of C ϕ ⊆ C σ is a generalization of the above result.
In the case of a finite dimensional vector space V over an algebraically closed field K we obtain results about the centralizer of an arbitrary (not necessarily nilpotent) linear map ϕ ∈ Hom K (V, V ). We prove that C ϕ is the homomorphic image of a direct product of p factors such that for each 1 ≤ i ≤ p the i-th factor is a K-subalgebra of M mi×mi (K[t]), where
and {λ 1 , λ 2 , . . . , λ p } is the set of all eigenvalues of ϕ. As a consequence, we obtain that C ϕ satisfies all polynomial identities of M m×m (K[t]), where m is the maximum of the m i 's. The following related results can be found in [4, 6] . The centralizer Kalgebra C A of a matrix A ∈ M n×n (K) (over an algebraically closed field K) is isomorphic to the direct product of the centralizers C Ai , where A i denotes the block diagonal matrix consisting of all Jordan blocks of A having eigenvalue λ i in the diagonal. The number of the diagonal blocks in A i is m i = dim(ker(A − λ i I)) and the size of A i is d i × d i , where d i is the multiplicity of the root λ i in the characteristic polynomial of A. For a matrix X ∈ M di×di (K) we have X ∈ C Ai if and only if X = [X k,l ] is an m i × m i matrix of blocks, where X k,l is an arbitrary triangularly striped matrix block of size s i (k) × s i (l) and s i (k) denotes the size of the k-th elementary Jordan block in
It seems that we cannot use the striped block structure of the elements of C Ai to derive the above mentioned PI properties of C A ( ∼ = C ϕ ), only the much weaker statement that C ϕ (or C A ) satisfies all polynomial identities of M d×d (K) follows (d is the maximum of the d i 's and d i = s i (1) + s i (2) + · · · + s i (m i )). The above consideration confirms that the use of the polynomial ring K[t] is an essential ingredient of our treatment.
Since all known results about centralizers are in close connection with the Jordan normal base, it is not surprising that our development depends on the existence of the (nilpotent) Jordan normal base of a semisimple module with respect to a given nilpotent endomorphism (guaranteed by one of the main theorems of [7] ). Using an endomorphism of R M , a natural R[t]-module structure on M can be defined. Almost all of our proofs are based on calculations using this induced module structure. In the proof of the last theorem we use the Fitting Lemma.
THE NILPOTENT JORDAN NORMAL BASE
Throughout the paper a ring R means a (not necessarily commutative) ring with identity, Z(R) and J(R) denote the centre and the Jacobson radical of R, respectively. Let ϕ : M −→ M be an R-endomorphism of the (unitary) left R-module
and the set {k γ | γ ∈ Γ} of integers is bounded. For i ≥ k γ + 1 we assume that x γ,i = 0 holds in M . Now Γ is called the set of (Jordan-) blocks and the size of the block γ ∈ Γ is the integer k γ ≥ 1. Obviously, the existence of a nilpotent Jordan normal base implies that R M is semisimple and ϕ is nilpotent with ϕ n = 0 = ϕ n−1 , where n = max{k γ | γ ∈ Γ} is the index of nilpotency. If R M is finitely generated, then
is the dimension of R M (equivalently: the composition length of R M or the height of the submodule lattice of R M ). Clearly,
Rϕ(x γ,i ) =
implies that
Any element u ∈ M can be written as
and a γ,i = 0} is finite and all summands a γ,i x γ,i are uniquely determined by u. Since
can be derived, a contradiction. It follows that
and dim R (ker(ϕ)) = |Γ| in case of a finite Γ. The following is one of the main results in [7] . 
2.2.Proposition. Let
ϕ : M −→ M be a nilpotent R-endomorphism of the finitely generated semisimple left R-module R M . If {x γ,i | γ ∈ Γ, 1 ≤ i ≤ k γ } and {y δ,j | δ ∈ ∆, 1 ≤ j ≤ l δ } are nilpotent Jordan normal bases of R M with respect to ϕ, then there exists a bijection π : Γ −→ ∆ such that k γ = l π(γ) for all γ ∈ Γ.
Thus the sizes of the blocks of a nilpotent Jordan normal base are unique up to a permutation of the blocks.
Proof. We apply induction on the index of the nilpotency of ϕ. If ϕ = 0, then we have k γ = l δ = 1 for all γ ∈ Γ, δ ∈ ∆, and
implies the existence of a bijection π : Γ −→ ∆ (Krull-Schmidt, Kuros-Ore). Assume that our statement holds for any R-endomorphism φ : N −→ N with R N being a finitely generated semisimple left R-module and φ n−2 = 0 = φ n−1 . Consider the situation described in the proposition with ϕ n−1 = 0 = ϕ n , then
is a nilpotent Jordan normal base of the left R-submodule im(ϕ) ≤ M of R M with respect to the restricted R-endomorphism ϕ : im(ϕ) −→ im(ϕ). The same holds for
Since we have φ n−2 = 0 = φ n−1 for φ = ϕ ↾ im(ϕ), our assumption ensures the existence of a bijection π :
is a bijection with the desired property.
We call a nilpotent element s ∈ S of the ring S decomposable if es = se holds for some idempotent element e ∈ S (e 2 = e) with 0 = e = 1. A nilpotent element which is not decomposable is called indecomposable. 
implies that we have d = n for the dimension of R M , whence
for the non-zero (semisimple) R-submodules im(ε) and im
Since these restricted R-endomorphisms are nilpotent, we have a nilpotent Jordan normal base of im(ε) with respect to ϕ ↾ im(ε) and a nilpotent Jordan normal base of im(1 − ε) with respect to ϕ ↾ im(1 − ε). The union of these two bases gives a nilpotent Jordan normal base of M with respect to ϕ consisting of more than one block, a contradiction (the direct sum property of the new base is a consequence of the modularity of the submodule lattice of R M ).
(2)=⇒ (1): Suppose that {x γ,i | γ ∈ Γ, 1 ≤ i ≤ k γ } is a nilpotent Jordan normal base of R M with respect to ϕ with |Γ| ≥ 2 and fix an element δ ∈ Γ. Consider the non-zero ϕ-invariant R-submodules
THE MODULE STRUCTURE INDUCED BY AN ENDOMORPHISM
Let R[t] denote the ring of polynomials of the commuting indeterminate t with coefficients in R. The ideal (t
generated by t k will be considered in the sequel. If ϕ : M −→ M is an arbitrary R-endomorphism of the left R-module R M , then for u ∈ M and
(unusual use of indices!) the left multiplication
is the k-cut of f (t). For any R-endomorphism ψ ∈ Hom R (M, M ) with
of ϕ is a Z(R)-subalgebra of Hom R (M, M ) and the argument above gives that
For a set Γ = ∅, the Γ-copower 
If {x γ,i | γ ∈ Γ, 1 ≤ i ≤ k γ } is a nilpotent Jordan normal base of R M with respect to a nilpotent endomorphism ϕ, then for an element f = (f γ (t)) γ∈Γ with
defines a function Φ :
In Section 4 we shall make use of
where f
(t)) γ∈Γ (also an element of the copower) is the cut of f with respect to the given nilpotent Jordan normal base.
3.1.Theorem. For a nilpotent endomorphism
and the kernel
is a left ideal of the power (and hence of the copower) ring.
Proof. Clearly,
Rx γ,i = M implies that Φ is surjective. The second part of the defining formula gives that Φ is a left R[t]-homomorphism:
where g(t) ∈ R[t]. We also have
Thus ϕ kγ (x γ,1 ) = 0 implies that f γ (t) * x γ,1 = 0, whence Φ(f ) = 0 follows. Take an element g = (g γ (t)) γ∈Γ of the direct power and suppose that Φ(f ) = 0 in M . Then
Rx γ,i = M implies that a γ,i x γ,i = 0 for all γ ∈ Γ and 1 ≤ i ≤ k γ . Thus f γ (t) * x γ,1 = 0 for all γ ∈ Γ. It follows that
whence gf ∈ ker(Φ) can be deduced.
If R is a local ring (R/J(R) is a division ring) and a γ,i x γ,i = 0 for some 1 ≤ i ≤ k γ , then a γ,i ∈ J(R). Thus Φ(f ) = 0 implies that f γ (t) = (a γ,1 +a γ,2 t+· · ·+a γ,kγ t kγ −1 )+(a γ,kγ +1 t kγ +· · ·+a γ,nγ +1 t nγ ) ∈ J(R)[t]+(t kγ ).
It follows that for local rings we have
THE CENTRALIZER OF A NILPOTENT ENDOMORPHISM
Let {x γ,i | γ ∈ Γ, 1 ≤ i ≤ k γ } be a nilpotent Jordan normal base of R M with respect to the nilpotent endomorphism ϕ ∈ Hom R (M, M ). We keep the notations of the previous section and in the rest of the paper we assume that R M is finitely generated, i.e. that Γ is finite. A linear order on Γ (say Γ = {1, 2, . . . , m}) allows us to view an element f = (f γ (t)) γ∈Γ of (R[t]) Γ as a 1 × Γ matrix (a row vector) over
of f and P is a 1 × Γ matrix (row vector) in (R[t])
Γ , where p δ = (p δ,γ (t)) γ∈Γ is the δ-th row vector of P and
Using the homomorphism Φ :
) | fP ∈ ker(Φ) for all f ∈ ker(Φ)}. If R is a local ring, then we can determine M(Φ). Let e δ ∈ ker Φ be the vector with t k δ in its δ-coordinate and zeros in all other places. If P ∈ M(Φ), then e δ P ∈ ker Φ implies that t k δ p δ,γ (t) ∈ J(R)[t] + (t kγ ). Thus for local rings we have
and E δ,γ ∈ M(Φ) for all δ, γ ∈ Γ with k δ ≥ k γ (where E δ,γ denotes the Γ × Γ standard matrix unit over R[t] with 1 in the (δ, γ) entry and zeros in the other entries).
4.1.Lemma. M(Φ) is a Z(R)-subalgebra of M Γ×Γ (R[t]). For P ∈ M(Φ) and
properly defines an R-endomorphism ψ
Proof. For P, Q ∈ M(Φ), f ∈ ker(Φ) and c ∈ Z(R) we have Φ(f (cP)) = Φ(c(fP)) = cΦ(fP) = 0, Φ(f (P + Q)) = Φ(fP + fQ) = Φ(fP) + Φ(fQ) = 0 and fP ∈ ker(Φ) implies that Φ(f (PQ)) = Φ((fP)Q) = 0, whence f (PQ) ∈ ker(Φ) follows. Thus cP, P + Q, PQ ∈ M(Φ).
Let g ∈ (R[t])
Γ . If Φ(f ) = Φ(g), then f −g ∈ ker(Φ) implies that (f −g)P ∈ ker(Φ), whence Φ(fP) = Φ(gP) follows. Since Φ is surjective, it follows that ψ P is well defined. It is straightforward to check that
Γ and r ∈ R. Thus ψ P is an R-endomorphism. In view of
), the surjectivity of Φ gives that ψ P • ϕ = ϕ • ψ P . Clearly, ψ cP = cψ P , ψ P+Q = ψ P + ψ Q and ψ PQ = ψ Q • ψ P ensure that P −→ ψ P is a homomorphism of Z(R)-algebras. We deal only with the last identity:
proves our claim.
4.2.Lemma. The R-submodule
Proof. If P = [p δ,γ (t)] and P ∈ V(k γ , γ ∈ Γ), then
where deg(p δ,γ (t)) ≤ k γ − 1 and
Proof. Since Φ : (R[t])
Γ −→ M is surjective, for each δ ∈ Γ we can find an element
δ,γ (t)) γ∈Γ is the cut of p δ with respect to the given nilpotent Jordan normal base. The Γ × Γ matrix P = [p
Since f ∈ ker(Φ) implies that Φ(fP) = ψ(Φ(f )) = 0, we obtain that P ∈ M(Φ). Proof. Lemma 4.1 and 4.3 ensure that P −→ ψ P is a surjective
Remark. If D = K is an algebraically closed field and all Jordan blocks of the nilpotent linear map ϕ ∈Hom K (M, M ) (of the finite dimensional K-vector space M ) are of the same size s × s, then we can use the formula for dim(C Ai ) in Section 1 to see that the upper bound in the above Corollary 4.7 is sharp: (
We can find an R-generating set {y j ∈ M | 1 ≤ j ≤ d} of R M and elements a 1 , a 2 , . . . , a n in R such that
and
Proof.
(1)=⇒(2): Obviously, if ψ ∈ C ϕ then the first identity implies the second one. Proposition 2.3 ensures the existence of a nilpotent Jordan normal base {x i | 1 ≤ i ≤ n} of R M with respect to ϕ consisting of one block. Clearly, ⊕
for some a 1 , a 2 , . . . , a n ∈ R. Thus
(2)=⇒(1): Since we have ϕ(ψ(y j )) = ϕ(a 1 y j + a 2 ϕ(y j ) + · · · + a n ϕ n−1 (y j )) = = a 1 ϕ(y j ) + a 2 ϕ(ϕ(y j )) + · · · + a n ϕ n−1 (ϕ(y j )) = ψ(ϕ(y j )) for all 1 ≤ j ≤ d, the implication is proved. (
We can find elements a 1 , a 2 , . . . , a n in R such that
for all u ∈ M . In other words ψ is a polynomial of ϕ.
Proof. It suffices to prove that if 1≤j≤d
Ry j = M and
holds for all 1 ≤ j ≤ d, then we have (
(1)=⇒(2): Obviously, if C ϕ ⊆ C σ then a 1 y j + a 2 ϕ(y j ) + · · · + a n ϕ n−1 (y j ) = σ(y j )
for all ψ ∈ C ϕ . Theorem 2.1 ensures the existence of a nilpotent Jordan normal Rx γ,i .
Then ε δ ∈ C ϕ , whence ε δ ∈ C σ follows for all δ ∈ Γ. Thus im(
is a consequence of σ(Φ(f )) = Φ(fH)). In view of Lemma 4.1 and 4.3, the containment C ϕ ⊆ C σ is equivalent to the condition that σ • ψ P = ψ P • σ for all P ∈ M(Φ). Consequently, we obtain that C ϕ ⊆ C σ is equivalent to the following:
for all f ∈ (R[t]) Γ and P ∈ M(Φ). Thus C ϕ ⊆ C σ implies that Φ(f (PH−HP)) = 0, i.e. that f (PH − HP) ∈ ker(Φ) for all f and P. Now we use that R is a local ring. If α ∈ Γ is an index such that
then E α,δ ∈ M(Φ) for all δ ∈ Γ (see the argument preceding Lemma 4.1). Take e = (1) γ∈Γ and P = E α,δ , then the δ-coordinate of
we obtain that
for all δ ∈ Γ. It follows that
where h α (t) = a 1 + a 2 t + · · · + a n t n−1 . (2)=⇒(1): (R is an arbitrary ring) Since 1 M ∈ C ϕ , we obtain that
THE CENTRALIZER OF AN ARBITRARY LINEAR MAP
Let r ≥ 1 be an integer such that
we can take the restricted R-endomorphisms
In the next statement we consider the following centralizers
Proof. Consider the natural projections
and the natural injections
For σ ∈ C ϕ define an assignment by
and for a pair (σ 1 , σ 2 ) ∈ C ϕ1 × C ϕ2 define an assignment by (σ 1 , σ 2 ) −→ τ 1 σ 1 ε 1 + τ 2 σ 2 ε 2 .
Since σ ∈ C ϕ ensures that σ(ker(ϕ r )) ⊆ ker(ϕ r ) and σ(im(ϕ r )) ⊆ im(ϕ r ), it is straightforward to see that the above definitions provide C ϕ −→ C ϕ1 × C ϕ2 and C ϕ1 × C ϕ2 −→ C ϕ homomorphisms of Z(R)-algebras which are mutual inverses of each other.
such that the centralizer
is the homomorphic image of the direct product K-algebra , where λ 1 +µ j = λ i(j) for some unique 2 ≤ i(j) ≤ p. Indeed, each λ 1 +µ j , 2 ≤ j ≤ q, is an eigenvalue of ϕ and µ j = 0 would imply that (ϕ − λ 1 1 V )(v) = ϕ 2 (v) = 0 for some 0 = v ∈im(ϕ − λ 1 1 V ) r in contradiction with
Thus C ϕ1 × C ϕ2 is the homomorphic image of the direct product K-algebra t] ), whence we obtain that the same holds for any homomorphic image of their direct product.
