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の分類を行っている研究には，様々な研究が存在している [9, 10, 29, 30, 31, 32,
33, 34, 35, 36, 27, 37]．
例えば，Quら [9]は，質問と回答のテキストデータを用いて，Yahoo Answers

















































までBoW（bag-of-words）モデル [38]，translation-based languageモデル [40]さ
らに，Wikipediaから得られた意味論的知識を用いた translation-based language
モデル [39]，カテゴリベースの言語モデル [41]が存在している．その他 nグラ
ム，品詞（POS）タグ付け，構文木 [42]などを用いたアプローチがある．また，
adaptive probabilistic hypergraph [43]により質問の内容からだけでなく，質問
者とそのフォロワーの質疑応答の履歴からモデルを構築するというアプローチも
存在している．











































































































































































































































































ある．また，P′が p′の合計であり，N′が n′の合計である．同様に，Pが pの合
計であり，Nが nの合計である．
































































分類手法 Precision Recall F1 Accuracy
Naive Bayes 0.65 0.63 0.62 0.66
Decision Tree 0.66 0.66 0.66 0.66
SVM 0.69 0.57 0.50 0.58
Random Forest 0.71 0.70 0.69 0.70
表 3.2: システム辞書毎の各指標の比較
システム辞書 Precision Recall F1 Accuracy
ipadic 0.71 0.70 0.69 0.70
jumandic 0.72 0.71 0.71 0.71
unidic 0.71 0.70 0.70 0.70

































辞書拡充の前後 Precision Recall F1 Accuracy
辞書拡充前 0.73 0.72 0.72 0.72






































Precision Recall F1 全体件数
適切な投稿 1.00 0.82 0.90 988
不適切な投稿 0.06 1.00 0.12 12
表 3.5: サンプリングしたデータに対する，閾値調整後の判別結果
Precision Recall F1 全体件数
適切な投稿 1.00 0.99 0.99 988
















































































































表 4.1: 共感を求める質問と共感以外を求める質問それぞれ 300件に対する未回
答の数
質問の種別 回答あり (1件以上)　 未回答
共感を求める質問 162 138































表 4.2: 共感を求める質問と共感以外を求める質問それぞれ 300件に対する回答
者数 (人)と回答者属性の割合 (%)
ユーザー属性 共感を求める質問 共感以外を求める質問
出産経験者 255人 (83%) 565人 (67%)
出産未経験者 54人 (17%) 282人 (33%)








































































































































































学習器はLogistic Regression，SVM，Gaussian Naive Bayes，k-Nearest Neigh-
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表 4.5より，ベースラインでは recallは 0.4，precisionは 0.13となった．一方
で教師データのクラス毎の割合が 1:1，辞書がmecab-ipadic-NEologd，学習器と
して SVM(rbf)を利用し，word2vec(mamariコーパス)で質問文を拡張した場合







表 4.5: 教師データ中のクラス毎のサンプル数比を 1:1にした際の，テストデー
タにおける共感を求める質問の分類結果 (B: ベースライン，M-学習器 (システム
辞書): 4.4.2の手法，W(コーパス): word2vec用いた質問文拡張)
分類手法 Precision Recall F1
B 0.13 0.40 0.20
M-SVM(rbf)(ipadic) 0.30 (+0.17) 0.93 (+0.53) 0.46 (+0.26)
M-SVM(rbf)(ipadic)
+ W(mamari) 0.38 (+0.08) 0.94 (+0.01) 0.54 (+0.08)
M-SVM(rbf)
(mecab-ipadic-NEologd)





































共感を求める質問の recallを限りなく 1に近づけた上で，precisionを 0.4に近づ
けるという今回の目標に沿い，行った分類実験結果の中で，recallが0.95以上となっ
た組み合わせは，表 4.5のM-SVM(rbf)(mecab-ipadic-NEologd) + W(mamari)
という組み合わせのみであった．
















図 4.4: 各分類手法における recall (LR: Logistic Regression，GNB: Gaussian
Naive Bayes，KN: k-Nearest Neighbors，RF: Random Forest，AB: AdaBoost，
DT: Decision Tree)
図 4.5: 各分類手法における precision (LR: Logistic Regression，GNB: Gaussian




図 4.6: 各分類手法における F1 (LR: Logistic Regression，GNB: Gaussian
























1 　 便秘 　 悪阻 　
2 　 高血圧 　 ツワリ 　
3 　 脂肪肝 　 づわりが
4 　 更年期障害 　 胸焼け 　
5 　 糖尿病性ケトアシドーシ 胃痛 　
6 　 膀胱炎 　 吐き気 　
7 　 けいれん 胸やけ 　
8 　 アトピー性皮膚炎 　 づわりも
9 　 心因性 　 づわり 　























































































































































































値 > [w|週]< 数値 > [d|日]という表現を持つ質問に絞って週数を抜き出すこと
を試みた．「4w2d」とは，妊娠を話題としたテキストコミュニケーションの中で
妊娠経過期間が 4週 2日であることを示すためにユーザーが使う表現である．
図 5.3に抜き出した結果をまとめた．ここでは，各週数目における< 数値 >








































































の分析の結果発見した，<数値 > [w|週]<数値 > [d|日]という表現を持つ質問
が，本実験で利用するデータとなる．





































• SVM(rbf)-LDA: C = 1000，gamma = 0.001
• SVM(rbf)-LSI: C = 10，gamma = 0.001
• SVM(rbf)-W: C = 1000，gamma = 0.0001
• SVM(linear)-LDA: C = 1
• SVM(linear)-LSI: C = 1
• SVM(linear)-W: C = 10
• RF-LDA: min samples leaf = 200，n estimators = 2000
• RF-LSI: min samples leaf = 200，n estimators = 1000
• RF-W: min samples leaf = 1000，n estimators = 3000
図 5.6で最も正解率の高かった，RF-W（Random Forestと word2vecの組合




[w|週]< 数値 > [d|日]という表現を持つ質問に絞って，週数を抜き出した結果
を示す．▲が提案手法の結果となっており，提案手法による精度の向上を矢印で
示す．
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