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Diabetic retinopathy (retinopati diabetik) merupakan sejenis penyakit mata yang terjadi pada 
pengidap diabetes. Untuk mendeteksi jenis penyakit ini, dokter mata biasanya akan melakukan 
pemeriksaan dengan cara memeriksa mata dengan pupil lebar dan komprehensif. Adapun 
hambatan dalam mendeteksi retinopati diabetik adalah alat pemeriksaan yang belum masif dan 
belum memadai serta masih memakan waktu dalam mengidentifikasi tahap demi tahap pada 
retina manual. Berdasarkan masalah tersebut dibutuhkanlah suatu sistem untuk membantu 
dokter dalam mengidentifikasi retina yaitu dengan menerapkan pattern recognition 
menggunakan algoritma Learning Vector Quantization (LVQ). Sistem yang dijalankan dengan 
memasukkan citra tetina kemudian akan melaui proses preprocessing citra dan ekstraksi fitur 
statistik untuk mendapatkan hasil yang sesuai untuk dilakukan identifikasi menggunakan LVQ. 
Data retina yang digunakan terbagi menjadi 3 yaitu data training, data validation dan data 
testing. Pada data validation diuji dan mendapatkan hyperparameter untuk membentuk model 
jaringan terbaik yaitu pada epoch 50 dan learning rate 0,001. Kemudian dilakukan pelatihan 
hingga menghasilkan bobot akhir dengan algoritma pelatihan LVQ. Bobot akhir tersebut akan 
digunakan pada proses pengujian dengan data uji dan menghasilkan accuracy 82% sensitivity 







Diabetic retinopathy (retinopati diabetik) merupakan penyakit 
pada penderita diabetes melitus yang mengidap pada retina mata 
atau sejenis penyakit gangguan mata, yang terjadi pada pengidap 
penyakit diabetes. Pada awalnya, Diabetic retinopathy 
menunjukkan gejala yang ringan, ataupun tidak menunjukkan 
gejala sama sekali.  
 
Situasi ini mengakibatkan gangguan penglihatan yang 
disebabkan oleh diabetes melitus karena pembuluh darah retina 
mata yang rusak. Pembuluh darah retina yang buruk tersebut 
kemudian mengalami pembengkakan dan pendarahan yang pada 
akhirnya dapat rusak maupun pecah.   
Selain itu, kerusakan retina yang disebabkan oleh retinopati 
diabetik menyebabkan jarak penglihatan yang buruk seiring 
berjalannya waktu. Apabila kadar gula sangat tinggi dan tidak di 
kontrol, maka komplikasi diabetes pada mata dapat menyebabkan 
kebutaan permanen[1].  
 
Untuk mengidentikasi penyakit ini masih dilakukan secara 
manual melalui citra retina yang diperiksa oleh dokter mata 
seperti pemeriksaan pembuluh darah yang tidak normal, 
pembengkakan darah dan timbunan lemak retina, perkembangan 
pembuluh darah baru pada jaringan, pendarahan pada zat bening 
misalnya cairan yang mengisi bagian tengah mata (vitreous), 
kecacatan atau kelainan saraf optic mata. Dengan begitu banyak 
proses yang harus dilakukan oleh dokter mata maka sangat 
diharapkan pemanfaatan teknologi yang dapat membantu dan 
mengidentifikasi mata tanpa melalui proses yang panjang[2].  
 
Salah satu pemanfaatan sistem computer adalah dengan 
memanfaatkan AI (Artificial Intelligent). AI menjadi salah satu 
alternatif dalam membantu dokter dalam mengidentifikasi 
diabetic retinopati dimana dalam bidang ilmu AI sering 
menggunakan pattern recognition yang mampu mengidentifikasi 
penyakit berdasarkan pola-pola[3].  Neural Network merupakan 
suatu algoritma yang terinspirasi dari cara jaringan syaraf 
biologis manusia yang terhubung satu dengan yang lainnya yang 
kemudian ditiru untuk selanjutnya menjadi model pembelajatan 
yang dapat dikenal oleh komputer. Algoritma yang terkenal pada 
bidang NN sangat banyak salah satunya adalah Learning Vector 
Quantization (LVQ).  
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Berdasarkan masalah tersebut para dokter berharap dapat 
memanfaatkan teknologi yang sedang berkembang untuk 
membantu dokter mata dalam mengambil keputusan dan 
mendapatkan hasil identifikasi citra melalui sistem komputer. 
TINJAUAN PUSTAKA 
Diabetic Retinopathy 
Diabetic Retinopathy merupakan jenis penyakit mata yang 
dikarenakan oleh diabetes yang mempengaruhi fungsi retina 
mata. Retina adalah lapisan yang terletak pada mata bagian 
belakang yang menangkap cahaya yang dilihat oleh mata dan 
mengirimkan informasi ke otak untuk diterjemahkan. DR pada 
awalnya dapat menyebabkan penglihatan kabur, dan apabila tidak 
dicegah, akan berkembang sampai menjadi buta. Diabetic 
Retinopathy dapat menyebabkan pembengkakan makula di 
bagian tengah retina, fungsinya memproses penglihatan yang 
lebih detail. Penyakit ini disebut edema makula, yang dapat 
memperburuk penglihatan penderita diabetes 
 
Ekstraksi Fitur Statistik 
Metode statistik digunakan untuk mengambil nilai ciri pada citra. 
Dari nilai warna suatu citra akan dihitung dengan menggunakan 
parameter statistik yaitu[4] [5]: 
1. Mean (μ) 
Menunjukkan distribusi nilai rata-rata dari suatu citra[6] 
𝜇 =  ∑ 𝑓𝑛 𝑃(𝑓𝑛)𝑛𝑖=1   (1) 
2. Variance (σ2) 
Menunjukkan seberapa jauh nilai yang tersebar pada suatu citra 
𝜎2 =  ∑ (𝑓𝑛 − 𝜋)2 𝑃(𝑓𝑛)𝑛𝑖=1   (2) 
3. Standard Deviation (σ) 
Menunjukkan persebaran nilai warna dan mengukur kedekatan 
dengan reratanya 
𝜎 =  √∑ (𝑓𝑛 − 𝜋)2 𝑃(𝑓𝑛)𝑛𝑖=1   (3) 
4. Skewness (α3) 
Menunjukkan tingkat ketidaksimetrisan dalam distribusi nilai 
dari suatu citra 
𝛼3 =  
1
𝛼3
∑ (𝑓𝑛 − 𝜋)3 𝑃(𝑓𝑛)𝑛𝑖=1  (4) 
5. Kurtosis (α4) 
Menggambarkan tingkat ketajaman yang relatif dari kurva pada 
suatu citra[7] 
𝛼4 =  
1
𝛼4
∑ (𝑓𝑛 − 𝜋)4 𝑃(𝑓𝑛)𝑛𝑖=1   (5) 
Learning Vector Quantization (LVQ) 
Algoritma yang bersifat terawasi (supervised learning) atau 
algoritma yang proses pembelajarannya terawasi adalah Learning 
Vector Quantization yang bekerja dari setiap node input dan 
melakukan pembelajaran pada lapisan kompetitif sehingga 
menghasilkan output yang merepresentasikan kelas target. 
Algoritma dari LVQ adalah sebagai berikut[8][9]: 
1. Tentukan: 
• Bobot awal dari setiap kelas target (X) 
• Learning rate (α) 
• Maksimum epoch 
2. Masukkan jumlah data(n) dan target (T) 
3. Atur kondisi awal epoch adalah 0 
4. Proses jika (epoch < MaksEpoch) 
• epoch = epoch + 1 
• Lakukan i=1 sampai n 
o Hitung jarak minimum dengan Euclidean Distance 
(Cj). 
o Jika T = Cj: 
▪ Wj(baru) = Wj(lama) + α (X – Wj(lama)) (6) 
o Jika T ≠ D:  
▪ Wj(baru) = Wj(lama) - α (X – Wj(lama)) (7) 
• Pengurangan nilai learning rate 




Confusion Matrix merupakan konsep untuk menghitung data 
actual dan hasil prediksi dari suatu metode klasifikasi/ identifikasi 
yang digunakan. Tabel Confusion Matrix memiliki 2 dimensi 
antara lain dimensi data actual dan hasil prediksi. 
Tabel 1. Tabel Confusion Matrix 














Adapun perhitungan kinerja prediksi diuraikan seperti berikut: 
1. Accuracy 
Accuracy merupakan persentase jumlah total benar setiap proses 
identifikasi yang menjelaskan keakuratan model dalam 
mengidentifikasi[11]. 





Sensitivity persentase data positif yang dibandingkan dengan 
keseluruhan data yang positif.  
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃
𝑇𝑃+𝐹𝑁
   (9) 
3. Precision 
Precision persentase benar positif dengan keseluruhan hasil yang 
diprediksi positif. 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃
𝑇𝑃+𝐹𝑃




Data yang digunakan pad apenelitian ini adalah gambar retina 
mata yang dapat di akses melalui www.kaggle.com. Data retina 
terdiri dari 2 kategori yaitu retina normal dan retina diabetic 
retinopathy. Data yang tersedia adalah sebanyak 600 citra yang 
masing-masing kelas memiliki 300 citra data retina normal dan 
diabetic retinopathy. Data akan dibagi menjadi 3 bagian antara 
lain data training, data validation, data testing. Dataset training 
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sebanyak 250 citra pada Gambar 1 digunakan untuk melakukan 
proses training untuk penentuan kelas selama proses identifikasi. 
Data validation sebanyak 25 citra terlihat pada Gambar 2 
digunakan untuk mencari model jaringan yang paling optimal 
(hyperparameter) untuk berikutnya dilakukan pengujian pada 
citra yang belum diketahui targetnya. Data testing sebanyak 25 
citra yang terlihat pada Gambar 3 yang akan diuji pada sistem 
agar mengetahui hasil identifikasi kelas target.  
 
 
Gambar 1. Dataset Citra Training 
 
Gambar 2. Dataset Citra Validation 
 
Gambar 3. Dataset Citra Testing 
Model Analisis Penelitian 
Untuk melakukan proses identifikasi tentunya akan memerlukan 
beberapa persiapan atau langkah-langkah untuk memperoleh 
hasil yang lebih optimal. Berikut adalah prosedur untuk proses 
analisis dari model penelitian: 
1. Melakukan image preprocessing agar mendapatkan hasil 
citra yang sesuai untuk proses ekstraksi fitur statistik. 
2. Menghitung nilai statistik mean, standard deviation, 
variance, skewness, dan kurtosis. 
3. Melakukan proses training 
a. Menentukan bobot awal setiap kelas 
b. Melakukan proses pelatihan dengan nilai pada 
database yang tersedia dengan data training  
c. Menghasilkan bobot akhir yang kemudian akan 
digunakan pada proses validasi dan pengujian. 
4. Mencari model jaringan LVQ yang stabil atau 
hyperparameter dengan menggunakan data validation  
5. Dengan model jaringan yang telah didapatkan maka 
selanjutnya proses identifkasi dengan menguji data testing. 
6. Catat hasil dari pengujian dengan tabel Confusion Matrix. 
 
Skema dalam penelitian ini terdapat pada Gambar 4.  
 
Gambar 4. Skema Model Analisis Penelitian 
HASIL DAN PEMBAHASAN 
Image Preprocessing 
Tahap preprocessing berfungsi untuk mempersiapkan citra yang 
bagus dan sesuai dengan yang dibutuhkan untuk proses ekstraksi 
fitur statistik. Image Processing terdiri dari beberapa proses 
perbaikan yaitu dari citra asli yang terdapat pada Gambar 5.  
 
Gambar 5. Citra Asli 
Pertama kali citra asli akan diubah nilai warna menjadi nilai 
dengan derajat keabuan (grayscale) agar memiliki satu nilai 
merata sehingga memudahkan proses berikutnya. 
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Gambar 6. Citra Grayscale  
Langkah berikutnya adalah melakukan filtering yang berguna 
untuk mereduksi noise atau memperbaiki citra. Hasil median 
filtering terdapat pada Gambar 7. 
 
Gambar 7. Citra Median Filtering 
Berikutnya melakukan deteksi tepi untuk mendapatkan tepi dari 
syaraf retina dan thresholding untuk membuat warna menjadi 
biner yaitu nilai putih atau hitam saja. Untuk hasil canny 
thresholding terdapat pada Gambar 8. 
 
Gambar 8. Citra Canny dan Thresholding 
Untuk memperoleh hasil syaraf yang lebih optimal dapat 
digunakan model dilation dan erosion. Dilation berguna untuk 
menebalkan objek dari syaraf yang terdapat pada citra. Hasil 
Dilation terdapat pada Gambar 9. 
 
Gambar 9. Citra Dilation 
Tahap akhir pada tahap preprocessing adalah erosion yaitu 
penipisan dari objek syaraf pada citra. Hasil Erosion 
memperbaiki syaraf yang awalnya masih kurang jelas pada hasil 
thresholding menjadi lebih jelas dan lebih menyatu antar syaraf 
retina yang hasilnya terdapat pada Gambar 10.  
 
Gambar 10. Citra Erosion 
 
Ekstraksi Fitur 
Setelah didapatkan hasil perbaikan citra melalui proses Image 
Processing, maka dilakukan proses ekstraksi fitur dengan 
statistik yang menghasilkan 5 nilai sebagai berikut: 
1. Mean (μ) : 84,36861 
2. Variance (σ2) : 3453,95818 
3. Standard Deviation (σ) : 58,77039 
4. Skewness (α3) : 0,09818 
5. Kurtosis (α4) : 2,60637 
Selanjutnya nilai tersebut akan dilakukan disimpan pada 
database untuk melakukan proses pelatihan atau melakukan 
pengujian pada model LVQ dan kemudian akan menghasilkan 
output dari identifikasi berupa kelas retina normal atau retina 
diabetic retinopathy 
Proses Training 
Nilai-nilai yang akan dihitung pada proses Training adalah nilai 
yang telah disimpan pada database yang terdiri dari 2 kelas yaitu 
kelas retina normal dan kelas retina diabetic. Masing-masing 
kelas akan dipilih secara acak untuk menjadi bobot awal yang 
kemudian akan dilatih dengan semua nilai sesuai dengan kelas 
nya. Bobot awal masing-masing kelas ditulis pada Tabel 2. 












Normal 28,4325 6441,880 80,26133 2,46862 7,0941 
Diabetic 16,5943 3956,294 62,89908 3,52645 13,435 
Hasil dari training adalah bobot akhir yang ditentukan dari 
parameter epoch dan learning rate yang ditentukan saat 
melakukan proses validation.  
Proses Validation 
Proses validation adalah kumpulan data yang diketahui kelasnya 
yang digunakan untuk menyesuaikan hyperparameter dan 
mendapatkan model terbaik[12]. Pada proses validation 
disediakan sebanyak 25 data pada masing-masing kelas citra 
retina. Parameter untuk mencari hyperparameter terdapat pada 
Tabel 3. 
Tabel 3. Parameter Pengujian Algoritma 
Network Parameters Value 
Epoch 10, 50, 100, 250, 500 
Learning rate (α) 0.001, 0.05, 0.01, 0.05, 0.1 
RUDY CHANDRA / INFOTEKJAR : JURNAL NASIONAL INFORMATIKA DAN TEKNOLOGI JARINGAN- VOL. 6  NO. 1 (2021) EDISI SEPTEMBER 
 
Rudy Chandra  https://doi.org/10.30743/infotekjar.v6i1.3913 64 
 






Time (s) Benar Salah 
10 
0.1 26 24 52% 0.0404882 
0.5 25 25 50% 0.0271689 
0.01 34 16 68% 0.0268265 
0,05 35 15 70% 0.0277762 
0,001 29 21 58% 0.0262478 
50 
0.1 27 23 54% 0.0930222 
0.5 25 25 50% 0.0885545 
0.01 36 14 72% 0.0877752 
0,05 32 18 64% 0.0901212 
0,001 37 13 74% 0.0888004 
100 
0.1 32 18 64% 0.1645169 
0.5 25 25 50% 0.1657135 
0.01 37 13 74% 0.1670178 
0,05 33 17 66% 0.1646279 
0,001 36 14 72% 0.1632191 
250 
0.1 35 15 70% 0.3999593 
0.5 32 18 64% 0.4160015 
0.01 37 13 74% 0.4010330 
0,05 37 13 74% 0.4028630 
0,001 36 14 72% 0.4175278 
500 
0.1 36 14 72% 0.8011136 
0.5 37 13 74% 0.8224085 
0.01 36 14 72% 0.8141068 
0,05 36 14 72% 0.8099041 
0,001 36 13 72% 0.8077577 
Pada Tabel 4 dijelaskan dengan kombinasi parameter pengujian 
dengan data validation. Pada tabel diatas juga didapatkan 
persentase tertinggi yaitu 74% dengan waktu tersingkat yaitu 
0.0888004 pada epoch 50 dan learning rate 0,001 sehingga 
menjadi acuan pemodelan LVQ dan parameter tersebut akan 
melakukan proses training dan menghasilkan bobot akhir yang 
terdapat pada Tabel 5.  
 












Normal 17,4397 4139,146 64,17573 3,45511 13,0594 
Diabetic 5,81135 1444,286 37,48816 6,69658 47,3981 
 Hasil dari pelatihan pada Tabel 5 bisa disebut dengan model. 
Proses Testing 
Data testing merupakan data yang dipakai dengan tujuan untuk 
menguji performa algoritma yang telah dilatih dengan 
hyperparameter. Model yang sudah didapatkan adalah epoch 50 
dan learning rate 0,001 dimana model jaringan tersebut telah 
diuji dan divalidasi dengan beberapa data validasi dan kombinasi 
parameter pendukung suatu jaringan. Pada tahap ini akan 
melakukan pengujian menggunakan data testing sebanyak 50 
data citra retina dengan keterangan 25 data citra retina normal dan 
25 data citra retina diabetic. Pengujian dengan data testing 
terdapat pada Tabel 6. 
Tabel 6. Pengujian Algoritma dengan Data testing 
No Actual Output Desire Output True / False 
1 Normal Normal True 
2 Normal Diabetic False 
3 Normal Normal True 
4 Normal Normal True 
… … … … 
47 Diabetic Normal False 
48 Diabetic Diabetic True 
49 Diabetic Diabetic True 
50 Diabetic Diabetic True 
Berdasarkan pengujian model diatas dalam mengidentifikasi 
retina dengan 50 data diperoleh 82% dengan rincian 41 citra 
berhasil mengidentifikasi dengan tepat dan 9 citra masih keliru 
dalam mengenali target. 
Confusion Matrix Table 
Untuk hasil perhitungan identifikasi menggunakan Confusion 
Matrix terdapat pada Tabel 7. 










Pada Tabel 7 dijelaskan bahwasanya jumlah retina normal yang 
dikenali normal sebanyak 20 dan retina diabetic yang dikenal 
diabetic sebanyak 21 citra. 
1. Accuracy 




 = 82% 
2. Sensitivity 




 = 80% 
3. Precision 




 = 83,33% 
KESIMPULAN DAN SARAN 
Pengujian menggunakan data validation diatas epoch 250 
cenderung sudah stagnan atau konsisten dengan tidak adanya 
perubahan akurasi yang signifikan. Hyperparameter yang 
dihasilkan yaitu epoch 50 dan learning rate 0,001 yang 
kemudian dilakukan pelatihan hingga menghasilkan bobot akhir. 
Dari bobot tersebut kemudian menjadi acuan dalam mencari 
nilai euclidean pada proses pengujian dengan menggunakan data 
testing dan menghasilkan accuracy 82% sensitivity 80% dan 
precision 83,33%. 
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NOMENCLATURE 
Pengertian dan penjelasan dari indeks setiap symbol.  
1. TP: True Positive merupakan data bersifat positif 
(normal) yang dideteksi normal 
2. FP: False Positive merupakan data bersifat negatif 
(diabetic) namun dideteksi dengan normal 
3. FN: False Negative merupakan data bersifat positif 
(normal) namun dideteksi sebagai diabetic 
4. TN: True Negative merupakan data bersifat negatif 
(diabetic) yang dideteksi diabetic 
