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1. INTRODUCTION 
Here we will study second order differential equations written in the form 
~) + p(t,  y, Y)il + q(t, y, ii)Y = f ( t ,  y, il) (1.1) 
where p, q and f are continuous on I × R2; I = (t0,oo); given any initial condition 
(s, Y0, Y0) e I x R 2, where the solution y(t,  s, Y0.Y0) (or simply: y(t)) corresponding to this 
initial condition is defined for every s < t. 
In stability theory, it will be in general considered the asymptotic behaviour of any norm of 
the vector (y, y)T, for example ~ t  2. However, y and y may differ substantially in their 
asymptotic behaviour which can be seen clearly in the next 
Example  
Consider the equation 
t i/+ a2t 2a-2 -{- t~y  = 0 (1.2.) 
which possesses the linearly independent solutions 
Yl = t# sin t a 
Yl -- t ~ 
and y~=t 'cost a if ot~tO, 
and Y2=t ~Int if a=O,  
mid, 
where a and/~ are arbitrary real numbers. 
We can distinguish various cases. 
(1) If/3 > 1 or/~ > 1 - a then y is unbounded. 
(2) If/3 < 1 and f~ < 1 - a then lim ~)(t) = 0. 
t--*CO 
(3) If/3 > 0 then y is unbounded. 
(4) If/3 < 0 then lim y(t)  = O, 
~,-,* CO 
etc. 
If we investigate the asymptotic behaviour of y and ~) alone then we carry out partial stability 
investigations [1, 2]. 
In the next chapter, we shall introduce some theorems which are needed in ch. 3 to estimate 
ly(t)l, and, in ch. 4 to estimate ly(t)l as t --* oo. 
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2. APPL IED GENERAL THEOREMS 
Our basic theorem which will be used everywhere in what follows is proved in [3]. 
Theorem $.1 
Consider the differential equation 
= F( t ,  =)=; = e R"  (2.1) 
where F is an n x n continuous matrix function defined on I x R n. Suppose the solution z(t) 
corresponding to any initial condition (s, z0) E I x R n is defined for every s _< t. Let S(t) be an 
arbitrary continuously differentiable regular n x n matrix function and let #(A) be the largest 
eigenvalue of the symmterical part of A. Then for any s _< t, the following estimation holds: 
,•s 
t 
I=(t)l < I=(s)llS-l(t)llS(s)lexp I~(S(r)F(r,=(r))s-l(r)+ 
+ S(~)S-I(~))d~. (2.2.) 
Consequence g.g 
In theorem 2.1., let 
F(t, z) = Fo(t, z) + AF(t, =), 
where both F0 and AF  are continuous on I x It'*. Then for s < t 
(2.3) 
~ t I=(t)l ___ I=(s)llS-i(t)llS(,)l exp [~,(S(,)Fo(,,=(~-))S-'O-)+ 
S(r)S-~(r)) + IS(r)llS-l(r)llAFr, =(r))l]dr. 
In the next theorems, we apply theorem 2.1 and consequence 2.2 for the two dimensional case. 
Theorem g.3 
Let F in theorem 2.1 be 
( (g  1 ) )  (2.4) F(t,x)=u(t) 1 -p( t ,x )  
where u and p are continuous on Ix R ~. Moreover, let ~ be an arbitrary, continuously differentiable 
function 6 : I --* R such that 
(i) 0 < ~(t) _< 1 
(ii) 6(t) < 0. 
Then for every s < t the estimation 
p(~,=(~)) 16(~_- 
+ ~4-~2(~)  j 
(2.s) 
is valid. 
PROOF. Let us apply theorem 2.1, where 
[(0 ,2°, 
S(~) = 2 6 ( t )  , 
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and 
~(t) = ~/2 + 6(t) 
a(t) = ~/2 - 6(t). (2.7) 
We can easily verify: 
IS-l(t)llS(s)l = Z(s )  
I [SFS-I + ss-l + (SFS-I + SS-l) T] [(26~a+~'((~--P)--~) 
where for the sake of simplicity arguments are omitted and the notation 
,~ = ~ (2.s) 
is introduced. It is also easy to verify the inequality 
t p ,/~ (6 -  p)2 p(SFS -x + SE -1) -- ~ - v~ "[" V~-4 "[- b'2 < W2 
:"] ,,-,,] ___v -  +1~ +_ j _=v_  + ,~ 
Taking into consideration all of these relations, and applying theorem 2.1, theorem 2.3 is proved! 
Conseqnence 2.~ 
Let F(t, z) in theorem 2.3 be 
F( t , z )=v( t ) [ (  0 
-1 
then for every s < t 
- - 6(~) exp ~(t) 
1)] 
-p (t, x) + AF(t, m), 
pCr, xCr)) + 16(r) - p(r, x(r))l'~ 
2 ] + 
•/•22+ 6(~) " x(~))l] dr. + @) IaF(r, 
Theorem 2.5 
Let F(t, z)z in theorem 2.3 be 
If the conditions 
(i) 6(0 < p(t, z) < l/6(t); 
oo 
(ii) -J v(t)6(t)dt = oo; 
to 
1)] [o] 
-p ( t ,x )  ~ + h( t ,~)  " 
(2.9) 
(2.10) 
(iii) 1 ~  < ¢l(0;, l im o( t )  = 0 and ~1 is continuous 
are satisfied then lim Iz(t)l -- 0. 
i~--* OO 
The proof of this theorem can be carried out with an appropriate modification of the proof of 
theorem 3.3 in reference [4]. 
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Consequence 2.6 
Consider equation (2.1) in the spetial case 
[0] 
-1  -p (t ,x) x+AF( t ,x )z+ h(i,x) " 
Let ~f be an arbitrary, continuously differentiable real function of t with the conditions 
(i) 0 < 6(/) < 1; 
(ii) $(t) < 0; 
(iii) 6(t) _< p(t, z) _< 1/6(t); 
co 
(iv) f u(t)6(t)dt = oo; 
to 
(v) ~ < el(t); l im el(t) = O, el is continuous; 
(vi) ~ < e < 0.24 < (v/'3- 1)/3. 
Then lim Jx(t)J - 0. 
t---*oo 
3. EST IMATIONS FOR IY(T)I 
Theorem 3.1 
Suppose q = q(t); q E C1;q > 0; f  - 0 in (1.1) and let ~ be as in theorem 2.3. Then for every 
s<t  
lY(t)l _< Z(s) + "~ yz(s) 6(s) exp x /~ 2 
I~(r) - ~(r, y(~-), YCr))l ] 
where 
1 :1(~) 
~(~, y(~), i/(~)) = 2 qS/2(r-----~ + 
PROOF. Let us introduce the new variable 
Y 
and instead of ~(t, y, y) write simply ~(t, x). Then we obtain 
p(~-, y(~-), y(r)) (3.2) q,/2(r) 
1)] 
-1 - : ( t ,x)  z. 
(3.3) 
(3.4) 
Now we can apply theorem 2.3 to (3.4)! 
Consequence 3.2 
Suppose conditions of theorem 3.1 are satisfied and let 
6(t) S ~5(t,x) _< 1/6(t); s _< t. (3.5) 
Then for s _ t 
ly(t)l < y~(s) + --~_,y~(,) - exp - 1 ~(~- )d~- .  (3.6) 
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Consequence 3.3 
Suppose the conditions of consequence 3.2 are satisfied except hat instead of f - 0 we take 
f (t, y, ~1) = --Aq(t, y, ~t)Y (s.7) 
where 
IAq(t,y,y)l 1 
_< 8~;  s < t (3.8) q(t)6(t) 
for some 0 < 8. Then for every s < t 
¢ 1 .  V~+6(s ,  / :  1 lu(0l < y2(s) + q-~y2(s) - 6(s) exp (8 + ~ - X )y /~6( r )dr .  (3.9) 
PROOF. Apply consequence 2.4, theorem 3.1 and consequence 3.2 and note that 
1[ (  0 00) ] -aq(t,x) ' 
l<v e- N_  . 
Consider the special case where q(t) = a2t ~° and let 
80 
v~t( t )  = T 
in consequence 3.3. Then we have 
Consequence 3.4 
Consider the equation 
~/+ p(t, y, iI)~1 + (a2t a° + Aq(t, y, y))y = 0; t > 0 (3.10) 
with the conditions 
(i) a > 0; ao >_ -2 ;  
(ii) (e0 - ~_.~1 < p(t,y, fl) < a~tl+a° - a_.a. 0 < s < t, 0 < 80; 
2 / t w - -  co 2t ' 
(iii) [Aq(t,y,f/)[ __<~ 8g0:~1 at-~-l;  0 < s _< t, 0 < 8. 
Then the inequality 
Cy2(s) % I 2"s" ]2 + 6(s) 
< _ a2---~-~y ( } V~-~_ 6(s, (~)  ' ° ( '+~-1 ,  (3.11) ly(t)l 
is valid provided s is great enough, where 
6(t) = e°t-1-'~a (3.12) 
a 
Consequence 3.5 
Assume the conditions of consequence 3.3 are valid except that instead of f - 0 we take 
f(t,  y, ~i) = -Aq(t ,  y, il)Y + g(t, y, il). 
Suppose moreover that (3.8) is true with an appropriately small number 8, and let 
Ig(t, y, 3)1 
q(t)6(t) 
Then lim lY(t)I = 0. 
t--~ OO 
< 81(t); s < t, l_im 81(0 - O, 81 is continuous, 
f,/ v'T~6(tl,~t = oo. 
(3.13) 
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PROOF. Let us apply the transformation (3.3) to our equation. This transformation result in 
i<o 1)] [(0 =vf~ 1 -~( t ,~)  ~ + x + • 
~/q0) 
To this equation, consequence 2.6 can be applied where 
.(t) = v /~,  
[(0 
aF( t ,x )  = _ .~ 
h(t, x) = g(t, ~) 
v~(t)  ' 
and instead of p(t, z) we can take/~(t, z)! 
0)] 
0 ' 
Consequence 3.6 
Consider equation 
# -I- p(t, y, ~1)II -t" (a2t a° -I- Aq(t, y, ~I))Y "- g(t, y, y); t > 0 (3.14) 
with the conditions 
(i) a > 0; a0 >__ -2 ;  
(ii) (so - ao12)~ < p(t ,y ,y)  < ~t  1+`'0 - ~.  o < s < t, o < so; 
(iii) IAq(t,p,~)l < 0.24 eoata*12-1; 0 < s < t; 
(iv) Ig(t,~,~)l = Kt ' * /2 -a -a l ;  0 < K, 0 < ~1, 0 < s < t. 
Then lim lu(t)l = 0. 
|.=.* oo  
PROOF. The proof can be easily carried out if we choose 6 and q as 
6(t) = ~°t-1- '0 /2 
a 
q(t) = a2t*°t 
To demonstrate how to use our theorems we present some examples. 
Ezamples 1 
Equation 
has 
/)+ 1-a - /~y  t + .y=0;  0<t  
Yl =t a, y~-t ~ i fa~ and 
Yl-t  a, Y2-t alnt ifa-/~ 
as linearly independent solutions. If we use theorem 3.1 with an appropriately small constant 6
then we obtain the necessary and sufficient condition for lim ly(t)l - O. 
t.-*OO 
Ezample 
Consequence 3.4 gives also the necessary and sumeient condition for lim [y(t)[ - 0 in case of 
t - .*O0 
equation (1.2) provided a 2, a0, e0, and Aq are appropriately chosen. 
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Ezampie 8 
Let us apply consequence 3.6 to equation 
~) + 1 - a ~2t2~-2 + y = a2t ~+~-2 ,  a # 0, 0 < t. 
t 
Consequence 3.6 gives the following conditions for the convergence of y(t) to zero: 
either 0 > 3 and 0 > 
or 0 > 3,0 < a and 0 > 3+2a.  
Considering the general solution of the equation (qt  ~ sin t a + c2t~ cost a + t°+~), we see that 
these conditions are only sufficient. 
Ezample 
Let the next equation be 
~] + bt~y + a2ta°ll = O, O < a, ~o > -2,  O < t. 
Now we apply consequence 3.4. Let Aq - 0 and consequently ¢ = 0. Conditions (i) and (iii) are 
obvious. For (ii) we distinguish two different cases. 
Case 1 : 3 - -1 .  In this case let ¢0 - b + a0/2. (ii) is satisfied if b > -a0 /2 .  
Case 2 : 3 > -1 .  If 3 <~ 1 + c~0 then for every s, we can easily choose an ¢0 such that (ii) and 
6(s) _< 1 are satisfied. 
Ezample 5 
A very important ype of differential equations is the following: 
~/ + q(t)y - O, q(t) > O. 
Using theorem 3.1, we are able to give an estimation for ly(t)[. Note that p - 0 and 
= V ,<t  
Let 6 be an arbitrary, continuously differentiable, monotone decreasing function having values 
between 0 an 1, then 
•/y 1 . ~ + 6(s)., q/'q'('[) r' I',/~'~'~T6(') - 2q-'~d~ld.r. I~(Oi_< 2(~)+q-'~5'~2(.') --6(s) ~q-~yeXpJs ~4-62(.,-) 
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4. ESTIMATIONS FOR [IY(T)J 
In chapter 3, we provided estimations for IF(t)[ actually by the following way: 
- we used transformation (3.3), 
- we derived an estimation for Iz(t)l - ~/y2(t) + ~/2(t)/q(t); (here note that q(t) > O) 
- we considered the obvious relation IF(t)[ _< ~/y2(t) + ~]2(t)/q(t). 
Now the only thing what we need to do in order to obtain an estimation for ly(t)l is to consider 
the inequality 
I#(t)l < ~/q(t)y2(t)+ ~2(t) = v/ l Ct)l. 
By this relation, we obtain the next two obvious theorems. 
Theorem ~.1 
In theorem 3.1 and consequences 3.2, 3.3 and 3.4, the upper bounds (3.1), (3.5), (3.6) and 
(3.9), respectively, are valid for [y(t)l, as well, provided they are multiplied by ~f~.  
Theorem ~.~ 
If consequence 3.5 or 3.6 is satisfied, and q(t) is bounded then lira ly(t)[ - 0. 
t --~OO 
As an example consider example 4 in chapter 3. 
Case 1 : /3 = -1 .  If b > -~0/2  and b(1/~f3 - 1) + ~0/2vf3 < 0 then lim I (t)l = 0. 
t--~OO 
Case 2 : /3 > -1 .  If/3 < 1 + a0 then lira ly(t)[ - 0. 
t--*oo 
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