This paper studies the eigenvalue comparisons for second-order linear equations with boundary conditions on time scales. Using results from matrix algebras, the existence and comparison results concerning eigenvalues are obtained.
Introduction
In this paper, we consider the eigenvalue problems for the following second-order linear equations: where λ 1 and λ 2 are parameters, σ t and ρ t are the forward and backward jump operators, y Δ is the delta derivative, y σ t : y σ t , and ρ a , ρ b T is a finite isolated time scale; the discrete interval is given by ρ a , ρ b T : ρ a , a, σ a , σ 2 a , . . . , ρ b .
1.4
We assume throughout this paper that First we briefly recall some existing results of eigenvalues comparisons for differential and difference equations. In 1973, Travis 1 considered the eigenvalue problem for boundary value problems of higher-order differential equations. He employed the theory of u 0 -positive linear operator on a Banach space with a cone of nonnegative elements to obtain comparison results for the smallest eigenvalues. A representative set of references for these works would be Davis et are all eigenvalues of A and B. Associated with this conclusion is spectral order of operators. The spectral order has proved to be useful for solving several open problems of spectral theory and has been studied in the context of von Neumann algebras, matrix algebras, and so forth in 10-15 . Recently, Hamhalter 15 studied the spectral order in a more general setting of Jordan operator algebras, which is a generalization of the result due to Kato 13 . And as a preparatory material, he extended Olson's characterization of the spectral order to JBW algebras 14 . Since the boundary value problems 1.1 , 1.3 and 1.2 , 1.3 can be rewritten into matrix equations, we employ some results from matrix algebras to establish the comparison theorems for the eigenvalues of 1.1 , 1.3 and 1.2 , 1.3 . This paper is organized as follows. Section 2 introduces some basic concepts and a fundamental theory about time scales, which will be used in Section 3. By some results from matrix algebras and time scales, the existence and comparison theorems of eigenvalues of boundary value problems 1.1 , 1.3 and 1.2 , 1.3 are obtained, which will be given in Section 3.
Preliminaries
In this section, some basic concepts and some fundamental results on time scales are introduced.
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Let T ⊂ R be a nonempty closed subset. Define the forward and backward jump operators σ, ρ : T → T by σ t inf{s ∈ T : s > t}, ρ t sup{s ∈ T : s < t}, 2.1
Let f be a function defined on T. f is said to be delta differentiable at t ∈ T k provided there exists a constant a such that for any ε > 0, there is a neighborhood U of t i.e., U t − δ, t δ ∩ T for some δ > 0 with
In this case, denote
2.4
For convenience, we introduce the following results 16, Chapter 1 , 17, Chapter 1 , and 18, Lemma 1 , which are useful in this paper.
i If f and g are differentiable at t, then fg is differentiable at t and
ii If f and g are differentiable at t, and f t f σ t / 0, then f −1 g is differentiable at t and
Eigenvalue Comparisons
In the following, we will write X ≥ Y if X and Y are symmetric n × n matrices and X − Y is positive semidefinite. A matrix is said to be positive if every component of the matrix is positive. We denote ρ a σ 
3.3
And the problem 1.2 , 1.3 is equivalent to the equation
where
Since the solutions of 1.1 , 1.3 can be written into the form of vectors, then the nontrivial solution corresponding to λ is called an eigenvector.
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Let e i be the ith column of the identity matrix I of order n and 
It follows from H 1 , H 2 , and 3.8 that
For any x x 1 , x 2 , . . . , x n T , we have 
3.11
Moreover, x * Dx 0 implies x 0. Hence, the matrix D is positive definite. ii e 
3.16
ii It follows from 3. y, where y > 0.
3.20
This completes the proof. Proof. Let x / 0 and y / 0 be any two eigenvectors of the boundary value problem 1.1 , 1.3 corresponding to λ 1 and define z x a y − y a x. Obviously, we have
which, together with z a 0, indicates that z 0, that is, x a y y a x. Therefore, x and y are linearly dependent. So the dimension of the null space of −D λ 1 P is 1. This completes the proof. Proof.
is real and symmetric that there exists an orthogonal matrix C such that
therefore, we have that
indicating that the number of positive α i is the same as that of positive number in P which is equal to N. 
