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Abstract
Consider a point set that contains a single point x in the s-dimensional hypercube. We show where to place x in order to minimize
the L2 and L∞ star discrepancies, measures often used in quasi-Monte Carlo integration.
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1. Introduction
Low discrepancy point sets are the basic building blocks for quasi-Monte Carlo integration. An ensuing quest is to
ﬁnd the ‘best’point set in terms of the L2 or L∞ star discrepancy, measures often used in quasi-Monte Carlo integration.
For a point set that contains only a single point x in the s-dimensional hypercube [0, 1]s , we show where to place x in
order to minimize these measures and we also calculate this minimum. For the L2 discrepancy, an interesting result is
that the minimum discrepancy is close to
√
3−s for s large. We found this result useful during our research as a quick
method to check programs we wrote to calculate the discrepancy of a point set.
Similar investigations for the L∞ star discrepancy of two-dimensional point sets having up to 6 points can be found
in [4].
2. The L∞ star discrepancy
Deﬁnition 1 (Niederreiter [2]; Morokoff and Caﬂish [1]). For a set J ⊆ [0, 1)s and a sequence P of N points xi , i =
1, . . . , N , in [0, 1)s , deﬁne
RN(J ) := 1
N
∑
J (xn) − Vol(J ), (1)
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Table 1
Minima for D∗1 ({x}) and T ∗1 ({x}) for dimensions s = 2k, k = 1, . . . , 6
s minx(D∗1 ({x})) minx(T ∗1 ({x}))
√
3−s
2 0.618034 2.569555e − 01 3.333333e − 01
4 0.724492 1.080377e − 01 1.111111e − 01
8 0.811652 1.234492e − 02 1.234567e − 02
16 0.877167 1.524158e − 04 1.524157e − 04
32 0.923002 2.323057e − 08 2.323057e − 08
64 0.953264 5.396595e − 16 5.396595e − 16
where J is the characteristic function of J and Vol(J ) is the volume of J. If E∗ is the set of sub-rectangles from [0, 1)s
with one corner at 0, then the L∞ star discrepancy is deﬁned as
D∗N(P ) := sup
J∈E∗
|RN(J )|.
Theorem 2. For a singleton Q consisting of one s-dimensional point, the minimum L∞ star-discrepancy D∗1(Q) is
reached for a point on the main diagonal with as coordinates the only root in [0, 1] of the polynomial xs + x − 1.
Proof. For an s-dimensional point x=(x1, x2, . . . , xs), the star discrepancy of the point set P ={x} is either the volume
of the largest hypercube in E∗ that does not contain x or the smallest hypercube in E∗ that does contain x. Without loss
of generality we may assume that
x1x2 · · · xs . (2)
So for the largest hyper-rectangle U = [0,u) in E∗ without x we get u = (x1, 1, . . . , 1) while for the smallest hyper-
rectangle U = [0,u) in E∗ with x we get u = x + (, . . . , ) with  arbitrary small. This leads to
D∗1({x}) = max
(
x1, 1 −
s∏
i=1
xi
)
. (3)
Since only 1−∏si=1 xi in (3) depends on x2, . . . , xs it is obvious that we need to choose x2, . . . , xs as large as possible
which together with (2) imposes that all xi are equal to x1, meaning that the optimal point lies on the diagonal. Rewriting
(3) for x = (x, . . . , x), a point on the diagonal, then gives
D∗1({x}) = max(x, 1 − xs). (4)
Since x is strictly increasing and 1−xs is strictly decreasing on [0, 1], and since x ∈ {0, 1} does not optimize (4), both
arguments in (4) must be equal. The x we are looking for is thus the (only) root in [0, 1] of the polynomial xs + x − 1.
This coordinate also gives the value for the optimal star discrepancy. 
Table 1 lists the optimal star discrepancy D∗1 for s = 2k, k = 1, . . . , 6.
3. The L2 star discrepancy
Deﬁnition 3 (Morokoff and Caﬂish [1]). With RN(J ) as in (1), the L2 star discrepancy of an s-dimensional point set
P is deﬁned as
T ∗N(P ) :=
[∫
I s
(RN(J (x)))
2 dx
]1/2
,
where J (x) is the rectangle with opposite corners at 0 and x.
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If x(i)k denotes the ith component of the s-dimensional point xk in a point set P, then it can be shown [3] that the
square of the L2 star discrepancy of P is given by
[T ∗N(P )]2 =
1
N2
N∑
k=1
N∑
m=1
s∏
i=1
(
1 − max
(
x
(i)
k , x
(i)
m
))
− 2
1−s
N
N∑
k=1
s∏
i=1
(
1 − x(i)k
2)+ 3−s . (5)
Theorem 4. For a singleton set Q consisting of one s-dimensional point, the minimum L2 star-discrepancy T ∗1 (Q) is
reached for a point on the main diagonal with as coordinates the only root in [0, 1] of the polynomial x(1+x)s−1−2s−2.
Proof. For P a singleton set {x = (x1, . . . , xs)}, (5) reduces to
[T ∗1 ({x})]2 =
s∏
i=1
(1 − xi) − 21−s
s∏
i=1
(1 − x2i ) + 3−s . (6)
For x to be optimal, [T ∗1 ({·})]2 must reach its minimum on [0, 1]s at x. This means that unless the minimum falls on
the border of [0, 1]s , all derivatives [T ∗1 ({x})]2/xj , j = 1, . . . , s must be 0 in x. First, we will assume that x does not
lie on the borders of [0, 1]s , i.e. x ∈ (0, 1)s . From
[T ∗1 ({x})]2
xj
= −
∏
i =j
(1 − xi) + 22−sxj
∏
i =j
(1 − x2i ) = 0
follows∏
i =j
(1 − xi) = 22−sxj
∏
i =j
(1 − x2i )
or, since we assumed 1 − xi = 0,
xj = 2
s−2∏
i =j (1 + xi)
.
For j = k, this leads to
xj (1 + xk) = 2
s−2∏
i /∈{j,k} (1 + xi)
and xk(1 + xj ) = 2
s−2∏
i /∈{j,k} (1 + xi)
.
From this we can deduce xj (1 + xk) = xk(1 + xj ) and thus xj = xk . Since this is valid for all j = k, x must lie on the
diagonal, i.e. x = (x, x, . . . , x). Adding this information leads to
x(1 + x)s−1 − 2s−2 = 0. (7)
The polynomial x(1 + x)s−1 − 2s−2 is a monotonically increasing polynomial in [0, 1] which is negative in x = 0 and
positive in x = 1 and hence has exactly one root in [0, 1].
All that is left is to prove that the value for T ∗1 ({x}) is smaller than the value of T ∗1 at the borders of [0, 1]s . If ∃i : xi=0
and ∀j = i : xj = 1 then [T ∗1 ({x})]2/xi < 0 and thus the minimum cannot lie at these borders. If ∃i : xi = 1 then
(6) reduces to
[T ∗1 ({x})]2 = 3−s .
while for x = (x, . . . , x) a solution of (7), (6) leads to
[T ∗1 ({x})]2 − 3−s = (1 − x)s − 21−s(1 − x2)s = (1 − x)s
(
1 − 21−s(1 + x)s
)
(7)= (1 − x)s
(
1 − 1 + x
2x
)
= −(1 − x)
s+1
2x
. (8)
And since 1 − x > 0 and x > 0, the value of [T ∗1 ({x})]2 must be smaller than 3−s , making x = (x, . . . , x) with x the
single root in [0, 1] of the polynomial x(1 + x)s−1 − 2s−2 a global minimum on [0, 1]s . 
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Fig. 1. T ∗1 for a point (x, . . . , x) on the diagonal and dimension s = 2k, k = 1, . . . , 6.
The left-hand side of (7), evaluated at 56 for s7 is strictly negative. Therefore, the solution for s7 must be in the
interval ]5/6, 1[. Using (8) we obtain
|[T ∗1 ({x})]2 − 3−s | =
∣∣∣∣∣ (1 − x)
s+1
2x
∣∣∣∣∣< 6−(s+1).
Thus the relative distance between [T ∗1 ({x})]2 and 3−s will be smaller than 2−s and consequently T ∗1 ({x}) will converge
to 3−s/2 for s → ∞. This is illustrated in Table 1 where the minimum T ∗1 for s = 2k, k = 1, . . . , 6 is given next to
3−s/2. In Fig. 1, T ∗1 is plotted for (x, . . . , x) with x ∈ [0, . . . , 1] and for dimensions s = 2k, k = 1, . . . , 6. The ﬁgure
also shows that choosing x closer to 1 does not change the discrepancy much.
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