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PARITY SHEAVES
DANIEL JUTEAU, CARL MAUTNER, AND GEORDIE WILLIAMSON
1. Introduction
1.1. Overview. In view of applications in geometric representation theory in posi-
tive characteristic, we introduce parity sheaves, a class of constructible complexes of
sheaves on stratified varieties whose strata satisfy a cohomological parity vanishing
condition. We show the existence and uniqueness of parity sheaves on several spaces
arising in representation theory, including generalised flag varieties, nilpotent cones
(at least for GLn) and toric varieties.
With sheaf coefficients in a field of characteristic zero, parity sheaves correspond
to classical objects in geometric representation theory. When the coefficients are
of positive characteristic, parity sheaves are important new objects. We show that
parity sheaves, unlike intersection cohomology complexes, satisfy a form of the
Decomposition Theorem, and explain the role played by intersection forms in de-
termining the decomposition of their direct images. On flag varieties parity sheaves
allow us to retrieve in a uniform way the Beilinson-Bezrukavnikov-Mirkovic´ tilting
sheaves and the special sheaves of Soergel, used by Fiebig in his proof of Lusztig’s
conjecture.
1.2. Outline. In Section 2 we define parity sheaves and develop some of their basic
properties. Our notation and assumptions appear in 2.1. The definition of parity
sheaves appears as Definition 2.14 and depends on the preceding uniqueness result
(Theorem 2.12). Section 2.3 begins to explore the question of existence and gives
a criterion for existence. In Section 2.4, we introduce the notion of an even map
(Definition 2.33) and show that the push forward functor along proper, even maps
preserves the class of parity complexes (Proposition 2.34). This is our key tool for
producing examples and serves as a weak analogue of the Decomposition Theorem.
Section 2.5 is concerned with the behaviour of parity sheaves under modular reduc-
tion. Proposition 2.41 shows that when an IC-sheaf with Q-coefficients is parity,
the corresponding modular IC-sheaf is parity for all but finitely many character-
istics. Sections 2.6 and 2.7 review respectively the notions of torsion primes and
ind-varieties.
Section 3 extends an observation of de Cataldo and Migliorini [dCM02, dCM05]
from their recent Hodge theoretic proof of the Decomposition Theorem. In their
work a crucial role is played by the case of semi-small resolutions, and certain
intersection forms attached to the strata of the target. Indeed, they show that for
a semi-small morphism the direct image of the intersection cohomology sheaf splits
as a direct sum of intersection cohomology complexes if and only if these forms are
non-degenerate.
D. J. was supported by ANR Grant No. ANR-09-JCJC-0102-01 and C. M. by an NSF post-
doctoral fellowship.
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In Section 3.1, we recall the definition of these intersection forms. In Section 3.2,
we extend the observation of de Cataldo and Migliorini and prove (Theorem 3.7)
that the non-degeneracy of the modular reduction of these intersection forms (which
are defined over the integers) determine exactly when the decomposition theorem
fails in positive characteristic for a semi-small resolution. Section 3.3 addresses
the case of a proper and even (but not necessarily semi-small) morphism from a
smooth source. Theorem 3.13 shows that the multiplicities of parity sheaves which
occur in the direct image are given in terms of the ranks of these forms. These
theorems allow one to reformulate questions in representation theory in terms of
such intersection forms.
The remaining sections explore three classes of examples: Kac-Moody flag vari-
eties (4.1), toric varieties (4.2) and nilpotent cones (4.3).
1.3. Related work. The usefulness of some form of parity vanishing in represen-
tation theory and intersection/equivariant cohomology has been noticed by many
authors (e.g. [KL80], [Spr82], [CPS93], [GKM98] and [BJ01]). In the following we
comment briefly on ideas that are particularly closely related to the current work:
1.3.1. Soergel’s category K. The idea of considering another class of objects as
“replacements” for intersection cohomology complexes when using positive char-
acteristic coefficients is due to Soergel in [Soe00]. He considers the full additive
subcategory K of the derived category of sheaves of k-vector spaces on the flag
variety which occur as direct summands of direct images of the constant sheaf on
Bott-Samelson resolutions. Furthermore, he shows (using arguments from repre-
sentation theory) that if the characteristic of k is larger than the Coxeter number,
then the indecomposable objects in K are parametrised by the Schubert cells. In
fact, the indecomposable objects in Soergel’s category K are parity sheaves, and
our arguments provide a geometric way of understanding and expanding his result.
1.3.2. Tilting perverse sheaves. Since their introduction by Ringel [Rin92], an im-
portant role in representation theory is played by tilting objects in highest weight
categories. There are several important examples of categories of perverse sheaves
which are highest weight, and it is desirable to have a local (i.e. in terms of stalks
and costalks) characterization of the tilting sheaves. In [BBM04] Beilinson, Bez-
rukavnikov and Mirkovic´ give such a description for the Schubert constructible
perverse sheaves on the flag variety. It is immediate from their description that
the tilting perverse sheaves can be also be characterised as parity sheaves (for the
“dimension pariversity”, see Section 2.2).
Another important example of a highest weight category of perverse sheaves is
the Satake category of G[[t]]-constructible perverse sheaves on the affine Grassman-
nian. In [JMW] the authors show that the parity sheaves on the affine Grassman-
nian correspond to the tilting sheaves, under certain explicit bounds on the charac-
teristic of the coefficients. Thus, in two important and quite different examples—the
finite flag variety (or more generally any stratified variety satisfying the conditions
of [BBM04] and our parity conditions) and the affine Grassmannian—we see that
the indecomposable tilting sheaves are parity sheaves. Thus one is led to suspect
a relation between parity sheaves and tilting sheaves on any variety satisfying our
parity conditions for which the corresponding category of perverse sheaves is high-
est weight. For example one may show that, in the above situation, if the parity
sheaves for the dimension pariversity are perverse then they are tilting sheaves. In
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[AM12], Achar and the second author start to explore this phenomenon in the case
of nilpotent cones.
1.3.3. Combinatorial models for intersection cohomology. There exist combinato-
rial algorithms (due to Bernstein and Lunts [BL94a] and Barthel, Brasselet, Fieseler
and Kaup [BBFK99]) for calculating the rational equivariant intersection cohomol-
ogy of a toric variety using commutative algebra. Similarly, Braden and MacPher-
son [BM01] gave an analogous combinatorial algorithm for Schubert varieties. In
both cases the calculation of intersection cohomology with modular coefficients is
significantly more difficult, and no algorithm is known. In [FW], Fiebig and the
third author show that, when performed with coefficients of positive characteristics,
the Braden-MacPherson algorithm computes the stalks of the parity sheaves. It is
likely that an analogous result is true for toric varieties.
1.3.4. The p-canonical basis. Parity sheaves on generalised flag varieties with coef-
ficients in a field of characteristic p ≥ 0 may be used to define a “p-canonical basis”
for the Hecke algebra which enjoys remarkable positivity properties (when p = 0 one
recovers the Kazhdan-Lusztig basis). In low rank examples, there are sufficiently
many constraints to force the p-canonical and Kazhdan-Lusztig bases to coincide
for all p and almost all elements of the Weyl group [WB12]. This indicates where
to look for non-trivial torsion, which does indeed occur. Braden had previously
found 2-torsion in some Schubert varieties of types A7 and D4 (see the appendix
of [WB12]). More recently, Polo has found n-torsion in a Schubert variety of type
A4n−1. The examples in A7 led to the discovery of a relation between non trivial
parity sheaves and the reducibility of characteristic varieties [VW].
There is a parallel story using Lusztig complexes on moduli spaces of quiver
representations, where one recovers the p-canonical basis for the negative part of
the quantised enveloping algebra [Gro99]. The relationship with parity sheaves for
linear quivers has been explained by Maksimau [Mak13]. These results may be used
to rephrase the James conjecture in terms of parity sheaves.
1.3.5. Weights and parity sheaves. Replacing our complex variety X by a variety
Xo defined over a finite field Fq, one can consider Deligne’s theory of weights in the
derived category Dbc(Xo,Qℓ) of Qℓ-sheaves (see [BBD82] for details and notation).
In all examples considered in this paper, one can proceed naively, and say that
Fo ∈ Dbc(Xo,Zℓ) (resp. D
b
c(Xo,Fℓ)) is pure of weight 0 ifH
i(F) andHi(DF) vanish
for odd i and, for all x ∈ Xo(Fqn) the Frobenius F ∗qn acts on the stalks of H
2i(F)
and H2i(DF) as multiplication by qni (the image of qni in Fℓ respectively). With
this definition one can show that, in all examples considered in this paper, there
exist analogues of parity sheaves which are pure of weight 0. Note that the modular
analogue of Gabber’s theorem is not true: if Fo in Dbc(Xo,Zℓ) or D
b
c(Xo,Fℓ) is pure
of weight 0, then F is not necessarily semi-simple.
Nevertheless, such considerations have been used by Riche, Soergel and the third
author to deduce that the dg-algebra of extensions of the direct sum of all parity
sheaves on the flag variety is formal. From this they deduce a modular form of
Koszul duality [RSW].
1.4. Acknowledgements. We would like to thank Alan Stapledon for help on the
section about toric varieties. We would also like to thank David Ben-Zvi, Matthew
Dyer, Peter Fiebig, Sebastian Herpel, Joel Kamnitzer, Frank Lu¨beck, David Nadler,
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thank Wilberd van der Kallen for pointing out some mistakes in a previous version
and two anonymous referees for a thorough reading.
We also thank the Centre International de Rencontres Mathe´matiques where
parts of this paper were written. The first and third authors would like to thank the
Mathematical Sciences Research Institute, Berkeley and the Isaac Newton Institute,
Cambridge for providing excellent research environments in which to pursue this
project. The second author would also like to thank his advisor David Ben-Zvi, the
geometry group at UT Austin, and David Saltman for travel support during his
time as a graduate student.
2. Definition and first properties
2.1. Notation and assumptions. Let O denote a complete discrete valuation
ring of characteristic zero (e.g., a finite extension of Zp), K its field of fractions
(e.g., a finite extension of Qp), and F its residue field (e.g., a finite field Fq). Unless
stated otherwise, k denotes a complete local principal ideal domain, which may be
for example K, O or F, and all sheaves and cohomology groups are to be understood
with coefficients in k.
In what follows all varieties will be considered over C and equipped with the
classical topology. Throughout, X denotes either a variety or a G-variety for some
connected linear algebraic group G. In Sections 2 and 3 we deal with these two sit-
uations simultaneously, bracketing the features which only apply in the equivariant
situation. In the examples, we will specify the set-up in which we work.
We fix an algebraic stratification (in the sense of [CG97, Definition 3.2.23])
X =
⊔
λ∈Λ
Xλ
of X into smooth connected locally closed (G-stable) subsets. For each λ ∈ Λ we
denote by iλ : Xλ → X the inclusion and by dλ the complex dimension of Xλ.
We denote by D(X), or D(X ; k) if we wish to emphasise the coefficients, the
bounded (equivariant) constructible derived category of k-sheaves onX with respect
to the given stratification (see [BL94b] for the definition and basic properties of
the equivariant derived category). The category D(X) is triangulated with shift
functor [1]. We call objects of D(X) complexes. For all λ ∈ Λ, let kλ denote the
(equivariant) constant sheaf on Xλ. Given F and G in D(X) we set Hom(F ,G) :=
HomD(X)(F ,G) and Hom
n(F ,G) := Hom(F ,G[n]). We can form the graded k-
module Hom•(F ,G) := ⊕n∈ZHom
n(F ,G).
Recall that an additive category is Krull-Remak-Schmidt if every object is iso-
morphic to a finite direct sum of objects, each of which has local endomorphism
ring. In a Krull-Remak-Schmidt category all idempotents split and any object ad-
mits a unique decomposition into indecomposable objects. Moreover, an object is
indecomposable if and only if its endomorphism ring is local. By our assumptions
on k, D(X) is a Krull-Remak-Schmidt category (see [LC07]).
Remark 2.1. The category D(X) is Krull-Remak-Schmidt as soon as the ring of
coefficients k is Noetherian and complete local. The Krull-Remak-Schmidt property
of D(X) is fundamental to all arguments below. Above we make the stronger
assumption that k is a complete local principal ideal domain (equivalently a field
PARITY SHEAVES 5
or complete discrete valuation ring). We use this stronger assumption in Sections
2.3 and 2.5. The results of Sections 2.2, 2.4 and 4 remain valid for coefficients in
any Noetherian complete local ring k. In Section 3 we assume that k is a field.
For each λ, denote by Locf(Xλ, k) or Locf(Xλ) the category of (equivariant) local
systems of free finite rank k-modules on Xλ. We make the following assumptions
on our variety X , which are in force throughout the paper except in Section 3.2
and 4.3.3. For each λ ∈ Λ and all L,L′ ∈ Locf(Xλ) we assume:
Homn(L,L′) = 0 for n odd(2.1)
and
Homn(L,L′) is a free k-module for all n.(2.2)
Remark 2.2.
(1) When k is a field, all finite dimensional k-modules are free, so the second
assumption can be ignored.
(2) Given two local systems L,L′ ∈ Locf(Xλ) we have isomorphisms:
Hom•(L,L′) ∼= Hom•(kλ,L
∨ ⊗ L′) ∼= H•(L∨ ⊗ L′).
Hence (2.1) and (2.2) are equivalent to requiring that H•(L) is a free k-
module and vanishes in odd degree, for all L ∈ Locf(Xλ).
(3) The condition (2.1) implies that there are no extensions between objects
of the category Locf(Xλ). In particular, if k is a field, then Locf(Xλ) is
semi-simple.
Finally, for λ ∈ Λ and L ∈ Locf(Xλ), we denote by IC(λ,L), or simply IC(λ) if
L = kλ, the intersection cohomology complex on Xλ with coefficients in L, shifted
by dλ so that it is perverse, and extended by zero on X \Xλ. We always use the
middle perversity p1/2, which is self-dual when k is a field. When k is a ring of
integers, it is not stable by duality, so there is a dual IC for the dual t-structure
p+1/2 [BBD82, §3.3]. In this paper we only need the standard IC.
2.2. Definition and uniqueness. In this section the notation and assumptions
are as in Section 2.1.
Definition 2.3. A pariversity is a function † : Λ→ Z/2.1
We will mainly be interested in two special pariversities: the constant function
♮ defined by ♮(λ) = 0 for all λ and the dimension function ♦ defined by ♦(λ) = dλ.
Notice that if the strata are all even dimensional then ♮ = ♦.
Definition 2.4. Fix a pariversity †. In the following ? ∈ {∗, !}.
• A complex F ∈ D(X) is (†, ?)-even (resp. (†, ?)-odd) if, for all λ ∈ Λ and
n ∈ Z, the cohomology sheaf Hn(i?λF) belongs to Locf(Xλ) and vanishes
for n 6∈ †(λ) (resp. n ∈ †(λ)).
• A complex F is (†, ?)-parity if it is either (†, ?)-even or (†, ?)-odd.
• A complex F is †-even (resp. †-odd) if it is both (†, ∗)- and (†, !)-even
(resp. odd).
• A complex F is †-parity if it splits as the direct sum of a †-even complex
and a †-odd complex.
1We regard elements of Z/2 as cosets and denote by · : Z → Z/2 the non-trivial homomorphism,
that is, 0 = {n ∈ Z | n is even} and 1 = {n ∈ Z | n is odd}.
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Remark 2.5.
(1) A complex is (†, ∗)-even if and only if for every λ ∈ Λ the stalks on Xλ are
free and concentrated in degrees †(λ).
(2) By (2.1) and a standard de´vissage argument, F is (†, ?)-even (resp. odd)
if and only if the i?λF are isomorphic to direct sums of objects in Locf(Xλ)
shifted by elements of †(λ) (resp. †(λ) + 1).
(3) A complex F is (†, ∗)-even (resp. odd) if and only if DF is (†, !)-even (resp.
odd).
(4) An indecomposable †-parity complex is either †-even or †-odd.
(5) A complex is †-parity if and only if it is †′-parity, where †′(λ) = †(λ) + 1
for all λ ∈ Λ.
(6) If the pariversity function † is clear from the context, we may drop it from
the notation.
(7) This definition is a geometric analogue of a notion introduced by Cline-
Parshall-Scott in [CPS93]. For example, the notion of ∗-even corresponds
to their EL.
For the rest of the section, we fix a pariversity function † and drop † from the
notation.
Given a ∗-even F ∈ D(X) write X ′ := suppF for the support2 of F and choose
an open stratum Xµ ⊂ X ′. We denote by i and j the inclusions:
Xµ
j
→֒ X
i
←֓ X ′ \Xµ
We have a distinguished triangle of ∗-even complexes
(2.3) j!j
!F → F → i∗i
∗F
[1]
→
which is the extension by zero of the standard distinguished triangle on X ′. (Note
that j!F = j∗F because j factors as an open immersion into X ′ followed by the
inclusion of X ′ into X .) Dually, if G ∈ D(X) is !-even and i, j are as above we have
a distinguished triangle of !-even complexes
(2.4) i!i
!G → G → j∗j
∗G
[1]
→ .
Proposition 2.6. If F is ∗-parity and G is !-parity, then we have a (non-canonical)
isomorphism of graded k-modules
Hom•(F ,G) ∼=
⊕
λ∈Λ
Hom•(i∗λF , i
!
λG).
Moreover, both sides are free k-modules.
Proof. We may assume that F and G are indecomposable and, by shifting if neces-
sary, that F is ∗-even and that G is !-even. We proceed by induction on the number
N of λ ∈ Λ such that i∗λF 6= 0. If N = 1, then F
∼= iµ!i∗µF for some µ ∈ Λ, and by
adjunction
Hom•(F ,G) ∼= Hom•(iµ!i
∗
µF ,G)
∼= Hom•(i∗µF , i
!
µG).
As we assumed F to be ∗-even and G to be !-even, the complexes i∗µF and i
!
µG are
direct sums of shifts of elements of Locf(Xµ) concentrated in degrees congruent to
2 Contrary to the common usage, we call support of a sheaf (or of a complex) the closure of
the set of points where its stalks are non-zero.
PARITY SHEAVES 7
†(λ). By (2.1) and (2.2) we conclude that Hom•(i∗µF , i
!
µG) is free and concentrated
in even degrees.
If N > 1, applying Hom(−,G) to (2.3) yields a long exact sequence
· · · ← Homn(j!j
!F ,G)← Homn(F ,G)← Homn(i∗i
∗F ,G)← . . .
Now both Homn(i∗i
∗F ,G) and Homn(j!j!F ,G) vanish for n odd and are free for
n even, respectively by induction and by the base case, hence Homn(F ,G) also
vanishes for n odd, and it is an extension of Homn(i∗i
∗F ,G) by Homn(j!j!F ,G),
hence also free, for n even. 
Remark 2.7. The proof above shows that Hom•(F ,G) is a free k-module. If, more-
over, F and G are indecomposable, then the stalks (resp. costalks) of F (resp. G)
are concentrated in degrees congruent to a fixed parity a (resp. b) in Z/2, and it
follows that Hom•(F ,G) is concentrated in degrees congruent to a+ b modulo 2.
Corollary 2.8. If F is ∗-even and G is !-odd then
Hom(F ,G) = 0.
Corollary 2.9. If F and G are indecomposable parity complexes of the same parity
and j : Xµ → X denotes the inclusion of a stratum which is open in the support of
both F and G, then the functor j∗ gives a surjection:
Hom(F ,G)։ Hom(j∗F , j∗G).
Proof. Apply Hom(F ,−) to (2.4) and use Corollary 2.8. 
The last corollary says that we can extend morphisms j∗F → j∗G to morphisms
F → G. Now we want to investigate how parity complexes behave when restricted
to an open union of strata. Before stating the result, let us recall the following
simple result from ring theory (whose proof is left as an exercise):
Lemma 2.10. A quotient of a local ring is local.
Proposition 2.11. Let j : U → X denote the inclusion of an open union of strata.
Then given an indecomposable parity complex P on X, its restriction to U is either
zero or indecomposable.
Proof. Suppose that P has non-zero restriction to U . As in the proof of Corollary
2.9, the functor Hom(P ,−) applied to the appropriate adjunction triangle together
with Corollary 2.8 shows that restriction yields a surjection
End(P)։ End(P|U ).
It follows by Lemma 2.10 that End(P|U ) is a local ring, and hence P|U is indecom-
posable. 
Theorem 2.12. Let F be an indecomposable parity complex. Then
(1) the support of F is irreducible, hence of the form Xλ, for some λ ∈ Λ;
(2) the restriction i∗λF is isomorphic to L[m], for some indecomposable object
L in Locf(Xλ) and some integer m;
(3) any indecomposable parity complex supported on Xλ and extending L[m] is
isomorphic to F .
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Proof. Suppose for contradiction that Xλ and Xµ are open in the support of F ,
where λ and µ are two distinct elements of Λ. Let U = Xλ ∪ Xµ. Then F|U ≃
FXλ ⊕FXµ , contradicting Proposition 2.11. This proves (1). The assertion (2) also
follows from Proposition 2.11.
Now let G be an indecomposable parity complex supported on Xλ and such that
i∗λG ≃ L[m]. By composition, we have inverse isomorphisms α : i
∗
λF
∼
−→ i∗λG and
β : i∗λG
∼
−→ i∗λF . By Corollary 2.9, the restriction Hom(F ,G)→ Hom(i
∗
λF , i
∗
λG) is
surjective. So we can lift α and β to morphisms α˜ : F → G and β˜ : G → F . By
Corollary 2.9 again, the restriction End(F) → End(i∗λF) is surjective. Since β˜ ◦ α˜
restricts to β ◦ α = Id, the locality of End(F) implies that β˜ ◦ α˜ is invertible itself,
and similarly for α˜ ◦ β˜. This proves (3). 
Remark 2.13. If k is a field, one can replace “indecomposable” by “simple” in (2),
due to our assumptions on X .
We now introduce the main character of our paper.
Definition 2.14. Let † be a pariversity. A †-parity sheaf is an indecomposable
†-parity complex with Xλ open in its support and extending L[dλ] for some in-
decomposable L ∈ Locf(Xλ). When such a complex exists, we will denote it by
E†(λ,L). We call E†(λ,L) the †-parity sheaf associated to the pair (λ,L).
Remark 2.15. (1) More generally, for L not indecomposable, we will let E†(λ,L)
denote the direct sum of the parity sheaves associated to the direct sum-
mands of L. We may also use the notation E†(Xλ,L).
(2) If L = kXλ is the constant local system, we may write E
†(λ, k), (or even
E†(λ) if the coefficient ring k is clear from the context).
(3) If the pariversity is clear from the context, we may also drop it from our
notation.
Thus, any indecomposable parity complex is isomorphic to some shift of a parity
sheaf E(λ,L). The reason for the normalisation chosen in the last definition is
explained by the following proposition:
Proposition 2.16. For any pariversity †, λ in Λ and L in Locf(Xλ), we have
DE†(λ,L) ≃ E†(λ,L∨).
Proof. The definition of †-parity sheaf is clearly self-dual, so DE†(λ,L) is a †-parity
sheaf. Moreover, it is supported on Xλ and extends L∨[dλ]. By the uniqueness
theorem, it is isomorphic to E†(λ,L∨). 
Remark 2.17. We give many examples of parity sheaves below. In the next section
we also give a few examples of situations in which a full set of parity sheaves does
not exist, and, at the end of the paper, examples of parity sheaves that are not
perverse (see Proposition 4.22).
Despite such examples, in many cases of interest, parity sheaves do exist and
are perverse. For example, if X is a flag variety stratified by Schubert cells and k
a field of characteristic zero, the ♮-parity sheaves are the intersection cohomology
complexes, while the ♦-parity sheaves are the indecomposable tilting sheaves.
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2.3. Parity extensions and an existence criterion. We have now explained
that associated to each indecomposable local system on a stratum, there exists (up
to isomorphism) at most one parity extension for a fixed pariversity. In this section,
we begin to explore when such an extension does in fact exist.
Following the construction of the intersection cohomology sheaves in [BBD82],
we present a criterion for the existence of parity sheaves and, when they exist, an
explicit construction. This section concludes with some examples of spaces and
pariversities for which parity extensions do not exist.
We begin with a lemma that characterises extensions of a complex from an open
set. We will use it below to develop our existence criterion.
2.3.1. Extensions from an open set. Let j : U → X be an open embedding and
i : Z → X be the closed embedding of the complement. Recall that an extension
of a complex FU ∈ D(U) is a pair (F , α) where F ∈ D(X) is a complex and
α : j∗F
∼
→ FU is an isomorphism. Extensions of FU form a category in a natural
way.
Lemma 2.18. Fix FU ∈ D(U). There is a natural bijection between isomorphism
classes of extensions (F , α) of FU and isomorphism classes of distinguished trian-
gles in D(Z) of the form:
A→ i∗j∗FU → B
[1]
→
Under this bijection we have i∗F ∼= A and i!F ∼= B[−1].
Proof. We describe the maps in both directions. We leave it to the reader to check
that these maps do indeed provide a bijection on isomorphism classes.
Suppose first that we are given an extension (F , α). Then we associate to (F , α)
the distinguished triangle
(2.5) i∗F → i∗j∗FU → i
!F [1]
[1]
→
obtained by rotating the standard distinguished triangle i!F → i∗F → i∗j∗j∗F
[1]
→
[BBD82, 1.4.7.2] and using our isomorphism α. It is clear that the isomorphism
class of the resulting triangle depends only on the isomorphism class of the extension
(F , α).
In the other direction, given a distinguished triangle:
(2.6) A→ i∗j∗FU → B
[1]
→
we can certainly build an octahedron:
j!FU [1]
❄
❄❄
❄❄
❄❄
i∗A
""
❄
❄❄
❄❄
❄
i∗i
∗j∗FU
❄
❄❄
❄❄
❄
??⑧⑧⑧⑧⑧
i∗B
??⑧⑧⑧⑧⑧⑧⑧
i∗B[−1]
b
❄
❄❄
❄❄
❄
!!
G
a
??⑧⑧⑧⑧⑧⑧
❄
❄❄
❄❄
❄
j∗FU
f
==
??⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧⑧⑧
❄
❄❄
❄❄
❄❄
j!FU
??⑧⑧⑧⑧⑧⑧
==
To such a distinguished triangle we associate the extension (G, β), where β is ob-
tained by adjunction from the map G → j∗FU .
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The final statement of the lemma is clear by construction. 
Remark 2.19. Note that for FU perverse, the perverse extensions
pj!FU ,
pj!∗FU
and pj∗FU correspond to the perverse truncation triangles
pτ<ni∗j∗FU → i
∗j∗FU →
pτ≥ni∗j∗FU
[1]
→,
where n = −1, 0, 1 [BBD82, Proposition 1.4.23].
2.3.2. Parity extensions. Having considered the case of general extensions, we now
turn our attention to the question of when parity extensions exist and how to
construct them. For the rest of this section we use the notation and assumptions
of Section 2.1.
We proceed by imitating Deligne’s construction of the intersection cohomology
sheaves. The method is a descending induction on the poset of strata. The following
corollary describes the inductive step.
Corollary 2.20. Let Z be a closed stratum. Fix a pariversity † and let FU ∈ D(U)
be a †-even complex. There exists a †-even extension of FU if and only if there
exists a distinguished triangle in D(Z) of the form
A→ i∗j∗FU → B
[1]
→
where A is †-even and B is †-odd.
Proof. Immediate from the previous lemma. 
To identify when such extensions are indecomposable, we need the following
lemma.
Lemma 2.21. A complex F ∈ D(X) has no summands supported within a closed
subset i : Z → X if and only the map i!F → i∗F cannot be expressed as a direct
sum IdQ⊕ h, where i!F ∼= Q⊕ G, i∗F ∼= Q⊕ G′ and h : G → G′, with Q 6= 0.
Proof. Assume that F ∼= i∗Q⊕F ′. Then i?F ∼= Q⊕ i?F ′ and the corestriction-to-
restriction map decomposes as a direct sum of the corestriction-to-restriction map
for i∗Q (which is simply the identity map IdQ) and that for F ′.
Conversely, suppose that the corestriction-to-restriction map for F can be ex-
pressed as IdQ⊕h as above. As the corestriction-to-restriction map factors through
F , we find that there is a commutative diagram:
i∗i
!F
∼ //
}}④④
④④
④④
④④
④
i∗(Q⊕ G)
IdQ⊕h

i∗Q
=

oo
F // i∗i∗F
∼ // i∗(Q⊕ G′) // i∗Q
It follows that i∗Q is a direct summand of F . 
We now return to the question of parity extensions and the notation of Corollary
2.20. As A and B are parity, (2.1) and (2.2) imply that A ∼= ⊕nHn(A)[−n] and
B ∼= ⊕nHn(B)[−n]. Let φn be the composition of the inclusion Hn(B)[−n] →֒ B,
the connecting map B → A[1], and the projection A[1]→ Hn+1(A)[−n].
Corollary 2.22. The parity extension F is indecomposable if and only the image
of each morphism φn defined above does not contain any non-zero direct-summand
of Hn+1(A). If k is a field, this condition is equivalent to φn = 0 for all n.
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Proof. This statement is an application of the previous lemma together with the
fact that Hn(A) is in Locf(Z) and therefore projective in the category of all local
systems.
In this case, as mentioned in the remark above, the corestriction and restriction
are both isomorphic to the direct sum of (the shifts of) their cohomology sheaves.
Thus the condition of the lemma can be checked in each degree separately. Now for
a single degree, the map φn maps to a projective object, so any direct summand
contained in the image of the map is also a direct summand of the source. The
result follows. 
Proposition 2.23. Assume again that Z consists of a single stratum and that FU
is a †-even complex on U , where † is some pariversity on X \ Z. Then there exists
a †˜-even complex F on X extending FU for both pariversities †˜ extending † if and
only if the complex i∗j∗FU ∈ D(Z) is parity (i.e. isomorphic to a direct sum of
shifts of elements of Locf(Z)).
Proof. If i∗j∗FU is isomorphic to a direct sum of shifts of objects in Locf(Z), then
it is clear that the required triangles exist and so both parity extensions exist.
Suppose that there exist parity extensions of each parity. Then there are triangles
A→ i∗j∗FU → B
[1]
→ and A′ → i∗j∗FU → B
′ [1]→
with A,B′ even and A′, B odd. Without loss of generality, we may assume that
the parity extensions have no non-zero summands with support contained in Z. By
Corollary 2.22, this means that the images of the morphisms φ2n−1 : H2n−1(B)→
H2n(A) (resp. φ′2n : H
2n(B′) → H2n+1(A′)) do not contain a non-zero direct
summand of H2n(A) (resp. H2n+1(A′)).
Consider the associated long exact sequences of cohomology sheaves for the above
triangles. We find exact sequences
0→ Im(φ2n−1)→ H
2n(A)→ H2n(i∗j∗FU )→ 0,
0→ Im(φ′2n)→ H
2n+1(A′)→ H2n+1(i∗j∗FU )→ 0,
as well as inclusions
0→ H2n(i∗j∗FU )→ H
2n(B′), 0→ H2n+1(i∗j∗FU )→ H
2n+1(B).
As H2n(i∗j∗FU ) (resp. H2n+1(i∗j∗FU )) is a subobject of H2n(B′) ∈ Locf(Z) (resp.
H2n+1(B)), it is an element of Locf(Z) (remember that our ring of coefficients is a
PID by assumption). In particular, it is a projective object in the category of all lo-
cal systems on Z, by Remark 2.2(3). It follows that the short exact sequences above
split and thus Im(φ2n−1) and Im(φ2n) are direct summands. By our assumption
above, they must be trivial.
We conclude that the induced mapsH2n(A)→ H2n(i∗j∗FU ) (resp. H
2n+1(A′)→
H2n+1(i∗j∗FU )) are isomorphisms. Thus the map A ⊕ A′ → X induces isomor-
phisms on cohomology sheaves and therefore is an isomorphism in D(Z). The
complex A is even and A′ is odd, so i∗j∗FU is a parity complex. 
Remark 2.24. If the equivalent conditions of the above claim hold, and F is a
parity extension with no summands supported on Z, then i∗j∗FU is isomorphic to
the direct sum i∗F ⊕ i!F [1].
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Remark 2.25. It is natural to ask whether the parity extension can be made into a
functor. Then the assignment of A and B to FU in the triangle
(2.7) A→ i∗j∗FU → B
[1]
→
should be functorial as well. Though there are some situations where this is the
case, as we will see below (for example, when all strata are contractible), in gen-
eral there is no reason why it should be true. By [BBD82, Proposition 1.1.9] a
sufficient condition for the assignment of A and B to be functorial would be that
Hom(A[1], B) = 0 for any two objects A (resp. B) appearing on the left (resp.
right) of (2.7) for any FU . In the case of a parity extension, A is assumed to the
†-even, and B †-odd; hence Hom(A[1], B) 6= 0 in general, and this argument does
not apply.
This is in contrast to the case of the pj!,
pj!∗ and
pj∗ extensions which are ob-
tained via a truncation triangle, which is functorial and satisfies Hom(A[1], B) = 0.
The three perverse extensions can then be constructed by either j! or j∗ followed by
a functor of truncation on the closed part, which is obtained by gluing a degenerate
t-structure on the open part and a given t-structure on the closed part [BBD82,
Proposition 1.4.23].
Lemma 2.21 gave a criterion for determining when a complex has summands
supported on a fixed closed subset. The following proposition refines the lemma in
a particular situation and will be useful when we come to discuss the Decomposition
Theorem in Section 3.
Proposition 2.26. Assume the ring of coefficients k is a field. Let i : Xλ →֒ X
be a closed stratum. Let F ∈ D(X) be a complex such that i!F and i∗F are semi-
simple.3 Let Dλ denote the canonical morphism
Dλ : i
!F → i∗F
and set
Dnλ := H
n(Dλ) : H
n(i!F)→ Hn(i∗F).
By assumption, both Hn(i!F) and Hn(i∗F) are semi-simple and so we can (and
do) choose splittings
Hn(i!F) ∼= kerDnλ ⊕ (H
n(i!F)/ kerDnλ),(2.8)
Hn(i∗F) ∼= ImDnλ ⊕ (H
n(i∗F)/ ImDnλ).(2.9)
Then there is an isomorphism
F ∼= G ⊕
⊕
n∈Z
(i∗(H
n(i!F)/ kerDnλ)[−n])
where G is a complex having no direct summand supported on Xλ.
Proof. Fix isomorphisms i?F ∼=
⊕
Hn(i?F)[−n]. Composing these with Dλ we
obtain a map ⊕
Hn(i!F)[−n]
∼
→ i!F
Dλ−→ i∗F
∼
→
⊕
Hn(i∗F)[−n].
The splittings (2.8) and (2.9) then yield a map
(2.10) c :
⊕
(Hn(i!F)/ kerDnλ)[−n]→i
!F
Dλ−→ i∗F→
⊕
(ImDnλ)[−n].
3We say a complex Q ∈ D(F ) is semi-simple if Q ∼=
⊕
Hn(Q)[−n] and Hn(Q) is semi-simple
as an object of Locf (Xλ) for all n. (The second condition is automatic, by Remark 2.2(3).)
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Note that Hn(c) is an isomorphism for all n, and hence c is an isomorphism. Ap-
plying i! = i∗ to (2.10) and using that the natural map i!i
!F → i∗i∗F factors
through F (as in the proof of Lemma 2.21) we get that
⊕
((Hn(i!F)/ kerDnλ)[−n])
is a direct summand of F . Hence we have an isomorphism
(2.11) F ∼= G ⊕
⊕
i∗((H
n(i!F)/ kerDnλ)[−n])
for some G ∈ D(X).
It remains to see that G does not have any direct summands supported on Xλ.
To this end, fix n ∈ Z and let ι : G → F and π : F → i∗((Hn(i!F)/ kerDnλ)[−n])
denote the inclusion and projections obtained from the isomorphism (2.11). If we
apply Hn(i!−) we see that 0 = Hn(i!(π ◦ ι)) : Hn(i!G) → Hn(i!F)/ kerDnλ . Hence
the image of Hn(i!(ι)) : Hn(i!G) → Hn(i∗G) is contained in kerDnλ . It follows
that the map Hn(i!G)→ Hn(i∗G) obtained by applying Hn(−) to the natural map
i!G → i∗G is zero.
We conclude that Hn(i!G) → Hn(i∗G) is zero for all n and hence that there is
no direct summand of i!G mapped isomorphically onto a direct summand of i∗G.
Hence G does not have any direct summands supported on Xλ by Lemma 2.21.
This completes the proof of the proposition. 
2.3.3. Constructible complexes with coefficients in a field for a stratification with
contractible strata. In this section we assume that we are in the non-equivariant
setting and that k, our ring of coefficients, is a field. We use the construction
from the previous paragraph to prove that if all strata are contractible then parity
sheaves exist on all strata and for all pariversities.
Lemma 2.27. Suppose that Z is a contractible closed stratum of X and let U :=
X \Z denote the complement. Fix a pariversity † on U and let FU ∈ D(U) denote
a †-parity complex. Then there exists an extension F of FU to X whose restriction
and corestriction to Z is even. Similarly there exists an extension whose restriction
and corestriction is odd.
Proof. By Corollary 2.20 it suffices to show that there exists a triangle
A→ i∗j∗FU → B
[1]
→
with A,B ∈ D(Z) respectively even and odd. As Z is contractible and k a field,
any object in D(Z) is isomorphic to a direct sum of shifts of constant sheaves. Thus
i∗j∗FU ∼= Heven(i∗j∗FU )⊕Hodd(i∗j∗FU ) and we have the split triangle:
Heven(i∗j∗FU )→ i
∗j∗FU → H
odd(i∗j∗FU )
[1]
→ .
Under the bijection described in Corollary 2.20 this triangle corresponds to the
desired extension. Entirely analogously, as the sequence splits, the maps can be
directed in the other direction, producing an ‘odd’ extension. 
Corollary 2.28. Let † be a pariversity. Let X be stratified by contractible strata
and k be a field. Then for every stratum, there exists a parity sheaf E†(λ, k) ∈ D(X).
2.3.4. Non-examples. By modifying the conditions required in the previous para-
graph, one can find examples of spaces satisfying the parity conditions, for which
some parity extensions do not exist. We conclude this section by mentioning three
such examples.
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Example 2.29. Let k = Z2, the ring of 2-adic integers. Consider the affine Grass-
mannian for GL2, whose GL2(C[[t]])-orbits Gr
λ are labelled by highest weights
(l1, l2) ∈ Z2 for GL2. Let X be the orbit closure of Gr
λ for λ = (1,−1). The strata
will be U = Grλ and Z = Gr0 ∼= pt. The lower stratum Z is contractible and the
larger stratum U has the cohomology of P1, and thus satisfies the parity conditions
(note that in Proposition 2.27, only Z is assumed to be contractible, not U). Con-
sider i∗j∗kU . It is quasi-isomorphic to the graded cohomology of the link, which is
in turn homotopy equivalent to RP3. Now H∗(RP3;Z2) = Z2[−3]⊕ Z/2[−2]⊕ Z2.
While there is a distinguished triangle
Z2[−2]⊕ Z2 → Z2[−3]⊕ Z/2[−2]⊕ Z2 → Z2[−3]⊕ Z2[−1]
[1]
→,
where the first term is even and the last term is odd (in particular, both are free
over Z2), by Proposition 2.23 there is no such triangle in the other direction (as
H∗(RP3;Z2) is not a direct sum of free modules). We conclude that there exists a
parity sheaf for the ♮ = ♦ pariversity, but for not the pariversity †(λ) = 0, †(0) = 1.
Example 2.30. Let k be a field and X the Hirzebruch surface P(OP1 ⊕OP1(−2))
with two strata: the zero section E and its complement U . Let † be the pariversity
that is even on U and odd on E. Similarly to the previous example, one finds that
kU has †-parity extension if and only if the characteristic of k is equal to 2.
Example 2.31. Lastly, let k be a field and X = P1 viewed as a C×-variety with the
standard action (z · [x : y] = [x : zy] for z ∈ C×). We fix the stratification indexed
by Λ = {0,∞}, where X0 = {[1 : 0]} is the north pole and X∞ its complement.
Let D(X) = Db
C×,Λ(P
1, k) denote the bounded Λ-constructible equivariant de-
rived category. The equivariant constant sheaf on X∞ does not have a ♦-parity ex-
tension in the equivariant derived categoryD(X). Note that in the non-equivariant
derived category, such a ♦-parity extension does exist.
2.4. Even resolutions and existence. In this section we keep the notation and
assumptions of Section 2.1.
In Theorem 2.12, we saw that, if we fix a stratum Xλ and a local system L on it,
then there is at most one parity sheaf F such that suppF = Xλ and i∗λF ≃ L[dλ],
up to isomorphism. Furthermore, in Corollary 2.28 we showed that, for an arbitrary
pariversity †, (in the non-equivariant set-up) if the strata are contractible and k is
a field, then †-parity sheaves exist extending any local system. Unfortunately, the
conditions of Corollary 2.28 are quite restrictive.
In this section, we will describe a very useful tool for constructing ♮-parity sheaves
that are extensions of the trivial local system. Later, in Section 4, we will use this
tool to provide large classes of examples.
Let us recall the following definition from [GM88, 1.6].
Definition 2.32. Let X = ⊔λ∈ΛXXλ and Y = ⊔µ∈ΛY Yµ be stratified varieties. A
morphism π : X → Y is stratified if
(1) for all µ ∈ ΛY , the inverse image π−1(Yµ) is a union of strata;
(2) for each Xλ above Yµ, the induced morphism πλ,µ : Xλ → Yµ is a submer-
sion with smooth fibre Fλ,µ = π
−1
λ,µ(yµ), where yµ is some chosen base point
in Yµ.
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Definition 2.33. A stratified morphism π is said to be even if for all λ, µ as
above, and for any local system L in Locf(Xλ), the cohomology of the fibre Fλ,µ
with coefficients in L|Fλ,µ is torsion free and concentrated in even degrees.
A class of even morphisms, which are common in geometric representation theory
and a motivation for the definition, are those whose stratifications induce “affine
pavings” on the fibres — meaning that all of the Fλ,µ are affine spaces. Examples
of such maps arise in the study of flag manifolds and will be discussed in Section 4.
Proposition 2.34. The direct image of a (♮, ?)-even (resp. odd) complex under
a proper, even morphism is again (♮, ?)-even (resp. odd). The direct image of a
♮-parity complex under such a map is ♮-parity.
Proof. In this proof, all parity vanishing is with respect to the ♮ -pariversity and
so we will drop it from the notation. We use the notation of Definitions 2.32 and
2.33, and assume that our stratified even morphism π is proper.
Note that if the statement is true for all !-even complexes, then it is true for all
!-odd complexes (by shifting). It would then also be true for any ∗-parity complex
because F is ∗-even (resp. odd) if and only if DF is !-even (resp. odd) by Remark 2.5
and
π∗DF ∼= Dπ!F = Dπ∗F
as π is proper.
The second sentence of the theorem is an immediate corollary of the first. Thus
it suffices to show the first statement for !-even sheaves.
Fix µ ∈ ΛY and let ΛX(µ) denote the indices of strata in π−1(Yµ). Thus we have
π−1(Yµ) =
⊔
λ∈ΛX (µ)
Xλ. Moreover, let Fµ = π
−1(yµ) =
⊔
λ∈ΛX (µ)
Fλ,µ where, as
above, Fλ,µ = Fµ ∩Xλ. We have the following diagram with Cartesian squares:
Fµ //
π

i
''
π−1(Yµ) //
π

X
π

{yµ} //
i
88Yµ // Y
We abuse notation and denote by i both inclusions Fµ →֒ X and {yµ} →֒ Y .
Similarly, π denotes any vertical arrow in the above diagram.
Let P ∈ D(X) be a !-even complex. We wish to show that π∗P is !-parity. This
is equivalent to i!π∗P being !-parity for all µ. By the proper base change theorem,
i!π∗P ∼= π∗i
!P ∼= H•(Fµ, i
!P).
We will use the local-global spectral sequence to show that this latter cohomology
group is parity.
Choose a filtration F0 ⊃ F1 ⊃ F2 ⊃ · · · ⊃ Fr = ∅ of the fibre π
−1(yµ) by closed
subsets such that, for all p,
Fp \ Fp+1 = Fλp,µ for some λp ∈ ΛX(µ).
For all p, let ip : Fp \ Fp+1 = Fλp,µ →֒ X denote the inclusion. The local-global
spectral sequence (see for example the proof of Proposition 3.4.4 in [Soe01]) has the
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form
Ep,q1 = H
p+q(Fλp,µ, i
!
pP)⇒ H
p+q(Fµ, i
!P)
We may express ip as the composition
Fλp,µ →֒ Xλp
iλp
→֒ X
where Fλp,µ is a smooth subvariety of Xλp . It follows that, if d is the (complex)
codimension of Fλp,µ in Xλp , we have
i!pP [2d] ∼= (i
!
λpP)|Fλp,µ .
(The isomorphism i!p[2d]F
∼= i∗pF is valid for any complex of sheaves on Xλp whose
cohomology sheaves are local systems, as follows easily from the smoothness of
Fλp,µ and Xλp .) As P is !-even by assumption, i
!
pP is isomorphic to a direct sum
of local systems in even degrees, all obtained by restriction from torsion free local
systems on Xλp .
By assumption, the cohomology of Fλp,µ with values in such local systems is free
and concentrated in even degree and so the above spectral sequence degenerates for
parity reasons, whence the claim. 
One practical application of the previous result is that the existence of parity
sheaves follows from the existence of even resolutions:
Corollary 2.35. Suppose that there exists an even, proper morphism
π : X˜λ → Xλ ⊂ X
which is an isomorphism over Xλ.
Assume there exists a ♮-parity complex P˜ on X˜λ whose restriction to π−1(Xλ) ∼=
Xλ is isomorphic to a shifted indecomposable local system L[dλ] on Xλ. Then there
exists a ♮-parity sheaf P on X satisfying
(1) suppP = Xλ;
(2) P|Xλ = L[dλ].
In particular, if π is a resolution of singularities, then the above holds for L = kλ,
since in this case k
X˜λ
[dλ] is parity.
Proof. By the previous proposition the direct image π∗P˜ is a parity complex. By
proper base change we have that (π∗P˜)|Xλ = L[dλ] and suppπ∗P˜ = Xλ. Now
decompose π∗P˜ into indecomposable objects, and let P denote the (necessarily
unique) direct summand whose restriction to Xλ is non-zero. Then P is a parity
sheaf with P|Xλ
∼= L[dλ] and suppP = Xλ as claimed. 
2.5. Modular reduction of parity sheaves. Let k → k′ be a ring homomor-
phism. In this section, we will consider the behaviour of parity sheaves under the
extension of scalars functor, which we denote by
k′(−) := k′
L
⊗k − : D(X ; k)→ D(X ; k
′)
Lemma 2.36. Suppose that F ∈ D(X, k) is ?-even (resp. odd), then k′(F) is
?-even (resp. odd). In particular, if F is a parity complex, then so is k′(F).
PARITY SHEAVES 17
Proof. It suffices to prove the ?-even case. It is equivalent to show that the ?-
restriction of k′(F) to each point is even. For any complex F ∈ D(X ; k) we have
isomorphisms i?(k′(F)) ∼= k′(i?F) for i the inclusion of a point (this follows, for
example, from Propositions 2.3.5 and 2.5.13 of [KS94]). By definition, if F is ?-even
then the cohomology of i?F vanishes in odd degrees and is free and therefore flat.
Thus k′(i?λF) = k
′ ⊗ i?λF and k
′(F) is ?-even. 
We will now restrict our attention to the case when k = O and k′ = F and k → k′
is the residue map. Recall that O denotes a complete discrete valuation ring and F
its residue field. We assume that (2.1) and (2.2) holds for D(X,O).
In this case, k′(−) is the modular reduction functor:
F(−) := F
L
⊗O − : D(X,O)→ D(X,F)
First we claim that in this situation, the implication of the previous theorem is
in fact an equivalence.
Proposition 2.37. A complex F ∈ D(X ;O) is ?-even (resp, ?-odd or parity) if
and only if FF is.
Remark 2.38. This proposition is analogous to [Ser67, Prop. 42(a)], which states,
for a finite group G, an O[G]-module which is free as an O-module is projective if
and only if its reduction is a projective F[G]-module.
Proof. Having proved “only if” it remains to prove “if”.
Again, it suffices to check the ?-restrictions to points. As before, we have
i?(FF) ∼= F(i?F). This time, we wish to show that if i?(FF) vanishes in odd degrees,
then i?F does too and is a free O-module.
The derived category over a point D(pt;O) (resp. D(pt;F)) is equivalent to the
bounded derived category of finitely generated O-modules, D(ModO) (resp. finite
dimensional F-vector spaces, D(VectF)). The ring O is hereditary, which implies
that any object in D(ModO) is isomorphic to its cohomology. Using this it is easy
to see that if the cohomology of i?F had torsion, then Fi?F would have non-trivial
cohomology concentrated in two consecutive degrees. Hence i?F is a free O-module
and is even. 
Proposition 2.39. If E ∈ D(X,O) is a parity sheaf, then FE is also a parity sheaf.
In other words, for any L ∈ Locf(Xλ,O), we have
FE(λ,L) ∼= E(λ,FL).
Proof. For local systems L,L′ ∈ Locf(Xλ,O) on Xλ, we have
(2.12) F⊗Hom(L,L′) ∼= Hom(FL,FL′)
Now consider F (resp. G) in D(X,O) which is ∗- (resp. !-) parity. Then using the
proof of Proposition 2.6 and (2.12) above for L = i∗λF ,L
′ = i!λG, we see that the
natural morphism yields an isomorphism:
(2.13) F⊗Hom(F ,G)
∼
→ Hom(FF ,FG).
Finally, let F = G = E(λ,L) ∈ D(X ;O) be a parity sheaf. It follows that we have
a surjection
End(E(λ,L))։ End(FE(λ,L)).
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It follows by Lemma 2.10 that End(FE(λ,L)) is a local ring, and hence FE(λ,L) is
indecomposable. We also know that FE(λ,L) is a parity complex by Lemma 2.36.
Hence we have an isomorphism E(λ,FL) ∼= FE(λ,L) by Theorem 2.12. 
Remark 2.40. This is a partial analogue to [Ser67, Prop. 4.2(b)], which states
that for each projective F[G]-module F there exists a unique (up to isomorphism)
projective O[G]-module whose reduction is isomorphic to F .
Proposition 2.41. If L ∈ Locf(Xλ,Z) is a local system on a stratum of X such
that IC(λ,QL) ∼= E(λ,QL) is a parity sheaf, then IC(λ,FpL) ∼= E(λ,FpL) for all
but finitely many primes p.
Proof. Suppose there is no p-torsion in the cohomology of the stalks and costalks of
IC(λ,L) for some prime p. Then the graded dimensions of the stalks and costalks
of QIC(λ,L)(∼= IC(λ,QL)) and FpIC(λ,L) coincide. It follows that FpIC(λ,L) is
isomorphic to IC(λ,FpL) and, by the parity assumption on IC(λ,QL), is a parity
sheaf.
It remains to show that the cohomology groups of the stalks and costalks of
IC(λ,L) contain torsion for only finitely many prime numbers. This is true because
they are finitely generated Z-modules and are non-zero in finitely many degrees and
on finitely many strata. 
Remark 2.42. In general, it is very difficult to determine for which p the conclusion
of the previous proposition holds.
2.6. Torsion primes. Our assumptions (2.1) and (2.2) on the space X are quite
strict. If we work in the equivariant setting, they might not even be satisfied when
X is a single point. However, once we invert a set of prime numbers in k depending
on the group G, called the torsion primes, the conditions are satisfied at least for a
point. In this subsection, we recall from [Ste75] some facts about torsion primes.
Let G be a reductive group with associated root datum (X,Φ,Y,Φ∨). A reduc-
tive subgroup of G is called regular if it contains a maximal torus T of G. Because
our base field is C, regular reductive subgroups containing T are in bijection with
Z-closed subsystems of Φ, i.e. Φ1 ⊂ Φ satisfying ZΦ1 ∩Φ = Φ1.
Definition 2.43. A prime p is a torsion prime for G if π1(H) = Y/ZΦ
∨
1 has p-
torsion, for some regular reductive subgroupH ofGwith root datum (X,Φ1,Y,Φ
∨
1 ).
It follows from the definition that the torsion primes of any regular reductive
subgroup H of G are among those of G. The reason that we are interested in
torsion primes is the following theorem of Borel [Bor61, RS65, Dem73, Kac85].
Theorem 2.44. The following conditions are equivalent:
(1) the prime p is not a torsion prime for G;
(2) the cohomology H∗(G,Z) of G has no p-torsion;
(3) the cohomology H∗(BG,Z) of the classifying space of G has no p-torsion.
Moreover, if k is a field whose characteristic either is zero or satisfies the above
conditions, then H∗(G, k) is an exterior algebra with generators of odd degrees,
while H∗(BG, k) is a polynomial algebra on generators of one higher degree.
By the universal coefficient theorem, we can conclude that if k is a ring in which
all torsion primes for G are invertible, then H∗G(pt, k) is even and torsion-free, and
the same is true for any regular reductive subgroup H of G.
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We now recall how to determine the set of torsion primes. A reductive group has
the same torsion primes as its derived subgroup. The torsion primes of a semi-simple
group are those of its simply connected cover, together with the primes dividing
the order of its fundamental group. The set of torsion primes of a semi-simple and
simply connected group is the union of those of its simple factors.
Hence we are reduced to considering G simple and simply connected. Let us
choose a system of simple roots ∆ of Φ. Let then α˜ denote the highest root of Φ,
and let α˜∨ =
∑
α∈∆ n
∨
αα
∨ be the decomposition of the corresponding coroot into
simple coroots. Finally, let n∨ denote the maximum of the n∨α.
Theorem 2.45. If G is simple and simply connected and p is a prime, then the
following conditions are equivalent:
(1) p is a torsion prime for G;
(2) p ≤ n∨;
(3) p is one of the n∨α;
(4) p divides one of the n∨α.
Thus the torsion primes of the simple, simply connected groups are given by the
following table:
An, Cn Bn(n ≥ 3), Dn, G2 E6, E7, F4 E8
none 2 2, 3 2, 3, 5
2.7. Ind-varieties. In this section we comment on how the results of this section
generalise straightforwardly to the slightly more general setting of ind-varieties.
Recall that an ind-variety X is a topological space, together with a filtration
X0 ⊂ X1 ⊂ X2 ⊂ . . .
such that X = ∪Xn, each Xn is a complex algebraic variety, and the inclusions
Xn →֒ Xn+1 are closed embeddings. We will always assume that eachXn carries the
classical topology and equip X with the final topology with respect to all inclusions
Xn →֒ X . By a stratification of X we mean a stratification of each Xn such that
the inclusions preserve the strata. We will also consider the case where X is acted
upon by a linear algebraic pro-group G, by which we mean that G acts on each Xn
through a quotient isomorphic to a linear algebraic group, that each such action
is algebraic, and that each of the inclusions Xn →֒ Xn+1 are G-equivariant. For
the basic properties of ind-varieties and pro-groups we refer the reader to [Kum02,
Chapter 4].
Now fix a complete local ring k and let
X =
⊔
λ∈Λ
Xλ
be a stratified ind-variety, or an ind-G-variety with G-stable stratification for some
linear algebraic group G. We write D(X) for the full subcategory of the bounded
(equivariant) derived category of sheaves of k-vector spaces consisting of objects F
such that:
(1) the support of F is contained in Xn for some n;
(2) the cohomology sheaves of F are constructible with respect to the stratifi-
cation.
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We assume that (2.1) holds for the strata of Xλ. The notion of parity still makes
sense and it is immediate that the analogue of Theorem 2.12 applies. In particular,
given any (equivariant) indecomposable local system L ∈ Locf(Xλ) there is, up to
isomorphism and shifts, at most one indecomposable parity sheaf E(λ) ∈ D(X)
supported on Xλ and extending L[dλ].
In what follows we will refer without comment to results which we have proved
previously for varieties, but where an obvious analogue holds for ind-varieties.
3. The Decomposition Theorem and intersection forms
In their proof of the decomposition theorem for semi-small maps [dCM02], de
Cataldo and Migliorini highlighted the crucial role played by intersection forms as-
sociated to the strata of the target: a certain splitting implied by the decomposition
theorem is equivalent to these forms being non-degenerate. Then they prove the
non-degeneracy using techniques from Hodge theory.
In our situation, where we consider modular coefficients, these forms may be de-
generate. In this section we explain how the non-degeneracy of these forms, together
with the semi-simplicity of certain local systems, provide necessary and sufficient
conditions for the Decomposition Theorem to hold in positive characteristic. For
this, we do not have to assume that X satisfies (2.1) or (2.2). If the map we consider
is even (and not necessarily semi-small) then the direct image will be a direct sum
of parity sheaves. Assuming now the parity conditions on the strata (ensuring the
uniqueness of parity sheaves), we will see that even if the decomposition fails, one
can still use intersection forms to determine the multiplicities of parity sheaves that
occur in the direct image of the constant sheaf.
In Section 3.1 we recall the definition and basic properties of intersection forms
on Borel-Moore homology. In Section 3.2 we relate these intersection forms to the
failure of the Decomposition Theorem for semi-small maps in characteristic p. In
Section 3.3 we examine the decomposition of the direct image into parity sheaves
in the case where the morphism is even.
Aside from Section 3.1, we assume that k is a field (but see Remark 3.15). All
cohomology groups are assumed to have values in k and, as always, dimension refers
to the complex dimension unless otherwise stated.
3.1. Borel-Moore homology and intersection forms. In this subsection we
recall some basic properties of Borel-Moore homology and intersection forms. For
more details the reader is referred to [Ful93] or [CG97].
For any variety X we let aX : X → pt denote the projection to a point. The
dualising sheaf on X is ωX := a
!
Xkpt. One may define the Borel-Moore homology
of X to be
HBMi (X) = H
−i(aX∗a
!
Xkpt) = Hom(kX , ωX [−i]).
A proper map π : X → Y induces a map HBM• (X) → H
BM
• (Y ) which may be
described as follows: given a class α : kX → ωX [−i] ∈ H
BM
i (X) its image in
HBMi (Y ) is the class
kY → π∗π
∗kY = π∗kX
π∗α−→ π∗ωX [−i] = π!π
!ωY [−i]→ ωY [−i]
where the first and last arrows are the adjunction morphisms.
Let Y be a smooth and connected variety of dimension n. As Y has a canonical
orientation (after choosing an orientation on C) we have an isomorphism µY : kY
∼
→
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ωY [−2n]. If we regard µY as an element of HBM2n (Y ) it is called the fundamental
class. Even if Y is singular of dimension n, HBM2n (Y ) is still freely generated by
the fundamental classes of the irreducible components of Y of maximal dimension.
Now suppose that F
i
→֒ Y is a closed embedding of a variety F into a smooth
variety of dimension n. For all m we have a canonical isomorphism
HBMm (F )
∼= H2n−m(Y, Y − F ).
Recall that there exists a cup product on relative cohomology. We may use this to
define an intersection form of F inside Y :
HBMp (F )
∼

⊗ HBMq (F )
∼

// HBMp+q−2n(F )
∼

H2n−p(Y, Y − F ) ⊗ H2n−q(Y, Y − F )
∪ // H4n−p−q(Y, Y − F )
Note that this product depends on the inclusion F →֒ Y .
Below we will need a slight variation of this intersection form in case p+ q = 2n.
If F is a proper subvariety of Y then we can compose the intersection form with
the map HBM0 (F ) → H
BM
0 (pt) induced from the proper map F → pt to obtain a
pairing
BmF : H
BM
n+m(F )×H
BM
n−m(F )→ H
BM
0 (pt) = k.
Geometrically, this pairing corresponds to intersecting cycles but forgetting in which
connected component of F the points live.
It is particularly interesting when F is proper and half-dimensional inside Y . In
this case we obtain an intersection form
B0F : H
BM
top (F )⊗H
BM
top (F )→ k
where top denotes the real dimension of F . From the above comments, HBMtop (F )
has a basis given by the irreducible components of maximal dimension of F . It also
follows that this intersection form over any ring is obtained by extension of scalars
from the corresponding form over Z.
The effect of forming the Cartesian product with a smooth and contractible space
on Borel-Moore homology is easy to describe (and will be needed below). If U is an
open contractible subset of Cm, then for any i ∈ Z, we have canonical isomorphisms
HBMi (X × U)
∼= HBMi−2m(X).
These isomorphisms are compatible with the intersection forms of F →֒ Y and
F × U →֒ Y × U .
3.2. Multiplicities and intersection forms. In this Section, we do not assume
that the stratified variety X satisfies the conditions (2.1) or (2.2). Moreover, in this
Section and the next, we assume that k is a field.
In Section 3.2.1 we explain how multiplicities of indecomposable objects in a
k-linear Krull-Remak-Schmidt category are encoded in certain bilinear forms. In
Section 3.2.2 we examine the splitting at the “most singular point” and relate it
to an intersection form on the fibre. This is used in Section 3.2.3 to relate the
Decomposition Theorem to the non-degeneracy of the intersection forms attached
to each stratum.
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3.2.1. Bilinear forms and multiplicities in Krull-Remak-Schmidt categories. Let H
and H ′ be finite dimensional k-vector spaces and consider a bilinear map
B : H ×H ′ → k.
We define:
⊥B := {α ∈ H | B(α, β) = 0 for all β ∈ H ′},
B⊥ := {β ∈ H ′ | B(α, β) = 0 for all α ∈ H}.
Then B induces a perfect pairing
H/⊥B ×H ′/B⊥ → k
and we have equalities
dim(H/⊥B) = rankB = dim(H ′/B⊥).
If H = H ′ and B is a symmetric bilinear form then we write radB instead of
⊥B = B⊥.
Let C be a Krull-Remak-Schmidt k-linear category with finite dimensional Hom-
spaces (see Section 2.1). Let a ∈ C denote an indecomposable object. Given any
object x ∈ C we can write x ≃ a⊕m ⊕ y such that a is not a direct summand in y.
The integer m is called the multiplicity of a in x. This multiplicity is well-defined
because C is Krull-Remak-Schmidt.
Lemma 3.1. Assume that End(a) = k. Composition gives us a pairing:
(3.1)
B : Hom(a, x)×Hom(x, a) −→ End(a) = k
(α, β) 7−→ β ◦ α.
The multiplicity of a in x is equal to the rank of B.
Proof. Choose an isomorphism φ : x
∼
−→ a⊕m ⊕ y. Inclusion and projection define
subspaces Hom(a, y) ⊂ Hom(a, x) and Hom(y, a) ⊂ Hom(x, a). We will show that
(3.2) Hom(a, y) = ⊥B and Hom(y, a) = B⊥.
Thus these subspaces do not depend on the choice of φ, and this will show that the
multiplicity of a in x is equal to the rank of B.
The isomorphism φ induces isomorphisms
Hom(a, x) ≃ Hom(a, a⊕m)⊕Hom(a, y),
Hom(x, a) ≃ Hom(a⊕m, a)⊕Hom(y, a).
For α in Hom(a, x) and β in Hom(x, a), we write α = α1 ⊕ α2 and β = β1 ⊕ β2 for
the corresponding decompositions. Thus we have B(α, β) = β1α1 + β2α2.
We actually have
(3.3) β2α2 = 0.
Otherwise, since End(a) = k, we could assume that β2α2 = Id, in which case
e := α2β2 would be an idempotent in End(y), and a would be a direct summand of
y, contrary to our assumption.
Thus we have B(α, β) = β1α1 for all α and β. Hence we have inclusions
(3.4) Hom(a, y) ⊂ ⊥B and Hom(y, a) ⊂ B⊥,
and B induces a bilinear form
B˜ : Hom(a, a⊕m)×Hom(a⊕m, a) −→ End(a) = k.
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Now Hom(a, a⊕m) ≃ End(a)⊕m ≃ k⊕m and similarly Hom(a⊕m, a) ≃ k⊕m. With
these identifications B˜ is just the standard bilinear form on k⊕m, hence it is non-
degenerate, and we have equalities in (3.4). 
Let us assume further that C is equipped with a duality4 D and we have isomor-
phisms a
∼
→ Da and x
∼
→ Dx. Then, using these isomorphisms, we may identify
Hom(a, x) and Hom(x, a). In which case the composition (3.1) is given by a bilinear
form on H = Hom(a, x) = Hom(x, a) and the multiplicity of a in x is equal to the
rank of this form.
3.2.2. Splitting at the most singular point. Consider a proper surjective morphism
π : X˜ → X
with X˜ smooth of dimension n. Fix a point s ∈ X and form the Cartesian diagram:
F
i˜ //
π˜

X˜
π

{s}
i // X
Let BmF denote the intersection form
BmF : H
BM
n+m(F )×H
BM
n−m(F )→ H
BM
0 (pt) = k
associated to the inclusion F →֒ X˜.5
Proposition 3.2. The multiplicity of i∗ks[m] as a direct summand of π∗kX˜ [n] is
equal to the rank of BmF .
Remark 3.3. Because π∗kX˜ [n] is self-dual i∗ks[m] and i∗ks[−m] occur with equal
multiplicities as direct summands of π∗kX˜ [n]. This also follows from the above
proposition: BmF and B
−m
F are transpose, and hence have the same rank.
Proof. By the discussion of the previous section, if B denotes the pairing given by
composition
B : Hom(i∗ks[m], π∗kX˜ [n])×Hom(π∗kX˜ [n], i∗ks[m])→ k
then the multiplicity of i∗ks[m] in π∗kX˜ [n] is given by the rank of B. A string of
adjunctions gives canonical identifications:
Hom(i∗ks[m], π∗kX˜ [n]) = H
BM
n+m(F ),
Hom(π∗kX˜ [n], i∗ks[m]) = H
BM
n−m(F ).
Hence we are interested in a pairing
(3.5) B : HBMn+m(F )×H
BM
n−m(F )→ k.
By the lemma below, this is the intersection formBmF . The proposition then follows.

Lemma 3.4. The pairing B in (3.5) is the intersection form BmF .
4A duality is a contravariant equivalence D : C
∼
→ Cop together with a natural isomorphism
D2 ∼= IdC , where IdC denotes the identity functor on C.
5See Section 3.1 for the definition of the intersection form. Note in particular that the image
of BmF is H
BM
0 (pt) and not H
BM
0 (F ).
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Proof. In the course of the following proof all morphisms which are not described
explicitly are either adjunction morphisms or the canonical morphisms i! → i∗ and
i˜! → i˜∗. Also, every time we say “identify” we mean “canonically identify”.
Recall that the intersection form is defined via the cup product on relative
cohomology. Let γ1 and γ2 be classes in H
BM
n+m(F ) = H
n−m(X˜, X˜ − F ) and
HBMn−m(F ) = H
n+m(X˜, X˜ − F ) respectively. If we represent them as morphisms
γ1 : kX˜ → i˜!i˜
!kX˜ [n − m] and γ2 : kX˜ → i˜!i˜
!kX˜ [n + m] their cup product is the
morphism
γ1 ∪ γ2 : kX˜
γ1
−→ i˜!i˜
!kX˜ [n−m]→ kX˜ [n−m]
γ2[n−m]
−→ i˜!i˜
!kX˜ [2n].
Because X˜ is a smooth variety the fundamental class gives an isomorphism µX˜ :
kX˜
∼
→ ωX˜ [−2n] (see 3.1). Using i
!ωX˜ = ωF and adjunction we have an identification
Hom(kX˜ , i˜!i˜
!kX˜ [n−m]) = Hom(kF , ωF [−n−m]).
One can now check that the intersection form
HBMn+m(F )×H
BM
n−m(F )→ H
BM
0 (F )
can be described as follows: given classes α : kF → ωF [−n − m] and β : kF →
ωF [−n+m], their pairing under the intersection form is the class
kF → i˜
!ωX˜ [−n−m] = i˜
!kX˜ [n−m]→ i˜
∗kX˜ [n−m] = kF [n−m]→ ωF .
Now consider the following diagram:
Hom(p˜i∗k{s}[m], i˜
!k
X˜
[n]) ⊗Hom(˜i∗k
X˜
[n], p˜i!k{s}[m])
B1 //
a

H
φ

Hom(k{s}[m], p˜i∗i˜
!k
X˜
[n]) ⊗ Hom(p˜i∗ i˜
∗k
X˜
[n], k{s}[m])
B2 //
pbc

End(k{s})
=

Hom(k{s}[m], i
!pi∗kX˜ [n]) ⊗ Hom(i
∗pi∗kX˜ [n], k{s}[m])
B3 //
a

End(k{s})
i∗

Hom(i∗k{s}[m], pi∗kX˜ [n]) ⊗Hom(pi∗kX˜ [n], i∗k{s}[m])
B4 // End(i∗k{s})
where:
(1) H := Hom(π˜∗k{s}[m], π˜
!k{s}[m]) = Hom(kF [m], ωF [m]),
(2) each pairing Bi is canonical,
(3) the arrows labelled “a” are obtained via adjunction,
(4) the arrow labelled “pbc” is obtained via proper base change,
(5) the morphism φ is the map which sends γ : π˜∗k{s}[m] → π˜
!k{s}[m] to the
morphism
φ(γ) : k{s}[m]→ π˜∗π˜
∗k{s}[m]
π˜∗γ
−→ π˜∗π˜
!k{s}[m]→ k{s}[m].
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It is straightforward to check that this diagram is commutative.6
By the above discussion, B1 may be identified with the intersection form
HBMn+m(F )×H
BM
n−m(F )→ H = H
BM
0 (F ).
Also, if we identify H = HBM0 (F ) and End(k{s}) = H
BM
0 (pt) then φ is the map
HBM0 (F )→ H
BM
0 (pt) induced from the projection F → pt.
It follows that if we identify
Hom(i∗k{s}[m], π∗kX˜ [2n]) = H
BM
n+m(F ),
Hom(π∗kX˜ [2n], i∗k{s}[m]) = H
BM
n−m(F )
then we may identify B4 with the composition
HBMn+m(F )⊗H
BM
n−m(F )→ H
BM
0 (F )→ H
BM
0 (pt)
which by definition is BmF . 
The proof of Proposition 3.2 has the following corollary:
Corollary 3.5. The natural morphism
Hm(i!π∗kX˜ [n])→ H
m(i∗π∗kX˜ [n])
may be canonically identified with the morphism
HBMn−m(F )→ H
BM
n+m(F )
∗
induced by the intersection form.
3.2.3. A criterion for the Decomposition Theorem. Let X be a connected, equidi-
mensional variety equipped with an algebraic stratification into connected strata
X =
⊔
λ∈Λ
Xλ.
In this subsection we do not make any parity assumptions on our stratification. We
write dX for the dimension of X and, as usual, write dλ and iλ for the dimension
and inclusion of Xλ respectively. We fix a smooth variety X˜ and a stratified, proper,
surjective, semi-small morphism
f : X˜ → X.
We want to understand when the perverse sheaf f∗kX˜ [dX˜ ] decomposes as a direct
sum of intersection cohomology sheaves. This may be thought of as a global version
of the previous section.
6One needs that the following diagram of functors is commutative (where the vertical arrows
are the base-change isomorphisms):
i!pi∗ //

i∗pi∗

p˜i∗ i˜! // p˜i∗ i˜∗
This can be checked directly, by first checking the statement on sheaves.
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As we have assumed that the stratification of X is algebraic [CG97, 3.2.23], at
each point x ∈ Xλ, we can choose a stratified slice Nλ to Xλ in X . We obtain a
Cartesian diagram with N˜λ smooth:
(3.6)
Fλ
i˜ //
π˜

N˜λ
π

{x}
i // Nλ
Note that, as f is semi-small, the dimension of F is less than or equal to 12 (dX−dλ).
If equality holds we say that Xλ is relevant (see [BM83]).
Definition 3.6. The intersection form associated to Xλ is the intersection
form on HBMdX−dλ(Fλ) given by the inclusion Fλ →֒ N˜λ.
Note that HBMdX−dλ(Fλ) is non-zero if and only if Xλ is relevant. Using the
discussion at the end of Section 3.1 it is straightforward to see that the above
intersection form does not depend on the choice of x. For each λ, we define
(3.7) Lλ := H
−dλ(i!λf∗kX˜ [dX˜ ]).
Note that Lλ is a local system on Xλ which is non-zero if and only if Xλ is relevant.
The aim of this subsection is to show:
Theorem 3.7. Suppose that the intersection forms associated to all strata are non-
degenerate. Then one has an isomorphism:
f∗kX˜ [dX˜ ]
∼=
⊕
λ∈Λ
IC(Lλ).
In that case, the full Decomposition Theorem holds if and only if each local system
Lλ is semi-simple.
Remark 3.8. It is a deep result of de Cataldo and Migliorini [dCM02] that in fact,
these intersection forms are definite (and hence non-degenerate) over Q. The semi-
simplicity of each Lλ over a field of characteristic zero is much more straightforward
(and is also pointed out in [dCM02]): For relevant strata Xλ the stalks of Lλ have
a basis at any point x ∈ Xλ consisting of the irreducible components of maximal
dimension in the fibre f−1(s). The monodromy action permutes these components.
Hence each local system factors through a representation of a finite group, and
hence is semi-simple.
Remember that here, we do not assume condition (2.1). Otherwise, the semi-
simplicity of the local systems would be automatic.
Assume that Xλ is a closed stratum and set F := f∗kX˜ [dX˜ ]. For any L ∈
Locf(Xλ) we are interested in the pairing
Hom(iλ∗L[dλ],F)×Hom(F , iλ∗L[dλ])→ End(iλ∗L[dλ]).
Applying two adjunctions on each side, this is equivalent to determining the pairing
Hom(L,Lλ)×Hom(L
∨
λ ,L)→ End(L)
where, given morphisms
L
f
→ Lλ and L
∨
λ
g
→ L
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their pairing is given by the composition
L
f
→ Lλ → i
!
λF [−dλ]→ i
∗
λF [−dλ]→ L
∨
λ
g
→ L
where all morphisms except f and g are canonical. Hence it is important to under-
stand the morphism
(3.8) Dλ : Lλ → L
∨
λ .
In the following lemma (and its proof), we use the notations in the diagram (3.6).
Lemma 3.9. Given x ∈ Xλ as above, the stalk of Dλ at x may be canonically
identified with the morphism
HBMdX−dλ(Fλ)→ H
BM
dX−dλ
(Fλ)
∗
induced by the intersection form associated to Xλ.
Proof. Without loss of generality we may assume that Xλ = U , X = Nλ × U and
X˜ = N˜λ × U , for some contractible open subset U ⊂ C
dλ . It follows that the stalk
of Dλ may be identified with the morphism
H0(i!π∗kN˜λ [dX˜ − dλ])→ H
0(i∗π∗kN˜λ [dX˜ − dλ])
in which case the result follows from Corollary 3.5. 
Applying the adjunction (−⊗ Lλ,−⊗ L∨λ) to Dλ we obtain a morphism
Bλ : Lλ ⊗ Lλ → kλ
and it follows from the above lemma that the stalk of this morphism at each point
x ∈ Xλ is given by the intersection form on HBMdX−dλ(π
−1(x)).
Let j denote the open inclusion of the complement of Xλ. We are now in a
position to prove:
Proposition 3.10. We have that iλ∗Lλ[dλ] is a direct summand of f∗kX˜ [dX˜ ] if
and only if the intersection form associated to Xλ is non-degenerate. If this is the
case we have an isomorphism
f∗kX˜ [dX˜ ] ≃ iλ∗Lλ[dλ]⊕ j!∗j
∗f∗kX˜ [dX ].
Note that Theorem 3.7 now follows by a simple induction over the stratification.
Proof. The above discussion shows that iλ∗Lλ[dλ] is a direct summand of f∗kX˜ [dX˜ ]⇐⇒
Dλ is an isomorphism ⇐⇒ Bλ is non-degenerate⇐⇒ the intersection form associ-
ated to Xλ is non-degenerate.
Now assume that iλ∗Lλ[dλ] is a direct summand of f∗kX˜ [dX ] and write f∗kX˜ [dX ] ≃
iλ∗Lλ[dλ] ⊕ F for some perverse sheaf F . Then F is necessarily self-dual be-
cause f∗kX˜ [dX ] and iλ∗Lλ[dλ] are. Also H
m(i∗λF) = 0 for m ≥ −dλ. Hence
F ∼= j!∗j∗f∗kX˜ [dX ] by the characterisation of j!∗ given in [BBD82, Proposition
2.1.9]. 
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3.3. Decomposing parity sheaves. In this section we keep the notation from the
previous section, but remove the semi-small assumption on f and assume instead
that our stratified varietyX satisfies (2.1) and that f is even. Recall that the parity
assumption implies that, if it exists, the parity sheaf E(λ,L) corresponding to an
irreducible local system L ∈ Locf(Xλ) is well-defined up to isomorphism.
Let f be a proper, surjective, even morphism:
f : X˜ → X.
It follows that f∗kX˜ [dX˜ ] is a parity complex, and hence may be decomposed into a
direct sum of parity sheaves
f∗kX˜ [dX˜ ]
∼=
⊕
E(λ,L)[−n]⊕mn(λ,L).
In this section we consider the problem of determining mn(λ,L) ∈ N.
Remark 3.11. While we do not assume that E(λ,L) exists for all pairs (λ,L), all
the indecomposable summands of the direct image are parity sheaves and thus
existence will follow for any pair occuring with non-zero multiplicity. Moreover, if
f is semi-small, the multiplicities mn(λ,L) = 0 for n 6= 0 and any E(λ,L) which
occurs in the direct image is perverse.
Define7
L•λ := i
!
λf∗kX˜ [dX˜ ].
Because f is even, if we define
Lnλ := H
n(L•λ)
then Lnλ is zero if n 6≡ dX˜(mod 2), and we have an isomorphism (which we fix)
(3.9) L•λ
∼=
⊕
Lnλ[−n].
Note that i∗λf∗kX˜ [dX˜ ]
∼= Di!λf∗kX˜ [dX˜ ] because f is proper and X˜ is smooth (and
so kX˜ [dX˜ ] is self-dual). Hence
(3.10) i∗λf∗kX˜ [dX˜ ]
∼= DL• ∼=
⊕
(Lnλ)
∨[2dλ + n].
As in the previous section we are interested in the canonical morphism
L•λ = i
!f∗kX˜ [dX˜ ]
Dλ−→ i∗f∗kX˜ [dX˜ ]
∼= DL•λ.
Taking cohomology and using the decompositions (3.9) and (3.10) we get maps
Dnλ := H
n(Dλ) : L
n
λ → (L
−2dλ−n
λ )
∨.
Remark 3.12. One may interpret the maps Dnλ in terms of an intersection form as
follows. Fix a point x ∈ Xλ, and let Fλ denote the fibre of f over x ∈ X . Then,
one may identify the stalk of Lnλ (resp. of (L
−2dλ−n
λ )
∨) at x with HBMd
X˜
−n−2dλ
(Fλ)
(resp. HBMd
X˜
+n(Fλ)
∗). Then, using similar arguments to the proof of Lemma 3.9 one
may identify Dnλ with the map
HBMd
X˜
−n−2dλ
(Fλ)→ H
BM
d
X˜
+n(Fλ)
∗
induced by the intersection form HBMd
X˜
−n−2dλ
(Fλ)×HBMd
X˜
+n(Fλ)→ k.
7We use the notation L•
λ
to emphasise the fact that L•
λ
is not necessarily concentrated in one
degree, as was the case in the previous section.
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The following theorem shows that knowledge of these intersection forms allows
one to decompose f∗kX˜ [dX˜ ] into parity sheaves.
Theorem 3.13. We have an isomorphism
f∗kX˜ [dX˜ ]
∼=
⊕
λ∈Λ;n∈Z
E(λ,Lnλ/ kerD
n
λ)[−n− dλ].
In particular, the multiplicitymn(λ,L) of an indecomposable parity sheaf E(λ,L)[−n]
as a direct summand of f∗kX˜ [dX˜ ] is equal to the multiplicity of L in L
n−dλ
λ / kerD
n−dλ
λ .
Remark 3.14. If f is semi-small then Lnλ is zero for n > −dλ and hence D
n
λ = 0
unless n = −dλ. In this case Theorem 3.13 gives an isomorphism
f∗kX˜ [dX˜ ]
∼=
⊕
λ∈Λ
E(λ,L−dλλ / kerD
−dλ
λ ).
Assumption (2.1) guarantees that each local system L−dλλ / kerD
−dλ
λ is semi-simple.
Hence the Decomposition Theorem is true if and only if each D−dλλ is an isomor-
phism, which is the case if and only if each intersection form is non-degenerate (by
Lemma 3.9). We have already seen this result in Theorem 3.7 in the context of
an arbitrary semi-small map. The advantage of the above theorem is that it ex-
plains (in the restricted context of varieties satisfying the parity assumptions) how
to decompose f∗kX˜ [dX˜ ] when the Decomposition Theorem fails.
Proof. By Proposition 2.11 it is enough to prove that, if iλ : Xλ →֒ X is the
inclusion of a closed stratum, then
f∗kX˜ [dX˜ ]
∼=
⊕
(iλ∗(L
n
λ/ kerD
n
λ)[−n])⊕ G
where G is a parity complex having no direct summands supported on Xλ. However
this is an immediate consequence of Proposition 2.26. 
Remark 3.15. In this section we have only considered the case of field coefficients.
However using (2.13) and idempotent lifting (e.g. [Fei82, Theorem 12.3]) one can
show that if O is a complete discrete valuation ring with residue field F and L ∈
Locf(Xλ,O) (see Section 2.1), then the graded multiplicity of E(λ,L) in f∗OX˜ [dX˜ ]
is equal to the graded multiplicity of E(λ,FL) in f∗FX˜ [dX˜ ]. Hence the results of
this section also yield multiplicities with coefficients in O.
4. Applications
4.1. (Kac-Moody) Flag varieties. In this section we show the existence and
uniqueness of parity sheaves on Kac-Moody flag varieties. Throughout we only
work with the trivial pariversity † = ♮. The reader unfamiliar with Kac-Moody
flag varieties may keep the important case of a (finite) flag variety in mind. The
standard reference for Kac-Moody Schubert varieties is [Kum02].
We begin by fixing some notation, which is identical to that of [Kum02]. Let
A be a generalised Cartan matrix of size l and let g(A) denote the corresponding
Kac-Moody Lie algebra with Weyl groupW , Bruhat order ≤, length function ℓ and
simple reflections S = {si}i=1,...l. To A one may also associate a Kac-Moody group
G and subgroups N , B and T with B ⊃ T ⊂ N . Given any subset I ⊂ {1, . . . , l} one
has a standard parabolic subgroup PI containing B and a canonical Levi subgroup
GI ⊂ PI . The group T is a connected algebraic torus, B, N , PI , GI and G are all
pro-algebraic groups and (G,B, N, S) is a Tits system with Weyl group canonically
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isomorphic to W . The set G/PI may be given the structure of an ind-variety and
is called a Kac-Moody flag variety.
Let hZ denote the lattice of cocharacters of T . Its dual h∗Z may be identified with
the lattice of characters of T . In h∗Z one has the set ∆ of roots, together with a
decomposition ∆ = ∆+ ⊔∆− into the subsets of positive and negative roots. Let
∆re denote the real roots and ∆
+
re = ∆re ∩ ∆
+ and ∆−re = ∆re ∩ ∆
− denote the
positive and negative real roots respectively. Finally, given a subset I ⊂ {1, . . . , l}
we have have subsets ∆I , ∆I,re, ∆
+
I,re etc. consisting of those (positive, real) roots
in the span of simple roots indexed by I.
Example 4.1. If A is a Cartan matrix then g(A) is a semi-simple finite-dimensional
complex Lie algebra and G is the semi-simple and simply connected complex linear
algebraic group with Lie algebra g(A), B is a Borel subgroup, T ⊂ B is a maximal
torus, N is the normaliser of T in G, PI is a standard parabolic and G/PI is a
partial flag variety.
Example 4.2. IfA is now a Cartan matrix of size l−1 and g(A) is the corresponding
Lie algebra with semisimple simply-connected groupG, one can obtain a generalised
Cartan matrix A˜ by adding an l-th row and column with the values:
al,l = 2, al,j = −αj(θ
∨), aj,l = −θ(α
∨
j ),
where 1 ≤ j ≤ l − 1, αi are the simple roots of g(A) and θ is the highest root.
The corresponding Kac-Moody Lie algebra g(A˜) (resp. group G) is the so-called
(untwisted) affine Kac-Moody Lie algebra (resp. group) defined in [Kum02, Chapter
13]. It turns out that the associated Kac-Moody flag varieties have an alternative
description as partial affine flag varieties. Let K = C((t)) denote the field of Laurent
series and O = C[[t]] the ring of Taylor series. Then, for example, the sets G(K)/I
(the affine flag variety) and G(K)/G(O) (the affine Grassmannian) may be given
the structure of an ind-variety and are isomorphic to the Kac-Moody flag variety
G/PI for I = ∅ and I = {1, . . . , l−1} respectively. Here G(K) (resp. G(O)) denotes
the group of K (resp. O)-points of G and I denotes the Iwahori subgroup, defined
as the inverse image of a Borel subgroup B ⊂ G under the evaluation G(O)→ G.
Given a subset I ⊂ {1, . . . , l} we denote by AI the submatrix of A consisting
of those rows and columns indexed by I. For any such I, AI is a generalised
Cartan matrix. A subset I ⊂ {1, . . . , l} is of finite type if AI is a Cartan matrix.
Equivalently, the subgroupWI ⊂W generated by the simple reflections si for i ∈ I
is finite. Below we will mostly be concerned with subsets I ⊂ {1, . . . , l} of finite
type.8
For any two subsets I, J ⊂ {1, . . . , l} of finite type we define
IW J := {w ∈ W | siw > w and wsj > w for all i ∈ I, j ∈ J}.
The orbits of PI on G/PJ give rise to a Bruhat decomposition:
G/PJ =
⊔
w∈IWJ
PIwPJ/PJ =
⊔
w∈IWJ
IXJw.
The Bruhat decomposition gives an algebraic stratification of G/PJ .
8 Much of the theory that we develop below is also valid G/PJ even when J is not of finite
type, but we will not make this explicit.
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If I = ∅ each IXJw is isomorphic to an affine space of dimension ℓ(w). In general
the decomposition of IXJw into orbits under B gives a cell decomposition
(4.1) IXJw =
⊔
x∈WIwWJ∩∅WJ
Cℓ(x).
In the following proposition we analyse the strata IXJw.
Proposition 4.3. Let k be a ring.
(1) The graded k-module H•(IXJw, k) is torsion free and concentrated in even
degrees.
(2) The same is true of H•PI (
IXJw, k) if all the torsion primes for AI are in-
vertible in k.
Moreover, any local system or PI-equivariant local system on IXJw is constant.
We begin with the following lemma:
Lemma 4.4. For any two subsets I, J ⊂ {1, . . . , l} of finite type and w ∈ IW J ,
the variety IXJw is simply connected.
Proof. For each subset I ⊂ {1, . . . , l} of finite type, we can find a cocharacter
λI : C
× → T such that 〈λI , α〉 = 0 if α ∈ ∆I,re and 〈λI , α〉 > 0 for all α ∈ ∆+re\∆I,re.
By working in suitable charts around each T -fixed point on IXJw one may show that,
for all x ∈ IXJw, we have
lim
C×∋z→0
λI(z) · x ∈ GIwPJ/PJ .
A similar argument shows that GIwPJ/PJ is fixed by λI(C×) ⊂ T . It follows that
GIwPJ/PJ is a deformation retract of IXJw.
Now GIwPJ/PJ is isomorphic to a (finite) partial flag variety for GI . It is
standard that partial flag varieties are simply connected.9 Hence
π1(
IXJw) = π1(GIwPJ/PJ) = {1}
as claimed. 
Proof of Proposition 4.3. The first statement follows from the fact that (4.1) pro-
vides an affine paving of IXJw. By Lemma 4.4 each
IXJw is simply connected, and
hence any local system on IXJw is constant. Now if H is the reductive part of the
stabiliser of a point in IXJw then H is isomorphic to a regular reductive subgroup
of a semi-simple connected and simply connected algebraic group with Lie algebra
g(AI). It follows that any PI -equivariant local system on IXJw is constant. We also
have
H•PI (
IXJw,Z)
∼= H•H(pt,Z).
By Theorem 2.44 this has no p-torsion for p not a torsion prime for AI and the
result follows. 
9One possible proof: Every partial flag variety is isomorphic to the partial flag variety of a
simply connected algebraic group. Now any homogeneous space with connected stabilisers for a
simply connected group is simply connected, by the long exact sequence of homotopy groups for
a fibration.
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For the rest of this section we fix a complete local principal ideal domain k.
Fix I, J ⊂ {1, . . . , l} of finite type. We consider the following situations:
X = G/PJ , an ind-variety stratified by PI -orbits;(4.2)
X = G/PJ , an ind-PI -variety.(4.3)
If we are in situation (4.3), we make the following assumption:
(4.4)
for all subsets K ⊂ {1, . . . , l} of finite type
the torsion primes of AK are invertible in k.
Remark 4.5. Using the results of Section 2.6 the above assumption (4.4) may be
easily read off the Cartan matrix A. For example, any complete local principal
ideal domain k in which 2, 3 and 5 are invertible will always satisfy the above
assumption.
In either case we let DI(G/PJ) := D(X, k) = D(X) be as in Section 2.1 (see also
Section 2.7). Proposition 4.3 shows that the stratified ind-(PI)-variety G/PY satis-
fies (2.1) and (2.2). By Theorem 2.12, it follows that there exists up to isomorphism
at most one parity sheaf with support IXJw for each w ∈
IW J .
The first aim of this section is to show:
Theorem 4.6. Suppose that we are in situation (4.2) or (4.3). For each w ∈ IW J ,
there exists, up to isomorphism, one parity sheaf E(w) ∈ DI(G/PY ) with support
IXJw.
Remark 4.7. If I = ∅, then the PI -orbits on G/PJ are isomorphic to affine spaces.
In this case one can use the results of Section 2.3.3 to deduce the existence of
†-parity sheaves E†(w) for all w ∈ IW J and any pariversity in the setting (4.2).
Recall that, if we are in the situation (4.3) then, given any three subsets I, J,K ⊂
{1, . . . , l} of finite type there exists a bifunctor
DI(G/PJ)×DJ(G/PK)→ DI(G/PK)
(F ,G) 7→ F ∗ G
called convolution (see [Spr82, MV07]). It is defined using the convolution diagram
(of topological spaces):
G/PJ × G/PK
p
← G × G/PK
q
→ G ×PJ G/PK
m
→ G/PK
where p is the natural projection, q is the quotient map and m is the map induced
by multiplication. One sets
F ∗ G := m∗K where q
∗K ∼= p∗(F ⊠ G).
For the existence of K and how to make sense of G × G/PK algebraically, we refer
the reader to [Nad05, Sections 2.2 and 3.3].
The second goal of this Section is to show:
Theorem 4.8. Suppose that we are in situation (4.3). Then convolution preserves
parity: if F ∈ DI(G/PJ) and G ∈ DJ(G/PK) are parity complexes, then so is
F ∗ G ∈ DI(G/PK).
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Remark 4.9. The case of finite flag varieties was considered in [Spr82]. There
Springer gives a new proof, due to MacPherson and communicated to him by
Brylinski, of the fact that the characters of intersection cohomology complexes
on the flag variety give the Kazhdan-Lusztig basis of the Hecke algebra. This uses
parity considerations in an essential way. See also [Soe00].
Before turning to the proofs we prove some properties about the canonical quo-
tient maps between Kac-Moody flag varieties and recall the definition of (gener-
alised) Bott-Samelson varieties. Unless we state otherwise, in all statements below
we assume that we are in either situation (4.2) or (4.3).
If J ⊂ K are subsets of {1, . . . , l} the canonical quotient map
πJK : G/PJ → G/PK .
is a morphism of ind-varieties.
Proposition 4.10. If K is of finite type then both (πJK)∗ and (π
J
k )
∗ preserve parity.
Proof. For the duration the proof we abbreviate π := πJK . Because a complex is
parity if and only if it is parity after applying the forgetful functor, it is clearly
enough to deal with the non-equivariant case (i.e. that we are in situation (4.2)).
Moreover, as the stratification of G/PK by B-orbits refines the stratification by
PI-orbits we may assume without loss of generality that I = ∅. It is known (see
the discussion of [Kum02] around Proposition 7.1.5) that π is a stratified proper
morphism between the stratified ind-varieties G/PJ and G/PK . Moreover, the
same proposition shows that the restriction of π to a stratum in G/PK is simply a
projection between affine spaces. If follows that π is even and hence π∗ preserves
parity complexes by Proposition 2.34.
We now prove that π∗ preserves parity complexes. So assume that F is parity,
or equivalently that F and DF are ∗-parity. Then it is enough to show that π∗F
and Dπ∗F ∼= π!DF are ∗-parity. This is clear for π∗F . For π!DF note that our
assumptions on K guarantee that π is a smooth morphism with fibres of some
(complex) dimension d. Hence π! ∼= π∗[2d] and so π!DF ∼= π∗DF [2d] is also ∗-
parity. 
Now, let I0 ⊂ J1 ⊃ I1 ⊂ J2 ⊃ · · · ⊂ Jn ⊃ In be finite type subsets of {1, . . . , l}.
For 1 ≤ i ≤ k ≤ n consider the spaces
BS(i, . . . , k) := PJi ×
PIi PJi+1 ×
PIi+1 . . .PJk−2 ×
PIk−1 PJk/PIk ,
Y (i, . . . , k) := G ×PIi PJi+1 ×
PIi+1 . . .PJk−2 ×
PIk−1 PJk/PIk
defined as the quotient of PJi ×PJi+1 × · · · × PJk (resp. G × PJi+1 × · · · × PJk) by
PIi × PIi+1 × · · · × PIk where (qi, . . . , qk) acts on (pi, . . . , pk) by
(piq
−1
i , qipi+1q
−1
i+1, . . . , qk−1pkq
−1
k ).
Then Y (i, . . . , k) is a projective ind-G-variety andBS(i, . . . , k) is a closed subvariety.
The space BS(i, . . . , k) is called a generalised Bott-Samelson variety. (When Ii = ∅
and |Ji| = 1 for all i then BS(i, . . . , k) is constructed in [Kum02, 7.1.3]. The
construction of BS(i, . . . , k) in general is discussed in [GL05]. The construction
of Y (i, . . . , k) is similar). We will denote points in these varieties by [pi, . . . , pk].
For i ≤ j ≤ k we have a morphism of ind-varieties fj : Y (i, . . . , k) → G/PIj :
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[pi, . . . , pk] 7→ pi . . . pjPIj . The map
Y (i, . . . , k)→ G/PIi × · · · × G/PIk
p 7→ (fi(p), . . . , fk(p))
is a closed embedding with image
(4.5) {(xi, . . . , xk) ∈ G/PIi×· · ·×G/PIk | π
Ij
Jj+1
(xj) = π
Ij+1
Jj+1
(xj+1), i ≤ j ≤ k−1.}
The image of BS(i, . . . , k) ⊂ Y (i, . . . , k) is the sublocus of such (xi, . . . , xk) with
πIiJi(xi) = PJi/PJi ∈ G/PJi (see [GL05, Section 7]). It follows that we have a
diagram in which all squares are Cartesian (note that Y (i) = G/PIi):
BS(1, . . . , n) //

Y (1, 2, . . . , n) //

Y (2, . . . , n)

// . . . // Y (n− 1, n) //

G/PIn
pi
In
Jn
BS(1, . . . , n− 1) //

Y (1, . . . , n− 1)

// Y (2, . . . , n− 1)

// . . . // G/PIn−1
pi
In−1
Jn //

G/PJn
...

...

...

. . .

// G/PJn−1
BS(1, 2) //

Y (1, 2) //

G/PI2
//

G/PJ3
BS(1) //

G/PI1
pi
I1
J2 //
pi
I1
J1
G/PJ2
PJ1/PJ1
// G/PJ1
Let f : BS(1, . . . , n)→ G/PIn denote the restriction of fn to BS(1, . . . , n); it agrees
with the map along the top of the above diagram.
Proposition 4.11. The sheaf f∗kBS(1,...,n) ∈ DI0(G/PIn) is parity.
Proof. (See [Soe00].) Repeated use of proper base change applied to the above
diagram gives an isomorphism
f∗kBS(1,...,n)
∼= (πInJn)
∗(π
In−1
Jn
)∗ . . . (π
I2
J2
)∗(πI1J2)∗(π
I1
J1
)∗kPJ1
where kPJ1 denotes the skyscraper sheaf on the point PJ1/PJ1 ∈ G/PJ1 . However
kPJ1 is certainly parity and the result follows from Proposition 4.10. 
We can now prove Theorems 4.6 and 4.8:
Proof. Fix subsets I, J ⊂ {1, . . . , l} of finite type and choose w ∈ IW J . By Theorem
2.12 it is enough to show that there exists at least one parity sheaf E such that the
support of E is IXJw.
One may show (see [Wil08, Proposition 1.3.4]) that there exists a sequence I =
I0 ⊂ J1 ⊃ I1 ⊂ J2 ⊃ . . . Jn ⊃ In = J such that, if BS denotes the corresponding
generalised Bott-Samelson variety, the morphism
f : BS→ G/PJ
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has image IXJw and is an isomorphism over
IXJw.
10 Let dBS denote the complex
dimension of BS. Then f∗kBS[dBS] is self-dual (because f is proper and BS is
smooth) and parity (by Proposition 4.11). Hence if we let E denote the unique
indecomposable direct summand of f∗kBS[dBS] which is non-zero over
IXJw then E
is a parity sheaf with support IXJw. Theorem 4.6 then follows in either situation
(4.2) and (4.3).
We now turn to Theorem 4.8 and assume we are in the situation (4.3). By the
uniqueness of parity sheaves, and the above remarks, it is enough to show that if
I = I0 ⊂ J1 ⊃ I1 ⊂ · · · ⊂ Jn ⊃ In = J
J = In ⊂ Jn+1 ⊃ In+1 ⊂ · · · ⊂ Jm ⊃ Im = K
are two sequences of finite type subsets of {1, . . . , l}, BS1 and BS2 are the corre-
sponding generalised Bott-Samelson varieties and f1 : BS1 → G/PJ and f2 : BS2 →
G/PK then
f1∗kBS1 ∗ f2∗kBS2 ∈ DI(G/PK)
is parity.
However, if BS denotes the Bott-Samelson variety associated to the concatena-
tion I = I0 ⊂ J1 ⊃ · · · ⊃ In ⊂ · · · ⊂ Jm ⊃ Im = K and f : BS → G/PK is the
multiplication morphism then
f1∗kBS1 ∗ f2∗kBS2
∼= f∗kBS
and the result follows from the proposition above. 
Remark 4.12.
(1) Such theorems have been established for the finite flag varieties if k is a
field of characteristic larger than the Coxeter number by Soergel in [Soe00].
(2) An important special case of the above is the affine Grassmannian. In this
case, parity sheaves are closely related to tilting modules [JMW].
4.2. Toric varieties. In this section we prove the existence and uniqueness of ♮-
parity sheaves on toric varieties. As in the previous section, here parity sheaf means
♮-parity sheaf.
For notation, terminology, and basic properties of toric varieties we refer the
reader to [Ful93] and [CLS11]. In this section T denotes a connected algebraic
torus and M = X∗(T ) and N = X∗(T ) denote the character and cocharacter
lattices respectively. If L is a lattice we set LQ := L⊗Z Q.
Recall that a fan in N is a collection ∆ of polyhedral, convex cones in NQ closed
under taking faces and intersections. To a fan ∆ in N one may associate a toric
variety X(∆) which is a connected normal T -variety. We write X(∆, N) to specify
the lattice if it is not clear from context.
There are finitely many orbits of T on X(∆) and the decomposition into orbits
gives a stratification
X(∆) =
⊔
τ∈∆
Oτ
10 Actually the condition that f : BS→ G/PJ be an isomorphism over
IXJw is not necessary for
the proof. One only needs that there exists a sequence I = I0 ⊂ J1 ⊃ I1 ⊂ J2 ⊃ . . . Jn ⊃ In = J
such that the image of the corresponding generalised Bott-Samelson variety in G/PJ is equal to
IXJw. In this case any indecomposable summand of f∗kBS with support equal to
IXJw will give
the desired parity sheaf (up to a shift).
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indexed by the cones of ∆. For example the zero cone {0} always belongs to ∆ and
O{0} is an open dense orbit, canonically identified with T .
In this section we fix a ring of coefficients k as in Section 2.1, take
(4.6) X = X(∆) as a T -variety
and let DT (X(∆)) = D(X) be as in Section 2.1. We use the notation of Section 2
without further comment.
Theorem 4.13. For each orbit Oτ , there exists up to isomorphism one parity sheaf
E(τ) ∈ DT (X(∆)) with support V (τ) = Oτ .
Let τ ∈ ∆ and let Nτ denote the intersection of N with the linear span of τ .
Then Nτ determines a connected subtorus Tτ ⊂ T .
Lemma 4.14. The stabiliser of a point x ∈ Oτ is Tτ and is therefore connected.
Proof. This follows from the last exercise of Section 3.1 in [Ful93]. 
We now turn to the proof of the theorem.
Proof. By the quotient equivalence, the categories of T -equivariant local systems on
Oτ and Tτ -equivariant local systems on a point are equivalent. Hence any torsion
free equivariant local system on Oτ is isomorphic to a direct sum of copies of the
trivial local system kτ . We have
Hom•(kτ , kτ ) = H
•
T (Oτ ) = H
•
Tτ (pt)
which is torsion free and vanishes in odd degrees. It follows that the T -varietyX(∆)
satisfies (2.1) and (2.2). By Theorem 2.12, we conclude that for each τ ∈ ∆ there
exists at most one parity sheaf E(τ) supported on V (τ) and satisfying i∗τE(τ)
∼=
kτ [dτ ].
It remains to show existence. Recall the following properties of toric varieties:
(1) For τ ∈ ∆, V (τ) is a toric variety for T/Tτ ([Ful93, Section 3.1]).
(2) For any fan ∆ there exists a refinement ∆′ of ∆ such that X(∆′) is quasi-
projective and the induced T -equivariant morphism
π : X(∆′)→ X(∆)
is a resolution of singularities ([Ful93, Section 2.6]).
(3) For all τ in ∆ we have a Cartesian diagram (all morphisms are T -equivariant):
Oτ × Z //
π′

i′τ
++
Oτ ×X(Σ, Nτ) ∼= X(Σ, N) //

X(∆′)
π

Oτ × {γτ} //
iτ
33Oτ × Uτ,Nτ ∼= Uτ,N // X(∆)
Here the Uτ,N and Uτ,Nτ denote the affine toric varieties for the cone τ in
N and Nτ , while Σ denotes the fan consisting of all cones in ∆
′ contained
in τ . The square on the left is the product of Oτ with a fibre diagram.
PARITY SHEAVES 37
By (1) it suffices to show the existence of E(τ) when τ is the zero cone (corre-
sponding to the open T -orbit). For this it suffices to show that π∗kX(∆′) is even.
In fact, as kX(∆′)[dτ ] is self-dual and π is proper, we need only show that π∗kX(∆′)
is ∗-even.
By proper base change we have i∗τπ∗kX(∆′)
∼= π′∗kOτ×Z . Under the quotient
equivalenceDT (Oτ )
∼
→ DTτ (pt), the sheaf π
′
∗kOτ×Z corresponds to π˜∗kZ ∈ DTτ (pt),
where π˜ : Z → pt is the projection (of Tτ -varieties). We will see in the proposition
below that π˜∗kZ is always ∗-even. This proves the theorem.

Proposition 4.15. Let τ ⊂ NQ be a full-dimensional polyhedral convex cone, Uτ
the corresponding affine toric variety, and ∆′ a refinement of τ such that the cor-
responding toric variety X(∆′) is smooth and quasi-projective. Let xτ denote the
unique T -fixed point of Uτ . Consider the Cartesian diagram:
Z = π−1(xτ )
π

// X(∆′)
π

{xτ} // Uτ
Then π∗kZ ∈ DT (pt) is a direct sum of equivariant constant sheaves concentrated
in even degree.
Proof. It is enough to show that the T -equivariant cohomology of Z with integral
coefficients is free over H•T (pt,Z) and concentrated in even degrees. We will show
that the integral cohomology of Z is free, and generated by the classes of T -stable
closed subvarieties. The result then follows by the Leray-Hirsch lemma (see [Bri,
proof of Theorem 4]).
We claim in fact that Z has a T -stable affine paving, which implies the result
by the long exact sequence of compactly supported cohomology. The argument is
a straightforward adaption of [Dan78, 10.3 – 10.7] (which the reader may wish to
consult for further details).
As X(∆′) is assumed to be quasi-projective we can find a piecewise linear func-
tion g : NQ → Q which is strictly convex with respect to ∆′. In other words, g is
continuous, convex and for each maximal cone σ ∈ ∆′, g is given on σ by mσ ∈M .
The function g allows us to order the maximal cones of σ as follows: We fix a generic
point x0 ∈ NQ lying in a cone of ∆′ and declare that σ′ > σ if mσ′(x0) > mσ(x0).
If σ′ and σ satisfy σ′ > σ and intersect in codimension 1, then their intersection is
said to be a positive wall of σ. Given a maximal cone σ we define γ(σ) to be the
intersection of σ with all its positive walls.
It is then easy to check (remembering that X(∆′) is assumed smooth) that if we
set
C(σ) =
⊔
γ(σ)⊂ω⊂σ
Oω
then C(σ) is a locally closed subset of X(∆′) isomorphic to an affine space of
dimension equal to the codimension of γ(σ) in NQ. Lastly note that
Z =
⊔
Oσ
where the union takes place over those cones in ∆′ which are not contained in any
wall of τ . Hence the order on maximal cones yields a filtration of Z by T -stable
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closed subspaces · · · ⊂ Fσi+1 ⊂ Fσi ⊂ . . . such that Fσi+1 \ Fσi is isomorphic to an
affine space for all i. The result then follows. 
Remark 4.16. With notation as above, X(∆′) retracts equivariantly onto Z. With
this in mind, the above arguments (together with the reduction to the quasi-
projective case in [Dan78]) can be used to establish the equivariant formality (over
Z) of convex smooth toric varieties. The elegant Mayer-Vietoris spectral sequence
argument of [BZ03] may then be used to identify the equivariant cohomology ring
with piecewise integral polynomials on the fan. This is probably well-known to
experts.
4.3. Nilpotent cones. Let N denote the nilpotent cone in the Lie algebra g of
a connected reductive group G. The group G acts on N by the adjoint action
and has finitely many orbits [Ric67]. In this section we discuss the existence and
uniqueness of ♮-parity sheaves on N stratified by the G-orbits, considered as a G-
variety. Recall that the nilpotent orbits are even dimensional (e.g., [CM93, §1.4]),
so ♮ = ♦. All parity sheaves will be with respect to this pariversity. For x ∈ N , let
AG(x) = Gx/G
0
x and Cx = (G
0
x)
red the maximal reductive quotient of G0x. We fix
a ring of coefficients k as in Section 2.1 and assume that for all x ∈ N , the torsion
primes of Cx (see Section 2.6) and the order of the group AG(x) are invertible in k.
4.3.1. Uniqueness.
Lemma 4.17. The parity conditions (2.1) and (2.2) are satisfied.
Proof. For any orbit O ⊂ N and x ∈ O, let O˜ = G/G0x and π : O˜ → O be the finite
Galois cover given by gG0x 7→ g · x with Galois group AG(x). Note that Locf ,G(O)
is equivalent to the category of k[AG(x)]-modules that are free over k. Using the
assumption that |AG(x)| is invertible in k, one can show that any k[AG(x)]-module
free over k is projective (and hence a direct summand of a direct sum of copies of the
regular representation). The regular representation corresponds to the pushforward
π∗kO˜. It thus suffices to show that the equivariant cohomology groups of π∗kO˜ are
free k-modules and vanish in odd degrees. We have
H•G(O, π∗kO˜) = H
•
G(O˜) = H
•
G0x
(pt) = H•Cx(pt).
Using the assumption that torsion primes for Cx are invertible, we apply Theo-
rem 2.44 to conclude that the left hand side is a free k-module and vanishes in odd
degrees. 
By Theorem 2.12 we conclude that for each pair (O,L) consisting of a nilpotent
orbit together with an irreducible G-equivariant local system, there is at most one
parity sheaf E(O,L) with support O extending L[dO].
Remark 4.18. Our restriction on the ring of coefficients can be reformulated in
terms of the root datum (X,Φ,Y,Φ∨) of G. In [Her13], Herpel defines a notion
of pretty good prime: a prime p is pretty good for G if the groups X/ZΦ1 and
Y/ZΦ∨1 have no p-torsion for all subsets Φ1 ⊂ Φ. One has a chain of implications:
very good =⇒ pretty good =⇒ good. The class of reductive groups for which p is
pretty good is characterised by the following properties (this is a variant of [Her13,
Remark 5.4]):
(1) it contains all simple groups for which p is very good;
(2) it contains GLn for all n;
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(3) it is closed under taking products, replacing G by a p-separably isogenous
group, and replacing G = H × S by H if S is a torus.
Using the tables of centralisers from [Car85] and the above characterisation, one
can show that a prime p is pretty good for G if and only if for all x ∈ N , p is not
a torsion prime for Cx and does not divide the order of AG(x).
4.3.2. Existence. It is known [Lus86, V, Theorem 24.8] that the intersection coho-
mology complexes of nilpotent orbit closures, with coefficients in any irreducible
G-equivariant local system in characteristic zero, are even. Thus a similar result
holds for almost all characteristics (see Proposition 2.41). However, work still needs
to be done to determine precise bounds on p for parity sheaves to exist, resp. to be
perverse, resp. to be intersection cohomology sheaves. In what follows, we begin
to address these questions.
Springer’s resolution π : N˜ := G ×B u → Oreg = N is semi-small and even
[DCLP88] (here B is a fixed Borel subgroup of G with unipotent radical U and
u = LieU). Thus E(Oreg) exists and is perverse. By Remark 3.11, we also have
existence of E(O,L) for all pairs appearing with non-zero multiplicity in the direct
image π∗kN˜ [dimN ]. By semi-smallness, all of these are perverse. We remark that
if |W | is invertible in k, then those pairs are “the same as in characteristic zero”.
In the case G = GLn, every orbit O is equivariantly simply-connected and there
is a natural G-equivariant semi-small resolution of singularities of O whose fibres
admit affine pavings [BO11]. It follows that there exists a perverse parity sheaf
E(O) with support O for any k as above.
For a nilpotent orbit O in an arbitrary connected reductive group, let us recall
how to construct a “standard” resolution of O [Pan91]. Let x be an element of
O ∩ u. By the Jacobson-Morozov theorem, there is an sl2-triple (x, h, y) in g. The
semi-simple element h induces a grading on g, and we can choose the triple so that
all the simple root vectors have degree 0, 1 or 2. Let P be the standard parabolic
subgroup of G corresponding to the set of simple roots with degree zero. Then
there is a resolution of the form πO : N˜O → O, where N˜O = G ×P g≥2 is a G-
equivariant subbundle of T ∗(G/P ) = G ×P uP (here uP is the Lie algebra of the
unipotent radical UP of P ), and πO is the restriction of the moment map. To settle
the question of existence for E(O, k) in general, one is lead to the following problem.
Question 4.19. Is the resolution πO : N˜O → O even for any coefficients?
Given any parabolic subgroup P of G with Lie algebra p, and any P -stable ideal
i ⊂ p, consider the natural morphism πP,i : G ×P i → g. Fresse recently proved
that if G is of classical type then πP,i is even [Fre13]. This answers our question
positively in this case, taking P as above and i = g≥2. In particular, it follows
that there exists a parity extension for a constant local system on any nilpotent
orbit of a classical group. In this way one actually constructs parity sheaves for a
possibly larger set of local systems, but probably not more than those arising in
the characteristic zero Springer correspondence [Som06, Conjecture 6.3].
4.3.3. Minimal singularities. Suppose that G is simple. Then there is a unique
minimal (non-trivial) nilpotent orbit in g. We denote it by Omin. It is of dimen-
sion d := 2h∨ − 2, where h∨ is the dual Coxeter number [Wan99]. We conclude
by studying the singularity Omin = Omin ∪ {0}. In this section we construct an
indecomposable G-equivariant parity extension of the constant sheaf k[d] on Omin.
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Consider the resolution of singularities
π : E := G×P Cxmin −→ Omin = Omin ∪ {0}
where xmin is a highest weight vector of the adjoint representation and P is the
parabolic subgroup of G stabilising the line Cxmin. It is an isomorphism over
Omin, and the fibre above 0 is the null section, isomorphic to G/P , which has even
cohomology. Hence π is an even resolution, and so π∗kE [d] is even.
Remark 4.20. The construction above works for any k (in fact for any commutative
ring). However, the uniqueness theorem 2.12 does not apply unless we restrict to
a k for which (2.1) and (2.2) hold. Rather than restrict to such k, we work here in
the more general setting where parity sheaves may not be defined uniquely and so
we can only discuss indecomposable parity complexes. One reason for doing this
is that the singularities Omin arise in the affine Grassmannian where the parity
conditions are satisfied for a larger class of coefficients.
We begin with a general lemma for isolated singularities.
Lemma 4.21. Suppose X = U ⊔ {0} is a stratified variety (thus 0 is the only
singular point). We denote by j : U → X and i : {0} → X the inclusions.
(1) Let P be a ∗-even complex on X whose restriction to U is perverse. Then
we have a short exact sequence
0 −→ pj!j
∗P −→ pH0P −→ i∗
pi∗P −→ 0.
(2) If F is any perverse sheaf on X whose composition factors are one copy of
IC(X,F) and N copies of IC(0,F), then Hm(F)0 ≃ H
m(IC(X,F))0 for all
m ≤ −2.
Proof. We have a distinguished triangle
j!j
∗P −→ P −→ i∗i
∗P
[1]
−→
which gives rise to a long exact sequence of perverse cohomology sheaves, which
ends with:
i∗
pH−1i∗P −→ pj!j
∗P −→ pH0P −→ i∗
pi∗P −→ 0.
Now, pH−1i∗P is identified with (H−1P)0 which is zero since P is ∗-even. This
proves (1).
For (2), we proceed by induction on N . The result is trivial for N = 0. Now
suppose N > 1. There is a perverse sheaf G such that we have a short exact
sequence of one of the two following forms:
0 −→ G −→ F −→ IC(0,F) −→ 0(4.7)
0 −→ IC(0,F) −→ F −→ G −→ 0(4.8)
and we can consider the corresponding long exact sequence for the cohomology of
the stalk at zero. From Hm(IC(0,F))0 = 0 for m ≤ −1, we deduce in both cases
that Hm(F)0 is isomorphic to H
m(G)0 for m ≤ −2 (at least). The result follows
by induction. 
Proposition 4.22. The following conditions are equivalent:
(1) there exists a perverse, parity extension of FOmin[d];
(2) the standard sheaf pj!(FOmin [d]) is ∗-even;
(3) the standard sheaf pj!(OOmin
[d]) has torsion free stalks;
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(4) for all m < d, the cohomology group Hm(Omin,Z) has no p-torsion;
(5) the characteristic of F is not one of the primes corresponding to the type of
G in the following table:
An Bn, Cn, Dn, F4 G2 E6, E7 E8
− 2 3 2, 3 2, 3, 5
Proof. First suppose that there exists a parity complex E extending FOmin that is
also perverse. Then both E and pj!(FOmin [d]) are perverse sheaves whose compo-
sition factors are one copy of IC(Omin,F) and some number of copies of IC(0,F).
By Lemma 4.21 (2), we have
Hm(pj!(FOmin[d]))0 ≃ H
m(IC(Omin,F))0 ≃ H
m(E)0
for m ≤ −2. Since (pj!(FOmin[d]))0 is concentrated in degrees ≤ −2, this proves
that pj!(FOmin[d]) is ∗-even. Thus (1) =⇒ (2).
Now assume that pj!(FOmin[d]) is ∗-even. Consider the parity complex P :=
π∗FE [d] defined in the discussion proceeding Remark 4.20. By Lemma 4.21 (1), we
have a short exact sequence
0 −→ pj!(FOmin[d]) −→
pH0P −→ i∗
pi∗P −→ 0.
Since the extreme terms are ∗-even, we deduce that pH0P is ∗-even as well. But
pH0P is self-dual, because P is. Thus pH0P is parity. The short exact sequence
also shows that it is an extension of FOmin . Thus (2) =⇒ (1).
The equivalences (3) ⇐⇒ (4) ⇐⇒ (5) are proved in [Jut08a, Jut08b]. Briefly,
the stalk pJ!(Omin,Zp)0 is given by a shift of H∗(Omin,Zp) truncated in degrees
≤ d−2, and Hd−1(Omin,Z) = 0, so (3)⇐⇒ (4). Now, by a case-by-case calculation
[Jut08a], one finds that (4)⇐⇒ (5).
The vanishingHd−1(Omin,O) = 0 implies that pj!(FOmin[d]) = F⊗
L
O
pj!(OOmin
[d])
by [Jut09]. Thus (2)⇐⇒ (3) by Proposition 2.37. 
Finally, let us recall from [Jut09] when the standard sheaf is equal to the inter-
section cohomology sheaf for a minimal singularity.
Proposition 4.23. Let Φ denote the root system of G, with some choice of positive
roots. Let Φ′ denote the root subsystem of Φ generated by the long simple roots. Let
H denote the fundamental group of Φ′, that is, the quotient of its weight lattice by
its root lattice. We have a short exact sequence
0 −→ i∗(F⊗Z H) −→
pj!(FOmin [d]) −→ IC(Omin,F) −→ 0
Thus pj!(FOmin [d]) ≃ IC(Omin,F) when the characteristic of F does not divide |H |.
Thus IC(Omin,F) is an indecomposable parity complex if the characteristic of F
does not belong to the list in Proposition 4.22 and does not divide |H |.
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