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Este trabalho apresenta soluc¸o˜es de problemas na implementac¸a˜o de Sistemas Tutores Inte-
ligentes (STI) no aˆmbito do projeto MathTutor, um arcabouc¸o para construc¸a˜o de STIs.
Sa˜o mostrados os fundamentos do MathTutor, envolvendo a tecnologia/paradigma de sis-
temas multiagentes, bem como a modelagem e implementac¸a˜o do mo´dulo pedago´gico uti-
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This work presents some problems and it’s solutions in implementations of Intelligent Tu-
toring Systems (ITS), in MathTutor project, an ITS shell.
The concepts of MathTutor are shown, as well as part of it’s implementation, composed,
among some other things, by: the multiagent systems technology/paradigm; the pedagogical
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Uma tutor pode ser definido como um instrutor particular que ensina alguma habilidade ou
conteu´do especı´fico para um estudante individual. Sistemas tutores procuram simular este processo
de tutoria atrave´s de ma´quinas, sobretudo computadores. Sistemas Tutores Inteligentes va˜o um passo
ale´m, procurando incorporar ao processo de tutoria via computadores, componentes geralmente ti-
dos como “humanos” ou “inteligentes”, tais como capacidade de adaptac¸a˜o ao aluno, algum grau de
empatia com o estudante, etc.
Sistemas Tutores Inteligentes (STI) sa˜o sistemas que fazem uso de diversas te´cnicas de Inte-
ligeˆncia Artificial (IA) para atingir o objetivo de ensinar a um aluno humano. Nos u´ltimos anos, mui-
tos STIs, diferentes entre si tanto em filosofias de concepc¸a˜o quanto em te´cnicas de implementac¸a˜o,
foram propostos e implementados. No entanto, a dificuldade de cria´-los (de forma eficiente) ainda e´
um desafio a ser vencido. Para tentar diminuir esse problema, arcabouc¸os (conjuntos de ferramen-
tas, normalmente com interfaces gra´ficas) de STIs, as chamadas ferramentas de autoria, veˆm sendo
desenvolvidos.
O desenvolvimento do sistema MathTutor e´ um exemplo deste esforc¸o [1] [2]. O MathTutor e´
um projeto com objetivo de criar um arcabouc¸o para a construc¸a˜o de STIs baseado no paradigma
de sistemas multiagentes. Neste contexto, utilizamos o modelo conceitual MATHEMA, proposto
por Costa [3]. Neste modelo, ha´ uma sociedade de agentes tutores, cada agente contendo um curso
ou tutorial dentro de si, sendo que cada curso e´ baseado numa visa˜o particular sobre um determinado
assunto a ser ensinado. Ale´m disso, ha´ os mo´dulos de interface de autoria, que serve ao desenvolvedor
do curso, e a interface do estudante, que e´ o pro´prio sistema tutor do ponto de vista do estudante. A
arqutetura deste modelo encontra-se na figura 1.1.
O projeto MathTutor conta com outros pesquisadores, os quais desenvolvem diferentes partes/
aspectos do sistema. De fato, como mostrado em [1] e [2], um proto´tipo foi anteriormente construı´do.
Entretanto, para tornar o sistema mais robusto e incorporar uma ferramenta de autoria, optou-se pela
re-construc¸a˜o do sistema, partindo-se do zero, reaproveitando apenas os conceitos teo´ricos.
Outros trabalhos do projeto MathTutor envolvem cooperac¸a˜o de grupos e sistemas adaptativos,
sendo estes mo´dulos desenvolvidos pelos outros pesquisadores do projeto. Os mo´dulos apresenta-
1. Introduc¸a˜o 2
Figura 1.1: Arquitetura do modelo MATHEMA
dos neste trabalho servira˜o como base computacional para a implementac¸a˜o dos demais projetos de
pesquisa.
1.1 Objetivos e Evoluc¸a˜o deste Trabalho
Tendo ja´ definidos o modelo e a arquitetura do MathTutor, o presente trabalho teve como objetivo
a concepc¸a˜o, implementac¸a˜o e integrac¸a˜o de diferentes mo´dulos necessa´rios para o sistema Math-
Tutor. Para atingir este objetivo foram pesquisadas e comparadas diversas te´cnicas e ferramentas
computacionais que poderiam ser utilizadas para suprir as funcionalidades exigidas.
Em especial, dois pontos do sistema foram aprofundados nesta pesquisa:
• fluxo de definic¸a˜o de um curso, pelo professor/tutor.
O responsa´vel pelo desenvolvimento de um curso/tutorial deve definir a sua estrutura atrave´s de
um grafo de pre´-requisitos. Este grafo, de maneira transparente ao professor, e´ transformado numa
Rede de Petri Objeto (RPO), que e´ o modelo previamente definido para a representac¸a˜o do curso.
Esta RPO sera´ transformada num conjunto de regras que possibilitem a sua execuc¸a˜o num sistema de
regras, sistema este que compo˜e o “corac¸a˜o” de um agente tutor. Este e´ o caminho da definic¸a˜o de
um curso, desde a elaborac¸a˜o pelo professor ate´ a sua implementac¸a˜o dentro de um agente tutor, e
que faz parte do mo´dulo de interface de autoria da arquitetura apresentada.
• concepc¸a˜o ba´sica da estrutura computacional dos agentes e suas interac¸o˜es.
Neste trabalho e´ apresentado uma implementac¸a˜o de um agente tutor, sua estrutura/arquitetura
ba´sica, contendo um motor de infereˆncia executando as regras referentes a RPO do modelo do curso,
bem como outras regras. Ale´m deste agente, e´ mostrado outro agente, na˜o tutor, que serve de elo
de ligac¸a˜o entre agentes tutores e os mo´dulos de interface com o estudante. Este mo´dulos, baseados
numa arquitetura acessı´vel pela Internet/Web, sa˜o compostos por Servlets.
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A princı´pio, neste trabalho desenvolvemos um compilador para transformar uma Rede de Petri
Objeto num conjunto de regras que pudesse ser executada num motor de infereˆncia de Sistemas
Especialistas, no nosso caso, o JESS. Este compilador toma como entrada uma instaˆncia de uma
grama´tica particular, definida pelo nosso grupo de pesquisadores do MathTutor, e transforma num
conjunto de regras em JESS.
Tendo este compilador definido, desenvolvemos dois modelos de RPOs ba´sicas, que conteriam um
curso a ser ensinado. A partir deste momento, o foco foi para o desenvolvimento de um agente tutor
em si. Ale´m do estudo das te´cnicas e tecnologias sobre agentes, foi necessa´rio o desenvolvimento de
uma integrac¸a˜o entre o agente e o motor de infereˆncia JESS, que conte´m a RPO com o curso, ale´m
de outras regras de controle.
Apo´s esta etapa, ainda desenvolvemos o ba´sico do mo´dulo de interface com o estudante, atrave´s de
Servlets. Para que os Servlets pudessem “conversar” com a SATA, outro tipo de agente foi necessa´rio.
1.2 Organizac¸a˜o do Trabalho
Este trabalho esta´ organizado em seis capı´tulos (incluindo esta introduc¸a˜o), ale´m de alguns apeˆndices.
No segundo capı´tulo encontra-se a fundamentac¸a˜o teo´rica, contendo uma pequena discussa˜o sobre
Agentes, Representac¸a˜o de Conhecimento e Sistemas Tutores Inteligentes em geral. No terceiro
capı´tulo sa˜o apresentadas algumas te´cnicas e ferramentas pesquisadas e que foram utilizadas para a
implementac¸a˜o.
No quarto capı´tulo e´ apresentado o sistema MathTutor, um arcabouc¸o para construc¸a˜o de Siste-
mas Tutores Inteligentes, que utiliza o modelo conceitual MATHEMA. Ale´m disso, e´ apresentada
a concepc¸a˜o de um STI para disciplina Fundamentos da Estrutura da Informac¸a˜o, ministrada pelo
Departamento de Automac¸a˜o e Sistemas da Universidade Federal de Santa Catarina.
No quinto capı´tulo e´ discutida a implementac¸a˜o de alguns mo´dulos do sistema MathTutor, e por
fim, no sexto capı´tulo encontram-se as concluso˜es e as perspectivas futuras.
Os apeˆndices conte´m descric¸o˜es mais detalhadas da implementac¸a˜o, visando ajudar a qualquer
programador que queira se aprofundar nos aspectos de implementac¸a˜o, utilizando, sempre que possı´vel,
uma linguagem de fa´cil acesso e com detalhes relevantes do co´digo-fonte.
Capı´tulo 2
Fundamentac¸a˜o Teo´rica
Neste capı´tulo sa˜o abordadas sucintamente as teorias utilizadas na construc¸a˜o do sistema Math-
Tutor.
De inı´cio, sa˜o apresentados os sistemas multiagentes, que servem de base para o modelo conceito
MATHEMA [3], no qual a arquitetura MathTutor e´ baseada (sec¸a˜o 4.1). Em seguida examina-se o
campo da representac¸a˜o de conhecimento, com eˆnfase em Sistemas Especialistas e Ontologias, ambas
usadas na modelagem e construc¸a˜o dos agentes do sistema. Ale´m disso, e´ apresentada a a´rea de
Sistemas Tutores Inteligentes e arcabouc¸os para a construc¸a˜o destes. Por fim, examina-se brevemente
as Redes de Petri Objeto, utilizadas na modelagem do mo´dulo pedago´gico do MathTutor (ver sec¸a˜o
4.2).
2.1 Sistemas Multiagentes
Segundo Russell e Norvig [4], um Agente e´ um sistema capaz de perceber atrave´s de sensores as
informac¸o˜es do ambiente onde esta´ inserido e reagir atrave´s de atuadores.
Entretanto, existe uma enorme diversidade de definic¸o˜es de agentes. Muitos pesquisadores prefe-
rem definir os agentes pelas propriedades que estes devem possuir. Rabelo [5] define treˆs propriedades
fundamentais:
• (um certo grau de) autonomia para raciocinar e tomar deciso˜es por sua pro´pria iniciativa;
• capacidade de interagir com outros agentes/sistemas/humanos;
• (um certo grau de) independeˆncia para resolver um problema, isto e´, o agente tem conhecimento
sobre como resolver (pelo menos parte) de um problema.
Os agentes podem ser classificados de diversas maneiras:
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• Hardware ou Software;
• Estaciona´rios ou Mo´veis;
• Persistentes ou Tempora´rios;
• Reativos ou Cognitivos.
Tradicionalmente, classificam-se os agentes em reativos ou cognitivos. Os agentes reativos teˆm
como caracterı´sticas:
• Comportamento simples, apresentando uma resposta estereotipada a um conjunto de estı´mulos
externos, resposta geralmente obtida atrave´s de um algoritmo de ra´pida execuc¸a˜o. Na˜o existe
qualquer raciocı´nio baseado numa avaliac¸a˜o global do estado do mundo que justifique o con-
junto de ac¸o˜es que devem ser desenvolvidas.
• O conhecimento do agente e´ assim reduzido a simples colec¸o˜es de estı´mulos/respostas (baixa
complexidade). Na˜o possui uma representac¸a˜o interna de si pro´prio, dos outros agentes e do
mundo onde se insere.
• O comportamento inteligente do sistema na˜o se localiza em nenhum agente em particular, mas
emerge da interac¸a˜o coletiva dos seus agentes, geralmente em grande nu´mero e fortemente
acoplados.
• Sistemas com este tipo de agente sa˜o eficientes no seu tempo de resposta; entretanto, mostram
limitac¸o˜es quanto aos problemas que podem resolver, sobretudo os que envolvem conhecimento
dependente de raciocı´nio.
Os agentes cognitivos (ou ainda deliberativos ou simbo´licos):
• Possuem objetivos pro´prios, que em conjunto com o conhecimento sobre o estado do mundo
e de si pro´prios, ditam o seu comportamento. O agente e´ capaz de raciocinar sobre estes dois
fatores, sendo possı´vel selecionar as ac¸o˜es que ira´ realizar para maximizar a sua utilidade ou
atingir o seu objetivo. O agente e´ capaz de controlar o seu pro´prio comportamento.
• Possuem uma representac¸a˜o simbo´lica de si pro´prios (das suas capacidades e objetivos), dos
outros agentes e do mundo (representac¸a˜o parcial, nos dois u´ltimos casos).
• O comportamento inteligente do sistema esta´ localizado em cada um dos agentes individuais.
Nessa inteligeˆncia podem estar incluı´das uma racionalidade individual e uma racionalidade
social.
• Geralmente cada agente possui uma grande quantidade de recursos, necessa´rios para o ra-
ciocı´nio (alta complexidade). Isso faz com que o sistema na˜o possua um grande nu´mero de
agentes.
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Num sistema multiagente, cada agente trata de uma parte do problema. Entretanto, nem sempre
o agente com um determinado sub-problema tem capacidade para resolveˆ-lo, ou mesmo “vontade”,
dada a autonomia deste. Nestes casos, o agente pode iniciar uma interac¸a˜o com outros agentes.
A interac¸a˜o com outros agentes implica que:
• Cada agente passa a ter (algum) conhecimento das atividades dos outros agentes.
• Sa˜o conhecidos os objetivos globais, o que pode levar a ac¸o˜es de cooperac¸a˜o ou competic¸a˜o.
Existem dois tipos de cooperac¸a˜o:
• Partilha de informac¸o˜es: acontece quando um agente conclui sobre um dado item de informac¸a˜o;
dado o conhecimento sobre os outros agentes, este verifica se ha´ agentes interessados nesse tipo
de informac¸a˜o, e envia para eles. Estes, por sua vez, podem usar essa informac¸a˜o, descarta´-la
ou guarda´-la para posterior uso.
• Partilha de tarefas: acontece quando um agente decompo˜e uma tarefa e detecta que na˜o pode ou
na˜o deseja realizar alguma(s) de suas sub-tarefas. Assim, tendo conhecimento sobre os outros
agentes, verifica se ha´ agentes capazes e dispostos a ajuda´-lo. Os agentes do sistema interagem
pela partilha de carga computacional para a execuc¸a˜o de sub-tarefas de uma tarefa global.
Para que a interac¸a˜o entre os agentes possa ser realizada, deve haver algum meio pelo qual estes
se comuniquem. Existem dois paradigmas quanto a comunicac¸a˜o entre agentes:
• Troca de Mensagens: neste paradigma, os agentes comunicam-se diretamente enviando mensa-
gens assı´ncronas. Para isso, e´ preciso que os agentes tenham conhecimento do nome/enderec¸o
uns dos outros, no caso de enderec¸amento direto, ou enta˜o de um enderec¸o/nome especı´fico
para difusa˜o (local ou global). Ale´m disso, as mensagens devem seguir um formato estabele-
cido, com um protocolo/linguagem especı´ficos e de comum entendimento entre os participantes
da comunicac¸a˜o.
• Quadro-negro: neste paradigma, os agentes na˜o se comunicam diretamente, mas podem ler ou
escrever alguma informac¸a˜o numa estrutura de dados compartilhada, geralmente persistente,
denominada quadro-negro (blackboard). A medida que o nu´mero de agentes aumenta, o pro-
cesso de gravac¸a˜o e recuperac¸a˜o das mensagens no quadro-negro pelos agentes pode se tornar
demorado demais para um sistema de tempo real. Se o paradigma de troca de mensagens pode
ser visto como ana´logo aos programas de mensagens instantaˆneas, o quadro-negro pode ser
considerado como sendo um fo´rum de mensagens.
Dada a autonomia dos agentes, podem, por vezes, surgir conflitos. Um exemplo de conflito e´
quando dois ou mais agentes discordam de determinada informac¸a˜o, quanto ao seu grau de veraci-
dade ou valor. Nestes casos, algum mecanismo de controle e´ necessa´rio. Este controle pode ser tanto
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centralizado quanto distribuı´do. Pode-se, por exemplo, ter um agente com um grau de responsabi-
lidade maior, que possa resolver determinado conflito, ou ainda, mais frequentemente, os agentes
podem entrar em processo de negociac¸a˜o.
A aplicac¸a˜o da tecnologia de agentes na concepc¸a˜o de Sistemas de Informac¸a˜o e´ justificada,
segundo Bolzan e Giraffa [6], quando o problema possui as seguintes caracterı´sticas:
• domı´nio envolve distribuic¸a˜o intrı´nseca dos dados, capacidade de resoluc¸a˜o de problemas e
responsabilidades;
• necessidade de manter a autonomia de subpartes, sem a perda da estrutura organizacional;
• complexidade nas interac¸o˜es, incluindo negociac¸a˜o, compartilhamento de informac¸a˜o e coordenac¸a˜o;
• impossibilidade de descric¸a˜o da soluc¸a˜o do problema a priori, devido a` possibilidade de pertubac¸o˜es
em tempo real no ambiente e/ou processos de nego´cio, de natureza dinaˆmica.
2.2 Representac¸a˜o de Conhecimento
Segundo Davis et al., [7] a representac¸a˜o de conhecimento pode ser melhor compreendida se a
olharmos por cinco prismas, ou por cinco pape´is que ela representa. Estes pape´is sa˜o:
• Uma representac¸a˜o de conhecimento e´ fundamentalmente um substituto, isto e´, substitui al-
guma coisa por uma representac¸a˜o sua; isto permite que uma entidade possa determinar as
consequ¨eˆncias futuras pensando e na˜o agindo, ou seja, ela na˜o precisa executar uma ac¸a˜o para
saber quais as suas implicac¸o˜es.
• Uma representac¸a˜o de conhecimento e´ um conjunto de compromissos ontolo´gicos, isto e´, uma
resposta para a questa˜o: “em que termos eu deveria pensar sobre o mundo?”; esses compro-
missos agem como lentes sobre o mundo, fazendo com que partes deste estejam bem focadas,
enquanto outras partes ficam borradas, ou seja, imprecisas.
• Uma representac¸a˜o de conhecimento e´ uma teoria fragmentada sobre o raciocı´nio inteligente;
este papel vem do fato da concepc¸a˜o inicial da representac¸a˜o do conhecimento ser tipicamente
motivada por um questionamento de como as pessoas raciocinam, ou alguma crenc¸a sobre
qual o significado do raciocı´nio inteligente. Esta teoria pode ser expressa em termos de treˆs
componentes: a concepc¸a˜o fundamental da representac¸a˜o do raciocı´nio inteligente (ou “qual
o significado do raciocı´nio inteligente”); o conjunto de infereˆncias que a representac¸a˜o possi-
bilita (ou “o que podemos inferir a partir do que sabemos”); e o conjunto de infereˆncias que
recomenda (ou “o que deverı´amos inferir a partir do que sabemos”).
• Uma representac¸a˜o de conhecimento e´, pragmaticamente, um meio para computac¸a˜o eficiente.
O raciocı´nio realizado por ma´quinas na˜o e´ nada mais do que um processo computacional, ou
seja, para poder ser usada, uma representac¸a˜o de conhecimento deve passar por processamento
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computacional. Portanto, questo˜es quanto a` eficieˆncia computacional sa˜o partes centrais na
representac¸a˜o de conhecimento.
• Uma representac¸a˜o de conhecimento e´ um meio para a expressa˜o humana, isto e´, uma lingua-
gem que no´s (humanos) usamos para expressar fatos, conceitos sobre o mundo.
De certa forma, todo programa de computador conte´m o conhecimento sobre um determinado
problema a ser resolvido. O conhecimento esta´ nos algoritmos que o programa emprega e nos proce-
dimentos de decisa˜o que determinam quais destes algoritmos empregar em determinada circunstaˆncia
[1].
Entretanto, para o uso em determinados sistemas, o conhecimento deve estar representado de
maneira explı´cita, e na˜o implicitamente codificado em algum algoritmo. Nestes casos, e´ necessa´rio o
uso de algum formalismo.
Em tese, uma representac¸a˜o geral como a lo´gica seria suficientemente expressiva para representar
qualquer tipo de conhecimento. No entanto, problemas de eficieˆncia, facilidade de uso e a necessi-
dade de expressar conhecimento incerto e incompleto levaram ao desenvolvimento de outros tipos de
formalismos de representac¸a˜o de conhecimento [8]. Dentre os formalismos, aqui destacamos: lo´gica,
redes semaˆnticas, quadros (frames) e regras de produc¸a˜o.
• Lo´gica: e´ a base para a maioria dos formalismos de representac¸a˜o de conhecimento. Trabalha
com a manipulac¸a˜o de varia´veis lo´gicas que representam proposic¸o˜es. As proposic¸o˜es podem
ser verdadeiras ou falsas e podem ser combinadas atrave´s de conectivos. Mesmo os formalis-
mos na˜o lo´gicos teˆm, em geral, seu significado formal descrito atrave´s de uma especificac¸a˜o
lo´gica de seu comportamento [1].
• Redes Semaˆnticas: e´ uma notac¸a˜o gra´fica composta por no´s interconectados. As redes semaˆnticas
podem ser usadas para representac¸a˜o de conhecimento, ou como ferramenta de suporte para
sistemas automatizados de infereˆncia sobre conhecimento baseado em heranc¸a. Geralmente
os no´s representam substantivos, adjetivos, pronomes e nomes pro´prios, enquanto os arcos sa˜o
reservados basicamente para representar verbos transitivos e proposic¸o˜es. As redes semaˆnticas
teˆm sido bem sucedidas porque a maioria dos formalismos das redes semaˆnticas teˆm um mo-
delo muito simples de execuc¸a˜o, possibilitando aos programadores construı´rem grandes redes
e ainda ter uma boa ide´ia sobre quais consultas sera˜o mais eficientes, porque e´ muito simples
visualizar os passos do processo de infereˆncia [9].
• Quadros (Frames): em geral, um quadro e´ uma colec¸a˜o de atributos, chamados de slots, e valo-
res, que descrevem alguma entidade do mundo. Os quadros integram conhecimento declarativo
sobre objetos e eventos e conhecimento procedimental sobre como recuperar informac¸o˜es ou
calcular valores. Os atributos tambe´m apresentam propriedades, que dizem respeito ao tipo de
valores e restric¸o˜es de nu´mero que podem ser associadas a cada atributo; essas propriedades sa˜o
chamadas facetas. Assim como nas redes semaˆnticas, uma das caracterı´sticas dos frames e´ a
possibilidade de que sejam criados novos subtipos de objetos que herdem todas as propriedades
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da classe original. Essa heranc¸a e´ bastante usada tanto para a representac¸a˜o do conhecimento
como para a utilizac¸a˜o de mecanismos de infereˆncia [9].
• Regras de Produc¸a˜o: sa˜o compostas por duas partes, uma condic¸a˜o e uma consequ¨eˆncia, por
exemplo, “se este exercı´cio esta´ errado, enta˜o deve ser refeito”. As vantagens em se usar regras
e´ que sa˜o modulares, ou seja, encapsulam conhecimento e podem ser facilmente expandidas,
ale´m do conhecimento ser expresso de maneira mais fa´cil de ser compreendido.
2.2.1 Sistemas Especialistas
Sistemas Especialistas (SEs) sa˜o um ramo da inteligeˆncia artificial aplicada, desenvolvido pela
comunidade de IA nos meados de 1970. A ide´ia ba´sica por tra´s dos Sistemas Especialistas e´ pas-
sar o conhecimento de um especialista humano para um computador, possibilitando aos usua´rios a
possibilidade de consultar o computador para conselhos especı´ficos quando necessa´rio.
Sistemas Especialistas fornecem meios poderosos e flexı´veis para a obtenc¸a˜o de soluc¸o˜es para
uma variedade de problemas que geralmente na˜o podem ser resolvidos com outros me´todos mais
tradicionais. Portanto, seu uso esta´ proliferando em muitos setores da sociedade e comunidade tec-
nolo´gica, onde as suas aplicac¸o˜es sa˜o crı´ticas no processo de suporte a` decisa˜o e resoluc¸a˜o de proble-
mas [10].
Apesar de atualmente os Sistemas Especialistas serem concebidos usando-se diversas metodo-
logias e formalismos, como e´ mostrado em [10], ainda pode-se encontrar o termo Sistema Espe-
cialista quase como um sinoˆnimo de Sistema baseado em regras (ou Sistema de Produc¸a˜o), pois
historicamente, os SEs tipicamente utiliza(ra)m-se de Regras de Produc¸a˜o como formalismo para
representac¸a˜o de conhecimento.
Segundo Lustosa [9], os Sistemas Especialistas, em geral, podem ser dividos em treˆs partes: uma
base de regras, uma memo´ria de trabalho (que conte´m uma base de fatos) e um motor de infereˆncia.
A base de regras e a memo´ria de trabalho sa˜o chamados de base de conhecimento. As memo´rias de
trabalho de SEs devem respeitar um me´todo de representac¸a˜o de conhecimento.
O conhecimento precisa ser organizado de uma maneira adequada para que o motor de infereˆncia
consiga trata´-lo convenientemente. O conhecimento em um sistema especialista consiste de fatos e
heurı´sticas. Os fatos constituem as informac¸o˜es que estara˜o sempre disponı´veis para serem compar-
tilhadas pelo especialista do domı´nio. As heurı´sticas sa˜o regras pra´ticas que caracterizam o nı´vel da
tomada de decisa˜o do especialista em um domı´nio. Uma base de conhecimento pode ser vista como
um conjunto de regras, cada qual podendo ser validada independentemente da estrutura de controle
[1].
O motor de infereˆncia controla a atividade do sistema. Esta atividade ocorre em ciclos, cada ciclo
consistindo em treˆs fases [8]:
1. Correspondeˆncia de dados, onde as regras que satisfazem a descric¸a˜o da situac¸a˜o atual sa˜o
2. Fundamentac¸a˜o Teo´rica 10
selecionadas. Nesta fase, o motor de infereˆncia utiliza-se de uma determinada estrate´gia de
busca.
2. Resoluc¸a˜o de conflitos, onde as regras que sera˜o realmente executadas sa˜o escolhidas dentre as
regras que foram selecionadas na primeira fase, e ordenadas.
3. Ac¸a˜o, a execuc¸a˜o propriamente dita das regras.
O “raciocı´nio” do motor de infereˆncia pode ser de dois tipos: encadeamento para frente (forward
chaining) ou encadeamento para tra´s (backward chaining). No encadeamento para frente, o lado
esquerdo das regras e´ comparado com os dados atuais, e as regras que satisfazem as condic¸o˜es sa˜o
disparadas, possivelmente inserindo novos dados/fatos no sistema. Isso equivale a` estrate´gia humana
de ir examinando os dados ate´ chegar a alguma conclusa˜o.
No encadeamento para tra´s, existe um objetivo a ser alcanc¸ado, geralmente um ou mais fatos
verdadeiros constando na base de dados. Neste caso, o motor de infereˆncia verifica se estes ja´ constam
na base de dados, e se esta condic¸a˜o for verdadeira, o raciocı´nio chegou ao seu resultado final. Sena˜o,
o motor de infereˆncia verifica quais regras podem levar ao objetivo alcanc¸ado, ou seja, verifica o lado
direito das regras. Se no lado esquerdo da regra as condic¸o˜es forem verdadeiras (ou seja, ha´ fatos
na base de conhecimento para que a regra possa disparar), o raciocı´nio chega ao seu resultado final.
Sena˜o, o motor de infereˆncia realiza o mesmo processo, de maneira recursiva, com os fatos do lado
esquerdo da regra como sendo o seu objetivo. Isso equivale a estrate´gia humana de ter uma hipo´tese
e enta˜o procurar por dados que possibilitem a sua conclusa˜o.
A chave para a desempenho de um SE esta´ no conhecimento armazenado em suas regras e em
sua memo´ria de trabalho. Este conhecimento deve ser obtido junto a um especialista humano do
domı´nio e representado de acordo com regras formais definidas para a codificac¸a˜o de regras no SE
em questa˜o. Isto divide um SE em duas partes: a ferramenta de programac¸a˜o que define o formato do
conhecimento da memo´ria de trabalho e das regras, ale´m dos aspectos operacionais de sua utilizac¸a˜o,
e o conhecimento do domı´nio propriamente dito [8].
Devido a esta separac¸a˜o, atualmente os Sistemas Especialistas sa˜o desenvolvidos em geral a partir
de Arcabouc¸os de Sistemas Especialistas (ou shells de SEs). Estes shells sa˜o ferramentas que supor-
tam todas as funcionalidades de um SE, restando ao desenvolvedor apenas adicionar o conhecimento
do especialista do domı´nio da aplicac¸a˜o. Este tipo de ferramenta foi um dos fatores responsa´veis pelo
crescimento de implementac¸o˜es de SEs.
Entretanto, mesmo tendo o seu uso apresentado crescimento, os Sistemas Especialistas se-
gundo Lustosa [9] ainda restringem-se somente a domı´nios especı´ficos, sendo invia´vel pensar na
implementac¸a˜o de sistemas que respondam e reajam sobre temas gerais utilizando bases de conheci-
mento. Sem mencionar o fato de que a representac¸a˜o do conhecimento necessa´rio exigiria uma base
extremamente extensa.
Em [10], Liao faz um survey da a´rea de Sistemas Especialistas e os classifica em diversas catego-
rias, analisando trabalhos publicados de 1995 ate´ 2004. Nurminen et al [11] analisa alguns casos em
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que sistemas especialistas tiveram sucesso em aplicac¸o˜es industriais por longos perı´odos de tempo.
Todavia, o Sistema Especialista mais citado e´ o MYCIN [12], um dos primeiros SEs desenvolvidos,
em meados dos anos 1970, e seu objetivo e´ prover conselho a respeito de diagno´stico e terapia de
doenc¸as infecciosas. Com cerca de 450 regras e desenvolvido em Lisp [13], o MYCIN se saiu melhor
do que me´dicos novatos e na˜o especialistas, ficando pouco abaixo na me´dia de acertos dos me´dicos
especialistas. Mesmo assim, devido a questo˜es legais, na pra´tica ele na˜o e´ usado [14].
2.2.2 Ontologias
Uma conceituac¸a˜o e´ uma visa˜o abstrata e simplificada do mundo que se deseja representar para
algum propo´sito. Uma ontologia e´ uma especificac¸a˜o explı´cita de uma conceituac¸a˜o [15]. O termo
vem da filosofia, onde uma ontologia trata da natureza do ser, ou seja, da realidade, da existeˆncia dos
entes e das questo˜es metafı´sicas em geral [16].
Para sistemas de IA, o que “existe” e´ o que pode ser representado. Quando o conhecimento de um
domı´nio e´ representado num formalismo declarativo, o conjunto de objetos que podem ser represen-
tados e´ chamado de universo de discurso. Este conjunto de objetos, e as relac¸o˜es destes objetos que
podem ser descritas, sa˜o representados num vocabula´rio em um programa que pode representar o co-
nhecimento. Portanto, no contexto da IA, pode-se descrever a ontologia de um programa definindo-se
o conjunto de termos representativos. Nesta ontologia, definic¸o˜es associam os nomes das entidades
com textos legı´veis por seres humanos, que descrevem o que os nomes significam, e axiomas formais
que restringem a interpretac¸a˜o e o uso destes termos [15].
Segundo Oliveira et al [17], com a utilizac¸a˜o de ontologias e´ possı´vel definir uma infra-estrutura
para integrar sistemas inteligentes no nı´vel do conhecimento, trazendo grandes vantagens como:
• Colaborac¸a˜o: possibilitam o compartilhamento do conhecimento entre os membros interdisci-
plinares de uma equipe;
• Interoperac¸a˜o: facilitam a integrac¸a˜o da informac¸a˜o, especialmente em aplicac¸o˜es distribuı´das;
• Informac¸a˜o: podem ser usadas como fonte de consulta e de refereˆncia do domı´nio;
• Modelagem: as ontologias sa˜o representadas por blocos estruturados que podem ser reutiliza-
dos na modelagem de sistemas no nı´vel de conhecimento;
• Busca baseada em ontologia: recuperar recursos desejados em bases de informac¸a˜o estrutura-
das por meio de ontologias. Desta forma, a busca torna-se mais precisa e mais ra´pida, pois
quando na˜o e´ encontrada uma resposta exata a` consulta, a estrutura semaˆntica da ontologia
possibilita, ao sistema, retornar respostas pro´ximas a` especificac¸a˜o da consulta [17].
Gruber [15] propo˜e um conjunto ba´sico de crite´rios para o projeto de ontologias:
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• Claridade: uma ontologia deve comunicar efetivamente o significado pretendido dos termos
definidos. As definic¸o˜es devem ser objetivas; devem ser formais, ou seja, independentes de
contexto social ou computacional; completas (quando possı´vel); e documentadas em linguagem
natural.
• Coereˆncia: uma ontologia deve ser coerente, infereˆncias feitas devem ser consistentes com
as definic¸o˜es; ou seja, se uma sentenc¸a que pode ser inferida dos axiomas contradizer uma
definic¸a˜o ou exemplo informal, enta˜o a ontologia e´ incoerente.
• Extensibilidade: uma ontologia deve ser capaz de definir novos termos para usos especiais ba-
seados no vocabula´rio existente, sem que seja requerido uma revisa˜o das definic¸o˜es existentes.
• Mı´nima influeˆncia de co´digo: a influeˆncia de co´digo resulta quando as escolhas de representac¸a˜o
sa˜o feitas puramente para convenieˆncia da notac¸a˜o ou implementac¸a˜o. Estas influeˆncias devem
ser minimizadas.
• Mı´nimo comprometimento ontolo´gico: uma ontologia deve fazer o mı´nimo de alegac¸o˜es possı´veis
acerca do mundo sendo modelado, permitindo aos parceiros especializar e instanciar a ontolo-
gia livremente.
Um survey analisando va´rias ferramentas de projeto de ontologia pode ser encontrado em [18].
2.3 Sistemas Tutores Inteligentes
Uma definic¸a˜o de tutor e´ “um instrutor particular que ensina alguma habilidade ou conteu´do
educacional especı´fico para um estudante individual; tal interac¸a˜o um-a-um permite ao tutor aumentar
os conhecimentos ou habilidades do estudante mais rapidamente do que em uma classe de aula” [19].
Sistemas na˜o-humanos que possuam como objetivo o ensino na˜o sa˜o novidade: nos anos 20 do
se´culo passado, Sidney L. Pressey desenvolveu uma ma´quina com mu´ltiplas questo˜es e respostas.
Esta ma´quina apresentava um retorno imediato ao seu usua´rio, que saberia se havia errado ou na˜o
[20].
Desde Pressey e seu aparato mecaˆnico, os sistemas evoluı´ram, e hoje os sistemas tutores sa˜o
complexos sistemas computacionais, que incorporam te´cnicas de Inteligeˆncia Artificial (IA). Histo-
ricamente, como aponta Self [21], a pesquisa em STI comec¸ou em conjunto com a pro´pria pesquisa
em IA, e vem constantemente evoluindo, tanto em te´cnicas como em filosofias, como o pro´prio Self
mostra em [22].
De acordo com Rosatelli, “os Sistemas Tutores Inteligentes constituem uma tentativa de imple-
mentar, num sistema computacional, os me´todos tradicionais de ensino e aprendizado exemplificados
por uma interac¸a˜o um-a-um (entre tutor e aluno). O tutoramento um-a-um permite que o aprendizado
seja altamente individualizado e, consequ¨entemente, permite um melhor resultado” [23].
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Sendo os STIs derivados dos programas CAI (Computed Aided Instruction, ou Instruc¸a˜o assis-
tida por computador) [24], representam uma parte significativa da IA-ED (Inteligeˆncia Artificial na
Educac¸a˜o) e frequ¨entemente sa˜o considerados como se constituı´ssem toda a a´rea ao inve´s de apenas
uma parte dela, como de fato [23].
Um sistema de IA-ED e´ um sistema computacional para o ensino que tem algum grau de tomada
de decisa˜o autoˆnoma em relac¸a˜o a`s suas interac¸o˜es com os estudantes. Esse processo de decisa˜o e´
realizado durante as interac¸o˜es do sistema com os usua´rios e, geralmente o sistema precisa acessar
va´rios tipos de conhecimento e processos de raciocı´nio para habilitar tais deciso˜es a serem tomadas. A
IA-ED e´ parte da IA aplicada. As fontes para a a´rea de IA-ED veˆm de va´rias direc¸o˜es: primariamente
da cieˆncia da computac¸a˜o, psicologia, e educac¸a˜o, mas tambe´m de muitos outros campos, os quais
sa˜o os to´picos dos sistemas de IA-ED [23].
Ale´m dos Sistemas Tutores Inteligentes, a IA-ED tem tambe´m outros paradigmas, como a instruc¸a˜o
assistida por computador (CAI), micromundos, ambientes de aprendizado inteligentes e aprendiza-
gem colaborativa apoiada por computador. Dentre estes paradigmas, o que difere os STIs e´ exata-
mente o processo de tutoramente feito pelo sistema. Em outras palavras, o STI modela o entendimento
do aluno sobre um to´pico e a` medida que ele interage com o sistema realizando tarefas, compara o
conhecimento do aluno com um modelo do que se espera deste. Existindo diferenc¸as entre o aluno e o
que e´ esperado dele, o sistema se adapta para auxiliar o aluno a compreender o conteu´do a ser apren-
dido. Entretanto, esses paradigmas como CAI, aprendizagem colaborativa, etc, na˜o sa˜o mutuamente
excludentes, como, por exemplo, mostram os trabalhos relacionando a aprendizagem colaborativa e
STIs [25].
2.3.1 Componentes de um STI
Geralmente, a estrutura de um STI tem seu modelo dividido em treˆs mo´dulos: Mo´dulo do Es-
tudante, Mo´dulo do Domı´nio e Mo´dulo Pedago´gico ou do Tutor. Ale´m destes, um componente de
Interface tambe´m e´ geralmente mostrado, como ilustra a Figura 2.1, adaptada de [6] e [22].
Figura 2.1: Componentes de um STI
O mo´dulo do Estudante (tambe´m denominado do Aluno ou Aprendiz) armazena o modelo de um
estudante individual. Este modelo representa o conhecimento do aluno (obviamente simplificado e
2. Fundamentac¸a˜o Teo´rica 14
incompleto) num dado momento. A partir deste modelo, o sistema deve ser capaz de inferir o que
realmente o estudante sabe, e qual estrate´gia de ac¸a˜o a ser tomada pelo STI.
O Modelo do Estudante, segundo Self em [22] deve focar no processo de interac¸a˜o, extenso no
tempo, levando em considerac¸a˜o as ac¸o˜es do aluno, os contextos em que elas ocorreram, e as es-
truturas cognitivas do estudante nestes momentos. De fato, Self chama esse modelo de Modelo de
Interac¸a˜o, do qual os Modelos do Estudante tradicionais (assim como foram primeiramente concebi-
dos) sa˜o um subgrupo.
Na pra´tica, a modelagem do Estudante (ou da Interac¸a˜o) ainda e´ um processo “artesanal” e que
varia bastante entre os diversos STIs discutidos na literatura, como mostra Zhou em [26, 27], que faz
uma ana´lise de diferentes aspectos levados em conta na modelagem do Estudante num STI.
O Mo´dulo do Domı´nio (tambe´m denominado do Conhecimento) conte´m a informac¸a˜o que esta´
sendo ensinada. Segundo Bolzan et al [6], a modelagem do conhecimento a ser transmitido e´ de
grande importaˆncia para o sucesso do sistema como um todo, devendo-se procurar uma representac¸a˜o
do conhecimento que esteja preparada para o crescimento incremental do domı´nio.
Segundo Self [22], este mo´dulo deve conter um Modelo de Situac¸a˜o. O Modelo de Situac¸a˜o e´
uma extensa˜o do Modelo de Domı´nio comumente usado. Neste u´ltimo, o construtor do STI tende a
descrever o conhecimento em termos de fatos, princı´pios, etc., enquanto que no Modelo de Situac¸a˜o,
o foco deve estar na natureza das situac¸o˜es, contextos e interac¸o˜es; ou seja, um modelo dos aspectos
do conhecimento sobre o domı´nio [6]. Neste modelo o que existem sa˜o descric¸o˜es dos recursos
disponı´veis numa situac¸a˜o de aprendizado, e na˜o descric¸o˜es do conhecimento que se pretende ensinar.
O Mo´dulo Pedago´gico (ou do Tutor ou Tutorial), segundo Bolzan et al [6] oferece uma meto-
dologia para o processo de aprendizado. Possui o conhecimento sobre as estrate´gias e ta´ticas para
seleciona´-las em func¸a˜o das caracterı´sticas do aluno. As entradas deste mo´dulo sa˜o fornecidas pelo
Mo´dulo do Aluno.
Neste mo´dulo, segundo Self [22], temos um Modelo de Permisso˜es, uma extensa˜o do Modelo
Pedago´gico tradicional, no sentido de que o Modelo de Permisso˜es visa na˜o apenas modelar a selec¸a˜o
do conteu´do e estrate´gias, mas conduzir o aluno de acordo com objetivos e desafios educacionais, em
termos de “itens de conhecimento”, que podem ser aprendidos atrave´s de eventos particulares.
O Mo´dulo de Interface e´ o mo´dulo que controla a interac¸a˜o entre o tutor e o aluno. Neste mo´dulo,
encontramos uma variedade de implementac¸o˜es e estilos, variando desde simples janelas com ele-
mentos gra´ficos, ate´ reconhecimento de linguagem natural (como por exemplo, em [28]), e desde
sistemas com interface local ate´ sistemas de ensino a distaˆncia, geralmente com interface tipo Web.
2.3.2 STIs como Sistemas Multiagentes
Segundo Rabelo [5], vive-se atualmente um momento de ra´pida expansa˜o na utilizac¸a˜o de Sis-
temas Multiagentes (SMA) na construc¸a˜o de modernos e complexos sistemas distribuı´dos, nas mais
variadas a´reas.
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A a´rea de STIs na˜o e´ excec¸a˜o, e nos u´ltimos anos, cada vez mais arquiteturas com agentes veˆm
sendo pesquisadas, como pode-se ver no estudo de Bolzan e Giraffa em [6], que faz um estudo
comparativo entre STIs desenvolvidos como Sistemas Multiagentes Web, ale´m de outros exemplos
como [29, 30, 31, 32].
Segundo Gurer [33], o uso de agentes na concepc¸a˜o de sistemas educacionais traz algumas van-
tagens, tais como: reagir a`s ac¸o˜es do usua´rio, credibilidade, modelagem de sistemas colaborativos
multi-usua´rio e modularidade, pelo fato de que cada agente e´ um mo´dulo u´nico e independente do
outro, ficando mais fa´cil adicionar outros agentes a estes sistemas [6].
Em [6] sa˜o mostradas as seguintes vantagens da abordagem multiagente:
• conhecimento pode ser distribuı´do entre va´rios “tutores”, cada um com suas crenc¸as, desejos,
objetivos e planos de ac¸a˜o. Esta distribuic¸a˜o cria maiores oportunidades de variar te´cnicas
pedago´gicas;
• aprendiz interage com um tutor de forma mais flexı´vel;
• aprendiz pode passar conhecimentos ao tutor que sera˜o repassados a outros aprendizes.
2.3.3 Ferramentas de autoria de STIs
Segundo Murray [34], mesmo com os STIs cada vez mais se tornando comuns e com crescente
eficieˆncia no ensino comprovada, STIs ainda sa˜o difı´ceis e caros de serem construı´dos.
Para sistemas tradicionais de instruc¸a˜o por computador (CAI - computer aided instruction) e trei-
namento baseado em multimı´dia, existem va´rios sistemas de autoria (tambe´m chamados de sistemas
de autorac¸a˜o). Entretanto, esses sistemas carecem de recursos para construc¸a˜o de STIs. De fato,
estes sistemas focam nas ferramentas de construc¸a˜o de interface visuais atraentes, com telas interati-
vas e variados recursos para o projeto destas, enquanto as ferramentas para auxliar na construc¸a˜o da
representac¸a˜o do domı´nio e do modelo pedago´gico sa˜o extremamente simples, quando existentes.
Ferramentas de autoria para STIs, portanto, sa˜o um passo importante para a disseminac¸a˜o de
novos STIs, facilitando a produc¸a˜o destes com custos menos elevados. Ale´m dos custos, do ponto
de vista do professor ou autor do curso, a facilidade de desenvolvimento de um STI talvez seja um
dos pontos mais cruciais no uso de ferramentas de autoria, afinal STIs sa˜o sistemas complexos e na˜o
triviais.
Ferramentas de autoria de STIs, ao contra´rio dos sistemas de autorac¸a˜o tradicionais, devem, ale´m
da facilidade de desenvolvimento do curso, lidar com a complexidade inerente aos STIs, complexi-
dades estas que percorrem desde os campos de IA ate´ campos da psicologia do ensino. Ale´m disso,
ao contra´rio das ferramentas de autoria tradicionais, onde a apresentac¸a˜o/interac¸a˜o com o usua´rio
pouco sofre alterac¸o˜es, nas ferramentas de autoria para STIs a apresentac¸a˜o deve ser extremamente
adapta´vel, refletindo as mudanc¸as nos modelos do aluno e deciso˜es baseadas no modelo pedago´gico.
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Uma ana´lise sobre as ferramentas de autoria para STIs, bem como exemplos e classificac¸o˜es
destas, podem ser encontrados em [34].
2.4 Redes de Petri Objeto
A Rede de Petri (RdP) e´ uma ferramenta gra´fica e matema´tica que se adapta bem a um grande
nu´mero de aplicac¸o˜es em que as noc¸o˜es de eventos e de evoluc¸o˜es simultaˆneas sa˜o importantes.
Esta teoria nasceu da tese intitulada Comunicac¸a˜o com autoˆmatos, defendida por Carl Adam Petri
em 1962 na Universidade de Darmstadt, Alemanha. Entre as aplicac¸o˜es das Redes de Petri pode-se
citar: avaliac¸a˜o de desempenho, ana´lise e verificac¸a˜o formal em sistemas discretos, protocolos de
comunicac¸a˜o, interface homem-ma´quina e multimı´dia [35].
Graficamente, uma RdP pode ser representada por um grafo com dois tipos de no´s: lugares e
transic¸o˜es. Os no´s lugares sa˜o representados por cı´rculos, e as transic¸o˜es por trac¸os ou retaˆngulos.
Os arcos podem possuir pesos, ou seja, valores naturais positivos, e sa˜o sempre direcionados, ligando
um lugar a uma transic¸a˜o ou uma transic¸a˜o a um lugar. Os no´s lugares podem conter elementos
chamados de fichas. Ao conjunto de fichas associadas a cada lugar, num dado momento, da´-se o
nome de marcac¸a˜o.
Uma transic¸a˜o e´ dita sensibilizada, quando cada lugar que e´ conectado a` transic¸a˜o por um arco
lugar-transic¸a˜o (lugares de entrada da transic¸a˜o) tem um nu´mero de fichas maior ou igual ao peso do
arco. Transic¸o˜es que esta˜o sensibilizadas podem disparar, causando a retirada das fichas dos lugares
de entrada correspondentes ao peso do arco, e ao mesmo tempo inserindo fichas nos lugares de saı´da
(os lugares ligados a transic¸a˜o via arcos transic¸a˜o-lugar), correspondendo tambe´m aos pesos dos
arcos. Um exemplo e´ mostrado na figura 2.2.
A definic¸a˜o formal de Redes de Petri, bem como maiores explicac¸o˜es e exemplos pode ser visto
em [35].
Redes de Petri Objeto (RPO) sa˜o uma extensa˜o das Redes de Petri, em que sa˜o usadas te´cnicas
de modelagem orientadas a objeto, o que visa facilitar a modelagem de sistemas complexos. Lakos
em [36] traz uma definic¸a˜o formal para as RPO, e em [37] faz uma apanhado informal das RPO,
mostrando a evoluc¸a˜o dos formalismos relativos as Redes de Petri, desde as Redes de Petri Coloridas
ate´ as RPO.
Nas RPOs as fichas podem representar objetos, ou seja, carregam consigo tanto estruturas de
dados quanto me´todos que podem ser chamados para atuar sobre algum de seus dados.
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Figura 2.2: Um exemplo de Rede de Petri (a) Inı´cio (b) Depois da Transic¸a˜o1 ter disparado (c) Depois
da Transic¸a˜o2 ter disparado
Capı´tulo 3
Te´cnicas e Ferramentas
Neste capı´tulo sa˜o apresentadas as ferramentas utilizadas na construc¸a˜o do MathTutor. A comec¸ar
pela linguagem e plataforma Java, que e´ utilizada em todas as outras ferramentas.
Tambe´m e´ apresentado a ferramenta JavaCC, que gera analisadores sinta´ticos e le´xicos em Java.
Estes analisadores sa˜o usados na implementac¸a˜o de um compilador de Redes de Petri Objeto (sec¸a˜o
2.4) em um sistema de regras (descrito em 5.2).
Em seguida e´ apresentada a plataforma JADE, uma plataforma de suporte a sistemas multiagentes
desenvolvida em Java, e que contera´ os agentes tutores do MathTutor (ver sec¸a˜o 4.1). O shell de
Sistemas Especialistas JESS e´ apresentado, bem como a ferramenta para ontologias Protege´. Ambas
ferramentas utilizadas na modelagem e construc¸a˜o interna dos agentes tutores (ver 4.2).
Ale´m disso, a tecnologia de pa´ginas HTML dinaˆmicas Servlets, tambe´m e´ mostrada. Esta tecno-
logia e´ a base para a construc¸a˜o do mo´dulo de interface Web do MathTutor (ver em 5.4).
3.1 Java
A tecnologia Java e´ composta por uma linguagem de programac¸a˜o e por uma plataforma de soft-
ware. A linguagem de programac¸a˜o Java e´ orientada a objeto, simples e robusta ao mesmo tempo,
e seu projeto inclui recursos como seguranc¸a, portabilidade, desempenho e suporte a redes e siste-
mas distribuı´dos. Maiores discusso˜es sobre a linguagem Java e seus atributos, bem como um relato
histo´rico de seu desenvolvimento, podem ser encontrados no trabalho de Gosling [38], um dos cria-
dores da tecnologia Java.
Ao contra´rio de linguagens como C/C++, o co´digo em linguagem Java na˜o e´ compilado direta-
mente para co´digo de ma´quina especı´fico de um Sistema Operacional/Plataforma de Hardware, mas
para um co´digo intermedia´rio conhecido como bytecode. Este bytecode e´ executado em uma ma´quina
virtual (a JVM - Java Virtual Machine), ou seja, um software que “traduz” o bytecode para co´digo
de ma´quina real. Isso torna o co´digo feito em Java porta´vel para qualquer sistema em que haja uma
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ma´quina virtual implementada, ou seja, o mesmo bytecode criado num sistema Windows executa da
mesma maneira num sistema Linux, Unix, Solaris, ou outro qualquer, desde que haja a presenc¸a da
ma´quina virtual. Ale´m disso, as JVMs mais modernas tambe´m realizam ana´lise de performance do
co´digo, executando, por exemplo, compilac¸a˜o do bytecode para co´digo de ma´quina nativo de trechos
crı´ticos do co´digo.
Ale´m da ma´quina virtual, a plataforma Java e´ composta de uma API (Application Programming
Interface), um conjunto de componentes de software, em Java, pronto para ser usado. A API do Java
conte´m, por exemplo, classes direcionadas a` construc¸a˜o de interfaces gra´ficas para o usua´rio, recursos
de seguranc¸a em rede e sistemas distribuı´dos, ale´m de va´rios outros recursos. Para detalhes da API,
pode-se consultar a documentac¸a˜o existente no site do Java [39].
Por seus me´ritos, a tecnologia Java vem conquistando muitos pesquisadores e desenvolvedores, o
que se reflete no nu´mero de projetos que utilizam o Java, muitos dos quais gratuitos ou open-source.
Isto pode ser verificado com uma consulta ao site Java.net [40], que agrupa va´rias comunidades de
entusiastas/desenvolvedores do Java, ou ao SourceForge [41], site que agrupa va´rios projetos open-
source.
Devido a`s suas qualidades ja´ citadas, bem como ao grande nu´mero de projetos e fortes lac¸os
com a filosofia open-source, Java foi escolhida como linguagem e plataforma de desenvolvimento do
projeto MathTutor.
3.2 JavaCC
JavaCC (Java Compiler-Compiler) [42] e´ uma ferramenta gratuita desenvolvida em Java que gera
analisadores sinta´ticos e le´xicos em Java. Similar aos ja´ bem conhecidos Lex e YACC para ambientes
Unix, a vantagem e´ que o co´digo gerado pelo JavaCC e´ muito mais simples de ser lido por um ser
humano.
O JavaCC toma como entrada um arquivo de especificac¸a˜o de grama´tica. Este arquivo tem uma
estrutura muito similar a notac¸a˜o BNF (Backus Naur Form) [43]. Ale´m da descric¸a˜o da grama´tica,
o arquivo pode conter tambe´m co´digo Java embutido entre as construc¸o˜es da grama´tica, o que proveˆ
grande flexibilidade para os analisadores gerados.
Um dos muitos exemplos do uso do JavaCC encontra-se em [44], um projeto de implementac¸a˜o
da linguagem Python em Java.
Entretanto, o JavaCC na˜o tem disponı´vel muita documentac¸a˜o, excetuando-se os exemplos que
acompanham o pacote de instalac¸a˜o e (num nı´vel mais avanc¸ado) os reposito´rios de grama´ticas dis-
ponı´veis na Internet. Kodaganallur em [45] oferece um tutorial sobre o uso do JavaCC, com casos de
uso do mesmo.
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3.3 JADE
JADE (Java Agent Development Framework) [46] e´ um middleware para o desenvolvimento de
aplicac¸o˜es distribuı´das multiagentes, baseado na arquitetura de comunicac¸a˜o peer-to-peer [47].
JADE e´ inteiramente desenvolvido em Java, e segue os padro˜es da FIPA [48]. A FIPA (Founda-
tion for Intelligent Physical Agents) e´ uma organizac¸a˜o ligada a IEEE, que promove padro˜es para o
desenvolvimento de agentes inteligentes e sistemas multiagentes. Isso possibilita que os agentes im-
plementados em JADE se comuniquem com outros agentes que sigam o mesmo padra˜o. Ale´m disso,
JADE segue a filosofia open-source, sendo distribuı´do sob a licenc¸a LGPL [49].
Para mais detalhes sobre o JADE (sua arquitetura, funcionalidades e modelos conceituais), pode-
se consultar [47]; para uma ana´lise de desempenho da plataforma JADE, consulte [50]; ale´m da
pa´gina na Web [46], que conte´m links e trabalhos relacionados, bem como material atualizado da
plataforma.
3.3.1 Plataforma
A plataforma JADE segue o padra˜o da FIPA, e e´ mostrado na figura 3.1 (adaptado de [51]).
Figura 3.1: Arquitetura de refereˆncia de Plataforma de Agentes da FIPA
Nesta figura, pode-se observar o Agent Management System (AMS). O AMS e´ o agente que
controla o acesso e uso da plataforma de agentes, e existe um u´nico AMS em uma plataforma. O
AMS proveˆ servic¸os de gerenciamento de ciclo de vida dos agentes, servic¸os de busca, assim como
servic¸o de nomes (mantendo um direto´rio de identificadores de agentes - AID), usados pelos agentes
que devem se registrar com o AMS para obterem um AID va´lido.
O Directory Facilitator (DF) e´ o agente que registra os servic¸os oferecidos pelos agentes na
plataforma, e que proveˆ buscas por estes servic¸os. Ou seja, os agentes, ao entrarem na plataforma,
podem registrar os servic¸os que oferecem e, quando necessa´rio, podem consultar se ha´ algum agente
que oferec¸a determinado servic¸o.
O Sistema de Transporte de Mensagem (Message Transport System), tambe´m chamado de Canal
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de Comunicac¸a˜o de Agente (Agent Communication Channel - ACC) e´ o componente de software que
controla a troca de mensagens dentro da plataforma [51].
Tanto o AMS quanto o DF sa˜o agentes, e para interac¸a˜o com estes, necessita-se utilizar, nas
comunicac¸o˜es, a linguagem FIPA-SL0, a ontologia de gerenciamento de agentes FIPA, e o protocolo
de interac¸a˜o FIPA-Request. Entretanto, o JADE fornece, dentro de sua API, me´todos que encapsulam
muito desta complexidade.
Cada plataforma JADE pode ter va´rios Containers. Containers sa˜o os “locais” onde os agentes
efetivamente residem. Cada Container reside em um host ou ma´quina virtual Java (JVM). O conjunto
dos Containers forma uma plataforma. Cada plataforma tem um u´nico Container especial, denomi-
nado de principal (Main Container), em que geralmente reside o AMS, ale´m de ser responsa´vel pelo
registro dos outros Containers da plataforma. Caso outro Container seja iniciado como principal, este
fara´ parte de outra plataforma lo´gica. Esta arquitetura e´ mostrada na figura 3.2 (adaptado de [52]).
Figura 3.2: Containers e Plataformas JADE
3.3.2 Agentes JADE
Os agentes em JADE sa˜o, do ponto de vista da programac¸a˜o, objetos cujas classes extendem a
classe padra˜o dos agentes. Va´rias func¸o˜es ja´ esta˜o implementadas nesta classe padra˜o, o que poupa ao
programador muitas tarefas comuns, sobretudo as interac¸o˜es ba´sicas com a plataforma, como registro
do agente junto ao AMS. Ale´m disso, outras func¸o˜es para recebimento/envio de mensagens, e suporte
a` programac¸a˜o das ac¸o˜es dos agentes tambe´m esta˜o implementadas na classe padra˜o de agentes.
Os agentes em JADE utilizam o modelo de multitarefa. Em JADE, cada tarefa ou ac¸a˜o dos
agentes deve ser implementada como um Comportamento, ou Behaviour. Para isso, e´ necessa´rio que
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se extenda uma das diversas classes de Behaviour implementadas, disponı´veis na API. Feito isto,
basta que se associe uma instaˆncia desta classe de Behaviour a um agente, para que o agente possa
executar a ac¸a˜o programada.
Os diversos Behaviours sa˜o escalonados internamente, tendo cada agente, apenas uma thread de
execuc¸a˜o. Entretanto, diferentemente das threads Java, o escalonamento na˜o e´ preemptivo, ou seja,
uma vez o Behaviour sendo executado, ele so´ parara´ quando o seu me´todo de ac¸a˜o for inteiramente
executado. Isso traz como desvantagem o fato de que o programador deve estar atento, para que os
Behaviours ajam de maneira fluida, mas traz como vantagem melhor performance, possibilitando uma
u´nica thread por agente, eliminando questo˜es de sincronizac¸a˜o ao acesso de recursos e eliminando a
mudanc¸a de contexto entre diferentes threads [52]. A figura 3.3 (adaptado de [52]) ilustra o processo
interno de um agente em JADE.
Figura 3.3: Execuc¸a˜o interna de um agente JADE
Algumas classes de Behaviours, implementadas como classes abstratas, com algum comporta-
mento pre´-programado e que podem ser usadas para criar subclasses sa˜o:
• OneShotBehaviour: para ac¸o˜es que sa˜o executadas apenas uma vez; as ac¸o˜es geralmente sa˜o
simples e de co´digo rapidamente executado.
• CyclicBehaviour: para ac¸o˜es executadas ciclicamente, sem um fim especificado; as ac¸o˜es
geralmente tambe´m sa˜o de co´digo rapidamente executado.
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• SequentialBehaviour: este Behaviour conte´m dentro de si, outros Behaviours, sendo que
cada sub-Behaviour e´ executado numa sequ¨eˆncia, e termina quando o u´ltimo dos sub-Behaviours
terminar.
• FSMBehaviour: esta classe tambe´m tem sub-Behaviours, e estes sa˜o executados de acordo com
uma ma´quina de estados finitas definida pelo usua´rio.
• WakerBehaviour: implementa uma tarefa a ser executada apenas uma vez apo´s um determi-
nado perı´odo de tempo.
• TickerBehaviour: semelhante ao CyclicBehaviour, mas cada execuc¸a˜o e´ realizada apo´s um
perı´odo de tempo determinado.
Ale´m disso, ha´ Behaviours para serem usados com alguns protocolos de interac¸a˜o FIPA. Um
exemplo e´ o par de Behaviours: SubscriptionInitiator e SubscriptionResponder, que imple-
mentam o protocolo de interac¸a˜o FIPA-Subscribe. A lista completa de Behaviours disponı´veis pode
ser encontrada atualizada no site do JADE [46].
Um agente em JADE pode estar em diversos estados, de acordo com a especificac¸a˜o FIPA para o
ciclo de vida da plataforma de agente (ver figura 3.4, adaptado de [51]):
• Iniciado: o objeto agente foi construı´do (instanciado), mas na˜o foi registrado com o AMS, na˜o
tem nome ou enderec¸o va´lidos e na˜o pode se comunicar com outros agentes.
• Ativo: o objeto agente esta´ registrado junto ao AMS, tem um nome e enderec¸o va´lidos e pode
acessar todos os recursos do JADE.
• Suspenso: o objeto agente esta´ parado, sua thread interna esta´ suspensa e nenhum Behaviour
esta´ sendo executado.
• Esperando: o objeto agente esta´ bloqueado, esperando por algo; sua thread interna esta´ espe-
rando uma condic¸a˜o de sincronizac¸a˜o Java e vai retornar a execuc¸a˜o quando alguma condic¸a˜o
se tornar verdadeira (geralmente, quando uma mensagem chegar).
• Excluı´do: o agente esta´ definitivamente morto, sua thread interna terminou a execuc¸a˜o e o
agente na˜o esta´ mais registrado no AMS.
• Em traˆnsito: um agente mo´vel entra neste estado enquanto esta´ migrando para um novo local;
o sistema continua a guardar mensagens num buffer, mensagens estas que sera˜o entregues na
nova localizac¸a˜o [51].
3.3.3 Mensagens ACL
O paradigma de comunicac¸a˜o entre os agentes, adotado pelo JADE, e´ a passagem assı´ncrona de
mensagens. Cada agente tem uma fila de mensagens (estilo mailbox). Ao chegar uma mensagem para
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Figura 3.4: Ciclo de vida de um agente definido pela FIPA
um agente, este e´ notificado, e a manipulac¸a˜o desta mensagem e´ de responsabilidade de um Behaviour
(devidamente codificado pelo programador).
As mensagens seguem o formato ACL (Agent Communication Language - Linguagem de Comunicac¸a˜o
de Agentes), definida pela FIPA [48]. Dentre os campos de uma mensagem, encontram-se:
• sender: o agente que esta´ enviando esta mensagem.
• receivers: uma lista dos agentes que devem receber a mensagem.
• performative: e´ a intenc¸a˜o da comunicac¸a˜o. Pode ser: REQUEST, se o agente remetente quer
que o agente receptor fac¸a alguma ac¸a˜o; INFORM, se o remetente quer que o receptor fique a par
de um fato; QUERY IF, se o remetente quer saber se determinada proposic¸a˜o e´ verdadeira ou
na˜o; CFP, PROPOSE, ACCEPT PROPOSAL, REJECT PROPOSAL, usadas quando da negociac¸a˜o
entre agentes.
• content: o conteu´do propriamente dito da mensagem (por exemplo, se for uma mensagem
QUERY IF, o conteu´do e´ uma proposic¸a˜o em uma linguagem definida, que o remetente deseja
saber se e´ va´lida ou na˜o para o receptor).
• language: indica a linguagem usada para expressar o conteu´do da mensagem.
• ontology: indica uma ontologia a ser usada na comunicac¸a˜o.
• conversation-id, reply-with, in-reply-to, reply-by: campos usados para controle de va´rias con-
versas simultaˆneas [52].
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3.3.4 Outros Recursos do JADE
A plataforma JADE tem diversos outros recursos, tais como o suporte a ontologias definidas pelo
usua´rio e suporte a mobilidade de agentes, seguindo a especificac¸a˜o e ontologia de mobilidade de
agentes definidas pela FIPA.
Ale´m disso, tambe´m implementa outros aspectos como replicac¸a˜o de Containers, toleraˆncia a
falhas e outros recursos, disponı´veis especialmente para os administradores dos ambientes. Mais
detalhes sobre estes recursos em [53].
3.4 JESS
JESS (Java Expert System Shell) [54] compreende um shell para Sistemas Especialistas e uma
linguagem de script.
JESS foi escrito em Java, o que traz grandes vantagens, tais como: possibilidade de interatividade
entre co´digo Java e JESS; possibilidade de se interagir diretamente com elementos JESS atrave´s de
co´digo Java; ale´m de outras inerentes a plataforma Java.
JESS foi desenvolvido pelo Dr. Friedman-Hill, e atualmente se descreve dando eˆnfase no motor
de infereˆncia (rule engine), uma vez que como pode-se ver em [10], o termo Sistema Especialista se
tornou mais amplo do que os Sistemas Baseados em Regras (embora ainda possa se encontrar ambos
como sinoˆnimos).
JESS nasceu como um clone do CLIPS [55], portanto o JESS utiliza este estilo de sintaxe. JESS
foi implementado utilizando o algoritmo Rete [56], o que o torna extremamente ra´pido, pore´m essa
velocidade e´ obtida em troca de consumo de memo´ria. O manual do JESS, tambe´m disponı´vel online
em [54], traz uma sec¸a˜o onde comenta e analisa a implementac¸a˜o do JESS seguindo o algoritmo Rete.
3.4.1 Regras e Fatos
O JESS e´ um motor de um sistema de regras. Regras sa˜o expresso˜es da forma “SE-ENT ˜AO”.
Em JESS, a parte “SE” e´ uma lista de proposic¸o˜es que devem ser verdadeiras para a regra poder
ser executada. Estas proposic¸o˜es podem ser basicamente de dois tipos: um modelo para um fato
constante na base de fatos; ou uma func¸a˜o que deve ser avaliada como verdadeira. Geralmente na
construc¸a˜o de um sistema especialista, usa-se mais modelos para fatos. A parte “ENT ˜AO” e´ formada
por uma lista de func¸o˜es que (tipicamente) alteram de alguma forma a base de fatos.
Os fatos em JESS podem ser de dois tipos: ordenados e na˜o-ordenados. Fatos ordenados sa˜o
constituı´dos simplesmente de uma lista ordenada de elementos, ou a´tomos, que podem ser sı´mbolos,
strings ou nu´meros. Abaixo, um exemplo de um fato ordenado, constituı´do do sı´mbolo “fato”, do
nu´mero 12 e de uma cadeia de caracteres “um texto qquer”:
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(fato 12 "um texto qquer")
Fatos na˜o-ordenados sa˜o muito parecidos com objetos: teˆm uma “classe” e campos, chamados
slots, mas com a diferenc¸a que na˜o conte´m me´todos. A “classe” dos fatos na˜o-ordenados e´ chamado
de template, e e´ definida com a func¸a˜o deftemplate. O exemplo abaixo mostra uma definic¸a˜o de






(humano (nome "Fulano da Silva") (idade 36) (estado casado))
Para se definir uma regra, em JESS usa-se a func¸a˜o defrule, como ilustrado no exemplo abaixo:
(defrule casamento-forcado
?fato <- (humano (nome ?n) (idade 21))
=>
(modify ?fato (estado casado))
(printout t "O humano " ?n " acabou de casar")
)
Acima, casamento-forcado e´ o nome da regra. A segunda linha faz parte do “SE” da regra e
mostra um modelo (ou uma “ma´scara”) para um fato a ser encontrado na base de fatos. Este modelo
informa que e´ um fato de template humano e com idade igual a 21. O nome na˜o sofre nenhuma
restric¸a˜o, apenas seu valor e´ guardado numa varia´vel auxiliar da regra, a varia´vel ?n. O estado, na˜o
mencionado, tambe´m na˜o sofre nenhuma restric¸a˜o. O fato em si que combinar com o modelo sera´
armazenado na varia´vel ?fato (apesar de mais de um fato poder “encaixar” com a ma´scara fornecida,
apenas um fato e´ escolhido em cada execuc¸a˜o da regra).
O sı´mbolo “=>” separa as duas partes da regra. Depois dele se encontra a parte “ENT ˜AO”,
formada por func¸o˜es. A primeira func¸a˜o mostrada e´ a func¸a˜o modify, que altera um ou mais slots
de um fato na˜o-ordenado. Neste caso, muda o slot estado de seu valor atual (seja qual for) para
casado. A segunda func¸a˜o, printout, e´ utilizada para enviar uma mensagem para a tela (ou outra
saı´da). Note que nesta func¸a˜o, usa-se a varia´vel ?n, definida no modelo para o fato, e que conte´m o
valor do slot nome do fato encontrado.
Utilizando a regra e template definidos acima, apresenta-se uma possı´vel utilizac¸a˜o destes no
console do JESS. Observe que a func¸a˜o assert insere um fato na base de fatos, e a func¸a˜o run inicia
o motor de infereˆncia:
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(assert
(humano
















> O humano Ciclano da Silva acabou de casar
> O humano Beltrano da Silva acabou de casar
Para maiores informac¸o˜es, a pa´gina na Web do JESS [54] conte´m o material oficial e atualizado,
pois novas verso˜es do JESS ainda esta˜o sendo desenvolvidas.
3.5 Protege´
Protege´ [57] e´ uma ferramenta para ontologias desenvolvida na Universidade Stanford, utilizando
a linguagem Java e seguindo a filosofia open-source.
O modelo de conhecimento do Protege´ e´ compatı´vel com OKBC (Open Knowledge Based Con-
nectivity), incluindo suporte para classes e hierarquia de classes com heranc¸a mu´ltipla, templates e
seus slots; especificac¸a˜o de facetas (restric¸o˜es) arbitra´rias e pre´-definidas para os slots, o que inclui
valores permitidos, restric¸o˜es de cardinalidade, valores padra˜o e slots de valores inversos (contra´rios);
metaclasses e hierarquia de metaclasses.
Do ponto de vista do programador, os principais recursos do Protege´ sa˜o:
• Modelagem de classes: Protege´ fornece uma interface gra´fica que modela classes, seus atributos
e relacionamentos.
• Edic¸a˜o de instaˆncias: para as classes modeladas, Protege´ automaticamente gera formula´rios
interativos que possibilitam os usua´rios de entrar com instaˆncias va´lidas.
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• Processamento do modelo: Protege´ tem uma API com extenso˜es que ajudam a definir semaˆntica,
executar consultas e definir comportamentos lo´gicos.
• Troca de modelo: os modelos resultantes (classes e instaˆncias) podem ser carregados e salvos
em va´rios formatos, incluindo XML, UML, RDF (Resource Description Framework) e ate´
mesmo em banco de dados [58].
Uma das maiores vantagens do Protege´ e´ a sua arquitetura aberta e modular, o que permite aos de-
senvolvedores adicionar novas funcionalidades criando plug-ins. Ha´ inclusive um plug-in que conecta
o Protege´ ao JESS (JessTab), possibilitando a definic¸a˜o de regras para derivar novo conhecimento da
base de dados existente. Uma lista atualizada dos plug-ins, bem como links e material sobre Protege´
pode ser encontrado na sua pa´gina Web [57].
3.6 Servlets
Servlets, em conjunto com a tecnologia JSP (JavaServer Pages), formam a base sobre a qual as
tecnologias Java apresentam interfaces via Web ao usua´rio.
Interfaces sa˜o essenciais em qualquer sistema computacional, pois nenhum sistema computacio-
nal e´ totalmente fechado (se assim o fosse, na˜o teria muita utilidade). E interfaces homem-ma´quina
(IHM) sa˜o especialmente importantes, pois muitos sistemas, em u´ltima instaˆncia, sa˜o construı´dos
pelos e para os humanos.
Cada vez mais importantes devido ao crescente aumento da “simbiose” entre humanos e apare-
lhos, sobretudo sistemas computacionais, as IHM ainda sa˜o um campo vasto de estudo, como pode ser
visto no capı´tulo 2 de [59]. Ale´m disso, oferece ainda vastos desafios e dificuldades, bem colocados
por Myers em [60].
A expressa˜o Interface Web tem sido usada para designar todas as interfaces que seguem o padra˜o
adotado pela World Wide Web.
O padra˜o de interface na Web sa˜o pa´ginas contendo hipertexto. A linguagem em que este hiper-
texto e´ expresso e´ a HTML (Hyper Text Markup Language) [61], uma linguagem padronizada (pelo
World Wide Web Consortium [62], ou W3C, responsa´vel por muitos padro˜es da Web) que utiliza de
marcac¸o˜es dentro do texto, a fim de formata´-lo. De fato, uma pa´gina HTML e´ basicamente texto puro,
sendo que um programa navegador (o browser) interpreta as marcac¸o˜es e desenha na tela a interface
desejada. A figura 3.5 ilustra este processo, partindo desde a pa´gina HTML do servidor Web, ate´ a
visa˜o pelo usua´rio.
No inı´cio da Internet, as pa´ginas HTML continham basicamente texto e raramente algumas figu-
ras. Isso era devido tanto ao (pouco) pu´blico que acessava a rede (com interesses mais acadeˆmicos)
quanto a` limitac¸a˜o de estrutura (baixa banda de rede). Com o crescimento e popularidade da Internet,
estas pa´ginas passaram a mostrar mais elementos (como vı´deos), mas ainda assim, seus conteu´dos
continuavam esta´ticos.
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Figura 3.5: O caminho de uma pa´gina HTML
Uma forma de interac¸a˜o comec¸ou com os formula´rios (forms) HTML. Esses formula´rios sa˜o
simplesmente campos dentro de pa´ginas HTML que podem ser preenchidas pelo usua´rio e cujos
conteu´dos podem ser enviados para o servidor Web. Ale´m disso, scripts tambe´m passaram a ser
permitidos (e interpretados) dentro do HTML, sobretudo JavaScript.
Estes scripts proporcionaram algum incremento na parte cliente (o computador do usua´rio), so-
bretudo na parte gra´fica, mas o conteu´do em si das pa´ginas continuava esta´tico.
Enta˜o, uma nova modalidade de arquitetura surgiu, fazendo com que o conteu´do das pa´ginas na˜o
fosse mais esta´tico, retirado de arquivos HTML pre´-escritos, mas possibilitando que fosse gerado
dinamicamente por programas (figura 3.6). Esta te´cnica se popularizou devido ao surgimento do CGI
(Common Gateway Interface) [63], uma especificac¸a˜o para que servidores de pa´ginas HTML pudes-
sem se comunicar com outros programas. Estes programas, genericamente chamados de CGI scripts,
no inı´cio eram na verdade pequenos programas em C/C++. Atualmente, existe uma diversidade de
linguagens sendo usadas, dentre elas as mais conhecidas sa˜o Perl, PHP, ASP.Net e JSP.
A tecnologia Servlet [64] e´ a proposta da tecnologia Java para o desenvolvimento de aplicac¸o˜es
estilo CGI. Enquanto nesta u´ltima o servidor Web instancia um programa externo (o genericamente
chamado script CGI), criando um novo processo no servidor, e desalocando-o da memo´ria quando
terminado, no paradigma de Servlets isto na˜o e´ necessa´rio.
Servlets sa˜o programas em Java que residem num servidor, que pode ou na˜o (o mais comum) ser
o mesmo servidor responsa´vel pelas pa´ginas HTML esta´ticas. Este servidor controla o ciclo de vida
do Servlet, que fica residente na memo´ria, na˜o necessitando criac¸a˜o/destruic¸a˜o de processos a cada
requisic¸a˜o do usua´rio. O mais conhecido destes servidores e´ o Tomcat [65].
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Figura 3.6: Arquiteturas Web
O “trabalho” dos Servlets pode ser resumidos nos seguintes passos, segundo Hall[66]:
• Ler os dados enviados pelo usua´rio: tipicamente dados vindos de um formula´rio HTML.
• Recuperar informac¸a˜o da requisic¸a˜o: informac¸a˜o embutida na requisic¸a˜o do protocolo HTTP,
tal como qual navegador esta´ sendo usado e outros.
• Gerar resultados: processa os dados e obte´m algum resultado.
• Formata o resultado: sendo que o formato final geralmente e´ uma pa´gina HTML a ser visuali-
zada pelo usua´rio.
• Configura paraˆmetros de resposta do HTTP: paraˆmetro como o tipo de documento retornado
(HTML, texto puro, entre outros tipos).
• Envia a resposta ao cliente.
Ha´ ainda de se citar os JSP (Java Server Pages) [67], que aparentemente se parecem mais com a
linguagem PHP e outros scripts CGI, onde o co´digo aparece dentro da pa´gina HTML. Entretanto, o
pro´prio servidor que trata dos JSP, os converte para Servlets equivalentes. Abaixo, um exemplo de




Hello World, now is <%= new java.util.Date() %>
</BODY>
</HTML>
E um Servlet que produz o mesmo resultado:




public class HelloWorld extends HttpServlet {
public void doGet(HttpServletRequest request,
HttpServletResponse response)
throws ServletException, IOException {
response.setContentType("text/html");











Exemplos adaptados de [66].
Devido a`s suas qualidades e a popularizac¸a˜o da pro´pria plataforma Java, Servlets e/ou JSPs teˆm
sido amplamente usados no desenvolvimento de sistemas voltados para Web.
Capı´tulo 4
MathTutor
O sistema MathTutor comec¸ou como um Sistema Tutor Inteligente via Web desenvolvido dentro
do projeto MathNet [68], destinado a apoiar o ensino de conceitos de abstrac¸a˜o de dados e pro-
cedimentos, da disciplina de Fundamentos da Estrutura da Informac¸a˜o, do curso de Engenharia de
Controle e Automac¸a˜o da Universidade Federal de Santa Catarina (UFSC) [69]. Entretanto, devido a`
evoluc¸a˜o do projeto, atualmente e´ mais correto identifica´-lo como um sistema de autoria de STIs.
4.1 O modelo conceitual MATHEMA
A arquitetura do MathTutor e´ baseada no modelo conceitual MATHEMA [3], um modelo para
concepc¸a˜o e desenvolvimento de ambientes de aprendizagem assistidos por computador.
No modelo conceitual MATHEMA o conhecimento sobre um domı´nio e´ modelado sob duas di-
menso˜es: uma visa˜o externa e uma visa˜o interna.
A visa˜o externa e´ um esquema de particionamento do conhecimento baseado em suposic¸o˜es epis-
temolo´gicas, estando comprometido com alguma visa˜o particular do domı´nio. Consiste de uma pers-
pectiva tridimensional [1]:
• Contexto: compo˜e-se de diferentes pontos de vista acerca de um domı´nio de conhecimento
constituindo-se de representac¸o˜es ou abordagens diferentes sobre um mesmo objeto de conhe-
cimento;
• Profundidade: relativa a um contexto particular, o conhecimento associado pode ser dividido
de acordo com as metodologias usadas para lidar com os seus conteu´dos;
• Lateralidade: relativa a um contexto e profundidade especı´ficos, refere-se a conhecimentos
complementares que podem ser apontados para permitir que o estudante adquira conhecimentos
relacionados ou fora do escopo do curso [70].
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Na visa˜o interna, cada conhecimento associado a um sub-domı´nio e´ organizado em um ou mais
currı´culos. Cada currı´culo consiste de um conjunto de unidades pedago´gicas (UP) e cada UP e´ associ-
ada a um conjunto de Problemas. Cada Problema conte´m unidades de interac¸a˜o (UI) que sa˜o unidades
mais refinadas que apresentam os problemas ao estudante, e que sa˜o efetivamente responsa´veis pela
interac¸a˜o com o estudante.
A arquitetura do modelo MATHEMA consiste de treˆs mo´dulos: uma sociedade de agentes tu-
tores artificiais, uma interface do estudante e uma interface de autoria (figura 4.1, ja´ apresentada na
introduc¸a˜o e replicada aqui para melhor visualizac¸a˜o).
Figura 4.1: Arquitetura do modelo MATHEMA
Na sociedade de agentes tutores artificiais (SATA), cada agente, ale´m das capacidades de comunicac¸a˜o
e cooperac¸a˜o, conte´m um sistema tutor inteligente completo, focado num sub-domı´nio do conheci-
mento, modelado de acordo com os para´grafos acima. O fato do sistema consistir de uma sociedade
multiagente permite a distribuic¸a˜o dos conteu´dos e dados do modelo do aluno entre va´rios agentes
que cooperam no tutoramento [70].
A interface do estudante consiste no STI em si, em que o aluno tem acesso ao tutor. A interface
de autoria permite a definic¸a˜o da estrutura do curso e seus conteu´dos, ou seja, o conhecimento a ser
ensinado.
4.2 Modelagem do MathTutor
O Modelo de Domı´nio adotado pelo MathTutor e´ uma base de dados com os conteu´dos a serem
ensinados atrave´s de pa´ginas HTML interativas, o que e´ conseguido atrave´s do uso da tecnologia Java
Servlets [64] (ver sec¸a˜o 3.6).
O conjunto de pa´ginas HTML e´ organizado de acordo com grafos de pre´-requisitos determinados
pelo autor do STI. De acordo com a visa˜o interna do MATHEMA, existe um ou mais currı´culos, e
cada currı´culo conte´m Unidades Pedago´gicas. O primeiro grafo de pre´-requisitos determinado pelo
autor e´ o grafo do currı´culo, que reflete as relac¸o˜es de pre´-requisitos entre as UPs. Para cada UP, e´
definido outro grafo, que representa as relac¸o˜es de pre´-requisitos entre os Problemas daquela UP. Para
cada Problema, existe um conjunto de Unidades de Interac¸a˜o, sendo que uma ou mais pa´ginas HTML
representam uma UI.
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O formalismo adotado para o Modelo do Estudante e´ um subconjunto da lo´gica de primeira or-
dem modelado atrave´s de uma ontologia desenvolvida na ferramenta Protege´ [57] e suportado pelos
mecanismos da base de conhecimento JESS [54]. O modelo conte´m informac¸a˜o esta´tica, que con-
siste dos dados de identificac¸a˜o e prefereˆncias do estudante, e informac¸a˜o dinaˆmica, que consiste de
descric¸o˜es das atividades do aprendiz durante todas as sec¸o˜es de interac¸a˜o do aluno com o sistema
[2].
Uma vez que a interac¸a˜o geral do estudante com o sistema tutor significa percorrer va´rios currı´culos,
contidos em va´rios agentes, os dados acerca das interac¸o˜es do aluno com o sistema ficam distribuı´dos
pelos diversos agentes. Estas informac¸o˜es sa˜o basicamente resumos, que conte´m as UPs visitadas e
para cada UP, quais Problemas e Unidades de Interac¸a˜o foram visitadas e o desempenho do aprendiz
em cada uma delas.
O Modelo Pedago´gico controla a interac¸a˜o entre o aluno e cada agente do sistema. Este modelo e´
implementado por Redes de Petri Objeto (RPOs), automaticamente traduzidas em sistemas especia-
listas baseado em regras. As fichas da RPO sa˜o compostas por um objeto que identifica o aprendiz. As
transic¸o˜es sa˜o controladas por condic¸o˜es lo´gicas que se referem ao Modelo do Estudante e disparam
estas transic¸o˜es produzindo ac¸o˜es que atualizam o Modelo do Estudante [2].
De fato, o modelo pedago´gico e´ implementado em dois nı´veis, cada nı´vel sendo representado por
uma RPO.
A Rede de Petri Objeto de primeiro nı´vel, tambe´m denominada RPO do Modelo Pedago´gico
(RPO-MP), reflete a estrutura de relac¸o˜es de pre´-requisitos entre as Unidades Pedago´gicas. Na RPO-
MP os lugares correspondem aos problemas de cada UP, e as transic¸o˜es controlam o fluxo dentro
da polı´tica de pre´-requisitos definida pelo autor do STI. Apesar disso, o aluno ainda pode alterar a
sua navegac¸a˜o dentro do curso, atrave´s de opc¸o˜es na interface (como por exemplo, revisar conteu´dos
concluı´dos, ou enta˜o comunicar-se com outros estudantes que estejam tambe´m no sistema).
A Rede de Petri Objeto de segundo nı´vel, tambe´m denominada RPO do Problema (RPO-Pb),
controla a interac¸a˜o do aluno com as va´rias Unidades de Interac¸a˜o disponı´veis para cada problema
especı´fico, levando em conta a resposta do estudante e outros atributos do Modelo do Estudante, de
acordo com cena´rios pre´-especificados.
4.3 Um STI para Fundamentos da Estrutura da Informac¸a˜o
Como exemplo ilustrando as sesso˜es anteriores, e´ mostrado a seguir a modelagem do STI desen-
volvido para a disciplina Fundamentos da Estrutura da Informac¸a˜o.
Seguindo o modelo MATHEMA, na visa˜o externa o domı´nio de conhecimento e´ dividido em
dois contextos: teo´rico e pra´tico; e cada contexto e´ trabalhado em duas profundidades: abstrac¸a˜o
procedural e abstrac¸a˜o de dados. Desta forma, a sociedade multiagente (SATA) consiste de quatro
agentes tutores, cada um responsa´vel por um dos seguintes sub-domı´nios [2]:
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• PT - Abstrac¸a˜o procedural teo´rica;
• PP - Abstrac¸a˜o procedural pra´tica;
• DT - Abstrac¸a˜o de dados teo´rica;
• DP - Abstrac¸a˜o de dados pra´tica.
Neste modelo, as UPs para cada contexto (teo´rico e pra´tico) sa˜o os mesmos, apenas a abordagem
utilizada dentro de cada UP e´ diferente.
Para ilustrar, um possı´vel currı´culo com foco na abstrac¸a˜o procedural (PT ou PP) e´ mostrado na
figura 4.2 abaixo:
Figura 4.2: Grafo de Pre´-Requisitos para um currı´culo do STI de Fundamentos da Estrutura da
Informac¸a˜o
Neste currı´culo, as Unidades Pedago´gicas, com seus respectivos problemas sa˜o:
• UP1 - Introduc¸a˜o
• UP2 - Elementos de Programac¸a˜o
Pb1 - Expresso˜es
Pb2 - Tipos primitivos de dados
Pb3 - Expresso˜es condicionais
Pb4 - Func¸o˜es
• UP3 - Processos e Procedimentos
Pb1 - Func¸o˜es Recursivas
Pb2 - Func¸o˜es Iterativas
Pb3 - Ordem de Crescimento
• UP4 - Func¸o˜es de Ordem Superior
Pb1 - Func¸o˜es como Argumento
Pb2 - Uso do Lambda
• UP5 - Abstrac¸a˜o de Dados
Pb1 - Listas
Pb2 - Manipulac¸a˜o de Listas
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Note que apesar de uma UP ter como conteu´do a abstrac¸a˜o de dados (UP5), o foco dos conteu´dos
sa˜o os procedimentos.
Na figura 4.3 e´ mostrado o grafo com as UPs expandidas, visualizando os problemas dentro de
cada UP.
Figura 4.3: O Grafo de Pre´-Requisitos com os Problemas visualizados
Do grafo mostrado na figura 4.3, e´ gerada a RPO-MP. Para cada problema representado na RPO-
MP podem existir diversos RPO-Pb, cada uma com uma abordagem pedago´gica diferente. O com-
portamento das RPO-Pb sa˜o projetados pelos desenvolvedores do MathTutor, restando ao professor
apenas fornecer os conteu´dos de acordo com a definic¸a˜o da rede.
Nesta implementac¸a˜o, apresenta-se como exemplo uma RPO-Pb bastante simples, contendo ape-
nas UI simples (pa´ginas HTML sem grande interatividade). Ver figura 4.4.
Figura 4.4: Rede de Petri Objeto de segundo nı´vel do Modelo Pedago´gico
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Os lugares Exp, Exa e Exe esta˜o associados, respectivamente, a`s UIs de explicac¸a˜o, exemplo e
exercı´cio, ou seja, quando uma ficha se encontrar num destes lugares, a UI correspondente sera´ ativada
e apresentada ao aluno. Apesar do tipo da UI ser sempre o mesmo, a atividade em si e´ diferente a
cada vez que uma ficha se encontrar em cada lugar, pois durante a construc¸a˜o do curso o autor do
STI associa diversas opc¸o˜es de explicac¸o˜es, exemplos e exercı´cios para cada problema, e o sistema
identifica quais opc¸o˜es ja´ foram vistas, pois isso consta da parte dinaˆmica do Modelo do Estudante.
Os demais lugares da RPO-Pb sa˜o lugares de controle. O lugar Begin corresponde a uma apresentac¸a˜o
central do problema, que leva uma das UIs dependendo do Modelo do Estudante ou o seu feedback.
O lugar Halt sinaliza ao sistema que por algum motivo, o estudante decidiu terminar a interac¸a˜o com
o sistema. O lugar End sinaliza ao sistema que o aluno concluiu este problema da UP.
Capı´tulo 5
Implementac¸a˜o
Como visto na sec¸a˜o 4.1, dentre os mo´dulos do MathTutor (ver arquitetura na figura 4.1), ha´ uma
sociedade de agentes tutores artificiais (SATA), sendo que cada um destes agentes conte´m dentro de
si, um sistema tutor completo. Este mo´dulo se comunica com o mo´dulo da Interface do Estudante,
como mostra a figura 5.1.
Neste capı´tulo abordaremos os mo´dulos computacionais implementados.
Figura 5.1: Elementos Implementados
Na figura 5.1 pode-se ver que alguns mo´dulos residem dentro do servidor Tomcat. Estes fa-
zem parte da Interface do Estudante, e sa˜o o elo de ligac¸a˜o entre o aluno e os agentes tutores da
SATA. O mo´dulo dos Servlets consiste num conjunto de Servlets implementados, especializados na
manipulac¸a˜o da interface Web com o estudante. Estes, por sua vez, se comunicam com um agente
de interface. O agente de interface implementado consiste de um agente que faz a ligac¸a˜o entre os
Servlets e a sociedade dos agentes tutores. Este agente e´ necessa´rio pois os Servlets na˜o conseguem
diretamente lidar com a troca de mensagens entre os agentes, que e´ o seu meio de comunicac¸a˜o.
Ale´m disso, um tipo de agente tutor tambe´m foi implementado. Trata-se de um agente tutor
gene´rico, ou seja, o tutorial/curso que ele conte´m dentro de si na˜o e´ esta´tico. De fato, o tutor que ele
carrega depende da definic¸a˜o de um curso provido por um instrutor/professor, o que devera´ ser feito
pelo mo´dulo da Interface de Autoria.
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Ale´m disso, dois mo´dulos que compo˜em parte da Interface de Autoria (ver 4.1) do modelo do
MathTutor foram implementados. Estes mo´dulos fazem parte do fluxo que a definic¸a˜o de um curso
deve seguir, e esta˜o representados por desenhos de computadores na figura 5.2.
Figura 5.2: Fluxo da definic¸a˜o de um curso - Interface de Autoria
Com isso, pode-se perceber que cada mo´dulo do modelo MATHEMA (ver sec¸a˜o 4.1) ilustrado na
figura 4.1 teve sua estrutura computacional ba´sica implementada.
A seguir, analisaremos alguns dos mo´dulos implementados, em maior profundidade.
5.1 Um agente tutor em JADE
A SATA conte´m diversos agentes tutores, cada qual, contendo a definic¸a˜o de um curso completo.
Cada agente tutor pode, ale´m da definic¸a˜o de curso diferente, ser implementado de maneira diferente.
Neste trabalho, apresentamos apenas um tipo de implementac¸a˜o de agente.
A classe do agente tutor no presente trabalho e´ StudentPetriNetsAgent, e conte´m dentro de si,
duas instaˆncias do engine JESS, cada uma contendo uma das RPOs, como mostrado em 4.2.
Agentes em JADE executam as suas ac¸o˜es por meio de seus Behaviours (comportamentos). A
interac¸a˜o entre o agente e cada uma das RPOs em JESS e´ feita via os Behaviours especializados, pois
as interac¸o˜es sa˜o ac¸o˜es do agente. Para cada nı´vel da RPO, um Behaviour e´ implementado. Cada um
destes recebe requisic¸o˜es vindas do JESS (o envio de informac¸o˜es/dados citados na sec¸a˜o anterior), e
lida com estas requisic¸o˜es. Por exemplo, no caso do Behaviour que lida com a RPO de 1o nı´vel, ao
receber uma requisic¸a˜o para enviar uma ficha a` RPO de 2o nı´vel, insere no JESS da RPO de 2o nı´vel
uma nova ficha representando a ficha da RPO de 1o nı´vel.
O diagrama de classes mostrando o agente e seus Behaviours e´ mostrado na figura 5.3.
As classes OpnFirstLevelMessageBehaviour e OpnSecondLevelMessageBehaviour, ambas
subclasses de OpnInternalMessageBehaviour, lidam com as requisic¸o˜es vindas do JESS, rela-
cionadas a`s RPOs de primeiro e segundo nı´veis, respectivamente (essas requisic¸o˜es podem ser
descritas como mensagens na terminologia da UML, daı´ a denominac¸a˜o das classes). A classe
InterfaceInitiator, inner class de OpnSecondLevelMessageBehaviour, lida com a interac¸a˜o
com outro agente (por meio do protocolo de interac¸a˜o FIPA-Request [48]), um agente de interface
com o usua´rio para a qual a requisic¸a˜o da RPO de 2o nı´vel e´ encaminhada.
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Figura 5.3: Diagrama de classes do agente StudentPetriNetsAgent
A classe OpnExternalMessageBehaviour lida com mensagens vindas de outros agentes, tal
como mensagens requisitando ingresso de um aluno no tutor (significando a inserc¸a˜o de uma ficha
correspondente ao estudante na RPO de 1o nı´vel).
Uma descric¸a˜o mais detalhada (e pragma´tica do ponto de vista do programador) da implementac¸a˜o
deste agente se encontra no apeˆndice D, bem como diagramas mais fa´ceis de serem visualizados, pois
esta˜o em mais de uma pa´gina (devido ao tamanho).
5.2 Um compilador para transformar uma Rede de Petri Objeto em
um sistema de regras
Como ja´ citado na sec¸a˜o 4.2, o modelo pedago´gico e´ implementado utilizando-se duas Redes de
Petri Objeto (RPO).
Redes de Petri Objeto sa˜o ferramentas matema´ticas utilizadas frequ¨entemente para modelagem de
sistemas. Entretanto, para a construc¸a˜o do Sistema Tutor Inteligente, deve-se utilizar uma ferramenta
que “execute” o modelo em RPO. As ferramentas existentes sa˜o em sua grande maioria focadas na
modelagem, ana´lise e simulac¸a˜o de Redes de Petri, sobretudo as ordina´rias. Para execuc¸a˜o de uma
RPO, as ferramentas sa˜o mais escassas, segundo guia encontrado em [71].
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Para executar as RPOs, optou-se por utilizar um shell de Sistemas Especialistas baseado em re-
gras, regras estas que implementam uma RPO. Ale´m disso, o uso de um sistema de regras traz a
possibilidade de se adicionar novas capacidades/habilidades, por meio de regras especı´ficas (na˜o re-
lacionadas diretamente com a RPO). A opc¸a˜o de tal shell recaiu sobre o JESS [54], devido sobretudo
a sua forte integrac¸a˜o com Java (uma vez que ele e´ implementado nesta linguagem).
Primeiramente, definiu-se a estrutura da RPO na base de fatos e regras do JESS: cada lugar da
rede corresponde a um fato do template (tipo de fato em JESS) lugar; cada transic¸a˜o da rede cor-
responde a um fato do template de um tipo de transic¸a˜o (por tipo de transic¸a˜o, entenda-se quantos
lugares de entrada e quantos lugares de saı´da uma transic¸a˜o possui); os arcos sa˜o implementados
como propriedades dos fatos de transic¸a˜o; as condic¸o˜es de disparo, bem como as ac¸o˜es sa˜o func¸o˜es
ligadas a propriedades dos fatos de transic¸a˜o.
Em seguida, utilizando-se a ferramenta JavaCC [42], foi construı´da uma classe de parser (ana´lise
sinta´tica) para a grama´tica que descreve uma RPO (grama´tica proprieta´ria - ver no apeˆndice A).
Em conjunto com o parser, um conjunto de classes representando as estruturas da RPO foram
desenvolvidas. Estas classes conte´m me´todos que geram co´digos em JESS que implementam a RPO.
O diagrama de classes com alguns comenta´rios se encontra no apeˆndice B, bem como diagramas e
uma descric¸a˜o mais detalhada de todo o co´digo.
5.3 Outras regras: adicionando semaˆntica complementar na RPO
Apesar do compilador descrito na sec¸a˜o anterior gerar as regras necessa´rias para uma Rede de
Petri Objeto ser executada, o compilador na˜o gera automaticamente algo: a semaˆntica associada a
cada lugar na rede. Ate´ mesmo por razo˜es de portabilidade (uma vez que cada RPO pode ter a
sua pro´pria semaˆntica relacionada a um lugar), a semaˆntica e´ inserida em um arquivo em separado,
arquivo este que conte´m o co´digo da semaˆntica ja´ implementado em JESS.
Na RPO de 1o nı´vel, cada lugar representa um problema de uma Unidade Pedago´gica a ser feito
pelo Estudante. Entretanto, este problema desmembra-se nas Unidades de Interac¸a˜o (explicac¸a˜o,
exemplo e exercı´cio), que e´ de domı´nio da RPO de 2o nı´vel. Portanto, a semaˆntica de um lugar na
RPO de 1o nı´vel e´ encaminhar o Estudante para as unidades de interac¸a˜o da RPO de 2o nı´vel, e esperar
o seu te´rmino ali. Abaixo, uma regra que implementa esta semaˆntica, descrita em linguagem natural:
SE:
- A ficha F esta´ no lugar L
- E o estudante que e´ representado pela ficha F ainda na˜o esta´
executando nenhum IU
ENTA˜O:
- Envia a ficha F para a RPO de 2o nı´vel
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Na RPO de 2o nı´vel, os lugares ou apresentam uma Unidade de Interac¸a˜o (UI), ou um lugar
de semaˆntica de controle. Os lugares de UI sa˜o: Explanation (Explicac¸a˜o), Example (Exemplo) e
Exercise (Exercı´cio), e os de controle sa˜o Begin, Halt e End (ver figura 4.4). Exceto os lugares de
controle Halt e End, a regra que implementa a semaˆntica dos lugares de UI e´:
SE:
- A ficha F esta´ no lugar L
- E o estudante representado pela ficha F ainda na˜o deu uma resposta para a UI
- E a ficha na˜o esta´ em modo de espera pela resposta
ENTA˜O:
- Envia os dados da UI para a interface com o usua´rio para esperar resposta
Os lugares Halt e End teˆm a regra um pouco diferente: ao inve´s de enviar os dados da UI, en-
viam um comando informando que a interac¸a˜o com o usua´rio terminou, enviando tambe´m dados do
estudante para persisteˆncia.
Nas regras de ambas as RPOs, a parte “Enta˜o” da regra exige o envio de alguma informac¸a˜o para
fora da RPO, sendo a pro´pria ficha da rede para a rede de segundo nı´vel, no caso da RPO de 1o
nı´vel, ou enta˜o dados de alguma Unidade de Interac¸a˜o para o usua´rio, no caso da RPO de 2o nı´vel.
Na implementac¸a˜o concreta das regras, este envio exige comunicac¸a˜o do co´digo em JESS para fora
do escopo deste. Para isto, foi desenvolvido um conjunto de classes que implementam boa parte da
lo´gica necessa´ria para controle dessa comunicac¸a˜o.
No sistema implementado, a comunicac¸a˜o se da´ de maneira assı´ncrona, e o processo e´ mostrado
detalhadamente no apeˆndice C.
5.4 Interface com o Estudante: um agente em JADE e integrac¸a˜o com
Servlets
A interface com o aluno se faz via Web, atrave´s de pa´ginas dinaˆmicas implementadas com Ser-
vlets. Portanto, ha´ a necessidade de se fazer com que o sistema multiagente e os Servlets se comu-
niquem. A soluc¸a˜o adotada foi a de implementar um agente, denominado de Agente de Interface,
que reside na˜o no mesmo Container que os agentes tutores da SATA, mas num Container diferente,
pertencente ao processo do servidor Tomcat [65]. Esta abordagem foi escolhido pois o Agente de
Interface precisa ter forte vı´nculo com os Servlets, e ao mesmo tempo, a comunicac¸a˜o com a soci-
edade de Agentes Tutores na˜o e´ prejudicada por estarem em diferentes Containers (o que equivale
dizer estarem em diferentes ma´quinas virtuais Java, ou diferentes processos no Sistema Operacional).
Ver figura 5.4.
Ao entrar no sistema (fazendo login numa pa´gina Web, passando por um Servlet), e´ criado dentro
do Tomcat uma instaˆncia da classe ServletStudentAgent, que representa o usua´rio no sistema mul-
tiagente. Esta classe conte´m refereˆncia a um Container u´nico do Tomcat, que e´ criado dinamicamente
caso ainda na˜o exista, e se conecta a outro Container, principal, no qual residem os Agentes Tutores.
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Figura 5.4: Arquitetura da interface Web
A interac¸a˜o entre Servlets e o agente e´ feita passando-se um objeto da classe StudentInterac-
tion para o agente. Esta classe conte´m me´todos sincronizados, que assim possibilitam o agente de
“responder” requisic¸o˜es do Servlet (pois apesar de ser permitido enviar para o agente objetos repre-
sentando mensagens, oriundas de classes na˜o-agentes Java, na˜o existe mecanismo similar para receber
do agente este mesmo tipo de objetos). Este padra˜o esta´ ilustrado no diagrama de sequ¨eˆncia da figura
5.5.
Figura 5.5: Diagrama de Sequ¨eˆncia do padra˜o de interac¸o˜es entre Usua´rio/Servlets/Agente
O agente da classe ServletStudentAgent tem basicamente quatro Behaviours:
• GetInfoBehaviour: procura as configurac¸o˜es do sistema multiagente;
• Servlet2AgentHandlerBehaviour: lida com as requisic¸o˜es vindas dos Servlets;
• PetriNetInitiator: lida com o protocolo FIPA-Request quando da requisic¸a˜o de inserc¸a˜o de
um estudante num Agente Tutor (ou seja, da inserc¸a˜o de uma ficha na RPO de 1o nı´vel daquele
agente);
• PetriNetResponder: lida com as requisic¸o˜es vindas do Agente Tutor, geralmente quando a
RPO de 2o nı´vel esta´ requisitando uma resposta.
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A interac¸a˜o entre um agente ServletStudentAgent e um Agente Tutor (descrito na sec¸a˜o anterior)
segue o protocolo de interac¸a˜o FIPA-Request, e e´ mostrado simplificadamente na figura 5.6.
Figura 5.6: Diagrama de Sequ¨eˆncia ilustrando interac¸a˜o entre dois agentes
Note-se que todas estas comunicac¸o˜es/interac¸o˜es entre os agentes, bem como internamente ao
agente (no caso do agente tutor), seguem uma ontologia em desenvolvimento. Esta ontologia, de-
senvolvida com a ferramenta Protege´ [57], ainda na˜o esta´ completa. A integrac¸a˜o da ferramenta
Protege´ com as demais ferramentas usadas tambe´m na˜o foi completada, portanto na˜o e´ aprofundada
a discussa˜o deste aspecto do sistema.
Uma descric¸a˜o mais detalhada da implementac¸a˜o deste agente, bem como descric¸o˜es do co´digo
dos Servlets e diagramas mais fa´ceis de serem visualizados se encontram no apeˆndice E.
Capı´tulo 6
Concluso˜es
Procurou-se apresentar neste trabalho uma breve discussa˜o sobre Sistemas Tutores Inteligentes e
arcabouc¸os para o desenvolvimento/construc¸a˜o destes, a´rea de pesquisa na qual se encontra o projeto
MathTutor, baseado no modelo conceitual MATHEMA, ambos tambe´m discutidos ao longo do texto.
Mostramos a concepc¸a˜o, modelagem e implementac¸a˜o de um agente tutor pertencente a` socie-
dade de agentes tutores da arquitetura do MathTutor, bem como sua estrutura de controle interna,
construı´da com o motor de infereˆncia de Sistemas Especialistas JESS, com regras emulando Redes
de Petri Objeto. Mostramos tambe´m como as RPOs modelam o currı´culo de um curso/tutorial, bem
como o seu modelo pedago´gico, e sobretudo mostramos a passagem do modelo teo´rico para um caso
pra´tico, no caso a implementac¸a˜o mostrada, que serve ate´ mesmo com prova de conceito.
Tambe´m mostramos regras adicionais, que na˜o fazem parte de uma RPO, mas que sa˜o necessa´rias
para a comunicac¸a˜o entre o nı´vel da RPO e o estudante, passando pelas estruturas dos agentes tutores
em JADE.
Como suporte ao agente da SATA, foi tambe´m desenvolvido o mo´dulo da interface do estudante,
baseado em pa´ginas Web dinaˆmicas, atrave´s do uso de Servlets, integradas ao sistema multiagente
atrave´s de outro agente especialmente desenvolvido para tal.
6.1 Trabalhos Futuros
Va´rios trabalhos complementares ou derivados ainda esta˜o por fazer. Um exemplo e´ a integrac¸a˜o
de todo o sistema com a ontologia desenvolvida com o Protege´.
Ale´m disso, a interface de autoria do STI, apesar de descrita, ainda precisa ter elementos imple-
mentados e integrados com o resto do sistema em funcionamento.
A colocac¸a˜o em funcionamento efetiva de um STI para ser usado e avaliado por estudantes
tambe´m e´ o pro´ximo passo. Em func¸a˜o da avaliac¸a˜o e feedback dos alunos, pode-se ter uma boa
indicac¸a˜o de novos rumos e melhoramentos a serem tomados.
Apeˆndice A
Grama´tica da descric¸a˜o da Rede de Petri
Objeto
Como visto na sec¸a˜o 4.2, o modelo pedago´gico do MathTutor e´ modelado usando Redes de Petri
Objeto. Para expressar a RPO foi desenvolvida uma grama´tica particular, que serve de entrada para o
compilador que transformara´ a RPO num sistema de regras, como visto na sec¸a˜o 5.2. Esta grama´tica
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" { {a-z}{A-Z}{0-9}{-}{_}{.}{ } }* "
<attribute-value>→
<identifier> | <string> | <number>
Apeˆndice B
Transformando uma Rede de Petri
Objeto em um Sistema de Regras
Como visto na sec¸a˜o 4.2, o modelo pedago´gico do MathTutor e´ modelado usando Redes de Petri
Objeto. Para poder “executar” a RPO, como ja´ dito na sec¸a˜o 5.2, e´ utilizado um sistema de regras,
mais especificamente o JESS. Como “ponte” entre o modelo de Redes de Petri Objeto e o sistema
de regras em JESS, foi desenvolvido um compilador, cuja finalidade e´ transformar a RPO numa
representac¸a˜o apropriada para ser usada no JESS (ver figura 5.2).
Nesta sec¸a˜o e´ mostrado detalhadamente, e passo a passo, o processo de construc¸a˜o deste compi-
lador.
B.1 Primeiro Passo - Ana´lise Sinta´tica
O primeiro passo e´ fazer a ana´lise sinta´tica (parsing) de um arquivo contendo uma representac¸a˜o
da RPO, conforme padra˜o estabelecido (ver apeˆndice A).
Para executar o parsing, foi usada a ferramenta JavaCC (ver sec¸a˜o 3.2).
O JavaCC e´ uma ferramenta que gera um programa (na verdade, uma classe) em Java, que analisa
sintaticamente uma determinada construc¸a˜o, de uma grama´tica.
O JavaCC permite expressar uma Grama´tica Livre de Contexto quase sem modificac¸o˜es, apenas
substituindo as varia´veis/produc¸o˜es por me´todos, como e´ mostrado no exemplo abaixo, retirado da
grama´tica de construc¸a˜o da RPO:



















• <PETRINET> e <CLASS> sa˜o tokens especiais, que levam a literais, ou seja, palavras reservadas;
• { } e´ um espac¸o reservado para a declarac¸a˜o de co´digo em Java;
• throws Exception indica que em caso de algum erro, uma excec¸a˜o seja enviada para o
me´todo que iniciou o parsing.
Outro exemplo, mais simples - considere a grama´tica:
S → A — B
A → aB
B → b
Expressando na forma do JavaCC:
void S() : {}
{
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A() | B()
}








Entretanto, somente a descric¸a˜o da grama´tica na˜o e´ o suficiente para o JavaCC funcionar. Sa˜o
requeridos outros detalhes, que podem ser encontrados na documentac¸a˜o do JavaCC [42] (mais pre-
cisamente nos seus exemplos).
B.2 Segundo Passo - Adicionar Semaˆntica na Grama´tica
O segundo passo e´ instanciar estruturas de dados representando a RPO.
Somente com a descric¸a˜o da grama´tica, o JavaCC na˜o gera resultados muito interessantes: a
classe so´ consegue apontar erros quando, na entrada, os dados na˜o esta˜o conforme a grama´tica.
Portanto, e´ preciso inserir alguma semaˆntica dentro das produc¸o˜es da grama´tica. Isso e´ feito
instanciando/manipulando algumas estruturas de dados. Por exemplo, na produc¸a˜o de declarac¸a˜o de
classes:
[tokenclass :] <class-name> :
{





[ token_class = <TOKENCLASS> ":" ]
name = <ID>
{
if (token_class != null)
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cl = new OpnClass(name.toString(), null, true);
else





[ multi = <MULTIFIELD> ]
attr = <ID> [ ( attr_value = <ID> ) |
( attr_value = <STRING> ) |
( attr_value = <NUM> ) ]
")"
{
if (multi == null)














No primeiro bloco de co´digo, temos a criac¸a˜o de um objeto (cl) da classe OpnClass. No segundo
bloco, temos a manipulac¸a˜o deste objeto, via as chamadas de alguns de seus me´todos. O diagrama de
classes contendo as estruturas usadas no compilador esta´ na figura B.1.
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Figura B.1: Diagrama de Classes do compilador RPO/JESS
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B.3 Terceiro Passo - Implementar as Estruturas de Dados
O terceiro passo e´ implementar nas estruturas de dados, me´todos que transformem a RPO num
sistema de regras.
Executado o parsing, e instanciadas as estruturas de dados sem erros, o pro´ximo passo e´ “traduzir”
estas estruturas em forma de um sistema de regras. Para tal, vamos analisar cada uma das estruturas
de dados separadamente:
B.3.1 OpnClass
OpnClass representa uma classe na RPO. Pode ou na˜o ser uma ficha na rede.
´E nesta classe que esta˜o definidos os campos que os objetos tera˜o. Esses campos podem ser
campos simples ou multicampos (conte´m uma lista de quantidade arbitra´ria de valores), e podem ou
na˜o terem valores padra˜o.
No sistema de regras JESS, a classe e´ representada por um template, cujo nome e´ o nome da
classe, contendo os campos e multicampos definidos.
Um detalhe: classes que sa˜o fichas da RPO, conte´m dois campos padra˜o: um multicampo where
(que indica em quais lugares a ficha se encontra) e um campo busy (que esta´ inserido ai por razo˜es
semaˆnticas, indicando que uma ficha esta´ ocupada, e as transic¸o˜es da rede na˜o podem ser disparadas
com ela).
B.3.2 OpnPlace
OpnPlace representa um lugar na RPO. Um OpnPlace possui um nome u´nico, e tem como pro-
priedades, ale´m do nome:
• Uma designac¸a˜o de tipo de lugar (que por enquanto, possui apenas dois valores: problem -
valor padra˜o - e buffer). Para a identificac¸a˜o do tipo de lugar, e´ usado uma convenc¸a˜o: se o
nome do lugar comec¸ar com “buf”, enta˜o o tipo sera´ buffer.
• Um conjunto de classes (fichas na RPO) que podem ocupa´-lo. Este conjunto e´ usado durante o
parsing da RPO, para averiguac¸a˜o da corretude da entrada.
No sistema de regras Jess, os lugares possuem um template padra˜o, descrito abaixo:
(deftemplate place
(slot name)
(slot type (default problem))
(multislot content))
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Pode-se notar que ale´m do nome e do tipo, o template possui um multicampo content. Este
multicampo existe para guardar, quando da execuc¸a˜o da RPO, as fichas que estiverem presentes no
lugar.
Cada instaˆncia da classe OpnPlace e´ traduzida em JESS por um fato do tipo do template place.
B.3.3 OpnVariable
OpnVariable representa uma instaˆncia global de uma classe da RPO acima definida. Serve
para instanciar possı´veis objetos globais, que podem ter suas propriedades usadas na definic¸a˜o de
condic¸o˜es/ac¸o˜es das transic¸o˜es.
A classe OpnVariable possui um “ponteiro” para a classe da qual o objeto e´ instaˆncia, e copia
desta, os campos e valores padra˜o, para (opcionalmente) mudar os valores.
Apesar de tudo, a declarac¸a˜o de objetos na definic¸a˜o da RPO na˜o e´ usada (pelo menos atualmente,
no nosso trabalho), sendo ate´ um item opcional na grama´tica da rede. Por isso, a classe OpnVariable
esta´ marcada como deprecated.
B.3.4 OpnTransition
OpnTransition representa uma transic¸a˜o da RPO. Cada transic¸a˜o possui um nome u´nico, e ale´m
desta, tem como propriedades:
• Um conjunto de lugares de entrada.
• Um conjunto de classes (fichas da RPO) permitidas para cada lugar de entrada (este, usado para
checagem no parsing).
• Um conjunto de lugares de saı´da.
• Um conjunto de classes para cada lugar de saı´da (tambe´m usado para checagem na ana´lise
sinta´tica).
• Um conjunto (opcional) de condic¸o˜es para que a transic¸a˜o dispare.
• Um conjunto (opcional) de ac¸o˜es (atribuic¸o˜es/chamadas de me´todos) que devem ser executadas
logo apo´s o disparo da transic¸a˜o.
Tanto as condic¸o˜es quanto as ac¸o˜es teˆm seus formatos especificados na grama´tica. Este formato
permite que sejam traduzidas no formato JESS facilmente, portanto os procedimentos na˜o esta˜o ex-
plicitados neste documento.
Ao contra´rio dos lugares, que teˆm um template padra˜o, as transic¸o˜es na˜o possuem um u´nico
template (observac¸a˜o: ate´ poderia haver apenas um template padra˜o para todas as transic¸o˜es, mas
isso acarretaria em uma maior complexidade na formulac¸a˜o das regras de disparo destas, no JESS).
B. Transformando uma Rede de Petri Objeto em um Sistema de Regras 57
Ao inve´s disto, gera-se dinamicamente os templates. Para cada grupo de transic¸o˜es com quanti-
dades de lugares de entrada e saı´da iguais, e´ gerado um template. Por exemplo, para uma transic¸a˜o

















O significado da maioria dos slots (campos/propriedades) sa˜o auto-explicativos. Os campos
condition e action conte´m refereˆncia para func¸o˜es do JESS. No caso de condition, e´ uma func¸a˜o
que retornara´ um booleano TRUE/FALSE, e e´ composta de um E lo´gico de todas as condic¸o˜es especi-
ficadas na RPO. Por exemplo, se a especificac¸a˜o da condic¸a˜o fosse:
Transition1: eq (batata, cebola);
...
Transition1: eq (banana, batata);
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E o slot condition conteria o valor cond Transition1. A mesma lo´gica serve para as ac¸o˜es,
com a diferenc¸a de que a func¸a˜o de ac¸a˜o na˜o retorna valor algum, e cada ac¸a˜o e´ executada na ordem
em que foi especificada na entrada. O paraˆmetro da func¸a˜o (?token) e´ um paraˆmetro padra˜o que
sempre e´ passado para a func¸a˜o, e se refere a um objeto (ficha da RPO).
Estas func¸o˜es de condic¸a˜o e de ac¸a˜o tambe´m sa˜o geradas dinamicamente pela classe
OpnTransition. Se na˜o houver condic¸a˜o, uma func¸a˜o padra˜o e´ gerada, que retorna sempre TRUE.
Cada transic¸a˜o tem o seu tipo de template gerado, e a sua representac¸a˜o no JESS e´ um fato do
tipo do template.
Ale´m disso, a classe OpnTransition tambe´m e´ responsa´vel pela gerac¸a˜o das regras de dis-
paro das transic¸o˜es. Assim como no caso dos templates, as regras sa˜o especı´ficas para cada tipo
de transic¸a˜o (“tipo” aqui referindo-se a quantidade de lugares de entrada/saı´da que ela possui).
De maneira geral, a regra de disparo da transic¸a˜o em JESS e´ da forma:
¡ E ¿ = nu´mero de lugares de entrada
¡ S ¿ = nu´mero de lugares de saı´da
;; xxxx = linha de comenta´rios
(defrule rule-trans-<E>to<S>
;;token Student
?token <- (Student (where $?token-where))
;;lugares de entrada
?in1 <- (place (name ?place-in1) (content $?conts1 & ˜nil))
...
?in<E> <- (place (name ?place-in<E>) (content $?conts<E> & ˜nil))
;;lugares de saı´da
?out1 <- (place (name ?place-out1))
...
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(condition ?cnd)
(action ?act))
;;testa se o token esta´ em todos os lugares de entrada acima
(test (member$ ?token $?conts1))
...
(test (member$ ?token $?conts<E>))
;;testa a condic¸a˜o especificada
(test (apply ?cnd ?token))
=>
;;cria um multicampo auxiliar com um u´nico valor, o pro´prio token
(bind $?temp (create$ ?token))
;;cria lista com todos os lugares de entrada
(bind $?ins (create$ ?place-in1 ... ?place-in<E>))
;;cria lista com todos os lugares de saı´da
(bind $?outs (create$ ?place-out1 ... ?place-out<S>))
;;modifica o conteudo dos lugares de entrada?in<x> para ficar com a sua
;;lista de contents, menos o token q foi retirado agora
(modify ?in1 (content (complement$ $?temp $?conts1)))
...
(modify ?in<E> (content (complement$ $?temp $?conts<E>)))
;;retira do where do token, o(s) lugar(es) de entrada
(modify ?token (where (complement$ $?ins (fact-slot-value ?token where))))
;;coloca no where do token, o(s) lugar(es) de saı´da
(modify ?token (where (insert$ (fact-slot-value ?token where) 1 $?outs)))
;;atualiza o conteu´do do(s) lugar(es) de saida
;;se o conteudo na˜o existir, cria, sena˜o, insere o token no final da lista
(bind $?old_cont (fact-slot-value ?out1 content))
(if (or (eq $?old_cont nil) (eq $?old_cont (create$ nil))) then
(modify ?out1 (content $?temp))
else
(modify ?out1 (content (insert$ $?temp 2 $?old_cont))))
...
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(bind $?old_cont (fact-slot-value ?out<S> content))
(if (or (eq $?old_cont nil) (eq $?old_cont (create$ nil))) then
(modify ?out<S> (content $?temp))
else
(modify ?out<S> (content (insert$ $?temp 2 $?old_cont))))
;;coloca o busy do token como FALSE, para poder disparar
(modify ?token (busy FALSE))
;;Aplica ac¸a˜o
(apply ?act ?token))
B.4 Quarto Passo - Coordenar todos os passos anteriores
O quarto passo e´ implementar algo que coordene todos os passos anteriores.
Para isso, foi feita a classe OpnTranslator, que coordena e comanda as outras classes de estru-
turas de dados, e as classes geradas pelo JavaCC. Ver figura B.2.
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Figura B.2: Diagrama de Sequ¨eˆncia do processo de compilac¸a˜o
Apeˆndice C
Extenso˜es da RPO - func¸o˜es
complementares em JESS
Como visto na sec¸a˜o 4.2, o modelo pedago´gico do MathTutor e´ modelado usando Redes de Petri
Objeto. Para poder “executar” a RPO, como ja´ dito na sec¸a˜o 5.2, e´ utilizado um sistema de regras,
mais especificamente o JESS. Como “ponte” entre o modelo de Redes de Petri Objeto e o sistema
de regras em JESS, foi desenvolvido um compilador, cuja finalidade e´ transformar a RPO numa
representac¸a˜o apropriada para ser usada no JESS (ver figura 5.2).
Entretanto, visando portabilidade de co´digo e re-utilizac¸a˜o deste em possı´veis outros projetos, o
compilador na˜o adiciona semaˆntica a` RPO, ou seja, o sistema modelado pela RPO na˜o tem a sua
semaˆntica automaticamente passada para o JESS. Isso quer dizer, por exemplo, que se numa determi-
nada RPO os lugares significam diferentes tarefas a serem realizadas por uma entidade, representada
por uma ficha, o sistema em JESS na˜o consegue “dizer” para esta entidade automaticamente a tarefa
a ser desempenhada. Para que isso seja possı´vel, e´ necessa´rio extender o sistema da RPO compilado
em JESS, adicionando regras que reflitam as particularidades das semaˆnticas de cada RPO.
Esta sec¸a˜o mostra algumas destas regras, bem como estruturas de dados que a semaˆntica particular
das RPOs de 1o e 2o nı´vel do MathTutor demandaram.
C.1 Comunicac¸a˜o da RPO com o ambiente externo
A RPO roda como um sistema de regras em JESS. Dentro do JESS, toda e qualquer estrutura
que ja´ tenha sido definida dentro dele e´ acessı´vel, bem como classes em Java. Entretanto, somente
isso na˜o e´ suficiente para os nossos propo´sitos, pois manipular as classes Java diretamente do JESS
e´, ale´m de complexo, ineficiente.
Por esses motivos, foi desenvolvido um pacote, br.ufsc.MathTutor.JessComm, que conte´m es-
truturas de dados que facilitam a comunicac¸a˜o com as estruturas internas do JESS. O diagrama de
classes deste pacote pode ser visto na figura C.1.
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O principal foco deste pacote sa˜o as classes *JessComm, que atualmente contam com treˆs implementac¸o˜es:
AbstractJessComm, SyncJessComm e StudentJessComm. O primeiro e´ uma classe abstrata, que
conte´m me´todos comuns a todas classes que desejam se comunicar com o JESS.
Entretanto, o co´digo dentro do JESS tambe´m deve ser preparado para a comunicac¸a˜o com o
JessComm. Para isso, a seguinte linha deve constar do co´digo em JESS:
(defglobal ?*jessComm* = null)
O co´digo acima declara uma varia´vel global de nome ?*jessComm*. Essa varia´vel contera´ uma
refereˆncia para um objeto que extenda AbstractJessComm. Entretanto, e´ necessa´rio enviar ao JESS
a refereˆncia deste objeto. Para isso, na classe AbstractJessComm existe o me´todo setJessComm(),
que passa para dentro do JESS a instaˆncia do objeto. Este me´todo deve ser chamado antes de se
iniciar a execuc¸a˜o das regras.
A classe SyncJessComm herda de AbstractJessComm, e implementa uma comunicac¸a˜o sı´ncrona
do ponto de vista das regras do JESS, isto e´, a execuc¸a˜o do JESS fica bloqueada ate´ uma resposta
chegar. Do ponto de vista de um programador JESS, e´ uma chamada de func¸a˜o como um “read”.
Essa abordagem foi a primeira adotada para o projeto, mas foi descartada por na˜o oferecer suporte
a mu´ltiplas fichas concorrentes na RPO. A abordagem pode ser vista no diagrama de sequ¨eˆncia na
figura C.2.
De dentro do JESS, o codigo seria:
(call ?*jessComm* ask <parametros>)
E a execuc¸a˜o do JESS ficaria parada ate´ o retorno de um valor.
A classe StudentJessComm tambe´m herda de AbstractJessComm, mas implementa uma comunicac¸a˜o
assı´ncrona. Este mecanismo e´ mais complicado que o anteriormente descrito, e envolve uma outra
classe, a OpnStudentJessCommBean.
Na comunicac¸a˜o assı´ncrona, assim como na sı´ncrona, no co´digo em JESS, faz-se uma chamada
a uma func¸a˜o do JessComm, igual ao co´digo sı´ncrono acima. A diferenc¸a e´ que esta func¸a˜o e´ na˜o-
bloqueante, ou seja, ela na˜o retorna valor algum, e a execuc¸a˜o do JESS continua normalmente. A ver-
dadeira resposta a esta func¸a˜o e´ retornada por outro meio (e possivelmente, depois de algum tempo).
Por questa˜o de implementac¸a˜o, os me´todos da ma´quina de infereˆncia do JESS sa˜o sincronizados,
ou seja, bloqueantes. Isso significa que, ao executarmos um run (execuc¸a˜o das regras), na˜o conse-
guimos executar outros comandos, como assert (para inserir fatos na base de dados). Portanto, na˜o
podemos usar nenhuma das func¸o˜es do JESS para inserir uma resposta assı´ncrona, de uma chamada
de func¸a˜o.
Necessita-se de alguma regra que seja responsa´vel por “perceber” a existeˆncia de resposta, e enta˜o
recebeˆ-la e entrega´-la ao devido lugar. Entretanto, como receber um evento externo (percepc¸a˜o) se
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as func¸o˜es JESS na˜o sa˜o executadas ate´ a execuc¸a˜o das regras terminar? Felizmente, o JESS possui
suporte a arquitetura JavaBeans.
O JESS possui a capacidade de perceber a mudanc¸a de propriedades de um JavaBean, se este
tiver suporte para sinalizar mudanc¸as de propriedades por eventos. Utilizando-se desse artifı´cio,
escrevemos uma regra em JESS, tendo como ide´ia: ao se mudar uma propriedade no JavaBean,
sinaliza que ha´ uma resposta, e enta˜o o JESS pode “perguntar” ao JavaBean, a resposta.
Para o caso do nosso trabalho, foi desenvolvido um JavaBean especı´fico, a ja´ citada classe
OpnStudentJessCommBean. Este conte´m muito da informac¸a˜o e semaˆntica da ficha da nossa RPO,
da classe Student.
Assim como no caso do JessComm, para funcionar o esquema acima descrito, o co´digo JESS deve
ter algumas linhas que o preparem:
;;importa lib
(import br.ufsc.MathTutor.JessComm.*)
;;definic¸a˜o de template da classe do java bean usado para
;;comunicac¸a˜o assincrona
(defclass JessCommBean OpnStudentJessCommBean)
;;variavel global - bean de comunicac¸a˜o assincrona
(defglobal ?*jessCommBean* = null)
E igualmente ao JessComm, ha´ a necessidade de se “passar” para o JESS, a instaˆncia do objeto
JavaBean. A classe StudentJessComm, no seu me´todo setJessComm(), ja´ esta´ configurada para
isso.
Dentro do co´digo JESS, a regra que e´ responsa´vel por esta comunicac¸a˜o e´ algo como:
(defrule answer
?bean <- (JessCommBean (flag 1) (ID ?id))
?token <- (Student (ID ?id) (doing_IU ?doing))
=>
;;pega o objeto
(bind ?obj (fact-slot-value ?bean OBJECT))
;;pega a resposta
(bind ?asw (call ?obj getValueAnswer))
;;processa a resposta de alguma maneira .......
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;;muda a flag, sinalizando que esta resposta ja´ foi "consumida"
(?obj setFlag 0)
)
Na primeira linha, temos um “match” do objeto JavaBean, com o template JessCommBean (de-
finido com o defclass no co´digo anterior). Note o campo flag, tendo como valor 1. Esse valor
foi arbitrariamente decidido, e neste caso, significa existeˆncia de resposta. E para identificar qual foi
a ficha (fato do tipo template Student) que anteriormente havia chamado uma func¸a˜o requisitando
resposta, ha´ o campo ID, que identifica uma ficha unicamente nesta RPO.
Por uma questa˜o de type casting (verificac¸a˜o de tipos dinamicamente) intrı´nseco do JESS, na˜o
recuperamos o valor da resposta diretamente do template gerado pelo JavaBean, mas sim do pro´prio
objeto JavaBean, utilizando uma chamada da func¸a˜o call (call ?obj getValueAnswer).
Sendo uma RPO dinaˆmica onde as fichas na˜o sa˜o todas criadas na marcac¸a˜o inicial, necessita-
se um meio de inserir as fichas na rede tambe´m dinamicamente. Para isso, tambe´m usamos o
OpnStudentJessCommBean, com a seguinte regra (simplificada):
(defrule newToken
?bean <- (JessCommBean (flag 2) (name ?name) (ID ?id))
=>
;;pega o objeto bean
(bind ?obj (fact-slot-value ?bean OBJECT))
;;chama os metodos que devolvem valores para preencher o token Student
(bind ?doing_IU (call ?obj getValueDoing_IU))
(bind ?doing_Pb (call ?obj getValueDoing_Pb))
;;......
;;insere o token Student na base de dados






;;sinaliza objeto bean que os dados ja´ foram consumidos
(?obj setFlag 0)
;;verifica onde o token deve estar (slot where) e atualiza
;;os conteu´dos (content) dos lugares
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;;......
;;seta outras estruturas, se necessa´rio
;;....
)
O processo de comunicac¸a˜o assı´ncrona se encontra descrito no diagrama de sequ¨eˆncia da figura
C.3.
C.2 Implementac¸a˜o da semaˆntica da RPO de primeiro nı´vel
Na RPO de 1o nı´vel, cada lugar representa um Problema de uma Unidade Pedago´gica a ser feito
pelo Estudante. Entretanto, este problema desmembra-se nas Unidades de Interac¸a˜o (explicac¸a˜o,
exemplo e exercı´cio), que e´ de domı´nio da RPO de 2o nı´vel. Portanto, a semaˆntica de um lugar na
RPO de 1o nı´vel e´ apenas transferir o Estudante para as Unidades de Interac¸a˜o da RPO de 2o nı´vel, e
esperar o seu te´rmino ali.
Para isso, foi implementada uma regra em JESS, que segue abaixo:
(defrule place
?in <- (place (name ?place-in) (content $?conts & ˜nil)
(type problem))
?token <- (Student (done $?done) (where $?where)
(doing_Pb ?place-in) (busy FALSE))
;;testa pra ver se o lugar pertence ao where do Student
(test (neq (member$ ?place-in $?where) FALSE))
;;testa para ver se o lugar na˜o pertence ao done do Student
(test (eq (member$ ?place-in $?done) FALSE))
=>
;;indica que na˜o eh para disparar com esse token de novo




Pode-se ver que a regra na˜o e´ complexa, apenas modificando um campo da ficha (token - para que
este na˜o dispare mais de uma vez para um mesmo lugar), e chamando a func¸a˜o interface, passando
a ficha como paraˆmetro.
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A func¸a˜o interface e´ abaixo transcrita:
(deffunction interface (?stu)
(bind ?name (fact-slot-value ?stu name))
(bind ?id (fact-slot-value ?stu ID))
(bind ?curriculum (fact-slot-value ?stu doing_Curriculum))
(bind ?pb (fact-slot-value ?stu doing_Pb))
(call ?*jessComm* ask ?id ?name ?curriculum ?pb)
)
Pode-se ver que a func¸a˜o interface tambe´m e´ muito simples, sendo em esseˆncia, apenas a chamada
de um me´todo do JessComm. No trabalho, a classe StudentJessComm implementa um me´todo ask,
com os paraˆmetros especı´ficos que a func¸a˜o acima pede. Este me´todo no StudentJessComm chama
outro me´todo, de uma entidade externa (interface ExternalEntity - implementada pelo agente), que
esteja se comunicando com o JESS.
Ale´m da regra de lugar na RPO, outra questa˜o na RPO de 1o nı´vel a ser abordada e´ a questa˜o
de pro´ximo problema a ser executado. Em uma transic¸a˜o, uma ficha pode ser enviada para mais
de um lugar (e esses lugares sa˜o teoricamente concorrentes). Entretanto, essa concorreˆncia neste
trabalho na˜o existe, pois na verdade, o estudante sempre estara´ executando apenas um problema por
vez (indicado pelo campo doing Pb). Para tanto, ha´ de se decidir uma ordem para quando houver
mais de um problema possı´vel de ser feito.
Na definic¸a˜o da RPO , algumas transic¸o˜es teˆm como ac¸a˜o, modificar o campo doing Pb da ficha
chamando uma func¸a˜o, Next Problem.
Esta func¸a˜o atualmente esta´ implementada de forma simples, recebendo como paraˆmetro apenas
a pro´pria ficha, e retornando um problema qualquer que ainda na˜o tenha sido feito. Futuramente,
mecanismos mais complexos para esta func¸a˜o, como levar em conta prefereˆncias, etc., sera˜o imple-
mentados.
Outras questo˜es da RPO de 1o nı´vel, aqui na˜o abordadas, sa˜o comuns a` RPO de 2o nı´vel. Essas
questo˜es sera˜o abordadas junto com as peculiaridades desta u´ltima rede.
C.3 Implementac¸a˜o da semaˆntica da RPO de segundo nı´vel
Na RPO de 2o nı´vel, os lugares ou apresentam uma Unidade de Interac¸a˜o (UI), ou um lugar de
semaˆntica de controle. Os lugares de UI sa˜o: Explanation, Example e Exercise, e os de controle sa˜o
Begin, Halt e End. A regra para os lugares de UI e´:
(defrule place
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?in <- (place (name ?place-in & ˜Halt & ˜End)
(content $?conts & ˜nil))
?token <- (Student (answer nil) (busy FALSE))
;;testa pra ver se o lugar pertence ao where do Student
(test (neq (member$ ?place-in (fact-slot-value ?token where)) FALSE))
=>
;;indica que na˜o e´ para disparar com esse token de novo




Esta regra e´ bem simples, vemos que a ficha ainda na˜o tem nenhuma resposta (answer nil).
Este campo guarda a resposta da interface, que pode ser tanto uma nota de um exercı´cio, como a
prefereˆncia por qual unidade de interac¸a˜o prosseguir, ale´m de mensagem de saı´da do sistema (halt).
Observa-se ainda que a regra e´ a mesma para todos os lugares exceto os lugares de controle Halt e
End (a explicac¸a˜o da regra destes lugares esta´ mais adiante).
Podemos ver que esta regra tem o lado direito (RHS) igual a regra de lugar da RPO de 1o nı´vel.
A func¸a˜o interface tambe´m e´ similar. O grande diferencial esta´, na verdade, na Entidade Externa
(ExternalEntity - o agente), que trata cada rede de modo peculiar.
Na RPO de 2o nı´vel, sa˜o usadas algumas estruturas de dados que na˜o sa˜o usadas na RPO de 1o
nı´vel (apesar de existirem ali tambe´m, ainda na˜o sa˜o usadas). Estas estruturas referem-se a Relato´rios








(deftemplate Exe_Report ;;Relato´rio de Exercı´cio
(slot name_Pb)
(slot student_id)
(slot count_views (default 0))
(slot grade (default 0.0))
(slot name)
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)
(deftemplate Exa_Report ;;Relato´rio de Exemplo
(slot name_Pb)
(slot student_id)
(slot count_views (default 0))
(slot name)
)
(deftemplate Exp_Report ;;Relato´rio de Explicac¸a˜o
(slot name_Pb)
(slot student_id)
(slot count_views (default 0))
(slot name)
)
Os templates ExX Report representam um relato´rio de um Estudante em uma unidade de interac¸a˜o.
Eles sa˜o praticamente iguais, exceto pelo Exe Report (relato´rio de Exercı´cio), que tem um campo
indicando a nota conseguida. O template PB Report agrega todos os relato´rios de um Estudante
para um determinado problema. A ficha de template Student conte´m um multicampo report, onde
armazena uma lista com os PB Reports.
Estas estruturas sa˜o criadas e/ou atualizadas quando ha´ o disparo de transic¸o˜es, assim especificado
nas ac¸o˜es destas (na chamada da func¸a˜o Add Report).











Esta estrutura se faz necessa´ria por causa da maneira que a RPO de 2o nı´vel trabalha: existem
apenas treˆs lugares de Unidade de Interac¸a˜o (Explicac¸a˜o, Exemplo e Exercı´cio). Entretanto, para cada
uma delas, ha´ um nu´mero na˜o fixo de unidades, ou seja, podemos ter va´rias explicac¸o˜es diferentes de
um mesmo assunto, por exemplo.
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PB Contents possui multicampos onde guarda listas de explicac¸o˜es, exemplos e exercı´cios, de
um determinado problema para um estudante. Ale´m disso, mante´m uma lista de explicac¸o˜es, exem-
plos e exercı´cios ja´ executados.
A RPO de 2o nı´vel no entanto, no seu atual estado, permite que um estudante fac¸a va˜rias vezes
uma mesma Unidade de Interac¸a˜o. Isso constitui um problema, e para resolveˆ-lo, foram tomadas duas
deciso˜es: se na˜o houver mais uma UI para ser feita (ou seja, se o estudante escolheu ver mais uma
explicac¸a˜o, e na˜o houver mais), a RPO retorna null, indicando o fato de na˜o haver mais disponı´veis.
Se o estudante quiser no entanto, pode repetir os conteu´dos; nesse caso, PB Contents e´ configurado
(para determinada UI) como se o estudante estivesse comec¸ando.
PB Contents e´ usado pelas func¸o˜es de pro´xima unidade de interac¸a˜o (Next IX), quando do dis-
paro de uma transic¸a˜o que leva a determinado lugar. Por exemplo, quando uma transic¸a˜o leva ao lugar
Exercise da RPO, uma das ac¸o˜es desta transic¸a˜o e´ atribuir ao campo doing IU da ficha Student, o
valor da func¸a˜o Next IE. Esta func¸a˜o e´ mostrada de forma simplificada abaixo:
(deffunction Next_IE (?token)
;;chama func¸a˜o que recupera PB_Contents deste token,
;;e atribui a varia´vel ?tobedone
(bind ?tobedone (Recover_PB_Contents ?token))
;;atribui a varia´vel ?next o valor da primeira entrada
;;do multicampo exe de PB_Contents
(bind ?next (nth$ 1 (fact-slot-value ?tobedone exe)))
;;se ?next for nulo...
(if (eq ?next nil) then
;;insere em exe, todo o conteu´do de exe_done
;;e deixa exe_done vazio
;;...
;;se ?next na˜o for nulo...
else
;;insere ?next em exe_done






Atualmente, PB Contents tem seus dados inicialmente atribuı´dos de maneira esta´tica, ou seja, no
pro´prio co´digo JESS (quando da inserc¸a˜o de uma nova ficha - ver regra newToken desta rede). En-
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tretanto, no sistema real (na˜o implementado ainda) a pra´tica sera´ ler quais conteu´dos esta˜o presentes
para o problema, e preencher os campos de PB Contents de maneira a refletir isso.
A u´ltima regra a mencionar na RPO de 2o nı´vel e´ a regra para os lugares Halt e End. Estes lugares
representam a vontade expressa pela Entidade Externa de parar, ou enta˜o a conclusa˜o do problema
(atualmente, pelo recebimento de uma nota maior que 7 em um dos exercı´cios). Ao contra´rio dos
outros lugares desta rede, nestes dois, na˜o ha´ uma mensagem para a Entidade Externa pedindo por
uma resposta, mas sim uma mensagem informando o te´rmino da rede para determinado Estudante.
A regra (simplificada) segue abaixo:
(defrule placeHaltEnd
?in <- (place (name Halt|End) (content $?conts & ˜nil))
?token <- (Student (ID ?id) (doing_Pb ?pb))
;;testa pra ver se o lugar pertence ao where do Student
(test (neq (member$ (fact-slot-value ?in name)
(fact-slot-value ?token where)) FALSE))
=>
;;chama func¸a˜o de "salvamento"
(saveStudent ?token)
;;remove o ?token da rede e todos os objetos relacionados,
;;como PB_Content, e reports
;;e por fim, retira o proprio student da base
(retract ?token)
;;manda msg para jessComm
(bind ?place (fact-slot-value ?in name))
(call ?*jessComm* send (create$ ?id ?place ?pb))
)
Observa-se que a regra trata de salvar o estado da ficha Student (na func¸a˜o saveStudent
?token), e depois retira da base de conhecimento todos os fatos relacionados ao Estudante. Por
fim, envia uma mensagem a` Entidade Externa, informando o te´rmino da rede com o determinado
Estudante.
A func¸a˜o saveStudent na verdade, apenas chama os me´todos do StudentJessComm, enviando
para este como paraˆmetros, os campos dos templates. Basicamente, o StudentJessComm possui dois
me´todos de persisteˆncia: save e saveReport. O primeiro salva as informac¸o˜es do template Student,
e o segundo, salva as informac¸o˜es dos relato´rios.
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A func¸a˜o saveStudent e´ comum a RPO de 1o nı´vel tambe´m.
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Figura C.1: Diagrama de Classes do pacote br.ufsc.MathTutor.JessComm
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Figura C.2: Diagrama de Sequ¨eˆncia de comunicac¸a˜o sı´ncrona entre JESS e algum objeto externo
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Figura C.3: Diagrama de Sequeˆncia da Comunicac¸a˜o assı´ncrona entre JESS e objeto externo - parte2
Apeˆndice D
Implementac¸a˜o de um agente em JADE
para gerenciar as RPOs de controle do
modelo pedago´gico
Como visto em 4.1, um dos mo´dulos da arquitetura do MathTutor e´ a Sociedade de Agentes
Tutores Artificiais (SATA - ver figura 4.1).
Como ja´ citado em 5.1, foi implementado um agente tutor. O sistema tutor contido neste agente
e´ controlado por duas Redes de Petri Objeto, conforme visto em 4.2. Uma das principais func¸o˜es do
agente tutor e´ controlar e coordenar os dois nı´veis de RPOs contidos em si.
Nesta sec¸a˜o sa˜o apresentados os detalhes de implementac¸a˜o deste agente na plataforma JADE,
que conte´m dentro de si dois engines JESS, um para cada nı´vel das RPOs.
Um agente em JADE, se na˜o tiver uma interface gra´fica (como neste caso), deve herdar da classe
jade.core.Agent. Os dois principais me´todos que devem ser implementados sa˜o: setup() e
takeDown(). O primeiro e´ usado para inicializac¸a˜o do agente, e e´ onde sa˜o instanciadas as es-
truturas de dados usadas, ale´m de adic¸a˜o de behaviours (comportamentos), e configurac¸o˜es com o
ambiente. O me´todo takeDown() e´ invocado quando o agente esta´ para ser desativado (descartado),
sendo usado para “limpeza” do agente (retirada de registro no ambiente, etc).
Os Behaviours acima mencionados sa˜o os meios pelo qual o agente executa uma tarefa. Sa˜o
chamados de comportamentos, e implementam ac¸o˜es do agente. ´E por meio dos Behaviours que os
agentes em JADE executam algo (implementando o me´todo action() dos Behaviours.).
O agente que mante´m as RPO deste trabalho e´ o StudentPetriNetsAgent. Abaixo, a sua assi-
natura:
public class StudentPetriNetsAgent extends jade.core.Agent
Internamente, ele possui as seguintes estruturas:




private HashMap studentsID1 = new HashMap();
private HashMap studentsID2 = new HashMap();
Os dois primeiros sa˜o objetos que tratam da comunicac¸a˜o com o JESS. O primeiro JESS rodara´
um sistema de regras equivalente a RPO de 1.o nı´vel, e o segundo JESS, a RPO de 2.o nı´vel.
Note que ha´ dois HashMaps, de nome studentsID#. Cada HashMap conte´m um par de Strings,
sendo que a chave (key) e´ o ID do Estudante. O valor (value) e´: o problema (doing Pb) no caso da
RPO de 2.o nı´vel, ou o currı´culo (doing Curriculum) no caso da RPO de 1.o nı´vel. Essas estruturas
se fazem necessa´rias para que mensagens oriundas de agentes externos, caso cheguem com atraso (ou
com informac¸a˜o incorreta, por algum motivo) na˜o sejam entregues a`s RPOs. Atraso no sentido de
que a ficha pode ter terminado a execuc¸a˜o na rede, e uma resposta anterior para ela ainda na˜o ter sido
entregue.
Caso isso acontecesse, o funcionamento da RPO seria afetado, e na atual implementac¸a˜o, causaria
uma espera indefinida (deadlock). Isso porque o OpnStudentJessCommBean, que atua como um
buffer de mensagens, e´ implementado como uma fila. E no caso de uma mensagem que na˜o tenha um
destinata´rio na RPO, essa mensagem ficaria parada e a fila bloquearia, causando uma espera. Como
nenhuma instaˆncia de ficha da rede nunca receberia essa mensagem, eventualmente todas as fichas
travariam requisitando respostas, que ficariam para sempre na fila.
Para os Behaviours, que sa˜o os objetos que tratam diretamente com os StudentJessComm, esta-
rem cientes se uma mensagem pode ou na˜o ser entregue, o StudentPetriNetsAgent implementa os
seguintes me´todos para interagir com os HashMaps acima apresentados:
public void addStudentID(int net, String id, String doing);
public boolean removeStudentID(int net, String id, String doing);
public boolean hasStudentID(int net, String id, String doing);
O agente StudentPetriNetsAgent tem mecanismos (detalhados adiante) para gerenciar men-
sagens entre as duas RPO. Entretanto, existem ocasio˜es onde a RPO exige uma resposta externa
(tipicamente, da interface com o Estudante). Para isso, o agente deve se comunicar com outro(s)
agente(s), a fim de obter a resposta. Atualmente, e´ necessa´rio apenas um tipo de agente, o agente de
interface. A refereˆncia para ele e´ dada em um objeto do tipo jade.core.AID (Agent ID). Como o
agente pode se comunicar com va´rios agentes de interface ao mesmo tempo, estas refereˆncias ficam
armazenadas no HashMap:
private HashMap interfaceAgents = new HashMap();
Este HashMap usa como chave uma String representando a identificac¸a˜o (ID) do estudante, e
guarda como valor, a identificac¸a˜o do agente (AID).
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Os Behaviours que precisarem interagir com os agentes de interface, podem conseguir refereˆncias
para estes, com os seguintes me´todos da classe StudentPetriNetsAgent, passando como argu-
mento, a identificac¸a˜o do estudante:
public AID getInterfaceAgent(String id);
public void setInterfaceAgent(String id, AID aid);
A classe StudentPetriNetsAgent possui treˆs principais Behaviours implementados, e que sa˜o





class OpnExternalMessageBehaviour extends CyclicBehaviour
Sendo que OpnInternalMessageBehaviour e´ uma classe abstrata, que serve de apoio para as
duas primeiras classes acima. Na figura D.1, um diagrama de classes das referidas classes.
Apesar do agente StudentPetriNetsAgent ter como atributos (ou pro-
priedades) dois objetos StudentJessComm, ele na˜o implementa a interface
br.ufsc.MathTutor.JessComm.ExternalEntity, interface esta que indica a possibilidade
de comunicac¸a˜o de dentro do JESS para/com uma classe em Java. Isso quer dizer que quando
as RPOs requisitarem algo de uma Entidade Externa (externa para elas), na˜o sera´ para o agente
diretamente. Escolheu-se implementar a interface ExternalEntity num Behaviour, pois sa˜o os
Behaviours que executam ac¸o˜es nos agentes:
abstract class OpnInternalMessageBehaviour extends CyclicBehaviour
implements ExternalEntity
A interface ExternalEntity exige a implementac¸a˜o de dois me´todos:
public void requestResponse(String[] msg);
public void sendMessage(String[] msg);
Sendo o primeiro usado pelo JessComm para requisitar uma resposta a uma mensagem, e a se-
gunda, usada para enviar uma mensagem que na˜o se espera resposta.
Na implementac¸a˜o de OpnInternalMessageBehaviour, esses dois me´todos apenas adicionam
uma posic¸a˜o no vetor (primeira posic¸a˜o) que conte´m a mensagem, indicando o tipo de mensagem
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(“request” ou “message”), e adicionam este vetor numa fila. O tratamento destas mensagens se da´
nas implementac¸o˜es concretas de OpnInternalMessageBehaviour, que examinaremos abaixo.
Comecemos com o Behaviour OpnFirstLevelMessageBehaviour. Este, como o nome indica,
trata das mensagens vindas da RPO de 1.o nı´vel. O me´todo action() deste Behaviour retira uma
mensagem da fila, e verifica se e´ uma requisic¸a˜o de resposta (request) ou uma mensagem simples
(message). Se for o caso desta u´ltima, e´ indicac¸a˜o de que uma ficha Student terminou a execuc¸a˜o
na RPO. Na atual implementac¸a˜o, como os dados ainda na˜o esta˜o sendo enviados para algum meio
persistente, simplesmente retira-se da RPO todas as refereˆncias para o Estudante.
No caso da mensagem vinda da RPO de 1.o nı´vel ser uma requisic¸a˜o (request), indica que a ficha
deve ser enviada para a RPO de 2.o nı´vel para interac¸a˜o. A resposta a essa requisic¸a˜o sera´ recebida
depois do Estudante terminar a sua interac¸a˜o com a RPO de 2.o nı´vel. A inserc¸a˜o da ficha na RPO
de 2.o nı´vel e´ executada diretamente no action() deste Behaviour, pois apesar de receber apenas
requisic¸o˜es da RPO de 1.o nı´vel, ele possui refereˆncias para as duas redes.
O Behaviour OpnSecondLevelMessageBehaviour, como o nome sugere, trata das mensagens
oriundas da RPO de 2.o nı´vel.
Se a mensagem for uma mensagem simples, ou seja, na˜o requisitar resposta, a RPO de 2.o nı´vel
esta´ informando que um Estudante, ou terminou a interac¸a˜o na rede, atingindo a condic¸a˜o estabelecida
para que possa sair de determinado problema, ou enta˜o o Estudante, atrave´s da interface, escolheu
parar a interac¸a˜o com o sistema (resposta halt). Em ambos os casos, o procedimento e´ o mesmo:
retira-se todas as refereˆncias do Estudante da rede, e envia para a RPO de 1.o nı´vel a resposta do
request que originou a ficha na RPO de 2.o nı´vel, informando claro, se a interac¸a˜o terminou por um
logout do Estudante (Halt) ou por fim da rede (End).
Entretanto, se a RPO requisitou uma resposta (request) para o
OpnSecondLevelMessageBehaviour, enta˜o este deve pedir para um agente externo, que fornec¸a o
servic¸o de interface, uma resposta para o request da RPO. Para isso, e´ utilizado outro Behaviour,
inner class de OpnSecondLevelMessageBehaviour, denominado InterfaceInitiator:
private class InterfaceInitiator extends SimpleBehaviour
Este Behaviour, que extende a classe SimpleBehaviour, segue o protocolo FIPA-Request para
requisitar a resposta ao agente de interface. Apesar do JADE oferecer algumas classes de Behaviours
“pre´-prontas” para o uso desse protocolo, alguns comportamentos na˜o bem documentados destas
classes motivaram a implementac¸a˜o particular do protocolo neste Behaviour.
O resultado deste Behaviour (se na˜o acontecer erro na comunicac¸a˜o) e´ a resposta dada pelo
usua´rio, que deve ser entregue a` RPO de 2.o nı´vel. Essa resposta tem sua chegada via uma mensagem,
tratada por este mesmo Behaviour, uma vez que faz parte do protocolo, sendo a u´ltima mensagem (de
tipo - performative no jarga˜o FIPA - INFORM).
Outro Behaviour que recebe mensagens externas de outros agentes, e´
OpnExternalMessageBehaviour, ja´ citado acima. Este Behaviour aceita mensagens de tipo
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(performative) REQUEST, ou seja, aceita requisic¸o˜es simples ou de inı´cio de protocolos, via uma
“ma´scara”, ou template:
ACLMessage msg = myAgent.receive
(MessageTemplate.MatchPerformative(ACLMessage.REQUEST));
Por enquanto protocolos mais avanc¸ados ainda na˜o foram implementados para o sistema multia-
gente. Por isso, a u´nica requisic¸a˜o implementada neste Behaviour e´ a inserc¸a˜o de uma ficha na RPO
de 1.o nı´vel, ou seja, a inserc¸a˜o de um estudante executando o currı´culo, seja o estudante continuando
interac¸a˜o passada, ou um estudante novo.
Se o campo language indicar “application/javaobject”, isso quer dizer que um agente ex-
terno esta´ requisitando a este agente que insira na RPO de 1.o nı´vel, uma ficha. Os valores desta
ficha (de tipo Student) e´ passado para o agente na forma de um objeto serializado da classe
br.ufsc.MathTutor.JessComm.OpnStudent. Essa forma, a troca de objetos serializados atrave´s
de mensagens ACLMessage, na˜o e´ encorajado pelos desenvolvedores do JADE, uma vez que esta
te´cnica na˜o e´ padronizada pela FIPA. Futuramente, com a implementac¸a˜o das ontologias desenvolvi-
das e dos protocolos, esta parte devera´ ser reescrita/adaptada.
A figura D.2 conte´m um diagrama de sequ¨eˆncia contendo as interac¸o˜es internas do agente
StudentPetriNetsAgent, e a figura D.3 conte´m um diagrama de estados descrevendo de forma
simplificada, os estados do agente.
D. Implementac¸a˜o de um agente em JADE para gerenciar as RPOs de controle do modelo
pedago´gico 82
Figura D.1: Diagrama de Classes do pacote br.ufsc.MathTutor.PetriNetsAgent
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Figura D.2: Diagrama de Sequ¨eˆncia do agente StudentPetriNetsAgent
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Figura D.3: Diagrama de Estados do agente StudentPetriNetsAgent
Apeˆndice E
Implementac¸a˜o da interface Web de
Usua´rio do sistema MathTutor: Agente
em JADE e Servlets
Um dos mo´dulos do sistema MathTutor e´ a interface do estudante (ver figura 4.1). Neste trabalho
esta interface foi desenvolvida para ser acessada via Web, como ja´ citado em 5.4. Neste apeˆndice
sa˜o apresentados detalhadamente a implementac¸a˜o dos dois elementos que compo˜em o controle da
interface: o agente de interface e os Servlets.
E.1 Agente JADE
Ale´m dos agentes tutores da SATA (ver figura 4.1), outra classe de agente necessa´ria no sistema
multiagente sa˜o os agentes de interface. Como a pro´pria designac¸a˜o sugere, eles fazem a ligac¸a˜o entre
a SATA e o usua´rio estudante.
No sistema desenvolvido, a interface com o estudante e´ feita via tecnologias Web. Para prover
tambe´m o dinamismo necessa´rio a` aplicac¸a˜o, o servidor Tomcat foi escolhido, bem como a tecnologia
Servlets.
O agente de interface foi desenvolvido na classe ServletStudentAgent, no pacote
br.ufsc.MathTutor.ServletAgent.
Entre os atributos desta classe, temos um objeto da classe
br.ufsc.MathTutor.JessComm.OpnStudent que serve como modelo de dados do estudante:
private OpnStudent student;
Ale´m disso, ha´ tambe´m a refereˆncia para outro agente, que e´ o agente que conte´m as RPO do
modelo pedago´gico:
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private AID opnAgent = null;
E tambe´m uma lista de currı´culos disponı´veis no sistema:
private String curriculum[];
Reparando nas definic¸o˜es das estruturas acima, observa-se que elas na˜o sa˜o inicializadas. Isso por-
que sua inicializac¸a˜o exige conhecimento sobre o sistema multiagente (o identificador de um agente
que conte´m RPOs, e uma lista de currı´culos disponı´veis). Como essas informac¸o˜es na˜o sa˜o embutidas
a priori nos agentes, elas precisam ser buscadas no sistema.
Para isso, usa-se o agente DF (Directory Facilitator), um agente padra˜o na arquitetura JADE, e
que funciona como um servic¸o de “pa´ginas amarelas”, ou seja, um centro onde os agentes registram
servic¸os por eles oferecidos, e/ou procuram por agentes que oferec¸am determinados servic¸os.
No sistema desenvolvido, os agentes que conte´m as RPOs com o modelo pedago´gico se registram
no DF oferecendo um servic¸o do tipo “PetriNets” e com o nome do servic¸o sendo o nome do
currı´culo. Assim, ao iniciar um agente ServletStudentAgent, este deve realizar uma busca no DF a
fim de preencher a lista de currı´culos disponı´veis. Este procedimento e´ implementado no Behaviour
GetInfoBehaviour, uma inner class de ServletStudentAgent:
private class GetInfoBehaviour extends TickerBehaviour
O procedimento de busca no DF e´ simples, visto que o JADE proveˆ me´todos que facilitam a
interac¸a˜o com este agente. Entretanto, como essa comunicac¸a˜o com o DF na˜o esta´ livre de falhas, o
Behaviour implementado executa de tempos em tempos ate´ conseguir uma resposta va´lida (a raza˜o
do Behaviour implementado ser subclasse de TickerBehaviour), ate´ que ele obtenha o resultado
esperado.
Ale´m deste, ha´ outro Behaviour implementado como inner class de ServletStudentAgent:
private class Servlet2AgentHandlerBehaviour extends CyclicBehaviour
Este Behaviour, que e´ executado ciclicamente, trata das requisic¸o˜es vindas dos Servlets. Isso e´
necessa´rio por causa do modelo de trabalho do JADE.
O agente reside dentro do espac¸o de trabalho do Tomcat, ou seja, dentro da mesma ma´quina virtual
(JVM) do Tomcat. Do ponto de vista dos Servlets, o agente e´ apenas mais um objeto. Entretanto,
na˜o e´ possı´vel simplesmente de dentro dos Servlets, chamar algum me´todo da classe do agente, como
outro objeto qualquer, pois ao criar o agente, a plataforma JADE apenas retorna um “proxy” para
o agente. Isto porque pode haver interfereˆncia na dinaˆmica de execuc¸a˜o dos agentes, pois isto pode
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causar problemas de sincronizac¸a˜o de dados(deadlocks), em conjunto com a execuc¸a˜o do escalonador
interno que o mesmo possui para executar os seus Behaviours.
Uma vez que o paradigma dos agentes em JADE e´ receber/enviar mensagens assincronamente,
chamadas de me´todos diretamente da classe do agente estariam fora desse escopo. Mesmo assim, e´
possı´vel que classes Java na˜o-agentes interajam com agentes. Para isso, os agentes JADE possuem
uma opc¸a˜o de receber objetos Java como se estes fossem mensagens, atrave´s de uma fila especı´fica.
Esta opc¸a˜o na˜o e´ padra˜o, e deve ser explicitamente feita pelo agente. No ServletStudentAgent, ela
e´ feita dentro do me´todo setup(), criando a fila com capacidade de 5 elementos:
this.setEnabledO2ACommunication(true, 5);
Para retirar um objeto desta fila, o me´todo usado e´:
Object obj = getO2AObject();
Entretanto, como geralmente necessita-se enviar dados diferenciados ao agente, foi definida
uma classe que encapsula todos os dados necessa´rios na comunicac¸a˜o Servlet/agente. Esta classe
e´ br.ufsc.MathTutor.ServletAgent.StudentInteraction.
A classe StudentInteraction possui um campo que indica que tipo de interac¸a˜o o Servlet esta´
iniciando com o agente:
private int type;
Por enquanto, as interac¸o˜es podem ser de quatro tipos: login do estudante, registro de dados do es-
tudante, escolha de currı´culo do estudante, e interac¸a˜o padra˜o do estudante com o sistema executando
as unidades de interac¸a˜o de cada problema do currı´culo:
public static final int LOGIN = 1;
public static final int REGISTER = 2;
public static final int FIRSTCHOICE = 3;
public static final int INTERACTION = 4;
Ale´m destes, a classe StudentInteraction possui mais quatro propriedades abaixo listadas:
private HttpServletRequest theRequest = null;
private HttpServletResponse theResponse = null;
private boolean theResponseChangeFlag = false;
private Object data;
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sendo que as duas primeiras, sa˜o objetos Java usados para manipular requisic¸o˜es e respostas
do protocolo HTTP, e sa˜o fortemente ligadas aos Servlets. Entretanto, o agente tem acesso a estes
objetos, podendo retirar dados diretamente da requisic¸a˜o HTTP, bem como manipular a resposta da
requisic¸a˜o. Todavia, foi escolhido um modelo de trabalho no qual o agente na˜o manipula diretamente
a resposta ao cliente, mas passa dados ao Servlet (pelo propriedade data, de StudentInteraction),
para que este devolva a resposta ao cliente. Este esquema, e´ mostrado na figura E.1, de maneira
simplificada.
Os dados que sa˜o enviados ao Servlet pelo agente podem ser basicamente de dois tipos: uma
String simples, contendo um enderec¸o para o qual o usua´rio deve ser redirecionado; ou um vetor de
Strings, contendo dados que sera˜o usados pelo Servlet para montar uma pa´gina HTML para o usua´rio.
Como ja´ dito acima, e´ o Behaviour Servlet2AgentHandlerBehaviour que lida com as interac¸o˜es
entre os Servlets e o agente. A seguir, examinamos mais detalhadamente as ac¸o˜es deste behaviour.
Nos casos em que a interac¸a˜o com o Servlet e´ de login ou de registro (tipo de interac¸a˜o LOGIN ou
REGISTER), basta que o Behaviour respectivamente valide o login ou registre o estudante no sistema,
e retorne um enderec¸o para o qual o usua´rio sera´ redirecionado.
No caso em que a interac¸a˜o e´ do tipo FIRSTCHOICE, o Behaviour pode ter duas opc¸o˜es de
execuc¸a˜o: caso o estudante ainda na˜o tenha decidido se deseja continuar a sessa˜o passada ou se
na˜o foi escolhido currı´culo ainda, o Behaviour envia um vetor de Strings para o Servlet, cada String
sendo uma opc¸a˜o de currı´culo; caso o estudante ja´ tenha escolhido em qual currı´culo ele ira´ pros-
seguir, deve-se iniciar a interac¸a˜o entre este agente e o agente que conte´m o modelo pedago´gico
implementado numa RPO.
Neste segundo caso, o Behaviour obte´m o enderec¸o do agente com o currı´culo escolhido, e inicia
outro Behaviour, que trata desta interac¸a˜o inter-agentes. Este Behaviour e´ o PetriNetInitiator, e
e´ detalhado mais a frente.
O u´ltimo caso que Servlet2AgentHandlerBehaviour trata, e´ o da interac¸a˜o tipo INTERACTION,
que e´ uma interac¸a˜o do Estudante ja´ executando uma Unidade de Interac¸a˜o de um problema dentro
de um currı´culo. Neste caso, o Behaviour Servlet2AgentHandlerBehaviour apenas repassa para
outro Behaviour, denominado PetriNetResponder, os dados da interac¸a˜o com o Servlet.
PetriNetInitiator e PetriNetResponder sa˜o os dois Behaviours que tratam da comunicac¸a˜o
do agente ServletStudentAgent com o agente das RPOs StudentPetriNetsAgent (ver figura 5.6,
repetida abaixo, para melhor visualizac¸a˜o). Para a comunicac¸a˜o, utiliza-se o protocolo FIPA-Request.
PetriNetInitiator inicia a comunicac¸a˜o com o agente StudentPetriNetsAgent, solicitando
a este, a inclusa˜o na RPO de uma ficha representando o presente Estudante. A resposta a esta
solicitac¸a˜o e´ apenas uma resposta de confirmac¸a˜o, sem nenhum dado relevante.
PetriNetResponder e´ o Behaviour que lida com as requisic¸o˜es vindas do agente
StudentPetriNetsAgent. Estas requisic¸o˜es trazem tambe´m informac¸o˜es acerca da ficha da RPO
que representa o aluno, informac¸o˜es estas que o Behaviour usa para mostrar uma pa´gina para o Estu-
dante.
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PetriNetResponder tem quatro fases distintas de atuac¸a˜o:
1. Recebe mensagem do agente das RPOs;
2. Com as informac¸o˜es vindas deste agente, passa para o Servlet informac¸o˜es;
3. Espera resposta do usua´rio vinda atrave´s do Servlet;
4. Envia resposta do usua´rio recebida como resposta para o agente das RPOs.
Para uma visa˜o geral do agente, com todos os seus Behaviours, apresenta-se a figura E.3.
E.2 Servlets
Os Servlets, apesar de cada um deles oferecer particularidades, teˆm estruturas e comportamen-
tos similares, apresentados anteriormente na figura E.1. Abaixo, apresentamos uma descric¸a˜o mais
detalhada do co´digo.
Inicialmente, procura-se pelo objeto de sessa˜o (HttpSession), que representa a sessa˜o do usua´rio
no sistema. Se na˜o houver sessa˜o (o estudante na˜o efetuou o login no sistema ou a sessa˜o teve o time-
out alcanc¸ado), o Servlet redireciona o usua´rio para uma tela de Sessa˜o expirada:
HttpSession session = request.getSession(false);




O objeto HttpSession guarda uma refereˆncia para um AgentController, um proxy para o
agente JADE. Essa refereˆncia e´ resgatada no Servlet, pois este precisa interagir com o agente:
AgentController agentProxy =
(AgentController)session.getAttribute("agent");
Em seguida, o Servlet cria um objeto de interac¸a˜o com o agente, e envia para este:
interact = new StudentInteraction(request, response,
StudentInteraction.INTERACTION);
agentProxy.putO2AObject(interact, AgentController.ASYNC);
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Feito isto, o Servlet deve esperar pela resposta do agente. Para isso, o objeto interact, da classe
StudentInteraction, proporciona um me´todo bloqueante, que so´ e´ liberado depois que o agente
termina seu processamento e tem a resposta para o Servlet:
interact.waitChangedResponse();
A seguir, o Servlet obte´m a resposta dada pelo agente, via objeto de interac¸a˜o:
Object ret = interact.getData();
Este processo apresentado e´ a base gene´rica para os Servlets. A partir daı´, cada Servlet se dife-
rencia pelo uso que faz dos dados advindos do agente jade. Em cada etapa mostrada, cada Servlet
pode ser ligeiramente diferente, ou ainda haver outras instruc¸o˜es adicionadas. Esta metodologia foi
adaptada de [72].
Ate´ agora foi mostrado o esquema ba´sico de funcionamento de todos os Servlets. Entre-
tanto, ainda na˜o foi mostrado a inicializac¸a˜o do agente, nem como e´ conseguido o objeto proxy
(AgentController) armazenado na sessa˜o. Os procedimentos para isso sa˜o realizados dentro do
Servlet que serve como porta˜o de entrada no sistema, o denominado LoginServlet.
LoginServlet possui como um de seus atributos, um proxy para um Container de agentes JADE
(Container, no modelo JADE, e´ onde os agentes ?vivem?, e uma plataforma JADE seria o universo
do agente, e esta pode conter um ou mais Containers, distribuı´dos ou na˜o):
private AgentContainer agentContainer;
Este Container e´ inicializado logo na inicializac¸a˜o do Servlet (me´todo init):
agentContainer = Util.getLocalAgentContainer();
Util e´ uma classe que como o nome sugere, conte´m me´todos na˜o pertencentes especificamente a
nenhuma outra classe desenvolvida, mas que sa˜o essenciais. Dentro de getLocalAgentContainer(),
primeiro adquire-se uma instaˆncia (singleton) do objeto que representa a execuc¸a˜o do ambiente JADE:
jade.core.Runtime jadeRuntime = jade.core.Runtime.instance();
Em seguida, cria-se um objeto Profile. Este objeto conte´m todas as opc¸o˜es de inicializac¸a˜o
de um ambiente JADE (as mesmas que podem ser passadas por linha de comando, caso o JADE
seja iniciado pela mesma), e podem ser mudadas pelo programador. Como as opc¸o˜es padra˜o sa˜o
suficientes para o sistema atual, basta que se construa o objeto usando o construtor com paraˆmetro
false, que indica que o Container de agentes na˜o sera´ u´nico (ou seja, este devera´ se conectar ao
Container principal):
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jade.core.Profile jadeProfile = new jade.core.ProfileImpl(false);
A seguir, basta criar o Container de agentes propriamente dito:
agentContainer = jadeRuntime.createAgentContainer(jadeProfile);
Iniciado o LoginServlet, tem-se tambe´m iniciado um Container JADE para os agentes. O
pro´ximo passo e´ iniciar os agentes neste Container. A criac¸a˜o de agentes e´ realizada depois do
usua´rio efetuar o login no sistema.
Mesmo na inicializac¸a˜o do agente, necessita-se de um objeto de interac¸a˜o
(StudentInteraction), pois e´ atrave´s deste que e´ sincronizado o agente e o Servlet:
StudentInteraction firstInter =
new StudentInteraction(null, null, 0);
Como esse objeto de interac¸a˜o tem o objetivo puramente de sincronizac¸a˜o, nenhum dado relevante




new Object[] {login, firstInter});
O primeiro paraˆmetro passado para o me´todo createNewAgent e´ uma String que representa o
nome que o agente devera´ ter no ambiente. No sistema desenvolvido, esse nome e´ composto pelo
login do usua´rio mais a palavra ?Agent?. O segundo paraˆmetro e´ uma String contendo a classe Java
do agente. O terceiro paraˆmetro e´ um vetor de Objects, contendo paraˆmetros para inicializac¸a˜o do
agente. No sistema desenvolvido, sa˜o enviados uma String com o login do usua´rio, e o objeto de
interac¸a˜o previamente inicializado.
Uma vez criado, o agente na˜o comec¸a a sua execuc¸a˜o instantaneamente. Na verdade, nem mesmo
o seu me´todo setup() e´ chamado. ´E preciso explicitamente iniciar o agente, usando o me´todo
start() de AgentController. A seguir, o Servlet espera pela inicializac¸a˜o apropriada do agente
(sincronizac¸a˜o), usando o objeto de interac¸a˜o passado como paraˆmetro:
agentProxy.start();
firstInter.waitChangedResponse();
Tendo o agente sido inicializado sem problemas, o seu proxy e´ colocado no objeto de sessa˜o:
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session.setAttribute("agent", agentProxy);
O restante do procedimento de LoginServlet e´ parecido com o modelo padra˜o de ac¸o˜es dos
Servlets, descritos inicialmente. Para visualizar o fluxo do usua´rio pelos Servlets, pode-se observar a
figura E.4.
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Figura E.1: Diagrama de Sequ¨eˆncia das interac¸o˜es Servlets/Agente
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Figura E.2: Comunicac¸a˜o entre Agentes
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Figura E.3: Diagrama de Estados do pacote ServletAgent
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Figura E.4: Diagrama de Estados contendo o fluxo de execuc¸a˜o dos Servlets
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