INTRODUCTION
A business process (BP for short) consists of a group of business activities undertaken by one or more organizations in pursuit of some particular goal. It usually operates in a cross-organization, distributed environment and the software implementing it is fairly complex. Standards facilitate the design, deployment, and execution of BPs. In particular, the recent BPEL standard (Business Process Execution Language), provides an XML-based language to describe the interface between the participants in a process, as well as the full operational logic of the process and its execution flow. BPEL specifications are automatically compiled into executable code that implements the described BP and runs on a BPEL application server. Processes execution is traced, and their run-time behavior can be recorded in standard XML formats.
These new standards not only simplify software development, but, more interestingly from an information management perspective, they also provide an important new mine of information. Queries about the BPs, that were extremely hard (if not impossible) to evaluate when the BP logic was coded in a complex program are now potentially much easier given a declarative specification of the BP. Furthermore, sophisticated querying, that interleaves static analysis of the BP specification with run-time process monitoring, can now be used for a variety of critical tasks such as fraud detection, SLA (service level agreement) maintenance, and general business management. This provides an essential infrastructure for companies to optimize their business processes, reduce operational costs, and ultimately increase competitiveness.
Our goal here to study the new possibilities that this new generation of BPs brings to process querying and monitoring. We first give, in section 2, a brief survey of the new generation BP technology and the challenges it raises. Then in the next two sections we highlight the main properties of * The research has been partially supported by the European Project MANCOOSI and the Israel Science Foundation.
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BACKGROUND AND MOTIVATION
A BP usually depends upon various business functions for support, e.g. personnel, accounting, inventory, and interacts with other BPs/activities carried by the same or other organizations. Consequently, the software implementing such BPs typically operates in a cross-organization, distributed environment. It is a common practice to use XML for data exchange between BPs, and Web services for interaction with remote processes [37] . The recent BPEL standard (Business Process Execution Language [8] , also identified as BPELWS or BPEL4WS), developed jointly by BEA Systems, IBM, and Microsoft, combines and replaces IBM's WebServices Flow Language (WSFL) [24] and Microsoft's XLANG [39] . It provides an XML-based language to describe not only the interface between the participants in a process, but also the full operational logic of the process and its execution flow. Because of the complexity of the BPEL syntax, commercial vendors offer systems that allow to design BPEL specification via a visual interface, using a conceptual, intuitive view of the process, as a graph of data and activity nodes, connected by control flow edges. Designs are automatically converted to BPEL specifications, which in turn can be automatically compiled into executable code that implements the described BP [29] .
As mentioned above, declarative BPEL specifications greatly simplify the task of software development for BPs. More interestingly from an information management perspective, they also provide an important new mine of information [36, 31] . Consider for instance a user who tries to understand how a particular business, say a Web auctioning system, operates. She may want to find answers to questions such as: Can I place a bid without giving first my credit card details? What should one do to confirm a purchase? What kind of credit services are used by the auctioning system, directly or indirectly, (i.e. by the other processes it interacts with)? Answering such queries becomes feasible given a declarative BP specification, like BPEL. For an organization that has access to its own BPEL specifications, as well to those of cooperating organizations, the ability to answer such queries, in a possibly distributed environment, is of great practical potential.
To support such queries, one needs an adequate query language, and an efficient execution engine for it. We argue that it is essential to develop query languages that allow for an intuitive formulation of queries on BP specifications, and efficient query evaluation, in a distributed cross-organization environment [5, 14] .
A BP (BPEL) specification describes the potential behavior of the BP. An instance of the BP is an actual running process (that follows the logic described in the specification), which includes specific decisions, real actions, and actual data. BP Management systems allow to trace process instances -the activities that they perform, the messages sent or received by each activity, the values of variables, performance metrics -and send this information as events, in standard XML format, to log flies or runtime monitoring systems. These are often called in the literature BAM (Business Activity Monitoring) systems.
To get some intuition about the type of monitoring that a given BP may require, consider again the Web auctioning system mentioned above. The system administrator would like, among others, to guarantee fair play, detect frauds, and track services usage and performance. This may be achieved by monitoring the running processes: she can ask, for instance, to be notified whenever auctioneers cancel bids too often, or when buyers attempt to confirm bids without giving first their credit details. She may also want to be informed whenever the average response time of the database, in a given service, passes a certain threshold, so that she can fix the problem or switch to a backup database. In general, monitoring encompasses the tracking, at run time, of particular patterns in the execution path of individual processes or in the interaction between different processes, as well as the provision of statistics on the performance of one or more processes. One can also query, posteriori, the BP logs to mine such activity patterns.
Observe that the querying of the potential behavior of BPs and the monitoring of the actual run of process instances are complementary. Queries on the specification can be used to focus on (the parts of) the BPs that require monitoring/logging. Conversely, run-time monitoring/logging can be used to complement the analysis of process properties that cannot be statically determined by querying the specification.
We argue that is important to develop frameworks that gracefully combine the querying of BP specifications, run time behavior, and logs, for a comprehensive BP analysis [6] .
Since BPs in general, and BPEL ones in particular, are promised such a brilliant future, we believe it is important to develop a solid foundation for querying and monitoring such processes, thereby providing the essential infrastructure for companies to optimize business processes, reduce operational costs, gain real-time visibility into key performance indicators, and ultimately increase competitiveness.
QUERYING BP SPECIFICATIONS
Depending on the context, a user may be interested to query (1) the structure of the specification or (2) the behavior of the process defined by it. We refer to such queries as structural and behavioral queries, resp. Consider for example a BPEL specification describing the auctioning system in our running example. A software engineer may wish to query the specification to find process components that follow a certain code pattern, say a loop that contains an IncreaseBid operation; this is an example of a structural query. A system analyst may, on the other hand, wish to know whether the system allows users to perform an unbounded sequence of bid increments, regardless of how such a sequence is implemented (e.g. with a loop, recursion, or else); this is an example for a behavioral query. These two classes of queries are typically categorized in the literature by their invariance to bisimulation. Intuitively, two specifications are bisimilar if each one's execution can be considered as a simulation of an execution of the other. A query language (or logic) L is invariant to bisimulation if an evaluation of any formula f of L on a system R is equivalent to the evaluation of f on any R that is bisimilar to R.
Previous research had addressed each of these classes of queries separately, as follows.
Program verification. Works in the area of program verification focus on behavioral queries. There has been a vast amount of work in the general area of program analysis and verification (see e.g. [11, 23] for a sample), and more specifically in the analysis of interactions of composite web services and BPEL processes [16, 11, 15, 7, 1] . These works are typically based on modal logics [26] such as LTL, CTL(*) and µ-calculus, which are all bisimulation invariant. Queries, formulated as logic formulas, test if the runs of the program satisfy a behavioral property. The verification of the behavioral properties is typically of very high complexity (from NP-hard for very simple specifications to undecidable in the general case [28] ). Dedicated optimization techniques and data structures have been developed to accelerate the process (e.g. [32, 23] ).
Database query languages. BP specifications may be abstractly viewed as a set of nested graphs, possibly with recursion: the graphs structure captures the execution flow of the process components; the nesting comes from the fact that the operations/services used in a process are not necessarily atomic and may have a complex internal structure (which may itself be represented by a graph); recursion may exist due to mutual calls. Database research offers query languages for semi-structured data in general, and for tree-and graph-shaped data in particular. But typical database query languages are sensitive to the exact graph structure and are not bisimulation invariant [12, 30] , hence express only structural queries. They also typically consider only flat graphs. This line of research on querying XML and semi-structured data led to the development of standard query languages, an array of query optimization techniques for query evaluation in both centralized and distributed environments [27, 19, 38, 34, 10, 5, 2] , and the identification of language fragments with good balance between expressibility and low complexity [17] .
Overall, each of these lines of works have some very important merits and some limitations. We believe that an effective solution can be achieved by combining the best features of the two paradigms: structural querying and efficiency of query processing and distributed data management of database systems, with behavioral analysis and dedicated data structures from program verification [13] . We envision a system where users can issue declarative queries on both the structure of BP specifications and the processes expected behavior, with efficient query processing and transparent management of distributed data.
MONITORING BPS
BP Management systems allow to trace process instances -the activities that they perform, the messages sent or received by each activity, the values of variables, performance metrics -and to send this information as events, at runtime, to monitoring tools (often called in the literature BAMBusiness Activity Monitoring) [33, 9, 35, 4, 20, 21] . Events are reported in standard XML formats to enable interoperability. Typical monitoring systems are composed of three layers: a layer that absorbs the stream of events coming from the BP execution engine, a processing and filtering layer that selects relevant events/data and automatically triggers actions, and a dashboard that allows users to follow the process progress, view custom reports and statistics on the processes and send alerts. The events can also be logged and be available to be queried/mined posteriori.
While rather powerful, existing tools are dedicated to the monitoring and mining of run-time events. A process analysis, that interleaves static analysis of the BP specification with run-time analysis of the events stream generated by the process instance, is not possible, using existing tools.
In contrast, the use of uniform query languages for querying both static and streamed data is common in database system [22, 3] . We have mentioned above that the events sent to BP monitoring systems have standard XML format and that BP (BPEL) specifications are also written in XML. A natural question is why not use XQuery, coupled with some existing XML stream-processing engine (e.g. [18, 25] ), for the task? We have already mentioned above the limitation of database query languages in general, and XQuery in particular, for the querying of BP specifications. XMLstream processing engines are also not the best fit here for monitoring the events trace. A key observation is that the XML elements in this stream each describe an individual event. To express even a very simple inquiry about a process execution flow, one needs to write a fairly complex XQuery query that performs an excessive number of joins of such elements and is difficult (if not impossible) to handle by existing streaming engines. Furthermore, even if a more queryfriendly nested XML representation, that reflects the flow, had been chosen for the data, standard XML stream processing would still not be adequate for the task: XML stream engines manage tree-shaped data and not DAGs (directed acyclic graphs), which is the typical structure of processes trace. More importantly, they expect to receive the tree elements in document order (i.e. from left to right) and process sibling branches sequentially. But the events flow in BPs does not necessarily follow this order: events of parallel activities may interleave. Deferring the processing of incoming events of a given process branch until all the events of its sibling have been processed may cause an unnecessary and significant delay. A dedicated parallel processing is required here.
Here again, we believe that an adequate solution may be achieved by combining the best features of the existing technologies, enriching them where needed, to obtain a uniform framework for querying BP specs, run time behavior, and logs. This will allow to use specifications analysis to identify process parts that require monitoring/logging and, conversely, exploit monitoring/logging to clarify issues that could not be determined statically.
