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Abstract
We show how series expansions of functions of bosonic number operators are
naturally derived from finite-difference calculus. The scheme employs Newton
series rather than Taylor series known from differential calculus, and also works
in cases where the Taylor expansion fails. For a function of number operators,
such an expansion is automatically normal ordered. Applied to the Holstein-
Primakoff representation of spins, the scheme yields an exact series expansion
with a finite number of terms. As a second example, we show that factorial
moments and factorial cumulants arising in the context of photon or electron
counting are a natural consequence of Newton series expansions.
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1 Introduction
Functions of operators are ubiquitous in physics. In this paper, we focus on functions f
that depend on the occupation number operator nˆ = aˆ†aˆ, where aˆ† and aˆ are the creation
and annihilation operator of some bosonic mode in second quantization, with commutation
relation [aˆ, aˆ†] = 1. For any (real or complex) function f(x), the operator-valued function
f(nˆ) is defined through the eigenvalue equation
f(nˆ)|n〉 = f(n)|n〉 , (1)
where |n〉 is an eigenstate of nˆ, with integer eigenvalue n ∈ N0. While for simple functions, such
as f(nˆ) = nˆ or nˆ2, this definition may be sufficient in order to perform practical calculations,
for more complicated functions, such as f(nˆ) =
√
nˆ, a series expansion of f(nˆ) in terms of aˆ†
and aˆ may be desirable because, then, an approximative treatment of the problem at hand
becomes possible by truncating the series at some low order.
One of the most prominent series expansion used in physics is the Taylor expansion (w.l.o.g.
around x = 0),
f(x) =
∞∑
k=0
1
k!
dk
dxk
f(0)xk , (2)
which is valid if f(x) is analytic at x = 0. In that case, xk can be replaced by nˆk in (2) to
obtain the formal power series of the operator function f(nˆ). And, indeed, such a procedure
is commonly used, e. g., to expand spin operators in terms of Holstein-Primakoff bosons, as
we discuss in more detail below.
It should be emphasized, however, that the choice of how to order the operators aˆ and
aˆ† in the series expansion is not unique. While the Taylor expansion yields products of the
form (aˆ†aˆ)k, one may rearrange the operators in some other way. For example, rewriting the
second-order term in normal order, aˆ†aˆaˆ†aˆ = aˆ†aˆ†aˆaˆ + aˆ†aˆ, modifies the coefficient of the
first-order term. As a consequence, the series expansion of f(nˆ) is not unique.
A serious problem with the Taylor expansion is that it requires f(x) to be analytic at
the expansion point. Therefore, the above procedure does not work, e. g., for
√
nˆ since the
square root
√
x is not analytic at x = 0 due to the divergence of the differential quotient
df/dx. On the other hand, since we only need to consider the function f(x) at integer values
of x, diverging differential quotients should be irrelevant for the possibility to find a series
expansion of f(nˆ).
This motivates us to suggest that, from the very beginning, the Taylor series known
from differential calculus should be replaced by the Newton series, a central tool from finite-
difference calculus. For the Newton series to exist, the only requirement is that f(x) is well
defined at integer values of x. This includes non-analytic functions such as
√
x, i. e., a series
expansion of
√
nˆ becomes possible. But also for analytic functions f(x), for which the Taylor
series exists, employing the Newton series to expand f(nˆ) seems more natural and better
adapted to the discreteness of the domain of definition of f(nˆ).
2 Finite-difference calculus
Although the Newton series and the underlying finite-difference calculus was invented a long
time ago [1, 2], it is, among physicists today, less known and used than the Taylor expansion
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that has been invented later [3]. Therefore, we briefly review this expansion scheme before
applying it to operator-valued functions of the form (1).
2.1 Newton series
In finite-difference calculus, the differential quotient is replaced by the finite forward differ-
ence1
∆nf(n) = f(n+ 1)− f(n) . (3)
Applying the difference operator ∆n iteratively k times yields the k-th order forward difference
∆knf(n) =
k∑
l=0
(−1)k−l
(
k
l
)
f(n+ l) . (4)
The discrete analog of the Taylor series in differential calculus is the Newton series. It is, for
an expansion starting at n = 0, given by
f(n) =
∞∑
k=0
1
k!
∆knf(0)n
(k), (5)
where
n(k) = n(n− 1)(n − 2) · · · (n − k + 1) (6)
denotes the k-th (falling) factorial power2 of n. Comparing equations (2) and (5), we point
out that the factorial powers n(k) are the discrete analog of the usual powers nk.
It should be emphasized that, by construction, the m-th partial sum of the Newton
series exactly reproduces f(n) at the integer values n = {0, 1, . . . ,m − 1}. In fact, the
m-th partial sum is equal to the Lagrange interpolation polynomial through the m points
{(0, f(0)), . . . , (m− 1, f(m− 1))}. Therefore, the Newton series trivially converges pointwise
at all n ∈ N0, with the only requirement that f(n) is well defined on N0. While the nonan-
alyticity of
√
x at x = 0 prevents the expansion into a Taylor series, there is no problem of
expanding
√
n into a Newton series, with the first few terms given by
√
n = n− 2−
√
2
2!
n(2) +
3− 3√2 +√3
3!
n(3) +O(n(4)). (7)
For the Newton expansion of the operator function f(nˆ), one simply has to replace n with
nˆ in (5). This yields
f(nˆ) =
∞∑
k=0
Fk
k!
nˆ(k), (8)
with coefficients Fk = ∆
k
nf(0). An alternative way to derive (8) uses the fact that, contrary
to differentiation, finite differences can also be defined w.r.t. the operator nˆ instead of the
1 An analog discussion can be made based on the backward differences ∇nf(n) = f(n) − f(n− 1).
2 There are different definitions and notations for the factorial power in the literature. We use the same
definition as Mathematica [4], which obeys the relations ∆nn
(k) = kn(k−1) as well as
∑
n
n(k) = n(k+1)/(k+1)
analog to differentiation and integration.
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number n, because neither a division nor a limit is necessary in the definition of the forward
difference ∆nˆf(nˆ) = f(nˆ + 1) − f(nˆ), and likewise for ∆knˆf(nˆ). To formulate the operator
Newton series, we need to take the matrix element of ∆knˆf(nˆ) at the expansion point. For
an expansion around the lower bound of the spectrum of nˆ, this leads to the coefficients
Fk = 〈0|∆knˆf(nˆ)|0〉, which are identical to ∆knf(0) by (1).
2.2 Factorial powers and normal ordering
The Newton series of f(nˆ) contains the factorial powers nˆ(k) = nˆ(nˆ− 1) · · · (nˆ− k + 1) of the
number operator. These are identical to the normal ordering [5] of the (regular) powers of
the number operator nˆ = aˆ†aˆ, i. e.,
nˆ(k) = : nˆk : = aˆ†kaˆk . (9)
The normal ordering : f(nˆ) : of any function f(nˆ) is calculated by first expressing f(nˆ) through
its formal power series (or Newton series), then replacing each nˆ by aˆ†aˆ, and finally shifting
all the creation operators aˆ† to the left and all the annihilation operators aˆ to the right, while
ignoring the non-commutativity of aˆ and aˆ†.
The simple relation (9) is easily proven by applying it to a number eigenstate |n〉. For
k ≤ n, we get
: nˆk : |n〉 = aˆ†kaˆk|n〉 =
√
n(k) aˆ†k|n− k〉 = n(k)|n〉 = nˆ(k)|n〉 . (10)
For k > n, the relation : nˆk : |n〉 = nˆ(k)|n〉 is trivially fulfilled, as then both aˆk|n〉 = 0 and
n(k) = 0.
2.3 Newton series of operator functions
By combining the results of the two previous sections, we conclude that the Newton series
expansion of any function of number operators is given by
f(nˆ) =
∞∑
k=0
Fk
k!
aˆ†kaˆk, (11a)
where the coefficients
Fk =
k∑
l=0
(−1)k−l
(
k
l
)
f(l) (11b)
are given by the binomial transform F of f [6]. The normal ordering of the series expansion
(11) implies that the k-th addend does not contibute when applied to number eigenstates |n〉
with n < k. As an important consequence, the Newton series of a function f(nˆ) with a finite
support {|n〉;n ≤ m− 1} terminates with the m-th partial sum.
In the remaining part of the paper, we present two examples of Newton series expansions
of bosonic functions from different fields of physics.
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3 Bosonic representation of spins
As a first example, we study the Holstein-Primakoff [7] representation of quantum spins of
length S. It is given by (we put ~ = 1)
Sˆ+ =
√
2S fHP(nˆ) aˆ , Sˆ
− =
√
2S aˆ†fHP(nˆ) , Sˆ
z = S − nˆ , (12a)
with the bosonic operator function
fHP(nˆ) =
√
1− nˆ
2S
, (12b)
and, thus, expresses the spin operators in terms bosonic creation and annihilation operators aˆ†
and aˆ, respectively. The spin state |S,m〉spin with the largest magnetic quantum number m =
S is identified with the bosonic vacuum state |0〉bos. Creating one boson by applying aˆ† reduces
m by one. The function fHP(nˆ) specified in (12b) guarantees that the commutation relations
of the spin algebra are satisfied. As a consequence, the Holstein-Primakoff representation
yields the correct matrix elements of the spin operators.
The Hilbert space of the Holstein-Primakoff bosons has infinite dimension and is, therefore,
much larger than the (2S+1)-dimensional Hilbert space of the quantum spin. However, the
relation Sˆ−|S,−S〉spin = 0, responsible for keeping the spin Hilbert space finite-dimensional,
properly translates to Sˆ−|2S〉bos = 0 in the bosonic language, because of fHP(2S) = 0.
Therefore, the unphysical part of the boson Hilbert space, with more than 2S bosons present,
can never be reached by applying the spin operators.
3.1 Series expansions of Holstein-Primakoff representation
Since the square root in (12b) is awkward to deal with, a common procedure often used in
the literature to analyze collective magnetic excitations (magnons) in ferromagnetic and anti-
ferromagnetic spin lattices is to expand fHP(nˆ) in a Taylor series and truncate the expansion
at some given order. To lowest order, this expansion yields fHP = 1 + O(nˆ). This defines
the so-called linear spin-wave approximation, which can be understood as the classical, or
S →∞, limit of the quantum spin, in which interactions between magnons are neglected.
To address magnon-magnon interactions, at least the next order of the Taylor expansion,
fHP(nˆ) = 1− nˆ
4S
+O(nˆ2) , (13)
needs to be included. The truncation of the Taylor series at any finite order is, however,
problematic since it makes the full bosonic Hilbert space accessible by successively applying
Sˆ−, including all the unphysical states with more than 2S bosons. Furthermore, the canonical
commutation relations for the spin operators are only satisfied approximately. This results in
artificially breaking rotational symmetries that may be present in the original Hamiltonian.
Only when the Taylor series is kept up to infinite order, both of these problems are cured.
Instead of using the Taylor expansion, we advocate to employ the Newton expansion (11).
To lowest order, the Taylor and the Newton expansion yield the same result fHP = 1+O(nˆ(1)).
However, in next-to-leading order they start to differ. The Newton expansion yields
fHP(nˆ) = 1−
(
1−
√
1− 1
2S
)
nˆ+O(nˆ(2)) , (14)
5
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with a different prefactor for the linear term than in the Taylor expansion. As a consequence,
the magnon-magnon interaction in spin lattices acquires a different strengths for the truncated
Taylor and Newton expansion, respectively.
The main virtue of the Newton expansion as compared to the Taylor expansion, however,
is that the full series (11) can be truncated after the first 2S + 1 terms,
fHP(nˆ) =
2S∑
k=0
k∑
l=0
(−1)k−l
k!
(
k
l
)√
1− l
2S
aˆ†kaˆk, (15)
to exactly reproduce all spin matrix elements within the bosonic Hilbert space with at most 2S
bosons. This includes the spin commutation relations as well as the relation fHP(nˆ)|2S〉bos = 0
ensuring that the unphysical part of the boson Hilbert space with more than 2S bosons
is unreachable by applying Sˆ−. In that sense, the finite sum (15) provides an exact spin
representation.
3.2 Discussion
The expansion (11) has already been proven by performing normal ordering by induction [8].
This result has also already been applied to fHP together with the claim that a truncation of
the series would connect the physical part of the Hilbert space to the unphysical part with
more than 2S bosons [9]. This is, however, not true. In contrast, the finite sum (15) leaves
the physical and the unphysical parts of the Hilbert space unconnected.
The observation that the truncation of the normal-ordered expansion of the Holstein-
Primakoff representation after 2S+1 terms provides an exact spin representation was recently
published in [10]. Instead of performing a Taylor expansion, the authors made the ansatz to
write fHP(nˆ) as a normal-ordered series in the form (11a). Using techniques known from flow-
equation approaches, they derived and solved differential equations to find iterative equations
for their3 Qk. The first few terms of the normal-ordered expansion has also been found by
using the method of matching matrix elements [11].
What, to the best of our knowledge, has not been realized yet is that, in order to easily
derive a compact formula for the coefficients Fk, finite-difference calculus provides a natural
and elegant tool that is well adapted to the discreteness of the domain of definition of f(nˆ).
It, furthermore, directly leads to closed and compact expressions instead of iterative equations
[10] for the coefficients of the expansion.
We remark that, in addition to the Holstein-Primakoff representation, there are also other
exact bosonic representations of quantum spins. The Dyson-Maleev representation uses dif-
ferent functions f±(nˆ) for the Sˆ
+ and Sˆ− operators. While the choice f+(nˆ) = 1 − nˆ/(2S)
and f− = 1 made in the original proposal [12–14] does still connects the physical and the un-
physical part of the Hilbert space, the conjugated Dyson-Maleev representation [15], f+ = 1
and f−(nˆ) = 1 − nˆ/(2S) corrects this flaw. Since no square root needs to be expanded, the
(conjugated) Dyson-Maleev representation shares with the Newton expansion that a finite
polynomial of the number operator is sufficient to represent the spin. This comes, however,
with the drawback that the operators Sˆ+ and Sˆ− are no longer Hermitian conjugates of each
other.
Finally, we remark that the appearance of boson states that do not correspond to spin
states can be avoided by using a multivalued transformation between the spin and the bo-
3 The coefficients Qk in [10] are related to our Fk via Qk = Fk/k!.
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son Hilbert space [16–19]. Also for this transformation, normal-ordered expansions can be
performed.
4 Photon statistics
The second example we study is taken from quantum optics. In this field, analyzing the statis-
tics of the photons numbers that results from probing a quantum-mechanical electromagnetic
field with photon detectors is a major subject [20].
4.1 Moment generating functions
The statistical properties of the number n of detected photons are contained in a probability
distribution function. It is well known from probability theory that distribution functions can
be characterized in terms of moments Mk of order k, which can be represented, using the
moment generating function4
M(z) =
∞∑
k=0
Mk
zk
k!
, (16)
as the k-th derivative w.r.t. the real or complex auxiliary variable z of M(z) at z = 0,
i. e., Mk =
∂k
∂zk
M(0). To get the corresponding cumulant Ck of order k, one needs to take
the logarithm before performing the derivatives, Ck =
∂k
∂zk
lnM(0). Note that generating
functions are always expanded in a Taylor series in z.
In the context of photon counting, the moment generating function is written as quantum-
mechanical expectation value
M(z) = 〈G(z; nˆ)〉 (17)
of some operator generating function G(z; nˆ), which opens the question of what is the most
natural form for G. While M(z) is a real (or complex) function generating the moments
Mk, the corresponding G(z; nˆ) is a suitable operator function in Fock space that, expanded
formally in nˆ, generates the powers of z required for M(z).
The simplest choice is the formal power series
Gr(z; nˆ) =
∞∑
k=0
zk
nˆk
k!
= eznˆ , (18)
which corresponds to a Taylor expansion in nˆ and yields the raw or ordinary moments
Mr,k = 〈nˆk〉 . (19)
However, as discussed in the first part of this paper, the proper expansion of a function f(nˆ)
in nˆ is the Newton expansion. Adopting the form of equation (8) yields
Gf(z; nˆ) =
∞∑
k=0
zk
nˆ(k)
k!
= (1 + z)nˆ , (20)
4 To be more precise,M is an exponential generating function, which involves a factor 1/k!.
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as an alternative choice for the operator generating function G. To prove the second equality,
we use (11) as well as the binomial theorem for [(1 + z) − 1]k, such that the expansion
coefficients of the Newton series of (1 + z)nˆ are given by
Fk(z) =
k∑
l=0
(−1)k−l
(
k
l
)
(1 + z)l = zk , (21)
as required. The resulting moments
Mf,k = 〈nˆ(k)〉 = 〈: nˆk :〉 , (22)
generated by this second choice, Mf(z) = 〈(1 + z)nˆ〉, are called the factorial moments of
order k. They differ from the raw moments (19) by normal ordering of the photon creation
and annihilation operators. The normal ordering also reflects the fact that each photon is
destroyed upon detection [20].
The relation between the operator generating functions (18) and (20) can be summarized
as the operator identity
Gf(z; nˆ) = (1 + z)nˆ = : eznˆ : = :Gr(z; nˆ) : , (23)
i. e., Gf(z; nˆ) is obtained from Gr(z; nˆ) by normal ordering.
4.2 Discussion
The identity Mf(z) = 〈(1 + z)nˆ〉 = 〈: eznˆ :〉 has been proven in [20] by making use of the opti-
cal equivalence theorem [21,22], which expresses the formal equivalence between expectations
of normal-ordered operators in quantum optics and the corresponding c-number function in
classical optics. By performing a Newton expansion of the operator generating function, we
were able to directly prove the stronger operator identity (23), without making any assump-
tions about the occupied states of the electromagnetic field.
We have seen that the factorial moments Mf,k = 〈nˆ(k)〉 (and the corresponding cumulants
Cf,k) naturally arise from the Newton expansion of the operator function Gf(z; nˆ) entering
the moment generating function Mf(z) = 〈Gf(z; nˆ)〉. It is, of course, legitimate to also
characterize the discrete photon statistics in terms of raw moments Mr,k = 〈nˆk〉 rather than
the factorial ones. Since factorial moments can be expressed in terms of raw moments an
vice versa, both descriptions contain the same information. Nevertheless, the use of factorial
moments is more natural for discrete probability distributions. Above, we have seen that
they are a consequence of the Newton expansion. The factorial moments are not only more
natural, they are also superior over raw ones. If P (n) is the probability to find n photons,
the factorial moment generating function can be expressed as
Mf(z) =
∞∑
n=0
(1 + z)n P (n) . (24)
Upon performing the k-th derivative to calculate the k-th factorial moment Mf,k, all the
probabilities P (n) with n < k drop out. This means, on the other hand, that the firstm values
{P (0), . . . , P (m − 1)} of the probability distribution are exactly reproduced by taking into
account the first m factorial moments {1,Mf,1, . . . ,Mf,m−1} only, whereas all raw moments
8
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Mr,k, k ∈ N0, are required to get the exact value of any of the probabilities P (n). This
shows that raw moments and cumulants may be suited to characterize continuous probability
distributions, but discrete probability distributions should rather be analyzed with the help
of factorial moments and cumulants.
Not only photons but also electrons can be counted. The fact that they are fermions rather
than bosons is irrelevant for the definition (not for the value) of the moments characterizing
the probability function. Similar ideas as those for addressing photon detection in electro-
magnetic fields has been used to develop a theory of electron counting statistics for transport
in nanostructures [23]. Quite surprisingly, most of the theoretical and experimental works on
electron counting statistics discussed the statistical properties in terms of raw moments and
cumulants. This is despite the fact that electrons carry quantized charges and that, similar
to the detected photons in quantum optics, once the transfer of an electron is measured it is
out of the game. From the above discussion, it is obvious that one should rather use factorial
moments and cumulants also for electron counting statistics. The virtue of factorial cumu-
lants has only been realized later [24–26]. Their supremacy over raw cumulants in identifying,
e. g., the nonequilibrium dynamics of spin relaxation in singly-charged quantum dots has been
experimentally demonstrated recently [27].
5 Conclusion
We have demonstrated that finite-difference calculus provides the natural basis for series
expansions of functions f(nˆ) of occupation number operators nˆ. While the Taylor series,
known from differential calculus, corresponds to an expansion in powers nˆk of the number
operator nˆ, the use of finite-difference calculus leads to Newton series. The Newton series
of a number operator function corresponds to either normal ordering of the powers of nˆ or,
equivalently, to an expansion in terms of factorial powers nˆ(k) of nˆ. Newton series and factorial
powers are superior to account for the discreteness of the spectrum of f(nˆ).
We illustrated the usefulness of the Newton expansion with two examples. In the first
one, the Newton expansion was applied to the Holstein-Primakoff representation of quantum
spins. In contrast to the analogous Taylor expansion with infinitely many terms, the exact
spin representation with the Newton expansion is already achieved for a finite sum of terms,
with closed and compact expressions for the coefficients. In the second example of counting
statistics, we used the Newton expansion for a quick and easy derivation of the function that
generates the relevant quantities characterizing the probability distribution of the counted
photons or electrons. The discreteness of the counted objects suggests that one should use
factorial moments (or cumulants) instead of raw ones. While this has been realized in the
case of photon counting in quantum optics early on, it starts to be acknowledged only recently
in the field of electron counting in transport through nanostructures.
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