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Abstract
LetT be a family of graphs. AT-packing of a graph G is a subgraph of G, components of which are isomorphic to members of
T. We are concerned with familiesT, such that in every graph G, the subsets of vertices that can be saturated by someT-packing
form a collection of independent sets of a matroid. The main purpose of this paper is to introduce a new class of families with this
property.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
A matching of a graph G can be viewed as a subgraph of G, components of which are isomorphic to K2. A natural
generalization, called a T-packing of G is a subgraph of G, components of which are isomorphic to members of a
ﬁxed familyT of graphs. We consider only connected graphs G and connected members ofT.
If G is a graph, then we denote by V (G) the set of its vertices and by E(G) the set of its edges. Analogously
to matching which we are generalizing, let us introduce the following terminology: a T-packing Q covers a vertex
v ∈ V (G) if v ∈ V (Q). Q saturates a set of vertices X ⊆ V (G) if it covers every member of X. Q is maximal if there
is no packing Q′ with V (Q′)V (Q) and is perfect if it covers all vertices of G. A T-packing problem consists of
ﬁnding aT-packing saturating a set of a maximum cardinality.
We are concerned with familiesT of graphs such that in every graph G, the subsets of V (G) that can be saturated
by someT-packing form a matroid.
Deﬁnition 1.1. Let X be a set and letM be a non-empty hereditary system of subsets of X (if B ⊆ A ⊆ X and A ∈M,
then B ∈M). The maximal sets ofM (under the set inclusion) are called bases. The pair (X,M) is called a matroid
if the set B of its bases satisﬁes the exchange axiom (EA):
(EA) ∀B, B ′ ∈ B, ∀x ∈ B\B ′, ∃y ∈ B ′\B : (B ′\{y}) ∪ {x} ∈ B.
The EA implies the fact that all bases of a matroid have the same cardinality.We will often shortly write onlyB\y∪x
instead of (B\{y}) ∪ {x}. For more results of matroid theory we refer to the book [13].
E-mail address: janata@kam.mff.cuni.cz.
0012-365X/$ - see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2005.12.047
M. Janata /Discrete Mathematics 307 (2007) 2002–2007 2003
If G is a graph andT a family of graphs then we denote by M(G,T) the system of all subsets of V (G) that can
by saturated by someT-packing. We call a familyT of graphs matroid-inducing, if for every graph G, M(G,T) is a
matroid.
1.1. Notation and basic notions
If x ∈ V (H), then we denote by H\x the graph obtained from H by deleting the vertex x.
If G is a graph, Q itsT-packing and P a path in G, then QP will denote the packing (not necessarily aT-packing)
constructed by swapping edges and non-edges of Q on P ( is the familiar symmetric difference).
A graph H is called factor-critical if it has no perfect matching but for every vertex x, H\x has a perfect matching.
A single vertex is considered factor-critical.
A k-star Sk (k1 is the index of Sk) is a complete bipartite graph K1,k .A vertex of Sk is called a center, if its deletion
results in k isolated vertices, otherwise it is called a tip. The number k is called the power of the star.
A bistar Sk,l is a graph constructed from two stars Sk, Sl by connecting their centers by a new edge called a spine.
The vertices of the two used stars are still called centers and tips. A center of a bistar with m neighboring tips will be
sometimes called m-center. A tip of a bistar adjacent to a center c will be sometimes called c-tip.
A k-propeller (k1) is a graph obtained from a star Sk+1 by replacing k of its tips by factor-critical graphs (arbitrarily
connected to the center).
1.2. History and results
We are concerned with families T containing K2. Considering such families, the matroid-inducing property was
proved for all of the basic polynomially solvable cases of the T-packing problem (when K2 /∈T, the situation is
different—see [3]):
(i) matching ({K2}-packing) [2];
(ii) packing by K2 and factor-critical graphs [1];
(iii) packing by a sequential set of stars {S1, . . . , Sr} [8].
A case generalizing all of the previous cases is Packing by EHP-families of graphs, studied by Loebl and Poljak
[9,11,12] and by the author [5,6]. An EHP-family is a family consisting of K2, factor-critical graphs and pro-
pellers. Not all EHP-families are matroid-inducing. For a full characterization of EHP-families with respect to the
matroid-inducing property see [5,6]. The matroid-inducing EHP-families turn out to have a structure generalizing
the sequential set of stars. A polynomial algorithm for solving the T-packing problem for matroid-inducing EHP-
families T was introduced in [11,12]. The following result about matroid-inducing EHP-families was introduced
in [6]:
Theorem 1.2 (Janata [6]). Let T be a matroid-inducing EHP-family and let H be a graph. If T1 =T ∪ {H } is
matroid-inducing, thenT1 is a matroid-inducing EHP-family.
In other words, if we want to enlarge a matroid-inducing EHP-family T by one graph H to get another matroid-
inducing family, we have to use a graph of the same type as the graphs already included inT (a factor-critical graph
or a propeller such thatT ∪ {H } is a matroid-inducing EHP family).
It might be expected that a similar situation occurs when we try to enlarge a matroid-inducing EHP-family by a
family of more than one graph. In this paper we prove that this expectation is false by introducing a new class of
non-EHP matroid-inducing families that can be constructed from matroid-inducing EHP-families by adding sets of
more than one graph.
2. The matroid-inducing families
Theorem 2.1. The familyFn = {S1, . . . , Sn, Sn+2, Sn+1,1, . . . , Sn+1,n+1} is matroid-inducing for all n1.
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Fig. 1. FamilyF1.
In other words: in a sequential set of stars S1, . . . , Sn+2, which is known to be a matroid-inducing family [8], the
replacement of the second largest star Sn+1 by a sequence Sn+1,1, . . . , Sn+1,n+1 of bistars results in a matroid-inducing
family. Fig. 1 shows the familyF1.
For the rest of the paper, let n1 be a ﬁxed integer.We start by a few deﬁnitions and lemmas concerning the structure
of packings.
Deﬁnition 2.2. If Q is anFn-packing of a graph G, then every vertex of V (G) covered by a copy of a star Sk, k <n,
by a tip of Sn (this has sense only for n> 1, since S1 has no tips), by a tip of Sn+2, by a tip of a bistar or by an m-center
of a bistar with 1m<n + 1 in Q, will be called empty with respect to Q.
Lemma 2.3. Let G be a graph and Q anFn-packing of G. If a vertex v uncovered by Q is a neighbor (in G) of an
empty or uncovered vertex w with respect to Q, then Q is not maximal.
Proof. If w is uncovered by Q then we may enlarge Q by the edge vw. If w is empty in Q then let L be the graph of Q
covering w. Consider the graph L′ =L∪{vw}. Observe that either L′ ∈Fn or L′ has a perfectFn-packing consisting
of the edge vw and a perfectFn-packing of the graph L\w. Hence Q may be enlarged to cover V (Q) ∪ {w}. 
Deﬁnition 2.4. Let Q,Q′ be two Fn-packings of G. The distance between Q and Q′ is the number dist(Q,Q′) =
|E(Q)\E(Q′)| + |E(Q′)\E(Q)|.
Deﬁnition 2.5. LetQ,Q′ be twoFn-packings ofG.We say thatQ′ is an exchange-product ofQ, ifV (Q′)=V (Q)\a∪b
for some a ∈ V (Q) and b /∈V (Q).
We will prove Theorem 2.1 by contradiction. We will obtain a contradiction in a minimum counterexample graph,
i.e. in a graph G with minimum number of vertices in which there are two bases of M(G,Fn) not satisfying the EA.
In the following lemmas we describe the properties of maximalFn-packings in minimum counterexample graphs.
Lemma 2.6. Let G be a minimum counterexample graph and let Q be a maximal Fn-packing of G. If Q′ is an
exchange-product of Q, then Q′ is maximal.
Proof. Let V (Q′) = V (Q)\a ∪ b. For a contradiction, let N be an Fn-packing of G with V (N)V (Q′). Hence
|V (N)|> |V (Q′)|=|V (Q)|. If a ∈ V (N), then V (N)V (Q), which contradicts the maximality of Q. Thus a /∈V (N).
If |V (N)|< |V (G)| − 1, then the graph N ∪Q or one of its components is also an example of graph with two bases
contradicting (EA), which contradicts the minimality of G. Thus |V (N)| |V (G)| − 1 and because G has no perfect
Fn-packing, we have |V (N)| = |V (G)| − 1.
Note that for every maximalFn-packing M of G covering |V (G)| − 1 vertices, there exists a unique vertex vM ∈
V (Q)\V (M), otherwise V (M)V (Q) which contradicts the maximality of Q.
Consider a maximal Fn-packing M of G with |V (M)| = |V (G)| − 1 and with minimum value of d(M,Q) =
2n.dist(M,Q) − degQ(vM). Let v = vM .
Let P be a path in the graph Q ∪ M starting at v and satisfying the following properties:
(i) odd edges of P are edges of E(Q)\E(M) leading to a vertex of smallest possible degree in Q.
(ii) even edges of P are edges of E(M)\E(Q) leading to vertex of degree one in M:
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Assume P is a path with maximum possible number of edges. Note that since v ∈ V (Q)\V (M), P contains at least
one edge.
If P has an even number of edges then letM ′ =MP . Property (ii) implies thatM ′ is anFn-packing:M ′ arises from
M by relocating edges leading to vertices of degree one. If the last vertex p of P is uncovered by Q, then V (M ′)V (Q),
which contradicts the maximality of Q. If p is covered by Q, then we may see that d(M ′,Q)<d(M,Q), which is a
contradiction.
If P has an odd number of edges, then we may assume that P consists of exactly one edge vp. Otherwise, swapping
the ﬁrst two edges of P in M results in aFn-packing contradicting the minimality of d(M,Q).
Let us pay attention to the vertex p. Since V (M) = V (G)\v, M covers p. If p is empty with respect to M, then by
Lemma 2.3, M is not maximal, which is a contradiction.
If p is covered by center of Sn+2 in M then the edges connecting p with its tips must be in E(Q), otherwise we could
continue with P. It follows that degQ(p)n + 3, which is a contradiction.
If M covers p by (n + 1)-center of a bistar Sn+1,m, 1m<n + 1 with spine pq, then M{vp, pq} contradicts the
maximality of M.
If p is a center of a copy L of Sn+1,n+1 with spine pq in M, then let y be a q-tip of L. Obviously, all edges of
M connecting p to p-tips of L are in E(Q), otherwise we could continue with P. Thus pq /∈E(Q). Consider the
Fn-packing M ′ = M{vp, pq, qy}. If y is uncovered by Q, then M ′ contradicts the maximality of Q, otherwise
d(M ′,Q)<d(M,Q), which is a contradiction.
The last case occurs when M covers p by center of an n-star H. Observe that every edge of H has to be in E(Q),
otherwise we could continue with P. Hence degQ(p)n+ 1 and so Q covers p by center of a star or a bistar. Note that
v must be a tip of this star or bistar, otherwise there was a mistake in the construction of P (we assume the edges of
E(Q)\E(M) in P leading to a vertex with the smallest possible degree).
If for some tip y of H, degQ(y)> 1, then for M ′ = M{vp, py} we have d(M ′,Q)<d(M,Q), which is a contra-
diction. This occurs if degQ(p)= n+ 1: then M covers p by n-center of a copy T of Sn,n+1, v is a p-tip of T and so one
of the tips of H must have degree n + 2 in Q.
Hence degQ(p)=n+2 and there is a unique edge pa ∈ E(Q)\E(M) with a /∈V (H)∪{v}. Let B be the component
of M containing a. Observe that in all of the following situations, the graph B∪T ∪{vp, pa} has a perfectFn-packing,
which contradicts the maximality of M:
• B is a copy of Si , 1 in.
• B is a copy of Sn+1,k , 1kn + 1 and a is its tip.
• B is a copy of Sn+1,k , 1kn and a is its (n + 1)-center.
If a and B do not satisfy any of the above cases, then B is a copy of Sn+2 centered in a or a has a neighbor c of degree
n + 2 in B (either B is a copy of Sn+2 and a is its tip, or B is a copy of Sn+1,l and a is its l-center).
If B is a copy of Sn+2 centered in a, then B has a tip y such that the edge ay ∈ E(M)\E(Q). Consider theFn-packing
M ′=M{vp, pa, ay}. If y /∈V (Q), thenM ′ contradicts the maximality of Q. If y ∈ V (Q), then d(M ′,Q)<d(M,Q),
which contradicts the selection of M.
If a has a neighbor c of degree n+ 2 in M, then let y be a neighbor of c different from a with degM(y)= 1. Consider
theFn-packing M ′ = M{vp, pa, ac, cy}. If y /∈V (Q), then M ′ contradicts the maximality of Q. If y ∈ V (Q) then
observe that at least one of the edges ac, cy is not in E(Q) and so d(M ′,Q)<d(M,Q), which is a contradiction.
We have inspected all of the cases and subcases and always found a contradiction with the maximality of Q or M, or
with the minimality of d(Q,M). This proves Lemma 2.6. 
Lemma 2.7. Let G be a minimum counterexample graph and let Q,Q′ be two maximalFn-packings of G, such that
there is a vertex x ∈ V (Q)\V (Q′) such that for no y ∈ V (Q′)\V (Q), V (Q′)\y ∪ x is a base of M(G,Tn). Assume
thatQ,Q′ are selected such that dist(Q,Q′) is a minimum. Then there is noFn-packingQ′′ of G such that x ∈ V (Q′′),
dist(Q,Q′′)< dist(Q,Q′) and V (Q′′) = V (Q′)\q ∪ x for some q ∈ V (Q).
Proof. TheFn-packing Q′′ is an exchange-product of Q′. By Lemma 2.6, Q′′ is maximal and so V (Q′′) is a base of
M(G,Fn). Obviously q ∈ V (Q), otherwise Q′′ contradicts the choice of x. Since dist(Q,Q′′)< dist(Q,Q′), the EA
holds for bases V (Q), V (Q′′). Thus, for q ∈ V (Q)\V (Q′′), there exists z ∈ V (Q′′)\V (Q)(thus z ∈ V (Q′)\V (Q)),
such that V (Q′′)\z ∪ q = V (Q′)\z ∪ x is a base, which is a contradiction. 
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Proof of Theorem 2.1. Consider a minimum counterexample graph G and a pair of maximalFn-packings Q,Q′ of
G such that there is a vertex x ∈ V (Q)\V (Q′) such that for no y ∈ V (Q′)\V (Q), V (Q′)\y∪x is a base ofM(G,Tn).
Assume that Q,Q′ are selected such that dist(Q,Q′) is a minimum.
Let p ∈ V (Q) be a neighbor of x (in Q) with minimum degQ(p). Note that if degQ(p)> 1, then degQ(x) = 1. Due
to Lemma 2.3 we know that p is not empty with respect to Q′. Thus Q′ covers p by center of Sn, by center of Sn+2 or
by (n + 1)-center of a bistar. If Q′ covers p by center of Sn+2 then there exists a vertex q ∈ V (Q′) with degQ′(q) = 1
and pq ∈ E(Q′)\E(Q). Consider the Fn-packing Q′′ = Q′{xp, pq}. Obviously, dist(Q,Q′′)dist(Q,Q′) − 2,
which contradicts Lemma 2.7. Otherwise, we distinguish the following cases:
Case 1: 1degQ(p)n. Since p is adjacent to at least n vertices of degree one in Q′, we may ﬁnd a neighbor q
of p with degQ′(q) = 1, such that the edge pq /∈E(Q). Considering the Fn-packing Q′′ = Q′{xp, pq}, we get a
contradiction by Lemma 2.7 as above.
Case 2: degQ(p) = n + 1. In this case Q covers p by n-center of a copy H of Sn+1,n and x is a p-tip of H. We know
that degQ′(p)<n+2, otherwise there is a neighbor q of p, such that degQ′(q)=1 and pq /∈E(Q) and theFn-packing
Q′′ = Q′{xp, pq} gives us a contradiction by Lemma 2.7.
Hence Q′ covers p by center of a copy T of Sn. Let pr be the spine of H and let a be an arbitrary r-tip of H. Due
to Lemma 2.7, T ⊆ H and so T contains all p-tips of H different from x and the spine pr. Let us observe that the
edge ra /∈E(Q′). If a is empty with respect to Q′, then we may construct an Fn-packing Q′′ with Q′′ ⊇ Q′ ∪ {x}
contradicting the maximality of Q′. Thus a has a neighbor b in Q′ with degQ′(b)= 1. Obviously the edge ab /∈E(Q).
Consider theFn-packing Q′′ = Q′{xp, pr, ra, ab}. We know that dist(Q,Q′′)dist(Q,Q′) − 2 which gives us a
contradiction by Lemma 2.7.
Case 3: degQ(p) = n + 2. We know that degQ′(p) = n + 2 or Q′ covers p by center of Sn. If degQ′(p) = n +
2, then due to Lemma 2.7, Q′ covers p by (n + 1)-center of a copy H of a bistar in Q′ and the only edge of
E(Q′)\E(Q) containing p is the spine pr of H. If H is a copy of Sn+1,m with mn, then Q′{xp, pr} contra-
dicts the maximality of Q′. If H is a copy of Sn+1,n+1, then let b be an arbitrary r-tip of H. Let us construct a new
Fn-packing Q′′ = Q′{xp, pr, rb}. Note that pr /∈E(Q) and so dist(Q,Q′′)dist(Q,Q′) − 1, which contradicts
Lemma 2.7.
If Q′ covers p by center of a copy T of Sn then due to Lemma 2.7, T ⊆ Q and then there is an edge pq ∈
E(Q)\E(Q′), x 	= q. Let us focus on the vertex q and distinguish the following situations.
If q is uncovered by Q′, covered by a star Sj , 1jn in Q′ or covered by a tip of a bistar in Q′, then it is easy to
construct aFn-packing saturating V (Q′) ∪ {x} which contradicts the maximality of Q′.
IfQ′ covers q by center of a copyT of Sn+2 inQ′, then certainly there exists a tip a ofT, such that the edge qa /∈E(Q).
Let us deﬁne a newFn-packing Q′′ = Q′{xp, pq, qa}. Note that dist(Q,Q′′)dist(Q,Q′) − 3, which contradicts
Lemma 2.7.
IfQ′ covers q by (n+1)-center of a bistar Sn+1,l , 1 l < n+1 with spine qw, then theFn-packingQ′{xp, pq, qw}
contradicts the maximality of Q′.
The last possibility is that q has a neighbor w of degree n+ 2 in Q′ (thus q is a tip of Sn+2 with center w or Q covers
q by m-center of a copy Sn+1,m, 1mn + 1 and qw is the spine of it). Let z 	= q be a neighbor of w and let us
construct a newFn-packing Q′′ = Q′{xp, pq, qw,wz}. Note that at least one of the edges qw,wz is not in E(Q).
Thus dist(Q,Q′′)dist(Q,Q′) − 2 which gives a contradiction by Lemma 2.7.
We have inspected all the possible cases and subcases and always got a contradiction. This proves that eachFn is a
matroid-inducing family. 
3. Conclusion
We have introduced a new class of familiesFn of graphs, such that in every graph G, the sets of vertices saturated
by some Fn-packing form a matroid. The introduced class naturally enlarges the class of matroid-inducing EHP
families.
After presenting this result, Szabó and the author [7] started to study the complexity of packings by stars and trees
generalizing bistars. They succeeded to develop polynomial-time algorithms solving two different generalizations of
theFn-packing problem.
The paper studies the matroidal aspects of the packing problems. Surveys of other results concerning the packing
problems can be found e.g. in [4,10].
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