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Introduction
L’objectif de cette e´tude est de cre´er un cadre de travail pour re´pondre au proble`me suivant :
Question 0.0.1. Soit Mn+1 une varie´te´ diffe´rentiable connexe, compacte sans bord, de dimension
n+ 1 et u ∈ H1dR(M ;R) une classe de cohomologie de de Rham non-nulle de M . De´signons par
ΩuNS l’espace topologique des 1-formes ferme´es sans ze´ro dans la classe u, muni de la topologie
C∞. L’espace ΩuNS est-il connexe ? Sinon, combien y a-t-il de composantes connexes ? Nous nous
inte´ressons donc a` l’ensemble pi0(Ω
u
NS).
Ce proble`me n’est autre que celui de l’e´tude des classes d’isotopie des repre´sentants non-
singuliers de la classe u : soient deux 1-formes ferme´es α0 et α1, non-singulie`res dans la classe u.
Elles sont dites isotopes s’il existe une isotopie (ϕt)t∈[0,1] telle que ϕ∗1(α0) = α1 ; elles sont dites
homotopes parmi les formes non-singulie`res s’il existe un chemin continu (αt)t∈[0,1] constitue´
de 1-formes ferme´es sans ze´ro dans la classe u les reliant. Si des telles α0 et α1 sont isotopes,
elles sont clairement homotopes parmi les formes non-singulie`res. La re´ciproque est vraie par
un proce´de´ de type Moser, cf. [LB, App. I] : tout chemin continu de 1-formes non-singulie`res
provient d’une isotopie.
Conside´rons toutes les 1-formes ferme´es dans la classe u que nous notons par Ωu. Cet
espace est contractile, car affine, donc convexe : on peut toujours prendre le segment (αt :=
(1 − t)α0 + tα1)t∈[0,1] qui relie α0 a` α1 sans sortir de la classe u. De la suite exacte longue
d’homotopie associe´e au couple (ΩuNS,Ω
u), nous de´duisons des isomorphismes
pik+1 (Ω
u,ΩuNS;α0)
∂ // pik (Ω
u
NS;α0) pour tout k ∈ N∗
et une bijection pi1 (Ω
u,ΩuNS;α0)
∂ // pi0 (Ω
u
NS;α0) . La question 0.0.1 est ainsi e´quivalente a`
celle de l’e´tude des classes d’homotopie relatives des chemins de 1-formes dans la classe u a`
extre´mite´s non-singulie`res et qui partent d’un point base α0 ∈ ΩuNS choisi pre´alablement une
fois pour toutes. Bien entendu, le choix de α0 et meˆme la question 0.0.1 ont besoin de Ω
u
NS 6= ∅.
Un re´sultat fondamental, duˆ a` [Ti], impose que M fibre sur le cercle S1 car il s’agit d’une
condition e´quivalente a` l’existence d’une 1-forme ferme´e non-singulie`re sur M . La question de
savoir si la classe de cohomologie u contient un repre´sentant non-singulier est d’une nature
plus complique´e. Le travail fondateur de [No1] aboutit a` une the´orie homologique pour les
1-formes qui est analogue a` celle de Morse et qui e´tablit en particulier une minoration du
nombre des ze´ros d’une 1-forme α dans la classe u ; il s’agit des ine´galite´s de Morse-Novikov,
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qui de´pendent de l’homologie H∗(M,u), appele´e aussi de Morse-Novikov. De plus, les minorants
sont atteints comme montre [Pa2] pour une certaine classe de varie´te´s M et u une classe de
cohomologie rationnelle. Cependant, le the´ore`me [Lat, Th. 1’] re´solut entie`rement la question
des repre´sentants non-singuliers dans u en termes alge´briques :






u et − u sont stables
Le meˆme article montre que les classes u qui ve´rifient ces conditions forment un ouvert de
H1dR(M ;R), qui est non-vide quand la varie´te´ fibre sur le cercle. Nous nous restreignons ainsi
aux varie´te´s M de grande dimension, qui fibrent sur le cercle et aux classes de cohomologie u
qui ve´rifient les conditions du dernier the´ore`me.
Re´pondre a` la question 0.0.1 est en ge´ne´ral difficile et peu de re´sultats existent. Citons
un des plus explicites, pre´sent dans [Lau2] : celui du tore Tm pour m ≥ 6 et ou` u est une
classe de cohomologie rationnelle. Le proble`me est e´quivalent a` celui de l’e´tude des submersions
p : Tm → S1, et les pseudo-isotopies d’une fibre F apparaissent comme obstruction a` relier
deux fibrations. En particulier, [Lau2, Th. 1] dit qu’il existe une infinite´ de classes d’isotopie
de 1-formes non-singulie`res dans une classe rationnelle u. D’autres articles qui attaquent des
questions en relation ([Si1],[Ki]) font aussi apparaˆıtre les obstructions alge´briques de la the´orie
de la pseudo-isotopie.
Ces re´sultats vont dans la direction d’une the´orie pour le proble`me de l’isotopie des 1-
formes ferme´es non-singulie`res, analogue au proble`me de l’isotopie des fonctions diffe´rentiables
C∞(M × [0, 1], [0, 1]) sans point critique, qui fut e´tudie´ par Hatcher et Wagoner dans les anne´es
70. L’un de leurs re´sultats est le the´ore`me 2 du chapitre VI de la premie`re partie du volume
[HW], que l’on cite ci-dessous.
The´ore`me 0.0.3 (Hatcher-Wagoner). Soit P l’espace des pseudo-isotopies relatives au bord
d’une varie´te´ diffe´rentiable connexe, compacte (M,∂M) de dimension n ≥ 5. Il existe un
e´pimorphisme de groupes
Σ : pi0(P)→Wh2(pi1M)
dont le noyau est identifie´ ge´ome´triquement au proble`me  d’unicite´ des morts .
Par ailleurs, dans la deuxie`me partie dudit volume, Hatcher attaqua la question du noyau de
Σ qu’il crut avoir re´solue en construisant un certain isomorphisme de groupes entre pi0(P) et
Wh2(pi1M)⊕Wh1(pi1M ;Z2× pi2M). Cependant, K. Igusa trouva une faille dans la construction,
mais une portion de l’e´tude de Hatcher reste valable. De plus, Igusa fit un apport important a` la
description de pi0(P) ; le re´sultat de Hatcher-Wagoner dans sa version corrige´e et celui d’Igusa
sont cite´s a` la suite. On peut les trouver dans [Ig2, Ch. 8].
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The´ore`me 0.0.4 (Hatcher-Wagoner). Si la dimension de M (comme dans 0.0.3) est au moins
6, il existe une suite exacte de groupes
Wh+1 (pi1M ; pi2M)⊕Wh+1 (pi1M ;Z2) j1+j2−−−→ pi0(P) Σ−−−→Wh2(pi1M) −→ 0
The´ore`me 0.0.5 (Igusa). Si dimM ≥ 6, il existe une suite exacte de groupes
K3(Z[pi1M ]) //Wh+1 (pi1M ; pi2M)⊕Wh+1 (pi1M ;Z2) // pi0(P) //Wh2(pi1M) // 0
La pre´sente e´tude ne vise qu’un re´sultat semblable a` celui du the´ore`me 0.0.3. Pour transporter
la strate´gie dans la premie`re partie du volume [HW] au contexte des 1-formes, plusieurs proble`mes
de difficulte´s diverses se pre´sentent :
1. Nous avons besoin d’une stratification de l’espace de 1-formes Ωu pour donner du sens aux
familles ge´ne´riques a` k-parame`tres dans Ωu, au moins pour k = 0, 1, 2. Une stratification
jusqu’a` la codimension 2 est suffisante et nous en trouvons une facilement : elle est induite
par la stratification naturelle de l’espace des fonctions diffe´rentiables de M e´tudie´e par
Cerf dans [Ce]. La notion de codimension d’un ze´ro d’une 1-forme est bien de´finie car
une 1-forme ferme´e est localement exacte et ceci suffit pour de´crire une stratification
convenable dans la section 2.2.1. On pourra en particulier approcher un chemin quelconque
(αt)t∈[0,1] ∈ C∞ (([0, 1], {0, 1} ; 0), (Ωu,ΩuNS;α0)) par un autre transverse a` la stratification,
que l’on appellera ge´ne´rique. Nous controˆlons ainsi le type des ze´ros qui peuvent pre´senter
les 1-formes ferme´es αt d’un tel chemin.
2. L’e´le´ment alge´brique a` associer a` un chemin de 1-formes ge´ne´rique (αt)t∈[0,1] doit mesurer
dans un certain sens, la fac¸on dont les ze´ros s’e´liminent par rapport a` comment ils sont
apparus. Pour suivre la trace des ze´ros, on e´quipe notre chemin avec des champs de
vecteurs pseudo-gradients adapte´s, note´s par (ξt)t∈[0,1]. Ceci suit l’esprit de la the´orie
pour les fonctions ou` on munissait de pseudo-gradients adapte´s un chemin ge´ne´rique de
fonctions (ft)t∈[0,1]. Nous pouvons ainsi associer un objet alge´brique, les complexes de
Morse (C∗(ft, ξt), ∂ξt∗ ) ou` de Morse-Novikov (C∗(αt, ξt), ∂
ξt∗ ) selon le cas, qui sont de´finis en
tout temps t non-singulier : la` ou` ft, αt est de Morse et ξt est Morse-Smale. Une diffe´rence
fondamentale survient ici.
Dans le cas des fonctions, un chemin ge´ne´rique de pseudo-gradients adapte´s est Morse-
Smale sauf a` un nombre fini d’instants. Ceci permet de lire la variation sur la fac¸on
dont les varie´te´s invariantes associe´es aux ze´ros s’intersectent le long du chemin. Le type
d’intersection n’est modifie´ qu’aux instants de glissement, ou` il existe une orbite reliant
deux ze´ros de meˆme indice i, dite de type i
/
i . Cette lecture est faite, pour chaque indice,
d’un produit fini d’e´le´ments du groupe de Steinberg St(Z[pi1M ]) (voir [HW, Ch. IV, §1,
p.127]).
Dans le cas des 1-formes, l’espace G0(α) des pseudo-gradients Morse-Smale pour une 1-
forme ferme´e de Morse est dense mais pas ouvert dans l’espace G(α) des pseudo-gradients
pour α (voir la proposition 2.1.42). Ainsi, meˆme si l’ensemble d’instants Morse-Smale d’un
chemin ge´ne´rique de pseudo-gradients adapte´s continue a` eˆtre dense dans [0, 1], le chemin
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peut pre´senter un nombre infini d’instants ou` ξt n’est pas Morse-Smale : nous ne pouvons
pas faire une lecture finie des glissements dans St(Z[pi1M ]−u) a priori. On remarque
que connaˆıtre les diffe´rentielles en deux temps Morse-Smale, n’aide pas a` comprendre
la ge´ome´trie des glissements qui ont lieu entre les deux temps. Nous sommes conduits
a` introduire une nouvelle classe de pseudo-gradients plus ge´ne´rale, que nous appelons
L-transverses (ou` L > 0), ainsi qu’une stratification de l’espace de pseudo-gradients
adapte´s associe´e a` chaque L > 0 fixe´. Ces pseudo-gradients n’exigent la transversalite´
que sur la troncature a` la longueur L des varie´te´s invariantes. On mesure a` l’aide de la
longueur transverse au feuilletage de´finie par la 1-forme ferme´e α, comme il est explique´
dans la section 2.1.3. Les notions dont on a besoin pour de´finir les incidences des varie´te´s
L-tronque´es sont les meˆmes que celles qui permettent de construire la diffe´rentielle du
complexe de Morse-Novikov ; elles sont traite´es dans la section 2.1.4. Les pseudo-gradients
L-transverses sont introduits dans 2.1.5 et la stratification associe´e dans 2.2.4.
3. Un chemin ge´ne´rique de 1-formes pre´sente en ge´ne´ral des ze´ros de type Morse de tout indice
i ∈ {0, 1, . . . n+ 1}, et pour traiter la question 0.0.1 il faut conside´rer de tels chemins.
Deux strate´gies se pre´sentent pour de´finir l’invariant alge´brique : soit on tient compte
des glissements de tout indice, soit on montre qu’on peut se ramener a` un chemin a` deux
indices. E´bauchons les avantages et de´fauts de chaque voie.
Se ramener a` deux indices pre´sente l’avantage de faciliter la de´finition de l’invariant. De´ja`
dans le cas des fonctions re´elles, la machinerie alge´brique ne´cessaire pour le de´finir a` tout
indice est assez lourde (comparer le chapitre [HW, Ch. IV] a` la section [HW, Ch. V,§6]).
Pour se restreindre a` deux indices, on aurait besoin d’un the´ore`me pour les 1-formes
analogue a` celui de la connexite´ de l’espace Fi des fonctions a` au plus deux indices critiques
(voir [CL, Th. 4.1]). Ce the´ore`me risque d’eˆtre difficile ; il faut de´ja` se de´barrasser des ze´ros
d’indice extreˆme, aussi appele´s centres. On donne un premier pas dans cette direction en
e´liminant les centres a` parame`tre dans la sous-section 3.1.2. Il est important de remarquer
que les the´ore`mes 0.0.4 et 0.0.5 s’appuient fortement sur la connexite´ de Fi : on se rame`ne
toujours a` un chemin a` deux indices.
Si on reste a` tout indice, pour avoir un controˆle des intersections des varie´te´s invariantes,
on a besoin de naissances et d’e´liminations L-inde´pendantes (section 3.1.3). Il s’agit d’une
notion adapte´e de celle de point critique inde´pendant, de´ja` pre´sente dans le cadre des
fonctions ([HW, Ch.I, §6]). Nous montrons dans le lemme 3.1.16 qu’il est toujours possible
de se ramener a` une situation avec naissances et e´liminations L-inde´pendantes, moyennant
la non-pre´sence de centres.
Signalons pour clore ce point que, la preuve du 0.0.3 utilise une construction appele´e
suspension ([HW, Ch.I, §5]) qui permet d’augmenter la codimension des varie´te´s inva-
riantes les regardant dans M × [−1, 1] : on s’e´loigne des indices extreˆmes autant que l’on
souhaite. On ne change pas de proble`me vu que cette construction induit un isomorphisme
pi0(PM) ≡ pi0(PM×[−1,1]) comme il est affirme´ dans [HW, Ch.I, §5, Rem.1] ; cependant,
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la seule preuve de cet isomorphisme qui a e´te´ trouve´e par l’auteur est contenue dans le
volume [Ig1].
La position qui nous a semble´ la plus abordable et que nous avons adopte´e est celle
d’attaquer le proble`me de de´finition d’un invariant en conside´rant les chemins a` plusieurs
indices, loin des extreˆmes. Le travail que nous avons fait a` deux indices, devrait ge´ne´raliser
sans beaucoup d’obstacles aux chemins a` plusieurs indices loin des extreˆmes en utilisant le
ide´es dans [HW, Ch.III, §3]. Ceci reste comme projet futur.
Dans l’ide´e de de´finir une surjection semblable au morphisme Σ du the´ore`me 0.0.3, nous
avons fait un travail de mise sous forme normale d’un chemin ge´ne´rique de 1-formes (αt)t∈[0,1].
Il s’agit du re´sultat principal de cette e´tude et nous l’e´nonc¸ons ci-dessous. Il correspond au
the´ore`me 3.3.11.
The´ore`me 0.0.6. Soit (αt)t∈[0,1] un chemin a` extre´mite´s non-singulie`res et a` deux indices
i, i+ 1, ou` 1 < i < n− 1. Alors il existe un chemin base´ (α˜t, Bαt )t∈[0,1] a` deux indices i, i+ 1 et
de meˆmes extre´mite´s que (αt)t∈[0,1] qui est aussi sous forme normale.
La proprie´te´ a` remarquer d’un chemin sous forme normale est qu’on peut lui associer une
sorte de graphique de Cerf. Le graphique de Cerf est souvent utile pour faire des raisonnements
sur des de´formations de familles de fonctions. Le graphique de Cerf d’un chemin de fonctions
a` valeurs dans l’intervalle (ft : M → [0, 1])t∈[0,1] est l’ensemble
⋃
t∈[0,1] {t} × ft(Crit(ft)). Si
(ft)t∈[0,1] est ge´ne´rique et a` extre´mite´s sans point critique, son graphique de Cerf est une re´union
de courbes ferme´es a` l’inte´rieur de [0, 1]× [0, 1]. Une fonction que l’on peut associer naturellement
a` une 1-forme ferme´e α est une primitive h : M˜ → R, de´termine´e a` constante pre`s, de la forme
exacte pi∗(α). Le graphique de Cerf dans le sens de [Ce] pour une famille de primitives (ht)t∈[0,1]
de (αt)t∈[0,1] est un sous-ensemble de [0, 1]× R qui est souvent complexe : il peut eˆtre partout
dense a` cause de la pre´sence de ]pi1M points critiques de ht pour chaque ze´ro de αt. On essaye
d’enlever ce proble`me en choisissant continuˆment pour t ∈ [0, 1] des ensembles de releve´s Bt
des ze´ros de αt ; on parle donc de chemins base´s. Ce que nous appellerons le graphique de
Cerf-Novikov du chemin base´ (αt, Bt)t∈[0,1] est la re´union
⋃
t∈[0,1] {t} × ht(Bt). On verra que le
graphique de Cerf-Novikov d’un chemin ge´ne´rique base´ (αt, Bt)t∈[0,1] a` extre´mite´s non-singulie`res,
n’est pas force´ment une re´union de courbes ferme´es. Cependant, le graphique aura cette proprie´te´
si le chemin est aussi sous forme normale, comme dans la conclusion du the´ore`me principal. De
plus, un chemin sous forme normale, aura la proprie´te´ suivante : toute paire de ze´ros de αt qui
e´tait ne´e ensemble s’e´limine ensemble. Ceci devrait donner une chance de de´finir une application
a` valeurs dans un certain K2.
Pour montrer le the´ore`me principal 3.3.11, nous avons introduit une ope´ration que nous
appelons greffe. Il s’agit de la construction 3.3.9 qui re´sulte d’une application de la version pour
les 1-formes du lemme  d’unicite´ des naissances  de [Ce]. Ce lemme n’existait pas dans le
contexte des 1-formes, mais admet une adaptation facile par pi1M -e´quivariance (voir 2.2.14).
Cette ope´ration prend comme source deux chemins a` extre´mite´s non-singulie`res (αt)t∈[0,1] et
(βt)t∈[0,1] tels que α1 = β0 et rend un chemin ge´ne´rique α• ./ β• qui commence en α0 et finit
en β1. Nous atteignons le chemin (α˜t)t∈[0,1] du the´ore`me 0.0.6 par une suite finie, indexe´e par
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j = 1, . . . ,m, de greffes de (αt)t∈[0,1] avec des lacets (β
j
t )t∈[0,1] tous d’origine α1.
Les lacets (βjt )t∈[0,1] qui ont e´te´ construits pre´alablement dans 3.2.1 sont appele´s en queue
d’aronde : ils correspondent a` un disque singulier D2 dans Ωu transverse a` la stratification
des 1-formes, ayant l’extre´mite´ α1 du chemin initial dans son bord ∂D2 et ne contenant
qu’une singularite´ de queue d’aronde dans leur inte´rieur. On choisit judicieusement les lacets
(βjt )t∈[0,1] en fonction du chemin (αt)t∈[0,1] : il nous faut connaˆıtre la fac¸on dont les ze´ros de
(αt)t∈[0,1] disparaissent par rapport a` comment ils e´taient ne´s. L’ide´e cruciale est que si on a
muni (αt)t∈[0,1] d’un e´quipement L-transverse (ξt, Bt)t∈[0,1], ou` L est assez grand, les varie´te´s
invariantes L-tronque´es capturent cette information sur les e´liminations : on a nomme´ cette
situation d’e´volution L-normale.
La section 3.1.1 est consacre´e a` positionner notre chemin ge´ne´rique (αt)t∈[0,1] en e´volution
L-normale, voir la proposition 3.1.20. Moralement, on peut munir le chemin de 1-formes d’un
e´quipement de pseudo-gradients L-transverse pour n’importe quel L > 0, mais pour que nous
gardions assez d’information sur l’intersection des varie´te´s invariantes, il ne faut pas les tronquer
 trop court . La section 1.1, en plus d’introduire les concepts alge´briques pour de´finir le
complexe de Morse-Novikov, met en place la machinerie ne´cessaire dans le lemme des longueurs
(voir lemme 1.1.32) pour assurer que la longueur L est choisie suffisamment grande. Le lemme
des longueurs donne une proprie´te´ fondamentale pour les chemins a` deux indices, e´nonce´e dans
le lemme du de´terminant abe´lianise´ 3.1.21. Cette proprie´te´ se manifeste dans la proposition
3.1.22 qui est e´nonce´e ci-dessous.
Proposition 0.0.7. Soit (αt, Bt)t∈[0,1] un chemin base´, a` deux indices i, i + 1 , a` extre´mite´s
non-singulie`res, de taille T > 0 et avec s paires de ze´ros aux instants de Morse. Supposons que
(αt)t∈[0,1] est d’e´volution L-normale pour un e´quipement L-transverse (ξt, Bt)t∈[0,1] compatible,
ou` L > (s− 1)T .
Si t1 de´signe un temps de pre´-e´limination, alors la matrice de L-incidence associe´e a` ∂
ξt1
i+1
est  monoˆmiale  : il s’agit d’une matrice sous la forme At1 = PσD ou` Pσ est une matrice
permutation (σ ∈ Ss) et ou` D est une matrice diagonale dont les coefficients sont dans ±pi1M .
De plus
– le de´terminant ± det(D) est un produit de commutateurs de pi1M et
– la u-longueur de tous les gk ∈ supp(D) ve´rifie u(gk) ∈ ]− (s− 1)T, T [⊆ ]− L,L[ .
Cette proposition nous permet de bien prescrire les lacets (βj•)
m
j=1 de la greffe ite´re´e du
the´ore`me principal.
L’e´quivalence de deux notions de comple´tion d’anneaux, l’une alge´brique et l’autre topolo-
gique, est apparemment bien connue. Nous de´montrons cette e´quivalence dans l’appendice A.1,
faute d’avoir trouve´ une preuve dans la litte´rature.
Chapitre 1
Alge`bre
1.1 Anneaux de Novikov
1.1.1 L’anneau de Novikov associe´ a` un homomorphisme de groupe
Nous commenc¸ons par prendre un groupe G et un homomorphisme u ∈ H1(G,R) :=
HomGr(G,R) non nul. On conside`re Λ := Z[G] l’anneau de groupe associe´ a` G dont un e´le´ment




Deux notions de base sont :
De´finition 1.1.1 (Support). Soit λ ∈ Λ. On de´finit le support de λ par l’ensemble fini
supp(λ) := {g ∈ G | ng(λ) 6= 0} ⊆ G
Le morphisme u de´termine, pour tout C ∈ R, les sous-ensembles de G suivants :
G<Cu := {g ∈ G | u(g) < C}
On le notera simplement 1 par G<C.
On a ainsi des de´finitions analogues pour G≥C , G=C. . .
Faisons certaines remarques sur le support, e´videntes mais importantes tout de meˆme :





















pouvant eˆtre strictes toutes les deux, comme on montre dans les exemples suivants.
1. Regarder la convention 1.1.13 pour e´viter des confusions au moment de conside´rer le morphisme −u.
2. Comme Λ est non-commutatif en ge´ne´ral, il est important de signaler que l’ordre dans lequel le produit
s∏
i=1
λi se re´alise est λ1 . . . λs.
1
2 Chapitre 1 : Alge`bre
Exemple 1.1.3. Soit G = Z = 〈t〉.
1. Si λ1 = 2t, λ2 = −2t, on a
supp (λ1 + λ2) = ∅ ⊂ {t} = supp (λ1) ∪ supp (λ2)




} ⊂ {1, t, t2} = supp (λ1) · supp (λ2)
Sur (Z[[G]],+) := (ZG,+), les se´ries formelles sur G, on a aussi la notion de support et on
peut conside´rer le sous-groupe additif suivant
Z[G]u :=
{
λ ∈ Z[[G]] ∣∣ supp(λ) ∩G<C est fini pour tout C ∈ R}
On le note tre`s souvent par Λu.
Lemme 1.1.4. L’application
Λu × Λu −→ Z[[G]]




est bien de´finie et a son image dans Λu.
De´monstration. Soit g ∈ G ; montrons d’abord que la somme qui de´finit ng(λµ) est bien un
nombre entier : on ne veut pas qu’il y ait une infinite´ de termes qui contribuent a` la somme.
Pour qu’un couple (h, k) y contribue, on le suppose dans supp(λ)× supp(µ). Posons C := u(g) =
u(hk) = u(h) + u(k). Supposons par l’absurde qu’il y ait une infinite´, au moins de´nombrable, de
termes (hi, ki)i∈N qui y contribuent. Comme λ ∈ Λu, on a en particulier que
pour tout n ∈ N∗ il existe un hn ∈ supp(λ) tel que u(hi) > n
Ainsi, u(kn) = C − u(hn) < C − n < C pour tout nombre entier positif, ce qui contredit le fait
que supp(µ) ∩G<C est fini. L’application est ainsi bien de´finie.
On se donne maintenant un C ∈ R et on se demande si supp(λµ)∩G<C est fini. Si ce n’e´tait
pas le cas, on aurait une infinite´, au moins de´nombrable de (gi)i∈N tels que u(gi) < C, donc de
couples (hi, ki)i∈N ⊆ supp(λ)× supp(µ) tels que u(hi) + u(ki) < C. Le meˆme raisonnement que
nous avons fait pre´ce´demment permet de conclure.
Cette application, d’e´le´ment neutre 1Λu = 1 · 1G ou` 1G de´signe le neutre 3 de G, de´finit un
produit compatible avec la somme.
De´finition 1.1.5. L’anneau (Λu,+, ·) est appele´ l’anneau de Novikov associe´ au couple (G, u).
3. Dans la suite, on notera 1 pour se re´fe´rer au neutre de G.
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Du fait que ce dernier e´tend les ope´rations de l’anneau de groupe, Λ est un sous-anneau de
Λu qui n’est commutatif que si G est abe´lien.
Remarque 1.1.6. Les proprie´te´s du support que nous avons releve´es dans la remarque 1.1.2
sont tout aussi valables pour l’anneau de Novikov graˆce aux de´finitions de la somme et du
produit dans Λu. Les inclusions sont en ge´ne´ral strictes, et l’exemple 1.1.3 suffit du fait que
Λ ⊆ Λu.
De´finition 1.1.7. Si λ ∈ Λ∗u := Λu r {0}, on de´finit l’ensemble de longueurs de λ par
Luλ := {u(g) | g ∈ supp(λ)}
On le notera par Lλ (voir la convention 1.1.13).
Il est e´vident que l’ensemble de longueurs d’un e´le´ment de l’anneau de Novikov est minore´.
Lemme 1.1.8. Si λ ∈ Λ∗u, l’ensemble de longueurs Lλ contient sa borne infe´rieure et est discret.
De´monstration. Soit m := inf(Lλ) et supposons que m /∈ Lλ. Fixons ε1 > 0, on a ainsi qu’il existe
h1 ∈ Lλ∩ ]m,m+ ε1[. On de´finit ainsi par re´currence, pour tout n ≥ 1 les εn+1 := hn −m > 0,
ou` hn est pris au hasard dans Lλ∩]m,m + εn[. Clairement εn+1 < εn pour tout n ∈ N∗ et
en particulier, les hn sont tous diffe´rents. On a ainsi que supp(λ) ∩ G<m+ε1 n’est pas fini.
Contradiction.
La meˆme ide´e permet de de´duire que Lλ n’a pas de point d’accumulation.
Nous pouvons ainsi de´finir :
De´finition 1.1.9. L’application νu : Λu → R donne´e par
νu(λ) :=
{
minLλ si λ 6= 0
+∞ si λ = 0
est appele´e valuation naturelle de Λu.
On enle`vera l’indice relatif au morphisme u dans la suite.
Lemme 1.1.10. La valuation ν de 1.1.9 ve´rifie,
1. ν(λ+ µ) ≥ min{ν(λ), ν(µ)},
2. ν(λµ) ≥ ν(λ) + ν(µ)
et ce pour tous λ, µ ∈ Λu.
De´monstration. La premie`re re´sulte de l’inclusion supp(λ+µ) ⊆ supp(λ)∪supp(µ). Si l’inclusion
est stricte, l’ine´galite´ le sera aussi.
La deuxie`me re´sulte du fait que si g ∈ supp(λµ), il existe un couple (h, k) ∈ supp(λ)× supp(µ)
tel que g = hk. Ainsi, u(g) = u(h) + u(k) ≥ ν(λ) + ν(µ) et on obtient la proprie´te´ cherche´e.
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On n’a pas les e´galite´s en ge´ne´ral :
Exemple 1.1.11. Soit G un groupe contenant g un e´le´ment n-nilpotent et t sans torsion. Soit
u : G → R un homomorphisme tel que u(t) = 1. Ne´cessairement u(g) = 0. Voyons que nous
n’avons pas les e´galite´s dans 1.1.10.
1. Prenons λ = t+ t2, µ = −t.
Ainsi λ+ µ = t2 et ν(λ+ µ) = 2 > 1 = min{ν(λ), ν(µ)}
2. Prenons λ = tgn−1 + t2, µ = gt.
Ainsi λµ = t2gt et ν(λµ) = 3 > 2 = ν(λ) + ν(µ)
De meˆme que le morphisme u de´coupe le groupe G en sous ensembles, la valuation associe´e
de´coupe Λu en sous-ensembles :
De´finition 1.1.12. Soit ν : Λu → R comme dans 1.1.9.




:= ν−1 (]0,∞]) et (ν < 0) := ν−1 (]−∞, 0[)
On de´finit de la meˆme fac¸on l’ensemble d’e´le´ments ν − (plus grands/petits qu’un certain L ∈ R).
Convention 1.1.13.
Nous aurons souvent besoin de  comple´ter de l’autre coˆte´ , c’est-a`-dire de conside´rer Λ−u
pour un u : G→ R donne´ (voir la proposition 1.1.14 pour attribuer un sens au mot comple´ter).
On manipule habituellement l’anneau Λ−u en regardant les notions associe´es au morphisme −u





Dans la suite, si on ne pre´cise pas l’homomorphisme, G<C , G≥C . . . noteront ceux de´finis par
+u. On voit l’anneau Λ−u comme
Z[G]−u :=
{
λ ∈ Z[[G]] ∣∣ supp(λ) ∩G>Cu est fini pour tout C ∈ R}
L’ensemble de longueurs d’un λ ∈ Λ∗−u est toujours borne´ infe´rieurement, et on a la relation
L−uλ = −Luλ
les longueurs (vues par u !) sont majore´es et la valuation ve´rifie
ν−u : Λ−u → R est donne´e par ν(λ) :=
{
minL−uλ = −maxLuλ si λ 6= 0
+∞ si λ = 0
1.1 Anneaux de Novikov 5
Dans la pratique, il est plus naturelle de travailler directement avec la u-valuation, meˆme si on
est devant l’anneau Λ−u. Ceci nous conduit a` introduire l’application νu : Λ−u → R donne´e par
νu(λ) :=
{
maxLuλ si λ 6= 0
−∞ si λ = 0
Clairement ν−u = −νu et si on prend la convention ν := νu quand on n’e´crit pas le sous-indice,
les proprie´te´s de ν : Λ−u → R deviennent :
1. ν(λ+ µ) ≤ max{ν(λ), ν(µ)}
2. ν(λµ) ≤ ν(λ) + ν(µ)
On a introduit tous les concepts dont on a besoin pour manier les anneaux de Novikov. On
peut conclure par :
Proposition 1.1.14. Il existe une ultrame´trique ‖·‖ pour l’anneau Λ dont la comple´tion Λ̂‖·‖
est l’anneau de Novikov Λu.
De plus l’anneau Λu est isomorphe comme anneau topologique a` la comple´tion induite par la
u-filtration de Λ.
De´monstration. Les preuves de ces faits sont dans l’appendice A.1 (voir les lemmes A.1.14,
A.1.15, A.1.19 et la proposition A.1.17).
Remarque 1.1.15. Ceci exhibe l’e´quivalence de deux comple´tions de l’anneau de groupe Z[G],
diffe´rentes a priori, et qui sont identifie´es habituellement (cf. par exemple [Lat, Not. 1.6] et [Si2,
Def. 1.1]) sans apporter une preuve formelle de leur e´quivalence.
1.1.2 Troncatures
De´finition 1.1.16. Soit H ∈ R. On appelle H-troncature l’application




Ainsi, donne´ un λ ∈ Λu, on peut toujours l’e´crire comme




On exprime ce fait avec la notation




Cette application se comporte de fac¸on semblable a` celle des de´veloppements limite´s :
Lemme 1.1.17. L’application trH a les proprie´te´s suivantes :
1. trH(λ+ µ) = trH(λ) + trH(µ), ∀λ, µ ∈ Λu
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2. trH(λµ) = trH(trH−ν(µ)(λ) trH−ν(λ)(µ)),∀λ, µ ∈ Λu
De´monstration. La premie`re proprie´te´ est e´vidente. Voyons la deuxie`me :
Les e´le´ments qui contribuent au support du membre de droite font partie e´videmment du support
de membre de gauche. Re´ciproquement, si g ∈ supp(λµ) ∩G≤H , son coefficient s’e´crit comme




Ceci entraine que u(h) + u(k) = u(g) ≤ H mais comme h ∈ supp(λ) on a que ν(λ) ≤ u(h) et
on obtient ν(λ) + u(k) ≤ H, d’ou` u(k) ≤ H − ν(λ).
De meˆme, on a u(h) ≤ H − ν(µ), et h, k apparaissent dans les supports mentionne´s dans le
membre de droite. La dernie`re H-troncature a` droite voit toujours cet e´le´ment hk du support
de trH−ν(µ)(λ) trH−ν(λ)(µ) du fait que hk = g ∈ G≤H .
Exemple 1.1.18. Soit G = Z = 〈t〉 et u ∈ Hom(Z,R) tel que u(t) = 1. Alors Λ = Z[t, t−1] et
Λu = Z[t−1, t]].
Posons
λ = t−1 −
∞∑
n=0





(n+ 3)tn = t−2 + 2t−1 + 3 + 4t+ . . .
Le produit λµ est de proche en proche :
λµ = t−3 +2t−2 +3t−1 +4 +5t . . .
−t−2 −2t−1 −3 −4t . . .
−t−1 −2 −3t . . .
−1 −2t . . .
−t . . . =
= t−3 +t−2 −2 −5t . . .
et donc, si on pose H = 1 on a tr1(λµ) = t
−3 + t−2 − 2− 5t
Comme ν(λ) = u(r(λ)) = u(t−1) = −1 et ν(µ) = −2, on conside`re
tr1−(−2)(λ) = t−1 − 1− t− t2 − t3
et
tr1−(−1)(µ) = t−2 + 2t−1 + 3 + 4t+ 5t2
Dans le produit tr3(λ) tr2(µ) on voit apparaˆıtre tous les termes qui restent dans la premie`re
troncature, ainsi que d’autres dont la u-valuation est plus grand que H = 1, que nous faisons
disparaˆıtre en prenant la troncature tr1 (tr3(λ) tr2(µ)).
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Si on se demande sur les valeurs de H ∈ R tels que la troncature trH(λ) d’un certain
λ ∈ Λu non-nul gardent encore une information sur λ, on s’aperc¸oit rapidement que pour des H
infe´rieures a` ν(λ), la troncature trH(λ) est nulle. La valeur minimale ou` la troncature dit encore
quelque chose sur λ est sa valuation.
Ainsi, tout e´le´ment non-nul d’un anneau de Novikov Λu se de´compose naturellement comme
suit :
De´finition 1.1.19 (De´composition racine/tronc). Soit λ ∈ Λu non-nul ; on a λ = r(λ) + t(λ)
ou`











Remarque 1.1.20. Si on comple`te l’anneau de groupe  de l’autre coˆte´ , en changeant u en





et, compte tenu de la convention 1.1.13, la deuxie`me proprie´te´ du lemme 1.1.10 devient
trH(λµ) = trH(trH+ν(µ)(λ) trH+ν(λ)(µ))
En suivant la convention 1.1.13 un e´le´ment λ ∈ Λ−u s’e´crit comme
λ = trH(λ) +
(
ν < −H)
1.1.3 Abe´lianisation et De´terminants
L’anneau Λu n’est commutatif que si le groupe associe´ l’est aussi. On ne peut pas prendre le
de´terminant d’une matrice A ∈ Mats(Λu). Nous introduisons une version abe´lianise´e :
De´finition 1.1.21. L’abe´lianise´ du groupe G est le quotient de G par [G,G], le sous-groupe




Il s’agit d’un groupe abe´lien ve´rifiant la proprie´te´ universelle de factoriser de fac¸on unique tout











4. Ce sous-groupe est distingue´, en particulier parce qu’il est caracte´ristique (invariant par les automorphismes
de G).
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En particulier notre morphisme u ∈ Hom(G,R) se factorise uniquement comme u = uab ◦ ab.
On notera parfois les abe´lianise´s par g′ := ab(g).
On peut travailler dans les anneaux de groupe des abe´lianise´s graˆce au lemme suivant.
Lemme 1.1.22. Notons Λab := Z[Gab]. L’abe´lianisation induit un morphisme d’anneaux dit
d’abe´lianisation
ab : Λ→ Λab
De´monstration. Si λ =
∑





Il est classique de montrer que ab est un morphisme d’anneaux (cf. [Lan, Ch.II, Prop.3.1]). On
emploiera parfois la notation λ′ pour de´signer ab(λ).
De meˆme que nous avons conside´re´ la comple´tion de l’anneau de groupe Λ par u, on peut
s’inte´resser a`
De´finition 1.1.23. L’anneau de Novikov abe´lianise´ associe´ au couple (G, u) est de´fini comme
l’anneau de Novikov associe´ au couple (Gab, uab).
Avec les notations pre´ce´dentes, on parle de
Λuab := Z[Gab]uab
Il est muni de sa valuation νuab que l’on notera simplement par νab sauf confusion possible.
Lemme 1.1.24. Le morphisme d’abe´lianisation ab : G→ Gab induit un morphisme d’anneaux
surjectif
ab : Λu → Λuab
dit aussi d’abe´lianisation et qui e´tend le morphisme abe´lianisation du lemme 1.1.22.
De´monstration. On le de´finit de la meˆme manie`re : si λ =
∑
ng(λ)g, on pose
ab : Λu −→ Z[[Gab]]
λ 7−→ ∑ng(λ)g′
dont l’image est contenue dans Λuab : soit C ∈ R et conside´rons l’ensemble
supp(ab(λ)) ∩ (Gab)<C = {g′i}i∈I
graˆce a` l’inclusion de la remarque 1.1.25 qui suit ce lemme, on a une famille {gi}i∈I ⊆ supp(λ)
qui ve´rifie u(gi) = uab(g
′
i) < C. La famille du de´part est alors contrainte a` eˆtre finie du fait que
l’on a pris λ ∈ Λu.
La surjectivite´ est triviale vu la de´finition de ab.
A` nouveau, une relation d’inclusion e´ventuellement stricte apparaˆıt :
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Remarque 1.1.25. Soit λ ∈ Λu. De fac¸on ge´ne´rale 5 on a
supp (ab(λ)) ⊆ ab (supp(λ)) et νab(λ′) ≥ ν(λ)













et rien n’empeˆche a` cette somme d’eˆtre nulle. En tout cas, si g′ est dans le support de λ′, la
dernier somme n’est pas nulle, ce qui entraˆıne l’existence d’au mois un h ∈ g[G,G] dans le
support de λ. Ceci montre l’inclusion annonce´e.
En particulier on obtient l’inclusion entre les ensembles de longueurs associe´es :
Luabλ′ = {uab(g′) | g′ ∈ supp(λ′)} ⊆ {uab(ab(g)) | g ∈ supp(λ)} =
= {u(g) | g ∈ supp(λ)} = Luλ
et donc νab(λ
′) = minLuabλ′ ≥ minLuλ = ν(λ)
Exemple 1.1.26. Soit G le groupe libre a` trois ge´ne´rateurs g, h, k. Conside´rons l’e´le´ment
λ := 2gh− 2hg+ k ∈ Λ, dont le support est {gh, hg, k}. L’abe´lianise´ de λ est ab(λ) = k′ et donc
supp(ab(λ)) = {k′}  {(gh)′, k′} = ab ({gh, hg, k}) = ab(supp(λ))
Vu que les ope´rations somme et produit des anneaux de matrices sont de´finies coordonne´e a`
coordonne´e par des sommes et multiplications d’e´le´ments de l’anneau et en vertu du lemme
1.1.24, on peut affirmer :
Lemme 1.1.27. Soit u ∈ Hom(G,R) non-nul. L’abe´lianisation ab : G → Gab induit des
morphismes surjectifs entre les anneaux de matrices
ab : Mats(Λu)→ Mats(Λuab)
pour tout s entier positif.
De´monstration.
On peut enfin de´finir le de´terminant abe´lianise´ comme suit.
5. Attention, bien que l’inclusion ne change pas de sens quand on conside`re la comple´tion Λ−u, l’ine´galite´
faisant intervenir les valuations change de sens par les meˆmes raisons que dans 1.1.13.
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ou` l’inclusion peut eˆtre stricte. Il suffit d’appliquer la remarque 1.1.6 a` l’anneau Λuab pour se
convaincre de cette affirmation.
1.1.4 Lemme des longueurs
Ce paragraphe conside`re des comple´tions avec le morphisme −u, vu que ce sera sous cette





ng(λ)g et λ = trL(λ) +
(
ν < −L) .
Le lemme 1.1.32, appele´ des longueurs, fournit une condition suffisante sur la longueur de
troncature L d’une matrice B a` coefficients dans un anneau de Novikov, pour que la partie
positive des de´terminants de la matrice tronque´e trL(B) et de la matrice originale co¨ıncident ;
comparer a` la remarque 1.1.33. Il s’agit d’un outil important de cette e´tude : il permettra de
savoir avec quelle finesse on doit e´quiper un chemin de 1-formes a` deux indices pour garder un
renseignement sur la fac¸on dont les ze´ros s’e´liminent dans 3.1.22.








De´monstration. Il suffit de tenir compte des proprie´te´s de la valuation (voir 1.1.13), de la
de´finition 1.1.23 d’anneau de Novikov abe´lianise´ et de la remarque 1.1.29.
De´finition 1.1.31. Soit B = (Bij) ∈ Mats(Λ−u). On de´finit sa positivite´ comme
pos(B) := max {0, ν(Bij)}
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Lemme 1.1.32 (Des longueurs). Soit B une matrice de taille s × s a` coefficients dans Λ−u.
Notons P ′ := pos(B′) la positivite´ de la matrice abe´lianise´e de B.
Si L ≥ (s− 1)P ′, on a




De´monstration. On peut comprendre l’e´nonce´ en se posant la question suivante : existe-t-il une
longueur de troncature L telle que les termes uab-positifs du de´terminant de B soient capte´s par
le de´terminant de la matrice tronque´e trL(B) ? La re´ponse fournie par le lemme est  oui, a`
condition de prendre L assez grand .
Soit ainsi un z ∈ supp(detab(B)) avec uab(z) ≥ 0 ; graˆce a` la remarque 1.1.29, il existe une






σ(i)i = ab(bσ(i)i) ∈ supp(B′σ(i)i) (1.1.1)
Le choix de z dit que









Soyons na¨ıfs et prenons L = 0. Il se peut bien que certains des b′σ(i)i soient uab-ne´gatifs ou,
de fac¸on e´quivalente, que certains bσ(i)i soient u-ne´gatifs. Si bσ(i)i est u-ne´gatif, il ne ferait pas
partie du support de tr0(B). Ainsi le terme z n’apparaˆıtrait pas dans le support de detab(tr0(B)).






σ(i)i) ≥ −(s− 1)P ′ (1.1.2)
et ce, du fait que pour tout i0 ∈ {1, . . . s} :








P ′ + . . .+ P ′ +uab(b′σ(i0)i0)+
s−i0︷ ︸︸ ︷
P ′ + . . .+ P ′ =
= (s− 1)P ′ + uab(b′σ(i0)i0)
Pour tout i ∈ {1, . . . s}, comme uab(b′σ(i)i) = u(bσ(i)i), bσ(i)i est aussi u-minore´ par −(s− 1)P ′.
Ainsi, si on prend L ≥ (s − 1)P ′, graˆce a` (1.1.2) on a en particulier u(bσ(i)i) ≥ −L et par
de´finition de la L-troncature (voir 1.1.20), bσ(i)i est dans le support de la troncature trL(Bσ(i)i).
Au vu de (1.1.1), tous les e´le´ments uab-positifs du support de detab(B) apparaissent a` partir
des termes trL(Bσ(i)i) – et donc de ceux de la matrice trL(B) – ce qui permet de conclure.
Remarque 1.1.33. Du lemme 1.1.32, on peut de´duire l’expression suivante pour les matrices
carre´es de dimension (s× s), de`s que L ≥ (s− 1) pos(B′) :
tr0 (detab(B)) = tr0 (detab(trL(B)))
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On e´crit le corollaire suivant, qui n’est qu’une version affaiblie du lemme des longueurs.
Corollaire 1.1.34. Soit B une matrice de taille s × s a` coefficients dans Λ−u. Notons P :=
pos(B) sa positivite´.
Il suffit de prendre L ≥ (s− 1)P pour qu’on ait




De´monstration. Cela de´coule imme´diatement du fait que pos(B) ≥ pos(B′) graˆce a` la remarque
1.1.25.
1.1.5 Inversibilite´
Lemme 1.1.35. Soit λ ∈ Λu. Sa de´composition  racine-tronc  est λ = r+ t (voir de´f. 1.1.19).













r¯ = r¯ − r¯tr¯ + r¯tr¯tr¯ − . . .
De´monstration. D’abord, on doit justifier que les se´ries qui apparaissent dans l’e´nonce´ convergent
vers un e´le´ment de Λu. Il est clair que si une suite (λn)n∈N ve´rifie limn→∞ ν(λn) = +∞, la∑
n∈N λn de´finit un e´le´ment de Λu du fait que pour tout C ∈ R, il n’y a qu’un nombre fini
d’e´le´ments dans g dans le support de la somme avec u(g) < C.
Ainsi, posons λn := (−tr¯)n. On a ν(λn) ≥ nν(−tr¯) = n (ν(t)− ν(r)) = nD ou` D est une
constante positive qui de´pend de λ. Or limn→∞ ν(λn) = +∞ et la se´rie converge.
Maintenant, on peut faire le calcul, ou` µ repre´sente la premie`re somme













= (−tr¯)0 = 1



















= (−r¯t)0 = 1
En effet, on aurait pu ne ve´rifier qu’un de deux derniers produits du fait que Z[G] est stablement
fini (voir [Si2, 1.9]).
On renvoie a` A.2.4 ou` on donne une autre justification de l’inversibilite´ de certains e´le´ments
des anneaux de Novikov, appele´s unite´s triviales dans la litte´rature.
1.2 Matrices e´le´mentaires et auto-e´le´mentaires
Conside´rons le couple (Λ−u, ν) ou` ν : Λ → R (cf. dans 1.1.13). On remarque que si
λ ∈ (ν < 0), l’e´le´ment 1 + λ est inversible dans Λ−u comme on a vu dans 1.1.35.
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De´finition 1.2.1. Soit r ∈ N∗. De´signons par GL(r,Λ−u) le groupe des matrices inversibles de
taille r a` coefficients dans l’anneau Λ−u. Soit EA(r,Λ−u) E GL(r,Λ−u) le sous-groupe normal




ij est la matrice avec un seul terme non-nul, e´gal
a` λ sur la place ij ve´rifiant :






 i est dite e´le´mentaire,




0 1 + λ 0
0 0 1
 i est dite auto-e´le´mentaire.
Ces matrices apparaissent de fac¸on naturelle dans notre e´tude quand on s’inte´resse a` des
familles a` un parame`tre ge´ne´riques de pseudo-gradients adapte´s, comme on peut constater en
lisant l’e´nonce´ de la proposition 2.2.36. Les accidents qu’un tel chemin rencontre sont associe´es




On travaille sur une varie´te´ compacte M de dimension n + 1. Les cartes, si besoin, sont
note´es par ϕ : U → V ⊂ Rn+1. On note l’espace de sections d’un fibre´ E sur M par Γ(E). Pour
un fibre´ vectoriel E, on note les ze´ros d’une section α de E par Z(α).
Une classe de cohomologie de De Rham non-nulle u ∈ H1dR(M ;R)r {0} est fixe´e une fois pour
toutes. On de´signe les 1-formes ferme´es par
Z := {α ∈ Γ(TM∗) | dα = 0}
et celles dans la classe u par :
Ωu := {α ∈ Z | [α]dR = u}
2.1 Formes e´quipe´es
2.1.1 Formes de Morse, de naissance-e´limination et de queue d’aronde
De´finition 2.1.1. Soit f une primitive locale de α au voisinage de p. S’il existe des coordonne´es
locales (U,ϕ) autour de p telles que :
a) (f ◦ ϕ−1)(x1, . . . , xn+1) = −x21 + · · · − x2i + x2i+1 + · · ·+ x2n+1 ,
p est dit de type Morse ;
b) (f ◦ ϕ−1)(x1, . . . , xn+1) = −x21 + · · · − x2i + x2i+1 + · · ·+ x2n + x3n+1 ,
p est dit de type naissance/e´limination ;
c) (f ◦ ϕ−1)(x1, . . . , xn+1) = −x21 + · · · − x2i + x2i+1 + · · ·+ x2n ± x4n+1 ,
p est dit de type queue d’aronde.
Dans le deux premiers cas, l’indice de p est i. Dans le dernier, p est d’indice i ou i+ 1 selon
que le signe du terme x4n+1 soit respectivement +,−.
Dans tous les cas on dira que les coordonne´es sont adapte´es a` α en p.
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De´finition 2.1.2. Soit α ∈ Γ(T ∗M) une 1-forme ferme´e, p ∈ Z(α) un de ses ze´ros et f une
primitive locale de α en p. De´signons l’ide´al des germes des fonctions s’annulant en p par
mp ≤ C∞p (M) et l’ide´al jacobien 1 de f en p par Jf . On de´finit la codimension de p par :
ν(p) =
{
dimR(mp/Jf ) si p est isole´
∞ sinon
On de´finit la codimension de α par :
ν : Z −→ N
α 7−→ ∑p∈Z(α) ν(p)
Clairement, les ze´ros de Morse, naissance/e´limination et queue d’aronde d’une 1-forme ferme´e
α contribuent respectivement avec 0, 1 et 2 dans le de´compte de la codimension de α.
Les pre´-images des k ∈ N par la codimension fournissent la partition (Zk)k∈N de l’ensemble des
1-formes ferme´es. On dit qu’une 1-forme α est
1. de Morse si elle est dans
Z0 = {α ∈ Z | p est de Morse pour tout p ∈ Z(α)}




∣∣∣∣ il existe un unique p ∈ Z(α) non-Morseet de plus p est de naissance/e´limination
}
3. de codimension 2 si elle est dans Z2. Si de plus, α n’a qu’un seul ze´ro non-Morse, on dit
qu’elle est de queue d’aronde.
4. de petite codimension si elle est dans
Z≤2 := Z0 ∪ Z1 ∪ Z2
5. de grande codimension si elle est dans ZR := Z r (Z)≤2
On remarque que l’ensemble des ze´ros Z(α) d’une forme de petite codimension est isole´ dans M .
2.1.2 Pseudo-gradients
Dans le but de fabriquer un objet alge´brique – le complexe de Morse-Novikov – associe´ a` α
une 1-forme ferme´e de Morse on introduit la classe de champs de vecteurs comme ci-dessous,
appele´s parfois α-gradients (cf. [Pa1, Def. 2.25]) :
1. Jf est engendre´ par les de´rive´s partielles premie`res de f en p.
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De´finition 2.1.3 (Champs de vecteurs pseudo-gradients pour α). Soit α ∈ Ωu(M). Prenons
un champ de vecteurs ξ ∈ Γ(TM) et appelons φ := α(ξ) la fonction
φ : M −→ R
p 7−→ αp(ξp)
On dit que ξ est un pseudo-gradient pour α quand :
1. φ < 0 en dehors de Z(α)
2. Si α est de Morse, on demande aussi que tout p ∈ Z(α) soit un maximum local (et global)
non-de´ge´ne´re´ de φ.
L’ensemble de champs de vecteurs qui sont pseudo-gradients pour la forme α sera note´ par G(α) ;
plus ge´ne´ralement, on dira qu’un ξ champ de vecteurs sur M est pseudo-gradient s’il existe une
1-forme α dans la classe u telle que ξ ∈ G(α).
L’ensemble de pseudo-gradients est note´ par G.
Ces espaces de champs de vecteurs he´ritent tous de la topologie C∞ en tant que sous-espaces de
l’espace de sections Γ(TM).
Du fait que les p ∈ Z(α) sont des maximums, on a que dφp = 0 et la forme biline´aire
Hessp φ : TpM × TpM → R est bien de´finie. La deuxie`me condition de 2.1.3 s’exprime de fac¸on
e´quivalente, en demandant que la forme quadratique associe´e a` Hessp φ soit de´finie ne´gative :
De´finition 2.1.4. Soient α ∈ Ωu(M) de Morse et ξ un champ de vecteurs de M . On dit que
ξ est pseudo-gradient pour α s’il ve´rifie la condition 1 de 2.1.3 et la condition suivante, qui
e´quivaut a` la condition 2 dans 2.1.3) :
2 ′. Hessp φ < 0 en tout p ∈ Z(α)
Un pseudo-gradient ξ ∈ G peut eˆtre pseudo-gradient pour des formes diffe´rentes. On trouve
un bon exemple de ce fait dans le lemme de descente 2.2.34 ou` un certain ξ ∈ G est adapte´ a`
une famille a` un parame`tre de 1-formes. Ces champs be´ne´ficient de bonnes proprie´te´s comme la
suivante :
Lemme 2.1.5. Soit α une 1-forme ferme´e de Morse et soit ξ ∈ G(α). On a ξp = 0 pour tout p
ze´ro de α. Ainsi Z(α) = Z(ξ).
De´monstration. Ceci est un fait connu ; on reproduit la de´monstration en suivant par exemple
le [Pa1, Lemme 2.2] :
Comme p ∈ Z(α) est de Morse. On prend une carte ϕ : U → V ⊂ Rn+1 adapte´e a` f (cf.
dans 2.1.1). On a alors que
∀x = (x−, x+) ∈ Rn+1, α(ϕ−1(x)) = −2x−dx− + 2x+dx+
Appelons X := ϕ∗(ξ) ∈ Γ(TV ) et posons X(0) = (a−, a+), le but est de montrer que X(0) = 0.
Par hypothe`se α(ξ) est ne´gative. En coordonne´es ceci s’exprime en disant que la fonction
(ϕ−1)∗(ϕ∗(ξ)) es ne´gative :
α(ϕ−1(x))(X(x)) < 0, ∀x ∈ V r {0}
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Voyons a− = 0 : Pour les vecteurs (x−, 0), X s’e´crit
X(x−, 0) =
(
a− +X lin− (x−) + . . . , a+ +X
lin
+ (x−) + . . .
)
=
= (a− +O1(x−), a+ +O2(x−))





= −2〈x−, a− +O1(x−)〉 ⇒ 〈x−, a− +O1(x−)〉 > 0
Si a− 6= 0, on prend x = ta− ; on obtient t
(‖a−‖2 + 〈a−,O1(ta−)〉), mais par Cauchy-Schwarz
on a que
|〈a−,O1(ta−)〉| ≤ ‖a−‖ · ‖O1(ta−)‖ ≤ K1|t|‖a−‖2
ou` K1 ∈ R+ est la constante du  grand O  O1. Supposons K1 6= 0, on prend t1 < 0 tel que
|t1| < 1
K1
(si K1 = 0 il suffit de prendre x = −a− pour obtenir la contradiction) et le produit
scalaire et plus petit en norme que ‖a−‖2 et ainsi :
t1
(‖a−‖2 + 〈a−,O1(t1a−)〉) < 0
d’ou` la contradiction.
On en de´duit e´galement que a+ = 0.
Voyons une fac¸on e´quivalente d’e´noncer la deuxie`me condition d’eˆtre pseudo-gradient pour
une α de Morse.
Comme un pseudo-gradient ξ pour α s’annule en tout ze´ro p de α, on sait que la partie line´aire
est invariant par changement de cartes. On a ainsi de´fini une application line´aire de ξ en p que
l’on appelle le line´arise´ de ξ en p et que l’on note par ξlinp ∈ End(TpM).
Du fait que α est localement exacte, une primitive f |U de α autour de p un ze´ro de α, ve´rifie
dfp = 0. Comme on a de´ja` remarque´, on a son hessien Hessp f ∈ Hom(TpM ⊗ TpM,R) et la
forme quadratique associe´e que l’on note de la meˆme fac¸on. La fonction ξlinp · Hessp f est ainsi a`





(xkxl) = xj(δikxl + δilxk)
Lemme 2.1.6. Les conditions suivantes sont e´quivalentes :
2 ′. Hessp φ < 0, ∀p ∈ Z(α), ou` φ = α(ξ).
2 ′′. La forme quadratique ξlinp · Hessp f est de´finie ne´gative.
2 ′′′. Pour tout v ∈ TpM non-nul on a que Hessp f(v, ξlinp (v)) < 0
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De´monstration. Soit ϕ : U → V ⊂ Rn+1 une carte autour de p. Notons
Φ := φ ◦ ϕ−1 : V → R
F := f ◦ ϕ−1 : V → R
X : V → TV tel que Tϕ ◦ ξ = X ◦ ϕ






. Finalement, appelons B : T ∗Rn+1 × TRn+1 l’application biline´aire






T ∗Rn+1 × TRn+1
B
77
En de´rivant on trouve, si x ∈ V, h ∈ TxV ' Rn+1 :
















En de´rivant une deuxie`me fois on obtient :








x(h, k)) + F
′′′





ainsi, en x = p, tenant compte du fait F ′p = 0 et Xp = 0 :









et la forme quadratique de 2 ′ ve´rifie :
Hessp φ(v, v) = Φ
′′




x(Tϕ(v)), Tϕ(v)) = 2 Hessp f(ξ
lin
p (v), v)
d’ou` l’e´quivalence avec 2 ′′′.
Abre´geons par Q := F ′′p et L := X
′
p les matrices en coordonne´s respectives de la forme quadratique
Hessp f et l’endomorphisme ξ
lin
p de TpM ; on pose w = Tϕ(v) et on de´rive la premie`re par rapport
au deuxie`me :
ξlinp · Hessp f(v) = L · 〈w,Qw〉 = 〈Lw,Qw〉+ 〈w,Q(Lw)〉 = 2〈w,Q(Lw)〉 =
= 2Q(w,Lw) = 2 Hessp f(v, ξ
lin
p (v))
On a utilise´ que Q = Q>. On a ainsi l’e´quivalence entre 2 ′′ et 2 ′′′.
Deux concepts incontournables qui apparaissent quand on e´tude la dynamique engendre´e
par un champ de vecteurs sont ceux des ensembles stables et instables d’un ze´ro du champ.
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De´finition 2.1.7. Soit ξ un champ de vecteurs de M , et p tel que ξp = 0. Conside´rons (ξ
t)t∈R
le flot associe´ a` ξ.
La varie´te´ stable associe´e a` p est
W s(p; ξ) :=
{
x ∈M
∣∣∣∣ limt→+∞ ξt(x) = p
}
De fac¸on similaire, la varie´te´ instable associe´e a` p est
W u(p; ξ) :=
{
x ∈M
∣∣∣∣ limt→−∞ ξt(x) = p
}
On utilise le terme varie´te´ invariante pour faire allusion a` une de ces deux varie´te´s.
De´finition 2.1.8. On dit qu’un endomorphisme L ∈ End(E) d’un espace vectoriel est e´le´mentaire
s’il n’a pas de valeur propre a` partie re´elle nulle.







On de´finit l’indice d’un endomorphisme L e´le´mentaire par
ind(L) := dim(E+)
Ainsi, un champ de vecteurs ξ est dit hyperbolique si pour tout ze´ro p ∈ Z(ξ), le line´arise´ ξlinp
est un endomorphisme e´le´mentaire de TpM .
Dans cette e´tude, on a besoin d’un type de champs plus ge´ne´ral que les champs hyperboliques :
De´finition 2.1.9. Soit ξ ∈ Γ(TM) un champ de vecteurs. On dit que ξ est presque-hyperbolique
si pour tout p ∈ Z(ξ), il existe un ouvert U de M tel que Z(ξ) ∩ U = {p} et tel que :
1. les varie´te´s invariantes W s/u(p; ξ|U) sont des sous-varie´te´s de U dont l’intersection est
transverse et re´duite a` p,
2. les varie´te´s invariantes W s/u(p; ξ|U ) sont diffe´omorphes soit a` un espace euclidien Ri, soit
a` un demi-espace euclidien Hj := Rj−1 × [0,+∞), ou` 0 ≤ i ≤ n+ 1 et 1 ≤ j ≤ n+ 1.
On appellera ces varie´te´s les varie´te´s stable/instable locales du ze´ro p en les notant par
W
s/u
loc (p) := W
s/u(p; ξ|U).
Le the´ore`me classique et important sur les champs hyperboliques ci-dessous, que l’on peut
trouver dans [AR, Th. 27.1], justifie en particulier que tout champ hyperbolique est presque-
hyperbolique :
The´ore`me 2.1.10. Si ξ ∈ Γ(TM) et p est un ze´ro e´le´mentaire de ξ, il existe un ouvert U de p
tel que
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1. W s(p; ξ|U) et W u(p; ξ|U) sont des sous-varie´te´s de U dont l’intersection est re´duite a` p.
2. TpW
s(p; ξ|U) = TpM− et TpW u(p; ξ|U) = TpM+
De´finition 2.1.11. Au vu de la de´finition 2.1.8 et du the´ore`me 2.1.10, si p est un ze´ro d’un
champ de vecteurs hyperbolique ξ, on de´finit l’indice de p par :
ind(p) := ind(ξlinp ) = dim(TpM
+)
On a la proprie´te´ fondamentale suivante :
Lemme 2.1.12. Si ξ ∈ G(α) avec α de Morse, le champ ξ est hyperbolique.
De´monstration. Soit p ∈ Z(ξ) ; force´ment p est aussi ze´ro de α du fait que ξ ∈ G(α). Conside´rons
ξlinp comme L ∈ End(Rn+1) via des coordonne´es. Appelons L son complexifie´ (L ∈ End(Cn+1 '
Rn+1 ⊕ iRn+1)). Supposons par l’absurde que L a une valeur propre µ ∈ Spec(L) ∩ iR. Posons
µ = iλ, λ ∈ R, et prenons v ∈ Cn+1 vecteur propre non-nul pour iλ. Les vecteurs v1 := v + v et
v2 := i(v − v) sont dans Rn+1 ⊕ 0 et ainsi{
L(v1) = L(v + v) = iλ(v − v) = λv2
L(v2) = iL(v − v) = i(iλ)(v + v) = −λv1
Comme ξ est pseudo-gradient pour α, le lemme 2.1.6 nous dit :
Q(v, Lv) < 0, ∀v ∈ Rn+1 r {0}
Ainsi, si on suppose v1 et v2 non-nuls on obtient
0 > Q(v1, Lv1) = Q(v1, λv2) = Q(λv1, v2) = −Q(L(v2), v2) > 0
ce qui nous dit que v1 = 0 = v2 et donc v est nul aussi. On tombe dans une contradiction pour
avoir suppose´ que L avait une valeur propre a` partie re´elle nulle.
Et une dernie`re proprie´te´ :
Lemme 2.1.13. Soit α de Morse et ξ ∈ G(α). Prenons p ∈ Z(α).
L’espace tangent a` la varie´te´ stable/instable locale de p n’intersecte le coˆne C = Hessp f
−1({0})
de TpM qu’en 0.
De´monstration. Faisons-le pour TpW
s(p; ξ|U) = TpM−. Supposons le contraire et prenons un
0 6= v ∈ TpM− ∩ C. On sait alors qu’il existe un λ ∈ Spec−(ξlinp ) tel que L(v) = λv, ou L




Comme ξ ∈ G(α) on obtient en complexifiant
0 < −Hessp f(v, ξlinp (v)) = Hessp f(v, v − ξlinp (v)) = Hessp f(v, v − L(v)) =
= (1− λ) Hessp f(v, v) = 0
D’ou` la contradiction d’avoir suppose´ l’intersection non-vide.
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Remarque 2.1.14. La condition α(ξ) < 0 pour un pseudo-gradient nous dit que les trajectoires
du champ de´croissent par rapport a` n’importe quel choix de primitive locale f |U de α|U . Nous
noterons W s/u(p) a` la place de W s/u(p; ξ) quand le champ de vecteurs est clair du contexte ou
quand il n’est pas important.
On remarque que si ξ est presque-hyperbolique, les varie´te´s invariantesW s/u(p) sont diffe´omorphes
soit a` un espace euclidien Ri soit a` un demi-espace euclidien Hj comme dans 2.1.9. Les inclusions
de ces varie´te´s W s/u(p) ↪→M ne sont en ge´ne´ral que des immersions injectives.
2.1.3 Longueur d’une orbite et varie´te´s invariantes tronque´es a` la
longueur L
Il est difficile de garder un controˆle sur les varie´te´s invariantes globales quand on s’inte´resse
a` des familles lisses a` k parame`tres, meˆme pour k = 0, 1. Nous sommes amene´s a` faire une
e´tude qui garde la compre´hension sur le comportement de ces varie´te´s  a` la longueur L ,
terminologie que nous pre´ciserons :
De´finition 2.1.15. Soit ξ ∈ G(α). Une trajectoire de ξ est une courbe γ : I →M , solution du
proble`me
·
γ= ξ ◦ γ. On appelle orbite le sous-ensemble ` de M image d’une trajectoire maximale.









Une conse´quence directe de la premie`re condition pour que ξ ∈ G(α) est que L(γ) > 0 si γ









γ (t)) dt = −
∫
I
α(ξ)(γ(t)) dt > 0
Du fait que l’orbite γ est oriente´e, la deuxie`me inte´grale de la de´finition est bien de´finie. Dans la
suite on ne parlera que de la longueur d’une trajectoire de ξ au lieu de α-longueur s’il n’y a pas
d’ambigu¨ıte´.
On donne du sens a` l’expression  a` la longueur L  maintenant :
De´finition 2.1.17. Soient ξ ∈ G(α) et p ∈ Z(α). Pour x ∈ W s(p) et y ∈ W u(p) on de´finit :
γx : [0,+∞)→M la trajectoire de ξ telle que
{
limt→+∞ γx(t) = p
γx(0) = x
γy : (−∞, 0]→M la trajectoire de ξ telle que
{
limt→−∞ γy(t) = p
γy(0) = y
Soit L > 0. On de´finit la varie´te´ stable ou instable de p tronque´e a` la longueur L respectivement
par :
W sL(p) = {x ∈ W s(p) | L(γx) ≤ L}
W uL(p) = {y ∈ W u(p) | L(γy) ≤ L}
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E´tant donne´ deux ze´ros p et q, on s’inte´resse aux trajectoires du champ ξ ∈ G(α) qui
 partent  de p et  finissent  en q.
De´finition 2.1.18 (Liaisons). Soit x ∈ W u(p) ∩W s(q) et soit
γ : R→M une trajectoire non-triviale de ξ telle que

limt→−∞ γ(t) = p
limt→+∞ γ(t) = q
x ∈ γ(R)
L’orbite ` = γ(R) d’une telle trajectoire sera appele´e liaison de p a` q. On note l’espace de
liaisons de p a` q par L(p, q) . On de´finit la longueur d’une liaison ` comme la longueur d’une
des trajectoires la parame´trant comme ci-dessus.
Il est clair que l’intersection des varie´te´s invariantes est re´union d’orbites :




De meˆme, on peut ne conside´rer que les liaisons de longueur infe´rieure a` L, pour un certain
L > 0 :
LL(p, q) := {` ∈ L(p, q) | L(`) ≤ L}
ou celles d’une certaine longueur :
L=L(p, q) := {` ∈ L(p, q) | L(`) = L}
On dit que la liaison ` est concerne´e avec p ∈ Z(α) s’il existe un r ∈ Z(α) tel que ` ∈ L(p, r)
ou bien ` ∈ L(r, p).
On introduit maintenant une condition sur ξ ∈ G(α) pour que la paire (α, ξ) de´finisse un
complexe de chaˆınes dont on parlera dans la section 2.1.4 quand α est de Morse.
De´finition 2.1.19. Soit ξ ∈ G. On dit que ξ est Morse-Smale si
W u(p) t W s(q), ∀p, q ∈ Z(ξ)
On note cet ensemble de champs de vecteurs par G0.
Le re´sultat suivant est classique et de´coule du the´ore`me de Kupka-Smale :
The´ore`me 2.1.20. Soit α est de Morse. La proprie´te´ d’eˆtre Morse-Smale pour un pseudo-
gradient ξ ∈ G(α) est ge´ne´rique, ce qui veut dire que l’ensemble G0(α) de pseudo-gradients
Morse-Smale pour α est re´siduel dans G(α) avec la topologie C∞.
De´monstration. Consulter la preuve en [Pa1, Ch.4 Th.2.5 et aussi Th.2.13 et Cor.2.15 si on fixe
les cartes adapte´es].
Les varie´te´s invariantes tronque´es et les ensembles des liaisons associe´s a` un couple (α, ξ) ou`
α est de Morse et ξ est Morse-Smale permettent de de´finir la diffe´rentielle de Morse-Novikov
qui apparaˆıt dans la section 2.1.4. On renvoie vers [Lat, Ch.2] ou` les ensembles des liaisons et
des multi-liaisons sont e´tudie´s minutieusement.
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2.1.4 Enroulement et complexe de Morse-Novikov
Nous sommes presque en position de de´finir le complexe de Morse-Novikov C∗(α, ξ) associe´
a` un couple (α, ξ) ou` ξ ∈ G0(α) avec α Morse. On avance qu’il s’agira d’un complexe de chaˆınes
de Λ−u-modules libres base´s. Pour ce faire on a besoin des objets suivants, tous en relation avec
pi : M˜ →M le reveˆtement universel de M , ou` l’on prend M˜ avec la C∞-structure naturelle pour
que pi soit un diffe´omorphisme local :
1. une primitive h : M˜ → R de la forme exacte pi∗α. On appelle primitive de α une telle h
dans la suite,










3. un choix de releve´s de Z(α) – donc de points critiques de h – de meˆme cardinal que Z(α)
et que l’on note par B(α). En ge´ne´ral, on suivra la convention de noter par P le releve´
choisi de p ∈ Z(α).
Le champ ξ˜ est pseudo-gradient pour dh. Pour P ∈ B(α), on note W s/u(P ) les varie´te´s
invariantes de ξ˜ associe´es a` P . Par construction de ξ˜ et les proprie´te´s habituelles du reveˆtement
universel, on a





pour tout g ∈ pi1M .
Pour de´finir le complexe C∗(α, ξ), on munit les varie´te´s instables des ze´ros de Z(α) d’une
orientation ; plus pre´cise´ment, si p ∈ Z(α) est un ze´ro d’indice i, on se donne une classe de bases
ordonne´es Orp de TpW
u(p). Du fait que les varie´te´s invariantes de p s’intersectent transversale-
ment en p du fait que ξ est hyperbolique, la varie´te´ stable de p acquiert une co-orientation. Le
reveˆtement pi e´tant un diffe´omorphisme local, on peut relever l’orientation Orp de TpW
u(p) a` des
orientations OrgP des TgPW
u(gP ) pour tout g ∈ pi1M , plus pre´cise´ment OrgP est la classe d’une
base ordonne´e OgP = {v1, . . . vi} de TgPW u(gP ) telle que [{TgPpi(v1), . . . TgPpi(vi)}] = Orp. De
meˆme, les varie´te´s stables W s(gP ) gagnent une co-orientation. Ce faisant, on a une orientation
induite par Orp en tout point d’une varie´te´ instable W
u(p), car elle est diffe´omorphe a` un espace
euclidien.
On observe que Crit(h) est la re´union de pi1M -orbites de B(α).
On conside`re L(α) le Z-module libre engendre´ par l’ensemble des points critique munis d’une
classe d’orientation :
L(α) := Z〈(P,OrP )〉P∈Crit(h)
Ainsi de´fini, L(α) est naturellement un Z[pi1M ]-module a` gauche avec l’action ng · (P,OrP ) :=
n(gP,OrgP ). On peut voir B(α) comme une Z[pi1M ]-base de L(α) via l’identification B(α) '
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{(P,OrP ) | P ∈ B(α)}, autrement dit :
L(α) = Z[pi1M ] ·B(α)
Avec les notations du chapitre 1 on a :
De´finition 2.1.21. Le module de Morse-Novikov de α est
C∗(α) := Λ−u ⊗Λ L∗(α)
Il s’agit d’un Λ−u-module libre base´ sur B∗(α), gradue´ par l’indice des points critiques.
Nous voulons maintenant de´finir une diffe´rentielle C∗(α)→ C∗−1(α). Elle va de´pendre du
champ et on la note par ∂ξ. Pour qu’elle soit de´finie, on doit demander au champ ξ d’eˆtre
Morse-Smale : elle va  compter  les liaisons entre deux points p, q de Z(α) d’indices conse´cutifs.
Pour ce faire, on va associer un e´le´ment g` de pi1M a` chaque ` ∈ L(p, q), ainsi qu’un signe, que
nous appelons respectivement l’enroulement et le signe de la liaison ; ils ne sont de´finis qu’apre`s
avoir choisi B(α) et avoir oriente´ les varie´te´s instables des p ∈ Z(α).
De´finition 2.1.22. Soit ` ∈ L(p, q). Soient P,Q des releve´s de p, q. La liaison releve´e ˜` de `
est l’image de γ˜ : R → M˜ , l’unique rele`vement d’une parame´trisation γ de ` qui part de P .
L’arrive´e de ˜` est un point dans la fibre pi−1(q) et est repre´sente´e ainsi par un unique g`Q.
L’application suivante :
e : L(p, q) −→ pi1M
` 7−→ g`
est appele´e enroulement. Nous de´finissons le u-enroulement de la liaison ` par la valeur nume´rique
u(g`).
Et maintenant le signe :
De´finition 2.1.23. Soit (α, ξ) un couple ou` α est de Morse et ξ Morse-Smale pour α. Conside´rons
p, q ∈ Z(α) d’indices respectifs i + 1, i et ` ∈ L(p, q) une liaison de p a` q. Prenons un point
x ∈ `.
D’un coˆte´, νx(W
s(q);M) est oriente´ par l’orientation induite par Orq ; d’un autre coˆte´ on suit la
convention d’orienter νx(`;W
u(p)) par la classe d’une base {v2, . . . vi+1} telle que l’orientation
induite par Orp en x co¨ıncide avec la classe de {ξ(x), v2, . . . vi+1}.
La transversalite´ des varie´te´s invariantes nous donne un isomorphisme canonique νx(W
s(q);M) '
νx(`;W
u(p)) ; on associe ainsi le signe +1 a` la liaison si cet isomorphisme pre´serve les orienta-
tions indique´es et le signe −1 dans le cas contraire :
η : L(p, q)→ {±1}
Avant de de´finir la diffe´rentielle on introduit la taille, un concept qui met en relation les
longueurs et u-enroulements des liaisons.
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De´finition 2.1.24. Soit α une 1-forme ferme´e, munie d’une primitive h et d’un choix de releve´s




h(P )− h(Q) ≥ 0
Lemme 2.1.25. Si ` ∈ L(p, q), sa longueur est donne´e par la hauteur relative des ze´ros
concerne´s avec la liaison releve´e (voir de´f. 2.1.22)
L(`) = h(P )− h(g`Q) = h(P )− h(Q)− u(g`)







dans le reveˆtement universel on a une primitive globale h et clairement L(`) = − (h(g`Q)− h(P )).
On choisit un lacet λ : [0, T ]→M base´ en q ∈M tel que [λ] = g` ∈ pi1(M, q). On appelle λ˜








autrement dit, on a λ˜(T ) = g`Q et






pi∗α = h(g`Q)− h(Q)




ou` les liaisons de
Lg(p, q) = {` ∈ L(p, q) | e(`) = g} ⊆ L=h(P )−h(Q)−u(g)(p, q)
posse`dent toutes le meˆme enroulement, u-enroulement et longueur.
Remarque 2.1.26. Une conse´quence directe de la positivite´ de la longueur d’une liaison est
que son u-enroulement est majore´ par la taille : soit ` ∈ L(p, q) ; graˆce a` la formule du lemme
2.1.25
0 ≤ L(`) = h(P )− h(Q)− u(g`) et donc u(g`) ≤ h(P )− h(Q) ≤ TB(α)
Pour de´finir la diffe´rentielle, on ne´cessite de l’incidence entre deux points :
De´finition 2.1.27. Soit (α, ξ) ou` ξ ∈ G(α) est Morse-Smale et α est de Morse. Soient p, q ∈
Z(α) d’indices respectifs i+ 1, i et soient P,Q deux releve´s respectifs. On de´finit l’incidence de




η`g` ∈ Z[[pi1M ]] ,
ou` les enroulements (de´f. 2.1.22) sont calcule´s a` partir des releve´s P,Q.
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Proposition 2.1.28. Avec les notations de la de´finition 2.1.27 on a
〈P,Q〉ξ ∈ Λ−u
De´monstration. Notons λPQ := 〈P,Q〉ξ. On veut montrer que, pour tout C ∈ R l’ensemble




Autrement dit supp(λPQ) ⊆ (pi1M)≤T et il suffit de conside´rer des C ≤ T et de montrer que
supp(λPQ) ∩ (pi1M)≥C est fini. On ne conside`re que les liaisons ` dont l’enroulement (avec les
releve´s P,Q) ve´rifie u(g`) ≥ C. La longueur d’une telle liaison est majore´e par T −C du fait que
L(`) = h(P )− h(Q)− u(g`) ≤ T − C
Ainsi, on est conduit a` montrer qu’il n’y qu’un nombre fini de liaisons dans LT−C(p, q). Mais
pour des ze´ros d’indice conse´cutifs et ξ Morse-Smale, on a que LH(p, q) = LH(p, q) pour tout H
positif. L’e´tude de [Lat, Prop. 2.8, 2.9] permet de conclure : l’espace de liaisons LH(p, q) est une
varie´te´ compacte de dimension ze´ro.
Lemme 2.1.29. L’incidence 〈·, ·〉 : L∗+1(α)×L∗(α)→ Λ−u associe´e a` un ξ ∈ G(α) Morse-Smale
ve´rifie :
1. 〈gP,Q〉 = g〈P,Q〉, ∀g ∈ pi1M ,
2. 〈P, gQ〉 = 〈P,Q〉g−1, ∀g ∈ pi1M
3. 〈−P,Q〉 = 〈P,−Q〉 = −〈P,Q〉.
De´monstration. Les proprie´te´s de´coulent directement des de´finitions de l’enroulement et du
signe d’une liaison.
Et enfin la diffe´rentielle :
De´finition 2.1.30. Soit α de Morse munie de releve´s B(α) de Z(α), et ξ ∈ G0(α) Morse-Smale
pour α ; on a une application Λ−u-line´aire ∂
ξ
∗+1 : C∗+1(α)→ C∗(α) de´finie sur les e´le´ments de
B(α) par





On a ainsi la matrice d’incidence associe´e a` ∂ξ∗+1 dans les bases B(α), note´e par A∗+1 dont le
terme a` la place 2 ij est 〈P i, Qj〉ξ :
A∗+1 :=
(〈P i, Qj〉ξ)P i∈B∗+1(α)
Qj∈B∗(α)
The´ore`me 2.1.31 (Novikov). L’application ∂ξ est bien de´finie et est une diffe´rentielle pour le
complexe C∗(α).
Il s’agit d’un the´ore`me connu de Novikov ([No2]). On peut consulter une preuve dans [Lat,
2.15, 2.17].
2. Le choix inusuel des matrices ope´rant a` droite sera justifie´ dans la remarque 2.2.37.
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2.1.5 Gradients L-transverses
Le type de pseudo-gradients que l’on de´finit dans 2.1.34 jouera un roˆle cle´ dans notre e´tude.
La de´finition de´pend d’un choix de releve´s des ze´ros du champ.
De´finition 2.1.32. On de´finit l’espace de pseudo-gradients base´s comme l’espace de couples
(ξ, B) ou` ξ ∈ G est un pseudo-gradient et B est un choix de releve´s de Z(ξ) dans le reveˆtement
universel de M . On note cet espace par G. De plus, on peut conside´rer les sous-espaces de




(ξ, B) ∈ G ∣∣ ξ ∈ G0} ; G(α) := {(ξ, B) ∈ G | ξ ∈ G(α)}
Remarque 2.1.33. La topologie locale de l’espace des pseudo-gradients et de sa version base´e
et la meˆme : on peut voir G comme un reveˆtement ramifie´ de G, dont les fibres sont des produits
de copies de pi1M .
On e´crit ξ ∈ G pour signifier que ξ base´ par un certain B. Il est important de re´aliser que
pour des ξ pseudo-gradients pour α, l’inclusion ge´ne´rale Z(ξ) ⊆ Z(α) donne´e par la premie`re
condition de ξ ∈ G(α) nous dit que tout choix de releve´s B(α) de α de´termine un choix de
releve´s B des ze´ros du champ de vecteurs et donc un e´le´ment de G(α).
De´finition 2.1.34. Soit (ξ, B) ∈ G et soit L ∈ R. On dit que (ξ, B) est L-transverse si
W u(P ) t W s(gQ), pour tous P,Q ∈ B et g ∈ pi1M tel que u(g) ≥ −L.
On note cet ensemble de pseudo-gradients base´s par G0L. Si de plus ξ est adapte´ a` α, on dira
qu’il est L-transverse pour α et on note ces champs par G0L(α).
Remarque 2.1.35. Notons par T := TB ≥ 0 la taille de (α,B), ou` B est un choix de releve´s
des ze´ros de α .
Les releve´s fixe´s, la condition d’eˆtre L-transverse pour un champ ξ si L < −T est vide : la
condition qui porte sur g ∈ pi1M nous dit que P est au dessous de gQ, et la varie´te´ instable de
P ne saurait pas rencontrer la stable de gQ :
h(P )− h(gQ) = h(P )− h(Q)− u(g) ≤ T + L < T − T = 0
La notion de L-transverse a ainsi du sens pour L ∈ [−T,+∞[ (comparer a` la remarque 2.1.26).
On pourrait avoir l’impression que cette condition n’est pas assez ge´ne´rale pour qu’elle soit
ge´ne´rique : si ker(u) est infini, P,Q sont deux releve´s et si u(g) ≥ −L, on trouve a priori une
infinite´ des conditions
W u(P ) t W s(kgQ), k ∈ ker(u)
a` ve´rifier. Mais loin des points critiques de h, le champ pseudo-gradient ξ˜ forme un angle non
petit avec les niveaux de h ; il n’y a donc qu’une quantite´ finie d’intersections du dernier type
diffe´rentes de l’ensemble vide.
Le lemme suivant montre que la L-transversalite´ est en particulier, une proprie´te´ dense des
pseudo-gradients :
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Lemme 2.1.36. Soit α de Morse munie de releve´s B. La proprie´te´ d’un pseudo-gradient
ξ ∈ G(α) d’eˆtre L-transverse pour le choix de releve´s B, est ge´ne´rique.
De´monstration. Il suffit de de´montrer qu’une proprie´te´ ge´ne´rique implique la L-transversalite´.
En effet, la cle´ est de remarquer que meˆme si les varie´te´s invariantes des releve´s quelconques de
Z(α) dans le reveˆtement M˜ peuvent eˆtre tre`s nombreuses, elles sont pi1M -invariantes. En parti-
culier leurs intersections sont re´gies par les intersections des varie´te´s invariantes dans la varie´te´ M .
Or, demander la transversalite´ des varie´te´s invariantes a` une longueur positive H donne´e,
c’est-a`-dire W uH(p) t W sH(q), pour tous les p, q ∈ Z(α), est une proprie´te´ ge´ne´rique : par
exemple du fait qu’il s’agit d’une condition plus faible que celle d’eˆtre Morse-Smale qui demande
la transversalite´ des varie´te´s non-tronque´es et qui est ge´ne´rique elle-meˆme (2.1.20). On se
contente alors de remarquer que si on demande a` ξ de ve´rifier la dernie`re proprie´te´ pour un
H > TB + L, il ve´rifiera automatiquement la proprie´te´ d’eˆtre L-transverse. Ceci de´coule du fait
que si on regarde une liaison ˜`∈ L(P, gQ) dans l’intersection W u(P ) ∩W s(gQ), elle de´termine
une liaison ` = pi(˜`) ∈ L(p, q), avec la contrainte u(g) ≥ −L et dont la liaison releve´ (cf. dans la
de´f. 2.1.22) est juste ˜`. Sa longueur est donc
L(`) = h(P )− h(Q)− u(g) ≤ TB + L < H
Ceci nous dit que toutes les liaisons a` conside´rer dans la condition de la de´finition 2.1.34
proviennent de l’intersection transverse W uH(p) t W sH(q), ce qui finit la preuve.
Les champs L-transverses pre´sentent l’avantage d’eˆtre plus maniables que les champs Morse-
Smale. Par contre, ils n’induisent pas une diffe´rentielle de fac¸on ge´ne´rale. Ils donnent cependant
une notion d’incidence tronque´e, a` valeurs dans l’anneau de groupe. Les varie´te´s invariantes
associe´es a` chaque couple de ze´ros admettent une longueur de troncature ou` leur intersection
est transverse :
Lemme 2.1.37. Soit α de Morse munie de releve´s B et soit ξ un pseudo-gradient L-transverse
pour α. Soient p, q ∈ Z(α) et soient P,Q ∈ B ses deux releve´s. Alors, l’intersection suivante est
transverse :
W uH(p) t W s(q) pour tout H tel que 0 < H ≤ h(P )− h(Q) + L .
De fac¸on e´quivalente, si cette condition est ve´rifie´e pour tout couple de ze´ros p, q ∈ Z(α), alors
ξ est L-transverse.
De´monstration. Il suffit de le montrer pour la valeur maximale h(P )− h(Q) +L. Si on suppose
par l’absurde qu’il existe un x ou` l’intersection W uh(P )−h(Q)+L(p) t W s(q) n’est pas transverse,
ce x est contenu dans une liaison ` allant de p a` q et d’enroulement g. Sa liaison releve´e ˜` est
contenue dans l’intersection W u(P )∩W s(gQ), mais cette intersection est transverse du fait que
u(g) ≥ −L : on le de´duit facilement en appliquant la formule 2.1.25 pour trouver la longueur de
` qui est majore´e par h(P )− h(Q) +L. Ceci ame`ne a` une contradiction, vu que la transversalite´
est pre´serve´e par la projection pi du reveˆtement, et les points de ` doivent eˆtre tous re´sultat
d’une intersection transverse de W uh(P )−h(Q)+L(p) avec W
s(q). La re´ciproque est e´vidente.
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Notamment, pour un champ (ξ, B) ∈ G0L, si p, q sont deux ze´ros d’indice conse´cutif, l’ensemble
de liaisons de p a` q de longueur plus petite ou e´gale a` h(P )− h(Q) + L est fini.
De´finition 2.1.38. Soit α de Morse munie de releve´s B et soit ξ un pseudo-gradient L-
transverse pour α. Soient p, q ∈ Z(α) d’indices respectifs ∗+ 1, ∗ et soient P,Q ∈ B les deux
releve´s respectifs. Notons par H := h(P )− h(Q) + L la longueur maximale de transversalite´ (cf.
dans 2.1.37).




η`g` ∈ Z[pi1M ]
Les matrices de L-incidence associe´es au champ ξ, a` coefficients cette fois dans l’anneau de
groupe Z[pi1M ] ont toujours du sens et on les note par (A∗)L. Dans les bases B∗, le terme a` la
place ij de (A∗)L est 〈P i, Qj〉ξL.
Remarque 2.1.39. Soit ξ ∈ G un pseudo-gradient. Si ξ ∈ G0 (ξ est Morse-Smale), il ve´rifie
clairement la condition pour eˆtre L-transverse, et ceci pour tout L ∈ R et pour tout B choix
de releve´s. Ce n’est pas dur de se convaincre du fait que la re´ciproque est aussi vraie. On peut
ainsi confondre les notions de champs pseudo-gradients Morse-Smale et ∞-transverses ; on a les
relations suivantes :
G0 = G0∞ et G
0
∞ ⊆ G0L ⊆ G0L′ si 0 < L′ < L
En particulier, si (ξ, B) ∈ G0(α) avec α de Morse, on peut s’inte´resser a` ses matrices de L-
incidence (A∗)L pour n’importe quel L ∈ R. Si A∗ de´signe une matrice d’incidence de ∂ξ, il est
clair que
trL(A∗) = (A∗)L
ou` trL : Mat(Λ−u)→ Mat(Λ) est l’application induite sur les matrices par la L-troncature (voir
la de´finition 1.1.16 et la remarque 1.1.20). Ceci vient du fait que la matrice de L-incidence ne
conside`re que les liaisons dont l’enroulement g ve´rifie u(g) ≥ −L, autrement dit, celles dont
l’enroulement satisfait la condition d’appartenance au support d’une troncature a` la longueur L.
Meˆme s’il est tre`s simple, le lemme suivant s’ave`re e´clairant :
Lemme 2.1.40. Soit L ∈ ]0,∞] et i ∈ {0, . . . n+ 1}. Soit α de Morse et (ξ, B) ∈ G0L(α).
Notons par A la matrice de L-incidence du morphisme ∂ξi associe´ a` la paire (α, ξ).
Alors, la positivite´ de A est toujours majore´e par la taille TB :
pos(A) ≤ TB
De´monstration. Ceci de´coule du fait que tout e´le´ment g dans le support des coefficients de A
est l’enroulement d’une certaine liaison et la remarque 2.1.26 s’applique : u(g) ≤ TB. Ainsi la
valuation des coefficients de A est aussi majore´e par la taille, ce qui permet de conclure vu la
de´finition 1.1.31 de positivite´ d’une matrice.
La remarque s’applique bien suˆr a` n’importe quelle matrice B dont les termes sont des enrou-
lements associe´s a` une paire (ξ, B) comme dans l’e´nonce´, meˆme si B n’est pas la matrice de
L-incidence.
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Les champs L-transverses be´ne´ficient de la proprie´te´ importante du lemme suivant. Cependant,
nous verrons dans 2.1.42 que ce n’est plus le cas des champs Morse-Smale :
Lemme 2.1.41. Soit α une 1-forme avec un ensemble de ze´ros Z(α) isole´, et soit L ∈ R.
L’ensemble de G0L(α) est ouvert dans G(α).
De´monstration. Il suffit de le voir pour un choix de releve´s B fixe´. Prenons ξ un pseudo-gradient
L-transverse adapte´ a` α et soient p, q deux ze´ros de α. Prenons x ∈ W uh(P )−h(Q)+L;ξ(p)∩W s(q; ξ) ;
la condition TxW
u
h(P )−h(Q)+L(p; ξ) + TxW
s(q; ξ) = TxM est invariante tout le long de l’orbite de
ξ passant par x, et elle est aussi ouverte en ξ dans G(α) : les espaces TyW
u
h(P )−h(Q)+L(p; η) et
TyW
s(q; η) sont toujours supple´mentaires si on choisit η ∈ G(α) suffisamment C∞-proche de ξ
et y suffisamment proche de x. Ainsi, la L-transversalite´ s’exprime comme une intersection finie
de conditions ouvertes graˆce au lemme 2.1.37.
Proposition 2.1.42. Soit α une 1-forme ferme´e sans centre avec Z(α) 6= ∅ et soit ξ Morse-
Smale pour α (ξ ∈ G0(α)).
Il existe une suite de champs (ξL)L∈N telle que{
ξL ∈ G0L(α)rG0(α)
(ξL)→ ξ pour la topologie C0
En particulier, G(α)rG0(α) n’est pas ferme´ dans G(α).
De´monstration. Prenons B un choix de releve´s des ze´ros de α quelconque. L’ide´e est d’approcher
ξ par ξL, que nous construisons de suite pour un certain L ∈ N. Le champ ξ et ξL co¨ıncident
dans un petit voisinage compact KL des varie´te´s invariantes tronque´es W
s/u
TB+L
(p), ou` TB de´signe
la taille associe´e aux releve´s B. Comme ξ est Morse-Smale, le champ vecteurs ξL est L-transverse
en vue du lemme 2.1.37. Prenons une liaison ` ∈ L(p, q) pour ξ de u-enroulement infe´rieur a` −L,
qui provient de l’intersection transverse W u(p) ∩W s(q). Prenons V un petit voisinage ouvert
de ` de sorte que V ∩KL soit la re´union de Bp, Bq, deux petites boules ouvertes contenant p, q
respectivement. On obtient ξL en modifiant ξ dans V rKL de sorte que ` soit toujours l’image
d’une orbite de ξL mais telle que cod(TxW
u(p) + TxW
s(q)) = 1 pour un certain x ∈ `, et donc
pour tout x ∈ `. Ceci est possible de`s que ind(p) 6= n + 1 et ind(q) 6= 0 ; il suffit de trouver
le chemin de champs de vecteurs (ξt)t∈[0,1] associe´ a` une isotopie α-ne´gative (α(ξt) < 0) d’une
boule Bx ⊆ V r KL qui fixe x, et rend tangentielle a` W s(q) une sous-varie´te´ de dimension
suffisamment grande de W u(p). Quitte a` modifier l’extre´mite´ ξ1 dans la boule en multipliant par
une fonction cloche, on trouve un ξ′1 qui co¨ıncide avec ξ sur ∂Bx et qui n’est pas Morse-Smale
par construction. La suite de compacts (KL)L∈N recouvre M sauf e´ventuellement une re´union
T de tubes de trajectoires de ξ. Mais, T ne contient aucune liaison de ξ et donc ξL|T = ξ par
construction de ξL. On a ainsi la convergence annonce´e sur T ∪
⋃
L∈NKL = M .
2.1.6 Formes e´quipe´es
La notion de pseudo-gradient a e´te´ de´finie de sorte qu’elle ait un sens aussi quand la 1-forme
associe´e n’est pas de type Morse. La raison principale e´tant que pour une famille a` un parame`tre
de formes, la proprie´te´ d’eˆtre Morse a` tout instant n’est pas ge´ne´rique.
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Nous rappelons qu’une proprie´te´ P pour les familles a` k-parame`tres dans E est dite ge´ne´rique
si le sous-ensemble de C∞([0, 1]k, E) de´finit par la proprie´te´ y est re´siduel pour la topologie C∞.
De´finition 2.1.43. Un e´quipement pour une 1-forme ferme´e α est la donne´e d’un couple
(ξ, B) ∈ G(α). On peut ainsi voir les formes e´quipe´es 3 comme un sous-espace de Ω̂u := Ωu ×G.
On note par Ω̂uNS := Ω
u
NS ×G l’espace contenant les 1-formes non-singulie`res e´quipe´es.
2.2 Familles de formes e´quipe´es
Dans cette section, on invite le lecteur a` consulter certaines notions relatives aux stratifica-
tions, pre´sentes dans [Ce, Ch. 1, §1], notamment celles de stratification localement triviale et
stratification produit.
2.2.1 Familles de 1-formes
On sait que la proprie´te´ d’eˆtre Morse pour une 1-forme α est ge´ne´rique. Cependant, si on
conside`re une famille a` un parame`tre de 1-formes, la proprie´te´ d’eˆtre partout Morse, ne l’est
plus.
Lemme 2.2.1. La partition {Z0,Z1,Z2,ZR} de 2.1.2 est une stratification localement triviale
de l’espace de 1-formes ferme´es Z.
De´monstration. L’observation cle´ est qu’une 1-forme ferme´e α est localement indistinguable
d’une fonction diffe´rentiable f , a` une constante c pre`s. L’espace des fonctions diffe´rentiables est
stratifie´ par une notion locale de codimension  a` la source  : celle de la codimension des points
critiques de f comme fait [Ce, Ch. 1, §3]. On ne tient pas compte de la notion de codimension
des valeurs critiques de f , vu que la notion de valeur critique n’est pas bien de´finie pour une
1-formes α, duˆ a` l’inde´termination de la constante c. La notion locale de codimension d’un point
critique p d’une fonction f de [Ce, Ch. 1, §3] se traduit en celle de codimension d’un ze´ro p
d’une 1-forme α que nous avons donne´ dans la de´finition 2.1.2. L’espace de 1-formes ferme´es
he´rite ainsi de la stratification de l’espace de fonctions diffe´rentiables par la codimension des
points critiques de Cerf.
Lemme 2.2.2. L’espace Ωu des 1-formes ferme´es dans la classe u admet une stratification
localement triviale que l’on note par {Ωu0 ,Ωu1 ,Ωu2 ,ΩuR} et qui est aussi induite par la codimension
au sens de 2.1.2.
De´monstration. Il suffit de conside´rer la stratification induite dans Ωu par celle de 2.2.1 qui est
de´finie par Ωui := Ω
u ∩ Zi.
Proposition 2.2.3. Soit (αt)t∈[0,1]k une famille a` k-parame`tres de 1-formes dans la classe u,
ou` k ∈ {0, 1, 2}. La proprie´te´ de α• : [0, 1]k → Ωu d’eˆtre transverse a` la stratification de Ωu est
ge´ne´rique pour ces familles. Compte tenu des codimensions des strates, ceci e´quivaut a` :
3. On voit ainsi la donne´e B de l’e´quipement comme un  origine  (point base) de la fibre de ξ dans le
reveˆtement G(α)→ G(α).
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1. α• e´vite les strates de codimension supe´rieure a` k :




2. Si k = 1, il existe un ensemble fini, note´ par S = {t1, . . . ts} ⊆ ]0, 1[ et que l’on appelle
temps de stabilisation, ou` α• traverse transversalement la strate des naissances/e´liminations.
3. Si k = 2, il existe une sous-varie´te´ de dimension un, note´ par S ⊆ [0, 1]2 r {0, 1}2 , ou`
α• est de naissance/e´limination et deux ensembles finis Q,D ⊆ ]0, 1[2 ou`
– αt est queue d’aronde si t ∈ Q.
– αt pre´sente deux ze´ros naissance/e´limination si t ∈ D.
De´monstration. Il suffit d’appliquer le the´ore`me de transversalite´ de Thom ([Tho], ou [GG]) a`
l’espace de jets J1([0, 1]k,M) relatif aux strates {Ωu0 ,Ωu1 ,Ωu2 ,ΩuR} de Ωu de´finies dans le lemme
2.2.1.
On pose ainsi :
De´finition 2.2.4. Une famille a` k-parame`tres de 1-formes dans la classe u sera dite ge´ne´rique
si elle est transverse a` la stratification de Ωu.
La figure 2.1 est un exemple de comment S,D,Q peuvent s’arranger dans [0, 1]2 pour une









Figure 2.1 – Trace de la stratification dans l’espace de parame`tres
Pour travailler avec des familles a` k parame`tres 4 de 1-formes, on utilisera souvent les
primitives associe´es :
De´finition 2.2.5. Soit (αt)t∈[0,1]k une famille a` k parame`tres de 1-formes ferme´es dans la classe
u. On dit que (αt)t∈[0,1]k est munie de primitives si on a fait un choix lisse primitives (ht)t∈[0,1]k ,
ou` ht ∈ C∞(M˜) est une primitive de αt comme dans l’introduction de la section 2.1.4. En
d’autres termes, c’est la donne´e d’une fonction lisse :
h ∈ C∞([0, 1]k × M˜) telle que pi∗αt = dht pour tout t ∈ [0, 1]k .
4. On ne traite que des cas ou` k = 0, 1, 2.
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2.2.2 Mode`les locaux
Voyons que tout moment de traverse´e transverse de la strate Ωu1 d’un chemin ge´ne´rique de
1-formes dans la classe u admet une mode´lisation locale.
De´finition 2.2.6. Soit N une varie´te´ de dimension n + 1. Notons par Di le disque unitaire
ferme´ de Ri. Un cylindre dans N est la donne´e d’un cylindre plonge´ C = ψ(Di × [−1, 1]) ⊆ N .
On note par
– C± := ψ(Di × {±1}) , que l’on appelle les couvercles supe´rieur et infe´rieur du cylindre,
– ∂latC := ψ(∂Di × [−1, 1]) , que l’on appelle le bord late´ral du cylindre.
De´finition 2.2.7. Soit α une 1-forme munie d’une primitive h : M˜ → R et C un cylindre dans
M˜ . On dit que C est adapte´ a` α si les conditions suivantes sont ve´rifie´es :
– La restriction pi|C est injective,
– les couvercles C± sont dans des niveaux de h ,
– la restriction h|∂latC est sans point critique.
Le de´ploiement universel (consulter [Mar, Ch. XIV]) du point critique de type naissance
d’indice i donne´ par la fonction qui apparait dans (b) de 2.1.1 est donne´ par le mode`le de
naissance d’indice i :
De´finition 2.2.8. Soit i ∈ {0, . . . , n}. Le mode`le de naissance d’indice i centre´ en t = t0 est la
famille a` un parame`tre de fonctions
F it : Rn+1 −→ R
x 7−→ −x21 + · · · − x2i + x2i+1 + · · ·+ x2n +
(
x3n+1 − (t− t0)xn+1
)
De´finition 2.2.9. On appelle chemin de naissance d’indice i centre´ en t0 un chemin (αt)t∈[t0−ε,t0+ε] ,
de primitives (ht)t∈[t0−ε,t0+ε] , pour lequel il existe un chemin de cylindres (Ct)t∈[t0−ε,t0+ε] tels
que :
– pour tout t ∈ [t0 − ε, t0 + ε] le cylindre Ct est adapte´ a` αt et
– la famille (αt|pi(Ct))t∈[t0−ε,t0+ε] est semi-conjugue´e au mode`le de naissance d’indice i centre´
en t0 : il existe une famille a` un parame`tre de plongements ϕt : Ct → Rn+1 et une autre de









F it // R
On dit que le chemin de naissance est issu de αt0−ε et qu’il est modele´ par les cylindres
(Ct)t∈[t0−ε,t0+ε].
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De´finition 2.2.10. On appelle chemin d’e´limination d’indice i centre´ en t0 un chemin (αt)t∈[t0−ε,t0+ε]
tel que (α−t)t∈[−(t0+ε),−(t0−ε)] est un chemin de naissance d’indice i centre´ en −t0. Si ce dernier
chemin de naissance est modele´ par (C−t)t∈[−(t0+ε),−(t0−ε)], on dit que le chemin d’e´limination est
modele´ par les cylindres (Ct)t∈[t0−ε,t0+ε]. On dit aussi que le chemin d’e´limination finit en αt0+ε
Remarque 2.2.11.
On remarquera qu’un chemin d’e´limination n’est rien d’autre qu’un chemin de naissance
parcouru dans le sens oppose´.
The´ore`me 2.2.12. Soit (αt)t∈[0,1] un chemin ge´ne´rique muni de primitives (ht)t∈[0,1] et t0 un
temps de naissance d’indice i. Alors il existe un ε > 0 tel que (αt)t∈[t0−ε,t0+ε] est un chemin de
naissance d’indice i centre´ en t0.
De´monstration. Il suffit d’utiliser le de´ploiement universel de la singularite´ x3n+1 comme dans
[Mar, Ch. IV, §6].
Le the´ore`me suivant explique comment obtenir un chemin de naissance a` partir d’un cylindre
adapte´ et feuillete´ en disques par les niveaux de la primitive, ainsi qu’une version a` un parame`tre.
The´ore`me 2.2.13. Soit i ∈ {0, . . . , n}.
1. Si α0 est une 1-forme munie d’une primitive h0 et C0 est un cylindre adapte´ a` α0 de sorte
α0|pi(C0) est semi-conjugue´e a` l’extre´mite´ initiale F i−ε du mode`le de naissance d’indice i
centre´ en 0, alors il existe un chemin de naissance (αt)t∈[0,2ε] d’indice i issu de α0 dont le
chemin des cylindres le modelant commence en C0.
2. Si (αt)t∈[a,b] est un chemin ge´ne´rique muni de primitives (ht,0)t∈[a,b] et de cylindres
(Ct,0)t∈[a,b] tels que pour tout t ∈ [a, b]
– le cylindre Ct,0 est adapte´ a` αt,
– la 1-forme αt|pi(Ct,0) est semi-conjugue´e a` l’extre´mite´ initiale F i−ε du mode`le de naissance
d’indice i centre´ en 0 ,
et si (βb,s)s∈[0,2ε] est un chemin de naissance d’indice i issu de αb, muni de primitives
(hb,s)s∈[0,2ε] et modele´ par des cylindres (Cb,s)s∈[0,2ε], alors il existe une famille, parame´tre´e
par t ∈ [a, b], de chemins de naissance (βt,s)s∈[0,2ε] issus de αt modele´ par des familles des
cylindres (Ct,s)s∈[0,2ε] qui e´tend ceux qui ont e´te´ donne´s.
De´monstration. La premie`re partie de l’e´nonce´ est triviale. Il suffit de remarquer que l’on
peut prendre la famille de plongements constante ϕt = ϕ0 pour tout t ∈ [0, 2ε] ; on trouve
des fonctions (ht : C0 → R)t∈[0,2ε] stationnaires pre`s du bord de C0 et qui font commuter le
diagramme de 2.2.9. Graˆce a` l’injectivite´ de pi|C0 , on retrouve un chemin de 1-formes (αt)t∈[0,2ε]
qui convient. La deuxie`me est une version adapte´e de [Lau1, Lemme 2.4] : il suffit de prendre
une famille de diffe´omorphismes (Ψt,s : Ct,0 → Cb,s)(t,s)∈[a,b]×[0,2ε] qui respectent le feuilletage
par des disques pre`s des bords et telle que ψb,0 = Id. Ainsi, les primitives ht,s := hb,s ◦ Ψt,s
induisent la famille de 1-formes annonce´e, graˆce a` l’injectivite´ de la projection pi sur Ct,0 pour
tout t ∈ [a, b].
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La version pour les fonctions re´elles du the´ore`me suivant est appele´e lemme d’unicite´ des
naissances par Cerf ([Ce, Ch. III, §1, Cor. 2]). Dans l’article cite´, Cerf rame`ne un chemin
de traverse´e de la strate de naissance d’indice i quelconque sur un chemin de naissance dit
e´le´mentaire. Il de´montre ensuite que l’espace des dits chemins est connexe. Dans notre e´tude, on
a e´vite´ la premie`re e´tape de se ramener a` un chemin e´le´mentaire, en donnant une de´finition plus
souple (2.2.9) de chemin de naissance. L’application classique de l’unicite´ de naissances dans le
contexte de fonctions re´elles (voir [HW, Ch.V, (0.1)]) admet un analogue dans le contexte des
1-formes ferme´es que l’on expliquera dans le lemme 3.3.8.
The´ore`me 2.2.14. [Unicite´ des naissances] L’espace des chemins de naissance d’indice i issus
de α0 est connexe.
De´monstration. E´tudier la connexite´ de l’espace de chemins de naissance d’indice i issus de α0
revient a` e´tudier la connexite´ de l’espace de cylindres adapte´s a` α0 qui sont feuillete´s par les
niveaux d’une primitive h0 par des disques. Notons par C0 un tel cylindre. Soit x ∈ M˜rCrit(h0) ;
on peut supposer que C0 contient x dans son inte´rieur : n’importe quel autre point base
y ∈ M˜ r Crit(h0) peut eˆtre relie´ a` x sans sortir de M˜ r Crit(h0) : l’espace M˜ r Crit(h0) est
connexe vu que Crit(h0) est isole´ dans M˜ et dim(M) > 1.
N’importe quel autre cylindre C ′0 adapte´ a` α0 contenant x et feuillete´ par les niveaux de
h0 en disques est homotope a` C0 parmi ces cylindres : si D de´signe une petite boule telle que
x ∈ B ⊆ C0 ∩ C ′0 et (ψt : B → B)t∈[0,1] de´signe une isotopie de B qui porte le feuilletage de
C0∩B sur celui de C ′0∩B, il suffit de prolonger cette isotopie en une famille (ψ˜t : C0 → C ′0)t∈[0,1]
qui pre´serve les niveaux de h0 et telle que ψ˜1 ame`ne le feuilletage de C0 sur celui de C
′
0.
On finit la section avec un mode`le qui sera utilise´ au moment de construire un lacet en queue
d’aronde (voir la section 3.2).
De´finition 2.2.15. Soit i ∈ {0, . . . , n}. Le mode`le de queue d’aronde descendante d’indice i+ 1
centre´ en (t0, s0) est la famille a` deux parame`tres de fonctions
Gi+1t,s : Rn+1 −→ R
x 7−→ −x21 + · · · − x2i + x2i+1 + · · ·+ x2n −
(
x4n+1 + (s− s0)x2n+1 + (t− t0)xn+1
)
Ce mode`le est le de´ploiement universel du point critique, de type queue d’aronde d’indice
i+ 1, de la fonction qui apparaˆıt dans (c) de 2.1.1, consulter [HW, Ch.1, §3, Example 2].
De´finition 2.2.16. On appelle famille en queue d’aronde descendante d’indice i+ 1 centre´ en
(t0, s0) ∈ ]0, 1[2 une famille a` deux parame`tres (t, s) ∈ [t0− δ, t0 + δ]× [s0− ε, s0 + ε] de 1-formes
αt,s munie de primitives ht,s pour laquelle il existe une famille de voisinages adapte´s Ut,s tels
que :
1. Ut,s est adapte´
5 a` αt,s pour tout (t, s) ∈ [t0 − δ, t0 + δ]× [s0 − ε, s0 + ε] ,
5. Par voisinage adapte´ on comprend que
– la projection pi|Ut,s est injective,
– le bord ∂Ut,s se de´compose en trois morceaux (en ge´ne´ral non-connexes) : ∂latUt,s constitue´ des trajectoires
de ξt,s, et U
±
t,s qui sont contenus dans des niveaux de ht,s et
– la restriction ht,s|t,s est sans point critique.
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2. la famille αt,s|Ut,s est semi-conjugue´e au mode`le de queue d’aronde descendante d’indice
i + 1 centre´ en (t0, s0). Plus explicitement, il existe une famille a` deux parame`tres de
plongements ϕt,s : Ut,s → Rn+1 et une autre de diffe´omorphismes ψt,s ∈ Diff(R) telles que










2.2.3 Chemins de 1-formes base´e, taille et graphique de Cerf-Novikov
Le lemme suivant donne du sens a`  suivre un point critique par continuite´ .
Lemme 2.2.17. Soit (αt)t∈[0,1] une famille lisse a` un parame`tre de 1-formes munie de primitives
(ht)t∈[0,1]. Soit t0 ∈ [0, 1] et P ∈ Crit(ht0) de Morse. Il existe un intervalle ouvert J ⊂ [0, 1], un
ouvert U de M˜ contenant P et une application lisse φ : J → U telle que pour tout (s,Q) ∈ J×U
on a
Q ∈ Crit(hs) si et seulement si Q = φ(s)
De´monstration. L’existence d’une telle φ de´coule d’une application directe du the´ore`me des
fonctions implicites compte tenue du fait que le point critique P est de Morse.
De´finition 2.2.18. Soit P un ze´ro de Morse d’un chemin (αt)t∈[0,1].
On note par JP ⊆ [0, 1] l’intervalle maximal ou` on peut trouver un φP comme dans 2.2.17. On
dit que l’on suit P par continuite´ quand on se donne un tel
φP : JP → M˜
que l’on appelle brin de P . Le nombre entier ind(P ) est aussi appele´ l’indice du brin φP .
De´finition 2.2.19. Soit (αt)t∈[0,1] un chemin ge´ne´rique de 1-formes. Un choix de releve´s pour
le chemin (αt)t∈[0,1] est la donne´e d’un choix de releve´s des ze´ros de naissance ainsi que des
ze´ros initiaux Z(α0) qui sont tous de Morse. On note un tel choix par B
α.
Lemme 2.2.20. Soit (αt)t∈[0,1] un chemin ge´ne´rique de 1-formes. Un choix de releve´s Bα pour
(αt)t∈[0,1] de´termine un et un seul releve´ continu de chaque ze´ro au sens de 2.2.18, excepte´ pour
les ze´ros d’e´limination.
De´monstration. Soit z ∈ Z(αt0) pour un certain t0 ∈ [0, 1]. On distingue trois cas :
Premier cas : Si z est de Morse. Prenons P un releve´ quelconque de z. Comme il est de Morse,
on peut le suivre par continuite´ : on prend son brin φP : JP → M˜ et on note NP := inf JP et
EP := sup JP . Le brin φP s’e´tend continuˆment en ΦP : [NP , EP ]→ M˜ et on appelle
D(P ) := ΦP (NP ) ∈ M˜ le de´but du brin φP
F (P ) := ΦP (EP ) ∈ M˜ la fin du brin φP
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Comme JP est ouvert, NP /∈ JP , mais par continuite´ de (αt)t∈[0,1], D(P ) est un releve´ d’un ze´ro
de αNP . On a la dichotomie suivante :
– Soit NP = 0. Ceci veut dire que le brin φP relie un releve´ P0 d’un ze´ro de Morse de αt0
avec P . Ainsi, Bα de´termine un releve´ de z quand on suit par continuite´ le brin du seul
P ′0 ∈ Bα tel que gP ′0 = P0 pour un certain g ∈ pi1M .
– Soit NP > 0. Dans ce cas, D(P ) est oblige´ a` eˆtre non-Morse par de´finition de inf JP . Il est
ainsi de naissance et donc, le de´but D(P ) est e´gal a` gB pour des uniques B ∈ Bα, g ∈ pi1M .
On va voir tout de suite dans le deuxie`me cas, qu’un point de naissance du reveˆtement
de´termine deux brins. Un de ceux deux brins contient ainsi un releve´ de z par pi1M -
e´quivariance, du fait que le brin de P relie gB a` P .
Deuxie`me cas : Si z est de naissance. Par de´finition de Bα, il existe un seul Bj ∈ Bα tel
que pi(Bj) = z. Prenons des cylindres (Ct)t∈[t0−ε,t0+ε] qui mode`lent le chemin de naissance
(αt)t∈[t0−ε,t0−ε] de sorte que B
j ∈ Ct0 . Si i de´signe l’indice de z, on trouve ainsi pour les
t ∈ ]t0, t0 +ε[ , deux uniques releve´s P jt , Qjt ∈ Ct de deux ze´ros de Morse de αt d’indices respectifs
i+ 1, i dont les de´buts de ses brins co¨ıncident avec Bj.
Troisie`me cas : Si z est d’e´limination. Notons par i = ind(z). Prenons un releve´ E de z choisi





deux releve´s uniques de pt, qt, deux ze´ros de Morse de αt d’indices i+ 1, i. Ces points se placent
dans le premier cas. Par pi1M -e´quivariance, on trouve ainsi B
P , BQ ∈ Bα qui de´terminent des
releve´s Pt, Qt de pt, qt respectivement. La fin des brins de Pt, Qt sont toutes les deux dans
pi1M · {E}, mais elles n’ont aucune raison a` priori de co¨ıncider.
Convention 2.2.21. On convient de choisir pour releve´ d’un ze´ro d’e´limination d’indice i la
fin du brin du releve´ du ze´ro de Morse d’indice i+ 1 qui contribue a` cette e´limination. Avec les
notations de 2.2.20, il s’agit de F (Pt), la fin du brin φPt .
De´finition 2.2.22. Quand on parle d’un chemin (αt)t∈[0,1] de 1-formes base´ ou muni de releve´s
B•, on veut dire que (αt)t∈[0,1] est ge´ne´rique et que B• est de´termine´e par un certain choix
de releve´s Bα au sens de 2.2.19, l’ambigu¨ıte´ sur le choix des releve´s d’e´limination e´tant leve´e
comme dans 2.2.21. On dira aussi que B• est un choix continu de releve´s pour (αt)t∈[0,1] ou
encore que (αt)t∈[0,1] est base´ par Bα.
De´finition 2.2.23 (Graphique de Cerf-Novikov). Soit (αt)t∈[0,1] une famille a` un parame`tre
ge´ne´rique de 1-formes dans la classe u, munie des primitives (ht)t∈[0,1] et de releve´s B•.
Le graphique de Cerf-Novikov associe´ a` la famille B• est le sous-ensemble de [0, 1]×R de´termine´
par




Bien que deux choix de primitives diffe´rents donnent lieu a` des graphiques diffe´rents, la
position relative des brins reste invariante : deux primitives ne peuvent diffe´rer que d’une
constante additive.
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peut avoir son graphique de Cerf-Novikov
comme celui de la figure 2.2. La famille (αt)t∈[0,1] est a` extre´mite´s non singulie`res et le choix de
releve´s est Bα = {B1, B2} ou` {b1, b2} de´signent les naissances du chemin, en l’occurrence de
meˆme indice. On note par P jt , Q
j
t ∈ Bαt les releve´s des ze´ros de Morse de´termine´s par Bj. Les

















On remarque que la fin des brins des points d’indice i issus d’une naissance d’indice i ne font
pas force´ment partie du graphique ; leurs brins peuvent eˆtre  ouverts a` droite . La figure 2.3
permet de visualiser quels sont les releve´s des ze´ros de Morse qui ont participe´ aux e´liminations
dans cet exemple.
Une notion qui se lit facilement sur le graphique est celle de la taille :
De´finition 2.2.25. On de´finit la taille d’un chemin de 1-formes base´ (αt, Bt)t∈[0,1] et muni de




Le choix des primitives n’a e´videmment aucune influence sur la taille, tandis qu’un choix de
releve´s diffe´rents, la modifie par ajout d’un c ∈ Im(u), tout en la laissant positive.
2.2.4 Chemins de pseudo-gradients base´s. Liaisons L-e´le´mentaires
La proprie´te´ d’eˆtre partout Morse-Smale n’est pas ge´ne´rique pour une famille a` un parame`tre
de champs (ξt)t∈[0,1]. On pourrait espe´rer un comportement analogue a` celui des formes (cf. dans
2.2.1), notamment que (ξt)t∈[0,1] soit Morse-Smale sauf dans un nombre fini d’instants : ceci n’est
pas vrai car G0(α) est loin d’eˆtre un ouvert de G(α) comme on a vu dans 2.1.42 – meˆme s’il est
re´siduel (2.1.20) – et un chemin ge´ne´rique dans G(α) peut sortir de G0(α) une infinite´ des fois.















Figure 2.3 – Graphique de Cerf-Novikov et certains de ses de´places par l’action de pi1M
Pour avoir une situation analogue a` celle des 1-formes quand on prend un chemin ge´ne´rique
de pseudo-gradients, on s’est place´ dans un espace plus grand que celui des champs Morse-Smale,
a` savoir, l’ouvert des champs de vecteurs L-transverses (voir le lemme 2.1.41). On de´finit une
classe de pseudo-gradients qui sont  presque L-transverses  ci-dessous.
De´finition 2.2.26 (Pseudo-gradients base´s avec une liaison L-e´le´mentaire). Soit (ξ, B) ∈ G
avec ξ hyperbolique. On dit que ξ a une liaison L-e´le´mentaire s’il existe un L ∈ R tel que :
1. ξ ve´rifie la condition de la de´f. 2.1.34 pour tout couple ordonne´ de points P,Q ∈ B sauf
pour un seul couple (P l, P k) de ze´ros de meˆme indice ;
2. il y a une unique liaison `, que l’on appelle L-e´le´mentaire, de u-enroulement supe´rieur a`
−L allant de pl vers pk ;
3. pour tout point x ∈ `, on a TxW u(pl) ∩ TxW s(pk) = Tx` .
La liaison ` est appele´e la liaison L-e´le´mentaire de ξ, et on dit que ξ a une liaison L-e´le´mentaire.
L’espace de ces pseudo-gradients base´s est note´ G1L. Si on conside`re le sous-espace de ceux qui
sont adapte´s a` une 1-forme α, on le note par G1L(α).
Remarque 2.2.27. Remarquons que nous n’imposons pas que pl 6= pk ! Dans ce cas, si g de´signe
l’enroulement d’une liaison L-e´le´mentaire `, on connaˆıt sa longueur graˆce a` 2.1.25 ; elle vaut
L(`) = −u(g). D’apre`s la condition 2 de 2.2.26, la seule liaison de longueur infe´rieure ou e´gale a`
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−u(g) est ` :
L−u(g)(pk, pk) = {`}









est une stratification de l’espace de pseudo-gradients base´s G que
nous appelons stratification L-e´le´mentaire.
De´monstration. Voyons d’abord que G1L est une sous-varie´te´ de codimension un dans G
0
L ∪G1L :
pour tout ξ ∈ G1L, ils existent Oξ, Uξ des voisinages de ξ respectivement dans G1L, G0L ∪ G1L
et un diffe´omorphisme ψ : Oξ× ] − 1, 1[→ Uξ tel que ψ−1(G1L) = Oξ × {0}. En particulier,
le mode`le transverse a` G1L est un intervalle et un chemin de traverse´e
6 de G1L est donne´ par
ψ({ξ}× ]− 1, 1[). Un chemin de traverse´e est de´crit dans la proposition 2.2.36.
De´crivons la situation line´arise´e autour d’un ξ ∈ G1L. Soit x ∈ ` un point de sa liaison
L-e´le´mentaire qui va de pl vers pk, deux ze´ros d’indice i de α. Les espaces tangents TxW
u(pl; ξ)
et TxW
s(pk; ξ) sont de dimension comple´mentaire et leur intersection est dirige´e par une seule
direction commune donne´e par ξ(x). Ainsi la somme TxW
u(pl; ξ) + TxW
s(pk; ξ) = H est un
hyperplan de TxM , et ce pour tout x ∈ `. Si Gri(V ) de´signe la grassmannienne de i-plans de
l’espace vectoriel V , on a que
Hx := {(W u,W s) ∈ Gri(TxM)×Grn−i+1(TxM) | dim(W u +W s) = n}
est une sous-varie´te´ de codimension un de Gri(TxM) × Grn−i+1(TxM). Mais cette condition
s’inte`gre : si on conside`re un voisinage ouvert Uξ de ξ dans G
0
L ∪G1L pour la topologie C∞, les
ξ′ ∈ Uξ ∩G1L sont juste ceux qui  rencontrent  H. Plus pre´cise´ment, un ξ′ ∈ Uξ ∩G1L contient
une seule liaison `′ ∈ L(pl, pk) dans un petit voisinage tubulaire de ` de sorte que pour tout
x′ ∈ `′ on ait (Tx′W u(pl; ξ′), Tx′W s(pk; ξ′)) ∈ Hx′ .
Du fait que G1L soit une sous-varie´te´ de G
0
L ∪G1L, comme G0L est un ouvert de G, on de´duit
que G0L ∪G1L est aussi ouvert dans G et que (G0L, G1L) est une stratification de codimension un 7
de G0L ∪G1L.
Remarque 2.2.29. Il n’est pas vrai que GRL est de codimension au moins 2 dans G. Autrement
dit, donne´ un ξ ∈ G0L, on n’a pas en ge´ne´ral que l’application induite par l’inclusion i∗ :
pi1(G
0
L ∪ G1L; ξ) → pi1(G; ξ) soit surjective (comparer a` [Ce, Ch.1,§3.1,Descr. F1,2o]). Ceci est
duˆ a` la pre´sence d’une strate GWL ⊆ GRL , aussi de codimension un, que l’on appelle de Whitney.
Cependant, les complexes de Morse-Novikov, tronque´s ou non, ne souffrent pas de changement
alge´brique lors d’un chemin de traverse´ de cette strate : deux liaisons `1, `2 ∈ L(p, q), ind(p) =
ind(q)+1, de meˆme enroulement g et signes oppose´s apparaissent ou s’annulent mutuellement ; au
moment de passage par ξ′ ∈ GWL , on trouve une liaison `′ de p a` q, d’enroulement g, u(g) ≥ −L,
le long de laquelle l’intersection W u(p; ξ′) ∩W s(q; ξ′) n’est pas transverse. Il est facile de voir
que l’espace de chemins dans G0L ∪ G1L ∪ GWL est dense pour la topologie C0 dans l’espace de
chemins dans G. Autrement dit, GRL rGWL est de codimension au moins 2 dans G.
6. La terminologie de chemin de traverse´e est due a` Cerf (voir [Ce, Ch.I,§2.1,Df.2]).
7. Aussi au sens de Cerf : [Ce, Ch.1,§2.1,Df.1]
42 Chapitre 2 : Ge´ome´trie et topologie
2.2.5 Chemins de formes e´quipe´es et L-transversalite´ a` parame`tre
De´finition 2.2.30. Un e´quipement pour un chemin ge´ne´rique (αt)t∈[0,1] de 1-formes muni de
primitives (ht)t∈[0,1] est la donne´e d’un chemin de pseudo-gradients base´s (ξt, Bt)t∈[0,1] tel que :
– les releve´s B• sont choisis par continuite´ comme dans 2.2.22,
– pour tout t ∈ [0, 1] le pseudo-gradient base´ (ξt, Bt) e´quipe αt (voir 2.1.43) et
– si t0 est un temps de stabilisation de (αt)t∈[0,1], il existe un ε > 0 et un chemin de
cylindres (Ct)t∈[t0−ε,t0+ε] qui mode`lent (au sens de 2.2.9 ou de 2.2.10) le chemin de nais-
sance/e´limination (αt)t∈[t0−ε,t0+ε] tels que ξt|pi(Ct) = pi∗(−∇ht) pour tout t ∈ [t0− ε, t0 + ε] .
De´finition 2.2.31. Soit L ∈ R et (αt)t∈[0,1] une famille ge´ne´rique a` un parame`tre de 1-formes.
Notons par S les temps de stabilisation (cf. dans 2.2.3).
Un e´quipement (ξt, Bt)t∈[0,1] pour (αt)t∈[0,1] est dit L-transverse si :
1. l’application (ξ•, B•) est a` valeurs dans G0L ∪G1L, ne rencontrant G1L que dans un nombre
fini d’instants R ⊆ ]0, 1[, et toujours de fac¸on transverse. Ces temps sont appele´s temps
de glissement ;
2. les temps de stabilisation et de glissement sont diffe´rents (R ∩ S = ∅).
Un tel e´quipement (ξt, Bt)t∈[0,1] pour un chemin de 1-formes de Morse (S = ∅) avec un seul
temps de glissement (R = {t0}), est appele´ un glissement L-e´le´mentaire.
Lemme 2.2.32. Soit t0 un temps de glissement d’un e´quipement L-transverse (ξt, Bt)t∈[0,1] pour
un chemin (αt)t∈[0,1] ge´ne´rique. On peut associer un signe (`) = ±1 a` la liaison L-e´le´mentaire
` de ξt0.
De´monstration. Comme l’e´quipement est L-transverse, on trouve un ε > 0 tel que (αt)t∈[t0−ε,t0−ε]
n’est constitue´ que de 1-formes de Morse. On prend un ε > 0 suffisamment petit pour que
l’intervalle [t0 − ε, t0 − ε] ne contienne pas de temps de croisement des valeurs critiques associe´s
aux releve´s Bt ; quitte a` appliquer une isotopie, on peut supposer que les releve´s Bt co¨ıncident
avec Bt0 pour tout t dans l’intervalle [t0 − ε, t0 − ε]. Soient pl, pk les ze´ros de meˆme indice





{t} ×W u(P l; ξ˜t) et Ws(gP k) :=
⋃
t∈[t0−ε,t0−ε]
{t} ×W s(gP k; ξ˜t) .
sont plonge´s dans [0, 1] × M˜ . Il est clair que Wu(P l) est de dimension i + 1 et Ws(gP k) de
dimension n− i+ 2 dans [0, 1]× M˜ qui est de dimension n+ 2. Graˆce a` la L-transversalite´ de
(ξt, Bt)t∈[0,1] on sait que Wu(P l) et Ws(gP k) s’intersectent transversalement le long de {t0} × ˜`,
ou` ˜` de´signe la liaison allant de P l vers gP k dans le reveˆtement ; les orientations OrP l;ξ˜t des
varie´te´s W u(P l; ξ˜t) que l’on s’e´tait fixe´es dans la section 2.1.4 induisent une orientation de
Wu(P l) comme suit.
Soit (t, x) ∈ Wu(P l) ; nous avons l’isomorphisme T(t,x)[0, 1]× M˜ ' Tt[0, 1]⊕ TxM˜ . L’espace
tangent T(t,x)Wu(P l) s’identifie avec 〈v′〉R ⊕ TxW u(P l; ξ˜t), ou` v′ de´signe le vecteur vitesse,
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orthogonal a` TxW
u(P l; ξ˜t) dans T(t,x)Wu(P l). On remarque que la projection de v′ a` Tt[0, 1] est
un certain r′ ∂
∂t
avec r′ > 0. Ainsi, si {v1, . . . , vi} ⊆ TxW u(P l; ξ˜t) de´signe une base ordonne´e dont




, v1, . . . , vi
}
comme orientation pour Wu(P l), que l’on note par OrWP l .
L’orientation de Wu(P l) induit une co-orientation pour Ws(P l) comme suit. La varie´te´
Ws(P l) est de codimension i dans [0, 1]× M˜ et elle intersecteWu(P l) le long de [t0− ε, t0 + ε]×{
P l
}
; leurs espaces tangents en un point commun (t, P l) s’intersectent le long de 〈 ∂
∂t
〉R ' Tt[t0−
ε, t0 +ε]. On en de´duit que 〈v1, . . . , vi〉R ' TP lW u(P l; ξ˜t) est un supple´mentaire de T(t,P l)Ws(P l) ;
la classe d’orientation [{v1, . . . , vi}] co-oriente Ws(P l). On note cette co-orientation par CoorWP l .
La meˆme e´tude marche pour gP k, on de´duit une orientation pour Wu(gR) et une co-orientation
pour Ws(gR) comme pre´ce´demment.
Un point commun a` Wu(P l) et a` Ws(gP k) est un (t0, x) ou` x ∈ ˜`. Par transversalite´,
l’intersection {t0} × ˜` est co-oriente´e dans Wu(P l) par CoorWgPk = [{v1, . . . , vi}]. Mais ξ˜t0(x)
oriente l’espace tangent a` la liaison {t0} × ˜` en (t0, x). La collection {ξ˜t0(x), v1, . . . , vi} forme
ainsi une base de T(t0,x)Wu(P l) dont la classe d’orientation co¨ıncide soit avec OrWP l soit avec son
oppose´e. La liaison ` est munie du signe (`) = +1 dans le premier cas et (`) = −1 dans le
deuxie`me.
Proposition 2.2.33. Soit L > 0. La proprie´te´ d’eˆtre L-transverse pour un e´quipement (ξt, Bt)t∈[0,1]
d’un chemin ge´ne´rique de 1-formes (αt)t∈[0,1] est ge´ne´rique.
De´monstration. Graˆce au lemme 2.2.28, on sait que l’espace Ω̂u comme dans la de´finition 2.1.43
be´ne´ficie, pour tout L ∈ R, d’une stratification induite par le produit de stratifications de Ωu et












) ∪ (Ωu0 ×G1L)
La proprie´te´ d’une famille (αt, ξt, Bt)t∈[0,1] d’eˆtre transverse a` la stratification associe´e a` L
est ge´ne´rique. On de´duit ainsi la ge´ne´ricite´ des deux conditions de 2.2.31. On remarque que





, ceci est duˆ soit au fait que αs est de
naissance/e´limination soit au fait que ξs a une liaison L-e´le´mentaire. Dans le deuxie`me cas, on a
αs ∈ Ωu0 et comme ξs est adapte´ a` αs, qui est de Morse, ξs est hyperbolique.
2.2.6 Ope´rations e´le´mentaires comme chemins
Supposons que l’on se donne une 1-forme ferme´e α0 de Morse, munie d’un pseudo-gradient
adapte´ ξ0 Morse-Smale. La diffe´rentielle de ce complexe lit l’intersection alge´brique des varie´te´s
instables des ze´ros d’indice i+ 1 avec les varie´te´s stables des ze´ros d’indice i. La proposition
2.1.42 nous empeˆche de prendre les pseudo-gradients Morse-Smale pour α0 comme strate de
codimension 0 de l’espace de pseudo-gradients pour α0. Ainsi, un chemin  ge´ne´rique  de
pseudo-gradients adapte´s a` α0 peut avoir a priori un ensemble infini d’instants ou` ξt0 n’est pas
Morse-Smale et la diffe´rentielle entre les modules de Morse-Novikov n’est pas de´finie en t0. On
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ne peut pas controˆler en ge´ne´ral l’intersection  totale  entre les varie´te´s invariantes. Ceci est en
particulier duˆ au fait que les ensembles (α/ω)-lim des trajectoires des champs pseudo-gradients
pour la forme sont en ge´ne´ral non-isole´s.
Nous avons ainsi e´te´ conduits a` conside´rer des pseudo-gradients L-transverses, qui ne tiennent
compte que d’une troncature des varie´te´s invariantes, ce qui permet de garder un controˆle sur
l’intersection des leurs troncatures a` une certaine α-longueur, et ce pour une α-longueur si
grande que l’on veut graˆce a` la proposition 2.2.33.
Dans cette section, on de´crit deux types de chemins a` un parame`tre issus d’un couple forme´
par une 1-forme de Morse α0 e´quipe´e avec un pseudo-gradient L-transverse (ξ0, B0). Le premier
(lemme de descente d’une valeur critique 2.2.34) ne fait varier que la 1-forme, sans sortir de
l’espace des 1-formes de Morse, tandis que le deuxie`me (lemme de glissement 2.2.39) ne concerne
que le champ L-transverse. Ils laissent ainsi invariant le nombre des ze´ros le long du chemin.
Ils sont ge´ne´riques en tant que familles transverses a` la stratification de Ω̂u dont on parle dans
2.2.33.
Descente et monte´e des valeurs critiques
Le lemme de cette section rend pre´cise l’ide´e suivante : si aucune liaison de α-longueur
infe´rieur a` L ne part de p ∈ Z(α), on peut  faire descendre  ce ze´ro de n’importe quelle valeur
infe´rieure a` L.
Lemme 2.2.34 (Lemme de descente). Soit α0 une 1-forme de Morse munie d’un e´quipement
L-transverse (ξ, B) et d’une primitive h0. Soit P ∈ B un releve´. Soit D ⊆ W u(P ) un disque
ferme´ plonge´ dans M˜ de dimension e´gale a` celle de W u(P ) et tel que le bord ∂D est inclus dans
un niveau de h0.
Alors, pour tout ε > 0 suffisamment petit 8, il existe un voisinage V de D arbitrairement
petit et une famille a` un parame`tre de 1-formes de Morse dans Ωu commenc¸ant en α0, note´e
par (αt)t∈[0,1] et munie de primitives (ht)t∈[0,1] telles que :
1. h1(P ) = h0(∂D) + ε ,
2. pour tout t ∈ [0, 1] le couple (ξ, B) est un e´quipement L-transverse de αt ,
3. αt|Mrpi(V ) = α0 pour tout t ∈ [0, 1] .
De´monstration. On utilise une version pi1M -e´quivariante pour la primitive h0 de la preuve de
[Lau1, Lemma 1.4] pour la descente de valeurs critiques pour les fonctions re´elles. On ne traite
pas le cas facile ou` k := ind(P ) = 0. Notons c := h0(P ), d := h0(∂D). Soit δ > 0 assez petit
pour que W s(P ) soit un disque D′ ferme´ et plonge´ dans M˜ tel que ∂D′ ⊆ h−10 (c+ δ). Soit U un
voisinage tubulaire de ∂D dans le niveau h−10 (d) assez petit pour que pi|U reste injective. Les
trajectoires qui passent par U , soit sont dans D, soit ont traverse´ le niveau h−10 (c+ δ). Notons
M l’ensemble re´union de D,D′ et toute trajectoire qui part de h−10 (c + δ) et arrive dans U .
Quitte a` choisir δ plus petit, on peut supposer que pi|M reste injective. On appelle mode`le de
Morse de P adapte´ a` ξ un tel M. Le bord de M est a` coins et de´compose en trois parties :
– le bord supe´rieur M+ :=M∩ h−10 (c+ δ),
8. En l’occurrence ε ∈ ]0, c− d[ avec les notations de la preuve.
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– le bord infe´rieur M− :=M∩ h−10 (d),




, ou` (ϕt)t∈R de´signe le releve´ du flot
induit par ξ.
Les deux coins sont M+ ∩ ∂latM et M− ∩ ∂latM = ∂U . Ils sont diffe´omorphes via le flot et on
remarque que ∂U est diffe´omorphe a` un produit de sphe`res Sk−1 × Sn−k, ou` k est l’indice de P .
Prenons un collier N de ∂latM dans M. On peut trouver un diffe´omorphisme
ψ : Sk−1 × Sn−k × [0, 1]2 → N
tel que pour tout t ∈ [0, 1] :
– ψ(Sk−1 × Sn−k × [0, 1]× {t}) est contenu dans un niveau de h0,
– ψ(Sk−1 × Sn−k × {t} × [0, 1]) est tangent aux orbites de ξ˜,
– l’image ψ(Sk−1 × Sn−k × {0} × [0, 1]) co¨ıncide avec ∂latM .
Notons p : Sk−1 × Sn−k × [0, 1]2 → [0, 1]2 la projection canonique, et H,V les feuilletages
horizontal, vertical du carre´ [0, 1]2 respectivement. Soit ε′ > 0 si petit que l’on veut. Soit D
l’espace des diffe´omorphismes φ ∈ Diff([0, 1]2) qui ve´rifient :
– le feuilletage induit φ∗(H) est transverse au feuilletage V
– la restriction de φ a` [0, 1]2 r int ([ε′, 1− ε′]2) est l’identite´.
Il est clair que nous pouvons trouver un diffe´omorphisme φ1 isotope a` l’identite´ dans D tel que


















Figure 2.4 – Feuilletage horizontal H et son induit par φ1.
On prend (φt)t∈[0,1] un chemin de diffe´omorphismes reliant l’identite´ a` φ1 dans D. Cette
isotopie induit une isotopie de N via ψ, qui s’e´tend par l’identite´ dans M r N et que l’on
note par (Φt)t∈[0,1]. Par le choix de M, l’isotopie (Φt)t∈[0,1] s’e´tend par pi1M -e´quivariance sur
pi1M ·M. Comme Φt est l’identite´ sur un collier de ∂M dans M, et ce pour tout t ∈ [0, 1], on
trouve un chemin de 1-formes (αt)t∈[0,1] associe´ a` (Φt)t∈[0,1]. Les primitives (ht)t∈[0,1] associe´es
sont e´gales a` h0 en dehors de pi1M · M. Si F de´signe le niveau de h1 contenant P , nous avons
h1(P ) = h1(F) = h1 (∂ (F ∩M)) = h0(∂ (F ∩M)) = d+ ε
ou` la dernie`re e´galite´ provient de la construction de Φ1.
46 Chapitre 2 : Ge´ome´trie et topologie
La pre´misse du lemme de descente 2.2.34 sur la varie´te´ instable W u(P ) se reformule avec la
terminologie de la section 3.1.3 en disant que p est L−-inde´pendant ; si p est L−-inde´pendant, il
existe une longueur de troncature H qui est fonction des choix des releve´s et de L, telle que la
troncature W uH(p) est un disque ferme´ plonge´ D ↪→M de dimension ind(p) (voir la remarque
3.1.15).
Remarque 2.2.35. Nous avons un lemme analogue pour la monte´e des valeurs critiques quand
p est suppose´ L+-inde´pendant.
Glissements e´le´mentaires
Dans la proposition suivante, on explique la relation des matrices de L-incidence des
extre´mite´s d’un glissement L-e´le´mentaire quelconque : le passage de la matrice de L-incidence
initiale a` la finale se fait par le moyen d’une matrice e´le´mentaire ou auto-e´le´mentaire dans le
sens de 1.2.1.
Proposition 2.2.36. Soit (ξt, Bt)t∈[0,1] un glissement L-e´le´mentaire pour un chemin (αt)t∈[0,1]
constitue´ de 1-formes de Morse. Soit t0 ∈ ]0, 1[ son temps de glissement. Soit ` l’unique liaison
d’enroulement g ve´rifiant :
– ` va de pl vers pk , ou` pl, pk sont des ze´ros de αt0 de meˆme indice i ve´rifiant 1 ≤ i ≤ n,
– l’enroulement de ` ve´rifie u(g) ≥ −L.
Soit  le signe associe´ a` cette liaison comme dans 2.2.32. Si Aξti de´signe la matrice de L-incidence
de ∂ξti par rapport aux bases Bt, on a que A
ξt
i est localement constante en [0, 1]r {t0} et
















ou` E±glk de´signent les matrices e´le´mentaires au sens du 1 de la de´finition 1.2.1 ;
2. si k = l, on pose λ±g :=
∑∞
































ou` E±gkk et E
λ±g
kk de´signent les matrices auto-e´le´mentaires au sens du 2 de la de´finition
1.2.1.
De´monstration. Il est clair que les matrices de L-incidence ne varient pas en [0, 1]r{t0} : pendant
que ξt est dans G
0
L, la fac¸on dont les varie´te´s concerne´es par la L-transversalite´ s’intersectent
est la meˆme ; il ne peut pas y avoir de perte ou ajout de liaisons sans perte de L-transversalite´ a`
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un instant donne´. Expliquons la discontinuite´ des matrices Aξti qui a lieu en t = t0 : seulement
les ze´ros d’indices i et i− 1 sont concerne´s.
Il existe J un petit intervalle autour de t0 qui ne contient pas de croisement des valeurs
critiques associe´s aux releve´s Bt ; de plus αt est tout le temps de Morse. On peut ainsi supposer
que le chemin de 1-formes est constant pour t ∈ J , ainsi que son chemin des primitives et des
releve´s qui sont respectivement note´s h et Bt0 . Comme le changement de L-incidence ne peut
avoir lieu qu’autour de t0, on se restreint a` l’e´tude du glissement L-e´le´mentaire pour le chemin
(αt)t∈J de primitives et releve´s constants. Pour simplifier les notations, on pose J = [0, 1].
Fixons une fois pour toutes un ε′ > 0 suffisamment petit et des mode`les de Morse 9 Mt(R)
des points R dans B0 adapte´s au pseudo-gradient ξt tels que les bords supe´rieur/infe´rieurM±t (R)
ve´rifient h(M±t (R)) = h(R)± ε′ respectivement, pour tout R ∈ B0 et tout t ∈ [0, 1]. La trace
des varie´te´s invariantes de W s/u(R; ξ˜t) dans les bordsM±t (R) sont des sphe`res Σ±t (R) pour tout
R ∈ B0. Ces mode`les sont si proches des R ∈ B0 que l’on veut : ils ne modifient leurs positions
que tre`s peu le long de l’intervalle [0, 1]. On s’autorise a` les conside´rer comme des objets fixes.
Notons respectivement, pour tout R ∈ B0, les niveaux
N(R) := h−1(h(R)) et N±(R) := h−1(h(R)± ε′) .
On remarque que pour tout R ∈ B0, g ∈ pi1M et r ∈ N, on a N±(grR) = grN±(R).
On explique la situation des varie´te´s invariantes proches de gP k dont l’intersection va changer
une fois la valeur t = t0 sera franchie. Supposons que ξ˜0 pre´sente des liaisons `j de gP
k vers
g′Q, ou` Q ∈ Bi−1 et g′ ∈ pi1M est tel que u(g−1g′) > −L. Par de´finition, l’enroulement de
ces liaisons est g−1g′ et participe ainsi a` la somme finie 〈P k, Q〉ξ0L de la matrice de L-incidence
Aξ0i . Comme dans la section 1.1.1, on note par n0 := ng−1g′(〈P k, Q〉ξ0L ) le coefficient dans Z qui
affecte g−1g′ dans 〈P k, Q〉ξ0L ∈ Z[pi1M ]. Munissons le bord infe´rieur M−(gP k) de coordonne´es
(u, y) ∈ Si−1 × Dn−i+1 'M−(gP k) ⊆ N−(gP k). La trace de W s(g′Q) dans M−(gP k) est une
re´union de m0 disques Dj de dimension n−i+1, qui intersectent la sphe`re Σ−(gP k) de dimension
i− 1 chacun en un point de coordonne´e sphe´rique u = uj. On suppose pour simplifier que Dj
est le me´ridien d’e´quation {u = uj} dans M−(gP k) avec les coordonne´es choisies. On rappelle
que chacune des liaisons `j de gP
k a` g′Q qui passe par {(uj, 0)} = Σ−(gP k) ∩ Dj est munie
d’un signe η(`j) et que n0 =
∑m0
j=1 η(`j) par de´finition de L-incidence. La situation est comme
dans la figure 2.5.
Le bord supe´rieur M+(gP k) du mode`le est muni des coordonne´es (x, v) ∈ Di × Sn−i. Quand
on regarde (Di)∗ ' Si−1× ]0, 1] on exprime x = (u, r) comme angle/rayon. La sphe`re stable de
gP k correspond a` Σ+(gP k) ' {0} × Sn−i. Via le flot, on de´duit que la trace de W s(g′Q) dans
M+(gP k), qui correspond 10 aux couronnes ouvertes Cj := ({uj}× ]0, 1])× Sn−i, j = 1, . . .m0.
Voir la figure 2.6.
Nous allons analyser l’intersection de la varie´te´ W u(P l) avec W s(g′Q) dans le mode`le
M(gP k) ; on va observer une modification des liaisons qui partent de P l. On distingue les cas
k 6= l et k = l.
9. Les mode`les sont pris de fac¸on analogue au mode`le de Morse M de la preuve du lemme 2.2.34.
10. Ceci vaut pour toutes les traces des W s(g′′Q′) ou` Q′ est un releve´ d’indice i − 1 et g′′ ∈ pi1M tel que
u(g′′) > −L.














Figure 2.5 – Mode`les autour de gP k et g′Q et les liaisons allant de l’un a` l’autre.
M(gP k)
Σ−(gPk)
M−(gP k) ' Si−1 × Dn−i+1
D1 ≡ {u = u1}
D3
M+(gP k) ' Di × Sn−i
Σ+(gPk)




Figure 2.6 – Trace de W s(g′Q) dans le mode`le M(gP k) et ses bords supe´rieur et infe´rieur.
Premier cas : k 6= l. Il s’agit du cas bien connu. On retrouve un glissement d’une varie´te´
instable sur une autre, toutes les deux a` bord dans un niveaux infe´rieur au point critique le
plus bas, en l’occurrence gP k ; on peut comparer au the´ore`me de la base [Mi2, Th. 7.6]. Nous
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l’expliquons dans le but d’introduire le cadre pour bien comprendre le nouveau cas k = l.
L’e´tude se concentre dans le mode`le M(gP k). Regardons notre glissement (ξt, Bt)t∈[0,1].
Comme on trouve une liaison L-e´le´mentaire de P l vers gP k en t = t0, la varie´te´ instable de
W u(P l; ξ˜t) a intersection non-vide avec M+(gP k) pour des temps proches de t0 par continuite´.
Appelons b = (0, vb) ∈ {0} × Sn−i ' Σ+(gP k) le point de la liaison ˜` entre P l et gP k dans
Σ+(gP k). Quitte a` avoir pris les mode`les d’e´paisseur suffisamment fine, on a les faits suivants :
– l’ensemble des temps ou` W u(P l; ξ˜t) ∩M+(gP k) 6= ∅ est un intervalle, que l’on suppose
centre´ dans le temps de glissement, disons [t0 − ε, t0 + ε],
– la re´union pour t ∈ [t0 − ε, t0 + ε] des intersections mentionne´es forment un disque ferme´
∆ de dimension i, plonge´ dans le bord supe´rieur M+(gP k) ; nous l’appelons disque de
balayage. Ce disque ∆ ne coupe Σ+(gP k) ' {0} × Sn−i qu’en b = (0, vb) ; l’intersection
est transverse dans le niveau et on peut supposer pour simplifier que ∆ co¨ıncide avec le
disque me´ridien passant par vb, c’est-a`-dire ∆ = Di × {vb},
On peut voir ∆ comme un fibre´ p : ∆→ [t0 − ε, t0 + ε] avec deux fibres pince´es tel que :
– pour tout t ∈ ]t0 − ε, t0 + ε[, la fibre p−1(t) = W u(P l; ξ˜t) ∩M+(gP k) est donne´e par un
(i− 1)-disque que l’on note Di−1t ,
– l’une des fibres pince´e est donne´e par le point p−1(t0 − ε) ∈ ∂∆,
– l’autre fibre pince´e est donne´e par le point p−1(t0 + ε) ∈ ∂∆.
Si γ : [t0 − ε, t0 + ε] → ∆ de´signe une section de p telle que γ(t0) = b, quitte a` re´tre´cir
encore l’e´paisseur du mode`le on peut supposer que les disques Di−1t sont C∞-proche des leurs
espaces tangents Tγ(t)D
i−1
t pour tout t ∈ ]t0 − ε, t0 + ε[ . On peut ainsi voir les Di−1t comme les
hyperplans de ∆ qui le balayent dans la direction porte´e par la section γ. Les couronnes Cj =
({uj}× ]0, 1])× Sn−i ne coupent W u(P l; ξ˜t) qu’en ∆ ; l’intersection transverse de ∆ ∩W s(g′Q)
est donne´e par la re´union des rayons Ij := {uj}× ]0, 1]×{vb} , j = 1, . . .m0, qui se compactifient
en un coˆne sur m0 points en leur ajoutant le centre {0} × {vb} = b. On voit ce disque dans la
figure 2.7.
I1 ≡ ({u1}× ]0, 1])× {vb}
I2
b = (0, vb)I3
Di−1t0
γ(t0 − ε)
∆ ' Di × {vb}
γ(t0 + ε)
Figure 2.7 – Disque de balayage ∆ dans le bord supe´rieur M+(gP k) ' Di × Sn−i.
On appelle ∆− := p−1([t0− ε, t0[) demi-disque d’entre´e et ∆+ := p−1(]t0, t0 + ε]) demi-disque
de sortie, ainsi que he´misphe`re d’entre´e/sortie les bords respectifs ∂(∆±) ⊆ ∂(M+(gP k)). Dans
∆, chaque Di−1t est un hyperplan ; seul D
i−1
t0 passe par le centre b. Ge´ne´riquement, un hyperplan
passant par le centre d’un disque de dimension i, e´vite une quantite´ finie de rayons donne´s
si i ≥ 2 ; si i = 1, le disque me´ridien ∆ contient soit aucun, un ou deux rayons, qui sont
automatiquement e´gaux aux intervalles semi-ouverts ∆±.
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Ainsi, les rayons Ij sont ge´ne´riquement dans un des deux demi-disques ∆
±. Il est clair que
si on prend un temps t infe´rieur et assez proche de t0, le disque p
−1(t) coupe en un seul point
xj,t := (uj, rt, vb) chacun des rayons Ij qui sont contenus dans ∆
−. Ce point appartient a` une
liaison `′j pre´sente avant le temps de glissement, qui est dans W
u(P l; ξ˜t) ∩W s(g′Q; ξ˜t). Si le
temps t est supe´rieur et assez proche de t0, le disque p
−1(t) coupe chaque rayon Ij contenu dans
∆+ en un point, qui correspond a` une liaison `′j pre´sente apre`s le temps de glissement, de P
l
vers g′Q. Celles qui e´taient pre´sentes avant le glissement ne le sont plus apre`s et vice-versa. Elles
posse`dent toutes le meˆme enroulement g′. Si  de´signe le signe (`) associe´ a` la liaison allant de
pl vers pk comme dans 2.2.32, un calcul avec les orientations permet de voir que les liaisons `′j
associe´es aux rayons Ij dans ∆
− qui sont pre´sentes avant l’instant de glissement ont pour signe
−η(`j) et que les liaisons `′j pre´sentes apre`s l’instant de glissement ont pour signe +η(`j). Voir
figure 2.8.
γ




Figure 2.8 – Disque de balayage´ comme fibre´ pince´. Demi-disques ∆± et he´misphe`res ∂(∆±)
d’entre´e/sortie.
Tout ceci explique dans tous les cas l’effet alge´brique du glissement sur la varie´te´ instable de
gP k :
– l’enroulement des liaisons `j de gP
k vers g′Q est e(`j) = g−1g′ et l’enroulement des
liaisons `′j de P
l vers g′Q est e(`′j) = g
′ = g · e(`j), qui ne ve´rifie pas a priori l’ine´galite´
u(g′) > −L ; si elle ne la ve´rifie pas, cette nouvelle liaison n’est pas compte´e dans la
matrice de L-incidence de ξ1.
– le signe des liaisons `′j est ±η(`j) si elle apparaˆıt/disparaˆıt apre`s l’accident en t = t0.
L’effet alge´brique du glissement deW u(P k) surW u(gP k) est l’ajout du terme  trL(g〈P k, Q〉ξ0L )
a` la L-incidence 〈P l, Q〉ξ0L . Vu que le comportement des varie´te´s invariantes est pi1M -e´quivariant,
W u(g′′P l) glisse sur W u(g′′gP k) pour tout g′′ ∈ pi1M et la question de savoir si ceci peut
entrainer que W u(P l) glisse sur une autre varie´te´ instable associe´e a` un g′′gP k se pose. Mais
par pi1M -e´quivariance, la varie´te´ instable qui glisse sur W
u(g′′gP k) est W u(g′′P l) : on trouve
des accidents seulement pour g′′ = 1.
La nouvelle L-incidence dans ce cas se trouve ainsi en re´alisant le changement de base suivant,
puis en tronquant a` la longueur L :{
P s 7→ P s si s 6= l
P l 7→ P l + gP k




2.2 Familles de formes e´quipe´es 51
Aξ1i = A
ξ0
i +  trL
 0 . . . 0g 〈P k, Q1〉ξ0L . . . g 〈P k, Qr〉ξ0L







Deuxie`me cas : k = l. Ce cas de figure n’e´tait pas pre´sent dans le contexte des fonctions
f : W → [0, 1] a` valeurs re´elles sur un cobordisme. Pour que la varie´te´ instable de xk, un point
critique de f glisse sur la varie´te´ instable de xk, on aurait besoin en particulier de l’ine´galite´
f(xk) > f(xk), ce qui est impossible. Par contre, les releve´s P k, gP k ve´rifient h(P k) > h(gP k)
quand u(g) < 0. La diffe´rence fondamentale dans ce cas, est que la modification de la varie´te´
instable de P l = P k est aussi subie par tous les points critiques g′P k, g′ ∈ pi1M , en particulier
aussi par celle de gP k. On utilise les notations que nous avons introduites au premier cas, l’e´tude
que nous y avons faite reste valable.
L’affirmation suivante, qui porte sur k, l quelconques, va permettre de comprendre une belle
dichotomie qui est pre´sente dans le cas k = l :
Affirmation : Soient D−t (P
l) les traces respectives des varie´te´s instables W u(P l; ξ˜t) pour
t ∈ [t0 − ε, t0 + ε] dans le niveau N−(gP k). Alors il existe un chemin continu (δt)t∈[t0−ε,t0] de
(i− 1)-disques ferme´s ve´rifiant :
– pour tout t ∈ [t0 − ε, t0[ , on a δt ⊆ D−t (P l),
– le disque δt0 est un he´misphe`re distingue´ H
− dit d’entre´e, contenu dans la sphe`re Σ−(gP k) =
W u(gP k) ∩M−(gP k),
tel que la somme connexe plonge´e D−t0−ε(P
l) #(δ•)Σ
−(gP k) re´alise´e par la famille (δt)t∈[t0−ε,t0] est
isotope a` D−t0+ε(P
l) dans N−(gP k).
Preuve de l’affirmation :
Soient N1, N2 deux niveaux de h tels que h(N1) > h(N2) et notons par N1(t),N2(t) les
portions respectives de ces niveaux qui sont mises en bijection par les orbites de ξ˜t ; ceci donne
des diffe´omorphismes, dits de flux ξN1N2 (t) : N1(t)→ N2(t). On ne fait pas re´fe´rence aux temps t
quand on restreint les flux aux mode`les M. On conside`re le flux particulier Ψ := ξN+(gPk)
N−(gPk).
Conside´rons le disque e´quatorial Di−1t0 ⊆ ∆. Seul son centre b est hors du domaine de de´finition
de Ψ, vu qu’il est dans W s(gP k) et seulement la couronne ouverte Di−1t0 r {b} ' Si−2× ]0, 1]
descend jusqu’au niveau N−(gP k). Ainsi, quand r → 0+ les sphe`res Ψ(Si−2 × {r}) convergent
dans la compactification de W u(gP k) ∩N−(gP k), c’est-a` dire dans Σ−(gP k) ' Si−1 × {0}. On
note par E la sphe`re limite limr→0+(Ψ(Si−2 × {r})), que l’on appelle e´quateur de Σ−(gP k). Cet
e´quateur divise en deux composantes connexes Σ−(gP k)r E. L’he´misphe`re H− de l’e´nonce´ de
l’affirmation est l’adhe´rence de la composante qui est proche des (i− 1)-disques Ψ(Di−1t ) pour
t < t0 assez proche. L’adhe´rence de l’autre composante connexe est dite he´misphe`re de sortie et
est note´e H+. Il est clair que nous pouvons trouver le chemin des disques (δt)t∈[t0−ε,t0[ ve´rifiant
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les deux premie`res proprie´te´s de l’e´nonce´ en choisissant judicieusement une collection de disques
δ′t ⊆ W u(P l) ∩N+(gP k), t ∈ [t0 − ε, t0[ et en prenant δt := Ψ(δ′t).
La somme connexe plonge´e D−t0−ε(P
l) #(δ•)Σ
−(gP k) qui a lieu dans le niveau N−(gP k) est
re´alise´e en retirant les disques δt0−ε de D
−
t0−ε(P
l) et H− = δt0 de Σ
−(gP k) et en recollant par le
tube Si−2 × [t0 − ε, t0] =
⋃
t∈[t0−ε,t0] ∂δt. Il est clair que cette somme connexe plonge´e et D
−
t0+ε
sont isotopes graˆce a` l’e´tude que nous avons faite sur les varie´te´s instables W u(P l; ξ˜t) proche de
gP k et autour t0. L’affirmation est ainsi de´montre´e.
On remarque que toutes les liaisons de P l vers g′Q qui ont disparu avaient un et un seul point
de passage par H−, he´misphe`re qui n’est pas dans la somme connexe vu qu’il a servi de support
a` cette somme connexe. Cependant, toutes les liaisons qui sont apparues ont un et un seul point
de passage par H+, he´misphe`re de Σ−(gP k) qui reste dans la somme connexe. La trace de la
varie´te´ W u(P l; ξ˜t) dans M−(gP k) pour t variant dans [t0 − ε, t0 + ε] est repre´sente´e dans la
figure 2.9, ou` on voit la couronne ∆ r {b} ' (Si−1× ]0, 1]) × {vb} descendre sur la couronne




M−(gP k) ' Si−1 × Dn−i+1







Figure 2.9 – Trace de (W u(P l; ξ˜t))t∈[t0−ε,t0+ε] dansM−(gP k). Bords des disques δ• re´alisant la
somme connexe plonge´e.
Fin de la preuve de l’affirmation
Comme l’e´tude du premier cas reste valable, les liaisons `′j allant de gP
k vers g′Q induisent
une perte ou un gain de liaisons de P k vers g′Q : la L-incidence de 〈P k, Q〉L rec¸oit en particulier
la modification explique´e dans le premier cas. Mais, duˆ a` la pi1M -e´quivariance, W
u(g′′P k) glisse
sur W u(g′′gP k) pour tout g′′ ∈ pi1M et en particulier la varie´te´ instable de gP k glisse sur
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W u(g2Pk) au temps t0 ; il en est de meˆme pour W
u(g2P k) qui glisse sur W u(g3P k) et ainsi de
suite pour toutes les varie´te´s instables W u(grP k), r ∈ N∗.
Rappelons que ˜` est la liaison de type i/i qui va de P k vers gP k en t = t0 qui est munie du
signe  = (`) comme dans 2.2.32 ; une fois la liaison et sont signe sont de´termine´s, montrons
que W u(P k) peut glisser sur W u(gP k) essentiellement de deux manie`res distinctes, chacune
ayant un effet alge´brique diffe´rent sur la L-incidence 〈P k, Q〉L.
Nous avons une liaison g˜` de gP k vers g2P k, qui coupe transversalement M−(gP k) dans un
point χ de coordonne´es χ = (uχ, 0) ∈ Σ−(gP k) ' Si−1 × {0}. Ge´ne´riquement, le point χ n’est
pas sur l’e´quateur E, et χ appartient ainsi soit a` l’inte´rieur de H−, soit a` celui de H+ ; c’est la`
qu’est la dichotomie annonce´e. Le point χ est appele´ point de dichotomie.
Graˆce a` l’affirmation prouve´e ci-dessus, la trace de W u(P k; ξ˜1) dans le niveau N
−(gP k) est
isotope a` la sous-varie´te´ S1 ⊆ N−(gP k) donne´e par la somme connexe plonge´e que l’on a de´crite
dans l’affirmation. Cette sous-varie´te´, contient l’he´misphe`re H+. Regardons maintenant la trace
de S1 dans le niveau N
−(g2P k) via les flux ξN
−(gPk)
N−(g2Pk)(t). Par pi1M -e´quivariance, la trace de la
varie´te´ instable W u(gP k; ξ˜t) varie dans le niveau N
+(g2P k) en balayant le i-disque g∆ ; comme
le disque g∆ coupe la liaison g˜`, on trouve un petit disque Dχ ⊆ Σ−(gP k) contenant χ tel

















(gDi−1t0 ). Nous sommes preˆts a` comprendre la
dichotomie :
1. χ ∈ int(H+). Si on pousse S1 par les flux ξN
−(gPk)
N+(g2Pk)
(t) jusqu’au niveau N+(g2P k) pour
t ∈ [t0 − ε, t0 + ε] la re´union des images contiendra le disque de balayage g∆ car
Dχ ⊆ H+ ⊆ S1. Graˆce a` l’affirmation sur la somme connexe plonge´e, la trace de
W u(P k; ξ˜t0+ε) dans le niveau N









−(g2P k). Il s’agit en effet d’une double somme connexe :
S1 en est de´ja` une. Si on e´tudie la re´union des images de la somme connexe S2 pousse´e
par les flux jusqu’au niveau N+(g3P k), cette re´union contient le disque de balayage g2∆
et le meˆme cas de figure se pre´sente pour S2. En ite´rant le raisonnement, on obtient une













telle que Sr ve´rifie les proprie´te´s suivantes :
– la somme connexe Sr est isotope a` la trace de W









(Sr) pour t ∈ [0, 1] balaye gr∆ et coupe donc W s(gr+1P k),
et ce pour tout r ∈ N∗. La figure 2.10 montre la varie´te´ instable de P k associe´e a`
ξ˜t0−ε et a` ξ˜t0+ε, leurs traces dans les niveaux contenant les bords infe´rieurs des mode`les
M(P k),M(gP k),M(g2P k) ainsi que les sommes connexes plonge´es S1 et S2.
























Figure 2.10 – Varie´te´s instables W u(P k; ξ˜t0−ε) et W
u(P k; ξ˜t0+ε), leurs traces dans les niveaux
N−(P k), N−(gP k), N−(g2P k) et sommes connexes plonge´es S1 et S2.
2. χ ∈ int(H−). L’image de S1 par les flux ξN−(gPk)
N+(g2Pk)
(t) dans le niveau N+(g2P k) ne balaye
pas le disque g∆ du fait que le disque Dχ est loin de la somme connexe S1. Ainsi l’image
de S1 dans le niveau N
−(g2P k) par le flux ξN
−(gPk)
N−(g2Pk)(t0 + ε) n’est plus modifie´e par somme
connexe et S1 continue a` descendre en traversant les niveaux N
−(grP k), r ∈ N∗ de fac¸on
usuelle.
Ceci explique les possibles effets alge´briques sur la L-incidence 〈P k, Q〉L selon le cas :
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1. χ ∈ int(H−). L’effet est similaire a` celui du cas k 6= l. On trouve la nouvelle L-incidence
en tronquant a` la longueur L ce qui re´sulte du changement de base suivant :{
P s 7→ P s si s 6= k
P k 7→ P k + gP k
Si Bi−1 = {Q1, . . . , Qr} de´signent les releve´s d’indices i− 1, les matrices de L-incidence





i +  trL
 0 . . . 0g 〈P k, Q1〉ξ0L . . . g 〈P k, Qr〉ξ0L
0 . . . 0
}Ligne k–e`me
= trL
 1 . . . 00 1 + g 0
0 . . . 1
Aξ0i
 = trL(EgkkAξ0i )
2. χ ∈ int(H+). Dans ce cas la nouvelle L-incidence correspond a` tronquer a` la longueur L
apre`s avoir fait le changement de base (des Λ−u-modules engendre´s par les bases B0) qui
ne fait varier aucun des P s sauf P k qui est modifie´ comme suit :
P k 7→ P k + g(P k + g(P k + g(. . . = P k + gP k + (g)2P k + (g)3P k + . . .
= (1 + g + (g)2 + (g)3 + . . .)P k = (1 + λg)P
k




 0 . . . 0λg 〈P k, Q1〉ξ0L . . . λg 〈P k, Qr〉ξ0L
0 . . . 0
}Ligne k–e`me
= trL
 1 . . . 00 1 + λg 0
0 . . . 1
Aξ0i
 = trL(Eλgkk Aξ0i )
L’effet alge´brique sur les matrices Aξ0i+1, A
ξ1




i+1 se traite de fac¸on analogue.
La remarque suivante esquisse les diffe´rences avec le cas que nous avons de´crit.
Remarque 2.2.37. L’e´tude de la relation entre les matrices de L-incidence associe´es a` ∂ξ0i+1, ∂
ξ1
i+1
passe par faire l’e´tude de comment la varie´te´ instable associe´e a` un releve´ g′R d’indice i + 1
rencontre la varie´te´ stable de gP k. La pre´sence d’une liaison `j de g
′R vers P l comporte
l’apparition/disparition de liaisons `′j de g
′R vers gP k. Par de´finition de l’enroulement, on a
e(`j) = (g
′)−1 et e(`′j) = (g
′)−1g. On a ainsi la relation e(`′j) = e(`j) · g : le coefficient g du
glissement multiplie cette fois a` droite la nouvelle incidence. Ceci explique, comme on avait
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annonce´ dans la note en bas de page nume´ro 2, le choix inusuel de prendre des matrices par lignes
et non par colonnes : on interpre`te le glissement comme un endomorphisme E sur le Λ−u-module
Ci(α). Vu l’effet du glissement sur les releve´s des ze´ros d’indice i, les seules L-incidences qui
changent sont celles de P l. La convention usuelle sur les matrices dirait qu’il faut modifier la
colonne l-e`me, et une multiplication a` droite par une matrice e´le´mentaire s’imposerait : on




kl ). Mais ceci modifie l’ancienne L-incidence en
multipliant par g a` droite. E´tant donne´ que l’e´tude ge´ome´trique du glissement montre que le
coefficient du glissement agit a` gauche sur les points d’indice i, on est contraints a` faire multiplier
la matrice e´le´mentaire associe´e au glissement a` gauche de celle donne´e par la diffe´rentielle. Pour
que le re´sultat de ce produit matricielle repre´sente le changement alge´brique trouve´, on est
amene´ a` prendre des matrices par lignes.
Quant au signe des liaisons, on peut voir qu’ils sont maintenant lie´s par l’e´galite´ η(`′j) = η(`j)
si le rayon Ij associe´ a` la liaison `j est contenu dans ∆
− et η(`′j) = −η(`j) si le rayon Ij est
contenu dans ∆+. Le changement de signe vient du fait que les varie´te´s invariantes W u(g′R) qui
introduisent les nouvelles liaisons sont maintenant supporte´es sur la reliure W u(P l), et non sur
la reliure W s(gP k). Une fac¸on de le voir est de mettre la teˆte a` l’envers, ce qu’ici veut dire que
l’on conside`re la primitive −h et l’anneau Z[pi1M ] comple´te´ avec u a` la place de −u.
Notation 2.2.38. Soit (ξt, Bt)t∈[0,1] de´signe un glissement L-e´le´mentaire pour (αt)t∈[0,1] comme
dans 2.2.36.
1. Si k 6= l, on dit que P l glisse par dessus de gP k en t = t0 et on le note par P
l/
gP k.









La forme de Morse α ne varie pas dans la proposition suivante. Partant d’un e´quipement
L-transverse (ξ0, B0) , on construit un glissement L-e´le´mentaire (voir 2.2.31) qui re´alise un
glissement de P l au dessus de gP k, pour k 6= l. Il s’agit d’une sorte d’analogue pour les champs
de vecteurs base´s de l’e´nonce´ 1 du the´ore`me 2.2.13.
Proposition 2.2.39. Soit α une 1-forme ferme´e de Morse dont les indices des ze´ros varient
dans {2, . . . , n− 1}. Soit (ξ0, B0) un e´quipement L-transverse pour α. Soient P l, P k ∈ B, k 6= l
de meˆme indice i,  = ±1 et g ∈ pi1M tels que
– u(g) ≥ −L ,
– et h(P l) > h(gP k) ou` h de´signe une primitive de α.
Alors il existe un chemin L-transverse (ξt, Bt)t∈[0,1] d’e´quipements pour α qui est de glissement
L-e´le´mentaire (2.2.31) et qui ve´rifie :
– pour tout t ∈ [0, 1] on a Bt = B0,
– l’unique liaison L-e´le´mentaire, qui a lieu en t = t0, est la projection de W
u(P lt0)∩W s(gP kt0)
et vient munie du signe .
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∣∣∣∣ R ∈ B0g′ ∈ pi1M tel que |u(g′)| < L
}
.
Prenons N un niveau du reveˆtement universel M˜ donne´ par h−1(c) ou` c ∈ ]h(gP k), h(P l)[ .
Voyons que ce niveau N de dimension n est connexe. Soient x, y ∈ N , et prenons un chemin
µx,y : [0, 1]→ M˜ qui va de x vers y dans le connexe par arcs M˜ . Si D de´signe un petit voisinage
compact de l’image de µx,y, seule une quantite´ finie des varie´te´s W
s/u(R′), ou` R′ ∈ Rel, a
intersection non-vide avec D. On note par ∆ la re´union des varie´te´s invariantes mentionne´es
qui intersectent D. Le compact ∆ ∩D est de codimension strictement supe´rieure a` 1 dans D
par hypothe`se. Ainsi, ge´ne´riquement µ([0, 1]) ∩∆ = ∅. On peut alors pousser µx,y par le flot
de ξ0 en un chemin νx,y : [0, 1] → N , allant de x a` y. De plus, tel que µx,y a e´te´ choisi, son
pousse´ νx,y dans le niveau N ne rencontre pas la trace dans N des varie´te´s invariantes W
s/u(g′R)
mentionne´es ci-dessus. On peut exiger que pi ◦ νx,y : [0, 1]→ pi(N) soit un plongement vu que la
feuille pi(N) est de dimension n ≥ 3.
Regardons D(P l), A(gP k) les traces respectives de W u(P l),W s(gP k) dans N . On peut
choisir a ∈ D(P l) en dehors de ∪R′∈RelW s(R′) du fait que cette re´union est aussi de codimension
strictement supe´rieure a` 1 dans D(P l). Le meˆme argument permet de trouver un b ∈ A(gP k) en
dehors de ∪R′∈RelW u(R′). On prend un segment νa : [−ε, ε]→ N qui ve´rifie :
1. l’image de νa ne rencontre aucune trace des varie´te´s invariantes associe´es aux points de
Rel sauf D(P l),
2. l’intersection Im(νa) ∩D(P l) est re´duite au point a = νa(0),
3. le vecteur Tνa(0) est dans un supple´mentaire de TaD(P
l) dans TaN .
On trouve aussi un νb : [−ε, ε]→ N ve´rifiant :
1. l’image de νb ne rencontre aucune trace des varie´te´s invariantes associe´es aux points de
Rel sauf A(gP k),
2. l’intersection Im(νb) ∩ A(gP k) est re´duite au point b = νb(0),
3. le vecteur Tνb(0) est dans l’espace vectoriel engendre´ par la co-orientation de TbA(gP
k)
dans TbN induite par la co-orientation de W
s(gP k) .
Si on appelle a+ := νa(ε) et b
− := νb(−ε), on peut trouver un chemin νa+,b− : [0, 1]→ N allant
de a+ a` b− comme pre´ce´demment. Prenons enfin le chemin
γ : [−ε, 1 + ε]→ N donne´ par la concate´nation νa ∗ νa+,b− ∗ νb
ou` on suppose que γ(0) = a et γ(1) = b. Par construction de γ, on peut trouver S un voisinage
de Im(γ) dans N tel que la projection pi|S reste injective, et une isotopie 11 (Gt)t∈[0,1] de S qui
ve´rifie :
– il existe un voisinage V de ∂S dans S tel que Gt|V = Id pour tout t ∈ [0, 1],
– on a Gt(a) = γ((1 + ε)t) pour tout t ∈ [0, 1],
11. On peut consulter [Mi2, Pg. 96] pour les de´tails de la construction d’une telle isotopie.




l)∩ (S r V )) est une sous-varie´te´ de dimension i+ 1 de S












] avec la co-orientation de TbA(gP
k). Ce signe co¨ıncide avec celui
que l’on obtient comme dans 2.2.32. Si on avait obtenu ζ = −, on choisit, a` la place de νb, le
segment νb centre´ en b et parcouru dans le sens oppose´ a` νb ; ceci force ζ = .
On change d’e´chelle le champ de vecteurs ξ0 autour de pi(S) en le multipliant par la fonction
f := −1
α(ξ0)
> 0. Ainsi, si (ψt)t∈[−δ,δ] de´signe le groupe local a` un parame`tre associe´ au champ
releve´ (f ◦ pi) · ξ˜0, on a h(ψt(x)) = h(x)− t pour tout t ∈ [−δ, δ]. Posons Ψ : S × [−δ, δ]→ M˜ le
plongement donne´ par Ψ(x, t) := ψt(x). Quitte a` prendre δ > 0 plus petit, on peut supposer que
– la projection pi est toujours injective sur U := Im(Ψ),
– l’intersection U ∩W s/u(R′) = ∅ pour tout R′ ∈ Rel sauf pour W u(P l) et W s(gP k),
– on a la relation des niveaux [c− δ, c+ δ] ⊆ ]h(gP k), h(P l)[.
Restreignons l’attention sur U+ := Ψ(S × [−δ, 0]) pour y de´finir une isotopie. On prend





Figure 2.11 – Graphe de ω
On construit le diffe´omorphisme de S × [−δ, 0] donne´ par
H1 : S × [−δ, 0] −→ S × [−δ, 0]
(x, t) 7−→ (Gω(t)(x), t)
et qui est clairement isotope a` l’identite´ via Hs(x, t) := (Gsω(t)(x), t), ou` s ∈ [0, 1]. L’isotopie
(Hs)s∈[0,1] induit une autre sur U+, via le plongement Ψ, que l’on note de la meˆme fac¸on. On
conside`re finalement le chemin de pseudo-gradients ((Ht)∗(ξ˜0|U+))t∈[0,1]. Graˆce au choix de ω et
du fait que les lignes verticales {x}× [−δ, δ], x ∈ S correspondent aux lignes de flot de (f ◦pi) · ξ˜0
dans U via le plongement Ψ, la famille de champs de vecteurs construite co¨ıncide avec ξ˜0 sur
Ψ(S × {0}) a` changement d’e´chelle pre`s. On peut ainsi prolonger la famille ((Ht)∗(ξ˜0|U+))t∈[0,1]
sur Ψ(S × [0, δ]) par ξ˜0, famille que l’on note par (ξ˜t|U)t∈[0,1]. On remarque que ξ˜t co¨ıncide
avec ξ˜0 sur le bord ∂U pour tout t ∈ [0, 1] ; ainsi, on peut e´tendre ξ˜t|U a` pi1M · U de fac¸on
pi1M -e´quivariante et on prolonge par ξ˜0 dans M˜ r (pi1M · U) pour tout t ∈ [0, 1].
La famille ξt := pi∗(ξ˜t) convient : on ne perd pas la L-transversalite´ des champs des vecteurs
ξt, t 6= t0 du fait qu’il n’y a pas d’accident entre les varie´te´s invariantes concerne´es par la
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L-transversalite´ lors de la de´formation si t 6= t0. En t = t0, les varie´te´s W u(P lt0) et W s(gP kt0)
associe´es a` ξ˜t0 s’intersectent le long d’une seule liaison ` telle que `∩N = {b}. Par construction,
Tb(W
u(P lt0)∩N) et Tb(W s(gP kt0)∩N) n’ont pas de direction commune, situation qui se propage
le long de ` par le flot de ξ˜0 ; on a donc TxW
u(P lt0) ∩ TxW s(gP kt0) = Tx` pour tout x ∈ ` ; le
pseudo-gradient ξt0 est bien dans G
1
L, vu que le u-enroulement de ` ve´rifie u(g) > −L, et la









Mise sous forme normale
3.1 Pre´paration des chemins
3.1.1 Mise en e´volution normale
De´finition 3.1.1. Un chemin (αt)t∈[0,1] est dit d’e´volution normale si
– il est ge´ne´rique,
– tout temps de naissance pre´ce`de tout temps d’e´limination.
Notation 3.1.2. Pour un chemin ge´ne´rique, (αt)t∈[0,1] l’ensemble des instants singuliers S ou`
αt n’est pas Morse, est la re´union de deux ensembles finis disjoints N,E de l’intervalle [0, 1] qui
correspondent respectivement aux instants de naissance et d’e´limination. On note par
tN := maxN et tE := minE .
Pour un chemin d’e´volution normale on a tN < tE et on appelle respectivement
– intervalle des naissances l’intervalle [0, tN ] ,
– intervalle des e´liminations l’intervalle [tE, 1] et
– intervalle de Morse l’intervalle ]tN , tE[ .
Voyons comment se ramener a` une situation d’e´volution normale :
Lemme 3.1.3. (dim(M) > 1) Tout chemin ge´ne´rique (αt)t∈[0,1] se de´forme, a` extre´mite´s fixes,
en un autre (νt)t∈[0,1] d’e´volution normale.
De´monstration. L’argument fondamental de la preuve repose sur le fait que si la dimension de
la varie´te´ est assez grande (dim(M) > 1), on peut de´placer a` gauche les instants de naissance.
La version fonctionnelle de ce lemme se trouve dans [Lau1, Lemma 2.4].
Munissons (αt)t∈[0,1] de primitives (ht)t∈[0,1]. En utilisant les notations de 3.1.2, on de´finit
l’ensemble fini d’instants ∆α := {t ∈ N | t > tE} . Si ]∆α = 0, la famille (αt)t∈[0,1] est de´ja`
d’e´volution normale. Sinon, il suffit d’appliquer ]∆α fois le proce´de´ que l’on explique ci-dessous
dont l’effet et de re´duire le cardinal de ∆α d’une unite´.
Prenons un t1 ∈ ∆α et appelons b1 ∈ Z(αt1) le ze´ro de naissance. Par le the´ore`me 2.2.12,
il existe un ε > 0 assez petit tel que (αt)t∈[t1−ε,t1+ε] est un chemin de naissance centre´ en t1.
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Prenons un temps t0 ve´rifiant ε < t0 < tE. Appelons (Ct)t∈[t1−ε,t1+ε] la famille de cylindres qui
mode`le le chemin de naissance. On choisit deux points de [0, 1]× M˜ :
– un K = (t0 − ε, x) tel que x ∈ M˜ r Crit(ht0−ε) et
– un L = (t1 − ε, y) tel que y est a` l’inte´rieur du cylindre Ct1−ε.
Comme [0, 1]× M˜ est connexe et de dimension n+ 2, la sous-varie´te´
T :=
{
(t, Pt) ∈ [0, 1]× M˜
∣∣∣ Pt ∈ Crit(ht)}
de dimension 1 ne peut pas de´connecter [0, 1]× M˜ de`s que n+ 2 > 2. Or n+ 1 = dim(M) > 1




r T est connexe. Nous pouvons ainsi trouver un chemin





t 7−→ (t, xt)
allant de K a` L dont la deuxie`me coordonne´e, que l’on note par xt, est un point re´gulier de ht.
On remarque qu’a` chaque fois que l’on se donne un point re´gulier x d’une primitive h de α, on
peut trouver un cylindre C contenant x, adapte´ a` α et feuillete´ en disques par les niveaux de h.
Autrement dit, α|pi(C) est semi-conjugue´e a` F−ε, l’extre´mite´ initiale d’un mode`le de naissance
centre´ en 0 au sens de 2.2.9. On choisit en conse´quence une famille de cylindres (Ct−ε,0)t∈[t0,t1]
tels que pour tout t ∈ [t0, t1] la 1-forme αt−ε|pi(Ct−ε,0) est semi-conjugue´e a` Ft−ε, l’extre´mite´
initiale d’un mode`le de naissance centre´ en t. On applique la partie 2 du the´ore`me 2.2.13 aux
donne´es suivantes :
– le chemin de 1-formes munies de cylindres (αt−ε, Ct−ε,0)t∈[t0,t1],
– le chemin de naissance (βt1−ε,s)s∈[0,2ε], ou` βt1−ε,s := αt1−ε+s .
On trouve ainsi pour tout t ∈ [t0, t1] un chemin de naissance muni des cylindres (βt−ε,s, Ct−ε,s)s∈[0,2ε]
centre´ en t et issu de αt−ε. La famille a` deux parame`tres de 1-formes (βt−ε,s)(t,s)∈[t0,t1]×[0,2ε] res-
treinte aux cylindres associe´s ne contient que des ze´ros de type Morse et de type naissance.
Le diagramme de la figure 3.1 repre´sente dans l’espace de parame`tres sa position relative a` la




t0 − ε t1 − ε
s





Figure 3.1 – Trace de la famille (βt−ε,s)(t,s)∈[t0,t1]×[0,2ε] restreinte aux cylindres associe´s.
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On de´finit la famille (νt)t∈[0,1] comme suit :
νt =

αt si t ∈ [0, t0 − ε]
βt0−ε,t−(t0−ε) si t ∈ [t0 − ε, t0 + ε]
βt−2ε,2ε si t ∈ [t0 + ε, t1 + ε]
αt si t ∈ [t1 + ε, 1]
La famille (αt)t∈[t0−ε,t1+ε] parcourt le coˆte´ infe´rieur puis le coˆte´ droit du carre´ de la figure 3.1
tandis que la famille (νt)t∈[t0−ε,t1+ε] parcourt le coˆte´ gauche puis le coˆte´ supe´rieur du meˆme
carre´. Les temps de naissance de (νt)t∈[0,1] sont (N r {t1}) ∪ {t0} et ceux d’e´limination n’ont
pas change´. Ainsi le sous-ensemble des temps de naissance poste´rieurs a` une e´limination de ν•
ve´rifie ∆ν = ∆α r {t1}. Dans la figure 3.2 on repre´sente les graphiques de Cerf-Novikov de deux
chemins (αt)t∈[0,1], (νt)t∈[0,1] ainsi que d’un autre chemin interme´diaire, tous les trois associe´s a`






































t′ ∈ ]t0, t1[
Figure 3.2 – Graphiques de Cerf-Novikov de trois chemins associe´s au proce´de´ de mise en
e´volution normale.
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Remarque 3.1.4. Un proce´de´ analogue a` celui du lemme pre´ce´dent 3.1.3 permet de de´placer
les instants d’e´limination a` droite.
3.1.2 E´limination des centres
De´finition 3.1.5. Un ze´ro p d’une 1-forme α est dit centre si son indice est extre´mal (ind(p) ∈
{0, n+ 1}).
De´finition 3.1.6. Soit α une 1-forme de Morse e´quipe´e d’une primitive h de pi∗α et de releve´s
B∗ des ze´ros Z(α). Soit C ∈ B0 un releve´ d’un centre c d’indice 0 de α. On dit qu’un point
critique D d’indice 1 de h est une selle connectante pour C s’il ve´rifie les conditions suivantes :
1. le point D est au-dessus de C ; appelons δ := h(D)− h(C) > 0.
2. Il existe un L > δ et un pseudo-gradient ξ de α qui est L-transverse pour les releve´s B∗
tels que
(a) une et une seule des deux se´paratrices de D descend jusqu’a` C (il n’y a qu’une liaison
allant de D a` C) ,
(b) aucun autre point critique D′ d’indice 1 strictement en dessous de D ne ve´rifie la
dernie`re condition.
Lemme 3.1.7. Dans le contexte de la de´finition 3.1.6, C admet une selle connectante.
De´monstration. E´quipons α avec un pseudo-gradient Morse-Smale note´ ξ. Le couple (ξ, B∗)
est en particulier L-transverse pour tout L > 0. On rappelle que nous avons un morphisme
de Λ−u-modules ∂
ξ
1 : C1(α) → C0(α) provenant de la diffe´rentielle ∂ξ∗ de 2.1.30. Supposons




D ∈ Crit(h) ∩ h−1(]h(C),+∞[)
∣∣∣∣ D ∈ W s(C)ind(D) = 1
}
.
Si S = ∅, on a clairement C /∈ Im(∂ξ1). Si par contre S 6= ∅, on peut prendre ν := inf h(S)
du fait qu’il s’agit d’une partie non-vide de R qui est minore´e par h(C). Il y a force´ment un
D ∈ S tel que h(D) = ν, vu que les ensembles des longueurs des liaisons L(d′, c), d′ ∈ pi(B1)
sont discrets : les ensembles de liaisons LL(d′, c) de longueur infe´rieure ou e´gale a` L > 0 (voir
2.1.18) sont finis pour tout L > 0 et pour tout couple de ze´ros (d′, c) tels que ind(d′) = ind(c) + 1
quand ξ est Morse-Smale, cas particulier de [Lat, Prop. 2.11].
Le point critique D a de´ja` une se´paratrice allant vers C. Par de´finition de ν, il n’y a pas
d’autre point critique d’indice 1 en dessous de D lie´ a` C ; comme on a suppose´ que C n’admet pas
de selle connectante, la seule possibilite´ qui reste a` D est d’avoir sa deuxie`me se´paratrice allant
vers C. Soit g := g(D) ∈ pi1M tel que D′ := gD ∈ B1. L’incidence 〈D′, C〉ξ est dans {0,±2g}, en
fonction des signes des se´paratrices allant de D a` C. On peut re´pe´ter l’argument avec S r {D}.
Dans tous les cas on trouve que C /∈ Im(∂ξ1), en particulier parce que 1 /∈ (2Z[pi1M ],+). Nous
aurions ainsi 0 6= [C] ∈ H0(M,−u), contradiction avec le fait que ce groupe d’homologie de
Novikov est nulle de`s que u 6= 0.
3.1 Pre´paration des chemins 65
Lemme 3.1.8. Soit α une 1-forme de Morse et soit C un releve´ d’un centre d’indice 0 de selle
connectante D. Il existe un chemin ge´ne´rique (αt)t∈[0,1] commenc¸ant en α qui ne traverse la
strate des naissances/e´liminations qu’a` un seul instant, et qui re´alise l’e´limination du couple de
ze´ros de α associe´ a` (D,C).
De´monstration. Prenons h un primitive de α, B∗ un ensemble de releve´s des ze´ros de α contenant
C et soit ξ un pseudo-gradient L-transverse comme dans 3.1.6, en particulier L > h(D)− h(C).
La varie´te´ instable de D a deux se´paratrices : une et une seule qui tend vers C que l’on note
par ` et une deuxie`me que l’on note par `′. Si `′ ne descend pas inde´finiment, elle tend vers un
minimum local C ′ de h diffe´rent de C.
Montrons que si h(C ′) > h(C) on a que C ′ n’est pas dans la pi1M -orbite de C. En effet, s’il
existe un g ∈ pi1M tel que C ′ = gC, nous avons que u(g) > 0 du fait que h(C ′) = u(g) + h(C).
Par pi1M -e´quivariance, nous avons la se´paratrice g
−1`′ du point critique g−1D d’indice 1 qui
tend vers C = g−1C ′. Nous avons les ine´galite´s h(D) > h(g−1D) > h(C), la premie`re du fait que
u(g−1) < 0 et la deuxie`me du fait qu’il y a une liaison de g−1D vers C. Les dernie`res ine´galite´s
des valeurs critiques de h contredisent la proprie´te´ (2b) de 3.1.6 que D doit ve´rifier du fait
qu’elle est une selle connectante pour C.
Il y a donc aucune obstruction a` faire descendre de fac¸on pi1M -e´quivariante les valeurs des
minima locaux de h ; ainsi, si h(C ′) > h(C), on peut faire descendre la valeur de C ′ sans que
celle de C ne descende pour se placer dans la situation h(C ′) < h(C). L’adhe´rence de la varie´te´
stable de C peut contenir des points critiques de h qui sont strictement en dessous de D, mais
l’ensemble
∆ := W s(C) ∩ h−1(]−∞, h(D)[) ∩ Crit(h)
est fini graˆce au fait que ξ est L-transverse et que L > h(D)− h(C). Appelons m := minh(∆r
{C}) > h(C). On trouve ainsi un 0 < ε < m− h(C) et un arc ferme´ I plonge´ dans W u(D) dont
les extre´mite´s sont au niveau de h(C) + ε. On peut ainsi appliquer le lemme de descente 2.2.34
pour situer la valeur de D a` la hauteur h(C) + ε. On peut prendre ε suffisamment petit pour
que l’on puisse trouver un voisinage compact U de W u(D) ∩ h−1([h(C)− ε,+∞[) tel que pi|U
soit injective. Le couple (h, ξ)|U ve´rifie ainsi les hypothe`ses de [Lau1, Lemma 2.7] et graˆce a`
l’injectivite´ de pi|U nous pouvons appliquer le lemme d’e´limination standard de Morse de fac¸on
pi1M -e´quivariante et on obtient une famille de primitives (ht)t∈[0,1] commenc¸ant en h0 = h dont
la famille de 1-formes (αt)t∈[0,1] associe´e est celle que l’on cherchait.
Lemme 3.1.9. Soit (αt)t∈[0,1] un chemin de 1-formes de Morse muni de primitives (ht)t∈[0,1].
Supposons que la famille de selles connectantes (Dt)t∈[0,1] pour le brin de minima locaux (Ct)t∈[0,1]
de (ht)t∈[0,1] soit continue par rapport au parame`tre t. Alors, pour tout ε > 0, le chemin (αt)t∈[0,1]
se de´forme a` extre´mite´s fixes en un autre (βt)t∈[0,1] tel que
– ]Z(αt) = ]Z(βt) pour tout t ∈ [0, ε[∪ ]1− ε, 1],
– βε, β1−ε pre´sentent respectivement un ze´ro d’e´limination et de naissance d’indice 0,
– le couple de ze´ros (Dt, Ct) disparaˆıt lors de la de´formation pour tout t ∈ ]ε, 1− ε[.
De´monstration. Prenons un e´quipement L-transverse (ξt)t∈[0,1] pour (αt)t∈[0,1] ou` on prend
L > maxt∈[0,1] ht(Dt)− ht(Ct). Pour un instant t ge´ne´rique, on est dans la situation du lemme
3.1.8 : les varie´te´s W s(Ct) et W
u(Dt) s’intersectent transversalement le long d’une seule orbite
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`t et on peut supposer que `
′
t, l’autre se´paratrice de Dt descend en dessous du niveau de Ct.
Cependant, il y a une quantite´ fini d’instants (tj)
N
j=1 ou` ξtj a une liaison L-e´le´mentaire au sens
de 2.2.26 : il existe un couple de ze´ros de meˆme indice i relie´s par la liaison ` d’enroulement
g tel que u(g) ≥ −L. L’obstruction a` e´liminer Dt avec Ct est la pre´sence d’un point critique
D′t ∈ W u(Dt) ∩ h−1t (]h(Ct),+∞[) d’indice 1. Il n’y a ainsi que deux situations qui empeˆchent a











Cas 1 : Cas 2 :
Figure 3.3 – Situations possibles ou` un point critique D′τ d’indice 1 peut se trouver dans
W u(Dτ ) pour un temps τ avec liaison L-e´le´mentaire.
Dans les deux cas, l’instant τ est parmi la collection finie de temps (tj)
N
j=1 ou` ξt a une liaison
L-e´le´mentaire, et la liaison ˜` releve´e de ` et partant de Dτ co¨ıncide avec la se´paratrice `′τ de Dτ
qui ne tend pas sur Cτ , ceci du fait qu’il n’y a que deux liaisons qui partent d’un point critique
d’indice 1 et la liaison `τ est pie´ge´e dans W
s(Cτ ) par hypothe`se.
Premier cas : D′τ ∈ W s(Cτ ). Il est facile de se convaincre que ce cas ne survient pas : pour
certains temps t proches de τ , la se´paratrice `′t de Dt tend aussi vers Ct. Le point critique Dt
d’indice 1 ne peut pas eˆtre une selle connectante pour Ct en conse´quence.
Deuxie`me cas : D′τ /∈ W s(Cτ ). Montrons que l’on peut faire descendre la valeur de D′t en
dessous de celle de Ct. On scinde l’e´tude en deux sous-cas.





τ ) > hτ (Cτ ). Graˆce au lemme 2.2.34, on peut faire descendre, de fac¸on pi1M -
e´quivariante, la valeur de D′τ au niveau de h(Cτ ) − ε, ou` 0 < ε < hτ (Dτ ) − hτ (D′τ ) est
assez petit. En particulier, meˆme si Dτ et D
′
τ de´finissent la meˆme pi1M -orbite, ce qui
entraine la descente de la valeur de Dτ , celle-ci est toujours au dessus de Cτ par le controˆle
sur ε. Voir la figure 3.4.
2. Supposons qu’il y a une se´paratrice `′′τ de D
′





τ ) > hτ (Cτ ). Ce minimum ne peut pas eˆtre dans la pi1M -orbite de Cτ , puisque pour
certains t assez proches, on verrait la se´paratrice `′t de Dt tendre vers C
′
t, et on a de´ja`
de´montre´ dans 3.1.8 que des telles liaisons ne peuvent pas exister. On n’a ainsi aucune
obstruction a` faire descendre le minimum C ′t autant que l’on veut sans que la valeur de Ct
ne descende. On s’est place´ dans le premier sous-cas.
La pre´sence d’une liaison de type 1
/
1 n’est ainsi pas un obstacle pour e´liminer les couples















Si D′τ ∈ pi1M · {Dτ}
Si D′τ /∈ pi1M · {Dτ}
Figure 3.4 – Descente du niveau de D′τ selon le cas.
(Dt, Ct) pour des t vivant dans n’importe quelle sous-intervalle de [0, 1]. Une fois que nous avons
fait descendre localement les valeurs des e´ventuels D′τ en dessous du niveau des Cτ , on peut
trouver un δ > 0 et une famille de voisinages compacts Ut de W u(Dt)∩h−1t ([ht(Ct)−δ,+∞[) tels
que pi|Ut soit injective, et ce pour tout t ∈ [ε, 1−ε]. Les couples (ht, ξt)|Ut ve´rifient les hypothe`ses
de [Lau1, Lemma 2.7] ; on applique ledit lemme a` parame`tre de fac¸on pi1M -e´quivariante. Ceci
permet de trouver facilement la famille (βt)t∈[0,1] annonce´e.
Remarque 3.1.10. La de´finition 3.1.6 et les lemmes 3.1.7, 3.1.8 et 3.1.9 admettent une version
adapte´e pour les centres d’indice n+ 1.
Proposition 3.1.11. Tout chemin ge´ne´rique (αt)t∈[0,1] dont les extre´mite´s sont sans centre se
de´forme, a` extre´mite´s fixes, en un autre chemin ge´ne´rique (βt)t∈[0,1] ou` βt est sans centre pour
tout t ∈ [0, 1].
De´monstration. On traite les centres d’indice 0. Prenons des primitives (ht)t∈[0,1] ainsi qu’un
choix continu de releve´s (Bt)t∈[0,1] pour (αt)t∈[0,1]. Montrons que le chemin de 1-formes base´es
(αt, Bt)t∈[0,1] se de´forme a` extre´mite´s fixes en un autre (α′t, B
′
t)t∈[0,1] ve´rifiant les proprie´te´s
suivantes :
1. le chemin (α′t)t∈[0,1] est d’e´volution normale,
2. les naissances d’indice i > 0 pre´ce`dent les naissances d’indice 0,
3. les e´liminations d’indice 0 pre´ce`dent les e´liminations d’indice i > 0,
On de´signe par s ≥ 0 le nombre de naissances d’indice 0 de (αt)t∈[0,1]. Si s = 0 on n’a rien a`
faire. Appelons t0, t2 les instants respectifs de la premie`re naissance et de la premie`re e´limination
d’indice 0 ; comme α0 et α1 n’ont pas de centre, nous avons force´ment un nombre d’e´liminations
d’indice 0 e´gal a` s et clairement t0 < t2.
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Nous parvenons a` (α′t)t∈[0,1] par application du lemme 3.1.3 ou` on choisit d’abord les nouveaux
instants de naissance d’indice i tous dans
– l’intervalle ]0, t0[ si i > 0 ,
– l’intervalle [t0, t2[ si i = 0.
Ensuite, si t1 de´signe l’instant de la dernie`re e´limination d’indice 0 (t2 ≤ t1), on de´place les
instants d’e´limination d’indice i > 0 a` droite tous dans l’intervalle ]t1, 1[ , voir la remarque 3.1.4.
On arrive a` une famille (α′t)t∈[0,1] ve´rifiant les conditions e´nonce´es ci-dessus.
Soit ε tel que l’intervalle [t0− ε, t1 + ε] ne contienne pas des naissances/e´liminations d’indice
i > 0. De´crivons une de´formation a` extre´mite´s fixes de la famille (α′t)t∈[t0−ε,t1+ε] en une autre
(α
(1)
t )t∈[t0−ε,t1+ε] qui a la proprie´te´ de contenir s − 1 naissances d’indice 0, tout en restant
d’e´volution normale.
On note toujours (ht)t∈[0,1] des primitives associe´s a` (α′t)t∈[0,1]. Soit t
′
0 ∈ [t0, t1] un des instants
de naissance. Appelons n1 le ze´ro de naissance d’indice 0 de αt′0 . Le choix de releve´s (B
′
t)t∈[0,1]
de´termine un seul point critique de naissance N1 ∈ Bt′0 et un chemin (Ct), t ∈ ]t′0, t′1[ de minima
locaux des primitives, ou` t′1 ≤ t1 est l’instant de l’e´limination du brin des (Ct). Graˆce au
lemme 3.1.7 on sait que nous pouvons associer une selle connectante Dt a` chaque Ct, dont la
valeur critique ht(Dt) varie continuˆment ; cependant les valeurs critiques associe´es a` deux points
critiques de meˆme indice d’un chemin ge´ne´rique de fonctions (ht)t∈[0,1] se croisent une quantite´
finie de fois, rien n’assure la continuite´ de la famille des selles connectantes Dt, t ∈ ]t′0, t′1[ par
rapport au temps comme le montre la figure 3.5 : deux selles connectantes D1τ , D
2
τ peuvent










t < τ t = τ t > τ
Figure 3.5 – Graphes a` trois instants d’une famille ge´ne´rique ht : [0, 1]→ R, t ∈ [τ − ε, τ + ε].
Soient (τj)
r
j=1 ⊂ ]t′0, t′1[ les instants ou` (Ct) admet deux selles connectantes. Posons L >
maxt∈[t′0,t′1] ht(Dt)−ht(Ct) > 0, et prenons un e´quipement L-transverse (ξ′t)t∈[0,1] pour (α′t, B′t)t∈[0,1].
On remarque que pour les temps t dans un intervalle de ∆ := ]t′0, t
′
1[r(τj)rj=1 on peut suivre
continuˆment la selle connectante (Dt) et pas seulement son niveau. On peut ainsi appliquer le
lemme 3.1.9 dans n’importe quel sous-intervalle de ∆.
E´tudions la situation aux instants singuliers {t′0, τ1, . . . , τr, t′1}. Pour des temps t > t′0 assez
proches, la selle connectante est donne´e par le releve´ Dt ∈ Bt : ceci re´sulte du fait qu’il existe




Il se peut que r = 0 ; dans ce cas on peut suivre continuˆment une selle connectante Dt




1[ et en particulier leurs brins se rencontrent en un meˆme point
critique d’e´limination d’indice 0 note´ E1. Nous pouvons appliquer le lemme 3.1.9 a` la famille
(α′t)t∈[t′0+ε,t′1−ε] et au couple cite´ (Dt, Ct) : on trouve ainsi une famille (α
′′
t )t∈[0,1] de meˆmes
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extre´mite´s que l’originale et qui n’a varie´ que dans l’intervalle [t′0 + ε, t
′
1− ε] et dont le graphique
de Cerf-Novikov associe´ aux points critiques concerne´s a varie´ comme dans la figure 3.6. On












Figure 3.6 – Portions des graphiques de Cerf-Novikov concernant le brin de centres (Ct) avant
et apre`s appliquer le lemme 3.1.9 a` la famille (α′t)t∈[t′0+ε,t′1−ε].
Les le`vres qui sont apparues sont triviales du fait que α′t′0+ε, α
′
t′1−ε e´taient les extre´mite´s
respectives d’un mode`le de naissance et d’un mode`le d’e´limination d’indice 0 : pour la le`vre a`
gauche on trouve un δ > 0 tel que pour tout t ∈ ]t′0, t′0 + 2ε[ l’ensemble Vt des point d’adhe´rence
de W u(Dt) ∩ h−1t ([h(Ct) − δ,+∞[) ne rencontre Crit(ht) qu’en Dt et Ct. La projection pi est
injective quand on la restreint a` Vt et on peut prendre, pour tout t ∈ ]t′0, t′0 + 2ε[ , des voisinages
tubulaires Ut de Vt dans M˜ suffisamment ou` pi reste injective tels que Ut ∩ Crit(ht) = {Dt, Ct}.
On peut ainsi appliquer de manie`re pi1M -e´quivariante le lemme [Lau1, Lemma 2.8] a` la famille
(ht|Ut)t∈[t′0−ε,t′0+3ε], dont la famille de primitives re´sultante (h
(1)
t )t∈[t′0−ε,t′0+3ε] induit la famille des
1-formes (α
(1)
t )t∈[t′0−ε,t′0+2ε] que l’on cherchait dans l’intervalle [t
′
0 − ε, t′0 + 3ε]. On e´limine de
fac¸on analogue la le`vre a` droite, ce qui permet de conclure dans le cas r = 0.
Si r > 0, conside´rons τ1 le premier instant ou` Ct pre´sente deux selles connectantes. Notons
par τ2 le temps accidentel qui suit τ1, on a e´ventuellement τ2 = t
′
1. Notons aussi D
1
t , t ∈ ]t′0, τ1]
et D2t , t ∈ [τ1, τ2[ les selles connectantes des (Ct), t ∈ ]t′0, τ2[. Prenons ε′ > 0 aussi petit que l’on
veut. On peut supposer que t′0 = τ1− ε′ quitte a` utiliser le lemme 3.1.9 pour e´liminer les couples
(D1t , Ct) pour des temps t dans le sous-intervalle ]t
′
0 + 2ε
′, τ1 − ε′[ de ∆ puis l’e´limination de
la le`vre triviale qui apparaˆıt dans l’intervalle [t′0, t
′
0 + 2ε
′] d’une fac¸on analogue a` comment on
a fait dans le cas r = 0. On produit l’e´limination des couples (D2t , Ct) pour des temps t dans
le sous-intervalle ]τ1 + ε
′, τ2 − ε′[ de ∆ de nouveau a` l’aide du lemme 3.1.9. Les graphiques de
Cerf-Novikov associe´s a` la de´formation de´crite sont comme dans la figure 3.7.
Remarquons que le brin qui corresponde aux selles connectantes D2t n’est pas force´ment
constitue´ des releve´s Bt choisis ; on repre´sente en conse´quence ce brin en pointille´. On voit une









tendent pas sur Ct descendent en dessous du niveau de Ct graˆce a` l’argument que nous avons
de´ja` utilise´ dans 3.1.8 : si `1t ne descend pas inde´finiment, alors elle tend vers une minimum C
′
t ;
mais si ce minimum est au dessus de Ct, on a montre´ qu’il ne peut pas eˆtre dans la pi1M -orbite
de Ct et on peut le faire descendre en dessous de Ct, et ce pour tout t ∈ ]τ1 − ε′, τ1 + ε′[.
On peut ainsi trouver un δ′ > 0 tel que l’adhe´rence de (W u(D1t ) ∪W u(D2t )) ∩ h−1([ht(Ct)−
δ′,+∞[) est un arc ferme´ que l’on note par It et qui est se´pare´ en deux par Ct. On peut trouver






τ1 τ2 τ2 − ε′t′0 = τ1 − ε′ τ2τ1 + ε′
N1
t′0 t′0 + 2ε




Figure 3.7 – E´volution des graphiques autour d’un premier temps t = τ1 de compe´tition de
selles connectantes lors des modifications de´crites.
des voisinages tubulaires Ut des arcs It dans M˜ ne rencontrant Crit(ht) qu’en les points concerne´s
par la queue d’aronde et tels que la restriction de pi a` Ut est injective. Le lemme [Lau1, Lemma
2.6] s’applique a` la famille (ht|Ut)t∈[τ1−ε′,τ1+ε′] de fac¸on pi1M -e´quivariante. La famille de 1-formes
re´sultante ne pre´sente plus le brin d’indice 0 correspondant aux Ct, t ∈ ]τ1 − ε′, τ1 + ε′[, et son
graphique de Cerf-Novikov est comme dans 3.8.
τ2 − ε′ τ2τ1τ2 − ε′τ1 − ε′ τ2τ1 + ε′
Figure 3.8 – E´limination d’une queue d’aronde descendante d’indice 0.
On trouve ainsi un chemin de 1-formes dans l’intervalle [t′0 − ε, τ1 + ε] toujours avec s
naissances d’indice 0 mais ou` r a diminue´ d’une unite´. On se rame`ne ainsi a` la situation r = 0
qui a de´ja` e´te´ e´tudie´e.
Une application re´pe´te´e de ce proce´de´ permet de conclure. Les centres d’indice n + 1
s’e´liminent d’une fac¸on analogue a` l’aide des versions correspondantes des lemmes 3.1.7, 3.1.8 et
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3.1.9 (voir remarque 3.1.10).
3.1.3 L-inde´pendance
Nous voulons  un bon comportement  des varie´te´s invariantes aux instants de naissance et
d’e´limination. On veut que les varie´te´s invariantes du ze´ro de naissance/e´limination intersectent
le moins possible une varie´te´ invariante quelconque. Pour ce faire, on introduit la L-inde´pendance
ci-dessous.
De´finition 3.1.12. Soit (ξ, B) un pseudo-gradient base´, P ∈ B et soit L ≥ 0.
On de´finit l’ensemble de L-de´pendance de P par :
IL(P ) :=
{
gQ ∈ (pi1M ·B)r {P} ∣∣∣∣ gQ ∈ W u(P ) ∪W s(P )|u(g)| ≤ L
}
⊆ M˜
On dit que P est L-inde´pendant si son ensemble de L-de´pendance est vide. De meˆme, on dit
que p = pi(P ) ∈ Z(ξ) est L-inde´pendant si son releve´ P l’est.
Pour mieux comprendre la notion de L-inde´pendance, on scinde la de´finition en deux parties :
De´finition 3.1.13. Soit (ξ, B) un pseudo-gradient base´, P ∈ B et soit L ∈ R.
On de´finit l’ensemble de L−-de´pendance de P par :
I−L (P ) :=
{
gQ ∈ (pi1M ·B)r {P} ∣∣∣∣ gQ ∈ W u(P )|u(g)| ≤ L
}
⊆ M˜
ainsi que l’ensemble de L+-de´pendance de P par :
I+L (P ) :=
{
gQ ∈ (pi1M ·B)r {P} ∣∣∣∣ gQ ∈ W s(P )|u(g)| ≤ L
}
⊆ M˜
On dit que P , est L±-inde´pendant si son ensemble de L±-de´pendance est vide. On dira pareil du
ze´ro p = pi(P ).
La notion de L-inde´pendance pour p, un ze´ro d’une 1-forme, de´pend du choix des releve´s B.
On veut que cette notion de´crive la situation ou` il n’y a pas de liaison  courte  qui arrive a`
ou part de p. Plus pre´cise´ment qu’il n’y ait pas de liaison concerne´e avec p de u-enroulement
supe´rieur a` −L. Cependant si on prend un L trop petit para rapport a` la taille, on peut se
trouver avec la situation de´crite dans la figure 3.9, ou` B = {P,Q} de´signent les releve´s de deux
ze´ros d’indice conse´cutif de α, et ξ est un pseudo-gradient Morse-Smale pour α.
Pour le L > 0 choisi, P est L-inde´pendant, ce qui n’empeˆche pas la pre´sence de la liaison
courte `. Ceci se re`gle on conside´rant des longueurs L au moins aussi grandes que la taille
associe´e au choix des releve´s B :
Lemme 3.1.14. Soit P ∈ B et notons p = pi(P ). Si L ≥ TB, ou` TB de´signe la taille associe´e
aux releve´s B, nous avons que p est respectivement















Figure 3.9 – Situation ou` P est L-inde´pendant, ou` L est infe´rieur a` la taille T .
1. L−-inde´pendant si et seulement s’il n’y a aucune liaison qui part de p de u-enroulement
supe´rieur a` −L.
2. L+-inde´pendant si et seulement s’il n’y a aucune liaison qui arrive a` p de u-enroulement
supe´rieur a` −L.
3. L-inde´pendant si et seulement s’il n’y a aucune liaison concerne´e avec p de u-enroulement
supe´rieur a` −L.
De´monstration. Il est clair qu’un ze´ro est L-inde´pendant si et seulement s’il est (L+, L−)-
inde´pendant. Supposons que p est L−-inde´pendant et conside´rons un liaison ` ∈ L(p, q). L’en-
roulement g de ` ve´rifie ainsi |u(g)| > L. Mais u(g) > L est impossible car dans ce cas on
aurait
0 < L(`) = h(P )− h(Q)− u(g) < T − L ≤ 0 .
On de´duit alors que u(g) < −L, et ce pour l’enroulement de toute liaison qui part de P . La
L+-inde´pendance se traite de la meˆme fac¸on.
Remarque 3.1.15. Une condition ge´ome´trique e´quivalente, mais moins ad hoc pour que P
soit L−-inde´pendant quand L ≥ T est que la varie´te´ instable tronque´e W uLp,B(p) soit un disque
ferme´ et plonge´ dans M , ou` Lp,B := minQ∈B h(P )− h(Q) + L : seulement une liaison ` partant
de p peut faire qu’une troncature W uH(p) de la varie´te´ instable de p ne soit pas un disque plonge´,
mais une telle liaison a longueur L(`) = h(P ) − h(Q) − u(g) > h(P ) − h(Q) + L, la dernie`re
ine´galite´ graˆce au lemme 3.1.14. On sait ainsi que la troncature W uH(p) est un disque ferme´ et
plonge´ dans M , ou` H est la plus petite des valeurs h(P )− h(Q) + L quand Q ∈ B.
Voyons que nous pouvons rendre L-inde´pendants les ze´ros de naissance des chemins ge´ne´riques
de 1-formes L-e´quipe´es :
Lemme 3.1.16. Soit (αt)t∈[0,1] une famille ge´ne´rique a` un parame`tre, ne contenant qu’une
1-forme de type naissance en t = 1
2
, munie d’un e´quipement L-transverse (ξt, Bt)t∈[0,1] au sens
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de la de´finition 2.2.31. Notons par b 1
2
le ze´ro de naissance.
On suppose que (αt)t∈[0,1] est sans centres ; alors il existe un e´quipement L-transverse (ξ˜t, B˜t)t∈[0,1]
ve´rifiant :
1. B• = B˜• ;
2. ξ˜• est C0-proche de ξ• ;




) est L-inde´pendant pour ξ˜ 1
2
.
De´monstration. Remarquons d’abord que si q de´signe un ze´ro de Morse de αt, t ∈ [0, 1] quel-
conque, on a ind(q) 6= 0, n+1 du fait que (αt)t∈[0,1] est sans centres. Ne´cessairement ind(b 1
2
) 6= 0, n.
On ne se soucie que de la L−-inde´pendance. Appelons B ∈ B 1
2
le releve´ de b 1
2
. On aurait fini
si l’ensemble de L−-de´pendance de B e´tait vide, autrement dit si W u(B) ∩W s(gQ) = ∅ pour
tout Q ∈ B 1
2
et g ∈ pi1M tel que u(g) ≥ −L, a` exception du couple Q = B, g = 1. En principe
la L-transversalite´ nous dit seulement que ces intersections sont transverses et e´ventuellement
non-vides pour un nombre fini de tels g ∈ pi1M .
Notons i := ind(B) et j := ind(P ). Dans tous les cas W s(gQ) est de codimension j, meˆme si
Q = B qui n’est pas de Morse. La dimension de la varie´te´ instable W u(B) est i + 1. Ainsi si
j > i + 1, ces varie´te´s ont intersection vide, ce qui arrive aussi quand j = i + 1, puisqu’elles
devraient se rencontrer dans une varie´te´ de dimension 0, mais en tant qu’espaces de trajectoires,
leur dimension doit eˆtre au moins 1. Nous pouvons ainsi ignorer les Q ∈ B 1
2
tels que j > i.
Notons par I−L (B) l’ensemble de L
−-de´pendance de B associe´ au champ ξ 1
2
dans le sens
de 3.1.13. Du fait que l’action de pi1M sur le reveˆtement universel est totalement discontinue,
on trouve un voisinage ouvert U˜ de B tel que U˜ ∩ (pi1M · {B}) = {B}, en particulier on a
U˜ ∩ I−L (B) = ∅ ; on peut aussi exiger que U˜ ∩ gU˜ = ∅ pour tout g 6= 1 ∈ pi1M . Ainsi, la
transformation que nous allons de´crire dans U˜ se projette bien dans U := pi(U˜) ⊆ M par
pi1M -invariance. Par le the´ore`me 2.2.12, il existe un ε









+ε′] que nous pouvons
supposer contenus dans U˜ . Quitte a` faire un autre choix de primitives, qui ne diffe`rerait que
d’une constante additive ct pour chaque t ∈ [0, 1], on peut supposer que h 1
2
(B) = 0 . Toujours
en se focalisant sur le temps de naissance t = 1
2
, on appelle Ls := U˜ ∩ h−11
2
(s).
En e´tudiant la fac¸on dont les pseudo-gradients adapte´s varient autour d’un chemin de
naissance, on sait que W u(B) coupe Ls dans un disque ferme´ D
i
s de dimension i pour tout s < 0







∩W u(B), D = {Dis}s∈[−ε,− ε
2
]




]) ∩ U , que l’on nomme K
et que l’on munit du feuilletage par des n-disques K = {Ks} induit par les niveaux de h 1
2
.
Clairement Dis ⊂ Ks. Notons D±, K± respectivement les disques supe´rieurs/infe´rieurs.
Concentrons l’attention sur le disque D−. Comme ξ 1
2
est L-transverse, chaque gQ ∈ I−L (B)
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de´termine une sous-varie´te´ SgQ de codimension j dans le disque D
− donne´e par SgQ :=





L’ide´e est de  faire fuir S par le bord deD−  : le flot du champ de´termine un diffe´omorphisme,
que l’on appelle entre´e-sortie
Ψξ 1
2
: K+ → K−
On modifie le champ de vecteurs ξ 1
2
dans K de fac¸on que l’on obtient un champ de vecteurs ξ˜
sur M dont l’entre´e-sortie ve´rifie Ψξ˜(D
+) ∩ S = ∅. On aura ainsi disjoint la varie´te´ instable de
B des varie´te´s stables qu’elle rencontrait.
Graˆce aux hypothe`ses, on a j = ind(gQ) > 0, et la codimension de S est strictement positive
dans D−. En particulier, on peut choisir un point x ∈ D− r S, ainsi qu’un disque ferme´ ∆ de
dimension i contenant x et contenu dans D−r S. Appelons γ la trajectoire de ξ 1
2
passant par x.
Elle de´termine un point xs sur chaque feuille Ds de D.
Prenons une fois pour toutes, un diffe´omorphisme ϕ : (D+, x+)→ (Di, 0), ou` Di de´signe le disque
unite´ de Ri. Le flot de´termine aussi des diffe´omorphismes pour chaque feuille ϕs : (Dis, xs)→
(Di, 0).
On conside`re l’homothe´tie du disque de rapport s :
ρs : Di −→ Di
y 7−→ sy
et on prend λ ∈ C∞([−ε,− ε
2
],R) de graphe comme dans la figure 3.10, ou` r de´signe la distance
de x au bord de ∆. Plus pre´cise´ment
r := min {‖ϕ−ε(p)‖ | p ∈ ∂∆} > 0 et 0 < r′ < r.
On de´finit une contraction du cylindre D qui en particulier respecte les niveaux
c : D −→ D
(p, s) 7−→ ϕ−1s (ρλ(s)(ϕs(p)), s)
L’effet de la contraction est repre´sente´ sche´matiquement dans la figure 3.11.
On obtient un champ ξ′ := c∗(ξ 1
2
) sur Im(c). Nous remarquons que ξ′ est toujours adapte´ a` α 1
2
et co¨ıncide avec ξ 1
2
dans un voisinage dans c(D) de D+∪(D− ∩ c(D)) duˆ au fait que la contraction





. On e´tend ξ′ en un pseudo-gradient de α 1
2
sur un petit voisinage de K de
sorte qu’il co¨ıncide avec ξ dans un voisinage de se´curite´ dans K de K+∪K− que l’on appelle Sec.
Soit ω ∈ C∞(M) fonction cloche telle que
1. c∗(− ∂∂xn+1 ) = − ∂∂xn+1







Figure 3.10 – Graphe de λ
a) ω|pi(C) ≡ 1
b) supp(ω) est disjoint d’un voisinage de pi(∂latK) ou` ∂latK := ∂K r (K+ ∪K−)
Prenons V un voisinage de M r int(pi(K)) ve´rifiant V ∩ supp(ω) ⊂ pi(Sec). Avec ces choix, la






(1− ω) · ξ 1
2
+ w · ξ′ ailleurs
Ce champ de vecteurs est toujours adapte´ a` α 1
2
parce que l’espace de pseudo-gradients d’une
1-forme est convexe. De plus ξ˜ est C0-proche de ξ 1
2
, et B est L−-inde´pendant pour ξ˜. Ce faisant,
on a pu perdre la proprie´te´ de L-transversalite´. Cependant, comme la L−-inde´pendance est
clairement C0-ouverte, il suffit se placer dans un C0-voisinageW de ξ˜ de champs L−-inde´pendants













Figure 3.11 – Effet de la contraction
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cherche´.




D en conside´rant la portion des trajectoires de ξt dans K qui commencent en D
+. Ainsi, il existe





+ 2δ] et y ve´rifient toujours la condition d’eˆtre pseudo-gradients pour αt. On peut



































Figure 3.12 – Fonction cloche
Du fait que l’espace G(αt) est convexe pour tout temps t, la famille de champs de vecteurs
ci-dessous est toujours adapte´e a` la famille de 1-formes :
ξ˜t :=
{
ξt, si t /∈ [12 − 2δ, 12 + 2δ]
µ(t) · ξ′t + (1− µ(t)) · ξt, si t ∈ [12 − 2δ, 12 + 2δ]
Comme on n’a pas change´ l’ensemble des ze´ros des champs, on peut prendre B˜t = Bt pour tout t ∈
[0, 1] et on obtient une famille d’e´quipements pour lequel le ze´ro de naissance est L-inde´pendant.
Il suffit maintenant d’approcher (ξ˜t, B˜t)t∈[0,1] par un autre e´quipement L-transverse et de re-
marquer que la L−-inde´pendance est C0-ouverte aussi a` parame`tre pour obtenir un e´quipement
L-transverse ou` b 1
2
est L−-inde´pendant pour ξ˜ 1
2
.
On fait un raisonnement analogue pour obtenir la L+-inde´pendance, en prenant soin de se
placer pre´alablement sur un C0-voisinage de ξ˜ 1
2
constitue´ des champs L−-inde´pendants pour ne
pas perdre cette proprie´te´ lors de la deuxie`me modification.
Remarque 3.1.17. L’e´nonce´ du lemme 3.1.16 qui re´sulte de remplacer  naissance  par
 e´limination  admet une preuve analogue.
Remarque 3.1.18. Appelons ∂latD := ∂D r (D+ ∪D−) ou` D est comme dans le contexte de
la preuve de 3.1.16. En e´tudiant la fac¸on dont les pseudo-gradients adapte´s varient autour d’un
chemin de naissance, on sait que pour des temps assez proches t > 1
2
les releve´s des ze´ros issus
de la naissance {Pt, Qt} d’indices respectifs i+ 1, i ve´rifient
1. D ⊆ W u(Pt) ∪W u(Qt)
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2. Plus pre´cise´ment, D ∩W u(Qt) = ∂latD.
Notons par
IjL(B) := {gQ ∈ IL(B) | ind(Q) = j}




+δ′[ traverse de fac¸on






fois. La premie`re somme correspond a` la modification qui rend le point L−-inde´pendant et mult




] (W u(B) ∩W s(gQ) ∩ L) si ind(Q) = i
] (W u(gQ) ∩W s(B) ∩ L) si ind(Q) = i+ 1
3.1.4 Mise en e´volution L-normale
Une fois que nous avons introduit la notion de L-inde´pendance, on peut produire une version
raffine´e du lemme 3.1.3 pour les chemins ge´ne´riques base´s qui n’ont pas de centre. Il concerne le
choix d’e´quipement.
De´finition 3.1.19. Une famille a` un parame`tre de 1-formes base´es (αt, Bt)t∈[0,1] est dite
d’e´volution L-normale si :
1. la famille (αt)t∈[0,1] est d’e´volution normale,
2. il existe un chemin de champs de vecteurs (ξt)t∈[0,1] tel que la famille (ξt, Bt)t∈[0,1] est un
e´quipement L-transverse de (αt)t∈[0,1] ve´rifiant les conditions suivantes :
a) toute naissance et e´limination est L-inde´pendante et
b) toute liaison L-e´le´mentaire a lieu dans l’intervalle de Morse.
Pour une telle famille, si R de´signe l’ensemble des temps avec une liaison L-e´le´mentaire,
l’intervalle ] max(R), tE[ est appele´ l’ intervalle des pre´-e´liminations. Les matrices de L-incidence
ne varient pas dans cette intervalle ; on les appelle matrices de pre´-e´limination.
Proposition 3.1.20. Soit L ≥ 0. Alors, tout chemin de 1-formes base´es (αt, Bt)t∈[0,1] a`
extre´mite´s non-singulie`res ou` (αt)t∈[0,1] est d’e´volution normale et sans centres 2, se de´forme a`
extre´mite´s fixes en un autre (βt, B˜t)t∈[0,1] toujours sans centres et tel que :
1. le chemin (βt, B˜t)t∈[0,1] est d’e´volution L-normale et
2. les tailles associe´es ve´rifient TB• = TB′• .
2. En particulier, il n’y a pas des ze´ros de naissance d’indices 0 ou n.
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De´monstration. Munissons (αt)t∈[0,1] d’un e´quipement L-transverse (ξt, Bt)t∈[0,1] compatible avec
les releve´s donne´s. Appelons respectivement N = {t1 < . . . < ts = tN} et R les ensembles des
instants de naissance et de liaison L-e´le´mentaire. En particulier on voudrait avoir tN < minR.
Il est clair que t1 < minR vu qu’il ne peut pas y avoir de liaison s’il n’y a pas de point critique.
On applique le lemme 3.1.16 a` (αt)t∈[t1−ε,t1+ε]. On obtient ainsi un e´quipement L-transverse
(ξ˜t, Bt)t∈[0,1] de meˆmes ze´ros que le pre´ce´dent et ou` la naissance en temps t1 est L-inde´pendante.
Des nouvelles liaisons L-e´le´mentaires ont pu apparaˆıtre pour des temps t > t1 (comme explique
la remarque 3.1.18), mais on note l’ensemble des temps de glissement toujours par R. On
explique maintenant un proce´de´ semblable a` celui du lemme 3.1.3, dont l’effet est de produire
une famille (α′t, B
′
t)t∈[0,1] de meˆmes extre´mite´s munie d’un e´quipement (ξ
′
t)t∈[0,1], dont le nouvel
ensemble des temps de glissement est note´ par R′, qui ve´rifie :
– la deuxie`me naissance de (α′t)t∈[0,1] a lieu en un temps t0 < minR
′ et est devenue L-
inde´pendante,
– le cardinal, temps et nature des autres naissances et e´liminations n’ont pas change´ et
– les tailles TB• et TB′• co¨ıncident.
Notons T := max0≤t≤1 TBt la taille du chemin donne´. Prenons aussi les niveaux At, Zt de ht
ou` se trouvent les releve´s qui re´alisent la taille a` l’instant t ; on a ainsi TBt = ht(Zt)− ht(At)
pour tout t ou` Z(αt) 6= ∅. Conside´rons les niveaux
A−t := h
−1
t (ht(Zt)− T ) et Z+t := h−1t (ht(At) + T ) .
Il est clair que ht(A
−
t ) < ht(At) < ht(Zt) < ht(Z
+
t ) pour tout t ou` Z(αt) 6= ∅ par la de´finition
de taille d’un chemin. On appelle M˜t les troncatures du reveˆtement donne´es par les points
strictement compris entre les niveaux A−t et Z
+
t . Prenons enfin un temps t0 ∈ ]t1,min(R∪{t2})[
quelconque. Avec les notations de 3.1.3, on construit un chemin





t 7−→ (t, xt)
qui de plus ve´rifie xt ∈ M˜t pour tout t ∈ [t0 − ε, t2 − ε].
Prenons (Ct)t∈[t2−ε,t2+ε] un chemin de cylindres modelant le chemin de naissance (αt)t∈[t2−ε,t2+ε]
ou` Ct2 contient le releve´ B
2
t2






) ≤ ht2(Z+t2) et on peut choisir un xt2−ε ∈ Ct2−ε ve´rifiant la condition ouverte ht2−ε(A−t2−ε) <
ht2−ε(xt2−ε) < ht2−ε(Z
+
t2−ε) par continuite´. Le point xt2−ε est ainsi un point re´gulier de ht2−ε et
est dans M˜t2−ε. La condition sur la hauteur que nous avons demande´ a` xt2 e´tant ouverte, on
trouve des points la ve´rifiant dans un voisinage de xt2 pour des t assez proches. Il est facile
de rendre la condition aussi ferme´e en prenant un couple des niveaux plus proches. On peut




ve´rifiant la condition sur la hauteur des xt.
Graˆce au fait que dim(M) > 1, on peut appliquer le meˆme argument qui permettait de trouver
le chemin γ dont la coordonne´e xt dans M˜ est un point re´gulier de ht.
Ensuite, nous appliquons le lemme de mise en e´volution normale 3.1.3 pour ramener la






t)t∈[0,1], ou` les champs sont
transporte´s par la famille de diffe´omorphismes sous-jacente a` la transformation (voir le the´ore`me
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2.2.13). Les cylindres qui mode`lent la construction peuvent eˆtre choisis aussi petits pour que
l’on ait Ct−ε,s ⊆ M˜t pour tout (t, s) ∈ [t0, t2]× [0, 2ε] : ceci est possible graˆce a` la condition que
nous avons impose´e aux xt. La taille n’est donc pas modifie´e par cette ope´ration.
Reste a` rendre L-inde´pendante la deuxie`me naissance, qui a lieu maintenant en t0. Si on
applique beˆtement le lemme 3.1.16, on peut introduire des liaisons avant t0, duˆ a` la pre´sence des
ze´ros pour des temps t < t0. Il suffit d’eˆtre un peu plus soigneux au moment de construire le
chemin γ : modifions le´ge`rement la position du point xt0−ε pour e´viter d’introduire des liaisons
lors de l’ope´ration de mise en L-inde´pendance de la naissance en t0.




W u(gP 1t0−ε) ∪W s(gQ1t0−ε) .
Vu qu’il n’y a pas de centre, on sait que ∆ est de codimension strictement positive dans L : on
aurait pu ainsi choisir le point re´gulier xt0−ε de sorte que xt0−ε /∈ ∆. Les cylindres (Ct0−ε,s)s∈[0,2ε]
associe´s a` ce temps peuvent aussi eˆtre pris de sorte que Ct0−ε,s ∩ ∆ = ∅. On applique le




t)t∈[t0−ε,t0+ε] ce qui rend L-inde´pendante la naissance en t0. La
de´formation du lemme 3.1.16 qui fait fuir les liaisons par le bord ne peut pas cre´er de nouvelle
liaison entre les varie´te´s invariantes qui existaient pour des temps t < t0 vu que la proprie´te´
Ct0−ε,s ∩∆ = ∅ pour tout s ∈ [0, ε] dit que nous avons e´loigne´ le support de la de´formation


























Figure 3.13 – Graphique de Cerf-Novikov avant/apres appliquer le proce´de´ de mise en e´volution
L-normale a` la deuxie`me naissance
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Il suffit d’ite´rer ce proce´de´ a` chaque naissance pour obtenir une famille (α′t, B
′
t)t∈[0,1] de
meˆmes extre´mite´s, meˆme taille munie d’un e´quipement (ξ′t)t∈[0,1] pour lequel :
– toute naissance est L-inde´pendante et
– tout temps de glissement arrive apre`s tout temps de naissance.
En appliquant un proce´de´ analogue pour les e´liminations, on aboutit a` un chemin (βt, B˜t)t∈[0,1]
muni d’un e´quipement compatible (ξ˜t)t∈[0,1] pour lequel il est d’e´volution L-normale.
3.1.5 Application du lemme des longueurs pour les chemins a` deux
indices
Nous utilisons le re´sultat technique principal de la section 1.1 dans un contexte ge´ome´trique.
Nous en de´duisons le lemme du de´terminant abe´lianise´ ci-dessous.
Lemme 3.1.21 (Du de´terminant abe´lianise´). Soit (αt)t∈[0,1] une famille de formes de Morse, a`
deux indices i et i+ 1 et munie d’un choix de releve´s B. Appelons T sa taille et s le nombre de
couples de ze´ros a` n’importe quel instant.
On e´quipe (αt)t∈[0,1] d’une famille L-transverse de pseudo-gradients (ξt)t∈[0,1], ou` L > (s− 1)T ,
au sens de la de´finition 2.2.31.
Alors, si la matrice de L-incidence A0 en t = 0 ve´rifie




cette proprie´te´ demeure vraie pour tout temps t ∈ [0, 1] ou` la matrice de L-incidence est de´finie.
De´monstration. Le choix de la famille ξt ne repre´sente pas une contrainte du fait que la proprie´te´
d’eˆtre L-transverse est une proprie´te´ ge´ne´rique pour une famille de pseudo-gradients adapte´s.
Soit R = {t1, . . . tr} l’ensemble fini des temps de glissement ou` pour tout tκ ∈ R, le champ
ξtκ n’est pas L-transverse et a une liaison L-e´le´mentaire de type i/i ou (i+ 1)/(i+ 1). La matrice
de L-incidence est de´finie pour tout temps t ∈ [0, 1]rR, ou` ξt est L-transverse.
Du fait que la famille αt est de Morse a` tout instant, les matrices conside´re´es sont toutes
dans Mats(Λ), et localement constantes : elles ne changent qu’aux instants de R. Il suffit alors de








la proprie´te´ a` de´montrer.
Appelons A± les matrices de L-incidence aux temps t± := tκ ± ε respectivement, ou` ε est choisi
assez petit pour que [tκ − ε, tκ + ε] ∩R = {tκ}. On se limite au cas ou` le glissement a lieu entre
pl et pk, deux ze´ros d’indice i + 1. Soient g et  l’enroulement et le signe de la liaison `κ de
type (i+ 1)/(i+ 1) de pl vers pk ; on note par E la matrice e´le´mentaire associe´e au glissement.
L’e´tude de la proposition 2.2.36 nous dit que l’effet alge´brique d’un glissement L-e´le´mentaire
sur les matrice de L-incidence est le suivant :
A+ = trL(EA
−) ; (3.1.1)
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Mais la matrice EA− est tout de meˆme une matrice dont les termes proviennent des
enroulements des liaisons du couple (αt+ , ξt+) et sa positivite´ est majore´e par T comme on a
explique´ dans la remarque 2.1.40.
Ceci explique la contrainte sur la longueur L dans les hypothe`ses de l’e´nonce´ : on a choisi L
suffisamment grand pour pouvoir appliquer le corollaire du lemme des longueurs 1.1.34 a` la
matrice EA−, ce qui nous donne
detab(trL(EA
−)) = detab(EA−) + λ, ou` νab(λ) < 0 (3.1.3)
Graˆce a` (3.1.2) et (3.1.3), il suffit de voir que detab(EA




. Voyons que la
proprie´te´ Pt− implique cette dernie`re e´galite´.
En utilisant la de´finition du de´terminant abe´lianise´ 1.1.28, le fait que l’abe´lianisation est un





















est multiplicatif et detab(A
−) y appartient si on supposePt− . Nous
avons ainsi re´duit le proble`me a` l’e´tude du de´terminant abe´lianise´ des matrices e´le´mentaires





finir la preuve. On distingue deux cas, selon que nous soyons en pre´sence d’un auto-glissement
(k = l) ou pas :
1. Si k 6= l, la matrice e´le´mentaire E a de´terminant abe´lianise´ e´gal a` 1, vu qu’elle est
triangulaire avec des 1 sur la diagonale. 3
2. Si k = l, la matrice E est diagonale avec un seul terme diffe´rent de 1, valant soit 1 + g
soit 1 + g + (g)2 + . . . ; mais la liaison `κ est associe´e a` un auto-glissements et son
u-enroulement est ne´gatif :
0 < L(`κ) = h(P
k)− (h(gP k)) = −u(g) .




, ce qui permet de conclure.
Proposition 3.1.22. Soit (αt, Bt)t∈[0,1] un chemin base´, a` deux indices i, i + 1 , a` extre´mite´s
non-singulie`res, de taille T > 0 et avec s paires de ze´ros aux instants de Morse. Supposons que
(αt)t∈[0,1] est d’e´volution L-normale pour un e´quipement L-transverse (ξt, Bt)t∈[0,1] compatible,
ou` L > (s− 1)T .
Si t1 de´signe un temps de pre´-e´limination, alors la matrice de L-incidence associe´e a` ∂
ξt1
i+1
est  monoˆmiale  : il s’agit d’une matrice sous la forme At1 = PσD ou` Pσ est une matrice
permutation (σ ∈ Ss) et ou` D est une matrice diagonale dont les coefficients sont dans ±pi1M .
De plus
3. Clairement 1 ∈ [1 + (νab < 0)] du fait que 1 = 1 + 0 et que ν(0) = −∞.
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– le de´terminant ± det(D) est un produit de commutateurs de pi1M et
– la u-longueur de tous les gk ∈ supp(D) ve´rifie u(gk) ∈ ]− (s− 1)T, T [⊆ ]− L,L[ .
De´monstration. Appelons N,R,E ⊂ ]0, 1[ les ensembles des instants de naissance, de glissements
et d’e´limination respectivement. Notons par (Bt)i+1 = {P 1t , . . . P st } , (Bt)i = {Q1t , . . . Qst} les
releve´s ou` t est un temps de Morse et ou` le couple
{




est celui qui de´coule de la j-e`me
naissance. Du fait que (ξt, Bt)t∈[0,1] re´alise (αt)t∈[0,1] comme un chemin d’e´volution L-normale,
on de´duit deux faits :
– d’une part, les naissances sont L-inde´pendantes et il n’y a pas eu de glissement dans
l’intervalle des naissances. Ainsi, quel que soit t0 ∈ ] maxN,minR [, la matrice de L-
incidence de ∂
ξt0
i+1 par rapport aux bases Bt0 , note´e At0 , est l’identite´. En particulier, le





– d’autre part, soit t1 ∈ ] maxR,minE [ un temps de pre´-e´limination ; notons par At1 la
matrice de L-incidence associe´e a` ∂
ξt1
i+1 . Vu que la famille (αt)t∈[t0,t1] n’est constitue´e que
des 1-formes de Morse, et que l’e´quipement conside´re´ est L-transverse avec L > (s− 1)T ,




. En particulier, ce
de´terminant est non-nul.
Supposons que P 1t1 participe a` la premie`re e´limination. Toute liaison qui part de p
1 := pi(P 1)




la varie´te´ instable du point d’e´limination. Comme les e´liminations sont L-inde´pendantes,
des telles liaisons ont un u-enroulement infe´rieur a` −L et ne contribuent pas a` la matrice
d’incidence At1 . Cette matrice a au plus un coefficient non-nul dans la premie`re ligne, de
la forme ±g1, ou` g1 est l’enroulement de la liaison de p1t1 vers qσ(1)t1 qui re´alise l’e´limination
dudit couple. Effectivement g1 apparaˆıt dans At1 : si ce n’e´tait pas le cas, duˆ au fait
que u(g1) < −L , la matrice At1 aurait une ligne de ze´ros et son de´terminant abe´lianise´
vaudrait 0, en contradiction avec ce qui est affirme´ ci-dessus.
On obtient ainsi la matrice de L-incidence juste apre`s la premie`re e´limination en effac¸ant
la premie`re ligne et la σ(1)-e`me colonne qui correspondaient a` p1t et a` q
σ(1)
t respectivement.
En effet l’e´limination de la premie`re paire ne fait apparaˆıtre aucune liaison d’enroulement
supe´rieur a` −L.
La situation est toujours a` e´liminations L-inde´pendantes et sans glissement apre`s la
premie`re e´limination. En ite´rant l’argument on de´duit que la matrice At1 est ainsi de la
forme PσD ou` Pσ est la matrice permutation associe´e a` σ et D une matrice diagonale
dont les e´le´ments sont dans ±pi1M≥−L.
Nous avons donc detab(At1) = detab(PσD) = (−1)sign(σ) detab(D) = ± detab(D), ce qui force
± detab(D) = 1. On de´duit que ± det(D) ∈ [pi1M,pi1M ] des dernie`res affirmations.
E´crivons det(D) =
∏s
j=1 gj. Or les e´le´ments gj proviennent des enroulements des liaisons,
leur u-enroulement est ainsi majore´ par la taille T comme on a remarque´ dans 2.1.26. Si s = 1,
u(g1) = 0 < T et la deuxie`me affirmation est trivialement vraie. Montrons-la pour s ≥ 2. Comme




= 0 et donc −u(gk) =
∑s
j 6=k u(gj). On de´duit que
−u(gk) < (s− 1)T , ce qui permet de conclure.
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3.2 Construction des lacets en queue d’aronde
Construction 3.2.1. A` partir des donne´es suivantes :
– une 1-forme α1 ∈ ΩuNS ,
– un indice 1 < i < n− 1 ou` n+ 1 est la dimension de M ,
– un e´le´ment g ∈ pi1M et un nombre L > |u(g)| ,
on construit un lacet (βt)t∈[0,1] a` deux indices i et i+ 1, d’origine α1 et d’e´volution L-normale








Nous l’appelons lacet en queue d’aronde d’indice i d’origine α1 .
On va construire un chemin (βt)t∈[0,t+7 ] partant de β0 := α1 et arrivant a` une 1-forme non-
singulie`re βt+7 , ou` t
+
7 ∈ ]0, 1[. On montrera que que βt+7 ainsi construite est isotope a` β0 ; on
pourra en particulier joindre βt+7 a` β0 parmi les formes non-singulie`res pour obtenir le lacet
cherche´.
Le chemin (βt)t∈[0,1], une fois e´quipe´, va pre´senter sept accidents : deux instants de naissance,
trois de glissement et deux d’e´limination. On divise l’intervalle [0, 1] en huit sous-intervalles
{[tk−1, tk]}8k=1 ou` tk := k8 . Le k-e`me accident aura lieu dans l’intervalle [t−k , t+k ] := [tk − ε, tk + ε],
ou` 0 < ε < 1
16
est fixe´ une fois pour toutes. En dehors de ces intervalles, le chemin e´quipe´ sera
constant : une fois que nous aurons explique´ le k-e`me accident, on prolonge de fac¸on constante
dans l’intervalle [t+k , t
−




5 ] entre le quatrie`me et cinquie`me
accident. Pour commencer, conside´rons le chemin (βt)t∈[0,t−1 ] constant et e´gal a` β0.
Premier accident. On conside`re un chemin de naissance (βt)t∈[t−1 ,t+1 ] d’indice i issu de βt−1 et
centre´ en t1. On choisit des primitives (ht)t∈[t−1 ,t+1 ] ainsi que B
1 un releve´ quelconque du ze´ro de
naissance. On suit par continuite´ le couple des ze´ros P 1t , Q
1
t d’indices respectifs i+ 1, i que B
1
de´termine pour des temps t > t1 comme dans 2.2.22.
Deuxie`me accident. Comme ht−2 (Q
1
t−2
) < ht−2 (P
1
t−2
), on trouve un cylindre Ct−2 ⊆ M˜rCrit(ht−2 )







) < ht−2 (C
−
t−2
) < ht−2 (C
+
t−2




Comme le cylindre est feuillete´ en disques par le niveau, βt−2 |pi(Ct−2 ) est semi-conjugue´e a` l’extre´mite´
initiale d’un mode`le de naissance d’indice i et on peut appliquer le the´ore`me 2.2.13 qui nous
donne un chemin de naissance d’indice i issu de βt−2 , que l’on suppose centre´ en t2. Il est modele´
par des cylindres (Ct)t∈[t−2 ,t+2 ]. On appelle (βt)t∈[t−2 ,t+2 ] la famille de 1-formes associe´e. On peut
choisir le chemin de sorte que la condition sur la hauteur des couvercle des cylindres (3.2.1) soit
ve´rifie´e pour tout t ∈ [t−2 , t+2 ]. On choisit pour B2 le seul releve´ du nouveau ze´ro de naissance qui




t les releve´s du couple des ze´ros de Morse qui en de´coulent
pour des temps t > t2. On remarque que (βt)t∈[0,t+2 ] est d’e´volution normale. On construit une
famille de champs (ξt)t∈[0,t+2 ] qui est un e´quipement L-transverse pour (βt, Bt)t∈[0,t+2 ] et qui ne
contient aucun glissement. Du fait qu’il n’y a pas de centre dans cette famille, on peut le
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construire de sorte que les deux naissances soient L-inde´pendantes. La famille (βt, ξt, Bt)t∈[0,t+2 ]












par construction. Le graphique de Cerf-Novikov associe´ a`
la construction apparaˆıt dans la figure 3.14, ou` ce graphique ainsi que les suivants se placent
tous dans le cas ou` u(g) > 0 , et ou` on repre´sente aussi la trace des brins qui sont concerne´s
par la construction. On remarque que dans le cas que l’on repre´sente, il est licite de supposer
que le trait du graphique correspondant au brin de gQ1 est au-dessus de celui de P1 : ceci
e´quivaut a` prendre les cylindres qui mode`lent le chemin de naissance de hauteur ht(C
+
t )−ht(C−t )
infe´rieure a` u(g) > 0. Ceci est toujours possible vu que nous pouvons choisir les cylindres de
hauteur aussi petite que l’on veut, mais ce n’est pas fondamental pour la preuve, qui fonctionne




















Figure 3.14 – Valeurs critiques des primitives (ht)t∈[0,t+2 ] des points critiques concerne´s.
Troisie`me accident. Graˆce a` (3.2.1), on a en particulier que ht+2 (C
+
t+2




les points critiques P 2t , Q
2
t sont a` l’inte´rieur des cylindres correspondants on a ht+2 (P
2
t+2




On de´duit que ht+2 (g
−1P 2
t+2
) < ht+2 (P
1
t+2
). Ceci est toujours ve´rifie´ en t = t−3 vu que l’on a prolonge´
de fac¸on constante. L’indice de P 1 et de P 2 est 2 < i+1 < n et par ailleurs |u(g−1)| = |u(g)| < L ;
les hypothe`ses de la proposition 2.2.39 sont ainsi remplies. Nous prolongeons le chemin de 1-
formes base´es de fac¸on constante dans l’intervalle [t−3 , t
+
3 ] auquel on applique la proposition cite´e
pour trouver un chemin de champs (ξt)t∈[t−3 ,t+3 ] tous adapte´s a` (βt−3 , Bt−3 ) qui re´alise le glissement
note´ par P
1/
−g−1 P 2. On peut supposer que l’instant de la liaison L-e´le´mentaire est t3. Graˆce












. On repre´sente la liaison entre points de meˆme indice a` l’instant de
glissement par une fle`che reliant les points concerne´s dans le graphique de Cerf-Novikov comme
on observe dans la figure 3.15.













Figure 3.15 – Graphique apre`s le premier glissement.
Quatrie`me accident. Nous voulons effectuer un deuxie`me glissement e´le´mentaire entre des
points d’indice i. On veut que Q2 glisse par dessus de −g Q1. Ce glissement qui est note´ par
Q2
/
−gQ1, re´sulte aussi d’appliquer la proposition 2.2.39. Les hypothe`ses sont ve´rifie´es puisque :
– les releve´s Q2, Q1 sont de meˆme indice i ve´rifiant 1 < i < n− 1,
– d’un coˆte´ |u(g)| < L,
– et d’un autre coˆte´, comme ni les primitives ni les releve´s n’ont change´ en [t+2 , t
−
4 ], et
la condition (3.2.1) est ve´rifie´e pour t = t+2 , nous avons que ht−4 (gQ
1
t−4








On prolonge ainsi la famille de 1-formes de fac¸on constante en [t−4 , t
+
4 ] et graˆce a` 2.2.39 on trouve
un e´quipement L-transverse re´alisant le glissement souhaite´ ; on peut supposer que l’instant de



















L’e´volution du graphique est dans la figure 3.16.
On souligne le fait que pour les temps t < t4, l’intersection alge´brique des varie´te´s invariantes
concernant les liaisons de |u|-enroulement plus petit que L repre´sente fide`lement leur intersection
ge´ome´trique jusqu’a` la longueur associe´e a` cet enroulement. Cette situation perdure apre`s t4 : la
liaison qui existait juste avant t4 de P
1 vers Q1 disparaˆıt apre`s t4 et une nouvelle de P
2 vers
gQ1 apparaˆıt.
Cinquie`me accident. Fixons momentane´ment l’attention en t = t+4 . On souhaite faire un
troisie`me et dernier glissement P
2/
gP 1, mais a` pre´sent on ne peut pas le re´aliser vu qu’on a
toujours la condition (3.2.1) qui nous dit en particulier h(P 2) < h(gP 1). Cependant, comme
ξ est L-transverse pour β et comme p2 est un ze´ro d’indice maximal de β, aucune liaison de
|u|-enroulement infe´rieur a` L ne peut arriver a` P 2.













Figure 3.16 – Graphique apre`s le deuxie`me glissement.
Ainsi, pour pouvoir appliquer le lemme 2.2.34 a` P 2 et faire monter 4 sa valeur critique par
dessus celle de gP 1, il suffit d’avoir le condition h(gP 1) − h(P 2) < L . On dira simplement
 faire monter P 2 par dessus gP 1 . La condition est satisfaite de`s que le cylindre de la premie`re
naissance est de hauteur plus petite que L, ce qui ne repre´sente aucune contrainte du fait que
les cylindres peuvent eˆtre choisis si petits que l’on souhaite. En effet, d’apre`s (3.2.1), qui est
ve´rifie´e pour t = t+4 on a
h(gP 1)− h(P 2) < h(gP 1)− h(gQ1) = h(P 1)− h(Q1) < h(C+)− h(C−) < L
et nous avons donc un disque ferme´ D plonge´ dans W s(P 2) dont le bord est dans un niveau
strictement supe´rieur a` celui qui contient gP 1. On applique ainsi le lemme 2.2.34 a` βt+4 et a`
P 2
t+4
∈ Bt+4 pour obtenir un chemin (βt)t∈[t+4 ,t−5 ] de 1-formes de Morse dans la classe u, pour




toujours adapte´ et L-transverse, et tel que ht−5 (P
2
t−5




Les hypothe`ses de 2.2.39 sont maintenant ve´rifie´es pour re´aliser le glissement P
2/
gP 1 :
on prolonge la famille de 1-formes de fac¸on constante jusqu’a` t = t+5 et on prend une famille
ge´ne´rique de champs (ξt)t∈[t−5 ,t+5 ] tous adapte´s a` βt−5 avec un seule instant de glissement que l’on
suppose en t5. La proposition 2.2.36 nous dit que la matrice de L-incidence apre`s ce dernier



















On remarque que toutes les liaison de |u|-enroulement plus petit que L sont repre´sente´es dans
la matrice de L-incidence aussi pour t ∈ ]t5, t+5 ]. La modification du graphique est sur la figure
3.17.
4. Voir la remarque 2.2.35.













Figure 3.17 – Graphique apre`s le troisie`me glissement.
En t = t+5 , la position relative des releve´s est h(Q
1) < h(g−1Q2) < h(P 1) < h(g−1P 2). On
n’a aucune obstruction a` rapprocher P 1 de g−1Q2 autant que l’on veut en utilisant la proposition
2.2.34 en [t+5 , t
−
6 ] pour que l’on puisse trouver un cylindre Ct−6 comme ci-dessous.
Sixie`me accident. Nous sommes en t = t−6 . Prenons a, b ∈ R deux valeurs telles que
1. a < h(g−1Q2) < h(P 1) < b suffisamment proches pour que
2. la varie´te´ instable W u(g−1Q2) ne rencontre pas d’autre point critique de h avant d’arriver
au niveau A := h−1(a) et la varie´te´ stable W s(P 1) ne rencontre pas d’autre point critique
de h apre`s traverser le niveau B := h−1(b).
On peut trouver un cylindre C := Ct−6 adapte´ a` β au sens de 2.2.7 ve´rifiant C ∩ Crith =
{P 1, g−1Q2} et tel que
– les couvercles C−, C+ soient contenus dans les niveaux A,B respectivement et
– les disques W u(g−1Q2) ∩ h−1 ([a,+∞[) et W s(P 1) ∩ h−1 ( ]−∞, b]) soient contenus dans
C r ∂latC.
Le couple (h|C , ξ˜|C) est dans les conditions pour appliquer le proce´de´ d’e´limination de
Morse-Smale (voir [Mi2, Th. 5.4] ou [Lau1, Lem. 2.7] ). La 1-forme βt−6 |pi(C) est semi-conjugue´e a`
l’extre´mite´ finale d’un mode`le de naissance d’indice i, note´e par F i
t−6
(voir 2.2.9 et 2.2.10). Prenons
un chemin d’e´limination d’indice i et centre´ en t6 re´alisant l’e´limination de P
1 avec g−1Q2. On
note par (βt, Bt)t∈[t−6 ,t+6 ] la famille de 1-formes base´e associe´e, que l’on e´quipe avec une famille
L-transverse (ξt)t∈[t−6 ,t+6 ] de sorte que l’e´limination soit L-inde´pendante. Si on note (Ct)t∈[t−6 ,t+6 ]
les cylindres qui mode`lent le chemin d’e´limination, ϕt : Ct → Rn+1 les semi-conjugaisons du
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chemin et Ut un petit voisinage ouvert de pi(Ct), on peut prendre par exemple
ξt :=

pi∗ (−∇(ϕ∗tF it )) sur pi(Ct)
ξt−6 sur M r Ut
ψt sur Ut r pi(Ct)
ou` ψt est un champ pseudo-gradient adapte´ a` βt|Utrpi(Ct) quelconque qui co¨ıncide dans chaque
composante du bord de Ut r pi(Ct) avec la formule correspondante dans la de´finition de ξt. On
remarque que comme la seule liaison de |u|-enroulement infe´rieur a` L concerne´e avec P 1 et g−1Q2
avant l’e´limination est celle contenue dans C, on peut choisir les couvercles C± disjoints de toutes
les varie´te´s invariantes W s(kR) ou` R ∈ {P 1, P 2, Q1, Q2} et k ∈ pi1M tel que |u(k)| < L. Le ze´ro
d’e´limination en temps t6 est ainsi L-inde´pendant et en particulier, cette dernie`re de´formation
n’introduit aucune nouvelle liaison . La matrice de L-incidence pour tout t ∈ ]t6, t+6 ] est donc
e´gale a` (g) .
On montre le changement du graphique dans la figure 3.18. On en profite pour donner un
exemple de la convention du choix des ze´ros d’e´limination explique´e dans 2.2.21 : le releve´ du












Figure 3.18 – Graphique apre`s la premie`re e´limination.
Septie`me accident. On prend la pre´caution de rapprocher P 2 de gQ1 en appliquant 2.2.34 en
[t+6 , t
−
7 ] pour pouvoir choisir un cylindre Ct−7 aussi petit que l’on veut et ve´rifiant des conditions
analogues a` celles de l’e´tape pre´ce´dente. On applique de nouveau le the´ore`me d’e´limination de
Morse-Smale comme pre´ce´demment. La figure 3.19 montre le graphique de Cerf-Novikov de la
famille base´e (βt, Bt)t∈[0,t+7 ].
On est arrive´ a` une 1-forme non-singulie`re βt+7 . Le chemin (βt)t∈[0,t+7 ] e´quipe´ par (ξt)t∈[0,t+7 ]
est d’e´volution L-normale et posse`de la matrice de pre´-e´limination souhaite´e. La construction
est essentiellement termine´e : la proposition suivante permettra de fermer le lacet par un chemin











Figure 3.19 – Graphique apre`s la deuxie`me e´limination.
(βt)t∈[t+7 ,1] constitue´ de 1-formes non-singulie`res ou` β1 = α1.
Proposition 3.2.2. Le chemin (βt)t∈[0,t+7 ] construit dans 3.2.1 peut se de´former a` extre´mite´s
fixes, en un autre (β′t)t∈[0,t+7 ] constitue´ de 1-formes non-singulie`res.
De´monstration. On de´montre la proposition en exhibant une famille de 1-formes a` deux pa-
rame`tres (βt,s)(t,s)∈[0,t+7 ]×[0,1] qui est constante en s pour les valeurs t = 0, t
+
7 , qui co¨ıncide avec le
chemin que l’on a construit en s = 0 et qui est constitue´e de 1-formes non-singulie`res en s = 1.
Nous la de´crivons en quatre e´tapes, que l’on interpre`te comme des modifications du chemin
initial ; soient 0 < s1 < s2 < s3 < 1. Les deux premie`res modifications ne concernent que la
famille des champs de vecteurs : on prend βt,s = βt pour tout s ∈ [0, s2] et t ∈ [0, t+7 ]. Lors des
modifications, on munit au fur et a` mesure des primitives (ht,s)(t,s)∈[0,t+7 ]×[0,1].
Premie`re modification. On pose ξt,0 := ξt pour tout t ∈ [t−2 , t+3 ]. On construit un e´quipement
L-transverse (ξt,s1)t∈[t−2 ,t+3 ] pour la famille (βt)t∈[t−2 ,t+3 ] tel que :
– ξt−2 ,s1 = ξt
−
2 ,0




– il ne pre´sente aucun instant de liaison L-e´le´mentaire et
– les varie´te´s invariantes de la naissance B2t2 ve´rifient pour g, k ∈ pi1M :{
W s(B2t2) ∩W u(gP 1t2) = {(`t2 ,−)} , W s(B2t2) ∩W u(kP 1t2) = ∅ pour tout k 6= g tel que u(k) < L ,
W u(B2t2) ∩W u(kQ1t2) = ∅ pour tout k tel que u(k) > −L .
Autrement dit, il est demande´ que pour s = s1, la naissance B
2
t2
ne soit pas L-inde´pendante et
que les varie´te´s invariantes W s(Q2t ) et W
u(gP 1t ) associe´es a` cet e´quipement s’intersectent dans
une seule liaison ne´gative `t, et ce pour tout t ∈ ]t2, t+3 ].
Rappelons une partie de la construction 3.2.1. On notait (Ct)t∈[t−2 ,t+2 ] les cylindres qui mode`lent
la deuxie`me naissance. Prenons, pour tout t ∈ [t−2 , t+2 ], le niveau Lt := h−1t (ht(g−1C+t )) contenant
le couvercle supe´rieur du cylindre g−1Ct. Comme dans l’intervalle [t+2 , t
+
3 ], les 1-formes et les
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primitives ne varient pas, on peut voir le niveau Lt+2 = h
−1
t (c) comme un niveau constant et
inde´pendant de t ∈ [t+2 , t+3 ], qui est par ailleurs au-dessous de P 1t et au-dessus de g−1Q2t pour
tout t ∈ [t+2 , t+3 ].
On remarque que, pour tout t ∈ [t2, t+2 ], nous avons un disque ferme´ distingue´ Dn−it plonge´
dans le niveau Lt. Il s’agit de :
Dn−it =
{
(W s(g−1P 2t ) ∪W s(g−1Q2t )) ∩ Lt si t ∈ ]t2, t+2 ]
W s(g−1B2t2) ∩ Lt si t = t2
Le premier glissement qui a lieu dans la construction de 3.2.1 est prescrit par un chemin





et qui e´vite ailleurs
les varie´te´s invariantes kW s/u(R), ou` R est un des releve´s dans Bt−3 et k ∈ pi1M est tel que
|u(k)| < L. On peut trouver, une famille continue des chemins γt : [0, 1]→ Lt, ou` t ∈ [t−2 , t−3 ],
qui aboutit au γt−3 donne´ et qui ve´rifie :
– si t ∈ [t+2 , t−3 ], on prend γt = γt−3 ;
– si t ∈ ]t2, t+2 ], γt relie un xt ∈ W u(P 1t ) a` un yt ∈ W s(g−1P 2t ) en e´vitant ailleurs les varie´te´s
invariantes kW s/u(R), ou` R ∈ Bt et k ∈ pi1M est tel que |u(k)| < L ;
– si t = t2, γt2 relie un xt2 ∈ W u(P 1t2) a` un yt2 qui est force´ment, par continuite´ de la famille,
dans ∂Dn−it2 . On demande qu’il e´vite ailleurs les varie´te´s invariantes kW
s/u(R), ou` R ∈ Bt2
et k ∈ pi1M est tel que |u(k)| < L ;
– si t ∈ [t−2 , t2[ , γt relie un xt ∈ W u(P 1t ) a` un point yt dans l’inte´rieur de C+t comme
sous-espace topologique du niveau Lt.
Nous avons ainsi, pour chaque t ∈ [t−2 , t−3 ] une famille (ξt,s)s∈[0,s1] de pseudo-gradients pour
βt qui est L-transverse, et qui re´alise l’isotopie de plongement dans le niveau Lt de  type
glissement  : la trace de la famille (W u(P 1t,s))s∈[0,s1] dans Lt est stationnaire sauf au voisinage
de γt, et elle balaye l’image de γt. On remarque que les chemins sont choisis de sorte que cette
ope´ration re´alise le glissement avec signe ne´gatif pour tout t ∈ ]t2, t+2 ].
La famille (ξt−2 ,s)s∈[0,s1] est constitue´e de pseudo-gradients de βt−2 et est L-transverse. La
varie´te´ instable de P 1
t−2
pour ξt−2 ,s1 est positionne´e de sorte que, si on introduit la deuxie`me
naissance comme dans la construction 3.2.1, la famille (ξt,s1)t∈[t−2 ,t−3 ] est adapte´e, par construction,
au chemin de 1-formes et la varie´te´ stable associe´e au releve´ de naissance g−1B2t2 contient une
liaison ne´gative g−1`t2 qui vient de P
1
t2
et qui persiste dans la varie´te´ stable de g−1Q2t pour des
t > t2.
Ainsi, a` reparame´trage pre`s, la famille (ξt−2 ,s)s∈[0,s1]∗(ξt,s1)t∈[t−2 ,t+3 ] est celle de meˆmes extre´mite´s
que l’on cherchait. La situation est repre´sente´e sche´matiquement dans la figure 3.20, ou`
l’e´quipement que l’on vient de citer correspond a` parcourir la colonne gauche vers le bas
puis la ligne en bas vers la droite. Avant cette premie`re modification, l’e´quipement corres-
pondait a` parcourir d’abord la ligne en haut vers la droite puis la colonne a` droite vers le
bas. Deuxie`me modification. On fait un raisonnement analogue, ou` le parame`tre s parcourt
l’intervalle [s1, s2] pour relier la famille (ξt,s1)t∈[t−5 ,t+6 ] a` un e´quipement L-transverse de meˆmes
extre´mite´s pour (βt, Bt)t∈[t−5 ,t+6 ], note´ par (ξt,s2)t∈[t−5 ,t+6 ], qui ne pre´sente aucun instant avec des
liaisons L-e´le´mentaires et ou` l’e´limination E1t6 est non L-inde´pendante. La non L-inde´pendance





















Figure 3.20 – Varie´te´s invariantes associe´es a` P 1t , g
−1B2t2 , g
−1P 2t , g
−1Q2t et a` la famille
(ξt,s)(t,s)∈[t−2 ,t+3 ]×[0,s1] pour certaines valeurs des parame`tres.
de la famille en s = s2 est due cette fois a` la liaison positive {(`′,+)} qu’est l’intersection
W u(E1t6) ∩W s(Q1t6). On prend ξt,s := ξt,s1 pour tout (t, s) ∈
(
[0, t−5 ] ∪ [t+6 , t+7 ]
)× [s1, s2].
On de´duit de la construction que pour tout t ∈ ]t2, t6[ , les varie´te´s instables W u(P 2t,s2) et
W u(gP 1t,s2) intersectent chacune la varie´te´ stable W
s(Q2t,s2) en une unique liaison, dont les signes
sont oppose´s. De plus, toute autre trajectoire issue de ces varie´te´s instables descend en dessous
du niveau qui contient Q2t,s2 . Cette situation est appele´e queue d’aronde e´le´mentaire. On lit
toutes les liaisons de |u|-enroulement infe´rieur a` L dans les matrices de L-incidence puisqu’il
n’existe pas de paire de liaisons annulables. Si At de´signe la matrice de L-incidence de ∂
ξt,s2
i+1 ,
par construction de ξt,s2 on a 












si t ∈ ]t4, t6[
At = (g) si t ∈ ]t6, t+6 ] .




la` ou` elle est
de´finie ; ceci correspond aux deux liaisons cite´es pour avoir une queue d’aronde e´le´mentaire. Le
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graphique de Cerf-Novikov n’a pas change´ lors des deux dernie`res modifications, sauf en ce qui















Figure 3.21 – Graphique d’une queue d’aronde e´le´mentaire.
Troisie`me modification. La de´formation sera stationnaire en dehors de [t−2 , t
+
6 ] × [s2, s3].
Conside´rons la famille (βt,s2 , Bt,s2)t∈[t2,t6]. Soit c ∈ R tel que le niveau h−1t (c) soit au-dessus de
Q1t,s2 et en dessous de g
−1Q2t,s2 pour tout t ∈ ]t2, t6[. De´finissons M˜≥ct := h−1t ([c,+∞[) et prenons,
pour tout t ∈ ]t2, t6[ l’adhe´rence de
(
W u(P 1t,s2)∪W u(g−1P 2t,s2)
)∩ M˜≥ct qui est un disque ferme´ de
dimension i+ 1 et que l’on note par Wt. Ce disque est se´pare´ en deux par le disque de dimension
i donne´ par W u(g−1Q2t,s2) ∩ M˜≥ct . Par construction de (βt,s2 , Bt,s2)t∈[t2,t6] on peut prendre des
voisinages tubulaires de Wt dans M˜ , note´s par Ut, assez petits pour qu’ils ve´rifient les conditions
suivantes pour tout t ∈ ]t2, t6[ :
– le voisinage Ut ne contient aucun autre point critique de ht a` part les trois mentionne´s et
– la projection pi|Ut est injective.
On s’est place´ dans la situation de queue d’aronde e´le´mentaire, comme re´dige´ dans [Lau1,
Lemma 2.6]. Autrement dit, le chemin de 1-formes (βt,s2|Ut)t∈[t−2 ,t+6 ] est semi-conjugue´ a` la famille
Gi+1t,s2 d’un mode`le de queue d’aronde descendante d’indice i+ 1 centre´ en (t
′, s′) comme dans
2.2.16, pour une certaine valeur (t′, s′) ∈ ]t2, t6[× ]s2, s3[ . Nous pouvons appliquer le lemme cite´
a` la famille de primitives (ht,s2|Ut)t∈[t−2 ,t+6 ] de fac¸on pi1M -e´quivariante graˆce a` l’injectivite´ de pi
sur les Ut. Ceci nous fournit une famille a` deux parame`tres de primitives (ht,s|Ut)(t,s)∈[t−2 ,t+6 ]×[s2,s3]
dont les 1-formes associe´es, base´es par continuite´, sont note´es par (βt,s, Bt,s)(t,s)∈[t−2 ,t+6 ]×[s2,s3]. En
s = s3, elle ve´rifie :










– il existe un e´quipement L-transverse pour cette famille en s = s3, note´ par (ξt,s3)t∈[t−2 ,t+6 ] tel
que pour tout t ∈ [t−2 , t+6 ], l’intersection W u(P 1t,s3) ∩W s(Q1t,s3) n’est constitue´e que d’une
liaison positive {(`t,+)}.
Les graphiques de Cerf-Novikov de la famille (βt,s)t∈[0,t+7 ] associe´s a` une valeur interme´diaire
s = s′2 ∈ ]s2, s3[ et a` s = s3 sont repre´sente´s dans la figure 3.22. La matrice de L-incidence en
s = s3 est At,s3 = (1) pour tout t ∈ ]t1, t7[ .
On souligne que l’e´tude de la traverse´e de la strate de queue d’aronde de l’espace des fonctions
diffe´rentiables a e´te´ e´tudie´e en de´tail dans [Ch, Chapitre 2]. On peut en ge´ne´ral e´liminer une












Figure 3.22 – Suppression d’une queue d’aronde e´le´mentaire.
queue d’aronde descendante d’indice i+1, pas force´ment e´le´mentaire, de`s que i ≤ n−3 (comparer
a` [HW, Ch. V, (0.2)]), mais on perd en ge´ne´ral controˆle des liaisons pre´sentes apre`s l’e´limination.
Quatrie`me modification. La graphique de Cerf-Novikov associe´ a` la famille (βt,s3)t∈[0,t+7 ] est
du type que l’on trouve dans le proble`me d’unicite´ des morts dans le contexte fonctionnel (voir
[Ce, Ch. III, §2.4, Prop. 4] pour le cas simplement connexe et [CL, §1.4] pour le cas ge´ne´ral) ;
cette figure est appele´e le`vre. Les familles de fonctions avec un graphique de Cerf de type le`vre,
sont intimement lie´es avec le proble`me d’isotopie de fonctions sans point critique (voir [HW, Part
II]) : en ge´ne´ral, on ne peut pas trouver une de´formation d’une telle famille a` extre´mite´s fixes
qui vide le graphique. Cependant, une condition suffisante existe : l’existence d’une et une seule
liaison allant de P 1t,s3 vers Q
1
t,s3
sans autre accident interme´diaire pour tout t ∈ ]t1, t7[ permet
d’appliquer un proce´de´ d’e´limination de Smale a` parame`tre ; une le`vre ve´rifiant cette condition
est appele´e le`vre e´le´mentaire. La de´formation sera stationnaire en dehors de [t1−δ, t7 +δ]× [s3, 1]
pour un δ > 0 petit.
Par construction de la famille de pseudo-gradients (βt,s3)t∈[t1,t7] nous pouvons prendre, pour
tout t ∈ ]t1, t7[ une constante ct < ht(Qt,s3) telle que l’ensemble Wt des point d’adhe´rence de
la varie´te´ instable tronque´e W u(Pt,s3) ∩ h−1t ([ct,+∞[) rencontre Crit(ht) seulement en Pt,s3 et
Qt,s3 . Les restrictions pi|Wt sont ainsi injectives et on peut prendre, pour tout t ∈ ]t1, t7[ , des
voisinages tubulaires Ut de Wt dans M˜ , assez petits pour que
– les seuls points critiques de ht dans Ut sont les deux mentionne´s et
– la projection pi|Ut soit toujours injective.
On peut appliquer le lemme [Lau1, Lemma 2.8] a` la famille (ht,s3|Ut)t∈[0,t+7 ] : on obtient une
famille a` deux parame`tres (ht,s|Ut)(t,s)∈[0,t+7 ]×[s3,1], stationnaire en s pour des t proches de 0 et de
t+7 , telle que ht,1|Ut n’a aucun point critique pour tout t ∈ [0, t+7 ]. Cette de´formation peut se faire
de fac¸on pi1M -e´quivariante graˆce a` l’injectivite´ de la projection pi sur les Ut : elle induit une
famille a` deux parame`tres de 1-formes (βt,s)(t,s)∈[0,t+7 ]×[s3,1]. Par construction des primitives ht,1,
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le chemin (β′t := βt,1)t∈[0,t+7 ] est forme´ de 1-formes ferme´es non-singulie`res et relie β0 a` βt+7 .
Remarque 3.2.3. On remarque que la famille a` deux parame`tres que nous avons exhibe´e est
ge´ne´rique puisqu’elle ne traverse que les strates de codimension 0, 1 et 2. De plus, il n’y a qu’une
seule valeur du parame`tre ou` βt,s est dans la strate de codimension 2, ou` elle pre´sente un ze´ro
de type queue d’aronde.
3.3 Greffe des lacets
Dans cette section, les chemins conside´re´s sont a` extre´mite´s non-singulie`res.
3.3.1 Coefficients directeurs et application de rencontre
Voyons une dichotomie sur les ze´ros de Morse :
De´finition 3.3.1. Soit (αt, Bt)t∈[0,1] un chemin base´ a` extre´mite´s non-singulie`res. Soit r ∈ Z(αt0)
de Morse. Le brin de son releve´ R ∈ Bt0 provient d’une naissance B ∈ Bα d’indice i comme
dans 2.2.19. On dit que r ainsi que son releve´ R est
– une source si ind(r) = i+ 1.
– un puits si ind(r) = i.
Ainsi, si t est un temps de Morse, l’ensemble des releve´s d’indice j admet une partition en
sources et puits. On utilise souvent la lettre P pour de´signer une source ainsi que la lettre Q
pour de´signer un puits.
Chaque releve´ Pt d’un ze´ro de Morse d’indice i de αt de´termine un brin φPt . L’ensemble des
brins d’indice i, que l’on note par B˜i, peut eˆtre vu comme le quotient
B˜i := {Pt releve´ d’un ze´ro de Morse d’indice i de αt | t ∈ [0, 1]}
/
∼
ou` ∼ de´signe la relation d’e´quivalence Pt ∼ Qs si φPt(s) = Qs. Le brin φP est ainsi repre´sente´
par la classe de P par rapport a` ∼, qui est note´e [P ].
De´finition 3.3.2. Soit (αt, Bt)t∈[0,1] un chemin base´ a` extre´mite´s non-singulie`res. On dit qu’un
brin [P ] est une source s’il est repre´sente´ par une source P . De meˆme, on dit qu’un brin [Q] est
un puits s’il est repre´sente´ par un puits Q. On a la partition de l’ensemble des brins d’indice i
en sources et puits
B˜i = S˜i unionsq P˜i .
On dit qu’un brin est distingue´ si son de´but appartient au choix de releve´s Bα. On note les
sous-ensembles de brins, sources et puits distingue´s par B,S et P respectivement. Si on note
si := ]B
α
i le cardinal de l’ensemble des naissances d’indice i, alors les ensembles des sources,
puits et brins distingue´s d’indice i ve´rifient clairement
]Si = si−1 , ]Pi = si et ]Bi = si + si−1
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Remarque 3.3.3. Soit (αt, Bt)t∈[0,1] un chemin ge´ne´rique base´. On associe a` tout releve´ dans
B• d’un ze´ro d’e´limination d’indice i, note´ E, deux brins [R] ∈ Bi+1 et [gS] ∈ B˜i, uniques dont
la fin est E. La fac¸on dont le choix continu de releve´s est fait (voir 2.2.22) dit que les brins
d’indice i+ 1 ainsi associe´s sont distingue´s.
Lemme 3.3.4. Soit (αt, Bt)t∈[0,1] un chemin base´. De´signons par Ei+1 le sous-ensemble des
brins distingue´s d’indice i+ 1 dont la fin est un releve´ (d’un ze´ro d’e´limination) d’indice i dans
B• comme dans 3.3.3. On a l’e´galite´ ]Ei+1 = ]Si+1 = si.
De´monstration. De´montrons l’e´nonce´ par re´currence finie. On commence par prendre N l’indice
maximal parmi les indices des ze´ros de α•. Les ze´ros d’indice N sont tous des sources, sinon N ne
serait pas maximal. Ainsi ]BN = ]SN = sN−1. Le chemin e´tant a` extre´mite´s non-singulie`res, tout
brin aboutit a` une e´limination, et comme il n’y a pas des ze´ros d’indice N + 1, on a BN = EN ,
ce qui prouve l’e´nonce´ pour l’indice maximal. Supposons maintenant l’e´nonce´ de´montre´ pour
indice j + 1 et de´montrons-le pour l’indice j.
Conside´rons Bj l’ensemble de brins distingue´s d’indice j. Par de´finition de Ej+1, on sait qu’il
y a exactement ]Ej+1 brins dans Bj dont la fin est un point critique d’e´limination d’indice j. Le
reste des brins distingue´s d’indice j, dont le total est ]Bj − ]Ej+1, doivent ainsi s’e´liminer avec
des brins d’indice j − 1, vu que le chemin finit en une 1-forme non-singulie`re. Par de´finition
des ensembles E∗, ce reste des brins distingue´s co¨ıncide avec Ej. On retrouve ainsi l’e´galite´
]Ej = ]Bj − ]Ej+1. La premie`re et dernie`re des e´galite´s suivantes de´coulent de la de´finition meˆme
des sources et puits (voir 3.3.2) et l’hypothe`se de re´currence est employe´e dans la deuxie`me
e´galite´ :
]Bj − ]Ej+1 = (]Sj + ]Pj)− ]Ej+1 = (]Sj + ]Pj)− ]Sj+1 = ]Sj
De´finition 3.3.5. Soit (αt, Bt)t∈[0,1] un chemin base´. Soit i un indice tel que si ≥ 1, on a les
objets suivants :
– l’ensemble de cardinal si des brins distingue´s d’indice i + 1, note´ par Ei+1 ⊆ Bi+1 , qui
participent a` une e´limination avec un brin d’indice i,
– l’injection ρi : Ei+1 → Bi dite de rencontre, et l’application δi : Ei+1 → ±pi1M dite des
coefficients directeurs, uniques telles que les brins [R] ∈ Ei+1 et δi([R])ρi([R]) ∈ B˜i aient
la meˆme fin 5 (voir 3.3.3).
On dit que les brins distingue´s [R] et [S] se rencontrent si ρ•([R]) = [S].
On dira que le graphique de Cerf-Novikov d’un tel chemin base´
– se ferme faiblement si
Im(δi) ⊆ ± ker(u) pour tout indice i ou` si ≥ 1 ,
– se ferme si
δi ≡ 1 pour tout indice i ou` si ≥ 1 .
5. Le signe de l’application des coefficients directeurs indique le signe de l’intersection alge´brique correspon-
dante.
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Ces applications nous permettent de de´finir une certaine classe de chemins base´s :
De´finition 3.3.6. Un chemin base´ (αt, Bt)t∈[0,1] est dit sous forme normale s’il ve´rifie les
proprie´te´s suivantes :
1. chaque brin d’indice i+ 1 de (αt, Bt)t∈[0,1] rencontre le brin d’indice i avec lequel il est ne´,
2. le graphique de Cerf-Novikov associe´ a` (αt, Bt)t∈[0,1] se ferme.
3.3.2 Greffe
Le but de cette section est de montrer qu’on peut toujours trouver un repre´sentant sous
forme normale (3.3.6) dans la classe d’homotopie relative d’un chemin de 1-formes d’extre´mite´s
non-singulie`res (αt)t∈[0,1] a` deux indices conse´cutifs loin des indices extre´maux. Pour ce faire on
a besoin d’une ope´ration, que nous appelons greffe. Elle a du sens pour des chemins a` plusieurs
indices.
Soit ((α•, Bα• ), (β•, B
β
• )) un couple ordonne´ de chemins base´s a` extre´mite´s non-singulie`res et
composables, c’est-a`-dire α1 = β0. La greffe de ce couple consiste a` modifier le chemin compose´
α• ∗ β• par un lemme qui re´sulte d’appliquer l’unicite´ des naissances (2.2.14). Cette ope´ration
de greffe a besoin d’une prescription :
De´finition 3.3.7. Une prescription d’indice i est forme´e des donne´es suivantes :
1. un sous-ensemble ordonne´ de sources distingue´es Gβi+1 ⊆ Sβi+1 de cardinal ve´rifiant ]Gβi+1 ≤
]Eαi+1 ,
2. une application injective, dite de choix χi : Gβi+1 → Eαi+1 ,
3. une application, dite de localisation λi : Gβi+1 → ±pi1M .
Ces trois donne´es sont rassemble´es dans l’application
γi : Gβi+1 −→ ±pi1M · Eαi+1 ⊂ ±B˜αi+1
[P ] 7−→ λi([P ])χi([P ])
que nous appelons prescription d’indice i pour le couple ordonne´ de chemins base´s
(





Une prescription γ pour un tel couple est la donne´e d’un ensemble de prescriptions γi ordonne´
par indices de´croissants.
Dans le lemme ci-dessous, nous expliquons une application du the´ore`me d’unicite´ des
naissances 2.2.14 ; sur ce lemme repose la construction de la greffe 3.3.9.
Lemme 3.3.8. Si (αt)t∈[0,1] et (α′t)t∈[0,1] sont deux chemins de naissance de meˆme indice,
alors on peut trouver un chemin (αt1)t∈[0,1] tel que





– αt1 est de Morse pour tout t ∈ [0, 1] .
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De´monstration. On suppose les chemins de naissance centre´s en t = 1
2
par commodite´. On munit
chaque chemin de bases Bα• , B
α′
• et de primitives (ht)t∈[0,1], (h
′
t)t∈[0,1]. Ces chemins sont mode`les
par des cylindres (Ct)t∈[0,1] et (C ′t)t∈[0,1]. Une fois qu’une famille de cylindres a e´te´ donne´e, il y a
une seule de ses pi1M -translate´es telle que le cylindre gC 1
2
contient le releve´ du ze´ro de naissance
B ∈ Bα qui a e´te´ donne´. On choisit les cylindres qui ve´rifient cette proprie´te´ pour le chemin de
naissance (αt)t∈[0,1]. On fait le choix analogue (α′t)t∈[0,1].
De´signons par α• le chemin parcouru dans le sens oppose´ et conside´rons la concate´nation
β(t, 0) := (α• ∗ α′•)t parcourant toutes les 1-formes concerne´es dans l’intervalle [0, 1] que l’on
munit des bases obtenues a` partir de Bα et Bα
′
. Quitte a` appliquer le proce´de´ du lemme 6 de
mise en e´volution normale 3.1.3, on peut supposer que le graphique de Cerf-Novikov associe´ a`
β(t, 0), de primitives (h• ∗ h′•)t∈[0,1] contient la figure 3.23, c’est-a`-dire, que tout autre releve´ des
ze´ros des Morse est loin des cylindres choisis. On a rapproche´ les cylindres dans le reveˆtement.
h0 h′1h1 ht ht
s = 0
Figure 3.23 – Portion du graphique associe´ aux primitives de (β(t, 0))t∈[0,1]
Graˆce a` 2.2.14, on trouve une famille a` un parame`tre (parame`tre s) de chemins de naissance
(αst )s∈[0,1], tous de meˆme indice que les deux donne´s, issus de α0 et telle que




t pour tout t ∈ [0, 1] ,
– pour chaque s ∈ [0, 1] , le chemin de naissance est centre´ en t = 1
2
.
Ainsi, la famille de 1-formes (αt1)t∈[0,1] ve´rifie les conditions demande´es. L’homotopie a` extre´mite´s
fixes entre les familles β(t, 0) et β(t, 1) := αt1 est re´alise´e par la famille (β(t, s))s∈[0,1] indique´e
dans le diagramme de la figure 3.24 dans l’espace fonctionnel Ωu0 ∪Ωu1 , ou` on voit aussi comment
varient en fonction de s les portions des graphiques de Cerf-Novikov des primitives h(t, s)
associe´es a` la famille β(t, s).
Construction 3.3.9. A` partir d’une prescription γ pour un couple ordonne´ de chemins base´s(




, on construit le chemin α•
./
γβ•, que l’on nomme greffe de α• avec β• par γ.
Il est base´ par un choix de releve´s Bγ de´termine´ par Bα, Bβ et γ.
Conside´rons la concate´nation (α• ∗ β•)t∈[0,2]. Les choix de releve´s Bα et Bβ de´terminent
un choix de releve´s pour la concate´nation donne´ par Bα∗β := Bα unionsq Bβ. La greffe va eˆtre un
6. Nous rappelons qu’on suppose M de dimension grande, meˆme si appliquer la technique d’avancer les
naissances dans le temps du lemme 3.1.3 ne requiert que dimM > 1.
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chemin ge´ne´rique avec un choix de releve´s Bγ ⊆ Bα unionsqBβ de cardinal ]Bα + ]Bβ −∑i ]Gβi . Plus
pre´cise´ment, le choix de releve´s pour la greffe est





∣∣∣ B est le de´but d’un brin dans ∪i Gβi }) .
Les ze´ros de naissance que nous enlevons de Bβ, disparaissent par application ite´re´e du lemme
3.3.8. A` chaque fois qu’on veut se servir de cette application, il suffit de pre´ciser les deux releve´s
des ze´ros de naissance/e´limination concerne´s. Cette information est fournie par la prescription.
Il est important de remarquer qu’un chemin d’e´limination n’est, dans notre sens, qu’un chemin
de naissance parcouru dans le sens oppose´ (voir 2.2.10).
On rend explicite l’effet pour la premie`re source associe´e a` la prescription ci-dessous.
Soit i l’indice maximal dans la prescription γ. Appelons B1 ∈ Bβi le de´but de la premie`re
source distingue´e [P 1] ∈ Gi+1 donne´e par γi. Le brin distingue´ [R] donne´ par le choix χi([P 1])
finit dans le releve´ d’un ze´ro d’e´limination de α• que l’on note par E1 ∈ Bα• . Conside´rons le
releve´ du meˆme ze´ro d’e´limination donne´ par g1E
1 ou` g1 := λi([P
1]) est l’image de [P 1] par la
localisation. On remarque que g1E
1 est la fin du brin γi([P
1]) On conside`re :
1. des cylindres (Ct)t∈[t1−ε,t1+ε] modelant le chemin de naissance (βt)t∈[t1−ε,t1+ε] centre´ en
t1 ∈ ]1, 2[ tels que B1 ∈ Ct1 ,
2. des cylindres (C ′t)t∈[t′1−ε,t′1+ε] modelant le chemin d’e´limination (αt)t∈[t′1−ε,t′1+ε] centre´ en
t′1 ∈ ]0, 1[ tel que g1E1 ∈ Ct′1 .
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Soit t0 quelconque dans ]t
′
1, t1[. Quitte a` appliquer le proce´de´ du lemme 3.1.3, on peut supposer
que le chemin d’e´limination finit en t0 et que le chemin de naissance est issu de t0. On peut
ainsi utiliser le lemme 3.3.8 pour trouver un chemin de meˆmes extre´mite´s que la concate´nation
(α• ∗ β•)t∈[0,2], et que l’on appelle α• ./γ1i [P 1]β• = α• ./g1[R]β•, qui n’a change´ qu’autour de (α• ∗ β•)t0













Figure 3.25 – Portions des graphiques autour de t0 avant/apre`s la premie`re prescription de γi.
Le releve´ B1 a disparu et Bα unionsq (Bβ r {B1}) est le choix de releve´s de´termine´ par Bα, Bβ et
la premie`re information fournie par la greffe γ. Le chemin base´ α•
./
γβ• s’obtient en ite´rant ce
proce´de´ dans l’ordre prescrit.
Il est clair que la greffe alte`re les coefficients directeurs ainsi que l’application de rencontre ;
on explique comment ils changent dans le lemme suivant sous certaines hypothe`ses. Plus tard,
on va greffer des lacets (βt)t∈[0,1] qui ve´rifient ces hypothe`ses.
Lemme 3.3.10. On utilise les donne´es de la construction 3.3.9, les notations suivantes se
de´duisent de la figure 3.25. Soit [P 1] ∈ Gβi+1 la premie`re source distingue´e de la prescription.
Appelons [Q1] le puits distingue´ qui naˆıt avec [P 1]. Soient [R] := χi([P
1]) ∈ Eαi+1 le choix et
g1 := λi([P
1]) la localisation donne´s par la prescription. Supposons que
– [P 1] ∈ Eβi+1, autrement dit, qu’il s’e´limine avec un brin d’indice i ,
– [Q1] /∈ Eβi , autrement dit, qu’il s’e´limine avec un brin d’indice i+ 1 ,
– [P 1] ne rencontre pas [Q1]. Soit donc [P 1] 6= [Rl] ∈ Ei+1 tel que ρ([Rl]) = [Q1] .
Notons par δ := δα unionsq δβ : Eαi+1 unionsq Eβi+1 → ±pi1M,ρ := ρα unionsq ρβ : Eαi+1 unionsq Eβi+1 → Bαi unionsq Bβi les
coefficients directeurs et la rencontre de la concate´nation α• ∗ β•. Si on note par δG, ρG les
coefficients directeurs et la rencontre apre`s avoir effectue´ la premie`re ope´ration γ1i de la premie`re
prescription de la greffe, les seuls modifications de δG, ρG par rapport a` δ, ρ sont les suivantes :
– δG : Eαi+1 unionsq
(
Eβi+1 r {[P 1]}
)
→ ±pi1M ,
– ρG : Eαi+1 unionsq
(







– δG([R]) = g
−1
1 δ([P
1]) et ρG([R]) = ρ([P
1]) ,
– δG([R
l]) = δ([Rl])g1δ([R]) et ρG([R
l]) = ρ([R]).
De´monstration. Le brin distingue´ [P 1] devient le brin g1[R] comme on de´duit de 3.3.8. Par
pi1M -e´quivariance, ceci veut dire que si on suit par continuite´ le brin [R] apre`s l’ope´ration, on
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arrive ou` g−11 [P
1] arrivait. Autrement dit, la nouvelle rencontre de [R] est la rencontre que [P 1]
avait, et le nouveau coefficient directeur de [R] est celui de [P 1] pre´-multiplie´ par g−11 . La figure













Figure 3.26 – Effet d’une ope´ration de greffe vu sur le brin distingue´ [R].
Le brin distingue´ [Q1] est devenu le brin g1δ([R])ρ([R]). Ainsi, le brin qui rencontrait [Q
1] et
que nous avons nomme´ [Rl], doit rencontrer la rencontre de [R] apre`s l’ope´ration. Le nouveau
coefficient directeur de [Rl] sera alors le h ∈ ±pi1M tel que les brins hρ([R]) et δ([Rl])[Q1]
s’unissent en re´alisant la greffe. On de´duit que h = δ([Rl])g1δ([R]) et faisant une translation par
δ([Rl]) du premier graphique dans la figure 3.26. La figure 3.27 illustre les formules
δG([R
l]) = δ([Rl])g1δ([R]) et ρG([R

















Figure 3.27 – Effet de la meˆme ope´ration vu sur le brin distingue´ [Rl].
On remarque que, apre`s avoir effectue´ toutes les ope´rations d’une prescription γi d’indice i,





The´ore`me 3.3.11. Soit (αt)t∈[0,1] un chemin a` extre´mite´s non-singulie`res et a` deux indices
i, i+ 1, ou` 1 < i < n− 1. Alors il existe un chemin base´ (α˜t, Bαt )t∈[0,1] a` deux indices i, i+ 1 et
de meˆmes extre´mite´s que (αt)t∈[0,1] qui est aussi sous forme normale.
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De´monstration. Appelons s la quantite´ des naissances du chemin et prenons n’importe quel
choix de releve´s Bα pour (αt)t∈[0,1]. On conside`re la taille T := TB• > 0 associe´e au choix continu
de releve´s qui en de´coule. Quitte a` appliquer la proposition 3.1.20, graˆce au fait que (αt)t∈[0,1]
ne pre´sente pas de centre, on peut prendre (αt)t∈[0,1] d’e´volution L-normale, ou` L est choisi tel
que L > (s− 1)T .
Soit ainsi (ξt, Bt)t∈[0,1] un e´quipement L-transverse pour (αt)t∈[0,1] le rendant d’e´volution
L-normale. Regardons A la matrice de L-incidence dans un instant de pre´-e´limination. Comme
L a e´te´ pris plus grand que (s− 1)T , la proposition 3.1.22 s’applique. Avec les meˆmes notations
que dans la proposition cite´e, on e´crit la matrice A = PσD. Les coefficients gk ∈ ±pi1M de la
matrice diagonale D ve´rifient les proprie´te´s suivantes :
– pour tout k ∈ {1, . . . s} on a |u(gk)| < L ,
– le de´terminant ± det(D) est dans [pi1M,pi1M ] .
Comme (αt, ξt, Bt)t∈[0,1] est d’e´volution L-normale, nous pouvons lire les coefficients directeurs
et l’application rencontre associe´s au chemin base´ (αt, Bt)t∈[0,1] a` partir de la matrice A. Si Pσ
de´signe la matrice (Pσ)jk = δσ(j)k ou` le seul terme non-nul dans la j-e`me ligne est le σ(j)-e`me,
l’application de rencontre ve´rifie :
ρ : Bi+1 −→ Bi
[P j] 7−→ [Qσ(j)]
ou` on signale que Ei+1, l’ensemble de brins distingue´s d’indice i+1 qui s’e´liminent avec des brins
d’indice i, co¨ıncide avec Bi+1 vu qu’il n’y a pas des ze´ros d’indice supe´rieur a` i+ 1. En particulier
ρ est une bijection. Pour j ∈ {1 . . . s}, on note gj := δ([P j]), qui est par ailleurs le seul terme
non nul de la j-e`me ligne de A. On remarque qu’avec ces notations D = diag(gσ−1(1), . . . gσ−1(s)) .
Si A = Id, le the´ore`me est de´montre´, puisque σ = id et chaque brin [P j] rencontre le brin
[Qj] avec lequel il e´tait ne´. De plus, le graphique de Cerf-Novikov se ferme vu que δ([P j]) = 1
pour tout j ∈ {1 . . . s}.
Si s = 1, le seul coefficient de A = (g1) ne peut eˆtre que 1. En effet, les glissements du
chemin e´quipe´ que nous avons conside´re´ ne peuvent eˆtre que des auto-glissements. Ainsi, la
matrice (g1) est une troncature trL, L > 0, d’un produit de termes dans 1 +
(
ν < 0
) ∈ Z[pi1M ].
Un tel e´le´ment contient force´ment 1 dans son support, mais supp(g1) = {g1}.
Si s ≥ 2, on va se ramener a` A = Id de proche en proche, ce qui ache`vera de prouver le
the´ore`me.
Affirmation : il existe





– et une collection de prescriptions d’indice i note´es par (γj)
m
j=1 ,



















admet aussi Bα comme choix de releve´s et dont la matrice de pre´-e´limination est l’identite´.
On distingue deux cas initiaux :
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Premier cas : σ(1) 6= 1 . Posons σ(1) = k ; on s’inte´resse au brin [P j] qui rencontre [Q1], ou`












0 · · · 0 · · · ∗
Ligne j–e`me
Comme i est loin des extreˆmes et que |u(g−11 )| = |u(g1)| < L, la proposition 3.2.1 fournit





. On appelle [R1], [R2] les sources et [S1], [S2] les puits distingue´s issus
des deux naissances du lacet (β1t )t∈[0,1] . Les applications de rencontre et des coefficients directeurs
associe´es au lacet sont {
ρ([R1]) = [S2] , ρ([R2]) = [S1]
δ([R1]) = −g1 δ([R2]) = g−11
On greffe le lacet (β1t )t∈[0,1] a` (αt)t∈[0,1] avec la prescription γ




i+1 = Sβi+1 = {[R1], [R2]}
χi([R
1]) = [P 1] et χi([R
2]) = [P j]
λi([R
1]) = 1 et λi([R
2]) = −g−11 g−1j
Dans la suite, on note ce type des greffes par le couple ordonne´
(
1[P 1],−g−11 g−1j [P j]
)
, ou` on a
fait la convention d’ordonner l’ensemble Gβi+1 de la meˆme fac¸on que les bases associe´es aux brins
d’indice i+ 1. Voyons l’effet entraˆıne´ par chaque ope´ration dans la greffe.
Les brins [R1], [S1] associe´s a` la premie`re donne´e de la prescription ve´rifient les hypothe`ses
du lemme 3.3.10, et [R2] est le brin qui rencontre [S1]. La localisation donne´e par la prescription





• , que l’on note par δG et ρG, ne diffe`rent de δ et ρ que pour les brins [P
1]
et [R2] ; en appliquant les formules du lemme mentionne´ on a :{
δG([P
1]) = 1−1 · δ([R1]) = −g1 , ρG([P 1]) = ρ([R1]) = [S2]
δG([R
2]) = δ([R2]) · 1 · δ([P 1]) = g−11 · 1 · g1 = 1 , ρG([R2]) = ρ([P 1]) = [Qk]
Les brins [R2], [S2] associe´s a` la deuxie`me donne´e de la prescription ve´rifient aussi les hypothe`ses
du lemme 3.3.10, et [P 1] est le brin qui rencontre [S2] comme on de´duit des formules juste
ci-dessus. La localisation donne´e par la prescription est −g−11 g−1j ∈ ±pi1M et le brin choisi pour





• n’ont varie´ par rapport a` δG et ρG que pour les brins [P
j] et [P 1]. Si on note
ces nouvelles applications par δ′G et ρ
′
G, on a :{
δ′G([P
j]) =
(−g−11 g−1j )−1 · δG([R2]) = −gjg1 , ρ′G([P j]) = ρG([R2]) = [Qk]
δ′G([P
1]) = δG([P
1])(−g−11 g−1j )δG([P j]) = (−g1)(−g−11 g−1j )(gj) = 1 , ρ′G([P 1]) = ρG([P j]) = [Q1]
3.3 Greffe des lacets 103




• est un chemin base´ par B
α et d’e´volution normale. Les












0 · · · 0 · · · ∗
Ligne j–e`me
qui est identique a` A sauf pour les lignes 1 et j. On remarque que l’effet sur la rencontre et les
coefficients directeurs dans sa version matricielle revient a` la multiplication a` droite par une
matrice construite a` partir de celle associe´e au lacet (β1•)t∈[0,1] :
A1 = A ·

0 0 −g1 0
0 Idk−2 0 0
g−11 0 0 0
0 0 0 Ids−k

Deuxie`me cas : σ(1) = 1 . On va se ramener au premier cas. Comme s ≥ 2, choisissons j 6= 1












0 · · · 0 · · · ∗
Ligne j–e`me
Comme i est loin des extreˆmes et on a |u(−g1)| = |u(g1)| < L, on prend un lacet (β1t )t∈[0,1]
d’indice i d’origine α1, dont la matrice de L-incidence a` un instant de pre´-e´limination est(
0 g−11−g1 0
)
. Avec les meˆmes notations que dans le premier cas, les applications de rencontre et
des coefficients directeurs associe´es au lacet sont{
ρ([R1]) = [S2] , ρ([R2]) = [S1]
δ([R1]) = g−11 δ([R
2]) = −g1
En suivant la meˆme convention que dans le premier cas, on donne la prescription d’indice i pour
greffer le lacet (β1t )t∈[0,1] a` (αt)t∈[0,1] par le couple ordonne´ γ
1 ≡ (1[P 1], g1g−1j [P j]) . Faisons les
calculs en utilisant a` nouveaux le lemme 3.3.10.
La localisation et le choix donne´s par la premie`re donne´e de γ1 co¨ıncident avec ceux du




• n’ont varie´ que pour les brins
[P 1] et [R2] et on a :{
δG([P
1]) = 1−1 · δ([R1]) = g−11 , ρG([P 1]) = ρ([R1]) = [S2]
δG([R
2]) = δ([R2]) · 1 · δ([P 1]) = (−g1) · 1 · g1 = −g21 , ρG([R2]) = ρ([P 1]) = [Q1]
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Les brins [R2], [S2] associe´s a` la deuxie`me donne´e de la prescription ve´rifient les hypothe`ses du
lemme 3.3.10 et [P 1] est le brin qui rencontre [S2]. La localisation donne´e par la prescription est
g1g
−1
j ∈ ±pi1M et le brin choisi pour la greffe est [P j]. Les nouveaux coefficients directeurs δ′G




• sont ceux de δG et ρG sauf pour les brins [P
j ] et [P 1], dont







)−1 · δG([R2]) = gjg−11 (−g21) = −gjg1 , ρ′G([P j]) = ρG([R2]) = [Q1]
δ′G([P
1]) = δG([P
1])(−g−11 g−1j )δG([P j]) = (g−11 )(g1g−1j )(gj) = 1 , ρ′G([P 1]) = ρG([P j]) = [Qk]




• est d’e´volution normale base´ par













0 · · · 0 · · · ∗
Ligne j–e`me
qui est identique a` A sauf pour les lignes 1 et j, qui nous rame`ne au premier cas. On remarque
que l’effet matriciel sur la rencontre et les coefficients directeurs revient aussi a` la multiplication
a` droite par la matrice que l’on de´duit de celle associe´e au lacet (β1•)t∈[0,1] :
A1 = A ·

0 0 g−11 0
0 Idk−2 0 0
−g1 0 0 0
0 0 0 Ids−k

Apre`s une ou deux greffes, en fonction du cas initial, nous nous sommes ramene´s sur un
chemin de meˆmes extre´mite´s que l’original, ou` les brins distingue´s [P 1], [Q1] issus de la premie`re
naissance se rencontrent avec coefficient directeur e´gal a` 1, et ou` un certain brin [P j ], j > 1 voit
son coefficient directeur multiplie´ a` droite par ±g1, ou` g1 e´tait l’ancien coefficient directeur de
[P 1].
Nous ite´rons le raisonnement (s − 1) fois. Il est clair que a` la r-e`me ite´ration, les brins
{[Pm], [Qm]}1≤m<r ne sont plus concerne´s par la prescription ou couple de prescriptions γr de
cette ite´ration. De´signons ρ′G et δ
′
G les applications de rencontre et des coefficients directeurs a`
la fin de la r-e`me ite´ration, et ρ, δ celles a` la fin de l’e´tape pre´ce´dente. Elles co¨ıncident sauf pour
[P r] et un unique [P j] ou` r < j ≤ s, de sorte que :{
ρ′G([P
r]) = [Qr] δ′G([P
r]) = 1
ρ′G([P
j]) = [Qk] δ′G([P
j]) = ±δ([P j])δ([P r])
pour un certain [Qk] ou` r < k ≤ s.
3.3 Greffe des lacets 105
Apre`s les (s− 1) ite´rations, on a ρ([P j]) = [Qj] pour tout j = 1, . . . s− 1, donc a posteriori
ρ([P s]) = [Qs]. De plus, tous les coefficients directeurs sont e´gaux a` 1 sauf le dernier, qui est
devenu un produit de´sordonne des coefficients directeurs initiaux. La repre´sentation matricielle




ou` τ ∈ Ss est une certaine permutation de meˆme signature que σ et ε := (−1)sig(τ). On remarque
que le signe ± qui affecte det(D) est (−1)sig(σ) comme on a e´crit dans la preuve de la proposition
3.1.22 et co¨ıncide alors avec ε. Dans le reste de la preuve, on explique comment on peut se






i=1 gτ2(i) pour deux permutations τ1, τ2 ∈ Ss ne diffe´rent que







gσ−1(i) = h · (± det(D)) .





































permettent d’e´crire chaque commutateur comme le re´sultat de six matrices comme celles des
lacets en queue d’aronde. Il suffit de greffer un lacet pour chaque matrice dans la de´composition
du produit des commutateurs ; les choix des prescriptions associe´es ne concernent que les brins




A.1 Comple´tions par rapport a` une me´trique ou une fil-
tration
De´finition A.1.1. Une filtration continue de´croissante d’un groupe Λ est une suite F = (Λi)i∈R
de sous-groupes de Λ telle que Λi ⊇ Λj si i < j.
La filtration est dite exhaustive si le sous-groupe
⋃
i∈R Λi co¨ıncide avec Λ.
On dit qu’elle est se´parable si le sous-groupe
⋂
i∈R Λi est re´duit a` {0}.
On rappelle la notation G≥Cu := {g ∈ G | u(g) ≥ C} introduite en 1.1.1, ou` u : G→ R est
un morphisme de groupes que nous fixons pour la suite. On note ces sous-ensembles de G par
G≥C simplement.
Lemme A.1.2. Les sous-ensembles Z[G]i :=
{
λ ∈ Z[G] ∣∣ supp(λ) ⊆ G≥i} ou` i ∈ R de´finissent
une filtration continue de´croissante de l’anneau Λ = Z[G]. Cette filtration, que l’on nomme
u-filtration de Z[G], est exhaustive et aussi se´parable.
De´monstration. Comme supp(0) = ∅, 0 ∈ Z[G]i pour tout i ∈ R. Si λ, µ ∈ Z[G]i, comme
supp(µ) = supp(−µ) nous avons que supp(λ− µ) ⊆ supp(λ) ∩ supp(−µ) ⊆ G≥i et tout Z[G]i




≥i = G et
⋂
i∈RG
≥i = ∅, on obtient la dernie`re affirmation.
De´finition A.1.3. Soit (Λ,+, ·, 1Λ) un anneau unitaire. On dit qu’une filtration continue
F = (Λi)i∈R du groupe additif sous-jacent (Λ,+) est compatible avec la structure d’anneau si
1. Λi · Λj ⊆ Λi+j pour tous i, j ∈ R,
2. 1Λ ∈ Λ0.
Dans ce cas, l’anneau Λ e´quipe´ avec cette filtration est dit anneau filtre´ continuˆment.
Lemme A.1.4. L’anneau (Z[G], (Z[G]i)i∈R) de A.1.2 est un anneau filtre´ continuˆment.
De´monstration. Dans ce cas, 1Z[G] = 1 ·e ou` e de´signe l’e´le´ment neutre de G. Ainsi supp(1Z[G]) =
{e}. Comme u est un morphisme de groupes, on a u(e) = 0 et 1 ∈ Z[G]0. Comme on avait
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remarque´ dans 1.1.2 on a supp(λ · µ) ⊆ supp(λ) · supp(µ) pour tous λ, µ ∈ Z[G]. Prenons
λ ∈ Z[G]i et µ ∈ Z[G]j. Un e´le´ment du support de λ · µ s’e´crit sous la forme gh ou` g ∈ supp(λ)
et h ∈ supp(µ). Mais u(gh) = u(g) + u(h) ≥ i+ j et on a prouve´ aussi la premie`re condition de
la de´finition A.1.3.
Remarque A.1.5. Les ensembles Λi, i 6= 0 d’un anneau filtre´ (continuˆment ou dans le sens
usuel) Λ ne sont pas des sous-anneaux en ge´ne´ral : les conditions Λi ·Λi ⊆ Λi ou 1Λ ∈ Λi peuvent
ne pas eˆtre ve´rifie´es. Si la filtration est de´croissante, Λi est un sous-ensemble multiplicatif de Λ
pour tout i ≥ 0, puisque Λ2i ⊆ Λi si i ≤ 2i.
Plac¸ons-nous dans le contexte du lemme A.1.2. D’une part, si i < 0 et ∅ 6= Z[G]0 r Z[G]i =
{λ, . . .}, alors Z[G]i n’est pas multiplicatif vu que λ2 /∈ Z[G]i. D’autre part, 1 /∈ Z[G]i pour tout
i > 0 : les seuls sous anneaux sont donc les Z[G]i, i ≤ 0 tels que Z[G]i = Z[G]0.
Pour nos propos, il est suffisant de conside´rer des filtrations classiques (indexe´es par Z au
lieu de par R). Un anneau Λ filtre´ continuˆment par F = (Λi)i∈R admet de fac¸on naturelle des
filtrations classiques indexe´es par εZ pour tout ε > 0. Nous notons Fε ces filtrations (classiques)
induites par F.
De´finition A.1.6. Soit (Λ, (Λi)i∈R) un anneau filtre´ continuˆment. On de´finit sa valuation
ν : Λ→ R par
ν(x) :=

−∞ si x /∈ ⋃i∈R Λi
sup{i ∈ R | x ∈ Λi}
+∞ si x ∈ ⋂i∈R Λi
Lemme A.1.7. La fonction ν : Z[G]→ R de´finie comme la restriction de celle de la de´finition
1.1.9 est la valuation induite par la u-filtration de Z[G].
De´monstration. Aucun e´le´ment ne prend la valeur −∞ vu que la u-filtration est exhaustive
d’apre`s le lemme A.1.2. Le seul e´le´ment prenant la valeur +∞ est 0 graˆce a` la se´parabilite´.
Prenons 0 6= λ ∈ Λ. On a clairement que λ ∈ Z[G]ν(λ) du fait que supp(λ) ⊆ G≥ν(λ) par
de´finition de ν. De meˆme, si k > ν(λ), on a λ /∈ Z[G]k puisqu’aucun terme de la racine de λ
n’est dans G≥k. Ainsi ν(λ) = sup {i ∈ R | λ ∈ Z[G]i}.
Remarque A.1.8. On signale que les proprie´te´s sur la valuation que nous avions prouve´es
dans 1.1.10 sont un fait ge´ne´ral des valuations induites par de filtrations comme on peut voir
dans [BoAC, Ch.III, §2,2].
Il y a une seule topologie sur un groupe G pour laquelle les ope´rations de produit et d’inversion
sont continues une fois que l’on s’est fixe´ un base de voisinages Be ⊆ G de l’e´le´ment neutre
e ∈ G. Naturellement, on doit demander une certaine re´gularite´ a` la collection Be pour pouvoir
obtenir la topologie mentionne´e : il suffit que Be soit une base d’un filtre (consulter [BoTG,
Ch.I, §6, no3]) notamment qu’elle soit non-vide, ferme´e pour les intersections finies, telle que
∅ /∈ Be, et ve´rifie trois conditions relatives au produit et a` l’inversion. Si la collection Be est
prise parmi les sous-groupes de G, deux de ces trois dernie`res conditions sont satisfaites, et si G
est abe´lien, la troisie`me est aussi ve´rifie´e.
Comme la filtration d’un groupe (continue ou classique) est ferme´e pour les intersections
finies – vu que Λi1 ∩ · · · ∩ Λin = Λ{max ij} –, on obtient la proposition suivante.
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Proposition A.1.9. Soit (Λ,F = (Λi)i∈R) un anneau filtre´ continuˆment ; il existe une unique
topologie TF sur Λ pour laquelle le sous-groupe additif sous-jacent (Λ,+) ayant (Λi)i∈R comme
une base de voisinages de 0 ∈ Λ.
De´monstration. Prendre B0R = {Λi | i ∈ R} dans [BoTG, Ch. III, §1, no2, Pr.1].
De´finition A.1.10. La topologie TF de´finie sur un anneau filtre´ (classique ou continuˆment) par
la proposition A.1.9 est appele´e topologie induite par la filtration F.
Lemme A.1.11. Soit ε > 0 et conside´rons Fε la filtration classique induite par la filtra-
tion continue F de Λ. Les topologies Tε et T sur Λ induites respectivement par Fε et F sont
e´quivalentes.
De´monstration. Il est suffisant de ve´rifier que les bases des filtres associe´es sont e´quivalentes.
Ceci signifie que chaque e´le´ment de chaque base contient un e´le´ment de l’autre. Les bases
sont B0R = {Λi | i ∈ R} et B0εZ = {Λn | n ∈ εZ}. La proprie´te´ archime´dienne de R de´montre le
lemme.
On de´signe cette topologie par T quand il n’y a pas de confusion possible.
Le groupe topologique (Λ, TF) est Hausdorff si et seulement si le singleton e est ferme´, ce qui
est le cas quand la filtration est se´parable. On obtient une base de voisinages Bλ de n’importe
quel λ ∈ Λ en translatant la base en l’e´le´ment neutre (Bλ = λ+ Be) ; on de´duit ainsi que la
topologie de Λ est discre`te si et seulement si {e} ∈ Be. Nous avons ainsi :
Lemme A.1.12. La topologie T sur l’anneau filtre´ Z[G] est Hausdorff et n’est pas discre`te.
Remarquons que pour le moment, nous n’avons pas parle´ d’anneaux topologiques, dont
l’ope´ration produit doit aussi eˆtre continue. La topologie induite par la filtration d’un anneau
filtre´ peut ne pas eˆtre compatible avec le produit. On ne peut pas parler en ge´ne´ral de l’anneau
topologique induit par une filtration.
Lemme A.1.13. L’anneau (Z[G], TF) est un anneau topologique.
De´monstration. La topologie induite par une filtration est compatible avec le produit de l’anneau
quand la filtration est exhaustive (consulter [BoAC, Ch.III, §2, no5, Pr.3]), ce qui est le cas de
F.
Les groupes topologiques Hausdorff ne se plongent pas de fac¸on ge´ne´rale comme un sous-
groupe partout dense d’un groupe topologique complet (voir [BoTG, Ch.III, §3, num.4, Th.1]) ;
ceci peut-eˆtre fait si le groupe et en plus abe´lien. Ainsi, un anneau topologique Hausdorff Λ
peut toujours eˆtre plonge´ dans un groupe topologique Hausdorff que nous notons Λ̂, de sorte
que l’ope´ration produit de Λ s’e´tend continuˆment sur Λ̂. De plus, Λ̂ est de´termine´ uniquement
a` isomorphisme de groupes pre`s et le sous-anneau Λ – vu comme un sous-espace de Λ̂ – est
partout dense (consulter [BoTG, Ch.III, §6, no5, Pr.6]).
Voyons maintenant que l’anneau Z[G] est me´trisable : il s’agit d’un fait ge´ne´ral pour les
anneaux filtre´s avec filtration exhaustive. On donne une me´trique dont la topologie induite est
e´quivalente a` la topologie induite par la filtration.
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Lemme A.1.14. Soit 0 < ρ < 1. L’application
d : Z[G]× Z[G] −→ R+
(λ, µ) 7−→ ρν(x−y)
de´finit une me´trique 1 sur Z[G].
De´monstration. Prenons ρ := e−1 pour simplifier. Clairement d(λ, µ) = 0 si et seulement si
ν(λ− µ) =∞ ce qui n’est le cas que quand λ = µ. La condition de syme´trie pour d est ve´rifie´e
du fait que la valuation ne tient pas compte des coefficients entier des e´le´ment dans le support
de λ, mais seulement le support et supp(λ) = supp(−λ). Pour prouver l’ine´galite´ triangulaire,
de´montrons une condition plus forte, qui est celle des ultrame´triques :
d(λ, µ) ≤ max{d(λ, τ), d(τ, µ)}, pour tous λ, µ, τ ∈ Z[G].
En utilisant la proprie´te´ 1 de 1.1.10 on voit que
ν(λ− µ) = ν((λ− τ) + (τ − µ)) ≥ min{ν(λ− τ), ν(τ − µ)} =⇒
d(λ, µ) = e−ν(λ−µ) ≤ e−min{ν(λ−τ),ν(τ−µ)} = emax{−ν(λ−τ),−ν(τ−µ)} =
= max{e−ν(λ−τ), e−ν(τ−µ)} = max{d(λ, τ), d(τ, µ)}
Nous avons le lemme suivant qui aidera a` e´tudier les voisinages de 0 pour la topologie induite
par la me´trique.
Lemme A.1.15. L’application
‖·‖ : Z[G] −→ R+
λ 7−→ d(λ, 0)
ve´rifie
1. ‖λ‖ = 0 si et seulement si λ = 0,
2. ‖λ+ µ‖ ≤ max{‖λ‖, ‖µ‖} pour tous λ, µ ∈ Z[G],
3. ‖λ · µ‖ ≤ ‖λ‖‖µ‖ pour tous λ, µ ∈ Z[G],
4. ‖1Z[G]‖ = 1.
De´monstration. Les deux premie`res affirmations sont une conse´quence directe du fait que d est
une ultrame´trique. Le dernier est un simple calcul, et le troisie`me se de´duit de la proprie´te´ 2
cite´e dans 1.1.10.
Pour un anneau Λ, une application ‖·‖ : Λ→ R+ qui satisfait les conditions du lemme A.1.15
est appele´e ultrame´trique pour l’anneau. Si on remplace la condition 2 par la condition plus
faible de l’ine´galite´ triangulaire classique, la paire (Λ, ‖·‖) est appele´e anneau me´trique.
Si Λ est un anneau topologique, on peut se demander quelle est la relation entre la topologie
de Λ et celle qui est induite par la me´trique. Pour l’anneau de groupe, nous avons le re´sultat
suivant.
1. On verra que d est une ultrame´trique.
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Lemme A.1.16. Les topologies TF et T‖·‖ de Z[G] co¨ıncident.
De´monstration. Il suffit de voir que pour tout ensemble O1 de l’une des bases de voisinages de
0 on peut trouver un ensemble O2 de l’autre base de voisinages de 0 tel que O2 ⊆ O1. Pour
n’importe quel autre point λ 6= 0, il suffit de faire une translation par λ.
D’une part, rappelons que B0F = {Z[G]i | i ∈ R} ou` Z[G]i =
{
λ ∈ Z[G] ∣∣ supp(λ) ⊆ G≥i}.
D’autre part B0‖·‖ =
{
B‖·‖(0, ε)
∣∣ ε ∈ R+} ; regardons une boule de rayon ε :
B‖·‖(0, ε) = {λ ∈ Z[G] | ‖λ‖ < ε} = {λ ∈ Z[G] ∣∣ e−ν(λ) < ε} =
= {λ ∈ Z[G] | ν(λ) > − ln(ε)}
Nous avons ainsi les inclusions demande´es Z[G]i ⊆ B(0, ε) ⊆ Z[G]j, ∀i > − ln(ε), ∀j ≤ − ln(ε)
On peut conclure que
Proposition A.1.17. La comple´tion Ẑ[G]F de l’anneau filtre´ (Z[G],F) de A.1.2 est isomorphe
comme anneau topologique a` la comple´tion Ẑ[G]‖·‖ de l’anneau me´trique (Z[G], ‖·‖).
De´monstration. Ceci est conse´quence de deux faits. Le premier est que les topologies sous-
jacentes sont la meˆme graˆce au lemme A.1.16 ; ainsi, si Ẑ[G]‖·‖ est un anneau topologique, graˆce
a` [BoTG, Ch.III, §6, no5, Pr.6] on sait que les deux anneaux topologiques sont isomorphes,
comme on avait de´ja` remarque´ juste apre`s le lemme A.1.13. Comme l’ope´ration d’addition
s’e´tend toujours continuˆment, la seule question que nous devons nous poser est si l’ope´ration du
produit e´tendu ·̂ : Ẑ[G]‖·‖ × Ẑ[G]‖·‖ → Ẑ[G]‖·‖ est continue, puisque pour l’instant Ẑ[G]‖·‖ n’est
qu’un espace me´trique complet.
Mais Z[G] est partout dense dans Ẑ[G]‖·‖ et l’application Z[G]× Z[G]→ Ẑ[G]‖·‖ donne´e par la
composition i‖·‖ ◦ (·) ou` i‖·‖ : Z[G] ↪→ Ẑ[G]‖·‖ de´signe l’inclusion, est continue et Z-biline´aire. On
peut de´duire la continuite´ du produit e´tendu en utilisant [BoTG, Ch.III,§6,no5, Th.1]. L’anneau
me´trique complet Ẑ[G]‖·‖ est ainsi un anneau topologique et la proposition est de´montre´e.
Remarque A.1.18. On peut voir la comple´tion Λ̂ d’un anneau muni d’une filtration exhaus-
tive est comme la limite projective lim←−i∈R Λ/Λi, qui vient e´quipe´e d’un morphisme canonique
d’anneaux i : Λ→ Λ̂ graˆce a` la proprie´te´ universelle de la limite projective et dont l’image i(Λ)
s’identifie avec l’anneau Hausdorff partout dense Λ/
⋂
i∈R Λi (l’intersection est toujours un ide´al
bilate´ral). Comme la filtration est se´parable on a i(Λ) ' Λ. On a aussi la relation i(Λi) ' Λ̂i, et
il n’est pas difficile de voir que F̂ :=
{
Λ̂i
∣∣∣ i ∈ R} est une filtration pour Λ̂ qui est compatible
avec la structure d’anneau.
On a de´ja` introduit et utilise´ un anneau qui contient l’anneau de groupe Z[G] dans la
de´finition 1.1.5 que l’on appelle anneau de Novikov :
Z[G]u :=
{
λ ∈ Z[[G]] ∣∣ ∀C ∈ R, supp(λ) ∩G<C est fini} .
Voyons que l’anneau de Novikov n’est autre que la comple´tion que l’on vient d’e´tudier.
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Lemme A.1.19.
Z[G]u = Ẑ[G]‖·‖
De´monstration. Prenons d’abord un λ ∈ Z[[G]] tel que pour tout C ∈ R l’ensemble supp(λ) ∩





sont dans Z[G]. Conside´rons λ¯i la projection de λi dans Z[G]/Z[G]i.
Par de´finition des λi, l’e´le´ment de´termine´ par lim←− λ¯i dans la limite projective lim←−i∈R Z[G]/Z[G]i =
Ẑ[G]F (voir la remarque A.1.18) co¨ıncide avec λ. On peut ainsi voir λ comme un e´le´ment de
Ẑ[G]‖·‖ graˆce a` la proposition A.1.17.
Prenons maintenant une suite de Cauchy (λn)n∈N dans (Z[G], ‖·‖) et conside´rons sa limite λ
dans la comple´tion Ẑ[G]‖·‖. Supposons par l’absurde qu’il existe un C ∈ R tel que supp(λ)∩G<C
est infini. On peut trouver une suite (gnm)m∈N ⊂ G<C telle que gnm ∈ supp(λnm)r supp(λnp) si
m < p. Alors {gnm , gnp} ⊂ supp(λnm − λnp) pour tous m < p. Comme (gnm)m∈N ⊂ G<C , nous
avons que ν(λnm − λnp) < C et ce pour tout m 6= p. Prenons 0 < ε < e−C . Comme la suite
est de Cauchy, il existe un N ∈ N tel que pour tout p,m ≥ N, ‖λnm − λnp‖ < ε ; mais ceci
est e´quivalent a` ν(λnm − λnp) > − ln(ε) > C par le choix de ε et nous sommes arrive´s a` une
contradiction.
A.2 Quelques proprie´te´s de l’anneau de Novikov
On note Λ := Z[G] dore´navant. Les extensions des applications de Λ vers Λu sont note´es de la
meˆme fac¸on, par exemple, on note ‖·‖ l’extension de la norme de A.1.15 a` Λu est toujours note´e
‖·‖ ; elle provient toujours d’une ultrame´trique, vu que l’extension de la valuation ν : Λu → R
est donne´e par celle de la de´finition 1.1.9 :
ν(λ) :=
{
min {u(g) | g ∈ supp(λ)}
+∞ if λ = 0
comme on de´duit du lemme A.1.7.
Lemme A.2.1. Soit B(λ, r) la boule de centre λ et de rayon r > 0 dans (Λu, ‖·‖). On a les
faits suivants :
1. l’e´galite´ B(0, 1) = {λ ∈ Λu | ν(λ) > 0},
2. si ‖λ‖ = r alors B(λ, s) = B(0, s) pour tout s ≥ r,
3. toute boule ouverte est ferme´e et toute boule ferme´e est ouverte,
4. pour tous λ, µ, τ ∈ Λu, deux parmi les trois sont a` la meˆme distance du troisie`me.
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De´monstration. Le premier est un calcul trivial. Les autres sont des faits ge´ne´raux des espaces
ultrame´triques. Le deuxie`me se reformule en disant que  tout e´le´ment d’une boule est un
centre , le quatrie`me e´quivaut a` l’e´nonce´  tout triangle est isoce`le .
Remarque A.2.2. L’affirmation 4 de A.2.1 s’exprime aussi comme
‖λ‖ < ‖µ‖ =⇒ ‖λ+ µ‖ = ‖µ‖
Si on prend λ 6= −µ et on compare les distances entre les trois points diffe´rents 0, λ, λ + µ,
on obtient ‖λ‖, ‖µ‖, ‖λ + µ‖. Au moins deux des trois doivent eˆtre e´gales. Si ‖λ‖ < ‖µ‖
on a ‖λ + µ‖ ≤ max{‖λ‖, ‖µ‖} = ‖µ‖ et aussi ‖µ‖ ≤ ‖λ + µ‖ car ‖µ‖ = ‖µ + λ − λ‖ ≤
max{‖µ+λ‖, ‖λ‖} = ‖µ+λ‖, ou` la dernie`re e´galite´ est ne´cessaire pour e´viter une contradiction
avec ‖λ‖ < ‖µ‖.
Les e´le´ments de Λu que l’on donne dans la de´finition suivante jouent un roˆle important : les
matrices auto-e´le´mentaires de type 2 (i = j) comme dans 1.2.1 sont inversibles du fait que le
terme non-trivial sur la diagonale est une unite´ triviale.
De´finition A.2.3. On rappelle que tout λ ∈ Λu non-nul admet un de´composition racine/tronc
(1.1.19). On dit que λ est simple quand m(λ) = ng(λ)g. Autrement dit, λ est simple si
supp(λ) ∩G≤ν(λ) = {g}. Si λ est simple on pose n(λ) := ng(λ) ∈ Z et γ(λ) := g ∈ G les seuls
tels que m(λ) = n(λ)γ(λ). Les applications n, γ sont multiplicatives et ‖λ‖ = ‖γ(λ)‖ = e−u(g)
quand λ est simple.
Un e´le´ment simple λ ∈ Λu tel que n(λ) = ±1 est appele´ unite´ triviale. On note l’ensemble
des unite´s triviales de Λu par Uu.
On sait que Uu ⊆ Λ×u graˆce au lemme 1.1.35. On rede´montre ceci en utilisant le fait que Λu
est un anneau ultrame´trique complet.




De´monstration. Une unite´ triviale s’e´crit comme suit




Supposons que n(λ) = +1 ; on de´finit hi := gig
−1







0 = 1 +
∑
u(hi)>0
nihi = 1 + µ
est inversible. On remarque que ν(−µ) > 0 car u(hi) > 0 pour tout i. Un inverse formel pour
1 + µ est
∑∞
n=0(−µ)n. Mais la dernie`re se´rie est absolument convergente car
∑∞
n=0‖(−µ)n‖ est
majore´e par la se´rie ge´ome´trique de rapport ‖−µ‖, qui est convergente puisque ‖−µ‖ < 1 est
e´quivalent a` ν(−µ) > 0.
Mais une se´rie qui converge absolument dans un espace complet converge aussi, et on sait
que l’anneau me´trique Λu est complet. L’e´le´ment 1 + µ est donc inversible.
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Re´sume´ : Le cadre de cette e´tude est une varie´te´ ferme´e de dimension au moins six qui est
munie d’une classe de cohomologie de De Rham non-nulle. L’objectif de la the`se est de cre´er des
outils pour re´pondre au proble`me de savoir si deux 1-formes ferme´es non-singulie`res (sans ze´ro)
dans la classe fixe´e sont toujours isotopes. La re´ponse ge´ne´rale a` la question est non, et une
obstruction de type K-the´orique est attendue. Il est toujours possible de relier deux 1-formes
ferme´es non singulie`res par un chemin qui reste dans la classe de cohomologie ; l’isotopie des
extreˆmes du chemin e´quivaut a` de´former le chemin par une homotopie relative en un autre
constitue´ de 1-formes non-singulie`res.
On introduit deux sortes de pseudo-gradients pour chaque nombre L positif : ceux avec une
liaison L-e´le´mentaire et ceux que nous appelons L-transverses. Ils forment une classe de champs
de vecteurs adapte´s aux 1-formes qui permettent de faire une lecture alge´brique associe´e au
chemin. Cette lecture est analogue a` celle qui est faite dans la the´orie de Hatcher-Wagoner
qui traitait le proble`me d’isotopie pour les fonctions a` valeurs re´elles sans point critique. On
re´ussit a` trouver un nombre L assez grand pour de´former un chemin de 1-formes a` deux indices
critiques en un autre chemin muni d’un e´quipement L-transverse qui est sous forme normale.
Les ze´ros d’un tel chemin de 1-formes qui sont ne´s ensemble, s’e´liminent ensemble et de plus le
graphique de Cerf-Novikov associe´ se ferme : la lecture alge´brique cite´e appartient a` un certain
K2, ce qui est au point de de´part de la de´finition d’une obstruction a` l’isotopie des 1-formes
ferme´es non-singulie`res.
Mots cle´s : 1-forme ferme´e - pseudo-isotopie - pseudo-gradient adapte´ - transversalite´ -
glissement d’anse - graphique de Cerf - K-the´orie alge´brique - complexe de Morse-Novikov
Summary : The framework of this study is a closed manifold of dimension at least six that is
provided with a nonzero De Rham cohomology class. The aim is to create tools to address the
next problem : two closed non-singular (without zeroes) 1-forms in the fixed class are always
isotopic ? The general answer to the question is no, and a K-theoretical obstruction is expected.
It is always possible to connect two non-singular closed 1-forms by a path that remains in
the cohomology class ; the isotopy of the two ends of the path is equivalent to find a relative
homotopy of the path to another one made of non-singular 1-forms only.
We introduce two kinds of pseudo-gradients for each positive number L : those with an
L-elementary link and those that we call L-transverse. They form a class of vector fields adapted
to the 1-forms that allows to do an algebraic reading associated with the path. This reading
is similar to that made in the theory of Hatcher-Wagoner who treated the isotopy problem of
real-valued functions without critical points. We manage to find L, a number large enough to
deform a path of 1-forms with only two critical indices into another one with an L-transverse
equipment in normal form. The zeroes of such a path that are born together, die together and
moreover, the associated Cerf-Novikov graphic is closed : the cited algebraic reading belongs to
some K2, which is the starting point for the definition of an obstruction for two non-singular
closed 1-forms to be isotopic.
Key words : closed 1-form - pseudo-isotopy - adapted pseudo-gradient - transversality - handle
slide - Cerf’s graphic - algebraic K-theory - Morse-Novikov complex
