Abstract: Metallic materials undergo many metallurgical changes when subjected to welding thermal cycles, and these changes have a considerable influence on the thermomechanical properties of welded structures. One method for evaluating the welding thermal cycle variables, while still in the project phase, would be simulation using computational methods. This paper presents an evaluation of the temperature field and residual stresses in a multipass weld of API 5L X80 steel, which is extensively used in oil and gas industry, using the Finite Element Method (FEM). In the simulation, the following complex phenomena were considered: the variation in physical and mechanical properties of the material as a function of the temperature, welding speed and convection and radiation mechanisms. Additionally, in order to characterize a multipass weld using the Gas Tungsten Arc Welding process for the root pass and the Shielded Metal Arc Welding process for the filling passes, the analytical heat source proposed by Goldak & Chakravarti was used. Also we were able to analyze the influence of the mesh refinement in the simulation results. The findings indicated a significant variation of about 50% in the peak
Introduction
The materials, in welded joints, undergo many metallurgical changes due to the intense localized heat input, particularly for fusion welding. This heat input takes place in a nonlinear and transient manner, with the main heat input near the heat source and a lesser heat input coming from the center of the welding zone. Thus, non-uniform elastic and plastic deformations are generated promoting high residual stresses in the welded joint [1] . The level and profile of residual stresses exert a considerable influence on the welded joint properties and their control can avoid possible structural failures [2] . Thus, the influence of the residual stresses on the crack growth of welded joints is the focus of many studies concerning engineering applications [3, 4] , as well as in the optimization of turbine flanges [5] and in the petroleum industries [6] , just to name some examples. Therefore, various destructive and non-destructive techniques have been used to evaluate the residual stresses in welded joints. Currently, one of the non-destructive methods is computational analysis based on analytical methods.
The Finite Element Method (FEM) has been used to evaluate the weld thermal cycle, by various authors such as Cho et al. [7] and Robertsson & Svedman [8] who used the commercial software ANSYS ® and SIMULIA ABAQUS ® , respectively. These authors found excellent results in the thermal and structural analyses compared to the experimental ones obtained by thermocouples inserted in the welded joint for temperature measurements and X-ray diffraction to assess the residual stresses. Methods of numerical analysis can provide benefits to many areas of engineering, from the development of new products to maintenance services. In manufacturing, the welding parameters can be pre-established to minimize distortions and residual stresses caused by plastic deformation and thermal expansion, without the need to carry out costly laboratory experiments. In some cases, control models can be developed from the inversion of computational models in order to perform real-time corrections in the welding process and prevent variations that can produce weak points in components [abariki, 10, 11] .
The purpose of this study was to simulate and evaluate the temperature field and residual stresses in an API 5L X80 steel welded joint using the GTAW (Gas Tungsten Arc Welding) process and SMAW (Shielded Metal Arc Welding) process, through the use of the commercial software ABAQUS ® , which is based on FEM. This work studies the evolution of the thermal cycles and residual stresses by employing a single welding process or a combination of multiple welding passes, thereby making the computational simulation more realistic.
Mathematical model

Thermal Modeling
In the electric arc welding process, an electrical source generates a voltage U between the electrode and the base metal, inducing the formation of an electric arc traversed by a current I. In this process, energy losses occur through several factors, among them, the convection and radiation in the electric arc can be mentioned. Consequently, only a portion of this energy is used to melt the material, and therefore it is necessary to add a variable called power efficiency (η). Hence, the effective weld heat input can be given as:
In this thermal model, the thermal gradient can be assessed by establishing the related energy balance:
where ρ is the material density, c is the specific heat, Q is the heat input (Eq. 1), K x , K y , K z are the thermal conductivity coefficients in each direction, T is the temperature and t the time. The associated heat flow is not linear, and the thermophysical properties of the material are highly dependent on the temperature. The heat loss by convection q c and radiation q r can be calculated using the following equations:
where h f is the convective coefficient, T ∞ is the ambient temperature, σ is the Stefan-Boltzmann constant and ε the emissivity of the body surface. A phase change occurs during the process and this generates a latent heat, which can be expressed as a function of the enthalpy (H) as:
For computational analysis by FEM, an essential issue in the simulation is the modeling of the heat source. Goldak & Chakravarti [12] proposed an analytical solution for modeling the distributed heat source associated to the arc welding which is commonly used in this type of analysis. Therefore, the temperature field can be determined, computationally, based on a 3D finite Gaussian on a double ellipsoid, as shown in Figure 1 . This heat source is analytically defined by the equations [13] :
where q f and q r are the volumetric energy distributions before and after the torch [W/m 3 ], and f f and f r are the fractional factors of the distributions of the accumulated heat before and after the torch [14] ( Figure 1 ). Additionally, U, I, η are parameters directly linked to the welding procedures, while b and d are the geometric parameters of the heat source and can be determined by metallographic examination. The other parameters a f , a r , f f and f r are obtained through the parameters b and d; furthermore, the sum of f f and f r is equal to 2 [12] . In the absence of better data, the distance (a f ) from the triad reference point to the front of the heat source is defined as being equal to half the width of the weld and the distance (a r ) from the reference point to behind the heat source is defined as being equal to twice the width; this procedure has led to good approximations [13] . Due to the tighter specifications and control of modern steels, thermal analysis is of great importance to estimate the correct preheating temperature value for reliable welding. For example, Cooper et al. [15] compared four methods for calculating the preheating temperature of structural steels, including the API 5L grade X80. The four methods used were: a) the British Standard Institution method (BS 5135) based on the CE value (IIW), b) the American Welding Society method (AWS D1.1) that calculates the temperature of preheating through Pcm, c) the TCE method (Total Carbon Equivalent) which calculates the temperature of preheating as a function of the CE, material thickness, diffusible hydrogen in the weld metal and the heat input, and d) the CEN method.
In this work, the preheating temperature value was based on the study of Cooper et al. [15] and the experimental work conducted by Araújo [16] . The preheating temperature value was defined as being equal to 100 °C corresponding to the BS method, which is the most conservative method of those considered by Cooper et al.. The interpass temperature value was 150 °C following the N-133J standard [17] .
Residual Stresses Model
The movement of the welding electric arc generates a non-linear thermal gradient and the thermal and mechanical changes arising from the heat source promote thermal stresses and distortions. Therefore, based on the thermal gradients given by Equation 2, the residual stresses based on the deformations caused by the gradients can be determined according to:
where λ and µ are the Lame constants, which represent the components of the material deformation due to the temperature and are related to the material elasticity modulus E and Poisson's ratio v. The ! variable is linked to the deformation and displacement according to:
The model used for determining the residual stresses was elastoplastic with isotropic hardening and the correspondent values were obtained from the strains generated during the welding process.
The strains were considered to have elastic, plastic and thermal natures; so, the total strain was determined as:
where ε ij is the total deformation, ε ij e the elastic deformation, ε ij p the plastic deformation and ε ij th the thermal deformation. Based on the Hooke's law, the elastic deformation can be written as:
On the other hand, the deformation due to the thermal effect is given as:
where α ij is the thermal coefficient of linear expansion and T ∞ is the reference temperature. This thermal deformation depends on the phase of the material. The theory of plasticity describes the elastic-plastic response of materials through mathematical relationships based on some restrictive assumptions. Among these assumptions, it can be assumed that plastic deformation is the result of a history of tensions that occurred instantaneously, i.e., independently of time [18] .
Using the model of the flow rule, which establishes the direction of plasticity for metal materials under conditions of small displacements, the plastic potential function g is equal to the flow area capability f. This relation is known as the associated flow rule, and the direction of plasticity is considered to be normal to the flow surface. The plastic strain ratio is determined as:
where λ is a positive constant dependent on the properties of the material. For a perfect elastic-plastic material and for the cases in which a Von Mises surface is used as flow area capability criterion, the parameter λ can be described as:
Further details can be seen in the works of Akbari & Sattari-Far [9] , Syahroni & Hidayat [10] , Queresh [13] , Depraudeux [19] and Yao Xin et al. [20] .
Material and Computational Simulation
The computational model was developed in ABAQUS ® version 6.12, which is based on FEM. The workpiece was an API 5L X80 steel plate 0.120x0.360x0.017 m 3 , which is the same as the one used in the experimental work of Araújo [16] . The chemical composition of this steel is shown in Table 1 . The majority of the published works on numerical simulation of welding processes considers that the material properties are highly dependent on temperature. However, it is very difficult to obtain complete information about this, especially for high temperatures. Thus, simplifications are often used in these numerical simulations to overcome this problem. In this study, the thermal and mechanical properties of the API 5L X70 steel as a function of the temperature were defined according to Forouzan et al. [6] , Figure 2 . The plastic deformation of the API 5L X70 steel for the simulations in this work was defined according to [21] , which is depicted in Figure 3 as a graph of stress versus plastic strain. Stress versus plastic strain according to the data obtained in an experimental study of API 5L X70 steel [21] that was used in the simulations performed here.
The remaining parameters were considered equal to those of low-carbon steels. Thus, the latent heat for the solidification of the weld pool was considered to be 270 J/g [22] , the liquid T L and solid T S transformation temperatures were assumed to be 1560 °C and 1440 °C, respectively, and the convective coefficient h f was considered as a function of the temperature.
In the simulation, the GTAW welding process for the first welding pass and the SMAW process for the second welding pass were considered to have constant speeds, similar to the approach by Araújo [16] who conducted an automated welding. The welds were considered to be done in a horizontal position and the effects of gravity were disregarded. The values of the welding arc efficiency ƞ were taken from [23] and the effect of the material insertion was disregarded.
The simulations were performed according to the experimental conditions adopted by Araújo in [16] , who executed a multipass weld with preheating and interpass temperatures of 100 °C and 150 °C, respectively, according to the N-133J standard [17] . The welding variables and geometric parameters of the welding passes used in the simulations are shown in Table 2 . To represent the required welding conditions, the model of Goldak & Chakravarti [12] was applied and developed in a DFLUX subroutine in FORTRAN and integrated in ABAQUS ® . Figure 4 shows the detailed steps of the computational model used to perform the thermal and thermo-mechanical simulations. The choice of the mesh used in computer simulations is of fundamental importance as a refined mesh usually leads to results of greater robustness and reliability due to an increase in the number of degrees of freedom. However, the mesh refinement must be carried out carefully, as this also will result in an increased computational cost. In this work, convergence tests were performed on the meshing process. The maximum temperature reached on the weld pool was considered as the reference point for the mesh refinement as was considered by Queresh in [13] ; however, the mesh refinement in terms of the thermo-mechanical effects was not considered, due to the associated high computational cost. The response of the refinement process used is shown in Figure 5 . After the convergence tests, the optimized configuration of the mesh refinement led to three main regions, which are depicted in Figures 6 and 7 . Each region has a specific number of elements, as shown in Table 3 . As aforementioned, for the thermo-mechanical simulation, the mesh refinement was disregarded, since it would increase the computational cost and the simulation time considerably. The elements DC3D8 and C3D8T were used in the thermal and thermo-mechanical simulations, respectively [24] . Table 3 . Number of elements of the FEM mesh of each region studied (indicated in Figures 6 and 7 In the thermal simulation, only half of the plate was considered, since the phenomenon and the conditions used allowed the application of the symmetry theory [25] . In addition, to create a region of higher mesh refinement, the partition (Region 3) at 0.02 m distance from where the heat source passes was defined, due to a higher probability of occurrence of thermal transformations at this location. Such procedure was also adopted in [13, 18, 25] .
The thermal boundary conditions for the heat exchanged by radiation and convection were defined in the model for five sides of the plate; the sixth side supported by the table was excluded. This is in accordance with experimental laboratory procedures, and therefore, the hypothesis of zero heat exchange with the table was adopted. The values of these boundary conditions were defined as: ambient temperature of 25 °C, Stefan-Boltzmann constant equal to 5.67x10 -8 W.m -2 .K -4 and emissivity of 0.77, which were obtained from [26] , while the h f value was defined according to [13] . The movement of the heat source is shown in Figure 6 . The first welding pass was carried out along the XY plane, with the movement of the heat source along the Y axis. The second welding pass was carried out following the same procedure; however, it was displaced vertically 0.004 m along the Zaxis. The computational thermal evaluation was conducted on the node 0.002 m from the root pass fusion line. The 0.05 m extremities of the plate ends were disregarded, which is in-line with the conditions adopted in a laboratory due to the fixing clips [16] . After the two welding passes, the transverse residual stresses were analyzed in three different positions (beginning, middle and terminal), using the average value for each region, Figure 7 . The positions to evaluate these stresses are similar to those followed by Araújo in [16] . 
Results and Discussion
In order to validate the computational model used in the simulations, the welding of an API 5LX70 steel plate with dimensions of 0.1x0.1x0.019 m 3 , and the same experimental parameters and conditions used by Laursen et al. [27] were employed here. The authors used a current of 140 A, a voltage of 23V and an automated speed equal to 0.001 m/s to performing the root pass at room temperature (25 °C). After convergence tests, it was found that the model with 30000 elements converges to the maximum temperature results in the monitored region. The same conditions of thermal contours described in [27] were employed here, except for the geometric parameters a f , a r , b and d, energy parameters f f and f r , and the weld pool that were obtained from the literature [28, 13] . The virtual thermal cycling was evaluated here in the same region considered in [27] , and is shown in Figure 8 . The comparative thermal cycle showed a good similarity in terms of the shape of the curves between the experimental and numerical processes ( Figure 8) ; however, the numerical curve had a bandwidth greater than the experimental process. Some assumptions may explain the differences found. The lack of material data and the simplifications adopted may hinder a better approximation between the real and the computational results. According to Heinze et al. [29] , the diameter of the thermocouple and its position may influence the comparison between the experimental and computer modeling since the computing node has an accuracy greater than the thermocouple positioned in the welded joint. The computational values of the peak temperature and ∆t 8/5 were 1062.30 °C and 7.60 seconds, respectively, while the experimental ones were 1055.55 °C and 6.81 seconds, causing an error inferior to 1% as to the peak temperature and of 11.60% for the ∆t 8/5 value.
The results of the thermal analysis obtained from the simulation were consistent and close to other results obtained computationally, and the errors were in agreement with those obtained by Heinze et al. [29] , who found errors up to 14%. This close approximation of the peak temperature was due to the Goldak heat source model used [14] , which closely portrays the heat source in the experiment and because it also applied accurate values of this heat source; therefore, when the simulated heat source is at the location of where the workpiece is under analysis an error of less than 1% was obtained. Figures 9 and 10 show the temperature gradients obtained in the simulated welding when the heat source is at the center of the plate. Figure 11 shows the thermal cycles at the beginning, middle and terminal of the welding process for the two welding passes. Figures 9 and 10 show that the maximum temperatures are located close to and just behind the heat source, and that several isotherms with lower temperatures arise from the end of the plate, developing a temperature gradient along the plate, as reported by Kenneth [30] . There was a variation in the maximum temperature between the welding passes: 1655 °C and 1706 °C for the 1st and 2nd passes, respectively. This variation may have occurred due to variations in the welding speed although the welding energy used was constant. This fact was also observed in previous studies, such as the ones by Deng & Kiyoshima [31] , Samardžić et al. [32] , Zhu & Chao [33] and Nandan et al. [34] . Table 4 indicates the cooling time between the 800 °C and 500 °C thermal cycles of the curves of Figure 11 . Table 4 shows that there were variations of up to 22% in Δt 8/5 when it was assessed at different points in the region under study (beginning, middle and end of the weld joint). The largest cooling time of 27.30 s is located at the end of the second simulated welding pass. Figure 12 shows a comparison between the transverse residual stresses computationally obtained at the beginning, middle and end of the weld joint after the simulated welding with one pass and two passes until cooling to the ambient temperature.
(a) (b) Figure 12 . Transverse residual stresses located at the beginning, middle and end, after the first simulated welding pass until cooling to room temperature (a), and after two simulated welding passes until cooling to room temperature (b). Figure 12a shows a predominance of traction residual stresses in the center region of the welded joint that corresponds to the weld metal, with stresses varying from 240 to -300 MPa, and compressive stress from -120 to -200 MPa in the regions near the fusion line. This behavior was also observed in the work by Stamenković & Vasovic [35] , who performed a computer simulation with a virtual welding pass. On the other hand, Figure 12b shows that there was a change in the level of the residual transverse stresses when the second welding pass was applied on the first one. The traction residual stresses tend to be reduced. Therefore on considering a greater number of passes in the simulated welding, there is a tendency for decreased tensions, and the profile of the residual stresses after the fusion line region becomes more alike to the ones observed experimentally by Araújo [16] . Figure 13 shows the transverse residual stress gradients after the simulated welding with two passes. Figure 13 . General transverse residual stresses obtained in the simulation with two passes after cooling to room temperature.
A qualitative evaluation shows that the profiles of the transverse residual stresses have a homogeneous behavior, prevailing traction stresses in the center of the plate and compressive stresses in the neighboring regions (supposedly HAZ), and also compressive stresses but to a lesser degree throughout the remainder of the material. After weld solidification, the material shrinkage is prevented by the cooler regions (distant from the weld region), giving rise to tensile stresses along the weld and compression in the more distant regions. Also there were higher stresses, close to 400 MPa, in the mechanical constraint regions as well as near the region where the virtual welding was performed. The transverse residual stresses in this region reached values between 100 and 200 MPa.
Conclusions
The results of the simulated welding showed that the thermal gradients and thermal cycles vary when evaluated in different regions. This variation is quite possibly caused by the different welding speeds used.
The thermal model applied in the experimental work of Laursen et al. [27] showed to be consistent. So, the results of thermal analysis obtained in this simulation were satisfactory and close to the results obtained experimentally with errors ranging from less than 1% to 12%, which are similar in range to these errors found in the literature, such as the works of Heinze et al. [29] .
Although only two welding passes were performed in the simulation, the residual stresses were satisfactory, since the numerical curve tended to follow the transversal residual stresses similar to the ones found experimentally.
The gradient stresses obtained in all regions of the plate were quite homogenous, and the use of the adopted numerical model allowed the detection of emerging residual stresses in a consistent manner, with the highest levels of traction stresses in the central regions of the welded joint and compressive in more distant regions.
Possible future works could be related to the mesh refinement based on the residual stress which can lead to important insights for more competent welding processes although this type of mesh refinement can lead to high computational costs. Also interesting for such a goal would be investigations into the influence of the properties of the temperature-dependent and -independent materials on the simulation results.
