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ジョブショップ生産における 
納期遅れ最小化を目的とした局所探索法の研究 
 
LOCAL SEARCH METHOD FOR MINIMIZING DUE-DATE IN JOB-SHOP PRODUCTION 
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法政大学大学院デザイン工学研究科システムデザイン専攻修士課程 
 
Low volume production for a wide variety of products has become main stream. Therefore, it is difficult to 
improve operating ratio and due date management. To solve these problems, scheduling methods have been 
various studies. In this paper, we focused on minimizing due date tardiness in a job-shop production, and 
propose a scheduling method that combines dispatching rules in local search. In this method, if the job 
indicated by job sequence of the local search cannot be selected, use the dispatching rules. By applying this 
method to 15-jobs×5-machines problem and 30-jobs×5-machines problem indicated that the proposed method 
quickly finds better schedules. 
Key Words：Job Shop Scheduling, Local search, Due date tardiness, Dispatching rule 
 
 
１．緒論 
近年，消費者ニーズの多様化にともない，少品種大量
生産から多品種少量生産・変種変量生産へシフトしてき
た．また，製品の多品種化だけでなく，製品ライフサイ
クルの短命化により注文は短納期化し，納期管理が難し
くなっている．こうした近年の状況においては，欲しい
ものが欲しい数量だけ，欲しいときに納品されるかどう
かが，その製品に対する満足度や魅力度に影響する．特
に，受注生産では，顧客からの発注があってから生産を
開始するため，生産期間そのものが納期に大きく影響す
る．そのため，生産スケジュールを迅速かつ適切に立案
し，納期遵守を目指すことが重要となっている． 
本研究では，このような受注生産方式の工場を想定し，
ジョブショップスケジューリング問題(JSP)を取り扱う．
JSP に関する研究では，メイクスパン最小化や納期遵守
を目的とした研究が盛んに行われている．前者の場合，
局所探索法をはじめとするメタヒューリスティクスを用
いた解法が多く提案されている．しかし，後者の場合，
その多くがディスパッチングルールに関する研究であり，
メタヒューリスティクスによる解法はあまり提案されて
いない．そこで本研究では，納期遅れ最小化を目的とし
た JSPを取り上げ，できるだけ良好な解をすばやく求め
る方法として，局所探索法とディスパッチングルールを
複合した手法を提案し，その効果を比較検討する． 
 
２．生産スケジューリング 
（１）ジョブショップスケジューリング問題 
ジョブショップスケジューリング問題(JSP)とは，複数
の異なるジョブを処理するために，機械群の時間的な割
り当てを決定する問題であり，n 個のジョブを m 台の機
械で処理することを考える(n×m 問題)．各ジョブの加工
順序と，各ジョブの各機械での作業時間はあらかじめ決
められているものとする．各機械の種類はすべて異なり，
同時に 2 つ以上のジョブは処理できない．また，各ジョ
ブは，決められた処理時間をかけて，各機械上で中断す
ることなく処理され，搬送時間は無視できるとする 1)． 
JSP の個々の問題では，多くの場合，表 1に示すよう
に表現される．表 1において，それぞれの行の J はジョ
ブを示し，列は処理順序を示す．また，括弧で囲まれた 2
つの数字は，それぞれ作業を処理する機械番号と処理時
間を示す．本研究では，納期遅れ最小化を目的とするた
め，各ジョブに納期を設定する． 
 
表 1 JSP の問題例 
 
 
 
 
 
 
Hosei University Repository
M1
M2
M3
J1
0 5 10 15
J2
20
J4
J3 J2
J3J2
J1
J4
J4
J3
J1
1 2 4 3
3 1 4 2
4 3 1 2
1 2 4 3
3 1 4 2
4 3 1 2
（２）ジョブショップスケジューリング問題の解法 
JSP には，分枝限定法，動的計画法などの最適化手法
がいくつか存在するが，問題の規模が大きい場合，これ
らのような厳密解法は，多くの時間を要するため実用的
ではない 2)．そこで，大規模な JSP に対して用いられて
いる手法が，ディスパッチングルールとメタヒューリス
ティクスである 3)． 
 
a）ディスパッチングルール 
 ディスパッチングルールとは，単純な規則を用いて，
各機械で生じている待ち行列中のジョブを評価し，最も
評価値の高いジョブを優先して機会に割り付ける手続き
を繰り返してスケジューリングする手法である 4)．代表的
な優先規則としては，到着が早い順に処理する FCFOや，
処理時間が小さい順に処理する SPT，納期が早い順に処
理する EDDなどが挙げられる． 
 
b）メタヒューリスティクス(Meta-Heuristics：MH) 
 メタヒューリスティクス(MH)とは，組合せ最適化問題
に対しての, 発見的解法の枠組みであり，ある暫定解から
より良い解を発見的に探索するための方法論である．MH
の特徴としては，個々の問題の性質に依拠しないより包
括的な枠組みであることや，比較的良い解を現実的な時
間で求めることができるといった点が挙げられる 2)． 
 MH では，遺伝的アルゴリズムやタブーサーチといっ
た手法が代表的であり，これらは様々な組合せ最適化問
題に適用可能である．しかし，スケジューリング問題に
適用するための標準的な手法は確立されていないのが現
状である．すなわち，MH をスケジューリング問題に適
用する場合，対象問題の構造に合わせてアルゴリズムを
工夫する必要があるといえる．また，MH に含まれる多
くの手法は局所探索法を基本としているため，高性能な
アルゴリズムを実現するためには，その基本形である局
所探索法を適切に設計する必要がある 5)． 
 
３．局所探索法による JSP 解法アルゴリズム 
（１）局所探索法 2), 4) 
局所探索法(Local Search：LS)は，最適化問題を解く
ための 1 つの手法であり，MH の基本形となっている．
最適化問題は一般的に以下のように表現される． 
 
min 		          (1) 
subject	to		 ∈             (2) 
 
ここで， ∶  →  (	は実数の集合)を目的関数，	を
実行可能領域と呼ぶ．	は，解空間全体を表し，個々の
解	 ∈ 	を実行可能解と呼ぶ．最適化問題では，		を
最小にするような解を見つけることを目標としている． 
いま，暫定解		に小さな変更(近傍操作)を加えて得られ
る解の集合を		の近傍と呼び	と記す．LSは，	 
内に		より良い解が存在すれば，それを改めて暫定解と
する操作を可能な限り繰り返す手法である．また，LSに
よって最終的に得られる解	′	は，近傍	′	内により良
い解が存在しないという意味で局所最適解と呼ばれ，局
所最適解が得られた時点で，LSは終了となる． 
 
（２）JSP における解のコーディング 6) 
 LS を JSP に適用するためには，スケジュールを仕事
列にコーディングする必要がある．本研究で用いたコー
ディング法は，ガントチャートをもとに各機械における
仕事の投入順序を順列で表し，2 次元表現したものを仕
事列とする方法である．図 1 にスケジュールのコーディ
ング例を示す 
 
 
 
 
 
 
 
図 1 スケジュールのコーディング例 
 
（３）近傍 5) 
 近傍とは，暫定解に小さな変更(近傍操作)を加えて得ら
れる解の集合である．局所探索法では，近傍サイズが重
要な要素となってくる．近傍サイズが小さすぎると，近
傍内に改善解が存在する可能性が低くなり，そこで探索
が終了してしまう．しかし，近傍サイズが大きすぎると，
局所解にたどり着くまでに多くの時間がかかってしまう．
そのため，近傍内に改善解が存在し，かつ，近傍サイズ
が大きすぎないように設計することが望ましい． 
また，近傍操作の方法によっても探索効率や精度が変
わってくる．スケジューリング問題に対する近傍操作で
は，挿入近傍や交換近傍といった手法がしばしば用いら
れる．図 1の仕事列における近傍操作の例を図 2に示す． 
 
 
 
 
 
 
 
図 2 近傍操作の例 
 
（４）仕事列のデコーディング 6) 
デコーディングとは，近傍操作によって得られた仕事
列をもとにスケジューリングを行い，ジョブの処理開始
時刻および処理終了時刻などの情報を求めることである．
仕事列が持つ情報は各機械内でのジョブの投入順序のみ
で，各作業の処理時間などの情報は持たないため，仕事
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列を見ただけでは機械間でのジョブの順序関係は分から
ない．そのため，デコーディングの際には，仕事列と各
ジョブの作業順序，作業時間を参照しながらスケジュー
リングを行う．しかし，近傍操作によって得られた仕事
列は，実行不可能なスケジュールとなる可能性が高い．
その例を以下に示す． 
ある暫定解のスケジュール例を図 3 に示す．また，こ
のスケジュールの仕事列に対して，J4 と J8 を全機械で
入れ替える近傍操作の様子を，図 4に示す． 
 
 
 
 
 
 
 
図 3 スケジュール例(暫定解) 
 
 
 
 
 
 
 
図 4 近傍操作の様子 
 
ここで，図 4 の近傍操作後の仕事列をもとにスケジュ
ーリングしようとした場合，図 5 のように，機械 2 の 2
番目のジョブを投入する際に，仕事列で指定された順番
通りに投入できない状況となる．ここでは，仕事列で指
定されたジョブは J4 であるが，J4 は投入可能ジョブに
含まれていないため，投入できない状態にある． 
 
 
 
 
 
 
 
 
図 5 近傍操作後の仕事列において実行不可能な状況 
 
こうした状況に陥った場合，投入可能ジョブの中から
ジョブを選んで投入することになる．ここで本研究では，
ディスパッチングルールを用いたジョブ選択手法を提案
する．その手法を次に示す． 
 
（５）ジョブ選択手法 
 ディスパッチングルールには SPTや EDD，SLACKと
いった既存の手法が多く存在する．本研究では，図 5 で
示した状況に陥った場合に限り，こうしたディスパッチ
ングルールを用いてジョブを選択する．この手法を
CDR(combine dispatching rules)とし，そのアルゴリズ
ムを以下に示す． 
 
CDRのアルゴリズム 
① 現在，遊休状態にある(スケジュールしようとしてい
る)任意の機械を M とする．また，M での現在の処
理順序を Oとする． 
② 機械M上で投入可能なジョブを抽出し，競合ジョブ
集合 S を作る． 
③ 近傍操作によって得られた仕事列 C において，機械
M，順序 Oのジョブを Jとする． 
④ 競合ジョブ集合 S の中にジョブ J が存在すればジョ
ブ J を選択する．存在しなければ，ディスパッチン
グルールを用い，その評価値が最も高いジョブを選
ぶ．このとき選ばれた作業を J’とし，この機械の仕
事列における Jと J’の位置を入れ替える． 
⑤ 全ての作業が完了するまで①～④を繰り返す． 
 
ここで，CDRの比較対象として MUO(move up order)
という手法を考える．この手法は，仕事列通りにジョブ
を投入できない場合に，作業可能なジョブの中から仕事
列で指定された作業順序が最も早いジョブを選択する．
すなわち，仕事列における各ジョブの作業順序を，その
ままディスパッチングルールとして用いる手法である．
MUO のアルゴリズムは，CDR のアルゴリズムにおける
手順④を以下のように変更したものである． 
 
MUOを用いた場合の手順④ 
④ 競合ジョブ集合 S の中にジョブ J が存在すればジョ
ブ Jを選択する．存在しなければ，競合ジョブ集合 S
の中で，仕事列 C で指示された順番が最も早いジョ
ブを選ぶ．このとき選ばれた作業を J’とし，この機
械の仕事列における Jと J’の位置を入れ替える． 
 
MUOは，近傍操作の影響のみが結果に反映されるジョ
ブ選択手法である．本研究では，この MUO を納期や作
業時間といった情報に依存しない基本的な局所探索法と
し，CDRの比較対象とする． 
 
（６）解の評価と移動戦略 
 近傍内には複数の改善解が存在する可能性がある．移
動戦略とは，近傍内をどのような順序で探索し，どの改
善解に移動するかを定めるルールである．近傍内の解を
調べていき，改善解が見つかった時点で近傍内の他の解
を調べることなくその解に移動する即時移動戦略と，近
傍内のすべての解を調べ，最も良い改善解に移動する最
良移動戦略の 2 つが代表的である．本研究においては，
探索スピードの速い即時移動戦略を採用する． 
仕事列で指定されたジョブ・・・J4
投入可能ジョブ・・・J1，J2，J8
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４．数値実験 
 前章で述べたアルゴリズムについてシミュレーション
実験を行う．実験に用いたシミュレータの開発環境は
「Microsoft Office Excel 2010」に提供されている
「Microsoft Visual Basic for Application」を用いた． 
 
（１）前提条件 
 実験Ⅰ，実験Ⅱ，実験Ⅲに共通する実験条件を以下
に示す．  
 
① ジョブは全ての工程を経て完成する． 
② 各工程の種類はすべて異なり，同時に 2 つ以上の
ジョブは処理できない． 
③ 機械では加工が始まると，加工が終わるまで中断
されることはない． 
④ 段取り時間や搬送時間は無視できるものとする． 
⑤ 各ジョブの納期は，式(3)で表される TWKと呼ば
れる納期設定法を採用する． 	はジョブ	i	の納期，
	は工程数，	はジョブ	i	の工程	j	での作業時間，
 	は納期係数を表す． 
 
         = k × ∑   																			 %&' (3) 
 
 （２）評価指標 
目的関数である合計納期遅れ時間に加え，最大納期遅
れ時間と納期遅れジョブ数についても評価指標として考
え，局所探索による推移を記録する． 
 
a）合計納期遅れ時間( 
本研究では，式(4)で表されるジョブの合計納期遅れ時
間	を最小化することを目的とする．) 	はジョブ	i	の完了
時刻， 	はジョブ	i	の納期，n	はジョブ総数を表す． 
 
            ( = ∑ max0, ) − 	         /&' (4) 
 
b）最大納期遅れ時間(%0  
 納期遅れが発生したジョブの中で，最も納期遅れ時間
が大きいジョブの値であり，式(5)で表される．(	はジョ
ブ	i	の納期遅れ時間，n	はジョブ総数を表す． 
 
              (%0 = max'11/ (      (5) 
 
c）納期遅れジョブ数2 
 納期遅れが発生したジョブの個数であり，式(6), 式(7)
で表される．(	はジョブ	i	の納期遅れ時間，n	はジョブ総
数を表す． 
 
2 = ∑ δ/&' (	      		 (6) 
 
 
ここで，δ(		は 
 
45(	 = 1,					( > 05(	 = 0,					( = 0	      (7) 
 
である． 
 
（３）実験Ⅰ 
 実験Ⅰでは，CDRを用いて局所探索を行うことが，効
果的かどうかを検証する．CDRで複合するディスパッチ
ングルールを以下に示す． 
 
・ SPT 
該当機械での作業時間が最小のジョブを選ぶ 
・ D/OPEN+PT 
納期までの切迫時間を残り工程数で割り，SPT
を足した値が最小のジョブを選ぶ． 
・ S/OPEN+PT 
納期余裕を残り工程数で割り，SPTを足した
値が最小のジョブを選ぶ． 
・ D/RPT+PT 
納期までの切迫時間を残り作業時間で割り，
SPTを足した値が最小のジョブを選ぶ． 
・ S/RPT+PT 
納期余裕を残り作業時間で割り，SPTを足し
た値が最小のジョブを選ぶ． 
 
ここで，納期までの切迫時間とは(納期－現在時刻)であ
り，納期余裕とは(納期－現在時刻－残り作業時間)である．
これら 5手法と，前章で示したMUOの計 6手法を用い
て局所探索を行い，比較実験を行う． 
 
a）実験条件 
 実験Ⅰの前提条件は次のとおりである． 
① ジョブ数 15，工程数 5の静的ジョブショップを想
定する． 
② 各ジョブの各工程での作業時間は 1～9 の一様分
布に従う乱数によって決定する． 
③ 納期の厳しさを決定する納期係数	 	は 2.5～2.9の
一様分布に従う乱数によって決定する． 
④ 局所探索の終了条件は，全てのジョブ入れ替えパ
ターン（15C2 = 105通り）近傍操作を行っても解
が改善されない場合，もしくは，再スケジューリ
ング回数が 500回に達したら終了とする． 
 
b）実験結果 
 作業時間・作業順序の異なる問題を 6 題作成し、各問
題に対して初期解を 5回変更して，計 30回の実験を行っ
た．その平均結果をまとめたものを表 3 に示す．また，
図 6は合計納期遅れ時間の推移グラフである． 
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局所解比較 合計納期遅れ 最大納期遅れ 納期遅れジョブ数
MUO 64.43 26.09 5.61
SPT 55 21.83 5.52
D/OPEN+PT 48.78 16.96 5.87
S/OPEN+PT 50.52 18.83 6.48
D/RPT+PT 54.22 22.09 6
S/RPT+PT 54.52 22.61 5.91
局所解比較 合計納期遅れ 最大納期遅れ 納期遅れジョブ数
MUO 156.41 46.69 8.81
SPT 177 52.47 9.28
D/OPEN+PT 144.13 42.06 8.53
S/OPEN+PT 144.25 39.75 8.75
D/RPT+PT 162.44 45.06 9.34
S/RPT+PT 174.56 50 9.63
表 3 局所解比較表 
 
 
図 6 合計納期遅れ時間の推移 
 
表 3の局所解比較表で示すように，目的関数である合
計納期遅れと，最大納期遅れに関しては，ディスパッチ
グルールを複合したCDRの方がMUOよりも良好な結果
を得た．しかし，納期遅れジョブ数に関しては SPTのみ
MUOを上回る結果となっている．すなわち，SPT以外
のディスパッチングルールは，納期遅れジョブ数が多く
なってしまうものの，ジョブ 1個あたりの納期遅れ時間
は小さく，結果として合計納期遅れも小さくなっている
ことが分かる．この結果は，各ディスパッチングルール
の特性が上手く作用していると考えられる． 
 CDRの中で比較すると，D/OPEN+PTがすべての指標
において良好な結果を得ている．図 6の合計納期遅れ時
間の推移グラフが示すように，良好な局所解へより早く
到達していることが分かる． 
 
（４）実験Ⅱ 
実験Ⅱでは，ジョブ数を 30に増やし，実験Ⅰと同様の
手法を用いてその効果を検証する． 
 
a）実験Ⅱ条件 
 実験Ⅱの前提条件は次のとおりである． 
① ジョブ数 30，工程数 5の静的ジョブショップを想
定する． 
② 各ジョブの各工程での作業時間は 1～9 の一様分
布に従う乱数によって決定する． 
 
③ 納期の厳しさを決定する納期係数	 	は 3.8~4.9 の
一様分布に従う乱数値で決定される． 
④ 局所探索の終了条件は，全てのジョブ入れ替えパ
ターン（30C2 = 435通り）近傍操作を行っても解
が改善されない場合，もしくは，再スケジューリ
ング回数が 1500回に達したら終了とする． 
 
b）実験結果 
作業時間・作業順序の異なる問題を 6題作成し、各問
題に対して初期解を 5回変更して，計 30回の実験を行っ
た．その平均結果をまとめたものを表 4に示す．また，
図 7は合計納期遅れ時間の推移グラフである． 
 
表 4 局所解比較表 
 
 
 
 
 
 
 
 
図 7 合計納期遅れ時間の推移 
 
表 4の局所解比較表で示すように，D/OPEN+PTと
S/OPEN+PTがすべての指標で良好な結果を得ている．
しかし，SPT，D/RPT+PT，S/RPT+PTに関しては，MUO
よりも悪い結果となっている．特に，SPTと S/RPT+PT
は，図7の合計納期遅れ時間の推移グラフで示すように，
探索回数が 250回を越えたあたりでMUOを下回り，収
束速度が急激に鈍くなっている．D/RPT+PTに関しても，
探索回数が 600回を越えたあたりでMUOを下回る結果
となった．すなわち，ディスパッチングルールを複合し
た手法は，探索が一定の方向に向かってしまう傾向があ
り，局所解に陥った際に抜け出せず，そこで探索が終了
してしまっていることが考えられる． 
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局所解比較 合計納期遅れ 最大納期遅れ 納期遅れジョブ数
MUO 138.84 38.78 7.94
D/OPEN+PT 120.81 35.28 8.25
RSD 125.19 37.63 8.13
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（５）実験Ⅲ  
実験Ⅱでは，用いるディスパッチングルールによって
は，探索が一定の方向に向かってしまう傾向があった．
そのため，実験Ⅲでは複数のディスパッチングルールを
複合し，局所探索に多様性を持たせることを考える．そ
こで，仕事列で指定した順序通りにジョブを投入できな
い場合に，実験Ⅰ・Ⅱで用いたディスパッチングルール
をランダムに適用し，投入ジョブを決定する．この手法
を RSD (Random Select Dispatching rules)とする．RSD
のアルゴリズムは，前章で述べた CDRのアルゴリズムに
おける手順④を以下のように変更したものである． 
 
RSDを用いた場合の手順④ 
④ 競合ジョブ集合 Sの中にジョブ Jが存在すればジョ
ブ Jを選択する．存在しなければ，MUO，SPT，
D/OPEN+PT，S/OPEN+PT，D/RPT+PT，S/RPT+PT，
の中からランダムに手法を適用し，その評価値が最
も高いジョブを選ぶ．このとき選ばれた作業を J’と
し，この機械の仕事列における Jと J’の位置を入れ
替える． 
 
実験ではMUOとD/OPEN+PTのみを複合した局所探
索法も同時に適用し比較検証する． 
 
a）実験結果 
作業時間・作業順序の異なる問題を 6題作成し、各問
題に対して初期解を 5回変更して，計 30回の実験を行っ
た．その平均結果をまとめたものを表 5に示す．また，
図 8は合計納期遅れ時間の推移グラフである． 
 
表 5 局所解比較表 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 8 合計納期遅れ時間の推移 
表 5の局所解比較表で示すように，合計納期遅れ時間
と最大納期遅れ時間に関しては，実験Ⅰ・Ⅱと同様に
D/OPEN+PTが良好な結果を得ている．また，図 8の合
計納期遅れ時間の推移グラフから，D/OPEN+PTは良好
な局所解へより早く到達していることが分かる．本実験
で提案した RSDは，合計納期遅れ時間と最大納期遅れ時
間において MUOを上回ったが，D/OPEN+PTには劣っ
ている．この結果から，ディスパッチングルール自体の
性能が良いほど，局所探索においても良好な解を得られ
る可能性が高いことが推測できる． 
 
５．結論 
 本研究では，ジョブショップスケジューリング問題を
取り上げ，納期遅れ最小化を目的とした局所探索法につ
いて研究を行った．また，提案手法として，局所探索法
にディスパッチングルールを複合する手法を提案し，シ
ミュレーション実験を行った．実験結果より，提案手法
において，納期遅れに有効なディスパッチングルールほ
ど，局所探索に複合した際にも良好な解をすばやく得ら
れることが分かった． 
提案手法では，ディスパッチングルールをそのまま局
所探索に組み込むことができる．そのため，本研究で用
いたディスパッチングルールよりも納期遅れに有効なル
ールを考案し，提案手法に組み込むことで，さらに良い
結果が得られる可能性がある．  
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