The Calkin-Wilf tree is an infinite binary tree whose vertices are the positive rational numbers. Each number occurs in the tree exactly once and in the form a/b, where are a and b are relatively prime positive integers. It is possible to construct an analogous tree of positive linear fractional transformations of determinant 1, and to prove that this tree possesses the basic properties of the Calkin-Wilf tree of positive rational numbers.
The Calkin-Wilf tree of rational numbers
A rooted infinite binary tree is a directed graph with the following properties:
(i) Every vertex is the tail of exactly two edges.
(ii) There is a vertex v * such that every vertex v = v * is the head of exactly one edge, but v * is not the head of any edge. We call v * the root of the tree.
(iii) The graph is connected.
A forest is a directed graph whose connected components are rooted infinite binary trees.
We call the rational number a/b reduced if b ≥ 1 and the integers a and b are relatively prime. The Calkin-Wilf tree is a rooted infinite binary tree whose vertex set is the set of all positive reduced rational numbers, and whose root is 1. In this tree, every positive reduced rational number a/b is the tail of two edges. The heads of these edges are the positive rational numbers a/(a + b) and (a + b)/b. Note that a/(a + b) < 1 < (a + b)/b. We draw this as follows: and so 11/3 is on row 3 + 1 + 2 − 1 = 5 of the Calkin-Wilf tree. Because the integer part of 11/3 is 3, the successor formula implies that the next element on row 5 is 1 2 · 3 + 1 − 11 3 = 3 10 .
Indeed, c 5,24 = 11/3 and c 5,25 = 3/10. Moreover, by the symmetry formula, 3/11 = 1/c 5,24 = c 5, 9 . In this paper we describe a forest of rooted infinite binary trees of rational functions of the form (az + b)/(cz + d) in which all of these properties hold, and which specializes to the Calkin-Wilf tree when the root of the tree is the rational function z = 1.
Positive linear fractional transformations
Let z be a variable. A positive linear fractional transformation is a rational function 
The ordered pairs (a, b), (c, d), (e, f ), and (g, h) are different from (0, 0). We have the composite function
Suppose that (ce + dg, cf + dh) = (0, 0). If c = 0, then d = 0 and so g = h = 0, which is absurd. If d = 0, then c = 0 and so e = f = 0, which is absurd. If c = 0 and d = 0, then e = f = g = h = 0, which is also absurd. Therefore, (ce + dg, cf + dh) = (0, 0). Similarly, (ae + bg, af + bh) = (0, 0), and so F • G(z) is a positive linear fractional transformation.
A monoid is a semigroup with identity. If F (z) is a positive linear fractional transformation and
With the binary operation of composition and the identity element E(z) = z, the set of positive linear fractional transformations is a monoid.
We call the integer det(F (z)) = ad − bc the determinant of F (z) = (az+b)/(cz+d). For example, z, (7z+2)/(3z+1), and (z + 5)/(2z + 4) are positive linear fractional transformations with determinants 1, 1, and −6, respectively. The determinant of the composite function (2) is
If det(F (z)) = 0 and det(G(z)) = 0, then det(F • G(z)) = 0. Thus, the set of positive linear fractional transformations with nonzero determinant is a submonoid of the monoid of all positive linear fractional transformations. A special positive linear fractional transformation is a positive linear fractional transformation F (z) with det(F (z)) = 1. The multiplicativity of the determinant proves that the set of special positive linear fractional transformations is also a submonoid.. Moreover, if F (z) and G(z) are positive linear fractional transformations and F (z) is special, then det(F • G(z)) = det(G(z)). 
and so, if F (z) is special, then both F (z) + 1 and F (z)/(F (z) + 1) are special. This completes the proof.
The tree of special positive transformations
Associated to every positive linear fractional transformation R(z) is a rooted infinite binary tree N (R(z)) with root R(z) whose vertices are positive linear fractional transformations with determinant det(R(z)). Every vertex w in this tree will be the parent of two children: the left child w/(w + 1) and the right child w + 1. We draw this as follows: We define the reciprocal of the positive linear fractional transformation
The reciprocal of a right child is a left child, and conversely. The reciprocal of an orphan is an orphan.
Let N (z) be the rooted infinite binary tree whose root is the special positive linear fractional transformation z. The first four rows of N (z) are as follows:
Because z is a special positive linear fractional transformation, Lemma 1 implies that every vertex in this graph is a special positive linear fractional transformation.
The root z is the only element in row 0 of this tree. For every positive integer n, row n of the tree consists of the 2 n elements of the nth generation descended from the root. We say that the rational function F (z) has depth n if it is on row n of the tree, or, equivalently, if it is a member of the nth generation of descendants of the root z. We denote the ordered sequence of elements of the nth row by (w n,1 (z), w n,2 (z), . . . , w n,2 n (z)). For example, 
In the second case, we have a < c and b > d, and so
It follows that 0 = b = c > a ≥ 0, which is absurd. Thus, the only orphan special positive linear fractional transformation is z.
If the positive linear fractional transformation F (z) is an orphan of determinant ∆, then the reciprocal 1/F (z) is an orphan of determinant −∆. If ∆ = −1, then −∆ = 1 and so 1/F (z) = z. This completes the proof.
We define the height of the positive linear fractional transformation
. The height of a positive linear fractional transformation is a positive integer, and the height of a child is always strictly greater than the height of the parent. Proof We have already observed that every vertex of N (z) is a special positive linear fractional transformation. Conversely, every special positive linear fractional transformation F (z) = (az + b)/(cz + d) is either an orphan or has a parent. That parent is either an orphan or has a parent. Because the height of a positive linear fractional transformation is a positive integer, and because the height of a parent is always strictly less than the height of a child, it follows that every vertex in the tree N (z) has only finitely many ancestors, and so every vertex is the descendent of an orphan. By Lemma 2, the unique orphan of determinant 1 is F (z) = z. Because every positive linear fractional transformation is descended from an orphan, every special positive linear fractional transformation is a descendent of z, and must be a vertex in the tree N (z). Moreover, every vertex has a unique parent, and so every special positive linear fractional transformation occurs exactly once as a vertex in the tree N (z). This completes the proof.
Properties of the tree N (z)
We shall prove that, with appropriate definitions of "integer part," "reciprocal," and "continued fraction," properties (1)-(4) of the Calkin-Wilf rational number tree also hold for the tree N (z) of special linear fractional transformations. Recall that, for j = 1, . . . , 2 n , the special positive linear fractional transformation w n,j (z) is the jth vertex on the nth row of N (z).
Theorem 2 (Denominator-numerator formula) For all n ≥ 1 and j = 1, . . . , 2 n − 1, the denominator of w n,j (z) is the numerator of w n,j+1 (z).
Proof
The proof is by induction on n. The theorem is true for n = 1 because z + 1 is both the denominator of w 1,1 (z) and the numerator of w 1,2 (z).
Let n ≥ 2, and assume that the theorem holds for n − 1. If j is odd, then w n,j (z) and w n,j+1 (z)
. We see that cz + d is both the denominator of w n,j and the numerator of w n,j+1 (z). This completes the proof.
Theorem 3 (Symmetry formula) Define the function Φ on the set of nonzero rational functions in z by
Then Φ is an involution, that is, Φ 2 = id, and, for every nonnegative integer n and j = 1, . . . , 2 n , Φ(w n,j )(z) = w n,2 n −j+1 (z).
Proof For every rational function F (z) we have
and so Φ 2 = id. We shall prove (4) by induction on n. We have
Because Φ is an involution, we have Φ(w 1,2 (z)) = w 1,1 (z). Thus, (4) holds for n = 0 and n = 1.
Let n ≥ 2 and suppose that (4) holds for n − 1 and j = 1, . . . , 2 n−1 . If
The children of w n−1,j (z) are
The children of w n−1,2 n−1 −j+1 (z) are
We see immediately that Φ (w n,2j−1 (z)) = w n,2 n −2j+2 (z) and Φ (w n,2j (z)) = w n,2 n −2j+1 (z).
This completes the proof. Let q and q ′ be a positive integers and let rz + s and r ′ z + s ′ be positive linear functions satisfying
with the property that r < c or s < d, and also that r ′ < c or s
and so r ≥ c + r ′ ≥ c. Similarly, 
Lemma 4
In the infinite binary tree generated by z, the descendant of z after k generations to the right is z + k, and the descendant of z after k generations to the left is z/(kz + 1).
Proof For k = 1 this is simply the definition of the right and left descendants. Let k ≥ 2. If the right descendant of z after k − 1 generations is z + k − 1, then the right descendant of z after k generations is z + k. If the left descendant of z after k − 1 generations is z/((k − 1)z + 1), then the left descendant of z after k generations is
This completes the proof.
Theorem 4 (Successor formula) Let n be a positive integer. In the infinite binary tree generated by z, if w n,j (z) and w n,j+1 (z) are successive terms on the nth row of the linear fractional transformation tree, then
where [w n,j (z)] is the integer part of w n,j (z).
Proof Let i ∈ 1, 2, . . . , 2 n−1 and j = 2i − 1. The linear fractional transformations w n,2i−1 (z) and w n,2i (z) are successive elements on the nth row, and are the left and right children of w n−1,i (z). If w n−1,i (z) = (az + b)/(cz + d), then
.
we have [w n,2i−1 (z)] = 0 and {w n,2i−1 (z)} = w n,2i−1 (z). Then
Let i ∈ 1, 2, . . . , 2 n−1 − 1 and j = 2i. If w n,2i (z) and w n,2i+1 (z) are successive elements on the nth row, then the former is the right child and the latter is the left child of successive elements in the (n − 1)st row. If these linear fractional transformations on the (n−1)st row are not siblings, then they are the right and left children, respectively, of successive elements in row n − 2. Every element in the tree is a descendant of the root z. Retracing the family tree, we must eventually reach an element from which both w n,2i (z) and w n,2i+1 (z) are descended. Thus, there is a smallest nonnegative integer k such that this common ancestor is on row n − k − 1. Let w * = w n−k−1,t (z) be this ancestor. Its children are w n−k,2t−1 (z) and w n−k,2t (z). Then w n,2i (z) is the k-fold right child of w n−k,2t−1 (z), and w n,2i+1 (z) is the k-fold left child of w n−k,2t (z). Thus,
and, by Lemma 4,
Because w * ≺ w * + 1, the division algorithm (Lemma 3) implies that
Similarly, w n−k,2t (z) = w * + 1 and so, by Lemma 4,
Continued fractions and the depth formula
To prove the analogue of the depth formula, we introduce finite continued fractions of linear fractional transformations. Let az +b and cz +d be comparable relatively prime positive linear functions, that is, either cz
If r 2 z + s 2 ≺ r 1 z + s 1 , then, first, 0 ≤ r 2 + s 2 < r 1 + s 1 , and, second, there exist a unique positive integer q 1 and a unique positive linear function r 3 z + s 3 such that
and either r 3 z + s 3 ≺ r 2 z + s 2 (and so 0 ≤ r 3 + s 3 < r 2 + s 2 ) or the linear functions r 2 z + s 2 and r 3 z + s 3 are not comparable. Continuing inductively, we obtain a finite sequence of positive linear functions r i z + s i for i = 0, 1, . . . , j + 1 such that r i z + s i ≺ r i−1 z + s i−1 for i = 2, 3, . . . , j and
. . .
Note that
and so
This implies that
Because every strictly decreasing sequence of nonnegative integers is finite and because either 0 ≤ r i+1 < r i or 0 ≤ s i+1 < s i for i = 1, . . . , j, the process of iteration of the division algorithm must terminate, and, after, say, k divisions, we obtain positive linear functions r k z + s k and r k+1 z + s k+1 that are not comparable. We call this procedure the Euclidean algorithm.
We rewrite the equations in the Euclidean algorithm to obtain a finite continued fraction for the linear fractional transformation If (az + b)/(cz + d) is a special positive linear fractional transformation, then ad − bc = 1 and formula (6) 
is an orphan, Lemma (2) implies that
The continued fraction of (az + b)/(cz + d) is [q 0 , q 1 , . . . , q k−1 , z] if k is even, and [q 0 , q 1 , . . . , q k−1 + z] if k is odd.
In Section 3 there is a drawing of the first four rows of the tree with root z. Replacing each linear fractional transformation with its continued fraction, we
Theorem 5 (Depth formula) Every vertex v in the infinite binary tree generated by z has a unique continued fraction in exactly one of the following two forms: The root of the Calkin-Wilf tree is the number z = 1. We can construct infinite rooted binary trees with other numbers as roots. For example, choosing the complex number i as the root, we obtain an infinite binary tree whose vertices are Gaussian numbers with nonnegative real part. However, not every number is the root of an infinite rooted binary tree. The left child of −1 is formally −1/0, which is undefined, and so -1 cannot be the root of an infinite tree. We can prove that, in every field K of characteristic 0, an element z ∈ K is the root of an infinite rooted binary tree if and only if z is not a negative rational number.
We can also construct beautiful trees of linear fractional transformations in characteristic p.
