For the problem of signal extraction from noisy data, Waveshrink and Basis Pursuit have proven to be powerful tools both from an empirical and asymptotic point of view. The two procedures are especially e cient at estimating spatially inhomogeneous signals. They are however based on the assumption of Gaussian noise, and in practice the performance of Waveshrink and Basis Pursuit is severely altered when the noise has a long tail distribution, for instance when outliers are present. In this paper, we investigate a robust version of the two wavelet based estimators by using a robust loss function instead of the l 2 loss function involved in Waveshrink and Basis Pursuit. We show how the new optimization problem can be solved by an interior point algorithm and by a block coordinate relaxation algorithm, and we compare the e ciency of the two algorithms. We illustrate the advantage and limitation of the robust wavelet denoising procedure on simulated and real data.
INTRODUCTION
Suppose we observe a univariate signal s = (s 1 ; ; s N ) at equally spaced locations x n = n=N generated according to the model s n = f(x n ) + z n ; n = 1; ; N;
(1) where the z n are identically and independently distributed Gaussian random variables with mean zero and variance one. Waveshrink (Donoho and Johnstone 1994) and Basis Pursuit (Chen, Donoho and Saunders 1995) are two nonparametric expansion based estimators: they assume that f can be well represented by a linear combination of known wavelet basis functions p , namely,
For Waveshrink, the number of basis functions equals the number of observations and the basis is orthonormal \complete" (i.e., P = N). For Basis Pursuit, the basis is \overcomplete" (i.e., P > N); the advantage of using an overcomplete wavelet dictionary are discussed by Chen, Donoho and Saunders (1995) . The goal of Waveshrink and Basis Pursuit is to nd wavelet coe cients^ such that the estimated functionf achieves a good Mean Square Error. Because Waveshrink uses a wavelet basis that is orthonormal complete, the Least Squares estimate of the wavelet coe cients are simply^ (LS) = 0 s. Moreover, when the noise is assumed to be Gaussian, the distribution of the Least Squares estimate is^ (LS) N( ; I). To estimate the wavelet coe cients with a smaller Mean Squared Error at the cost of introducing some bias, Donoho and Johnstone (1994) propose to apply component-wise a function that shrinks the Least Squares estimate towards zero. They propose to use the hard and soft shrinkage function, (hard) (x) = x 1(jxj > ) (soft) (x) = sign(x) (jxj ? ) + ;
(3) so as to enforce sparsity of the estimated coe cients. The interesting point to observe is that the hard and soft estimates are also the closed form solution to two optimization problems that are di cult to solve in general, but easy to solve for Waveshrink because is orthonormal:
Letting be the (N ? k)th order statistics of j^ (LS) j, the hard-Waveshrink estimate^ (hard) = (hard) (^ (LS) ) is`the best subset of size k' in the sense that it minimizes the Residual Sum of Squares among all sets with k non-zero wavelet coe cients. Given , the soft-Waveshrink estimate^ (soft) = (soft) (^ (LS) ) is the closed form solution to the following optimization problem: min 1 2 ks ? k 2 2 + k k 1 :
This property of the soft-Waveshrink estimate is important because it leads to the Basis Pursuit estimate. The Block Coordinate Relaxation algorithm of Section 2.2 is also based on that property. The independence of the Least Squares coe cients, namely,^ (LS) N( ; I), does no longer hold when the matrix is overcomplete. To estimate the wavelet coefcients in such a case (i.e., P > N), Chen, Donoho and Saunders (1995) propose Basis Pursuit which de nes the coe cient estimate as the solution to (4), but where is no longer orthonormal. So Basis Pursuit is a generalization of soft-Waveshrink to overcomplete wavelet matrices . The corresponding optimization problem is di cult to solve (no closed form solution), and Chen, Donoho and Saunders (1995) propose to solve it with an interior point algorithm.
The selection of the meta parameter is an important issue of the wavelet denoising procedures. For Waveshrink, several ways of selecting have been proposed for Gaussian noise. They are based on some minimax argument (see Donoho and Johnstone 1994) or on minimizing an unbiased estimate of the Mean Squared Error (see Donoho and Johnstone 1995) . Nason (1995) proposes a selection of the meta parameter based on Cross Validation. His Cross Validation selection is not restricted to Gaussian noise; in fact Nason observes that it is less a ected by outliers than other procedures. For Basis Pursuit, the selection of the meta parameter remains an open question, but, in practice, the minimax estimate of derived for soft-Waveshrink gives good predictive performance to Basis Pursuit.
The predictive performance of Waveshrink and Basis Pursuit deteriorates, however, when the noise is no longer Gaussian, for instance, for a noise with a long tail distribution. This is due to the inherent l 2 loss function involved (see (4)). This quadratic loss function causes the rare observations belonging to the tail of the distribution to pull the estimated function towards them. We illustrate this phenomenon in Figure 1 : the true and noisy signal (90% standard Gaussian noise and 10% Gaussian noise with a standard deviation of 4) are plotted on the left side; on the right side, Basis Pursuit gives a poor estimation of the underlying signal at the location of the outliers.
The aim of this paper is to develop a robust version of the wavelet denoising procedure whose predictive performance is less a ected by outliers.
Some work has already been done in this direction. Bruce, Donoho and Martin (1994) propose to preprocess the estimation of the wavelet coe cients by a \fast and robust smooth/cleaner" at each multiresolution level. Another approach consists in deriving rules to select the meta parameter in the presence of given non-Gaussian noise. The performance of such procedures is however limited because the tuning of the estimator with is strongly constraint by the Waveshrink optimization problem (4) originally designed for Gaussian noise. Hence the optimal selection of the meta parameter can only do so much to cope with the problem of dealing with a noise that might have heavy tails.
In this paper, we propose a di erent approach. Since the non-robust behavior of the wavelet denoising procedures is due to the inherent l 2 loss function involved, we propose to simply replace it by a robust loss function and de ne the coe cient estimate^ of the robust wavelet denoising procedure as the solution to Our proposal of a robust wavelet denoising procedure raises two issues: the selection of the meta parameter and the cutpoint , and the solution of the nontrivial optimization problem de ned in (5) for given and . This article mainly addresses the second issue. As for the rst issue of parameter selection, we propose the following: for , we choose a factor of the standard deviation, typically = 2 ; for , we propose to use the minimax estimate developed by Donoho and Johnstone (1994) for the non-robust Waveshrink procedure. This works well for large cutpoint , e.g., twice the standard deviation, because most residuals will lay between ?2 and 2 where the Huber loss function is quadratic. On the minus side, this assumes that the departure from the Gaussian distribution is small. Large departure, for instance large fraction of outliers, calls for a small value of in which case the loss function is far from quadratic. In this situation, the minimax estimate of performs poorly, and estimation of this meta parameter remains an open problem.
As is mentioned earlier, the numerical solution of the robust wavelet denoising optimization problem (5) is the main focus of this article. In Section 2, we propose two algorithms to solve this problem: an Interior Point algorithm and a Block Coordinate Relaxation algorithm. In Section 3, we present the result of a simulation to compare the predictive performance of the robust procedure relative to the non-robust procedure, and to compare the computational e ciency of the two algorithms. In Section 4, we illustrate the use of the robust procedure on two real data sets. We conclude the article with a discussion in Section 5.
TWO OPTIMIZATION ALGORITHMS
In this section we describe our approach to solving the optimization problem (5), for a given meta parameter > 0 and cutpoint > 0, using the following two optimization algorithms: an Interior Point (IP) algorithm based on the work of Chen, Donoho and Saunders (1995) and a Block Coordinate Relaxation (BCR) algorithm based on the work of Sardy, Bruce and Tseng (1998 
where p is the p th column of . Since the objective function in (7) is convex, de ned everywhere, and the constraint is linear, it is known from convex duality theory (see, e.g., Theorems 28.2 and 28.4 in Rockafellar 1970 ) that the duality gap between the primal problem (7) and the dual problem (8) is zero.
Using (6) and some algebra, the dual problem (8) can be rewritten as min y X n 1 2 y 2 n ? s 0 y subject to ? y n ? p 0 p y p : (9) This is a quadratic programming problem. Notice that in the case of = 0, the dual problem (9) is a linear programming problem, implying that the primal problem can be transformed into a linear programming problem. For brevity, we omit the detailed derivation.
Interior Point algorithm.
We propose to solve the quadratic programming problem using a Primal-Dual Log-Barrier Interior Point algorithm similar to the one derived by Chen, Donoho and Saunders (1995) . The log-barrier subproblem corresponding to (9) (10) where is the log-barrier penalty that is chosen identically for all the penalty terms. Let e n be the n th canonical basis vector. The rst-order optimality condition for (10) where X = diag(x) and Z = diag(z) with x > 0 and z > 0.
The variables x, y, z are called, respectively, the primal variables, the dual variables, and the dual slack variables.
In an interior-point approach, one typically takes a single Newton step to solve the non-linear system (12) inexactly, and then decreases . More precisely, given > 0, x > 0, y, and z > 0, one computes the Newton direction ( x; y; z), obtained by solving the following system of linear equations:
A 0 y + z = r x ; A x + y = r y ; Z x + X z = r z ;
and then one updates the variables according to: 
and empirically the choice of = :99 has worked well. The parameter may be updated in many ways, for example, Chen, Donoho and Saunders (1995) suggested new = (1 ? min( ; x ; z )) . Typically, only a small number of interior-point iterations is required to obtain a solution of desired accuracy. where D = Z ?1 X is a diagonal matrix. The dual slack and primal Newton directions are then obtained by z = r x ? A 0 y and x = Z ?1 (r z ? X z). We adopt the algorithm of Chen, Donoho and Saunders (1995) and use the conjugate gradient method to solve the dense N N system (19). Because multiplication by A and A 0 are typically fast to do (on the order of N log N or N(logN) 2 operations), the conjugate gradient method is attractive. In practice, however, the number of conjugate gradient iterations required to solve (19) accurately can become very large as (x; y; z) approaches a solution, thus degrading the performance of the IP algorithm.
Finding an initial point.
The IP algorithm requires an initial point (x 0 ; y 0 ; z 0 ) satisfying x 0 > 0 and z 0 > 0, which ideally would not be too far from the solution. Based on the initial point proposed by Chen, Donoho and Saunders (1995) for Basis Pursuit, we propose the following initial point. Let the Ridge Regression estimate =^ ;ridge (the one obtained by replacing k k 1 in (4) by k k 2 2 ) be an initial guess for the coe cients. Let + = max( ; 0) and ? = max(? ; 0). Then the primal variables x 0 = ( + ; ? )+:11 are positive. Also, let y = A sign(( + ; ? )), and u = 1:1k( 0 y; y)k 1 .
Then the dual variables y 0 = min( ; )y=u satisfy ? 1 < 0 y 0 < 1, ? 1 < y 0 < 1, and the dual slack variables z 0 = c ? A 0 y 0 are positive.
Convergence.
While there has been many convergence studies of IP algorithms, the algorithms that work well in practice, including the one described above, often have no guarantee of convergence. Speci cally, convergence requires the existence of positive constants 1 ; 2 ; 3 such that kr x k 2 + kr y k 2 3 and 1 x p z p 2 , for p = 1; :::; 2P, at all iterations, which is not guaranteed to hold for the algorithm described above. We can enforce convergence of this algorithm by updating in a more conservative manner, but this would slow down its convergence in practice. See, e.g., Kojima, Megiddo and Mizuno (1993) for discussions of these issues in the case of linear programming problems.]
A stopping rule for the IP algorithm is to stop when all of the following three conditions are satis ed for a small 1 > 0:
Primal feasibility: kr y k 2 =(1 + kxk 2 ) < 1 ; Dual feasibility: kr x k 2 =(1 + kyk 2 ) < 1 ; (20) Duality gap: z 0 x=(1 + kxk 2 kyk 2 ) < 1 :
Block Coordinate Relaxation algorithm
First we observe that the Huber loss function (6) may be rewritten as (w) = min w1+w2=w w 2 1 =2 + jw 2 j:
This fact can also be inferred from results on in mal convolution as discussed in Chapter 16 of Rockafellar (1970) . The original optimization problem (5) then becomes: min ;w 2 1 2 jjs ? ( + w 2 )jj 2 2 + jjw 2 jj 1 + jj jj 1 : (21) We remark that the IP algorithm could alternatively have been derived from this reformulation of the problem and its dual; for instance r + ? r ? corresponds to w 2 and y corresponds to w 1 . The reformulated problem (21) has a separable structure to which the Block Coordinate Relaxation algorithm of Sardy, Bruce and Tseng (1998) can be applied for its solution. This BCR algorithm solves exactly a succession of subproblems using the soft shrinkage function (3). It assumes that the matrix (here ; I]) is orthonormal union complete, i.e., its columns are the union of a nite number of orthonormal matrices. This assumption is veri ed for many wavelet dictionaries, including non-decimated wavelets, wavelet packets, local cosine packets, chirplets and brushlets.
BCR algorithm.
Step 0. Choose an initial guess for = ( ; w 2 );
Step 1 using soft shrinkage;
Step 3. If not met convergence criterion, go to step 1; Sardy, Bruce and Tseng (1998) propose two strategies for choosing B ? in step 1, and they establish convergence of the BCR algorithm under both strategies.
SIMULATIONS 3.1 Predictive performance
We perform a Monte Carlo experiment to evaluate the relative performance of the non-robust and robust wavelet denoising procedures. When the noise is Gaussian, we expect the robust procedure to be less e cient than the nonrobust one. When the noise is contaminated with outliers, on the other hand, we expect the robust procedure to outperform the non-robust procedure. So we investigate the relative performance of the robust and non-robust procedures for two noise scenarios: (G) i.i.d. standard Gaussian noise; (C) a mixture of 90 percent standard Gaussian noise and 10 percent N(0; 16) contamination at random locations. We use the four test functions de ned in Table 1 of Donoho and Johnstone (1994) : blocks, bumps, heavisine and Doppler. We normalize them such that their \stan-dard deviation" is equal to 7, The four functions are plotted in Figure 2 . We choose a sample size of N = 512 and the \s8" wavelet packet dictionary with all but 4 levels. The minimax meta parameter for the sample size is 512 = 2:048. We estimate the standard deviation of the noise by the robust Median Absolute Deviation proposed by Donoho and Johnstone (1995) . So the meta parameter is = 2:048^ and the cutpoint of the Huber loss function is twice the estimated standard deviation, namely, = 2^ . To illustrate graphically the advantage of using a robust procedure on contaminated data, Figure 3 shows the robust estimation of the heavisine function for the same contaminated data as in Figure 1 . Based on this example, the robust procedure seems to give a better reconstruction of the underlying signal than the non-robust one. Table 1 gives a more complete comparison by reporting the Model Errors averaged over 25 simulation runs for the four underlying functions and the two noise scenarios (the standard deviation is roughly 3% of the numbers reported).
We can draw several conclusions in light of Table 1 . The performance of the robust procedures for the bump signal is poor. This is not surprising because under this noise scenario, it is hard to distinguish between the contamination and the pattern of the underlying signal.
Not surprisingly, nonrobust procedures outperform robust procedures when the noise is Gaussian. However, the error for Robust Basis Pursuit is only slightly higher than for Basis Pursuit. Robust Basis Pursuit, on the other hand, gives good predictive performance with a large gain over Basis Pursuit, except for the bump signal.
Computational e ciency
Empirically, Sardy, Bruce and Tseng (1998) found that the BCR algorithm is computationally more e cient than the IP algorithm for solving the non-robust Basis Pursuit optimization problem. We observe the same advantage of the BCR algorithm over the IP algorithm for solving the robust optimization problem (5). Figure 4 illustrates the superiority of the BCR algorithm for denoising an example of the contaminated signals generated as described in the previous section. The BCR algorithm is up to 10 times faster than the IP algorithm in achieving the desired precision ( 1 = 0:02 in equation (20)).
APPLICATIONS
We apply the robust denoising procedure to two data sets, and compare it to the non-robust procedure.
The rst data are radar glint observations and consist of N = 512 angles of a target in degrees. The signal contains a number of glint spikes, causing the apparent signal to have an erratic behavior. A good model for the true signal is a low-frequency oscillation about 0 , so that we will use the local cosine packet dictionary to denoise the signal with Basis Pursuit and its robust version. The estimated standard deviation is^ = 8:4. To get a nicè noise-free' visual display, we choose the universal threshold =^ p 2 logN = 29:6. And for the robust version, we choose = 2^ = 16:8. Figure 5 shows the original signal (top) and the denoised estimates at the bottom (left: non-robust; right: robust).
The robust estimate is a low-frequency oscillation, whereas the non-robust estimate is more jagged due to the in uence of the observations in the tail of the noise distribution.
The second set of data is an image, collection of pixels measured by a long-wavelength infrared sensor. Just visible above the center of the image is an A-37 trainer aircraft ying above the Sierra Nevada at some distance from the sensor platform. The 128 by 128 image plotted on Figure 6 clearly shows some`outlier pixels' on the original image. Standard median denoising lters don't preserve the aircraft well. We propose to clean the image with the robust wavelet denoising procedure. We use the 2-D non-decimated wavelet transform with the \s8" wavelet. Choosing the meta parameter and cutpoint on the assumption that the noise is Gaussian leads to oversmoothing the image. The automatic selection of these two parameters is an open problem for this application. After trying di erent values for and (which was feasible in a nite time thanks to the Block Coordinate Relaxation algorithm), we chose = = 0:4. For this setting of the parameters, Figure 6 shows the original image, the denoised image with Basis Pursuit and the denoised image with robust Basis Pursuit. The robust denoising procedure has the de nite advantage of cleaning the image of the bad pixels while preserving the outline of the airplane.
DISCUSSION
We have proposed a robust version of soft-Waveshrink and Basis Pursuit by replacing the non-robust l 2 loss function by the so-called Huber loss function. We have proposed two methods to solve the corresponding non-trivial optimization problem for a given meta parameter > 0 and a given cutpoint 0. We have showed that the Block Coordinate Relaxation method is empirically faster than its Interior Point competitor. The Block Coordinate Relaxation method is also guaranteed to converge.
The selection of the meta parameter and the cutpoint remains an open question especially in the presence of nonGaussian noise. We have proposed a simple rule for the selection of these two parameters and showed on a particular simulation that the corresponding estimator has a good predictive performance with Gaussian and contaminated noise. It would be interesting to compare our rule with a cross validated selection of these two parameters.
The robust wavelet denoising procedure has some intrinsic limitations. Wavelet-based estimators are known for their ability to e ciently estimate spatially inhomogeneous functions. This con icts with the goal of robust wavelet estimators to detect outliers and downweight their e ect, as outliers and features can be hard to distinguish. This limitation is clearly illustrated by the bump example of the simulation. However, for relatively small erratic behavior of the underlying function and in the presence of outliers, one can expect the robust wavelet estimator to downweight the e ect of the outliers while preserving the erratic features of the underlying function.
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