We propose a HAC estimator for the covariance matrix of the fixed effects estimator in a panel data model with unobserved fixed effects and errors that are both serially and spatially correlated.
Introduction
Recently, a number of works have focused on robust estimation of the slope parameters of a regression model where errors are spatially correlated. Variants of the Newey and West (1987) spectral density estimator in time series have been suggested by Conley (1999) and Driscoll and Kraay (1998) in the context of GMM estimators of spatial panels where T is large relative to N (see also Pinkse et al., 2002) . More recently, Kelejian and Prucha (2007) have proposed a spatial version of the nonparametric heteroskedasticity-autocorrelation consistent (HAC) estimator introduced by White (1980) for a single cross section regression with spatially correlated errors. This approach permits to approximate the true covariance matrix with a weighted average of cross products of regression errors, where each element is weighted by a function of (possible multiple) distance between cross section units. Rather than using a measure of distance between units, Bester et al. (2011) have recently suggested to split the sample into groups so that group-level averages are approximately independent, and then use the HAC estimator based on a discrete group-membership metric.
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panel data model with unobserved fixed effects, where errors are allowed to be both spatially and serially correlated. Such estimator is useful in applied work, when dealing with large data sets, and little is known about the spatio-temporal process generating the error term. We show that the suggested HAC estimator is consistent for N going to infinity, with T fixed or T going to infinity. A small Monte Carlo exercise reported in the paper shows that this approach is quite robust to various forms of serial and cross sectional dependence.
The framework
Consider the panel data model
where α i are fixed parameters, x it are strictly exogenous regressors, and e it follows the general spatial process:
where r ij are (unknown) elements, possibly function of a smaller set of coefficients, of an N × N non-stochastic matrix, R = (r 1. , r 2. , . . . , r N. ) ′ , with r i. = (r i1 , r i2 , . . . , r iN ) ′ , and ε it , for each i, follows the general linear process:
Following Kelejian and Prucha (2007) 
i.e., s N is the number of units for which d ij ≤ d N . We make the following assumptions on the error term, regressors, and s N .
Assumption 2. max 1≤j≤N
Assumption 4. x it and ε is are independently distributed for all i, t, s. x it has finite elements, and lim (N,T )→∞
 X i. = Q is finite and non-singular, with 
is satisfied for many of the commonly used kernels (see Pötscher and Prucha, 1997, p. 129) .
Robust estimation
The FE estimator of β in Eq. (1) is:
with y i. = My i. . Under Assumptions 1-4, it is easily seen that
We suggest the following HAC estimator for (6):
where
Note that for T = 1 expression (8) 
Monte Carlo experiments
The data generating process is:
where β = 1, α i ∼ IIDN(1, 1) do not change across replications, and
and s ij are elements of a N × N spatial weights matrix, S. The data generating process for the regressor error, v it , does not change across experiments and is given by:
We follow Kelejian and Prucha (2007) 
The number of replications is set to 2,000, and experiments are carried for N = 400, 625, 900 and T = 5, 50. We adopted the Parzen kernel function. Table 1 reports the relative bias, computed as the bias of the proposed HAC estimator divided by the bias of the Arellano (1987) clustered estimator, the relative RMSE, computed as the ratio of the RMSEs, as well as size and power of the FE estimator 1 both adopting clustered standard errors, and the proposed HAC standard errors, for various combinations of δ i and ρ i . The nominal size is set to 5%, while power of the FE estimator is computed under the hypothesis that β = 0.90. Results show that, as expected, when δ i = 0 test statistics using the clustered standard errors have the correct size. Under this case, the bias and RMSE of the two estimators are very small, causing the relative bias and RMSE to be volatile. However, when δ i ̸ = 0, the bias and RMSE of the proposed HAC estimator are always smaller than those of the clustered estimator, making the relative bias and RMSE smaller 
r iℓ r jℓ r uℓ r vℓ ω ℓ,tst ′ s ′ .
Lemma A.2. Consider e it in (2) and (3). Then, under Assumptions
e it e js = O p
e it e js has mean
e it e js
since, under Assumptions 1 and 2,
r iℓ r jℓ r uℓ r vℓ ω ℓ,tst
given that, under Assumptions 1 and 2,
Proof of Theorem 1. Consider
′ . Asymptotic normality of (A.4) when N, T → ∞ can be proved by applying the Beveridge-Nelson decomposition to ε it (see Phillips and Solo, 1992 , for details):
where c(1) is a diagonal matrix with diagonal elements c i (1) < ∞, 
Replace the expression forê it into (9), to obtain:
Note that we have dropped ∼ from e it given that  X ′ i.
. We now focus on the (g, m)th element ofˆ , given bŷ
g,itxm,js z ki,t z hj,s e kt e hs
g,itxm,js 
g,itxm,js r ′ i. γ ts r j.
We now prove that A, B, C go to zero. First note that, since
(A.10) Also, using (A.6), term A satisfies:
g,itxm,js e kt e is z kj,
(A.12) 
 . 
It follows that
