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ABSTRACT 
 The solid state nuclear magnetic resonance (SSNMR) study of nearly intact plant cell 
walls along with the computational study of glucose and malonic acid are presented. Previously 
unassigned chemical shifts are presented for the various carbohydrates in the primary plant cell 
wall of Arabidopsis thaliana. A continuation of the SSNMR study involved the computational 
determination of glucose chemical shifts, a model compound for the study of larger 
carbohydrates. Additional computational studies determined the energy relationship between 
hydrated tautomers of malonic acid, a commonly occurring atmospheric dicarboxylic acid. In the 
malonic acid study, agreement between experiment and calculated frequencies verified the 
presence of the enol form of malonic acid. The development and analysis of a chemical 
education tool, a quantum chemistry concept inventory, whose aim is to understand 
misconceptions is also included in this dissertation.
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CHAPTER 1. INTRODUCTION 
NMR Theory and Experiments 
Background 
Solid state nuclear magnetic resonance (SSNMR) is a powerful tool for studying rigid 
and semi-rigid biological systems such as peptides, proteins,1 carbohydrates2 and lipids.3 
Uniform and site-specific isotope labeling improves NMR’s sensitivity while facilitating the 
study of properties including crystallinity, molecular motion and interatomic distances and 
bonding. A general NMR background followed by the description of experiments specifically 
used to study nearly intact plant cell walls are presented.  
NMR active nuclei respond to magnetic fields by aligning their magnetic spin parallel or 
antiparallel to the field’s direction in an equilibrium where the parallel spins are in greater 
abundance. Radiofrequency (RF) excitation pulses invert this equilibrium. Interactions with 
electrons, other nuclei, or subsequent pulses that occur while the equilibrium is reestablished 
encode information, such as chemical shift, into a detectable signal.  
Chemical shift, magnetic dipole-dipole coupling (commonly referred to as dipolar 
coupling) and other NMR detectable interactions have orientation dependence which produce 
broad overlapping peaks for solids. In solution, the isotropic tumbling of molecules averages this 
orientation dependence, resulting in sharp resolved peaks. Spinning solid samples at the magic 
angle of 54.7˚ also averages out the orientation dependence, producing resolved solution-like 
spectra. 13C labeling facilitates analyses by increasing the detectable signal.4 
NMR experiments are comprised of RF pulses that can be turned on and off in a series of 
simple or complicated sequences encoding different kinds of information into the observed 
signal. The unprocessed signal, a free induction decay (FID, Figure 1A), generally includes the 
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collective signal from all nuclei of a particular type (13C, 1H, 15N etc.) Signal processing methods 
decode the signal yielding relevant experimental data. For example, Fourier transforming the 
FID from a chemical shift experiment produces a chemical shift spectrum (Figure 1B), which, 
after referencing to a standard, becomes a familiar NMR spectrum in units of parts per million 
(ppm).4, 5 
 
One common chemical shift experiment is the 1D cross polarization (CP) pulse 
sequence,6 Figure 2. Each horizontal line, representing time, refers to a "channel" tuned to a 
particular nucleus’ resonance frequency. The pulses are represented by rectangles: “hard” or 
“strong” 90° pulses are typically black while “soft” pulses are lightly shaded or white. A 
representative FID identifies the detection channel. Two 
channel experiments are typical with the proton (1H) 
channel conventionally drawn above a second nucleus’s 
channel. The sequence in Figure 2 is comprised of a 90° 
excitation pulse on the proton channel, followed by a 
concurrent period of 13C and 1H irradiation, called the 
cross polarization (CP) period which transfers the 1H 
 
Figure 1. Simple free induction decay of one signal (A) and its Fourier transform (B). 
 
 
 
Figure 2. Cross polarization (CP) 
pulse sequence. 
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magnetization to the 13C channel. A long decoupling pulse applied to the 1H channel during 
detection on the 13C channel prevents 1H-13C coupling which would destroy detectable signal. 
Carbon CP is a commonly used experiment over direct excitation (a 90° pulse on 13C) 
because it speeds up the experiment. NMR’s low sensitivity requires multiple scans to build up 
the signal to noise ratio. 13C nuclear relaxation is much slower compared to 1H relaxation so 
direct excitation of 13C requires a longer recycle delay (time between scans) in order to 
reestablish the equilibrium. CP experiments excite 1H and then a cross polarization pulse on both 
carbon and protons enables 13C’s indirect excitation via C-H dipolar coupling.  
In multidimensional chemical shift correlation experiments, one assigns crosspeaks, 
which develop from coupled nuclear spins, or spin systems. Coupled spins produce peaks 
associated with two or three chemical shifts in a 2D or 3D experiment, respectively. Only 
proximate NMR active nuclei can couple thus restricting the number of crosspeaks.  
The pulse sequence of a typical 2D experiment, a proton driven spin diffusion (PDSD) 
pulse sequence with the CP excitation, is shown in Figure 3. After 13C excitation, chemical shift 
information is allowed to develop for a time, t1. A 90° pulse on the carbon channel stops this 
initial chemical shift evolution. Dipolar 
coupling then mediates coherence transfer 
between coupled carbons during the 
mixing time (tm). A second 90° pulse on 
the 13C channel prepares the signal of the 
second spin to be detected during the t2 
period. The pulse sequence, as explained 
thus far produces one FID which, upon 
 
Figure 3. Proton driven spin diffusion (PDSD) 
pulse sequence producing crosspeaks from 
through space coupling. 
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Fourier transformation, gives one 1D chemical shift spectrum. Incrementing the t1 period, and 
essentially producing a series of 1D spectra, encodes coupled nuclei’s FID into the intensity of 
the peaks in the series of 1D spectra, referred to as the direct dimension. Figure 4 contains a 
cartoon depiction of what coupled spins, A with a chemical shift of ω1 and B with a chemical 
shift of ω2, would produce if the direct dimension was processed into a chemical shift spectrum. 
Fourier transforming points perpendicular to the direct dimension results in a second chemical 
shift dimension and four peaks; two diagonal peaks, (ω1 ω1), and (ω2, ω2) and two crosspeaks, 
(ω1, ω2), (ω2, ω1). 
 
 There is a wealth of pulse sequences, created for various purposes including increased 
signal detection and resolution, suppression of signal from unwanted interactions and encoding 
information related to molecular mobility, symmetry and bond orientation. Details related to 
specific experiments particularly useful in analyzing cell wall samples will be described in the 
sections below. 
 
Figure 4. Simplified diagram of a 2D spectrum after Fourier transformation of the direct 
dimension. Peak intensities, of spins A and B with chemical shifts of ω1 and ω2, respectively, 
are modulated by spin coupling. 
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Identifying and Quantifying Chemical Species and Their Interactions 
Primary plant cell walls contain a mixture comprised largely of polysaccharides 
(cellulose, hemicellulose, pectin) and a relatively small amount of protein. Carbohydrate signals 
overlap due to their similar composition; carbon, hydrogen and oxygen, and functional groups; 
hydroxyl, ether and carboxylic acid groups. Therefore, various spectroscopic methods are needed 
to accurately assign carbohydrate peaks. 
One of the simplest experiments one can use to start identifying the carbohydrates in the 
system is a 1D 13C direct polarization (DP) experiment, Figure 5. A 90° pulse directly excites 
carbon and a long recycle delay ensures complete relaxation to equilibrium between scans. 
Comparisons of NMR derived relative amounts and 
amounts derived from chemical extraction methods 
can be used to assign or cross reference assignments 
based on their relative signal intensity. Complete 
assignment, however, requires peak resolution which 
can be obtained by a variety of methods described 
below. 
Overlapping peaks are greatly resolved using a series of multidimensional experiments: 
Dipolar assisted rotary resonance (DARR),7 PDSD, Incredible Natural Abundance DoublE 
QUAntum Transfer Experiment (INADEQUATE),8, 9and super cycled POST-C5 (SPC5).10 
These experiments also serve to yield through-bond connectivity, which further confirm 
assignments. The pulse sequence determines the type of spin-spin correlation mechanism probed. 
For example, DARR, PDSD and SPC5 experiments rely on dipolar coupling to create through 
space coupling while the J-INADEQUATE experiment relies on through bond electron mediated 
 
Figure 5. 1D 13C direct polarization 
(DP) experiment for quantitative 13C 
detection. 
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J-coupling. The INADEQUATE and SPC5 pulse sequences also utilize double quantum 
excitations to identify spin-spin correlations. 
Dipolar Coupling Mediated Interactions 
 The dipolar assisted rotary resonance, DARR, experiment is one of several types of 
experiments that couple spin systems via dipolar coupling. Because dipolar coupling happens 
through space, this experiment produces crosspeaks between spatially proximal spin systems 
regardless of bond connectivity. The truncated homonuclear dipolar Hamiltonian, derived from 
the classical energy equation for dipole-dipole interactions is: 
ℋ𝑑𝑑
ℎ𝑜𝑚𝑜 = −
ℏ
2
(
𝜇0
4𝜋
)
𝛾𝐼𝛾𝑆
𝑟3
(3 cos2 𝜃 − 1)(3𝐼𝑧?̂?𝑧 − ?̂? ∙ ?̂?). 
(1) 
Where, 𝛾, is the gyromagnetic ratios of spins I and S, and ?̂? and ?̂? are the spin operators, and θ is 
the angle between the bond and external magnetic field vectors.4 Constants in the formula are 
Planck’s constant, ℏ, and the nuclear magnetic moment, 𝜇0. Important features of dipolar 
coupling are its inverse proportionality to the internuclear distance (𝑟) cubed and dependence on 
𝜃. Because of this angle dependence, fast magic angle spinning, MAS, destroys dipolar coupling. 
The DARR pulse sequence, Figure 6, includes a pulse during tm that recouples dipolar 
interactions allowing coherences and thus crosspeaks to develop. The longer tm is, the more 
coupling between distant nuclei is 
allowed (within the limit of the 
dipolar coupling strength). Hardware 
restrictions (sample and hardware 
heating caused by the pulse) limit the 
length of tm. In order to circumvent 
the practical difficulties with DARR, 
 
Figure 6. 2D pulse sequence with a DARR pulse 
during tm. 
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a PDSD experiment can be employed, Figure 3. The PDSD pulse sequence gives the same 
information as DARR, but can be used when long magnetization transfer times are needed in 
order for cross peaks in the 2D spectrum to develop by removing the 1H irradiation during the 
mixing time.  
 When running 3D CCC DARR/PDSD11 experiment Figure 7, different information can 
be obtained by choosing different mixing times, tm1 and tm2. By limiting the first mixing time, 
only closely neighboring nuclei are coupled. A long second mixing allows long range coupling 
to develop. The resulting gain in resolution helps identify long range intermolecular interactions 
important to understanding how the cell wall (CW) is constructed. 
 
 The spectra discussed, thus far, are resolved by multiple dimensions and varied dipolar 
coupling mixing times. Resolution can also be obtained using double quantum filtered 
experiments, such as the 2D SPC5 experiment. It also measures dipolar coupling built 
coherences but only double quantum excitations are encoded in the spectra. Double quantum 
excitations occur through strong dipolar coupling mediated by a stepwise flip of two strongly 
coupled spins, I and S. In a strong magnetic field, the coupled spin pair can have the following 
spin orientations: IαSα, IαSβ, IβSα and IβSβ. A series of pulses is required to reintroduce the dipolar 
coupling averaged out by MAS and develop double quantum coherences. Direct detection of 
 
Figure 7. 3D CCC DARR/PDSD pulse sequence. 
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double quantum coherences is not possible, thus a second series of pulses prepares coherences 
for detection.  
J-Coupling Mediated Interactions 
 Detailed atom-to-atom connectivity can be determined using electron mediated J-
coupling. The J-INADEQUATE experiment is a 2D double quantum experiment facilitated by 
uniform 13C labeling. It suppresses the detection of nuclei separated by multiple bonds but only 
detects cross peaks between directly bonded atoms. Additional resolution comes from the lack of 
diagonal peaks because coupled spin systems are encoded as the sum of their chemical shifts in 
the indirect dimension.  
 The J-coupling Hamiltonian between spins, ?̂? and ?̂?, is: 
ℋ𝐽
ℎ𝑜𝑚𝑜 = 2𝜋(?̂? ∙ 𝑱𝑰𝑺 ∙ ?̂?) (2) 
where 𝑱𝑰𝑺 is the orientation dependent 3 × 3 J-coupling tensor. MAS averages out the orientation 
dependence to get the isotropic J-coupling or scalar-coupling Hamiltonian: 
ℋ𝐽
𝑖𝑠𝑜 = 2𝜋𝐽𝐼𝑆?̂? ∙ ?̂?, (3) 
where 𝐽𝐼𝑆 is the average of the coupling tensor’s diagonal elements.  
There are two things to be aware of when analyzing INADEQUATE spectra. One is that 
the correlation crosspeaks appear as the sum of their chemical shifts in the indirect dimension. 
The other is that, under MAS, the spectral width of the indirect dimension is usually matched to 
the spinning frequency in order to synchronize the double-quantum excitation and reconversion 
periods. Thus at moderate spinning frequencies, coupled spins with sum chemical shifts less than 
or greater than the spectral width will be folded (or aliased) to the opposite side of the spectrum.9  
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Besides identifying, quantifying and determining the interactions between 
polysaccharides it can be useful to understand their mobilities. The next section describes how 
SSNMR can be used to understand the mobility of the CW components. 
Molecular Motion Rates 
Once chemical shifts are established, one can study the associated molecules’ molecular 
motion. Motion modulates local magnetic fields decreasing (dephasing) initial coherence, which 
in turn decreases signal intensity. The rate at which signal decays is related to the rate of motion 
near the signal producing species. By fitting the signal’s exponential decay relative to contact 
time (the time allowed for motion to dephase signal) one can determine relaxation rate constants, 
T1 and T1ρ, discussed further below.
4, 5 
The relaxation constants are related to a correlation time, τc, a parameter correlating 
motion fluctuations with a value in units of time.5 The faster the molecule is moving the shorter 
the correlation time. In order to observe the effect of the motion, the correlation time needs to be 
on the order of a characteristic frequency, 𝜔𝑖, given by:  
𝜔𝑖 = 𝛾𝐵𝑖, (4) 
where 𝛾 is the gyromagnetic ratio and 𝐵𝑖 is either the external magnetic field (for T1) or the field 
created by an RF pulse (for T1ρ). Relaxation rate constants, 𝑇𝑖 where 𝑖 can be 1 or 1ρ, have the 
general expression: 
𝑇𝑖 =
1
𝐶𝑖
(
1 + 𝜔𝑖
2𝜏𝑐
2
𝜏𝑐
). 
(5) 
𝐶𝑖 is a constant describing various relaxation processes.
5 The type of relaxation determines the 
type of experiment to use in order to measure motion on the corresponding timescale.5  
13C T1 measurements probe motion on the nanosecond timescale. Motion of individual 
sugar units occurs at this timescale.12 13C T1 relaxation is measured using single pulse 
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experiments. An initial pulse inverts the magnetization from the positive to negative z direction 
using a 180° pulse. T1 relaxation dephases the signal for a mixing time, t1. A second, 90° pulse 
rotates the magnetization into the x/y plane where it can then be detected. Plotting peak heights 
relative to a range of t1-mixing times, results in curves from which T1 can be calculated.  
1H T1ρ relaxation experiment measures relaxation relative to an RF pulse typically 
referred to as a spin-lock. Motion on this, slower microsecond timescale, describes the collective 
motion of several atoms such as whole sugar units. 
Comparing the relaxation values at different chemical shifts identifies the relative 
mobility of the different components in the system. Additionally, greater resolution is achieved 
by preferentially detecting signal from mobile or rigid components. 
Molecular Motion Amplitude 
 The maximum angle, 𝜙, a bond vector samples as it moves describes its range or 
amplitude of motion. One can determine relative amplitudes of motion by measuring the strength 
of dipolar coupling, equation (1), which is sensitive to changes in the angle, 𝜃.  
One can use a dipolar chemical-shift correlation (DIPSHIFT) experiment to measure the 
dipolar couplings under MAS. DIPSHIFT spectra relate signal intensity to t1, the length of time 
dipolar couplings are allowed to evolve. The DIPSHIFT pulse sequence produces a 2D dataset 
with t1 as the indirect dimension and chemical shift in the direct dimension. The result is 
chemical-shift resolved dipolar coupling dephasing curves. The cross sections at individual 
chemical shifts are typically referred to as DIPSHIFT curves. The coupling strength at each 
chemical shift is determined by fitting to curves simulated at various dipolar coupling strengths. 
Rigid crystalline samples produce the greatest dephasing, termed the rigid limit, because ϕ is 
11 
 
 
 
essentially zero. Comparing the fitted coupling strength, Δ𝜈̅̅̅̅ , with the rigid limit coupling, Δ𝜈, 
one can determine the order parameters, S: 
𝑆 =
Δ𝜈̅̅̅̅
Δ𝜈
=
1
2
〈3𝑐𝑜𝑠2𝜙 − 1〉 
(6) 
A 3D version of this experiment includes a second chemical shift dimension to resolve 
overlapping peaks. Dipolar coupling is then determined from crosspeak dephasing.12 
To understand complex mixtures they must be studied from many different angles. 
Collectively, these experiments illustrate the versatility of NMR spectroscopy which have been 
used to better understand the composition, interactions and motion polysaccharides of intact 
primary plant cell wall.  
Quantum Chemistry Theory 
 Quantum mechanics governs many important chemical properties such as molecular 
spectra, reaction mechanisms and molecular stability. Calculating quantum chemical properties 
can provide insight into why particular phenomena are observed, and to understand and predict 
experimental observations. 
 The field of quantum chemistry is largely dedicated to finding methods that satisfy the 
need for high accuracy while also modeling large systems. Computers and continuously 
improved code facilitates the efficiency of calculations. However, the variety of computational 
methods can hinder deciding the proper level of theory. Factors affecting calculation cost include 
size and type of system, level of theory, size of basis set and acceptable accuracy. Ultimately, 
one compromises between accuracy and cost. The next sections are dedicated to explaining some 
of the theory and their nuances used in determining appropriate computational methods.  
12 
 
 
 
Schrödinger Equation 
Chemical reactions and spectra are largely governed by the molecular interactions which 
are governed by the local electron density. Thus, theoretical methods are comprised of 
explaining and modeling the electrons and nuclei. Such atomic and subatomic particles behave 
differently from larger classically defined objects. While the equations describing subatomic 
particles can be used to describe classical systems, they are required for describing small 
particles displaying quantized properties and wave-particle duality. The idea that particles can 
behave as both waves and as mass containing particles led to various formulas describing their 
behavior. Unifying the ideas, is the eigenvalue equation called the time dependent Schrödinger 
equation,13 TDSE (7), comprised of a Hamiltonian operator, ℋ, and a wavefunction, Ψ(r, t).  
ℋΨ(r, t) = 𝑖ℏ
𝜕
𝜕𝑡
Ψ(r, t)  (7) 
In cases where the potential energy is not evolving with time, called stationary states, the 
wavefunction can be separated into the product of two functions: 
Ψ(r, t) = ψ(r)ϕ(t)  (8) 
one dependent on time, ϕ(t) and the other dependent only on position, ψ(r). The Schrödinger 
equation containing only the position dependent wavefunction is referred to as the time 
independent Schrödinger equation,13 TISE, (9) and is fundamental to computational chemistry. 
ℋψ(r) = 𝐸ψ(r) (9) 
The Hamiltonian operator, ℋ:  
ℋ = ?̂? + ?̂? (10) 
is the sum of the kinetic energy operator, ?̂?: 
13 
 
 
 
?̂? = −
ℏ2
2𝑚
∇2, 𝑤ℎ𝑒𝑟𝑒       ∇2=
𝜕2
𝜕𝑥2
+
𝜕2
𝜕𝑦2
+
𝜕2
𝜕𝑧2
 
(11) 
where m is the mass, and the potential energy operator, ?̂?: 
?̂? = 𝑉(𝑟). (12) 
 Hydrogen, being spherically symmetric, is the only neutral atom for which the 
Schrödinger equation can be solved exactly. Mutually repelled electrons whose coupled 
interactions are described by interdependent variables prevents solving the TISE exactly.14, 15 
Multi-electron systems 
The molecular Hamiltonian includes kinetic and potential energy terms for all the 
particles in the system: 
ℋ = ?̂?𝑁 + ?̂?𝑁𝑁 + ?̂?𝑒 + ?̂?𝑁𝑒 + ?̂?𝑒𝑒 (13) 
where, ?̂?𝑁 and ?̂?𝑒 are the nuclear and electronic kinetic energy operators. The potential energy 
operators, ?̂?𝑁𝑁, ?̂?𝑁𝑒 and ?̂?𝑒𝑒 are the nuclear repulsion, electron-nuclear attraction, and electronic 
repulsion operators. Under the Born-Oppenheimer approximation16 the nuclei are treated as fixed 
points relative to the much faster electronic motion. The result is an electronic Schrödinger 
equation: 
ℋ𝑒𝑙ψ(R⃗⃗, r⃗) = (?̂?𝑒 + ?̂?𝑁𝑒 + ?̂?𝑒𝑒)ψ(R⃗⃗, r⃗) = Eψ(R⃗⃗, r⃗) (14) 
where E is the electronic energy in this case. The electronic wavefunction, ψ(R⃗⃗, r⃗), is dependent 
on the electronic coordinates, r⃗, and parametrically on the nuclear coordinates, R⃗⃗. 
The Hartree-Fock (HF)17 method is widely known as the starting point for solving the 
TISE, equation (9). It approximates the total electronic wavefunction by iteratively improving a 
set of one-electron molecular orbitals, {𝜙𝑗}, each containing a spin and spatial part. The 
14 
 
 
 
functions describing the one electron orbitals is called the basis set. A Slater determinant 
wavefunction18 is built from these spin orbitals in order to satisfy the Pauli exclusion principal 
for fermions, stating that the wavefunction must be anti-symmetric with respect to exchange of 
electrons.14, 15 
HF is powerful in that it never produces an energy below the exact energy. This is 
because it is a variational method, one in which improvements to the MO functions calculates 
energies that approach but never goes below the exact energy. In practice, each one-electron 
orbital is improved by minimizing its energy, in the averaged field of the other electrons, with 
respect to some variational parameter(s). By iteratively improving each orbital, the HF method 
improves the total electronic wavefunction. The iterations continue until the total energy, 
calculated by inserting the optimized wavefunction into the electronic TISE (9), is minimized to 
some convergence limit.14, 15 
The HF limit represents the best energy attainable using HF’s averaged treatment of 
coupled electronic interactions. The difference between the HF limit and the exact energy, the 
correlation energy, is associated with the coupled interactions of the electrons. Theory 
development is largely dedicated to accurately computing the correlation energy because, aside 
from being difficult to calculate, quite often, it is required for accurate modeling of chemical 
processes14, 15 Møller-Plesset perturbation theory (MP2)19 and coupled cluster – singles and 
doubles (CCSD)20 are two of several methods that improve the HF energy. HF and DFT, 
described below, are the primary methods used to study the included systems. Another branch of 
development is dedicated to creating or improving basis sets which are collections of functions 
used to represent the electronic wavefunction. 
15 
 
 
 
Basis Sets 
 In order to improve the energies or properties of molecules calculated using the Hartree-
Fock method, one can modify the functions representing the electronic molecular wavefunction. 
The full wavefunction is a Slater determinant (which ensures the proper antisymmetric 
requirement of electrons) of one-electron molecular orbital functions, each built from atomic-like 
orbital functions. These functions are Gaussian functions that are optimized to give good atomic 
energies. The description and number of functions used to represent the electrons in a system is 
the basis set.14 
In order to better represent the full electronic wavefunction, functions can be added to 
expand or modulate one-electron orbital functions. Additionally, the basis can be “split,” such 
that core electrons are represented by a set of functions while the valence orbitals, containing the 
electrons that are more likely to interact with other molecules in the system, are fit by different, 
more flexible, functions. Common additions to the valence functions are polarization and diffuse 
functions. The polarization functions allow the orbitals to adjust their shape, for example 
addition of p-like orbital character to an s-like orbital gives directionality to the orbital. Diffuse 
functions are added to basis sets in order to increase the extent of the orbital and are generally 
used for anionic species.14 
Some naming conventions for the two types of basis sets used in the following studies are 
as follows.  Pople basis sets21 have the following naming scheme: X-YZG, where X is the 
number of primitive functions representing the core orbitals. The number of values following the 
hyphen represent the number of functions representing the valence orbitals, in this example 
above, there are two values (Y and Z) and thus it is a double zeta basis set. The values of Y and 
Z designate the number of primitive functions linearly combined to produce the valence basis 
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functions. The addition of diffuse and polarization functions are designated with “+” or in 
parentheses before and after “G,” respectively. For example, the basis set used in the malonic 
acid study (Chapter 5) is a double zeta, polarized basis set, 6-31G(d,p)22 with no diffuse 
functions and 6 primitive functions in the core. 
Another type commonly used basis sets are the Dunning correlation consistent (cc) basis 
sets. 23 Here, the letters between “V” and “Z” (Valence and Zeta) designate the number of 
functions used to represent each valence orbital, D=double, T=triple and so on. Addition of 
polarization functions are designated by a lowercase “p” before “V” and diffuse functions are 
designated with a preceding “aug” (for augmented). An example is the basis set used for 
calculating chemical shifts in Chapter 4, aug-cc-pVTZ,23, 24 which is a polarized triple zeta basis 
set with additional diffuse functions. 
These basis sets represent a small subset of the basis sets available and the reader is 
directed to Introduction to Computational Chemistry by Frank Jensen14 for a more detailed 
description of basis sets and the modifications needed for representing different properties of 
molecules and atoms such their size atom, reactivity and charge. 
Density Functional Theory 
 Many of the calculations in Chapters 4 and 5 involve density functional theory (DFT).25 
Unlike many electronic structure methods, DFT is not derived as an improvement to the HF 
method, but rather as an alternative. The premise is that if the electron density of a molecule is 
known, the energy and properties can be calculated exactly without ever treating electron 
coordinates explicitly. In theory, DFT reduces the size of the electronic problem by having the 
entire electron density described by only three coordinates. Properly describing the electron 
density for molecular systems, however, is difficult but key to correctly calculating properties.  
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The DFT energy expression in terms of linear momentum, ?⃗?, is given by: 
𝐸 =
1
2
∑ ∫ 𝜙𝑖 𝑝
2 𝜙𝑖 𝑑𝑟1 + ∑ ∫ ?̂?(𝑟1)𝜌(𝑟1)𝑑𝑟1
𝑖
+
1
2
∫
𝜌(𝑟1)𝜌(𝑟2)
|𝑟1 − 𝑟2|
𝑑𝑟1𝑑𝑟2 + 𝐸𝑋𝐶 . 
(15) 
The first term is the kinetic energy of the electrons described by the one-electron functions, 𝜙𝑖, 
solved in practice by the Kohn-Sham equations.26, 27 The second term represents the electron-
nucleus attraction, where ?̂? as the potential energy operator and 𝜌(𝑟1) is the electron density. The 
third term describes the Coulomb interaction of the electron densities 𝜌(𝑟1) and 𝜌(𝑟2). The final 
term is a functional used to approximate the electron exchange and correlation energy. 
Traditionally and for many metallic systems, a satisfactory electron density is described 
by a homogeneous electron gas. Most molecular properties studied by chemists, however, 
require a more detailed description of the electron density. To better represent the inhomogeneity 
of the electron density in molecules, various types and combinations of functionals can be used, 
including: GGA,28 meta-GGA,29 hybrid.30 For more in depth descriptions of the types and 
functionals the reader is referred to the book: Density Functional Theory, An Advanced Course 
by Engel and Dreizler.31 The electron density is usually derived using the Kohn-Sham method26 
which is similar to finding the HF wavefunction and increases the cost of DFT to at least the 
same cost as HF. DFT can still be less costly but perform comparable to methods based on 
improvements to HF (such as MP2). One disadvantage, however, is that DFT cannot be 
systematically improved, so different functionals must be developed to accurately describe 
different types of molecules and/or different properties. Despite its disadvantages, the accuracy 
that can be achieved and the reduced cost make it a powerful method.  
Effective Fragment Potential Method 
 While using quantum mechanics (QM) to describe all the atoms in a system would be 
ideal, it can be prohibitively expensive when the system is large. One such example is modeling 
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solvation. Some low cost solvation models exist but can lack accuracy when looking at detailed 
molecular interactions such as hydrogen bonding. The effective fragment potential (EFP) method 
is derived from first principals providing detailed interactions and high accuracy at a relatively 
low cost.32  
Information needed to model intermolecular interactions are calculated for an isolated 
internally rigid molecule which is referred to as an EFP or an EFP fragment. That information is 
then input into calculations modeling intermolecular interactions between multiple EFPs or 
between EFPs and QM fragments. The EFP energy, 𝐸𝐸𝐹𝑃, contains five energy contributions: 
𝐸𝐸𝐹𝑃 = 𝐸𝐶𝑜𝑢𝑙 + 𝐸𝑝𝑜𝑙 + 𝐸𝑑𝑖𝑠𝑝 + 𝐸𝑟𝑒𝑝 + Ect. (16) 
The Coulombic interaction energy, 𝐸𝐶𝑜𝑢𝑙, is comprised of charge to -charge/ -dipole/                   
-quadrupole/ -octopole, dipole to -dipole/-quadrupole and quadrupole to quadrupole, etc. 
interactions. The polarization energy, 𝐸𝑝𝑜𝑙, comes from each fragment’s induced dipole moment 
interacting with other fragments’ charge multipoles and the field they create with their induced 
dipoles. The dispersion term, 𝐸𝑑𝑖𝑠𝑝, takes into account the induced dipole to induced dipole 
interactions. 𝐸𝑟𝑒𝑝 represents the energy from the exchange of electrons,
33 and finally charge 
transfer energy, 𝐸𝑐𝑡, arises from energy minimization obtained when nearby EFPs occupied 
orbitals interact with another EFPs virtual or unoccupied orbitals.34  
The EFP method can be used to rapidly calculate minimum energy structures of variously 
sized clusters with energy accuracy comparable to full quantum treatment. The method can be 
used to accurately model a variety of systems from water clusters,35 to solvated ions,36 and DNA 
base interactions.37 The speed with which many structures can be calculated using EFPs is the 
primary reason it was used in the hydrated malonic acid study presented in Chapter 5. Use of 
19 
 
 
 
EFPs with global optimization and simulated annealing methods, discussed next, offer an 
efficient and mostly unbiased way to find multiple minima on a potential energy surface.  
Global Optimizations and Simulated Annealing 
 Global optimization methods efficiently sample low energy configurations for systems 
comprised of many atoms or molecules. The objective is to sample many configurations but 
biasing towards minimum energy conformations. Various algorithms exist to sample 
configuration space. In this work, a modified Monte Carlo method, developed by Metropolis was 
employed.38  
The general premise of the Metropolis method is to use a Monte Carlo-like approach to 
sample configuration space. That is, to move molecules into lower energy configurations but 
allow some steps that end up in higher energy conformations. This way, if there are lower energy 
configurations beyond an energy barrier, there is some probability of finding them. 
  The Metropolis method allows one fragment (or more in variants of the method) to move 
in each step. The distance (translation) and angle (rotation) they can move are governed by a 
threshold. The energy of the system is calculated after each translation/rotation step. If the 
energy is lower than the previous configuration, the new structure is used as a starting point for 
the next set of translation/rotations. If the energy is higher than the previous configuration, a 
random number is generated. Comparison of that random number to a user specified threshold 
determines whether the structure is kept or thrown out. If it is kept, the calculation continues 
from that structure. If not, the calculation continues from the previous structure. The 
optimization continues until a minimum energy is reached.  
If a high threshold for the randomly generated number is chosen, the likelihood that high 
energy structures will be accepted is high. So while more configuration space may be sampled, it 
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can take longer to converge to a minimum energy structure. The threshold can be set to decrease 
after a certain number of steps such that fewer high energy steps are accepted.  
 A greater sweep of configuration space can be sampled by using the simulated annealing 
method. The method includes a user specified series of decreasing temperatures. The temperature 
governs the translation/rotation step size and the frequency at which steps producing higher 
energy structures are kept. The higher the temperature setting, the larger the range of 
configurations is sampled and the more likely the final structure will differ substantially from the 
starting structure. This method more effectively samples high energy configurations while still 
converging to a minima on the potential energy surface. 
Vibrational Frequency Calculations 
 Structural information regarding a chemical system can be determined from vibrational 
frequency analysis. The Hessian matrix containing the force constants from which they are 
derived are routinely calculated to determine the potential energy surface (PES) curvature. A 
positive definite curvature represents a local minimum (or equilibrium structure) on the PES and 
a single negative value represents a saddle point (transition between minima).  
The theoretical vibrational frequencies, 𝜈𝑒, can be derived from the force constants, 𝑘, 
which is equal to the second derivative of the energy with respect to intrinsic nuclear coordinates 
at the equilibrium geometry:  
𝑘 =
𝑑2𝑈
𝑑𝑅2
|
𝑅=𝑅𝑒
. (17) 
The vibrational frequency is proportional to the square root of the force constant, 𝑘 and the 
inverse of the reduced mass, 𝜇, given by: 
𝜈𝑒 =
1
2𝜋
(
𝑘
𝜇
)
1 2⁄
. 
(18) 
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The frequency values can be compared to experimental data to understand the vibrational motion 
or to confirm the presence of molecules in a sample. 
Chemical Shielding Calculations 
 Obtaining NMR chemical shifts require first calculating the chemical shielding tensor 
which represents the additive effects of the external magnetic field with the field created by 
electronic motion. The chemical shielding tensor elements (𝜎𝑖𝑗) are given by the second 
derivative of the total electronic energy (𝐸) with respect to the static external magnetic field 
(?⃗⃗?𝑒𝑥𝑡) and the nuclear magnetic moment (?⃗?), equation (19).
39 
𝜎𝑖𝑗 =
𝜕2𝐸
𝜕(𝐵𝑒𝑥𝑡)𝑖𝜕𝜇𝑗
|
?⃗⃗?=?⃗⃗?=0
 
(19) 
The Hamiltonian, equation (21), is derived by substituting the linear momentum vector 
by the sum of the momentum and the magnetic field vector potential (?⃗? → ?⃗? +  𝐴) where 𝐴 is 
generally chosen to be the Coulomb gauge, equation (20), dependent on the gauge origin, ?⃗?, and 
nuclear position, 𝑟.  
 𝐴 =
1
2
𝐵𝑒𝑥𝑡 × (𝑟 − ?⃗?). 
(20) 
ℋ𝑚𝑎𝑔( ?⃗⃗?𝑒𝑥𝑡, ?⃗?) = ℋ𝑒𝑙 +
1
2
((𝑟 − ?⃗?) × 𝑝) ?⃗⃗?𝑒𝑥𝑡 +
1
8
(?⃗⃗?𝑒𝑥𝑡 × (𝑟 − ?⃗?))
2
 
(21) 
The first term is the Hamiltonian in the absence of a magnetic field found in equation (14). The 
second and third terms come from the addition of the magnetic field.40 The energy dependence 
on the chosen gauge origin is an unphysical result of choosing a Coulomb gauge to represent the 
magnetic field. To mitigate this problem, the gauge-including atomic orbital (GIAO) method 
uses distributed gauge origins throughout the molecule.40 
Accurate results require excellent descriptions of the electronic environment around the 
nucleus. This is obtained using large basis sets which translates into a compromise between 
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system size and chemical shift accuracy. Saccharide studies show good agreement with 
experimentally derived chemical shifts when using crystal structure geometries.41 Regardless of 
good performance with small molecules, it is important to verify that the level of theory will 
work well for larger system calculations by examining an intermediately sized model system.  
 Upon determining the chemical shielding, it is necessary to convert the values to 
chemical shifts, 𝛿, to compare with experiment. The difference between the isotropic chemical 
shielding, 𝜎, of the atom in the molecule of interest and a reference compound, 𝜎𝑟𝑒𝑓, usually 
tetramethylsilane, multiplied by a million to get the proper units (ppm) results in chemical shift, 
(22). 
𝛿 = 106(𝜎𝑟𝑒𝑓 − 𝜎). (22) 
The isotropic shielding is the average of the diagonal elements in the chemical shielding tensor.  
Chemical shifts can be obtained by calculating the shielding for both the molecule of 
interest and the reference compound. However, small molecule benchmark studies show that the 
same level of theory can perform differently on small versus large systems based on the type of 
compound.41 Thus, the reference compound must be chosen carefully if equation (22) is used. 
Alternatively, one can reference directly to a chemical shift within the system. A comparison of 
results referencing TMS, acetone and experiment can be found in Chapter 4. 
Teaching Undergraduate Quantum Chemistry 
The foundations of studying and learning quantum chemistry cannot be picked up 
cavalierly. The tools, prerequisites and time allotted to learning the subject in the undergraduate 
curriculum can be unappealing to many students who would otherwise be interested in quantum 
mechanics (QM). It is thus important to recognize how the curriculum can be improved.  
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 To determine which concepts students understand before the undergraduate quantum 
chemistry course, we have developed a multiple choice assessment. The questions were 
developed based on published results identifying common misconceptions42 and taking into 
account the various topics typically covered in a one semester quantum chemistry class. Because 
quantum chemistry is covered in a simplistic way in lower level chemistry classes, several of the 
incorrect choices in the items are derived specifically to examine whether the simplistic models 
prevail even after QM course instruction. Another important concept tested is whether students 
can understand the general application of equations used to describe quantum mechanical 
systems, or if they tend to consider the math to be new and separate from previously acquired 
math knowledge. 
 To determine the validity of the items in the assessment, the responses are analyzed using 
several statistical methods. Administering the assessment at the beginning of the semester, before 
direct teaching, and at the end of the semester, one can validate the assessment. A valid 
assessment displays the ability to show improved or diminished learning gains. In other words, 
the items should not be so skewed towards correct or incorrect answers such that a post 
assessment cannot show improvement/diminishment in the results. 
Thesis Organization 
 The underlying theory that governs all of the chemical processes studied in this 
dissertation is quantum mechanics. Computational chemistry and SSNMR have both been used 
as tools to study difficult and complex systems. In the following chapters, the systems and the 
methods used to understand them will be described in detail. The second and third chapters 
contain the nearly complete chemical shift assignment and intermolecular interactions of 
Arabidopsis thaliana intact primary plant cell wall polysaccharides. The fourth chapter is 
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dedicated to choosing and testing computational methods to accurately calculate polysaccharide 
chemical shifts. Next, a computational study of malonic acid tautomers in highly concentrated 
particles is discussed. The final chapter presents a chemical education tool for assessing students’ 
quantum chemistry misconceptions prior to and after taking undergraduate quantum chemistry 
course.  
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CHAPTER 2. STRUCTURE AND INTERACTIONS OF PLANT CELL-WALL 
POLYSACCHARIDES BY TWO- AND THREE-DIMENSIONAL MAGIC-ANGLE-
SPINNING SOLID-STATE NMR 
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Abstract 
 The polysaccharide-rich cell walls (CWs) of plants perform essential functions such as 
maintaining tensile strength and allowing plant growth. Using two- and three-dimensional 
magic-angle-spinning (MAS) solid-state NMR and uniformly 13C-labeled Arabidopsis thaliana, 
we have assigned the resonances of the major polysaccharides in the intact and insoluble primary 
CW and determined the intermolecular contacts and dynamics of cellulose, hemicelluloses, and 
pectins. Cellulose microfibrils showed extensive interactions with pectins, while the main 
hemicellulose, xyloglucan, exhibited few cellulose cross-peaks, suggesting limited entrapment in 
the microfibrils rather than extensive surface coating. Site-resolved 13C T1 and 
1H T1ρ relaxation 
times indicate that the entrapped xyloglucan has motional properties that are intermediate 
between the rigid cellulose and the dynamic pectins. Xyloglucan absence in a triple knockout 
mutant caused the polysaccharides to undergo much faster motions than in the wild-type CW. 
These results suggest that load bearing in plant CWs is accomplished by a single network of all 
three types of polysaccharides instead of a cellulose-xyloglucan network, thus revising the 
existing paradigm of CW structure. The extensive pectin-cellulose interaction suggests a central 
role for pectins in maintaining the structure and function of plant CWs. This study demonstrates 
the power of multidimensional MAS NMR for molecular level investigation of the structure and 
dynamics of complex and energy-rich plant materials. 
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Introduction 
The cell walls of higher plants are responsible for the mechanical strength, tissue 
cohesion, ion exchange, protection against biotic and abiotic stresses, and growth and division of 
plant cells. While plant CWs have long been used in the paper and textile industry, they recently 
gained further economic importance as the source of lignocellulose-based biofuels due to their 
high content of energy-rich polysaccharides. A comprehensive under- standing of the structure, 
intermolecular interactions, and dynamics of polysaccharides in CWs thus has both fundamental 
and practical importance.1  
Two distinct layers of wall usually protect plant cells: a thin primary wall formed during 
plant growth and a thick secondary wall formed in cells that have completed their growth. While 
secondary CWs are structurally diverse and often contain lignin, the primary walls of various 
species of growing plants share many common features.2, 3 In dicots, the primary CWs contain 
three major classes of polysaccharides: cellulose, whose microfibrils constitute the rigid 
framework of the CW; hemicelluloses, which mainly consist of xyloglucan (XG) and a small 
amount of glucoronoarabinoxylan; and pectins, which mainly include homogalacturonan (HG) 
and rhamnogalacturonan (RG) I and II (Figure 1B-H).4 In addition, primary cell walls contain 
structural proteins and glycoproteins.3 While the structural role of cellulose microfibrils has been 
extensively studied, the molecular interactions of hemicelluloses and pectins with cellulose 
microfibrils have not been investigated in intact CWs.1 The most common structural model 
depicts a cellulose-hemicellulose network embedded in a pectin matrix.5, 6 Such structural 
models were largely obtained from fractionation-based chemical analysis, biochemical studies, 
and electron and optical microscopies,6, 7 which often altered or destroyed the physicochemical 
properties of the polysaccharides of interest. For example, alkaline extraction deacetylates 
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hemicelluloses, changes their interaction with cellulose, and converts cellulose I to cellulose II.8, 
9 Microscopic techniques emphasize the crystalline cellulose and are poorly suited for detecting 
the amorphous noncellulosic polysaccharides.7  
 
Figure 1. 1D 13C MAS spectra and chemical structures of the main polysaccharides of 
Arabidopsis primary CWs. (A) 13C spectra measured using 13C CP (black) and DP with a 25 s 
recycle delay to obtain quantitative intensities (red). The interior cellulose C4 signal at 88 ppm 
is the highest CP signal that matches with the DP signal, indicating interior cellulose is the most 
rigid polysaccharide of the CW. The spectral regions for different carbons of the hexose sugars 
are indicated, and a few well-resolved cellulose peaks are assigned. (B-H) Chemical structures 
of the main polysaccharides in Arabidopsis primary CW: (B) cellulose; (C) xyloglucan; (D) 
xylan; (E) RG-I; (F) homogalacturonan; (G) arabinan; (H) galactan. 
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High-resolution magic-angle-spinning (MAS) solid-state NMR spectroscopy probes the 
atomic and molecular structures of insoluble macromolecules and has been used to investigate 
the structures of various allomorphs of cellulose10, 11 and cellulose-hemicellulose composites.12, 13 
However, due to the low sensitivity of 13C NMR of naturally abundant material, 
multidimensional correlation solid-state NMR, which is now widely used for structure 
determination of membrane proteins and fibrous proteins,14 has not been used to elucidate the 
molecular structure of CW polysaccharides. 
In this work we demonstrate the first application of two- and three-dimensional MAS 13C 
correlation NMR spectroscopy to the primary CWs of plants. Uniform 13C labeling of 
Arabidopsis thaliana, a well-characterized dicotyledonous plant,4 provided the sensitivity 
necessary for correlation-based assignment of the polysaccharide chemical shifts and extraction 
of 3D structural information of the primary CWs. We show that even with the complexity and 
heterogeneity of the intact CW it is possible to extract intermolecular cross-peaks among 
different polysaccharides using 3D 13C NMR. Combined with data on an XG-depleted mutant 
Arabidopsis CW, we obtained new insights into the nature and extent of interactions among the 
three major classes of polysaccharides and propose a revised model of the CW architecture. 
Materials and Methods  
Plant Material  
Two types of A. thaliana plant CWs were examined in this study: the wild-type and a 
xxt1xxt2xxt5 triple knockout line. The latter was generated by crossing homozygous xxt1xxt215 
and xxt2xxt516 double knockout lines and was confirmed by a PCR screen. The xxt1xxt2 double 
mutant was previously reported to have no detectable xyloglucan (XG) content,15 while the xxt5 
single mutant had significant reduction of XG.16 The triple knock out mutant has drastically 
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reduced amounts of glycosyl residues typically assigned to XG, such as 4,6-Glc, t-Xyl, and 2-Gal 
(Table 1), confirming the lack of XG.  
 
Wild-type and homozygous xxt1xxt2xxt5 mutant plants were germinated and grown at 
21°C in the dark in a liquid culture with uniformly 13C labeled glucose as the only carbon source 
(5 g/L). The culture was shaken at 130 rpm. After 14 days, whole seedlings, including roots and 
Table 1. Glycosyl Residue Linkage Analysis of Wild-Type and Mutant Arabidopsis CW 
Polysaccharidesa 
glycoside linkage wild type (mol %) xxt1xxt2xxt5 (mol %) 
t-Fuc* 1.2 0.1 
t-Rha 1.5 2.4 
2-Rha 4.6 5.3 
2,4-Rha 2.3 4.0 
t-Ara 7.3 8.8 
2-Ara 2.3 2.3 
3-Ara 6.1 3.6 
5-Ara 5.8 11.3 
t-Xyl* 11.4 5.8 
2-Xyl* 2.7 1.8 
4-Xyl 5.3 9.0 
2,4-Xyl 1.3 1.9 
t-Gal 5.8 5.5 
2-Gal* 5.0 1.6 
4-Gal 8.7 9.4 
4,6-Gal 0.7 0.9 
t-Glc 5.1 5.1 
3-Glc 2.9 3.4 
4-Glc* 4.6 2.8 
6-Glc 0.7 1.0 
4,6-Glc 7.5 1.5 
t-Man 1.0 1.0 
4-Man 2.6 5.9 
4,6-Man 2.1 3.7 
residue 
Fuc 1.5 0.1 
Rha 9.3 11.9 
Ara 15.5 19.0 
Xyl 23.3 19.0 
Gal 16.6 14.3 
Glc 18.9 16.7 
Man 4.5 8.2 
GalA 8.3 8.7 
GlcA 2.2 2.1 
aAstrisk indicates the mol % of XG residues, and italic underline indicates other residues that 
show significant percentage changes. 
33 
 
 
 
hypocotyls, were powdered in liquid nitrogen and mixed with 80% ethanol (v/v). The mixture 
was heated for 1 h at 80°C, cooled to room temperature, and homogenized using Polytron at the 
highest speed for 2 min. The homogenate was centrifuged at 12000 g for 20 min. The ethanol 
supernatant containing small cytoplasmic molecules was decanted. The pellet was resuspended 
in a chloroform:methanol (1:1) solution, shaken for 30 min, and centrifuged at 12000 g for 
20min to remove lipids and other nonpolar compounds. The pellet was then washed three times 
with acetone and air-dried. Dry alcohol-insoluble residues were resuspended in 50 mM sodium 
acetate buffer (pH 5.2) containing 1.5% of sodium dodecyl sulfate (SDS) and 5 mM sodium 
metabisulfate. The mixture was shaken overnight and centrifuged. This step removed most of the 
intracellular proteins, soluble CW proteins, and low molecular weight compounds. The pellet 
was washed several times with 50 mM sodium acetate buffer to remove SDS. Solids were 
resuspended in the same buffer containing 5 units of α-amylase (from Bacillus species, 3100 
units/mg; Sigma) and 0.01% thimerosal, and the mixture was incubated while shaking for 48 h at 
25 °C. This step digested and removed starch, which comes from starch-containing plastids in 
the cell and is unrelated to the CW. The pellet containing purified CW material was washed with 
water to remove the digested starch, washed with acetone, and air-dried.  
About 30 mg of CW material was dialyzed against water for 2 days at 4 °C. The CW 
material was lyophilized and rehydrated to 45% (w/w) by phosphate buffer (pH 7.5). The 
hydrated mixture was vortexed for 10 min to homogenize the sample and packed into NMR 
rotors.  
Glycosyl Residue Linkage Analysis  
Five milligrams of lyophilized CW material was methylated according to a modified 
protocol of Ciucanu.17 Permethylated carbohydrates were hydrolyzed by 2 M trifluoroacetic acid 
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and further derivatized into the corresponding alditol acetates (PMAA) with NaBD4 as the 
reducing agent. The resulting mixture of PMAA was analyzed by gas chromatography-mass 
spectrometry using a 30 m × 0.25 mm (i.d.) SP-2330 capillary column (Supelco) and gas 
chromatograph (Agilent) coupled to a mass spectrometer. Glycoside identity and linkage types 
were determined by their corresponding retention times, which were measured by running 
PMAA of commercially available polysaccharides. The mole percentage composition of the 
samples was calculated by normalizing the chromatogram peak areas to the molecular masses of 
the corresponding derivatives.16 To differentiate between 2-Xyl and 4-Xyl, the mass difference 
of the primary ions resulting from the deuterium introduced at the C-1 position during reduction 
by NaBD4 was taken into account. Analyses of linkage composition were performed on five CW 
preparations from separately grown plants. 
Solid-State NMR 
 Most MAS NMR spectra were measured on a Bruker Avance 600 (14.1 T) spectrometer 
operating at resonance frequencies of 600.13 MHz for 1H and 150.9 MHz for 13C. A double-
resonance 4 mm MAS probe was used. 2D 13C double-quantum-filtered (DQF) experiments were 
carried out on a Bruker Avance II 700 MHz (16.5 T) spectrometer using a 3.2 mm MAS probe. 
Typical radio-frequency (rf) field strengths were 62 kHz for 1H decoupling and 5 μs for the 13C 
90° pulses. MAS frequencies ranged from 7 to 12 kHz (Supporting Information Table S4). 13C 
chemical shifts were referenced to the 13CO signal of α-glycine at 176.49 ppm on the TMS scale. 
The pulse sequences used to acquire the 2D and 3D 13C spectra are given in Supporting 
Information Figure S1. Initial transverse 13C magnetization was created by 1H-13C cross-
polarization (CP) for experiments that preferentially detected rigid polysaccharides and by 13C 
direct polarization (DP) for experiments that enhanced the signals of mobile polysaccharides. 
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Recycle delays ranged from 1.5 to 25 s. The long recycle delays were used in experiments that 
aimed to give quantitative intensities.  
The 2D DQF correlation experiment used the SPC5 sequence18 to recouple the 13C-13C 
dipolar interaction under MAS (Supporting Information Figure S1A). The 2D spin diffusion 
experiment, either with 1H irradiation under the DARR condition19 or without, was conducted 
using mixing times from 5 to 300 ms (Supporting Information Figure S1B). The 2D 
INADEQUATE experiment used 13C DP excitation, 13C-13C J-coupling for polarization 
transfer,20 and a short recycle delay of 2 s (Supporting Information Figure S1C) to enhance the 
signals of mobile polysaccharides. The 3D CCC correlation experiment (Supporting Information 
Figure S1D) contained two spin-diffusion mixing periods, tm1 and tm2, where tm1 is short (≤8 ms) 
and tm2 can be either short (5 ms) or long (100-300 ms).
21 The long tm2 allowed the observation 
of both intramolecular and intermolecular correlation peaks while the short tm2 detected only 
intramolecular correlations. Chemical shift assignment was made using the software Sparky 3 
(T.D. Goddard and D. G. Kneller, University of California, San Francisco). 
 The undoubled version of the 2D dipolar chemical shift22 correlation (DIPSHIFT) 
experiment was used to measure 13C-1H dipolar couplings site-specifically. The experiment was 
conducted under 7 kHz MAS, and 1H homonuclear decoupling was achieved using the 
frequency-switched Lee-Goldburg (FSLG) sequence.23 The FSLG-scaled rigid-limit one-bond 
13C-1H dipolar coupling was measured on the crystalline model peptide formyl-Met-Leu-Phe to 
be 13.0 kHz. This value was confirmed by experiments at 243 K where the polysaccharide 
motion was frozen. Bond order parameters were calculated as the ratio of the observed couplings 
with the rigid-limit value (Supporting Information Table S1). 
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 13C T1 relaxation times were measured using the inversion recovery experiment π(13C)-τ- 
π/2(13C)-acquire. Direct 13C polarization was used in combination with long recycle delays to 
ensure quantitative signal intensities. The recycle delay was 15 s for the wild-type sample and 10 
s for the mutant CW sample. 
 Spin-diffusion-free 1H T1ρ relaxation times were measured via 
13C detection using the 
pulse sequence π/2(1H)-1H LG-SL-(τ)-1H-13C LG-CP-acquire. The Lee-Goldburg (LG) spin lock 
and LG-CP periods, by suppressing 1H spin diffusion, ensure that the measured relaxation times 
are specifically of the protons directly bonded to the observed 13C spin. The relaxation data were 
fit using the software KaleidaGraph. Most relaxation curves required double-exponential fits 
(Tables 3 and 4). 
 
Table 3. Quantitative 13C T1 Relaxation Times (s) of Wild-Type Arabidopsis CW 
Polysaccharidesa 
sites δC (ppm) a (rigid) b (mobile) T1a (s) T1b (s) 
s/iC1, GC1 105.0 0.71 ± 0.05 0.29 ± 0.05 3.8 ± 0.4 0.27 ± 0.09 
RC1, GAC1 100.7 0.38 ± 0.11 0.62 ± 0.11 1.5 ± 0.4 0.21 ± 0.05 
xC1, GAC1 99.3 0.31 ± 0.09 0.68 ± 0.09 2.2 ± 0.7 0.21 ± 0.05 
iC4 88.9 1.0   4.2 ± 0.3   
sC4, AC4 84.6 0.69 ± 0.05 0.31 ± 0.05 3.5 ± 0.4 0.25 ± 0.08 
GC4 83.0 0.52 ± 0.06 0.48 ± 0.06 3.0 ± 0.4 0.25 ± 0.05 
AC2 82.0 1.0   1.1 ± 0.3   
RC2, GAC4 79.7 0.61 ± 0.07 0.39 ± 0.07 0.9 ± 0.1 0.12 ± 0.03 
AC3 77.3 0.38 ± 0.06 0.62 ± 0.06 2.4 ± 0.4 0.25 ± 0.04 
s/iC3, sC5 75.1 0.65 ± 0.04 0.35 ± 0.04 3.5 ± 0.3 0.23 ± 0.06 
xC3, GC5 73.9 0.51 ± 0.05 0.49 ± 0.05 3.4 ± 0.4 0.27 ± 0.05 
s/iC2, iC5, G/xC2, GAC3 72.6 0.59 ± 0.04 0.41 ± 0.04 3.5 ± 0.4 0.22 ± 0.05 
xC4 70.4 0.35 ± 0.06 0.65 ± 0.06 2.7 ± 0.6 0.25 ± 0.04 
GAC2, RC5 69.4 0.35 ± 0.08 0.65 ± 0.08 1.6 ± 0.4 0.21 ± 0.04 
iC6 65.3 0.67 ± 0.05 0.33 ± 0.05 3.4 ± 0.4 0.14 ± 0.06 
GC6, LC6, xC5 61.7 0.44 ± 0.05 0.56 ± 0.05 3.0 ± 0.5 0.20 ± 0.04 
aA double exponential decay I = a(1 − 2e−τ/T1a) + b(1 − 2e−τ/T1b) where b = 1 − a was used to 
fit the data. 
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Results 
Resonance Assignments of CW Polysaccharides by 2D and 3D MAS NMR 
 We produced uniformly 13C-labeled cell walls by germinating and growing wild-type and 
XG-deficient Arabidopsis plants in the dark in liquid culture supplemented with uniformly 13C-
labeled glucose (Glc). Cell walls were isolated from 14-day-old etiolated seedlings, including 
roots and hypocotyls.24 Since all tissues of the plant were used for the NMR samples, the 
structural information obtained here represents the average composition of the entire plant’s 
primary CWs. In young growing seedlings, secondary cell walls are present only in the cells of 
specialized vascular tissues and represent only a small portion of the total CW preparation. All 
insoluble CW components, including structural glycoproteins and polysaccharides, were 
retained, while soluble proteins were extracted by treatment with SDS. Usually, primary CWs 
contain a low amount of structural glycoproteins, the majority of which are arabinogalactan 
proteins with carbohydrate side chains composed of 1,6-Gal and 1,3-Ara.3 
Figure 1A shows 1D 13C MAS spectra of wild-type Arabidopsis primary CWs. Both 
polysaccharide and glycoprotein signals were observed in their characteristic spectral ranges of 
Table 4. Quantitative 1H T1ρ Relaxation Times (ms) of Wild-Type Arabidopsis CW 
Polysaccharides 
Sites δC (ppm) a (rigid) b (mobile) T1ρ−a (ms) T1ρ−b (ms) 
s/iC1, GC1 105.0 0.89 0.11 18.6 ± 0.9 1.9 ± 0.4 
RC1, GAC1 101.0 0.38 0.62 6.4 ± 1.2 0.9 ± 0.1 
xC1, GAC1 99.3 0.50 0.50 6.0 ± 0.7 0.7 ± 0.1 
iC4 88.9 1  21.3 ± 0.7  
sC4, GC4, AC4 83.5 0.73 0.27 15 ± 2 1.5 ± 0.4 
RC2, GAC4 79.7 0.37 0.63 7.4 ± 0.97 0.94 ± 0.09 
iC6 65.3 0.78 0.22 21.6 ± 0.8 0.92 ± 0.08 
sC6, xC5 62.5 0.65 0.35 12.8 ± 0.7 1.1 ± 0.1 
GC6, LC6 61.7 0.58 0.42 11.0 ± 0.7 1.10 ± 0.09 
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60-110 and 10-60 ppm, respectively. The major sugar 13C signal regions were approximately 
indicated based on literature 13C chemical shifts of cellulose and other purified CW 
components.10 Figure 1B-H displays the chemical structures and nomenclature for the most 
common polysaccharides of the primary CWs. Two 13C spectra are shown in Figure 1A. One 
was measured using 13C DP and along recycle delay of 25 s so that the intensities quantitatively 
reflect the relative amounts of the various CW components. A second spectrum was measured 
using 1H-13C CP,25 which preferentially enhances the signals of rigid components due to their 
strong 1H-13C dipolar couplings. The intensities of the two spectra were scaled such that the 
highest intensity in the CP spectrum equals but does not exceed the corresponding DP intensity. 
This criterion placed the 89 ppm peak, which is the C4 signal of crystalline cellulose of the 
microfibril interior, to be equal between the DP and CP spectra. All other 13C signals were 
enhanced in the quantitative DP spectrum. Thus, the interior of the cellulose microfibril is the 
most rigid species among all CW components, as expected.  
The high sensitivity afforded by 13C-labeling of the CWs made it possible to measure 2D 
and 3D correlation NMR spectra to resolve the highly overlapping 13C signals in the 1D spectra 
and to identify intermolecular contacts. Figure 2 shows two 2D 13C-13C correlation spectra that 
allowed partial assignment of both rigid and mobile polysaccharides. A 13C double-quantum- 
filtered (DQF) correlation experiment using 13C-13C dipolar couplings for polarization transfer 
yielded mostly one-bond cross-peaks of rigid polysaccharides (Figure 2A). In all spectra shown 
in this paper, we annotate the cellulose resonances in red, hemicellulose signals in various shades 
of blue, and pectin signals in shades of green. Strong cellulose cross-peaks such as C1-C2 were 
readily identified, and signals of interior versus surface cellulose were distinguished in the 85-89 
ppm (C4) and 62-65 ppm (C6) ranges. In assigning the spectra, we used the literature chemical 
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shifts of purified CW polysaccharides to facilitate the connectivity-based “walk” of the 2D 
spectra (Supporting Information Figure S2A). The lack of multiple-bond correlation peaks in the 
2D DQF spectrum simplified the assignment. We also measured 2D spin diffusion 13C 
correlation spectra with varying mixing times (Supporting Information Figure S3A) to obtain 
multiple-bond cross-peaks such as C1-C3 and C1-C4, which confirmed the assignments of the 
2D DQF spectrum. The spin diffusion spectra also showed additional broad and low-intensity 
signals from galacturonic acid (GA) and rhamnose (Rha) in pectic polysaccharides such as RG 
 
Figure 2. 2D 13C correlation spectra of Arabidopsis primary CWs for resonance assignment 
of the polysaccharides. (A) 2D DQF spectrum of wild-type CWs showing one-bond 
correlations. (B) 2D INADEQUATE spectrum of wild-type CWs to preferentially detect the 
signals of mobile polysaccharides. Color code and abbreviations for assignments are given in 
the inset. (C) Comparison of the DQF spectra of wild-type and XG deficient mutant CWs. The 
Xyl C5-C4 cross-peak is absent in the mutant spectrum. (D) Comparison of wild-type and 
mutant INADEQUATE spectra, confirming the absence of Xyl signals. 
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and HG,26 suggesting that pectins are more mobile than cellulose, which suppressed their signals 
in the 2D DQF spectrum.  
Solid-state NMR provides a number of techniques to distinguish rigid and mobile 
molecules in a complex mixture, not only by using CP or DP to create the initial magnetization 
but also by using suitable polarization transfer schemes and recycle delays. The 2D DQF 
spectrum in Figure 2A was measured using CP and thus enhanced the signals of rigid 
polysaccharides. To maximally observe the signals of mobile CW polysaccharides, we 
conducted a DP 2D J-INADEQUATE experiment where double-quantum (DQ) 13C coherence 
was excited using 13C-13C through-bond J-coupling and correlated with single-quantum (SQ) 
signals20 (Supporting Information Figure S1C). The use of J-coupling rather than dipolar 
coupling, a short recycle delay, and direct 13C excitation combined to enhance the signals of 
mobile polysaccharides. Moreover, the INADEQUATE spectrum by design does not have 
diagonal peaks; thus it is particularly effective in resolving peaks with similar chemical shifts, 
which were obscured in the spin diffusion and DQF spectra.20 The resulting 2D spectrum of 
wild-type CW (Figure 2B) showed that most cellulose signals except for the mobile C6 were 
much attenuated, and new sharp signals with line widths of 0.4-0.8 ppm appeared that were 
either absent or unresolved in the dipolar-based 2D DQF and spin diffusion spectra. These sharp 
resonances were assigned to arabinose (Ara),27 galactose (Gal), Rha, and GA in pectins and to 
galactose (L) and xylose (Xyl) in hemicellulose side chains28 based on the connectivity patterns 
(Supporting Information Figure S2B) and by comparison with literature (Supporting Information 
Table S5). Galactose is found in both pectins and hemicellulose and is denoted as Gal for the 
pectin portion and L for the hemicellulose side chains. For the pectic sugars Ara and Gal, all 13C 
resonances of each ring were found in the INADEQUATE spectra, indicating the dynamic nature 
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of the pectin side chains. For Rha, the C1-C2 cross-peaks are missing, which is consistent with 
the fact that these two carbons participate in the glycosidic linkages of the RG backbone and is 
thus much more rigid. Therefore, the INADQUATE spectrum is an accurate reporter of the 
dynamic environment of the polysaccharides.  
We carried out the same 2D experiments on the XG-deficient mutant CW, and the 
resulting spectra confirmed the absence of xyloglucan. For example, the Xyl C4-C5 cross-peak, 
which was well resolved from other signals in the wild-type CW spectra, was conspicuously 
missing in the DQF and INADEQUATE spectra of the mutant (Figure 2C, D). Various Glc 
signals of XG backbone were also suppressed or weakened (Supporting Information Figure S3B, 
C). The absence of XG signals is consistent with glycosyl residue linkage analysis of the XG-
deficient mutant (Table 1), which showed significant reduction of t-Xyl, 2-Xyl, 2-Gal, and 4,6-
Glc, which are residues typically assigned to XG. Since these glycosyl residues can also be 
found in other poly- saccharides, they were still detected in small quantities in the XG-deficient 
mutant.  
While these 2D spectra allowed the identification of many polysaccharide signals, 
spectral congestion still made it difficult to fully resolve and assign all polysaccharide signals. 
More importantly, the resonance overlap made it difficult to determine intermolecular cross-
peaks that are indicative of close spatial contacts. To enhance the spectral resolution of the CW 
samples, we conducted 3D 13C-13C-13C correlation experiments21 in which the first and second 
dimensions correlated carbons in the same molecule via a short mixing time, tm1 (5-8 ms), while 
the second and third dimensions potentially correlated carbons in different polysaccharides by a 
long mixing time, tm2 (Supporting Information Figure S1D). Several 3D spectra with either DP 
or CP excitation and with long or short tm2 were measured to preferentially detect dynamic or 
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rigid polysaccharides and to enhance long-range versus short-range correlation peaks. Figure 3 
shows representative ω1 planes of 3D DP and CP spectra of wild-type CW, measured using tm2 of 
100 and 300 ms, respectively. Additional ω1 planes are shown in Supporting Information Figures 
S4 and S5. The enhanced spectral dispersion by 3D spectra allowed full assignment of the major 
polysaccharides, whose chemical shifts are listed in Table 2. Moreover, the 3D spectra yielded a 
number of intermolecular cross-peaks indicative of close spatial contacts. For example, the 89 
ppm plane of interior cellulose C4 (Figure 3A) exhibited numerous cross-peaks with surface 
cellulose carbons such as C4 (85 ppm) and C6 (62 ppm) in the CP-CCC spectrum, indicating that 
 
Figure 3. Selected 2D planes of 3D CCC spectra of wild-type CWs measured with DP 
(tm2=100 ms, top) and CP (tm2=300 ms, bottom) to preferentially detect the signals of mobile 
and rigid polysaccharides, respectively. (A) 89 ppm plane of interior cellulose C4. (B) 83 
ppm plane of XG glucose C4. (C) 68.9 ppm plane of Rha C5 and GA C2. Intermolecular 
cross-peaks are assigned in color. 
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the cellulose microfibrils in wild-type CWs have sufficiently small diameters to allow close 
packing of the surface and interior glucan chains. The same ω1 plane exhibited fewer peaks in 
the DP CCC spectrum, as expected for the rigid cellulose microfibrils. In the 83 ppm plane of the 
XG backbone Glc C4, cross-peaks with GA and Rha were identified, indicating hemicellulose-
pectin contacts. We also detected weak cross-peaks from interior cellulose to the glucan 
backbone (Figure 3B) and the Gal side chains of XG (Figure 4), but no cellulose-Xyl cross-peaks 
could be identified in the 
relatively resolved Xyl C1 plane 
at 99.6 ppm (Figure 5B). Finally, 
the 69 ppm plane of GA C2 and 
Rha C5 of pectins showed 
multiple cross-peaks with surface 
cellulose (Figure 3C); similarly, 
theC1 peak of Rha and GA at 101 
ppm also exhibited clear cross-
peaks with surface cellulose 
(Figure 5A). Thus, pairwise 
interactions among all three types 
of polysaccharides were observed 
in the 3D spectra, but XG-
cellulose cross-peaks did not 
dominate the spectra. 
 
Figure 4. Additional hemicellulose-cellulose cross-peaks 
from 3D CCC spectra. (A) 72.7 ppm ω1 plane of the CP-
CCC spectrum with tm2=300 ms. The ω2 cross section at 
65.0 ppm, assigned to the interior cellulose C6, shows a 
cross-peak with the Glc C6 of XG at 61.5 ppm. (B) 76.8 
ppm ω1 plane of the DP-CCC spectrum with tm2=100 ms. 
The 76.2 ppm ω2 cross section of galactose C3 of XG 
shows a cross-peak with interior cellulose C6. 
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To verify the polysaccharide interactions observed for the wild-type CW, we also 
measured the 13C spectra of XG-deficient mutant CW. The spectra exhibited subtle changes of 
structure from the wild-type spectra. Quantitative 1D 13C DP spectra showed that the resolved 
 
Figure 5. Additional ω1 planes of the 3D CP-CCC spectrum of wild-type Arabidopsis CW 
polysaccharides. The spectrum was measured with tm2=300 ms. (A) 101.0 ppm ω1 plane of 
rhamnose and GA C1. Several pectin-cellulose cross-peaks were observed. (B) 99.6 ppm ω1 
plane of xylose C1 of XG. Yellow regions indicate the absence of cross-peaks with cellulose 
C4. (C) 62.5 ppm ω1 plane of surface cellulose C6 or xylose C5. A cross-peak between 
surface cellulose or hemicellulose and pectin was detected. 
 
Table 2. 13C Chemical Shifts (ppm) of Polysaccharides in Wild-Type Arabidopsis Primary 
CWs 
sites C1 C2 C3 C4 C5 C6 
cellulose 
surface (s) 105.0 72.7 75.3 85.0 75.3 62.5 
interior (i) 105.0 72.7 75.5 88.8 72.0 65.2 
pectin  
RG I, 1,2-Rha (R) 101.0 79.7 71.1 72.9 68.1 16.8 
RG I, Ara (A) 108.2 82.0 77.6 84.9 62.3   
  110.0     82.5 67.3   
        83.2 67.8   
HGA/RG I, GalA (GA) 101.0, 99.0 69.0, 68.0 72.0 80.0 71.4 171.3 
galactan, Gal 105.0 72.6 74.3 78.4 75.2 61.7 
hemicellulose 
xyloglucan 1,4-Glc (G) 105.0 72.7 75.9 83.0 73.8 61.5 
xyloglucan t-Gal (L) 104.0 74.0 76.7   74.8 61.7 
xyloglucan t-Xyl (x) 99.7 72.5 74.4 70.5 62.3   
xylan 1,4-Xyl (Xn) 98.0 72.6 75.5 78.5 63.0   
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C4 signal of the interior cellulose is higher in the XG-deficient mutant than in the wild-type CW, 
suggesting that the mutant CW has thicker cellulose microfibrils than the wild-type CW (Figure 
6A). Linkage analysis of the mutant indicates that, in addition to the expected reduction of XG-
 
Figure 6. Comparison of wild-type and XG-deficient mutant Arabidopsis CW spectra. (A) 
Quantitative 1D 13C DP spectra measured with long recycle delays: wild-type sample, black; 
mutant, red. The interior cellulose C4 signal is higher relative to the surface C4 signal in the 
mutant compared to the wild-type CWs. (B-D) Representative ω1 planes of 3D DP-CCC 
spectra of wild-type (top) and mutant (bottom) CWs. Mixing times:tm1=5ms; tm2= 100 ms. (B) 
89 ppm plane of interior cellulose C4. The larger number of cross-peaks in the mutant 
spectra is due to the increased mobility of the cellulose microfibrils. (C) 69 ppm plane of Rha 
C5 and GA C2. (D) 65 ppm plane of interior cellulose C6. 
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related glycosides, there is a modest increase of pectin glycosides such as Rha and Ara as well as 
other hemicellulose glycosides such as mannose and 4-Xyl (Table 1). These changes may 
compensate for the absence of XG by stabilizing the CW structure and mechanical properties. 
The linkage analysis data in Table 1 are given as relative percentages; thus, the percentage 
increase of some residues maybe due to the dramatic reduction of XG-associated residues rather 
than an absolute increase of the quantity of these residues. 
 
We measured the 3D DP-CCC spectrum of the mutant CW and compared it with the 
wild-type spectrum (Figure 6B-D). Despite shorter 13C T1 relaxation times for the mutant (see 
Figure 7), which reduced the sensitivity of long-range cross-peaks at long mixing times, the 
mutant CW nevertheless exhibited many correlations between pectins and surface cellulose, 
 
Figure 7. Polysaccharide dynamics in wild-type and XG-deficient mutant CWs at 293 K. (A) 
Representative C-H dipolar dephasing curves from quantitative 2D dipolar-shift correlation 
experiments. Cellulose has the largest dipolar dephasing and pectin the least. (B) 
Comparison of SCH’s in wild-type CWs. Overlapped peaks are represented by multicolored 
bars, whose individual heights reflect the number of polysaccharide signals in each category. 
(C) 13C T1 relaxation times of wild-type (left) and mutant (right) CWs. The long and short T1 
components are indicated in red and green, respectively. (D) Site-specific 1H T1ρ relaxation 
times of wild-type (left) and mutant (right) CWs. 
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indicating the retention of pectin-microfibril contacts in the CW. In the 65 ppm ω1 panel, which 
was assigned to interior cellulose C6, several cross-peaks were observed at ω2 chemical shifts of 
68 ppm, which are known to be pectin GA2 or R5 peaks. However, given the short tm1 of 5 ms 
between the t1 and t2 dimensions, intermolecular cross-peaks between the interior of the cellulose 
microfibril and pectin are quite unlikely. Moreover, some of these cross-peaks disappeared in the 
3D spectrum of the XG-deficient mutant, strongly suggesting that 65 ppm also has contributions 
from XG-related sugars. Indeed, close inspection of the 2D DP-INADEQUATE spectrum 
(Figure 2B) revealed two well-resolved and narrow cross-peaks at 64 and 83.5 ppm, which are 
further connected to a peak at 73.5 ppm. Since these peaks exhibit high intensity and narrow line 
shapes in the INADEQUATE spectrum, they are likely pectin or hemicelluloses. Taken together, 
the 65-68 ppm cross-peaks in the 3D DP-CCC spectrum of the wild-type CW most likely result 
from contact between a yet un- identified hemicellulosic sugar with pectins. 
Polysaccharide Dynamics in the Cell Wall 
 Determination of polysaccharide dynamics gave further insights into the CW structure 
and molecular interactions. We examined the amplitudes and rates of segmental motions of wild-
type and mutant CWs through 13C-1H dipolar couplings and NMR relaxation times, respectively. 
Motions faster than the dipolar coupling time scale of 10-5 s weaken the C-H coupling by an 
order parameter (SCH) that indicates the amplitude of motion. We measured the 
13C-1H dipolar 
couplings site-specifically using the 2D DIPSHIFT experiment,22 where 13C DP and long recycle 
delays were employed to obtain quantitative intensities. Figure 7A shows representative 13C-1H 
dipolar dephasing curves of wild-type CW extracted from the 2D spectrum. The interior and 
surface cellulose exhibited the strongest dipolar dephasing, indicating the largest dipolar 
couplings (Figure 7A).The cellulose SCH order parameters were as much as ∼0.85, indicating 
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small motional amplitudes. In comparison, pectins showed much lower SCH’s of ∼0.50, 
corresponding to large-amplitude motions. XG displayed intermediate SCH’s or moderate 
motional amplitudes. Better separation of the C-H couplings was achieved with a 3D experiment 
in which two 13C chemical shift dimensions were used to resolve the dipolar couplings 
(Supporting Information Figure S6). The spectra qualitatively confirmed the relative sizes of the 
dipolar couplings. The polysaccharides in the mutant CW exhibited similar SCH’s as the WT 
sample (Supporting Information Table S1), consistent with the significant retention of tensile 
strength by the mutant CW,15 suggesting that the packing density of the polysaccharides is 
similar in the mutant and wild-type CWs. 
We examined the rates of polysaccharide motions using 13C T1 and 
1H T1ρ relaxation 
times. 13C T1 is sensitive to nanosecond motions of individual sugar units while 
1H T1ρ probes 
cooperative motions of the polysaccharide chains on the microsecond time scale. The 13C T1 
measurement was quantitative by using DP and long recycle delays. In the wild-type CW, most 
polysaccharides exhibited two T1 components, an ultrashort 
13C T1 of 0.1-0.3 s common to all 
molecules, which give rise to a fast initial rise, and a long T1 component that varies for different 
polysaccharides (Supporting Information Figure S7). The average long T1 was 1.5 s for pectins, 
but much longer (3.7 s) for cellulose, while hemicelluloses exhibited an intermediate average T1 
of 2.9 s (Figure 7C). The fractions of the short and long T1 components differed among the 
polysaccharides. Cellulose was dominated (∼70%) by the long T1 component whereas pectins 
mainly (∼70%) exhibited the short T1 component (Table 3). The 89 ppm signal, which is purely 
due to interior cellulose C4, showed a single-exponential decay of 4.2 s, indicating slow motion. 
For comparison, the 82 ppm signal, which is largely due to Ara C2 but with possible residual 
overlap from Glc C4 in XG, exhibited a single-exponential decay with a time constant of 1.1 s, 
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indicating fast motion. The fact that these resolved peaks exhibited single- exponential decays 
indicates that the core of cellulose microfibrils has little nanosecond time scale motion, while 
RGs and HGs undergo fast segmental motions. Since pectins contain the highest fraction of the 
short T1 component while interior cellulose has none, the presence of ∼30% fast-relaxing 
component in surface cellulose may be partly due to 13C spin diffusion from pectins, which is 
consistent with the presence of many pectin cross-peaks to surface cellulose in the 3D spectra. 
The absence of the ultrashort T1 component for interior cellulose C4 further supports the notion 
that pectin interaction with cellulose does not extend to the microfibril interior but is restricted to 
the microfibril surface. 
 Since 13C T1 relaxation times are influenced by spin diffusion, we measured the 
1H T1ρ 
relaxation times in a site-specific fashion using Lee-Goldburg spin lock.29 The resulting 1H T1ρ 
values mirrored the 13C T1 trend to a large extent, in that the T1ρ’s are heterogeneous and 
cellulose exhibited the longest T1ρ’s and pectin the shortest (Figure 7D, Table 4). Therefore, on 
both the nanosecond and microsecond time scales, cellulose is the most rigid polysaccharide 
while pectins are the most dynamic.  
Interestingly, the XG-deficient mutant showed an approximately 5-fold reduction of 13C 
T1’s for all polysaccharides and also shorter 1H T1ρ’s (Figure 7C,D and Supporting Information 
Tables S2 and S3), indicating enhanced mobility of the mutant polysaccharides on both time 
scales. Cellulose had the largest T1ρ reduction, indicating that the rates of microfibril motion 
increased from the slow side of the relaxation curve (with long T1ρ’s) to near the minimum (short 
T1ρ’s). Taken together, these relaxation data indicate that the suppression of XG synthesis in the 
primary CW speeds up both fast local torsional fluctuations of the individual sugar units and 
slower cooperative motions of the polysaccharide chains. 
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Discussion 
 While previous solid-state NMR studies of cellulose and cellulose-XG mixtures have 
been reported, these studies used 13C natural-abundance material10 that either precluded 
correlation-based definitive assignment of the 13C resonances or employed site-specific 13C 
labels30 that gave only partial resonance assignment. Also, most studies did not use intact CW 
samples but a subset of polysaccharides extracted from the CW.9, 12 The present work provides 
the first comprehensive analysis of the polysaccharide structures and interactions in intact 
primary CWs in a nearly native state by modern multidimensional solid-state NMR 
spectroscopy. We assigned the resonances based on the connectivity patterns, helped by 
literature chemical shifts (Supporting Information Table S5). The 13C line widths were 1.0-2.5 
ppm for cellulose, much narrower (0.4-0.9 ppm) for pectins, and intermediate (0.5-1.5 ppm) for 
XG. These line widths do not allow full resolution of all polysaccharide signals by 2D NMR, but 
the 3D CCC spectra significantly removed the congestion and clarified and confirmed many 
assignments. Supporting Information Table S5 shows that most of the connectivity-based 
assignment gave chemical shifts in agreement with the literature (within 1 ppm). The main 
exceptions are Rha C2 and C4 in pectin and galactose (L) C2 and C3 in XG, whose MAS 
chemical shifts differed from the solution NMR chemical shifts measured on extracted 
oligosaccharides.28, 31 For Rha, whose chemical shifts are largely resolved in the 2D J-
INADEQUATE spectrum, the differences likely reflect real conformational differences between 
the intact polysaccharides in the densely packed solid-state environment and the small 
oligosaccharides dissolved in solution. For Gal in XG, the solid-state chemical shifts are more 
overlapped with other sugar signals such as Glc in XG; thus some differences may reflect 
assignment uncertainties, and C4 cannot be unambiguously assigned (Supporting Information 
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Table S5). However, the different C2 chemical shifts between our results and the literature may 
reflect the different XG studied: the previous sample contained a Xyl-Gal-Gal side chain28 while 
the present Arabidopsis CW samples contain hemicellulosic Gal side chains either in a terminal 
position or with a fucose attached at C2. The C3 chemical shift difference is more puzzling and 
currently not completely understood. The 74.0-76.7 cross-peak so far assigned to L C2-C3 
occurs in a high-intensity region of the DP-INADEQUATE spectrum (Figure 2B) and was not 
assigned to other sugar moieties. Finally, ambiguities exist about the assignment of GA C3 of 
pectin, which is not identified in the 2D INADEQUATE spectrum. On the other hand, the C4-
C5-C6 connectivities are readily identified with the help of the 171 ppm C6 peak, and C1-C2 
peaks are also well resolved from the signals of other mobile polysaccharides.  
The intermolecular cross-peaks in the 3D 13C correlation spectra gave clear constraints to 
the packing and interactions of the polysaccharides in primary plant CWs. Currently, the 
prevailing model of primary CW structure posits two distinct polysaccharide networks, one 
involving cellulose microfibrils cross-linked by XGs and the other involving direct pectin- 
hemicellulose interactions.5, 6, 32 Contrary to this model, the cross-peaks observed in the 3D NMR 
spectra indicate that pectins interact extensively with both cellulose and XGs, while XG-
cellulose contacts are more limited than previously thought. The latter is evidenced by the 
absence of Xyl-cellulose cross-peaks (Figure 5B) and the low intensities of the observed XG-
cellulose correlations (Figure 4 and Supporting Information Figures S4 and S5). Xyloglucan was 
thought to either completely coat the surface of microfibrils or intercalate into the 
microfibrils.5,33,34 The 3D spectra, which exhibit cross-peaks between interior cellulose and the 
XG backbone Glc and side chains (Figure 3, 4), are most consistent with partial entrapment of 
XGs into the cellulose microfibrils without covering a sizable fraction of the surface. Based on 
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the similar intensities of the resolved C4 signals of the interior (89 ppm) and surface cellulose 
(85 ppm), the microfibril diameters in wild-type CWs are only about 3-4 nm. This small 
diameter is consistent with the abundance of surface-interior cellulose cross-peaks (Figure 3A) 
and is also in good agreement with previous X-ray scattering and 1D 13C NMR spectra of other 
primary CWs.35 XG intercalation into these relatively thin microfibrils can thus affect a 
significant fraction of the interior cellulose, making cross-peaks between them observable. Our 
spectra indicate that the number of XG segments intercalated into the microfibrils is not large, 
thus a significant fraction of XG chains should remain in the inter-fibrillar space. The entrapped 
versus free XG domains should have distinct dynamics, consistent with the heterogeneity of the 
relaxation rates. 
The infrequent but deep intercalation of XG into cellulose microfibrils explains the 
previous observation that ∼15% of XG chains could not be extracted by XG-specific 
endoglucanase nor 4 M KOH but was only solubilized when treated with cellulose.34 The lack of 
extensive surface-cellulose to XG cross-peaks is also consistent with recent studies of XG-
cellulose model composites, where 13C spectral editing experiments based on 1H T1ρ relaxation 
times failed to detect XG signals associated with rigid cellulose.12 Quantification of 13C 
intensities in 1-13C- and 4-13C-labeled mung bean primary CWs also suggested that less than 
10% of the surface of the cellulose microfibrils was coated with XG,30 in qualitative agreement 
with the 3D results here. However, the earlier spectral editing experiments were based on 
superposition of rigid and mobile polysaccharide spectra using weights that were 
semiquantitatively chosen. The distribution of the relaxation times measured in this work 
suggests that such separation of the rigid and mobile subspectra may be incomplete. In 
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comparison, the 3D correlation approach used here provides more unambiguous proof of the 
presence or absence of cellulose-hemicellulose and cellulose-pectin contacts. 
The CW structural model that emerges from these structural and dynamic data showcases 
pectins as the central polysaccharides that interact with both the cellulose microfibrils and 
hemicelluloses in a single network, thus revising the current two-network paradigm6 (Figure 8). 
The pectins contain both 
highly mobile segments 
between microfibrils and 
a small fraction of more 
rigid domains that 
interact with the other 
polysaccharides. The 
heterogeneity of pectin 
dynamics is consistent 
with alkaline extraction 
of sugar beet walls, which yielded two fractions of pectic arabinan and galactan side chains, one 
with high mobility and the other with restricted mobility.36 The pectin-XG cross-peaks are also 
consistent with previous extraction analysis of the primary CWs of suspension-cultured rose 
cells, which suggested the presence of covalent linkages between XGs and acidic pectins.37 The 
extensive interaction of pectins with surface cellulose supports the well-known role of pectin in 
plant cell adhesion and control of CW porosity, by regulating the inter-fibrillar spacing and 
relative orientations of the microfibrils6, 38 Our results suggest that load bearing is shared by all 
three types of polysaccharides rather than by XG-cellulose alone. The microfibrils, free of 
 
Figure 8. A new structural model of plant CWs. Pectins (curved 
green chains) exhibit numerous interactions with the surface of 
cellulose microfibrils (red cylinders) and with XG (blue chains) 
and undergo large-amplitude motions. A limited number of XG 
segments intercalates (dashed blue lines) into the cellulose 
microfibrils, endowing XG with partial rigidity and heterogeneous 
dynamics. All three types of polysaccharides interact in a single 
network. 
 
54 
 
 
 
hemicellulose coating, interact directly with pectins. XGs still exert rigidifying influences on the 
CW, as indicated by the faster motions of the polysaccharides in the XG-deficient mutant. 
However, the amplitudes of motion are similar in the mutant and wild-type CWs, suggesting 
similar polysaccharide packing densities. Thus, the significant retention of the tensile strength of 
the mutant CW may result from the combined effects of pectins and subtle compensatory 
changes of the CW structure, which include enlargement of the microfibril diameter (Figure 6A) 
and the increased amounts of xylan and some pectic polysaccharides (Table 1) in the CW. 
This study demonstrates that 13C labeling combined with MAS multidimensional 
correlation solid-state NMR spectroscopy can elucidate the molecular interactions of plant CWs 
in a near-native state. Application of this approach to the investigation of other important 
questions of plant CW structure can be readily envisioned: for example, glycoprotein-
polysaccharide interactions and the evolution of CW structure with plant growth will now be 
open to molecular level studies in a native environment. 
Acknowledgment 
 The authors thank Dr. Shenhui Li and Sarah D. Cady for experimental assistance. 
Supporting Information  
  
References 
1. Somerville, C.; Bauer, S.; Brininstool, G.; Facette, M.; Hamann, T.; Milne, J.; Osborne, 
E.; Paredez, A.; Persson, S.; Raab, T.; Vorwerk, S.; Youngs, H., Toward a systems 
approach to understanding plant cell walls. Science 2004, 306 (5705), 2206-11. 
2. Talmadge, K. W.; Keegstra, K.; Bauer, W. D.; Albersheim, P., The structure of plant cell 
walls: I. The macromolecular components of the walls of suspension-cultured sycamore 
cells with a detailed analysis of the pectic polysaccharides. Plant Physiology 1973, 51 
(1), 158-73. 
3. Albersheim, P.; Darvill, A.; Roberts, K.; Sederoff, R.; Staehelin, A., Plant cell walls: 
from chemistry to biology. Garland Science, Taylor and Francis Group, LLC: 2010. 
55 
 
 
 
4. Zablackis, E.; Huang, J.; Muller, B.; Darvill, A. G.; Albersheim, P., Characterization of 
the cell-wall polysaccharides of Arabidopsis thaliana leaves. Plant Physiology 1995, 107 
(4), 1129-1138. 
5. Cosgrove, D. J., Wall structure and wall loosening. A look backwards and forwards. 
Plant Physiology 2001, 125 (1), 131-134. 
6. Carpita, N. C.; Gibeaut, D. M., Structural models of primary cell walls in flowering 
plants: consistency of molecular structure with the physical properties of the walls during 
growth. The Plant Journal 1993, 3 (1), 1-30. 
7. Sarkar, P.; Bosneaga, E.; Auer, M., Plant cell walls throughout evolution: Towards a 
molecular understanding of their design principles. Journal of Experimental Botany 2009, 
60 (13), 3615-3635. 
8. Jarvis, M., Self‐assembly of plant cell walls. Plant, Cell & Environment 1992, 15 (1), 1-
5. 
9. Davies, L. M.; Harris, P. J.; Newman, R. H., Molecular ordering of cellulose after 
extraction of polysaccharides from primary cell walls of Arabidopsis thaliana: A solid-
state CP/MAS 13C NMR study. Carbohydrate research 2002, 337 (7), 587-593. 
10. Atalla, R. H.; Vanderhart, D. L., Native cellulose: A composite of two distinct crystalline 
forms. Science 1984, 223 (4633), 283-285. 
11. Atalla, R.; VanderHart, D. L., The role of solid state 13C NMR spectroscopy in studies of 
the nature of native celluloses. Solid State Nuclear Magnetic Resonance 1999, 15 (1), 1-
19. 
12. Bootten, T. J.; Harris, P. J.; Melton, L. D.; Newman, R. H., Solid-state 13C NMR study of 
a composite of tobacco xyloglucan and Gluconacetobacter xylinus cellulose: molecular 
interactions between the component polysaccharides. Biomacromolecules 2009, 10 (11), 
2961-2967. 
13. Bootten, T. J.; Harris, P. J.; Melton, L. D.; Newman, R. H., WAXS and 13C NMR study 
of Gluconoacetobacter xylinus cellulose in composites with tamarind xyloglucan. 
Carbohydrate Research 2008, 343 (2), 221-229. 
14. Cady, S. D.; Schmidt-Rohr, K.; Wang, J.; Soto, C. S.; DeGrado, W. F.; Hong, M., 
Structure of the amantadine binding site of influenza M2 proton channels in lipid 
bilayers. Nature 2010, 463 (7281), 689-692; Wasmer, C.; Lange, A.; Van Melckebeke, 
H.; Siemer, A. B.; Riek, R.; Meier, B. H., Amyloid fibrils of the HET-s (218–289) prion 
form a β solenoid with a triangular hydrophobic core. Science 2008, 319 (5869), 1523-
1526; Castellani, F.; van Rossum, B.-J.; Diehl, A.; Rehbein, K.; Oschkinat, H., 
Determination of solid-state NMR structures of proteins by means of three-dimensional 
15N-13C-13C dipolar correlation spectroscopy and chemical shift analysis. Biochemistry 
2003, 42 (39), 11476-11483. 
15. Cavalier, D. M.; Lerouxel, O.; Neumetzler, L.; Yamauchi, K.; Reinecke, A.; Freshour, 
G.; Zabotina, O. A.; Hahn, M. G.; Burgert, I.; Pauly, M., Disrupting two Arabidopsis 
thaliana xylosyltransferase genes results in plants deficient in xyloglucan, a major 
primary cell wall component. The Plant Cell Online 2008, 20 (6), 1519-1537. 
56 
 
 
 
16. Zabotina, O. A.; Van De Ven, W. T.; Freshour, G.; Drakakaki, G.; Cavalier, D.; Mouille, 
G.; Hahn, M. G.; Keegstra, K.; Raikhel, N. V., Arabidopsis XXT5 gene encodes a 
putative α‐1,6‐xylosyltransferase that is involved in xyloglucan biosynthesis. The Plant 
Journal 2008, 56 (1), 101-115. 
17. Ciucanu, I., Per-O-methylation reaction for structural analysis of carbohydrates by mass 
spectrometry. Analytica chimica acta 2006, 576 (2), 147-155. 
18. Hohwy, M.; Jakobsen, H. J.; Eden, M.; Levitt, M.; Nielsen, N. C., Broadband dipolar 
recoupling in the nuclear magnetic resonance of rotating solids: A compensated C7 pulse 
sequence. Journal of Chemical Physics 1998, 108, 2686-2694. 
19. Takegoshi, K.; Nakamura, S.; Terao, T., 13C–1H dipolar-assisted rotational resonance in 
magic-angle spinning NMR. Chemical Physics Letters 2001, 344 (5), 631-637. 
20. Bax, A.; Freeman, R.; Kempsell, S. P., Natural abundance carbon-13-carbon-13 coupling 
observed via double-quantum coherence. Journal of the American Chemical Society 
1980, 102 (14), 4849-4851. 
21. Li, S.; Zhang, Y.; Hong, M., 3D 13C-13C-13C correlation NMR for de novo distance 
determination of solid proteins and application to a human alpha defensin. Journal of 
magnetic resonance (San Diego, Calif.: 1997) 2010, 202 (2), 203. 
22. Munowitz, M.; Griffin, R.; Bodenhausen, G.; Huang, T., Two-dimensional rotational 
spin-echo nuclear magnetic resonance in solids: correlation of chemical shift and dipolar 
interactions. Journal of the American Chemical Society 1981, 103 (10), 2529-2533. 
23. Bielecki, A.; Kolbert, A. C.; De Groot, H. J. M.; Griffin, R. G.; Levitt, M. H., Frequency-
switched Lee-Goldburg sequences in solids. In Advances in Magnetic Resonance: The 
Waugh Symposium, Warren, W. S., Ed. Academic Press, INC: San Diego, California, 
1990; Vol. 14, pp 111-124. 
24. Zabotina, O.; Malm, E.; Drakakaki, G.; Bulone, V.; Raikhel, N., Identification and 
preliminary characterization of a new chemical affecting glucosyltransferase activities 
involved in plant cell wall biosynthesis. Molecular plant 2008, 1 (6), 977-989. 
25. Pines, A.; Gibby, M.; Waugh, J., Proton‐enhanced NMR of dilute spins in solids. The 
Journal of Chemical Physics 2003, 59 (2), 569-590. 
26. Ishii, T.; Ichita, J.; Matsue, H.; Ono, H.; Maeda, I., Fluorescent labeling of pectic 
oligosaccharides with 2-aminobenzamide and enzyme assay for pectin. Carbohydrate 
research 2002, 337 (11), 1023-1032. 
27. Habibi, Y.; Mahrouz, M.; Vignon, M. R., Arabinan-rich polysaccharides isolated and 
characterized from the endosperm of the seed of Opuntia ficus-indica prickly pear fruits. 
Carbohydrate polymers 2005, 60 (3), 319-329. 
28. Hantus, S.; Pauly, M.; Darvill, A. G.; Albersheim, P.; York, W. S., Structural 
characterization of novel L-galactose-containing oligosaccharide subunits of jojoba seed 
xyloglucans. Carbohydrate research 1997, 304 (1), 11-20. 
29. Huster, D.; Xiao, L.; Hong, M., Solid-state NMR investigation of the dynamics of the 
soluble and membrane-bound colicin Iα channel-forming domain. Biochemistry 2001, 40 
(25), 7662-7674. 
57 
 
 
 
30. Bootten, T. J.; Harris, P. J.; Melton, L. D.; Newman, R. H., Solid‐state 13C‐NMR 
spectroscopy shows that the xyloglucans in the primary cell walls of mung bean (Vigna 
radiata L.) occur in different domains: a new model for xyloglucan–cellulose interactions 
in the cell wall. Journal of experimental botany 2004, 55 (397), 571-583. 
31. Habibi, Y.; Heyraud, A.; Mahrouz, M.; Vignon, M., Structural features of pectic 
polysaccharides from the skin of Opuntia ficus-indica prickly pear fruits. Carbohydrate 
Research 2004, 339 (6), 1119-1127. 
32. Keegstra, K.; Talmadge, K. W.; Bauer, W.; Albersheim, P., The structure of plant cell 
walls III. A model of the walls of suspension-cultured sycamore cells based on the 
interconnections of the macromolecular components. Plant Physiology 1973, 51 (1), 188-
197. 
33. Hayashi, T.; Maclachlan, G., Pea xyloglucan and cellulose I. Macromolecular 
organization. Plant physiology 1984, 75 (3), 596-604. 
34. Pauly, M.; Albersheim, P.; Darvill, A.; York, W. S., Molecular domains of the 
cellulose/xyloglucan network in the cell walls of higher plants. The Plant Journal 1999, 
20 (6), 629-639. 
35. Kennedy, C. J.; Cameron, G. J.; Šturcová, A.; Apperley, D. C.; Altaner, C.; Wess, T. J.; 
Jarvis, M. C., Microfibril diameter in celery collenchyma cellulose: X-ray scattering and 
NMR evidence. Cellulose 2007, 14 (3), 235-246; Newman, R. H., Estimation of the 
lateral dimensions of cellulose crystallites using 13C NMR signal strengths. Solid state 
nuclear magnetic resonance 1999, 15 (1), 21-29. 
36. Zykwinska, A.; Rondeau-Mouro, C.; Garnier, C.; Thibault, J.-F.; Ralet, M.-C., Alkaline 
extractability of pectic arabinan and galactan and their mobility in sugar beet and potato 
cell walls. Carbohydrate polymers 2006, 65 (4), 510-520. 
37. Thompson, J. E.; Fry, S. C., Evidence for covalent linkage between xyloglucan and acidic 
pectins in suspension-cultured rose cells. Planta 2000, 211 (2), 275-286. 
38. Jarvis, M.; Briggs, S.; Knox, J., Intercellular adhesion and cell separation in plants. Plant, 
Cell & Environment 2003, 26 (7), 977-989.
58 
 
 
 
CHAPTER 3. MULTIDIMENSIONAL SOLID-STATE NMR STUDIES OF THE 
STRUCTURE AND DYNAMICS OF PECTIC POLYSACCHARIDES IN UNIFORMLY 
13C-LABELED ARABIDOPSIS PRIMARY CELL WALLS 
A paper published in Magnetic Resonance in Chemistry 
2012, Vol. 50, 539–550 
 
Marilú Dick-Pérez, Tuo Wang, Andre Salazar, Olga A. Zabotina and Mei Hong 
 
Abstract 
Plant cell wall (CW) polysaccharides are responsible for the mechanical strength and 
growth of plant cells; however, the high-resolution structure and dynamics of the CW 
polysaccharides are still poorly understood because of the insoluble nature of these molecules. 
Here, we use 2D and 3D magic-angle-spinning (MAS) solid-state NMR (SSNMR) to investigate 
the structural role of pectins in the plant CW. Intact and partially depectinated primary CWs of 
Arabidopsis thaliana were uniformly labeled with 13C and their NMR spectra were compared. 
Recent 13C resonance assignment of the major polysaccharides in Arabidopsis thaliana CWs 
allowed us to determine the effects of depectination on the intermolecular packing and dynamics 
of the remaining wall polysaccharides. 2D and 3D correlation spectra show the suppression of 
pectin signals, conﬁrming partial pectin removal by chelating agents and sodium carbonate. 
Importantly, higher cross peaks are observed in 2D and 3D 13C spectra of the depectinated CW, 
suggesting higher rigidity and denser packing of the remaining wall polysaccharides compared 
with the intact CW. 13C spin-lattice relaxation times and 1H rotating-frame spin-lattice relaxation 
times indicate that the polysaccharides are more rigid on both the nanosecond and microsecond 
timescales in the depectinated CW. Taken together, these results indicate that pectic 
polysaccharides are highly dynamic and endow the polysaccharide network of the primary CW 
with mobility and ﬂexibility, which may be important for pectin functions. This study 
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demonstrates the capability of multidimensional SSNMR to determine the intermolecular 
interactions and dynamic structures of complex plant materials under near-native conditions. 
Introduction 
The cell walls of higher plants are important for the morphology, ionic balance, growth 
and development of plant cells. Their energy-rich polysaccharides make them potentially 
alternative energy sources to petroleum and coal. Elucidating the molecular structure and 
dynamics of plant CW polysaccharides is thus important both for fundamental advances in plant 
biochemistry and for economic reasons.1 Plants have a thin primary cell wall laid down by 
growing cells and a thick secondary wall laid down after termination of cell growth during cell 
differentiation.2 The common major biopolymers in primary cell walls are cellulose, 
hemicelluloses, pectic polysaccharides, and structural glycoproteins. The secondary CWs often 
show more specialized compositions but generally contain higher levels of cellulose, much less 
or no pectins, and signiﬁcant amounts of lignin and hydroxylcinnamic acids.  
Decades of extraction-based chemical analysis, enzymatic hydrolysis, and microscopic 
imaging and X-ray diffraction have revealed the chemical composition and ultra-structural 
details of the insoluble plant CW.3-5 Pectic polysaccharides are solubilized by chelating agents 
and contain a mixture of acidic polysaccharides rich in galacturonosyl residues and neutral 
polysaccharides such as arabinan and galactan. In dicotyledonous ﬂowering plants, the main 
pectic polysaccharides include homogalacturonan (HGA) and rhamnogalacturonan (RG) I and 
II.6 Alkali extraction results in a hemicellulose fraction, which, in dicots, mainly consists of 
xyloglucan (XG) and small amounts of glucoronoarabinoxylan and galactomannan. Xyloglucans 
are glucan chains decorated with xylose (Xyl), galactose (Gal), and fucose (Fuc) side chains. 
Pectins and hemicelluloses constitute the amorphous matrix of the CW, whereas cellulose 
60 
 
 
 
microﬁbrils provide the crystalline core. The cellulose microﬁbrils have diameters of 3-5 nm in 
primary CWs7 and can only be hydrolyzed either enzymatically or by heating in strong acid 
solution.  
Although chemical extraction allows quantiﬁcation of CW components, it is complicated 
by the partial and non-speciﬁc nature of bond cleavage, and the destruction of the physical 
interactions among the polysaccharides prohibits the elucidation of the native three-dimensional 
structure of the plant CWs. The main structural techniques, electron microscopy and X-ray 
diffraction, preferentially detect crystalline cellulose microﬁbrils but not the amorphous matrix 
polysaccharides. Two-dimensional solution NMR methods have been used to study lignin-
containing secondary cell walls that were solubilized by ball milling, dissolution in organic 
solvents, and acetylation.8 Although this approach provides relatively native structural 
information, the sample preparation procedure still causes partial bond cleavage such as to the 
glycosidic linkage and β-aryl ethers in lignins. Because of these limitations, the molecular 
structures and interactions of the polysaccharides in intact plant CWs have remained scarce.4, 9 
Recently, we began to investigate the molecular structure and dynamics of 
polysaccharides in insoluble plant CWs using multidimensional solid-state NMR (SSNMR) 
spectroscopy.10 SSNMR detects the atomic-resolution structure and dynamics of disordered 
solids. High-resolution 2D and 3D MAS correlation NMR has been instrumental in the structure 
determination of insoluble proteins such as membrane proteins and amyloid ﬁbrils,11 but it had 
not been applied to plant cell walls because of the low sensitivity of 13C NMR of natural 
materials. By 13C-labeling whole plants during growth, we achieved sufﬁciently high sensitivity 
to measure 2D and 3D 13C correlation spectra, which allowed us to assign the 13C resonances of 
most CW polysaccharides. Our study focuses on the primary CW of the model plant Arabidopsis 
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thaliana, which is the ﬁrst sequenced plant genome.12 A large number of Arabidopsis mutants 
are available, thus permitting the study of the effects of individual polysaccharides on CW 
structure and function. Primary walls (type I) have similar structures and properties among 
various dicots and non-graminaceous monocots,13 thus results obtained from Arabidopsis are 
applicable to other higher plants. Our ﬁrst multidimensional SSNMR study conﬁrmed and 
reﬁned many 13C chemical shifts that had been previously obtained from puriﬁed cellulose and 
hemicelluloses.14 We quantiﬁed the mobilities of these polysaccharides by measuring NMR 
relaxation times and dipolar order parameters.10 The data showed that pectic polysaccharides are 
the most dynamic species in the CW, whereas hemicelluloses exhibit mobilities intermediate 
between cellulose and pectins.10, 15 In addition to wild-type primary CW, we also investigated an 
XG-deﬁcient mutant CW, which was generated by crossing homozygous xxt1xxt2 16 and 
xxt2xxt5 double knockout lines. The xxt1xxt2 double mutant was previously reported to have no 
detectable XG content,17 whereas the xxt5 single mutant had signiﬁcantly lower amounts of 
XG.16 The triple knockout mutant has drastically reduced amounts of glycosyl residues typically 
assigned to XG, such as 4,6-glucose (Glc), t-Xyl, 2-Gal, and t-Fuc.10 The XG-deﬁcient mutant 
CW showed much higher mobility for all polysaccharides, indicating the rigidifying inﬂuence of 
hemicelluloses on the polysaccharide network. 
Our previous NMR study reported multiple intermolecular cross peaks between pectins 
and cellulose microﬁbrils but found only limited correlations between XG and cellulose, which 
argue against the prevailing model that XG coats the surface of cellulose microﬁbrils.18 
However, because of the chemical similarity between the glucan backbone of XG and cellulose, 
it is possible that cellulose-hemicellulose correlations may be difﬁcult to resolve even in 3D 13C-
13C-13C correlation spectra. At the same time, we observed many cellulose-pectin correlations, 
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which suggest a more central role for pectins in the CW. Pectins are known to have diverse 
functions in plants: they regulate cell growth, morphology, defense, cell-cell adhesion, wall 
porosity, and signaling.19 Thus, it is important to further elucidate the structure and function of 
pectins in the primary CW. In this study, we investigate the structure and dynamics of pectic 
polysaccharides in the primary CW by comparing the 13C spectra and relaxation times of a 
partially depectinated CW sample with those of the intact CW and XG-depleted mutant CW. We 
show by 2D and 3D correlation spectra that chelating agents and sodium carbonate removed a 
substantial portion of pectic polysaccharides and resulted in altered intermolecular contacts and 
mobilities for the remaining polysaccharides. We discuss these results in the context of an 
integrated structural model of the primary CW. 
Experimental Section 
Plant Material 
 Three CW samples of Arabidopsis thaliana were prepared: an intact wild-type CW, a 
depectinated wild-type CW, and a xxt1xxt2xxt5 triple knockout mutant CW that lacks 
xyloglucan. The CW material was prepared as described recently.10 Brieﬂy, Arabidopsis plants 
were germinated, shaken, and grown at 21 °C in the dark in a liquid culture with uniformly 13C-
labeled glucose as the only carbon source (5 g/l). After 14 days, whole seedlings, including roots 
and hypocotyls, were harvested and homogenized. Alcohol-insoluble residues were extracted 
with 80 % v/v ethanol, washed with a chloroform: methanol (1 : 1) solution to remove lipids and 
other non-polar compounds. The alcohol-insoluble residues were suspended in 50 mM sodium 
acetate buffer (pH 5.2) containing 1.5 % of SDS and 5 mM sodium metabisulfate to remove most 
of the intracellular proteins and low-molecular weight compounds. SDS treatment does not 
remove some of the structural proteins that are crossed-linked with polysaccharides in CWs. 
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Starch was removed by incubation with α-amylase for 48 h in the presence of 0.01 % thimerosal. 
The puriﬁed CW material was washed with water to remove the digested starch, then washed 
with acetone and air-dried.  
To extract pectin from the wild-type CW, we suspended the puriﬁed CW (10 mg/ml) in 
50 mM ammonium oxalate (pH 5.0) and incubated it overnight while shaking at room 
temperature. Ammonium oxalate chelates calcium ions, thus solubilizing pectic polysaccharides 
containing stretches of unesteriﬁed homogalacturonan (HGA). The solubilized pectins were 
separated from insoluble residue by centrifugation at 10 000 g for 20 min. The pellet was washed 
with deionized water, centrifuged again, and the supernatant was discarded. The pellet was next 
suspended in 50 mM sodium carbonate (pH 10) and incubated overnight while shaking at room 
temperature to remove branched RG I, RG II, and esteriﬁed HGA. Solubilized pectins were 
separated by centrifugation at 10 000 g for 30 min. The pellet was washed several times with 
deionized water, every time pelleting by centrifugation at the same force, until the pH of the 
supernatant reached 5.5-6.0. After these extractions, the part of pectins that loosely bound within 
the CW, mainly through ionic interactions with Ca2+, is largely removed, whereas pectins tightly 
bound to cellulose and hemicelluloses should remain.  
To determine the amount of pectins remaining after extraction with the chelating agent 
and sodium carbonate, we measured the monosaccharide compositions of untreated and treated 
CWs. For this analysis, 1 mg of dry CW material was hydrolyzed with 2 M trifluoroacetic acid 
(TFA) for 2 h at 120°C. TFA was evaporated at 50°C under a stream of air and the pellet was 
resuspended in 200 ml of water. The resulting solution of monosaccharides was analyzed using 
high-performance anion exchange chromatography as described before.20 Monosaccharide 
standards were purchased from Sigma-Aldrich and included L-Fuc, L-rhamnose (Rha), L-
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arabinose (Ara), D-Gal, D- Glc, D-Xyl, D-mannose (Man), D-galacturonic acid (GalA), and D-
glucuronic acid (GlcA). About 30 mg of each dry CW sample was rehydrated to 45% (w/w) in a 
pH 7.5 phosphate buffer and packed into 4 mm MAS rotors for SSNMR experiments. 
Solid-state NMR experiments 
Most 13C MAS spectra were measured on a Bruker Avance 600 (14.1 Tesla) spectrometer 
operating at resonance frequencies of 600.13 MHz for 1H and 150.9 MHz for 13C. A double-
resonance 4 mm MAS probe was used. Typical radiofrequency (rf) field strengths were 62–70 
kHz for 1H decoupling and 50 kHz for 13C pulses. MAS frequencies ranged from 7 to 12 kHz.13C 
chemical shifts were referenced to the 13CO signal of α-glycine at 176.49 ppm on the TMS scale. 
Initial transverse 13C magnetization was created using 1H-13C cross polarization (CP) for 
experiments that preferentially detected the signals of rigid polysaccharides and by 13C direct 
polarization for experiments (DP) that enhanced signals of mobile the polysaccharides. Recycle 
delays ranged from 1.5 s to 25 s. The long recycle delays were used in 13C DP experiments to 
obtain quantitative intensities for each type of 13C in the mixture.  
Several 2D and 3D 13C correlation experiments (Table S1) were carried out to assign the 
polysaccharide resonances. A dipolar double-quantum (DQ)-filtered correlation experiment was 
used to identify predominantly one-bond 13C correlation peaks of relatively rigid species. In this 
experiment, the SPCS sequence 21 13C-13C dipolar interaction used to recouple the under was 
MAS to mediate polarization transfer. A 2D 13C double-quantum J-INADEQUATE experiment22 
was used to detect the signals of mobile polysaccharides. The pulse sequence involves 13C direct 
excitation, Hahn-echo period J-coupling mediated polarization transfer, and a short recycle delay 
of ~2.0 s.10 The ω1 dimension of the INADEQUATE spectrum is the sum chemical shift of the 
two correlated spins, whereas the ω2 dimension shows the regular single-quantum (SQ) chemical 
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shifts. A 3D CCC experiment23 containing two mixing spin-diffusion mixing periods, tm1 and tm2, 
was used to further resolve cross peaks. The tm1 was short (8 ms) to observe intramolecular cross 
peaks, whereas tm2 was long (300 ms) to observe both intramolecular and intermolecular 
correlations.  
2D 13C spin diffusion (DARR or PDSD) correlation experiments24 were performed to 
obtain through-space correlation signals. The 13C mixing times were 8 ms and 300 ms. To 
investigate the mobility of the CW polysaccharides, we conducted a 1H Tlρ-filtered spin diffusion 
experiment on the intact CW where a 1H spin-lock period was added before 1H-13C CP, and a 
spin diffusion mixing time of 300 ms was used. The Tlρ-filtered 2D spectrum was compared with 
the unfiltered spectra of both the intact and depectinated CWs. A series of 1D 1H T1ρ filtered 
experiments with varying 1H spin-lock times were used to optimize the filter time for the 2D 
experiment. 
13C T1 and 
1H T1ρ relaxation times were measured to investigate the mobility of the 
polysaccharides in the depectinated CW.10 For the 13C T1 experiment, a standard inversion 
recovery sequence with 13C DP was used in conjunction with long recycle delays to obtain 
quantitative intensities. The recycle delay was 25 s for the intact and depectinated CW samples 
and 10 s for the XG-deficient triple mutant CW. These values were chosen based on the 
previously measured 13C T1 values, which were less than 1 s for the triple mutant CW and less 
than 4 s for the wild-type CW.10 The 1H T1ρ was measured using a variable Lee-Goldburg spin-
lock period before a constant 1H-13C CP period, which also involved Lee-Goldburg spin-lock on 
the 1H channel. As a result, the 1H T1ρ is site-specific. Both 
13C T1 and 
1H T1ρ relaxation data 
were fit using the KaleidaGraph software using double-exponential functions. 
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Results and Discussion 
 Arabidopsis thaliana seedling grown in liquid medium in the dark for 14 days develops 
strongly elongated hypocotyl with closed cotyledons and very short root. It was demonstrated25 
that only by the fourth week of growth does the Arabidopsis hypocotyl undergo secondary 
thickening, when cell divisions in the central cylinder give rise to the secondary xylem, the 
vascular cambium, and the secondary phloem. This differentiation follows the cessation of the 
elongation phase. Thus, the CW material used in our study contains mostly primary CWs from 
elongating hypocotyl, which contains epidermal, cortical, and endodermal cells, with very low 
amount of secondary CW from the hypocotyl’s undeveloped vascular tissues and insignificant 
contribution of root tissues. The use of homogenized etiolated seedlings allows us to obtain 
information about the average CW structure instead of the CW of a single cell type. Structural 
differences among specialized CWs can be investigated in a tissue-specific manner in the future. 
 The depectination procedure26 was chosen to avoid extraction of hemicellulosic 
polysaccharides and preserve cellulose-hemicellulose interactions. Indeed, monosaccharide 
analysis after depectination (Table 1) confirms that Rha and GalA amounts are significantly 
reduced by the treatment, whereas the percentages of monosaccharides usually found in 
hemicelluloses, such as Xyl, Fuc, and Gal, are largely unaffected. The second column of Table 1 
shows the monosaccharide percentages of the treated CW normalized to a total amount of 100 %. 
Because the loss of some sugars necessarily increases the percentages of the others, we also 
compared the ratios of various monosaccharides to Glc because most Glc exists in cellulose and 
hemicellulosic XG, which is minimally affected by the extraction procedure. Table 1 shows that 
Rha and GalA are reduced to 40–55% of the levels of the untreated CW, whereas the Ara content 
is reduced to ~79%. In comparison, the amounts of Xyl, Fuc, and Gal are little affected. Thus, 
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the depectination procedure removed significant amounts of RG and HGA while retaining 
hemicelluloses. The fact that a small amount of RG and HGA still remains may result from their 
partial association with hemicellulose and cellulose through covalent or hydrogen bonds. Further 
removal of pectins in the CW, for example, by enzymatic breakdown of HGA, is possible. To 
simplify the analysis below, we call this partially extracted CW as depectinated CW. 
 
2D and 3D 13C correlation spectra of depectinated versus intact cell walls 
We examined the structural role of pectin in the primary wall by comparing the 1D, 2D, 
and 3D 13C MAS spectra of depectinated and intact CWs. Figure 1 shows quantitative 1D 13C DP 
spectra of the two samples, measured with a long recycle delay of 25 s. The spectra are scaled 
such that no polysaccharide signals in the depectinated sample exceed the corresponding 
intensities of the intact CW. This condition is satisfied when the intensity of the interior cellulose 
C4 peak at 89 ppm is matched between the two spectra, whereas all other polysaccharide signals 
are lower in the treated CW sample. Thus, the interior cellulose C4 peak provides the reference 
between the two samples, consistent with the fact that pectin extraction should have minimal 
impact on the cellulose microfibrils. These 1D 13C spectra show that peaks with lower intensities 
in the depectinated CW indeed mainly correspond to pectin signals. For example, the GalA and 
Table 1. Monosaccharide percentages in intact and depectinated cell walls. Sugar residues 
whose percentages are significantly reduced by depectination are bolded. 
Sugar Untreated CW Depectinated CW 
Ratio to Glc, 
Untreated 
Ratio to Glc, 
Depectinated 
Fucose 4.3 ± 0.2 5.4 ± 0.5 0.26 0.26 
Rhamnose 11.4 ± 0.2 6.0 ± 0.5 0.69 0.29 
Arabinose 12.3 ± 0.3 12.1 ± 0.9 0.74 0.59 
Galactose 18.8 ± 0.3 21.0 ± 1.0 1.14 1.03 
Glucose 16.5 ± 0.3 20.4 ± 1.1 1.0 1.0 
Xylose 18.7 ± 0.2 21.0 ± 1.0 1.13 1.03 
Mannose 3.8 ± 0.1 4.3 ± 0.5 0.23 0.21 
Galacturonic acid 12.5 ± 0.3 8.6 ± 0.7 0.75 0.42 
Glucuronic acid 1.8 ± 0.1 1.1 ± 0.2 0.11 0.05 
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Rha C1 peaks at 101 ppm, the Rha C2 and GalA C4 peaks at 80 ppm, and GalA C2 and Rha C5 
peaks at 69 ppm have much lower intensities in the depectinated CW than in the intact CW. 
 To better resolve the 13C 
signals and verify the reduction of 
pectin, we measured several 2D 13C-
13C correlation spectra. Pectic 
polysaccharides were previously 
found to be highly mobile in the intact 
CW based on 13C DP experiments and 
relaxation times.10 A 2D DP J-
INADEQUATE experiment, which 
correlates the sum chemical shift of 
two directly bonded 13C spins in the 
ω1 dimension with the individual 
chemical shifts in the ω2 dimension, is 
especially effective for detecting the signals of mobile molecules.10 Figure 2a, b compares the J-
INADEQUATE spectra of the depectinated and intact CW samples. The INADEQUATE 
spectrum does not have a diagonal, thus giving excellent resolution for 13C signals with similar 
chemical shifts. A number of pectin peaks are either weakened or absent (red boxes) in the 
depectinated CW spectrum. For example, the Ara C1-C2 cross peaks at ω2 chemical shifts of 110 
and 82 ppm (with a ω1 DQ chemical shift of 192 ppm) and the Ara C4-C5 peaks at ω2 chemical 
shifts of 83 ppm and 67 (with a ω1 DQ chemical shift of 151 ppm) are missing in the 
depectinated CW spectrum, and the GalA C1-C2 cross peaks at ω2 chemical shifts of 101 and 68 
 
Figure 1. Quantitative 1D 13C DP-MAS spectra of 
(a) intact and (b) depectinated Arabidopsis thaliana 
cell walls. A long recycle delay of 25 s was used to 
obtain quantitative intensities. Asterisks denote 
spinning sidebands. The spectra were measured 
under 7 kHz MAS at 295 K. Abbreviations of the 
assignment in this and subsequent figures are 
defined in Figure 2a. 
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ppm are much lower in the depectinated spectrum than in the intact CW spectrum. 
Representative 1D cross sections are shown in Figure S1a, b. These pectin sites have weaker or 
undetectable intensities despite the fact that they are highly dynamic in the intact CW,10 which 
should make them easy to detect in the INADEQUATE spectrum. Thus, the intensity loss is 
strong evidence for the significant removal of these pectins from the cell wall.  
 Interestingly, we also observed several new cross peaks in the depectinated CW spectrum 
that were absent in the intact CW spectrum (blue boxes). For example, two cross peaks at ω2 
chemical shifts of 97 and 75 ppm (with a ω1 DQ chemical shift of 172 ppm) were observed, and 
another pair at 93 and 72 ppm (with a ω1 chemical shift of 165 ppm) was also additional to the 
intact CW spectrum. These resonances have not yet been assigned. They may result from 
hydrolysis of esters to free carboxylate groups after sodium carbonate treatment at pH 10, or 
from the higher sensitivity of the remaining polysaccharides in the depectinated wall (see below), 
which may allow small amounts of polysaccharides to be better detected. 
To understand how the partial removal of pectin in the CW affects the remaining 
polysaccharides, we measured the dipolar DQ-filtered correlation spectra of intact and 
depectinated CWs (Figure 2c, d). This experiment uses 1H-13C CP to establish the initial 13C 
magnetization and 13C-13C dipolar coupling to mediate polarization transfer; thus, the signals of 
mobile pectins are weaker than those of cellulose and hemicellulose. Nevertheless, the intact CW 
spectrum shows a number of well-resolved pectin crosspeaks such as Rha C1-C2 (101–80 ppm), 
C2-C3 (80–71 ppm), and GalA C1-C2 (99–69 ppm), which are clearly suppressed in the 
depectinated CW spectrum. Figure S1c shows 1D cross sections to further illustrate the fact that 
these distinct pectin signals are below the detection limit in the treated sample. Similar to the J-
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Figure 2. 2D 13C-13C correlation spectra of (a, c) intact and (b, d) depectinated cell walls. (a, 
b) 2D DP J-INADEQUATE spectra, which preferentially detect the signals of mobile 
polysaccharides. DQ 13C chemical shifts in the ω1 dimension are correlated with single-
quantum 13C chemical shifts in the ω2 dimension. (c, d) 2D CP DQ filtered 13C correlation 
spectra, which preferentially enhance the signals of rigid polysaccharides. Selected signals 
that are present in the intact CW but absent in the depectinated CW are boxed in red, 
whereas signals that are weak in the intact CW but strong in the depectinated CW are boxed 
in blue. 
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INADEQUATE spectra, a few cross peaks such as the interior cellulose C1-C4 cross peak at (ω1, 
ω2) chemical shifts of (105, 89) ppm are higher in the depectinated spectrum than the intact CW 
spectrum, again suggesting that cellulose microfibrils become more rigid after depectination, 
thus giving higher polarization transfer efficiencies.  
 To further verify 
the partial removal of 
pectins by ammonium 
oxalate and sodium 
carbonate, we measured a 
2D 13C DARR correlation 
spectrum, which detects 
through-space contacts 
between carbons. With a 
short mixing time of 8 
ms, only intra-residue 
cross peaks are expected 
and can result from both 
relayed transfer through 
several bonds and direct through-space transfer. Qualitative inspection of the 2D spectra (Figure 
3a, b) suggested no large differences between the intact and depectinated spectra. However, close 
examination of the 1D cross sections indicate clear changes in the relative intensities of the 
peaks, with the depectinated CW showing lower intensities at pectin chemical shifts. In 
comparing the cross sections, we scaled the spectra so that no peak in the treated CW exceeds the 
 
Figure 3. 2D 13C-13C DARR spectra of (a) intact and (b) 
depectinated cell walls with an 8-ms mixing time. (c) 80-ppm ω1 
cross section of Rha C2 and GalA C4. (d) 68-ppm ω1 cross section 
of Rha C5 and GalA C2. 
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intensity of the corresponding peak in the intact CW. For example, in the 80-ppm cross section 
of Rha C2 and GalA C4 (Figure 3c), the 105-ppm peak has the highest relative intensity in the 
depectinated sample and is thus matched to the 105-ppm peak of the intact CW. Normalized in 
this way, the 80-ppm diagonal peak is much lower in the treated sample, and the 70-ppm peak 
because of Rha C2-C5 and GalA C4-C2 correlation is also weaker in the depectinated sample. In 
the 68-ppm cross section of Rha C5 and GalA C2 (Figure 3d), with the cellulose 105-ppm C1 
intensity matched between the two spectra, most other intensities are significantly lower in the 
depectinated CW spectrum. These include cross peaks to Rha or GalA C1 (101 ppm), Xyl C1 
(100 ppm), Rha C2 or GalA C4 (80 ppm), and C6 of various polysaccharides (63 ppm). 
Therefore, all three types of 2D correlation spectra, which enhance the signals of either mobile 
species or rigid molecules, show lower intensities for the pectin carbons, which indicate that the 
spectral changes must result from lower amounts of pectins in the CW rather than from mobility 
changes because the latter should decrease intensities in some spectra while increasing them in 
others.  
 For cellulose and hemicellulose, the depectinated CW shows higher intensities than the 
intact CW in spectra that preferentially enhance the signals of rigid molecules. This change 
suggests that the partial removal of pectins may increase the rigidity of the remaining 
polysaccharides, which, in turn, suggests denser packing and stronger intermolecular interactions 
of the remaining polysaccharides. If this is true, then we should observe stronger intermolecular 
cross peaks between cellulose and hemicellulose. Intramolecular cross peak intensities should 
also increase because of enhanced spin diffusion efficiencies. To test these hypotheses, we 
measured the 3D 13C-13C-13C correlation spectrum23 of the depectinated CW and compared it 
with that of the intact CW. The two spectra were measured using spin diffusion mixing times of 
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8 and 300 ms and with CP to generate the initial 13C polarization. Figure 4 shows that the 
number and intensities of cellulose and hemicellulose cross peaks in the 3D spectra are indeed 
higher for the depectinated cell wall (bottom) than the intact cell wall (top). For example, in the 
105-ppm ω1 plane of cellulose and XG Glc C1 (Figure 4a), a series of strong cross peaks with 
interior cellulose C4 (89 ppm) and surface cellulose C4 (85 ppm) are observed in the treated 
sample, whereas the corresponding peaks are weaker in the intact CW sample (Figure S2a). 
Stronger C1 cross peaks with C6 are also observed. A new cross peak at (105, 72, 100) ppm in 
 
 
Figure 4. Selected 2D cross sections of the 3D CCC spectra of intact (top) and depectinated 
(bottom) cell walls, measured with spin diffusion mixing times of 8 and 300 ms. (a) 105.2 ppm 
ω1 plane of cellulose C1. (b) 89.4 ppm ω1 plane of interior cellulose C4. (c) 83.8 ppm ω1 
plane of surface cellulose and XG backbone Glc C4. Peaks whose intensities increased in the 
depectinated sample are boxed in blue. 
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the depectinated CW may be assigned to intermolecular correlation among cellulose C1, 
cellulose C2/3/5, and Xyl C1. In the 89-ppm ω1 plane of interior cellulose C4 (Figure 4b), 
stronger intramolecular cross peaks with 105 ppm (C1), 73 ppm (C3), and 63 ppm (C6) are 
observed in the depectinated spectrum. In addition, an intermolecular cross peak between interior 
cellulose C3 and surface cellulose C4 (75 to 85 ppm) is detected, which is absent in the intact 
CW. In the 84 ppm plane of surface cellulose and XG Glc C4 (Figure 4c), intermolecular cross 
peaks between surface and interior cellulose are enhanced in the depectinated CW spectrum. 
These intensity differences are illustrated in selected 1D slices in Figure S2. In addition, 2D 
correlation spectra with 300-ms spin diffusion were compared between the intact and 
depectinated samples (Figure S3) and confirmed the intensity differences in the 3D spectra. 
Dynamics of the depectinated cell wall from NMR relaxation times 
 To directly determine if partial depectination increased the rigidity of the wall 
polysaccharides, we measured the 13C T1 and 
1H T1ρ relaxation times of the depectinated CW and 
compared them with those of the intact wild-type CW and the XG-depleted triple mutant. To 
ensure quantitative intensities for all polysaccharides, we measured 13C T1 using DP and long 
recycle delays. Similar to the other two CW samples, 13C T1 relaxation of the depectinated CW is 
double exponential (Figure S4), indicating heterogeneous dynamics for most polysaccharides. 
Figure 5a plots selected 13C T1 relaxation times of the slow-relaxing component of representative 
peaks of matrix polysaccharides (101, 82, and 69 ppm) and cellulose (88 and 65 ppm). The 
complete set of 13C T1 relaxation times and the relative percentages of the slow- and fast relaxing 
components are shown in Figure 6a-c. The data indicate that the depectinated CW has longer 13C 
T1 relaxation times and higher fractions of the slow-relaxing component than the intact wild-type 
CW. For example, the 13C T1 of the 69-ppm peak of Rha C5 and HGA C2 increased from 
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0.6±0.1 to 2.7±0.5 s, whereas the 101-ppm peak of Rha and HGA C1 increased from 1.5±0.4 to 
2.5±0.5 s. The longer relaxation times most likely result from a combination of reduced 
amplitudes and slower motional rates of the depectinated CW polysaccharides. Our previous 
measurement of C-H dipolar order parameters of intact CW showed that pectins had the lowest 
C-H order parameters among all polysaccharides,10 which were correlated with their fast 
relaxation rates. Partial removal of the pectins may rigidify the cell wall by decreasing the 
distances among the remaining polysaccharides. Compared with the matrix polysaccharides, the 
crystalline core of cellulose, detected through the well-resolved interior cellulose C4 (88 ppm) 
and C6 (65 ppm) peaks, shows no significant T1 changes between the intact and partially 
depectinated cell wall, which provides a useful control to the observed dynamic changes of the 
matrix polysaccharides. In contrast to the effects of pectin removal, the XG-depleted mutant 
shows drastically and uniformly shortened 13C T1’s and much higher fractions of the mobile 
component for all sites.  
 
Figure 5. Representative 13C T1 (a) and 
1H T1ρ (b) relaxation times of intact CW (black), 
depectinated CW (gray), and the XG-deficient triple mutant CW (white). Only the relaxation 
times of the slow-relaxing components are shown; the full panel of relaxation times is given 
in Fig. 6. The depectinated CW has significantly longer relaxation times for the matrix 
polysaccharides (101, 82, and 69 ppm) than the intact CW. The triple mutant CW has the 
shortest relaxation times along the three samples. 
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 The 13C T1 relaxation times are influenced by 
13C spin diffusion, which is efficient for the 
uniformly 13C-labeled CW, and are specifically sensitive to nanosecond motion. To determine 
the dynamics of CW polysaccharides more site-specifically and probe motion on a different 
timescale, we measured the 1H T1ρ relaxation time in a spin-diffusion free fashion using a Lee–
Goldburg spin-lock experiment.10, 27 Figures 5b and 6d-f compare the 1H T1ρ’s of the three CW 
samples. A similar trend to 13C T1 is observed: the depectinated CW exhibits longer T1 rand 
higher fractions of the slow-relaxing component, whereas the XG mutant has the shortest T1ρ 
 
 
Figure 6. Complete 13C T1 (a-c) and 
1H T1ρ (d-f) relaxation times of (a, d) intact CW, (b, e) 
depectinated CW, and (c, f) XG-deficient triple mutant CW. Both the slow- (blue) and fast-
relaxing (red) components are shown, and the corresponding fractions are plotted below the 
relaxation time diagrams. The depectinated CW has a lower fraction of the fast-relaxing 
components and much longer relaxation times than the intact CW, whereas the XG deficient 
mutant has much shorter relaxation times than both wild-type cell walls. 
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relaxation times and the highest fractions of the dynamic component. For the matrix 
polysaccharides, the T1ρ differences between the intact and depectinated CWs are larger than the 
error bars of the measurement. Therefore, the polysaccharides in the depectinated CW have 
reduced mobility on both the nanosecond and microsecond timescales compared with the intact 
CW. Moreover, the common presence of a fast-relaxing component that coexists with a slow-
relaxing component cannot be fully attributed to spin diffusion but must partly reflect the 
intrinsic dynamic heterogeneity of most polysaccharide chains. 
 Both 13C T1 and 
1H T1ρ data indicate 
that cellulose has longer relaxation times 
than other polysaccharides. The different 1H 
T1ρ’s can be exploited for spectral editing.15 
Specifically, we can retain the signals of 
rigid polysaccharides with long T1ρ’s while 
suppressing the signals of mobile 
polysaccharides by applying a 1H spin-lock 
period before 1H-13C cross polarization. 
Figure 7 shows a series of 1D 13C CP-MAS 
spectra measured with 1H spin lock times from 1 to 7 ms. By 3 ms, the intensities of the mobile 
polysaccharides are significantly reduced. For example, the 89-ppm C4 peak of the interior 
cellulose is better retained than the 85-ppm C4 peak of the more mobile surface cellulose. By 7 
ms, most glycoprotein side chain signals between 10 and 40 ppm and the 100-ppm C1 signal of 
Xyl and GalA are also suppressed. 
 
Figure 7. 1D 13C CP-MAS spectra of the 
intact CW with varying 1H spinlock times. 
Spin lock preferentially suppresses the 
dynamic signals, which have short T1ρ’s. 
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 Based on the 1D 1H T1ρ spin-lock series, we conducted a T1ρ-filtered 2D correlation 
experiment to selectively detect rigid polysaccharides in the intact CW. We compared this 
spectrum with the unfiltered spectrum of the depectinated CW to assess if the 1H T1ρ filter 
suppresses the same polysaccharide signals as chemical extraction. Figure 8 compares the 2D 
spectra of the intact CW without the T1ρ filter (black), the intact CW with a 7 ms T1ρ filter (blue), 
and the depectinated CW without any filter (red). All spectra were measured with the same 13C 
spin diffusion time of 300 ms. Representative 1D cross sections are compared in Figure 8d-f. In 
general, the depectinated CW spectrum has higher sensitivity than the intact CW spectrum by as 
much as twofold, whereas the T1ρ-filtered spectrum of the intact CW has two to three times 
lower sensitivity than the unfiltered spectrum of the intact CW. We scaled the unfiltered spectra 
of the intact and depectinated CW samples such that the intensity of the depectinated sample is 
not higher than that of the intact CW. In the 105-ppm cross section of cellulose and XG Glc C1 
(Figure 8d), the 89-ppm C4 peak of interior cellulose and the 85-ppm C4 peak, which results 
from surface cellulose, XG backbone, and Ara, show different relative intensities: the unfiltered 
spectrum of the intact CW has a higher 89-ppm peak than the 85-ppm peak, whereas the 
depectinated sample has the opposite situation. Because the 85-ppm peak results from a mixture 
of polysaccharides, the difference indicates that the depectinated CW has additional 
intermolecular contacts between cellulose and matrix polysaccharides. The most likely species 
contributing to the increased 85-ppm peak intensity are XG backbone C4 and the remaining Ara 
C4. The 65.0-ppm cross section (Figure 8f) of interior cellulose C6 supports this observation 
because the depectinated CW shows reduced intensity at 89 ppm compared with the intact CW 
when the 85-ppm is set to be the same between the two samples. 
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 The T1ρ-filtered spectrum of the intact CW has the lowest sensitivity among the three 
spectra, indicating that the spectroscopic filter suppresses not only pectins but also other mobile 
polysaccharides. To compare the intensities, we scaled the 1D cross sections such that the T1ρ-
filtered spectrum does not exceed the intensity of the depectinated spectrum. For the 101-ppm 
cross section of Rha and GalA C1 (Figure 8e), almost no intensity is retained in the T1ρ-filtered 
spectrum, whereas strong intensity remains in the depectinated spectrum. Relative to the 
unfiltered spectrum of the intact CW, the T1ρ-filtered spectrum was not scaled, whereas the 
depectinated spectrum was scaled down to 80 %. For the 105-ppm cross section (Figure 8d), the 
intensity of the 85-ppm peak relative to the 89-ppm peak is lower in the T1ρ-filtered spectrum 
 
 
 
Figure 8. 2D 13C PDSD spectra (300 ms) and 1D cross sections of CW samples with and 
without 1H T1ρ filters. (a) Intact CW without any filter. (b) Intact CW with a 7 ms T1ρ filter. (c) 
Depectinated CW without any filter. (d) 105.0 ppm ω1 cross section. (e) 101.0 ppm ω1 cross 
section. (f) 65.0 ppm ω1 cross section. 
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than in the unfiltered spectrum, confirming the preferential suppression of hemicellulose signals 
by the T1ρ filter. For both the 105-ppm and 62-ppm cross sections, the absolute intensities of the 
T1ρ-filtered spectrum are about threefold lower than the unfiltered spectrum. Taken together, 
these results indicate that pectins represent only a subset of mobile components in the intact CW; 
hemicelluloses also possess substantial mobility, which makes them susceptible to suppression 
by the T1ρ filter so that the outcomes of the spectroscopic filter and chemical extraction of pectin 
are not identical.  
Implications of the SSNMR results on the structural role of pectins in primary CWs 
 The 2D and 3D SSNMR spectra and the relaxation times indicate that the central 
characteristic of pectin is its mobility. The partial removal of pectic polysaccharides is verified 
by monosaccharide analysis, quantitative 13C spectra, and INADEQUATE and spin diffusion 
spectra. The fact that the pectin signals are lower both in spectra that preferentially detect 
dynamic molecules and in spectra that preferentially detect rigid species indicates that the pectin 
intensity loss is a reflection of lower pectin amounts in the treated cell wall. The partial 
depectination caused an increase of cross peak intensities for the remaining polysaccharides in 
the spin diffusion spectra, indicating increased rigidity of cellulose and hemicelluloses in the 
absence of a substantial portion of pectins. This qualitative interpretation is supported by the 
longer 13C T1 and 
1H T1ρ relaxation times for the depectinated CW (Figures 5, 6), showing that 
both nanosecond and microsecond timescale motions have slowed down for cellulose and XG in 
the depectinated CW compared with the intact CW. These relaxation times not only confirm the 
intensity changes in the 2D and 3D correlation spectra but also provide more quantitative and 
definitive evidence of the increased rigidity of the cell wall after partial pectin removal. 
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 The conclusion of pectin dynamics in Arabidopsis are in excellent agreement with the 
findings about sugar beet CWs.28 Based on 13C NMR intensities as a function of the CP contact 
time, the previous study concluded that pectic galacturonans and arabinan chains were highly 
mobile. The contact time dependence of the 13C intensities gave qualitative estimates of the 1H 
T1ρ relaxation times, with the pectins having shorter T1ρs than cellulose and hemicelluloses, 
consistent with our quantitative T1ρ results.
10 Depectination also suppressed the signals of mobile 
residues in sugar beet CW. Because sugar beet CW has a much lower concentration of 
hemicelluloses than Arabidopsis CW, the similarity of these results indicates that the dynamic 
nature of pectins is general among many cell walls.  
 Based on the higher rigidity and cross peak intensities of the depectinated CW, we 
propose that pectin removal gives rise to more densely packed cellulose microfibrils by 
collapsing the space around them. Although it is difficult to separate the relative contributions of 
increased rigidity versus decreased intermolecular distances, we favor the model that higher 
rigidity results from more densely packed polysaccharide chains rather than a hollow network of 
rigid polymers. In this context, it is interesting to compare our results with an electron 
microscopy study of the primary CW of mature onion, a monocotyledon, before and after pectin 
extraction with a similar procedure.29 The EM images of the intact CW showed a dense 
meshwork of long fibers of 5-12 nm diameter interspersed with ~10 nm diameter pores. After 
depectination, the pore sizes increased to 30-40 nm, whereas the fibers thickened and appeared 
to contain several microfibrils. We attribute this apparent discrepancy in the pore size change 
between our solid-state NMR results and the EM results to the different length scales probed by 
the two techniques. 13C spin diffusion NMR probes intermolecular contacts on the sub-
nanometer scale, which cannot be resolved using electron microscopy. Our model of denser 
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packing of cellulose and hemicellulose reflects nanometer scale changes, which is in fact 
consistent with the thicker fibers observed in the depectinated onion CW.29 In addition, the more 
mature CWs used in the EM study may have some structural differences from the 14-day old 
CWs used in the current study: the mature onion CW may contain more robust cellulose 
microfibrils that are less amenable to restructuring. 
 Various CW structural models proposed a pectin-hemicellulose network that was 
independent of a cellulose-hemicellulose network.18 Although detailed features differ, these 
earlier models generally depicted pectins as spatially separate from cellulose by the intermediary 
XG chains. However, more recent evidence of pectin-cellulose,30 pectin-XG,31 pectin-
phenolics,32 and pectin-protein33 interactions revises that notion. For example, pectins with 
neutral side chains, such as arabinans and galactans, bind to both commercial microcrystalline 
cellulose and native plant CW cellulose up to about 8-mg bound material per mg of cellulose.30 
Our recent solid-state NMR study suggest that the numbers of pectin-cellulose and XG-cellulose 
cross peaks in intact Arabidopsis CW are similar, indicating that on the molecular level, all three 
classes of polysaccharides exist in a single spatial network in the primary CW.10 The observed 
denser packing of cellulose microfibrils after depectination also supports this single-network 
architecture.  
 The mobility of pectic polysaccharides is consistent with the highly branched structure of 
RG I and II.34 It may be relevant for the well-known role of pectin in plant cell growth and 
elongation.34, 35 By keeping the rigid cellulose microfibrils apart, the mobile pectin chains may 
regulate wall porosity,3, 36 which would allow access of proteins and polysaccharides to different 
parts of the wall and to specialized regions such as intercellular junctions and air spaces.5 The 
mobility of the pectins implies their existence in a less restrained and more solvent accessible 
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environment, which may make them more prone to enzymatic digestion. This degradation may 
be prerequisite to cell wall restructuring and signaling.34  
 It is noteworthy that the effect of depectination on the CW structure is the opposite of the 
effect of XG depletion (Figure 9). XG removal in the triple mutant CW drastically shortened 13C 
T1 and 
1H T1ρ relaxation times of both cellulose and pectins (Figures 5 and 6), indicating that the 
polysaccharides undergo faster motion in the absence of XG. Thus, although hemicellulose 
mobility is intermediate between that of cellulose and pectins,10 its structural role in the CW is to 
enforce the rigidity of the wall, in contrast to pectins. Pectic polysaccharides are thought to form 
linkages to xyloglucans.34 The necessary lack of such linkages in the hemicellulose-depleted 
mutant may also contribute to the increased flexibility of the CW. 
 This study demonstrates the ability of solid-state NMR in combination with isotopic 
labeling for investigating the molecular structures and dynamics of insoluble plant CWs in their 
native environment. The large number of cross peaks detected in 2D and 3D spectra confirms the 
ability of multidimensional MAS NMR to resolve intermolecular and intramolecular contacts in 
complex plant mixtures. Future application of this approach to plant CWs can be readily 
 
Figure 9. CW models derived from the solid-state NMR data. (a) Intact wild-type CW 
consists of rigid cellulose microfibrils separated from each other by dynamic pectin chains 
and semi-rigid hemicellulose that are partly embedded in the microfibril. (b) Partial 
depectination results in a more rigid and more densely packed CW with shorter distances 
between cellulose and hemicelluloses. (c) XG depletion by mutagenesis results in a CW with 
more dynamic cellulose and pectin chains.  
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envisioned, such as investigating glycoprotein–polysaccharide interactions37 and elucidating 
cellulose biosynthesis38 for energy applications. 
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CHAPTER 4. BENCHMARK STUDY OF GLUCOSE FOR POLYSACCHARIDE 
CHEMICAL SHIFT CALCULATIONS 
Marilú Dick-Pérez and Theresa L. Windus 
Department of Chemistry, Iowa State University, Ames, Iowa 50011 
Abstract 
 NWChem calculations using the GIAO method with B3LYP, KT2, and B3P86 along 
with RHF using aug-cc-PVTZ basis calculations are reported for α-glucose. Referencing to an 
internal chemical shift, as opposed to TMS or an external standard, was found to provide 
excellent agreement (on the order of 2 ppm) between calculation and experiment. RHF 
performed well in all cases and was not sensitive to the molecular coordinates.  
Introduction 
 Plant cell wall (CW) composition is a complex and varied mixture of many 
polysaccharides. The types and amounts of polysaccharides present in the CW depend on the 
type of plant, stage of growth and location within the plant. The intact cell wall’s heterogeneity 
limits its study to individual components,1, 3 model compounds,4 or imaging techniques that do 
not resolve the molecular level structure.5 To better understand cell wall polysaccharides and 
their interactions in a more natural state, solid state nuclear magnetic resonance, SSNMR, 
experiments have proven extremely useful.6-8 Intact CWs, however, result in spectra with broad 
and overlapping peaks. Therefore, creative sample preparation and spectral editing techniques 
must be used to aid in removing some of the ambiguity. In addition, calculations may be used to 
better illuminate detailed interactions.  
An interaction of particular interest is the crystalline cellulose to hemicellulose 
interaction as it is thought to form strong interactions that help prevent over aggregation of 
cellulose.9 Also, it has recently been implicated in participating in the cell wall lengthening 
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mechanism.8 Before studying large systems by fully quantum mechanical (QM) methods, one 
must determine a reasonable structure, and an accurate but cost effective level of theory. A 
recent review provides an extensive overview of the methods that have been used to determine 
NMR shielding and coupling constants specifically for saccharides.10 While this review includes 
references to comparisons that are similar to the current work,11 it does not include a study of 
glucose and the effect of methylation on the NMR shifts, comparison of chemical shifts derived 
from internal and external referencing or calculations with the new KT2 method that is meant to 
give excellent NMR results. 
Cellulose and hemicellulose are mostly rigid,6 thus crystalline α-glucose (glc), for which 
NMR experimental data exists,1 was chosen as a model system. Finding an accurate 
computational method for calculating solid α-glucose, the focus of this study, should produce 
accurate chemical shielding for studying the larger cellulose/hemicellulose system. To determine 
trends, the computational accuracy should be about 2 ppm, the peak width of the peaks in the 
spectra from the disordered CW polysaccharides.6 
Crystalline glucose chemical shifts have previously been calculated using gauge-
including projector augmented wave (GIPAW) method for plane wave DFT which is meant for 
studying highly ordered crystals.1 Because the cellulose/hemicellulose interactions are between 
disordered solids, a method appropriate for disordered systems is necessary. Calculations on 
other intermediate sized saccharides include a cellobiose, chitosan, and glucose DFT-PW91 
functional study;12 an extensive HF study of the glycosidic bond and the effect of the dihedral 
angle on the chemical shift is reported by Swalina et al;13 and accurate absolute chemical shifts 
for several monosaccharides in solution were successfully calculated by referencing to TMS or 
methanol using B3LYP, BP86 and MP2 and solvating models.14 Because these previous studies 
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focus on particular structural features as opposed to the full carbon spectrum, or solution state 
chemical shifts a method appropriate for a larger system is still to be determined. Also, there 
exists new promising DFT functionals, KT (Keal and Tozer),15, 16 for NMR calculations which 
have mostly been tested on small molecules.17, 18 
This study focuses on comparing functionals that have previously been shown to be 
accurate for saccharides, B3LYP and B3P86, and a newer functional, KT2. Since the Hartree-
Fock (HF) method has previously been shown to be a very effective level of theory for 
calculating NMR shifts,11 chemical shifts are also calculated using HF. Ultimately, the goal for 
this study is to determine an accurate and cost effective method for calculating chemical shifts of 
moderately sized saccharides which should translate to the study of large polysaccharides. 
Therefore, more computationally expensive methods such as MP2 are not considered. 
Methodology and Theory 
 Chemical shielding is a nuclear spin’s response to an external magnetic field. It is given 
by the second derivative of the total electronic energy with respect to a static external magnetic 
field (?⃗⃗?𝑒𝑥𝑡) and nuclear magnetic moment (?⃗?): 
𝜎𝑖𝑗 =
𝜕2𝐸
𝜕(𝐵𝑒𝑥𝑡)𝑖𝜕𝜇𝑗
|
?⃗⃗?=?⃗⃗⃗?=0
 (1) 
expressed in atomic units.19  
 The relationship between chemical shielding (σ) and the more commonly recognized 
chemical shift (δ), given in units of ppm, is: 
𝛿 = 106(𝜎𝑟𝑒𝑓 − 𝜎) (2) 
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where 𝜎𝑟𝑒𝑓 is the reference compound’s chemical shielding value. Experimentally, chemical 
shifts, rather than shielding values, are reported because they are independent of the external 
magnetic field strength.  
 Equation (2) can be used for computed shielding values but care should be taken as it can 
introduce errors if the level of theory performs differently for the reference system and the 
system of interest. Typically, calculations use tetramethylsilane, TMS, as the reference molecule. 
However, one can also indirectly reference to TMS by computing values for a small molecule 
that more closely mimics the system of interest. In the current study, acetone is used as a 
reference. Lastly, one can use an “internal” standard by referencing one of the computed 
shielding values (𝜎𝑐−𝑅𝑒𝑓) to the experimental shift (𝛿𝑒𝑥𝑝) in the system. The difference between 
those two values (Δ𝛿𝑅𝑒𝑓) is used to calculate the computed shifts (𝛿𝑐) or each shielding value 
(𝜎𝑐). 
𝛿𝑐 = 𝜎𝑐 − Δ𝛿𝑅𝑒𝑓 (3) 
Δ𝛿𝑅𝑒𝑓 = 𝜎𝑐−𝑅𝑒𝑓 − 𝛿𝑒𝑥𝑝 (4) 
The root mean squared deviation (RMSD) and the linear regression information help 
determine a reasonable level of theory for these intermediately sized systems in the hopes that 
the accuracy will translate towards its use with larger systems. The RMSD is calculated by  
𝑅𝑀𝑆𝐷 = √
∑(𝛿𝑒𝑥𝑝−𝛿𝑐)
2
𝑛
  (5) 
where δexp and δc are experimental and calculated chemical shift of each nucleus, respectively. 
The value n is the number of atoms for which shifts are calculated. 
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 To examine the methodology 
while minimizing the effect of 
geometry, the α-D-Glc coordinates 
were taken from a neutron diffraction 
glucose crystal structure, shown in 
Figure 1b.20 The numbering is standard 
for sugars, with the anomeric carbon 
(attached to two oxygen) labeled as 1 and numbering each oxygen with the same number as the 
carbon to which it is directly attached. Only one structure of glucose was used for calculations in 
order to isolate the effect of the level of theory on chemical shift which is sensitive to the 
structure. The structure does not have well defined hydrogen positions so they were first 
optimized at the level of theory to be used for shielding calculations. The NMR chemical 
shielding values were calculated with HF and a range of DFT functionals: B3LYP,21, 22 KT2,15 
and B3P86,21, 23 Table 1. B3LYP was chosen due to its ubiquitous use in calculations and 
previous good performance in NMR shielding calculations,11, 14, 24 KT2 because it was 
specifically designed to accurately calculate magnetic parameters,16 and B3P86 because it was 
shown to successfully calculate chemical shielding parameters of monosaccharides.11 A 
moderate to large basis set is necessary for accurate NMR calculations10, 25 so Dunning’s 
augmented correlation consistent triple zeta, aug-cc-pVTZ26 basis set was used for all 
calculations. TMS and acetone were used as references to calculate chemical shifts; 
optimizations and chemical shielding calculations match the level of theory for glucose. 
Deviations from these methods are noted within the text. All calculations were run using 
NWChem 6.1.1.27 
 
Figure 1. (a) α-D-Glc with labeled carbons. (b) 
Crystal structure. When referring to oxygen, O1 
refers to the oxygen directly attached to C1 and so 
on. Colors/atom: black/grey-carbon, red-oxygen, 
white-hydrogen. 
93 
 
 
 
 In order to more confidently choose the correct level of theory, a study of the carbons 
involved in glycosidic bonds (carbons involved in creating polysaccharide linkages) in cellulose 
were modeled by adding a methyl group to the glucose structures at O1 or O1 and O4. Keeping 
the glucose rigid, the methyl groups were optimized using the same level of theory as the 
reported chemical shielding calculations. 
Results and Discussion 
Glucose monomer 
To compare methods quantitatively, computed chemical shieldings were plotted against 
experimental shifts. The relationship between these two values should be linear so plotting the 
shielding with respect to shifts can be fit to a line as shown in Figure 2. The linear regression 
values for B3LYP, KT2, B3P86, and RHF can be found in Table 1. 
 The values in Table 1 show good 
agreement between calculated shifts and 
experimental values. A slope of -1 indicates 
low systematic errors in the method.18 The y-
intercept should be close to 188 ppm, the 
estimated value of TMS nuclear shielding.2 KT2, B3P86 and RHF have the best fit lines with R2 
values close to 1. The only level of theory with a correct value for the y-intercept, however, is 
B3P86. B3LYP results have the poorest linearity and y-intercept value. 
Table 1. The linear regression values fit to 
the levels of theory represented in Figure 2. 
Method slope y-intercept R2 
B3LYP -1.0419 177.8962 0.9833 
KT2 -1.0732 180.3019 0.9965 
B3P86 -1.0302 189.2836 0.9911 
RHF -1.0122 195.9395 0.9990 
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 Determining the reference for the chemical shielding values to obtain the experimentally 
relevant chemical shift must also be considered. Having an external compound to reference 
chemical shifts provides a way to evaluate chemical shifts of compounds independent of 
modifications to the sample molecules. One can use the experimental reference molecule, TMS, 
or indirectly reference by using a different molecule such as acetone. However, as can be seen in 
Table 2, there are significant errors in various methods when using the external reference.  
Differences in chemical shift from experiment using different references are reported in 
Table 2. The difference between experiment and calculation are reported for each level of theory 
studied. The first method references the common experimental reference compound, TMS. RHF 
performs the best in this case with an RMSD of 2.5 ppm. The DFT KT2 functional performs best 
 
Figure 2. A graph of the calculated chemical shielding relative to the experimental chemical 
shift.2 Compounds included are tetramethylsilane (TMS), acetone, and α-D-glucose (Glc) 
using aug-cc-PVTZ basis set. 
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when using the carbonyl carbon from acetone with an RMSD of 4.0 ppm. RHF outperforms DFT 
when referencing to the methyl group of acetone. 
 
The best performance for all methods is obtained when internally referencing the 
shielding by normalizing to the experimental chemical shift of one atom in the system (Table 2). 
The best performing method is RHF, followed by B3LYP. Figure 3 shows a comparison of 
computed spectra referenced to C1. If relative rather than absolute chemical shifts are sought, 
internal referencing yields satisfactory results. Of course, a good reference experimental value is 
then needed. 
A large variation in the C6 chemical shift is observed when referencing to the 
experimental C1. This is not entirely surprising given that the primary alcohol attached to C6 is 
Table 2. Calculated chemical shift for glucose monomer. Differences in chemical shift 
referenced to TMS, acetone (CH3 and C=O) and internally to C1. Experimental chemical 
shifts for crystalline glucose C1-C6 are 92.8, 70.3, 73.0, 72.5, 71.7, 63.8 ppm, respectively.1  
 
Chemical shift Difference in δ from experiment (ppm) 
Method C1 C2 C3 C4 C5 C6 RMSD 
Reference compound: TMS 
B3LYP -8.9 -9.4 -6.6 -8.4 -6.9 -5.5 7.7 
KT2 -8.6 -9.1 -5.9 -7.7 -6.0 -4.7 7.2 
B3P86 13.3 9.8 12.4 10.7 11.6 10.5 11.4 
RHF 3.7 0.6 3.2 1.7 2.2 2.4 2.5 
Reference compound: Acetone (C=O) 
B3LYP -8.7 -9.2 -6.4 -8.2 -6.6 -5.2 7.5 
KT2 2.2 1.6 4.8 3.1 4.7 6.1 4.1 
B3P86 16.7 13.2 15.8 14.1 15.0 13.9 14.8 
RHF 6.4 3.3 5.9 4.4 4.9 5.1 5.1 
Reference compound: Acetone (CH3) 
B3LYP -19.5 -20.0 -17.2 -19.0 -17.4 -16.0 18.2 
KT2 -11.2 -11.7 -8.5 -10.2 -8.6 -7.2 9.7 
B3P86 5.6 2.0 4.7 3.0 3.9 2.7 3.8 
RHF 3.2 0.1 2.7 1.2 1.7 1.9 2.0 
Internal reference: α-D-Glc (C1) 
B3LYP 0.0 -0.5 2.3 0.5 2.0 3.4 1.9 
KT2 0.0 -0.5 2.7 0.9 2.6 3.9 2.2 
B3P86 0.0 -3.5 -0.9 -2.6 -1.7 -2.8 2.3 
RHF 0.0 -3.1 -0.5 -2.0 -1.5 -1.3 1.7 
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likely to be sensitive to crystal packing, due to its relative position in the molecule, which is 
lacking in these computations.  
 
For the remainder of the studies, the two levels of theory used are KT2 and RHF. KT2 is 
preferred over B3LYP because, while B3LYP performs better for direct chemical shift 
comparisons, KT2 provides better internal consistency as shown by the more linear dependence 
between calculated chemical shielding and experimental shifts (Table 1). The purpose of these 
studies is to determine a proper level of theory for studying large polysaccharides, therefore the 
more important feature is the relative rather than the absolute chemical shifts. The exact structure 
of the larger structures is unknown so the focus of those studies will be to determine relative 
changes in chemical shifts. 
To determine the effect of the structure on chemical shielding values, the chemical shifts 
using the internal reference were calculated using a different level of theory from which the 
 
Figure 3. Simulated spectrum of chemical shifts referenced to the C1 of glucose. (a) 
Experimental values, (b-e) shifts calculated using the crystal structure coordinates for the 
heavy elements, (f, g) methyl groups added to the O4 position. 
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hydrogens were optimized, Table 3. In other words, both KT2 and RHF chemical shielding 
values are calculated for each of the KT2 and RHF hydrogen optimized geometries. The KT2 
optimized structure performs slightly better, whether using KT2 or RHF to calculate shielding. 
The difference between the two structures is not significant, as expected, since the CH and OH 
average bond lengths are very similar: 1.08 and 0.94 for RHF and 1.09 and 0.96 for KT2 (Table 
S1). Both RHF and KT2 give similar values for the RMSD, although they differ in the carbon 
with the largest difference from experiment.  
 
Methylated Glucose 
Polysaccharides, especially cellulose, are often linked at the C1 and C4 alcohol to form 
ether functional groups. Ether chemical shifts are down field (larger ppm values) from alcohol 
chemical shifts. To test how well the methods reproduce the correct trend, calculations were run 
on two methylated glucose structures; one with a methyl group on the C4 oxygen (4-CH3-glc) 
and another on both the C1 and C4 oxygens (1,4- CH3-glc). The 4-CH3-glc chemical shielding 
values were compared to the chemical shifts of the glucose in lactose (a disaccharide of α-D-glc 
with a galactose at O4) in a solution of D2O.
28 Experimental values for a glucose containing 
substituents on the O1 and O4 were obtained from solid amylose, a polysaccharide comprised of 
1,4-glc repeat units.29  
Table 3. Glucose chemical shift (referenced to C1) difference from experiment1. Structure 
and chemical shift calculation level of theory are stated in columns 1 and 2. 
Structure optimization Chemical shift Difference in δ from experiment (ppm) 
Method Method C1 C2 C3 C4 C5 C6 RMSD 
KT2 KT2 0 -0.5 2.7 0.9 2.6 3.9 2.2 
 RHF 0 3.1 0.3 2.1 1.5 1.3 1.9 
RHF KT2 0 0.3 -2.5 -1.1 -2.6 -4.1 2.5 
 RHF 0 -3.1 -0.5 -2.0 -1.5 -1.3 2.5 
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The relationship between calculated shieldings and experimental shifts for the substituted 
glucose molecules are reported in Figure 4. The data do not follow the best fit line as well as the 
unsubstituted glucose data for two reasons, the experimental shifts come from glucose 
substituted by other sugars, not methyl groups and because the glucose coordinates used in 
calculations are from crystalline glucose not the structures from the experimentally derived 
shifts. The R2 values are about 0.96 and 0.97 with slopes of -0.87 and -0.73 for KT2 and RHF, 
respectively (Figure 4). The correct trend in C4 chemical shift (down field shift to ~80 ppm) is 
observed, Figure 3f, g.  
Conclusion 
 The data presented illustrate how finding a proper method can be challenging. For this 
carbohydrate system, RHF consistently performs well while the commonly used B3LYP does 
not. KT2, designed specifically for calculating NMR parameters, does not always outperform the 
 
Figure 4. Calculated chemical shielding for α-D-glc with methoxy groups at the C1 position 
or C1 and C4 positions compared to a glucose substituted at C1 and amylose which has 
continuing chains at C1 and C4.  
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other functionals. If one is looking for relative changes in the chemical shift rather than absolute 
values, using an internal reference normalization is a wise choice. Internal normalization 
produces chemical shift deviations of ~2 ppm for all methods which is satisfactory in many 
situations. 
Acknowledgement 
 This research is sponsored in part (MDP) by the Graduate Minority Assistantship 
Program (GMAP), a program in the Graduate College at Iowa State University that provides 
support to underrepresented students pursuing masters and PhD degrees. This research is 
sponsored in part (TLW) by U.S Department of Energy’s (USDOE) Scientific Discovery through 
Advanced Computing (SciDAC) program through USDOE's Office of Advanced Scientific 
Computing Research (ASCR) and Biological and Environmental Research (BER), and 
performed at the Ames Laboratory, FWP AL-08-330-039. Ames Laboratory is managed by Iowa 
State University for the USDOE under contract DE-AC02-07CH11358. 
References 
1. Brouwer, D. H.; Langendoen, K. P.; Ferrant, Q., Measurement and calculation of 13C 
chemical shift tensors in α-glucose and α-glucose monohydrate. Canadian Journal of 
Chemistry 2011, 89, 737 - 744. 
2. Jameson, A.; Jameson, C. J., Gas-phase 13C chemical shifts in the zero-pressure limit: 
refinements to the absolute shielding scale for 13C. Chemical Physics Letters 1987, 134 
(5), 461-466. 
3. Mansfield, S. D.; Kim, H.; Lu, F.; Ralph, J., Whole plant cell wall characterization using 
solution-state 2D NMR. Nature Protocols 2012, 7 (9), 1579-89. 
4. Kac̆uráková, M., FT-IR study of plant cell wall model compounds: pectic 
polysaccharides and hemicelluloses. Carbohydrate Polymers 2000, 43 (2), 195-203. 
5. Ding, S.; Himmel, M. E., The maize primary cell wall microfibril: A new model derived 
from direct visualization. Journal of Agricultural and Food Chemistry 2006, 54 (2006), 
597-606. 
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7. Dick-Pérez, M.; Wang, T.; Salazar, A.; Zabotina, O. A.; Hong, M., Multidimensional 
solid-state NMR studies of the structure and dynamics of pectic polysaccharides in 
uniformly 13C-labeled Arabidopsis primary cell walls. Magnetic Resonance In Chemistry: 
MRC 2012, 50 (8), 539-50. 
8. Wang, T.; Park, Y. B.; Caporini, M. A.; Rosay, M.; Zhong, L.; Cosgrove, D. J.; Hong, 
M., Sensitivity-enhanced solid-state NMR detection of expansin's target in plant cell 
walls. Proceedings of the National Academy of Sciences of the United States of America 
2013, 110 (41), 16444-9. 
9. Chanliaud, E., Mechanical effects of plant cell wall enzymes on cellulose/xyloglucan 
composites. The Plant Journal: For Cell and Molecular Biology 2004, 38 (1), 27-37. 
10. Toukach, F. V.; Ananikov, V. P., Recent advances in computational predictions of NMR 
parameters for the structure elucidation of carbohydrates: Methods and limitations. 
Chemical Society Reviews 2013, 42 (21), 8376-415. 
11. Sefzik, T. H.; Turco, D.; Iuliucci, R. J.; Facelli, J. C., Modeling NMR chemical shift: A 
survey of density functional theory approaches for calculating tensor properties. The 
Journal of Physical Chemistry. A 2005, 109 (6), 1180-7. 
12. Danielache, S.; Mizuno, M.; Shimada, S.; Endo, K.; Ida, T.; Takaoka, K.; Kurmaev, E. 
Z., Analysis of 13C NMR chemical shielding and XPS for cellulose and chitosan by DFT 
calculations using the model molecules. Polymer Journal 2005, 37 (1), 21-29. 
13. Swalina, C. W.; Zauhar, R. J.; DeGrazia, M. J.; Moyna, G., Derivation of 13C chemical 
shift surfaces for the anomeric carbons of oligosaccharides and glycopeptides using ab 
initio methodology. Journal of Biomolecular NMR 2001, 21 (1), 49-61. 
14. Taubert, S.; Konschin, H.; Sundholm, D., Computational studies of 13C NMR chemical 
shifts of saccarides. Physical Chemistry Chemical Physics 2005, 7 (13), 2561-2569. 
15. Allen, M. J.; Keal, T. W.; Tozer, D. J., Improved NMR chemical shifts in density 
functional theory. Chemical Physics Letters 2003, 380 (1-2), 70-77. 
16. Keal, T. W.; Tozer, D. J., The exchange-correlation potential in Kohn–Sham nuclear 
magnetic resonance shielding calculations. The Journal of Chemical Physics 2003, 119 
(6), 3015. 
17. Peach, M. J. G.; Kattirtzi, J. A.; Teale; A, M.; Tozer, D. J., Shielding constants and 
chemical shifts in DFT: influence of optimized effective potential and Coulomb-
attenuation. Journal of Physical Chemistry A 2010, 114, 7179-7186; Jensen, F., Basis set 
convergence of nuclear magnetic shielding constants calculated by density functional 
methods. Journal of Chemical Theory and Computation 2008, 4 (5), 719-727; Bühl, M.; 
van Mourik, T., NMR spectroscopy: Quantum-chemical calculations. Wiley 
Interdisciplinary Reviews: Computational Molecular Science 2011, 1 (4), 634-647. 
18. Facelli, J. C., Modeling NMR chemical shifts. Modern Magnetic Resonance 2006, 53-62. 
19. Schreckenbach, G.; Ziegler, T., Calculation of NMR shielding tensors using gauge-
including atomic orbitals and modern density functional theory. The Journal of Physical 
Chemistry 1995, 99 (2), 606-611. 
101 
 
 
 
20. Brown, G. M.; Levy, H. A., α-D-Glucose: further refinement based on neutron-
diffraction data. Acta Crystallographica 1979, 2, 656-659. 
21. Becke, A. D., Density-functional thermochemistry III. The role of exact exchange. The 
Journal of Chemical Physics 1993, 98 (7), 5648. 
22. Lee, C.; Yang, W.; Parr, R. G., Development of the Colle-Salvetti correlation-energy 
formula into a functional of the electron density. Physical Review B 1988, 37 (2), 785-
789. 
23. Perdew, J., Density-functional approximation for the correlation energy of the 
inhomogeneous electron gas. Physical Review B 1986, 33 (12), 8822-8824. 
24. Esrafili, M. D.; Ahmadin, H., DFT study of 17O, 1H and 13C NMR chemical shifts in two 
forms of native cellulose, Iα and Iβ. Carbohydrate research 2012, 347 (1), 99-106. 
25. Facelli, J. C., Chemical shift tensors: Theory and application to molecular structural 
problems. Progress in Nuclear Magnetic Resonance Spectroscopy 2011, 58 (3-4), 176-
201. 
26. Dunning, T. H., Gaussian basis sets for use in correlated molecular calculations I. The 
atoms boron through neon and hydrogen. The Journal of Chemical Physics 1989, 90 (2), 
1007; Kendall, R. A.; Dunning, T. H.; Harrison, R. J., Electron affinities of the first-row 
atoms revisited systematic basis sets and wave functions. The Journal of Chemical 
Physics 1992, 96 (9), 6796. 
27. Valiev, M.; Bylaska, E. J.; Govind, N.; Kowalski, K.; Straatsma, T. P., NWChem: A 
comprehensive and scalable open-source solution for large scale molecular simulations. 
Computer Physics Communications 2010, 181 (9), 1477-1489. 
28. Bubb, W. A., NMR spectroscopy in the study of carbohydrates: Characterizing the 
structural complexity. Concepts in Magnetic Resonance 2003, 19A (1), 1-19. 
29. Tozuka, Y.; Takeshita, A.; Nagae, A.; Wongmekiat, A.; Moribe, K.; Oguchi, T.; 
Yamamoto, K., Specific inclusion mode of guest compounds in the amylose complex 
analyzed by solid state NMR spectroscopy. Chemical & Pharmaceutical Bulletin 2006, 
54 (8), 1097-1101. 
102 
 
 
 
CHAPTER 5. RELATING QM DERIVED MALONIC ACID CLUSTERS TO HIGHLY 
CONCENTRATED HYDRATED PARTICLES  
Marilú Dick-Pérez and Theresa L. Windus 
Department of Chemistry, Iowa State University, Ames, Iowa 50011 
Abstract 
 The malonic acid (MA) keto-enol tautomer equilibrium reaction has recently been shown 
to favor the enol product in hydrated MA particles as opposed to the keto product in dilute water 
solutions.1 A survey of DFT B3LYP/6-31G(d,p) optimized MA/water clusters and analysis of 
their vibrational modes confirm the experimentally observed equilibrium reversal. Hydrogen 
bonding analyses suggests that structure stability is dependent on the type and number of 
hydrogen bonds. For the cluster sizes and types included in this study, the enol tautomer is 
always higher in energy, likely due to inefficient hydrogen bonding caused by a constrained 
rotations.  
Introduction 
Atmospheric small organic molecules are thought to affect global climate,1, 2 cloud 
formation,3 and reactions.4 One such acid is the three carbon dicarboxylic acid, malonic acid 
(MA, Figure 1). In solution, dicarboxylic acids undergo keto-enol tautomerization with an 
equilibrium constant that is estimated to be less than 10-4.5 However, a recent study provides 
evidence that the enol form is the major tautomer when MA exists as a concentrated particle in 
low humidity conditions;1 the way MA is thought to be present in atmospheric pollutants.6 
Higher concentrations of the enol form (e-MA) versus keto form (k-MA) of malonic acid in 
particles indicate the need to further study the enol tautomer, which is largely lacking in most 
malonic acid studies. 
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Malonic acid particles are 
hygroscopic, taking up water 
with increasing relative humidity 
(RH). The MA particles are 
shown to deliquesce at 73.7% 
and 86.6% RH at 293 K and 243 K, respectively,7 and 79% RH at 280.5 K.8 This suggests that 
spectroscopic results for the water to solute ratio (WSR) greater than 4, which roughly 
corresponds to 74% RH, should start approaching the, primarily k-MA, solution-phase results. 
Ghorai and co-workers observe infrared bands assigned to e-MA as low as 50% RH (equilibrium 
constant = 1) and as high as 90% RH (equilibrium constant = 2) in experiments conducted at 295 
K.1 An observed peak thought to correspond to enol in concentrated MA solutions suggests a 
higher concentration of enol in MA solutions, as well. However, equilibrium constants for the 
concentrated solutions were not reported1 and could not be found in the literature. The only 
computational “bulk” water-MA interaction study found is a MA conformational stability in 
implicit polarizable continuum model but it focuses on k-MA only.9 
Why the enol structure is more abundant in concentrated solutions and particles, is not 
well understood. An intramolecular tautomerization, requiring a high energy 4 membered ring 
transition state, is unlikely.10 A more likely mechanism is a 6-water mediated tautomerization 
transition state as previously proposed based on DFT calculations.10  
The k-MA structure has been the focus of various structural studies. Intramolecular 
hydrogen bonding to explain acid dissociation constants was calculated using RHF/STO-3G and 
4-31G,11 and earlier studies comparing the energy to conformational relationship of the CCCO 
 
Figure 1. Malonic acid in the keto form (left) and enol 
form (right). 
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dihedral angles as well as the CCC angle using the CNDO and partition of the energy method,12 
Another study examining the stability of deprotonated malonic acid in malonate and 
enolate forms show the enolate structures to be higher in energy; however protonated 
enol forms of MA was not reported.13 A comparison of frequency values calculated for a 
single minimum energy structure of k-MA using HF with different basis sets (4-21G and 6-
31G**) were shown to vary slightly.14 A more recent structural and frequency study on 
various gas phase k-MA structures, including comparisons with infrared spectra, is a 
B3LYP and MP2 study with 6-31G(d,p), 6-311G(2d,2p) and 6-311++(3df,3pd) basis sets.15 A 
study of both k-MA and e-MA has not been found in the literature, thus prompting the current 
work. 
To better understand the e-MA role in hydrated MA clusters as prompted by the evidence 
that e-MA is an important component within concentrated MA particles, a computational study 
of the energies and vibrations of MA clusters with varying hydration was undertaken. In this first 
study, only clusters that include all e-MA or all k-MA are examined since the combinatorial 
effects of considering varying amounts of each in a given MA cluster would require extensive 
computation. As such, the mechanism for the tautomerization is not a focus of this study. 
However, as will be shown below, this simplification does provide confirmation of the 
experimental vibrational results.  
Methodology 
 The size of the malonic acid clusters were chosen based on the relative humidity 
experiments found in the study by Ghorai and coworkers where malonic acid particles are 
exposed to conditions of varying relative humidity and correlated to their WSR. The WSR was 
used to determine the size and composition of the particles considered in this study. Table 1 
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shows the RH, the associated WSR values and the ratio of the number of water molecules, nw, to 
the number of k-MA or e-MA molecules, nk/e. The clusters contain either k- or e-MA only, thus 
focusing on determining the general differences between the two tautomers. 
 
Two classes of clusters were studied, one using k-MA (Figure 2A) and another using e-
MA (Figure 2B). Optimizations and Hessians were calculated using B3LYP16/6-31G(d,p)17 
which have previously been shown to give the same energy ordering as MP2/6-311++G(3df,3pd) 
for k-MA conformers.15
 
Clusters with more than a few molecules, with many possible conformations, were 
efficiently calculated using the effective fragment potential (EFP) method18 and Monte Carlo 
based global optimizations with simulated annealing.19 In the EFP method, internally rigid 
molecular fragments are represented by model potentials that are fully derived from first 
Table 1. The number of molecules, water (nw) or malonic acid (k- or e-MA, nk/e) comprising 
clusters with the water to solute ratios from various experimental results.1  
RH (%) WSR (approximate) Simulated Clusters nw : nk/e 
90 10 10:1 
83 6 6:1 
74 4 4:1 
62 1 1:1, 2:2 
42 0.5 1:2 
21 0.2 1:5 
6 0 0:1, 0:2, 0:5 
 
 
Figure 2. Minimum energy structures of A.) k-MA and B.) e-MA calculated using B3LYP/6-
31G(d,p). Color scheme: oxygen, red; carbon, black; and hydrogen, white. 
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principle, ab initio information. This allows cost effective modeling of large clusters by 
circumventing the explicit calculation of intramolecular interactions within fragments and by 
representing the intermolecular interactions with the model potential.  
The individual EFP molecules of enol, ketone and water were constructed using MP220/6-
31++G(d,p).17, 21 Global optimizations with simulated annealing were used to find low energy 
structures starting from randomized fragment positions. Initial temperatures ranged from 5000 K 
to 3000 K and 100 K final temperature with five temperature decreasing steps. Low energy 
structures were then fully optimized with the B3LYP/6-31G(d,p) without any geometric 
constraints. While extensive simulations were run to try to obtain the lowest energy clusters, 
there is no guarantee that all of the lowest energy structures have been found. Positive, definite 
Hessians at the B3LYP/6-31G(d,p) level confirmed the structures as minima on the potential 
energy surface and provided simulated IR frequency spectra. For comparisons with experiments, 
frequency values were scaled by 0.97 wavenumbers, as suggested for a similar level of theory by 
Merrick and coworkers.22 MA vibrational mode assignments were determined by visualizing 
modes in MacMolPlt,23 in some cases vibrations are delocalized such that traditional assignments 
(stretch/bend/wag) are difficult to determine. All calculations were run using GAMESS.24  
The cluster binding energy (Eb), equation below, was taken to be the difference between 
the energy of the total cluster energy (Ec) and that of the isolated molecules, where Ew is the 
energy of water, and Ek/e is the energy of k-MA or e-MA as appropriate 
Eb = Ec − (𝑛wEw  +  𝑛k/eEk/e). 
The binding energies mostly represent the stabilization due to intermolecular interactions since 
the isolated molecules include intramolecular interactions.  
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Relative energies (ΔE) between keto and enol structures were determined by subtracting 
the total energy of the e-MA clusters (monomer, dimer, and various WSR clusters) from the 
corresponding k-MA cluster.  
Results and Discussion 
Energetics 
Malonic acid clusters containing various amounts of malonic acid and water molecules 
were studied to better understand the relative keto to enol concentrations between dilute 
solutions and highly concentrated MA particles. The cluster sizes, compositions, numbers of 
different hydrogen bonds and relative energies are found in Table 2 with the number of malonic 
acids referring to either the keto or enol forms. All low energy structures and energies are 
provided in the supporting information.  
The minimum energy clusters of k-MA are always lower in energy than the e-MA 
clusters (negative energy differences, ΔE, in Table 2). The degree to which the k-MA clusters are 
more stable than the e-MA clusters is an artifact of studying small structures. For example, for a 
0% RH (zero waters in the cluster), the relative energy varies greatly, from about 6 kcal/mol to 
65 kcal/mol. Therefore, direct comparison of the relative energies within and between the 
different WSR clusters is hampered. In general, however, the k-MA cluster’s much lower energy 
may be explained by its ability to rotate about the CCCO dihedral angle, allowing it to form 
additional hydrogen bonds. For example, Figure 3A shows (k-MA)5 cluster where intermolecular 
hydrogen bonding is maximized by rotating about the CCCO dihedral angle. The (e-MA)5 
(Figure 3B) do not break planarity due to the C-C double bond and thus cannot maximize the 
hydrogen bonded network. While likely not found in nature, due to entropic effects, this five k-
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MA ring’s hydrogen bonding network affords 65.3 kcal/mol stabilization over (e-MA)5 (Table 
2).  
 
 As another example, the lowest energy structures for k-MA and e-MA with 10 waters is 
shown in Figure 4A. The four water motifs formed by waters-(1, 2, 3, 4) and (6, 7, 8, 9) are 
similar to the stable 4 water motifs found in low energy water clusters comprised of 4, 5, or 6 
waters.25 The enol structure also exhibits similar water conformations, however, the four water 
(1, 2, 3, 4), motif is distorted and is not stabilized by e-MA as in the k-MA cluster. Where the 
carbonyl group in k-MA can bend towards the waters (highlighted in green, Figure 4A), e-MA is 
restricted by the planar C-C-C geometry. However, at a 10:1 water to solute ratio the enol 
structure is no longer internally hydrogen bonded which likely results from water stabilizing the 
hydroxyl group typically involved in intramolecular bonding. Interestingly, even for the larger 
Table 2. The number of water (W) and MA molecules are given with the WSR and number 
and types of hydrogen bonds for each cluster composition. Types of hydrogen bonds (H-
bonds) include: intramolecular, intermolecular between malonic acid molecules (MA-MA), 
between malonic acid and water (MA-w) and between water molecules (w-w). K and E 
represent k-MA and e-MA, respectively. Finally, the binding energies, Eb, and the energy 
difference between k-MA and e-MA minimum energy structures, ΔE, are given in kcal/mol. 
  
Intra-
molecular 
Intermolecular Total 
H-bonds 
Eb 
(kcal/mol) 
ΔE 
(kcal/mol) 
MA-w w-w MA-MA 
W MA WSR K E K E K E K E K E K E 
0 1 0 1 1 - - - - - - 1 1 0.0 0.0 -5.6 
0 2 0 2 2 - - - - 2 2 4 4 -16.8 -18.4 -9.7 
0 5 0 0 5 - - - - 10 6 10 11 -91.3 -54.2 -65.3 
1 5 0.2 0 5 0 2(3) - - 10 5 10 12(13) -98.4 -65.1 -61.5 
1 2 0.5 0 2 2 4 - - 1 0 3 6 -22.8 -22.7 -11.4 
1 1 1 1 1 2 2 - - - - 3 3 -12.4 -7.6 -10.5 
2 2 1 1 2 4 3 0 0 1 2 6 7 -47.3 -44.1 -14.4 
4 1 4 0 1 4 2 3 6 - - 7 9 -60.3 -49.5 -16.4 
6 1 6 1 1 3 5 6 6 - - 10 12 -89.9 -85.7 -9.9 
10 1 10 0 0 7 6 18 12 - - 25 18 -152.4 -141.9 -16.2 
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clusters with more waters, the MA tends to be on the outside of the water cluster. The water 
dimer binding energy is the same as the 1:1 e-MA binding energy (-7.6 kcal/mol), while the 1:1 
k-MA binding energy is -12.4 kcal/mol (Table 2). However, the k-MA and e-MA dimer binding 
energies (0:2 ratio in Table 2) is -16.8 and -18.4 kcal/mol, respectively. Thus the MA-MA 
binding energies are larger in magnitude, suggesting that there would be separation of the MA 
and waters in larger clusters. Also, since the waters can make more hydrogen bonds in larger 
clusters, it is likely that the waters will form a water network with the MA on the outside for 
larger clusters with a lower number of MAs present. A scan of the other low energy cluster sizes, 
however show some deviation with some water molecules preferentially binding to MA rather 
than to the rest of the water molecules (specifically in Figure S3B and S4). 
Hydrogen Bonding Network 
 Unsurprisingly, the total cluster energy appears to be correlated to inter- and 
intramolecular hydrogen bonds. The number and types of hydrogen bonds (inter-, intramolecular, 
water-water, water-MA) can be found in Table 2. The e-MA forms an intramolecular hydrogen 
bond in all clusters except for the highest WSR, 10:1. There is no direct correlation between 
 
Figure 3. Clusters of five A.) k-MA and B.) e-MA. The keto form can rotate about the CCCO 
to accommodate efficient intermolecular hydrogen bonding while the enol form cannot. 
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number/type of hydrogen bonds and the relative stability between k/e-MA structures (energy 
difference in Table 2) but the binding energy has a linear relationship to the total number of 
hydrogen bonds, Figure 5. The low WSR clusters of k-MA show greater linearity with an R2 
value of 0.98 than e-MA clusters with an R2 value of 0.91. This linear relationship indicates that 
hydrogen bonds are the main stabilizing interaction in the low WSR MA-water clusters. 
 
The linear relationship does not continue at greater hydration where the stability of the 
structures is governed more by the water to water than the MA-water interactions. 
Computationally, 10 is the lowest WSR where water-water interactions are stronger than 
intramolecular bonds in the planar e-MA molecule. Of the lower concentrations studied 
experimentally, 1 and 4 M malonic acid solutions corresponding to 55.5 and 12.9 WSRs, 
respectively, 4 M was the lowest concentration where e-MA is the more abundant tautomer.1 At 
low concentrations of MA, water likely lowers the tautomer reaction barrier10 producing the 
experimentally observed and calculated thermodynamically stable k-MA. 
 
Figure 4. One malonic acid, (A) k-MA and (B) e-MA, surrounded by 10 water molecules. The 
keto structure rotates about the CCCO dihedral angle to accommodate more hydrogen bonds 
(highlighted in green). The water molecules are labeled for reference, see text. 
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Vibrational Analysis 
 Experiments show that as the particle WSR increases, various FTIR peaks change in 
intensity.1 By subtracting the 2% relative humidity spectrum from higher relative humidity 
spectra, the differences become clearer. In the difference spectrum, decreasing peaks become 
negative and increasing peaks are positive. Assignment of negative and positive peaks are 
thought to correspond to vibrational modes of keto and enol forms of MA, respectively.1 
Calculated spectra of clusters containing 1 e/k-MA and 0, 1, 4 6, and 10 water molecules 
in Figure 6 are plotted with positive intensities for e-MA clusters and negative for k-MA clusters. 
Notable regions where experimental peaks are positive or negative are highlighted by purple and 
green boxes, respectively. Significant overlap exists between the e- and k-MA spectra, however, 
regions with peaks unique to e- or k-MA show good agreement with experimental observations. 
For example, from ~1730-1760 cm-1 where k-MA has many C=O stretch modes and e-MA does 
not; one can see several negative peaks and no positive ones. More peaks associated with the 
 
Figure 5. Relationship between number of hydrogen bonds and binding energy. The circles 
are the keto structures (R2=0.98) and the triangles are for the enol structures (R2=0.91). 
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coupled carbonyl-alkene stretching modes of e-MA, appear at lower wavenumbers, ~1615-1720 
and ~1530-1585 cm-1.  
Other notable peaks are the COH bending (~1435-1450 cm-1); and methylene bending 
(~1410 cm-1), wagging (~1210-1255 and ~900-950 cm-1) and rocking (~925-955 cm-1) 
vibrational modes unique to k-MA. Other modes unique to e-MA include: C=C stretch at ~1250-
1320 cm-1 and a C=CH wag at ~1150 cm-1. Experimental1 and calculated values are reported in 
Table S2.  
 
Conclusion 
 Malonic acid clusters containing various water to solute ratios were reported 
experimentally to have high enol concentrations. Based on small cluster QM calculations, the k-
MA clusters are always more thermodynamically stable than e-MA clusters. However, cluster 
calculations containing mixed numbers of k-MA and e-MA would be needed to fully explore the 
stability of the cluster. However, the current results do suggest that larger cluster effects or 
  
Figure 6. Malonic acid calculated vibrational modes for single MA molecules with WSR 
between 0 and 10. Enol (purple) and keto (green) vibrational frequencies plotted positive and 
negative, respectively. Colored sections indicate positive (purple) and negative (green) peaks 
found in difference spectra from Ghorai and co-workers.1 See text for further explanation. 
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kinetic factors shift the keto-enol tautomerization equilibrium towards e-MA in concentrated MA 
particles. 
The relationship between binding energy and hydrogen bonding confirms that hydrogen 
bonding is the major contributor to cluster binding energies. At low MA concentrations, the 
stability of the system depends less on water interacting with MA and more on water-water 
interactions. This is consistent with the observed increase in e-MA hydroxyl-group rotation 
flexibility when more water molecules are present.  
Finally, vibrational modes matching observed increases and decreases in FTIR spectra 
are consistent with enol and keto forms of malonic acid, respectively. While this study focuses 
on comparisons with MA particles, concentrated solutions also show signs of e-MA. These 
computed modes further confirm that e-MAs compose the major form of MA in concentrated 
malonic acid particles and cannot be ignored in future MA studies. 
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CHAPTER 6. A QUANTUM CHEMISTRY CONCEPT INVENTORY FOR PHYSICAL 
CHEMISTRY CLASSES 
Marilú Dick-Pérez, Cynthia J. Luxford, Theresa L. Windus, Thomas Holme 
Department of Chemistry, Iowa State University, Ames, Iowa 50011 
Abstract 
 A 12-item, multiple-choice diagnostic assessment tool, the quantum chemistry concept 
inventory or QCCI, is presented. Items were developed based on published student 
misconceptions and content coverage, and then piloted and used in an advanced physical 
chemistry undergraduate course. In addition to the instrument itself, data from both a pre-test and 
a post-test administration is provided. This data suggests that the QCCI is capable of measuring 
the variation of student conceptual understanding of quantum mechanics in the context of a 
physical chemistry course, and that the instrument is sensitive to gains in student understanding 
that result from direct instruction in the topic - even when that instruction has a significant 
mathematical component as is common for this course. 
Introduction 
To the extent that meaningful learning is taking place (Novak, 1998, 2002), students in 
upper level undergraduate courses such as physical chemistry should be building knowledge 
upon foundations built in earlier courses in college. Unsurprisingly, the fidelity of this 
knowledge is not uniformly robust, and instructors in upper level courses can benefit from 
having a better estimate of student conceptual understanding upon entering that course. In this 
sense, an easily administered and scored assessment instrument for quantum chemistry 
represents a step that may improve instruction in upper level physical chemistry. This manuscript 
reports on the development and use of such an instrument. 
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There has been some significant work on student misconceptions related to topics that are 
commonly taught in the quantum chemistry component of physical chemistry. Of course, many 
of the core concepts in quantum chemistry such as chemical bonding or orbitals are treated 
earlier in the curriculum as well. Student conceptions of atoms play a key role in their 
understanding of the particulate nature of matter, and some quantum concepts are apparent early 
in the study of chemistry (Harrison & Treagust, 1996). Tsaparlis and coworkers have considered 
the role of quantum concepts in earlier courses in a series of papers (Tsaparlis, 1997, 2001; 
Tsaparlis & Papaphotis, 2002, 2009). Taber has focused attention on student understanding of 
atomic and molecular orbitals within the context of the concept of quanta (Taber, 2002 a, b; 
2005). Galley found that students in introductory physical chemistry courses enter the course 
believing that bond breaking is an exothermic process (2004). A number of studies have 
considered bonding concepts and misconceptions among more novice students, (Peterson et al., 
1989; Taber, 1997; Birk & Kurtz, 1999; Barker & Millar, 2000; Coll & Treagust, 2001; Nicoll, 
2001; Luxford & Bretz, 2013; Wang & Barrow, 2013) and it is reasonable to expect that some 
misconceptions that are held in these earlier stages of learning are robust enough to persist into 
upper level courses. For example, student misconceptions about bond polarity (Birk & Kurtz, 
1999; Nicoll, 2001), transfer of electrons in ionic bond formation rather than the attraction of 
ions (Taber, 1997; Luxford & Bretz, 2013), and interpretation of covalent bonds as literal ‘sticks’ 
(Birk & Kurtz, 1999; Luxford & Bretz 2013) may hinder student understanding of the role of 
molecular orbitals in bonding. Quantitative studies have determined the prevalence of bonding 
misconceptions among more novice students through concept inventories which allow instructors 
to quickly assess student understanding (Peterson et al., 1989; Tan & Treagust, 1999; Othman et 
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al., 2008; Luxford & Bretz, 2014). However, none of the inventories appear to have been used 
with higher level students. 
For students in courses with more advanced treatments of quantum mechanics, the 
majority of research arises in the Physics Education Research (PER) literature. Several aspects, 
often with a mathematical emphasis were noted in early efforts to identify student 
misconceptions in modern physics classes (Styer, 1996). Singh and coworkers have also carried 
out a number of studies investigating student mathematical facility within quantum mechanics 
and teaching interventions designed to address these difficulties (Singh, 2001, 2008; Zhu & 
Singh, 2012, 2013). There have been several concept inventory style instruments devised in 
physics as well, again with significant emphasis on mathematical concepts. An initial instrument 
emphasized a number of aspects of quantum mechanics, including visualization of 
wavefunctions (Cataloglu & Robinett, 2002). A 25-item instrument was designed to include both 
interpretive items (that depend on the interpretation of the nature of quantum mechanics) and 
non-interpretive items that have identifiable correct answers (Wuttiprom et al., 2009). A second 
instrument with a significant emphasis on the concept of tunneling has also been described 
(McKagan et al., 2010). These studies provide insight into a number of commonly held student 
misconceptions, but the emphasis in the quantum treatment in physical chemistry is not highly 
aligned with the content in these instruments. Thus, a new instrument with a more chemistry 
orientation was deemed important to have, but these previous studies were used in the 
development of several of the items in the inventory reported here. 
Instrument Development 
The motivation for the development of the Quantum Chemistry Concept Inventory 
(QCCI) was to measure conceptual understanding of the topics commonly taught in the quantum 
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portion of the junior-level physical chemistry class that is common in the US undergraduate 
curriculum. Thus, the QCCI was designed with an eye towards content coverage more than an 
interest in identifying misconceptions that parallel those found earlier in the chemistry 
curriculum or in physics courses for quantum mechanics. The key content coverage in this 
course includes: 
 Observations leading to quantum models for matter 
 Development of the Schrödinger equation 
 Particle in a box 
 Harmonic oscillator 
 Rigid Rotor 
 Spectroscopic applications of simple models 
 Hydrogen atoms 
 Variational methods 
 Many-electron systems and Hartree-Fock 
 Molecular orbital theory 
o Diatomic molecules 
o Larger molecules 
The overall approach within this content list utilizes significant mathematical treatment 
as well as conceptual understanding. Modest student facility with mathematics in the context of 
this type of physical chemistry course has been noted previously (Hadfield & Wieman, 2010; 
Becker & Towns, 2012). There may, therefore, be a tendency for instruction to focus on helping 
students simultaneously acquire the math skills used in topics such as quantum chemistry and the 
application of those skills to problems of chemical interest. If students struggle significantly with 
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the mathematics itself, many instructors will provide additional assistance, and time on task, with 
the math content, at the possible expense of the development of conceptual chemical 
understanding. It may be argued that such instructional decisions benefit from enhanced 
information, and therein lies a key motivation for the development of an instrument to measure 
conceptual understanding of students in quantum chemistry. Mathematical treatments that are 
common in this course do not exclude the development of conceptual understanding, but without 
a dedicated measurement, it is difficult to determine with fidelity. 
Another component of the design for this instrument was to be of short duration for 
students to take and for instructors to score. Thus, while open response versions of the items 
included in this instrument may be very illuminating, the time it takes to assess student 
understanding in this assessment format is a disincentive to the use of a diagnostic instrument for 
assessing conceptual understanding. Thus, from the outset, this QCCI was designed as a 
multiple-choice instrument. The literature on student misconceptions described in the 
introduction provided a significant amount of information on how such items could be devised.  
Thus, a total of 12 items were created and edited after preliminary administration with 
graduate students and postdoctoral students, prior to use with the target undergraduate physical 
chemistry audience. The full twelve-item instrument is provided in the appendix of this paper. 
The topics covered by these items include:  
 Item 1: Orbitals (molecular versus atomic orbitals) 
 Item 2: Approximations used to simplify many electron systems 
 Items 3-5: Nature of bonding 
 Items 6, 7: Wave nature of particles 
 Item 8: Correspondence principle – classical limit 
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 Item 9: Potential energy curve 
 Items 10, 12: Characteristics of a wave function 
 Item 11: Qualitative description of quantum mechanical phenomena 
The items fit into the traditionally covered topics. Items 1, 3-5 and 9 fit into the material 
relating to molecular orbital theory. Item 2 was covered during the many-electron atoms and 
molecules and the use of the Hartree-Fock approach. The wave nature of particles, covered in 
items 6 and 7, can fall into several categories but is typically introduced during the treatment of 
particle in a box. The correspondence principal, item 8, is typically introduced during particle in 
a box or in the harmonic oscillator section. The characteristics of a wavefunction, items 10 and 
12, are introduced in the development of the Schrödinger equation and its solution when 
discussing the various models, such as particle in a box, harmonic oscillator, rigid rotor, and the 
hydrogen atom. Item 11 is typically introduced early in the course when describing the failure of 
classical and Bohr models to describe observed phenomena and later in the course when spin and 
multi-electron atoms are discussed. 
The instrument was used as both a pre-test, in the first week of the course, and a post-test 
during the last week of the course to determine if it was capable of measuring learning gains that 
resulted from the instruction. From the outset, the instructors in this course intended to introduce 
some more interactive materials for students during lecture times, and the topics chosen for this 
endeavor were motivated by performance on the pre-test, but there was no attempt to specifically 
remediate the topics as assessed by the QCCI.  
Results 
Diagnostic instruments such as the proposed QCCI are useful only if they provide valid 
and reliable results. This holds true not only for the development, but for any subsequent usage 
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of the instrument (Arjoon et al., 2013). For an upper level course such as physical chemistry, 
achieving large datasets typically requires several semesters, and as such, we report the QCCI 
with a more modest student usage dataset here. This decision is based on the favorable behavior 
of the instrument with the current set of student responses reported here. This observation 
suggests that providing the instrument to the community might allow for cross institutional 
validation studies with interested parties that would further bolster the psychometric analysis of 
this proposed tool. Importantly, we expect to continue to use the instrument in future educational 
intervention studies, and will report on revalidation efforts as would be carried out regardless for 
a concept inventory instrument.  
The first set of data to consider for the performance of the instrument is student answers 
in both a pre-test and post-test format as provided in Figure 1. 
 
There are several observations worth noting. First, the design of the items using literature 
results to devise distractors was largely successful. Particularly in the pre-test administration 
before students received direct instruction in quantum chemistry, all but two of the answers 
(answer “D” in item 9 and answer “B” in item 11) attracted at least 10% of the students. This 
 
Figure 1. Student responses as fractions that choose each answer in the pre-test (left) and 
post-test (right) administration of the QCCI. The correct answer is boxed in each case. Items 
that were left blank are represented with “n.a.”  
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observation is further bolstered by the fact that these unattractive distractors increase 
substantially (seven answers) in the post-test, where the experience of a semester of instruction 
has helped the students in the course be able to avoid a notably larger fraction of the 
misconceptions that are built into the distractors. The ability of the multiple-choice items to elicit 
student misunderstandings is often the most challenging aspect of a concept inventory 
development (Sadler, 1998) and a set of items with this characteristic is a strong indicator that 
the expected student knowledge states are observable in this format. Second, in the pre-test 
administration, many of the items performed “below guessing”, that is the percentage of correct 
responses was below the 25% that might be expected for random answers. 
  
Again, this observation suggests that students are attracted towards common 
misconceptions embodied in the items prior to direct instruction. Third, and perhaps most 
importantly, the result of direct instruction in the course is a marked improvement in student 
conceptual understanding, but by no means leads to complete dispelling of misconceptions. This 
instrument appears to have the desirable characteristic of being able to measure student gains of 
 
Figure 2. Student scores on pre-test and post-test administration of the QCCI. Left side shows 
all student performances and the right side shows performances only for students who 
participated in both administrations. 
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conceptual understanding in a course that has a significantly mathematical treatment of the 
science. 
Figure 2 provides this learning gain perspective from the lens of student scores on the 
instrument as a whole. The clear advance in number of correct items as a result of direct 
instruction is not surprising. The important observation to note, however, is that the instrument 
appears to assess a range of student conceptual understanding in both administrations. In other 
words, the QCCI maintains it sensitivity to variations in student conceptual understanding both 
for unchallenged misconceptions at the beginning of a quantum chemistry course and for 
students who have had a semester of instruction in this course. An instrument that demonstrates 
substantial kurtosis in either of these implementations would provide less diagnostic utility as a 
formative assessment instrument.  
Classical test theory can be used to lend a further understanding of the performance of the 
QCCI through evaluation of the reliability and discriminatory power of the instrument. Out of 
the 56 students completing the pre-test, the scores ranged from 0 to 10 with a mean score of 
3.95±1.91 out of a possible 12 points. The median score on the pre-test was a score of 4 points. 
A closer look at the pre-tests of the 38 students who completed both the pre-test and post-test 
showed that the subset of students were representative of the larger set with scores ranging from 
1 to 10 with a mean score of 4.03±1.85 and a median score of 4 points. The post-test 
implementation had scores ranging from 3 to 11 with a mean score of 6.74±2.26 and a median 
score of 6.5 points. The Wilcoxon signed ranks test showed a significant difference (p<0.0001) 
between the pre-test and post-test scores of the 38 students who took both with students scoring 
higher on the post-test than on the pre-test. This further supports the sensitivity of the QCCI in 
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being able to detect some changes in students’ understanding as they learned quantum chemistry 
in the semester long course.  
Ferguson’s delta (δ) measures the breadth of the distribution of students’ total scores over 
the possible range (Ferguson, 1946). In general, tests that have a broader distribution of scores 
tend to be better at discriminating between students at varying levels of understanding (Ding & 
Beichner, 2009). Tests with a δ greater than 0.9 generally are accepted as providing good 
discrimination among students. The pre-test of the QCCI (δpre= 0.92, N=56) and the post-test 
implementation (δpost= 0.96, N=38) showed good discrimination indicating that the QCCI does 
appear to be measuring across the full range of scores. This further supports that the QCCI was 
capable of discriminating between different levels of student understanding and that the floor 
effect (a lot of scores close to the lowest score) and the ceiling effect (a lot of scores close to the 
highest score) were not present in the data collected with the QCCI on either the pre-test or the 
post-test. 
 In order to look at the individual item performance, item difficulty and point biserial 
correlation coefficients were calculated for each question for each of the two implementations of 
the instrument. Item difficulty (P) is the ratio of students who answered the item correct to the 
ratio of people tested. For example, an item difficulty of 0.8 would mean that 80 percent of the 
respondents answered the item correct. Items with P>0.8 are typically considered easy, while 
items with P<0.3 are considered difficult. The point biserial correlation coefficient (rpbi) is used 
to look for correlations between the dichotomous score on the item and the total score (Ding & 
Beichner, 2009). The rpbi gives an indication of how discriminatory the item performs through 
the use of all student responses on that item and the corresponding total scores. A low rpbi 
indicates that whether the student gets the item correct or incorrect does not correlate with the 
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students overall score. Kline defined a satisfactory rpbi as being equal or greater than 0.2 (1986). 
Items with rpbi less than 0.2 are less discriminating between the top performing and the bottom 
performing students overall. A low rpbi could indicate students are misinterpreting the item, the 
item is measuring a different construct than the other items on the instrument, or it could be an 
indicator that the students did not learn the content.  
 Figure 3 shows a visual representation of the relationship between the item difficulty and 
the point biserial correlation, similar to the difficulty and discrimination plots used in the item 
analysis of the Bonding Representations Inventory created by Luxford & Bretz (2014). Items that 
are difficult (P<0.3), are expected to have low rpbi values due to the small number of students 
answering the item correctly. Items that are easy (P>0.8) also could have low rpbi values due to 
the high number of students responding correctly to those items.  
 
  
 
Figure 3. Item difficulty and point biserial correlation coefficients on the QCCI for both the 
pre-test and the post-test student data. Items with P > 0.8 are considered easy items, while 
items with P < 0.3 are considered difficult items. Items with rpbi ≥ 0.2are items where the 
individual item performance correlates with the overall total score for each student. 
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Overall, item performance on only 2 items on the pre-test (items 3 and 12) and 2 items on 
the post-test (items 8 and 10) had a low correlation to the total scores of the respective exams. 
Item 3 tested students’ understanding of the chemical nature of the bond in H2+ and item 12 
focused on the product of independent wavefunctions. It is likely the students found these 
difficult in the pre-test because few if any were taught these concepts in prior courses. Item 12 
held some gain; however, it appeared that some students were still struggling with the concept. 
Item 8 tested on understanding of the classical limit in harmonic oscillators. It is possible that the 
course discussion of momentum in the harmonic approximation added further confusion or that 
the correct answer on this item is less appealing for some reason, even a linguistic one, than the 
distractors. Item 10 tested students’ understanding of characteristics of wavefunctions. 
Performance on this item improves after instruction, but a similar number of high proficiency 
students and low proficiency students selected the correct answer on this item, lowering the rpbi 
value. 
Normalized gains (Hake, 1998) were calculated for each item in order to look at the 
changes in student performance between the pre-test and post-test (Table 1). Overall students 
performed better on the QCCI after instruction in the course. Item 8 was the only item where 
overall the students did worse on the post-test than they did on the pre-test. As was mentioned 
earlier, it is possible that the discussion of harmonic approximation momentum might have 
confused students. As previously discussed, it is expected that students had little prior knowledge 
of the nature of the bond in H2+ and the attractiveness of the “bonding pair” concept of electrons 
for entering students could account for the significantly large normalized gain in Item 3 upon 
direct instruction on this topic.  
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The QCCI pre-test and post-test data also supports the notion of students in more 
advanced courses retaining misconceptions from introductory courses and lends evidence 
towards the stability of some of these misconceptions as students gain additional knowledge. 
Item 4 tests the concept of bond formation leading to the release of energy. The modest gain 
score for this item suggests that even for students at an advanced level, this misconception is 
robust as has been found with introductory level students (Barker & Millar, 2000; Galley, 2004). 
Table 1. Normalized gains of the twelve items on the QCCI for the 38 students who took both 
the pre-test at the beginning of the course and the post-test at the end of the course.  
Item  Content Normalized Gain 
  8 Correspondence principle – classical limit -0.11 
  4 Nature of bonding  0.07 
  1 Orbitals  0.12 
  5 Nature of bonding  0.24 
12 Characteristics of a wave function  0.32 
  7 Wave nature particles  0.35 
10 Characteristics of a wave function  0.39 
11 Qualitative description of quantum mechanical phenomena  0.40 
  9 Potential energy curve  0.41 
  6 Wave nature particles  0.51 
  2 Approximations used to simplify many electron  0.54 
  3 Nature of bonding  0.72 
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Summary 
 This paper presents a compact, 12-item concept inventory, dubbed the QCCI, to assess 
conceptual understanding of key topics of quantum chemistry that are taught in advanced 
physical chemistry. The design of the QCCI is meant to provide a tool that requires modest use 
of class time and is easily graded, so it also uses little instructor time to administer. The items in 
the QCCI were designed based on previously published literature reports about student 
misconceptions from both chemistry education research and physics education research as well 
as general course content. 
While continued validation studies are still needed to further assess aspects of the validity 
and reliability of this instrument, initial data indicates that the QCCI has several desirable 
qualities. Most importantly, the multiple-choice distractors devised from the literature appear to 
be capable of eliciting misconceptions from students who are at a relatively advanced stage in 
the chemistry curriculum. It is also important to note that in both pre-test and post-test usage, the 
instrument is capable of determining the variability of understanding in a cohort of students for 
both administrations. That is, the QCCI has not shown either a floor-effect or a ceiling-effect in 
its usage. Finally, the result of direct instruction in quantum chemistry is well reflected in the 
increase in student conceptual understanding in the course. Thus, even in a course that includes a 
fair amount of mathematics instruction and mathematical treatments of physical chemistry 
content, the QCCI provides a means to measure concomitant development of conceptual 
understanding. 
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CHAPTER 7. DISSERTATION CONCLUSION 
 An extensive look at nearly intact primary plant cell wall polysaccharides by SSNMR 
methods provided an interesting first view of how polysaccharides interact on the molecular 
level when in a nearly-native state. For example, hemicellulose was shown to have limited but 
strong contacts with, and possibly even intercalated into, cellulose. Pectic polysaccharides were 
found to have few contacts to other polysaccharides but is nicely explained by their increased 
motional rates. Additional studies comparing mutant A. thaliana plants lacking hemicellulose 
showed increased contact between pectic polysaccharides and cellulose and increased mobility in 
the cell wall components, thought to result from weaker binding between cellulose fibrils. 
Additionally, application of various SSNMR experiments helped resolve peaks and enabled full 
chemical shift assignment.1  
 The removal of a major component of the cell wall, pectic polysaccharides, confirmed or 
enabled the initial assignment of previously observed peaks in the intact CW spectra, specifically 
those belonging to galacturonic acid, arabinose and rhamnose. Not surprisingly, new interactions 
were observed between cellulose and new unassigned species which could belong to saccharides 
modified by the pectin extraction process or increased signal from less abundant compounds. 
The mobility of the remaining components was decreased which increased the signal arising 
from dipolar mediated magnetization transfer and allowing new peaks to be observed.2 
 The study of carbohydrates by SSNMR prompted curiosity in how the molecular 
structure of the cell wall components could be further identified using computationally derived 
chemical shift information. To study large polysaccharides, appropriate chemical shielding 
calculation methods and level of theory must first be determined. Thus, an initial study of 
chemical shifts derived for a small isolated model compound, glucose, with various levels of 
theory was undertaken. The results suggest that sufficient accuracy (about 2 ppm) can be 
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obtained using an internal reference and crystal structure geometries with optimized CH and OH 
bond lengths. The DFT functionals (KT2, B3LYP and B3P86) and HF all perform quite well. 
The greatest internal consistency was achieved with KT2, a functional specifically designed to 
work well for calculating magnetic properties. This new information may be used to study larger 
polysaccharides such as model cellulose and xyloglucan. 
 In another computational study, the relative amounts of keto and enol structures in 
hydrated malonic acid clusters, a substance found in pollutants, was examined. This system was 
compelling because only relatively few studies on the enol structure exist, despite recent studies 
showing it is an important component in malonic acid systems especially when highly 
concentrated, as in deliquesced particles. Correlation between observed enol peaks in IR spectra 
and simulated spectra provides strong evidence that the enol tautomer is indeed in greater 
abundance when malonic acid is concentrated. Further studies on the tautomerism mechanism as 
well as larger structures would likely reveal the cause for the shift in equilibrium. 
 The underlying theory behind the phenomena observed or calculated in this dissertation is 
quantum mechanics (QM), a complex theory combining principles from multiple disciplines and 
requiring a variety of skills and knowledge to learn. Typically students are first introduced to 
QM in introductory general chemistry classes as freshmen. Other exposure may come from other 
courses or popular media. The implications of how former knowledge affects QM learning in 
higher level undergraduate courses is the topic of study in the final chapter. It describes the 
development and performance of a new assessment tool, Quantum Chemistry Concept Inventory 
(QCCI), intended to characterize and quantify students’ misconceptions before and after direct 
instruction in a senior level quantum chemistry class. This tool is also intended to help 
differentiate the efficacy of different teaching methods. The data from a small group of students 
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shows that the assessment tool can be used to identify misconceptions and indicate concepts 
where students have increased understanding after taking the course. 
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Table S1. 13C-1H dipolar order parameters (SCH) of Arabidopsis CW polysaccharides at 293 K, measured using 
quantitative DIPSHIFT. 
 
Table S2. Quantitative 13C T1 relaxation times (s) of XG-deficient mutant Arabidopsis CW polysaccharides. 
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Table S3. Quantitative 1H T1ρ relaxation times (ms) of mutant Arabidopsis CW polysaccharides. 
 
 
Table S4. Conditions for the 2D and 3D SSNMR experiments for wild-type (WT) and mutant  
Arabidopsis primary CWs. 
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Table S5. Assigned polysaccharide 13C chemical shifts of Arabidopsis primary CWs, comparison with literature, 
and the spectra from which cross peaks were obtained.
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Table S5 (Continued). Assigned polysaccharide 13C chemical shifts of Arabidopsis primary CWs, comparison with 
literature, and the spectra from which cross peaks were obtained.
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Figure S1. Pulse sequences used for resonance assignment and measurement of intermolecular contacts of A. 
thaliana primary CW polysaccharides. A. 2D DQF 13C -13C correlation experiment. The SPC5 sequence (10) was 
used to recouple the 13C-13C dipolar interaction. B. 2D 13C spin diffusion correlation experiment. C. 2D J-
INADEQUATE experiment correlating the DQ and SQ 13C chemical shifts of mobile polysaccharides. D. 3D CP-
based CCC correlation experiment with two spin diffusion mixing times (11) to resolve and determine 
intermolecular contacts. Change of the initial 1H-13C CP to 13C DP by a 13C 90˚ pulse converts the sequence to a 3D 
DP CCC experiment. 
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Figure S2. Illustrations of the assignment strategy for 2D correlation spectra with (A) and without (B) diagonal 
peaks. A. 2D DQF spectrum, shown in triplicate to illustrate the connectivity walk for surface cellulose (left), GalA 
(middle), and the Glc backbone of XG (right). Alternating between diagonal and cross peaks yields the assignment 
of directly bonded carbon in each sugar ring. Resonance overlap is further reduced in 3D CCC spectra, which are 
assigned in the same way. B. 2D DP J-INADEQUATE spectrum, shown in duplicate to illustrate the connectivity 
walk for arabinose (left) and xylose (right). Two peaks with the same DQ frequency are directly bonded. 
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Figure S3. Additional 2D 13C correlation spectra of wild-type and mutant Arabidopsis CWs for resonance 
assignment. A. 13C CP-DARR spectrum (5 ms mixing) of wild-type CW. The carboxyl region of GalA and the methyl 
region of Rha are shown to indicate the unique functional groups that facilitated the assignment. The methyl group 
panel on the right was obtained from a DARR spectrum with 20 ms mixing. B-C. 2D DP-INADEQUATE spectra of 
wild-type (B) and mutant (C) cell walls. Assignments are indicated in color for cellulose (red), hemicellulose 
(blues), and pectin (greens).   
144 
 
 
 
 
 
Figure S4. Representative ω1 planes of the 3D CCC spectra of wild-type CW measured with  
13C DP (top row) and CP (bottom row) to distinguish mobile and rigid species. A. 105.4-ppm plane of the C1 of 
cellulose and XG backbone. B. 65-ppm plane of the interior cellulose C6. The DP spectrum was measured with 
mixing times of 5 ms and 100 ms, and the CP spectrum with mixing times of 8 ms and 300 ms. A number of 
cellulose-pectin (red and green) cross-peaks were observed in the DP spectrum, while surface-interior cellulose 
cross-peaks (red) were detected in the CP spectrum. 
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Figure S5. Representative ω1 planes of 3D CP-CCC spectra of wild-type CW measured with a short tm2 of 5 ms to 
enhance intramolecular cross-peaks (top) and with a long tm2 (300 ms) to detect all cross-peaks (bottom). A. 64.6-
ppm plane of interior cellulose C6. B. 83-ppm plane of glucose C4 in XG. C. 88.7-ppm plane of interior cellulose 
C4. Many intermolecular cross-peaks, assigned in color, were identified in the long tm2 spectrum. Dashed lines in 
the top row guide the eye for the absence of intermolecular cross peaks. 
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Figure S6. Representative ω1planes of the 3D CP-DIPSHIFT spectra to compare the motional amplitudes of CW 
polysaccharides with enhanced site resolution. A. Spectrum with a 13C-1H dipolar filter (τCH) of 1 µs. B. Spectrum 
with τCH= 69 µs. All spectra were measured at 293 K under 7 kHz MAS. C. Selected dipolar dephasing of resolved 
peaks. Cellulose peaks (104.8 ppm and 88.5 ppm) exhibited the largest decay, indicating the strongest dipolar 
couplings, while pectin peaks (100.4 ppm) had the smallest decay, indicating the largest mobility. Hemicellulose 
peaks (99.9 ppm) had intermediate decays or motional amplitudes. The 3D-DIPSHIFT spectra showed stronger 
dipolar dephasing for all sites than the 2D DP-DIPSHIFT spectrum (Figure 3), which can be attributed to the use of 
CP and the additional spin diffusion period in the 3D experiment that suppressed the signals of mobile short-T1 
components. D. Pulse sequence for the 3D DIPSHIFT experiment. 
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Figure S7. Representative relaxation curves of wild-type Arabidopsis CW polysaccharides. A.  
13C T1 inversion recovery data obtained using quantitative DP with a 15 s recycle delay. Cellulose: red; 
hemicellulose: blue; pectin: green. All signals show double exponential decays with differing amounts of fast and 
slow-relaxing components. B. 13C-detected 1H T1ρ decay curves measured with Lee-Goldburg spin lock to ensure 
site-specificity. 
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APPENDIX B: CHAPTER 3 SUPPORTING INFORMATION 
MULTIDIMENSIONAL SOLID-STATE NMR STUDIES OF THE STRUCTURE AND DYNAMICS OF PECTIC 
POLYSACCHARIDES IN UNIFORMLY 13C-LABELED ARABIDOPSIS PRIMARY CELL WALLS 
Marilu Dick-Perez1, Tuo Wang1, Andre Salazar2, Olga A. Zabotina2, and Mei Hong1* 
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Table S1. Conditions of the SSNMR experiments for characterizing Arabidopsis CWs.  
Experiment Sample Mixing time 
(ms) 
Polarization  Temp 
(K) 
MAS rate 
(kHz) 
Recycle 
delay (s) 
1D 13C DP Intact & treated - DP 294 7 25 
2D J-INADEQUATE Intact 6 DP 295 12 2 
2D J-INADEQUATE Treated 6 DP 295 11.8 1.8 
2D DQ filtered CC Intact 1.14 CP 296 7.0 1.7 
2D DQ filtered CC Treated 1.33 CP 296 7.5 1.8 
3D CCC  Intact 8, 300 CP 273 12.0 1.8 
3D CCC Treated 8, 300 CP 296 9.3 1.85 
2D DARR Intact 8 CP 293 7.5 1.8 
2D DARR Treated 8 CP 293 7.5 1.8 
2D PDSD Intact 300 CP 293 7.5 1.8 
2D PDSD, 7 ms T1ρ filter Intact 300 CP 293 7.5 2.0 
2D PDSD Treated 300 CP 293 7.5 2.1 
2D PDSD Intact 300 CP 298 9.3 1.9  
2D PDSD Treated 300 CP 298 9.3 1.9 
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Figure S1. Representative 1D cross sections of 2D 13C-13C correlation spectra of intact (black) and depectinated 
(red) primary CWs to compare cross peak intensities. (a, b) 1D cross sections from DP J-INADEQUATE spectra of 
Figure 2(a, b). The 1 double-quantum chemical shifts of the cross sections are indicated. The 192 ppm and 151 
ppm cross sections in (a) show the removal of pectin peaks in the depectinated CW. The 165 and 172 ppm cross 
sections in (b) show additional cross peaks in the depectinated CW that are absent in the WT cell wall. (c) 1D cross 
sections from the 2D DQ filtered spectra of Figure 2(c, d). The depectinated CW shows weaker intensities for pectin 
cross peaks.  
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Figure S2. Selected 1D cross sections from the 3D CCC spectra shown in Figure 4 for the intact (black) and 
depectinated (red) CW. (a) ω1=105 ppm 2D plane (Figure 4a). The 105 ppm cross section serves as the reference 
while the 89 ppm and 73 ppm ω2 cross sections show the increased cross peak intensity of the depectinated CW. The 
cross sections of the two samples are scaled such that the intensity of the triple diagonal peak at (105, 105, 105) 
ppm (labeled as ref) is the same. (b) ω1 = 89 ppm 2D plane (Figure 4b). The depectinated CW has higher iC4 to iC1 
and iC3/C5 cross peaks. The cross sections of the two samples are scaled such that the triple diagonal peak at (89, 
89, 89) ppm (labeled as ref) has the same intensity. (c) ω1=83.8 ppm 2D plane (Figure 4a). The cross sections of the 
two samples are scaled such that the triple diagonal peak at (84, 84, 84) ppm (labeled as ref) has the same intensity. 
The depectinated sample shows higher cross peak from s/G C4 to s/G C1 and C3/5.  
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Figure S3. 2D 13C-13C PDSD spectra with 300 ms mixing measured at 298 K under 9.3 kHz MAS. (a) 2D spectrum 
of the intact CW. (b) 2D spectrum of the depectinated CW. (c) 1D cross sections from the 2D spectra at the 
indicated ω1 chemical shifts, illustrating the higher cross peak intensities of the depectinated CW. Cross sections 
are scaled such that the diagonal peak (indicated by *) has equal intensity between the two spectra. The 
depectinated CW sample shows stronger cross peaks for most cross sections as a result of more efficient spin 
diffusion for the more rigid polysaccharides that remain in the cell wall.  
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Figure S4. Representative relaxation data used to obtain the 13C T1 (a, b) and 1H T1ρ values (c, d) of the intact (a, c) 
and depectinated (b, d) CW samples. The 88 ppm and 62 ppm peaks of interior cellulose C4 and surface cellulose 
and XG backbone C6 are shown. Note the different time axis for the 1H T1ρ data between (c) and (d). 
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APPENDIX C: CHAPTER 4 SUPPORTING INFORMATION 
BENCHMARK STUDY OF GLUCOSE FOR POLYSACCHARIDE CHEMICAL SHIFT CALCULATIONS 
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Table S1. Bond lengths between XH, where X is either oxygen or carbon, calculated by optimizing hydrogen 
positions. 
X-H Bond lengths for RHF/aug-cc-pvtz structure 
X # CH bond length (Å) OH bond length (Å) 
1 1.080 0.941 
2 1.080 0.942 
3 1.086 0.941 
4 1.085 0.939 
5 1.081 na 
6 1.078 0.941 
6 1.086   
 Avg. 1.082 Avg. 0.941 
X-H Bond lengths for KT2/aug-cc-pvtz structure 
1 1.086 0.959 
2 1.086 0.963 
3 1.095 0.962 
4 1.093 0.957 
5 1.090 na 
6 1.084 0.961 
6 1.092   
 Avg. 1.089 Avg. 0.960 
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RELATING QM DERIVED MALONIC ACID CLUSTERS TO HIGHLY CONCENTRATED HYDRATED 
PARTICLES 
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Figure S1. Minimum energy enol structure. 1 e-MA with 1 water 
Table S1. Select malonic acid experimental and calculated (scaled by 0.97) vibrational modes in wavenumbers 
(cm-1). Vibrational modes may be coupled to modes not indicated here.  
Vibrational 
mode* 
Atoms Experiment 
Cluster WSR 
0:1 1:1 4:1 6:1 10:1 
k-MA 
γ CH2  935 936 939 927, 945 944 
τ CH2 925 1165 1119, 1203 1146 1184 1173, 1184 
ω CH2 1175 1250 1251 1209 1256 1246 
δ CH2 1445 1391 1407 1405 1386 1412 
ν C=O 1690-1750 1734, 1814 1754, 1818 1702, 1723 
1671, 1687, 
1748 
1650, 1653, 
1671, 1691, 
1698, 1748 
e-MA 
ν C=C ~1620 
1322, 1475, 
1681 
1621, 1630 1665 1298 
1621, 1632, 
1644, 1650 
ν C=O 1500-1700 1646, 1681 1715 
1345, 1490, 
1665, 1682, 
1687 
1298, 1636 
1435, 1547, 
1612 
*δ – bending, ν – stretching, γ – rocking, τ – torsion, ω – wagging 
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A.       B.     
Figure S2. A.) Minimum energy structure with 1 k-MA and 1 water and B.) the second lowest energy structure that 
is 0.87 kcal/mol higher in energy from structure A. 
A.      B.  
Figure S3. A.) Minimum energy e-MA with 4 water structures and B.) the second lowest energy structure that is 
0.60 kcal/mol greater in energy. 
 
 
Figure S4. Minimum energy structure of 1 k-MA with 4 waters. 
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A.            B.  
Figure S5. A.) Minimum energy e-MA and B.) k-MA with 6 water structure. 
A.       B.  
Figure S6. A.) Minimum energy 1 k-MA 10 water structures. B.) Low energy structure, 0.15 kcal/mol higher in 
energy than A and includes a hydronium ion (shaded in blue). 
 
Figure S7. A.) Minimum energy k-MA and B.) e-MA.  
 
158 
 
 
 
 
Figure S8. Minimum energy 2 e-MA with 1 water structure. 
A.   B.  
Figure S9. A.) The minimum energy 2 k-MA 1 water structure. B.) Second lowest structure 0.94 kcal/mol higher in 
energy than A. 
 
Figure S10. 2 e-MA and 2 waters minimum energy structure.  
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A. B.   
C.  
Figure S11. A.) 2 k-MA and 2 water minimum energy structure. B.) The second minimum energy structure 0.45 
kcal/mol higher in energy. C.) The third lowest energy structure found to be 0.66 kcal/mol higher in energy. 
A.       B.  
Figure S12. A.) 5 e-MA with one water and B. 5 k-MA with one water. 
 
