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Abstract
The main result of this paper is a positive answer to the Conjecture 5.1 of [15] by A.
Chernikov, I. Kaplan and P. Simon: If M is a PRC field, then Th(M) is NTP2 if and only
if M is bounded. In the case of PpC fields, we prove that if M is a bounded PpC field,
then Th(M) is NTP2. We also generalize this result to obtain that, if M is a bounded
PRC or PpC field with exactly n orders or p-adic valuations respectively, then Th(M) is
strong of burden n. This also allows us to explicitly compute the burden of types, and to
describe forking.
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1 Introduction
A pseudo algebraically closed field (PAC field) is a field M such that every absolutely irre-
ducible affine variety defined over M has an M-rational point. The concept of a PAC field was
introduced by J. Ax in [2] and has been extensively studied. The above definition of PAC field
has an equivalent model-theoretic version: M is existentially closed (in the language of rings)
in each regular field extension of M .
.
The notion of PAC field has been generalized by S. Basarab in [3] and then by A. Prestel
in [35] to ordered fields. Prestel calls a field M pseudo real closed (PRC) if M is existentially
closed (in the language of rings) in each regular field extension N to which all orderings of M
extend. PRC fields were extensively studied by L. van den Dries in [43], Prestel in [35], M.
Jarden in [26], [27] and [28], Basarab in [5] and [4], and others.
In analogy to PRC fields, C. Grob [20], Jarden and D. Haran [25] studied the class of
pseudo p-adically closed fields. A field M is called a pseudo p-adically closed (PpC) if M is
existentially closed (in the language of rings) in each regular field extension N to which all the
p-adic valuations of M can be extended by p-adic valuations on N . PpC fields have also been
studied by I. Efrat and Jarden in [19], Jarden in [29] and others.
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The class of PRC fields contains strictly the classes of PAC fields of characteristic 0 and real
closed fields (RCF) and the class of PpC fields contains the p-adically closed fields (pCF). It is
known that the theories RCF and pCF are NIP. Duret showed in [17] that the complete theory
of a PAC field which is not separably closed is not NIP. In [8] Z. Chatzidakis and A. Pillay
proved that if M is a bounded (i.e. for any n ∈ N, M has only finitely many extensions of
degree n) PAC field, then Th(M) is simple. In [6] Chatzidakis proved that if M is a PAC field
and Th(M) is simple, then M is bounded. PRC and PpC fields were extensively studied, but
mainly from the perspective of algebra (description of absolute Galois group, etc), elementary
equivalence, decidability, etc. Their stability theoretic properties had not been studied. In this
paper we study the stability theoretic properties of the classes of PRC and PpC fields.
In Theorem 4.10 we generalize the result of Duret and we show that the complete theory
of a PRC field which is neither algebraically closed nor real closed is not NIP. In Corollary 7.4
we show that the complete theory of a bounded PpC which is not p-adically closed is not NIP.
The general case for PpC is still in progress, the main obstacle is that the p-adic valuations are
not necessarily definable, and that algebraic extensions are not necessarily PpC.
The class of NTP2 theories (theories without the tree property of the second kind, see
Definition 4.1) was defined by Shelah in [40] in the 1980’s and contains strictly the classes of
simple and NIP theories. Recently the class of NTP2 theories has been particularly studied
and contains new important examples, A. Chernikov showed in [11] that any ultra-product of
p-adics is NTP2. A. Chernikov and M. Hils showed in [13] that a σ-Henselian valued difference
field of equicharacteristic 0 is NTP2, provided both the residue difference field and the value
group (as an ordered difference group) are NTP2. There are not many more examples of strictly
NTP2 theories. A. Chernikov, I. Kaplan and P. Simon conjectured in [15, Conjecture 5.1] that
if M is a PRC field then Th(M) is NTP2 if and only M is bounded. Similarly if M is a PpC
field.
The main result of this paper is a positive answer to the conjecture by Chernikov, Kaplan
and Simon for the case of PRC fields (Theorem 4.23). In fact for bounded PRC fields we obtain
a stronger result: In Theorem 4.22 we show that if M is a bounded PRC field with exactly n
orders, then Th(M) is strong of burden n. We also show that Th(M) is not rosy (Corollary
4.20) and resilient (Theorem 4.30). The class of resilient theories contains the class of NIP
theories and is contained in the class of NTP2 theories. It is an open question to know whether
NTP2 implies resilience.
The case of PpC fields is more delicate, and we obtain only one direction of the conjecture. In
Theorem 8.5 we show that the theory of a bounded PpC field with exactly n p-adic valuations
is strong of burden n and in Theorem 8.5 we show that this theory is also resilient. That
unbounded PpC fields have TP2 will be discussed in another paper. The problem arises again
from the fact that an algebraic extension of a PpC field is not necessarily PpC.
Independently, W. Johnson [30] has shown that the model companion of the theory of fields
with several independent orderings has NTP2, as well as characterized forking, extension bases,
the burden, and several other results. He also obtains similar results for the class of existentially
closed fields with several valuations, or with several p-adic valuations. Some of his results follow
from ours, since his fields are bounded, and PRC or PpC in case of several orderings or p-adic
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valuations. His results on fields with several valuations however cannot be obtained by our
methods.
The organization of the paper is as follows: In section 2 we give the required preliminaries on
ordered fields and pseudo real closed fields. In section 3 we study the theory of bounded PRC
fields from a model theoretic point of view. We work in a fixed complete theory of a bounded
PRC field, and we enrich the language adding constants for an elementary submodel. In section
3.1.1 we study the one variable definable sets; to do that we work with a notion of interval for
multi-ordered fields. We define multi-intervals, and a notion of multi-density in multi-intervals
(Definition 3.10). Using that we find a useful description of one variable definable sets in terms
of multi-intervals and multi-density. In section 3.1.2 we show that the results obtained in 3.1.1
can be easily generalized to several variables. We define a notion of multi-cell (Definition 3.16),
and we find (Theorem 3.17) a description of definable sets in terms of multi-cells and multi-
density. This “density theorem” is extremely important and plays a role in most proofs. In
3.2 we show some theorems about amalgamation of types for bounded PRC fields. The main
difficulty is caused by the orderings. In section 4 we study the stability theoretic properties of
PRC fields and we show the main theorem on NTP2 and strongness for bounded PRC fields. In
section 4.2 we calculate explicitly the burden of complete types, in 4.3 we show that the theory
of a bounded PRC field is resilient, and in section 4.4 we give a description of forking. In 4.5
we study the Lascar strong types, in Theorem 4.42 we show that having the same Lascar type
equals having the same types. We also show that if a and b have the same Lascar type, then the
Lascar distance between a and b is less or equal to two. We see in Remark 4.43 that in the case
of PRC bounded fields the Amalgamation Theorem (Theorem 3.21) implies the independence
theorem for NTP2 theories showed by Chernikov and Ben Yaacov in [10].
In section 5 are the preliminaries on p-adically closed fields, and pseudo p-adically closed
fields. In sections 6, 7 and 8 we show that some results obtained in section 3 and 4, can be
generalized easily to bounded PpC fields.
2 Preliminaries on pseudo real closed fields
In this section we will give all the preliminaries that are required throughout the paper. We
assume that the reader is familiar with basic concepts in model theory and algebra.
2.1. Notations and Conventions. Let T be a theory in a language L, M a model of T and
φ(x¯, y¯) an L-formula. For A ⊆ M , L(A) denotes the set of L-formulas with parameters in A.
If a¯ is a tuple in M , we denote by φ(M, a¯) := {b¯ ∈ M |x¯| : M |= φ(b¯, a¯)} and by tpML (a/A)
(qftpML (a/A)) the set of L(A)-formulas (quantifier-free L(A)-formulas) ϕ, such that M |= ϕ(a).
Suppose M and N are L-structures and A ⊆ M,N . We denote by M ≡A N if M is L(A)-
elementarily equivalent to N . Denote by aclML and dcl
M
L the model theoretic algebraic and
definable closures in M . We omit M or L when the structure or the language is clear.
We denote by LR := {+,−, ·, 0, 1} the language of rings. All fields considered will have
characteristic zero. If M is a field, we denote by Malg its algebraic closure, by G(M) :=
Gal(Malg/M) the absolute Galois group of M .
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2.1 Ordered fields
A field M is called formally real or just real if M can be ordered. An ordered field (M,<) is
real closed if it has no proper ordered algebraic extension. Every ordered field (M,<) has an
algebraic extension (M
r
, <r) which is real closed, and unique up to isomorphism over M . We
call this extension the real closure of (M,<). The absolute Galois group ofM
r
, G(M
r
) is cyclic
of order 2. Conversely, given an involution σ in G(M), its fixed field FixMalg(σ) is a real closed
field and it has a unique ordering < for which the positive elements are exactly the non-zero
squares. We refer to the restriction of this ordering to M as: the ordering of M induced by σ.
If τ and σ in G(M) induce the same ordering on M , then σ and τ are conjugates in G(M) and
FixMalg(σ) and FixMalg(τ) are isomorphic over M .
A field extension N/M is called totally real if each order on M extends to some order on N .
2.2. Amalgamation theorem for ordered fields: If (M1, <1) and (M2, <2) are extensions
of an ordered field (M,<), and if M1, M2 are linearly disjoint over M , then M1M2 has an
ordering <3 that extends both <1 and <2. Moreover, if M1 and M2 are algebraic over M , then
the extension <3 is unique. A proof of the existence part is given by van den Dries in [43]
(Lemma 2.5) and the uniqueness part is shown in section 1 of [26].
2.2 Pseudo real closed fields
Regular extensions: Let N/M be a field extension. We say that N is a regular extension of
M if N/M is separable and the restriction map: G(N) → G(M) is onto. In characteristic 0
this is equivalent to N ∩Malg = M .
Fact 2.3. [35, Theorem 1.2] For a field M the following are equivalent:
(1) M is existentially closed (relative to LR) in every totally real regular extension N of M .
(2) For every absolutely irreducible variety V defined over M , if V has a simple M
r−rational
point for every real closure M
r
of M , then V has an M-rational point.
Prestel showed in Theorem 1.7 of [35] that if M admits only a finite number of orderings,
(1) of Fact 2.3 implies that M is existentially closed in N in the language LR augmented by
predicates for each order < of M .
Definition 2.4. A field M of characteristic 0 satisfying the conditions of Fact 2.3 is called
pseudo real closed (PRC). By Theorem 4.1 of [35] we can axiomatize the class of PRC fields in
LR. By Theorem 11.5.1 of [19] PAC fields cannot be ordered. So in particular PAC fields of
characteristic 0 are PRC fields. Observe also that the class of PRC fields contains the class of
real closed fields.
Fact 2.5. Let M be a PRC field.
(1) If < is an order on M , then M is dense in (M
r
, <r) ([35, Proposition 1.4]).
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(2) If <i and <j are different orders on M , then <i and <j induce different topologies ([35,
Proposition 1.6]).
(3) If L is an algebraic extension of M , then L is PRC ([35, Theorem 3.1]).
Lemma 2.6. Let M be a PRC field and A ⊂M . Then Aalg ∩M = aclM(A). If in addition M
has an LR-definable order, then aclM(A) = dclM(A).
Proof. It is clear that if M has a definable order, then aclM(A) = dclM(A). Obviously Aalg ∩
M ⊆ aclM(A). Let A0 = Aalg ∩M and let M˜ be a copy of M by an LR(A0)-isomorphism f ,
such that M is linearly disjoint from M˜ over A0. As M/A0 and M˜/A0 are regular and M is
linearly disjoint from M˜ over A0, we obtain that MM˜/M and MM˜/M˜ are regular. By 2.2
MM˜ is a totally real regular extension of M and of M˜ . Then M and M˜ are existentially closed
in MM˜ , so there is an elementary extension M∗ of M and of M˜ such that MM˜ ⊆M∗.
Let α ∈ aclM(A) and α˜ = f(α). Since M, M˜ ≺ M∗, we deduce that tpM∗(α/A0) =
tpM
∗
(α˜/A0) and acl
M∗(A) ⊆M . Then α˜ ∈ aclM∗(A) ⊆M , since α ∈ aclM(A) . It follows that
α˜ ∈ A0, then α = α˜, so α ∈ Aalg ∩M . Therefore aclM(A) ⊆ Aalg ∩M .
Thanks to the last lemma we get easily the exchange principle and we have a good notion
of dimension given by the algebraic closure.
2.3 The theory of PRC fields with n orderings
Definition 2.7. Let M be a field, n ≥ 1, and <1, . . . , <n be n orderings on M . We call the
structure (M,<1, . . . , <n) an n-fold ordered field.
An n-fold ordered field (M,<1, . . . , <n) is n-pseudo real closed (n-PRC) if:
(1) M is a PRC field,
(2) if i 6= j, then <i and <j are different orders on M ,
(3) <1, . . . , <n are the only orderings on M .
Observe that an n-PRC field with n = 0 is a PAC field.
Fact 2.8. [27, Proposition 1.4] Let (M,<1, . . . , <n) be an n-PRC field and let V be an absolutely
irreducible variety defined over M . Denote by M (i) a fixed real closure of M with respect to <i.
For every 1 ≤ i ≤ n take qi ∈ V (M (i)) a simple point. For each i ∈ {1, . . . , n}, let Ui be an
<i-open set such that qi ∈ Ui. Then V has an M-rational point q ∈
n⋂
i=1
Ui
Fact 2.9. [26, Theorem 3.2] Let (M,<1, . . . , <n) and (N,<
′
1, . . . , <
′
n) be two n-PRC fields. Let
ξi and σi be involutions in G(M) and G(N) that induce <i and <
′
i on M and N respectively.
Let L be a common subfield of M and N . Suppose further that there exists an isomorphism
ϕ : G(N)→ G(M) such that:
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(a) ϕ(σ)|Lalg = σ|Lalg for every σ ∈ G(N).
(b) ϕ(σi) = ξi for i ∈ {1, . . . , n}.
Then (M,<1, . . . , <n) ≡L (N,<′1, . . . , <′n).
Corollary 2.10. [26, Corollary 3.3] Let (M,<1, . . . , <n) ⊆ (N,<′1, . . . , <′n) two n-PRC fields.
If the restriction map G(N) → G(M) is an isomorphism, then (M,<1, . . . , <n) ≺ (N,<′1
, . . . , <′n).
3 Bounded pseudo real closed fields
In this section we study some model theoretic properties of bounded PRC fields. In section 3.1
we give a useful description of definable sets, this description is in some way a generalization to
multi-ordered fields of cellular decomposition for real closed fields. In 3.2 we show some results
about amalgamation of types.
3.1. Approximation Theorem [37, Theorem 4.1] Let F be a field and τ1, . . . , τn be different
topologies on F which are induced by orders or non trivial valuations. For each i ∈ {1, . . . , n},
let Ui be a non-empty τi-open subset of F . Then
n⋂
i=1
Ui 6= ∅.
Remark 3.2. If M is a bounded PRC field, then M has only finitely many orders.
Proof. Let m ∈ N be such that M has exactly m extensions of degree 2. Suppose by contra-
diction that there exists k > m and {<i}1≤i≤k, distinct orderings on M . For each 1 ≤ i ≤ k
choose ai such that ai >i 0, ai <j 0 for all j 6= i (they exist by 3.1 and Fact 2.5). Then the
extensions M(
√
ai), 1 ≤ i ≤ k, are proper and linearly disjoint over M . Indeed, √ai belongs
to the real closure M (i) of M with respect to <i, but does not belong to M
(j) for j 6= i. This
contradicts the fact that M has exactly m extensions of degree 2.
3.3. Notation & Setting. In this section we fix a bounded PRC field K, which is not real
closed and a countable elementary substructure K0 of K. By Lemma 1.22 of [6] the restriction
map: G(K)→ G(K0) is an isomorphism, and Kalg0 K = Kalg.
By Remark 3.2 there exists n ∈ N such that K has exactly n distinct orders. So K is an
n-PRC field. In this section we will work over K0, thus we denote by L the language of rings
with constant symbols for the elements of K0, L(i) := L ∪ {<i} and Ln := L ∪ {<1, . . . , <n}.
We let T := ThLn(K). If M is a model of T , we denote by M
(i) the real closure of M with
respect to <i.
Observe that if n = 0, K is PAC. In this case the properties of T are well known: by
Corollary 4.8 of [8] T is simple and by Corollary 3.1 of [23] T has elimination of imaginaries.
Therefore we will suppose always that n ≥ 1.
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3.4. Observe that T is model complete: LetM1,M2 |= T such thatM1 ⊆ M2. As the restriction
maps G(M1) → G(K0) and G(M2) → G(K0) are isomorphisms, it follows that the restriction
map G(M2)→ G(M1) is also an isomorphism. Then by Corollary 2.10 M1 ≺M2.
Lemma 3.5. Let (M,<1, . . . , <n) be a model of T . Then for all i ∈ {1, . . . , n} we can define
the order <i by an existential L-formula.
Proof. Let i ∈ {1, . . . , n}. Then M |= a >i 0 if and only if M (i) |= ∃α(α2 = a ∧ α 6= 0). Let
σi ∈ Gal(Malg/M (i)), σi 6= id. Define M2 as the composite field of all the extensions of M of
degree 2 and let σ˜i = σi|M2 . In M we can interpret without quantifiers in the language L the
structure (M2,+, ·, σ˜1, . . . , σ˜n), with the action of the automorphism σ˜i, for all 1 ≤ i ≤ n. The
reader can refer to Appendix 1 of [7] for more details. Therefore we can define the formula
“a >i 0" as follows:
M |= a >i 0 if and only if M2 |= ∃α(α 6= 0 ∧ σ˜i(α) = α ∧ α2 = a).
Observe that Lemma 3.5 implies that if A ⊆ M and a is a tuple in M , then tpL(a/A) ⊢
tpLn(a/A) and aclL(A) = aclLn(A) = dclLn(A) = dclL(A).
Corollary 3.6. ThL(K) is model complete.
Proof. Use 3.4 and observe that: x <i y ↔ (y − x) >i 0, and ¬(x <i y)↔ y <i x ∨ y = x.
3.7. Types. By Fact 2.9 we can describe the types in T in a simple form: Let M be a model
of T , A a subfield of M (containing K0) and a and b tuples from M . As K
alg
0 M = M
alg and
K0 ⊆ A, we obtain that (A(a))alg = Aalgacl(A(a)) and (A(b))alg = Aalgacl(A(b)). It follows
that tpM(a/A) = tpM(b/A) if and only if there is an L-isomorphism ϕ between acl(A(a)) and
acl(A(b)), which sends a to b and is the identity on A.
3.1 Density theorem for PRC bounded fields
Lemma 3.8. (Folklore) Let F be a large algebraically closed field, let d ∈ N, denote by Ad the
d-dimensional affine space. Let M be a small subfield of F , let W ⊆ Ad be a Zariski closed
set defined over M . Then there exist m ∈ N and absolutely irreducible varieties W1, . . . ,Wm
defined over M such that:
x¯ ∈ W (M) if and only if x¯ ∈
⋃
j∈{1,...,m}
W simj (M),
where W simj (M) := {x¯ ∈ W (M) : x¯ is a simple point of W}.
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Proof. We can suppose that W (M) is Zariski dense in W since if V = W (M)
z
is the Zariski
closure of W (M), then V is defined over M and V (M) = W (M). Let W1, . . . ,Wm be the
absolutely irreducible components of W . Then W (M) =
m⋃
j=1
Wj(M), and Wj = Wj(M)
z
.
Any M-automorphism of F will fix Wj(M) pointwise for all j ∈ {1, . . . , m}, hence fix
Wj(M)
z
setwise. Therefore for all σ ∈ Aut(F/M), σ(Wj) = σ(Wj(M)z) = Wj(M)z = Wj , so
Wj is defined over M for all j ∈ {1, . . . , m}.
Let W singj (M) = {x¯ ∈ Wj(M) : x¯ is a singular point of Wj}. Fix j ∈ {1, . . . , m}, we have
that Wj(M) = W
sim
j (M) ∪W singj (M), W singj (M) is a closed set in the Zariski topology and its
dimension is less than the dimension of Wj(M).
The result follows by induction on the dimension.
Remark 3.9. Note that if W is defined over A = Aalg ∩M , then the Wj are defined over A
for all j ∈ {1, . . . , m}: The absolutely irreducible components Wj of W are defined over Aalg,
and by Lemma 3.8 are also defined over M , hence the Wj are defined over A
alg ∩M = A.
3.1.1 Density theorem for one variable definable sets
Definition 3.10. Let (M,<1, . . . , <n) be a model of T (see 3.3).
(1) A subset of M of the form I =
n⋂
i=1
(I i ∩M) with I i a non-empty <i-open interval in M (i)
is called a multi-interval. Observe that by 3.1 (Approximation Theorem) and Fact 2.5
every multi-interval is non empty.
(2) A definable subset S of a multi-interval I =
n⋂
i=1
(I i ∩M) is called multi-dense in I if for
any multi-interval J ⊆ I, J ∩S 6= ∅. Note that multi-density implies <i- density in I i, for
all i ∈ {1, . . . , n}.
Remark 3.11. Let (M,<1, . . . , <n) be a model of T . Let i ∈ {1, . . . , n} and a ∈M (i) \M such
that a ∈ aclM (i)(c), with c a tuple in M . Then A = {x ∈ M : x <i a} is definable in M by a
quantifier-free L(i)(c)-formula.
Proof. By quantifier elimination of the theory of real closed fields (RCF) and the fact that
aclM
(i)
(c) = dclM
(i)
(c), we can find a quantifier-free L(i)-formula φ(x, c), such that M (i) |=
∀x(x <i a↔ φ(x, c)). Then x ∈ A if and only if M |= φ(x, c).
Proposition 3.12. Let (M,<1, . . . , <n) be a model of T . Let φ(x, y¯) be an Ln-formula, a¯ a
tuple in M and b ∈ M such that M |= φ(b, a¯) and b /∈ acl(a¯). Then there is a multi-interval
I =
n⋂
i=1
(I i ∩M) such that:
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(1) b ∈ I,
(2) {x ∈ I : M |= φ(x, a¯)} is multi-dense in I,
(3) I i ⊆M (i) has its extremities in dclM (i)L(i) (a¯) ∪ {±∞}, for all 1 ≤ i ≤ n,
(4) the set I i ∩M is definable in M by a quantifier-free L(i)(a¯)-formula, for all 1 ≤ i ≤ n.
Proof. By Corollary 3.6 there exists a quantifier-free L(a¯)-formula ψ(x, y¯) such that M |=
∀x(φ(x, a¯)↔ ∃y¯ψ(x, y¯)).
As we can define the relation 6= with an existential formula, we can suppose that ψ(x, y¯) is
a positive formula, i.e defines an algebraic set W defined over acl(a¯).
Then M |= φ(x, a¯) is equivalent to ∃y¯ (x, y¯) ∈ W (M).
Let d be the arity of y¯. As M |= φ(b, a¯) we can find y¯0 ∈Md such that (b, y¯0) ∈ W (M). By
Lemma 3.8 and Remark 3.9, there exists an absolutely irreducible variety V defined over acl(a¯)
such that (b, y¯0) is a simple point of V and V (M) ⊆ W (M).
For each i ∈ {1, . . . , n} we define:
Ai := {x ∈M (i) : ∃(y1, . . . , yd) ∈ (M (i))d(x, y1 . . . , yd) is a simple point of V }.
Observe that b ∈ Ai and that Ai is L(i)-definable in M (i) with parameters in acl(a¯). By
o-minimality of M (i) there is an <i-interval I
i ⊆ M (i), with extremities in dclM (i)(a¯) ∪ {±∞},
such that b ∈ I i and I i ⊆ Ai. By Remark 3.11, I i ∩M is definable in M by a quantifier-free
L(i)-formula.
Define I :=
n⋂
i=1
(I i ∩M) and S := {x ∈ I : M |= φ(x, a¯)}.
Claim. S is multi-dense in I:
Proof. Let J ⊆ I be a non-empty multi-interval; we need to show that J ∩ S 6= ∅. Let z ∈ J ;
since z ∈ Ai for all i ∈ {1, . . . , n}, there are y(i) ∈ (M (i))d such that each qi := (z, y(i)) is a
simple point of V . By Fact 2.8 we can find q0 := (z0, y0) ∈ V (M) such that q0 is arbitrary
<i-close to qi for all i ∈ {1, . . . , n}. In particular we can find z0 ∈ J . Then we obtain that
∃y¯ (z0, y¯) ∈ V (M), and then M |= φ(z0, a¯).
Theorem 3.13. Let (M,<1, . . . , <n) be a model of T , let φ(x, y¯) be an Ln-formula and let
a¯ be a tuple in M . Then there are a finite set A ⊆ φ(M, a¯), m ∈ N and I1, . . . , Im, with
Ij =
n⋂
i=1
(I ij ∩M) a multi-interval such that:
(1) A ⊆ acl(a¯),
(2) φ(M, a¯) ⊆
m⋃
j=1
Ij ∪ A,
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(3) {x ∈ Ij : M |= φ(x, a¯)} is multi-dense in Ij, for all 1 ≤ j ≤ m,
(4) I ij ⊆M (i) has its extremities in dclM
(i)
L(i) (a¯) ∪ {±∞}, for all 1 ≤ j ≤ m and 1 ≤ i ≤ n,
(5) the set I ij ∩M is definable in M by a quantifier-free L(i)(a¯)-formula, for all 1 ≤ j ≤ m
and 1 ≤ i ≤ n.
Proof. As in Proposition 3.12 using Corollary 3.6 and Lemma 3.8, there are r ∈ N and absolutely
irreducible varieties W1, . . . ,Wr defined over acl(a¯) such that:
M |= ∀x(φ(x, a¯)↔ ∃y¯ (x, y¯) ∈
⋃
j∈{1,...,r}
W simj (M)).
Working with each Wj separately, we can suppose that there is an absolutely irreducible
variety W defined over acl(a¯) such that:
M |= ∀x(φ(x, a¯)←→ ∃y¯(x, y¯) ∈ W sim(M)).
Let d = |y¯|, for each i ∈ {1, . . . , n} define:
Ai := {x ∈M (i) : ∃y¯ ∈ (M (i))d(x, y¯) is a simple point ofW}.
By o-minimality of M (i) there are ri ∈ N, I i1, . . . , I iri <i-open intervals in M (i) with extrem-
ities in dclM
(i)
L(i) (a¯) ∪ {±∞}, and a finite set Ci such that Ai =
ri⋃
j=1
I ij ∪ Ci and Ci ⊆ acl(a¯). By
Remark 3.11, the set I ij ∩M , with 1 ≤ i ≤ n, 1 ≤ j ≤ ri, is definable in M by a quantifier-free
L(i)(a¯)-formula.
By the proof of Proposition 3.12, φ(M, a¯) ⊆
⋃
σ∈J
n⋂
i=1
(I iσ(i) ∩M) ∪
n⋃
i=1
(Ci ∩M), where J =
{σ : {1, . . . , n} → {1, . . . ,max{r1, . . . , rn}}, σ(i) ≤ ri}.
For each σ ∈ J , define Iσ :=
n⋂
i=1
(I iσ(i) ∩M) and Sσ := {x ∈ Iσ : M |= φ(x, a¯)}.
Claim. For all σ ∈ J , Sσ is multi-dense in Iσ :
Proof. Fix σ ∈ J . Let Uσ be a multi-interval such that Uσ ⊆ Iσ, we need to show that
Uσ ∩ Sσ 6= ∅. Let z ∈ Uσ. Then z ∈ Ai for all i ∈ {1, . . . , n}. So there is y(i) ∈ (M (i))d, such
that qi := (z, y
(i)) is a simple point of W . By Fact 2.8 we can find q0 := (z0, y¯0) ∈ W (M) such
that q0 is arbitrary <i-close to qi for all i ∈ {1, . . . , n}, in particular we can find z0 ∈ Uσ which
satisfy φ.
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3.1.2 Density theorem for several variable definable sets.
The proof of Proposition 3.12 and Theorem 3.17 can be easily generalized to several variables.
We assume the reader is familiar with the concept of cells and cell decomposition in o-minimal
theories. See chapter 3 of [45] for more details.
Definition 3.14. If (M,<) is an ordered field, and r ∈ N, then a box in M r is a set of the
form I1 × . . .× Ir, where Ij is an non-empty <-open interval, for all j ∈ {1, . . . , r}.
Remark 3.15. Let F be a field and τ1, . . . , τn distinct topologies on F induced by orders or
valuations. Let r ∈ N. For each i ∈ {1, . . . , n}, let U i be a non-empty τi-open set in F r
(endowed with the product topology). Then
n⋂
i=1
U i 6= ∅.
Proof. Let i ∈ {1, . . . , n}. As U i is τi-open in F r there exist I i1, . . . , I ir non-empty τi-open subsets
of F such that I i1 × . . .× I ir ⊆ U i. By the Approximation Theorem (3.1) for all t ∈ {1, . . . , r},
n⋂
i=1
I it 6= ∅. If Vt =
n⋂
i=1
I it , then ∅ 6= V1 × . . .× Vr ⊆
n⋂
i=1
U i.
Definition 3.16. Let (M,<1, . . . , <n) be a model of T and let r ∈ N.
(1) A subset ofM r of the form C =
n⋂
i=1
(C i ∩M r) with C i a non-empty <i-open cell in (M (i))r
is called a multi-cell in M r. Observe that by Remark 3.15 every multi-cell is not empty.
(2) If C =
n⋂
i=1
(C i ∩M r) is a multi-cell in M r, then C is called a multi-box in M r if C i is a
<i-box in (M
(i))r, for all i ∈ {1, . . . , n}.
(3) A definable subset S of a multi-cell C =
n⋂
i=1
(C i ∩M r) in M r is called multi-dense in C
if for any multi-box J ⊆ C in M r, J ∩ S 6= ∅. Note that multi-density in C implies <i-
density in C i, for all i ∈ {1. . . . , n}.
Theorem 3.17. Let (M,<1, . . . , <n) be a model of T and let r ∈ N. Let φ(x1, . . . , xr, a¯) be
an Ln-formula. Then there are a set V , m ∈ N, and C1, . . . , Cm with Cj =
n⋂
i=1
(C ij ∩M r) a
multi-cell in M r such that:
(1) φ(M, a¯) ⊆
m⋃
j=1
Cj ∪ V ,
(2) the set V is contained in some proper Zariski closed subset of M r which is definable over
acl(a¯),
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(3) {(x1, . . . , xr) ∈ Cj : M |= φ(x1, . . . , xr, a¯)} is multi-dense in Cj, for all 1 ≤ j ≤ m,
(4) the set C ij ∩M r is definable in M by a quantifier-free L(i)(a¯)-formula, for all 1 ≤ j ≤ m,
1 ≤ i ≤ n.
Proof. As in the proof of Theorem 3.13 we can suppose that there is an absolutely irreducible
variety W defined over acl(a¯) such that:
M |= ∀(x1, . . . , xr)(φ(x1, . . . , xr, a¯)←→ ∃y¯(x1, . . . , xr, y¯) ∈ W sim(M)).
Let d = |y¯|, for each i ∈ {1, . . . , n} we define
Ai := {(x1, . . . , xr) ∈ (M (i))r : ∃(y¯) ∈ (M (i))d(x1, . . . , xr, y¯) is a simple point of W}.
Observe that Ai is L(i)(a¯)-definable. By cell decomposition in M (i), there are ri ∈ N,
pairwise disjoint <i-open cells C
i
1, . . . , C
i
ri
, and proper Zariski closed subsets V i of (M (i))r such
that:
(1) Ai =
ri⋃
j=1
C ij ∪ V i,
(2)
ri⋃
j=1
C ij ∩ V i = ∅,
(3) the sets V i, C i1, . . . C
i
ri
are quantifier-free L(i)(a¯)-definable.
Let V :=
n⋃
i=1
(V i ∩M r). Then V is Ln(a¯)-definable in M and dim(V ) < r.
Let J = {σ : {1, . . . , n} → {1, . . . ,max{r1, . . . , rn}}, σ(i) ≤ ri}. For each σ ∈ J define
Cσ :=
n⋂
i=1
(C iσ(i) ∩M r). Then φ(M, a¯) ⊆
⋃
σ∈J
Cσ ∪ V .
Exactly as the proof in Theorem 3.13 we have that:
{(x1, . . . , xr) ∈ Cσ : M |= φ(x1, . . . , xr, a¯)} is multi-dense in Cσ for all σ ∈ J .
Lemma 3.18. Let (M,<1, . . . , <n) be a model of T . Let A ⊆M and let a¯ be a tuple of M such
that trdeg(A(a¯)/A) = |a¯|. For all i ∈ {1, . . . , n}, let b¯i ∈ M |a¯| be such that qftpL(i)(b¯i/A) =
qftpL(i)(a¯/A), and let U
i be a non-empty <i-open set in (M
(i))|a¯| such that b¯i ∈ U i. Then the
type p(x¯) := {x¯ ∈
n⋂
i=1
U i} ∪ tpLn(a¯/A) ∪ {x¯ 6= a¯} is consistent.
Proof. Let U :=
n⋂
i=1
U i. By compactness it is enough to show that if ψ(x¯) ∈ tpLn(a¯/A), then
M |= ∃x¯(x¯ ∈ U ∧ ψ(x¯) ∧ x¯ 6= a¯). As trdeg(A(a¯)/A) = |a¯|, by Proposition 3.17 there exists a
multi-cell C :=
n⋂
i=1
(C i ∩M |a¯|) in M |a¯| such that:
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(1) a¯ ∈ C,
(2) {x¯ ∈ C : M |= ψ(x¯)} is multi-dense in C,
(3) C i ∩M |a¯| is definable in M by a quantifier free L(i)(A)-formula, for all i ∈ {1, . . . , n}.
Let i ∈ {1, . . . , n}. Since a¯ ∈ C i ∩M |a¯|, C i ∩M |a¯| is quantifier free L(i)(A)-definable and
qftpL(i)(b¯i/A) = qftpL(i)(a¯/A), we deduce that b¯i ∈ C i∩M |a¯|. Let V i := U i∩C i∩M |a¯|. Observe
that b¯i ∈ V i and that V i is an <i-open set in M |a¯|. Let V :=
n⋂
i=1
V i, by Remark 3.15 V 6= ∅.
Since V ⊆ C and every V i is <i-open in M |a¯|, by multi-density of ψ(x¯) in C there exists c¯ ∈ V ,
c¯ 6= a¯ such that M |= ψ(c¯). Then M |= c¯ ∈ U ∧ ψ(c¯) ∧ c¯ 6= a¯, since V ⊆ U .
3.2 Amalgamation theorems for PRC bounded fields
Lemma 3.19. Let F1 and F2 be regular extensions of a field k. Let H ≤ G(F1F2) be a
closed subgroup, let π : G(F1F2) → G(F1) be the restriction map, and suppose that π|H is an
isomorphism. Let ρ ∈ G(F1F2) be such that ρ fixes F alg1 ∩ Fix(H) and assume that for every
σ ∈ H, π(σ) = π(ρ−1σρ). Then there is ρ˜ ∈ G(F alg1 F2) such that ρ˜−1σρ˜ = ρ−1σρ for all σ ∈ H.
Proof. The condition π(σ) = π(ρ−1σρ) for all σ ∈ H implies that π(ρ) centralizes π(H). We
have that Fix(π(H)) = Fix(H) ∩ F alg1 and that Fix(ρ) ∩ F alg1 = Fix(π(ρ)). By hypothesis
Fix(H) ∩ F alg1 ⊆ Fix(ρ) ∩ F alg1 . So π(ρ) ∈ π(H). Let τ ∈ H be such that π(ρ) = π(τ), and
consider ρ˜ = τ−1ρ. Since π(τ) centralizes π(H) and π is an isomorphism, τστ−1 = σ for all
σ ∈ H , and therefore ρ˜−1σρ˜ = ρ−1σρ, for all σ ∈ H and clearly π(ρ˜) = 1.
Proposition 3.20. Let (M,<1, . . . , <n) be a model of T and E = acl(E) ⊆M . Let a1, a2, c1, c2
be tuples of M such that E(a1)
alg ∩ E(a2)alg = Ealg and tpLn(c1/E) = tpLn(c2/E). Assume
that there is c realizing qftpLn(c1/E(a1))∪ qftpLn(c2/E(a2))∪ tpLn(c1/E), such that c is ACF -
independent from {a1, a2} over E. Then tpLn(c1/E(a1)) ∪ tpLn(c/E(a2)) ∪ qftpLn(c/E(a1, a2))
is consistent.
Proof. Take c in some elementary extension N of M such that c is ACF -independent from
{a1, a2} over E and realizes qftpNLn(c1/E(a1))∪qftpNLn(c2/E(a2))∪tpNLn(c1/E). For all 1 ≤ i ≤ n,
fix a real closure N (i) of N for <i. If A ⊂ N (i), then we set A(i) = Aalg ∩N (i).
As qftpLn(c/E(a1)) = qftpLn(c1/E(a1)) there exists an Ln-isomorphism Φ : E(a1, c1) →
E(a1, c), which fixes E(a1) and sends c1 to c.
We denote C := acl(E(c)), A1 := acl(E(a1)), A2 := acl(E(a2)) and C1 := acl(E(c1)).
Claim 1. We can extend Φ to an L(Aalg1 )-isomorphism Φ˜ : (A1C1)alg → (A1C)alg such that
Φ˜|A1C1 is an Ln-isomorphism and Φ˜(C1) = C.
Proof. In N (i) aclL(i) = dclL(i), so we can extend Φ uniquely to an L(i)-isomorphism Φ(i) :
E(a1, c1)
(i) → E(a1, c)(i). Note that for all 1 ≤ i ≤ n, Φ(i) is the identity on A(i)1 .
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Since tpLn(c1/E) = tpLn(c/E), there is an elementary Ln-isomorphism ξ : C1 → C which
fixes E and sends c1 to c. As above we can extend ξ to an L(i)-isomorphism ξ(i) : C(i)1 → C(i).
As in N (i) aclL(i) = dclL(i), we get that Φ
(i)|
C
(i)
1
= ξ(i) for all 1 ≤ i ≤ n. This implies that for
all 1 ≤ i ≤ n, Φ(i)|C1 = ξ, it follows that Φ(i)|A1C1 = Φ(j)|A1C1 for all i, j ∈ {1, . . . , n}. Therefore
Φ(i)|A1C1 : A1C1 → A1C is an Ln-isomorphism and Φ(i)(C1) = C.
Since C1/E and C/E are regular extensions and A1 is ACF-independent from C1 and from
C over E, we have that C1A1 and CA1 are linearly disjoint from A
alg
1 over A1. So we can extend
Φ(i)|A1C1 to an Aalg1 -isomorphism Φ˜ : (A1C1)alg → (A1C)alg.
Let D := Φ˜(acl(A1C1)) ⊆ (A1C)alg. The map Ψ : G(acl(A1C1)) → G(D) defined by
Ψ(τ) = Φ˜τ Φ˜−1, is an isomorphism inducing the identity on G(A1).
Let π : G(acl(A1C1)) → G(E) the restriction map. As G(D) ∼= G(acl(A1C1)) ∼= G(E),
there exists θ : G(E)→ G(D) such that Ψ = θ ◦ π.
Let K := A1C, F := acl(A1A2)acl(A2C), K˜ := A
alg
1 C, F˜ := (A1A2)
alg(A2C)
alg and D˜ :=
(A1C)
alg.
Define S := {(σ, θ(σ|Ealg)) : σ ∈ Gal(F˜ /F )}.
Claim 2. S is isomorphic to a subgroup S ′ of Gal(F˜ D˜/FD) which projects onto Gal(F˜ /F )
and onto G(D).
Proof. By Lemma 2.5 (2) of [7] (A1A2)
alg(A2C)
alg ∩ (A1C)alg = (Calg(Aalg1 ∩ Aalg2 ))Aalg1 =
Aalg1 C
alg. Since EalgM = Malg it follows that EalgC = Calg. Therefore F˜ ∩ D˜ = Aalg1 C = K˜.
As D˜/K˜ is a Galois extension, F˜ and D˜ are linearly disjoint over K˜.
Since F/A1 is a regular extension, F is linearly disjoint from A
alg
1 over A1. As A1 ⊆ K ⊆ F ,
F is linearly disjoint from KAalg1 over K. Since KA
alg
1 = A
alg
1 C = K˜, F is linearly disjoint
from K˜ over K. Similarly, as D/A1 is a regular extension and A1 ⊆ K ⊆ D, we get that D is
linearly disjoint from K˜ over K.
By Lemma 2.6 of [8] applied to (K,F,D, K˜, F˜ , D˜) in place of (K,L,M,K1, L1,M1) we
obtain that: Gal(F˜ D˜/FD) ≃ {(σ, τ) ∈ Gal(F˜ /F )×Gal(D˜/D) : σ|K˜ = τ |K˜}.
Let σ ∈ Gal(F˜ /F ). Since Φ˜(x) = x for all x ∈ Aalg1 , and σ and θ(σ|Ealg) are the identity
on C, we deduce that σ and θ(σ|Ealg) agree on K1. Then S is isomorphic to a subgroup S ′ of
Gal(F˜ D˜/FD).
By claim 2, L = Fix(S ′) is a regular extension ofD and F . AsN/acl(A1A2) andN/acl(A2C)
are regular extensions and contain F , it follows that L/acl(A1A2) and L/acl(A2C) are regular
extensions.
Claim 3. Each of the n orders on F extends to an order on L.
Proof. Fix 1 ≤ i ≤ n and let H := G(N (i)) ∼= G(F (i)). It suffices to show that L it is contained
in Fix(H˜) with H˜ a conjugate of H . Let π1 and π2 be the restriction maps of G(N) to G(A1C1)
and G(A1C) respectively.
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Denote by H1 := {π1(σ) : σ ∈ H} and H2 := {π2(σ) : σ ∈ H}. Since Φ˜|A1C1 is an Ln(A1)-
isomorphism and Φ˜(C1) = C, it follows that Ψ(H1) and H2 are conjugate in G(A1C). In fact,
Φ˜(A
(i)
1 C1) = A
(i)
1 C, since Φ˜|Aalg1 = id. So we can find ρ ∈ G(A
(i)
1 C) such that ρ
−1π2(σ)ρ =
Ψ(π1(σ)) = θ(σ|Ealg), for all σ ∈ H . Then (ρ−1σρ)|Aalg1 = σ|Aalg1 , for all σ ∈ H.
Applying Lemma 3.19 with F1 = A1 and F2 = C, we can suppose that ρ ∈ G(Aalg1 C).
By Lemma 2.5 (2) of [7] we obtain that (A1A2)
alg(A2C)
alg and (A1C)
alg are linearly disjoint
over Aalg1 C, therefore we may extend ρ to an element ρ˜ ∈ G((A1A2)alg(A2C)alg) (recall that
Aalg1 C ⊃ Calg). Let H˜ := ρ˜−1Hρ˜.
Then we have for all σ ∈ H we have that:
π1(ρ˜
−1σρ˜) = ρ−1π1(σ)ρ = Ψ(π2(σ)) = θ(σ|Ealg).
The image of H˜ by the restriction map inside Gal((A1A2)
alg(A2C)
alg(A1C)
alg/A1A2C) is
contained in S. Hence Fix(H˜) ⊇ Fix(S) = L.
Let <˜1, . . . , <˜n be n orders on L extending the n orders on F . Since L/acl(A1A2) and
M/acl(A1A2) are regular, we can suppose that they are linearly disjoint, so by Fact 2.2, for all
1 ≤ i ≤ n, <i and <˜i have a common extension to an ordering on LM . Hence LM is a totally
real extension of M .
Since LM/M is regular, by Fact 2.3, M is existentially closed in LM , so there is an elemen-
tary extension M∗ of M such that M ⊆ LM ⊆M∗.
Claim 4. (1) D = (A1C)
alg ∩M∗ = aclM∗(A1C)
(2) aclN(A1C1) = (A1C1)
alg ∩N = (A1C1)alg ∩M∗ = aclM∗(A1C1)
(3) aclN(A2C) = (A2C)
alg ∩N = (A2C)alg ∩M∗ = aclM∗(A2C)
Proof. (1): We have that D ⊆ Dalg∩M∗. Suppose that D 6= Dalg∩M∗, and let α ∈ Dalg∩M∗,
α 6∈ D. Since Dalg = EalgD, there exists β ∈ Ealg \E such that D(β) = D(α) ⊂M∗, so β ∈M∗
and this is a contradiction. Hence D = Dalg ∩M∗. As D ⊆ (A1C)alg the claim follows.
(2) and (3): Clear because M ≺ N,M∗ and by claim 2
Claim 5. We have that c realizes tpM
∗
Ln (c1/E(a1)) ∪ tpM
∗
Ln (c/E(a2)) ∪ qftpM
∗
Ln (c/E(a1, a2)).
Proof. Define Φ′ := Φ˜|aclN (A1C1). Then Φ′ : aclN(A1C1) → D satisfies that Φ′(c1) = c and
Φ′|A1 = id. By Claim 4 (1) and (2) Φ′ : aclM
∗
(A1C1) → aclM∗(A1C), therefore by 3.7
tpM
∗
(a1/E(a1)) = tp
M∗(c/E(a1)). Then c realizes tp
M∗(c1/E(a2)).
Theorem 3.21. Let (M,<1, . . . , <n) be a model of T . Let E = acl(E) ⊆ M . Let a1, a2, c1, c2
be tuples of M such that E(a1)
alg∩E(a2)alg = Ealg and tpLn(c1/E) = tpLn(c2/E). Assume that
there is c ACF -independent of {a1, a2} over E realizing qftpLn(c1/E(a1)) ∪ qftpLn(c2/E(a2)).
Then tpLn(c1/Ea1) ∪ tpLn(c2/Ea2) ∪ qftpLn(c/E(a1, a2)) is consistent.
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Proof. Observe that trdeg(E(cj)/E) = trdeg(E(c)/E) = trdeg(E(c, aj)/E(aj)), for j = 1, 2.
Remark that if d ∈ E(c)alg ∩M = acl(Ec) = dcl(Ec), then tp(d/Ec) is isolated by a quantifier-
free L(i)-formula. Then we can suppose that trdeg(E(c)/E) = |c| = |cj |.
Claim. We can suppose that tpLn(c/E) = tpLn(c1/E).
Proof. Suppose that M is sufficiently saturated. We need to show that qftpLn(c/E(a1)) ∪
qftpLn(c/E(a2)) ∪ tpLn(c1/E) is realized by some c∗ ACF -independent of {a1, a2} over E.
By compactness it is enough to show that if ψj(x, aj) ∈ qftpLn(c/E(aj)), for j = 1, 2 and
φ(x) ∈ tpLn(c1/E), then ψ1(x, a1) ∧ ψ2(x, a2) ∧ φ(x) is realized for some c∗ which is ACF -
independent from {a1, a2} over E.
Since φ(x) ∈ tpLn(c1/E), there is a multi cell C :=
n⋂
i=1
(C i ∩M |c|) in M |c| such that c1 ∈ C,
{x ∈ C : M |= φ(x)} is multi-dense in C and the set C ∩M |c| is definable in M by a quantifier-
free Ln(E)-formula. Then c ∈ C, since qftpLn(c/E) = qftpLn(c1/E).
For j = 1, 2, as ψj(x, aj) ∈ qftpLn(c/E(aj)), there is a multi-cell Uj :=
n⋂
i=1
(U ij ∩M |c|) in
M |c| such that c ∈ Uj and Uj ⊆ ψj(M, aj). Then for all i ∈ {1, . . . , n}, U i1 ∩ U i2 ∩ C i 6= ∅. By
saturation we can find for all i ∈ {1, . . . , n} an <i-cellDi in (M (i))|c| such thatDi ⊆ U i1 ∩ U i2∩C i.
Let D :=
n⋂
i=1
(Di ∩M |c|). By multi-density there is c∗ ∈ D, ACF -independent of {a1, a2}
over E, and such that M |= φ(c∗). Then M |= φ(c∗) ∧ ψ(c∗, a1) ∧ ψ(c∗, a2).
Since c realizes qftpLn(c1/E(a1))∪qftpLn(c2/E(a2))∪ tpLn(c1/E), and is ACF -independent
of {a1, a2} over E, by Proposition 3.20 there is c′ realizing tpLn(c1/E(a1)) ∪ tpLn(c/E(a2)) ∪
qftpLn(c/E(a1, a2)).
In particular c′ realizes qftpLn(c2/E(a2))∪qftpLn(c1/E(a1))∪tp(c2/E). By Proposition 3.20
again there is c′′ ACF -independent of {a1, a2} over E, realizing tpLn(c2/E(a2))∪tpLn(c′/E(a1))∪
qftp(c′/E(a1, a2)). Therefore c
′′ realizes tpLn(c2/E(a2))∪ tpLn(c1/E(a1))∪ qftpLn(c/E(a1, a2)).
Corollary 3.22. Let (M,<1, . . . , <n) be a model of T . Let E = acl(E) ⊆ M and a1, a2, c
tuples of M such that: tpLn(a1/E) = tpLn(a2/E), c is ACF-independent of {a1, a2} over E,
and qftpLn(c, a1/E) = qftpLn(c, a2/E). Suppose that E(a1)
alg ∩ E(a2)alg = Ealg. Then there
exists a tuple c∗ in some elementary extension M∗ of M such that:
(1) qftpLn(c
∗/E(a1, a2)) = qftpLn(c/E(a1, a2)),
(2) tpLn(c
∗, a1/E) = tpLn(c
∗, a2/E),
(3) tpLn(c
∗, a1/E) = tpLn(c, a1/E).
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Proof. As tpLn(a1/E) = tpLn(a2/E), we can find c2 such that tpLn(c2, a2/E) = tpLn(c, a1/E).
Since c realizes qftpLn(c/E(a1)) ∪ qftpLn(c2/E(a2)), by Theorem 3.21 there is some c∗ realiz-
ing tpLn(c/E(a1)) ∪ tpLn(c2/E(a2)) ∪ qftpLn(c/E(a1, a2)). This implies that tpLn(c∗, a1/E) =
tpLn(c
∗, a2/E), and tpLn(c
∗, a1/E) = tpLn(c, a1/E).
4 PRC fields and their stability theoretic properties
We give all necessary preliminaries about NIP, NTP2 and strong theories and also some useful
lemmas about indiscernible sequences. For more details on NTP2 and strong theories see [11]
and [14].
Fix L a language and T a complete L-theory. We work inside a monster model M of T .
Definition 4.1. Let φ(x¯, y¯) be an L-formula.
(1) We say that φ(x¯, y¯) has the independence property (IP ) if for any m ∈ N there is a family
of tuples {bl : l < m} in M|y¯| such that for each A ∈ P(m) there is a tuple aA ∈ M|x¯|,
such that M |= φ(aA, bl) if and only if l ∈ A. A formula φ(x¯, y¯) is NIP if it does not have
the IP. A theory is called NIP if no formula has IP.
(2) We say that φ(x¯, y¯) has TP2 if there are (al,j)l,j<ω and k ∈ ω such that:
(a) {φ(x¯, al,j)j∈ω} is k-inconsistent for all l < ω.
(b) For all f : ω → ω, {φ(x¯, al,f(l)) : l ∈ ω} is consistent.
A formula φ(x¯, y¯) is NTP2 if it does not have TP2. A theory is called NTP2 if no formula
has TP2.
By Proposition 5.31 of [42] if T is NIP, then it is NTP2.
Definition 4.2. Let p(x) be a (partial) type. An inp-pattern of depth λ in p(x), where λ is
a finite or infinite cardinal, consists of (a¯l, φl(x, yl), kl)l<λ with a¯l = (al,j)j∈ω and kl ∈ ω such
that:
(1) {φl(x, al,j)}j<ω is kl-inconsistent, for each l < λ.
(2) {φl(x, al,f(l))}l<λ ∪ p(x) is consistent, for any f : λ→ ω.
The burden of a partial type p(x) is the supremum of the depths of inp-patterns in it. We
denote the burden of p by bdn(p) and by bdn(a¯/A) the burden of tp(a¯/A).
4.3. By Theorem 2.5 of [11] if bdn(b/A) < κ and bdn(a/Ab) < λ, with κ and λ finite or infinite
cardinals, then bdn(a, b/A) < λ× κ.
Definition 4.4. Consider a set of sequences (al)l∈ω, with al = (al,j)j<κ. We say that they are
mutually indiscernible over a set C if al is indiscernible over {C(al′)}l′ 6=l.
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Fact 4.5. [11, Lemma 2.2] For a (partial) type p(x) over a small set E, the following are
equivalent:
(1) There is an inp-pattern of depth λ in p(x).
(2) There is an array (a¯l)l<λ with rows mutually indiscernible over E and φl(x, yl) for l < λ
such that:
(a) {φl(x, al,j)}j<ω is inconsistent for every l < λ.
(b) p(x) ∪ {φl(x, al,f(l))}l<λ is consistent, for any f : λ→ ω.
Definition 4.6. T is called strong if there is no inp-pattern of infinite depth in it. Clearly, if
T is strong then it is NTP2.
Fact 4.7. (1) In the definition of strong it is enough to look at types in one variable. [11,
Theorem 2.5]
(2) If (a¯l, φl,0(x, yl,0) ∨ φl,1(x, yl,1), kl)l<λ is an inp-pattern, then (a¯l, φl,f(l)(x, yl,f(l)), kl)l<λ is
an inp-pattern for some f : λ→ {0, 1}. [11, Lemma 7.1]
Lemma 4.8. (Folklore) Let (al)l∈ω be an indiscernible sequence over E. Then
⋂
l∈ω
dcl(E(al)) =
dcl(E(a0)) ∩ dcl(E(a1)).
Proof. Clearly
⋂
l∈ω
dcl(E(al)) ⊆ dcl(E(a0)) ∩ dcl(E(a1)).
Let α ∈ dcl(E(a0)) ∩ dcl(E(a1)). Let ϕ1(x, a0) and ϕ2(x, a1) be the formulas that define α
with parameters in E(a0) and E(a1) respectively.
Then M |= ϕ1(α, a0) ∧ ϕ2(α, a1) ∧ ∃=1xϕ1(x, a0) ∧ ∃=1xϕ2(x, a1).
By indiscernibility M |= ∃x(ϕ1(x, a0) ∧ ϕ2(x, ak)) ∧ ∃=1xϕ1(x, a0) ∧ ∃=1xϕ2(x, ak), for all
k ≥ 1. Since M |= ϕ1(α, a0) ∧ ∃=1xϕ1(x, a0), we get that M |= ϕ2(α, ak), for all k ≥ 1. Then
α ∈ dcl(E(ak)) for all k ≥ 1, since M |= ∃=1xϕ2(x, ak).
Note that in particular this implies for all 0 < l < j in N:
dcl(E(al)) ∩ dcl(E(aj)) = dcl(E(a0)) ∩ dcl(E(al)).
Lemma 4.9. (Folklore) Let (al)l∈ω be an indiscernible sequence over E. Let F = dcl(E(a0)) ∩
dcl(E(a1)). Then (al)l∈ω is indiscernible over F .
Proof. If k0 < . . . < kr, we want to show that:
tp(a0, . . . , ar/F ) = tp(ak0 , . . . , akr/F ).
Let β¯ ⊆ F , and ϕ(x¯, β¯) ∈ tp(a0, . . . , ar/F ). Then β¯ ⊆ dcl(E(a0))∩dcl(E(a1)). By Lemma 4.8,
β¯ ⊆ dcl(E(ak)) for all k ∈ ω.
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Let ψ(x¯, a0) the formula that defines β¯ over E(a0). Then by indiscernibility ψ(x¯, ak) defines
β¯ over E(ak) for all k ∈ ω. Let k > kr, Then
M |= ∃x¯(ϕ(a0, . . . , ar, x¯) ∧ ψ(x¯, ak)).
Then by indiscernibility:
M |= ∃x¯(ϕ(ak0 , . . . , akr , x¯) ∧ ψ(x¯, ak)).
As β¯ is the only tuple that satisfies ψ(x¯, ak), we have M |= ϕ(ak0 , . . . , akr , β¯).
4.1 Independence property, NTP2 and strength
Theorem 4.10. LetM be a PRC field which is neither algebraically closed nor real closed. Then
ThLR(M) has the independence property. More generally ThLR(M) has the IPn property, for
all n ∈ N (see Definition 2.1 of [22]).
Proof. By Properties 2.5 (3) M(
√−1) is a PRC field. Since M(√−1) has no orderings, it is a
PAC field. Observe that as M is not real closed, M(
√−1) is neither separably closed nor real
closed. By Corollary 6.5 of [17] M(
√−1) has the IP, more generally by Corollary 7.4 of [22]
M(
√−1) has the IPn property. Then M has the IPn property, since M(
√−1) is interpretable
in M .
Lemma 4.11. Let L be a language and let T be an L-theory. Suppose that for any L-atomic
formula ϕ(x¯, y¯), there are L′ ⊆ L and an L′-theory T ′ such that: ϕ(x¯, y¯) is an L′-formula, T ′ is
NIP and for allM |= T , there is M ′ |= T ′ such that M |L′ ⊆M ′. Then in T every quantifier-free
L-formula is NIP.
Proof. Every quantifier-free formula φ(x¯, y¯) is a Boolean combination of atomic formulas. Since
every Boolean combination of NIP formulas is NIP (Lemma 2.9 of [42]), it is enough to show
that every atomic formula is NIP.
Let ϕ(x¯, y¯) be an atomic formula and let M be a model of T . Let L′, T ′ and M ′ satisfy the
hypothesis of the Lemma for the formula ϕ(x¯, y¯). Suppose that ϕ(x¯, y¯) has the independence
property. Then for all m ∈ N, there is a family of tuples {bl : l < m} and {aA : A ∈ P(m)}
in M such that M |= ϕ(aA, bl) if and only if l ∈ A. Then M ′ |= ϕ(aA, bl) if and only if l ∈ A,
since M |L′ ⊆M ′. That contradicts the fact that T ′ is NIP.
Corollary 4.12. Let n > 1. In n-PRC every quantifier-free Ln-formula is NIP.
Proof. By Lemma 4.11 using the fact that in n-PRC the atomic formulas are of the form
p(x¯, y¯) >i 0, with i ∈ {1, . . . , n} and p(x¯, y¯) ∈ Q[x¯, y¯], and that RCF is NIP.
Fact 4.13. [42, Proposition 2.8] The formula ϕ(x, y) is NIP if and only if for any indiscernible
sequence (al : l ∈ N) and any tuple b, there is some k ∈ N such that ϕ(al, b)↔ ϕ(aj , b), for all
l, j ≥ k.
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Lemma 4.14. Let n ≥ 1 and let M be a bounded PRC field with exactly n orders, which is
not real closed. Let T := ThLn(M) (see 3.3 for the definition of Ln). Let E = acl(E) ⊂ M
and (aj)j∈ω an indiscernible sequence over E. Let φ(x, y¯) be an Ln-formula and I a multi-
interval definable over E such that {x ∈ I : M |= φ(x, a0)} is multi-dense in I. Then for all
multi-intervals J ⊆ I definable over E, {x ∈ J} ∪ {φ(x, a0) ∧ φ(x, a1)} is consistent.
Proof.
Claim 1. We can suppose that E(a0)
alg ∩ E(a1)alg = Ealg.
Proof. Denote by A0 := acl(E(a0)) and by A1 := acl(E(a1)).
By Lemma 4.9 and the fact that acl = dcl we can suppose that A0 ∩A1 = E.
Since A0A1 is a regular extension of A0 and of A1, by Lemma 2.1 of [7] A
alg
0 ∩ A1alg =
(A0 ∩A1)alg.
As Aalg0 = E(a0)
alg, Aalg1 = E(a1)
alg and A0 ∩ A1 = E, we get that E(a0)alg ∩ E(a1)alg =
Ealg.
Let J =
n⋂
i=1
(J i ∩M) be a multi-interval definable over E such that J ⊆ I.
Claim 2. There exists c˜ in some elementary extension N of M such that c˜ ∈ J , c˜ /∈ acl(Eaj :
j ∈ ω) and for all j ∈ ω, qftpLn(c˜, a0/E) = qftpLn(c˜, aj/E).
Proof. By compactness it is enough to show that if ψ1(x, y), . . . , ψm(x, y) are quantifier-free
Ln(E)-formulas, then the type:
{x ∈ J} ∪ {p(x) 6= 0}p∈E(aj :j∈ω)[x],p 6=0 ∪ {ψl(x, a0)↔ ψl(x, aj)}0<j,1≤l≤m
is consistent.
Let d ∈ J , d /∈ acl(Eaj : j ∈ ω); by Corollary 4.12 and Fact 4.13, for all 1 ≤ l ≤ m there
exists kl ∈ N such that ψl(d, aj1)↔ ψl(d, aj2) for all kl ≤ j1 < j2. Let k = max{k1, . . . , km}.
Then d realizes the type:
{x ∈ J} ∪ {p(x) 6= 0}p∈E(aj :j∈ω)[x],p 6=0 ∪ {ψl(x, aj1)↔ ψl(x, aj2)}k≤j1<j2,1≤l≤m
Since J is definable with parameters in E, p(x) ∈ E(aj : j ∈ ω)[x] and (aj)j∈ω is indiscernible
over E, it follows that the type:
{x ∈ J} ∪ {p(x) 6= 0}p∈E(aj :j∈ω)[x],p 6=0 ∪ {ψl(x, a0)↔ ψl(x, aj)}0<j,1≤l≤m
is consistent.
Claim 3. There exists c in some elementary extension N of M such that c ∈ J , c /∈ acl(Eaj :
j ∈ ω), N |= φ(c, a0), and for all j ∈ ω, qftpLn(c, a0/E) = qftpLn(c, aj/E).
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Proof. By compactness it is enough to show that if ψ1(x, y), . . . , ψm(x, y) are quantifier-free
Ln(E)-formulas, then the type:
{x ∈ J} ∪ {p(x) 6= 0}p∈E(aj :j∈ω)[x],p 6=0 ∪ {ψl(x, a0)↔ ψl(x, aj)}0<j,1≤l≤m ∪ {φ(x, a0)}
is consistent. Define θ(x, y1, y2) :=
m∧
l=1
ψl(x, y1)↔ ψl(x, y2).
Let N M be |E|+-saturated, and c˜ ∈ N satisfying claim 2.
Then N |= θ(c˜, a0, aj), for all 0 < j ∈ ω. As θ(x, a0, aj) is a quantifier-free Ln-formula and
c˜ /∈ acl(E(aj) : j ∈ ω), there exist for all i ∈ {1, . . . , n}, <i-intervals Bij ⊆ N (i) qf-definable over
E(a0, aj), such that c˜ ∈
n⋂
i=1
(Bij ∩N) and
n⋂
i=1
(Bij ∩N) ⊆ θ(N, a0, aj).
Let 1 ≤ i ≤ n; as N is |E|+-saturated, there exists an <i-interval Bi ⊆ N (i) containing c˜,
such that Bi ∩N ⊆
⋂
j∈ω
(Bij ∩N).
As c˜ ∈ J :=
n⋂
i=1
(J i ∩N), we can assume that Bi ⊆ J i, for all 1 ≤ i ≤ n.
Then B :=
n⋂
i=1
(Bi ∩N) ⊆ J ⊆ I and B ⊆
m⋂
l=1
θ(N, a0, aj), for all j ∈ ω.
By multi-density of φ(x, a0) in I and saturation, there exists c ∈ B, c /∈ acl(Eaj : j ∈ ω),
such that N |= φ(c, a0). As c ∈ B, ψl(c, a0)↔ ψl(c, aj), for all j ∈ ω, 1 ≤ l ≤ m.
By Corollary 3.22 there is c∗ in some elementary extension N∗ ofN , such that tp(c∗, a0/E) =
tp(c∗, a1/E) and tp(c
∗, a0/E) = tp(c, a0/E). So N
∗ |= φ(c∗, a0) ∧ φ(c∗, a1) and since c ∈ J , J
is definable with parameters in E, and tp(c∗/E) = tp(c/E), we obtain that c∗ ∈ J . Then c∗
realizes {x ∈ J} ∪ {φ(x, a0) ∧ φ(x, a1)}.
Theorem 4.15. Let n ≥ 1 and let M be a bounded PRC field with exactly n orders which is not
real closed, and let T := ThLn(M). Let E = acl(E) ⊂M and (aj)j∈ω an indiscernible sequence
over E. Let φ(x, y¯) be an Ln(E)-formula and I :=
⋂n
i=1 I
i a multi-interval definable over E
such that {x ∈ I : M |= φ(x, a0)} is multi-dense in I. Then the type p(x) := {φ(x, aj)}j∈ω is
consistent.
Proof. Define ψ(x, y1, y2) := φ(x, y1)∧ φ(x, y2). By Theorem 3.13 there are a finite set B ⊆M ,
m ∈ N and I1, . . . , Im, with Ij :=
n⋂
i=1
I ij a multi-interval such that:
(1) ψ(M, a0, a1) ⊆
m⋃
j=1
Ij ∪ B,
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(2) {x ∈ Ij : M |= ψ(x, a0, a1)} is multi-dense in Ij , for all 1 ≤ j ≤ m.
Denote by E(i) := Ealg ∩M (i).
Claim. There is j ∈ {1, . . . , m} such that for all i ∈ {1, . . . , n}, |I ij ∩ E(i)| ≥ 2.
Proof. Suppose that for all j ∈ {1, . . . , m}, there is ij ∈ {1, . . . , n} such that |I ijj ∩ E(ij)| ≤ 1.
So we can find an <ij -interval J
ij ⊆ I with extremities in E(ij) such that J ij ∩ I ij = ∅. Observe
that if ij = il, for some j, l ∈ {1, . . . , m}, then we can choose J ij = J il.
Let J :=
m⋂
j=1
J ij ∩
⋂
i 6=ij
M (i). Then J is a multi interval, definable over E, and J ⊆ I. By
Lemma 4.14 there exists c ∈ J such that M |= ψ(c, a0, a1). This implies that J ∩
m⋃
j=1
Ij 6= ∅.
Thus there is j ∈ {1, . . . , m} such that J ∩ Ij 6= ∅, whence J ij ∩ I ijj 6= ∅ which gives the desired
contradiction.
Take xi1 6= xi2 ∈ I ij ∩E(i) for each 1 ≤ i ≤ n. Define yi := min<i{x1, x2}, zi := max<i{x1, x2}
and let I˜1 :=
n⋂
i=1
((yi, zi)i ∩M). Then I˜1 is a multi-interval definable over E.
Define bj := (a2j , a2j+1); then (bj)j∈ω is indiscernible over E. Then {x ∈ I˜1 : M |= ψ(x, b0)}
is multi-dense in I˜1, since I˜1 ⊆ Ij.
Repeating this process with the formula ψ(x, b0) and the multi-interval I˜1, we find a multi-
interval I˜2, definable over E such that that {x ∈ I˜2 : M |= φ(x, a0)∧φ(x, a1)∧φ(x, a2)∧φ(x, a3)}
is multi-dense in I˜2, etc. This shows that p(x) is finitely consistent.
Theorem 4.15 can be easily generalized to several variables:
Theorem 4.16. Let n ≥ 1 and let M be a bounded PRC field with exactly n orders, which is
not real closed. Let T := ThLn(M). Let E = acl(E) ⊂M and (aj)j∈ω an indiscernible sequence
over E. Let φ(x1, . . . , xr, y¯) be an Ln(E)-formula and C a multi-cell in M r definable over E
such that {(x1, . . . , xr) ∈ C : φ(x1, . . . , xr, a0)} is multi-dense in C. Then p(x1, . . . , xr) :=
{φ(x1, . . . , xr, aj)}j∈ω is consistent.
Proof. We will first show that Lemma 4.14 can be generalized to several variables.
Claim. If J ⊆ C is a multi-box in M r definable over E, then there exists c = (c1, . . . , cr) in
some elementary extension N of M such that: c ∈ J , trdeg(E(c)/E) = r, N |= φ(c, a0) and for
all j ∈ ω, qftpLn(c, a0/E) = qftpLn(c, aj/E).
Proof. Let J :=
n⋂
i=1
(J i ∩M r) ⊆ C be a multi-box in M r definable over E. As in Claim 1 of
Lemma 4.14 we can suppose that E(a0)
alg ∩ E(a1)alg = Ealg.
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Let ψ1(x¯, y¯), . . . , ψm(x¯, y¯) be quantifier-free Ln(E)-formulas, and consider the type:
q(x¯) := {x¯ ∈ J} ∪ {p(x¯) 6= 0}p∈E(aj :j∈ω)[x¯],p 6=0 ∪ {ψl(x¯, a0)↔ ψl(x¯, aj)}0<j,1≤l≤m ∪ {φ(x¯, a0)}
By compactness it is enough to show that q(x¯) is consistent.
Define θ(x¯, y1, y2) :=
m∧
l=1
ψl(x¯, y1)↔ ψl(x¯, y2), for 1 ≤ l ≤ m .
Exactly as in Claim 2 of Lemma 4.14 there exists c˜ = (c˜1, . . . , c˜r) in some elementary
extension N of M such that: c˜ ∈ J , trdeg(E(c˜)/E) = r, and for all j ∈ ω, qftp(c˜, a0/E) =
qftp(c˜, aj/E). Suppose that N is E
+-saturated.
Then N |=
m⋂
l=1
θ(c˜, a0, aj), for all j ∈ ω.
As θ(x¯, a0, aj) is quantifier-free, using cell decomposition in each real closure N
(i) for all
1 ≤ i ≤ n and the fact that trdeg(E(c˜)/E) = r, there exists for all i ∈ {1, . . . , n}, <i-
open cells Bij ⊆ (N (i))r definable over E(a0, aj), such that c˜ ∈
n⋂
i=1
(Bij ∩N r) and
n⋂
i=1
(Bij ∩N r) ⊆
θ(N, a0, aj). By saturation and the fact that each (B
i
j∩N r) is <i-open (in the product topology),
there exists an <i-box B
i containing c˜, such that Bi ∩N r ⊆
⋂
j∈ω
(Bij ∩N r).
As c˜ ∈ J i, for all 1 ≤ i ≤ n, we can assume by taking the intersection that Bi ⊆ J i.
Then B :=
n⋂
i=1
(Bi ∩N r) ⊆ J ⊆ C and B ⊆
m⋂
l=1
θ(N, a0, aj), for all j ∈ ω.
By multi-density of φ(x¯, a0) in C and saturation, there exists c = (c1, . . . , cr) ∈ B such that
trdeg(E(c)/E) = r, and N |= φ(c, a0). As c ∈ B, we get that ψl(c, a0)↔ ψl(c, aj), for all j ∈ ω,
1 ≤ l ≤ m. Then c realizes q(x¯).
As in Lemma 4.14 using Theorem 3.22, for all multi-box J ⊆ C definable over E, {x¯ ∈
J} ∪ {φ(x¯, a0) ∧ φ(x¯, a1)} is consistent.
Define ψ(x¯, y1, y2) := φ(x¯, y1) ∧ φ(x¯, y2). By Theorem 3.17 there are a set V ⊆M r, m ∈ N,
and C1, . . . , Cm with Cj =
n⋂
i=1
(C ij ∩M r) a multi-cell such that:
(1) ψ(M, a0, a1) ⊆
m⋃
j=1
Cj ∪ V ,
(2) the set V is contained in some proper Zariski closed subset of M r, which is definable over
acl(a0, a1),
(3) {x ∈ Cj : M |= ψ(x¯, a0, a1)} is multi-dense in Cj for all 1 ≤ j ≤ m,
(4) the set C ij∩M r is definable inM by a quantifier-free L(i)(a0, a1)-formula, for all 1 ≤ j ≤ m.
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If J ⊆ C is a multi-box in M r definable over E, then there is x¯ ∈ J such that φ(x¯, a0) ∧
φ(x¯, a1). So there exists j ≤ m such that J ∩ Cj 6= ∅. As in Theorem 4.15 there exists j ≤ m
and multi-cell J ⊆ Cj , definable over E such that ψ(x¯, a0, a1) is multi-dense in J . The rest of
the proof is as in Theorem 4.15.
Definition 4.17. ([34, Definition 2.1])
(1) We say that a formula δ(x, a) strongly divides over A if tp(a/A) is non algebraic and
{δ(x, a′)}a′|=tp(a/A) is k-inconsistent for some k ∈ N.
(2) A formula δ(x, a) þ-divides(thorn divides) over A if we can find some tuple c such that
δ(x, a) strongly divides over Ac.
(3) A formula þ-forks (thorn forks) over A if it implies a (finite) disjunction of formulas which
þ-divide over A.
(4) The type p(x) þ-divides if there is a formula in p(x) which þ-divides; similarly for þ-
forking.
(5) We say that a is þ-independent of b over A, denoted by a |⌣
þ
A
b, if tp(a/Ab) does not
þ-fork over A.
Observe that in (1), k-inconsistency means: if a1, . . . , ak realize the tp(a/A) and the sets
δ(M, a1), . . . , δ(M, ak) are distinct, then their intersection is empty.
Definition 4.18. [18, Theorem 3.7] A theory is called rosy if there is some κ such that there
are no þ-forking chains of length κ. That is for all b one can not find (aj)j∈κ such that for α < κ
one has tp(b/(aj)j≤α) þ-forks over (aj)j<α.
Theorem 4.19. If M is an unbounded PAC field, then ThLR(M) has TP2 and is not rosy.
Proof. Suppose that M is an unbounded PAC field which is sufficiently saturated. As in the
proof of Theorem 3.9 of [6], we can assume that there are infinitely many finite algebraic
extensions {Lj}j∈ω of M , which are linearly disjoint over M and with Galois group over M
isomorphic to some fixed simple group G. Let r = |G|. For each j ∈ ω, take αj such that
Lj = M(αj). Let g(Y¯ , X) ∈ Z[Y¯ , X ] and a¯j := (a1j , . . . , arj) ∈ M r be such that g(a¯j, X) =
Xr+a1jX
r−1+ . . .+arj is the minimal polynomial of αj overM . Define L˜ as the field composite
of {Lj : j ∈ ω}.
Choose an element t transcendental over M and n > 4 such that G embeds into An (the
group of even permutations of n elements). Observe that such an n exists: G embeds into Sr
the group of permutations on r elements, which in turn embeds into A2r.
Let k be the prime field ofM . Let {bl : l ∈ ω} ⊆M be algebraically independent over k. As
in Lemma 3.8 of [6], using Theorem A of [38], we can find an algebraic extension E1 of k(b1, t)
such that E1/k(b1) and E1/k(t) are regular, and Gal(E1/k(b1, t)) ∼= An. Take β1 integral over
k[b1, t] such that E1 = k(b1, t)(β1). Let p(b1, t, X) ∈ k[b1, t, X ] be the minimal polynomial of
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β1 over k(b1, t). For all l ∈ ω define El as the field extension of k(bl, t) generated by a root of
p(bl, t, X).
Since El is a regular extension of k(bl), and is algebraically independent from M over k(bl)
the field Ml := MEl is a regular extension of M and Gal(Ml/M(t)) ∼= An. Define M˜ as the
field composite of {Ml : l ∈ ω}. As in Lemma 3.8 of [6], M˜ is a regular extension of M .
Let ϕ(t, bl, a¯j) be the formula that says “The extension generated by a root of p(bl, t, X)
contains a root of g(a¯j, X) = 0”. Note that such a formula exists, because in M we can
interpret finite Galois extensions of M (see Appendix 1 of [7] for more details).
Observe that for all l ∈ ω, {ϕ(t, bl, a¯j) : j ∈ ω} is ( n!2r + 1)- inconsistent: Otherwise there
would exist l ∈ ω and j1, . . . , js with s = ( n!2r +1) such that Ml ⊇ Lj1 · · ·Ljs. But [Ml : M(t)] =
n!
2
, [Lj : M ] = r for all l, j ∈ ω and {Lj}j∈ω is linearly disjoint over M . Then sr < n!2 which
contradicts the definition of s.
Claim. If f : ω → ω, then {ϕ(t, bl, a¯f(l)) : l ∈ ω} is consistent.
Proof. For each l, fix an embedding hl : Gal(Lf(l)/M)→ Gal(Ml/M(t)) and let Sl := {(σ, hl(σ)) :
σ ∈ Gal(Lf(l)/M)}. Then Sl is a subgroup ofGal(Lf(l)Ml/M(t)) ∼= Gal(Lf(l)/M)×Gal(Ml/M(t)),
because Malg ∩ Ml = M . Define Pl := Fix(Sl) ⊆ Lf(l)Ml. By definition of Sl, Lf(l)Ml =
Lf(l)Pl = MlPl.
Then Gal(L˜M˜/M(t)) ∼=
∏
j∈ω
Gal(Lj/M)×
∏
l∈ω
Gal(Ml/M(t)).
Define S := {((σj)j∈ω, (τl)l∈ω) ∈ Gal(L˜M˜/M(t)) : ∀l ∈ ω, τl = hl(σf(l))}. If P˜ is the field
composite of {Pl : l ∈ ω}, then P˜ = Fix(S).
Note that Gal(P˜ /M(t)) projects onto Gal(L˜/M). Indeed, let (σj)j∈ω ∈ Gal(L˜/M) and for
each l ∈ ω let τl = hl(σf(l)). Then ((σj)j∈ω, (τl)l∈ω) ∈ Gal(P˜ /M(t)) is an extension of (σj)j∈ω.
This implies that P˜ is a regular extension ofM . Then by Fact 2.3 there exists an elementary
extension M∗ of M such that P˜ ⊆M∗.
Since P˜Ml ⊇ Lf(l) and P˜ ⊆M∗, it follows thatM∗ |= ∃t
∧
l∈ω
ϕ(t, bl, af(l)). Then {ϕ(t, bl, af(l)) :
l ∈ ω} is consistent in M , since M∗ is an elementary extension of M .
Therefore the formula ϕ(t; x, y) has TP2.
To see that ThLR(M) is not rosy we need to show that for any cardinal κ, there exists c
and (dl)l<κ such that for all α < κ, c 6 |⌣
þ
(dl)l<α
dα.
Let κ be a cardinal, construct as before (bl)l∈κ and (a¯j)j∈κ. Let φ(t, bl, a¯j) := ϕ(t, bl, a¯j)∧
“the extension generated by a root of g(a¯j, X) is Galois, with Galois group isomorphic to G”.
Let α < κ.
We claim that {φ(t, bα, a¯) : a¯ |= tp(a¯α/bl, al : l < α)} is inconsistent: observe that if
β1, β2 |= tp(a¯α/bl, al : l < α) and φ(t, bα, β1) 6= φ(t, bα, β2), then Lβ1 6= Lβ2 , where Lβ1 and Lβ2
are extensions generated by a root of g(β1, X) = 0 and g(β2, X) = 0 respectively; but as above
Mα can only contain finitely many distinct sub extensions with Galois group G.
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By definitions and properties of rosy theories, the formula φ(t, bα, a¯α) strongly divides over
(bjal : j ≤ α, l < α). Let (dl)l∈κ := (bl, a¯l)l∈κ. As in the Claim, {φ(t, dl) : l ∈ κ} is consistent,
and we let c realize {φ(t, dl) : l ∈ κ}. Since φ(t, dα) ∈ tp(c/(dl)l≤α); c 6 |⌣
þ
(dl)l<α
dα.
Corollary 4.20. If M is an unbounded PRC field, then ThLR(M) is not rosy.
Proof. As before M(
√−1) is a PAC field. As M(√−1) is unbounded and interpretable in M ,
by Theorem 4.19 it is not rosy, and so M is not rosy.
Fact 4.21. The theory of real closed fields (RCF ) is dp-minimal ([42, Theorem A.6]) and
the dp-rank coincides with the burden (dp-rank coincides with bdn in any NIP theory, see
[1]). In particular RCF is strong. Since dp-rank is sub-additive (Corollary 4.2 of [31]) the
burden satisfies the following: if r ∈ N and p(x1, . . . , xr) := {x1 = x1, . . . , xr = xr}, then
bdn(p(x1, . . . , xr)) = r.
Theorem 4.22. Let n ≥ 1, letM be a bounded PRC field with exactly n orders. Then ThLR(M)
is strong and bdn({x = x}) = n.
Proof. If M is real closed, by Fact 4.21 ThLR(M) is strong of burden 1. Suppose that M is
not real closed. By Lemma 3.5 it is enough to show that T = ThLn(M) is strong of burden
n. We can suppose that M is sufficiently saturated. For l ∈ {0, . . . , n− 1}, define the formula
ϕl(x, y) := y <l+1 x <l+1 y + 1. Take ((al,j)j∈ω)l≤n−1, such that al,j+1 = al,j + 1. Using the
Approximation Theorem (3.1), (a¯l, ϕl(x, y), 2)0≤l<n, with a¯l = (al,j)j∈ω, is an inp-pattern of
depth n. It follows that the burden is greater than or equal to n.
Suppose that there is an inp-pattern (a¯l, φl(x, y), kl)0≤l<n+1 of depth n+ 1; by compactness
we can take a¯l := (al,j)j∈κ, with κ a sufficiently large cardinal. We can suppose that for all
0 ≤ l < n + 1, φl(x, y) has parameters in a countable set E with E = acl(E) ⊆ M so that
G(E) ∼= G(M).
By Fact 4.5 we can suppose that the array (a¯l)l<n+1 has rows mutually indiscernible over
E. It follows from Fact 4.7, Theorem 3.13 and indiscernibility, that we can suppose that for all
0 ≤ l < n+ 1, j < κ there is a multi-interval Il,j =
n⋂
i=1
(I il,j ∩M) such that:
(a) φl(M, al,j) ⊆ Il,j,
(b) {x ∈ Il,j : M |= φl(x, al,j)} is multi-dense in Il,j,
(c) I il,j ∩M is definable in M by a quantifier-free L(i)-formula with parameters in E(al,j).
As (a¯l, φl(x, y), kl)0≤l<n+1 is an inp-pattern, for all f : {0, . . . , n} → κ,
n⋂
l=0
Il,f(l) 6= ∅.
Claim. There exists 0 ≤ l ≤ n such that
⋂
j∈κ
I il,j 6= ∅, for all 1 ≤ i ≤ n.
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Proof. Define for all i ∈ {1, . . . , n}, Ai := {l ∈ {0, . . . , n} :
⋂
j∈κ
I il,j = ∅}. As the burden of RCF
is 1 (Fact 4.21), |Ai| ≤ 1 for all i ∈ {1, . . . , n}. Then |
n⋃
i=1
Ai| ≤ n, so there is l ∈ {0, . . . , n}
such that l 6∈
n⋃
i=1
Ai. Then
⋂
j∈κ
I il,j 6= ∅, for all 1 ≤ i ≤ n.
Let l ∈ {0, . . . , n} satisfy the claim. We will only consider the row l of the array so we
denote (aj)j∈ω := (al,j)j∈ω.
It follows by saturation that for all i ∈ {1, . . . , n} there exists a non-empty <i-open interval
I i ⊆M (i) such that:
I i ∩M ⊆
⋂
j∈κ
(I il,j ∩M).
By density of M in every real closure (Fact 2.5) we can suppose that I i := (ci, di)i, with
ci, di ∈ M . Let I :=
n⋂
i=1
(I i ∩M); by the Approximation Theorem (3.1) I 6= ∅. Let t > kl, we
can suppose that κ is large enough. By Erdős-Rado we can find a countable sequence (bj)j∈ω,
indiscernible over E ′ := acl(E(ci, di) : 1 ≤ i ≤ n) and such that the first t elements are in
(aj)j∈κ. So we have that {φl(x, bj)}j∈ω is kl-inconsistent.
Observe that for all j ∈ ω, {x ∈ I : M |= φl(x, bj)} is multi-dense in I. Since I is Ln(E ′)-
definable and (bj)j∈ω is indiscernible over E
′, by Theorem 4.15 {φl(x, bj)}j∈ω is consistent. This
contradicts the kl-inconsistency.
Theorem 4.23. Let M be a PRC field. Then ThLR(M) is NTP2 if and only if M is bounded.
Proof. (⇒) Suppose by contradiction that M is unbounded. Then M(√−1) is a PAC field. As
M(
√−1) is unbounded and interpretable in M , by Theorem 4.19 it has TP2, and so M has
TP2. This contradicts the fact that ThLR(M) is NTP2.
(⇐) Let M be a bounded PRC field. By Remark 3.2 there exists n ∈ N such that M has
exactly n different orders. If n = 0, M is a PAC field, so by Corollary 4.8 of [8] Th(M) is simple
and therefore it is NTP2. If n ≥ 1 by Theorem 4.22 Th(M) is strong and so is NTP2.
4.2 Burden of types in PRC fields
Let n ≥ 1 and fix a bounded PRC field K with exactly n orders and which is not real closed.
Let T := ThLn(K) (see 3.3). For the rest of the section we are going to work inside a monster
model (M,<1, . . . , <n) of T .
Lemma 4.24. Let r ∈ N. Let p(x¯) := {x1 = x1 ∧ . . . ∧ xr = xr}. Then bdn(p(x¯)) = nr.
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Proof. The proof is a generalization of the proof of Theorem 4.22 to several variables. For all
(i, l) ∈ {1, . . . , n}×{1, . . . , r}, define the formula ϕ(i,l)(x1, . . . , xr, y) := y <i xl <i y+1. For each
(i, l) take (ail,j)j∈ω such that a
i
l,j+1 = a
i
l,j+1. By Remark 3.15 (a¯
i
l, ϕ(i,l)(x1, . . . , xr, y), 2)1≤i≤n,1≤l≤r,
with a¯il = (a¯
i
l,j)j∈ω is an inp-pattern of depth nr in p(x¯). It follows that bdn(p(x¯)) ≥ nr.
Suppose that there is an inp-pattern (a¯l, φl(x1, . . . , xr, y¯), kl)0≤l≤nr of depth nr + 1.
By compactness we can take a¯l := (al,j)j∈κ, with κ a sufficiently large cardinal. We can
suppose that for all 0 ≤ l ≤ nr, φl(x1, . . . , xr, y¯) has parameters in a countable set E with
E = acl(E) ⊆M and G(E) ∼= G(M). By Fact 4.5 we can suppose that the array (a¯l)0≤l≤nr has
rows mutually indiscernible over E.
It follows from Fact 4.7, Theorem 3.17 and indiscernibility that we can suppose that for all
0 ≤ l ≤ nr, j < κ there is Cl,j =
n⋂
i=1
(C il,j ∩M r) a multi-cell in M r such that:
(a) φl(M, al,j) ⊆ Cl,j
(b) {(x1, . . . , xr) ∈ Cl,j : M |= φl(x1, . . . , xr, al,j)} is multi-dense in Cl,j.
(c) C il,j ∩M r is definable in M by a quantifier-free L(i)-formula with parameters in E(al,j).
Claim. There exists 0 ≤ l ≤ nr such that
⋂
j∈κ
C il,j 6= ∅, for all 1 ≤ i ≤ n.
Proof. Define for all i ∈ {1, . . . , n}, Ai := {l ∈ {0, . . . , nr} :
⋂
j∈κ
C il,j = ∅}. The fact that the
burden in the theory of real closed fields of the type {x1 = x1 ∧ . . . ∧ xr = xr} is r (Fact 4.21),
implies that for all i ∈ {1, . . . , n}, |Ai| ≤ r. Then |
n⋃
i=1
Ai| ≤ nr, so there is l ∈ {0, . . . , nr} such
that l 6∈
n⋃
i=1
Ai. Then
⋂
j∈κ
C il,j 6= ∅, for all 1 ≤ i ≤ n.
Let l ∈ {0, . . . , nr} satisfy the claim. We will only consider the row l of the array so we
denote (aj)j∈ω := (al,j)j∈ω. It follows by saturation that for all i ∈ {1, . . . , n} there exists an
<i-box U
i in (M (i))r such that:
U i ∩M r ⊆
⋂
j∈κ
C il,j ∩M r
By density of M in every real closure (Fact 2.5) we can suppose that U i is definable with
parameters c¯i in M . Denote by U :=
n⋂
i=1
(U i ∩M r).
Let t > kl, we can suppose that κ is large enough. By Erdős-Rado we can find a countable
sequence (bj)j∈ω, indiscernible over E
′ := acl(E(c¯i) : i ≤ n) and such that the first t elements
are in (aj)j∈κ. So we have that {φl(x, bj)}j∈ω is kl-inconsistent.
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Observe that for all j ∈ ω, {x¯ ∈ U : M |= φl(x¯, bj)} is multi-dense in U . Since U is Ln(E ′)-
definable and (bj)j∈ω is indiscernible over E
′, by Theorem 4.16 {φl(x¯, bj) : j ∈ ω} is consistent.
This is a contradiction with the kl-inconsistency.
Lemma 4.25. Let r ∈ N, A ⊆ M and a¯ := (a1, . . . , ar) ∈ M r such that trdeg(A(a¯)/A) = r.
Then bdn(a¯/A) = nr.
Proof. Let p(x¯) := {x1 = x1 ∧ . . . ∧ xr = xr}. By Lemma 4.24 bdn(p(x¯)) = nr. As p(x¯) ⊆
tp(a¯/A), we obtain that bdn(a¯/A) ≤ nr. We will show that bdn(a¯/A) ≥ nr.
Since tp(a1/A(a2, . . . , ar)) is not algebraic, there is a sequence (b1,j)j∈ω in M such that:
(1) tp(b1,j/A(a2, . . . , ar)) = tp(a1/A(a2, . . . , ar)), for all j ∈ ω,
(2) (b1,j)j∈ω is indiscernible over A(a2, . . . , ar).
Then using exchange property of acl, we have that tp(a2/A(a3, . . . , ar, b1,j : j ∈ ω)) is not
algebraic. By induction we can find for all l ∈ {1, . . . , r} a sequence (bl,j)j∈ω such that:
(1) tp(bl,j/A(al+1, ..., ar, b1,j , ..., bl−1,j : j ∈ ω)) = tp(al/A(al+1, ..., ar, b1,j , ..., bl−1,j : j ∈ ω)),
for all j ∈ ω,
(2) (bl,j)j∈ω is indiscernible over A(al+1, . . . , ar, b1,j , . . . , bl−1,j : j ∈ ω).
Claim 1. For all j1, . . . , jr ∈ ω, tp(b1,j1, . . . , br,jr/A) = tp(a1, . . . , ar/A).
Proof. If ϕ(x1, . . . , xr) ∈ tp(a1, . . . , ar/A), then ϕ(x1, a2, . . . , ar) ∈ tp(a1/Aa2, . . . ar). Then
ϕ(b1,j1, x2, a3, . . . , ar) ∈ tp(a2/Aa3, . . . , ar, b1,j : j ∈ ω) = tp(b2,j2/Aa3, . . . , ar, b1,j : j ∈ ω), since
tp(a1/Aa2, . . . ar) = tp(b1,j1/Aa2, . . . , ar). Iterate the procedures to get the result.
Fix (i, l) ∈ {1, . . . , n} × {1, . . . , r}. There is a sequence (I il,j)j∈ω of <i-open intervals in M
such that bl,j ∈ I il,j, and if j1 6= j2, then I il,j1 ∩ I il,j2 = ∅. Let αil,j be the pair of extremities of I il,j
and ϕ(i,l)(x1, . . . , xr, y¯) the L(i)-formula such that:
M |= ϕ(i,l)(x1, . . . , xr, αil,j)↔ xl ∈ I il,j
.
Claim 2. Let βil := (α
i
l,j)j∈ω. Then (β
i
l , ϕ(i,l)(x¯, y¯), 2)1≤i≤n,1≤l≤r is an inp-pattern of depth nr
in tp(a¯/A).
Proof. (1) Fix (i, l) ∈ {1, . . . , n}×{1, . . . , r}. Then {ϕ(i,l)(x¯, αil,j)}j∈ω is 2-inconsistent: Clear
from the fact that I il,j1 ∩ I il,j2 = ∅.
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(2) Let f : {1, . . . , n} × {1, . . . , r} → ω. Then {ϕ(i,l)(x¯, αil,f(i,l))}1≤i≤n,1≤l≤r ∪ tp(a¯/A) is
consistent:
{x¯ : ϕ(i,l)(x¯, αil,f(i,l))}1≤i≤n,1≤l≤r = {(x1, . . . , xr) : xl ∈ I il,f(i,l)}1≤i≤n,1≤l≤r =
{(x1, . . . , xr) : (x1, . . . , xr) ∈
n⋂
i=1
(I i1,f(i,1) × . . .× I ir,f(i,r))}.
Let b¯i := (b1,f(i,1), . . . , br,f(i,r)) and C
i := I i1,f(i,1) × . . .× I ir,f(i,r). By definition b¯i ∈ C i and
by Claim 1 tp(b¯i/A) = tp(a¯/A). Then by Lemma 3.18 q(x¯) := {x ∈
n⋂
i=1
C i} ∪ {tp(a¯/A)}
is consistent.
Claim 2 implies that bdn(a¯/A) ≥ nr. Hence bdn(a¯/A) = nr.
Theorem 4.26. Let r ∈ N and a¯ := (a1, . . . , ar) ∈ M r. Then bdn(a¯/A) = n · trdeg(A(a¯)/A).
Therefore the burden is additive (i.e. bdn(a¯b¯/A) = bdn(a¯/A) + bdn(b¯/Aa¯)).
Proof. Let k = trdeg(A(a¯)/A). As before we can easily build an inp-pattern of depth nk in
tp(a¯/A), and so bdn(a¯/A) ≥ nk.
Suppose without loss of generality that {a1, . . . , ak} is a transcendence basis of A(a¯)/A.
Then bdn(ak+1, . . . , ar/A(a1, . . . , ak)) = 0, since ak+1, . . . , ar ∈ acl(A(a1, . . . , ak)). By Lemma
4.25, bdn(a1, . . . , ak/A) = nk, and by 4.3 bdn(a¯/A) ≤ nk.
Since the transcendence degree is additive, the burden is additive.
4.3 Resilience of PRC fields
Definition 4.27. [10, Definition 4.8] Let L be a language and let T be a complete L-theory.
We say that T is resilient if we cannot find indiscernible sequences a¯ = (aj)j∈Z, b¯ = (bl)l∈Z, and
a formula φ(x, y) such that:
(1) a0 = b0,
(2) b¯ is indiscernible over (aj)j 6=0,
(3) {φ(x, aj)}j∈Z is consistent,
(4) {φ(x, bl)}l∈Z is inconsistent.
Remark 4.28. (1) It follows by compactness that we get an equivalent definition if we replace
Z by κ for the sequence (bl), where κ ≥ ω.
(2) [12] If a¯ = (aj)j∈Z, b¯ = (bl)l∈Z and φ(x, y) satisfy the conditions of Definition 4.27 and
φ = φ1 ∨ φ2, then there is t ∈ {1, 2}, a¯′ = (a′j)j∈Z and b¯′ = (b′j)j∈Z such that φt(x, y), a¯′
and b¯′ satisfy the conditions of Definition 4.27.
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(3) [12] If T is not resilient we can find a¯, b¯ and φ(x, y) with |x| = 1 satisfying the conditions
of definition 4.27.
Fact 4.29. [10, Proposition 4.11]
(1) If T is NIP, then it is resilient.
(2) If T is simple, then it is resilient.
(3) If T is resilient, then it is NTP2.
Theorem 4.30. Let n ∈ N, let M be a bounded PRC field with exactly n orders and let
T := ThLn(M). Then T is resilient
Proof. If n = 0 M is PAC, so T is simple and by Fact 4.29 it is resilient. If M is real closed,
then T is NIP and by Fact 4.29 it is resilient. Suppose that M is neither PAC nor real closed.
Suppose that M is sufficiently saturated. Let κ be a sufficiently large cardinal. Suppose by
contradiction that there exists E ⊆ M , an Ln(E)-formula φ(x, y), and indiscernible sequences
over E, a¯ = (aj)j∈Z, b¯ = (bl)l∈κ such that:
(1) a0 = b0,
(2) b¯ is indiscernible over (E(aj) : j ∈ Z \ {0}),
(3) {φ(x, aj)}j∈Z is consistent,
(4) {φ(x, bl)}l∈κ is inconsistent.
We can suppose that E = acl(E) and by Remark 4.28 that |x| = 1.
By Theorem 3.13, φ(M, a0) =
m∨
t=0
φt(M, a0) where φ0(M, a0) is finite, and for each φt(M, a0),
t > 0, there is a multi-interval It(a0) =
n⋂
i=1
I it(a0) ∩M such that:
(1) φt(M, a0) ⊆ It(a0),
(2) {x ∈ It(a0) : M |= φ(x, a0)} is multi-dense in It(a0) for all 1 ≤ t ≤ m,
(3) the set I it (a0)∩M is definable inM by a quantifier-free L(i)(Ea0)-formula, for all 1 ≤ t ≤ m
and 1 ≤ i ≤ n.
By indiscernability, the same is true for all aj , as a0 = b0 and (bl)l∈κ is indiscernible over
E, the same is also true for all bl. By Remark 4.28(2), we may assume φ(M, a0) = φt(M, a0),
for some 1 ≤ t ≤ m. If t = 0 there is nothing to prove so suppose that t > 0. Denote by
I(aj) = It(aj) and I(bl) = It(bl).
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As {φ(x, aj)}j∈Z is consistent,
⋂
j∈Z
I(aj) 6= ∅. Then for all i ∈ {1, . . . , n},
⋂
j∈Z
I i(aj) 6= ∅.
Since Th(M (i)) is NIP, by Fact 4.29 it is resilient. This implies that for all i ∈ {1, . . . , n},⋂
l∈κ
I i(bl) 6= ∅. By density of M in each real closure (Fact 2.5) and saturation of M , there exists
a non-empty <i-open interval I
i ⊆ M (i), with extremities in M such that I i ⊆
⋂
l∈κ
I i(bl). Let
I :=
n⋂
i=1
I i ∩M . Let ci, di be the extremities of I i.
Let k be such that {φ(x, bl)}l∈κ is k-inconsistent. By Erdős-Rado we can find a countable
sequence (cl)l∈ω, indiscernible over E
′ := acl(Eci, di : i ≤ n) and such that the first k elements
are in (bl)l∈κ. So we have that {φl(x, cl)}l∈ω is k-inconsistent.
Observe that for all l ∈ ω, {x ∈ I : M |= φ(x, cl)} is multi-dense in I. Since I is Ln(E ′)-
definable and (cj)j∈ω is indiscernible over E
′, by Theorem 4.15 {φ(x, cl)}l∈ω is consistent. This
contradicts the inconsistency and shows that T is resilient.
4.4 Forking and dividing in bounded PRC fields
Definition 4.31. We fix a theory T and a monster model M of T . Let A ⊆ M be a small
subset and let a be a tuple in M.
(1) We say that the formula ψ(x, a) divides over A if there exists k ∈ N and an indiscernible
sequence over A, (aj)j∈ω, such that: a0 = a and {ψ(x, aj) : j ∈ ω} is k-inconsistent.
(2) We say that the formula φ(x, a) forks over A if there is a number m ∈ N and formulas
ψj(x, aj) for j < m such that φ(x, a) ⊢
∨
j<m
ψj(x, aj) and ψj(x, aj) divides over A for every
j < m.
(3) A type p forks (divides) over A if it implies a formula which forks (divides) over A.
(4) We say that A is an extension base if for all tuples a in M, tp(a/A) does not fork over A .
Denote by a |⌣Ab if tp(a/Ab) does not fork over A.
Fact 4.32. The following properties are satisfied by the relation |⌣ in any theory:
(1) [14, Remark 2.14] if a |⌣Abc and b |⌣Ac, then ab |⌣Ac,
(2) [14, Lemma 3.21] if forking equals dividing over A, then a |⌣Ab iff a |⌣acl(A)b iff acl(Aa) |⌣Ab
iff a |⌣Aacl(Ab).
Corollary 4.33. Suppose that for any set A, every 1-type over A does not fork over A; then
every A is an extension base.
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Proof. This follows immediately from (1) of Fact 4.32 by induction on the arity of the type.
Fact 4.34. [14, Theorem 1.1, Corollary 1.3] Let T be a NTP2 theory.
(1) Forking equals dividing over any extension base (in particular over any model).
(2) If all sets are extensions bases, then forking equals dividing.
Fact 4.35. [41, Corollary 2.6] In the theory of real closed fields all sets are extensions bases
and forking equals dividing.
Notation 4.36. Let n ≥ 1, as in 3.3 we fix a bounded PRC field K, which is not real closed
and has exactly n orders and let T := ThLn(K). Let M be a monster model of T , let a be
a tuple of M and A,B ⊆ M . Denote by a |⌣iAB if tpM (i)(a/AB) does not fork over A and by
a |⌣ACFA B if a is ACF -independent of B over A.
Theorem 4.37. In T all sets are extension bases and forking equals dividing.
Proof. By Theorem 4.23 T is NTP2, and by Fact 4.34 it is enough to show that all sets are
extensions bases. Suppose by contradiction that there exists A ⊆ M and a tuple a in M such
that tp(a/A) forks over A. We can suppose that a 6∈ acl(A). By Corollary 4.33 we can also
suppose that |a| = 1.
Then there are φ(x) ∈ tp(a/A), m ∈ N and ψj(x, aj) for j < m such that: φ(x) ⊢∨
j<m
ψj(x, aj) and ψj(x, aj) divides over A for every j < m. Observe that since a 6∈ acl(A)
and φ(x) ∈ tp(a/A), we obtain that |φ(M)| = ∞ and therefore there is j < m such that
|ψj(M, aj)| =∞.
For each j < m, by Theorem 3.13 there are a finite set Aj ⊆ ψj(M, aj), tj ∈ N and
multi-intervals I1, . . . , Itj , definable with parameters in acl(A(aj)) such that: Aj ⊆ acl(Aaj),
ψj(M, aj) ⊆
tj⋃
l=1
Il ∪ Aj and {x ∈ Il : M |= ψj(x, aj)} is multi-dense in Il, for all l ≤ tj. Then
ψj(x, aj) is equivalent to
tj∨
l=1
(ψj(x, aj) ∧ x ∈ Il) ∨ x ∈ Aj. Observe that since ψj(x, aj) divides
over A, ψj(x, aj) ∧ x ∈ Il divides over A for all l ≤ tj.
Therefore we can suppose that φ(x) ⊢
∨
j<m
ψj(x, aj)∨ x ∈ B where the following is satisfied:
(1) B is a finite subset of
⋃
j<m
acl(Aaj),
(2) for all j < m ψj(x, aj) divides over A,
(3) for all j < m there is a multi-interval Ij , definable in M with parameters in acl(A(aj))
such that: ψj(M, aj) ⊆ Ij and {x ∈ Ij : M |= ψj(x, aj)} is multi-dense in Ij.
34
Claim. There is j < m and a multi-interval J definable over A such that J ⊆ Ij.
Proof. As a 6∈ acl(A) and φ(x) ∈ tp(a/A), by Proposition 3.12 there exists a multi-interval I,
definable over A such that a ∈ I and {x ∈ I : M |= φ(x)} is multi-dense in I.
Let J ⊆ I be a multi-interval definable over A. Since B is a finite set, φ(x) ⊢
∨
j<m
ψj(x, aj)∨
x ∈ B, and by multi-density of φ(x) in I, it follows that J ∩
⋃
j<m
Ij 6= ∅. There are infinitely
many multi-intervals J ⊆ I definable over A: for all i ∈ {1, . . . , n}, let I i be an <i-open interval
in M (i) such that I =
n⋂
i=1
I i ∩M . Since I is definable over A, then I i = (ai, bi)i := {x ∈ M (i) :
ai <i x <i b
i}, with ai, bi ∈ aclM (i)(A). Let m ∈ N be such that (ai + 1
m
, bi − 1
m
)i ⊂ (ai, bi)i, for
all 1 ≤ i ≤ n. Then for all k ≥ m, ⋂ni=1(ai + 1k , bi − 1k)i is a multi-interval in I, definable over
A.
Then there exists j < m, such that |Ij ∩ acl(A)| = ∞. Thus there is a multi-interval J ,
definable over A such that J ⊆ Ij .
As ψj(x, aj) divides over A, there are k ∈ N and an indiscernible sequence over A, (aj,l)l∈ω
such that aj,0 = aj and {ψj(x, aj,l) : l ∈ ω} is k-inconsistent. As J ⊆ Ij and {x ∈ Ij : M |=
ψj(x, aj,0)} is multi-dense in Ij, we have that {x ∈ J : M |= ψj(x, aj,0)} is multi-dense in J . As
J is definable over A, by Theorem 4.15 {ψj(x, aj,l) : l ∈ ω} is consistent. This contradicts the
k-inconsistency.
Theorem 4.38. Let M be a model of T , let a be a tuple in M and A ⊆ B ⊆M . Then a |⌣AB
if and only if a |⌣iAB, for all 1 ≤ i ≤ n.
Proof. We can suppose that M is sufficiently saturated, and that A = dcl(A), B = dcl(B) .
(⇐): Suppose that a |⌣iAB, for all 1 ≤ i ≤ n. Observe that a |⌣
i
AB implies a |⌣
ACF
A B. By
Fact 4.32 and Fact 4.35 we can suppose that trdeg(A(a)/A) = trdeg(B(a)/B) = |a|.
Suppose by contradiction that tp(a/B) forks over A. Then there exists b ⊆ B and φ(x, b) ∈
tp(a/B) such that φ(x, b) forks over A. By Theorem 4.37, φ(x, b) divides over A. Let κ be
a sufficiently large cardinal; by compactness there exists k ∈ N and an indiscernible sequence
over A, (bj)j∈κ such that b0 = b and {φ(x, bj) : j ∈ κ} is k-inconsistent.
As M |= φ(a, b) and trdeg(B(a)/B) = |a|, by Theorem 3.17 there is a multi-cell C :=
n⋂
i=1
(C i ∩M |a|), such that C i is quantifier-free L(i)(b)-definable, a ∈ C and {x ∈ C : M |=
φ(x, b)} is multi-dense in C. Let ψ(x, b) be a quantifier free Ln-formula such that M |= x ∈
C ↔ ψ(x, b) and let Cj =
n⋂
i=1
(C ij ∩M |a|) be the multi-cell definable in M by the formula
ψ(x, bj). Then by indiscernibility; for all j ∈ κ, {x ∈ Cj : M |= φ(x, bj)} is multi-dense in Cj .
35
By hypothesis for all 1 ≤ i ≤ n, tpM (i)(a/B) does not divides over A. As “x ∈ C i” ∈
tpM
(i)
(a/B), it follows that “x ∈ C i” does not divide over A. This implies that {x ∈ C ij : j ∈ κ}
is consistent.
Since for all j ∈ κ, C ij is <i-open in M |a|, by saturation of M and density of M in each real
closure M (i), there exists a multi-box Di ⊆ (M (i))|a| definable over M , such that Di ∩M |a| ⊆⋂
j∈κ
(C ij ∩M |a|). Let αi ⊆M such that Di is L(i)(αi)-definable.
As before using Erdős-Rado we can find a countable sequence (cj)j∈ω, indiscernible over A
′ =
acl(A(αi)i≤n) and such that the first k elements are in (bj)j∈κ. So we have that {φ(x, cj)}j∈ω
is k-inconsistent. Then (cj)j∈ω is indiscernible over A
′, D :=
n⋂
i=1
(Di ∩M |a|) is definable over
A′ and for all j ∈ ω, {x ∈ D : M |= φ(x, cj)} is multi-dense in D. Then by Theorem 4.16
{φ(x, cj) : j ∈ ω} is consistent. This contradicts the k-inconsistency.
(⇒) Suppose that a |⌣AB; this implies that for all i ∈ {1, . . . , n}, tpML(i)(a/B) does not
fork over A. By Fact 4.32 we can suppose that acl(A) = A. Suppose by contradiction that
there exists i ∈ {1, . . . , n} such that tpM (i)
L(i)
(a/B) forks over A. Then by Fact 4.35 there is
φ(x, b) ∈ tpM (i)
L(i)
(a/B) which divides over A. By quantifier elimination in RCF , we can suppose
that φ(x, b) is a quantifier-free L(i)-formula.
Then there exists k ∈ N and an L(i)-indiscernible sequence over A, (bj)j∈ω ⊆M (i) such that:
b0 = b and {φ(x, bj) : j ∈ ω} is k-inconsistent. By Lemma 5.35 of [42] we can suppose that
bj |⌣iAb0 . . . bj−1 for all j ∈ ω, and so bj |⌣
ACF
A b0 . . . bj−1, for all j ∈ ω.
Claim. Each <t extends to an order on A(bj : j ∈ ω).
Proof. We have that b0 = b, b ∈ M , and (bj)j∈ω is L(i)- indiscernible. Then b and bj satisfy
the same algebraic formulas over A. This implies that we can extend each order <t in A(bj),
since A(b) is <t-ordered. Suppose that each <t extends to an order on A(b0, . . . , bm). As
bm+1 |⌣ACFA b0 . . . bm and A(bm+1)/A is regular, A(bm+1) is linearly disjoint of A(b0, . . . , bm) over
A. By Amalgamation theorem for ordered fields (2.2) each <t extends to A(b0, . . . , bm+1).
Since M/A and A(bj : j ∈ ω)/A are regular, we can suppose that they are linearly disjoint
over A. By the Amalgamation Theorem for ordered fields (2.2), M(bj : j ∈ ω) is a totally real
regular extension of M . So by Fact 2.3 M is existentially closed in M(bj : j ∈ ω). Then by
saturation there exists an L(i)-indiscernible sequence (b′j)j∈ω ⊆M over A such that: tp(b′j/A) =
tp(b/A) for all j ∈ ω and {φ(x, b′j) : j ∈ ω} is k-inconsistent. As φ(x, b) ∈ tpML(i)(a/B), this
implies that tpM
L(i)
(a/B) fork over A. This is a contradiction.
4.5 Lascar types
Definition 4.39. Let T be an L-theory and M be a model monster of T . Let a and b be tuples
in M and A ⊆M. We write Lstp(a/A) = Lstp(b/A) (a and b have the same Lascar strong type
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over A) if there are n ∈ ω, a = a0, . . . , an = b such that ai, ai+1 start a A-indiscernible sequence
for each i < n.
We let dA(a, b) be the Lascar distance, that is the smallest n as in the definition or ∞ if it
does not exist.
Fact 4.40. [24, Lemma 2.9] If T is NIP and A is an extension base, then Lstp(a/A) =
Lstp(b/A) if and only if dA(a, b) ≤ 2.
Lemma 4.41. Let M be a sufficiently saturated bounded PRC field with exactly n orders. We
consider M as an Ln-structure. Let A ⊆M and let (aj)j∈ω be a quantifier-free Ln-indiscernible
sequence over A such that aj |⌣
ACF
A
a0, . . . , aj−1 and tp(a0/A) = tp(a1/A). Then there is an
Ln-indiscernible sequence (cj)j∈ω over A such that tpLn(cl, cj/A) = tpLn(a0, a1/A) for all l < j.
Proof. Let p(x, y) = tpLn(a0, a1/A).
Claim. There is a sequence (bj)j<ω such that qftpLn((bj)j<ω/A) = qftpLn((aj)j<ω/A), and for
every l < j, (bl, bj) realizes p.
Proof. We will construct the sequence (bj)j<ω by induction on j ≥ 1. For j = 1, there is
nothing to prove, we take b0 = a0, b1 = a1. Assume b0, . . . , bj constructed; it suffices to find
bj+1 such that qftpLn(b0, . . . , bj+1/A) = qftpLn(a0, . . . , aj+1/A), tpLn(bj+1/A(b0, . . . , bj−1)) =
tpLn(bj/A(b0, . . . , bj−1)) and tpLn(bj, bj+1/A) = p.
Let c be such that qftpLn(b0, . . . , bj, c/A) = qftpLn(a0, . . . , aj, aj+1/A). LetB := A(b0, . . . , bj−2),
c realizes qftpLn(c/Bbj)∪ qftpLn(bj/Bbj−1). By Theorem 3.21, tpLn(c/Bbj)∪ tpLn(bj/Bbj−1)∪
qftpLn(c/Bbj−1bj) is realized by some c
∗. Then tpLn(c
∗/Bbj−1) = tpLn(bj/Bbj−1).
Since qftpLn(bj , c
∗/B) = qftpLn(bj−1, c
∗/B), by Corollary 3.22 there is bj+1 such that:
(1) qftpLn(bj+1/Bbj−1bj) = qftpLn(c
∗/Bbj−1bj),
(2) tpLn(bj−1, bj+1/B) = tpLn(bj−1, c
∗/B),
(3) tpLn(bj , bj+1/B) = tpLn(bj−1, bj/A).
Then qftpLn(bj+1/Bbj−1bj) = qftpLn(aj+1/Aa0, . . . , aj), tpLn(bj−1, bj+1/B) = tpLn(bj−1, bj/B),
and tpLn(bj , bj+1/A) = tpLn(b0, b1/A).
By compactness we can extend the sequence of the claim to (bj)j∈κ with κ a sufficiently
large cardinal. Since κ is large enough, we can find an Ln-indiscernible sequence (cj)j∈ω over
A such that tpLn(c0, c1/A) = tpLn(b0, b1/A) = tpLn(a0, a1/A).
Theorem 4.42. Let n ≥ 1 and let M be a sufficiently saturated bounded PRC field with exactly
n orders. We consider M as an Ln-structure. Let a, b be tuples in M and A ⊆ M . Then
LstpLn(a/A) = LstpLn(b/A) if and only if dA(a, b) ≤ 2 if and only if tpLn(a/A) = tpLn(b/A).
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Proof. Suppose that tpLn(a/A) = tpLn(b/A). Then by Fact 4.40, for all i ∈ {1, . . . , n},
LstpM
(i)
L(i) (a/A) = Lstp
M (i)
L(i) (b/A) and dA(a, b) ≤ 2 (inM (i)). Then there are a = ai0, ai1, ai2 = b such
that ai0, a
i
1 and a
i
1, a
i
2 start an L(i)-indiscernible sequence (in M (i)) over A, for each 1 ≤ i ≤ n.
By the proof of Proposition 5.25 of [42] and since Th(M (i)) is NIP, we can suppose that
ai0 |⌣
ACF
A
ai1 and that a
i
1 |⌣
ACF
A
ai2.
For each i ∈ {1, . . . , n}, let (cij)j∈ω be an L(i)-indiscernible sequence (in M (i)) over A, such
that ci0 = a, c
i
1 = a
i
1 and c
i
j |⌣
ACF
A
ci0, . . . , c
i
j−1 (see proof of Proposition 5.25 of [42]).
For each i ≥ 2, let φi : A(cij : j ∈ ω) → A(c1j : j ∈ ω) be the bijection such that φ|A is
the identity and φi(c
i
j) = c
1
j . Equip A(c
1
j : j ∈ ω) with the unique Ln-structure which makes
each φi(i ≥ 2) into an L(i)-isomorphism (this not necessary coincide with the Ln-structure
inherited from M). It follows that A(c1j : j ∈ ω)/A is a totally real regular extension, and so
there is M∗  M which contains an Ln(A)-isomorphic copy of A(c1j : j ∈ ω) (with this new
Ln-structure).
Since the sequence (c1j )j∈ω is quantifier-free Ln-indiscernible over A, by Lemma 4.41 we can
find an Ln-indiscernible sequence (dj)j∈ω over A, such that tpLn(d0, d1/A) = tpLn(c10, c11/A) =
tpLn(a, c
1
1/A).
In the same way there is an Ln-indiscernible sequence (ej)j∈ω over A such that tpLn(e0, e1/A) =
tpLn(c
1
1, b/A). This implies that dA(a, b) ≤ 2. The rest of the assertions are clear.
Remark 4.43. Chernikov and Ben Yaacov showed in [10] the following Independence Theorem
for NTP2 theories (Theorem 3.3 of [10]): Let T be NTP2 and A an extension base. Assume
that c |⌣A ab, a |⌣A bb′ and Lstp(b/A) = Lstp(b′/A). Then there is c′ such that c′ |⌣A ab′,
tp(c′a/A) = tp(ca/A) and tp(c′b′/A) = tp(cb/A).
It is easy to see that in the case of PRC bounded fields the Amalgamation Theorem (Theo-
rem 3.21) implies the independence theorem for NTP2 theories: Suppose that M is a bounded
PRC field with exactly n orders. We consider M as an Ln-structure. Let A ⊆ M , and let
c |⌣A ab, a |⌣A bb′ and LstpLn(b/A) = LstpLn(b′/A). Let φ ∈ Aut(M/A) such that φ(b) = b′.
Observe that as Th(M (i)) is NIP, Theorem 3.3 of [10] is true in each M (i), for all i ∈
{1, . . . , n}. This implies that for all i ∈ {1, . . . , n}, there is c′i |⌣
i
A
ab′ such that c′i realizes
tpM
(i)
L(i)
(c/Aa) ∪ tpM (i)
L(i)
(φ(c)/Ab′).
It follows that there is c′ ∈ M which realizes qftpMLn(c/Aa)∪ qftpMLn(φ(c)/Ab′) and such that
c′ |⌣
i
A
ab′ for all i ∈ {1, . . . , n}. In particular, c |⌣
ACF
A
ab′.
By Theorem 3.21 there is d |⌣
ACF
A
ab′ realizing tpMLn(c/Aa)∪tpMLn(φ(c)/Ab′). Then tp(da/A) =
tp(ca/A) and tp(db′/A) = tp(φ(c)b′/A) = tp(cb/A).
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5 Preliminaries on pseudo p-adically closed fields
5.1 p-adically closed fields
Definition 5.1. Let (M, v) be a valued field. The valuation v is called p-adic if the residue
field is Fp and v(p) is the smallest positive element of the value group v(M). A field M which
admits a p-adic valuation is called formally p-adic; it must be of characteristic 0.
If (M, v) is a valued field and v is a p-adic valuation on M , then we say that (M, v)
is a p-adically valued field. A p-adically valued field (M, v) which has no proper p-adically
valued algebraic extension is called p-adically closed. A p-adic closure of (M, v) is an algebraic
extension (M
p
, vp), which is p-adically closed. Each p-adically valued field (M, v) has a p-adic
closure, but as opposed to real closures, in the p-adic case, in general the p-adic closure is not
unique. However we have the following criterion:
If (L1, v1) and (L2, v2) are p-adic closures of (M, v), then (L1, v1) and (L2, v2) are isomorphic
over M if and only if for each n ∈ N, Ln1 ∩M = Ln2 ∩M ([36, page 57]).
5.2. Quantifier elimination: Let LMac := LR ∪ {Ov} ∪ {Pm : m > 1}, where LR is the
language of rings, and Ov and Pm are unary relation symbols. If we interpret Ov as the
valuation ring and Pm as the set of m-th powers, then we can axiomatize the class of p-adically
closed fields (pCF fields) in the language LMac. By Theorem 1 of [33] the theory of pCF fields
admits quantifier elimination in LMac.
Observe that if (M, v) is a pCF field, then the valuation ring Ov is quantifier-free definable
in LR ∪ {Pm : m > 1}:
(∗) M |= Ov(a) if and only if M |= Pm(1 + pam), where m = 2 if p 6= 2 and m = 3 if p = 2.
It follows that Ov is LR-definable.
Fact 5.3. Let (M, v) be a pCF field and let A ⊆M . Then Aalg ∩M = acl(A) = dcl(A) ≺ M .
Proof. By Proposition 3.4 of [44] acl(A) = dcl(A), and its proof shows that Aalg ∩M |= pCF .
Since pCF is model complete (in the language of rings), then Aalg ∩M ≺M . As A ⊆ Aalg ∩M ,
then acl(A) ⊆ Aalg ∩M .
Definition 5.4. Let (M, v) be a p-adically closed field, and denote by v(M) the value group.
A 1-cell in M is either a singleton or a set of the form
{x ∈M : γ1 < v(x− a) < γ2 ∧ Pn(λ(x− a)) ∧ λ(x− a) 6= 0}
where γ1, γ2 ∈ v(M) ∪ {−∞,+∞}, a ∈ M , n ∈ N and λ ∈ Z. Observe that if V is a 1-cell
which is not a singleton, then V is open in the topology generated by the valuation, and we
call V an open 1-cell.
Fact 5.5. [21, Lemma 4.3][39, Lemma 4.1] Let M be a p-adically closed field and A ⊆M . Then
every A-definable subset of M is a finite union of disjoint 1-cells definable with parameters in
A.
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5.2 Pseudo p-adically closed fields
Definition 5.6. A field extension N/M is called totally p-adic if for every p-adic closure M
p
of
M , there exists a p-adic closure N
p
of N such that M
p ⊆ N p. Observe that this is equivalent
to: each p-adic valuation on M can be extended to a p-adic valuation on N .
Fact 5.7. [25, Lemma 13.9] For a field M the following are equivalent:
(1) M is existentially closed (relative to LR) in every totally p-adic regular extension.
(2) Every non-empty absolutely irreducible variety V defined overM has an M-rational point,
provided that it has a simple rational point in each p-adic closure of M .
Definition 5.8. A field M of characteristic 0 that satisfies the conditions of Fact 5.7 is called
pseudo p-adically closed (PpC). By Lemma 10.1 of [29] the class of PpC fields is elementary in
the language LR.
Fact 5.9. [29, Theorem 10.8] Let M be a PpC field and let v be a p-adic valuation on M .
Then:
(1) The p-adic closure of M with respect to v is exactly its henselization. In particular all
p-adic closures of M with respect to v are M-isomorphic.
(2) M is dense in the p-adic closure M
p
with respect to v.
(3) If v1 and v2 are distinct p-adic valuations on M , then v1 and v2 are independent (i.e. v1
and v2 generate different topologies).
Lemma 5.10. Let M be a PpC field and A ⊂ M . Then Aalg ∩M = aclM (A). If in addition
M has a definable p-adic valuation, then aclM(A) = dclM(A).
Proof. The proof is identical to the one of Lemma 2.6, we only need to replace the amalgamation
Theorem of orders by Lemma 4 of [32].
5.3 The theory of PpC fields with n p-adic valuations
As in the case of PRC fields we are interested in bounded pseudo p-adically closed fields and
these fields have finitely many p-adic valuations: If M is a PpC field with infinitely many p-adic
valuations, by 5.2 (∗) if p 6= 2 (p = 2), M would have infinitely many extensions of degree 2
(resp degree 3), and so M would not be bounded. For this reason we will restrict our attention
to pseudo p-adically closed fields with exactly n p-adic valuations, for a fixed n ∈ N.
Definition 5.11. Let M be a field and let v1, . . . , vn be n p-adic valuations on M . The field
(M, v1, . . . , vn) is n-pseudo p-adically closed (n-PpC) if:
(1) M is a PpC field,
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(2) if i 6= j, then vi and vj are different valuations on M ,
(3) v1, . . . , vn are the only p-adic valuations of M .
Notation 5.12. If (M, v1, . . . , vn) is an n-PpC field, we denote by M
(i) a fixed p-adic closure
of M respect to vi. Recall that by Fact 5.9 M
(i) is unique up to isomorphism.
Fact 5.13. [19, Lemma 3.6] Let (M, v1, . . . , vn) be an n-PpC field and let V be an absolutely
irreducible variety defined over M . For each 1 ≤ i ≤ n, let qi ∈ V (M (i)) be a simple point.
Then V contains an M-rational point q, arbitrary vi-close to qi, for all i ∈ {1, . . . , n}.
Fact 5.14. [29, Proposition 10.4] Let (M, v1, . . . , vn) and (N,w1, . . . , wn) be n-PpC fields. Let
L be a common subfield of M and N . Suppose that there exists and isomorphism ϕ : G(N)→
G(M) such that resLalgϕ(σ) = resLalgσ for each σ ∈ G(N). Suppose further thatM (i)(resp N (i))
is a p-adic closure of M (resp N) with respect to vi (resp wi) such that ϕ(G(N
(i))) = G(M (i)),
for i ≤ n. Then (M, v1, . . . , vn) ≡L (N,w1, . . . , wn).
Corollary 5.15. Let (M, v1, . . . , vn) ⊆ (N,w1, . . . , wn) be two n-PpC fields. If res : G(N) →
G(M) is an isomorphism, then (M, v1, . . . , vn) ≺ (N,w1, . . . , wn).
6 Bounded pseudo p-adically closed field
In this section we show that the strategies used and the results obtained in section 3 for PRC
bounded fields can be generalized without much difficulty for PpC bounded fields. The biggest
difference is the need to extend the language, since it is necessary to distinguish the n-th
powers in each p-adic closure with respect to each p-adic valuation. For this we work with a
generalization of the language of Macintyre for fields with n p-adic valuations.
Lemma 6.1. Let K be a bounded PpC field, and let K0 be a countable elementary substructure
of K. Let L be the language of rings with constant symbols for the elements of K0. Then K
has only finitely many p-adics valuations and each one is definable by an existential L-formula.
Proof. Let v be a p-adic valuation on K, and let K
p
be a p-adic closure of M with respect to
v. Let {Pm}m∈N be such that K |= Pm(a) if and only if Kp |= ∃y(ym = a∧ a 6= 0). By Fact 5.9
(1) K
p
is the henselization of K with respect to the valuation v. Let Km be the composite field
of all the extensions of K of degree m. Observe that as K is bounded, Km is a finite extension
of K. In K we can interpret without quantifiers in the language L, the structure (Km,+, ·, G)
with G = {σ|Km : σ ∈ G(Kp)}, and then:
K |= Pm(a) if and only if Km |= ∃y(ym = a ∧ a 6= 0 ∧ ∀σ ∈ G(σ(y) = y)).
This implies that for all m ∈ N, Pm is definable by an existential L-formula, and then by
5.2(∗) v is definable by an existential L-formula. As all the p-adic valuations are independent
and are definable in K2 or K3, K has only finitely many p-adic valuations.
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Notation 6.2. We fix a bounded PpC field K, which is not p-adically closed and a countable
elementary substructure K0 of K. Then K
alg
0 K = K
alg and G(K0) ∼= G(K).
Since K is bounded, by Lemma 6.1 there exists n ∈ N such that K has exactly n distinct
p-adic valuations. Thus K is an n-PpC field. We will suppose that n ≥ 1.
In this section we will work over K0, thus we denote by L the language of rings with
constant symbols for the elements of K0, L(i) := L ∪ {Oi} ∪ {P im}m∈N,m>1 and Ln := L ∪
{Oi}i≤n ∪ {P im}i≤n,m∈N,m>1, where Oi and P im are unary relation symbols. We interpret Oi as
the valuation ring corresponding to vi and define P
i
m so that:
K |= P im(a) if and only if K(i) |= ∃yym = a ∧ a 6= 0,
where K(i) is a p-adic closure of K with respect to K.
We let T := ThLn(K). If M is a model of T we denote by M
(i) the p-adic closure of M with
respect to vi. As in 3.4, using Corollary 5.15 we obtain that T is model complete. Observe that
by Lemma 6.1 the predicates P im and the valuation ring Oi are definable in the language L by
an existential formula.
Corollary 6.3. ThL(K) is model complete.
6.4. Types: As in 3.7, using Fact 5.14, we have a good description of the types in T : Let M
be a model of T , A a subfield of M and a, b tuples in M . Then tp(a/A) = tp(b/A) if and only
if there is an L-isomorphism Φ between acl(A(a)) and acl(A(b)), which sends a to b and is the
identity on A.
6.1 Density theorem for bounded PpC fields
6.1.1 Density theorem for one variable definable sets
Definition 6.5. Let (M, v1, . . . , vn) be a model of T .
(1) A subset of M of the form C =
n⋂
i=1
(C i ∩M), with C i a non-empty open 1-cell in M (i)
(see definition 5.4), is called a multi-1-cell. By 3.1 (Approximation Theorem) and Fact
5.9(2) every multi-1-cell is non-empty.
(2) A multi-1-cell C =
n⋂
i=1
(C i ∩M) such that each C i is a non-empty vi-ball in M (i), is called
a multi-ball.
(3) A definable subset S of a multi-1-cell C =
n⋂
i=1
(C i ∩M) is called multi-dense in C if for
any multi-ball J ⊆ C, J ∩ S 6= ∅. Note that multi-density implies vi-density in C i, for all
i ∈ {1, . . . , n}.
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Remark 6.6. Observe that if (M, v) is a p-adically valued field and (M
p
, vp) is a p-adic closure
of (M, v), then for any 1-cell C in M
p
definable with parameters a¯ ⊆ M , the set C ∩M is
definable in M by a quantifier-free LMac(a¯)-formula, where LMac = LR∪{Ov}∪{Pm : m ∈ N}.
Proof. As in Remark 3.11 using the quantifier elimination of Th(M
p
) (Fact 5.2) and Fact 5.3
which says aclM
p
= dclM
p
.
Proposition 6.7. Let (M, v1, . . . , vn) be a model of T . Let φ(x, y¯) be an Ln-formula, a¯ a
tuple in M and b ∈ M such that M |= φ(b, a¯) and b /∈ acl(a¯). Then there is a multi-1-cell
C =
n⋂
i=1
(C i ∩M) such that:
(1) b ∈ C,
(2) {x ∈ C : M |= φ(x, a¯)} is multi-dense in C,
(3) the set C i ∩M is definable in M by a quantifier-free L(i)(a¯)-formula, for all 1 ≤ i ≤ n.
Proof. As in the proof of Proposition 3.12 using Theorem 6.1 and the fact that T is model
complete, we can find d ∈ N, y¯0 ∈ Md and an absolutely irreducible variety V defined over
acl(a¯), such that (b, y¯0) ∈ V sim(M) and {x ∈M : ∃y¯(x, y¯) ∈ V (M)} ⊆ φ(M, a¯).
For each i ∈ {1, . . . , n} we define:
Ai := {x ∈M (i) : ∃(y1, . . . , yd) ∈ (M (i))d : (x, y1 . . . , yd) is a simple point of V }.
Observe that Ai is L(i)(a¯)-definable in M (i) and b ∈ Ai. By Lemma 5.5 there exists a 1-cell C i
in M (i), L(i)(a¯)-definable, such that b ∈ C i and C i ⊆ Ai.
As b 6∈ acl(a¯), C i is a vi-open set. Define C :=
n⋂
i=1
(C i ∩M) and S := {x ∈ C : M |= φ(x, a¯)}.
As in the proof of Proposition 3.12, using Fact 5.13, we obtain that S is multi-dense in C.
Theorem 6.8. Let (M, v1, . . . , vn) be a model of T , let φ(x, y¯) be an Ln-formula and let a¯
be a tuple in M . Then there are a finite set A ⊆ φ(M, a¯), m ∈ N and C1, . . . , Cm, with
Cj =
n⋂
i=1
(C ij ∩M) a multi-1-cell such that:
(1) A ⊆ acl(a¯),
(2) φ(M, a¯) ⊆
m⋃
j=1
Cj ∪ A,
(3) {x ∈ Cj : M |= φ(x, a¯)} is multi-dense in Cj for all 1 ≤ j ≤ m,
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(4) the set C ij ∩M is definable in M by a quantifier-free L(i)(a¯)-formula, for all 1 ≤ j ≤ m
and 1 ≤ i ≤ n.
Proof. Exactly the same proof as in Theorem 3.13, replacing o-minimality of each real closure
by Fact 5.5 and Fact 2.8 by Fact 5.13.
6.1.2 Density theorem for several variable definable sets
Definition 6.9. Let (M, v1, . . . , vn) be a model of T and r ∈ N.
(1) A subset of M r of the form U =
n⋂
i=1
(U i ∩M r) with U i a non-empty vi-open set in (M (i))r
is called a multi-open set in M r (or only multi-open set when r is clear). Observe that
by Remark 3.15 and density of M in each M (i) (Fact 5.9(2)) every multi-open set is not
empty.
(2) A definable subset S of a multi-open set U =
n⋂
i=1
(U i ∩M r) is called multi-dense in U if
for any multi-open V ⊆ U , V ∩ S 6= ∅.
Note that multi-density in U implies vi-density in U
i, for all i ∈ {1, . . . , n}.
Fact 6.10. [33, 2.1] Let (M, v) be a p-adically closed field. Let r ∈ N and φ(x1, . . . , xr, a¯) be an
LMac-formula. Then φ(M, a¯) is a finite union of LMac(a¯)-definable sets each of which is v-open
inM r (in the product topology) or is of the form {(x1, . . . , xr) : x ∈ U∧p(x1, . . . , xr) = 0}, where
p(x1, . . . , xr) ∈ acl(a¯)[x¯], p 6= 0 and U is v-open in M r. Observe that by quantifier elimination
in the theory of p-adically closed fields these sets are in fact quantifier-free LMac(a¯)-definable.
Theorem 3.17 of section 3.1 is generalized without difficulty to the class of bounded PpC
fields. In the proof we only need to replace o-minimality by Fact 6.10, real closures by p-adic
closures, <i-open cells in M
d by vi-open sets in M
d, and multi-cells by multi-open sets. We
thus obtain:
Theorem 6.11. Let (M, v1, . . . , vn) be a model of T and let r ∈ N. Let φ(x1, . . . , xr, y¯) be
an Ln-formula and a¯ be a tuple in M . Then there are a set V , m ∈ N, and U1, . . . , Um with
Uj =
n⋂
i=1
(U ij ∩M r) a multi-open set such that:
(1) φ(M, a¯) ⊆
m⋃
j=1
Uj ∪ V ,
(2) the set V is contained in some proper Zariski closed subset of M r, which is definable over
acl(a¯),
(3) {x ∈ Uj : φ(x¯, a¯)} is multi-dense in Uj for all 1 ≤ j ≤ m,
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(4) the set U ij is definable in M by a quantifier-free L(i)(a¯)-formula, for all 1 ≤ j ≤ m,
1 ≤ t ≤ li.
Lemma 6.12. Let (M, v1, . . . , vn) be a model of T . Let A ⊆M and let a¯ be a tuple of M such
that trdeg(A(a¯)/A) = |a¯|. For all i ∈ {1, . . . , n}, let b¯i ∈ M |a¯| be such that qftpL(i)(b¯i/A) =
qftpL(i)(a¯/A), and let U
i be a non-empty <i-open set in (M
(i))|a¯| such that b¯i ∈ U i. Then the
type p(x¯) := {x¯ ∈
n⋂
i=1
U i} ∪ tpLn(a¯/A) is consistent.
Proof. As in Lemma 3.18, replace Theorem 3.17 by Theorem 6.11.
6.2 Amalgamation theorems for bounded PpC fields
Proposition 3.20 and Theorems 3.21 and Corollary 3.22 of section 3.2 can be easily generalized
to the class of bounded PpC fields. We thus obtain:
Theorem 6.13. Let (M, v1, . . . , vn) be a model of T . Let E = acl(E) ⊆M . Let a1, a2, c1, c2 be
tuples of M such that E(a1)
alg ∩ E(a2)alg = Ealg and tpLn(c1/E) = tpLn(c2/E). Assume that
there is c ACF -independent of {a1, a2} over E realizing qftpLn(c1/E(a1)) ∪ qftpLn(c2/E(a2)).
Then tpLn(c1/Ea1) ∪ tpLn(c2/Ea2) ∪ qftpLn(c/E(a1, a2)) is consistent.
Corollary 6.14. Let (M, v1, . . . , vn) be a model of T . Let E = acl(E) ⊆ E. Let a1, a2, d be
tuples of M , such that tpLn(a1/E) = tpLn(a2/E), d is ACF-independent of {a1, a2} over E and
qftpLn(d, a1/E) = qftpLn(d, a2/E). Suppose that E(a1)
alg ∩ E(a2)alg = Ealg.
Then there exists a tuple d∗ in some elementary extension M∗ of M such that:
(1) qftpLn(c
∗/E(a1, a2)) = qftpLn(c/E(a1, a2)),
(2) tpLn(d
∗, a1/E) = tpLn(d
∗, a2/E),
(3) tpLn(d
∗, a1/E) = tpLn(d, a1/E).
The proofs of Theorems 6.13 and 6.14 are exactly the same as those of Theorems 3.21 and
3.22 respectively. It is only required to replace the orders by p-adic valuations and real closures
for p-adic closures. We also note the following:
6.15. Let (M, v1, . . . , vn) be a model of T . Denote by M
(i) a fixed p-adic closure of M for the
valuation vi. Then:
(1) If A,B ⊆ M and Φ : A → B is an Ln-isomorphism, by Fact 5.3 for each 1 ≤ i ≤ n we
can extend Φ uniquely to an L(i)-isomorphism Φi : A(i) → B(i), where A(i) = Aalg ∩M (i)
and B(i) = Balg ∩M (i).
(2) Let L/M be an algebraic field extension. If there exists a conjugate H of G(M (i)) such
that L ⊆ Fix(H), then the valuation vi can be extended to a p-adic valuation on L. Since
all the p-adic closures for the valuation vi are isomorphic, we can extend the predicates
P im to L such that for all a ∈ M , M |= Pm(a) if and only if L |= Pm(a). Then L is an
L(i)-extension of M .
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7 Independence property in PpC fields
Theorem 4.10 says that the complete theory of a PRC field which is neither real closed nor
algebraically closed is not NIP. Contrary to PRC fields, the algebraic extensions of a PpC field
are not necessarily PpC fields. So the proof of Theorem 4.10 cannot be generalized to PpC
fields. For this reason, to prove that the theory of PpC fields is not NIP we will give an explicit
example of a formula with the independence property.
Theorem 7.1. Let p > 2 be a prime number. Let M be a bounded PpC field with two distinct
p-adic valuations v1, v2. Then the formula
φ(x, y) :=
2∧
i=1
vi(x) > 0 ∧
2∧
i=1
vi(y) > 0 ∧ ∃z(
2∧
i=1
vi(z − 1) > 0 ∧ z2 = x+ y + 1)
has the independence property.
Proof. Recall that by Theorem 6.1, v1 and v2 are existentially L-definable (see 6.2 for the
definition of L). So φ(x, y) is an L-formula. Let m ∈ N and k = m + 2m. Let Γ := Zk; then
Γ is an ordered abelian group with the lexicographic order. Let t be an indeterminate, and let
M((tΓ)) be the set of elements of the form
∑
γ∈Γ
aγt
γ , with aγ ∈M and such that {γ ∈ Γ : aγ 6= 0}
is well-ordered. Then F := M((tΓ)) is a field and the t-adic valuation vt : F
∗ → Γ given by
vt(
∑
γ∈Γ
aγt
γ) = min{γ ∈ Γ : aγ 6= 0} is such that (F, vt) is Henselian.
For each 1 ≤ r ≤ m + 2m, let zr := (z1r, . . . , zkr) ∈ Γ such that zjr = 0 if j 6= r and
zrr = 1. For each 0 ≤ j < m, let xj = tzj+1 ∈ F . Let (Al)1≤l≤2m an enumeration of P(m),
for each 1 ≤ l ≤ 2m let yl = tzm+l. Then the elements {xj , yl : 0 ≤ j < m, 1 ≤ l ≤ 2m} are
transcendental and algebraically independent over M , satisfying vt(xj) > 0 and vt(yl) > 0.
Define M0 := M(xj , yl : 0 ≤ j < m,Al ∈ P(m)) and L := M0(
√
xj + yl + 1 : 0 ≤ j <
m,Al ∈ P(m)). As p 6= 2, for all 0 ≤ j < m and Al ∈ P(m), 1 is a residual simple root of
z2 = xj + yl + 1; as (F, vt) is Henselian there exists zj,l ∈ F such that z2j,l = xj + yl + 1 and
vt(zj,l − 1) > 0. Therefore L ⊆ F .
Let v be a p-adic valuation on M . Define the valuation w on F as follows: If a =
∑
aγt
γ
and vt(a) = γ0, then w(a) := (v(aγ0), γ0). Then the value group of w is v(M) × Γ, and it
is ordered with the anti-lexicographic order. If v(M) has a smallest positive element 1, then
(1, 0) is the smallest positive element of w(F ). This implies in particular that w is also a p-adic
valuation on F . Therefore F is a totally p-adic extension of M , and as L ⊆ F we obtain that
L is a totally p-adic extension of M . In particular v1, v2 extend to p-adic valuations w1, w2 on
L satisfying wi(xj) > 0, wi(yl) > 0, and wi(zj,l − 1) > 0 for all i ∈ {1, 2}, 0 ≤ j < m and
Al ∈ P(m).
Claim. The fields M0(
√
xj + yl + 1), with (j, Al) ∈ m× P(m), are linearly disjoint over M0
Proof. Let H := 〈xj + yl+1 : 0 ≤ j < m,Al ∈ P(m), (M∗0 )2〉/(M∗0 )2, a subgroup of M∗0 /(M∗0 )2.
46
By Kummer theory, L := M0(H
1
2 ) is a Galois extension of M0 and Gal(L/M0) ∼= H . So we
have that [L : M0] = |Gal(L/M0)| = |H|.
Since H is a Z/2Z-vector space, it is sufficient to show that for all C ⊆ m× P(m), C 6= ∅,∏
(j,Al)∈C
(xj + yl + 1) is not a square in M
∗
0 .
Suppose there are z ∈M∗0 and C ⊆ m×P(m), C 6= ∅ such that:
∏
(j,Al)∈C
(xj + yl + 1) = z
2.
We have that R = M [xj , yl : 0 ≤ j < m,Al ∈ P(m)] is integrally closed over M0, hence z
belong to R and in R, (xj + yl + 1) | z2, for all (j, Al) ∈ C.
Let (r, As) ∈ C; since xr + ys + 1 is irreducible in R, (xr + ys + 1)2 | z2. Then,
(xr + ys + 1)
2 |
∏
(j,Al)∈C
(xj + yl + 1),
which gives us, by canceling,
(xr + ys + 1) |
∏
(j,Al)6=(r,As),(j,Al)∈C
(xj + yl + 1).
This contradicts the irreducibility of the xr + ys + 1 in M0.
Hence |H| = 2m2m , and [L : M0] = 2m2m .
By the Claim, Gal(L/M) ∼= (Z/2Z)m2m , so there exists σ ∈ Gal(L/M0) such that σ(zj,l) =
zj,l ⇔ j ∈ Al. Observe that as w2 is a p-adic valuation on L, w2 ◦ σ is also a p-adic valuation
on L extending v2. Replace w2 by w2 ◦ σ. Then in (L,w1, . . . , wn) we have that:
2∧
i=1
wi(xj) > 0 ∧
2∧
i=1
wi(yl) > 0 ∧ [∃z(
2∧
i=1
wi(z − 1) > 0 ∧ z2 = xj + yl + 1)]⇔ j ∈ Al.
Observe that since each vi is L-definable, and L contains constant symbols for a fixed
submodel of M , each wi is also L-definable.
Since (L,w1, . . . , wn) is a totally p-adic regular extension of (M, v1, . . . , vn), Lemma 6.1 and
Fact 5.7 imply that (M, v1, . . . , vn) is existentially closed in (L,w1, . . . , wn). Then there are aj ,
bl in M for every 0 ≤ j < m and Al ∈ P(m), such that M |= φ(aj, bl) if and only if j ∈ Al.
Remark 7.2. The proof for p = 2 is similar, using instead the formula
φ(x, y) :=
2∧
i=1
vi(x) > 0 ∧
2∧
i=1
vi(y) > 0 ∧ ∃z(
2∧
i=1
vi(z − 1) > 0 ∧ z3 = x+ y + 1)
and working in M(ω), with ω2 + ω + 1 = 0.
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Definition 7.3. Let M be a field and let M be a family of separable algebraic extensions of
M . Assume that M is closed under the action of G(M). We say that M is pseudo M-closed
(PMC) if every non-empty absolutely irreducible variety V defined over M with an M -simple
rational point for each M ∈M, has an M-rational point.
Corollary 7.4. LetM be a bounded PpC field which is not p-adically closed. Then T = ThL(M)
(see Notation 6.2) is not NIP.
Proof. Since M is bounded there exists n ∈ N such that M has exactly n distinct p-adic
valuations. If n ≥ 2, by Theorem 7.1 and Remark 7.2; T has the IP . Suppose that n = 1, let v
be the unique valuation on M ; by Theorem 6.1 v is definable. Since M is not p-adically closed
it is not Henselian, and there exists a finite algebraic extension N of M such that N admits
two distinct valuations v1, v2, extending v. Observe that as L contain constant symbols for a
fixed submodel of M , in M we can interpret the structure (N, v1, v2) (see Appendix 1 of [7] for
more details). Therefore it is enough to show that (N, v1, v2) has the IP .
Let M (1) be a fixed p-adic closure of (M, v) and let M := {σ(M (1)) : σ ∈ G(M)}. Then M
is PMC. By Lemma 7.2 of [29] N is PM(N)C, where M(N) = {σ(M (1))N : σ ∈ G(M)}.
We do the case p > 2, the case p = 2 can be adapted similarly. Let m ∈ N and k = m+2m.
Take Γ, xj , yl for 0 ≤ j < m and 1 ≤ l ≤ 2m as in the proof of Theorem 7.1. Let N0 :=
N(xj , yl : 0 ≤ j < m,Al ∈ P(m)) and L := N0(
√
xj + yl + 1 : 0 ≤ j < m,Al ∈ P(m)).
Let {vi}i∈I be the set of valuations in N extending v. Denote by N (i) the Henselian closure of
(N, vi), and let Ti := Th(N
(i)). As in the proof of Theorem 7.1 we can find definable valuations
wi on L extending vi such that:
(1) (L,wi) |= (Ti)∀
(2) L |=
2∧
i=1
wi(xj) > 0 ∧
2∧
i=1
wi(yl) > 0 ∧ [∃z(
2∧
i=1
wi(z − 1) > 0 ∧ z2 = xj + yl + 1)] if and
only if j ∈ Al
Observe that N is existentially closed in L: we can suppose that L = N(a¯), and let V be an
absolutely irreducible variety such that a¯ is a generic point of V . Then V has a simple point
in each N (i), for all i ∈ I, and as N is PM(N)C, it follows that V has an N -rational point.
Since the valuations are definable in N (in the language of rings expanded by constant
symbols) and N is existentially closed in L, we obtain that (N, v1, v2) has the IP .
8 PpC fields and their stability theoretic properties
Proposition 8.1. Let n ≥ 1. In n-PpC every quantifier-free Ln-formula is NIP.
Proof. By Lemma 4.11, since by 1.32(*) every atomic formula is of the form P im(p(x¯, y¯)), with
i ∈ {1, . . . , n} and p(x¯, y¯) ∈ Q[x¯, y¯], and pCF is NIP.
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Notation 8.2. We work with the notation of 6.2. Let n ≥ 1. Fix K a bounded PpC field with
exactly n p-adic valuations, which is not p-adically closed and let T := ThLn(K). Let M be a
monster model T and M (i) a fixed p-adic closure of M for the valuation vi. Denote by a |⌣iAB
if tpM
(i)
(a/AB) does not fork over A and by a |⌣ACFA B if a is ACF -independent of B over A.
Observe that a |⌣iAB implies a |⌣
ACF
A B, for all i ∈ {1, . . . , n}.
Theorem 8.3. Let E = acl(E) ⊆ M and (aj)j∈ω an indiscernible sequence over E. Let
r ≥ 1, let φ(x1, . . . , xr, y¯) be an Ln-formula and C a multi-open set in M r definable over E,
such that {(x1, . . . , xr) ∈ C : φ(x1, . . . , xr, a0)} is multi-dense in C. Then p(x1, . . . , xr) :=
{φ(x1, . . . , xr, aj)}j∈ω is consistent.
Proof. The proof of Lemma 4.16 generalizes almost immediately to our context. The proof of
the Claim is identical: replace Corollary 4.12 by Proposition 8.1 and observe that by Fact 6.10 if
ψ(x1, . . . , xr, a¯) is a quantifier-free Ln-formula, c ∈M r,M |= ψ(c, a¯) and trdeg(acl(a¯)c/acl(a¯)) =
r, then there is for all i ∈ {1, . . . , n}, a vi-open set C i in (M (i))r, definable over acl(a¯), such
that:
n⋂
i=1
(C i ∩M r) ⊆ ψ(M, a¯) and c ∈
n⋂
i=1
(C i ∩M r). The rest of the proof is identical, replace
Theorem 3.22 by Theorem 6.14, Theorem 3.17 by Theorem 6.11, and multi-cells in M r by
multi-open sets in M r.
Fact 8.4. [16, Theorem 6.6] The theory of p-adically closed fields (pCF fields) is strong and if
r ∈ N, bdn(x1 = x1 ∧ . . .∧, xr = xr) = r.
Theorem 8.5. The theory T is strong, resilient and bdn({x = x}) = n. If r ≥ 1, and
p(x¯) := {x1 = x1 ∧ . . . ∧ xr = xr}, then bdn(p(x¯)) = nr.
Proof. We work in a monster model (M, v1, . . . , vn) of T . For l ∈ {0, . . . , n − 1}, define the
formula ϕl(x, y) := vl+1(x−y) > 0. Find ((al,j)j∈ω)l≤n−1, such that ϕl(M, alj1)∩ϕl(M, alj2) = ∅,
for all j1 6= j2 and for all 0 ≤ l ≤ n − 1. Using the Approximation Theorem (3.1) we obtain
that (a¯l, ϕl(x, y), 2)l<n, with a¯l = (al,j)j∈ω is an inp-pattern of depth n. It follows that the
bdn({x = x}) is greater or equal to n. Observe that this can easily be generalized to several
variables and then bdn(p(x¯)) ≥ nr.
To show that bdn(p(x¯)) ≤ nr it is only necessary to replace in the proof of Theorem 4.24
multi-cell by multi-open set, Theorem 3.17 by Theorem 6.11 and Theorem 4.16 by Theorem
8.3.
The proof of resilient is as in Theorem 4.30, using the fact that the p-adically closed fields
are NIP and replacing Theorem 3.13 by Theorem 6.11 and Theorem 4.15 by Theorem 8.3.
Corollary 8.6. If M is a bounded PpC field, then Th(M) is NTP2.
Proof. This follows immediately from Theorem 8.5 using the fact that if M is bounded, then
there exists n ∈ N such that M has exactly n p-adic valuations, and they are definable.
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Observe that the proof of the converse of Theorem 4.23 cannot be generalized to bounded
PpC fields, as algebraic extensions of PpC fields are not necessarily PpC.
Theorem 8.7. Let r ∈ N and a¯ := (a1, . . . , ar) ∈ M r. Then bdn(a¯/A) = n · trdeg(A(a¯)/A).
Therefore the burden is additive (i.e. bdn(a¯b¯/A) = bdn(a¯/A) + bdn(b¯/Aa¯)).
Proof. Exactly the same proof as for Lemma 4.25 and Theorem 4.26, replacing <i-open interval
by 1-cell for the valuation vi and Lemma 3.18 by Lemma 6.12.
Fact 8.8. In the theory of p-adically closed fields (pCF ) all sets (in the real sort) are extensions
bases and forking equals dividing.
Proof. If M is p-adically closed and A ⊆ M , then by Proposition 3.4 of [44] dcl(A) is p-adically
closed. Using Corollary 3.22 of [14] we obtain that forking equals dividing.
Theorem 8.9. In T all sets are extensions bases and forking equals dividing, and if a is a tuple
in M and A ⊆ B ⊆M , then a |⌣AB if and only if a |⌣
i
AB, for all 1 ≤ i ≤ n.
Proof. The proof of Theorems 4.37 and 4.38 generalizes immediately to our context. We need to
replace multi-intervals by multi-1-cells, multi-cells and multi-boxes by multi-open sets and real
closures by p-adic closures. It is also necessary to change Theorems 3.13 and 3.17 by Theorems
6.8 and 6.11, Theorem 4.15 and 4.16 by Theorem 8.3 and the amalgamation theorem of orders
2.2 by Lemma 4 of [32].
Theorem 8.10. Let n ≥ 1 and letM be a sufficiently saturated bounded PpC field with exactly n
p-adique valuations. We consider M as a Ln-structure. Let a, b tuples in M and A ⊆ M . Then
LstpLn(a/A) = LstpLn(b/A) if and only if dA(a, b) ≤ 2 if and only if tpLn(a/A) = tpLn(b/A).
Proof. As in Theorem 4.42, using the fact that if M (i) is the p-adic closure of M for the
valuation vi, then Lstp
M (i)
L(i) (a/A) = Lstp
M (i)
L(i) (b/A) if and only if dA(a, b) ≤ 2 if and only if
tpM
(i)
L(i)
(a/A) = tpM
(i)
L(i)
(b/A).
9 Acknowledgments
The contents of this paper constitutes a part of my PhD thesis, I am grateful to my advisor
Zoé Chatzidakis for her guidance and helpful suggestions, as well as for all the corrections
and advice. I also want to thank Thomas Scanlon and Frank Wagner for their comments and
corrections, and Artem Chernikov for his suggestion that a preliminary version of Theorem
4.23 could be generalized to obtain strong in addition to NTP2, as well as multiple discussions
around the topics of the paper. Part of the work presented in this paper was made during
the program on Model Theory, Arithmetic Geometry and Number Theory at MSRI, Berkeley,
Spring 2014. I thank the MSRI for its hospitality. This paper was partially supported by
ValCoMo (ANR-13-BS01-0006) and the Universidad de Costa Rica.
50
References
[1] H. Adler, Strong theories, burden, and weight. Preprint (2007). Available in
http://www.logic.univie.ac.at/∼adler/docs/strong.pdf.
[2] J. Ax, The elementary theory of finite fields. Annals of Mathematics, ser 2, vol 88(1968),
239-271.
[3] Serban A. Basarab, Definite functions on algebraic varieties over ordered fields. Revue
Roumaine de Mathématiques Pures et Appliquées, vol 29(1984), 527-535.
[4] Serban A. Basarab, The absolute galois group of a pseudo real closed field with finitely
many orders. Journal of Pure and Applied Algebra, vol 38(1985), 1-18.
[5] Serban A. Basarab, Transfer Principles for Pseudo Real Closed E-Fold Ordered Fields..
Journal of Symbolic Logic 51 (4)(1986), 981-991.
[6] Z. Chatzidakis, Simplicity and Independence for Pseudo-algebraically closed fields. Models
and Computability, S.B. Cooper, J.K. Truss Ed., London Math. Soc. Lect. Notes Series
259, Cambridge University Press, Cambridge (1999), 41 - 61.
[7] Z. Chatzidakis, Properties of forking in ω-free pseudo-algebraically closed fields. J. of Symb.
Logic 67, Nr 3 (2002), 957 - 996.
[8] Z. Chatzidakis, A. Pillay Generic structures and simple theories. Annals of Pure and Ap-
plied Logic, vol 95 (1998), 71 - 92.
[9] C. Ealy and A. Onshuus, Characterizing rosy theories. Journal of Symbolic Logic, vol 72,
number 3 (2007), 919-940.
[10] I. Ben Yaacov, A. Chernikov, An independence theorem for NTP2 theories. J. Symb. Log.
79 (2014), no 1, 135-153.
[11] A. Chernikov, Theories without the tree property of the second kind. Annals of Pure and
Applied Logic 165 (2014), 695-723.
[12] A. Chernikov, More on NTP2. (2014) Private communication.
[13] A. Chernikov and M. Hils, Valued difference fields and NTP2. Israel Journal of Mathematics
204 (1), 299-327 (2014).
[14] A. Chernikov and I. Kaplan, Forking and dividing in NTP2 theories. J. Symbolic Logic 77
(2012), no 1, 1-20.
[15] A. Chernikov, I. Kaplan and P. Simon, Groups and fields with NTP2. Proceedings of the
AMS, 143 (2015), no 1, 395-406.
[16] A. Dolich, D. Lippel, and J. Goodrick, Dp-minimal theories: basic facts and examples.
Notre Dame Journal of Formal Logic, vol 52 (2011), no 3, 267-288.
51
[17] J-L. Duret, Les corps faiblement algébriquement clos non séparablement clos ont la pro-
priété d’indépendance. Model theory of Algebra and Arithmetic, Pacholski et al. ed,
Springer Lecture Notes 834 (1980), 135 -157.
[18] C. Ealy and A. Onshuus, Characterizing rosy theories. Journal of Symbolic Logic, vol 72,
number 3 (2007), 919-9.
[19] I. Efrat and M. Jarden, Free pseudo p-adically closed fields of finite corank. Journal of
Algebra 133 (1990), 132-150
[20] C. Grob, Die Entscheidbarkeit der Theorie der maximalen pseudo p-adisch abgeschlossenen
Korper. Konstanzer Dissertationen, Band 202 (1987).
[21] D. Haskell, D. Macpherson, A version of o-minimality for the p-adics. The journal of
Symbolic Logic, Volume 62, Number 4 (1997).
[22] N. Hempel, On n-dependent groups and fields. ArXiv Nr: 1401.4880.
[23] E. Hrushovski, Pseudo-finite fields and related structures. Model theory and applications,
Quad. Mat., vol 11, Aracne, Rome (2002), 151-212.
[24] E. Hrushovski, and A. PillayOn NIP and invariant measures.J. Eur. Math. Soc. (JEMS),
13(4):1005?1061, 2011
[25] D. Haran, M. Jarden, The absolute Galois group of a pseudo p-adically closed field . J.reine
angew.Math.383 (1988), 147-206.
[26] M. Jarden, The elementary theory of large e-fold ordered fields. Acta mathematica 149
(1982), 239-259.
[27] M. Jarden, On the model companion of the theory of e-fold ordered fields. Acta mathematica
150 (1983), 243-253
[28] M. Jarden, The algebraic nature of the elementary theory of PRC fields. Manuscripta
Mathematicae 60 (1988), 463-475.
[29] M. Jarden, Algebraic realization of p-adically projective groups. Compositio Mathematica
79 (1991), 21-62.
[30] W. Johnson, Forking and Dividing in Fields with Several Orderings and Valuations.
Preprint 2014.
[31] I. Kaplan, A. Onshuus and A. Usvyatsov, Additivity of the dp-rank. Trans. Amer. Math.
Soc. 365 (2013), no. 11, 5783-5804.
[32] U.-M. Kunzi, Decidable theories of pseudo-p-adic closed fields. Algebra and Logic, Vol 28,
No.6 (1989), 421-438.
[33] A. Macintyre, On definable subsets of p-adic Fields. The journal of Symbolic Logic, Vol
41, No.3(1976), 605-610.
52
[34] A. Onshuus, Properties and Consequences of Thorn-Independence. Journal of Symbolic
Logic. vol 71, number 1 (2006). 1-21.
[35] A. Prestel, Pseudo real closed fields, Set Theory and Model Theory. Lecture Notes 872,
Springer (1982).
[36] A. Prestel and P. Roquette, Formally p-adic fields. Lecture Notes in Mathematics 1050,
Springer, Berlin (1984).
[37] A. Prestel and M. Ziegler, Model-theoretic methods in the theory of topological fields. J.
Reine Angew. Math. 299(300) (1978), 318-341.
[38] F. Pop, Embedding problems over large fields. Ann. of Maths. (2)144 (1996), no 1, 1-34.
[39] P. Scowcroft and L. van den Dries, On the structure of semi-algebraic sets over p-adic
fields. The Journal of Symbolic Logic, vol 53(1988), 1138-1164.
[40] S. Shelah, Classification theory and the number of non-isomorphic models. volume 92 of
Studies in Logic and the Foundations of Mathematics. North-Holland Publishing Co.,
Amsterdam, second edition (1990).
[41] P. Simon, On dp-minimal ordered structures. J. Symbolic Logic Volume 76, Issue 2 (2011).
[42] P. Simon, Lecture notes on NIP theories. Lecture Notes in Logic, 44 (2015).
[43] L. van den Dries, Model theory of fields. Thesis, Utrecht (1978).
[44] L. van den Dries, Algebraic theories with definable Skolem functions. J. Symbolic Logic 49
(1984), no 2, 625-629.
[45] L. van den Dries, Tame Topology and o-minimal Structures. London Mathematical Society
Lecture Note Series 248. Cambridge: Cambridge University (1998).
53
