ABSTRACT. In this paper, we develop two classes of mixed finite element discretization for stationary MHD models, one using B (the magnetic field) and E (the electric field) as the discretization variables while the other using B and j (the current density) as the discretization variables. We show that the Gauss's law for magnetic field, namely ∇·B = 0, and the energy law for the entire system are preserved for both of these finite element schemes. We further establish that both of these new finite element schemes are wellposed under certain conditions, but we conclude that the finite element scheme based on B-j formulation seems to be superior than the one based on B-E formulation as the former requires much weaker conditions than the latter does.
INTRODUCTION
In this paper, we will develop structure-preserving finite element discretization for the following stationary incompressible magnetohydrodynamics (MHD) system: where the Ohm's law holds:
Here u is the velocity of conducting fluids, p is the pressure, B is the magnetic field, E is the electric field and j is the volume current density. Dimensionless parameters Re, Rm and S are the Reynolds number of fluids, magnetic field and the coupling number respectively. In the study of magnetohydrodynamics (MHD) system, it is well-known that the Gauss's law for the magnetic field, namely ∇ · B = 0, is an important condition in numerical computation of MHD system [5, 8] . Nonzero divergence of B will introduce a parallel force, which breaks the energy law. In our previous work Hu, Ma and Xu [11] , we proposed a class of structure-preserving and energy-stable finite element discretizations that exactly preserve the magnetic Gauss's law on the discrete level for the time dependent MHD systems. The goal of this paper is to extend such discretizations to stationary cases.
Such a discretization is however not straightforward as the time-dependent and the stationary systems have different structures. In the time-dependent problem, the Faraday's law reads: ∂B ∂t + ∇ × E = 0.
In [11] , we chose to keep the electric field E and use the H(curl)-conforming finite element space for E and H(div)-conforming finite element space for B to discretize the above Faraday's law as follows:
This implies that ∇ · B n = 0 holds for all n ≥ 1 as long as it holds for n = 0.
In the stationary case, the Faraday's law reads:
In this case, we can not directly apply the technique used in [11] for the evolutionary case to preserve the Gauss's law ∇ · B = 0 exactly on the discrete level. Instead we wil treat the Gauss's law as an independent equation in the whole MHD system and we will then introduce a Lagrange multiplier to appropriately enforce this law on both the continuous and the discrete level.
The idea of the use of Lagrange multiplier itself is not new (see Schötzau [15] and the reference therein) and the novelty of our approach here lies in how this technique is used in combination with the techniques developed in [11] . In Schötzau [15] , a magnetic multiplier r ∈ H 1 (Ω)/R is used to impose the Gauss's law in the following way:
Ω B · ∇s = 0, ∀s ∈ H 1 (Ω)/R which does not guarantee that the Gauss's law holds strongly (namely ∇ · B h = 0 pointwise in the domain) in the corresponding discrete case. The main difference in our approach is that the Gauss's law will indeed be preserved on the discrete level strongly by using appropriate finite element discretization of B so that B h is H(div)-conforming. The finite element de Rham sequence as studied in [1, 10, 4] plays an important role in the construction and analysis in our paper. MHD equations admit many different variational formulations which lead to different mathematical properties and numerical efficiency on the discrete level. In most existing literature, variables E and j are eliminated to reduce the size of the corresponding discretized problems. In [11] , we demonstrated that it is advantageous to keep E and use it as independent (or intermediate) discretization variables in appropriate finite element spaces. Indeed, this approach may lead to larger discretized systems, but these systems have better mathematical structure and may be solved, as illustrated in [11] , more efficiently than the corresponding smaller systems derived from traditional schemes by eliminating both E and j.
In this paper, we continue and extend this study for the stationary problem by keeping either E or j and discretizing them with appropriate finite element spaces. We will refer the corresponding discretizations as B-E and B-j formulations respectively. Among the many conclusions from the study in this paper, we will demonstrate that the use of B-j formulation may be more advantageous than the use of B-E formulation.
For simplicity of exposition, we will use the following homogeneous Dirichlet boundary conditions for B-E system:
According to the Ohm's law that j = E + u × B, the above boundary conditions are obviously equivalent to
These conditions turn out to be all essential boundary conditions. The extension to nonhomogeneous essential boundary conditions or non-essential boundary conditions is straightforward and standard and the relevant details will not be given in this paper.
The rest of the paper is organized as follows. In §2, we present the notation and basic finite element spaces used in the discussion. §3 extends the B-E formulation to stationary problems. In §4, a new formulation based on B and j is studied. Concluding remarks and the comparison of B-E and B-j formulations are given in §5.
NOTATION AND BASIC FINITE ELEMENT SPACES
In this section, we will introduce some basic Sobolev spaces and their corresponding finite element discretizations that will be used in the rest of the paper.
We will assume Ω to be a bounded domain with Lipschitz boundary. Using the standard notation for inner product and norm of the L 2 space
we define the following H(D, Ω) space with a given linear operator D:
and
where t D is the trace operator:
Here H(grad, Ω) is a scalar function space, while H(curl, Ω) and H(div, Ω) are for vector valued functions. And we often use the following notation:
When D = grad, we often use the notation:
. For clarity, the corresponding norms in H(D, Ω) are denoted by
We will use C 1 to denote the constant in the following inequality, which is a consequence of Sobolev imbedding theorem and Poincaré's inequality:
The finite element de Rham sequence is an abstract framework to unify the above spaces and their discretizations, see e.g. Arnold, Falk, Winther [1, 2], Hiptmair [10] , Bossavit [4] for more detailed discussions. Figure 1 shows the commuting diagrams we will use. Electric field E, magnetic field B and the multiplier r will be discretized in the last three spaces respectively. Figure 2 shows the finite elements of the lowest order. We will also For the special case that
(Ω) and the corresponding norm is denoted by · −1 , which is defined as
In the following, we use V h to denote the finite element subspace of velocity u h , and Q h for pressure p h . There are many existing stable pairs for V h and Q h , for example, Taylor-Hood elements [9, 3] As we shall see, it is useful to group
, and define
(Ω). The corresponding finite element subspaces can be defined similarly:
For a unified presentation of both the continuous and discrete levels of the B-E formulation, we also use the same notation X, Y to denote the corresponding finite element spaces:
On the continuous level, we define
(Ω), and on the discrete level, we use the same notation to
For the B-j formulation, we group the spaces to define
In order to define appropriate norms for the B-j formulation, we introduce the weak curl operator on the discrete level. For any
We further define · d to be a modified norm of
And
Now we define the norms for the various product spaces. For the Y space, we define
For the other product spaces, we need to use different product spaces and different norms in the two different discretization schemes. For the B-E formulation, we define
Since the fluid convection usually appears in the following discussions, we introduce the trilinear form
When w is a known function, L(w; u, v) is a bilinear form of u and v. This will occur in the Picard iteration, where w is the velocity of the last iteration step.
B-E FORMULATION
The variational formulation and the corresponding finite element discretization based on B-E are similar to our pervious work [11] . The discussions in this section hold for both the continuous and the discrete level.
3.1. Variational formulation and mixed finite element methods. We propose the following variational formulation for (.a)-(.e):
where j is given by Ohm's law:
We can verify various basic properties of the variational formulation: Theorem 1. Any possible solution of Problem 1 satisfies (1) Gauss's law of magnetic field in the strong sense:
(2) the Lagrange multiplier r = 0 and (.) is reduced to
which holds strongly. (3) the energy estimates:
Proof. The Gauss's law directly follows from (.). Now taking C = ∇ × E in (.), we get ∇ × E = 0 and hence
This implies that r = 0 since V 0 = ∇ · V d (both on the continuous and discrete level).
The first energy estimate follows by taking v = u, F = E, C = B in (.)-(.), and then adding them together. The second energy estimate follows from the following inequality:
This completes the proof.
3.2. Picard iteration. We give the following Picard iteration schemes for solving nonlinear system (.)-(.).
where j n n−1 is defined as:
The divergence-free property, consistency and energy estimates can be obtained similarly.
Theorem 2. Any possible solution of Algorithm 1 satisfies
(1) Gauss's law of magnetic field in the strong sense:
(2) the Lagrange multiplier r n = 0, hence (.) reduces to
(3) the energy estimates:
Next we show that the Picard iteration is well-posed under some assumptions. For simplicity, we denote ξ = (u, E, B), η = (v, F , C) and x = (p, r), y = (q, s). u − and B − are some known functions.
Define
Algorithm 1 can be recast into the following mixed formulation with
, and that
It goes without saying that the assumption (.) is very stringent, but this is the best we can do for this scheme. It is such an assumption that motivated the development of B-j formulation to be presented in the next section.
The proof of this theorem will be given in the following lemmas.
. a E (·, ·) and b E (·, ·) are bounded bilinear forms.
Proof. We first note that by the energy estimate
From Hölder inequality and Sobolev imbedding theorem, we see
The boundedness of the other terms are obvious.
Lemma 2. (inf-sup condition of b E (·, ·)) There exists a positive constant α such that
Proof. It is well known that there exists constant α 0 > 0 such that
This implies for any q ∈ Q, there exists v q ∈ V , such that
Y . This implies the desired result.
We define the kernel space
According to the definition, any (u, E, B) ∈ X 0 E satisfies (∇ · u, q) = 0, ∀q ∈ Q, and ∇ · B = 0.
Then the inf-sup condition of a E (·, ·) holds in X 
Proof. We only prove the first inequality, and the second is similar. Note that for ∇ · B = 0, there exists ψ ∈ V c , such that
where C 0 is a positive constant. Take v = u, F = E + tψ, C = B + RmS −1 ∇ × E, where t is a constant to be determined. Then
From Sobolev imbedding theorem and Poincaré's inequality, we have:
Note the following basic estimates:
By the assumption of Re, we see the last term is non-negative. Hence
On the other hand, by the choice of η = (v, F , C), we have
This implies the desired result.
B-J FORMULATION
As we noted before, the discretization based on the B-E formulation is not so desirable because of the stringent assumption (.). In this section, we propose a new finite element scheme whose well-posedness will not depend on the assumption such as (.).
For clarity, we show the path that will be followed in the remaining of this section before detailed discussions. In Problem 3, we propose a new finite element scheme that based on B and j. Algorithm 2 gives a class of Picard iteration for solving this nonlinear problem. To prove its well-posedness, we recast Algorithm 2 into an abstract form of Brezzi theory in Problem 4, where general right hand sides are used. The proof of wellposedness of Problem 4 will be given in Section 4.3. Instead of proving the well-posedness directly, although it is possible, we will follow a simpler approach. We first introduce weak curl operator to simplify Problem 4 to a related Problem 5, and their relation is shown in Lemma 4. Now we have reduced the task to the proof of well-posedness of Problem 5. Using Brezzi theory, this will be established in Lemma 5, Lemma 6 and Lemma 7.
4.1.
Mixed finite element discretizations of B-j formulation. We note that it is the variable j that appears in the energy estimate. Therefore it seems natural to use B and j as the mixed variables of the electromagnetic part of the MHD system. Discretization methods based on B and j actually have already existed in the literature. For example, some finite volume methods based on B and j have been developed in [13, 14, 12] where the conservation of ∇ · j = 0 was considered (but no discussion on the condition ∇ · B = 0), and in [16] B and j were used as variables in the simulation of liquid metal breeder blankets.
We eliminate E by Ohm's law and consider the following model:
We now present our first new finite element discretization of the above system.
In the above algorithm, an additional variable σ h is introduced to accommodate for the evaluation of the weak curl operator ∇ h × which is nonlocal. This extra work comes from the nonlinear coupling term (∇ × (u × B), C).
Before further discussions, we verify basic properties and the energy estimates of the discretization, which are basic and important tools in the design and analysis of numerical methods, especially for nonlinear problems.
Theorem 4. Any solution of Problem 3 satisfies
(2) the Lagrange multiplier r h = 0, hence (.b) reduces to
Proof.
(1) It is a direct consequence of (.f), since
Add them together, we have
Again from (.d), the last two terms on the left hand side vanish by taking
Picard iteration.
In order to solve nonlinear Problem 3, the following Picard iteration can be used:
Algorithm 2. For n = 1, 2, 3, . . . , given (u
The following basic properties of Algorithm 2 can also be established similarly. We can recast Algorithm 2 into an abstract form of Brezzi theory [6] . In the following discussion, we will useξ h ,η h ∈ X jh to denote (u h , j h , σ h , B h ) and (v h , k h , τ h , C h ); and x h , y h for (p h , r h ) and (q h , s h ) respectively. We assume u 
corollary of the energy estimates. Define
Algorithm 2 corresponds to Problem 4 when u − = u n−1 , B − = B n−1 and l, g, h, m, z = 0.
We give the main theorem of well-posedness:
Theorem 6. (Well-posedness of Picard iteration of the B-j formulation)
There exists unique (u h , j h , σ h , B h , p h , r h ) solving Problem 4, and the solution satisfies:
where C only depends on the domain and u
4.3.
Proof of the well-posedness theorem. In this subsection, we prove Theorem 6 to verify the well-posedness of Problem 4 (and therefore Algorithm 2). In Algorithm 2 (also in Problem 4, but with general right hand sides, which will be explicitly written below), we note that j = 1 Rm ∇ × B holds in a weak sense, and we introduce the variable σ h to evaluate u h × B − h . This motivates us to formally eliminate σ h and j h using weak curl operator to consider a relevant problem.
For this purpose, we definẽ
Hereafter,ξ h ,η h are short for (u h , B h ) and (v h , C h ).
Such a variational form is closely related to the "curl-formulation", for example, in [15] . Curl operators is replaced by its weak version "∇ h ×".
In what follows we use · c * to denote the dual norm of H h 0 (curl, Ω) (with norm · c ):
To seef andh are bounded linear operators, we note the basic estimates:
In the following discussion, we will use the Riesz representation
* which are defined by
. Note that g 0 c = g c * and l 0 c = l c * .
For the relation between Problem 4 and Problem 5, we have:
solves Problem 5 and
where C depends on the domain, u
Proof. In Problem 4, we take v h , k h , C h , q h , s h = 0 in (.) to see
and take v h , τ h , C h , q h , s h = 0 in (.) to note that
If (u h , B h , p h , r h ) solves Problem 5, and
it is easy to see from (.) and (.) that (u h , Rm
solves Problem 4, and
where the last inequality is by Sobolev imbedding theorem.
This implies
On the other hand, solution of Problem 4 also solves Problem 5 by substituting (.) and (.) into (.).
Once the well-posedness of Problem 5 is established, the first part of Lemma 4 will imply existence and stability of the original Problem 4, and the second part will imply the uniqueness.
Hence it suffices to prove well-posedness of Problem 5 under the norm
We note that · d is a "Hodge Laplacian norm" which is natural for Problem 5:
Similar to the above discussion, we have 
Proof. Similar to Lemma 2, it suffices to prove the following two inf-sup conditions of the pressure and magnetic multipliers: there exists constant α 0 > 0 such that
The first inequality is standard for existing Stokes pairs. Now we focus on the second. The proof is a three dimensional case of the discussion in Chen et al. [7] . We include the proof here for completeness.
It is known that for any
Note that v ∈ H 1 0 (Ω) 3 , hence Π div is well-defined and bounded. Therefore
Now it suffices to prove
In fact, using inverse inequality and approximation results,
This proves the desired result.
Define the kernel space X
Next we show the coercivity on X 
From Poincaré's inequality [7] and ∇ · B h = 0:
and there exists a positive constant α which only depends on the domain and Re, Rm, S such thatã
From Lemma 5, Lemma 6 and Lemma 7, we have proved the well-posedness of Problem 5. And from Lemma 4, this shows the well-posedness of Problem 4, and hence Algorithm 2.
CONCLUDING REMARKS
In this paper we considered the mixed finite element discretizations of the stationary MHD system. Compared to the time-dependent system, the Gauss's law of magnetic field is an independent equation which cannot be derived from the Faraday's law. Therefore new techniques of Lagrange multipliers are employed to impose the Gauss's law.
Two structure-preserving discretization methods proposed in the previous sections for the stationary MHD system preserve both the discrete energy law and most importantly the Gauss's law ∇ · B = 0, but nevertheless they differ significantly in many ways.
The formulation based on B and E is similar to the time-dependent case studied in [11] . But the well-posedness of such a formulation can only be established when the Reynolds number Re is assumed to be sufficiently small. To remove such an undesirable constraint, we proposed a new formulation based on B and j. Such a formulation was partially motivated by the fact that the energy is given in terms of j instead of E .
These two formulations look similar. In the finite element discretization of both of the B-E and B-j formulations, we have j = E + P(u × B) (only one variable of E and j is explicitly used in one scheme). This is an equation in H h 0 (curl, Ω). The current density j and the electric field E differ by a nonlinear term, which is projected to H h 0 (curl, Ω). But the resulting B-E and B-j formulations are different due to the different treatment of the nonlinear term P(u × B) in, for example, the discretization of the Lorenz force term. We note that in the B-E formulation, the Lorenz force term (j, v × B) is discretized as (E + u × B, v × B).
Whereas in the B-j formulation, the corresponding discretization is as follows (E + P(u × B), P(v × B)).
It is easy to see that these two discretizations are indeed different.
Similar difference can also be found in other places. These differences make the two algorithms behave quite differently. In fact, a key point to get well-posedness is the cancellation of the symmetric nonlinear coupling terms to get the energy estimates. Under such a restriction, other parts of the schemes have to be different according to the different Lorentz force terms. Indeed the energy estimates of these two kinds of formulations have already shown the difference. The energy estimates of the B-E formulation involve E + u × B 2 , while the B-j formulation involves j 2 = E + P(u × B) 2 .
As a result of these differences, a careful analysis indicates that the well-posedness of the B-j formulation can be established without any assumption on the size of Re.
