Several distributional properties of semicircular distribution are presented. The limiting distributions of the standardized extreme order statistics are given. Some characterizations of the distribution are shown.
Introduction
Wishart (1928) considered random matrix in connection to the statistical analysis of large data. A matrix is called a random matrix if the entries of the matrix are random numbers from a specified distribution. If the distribution is Gaussian, then we call it a Gaussian random matrix. Let 
This work has been extended by various authors. For details see Anderson et al. (2010) , Bai and Yin (1988) and Tao (2012) .The pdf f R (x) of the generalized semicircular distribution is given by
The pdf of the standardized SCD(-1, 1) f s (x) is given by
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Suppose Y has a beta distribution with pdf f (x) as
then W = 2y -1 is distributed as SCD(-1, 1). The standard semicircular distribution is symmetric around zero. The mean of SCD(-1, 1) is zero and variance = ¼.
Main Results
The cumulative distribution function (CDF) F s (x) of SCD(-1, 1) is given by The percentile points x p of SCD (-1, 1) are given in where I 1 (t) is the modified Bessel function. Let X 1 , X 2 ,…, X n be an independent observation from SCD(-1, 1). Suppose
is the associated order statistics. It can be shown that
Thus X 1,n when normalized tends to the extreme Value type III (minimum ) distribution (for details see Ahsanullah and Nevzorov (2001) .
Thus X n,n when normalized tends to the extreme Value type III (maximum) distribution. We have The following two lemmas will be used to prove the characterizing theorems.
Lemma 2.1. Suppose the random variable X has an absolutely continuous cdf F(x) and pdf f (x). We assume α
is a differentiable function for all x in (α, β) and 
Differentiating the above expression with respect to x, we obtain
On integrating the above expression, we will have
where c is determined by the condition
Lemma 2.2. Suppose the random variable X has an absolutely continuous cdf F(x) and pdf f (x). We assume α = inf{X|F(x) > 0}, β = sup{x|F(x) < 1}, E(X) exists and f (x) is differentiable for all x in (α, β). If E(X|X > x) = h(x)r(x), h(x) is a differentiable function for all x in (α, β) and
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where c is determined by the condition
Differentiating the above expression with respect to x, we obtain 
We have by Lemma 2.1,
On integrating both sides of the above equation, we obtain
where c is a constant. Using the boundary condition ∫ −
, we obtain
Suppose the random variable X has an absolutely continuous cdf F(x) and pdf f (x). We assume, α = -1 and β = 1, f(x) is differentiable for all x in (-1, 1 ) and E(X) exists. Then
We have by Lemma 2.2,
Some Inferences on Semicircular Distribution
We define
The following two characterization theorems are based on the conditional expectation of S k,n and T k,n .
Theorem 2.3. Suppose the random variable X has an absolutely continuous cdf F(x) and pdf f (x).
We assume α = -1 and β = 1, f (x) is differentiable for all x in (-1, 1) and E(X) exists. Then 
