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Electrical impedance tomography (EIT) is a non-destructive
imaging method, where a physical body is probed with elec-
tric measurements at the boundary, and information about the
internal conductivity is extracted from the data. The enclosure
method of Ikehata [J. Inv. Ill-Posed Prob. 8(2000)] recovers
the convex hull of an inclusion of unknown conductivity em-
bedded in known background conductivity. Practical imple-
mentations of the enclosure method are based on least-squares
(LS) fitting of lines to noise-robust values of the so-called in-
dicator function. It is shown how a convolutional neural net-
work instead of LS fitting improves the accuracy of the enclo-
sure method significantly while retaining interpretability.
Index Terms— inverse problem, electrical impedance to-
mography, enclosure method, convolutional neural network
1. INTRODUCTION
Electrical impedance tomography (EIT) is a non-destructive
imaging method. In EIT a conductive body is probed with
electric measurements at the boundary, and information about
the internal conductivity distribution is extracted from the
data. The task of interpreting EIT data is an ill-posed in-
verse problem, meaning that reconstructions are extremely
sensitive to modelling errors and measurement noise.
We focus on a restricted version of EIT: extracting
the convex hull of inclusions embedded in constant back-
ground conductivity. By inclusion we mean a possibly
multi-component domain of unknown conductivity. Such
applications arise for example in process and construction
industries [1–3]. Our methodology is based on the enclosure
method of Ikehata [4,5], where the asymptotics of a so-called
indicator function reveal the convex hull of the inclusion set.
We introduce a novel hybrid algorithm combining tradi-
tional inversion analysis and machine learning. In ill-posed
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inverse problems it is not advisable to use the measured data
as the input to a learning algorithm: even in very simple ex-
amples, learning the well-posed direct problem is much more
efficient than learning the ill-posed inverse problem.
We propose using noise-robust inversion methods, in this
case the enclosure method, for extracting stable features from
the data and subsequently learning from them. We call such
approaches Robust Gray-Box (RGB) algorithms, as the inter-
mediate features offer more interpretability than black-box
learning. In this work we show how a simple convolutional
neural network (CNN) can recover the convex hull from
noisy indicator function values much more accurately than
the state-of-the-art least-squares algorithm. (An analogous
hybrid strategy was employed in [6, 7], where blurred EIT
images achieved with the D-bar method were sharpened with
neural network models in post-processing.)
We take Ω ⊂ R2 to be the unit disc and consider conduc-
tivities σ : Ω→ R of the form
σ(x) = 1 + χD(x)h(x). (1)
Here D ⊂ Ω is the set of inclusions, and χD(x) equals one
when x ∈ D and zero otherwise. We take D to consist of a
finite random collection of non-overlapping discs or ellipses.
Further, the function h(x) has a constant value, not equal to
one, inside each component of D. We assume that the con-
ductivity thus defined is bounded and strictly positive:
0 < M−1 ≤ σ(z) ≤M. (2)
A mathematical model for EIT was formulated by Calderón
in [8]. Applying voltage f at the boundary leads to the fol-
lowing elliptic partial differential equation (PDE):{
∇ · σ∇u = 0 in Ω,
u|∂Ω = f.
(3)
Here u is the electric voltage potential and −σ∇u is the elec-
tric current vector field that has no sinks or sources inside Ω.















Fig. 1. Define the support function of inclusion D ⊂ R2 with
direction ω ∈ S1 by hD(ω) := supx∈D x · ω. Here Ω is the
unit disc, and the inclusionD has three elliptical components.
density along the boundary, where ~n is the outward normal
vector field on ∂Ω. The Dirichlet-to-Neumann (DN) map




is an ideal infinite-precision model for the set of all possible
static voltage-to-current boundary measurements. For more
advanced EIT data models we refer to [9].
Define the support function of the inclusionD ⊂ R2, with
direction specified by a unit vector ω ∈ S1, by
hD(ω) := sup
x∈D
x · ω. (5)
See Figure 1 for an illustration. Ikehata showed in [4] how
to use Λσ to calculate a so-called indicator function Iω(τ),
which in turn determines hD(ω). The knowledge of hD(ω)
for all directions ω gives the convex hull of D.
Denote by ω⊥ the vector ω rotated counterclockwise by
angle π/2. Then ω · ω⊥ = 0. For each τ > 0 and x ∈ R2
define the exponential function
fω(x, τ) := e
τx·ω+iτx·ω⊥ . (6)





(Λσ−Λ1)fω( · , τ)|∂Ω
)
(θ)fω(e
iθ, τ) dθ, (7)
where Λ1 is the DN map of the constant conductivity with
value 1 (also known as the dummy load). The large-τ asymp-










Fig. 2. The effect of measurement noise on the indicator func-
tion. Larger (black) dots show the actual values 12 log |Iω(τ)|.
We calculate the Dirichlet-to-Neumann maps as finite ma-
trices as explained in [13, Section 13.2]. Then we added
simulated random white noise with realistic amplitude to the
matrix elements. The smaller (grey) dots show the same τ -
values calculated with formula (7) from noisy Dirichlet-to-
Neumann matrices with 50 different realizations of random
noise. We conclude that the computation is relatively robust
against noise for τ ≤ 4.5.
However, in practice the measurement noise typically cor-
rupts the computed values of Iω(τ) for τ > 4.5. See Figure 2
for an illustration of the effects of noise. Therefore, it is not
plausible to take τ large enough for the asymptotics in (8) to
kick in. Rather, some estimation of the slope of the function
log |Iω(τ)| for small values of τ has been used [10–12].
In this work we demonstrate how a convolutional neural
network can learn the correspondence between small-τ values
of Iω(τ) and the support function. The paper is organized as
follows. In Section 2 we present the classical least-squares
fit method. Section 3 is devoted to the CNN-based inversion.
We conclude our results in Section 4.
2. LEAST-SQUARES FITTING
We recover the support function approximately using the fol-
lowing least-squares approach. We define N = 45 directions
uniformly distributed over the whole 2π range:
ωj = [cos θj , sin θj ]
T , (9)
θj = 2π(j − 1)/N, j = 1, . . . , N.
Further, τ ranges in the interval from 1.5 up to 4.5 with step
size 0.5:
τ` = 1 +
`
2
, ` = 1, 2, . . . , 7. (10)




log |Iωj (τ`)|) ∈ R2, ` = 1, 2, . . . , 7
in the least-squares sense. According to the asymptotic for-
mula (8), the slope of the fitted line approximates the support
function of the inclusion in direction ωj .
The inversion process is illustrated in Figure 3. We aim
to recover the convex hull of an inclusion consisting of two
lower-than-background discs. The LS fit consistently overes-
timates the support function, leading to the reconstructed set
being a lot larger than the convex hull of the inclusion. Given
the systematic overshoot of the fitted slope, one could think
that a simple correction would improve the method.
However, applying the same approach to a more compli-
cated inclusion, having both low- and high-conductivity com-
ponents, leads to both too small and too large reconstructed
support function values. See Figure 4. The least-squares fit
sometimes underestimates the slope, leading to false negative
classifications of points.
See also Figures 8 and 7, as well as Table 1, for results.
3. CONVOLUTIONAL NEURAL NETWORK
Learning the approximate convex hull from indicator function
values is a straightforward task to define for a neural network




where the seven values of τ` are defined in (10) and the 45
directions ωj are given in (9). The output is 45 real numbers,
namely approximate hD(ωj) for j = 1, . . . , N .
We wish to use CNN with two-dimensional filters, so we
organize the input in the form of an image. There are 21
rows and 50 columns. Each column corresponds to a fixed
direction; the first 45 columns are directions from 1 to 45 and
columns 46–50 are copies of columns 1–5. The repetition is
for allowing the convolution to analyse the relation between
consecutive angles 43,44,45,1,2,3 (note periodicity in the di-
rections evident in formula (9)) in an analogous way to angles
in the middle of the range.
Each column has the seven indicator function values mul-
tiply listed in this order:
1, 2, 3, 4, 5, 6, 7, 7, 6, 5, 4, 3, 2, 1, 1, 2, 3, 4, 5, 6, 7.
The multiplicity is for avoiding problems with boundary ef-
fects coming from the (three pixel wide) zero padding.
We use the following CNN architecture in this work.
There are six layers:
Image Input 21x50 images, zero mean
Convolution 120 filters of size 6x4,
Leaky ReLU Leaky ReLU with scale 0.01
Fully Connected Fully connected layer, 45 outputs
Tanh Hyperbolic tangent layer












Fig. 3. Performance of least-squares fitting in a simple case
of two lower-than-background disc inclusions.The estimated
slope is systematically larger than the actual support function;
this leads to consistently thick reconstruction of the convex
hull. In other words, there are plenty of false positives but no
false negatives in the resontructed set.
We used three-pixel zero padding in the convolutional layer.
The computation was implemented in Matlab R2019a Deep
Learning Toolbox.
3.1. Simulated training, validation and testing datasets
Disc inclusions. For training and validation data we create
19 000 different conductivities, each with minimum of one
and maximum of four disc inclusions. The homogeneous
background conductivity is equal to 1. The randomly placed
disc inclusions have these statistics:
• Random radii uniformly distributed in [0.05, 0.2].
• The conductivity inside each inclusion is random with
uniform distribution in either [1.5, 5] (higher than




Fig. 4. Performance of least-squares fitting in a case of four
disc inclusions with three higher and one lower conductivity
than background. The estimated slope is sometimes larger
and sometimes smaller than the actual support function. As a
result, there are both false positives and false negatives in the
reconstructed set. Compare to Figure 3.
The choice between higher or lower was made for each
inclusion independently with probability 1/2.
• The discs in a fixed conductivity example are disjoint
and at least a distance of 0.1 away from the unit circle.
Elliptic inclusions. For testing the performance of the net-
work model, we generated 1 000 random conductivities, each
having 5 having elliptic inclusions. The homogeneous back-
ground conductivity is equal to 1. The randomly placed and
oriented elliptic inclusions have these statistics:
• Each semi-major axis is random with half-lengthR uni-
formly distributed in the interval [0.04, 0.22].
• Each semi-minor axis is random with half-length r uni-





Fig. 5. Quantitative measurement of the quality of recon-
structed convex hulls. We calculate the area of the false neg-
ative set C \ B and false positive set B \ C into (11).
• The conductivity inside each elliptic inclusion is ran-
dom with uniform distribution in either [1.3, 7] (higher
than background) or in [0.14, 0.77] (lower than back-
ground). The choice between higher or lower was made
for each inclusion independently with probability 1/2.
• The ellipses in a fixed conductivity example are disjoint
and at least a distance of 0.1 away from the unit circle.
The set of elliptic inclusions generalize the set of discs
in several ways. There are more inclusions (5 ellipses, at
most 4 discs), the ellipses may have larger diameters than the
discs, and the conductivity values in elliptic inclusions vary
in a wider range than for discs.
3.2. Measuring the quality of reconstructions
Denote the true convex hull by C ⊂ R2 and the reconstructed
convex hull by B ⊂ R2. We use the relative error
|C \ B|+ |B \ C|
|Ω|
· 100%, (11)
where | · | is area. Here |Ω| = π since we work in the unit
disc. See Figure 5 for an illustration.
3.3. Results
Our training set consisted of 16000 cases, out of which 6900
had a random number of disc inclusions (at least one and at
most four), and 9100 had four disc inclusions. The larger
share of four-inclusion examples allows training the network
more on the most difficult cases.
Our validation set consists of 3000 cases with a random
number of disc inclusions (at least one and at most four).
We trained the CNN for 2000 epochs of 125 iterations
each. We used a constant learning rate of 0.01, and we vali-
dated every 30 iterations. The training took 764 minutes on a
desktop Mac CPU, and the final RMSE was 0.15. See Figure
6 for the RMSE and loss during training. See Table 1 and the
bottom plot in Figure 7 for reconstruction quality, and Figure
8 for examples of reconstructions.
Fig. 6. RMSE and loss during training. The iterations run
from 1 to 250000. The final RMSE was 0.15.
Table 1. Statistics of the relative error (11) for 1000 test cases.
See Figure 7 for histograms and Figure 8 for interesting spe-
cial cases of reconstructions.
Mean Median Max
Least-squares fit 28.3% 27.6% 53.7%
CNN 4.2% 3.8% 14.8%
4. DISCUSSION AND CONCLUSIONS
CNNs are clearly better than least-squares line fitting methods
in capturing the nonlinear relationship between small-τ indi-
cator function values and convex hulls of inclusions. The er-
ror statistics in Table 1 and Figure 7, and the illustrated recon-
srtuctions in Figure 8, show significant quantitative advantage
of machine learning over the classical approach. Curiously, in
only one case out of 1000 did the LS fit outperform the CNN;
see Figure 8(d).
We found the CNN specified in Section 3 by trial and er-
ror. Deeper designs with more layers did not seem to improve
the results, and pooling resulted in poorer performance in our
tests. However, there is no reason to believe that the network
architecture used in this work would be optimal; there must
exist another neural network model that reduces the recon-
struction error further. That being said, we find it positive that
a very simple CNN architecture is able to improve reconstruc-
tion quality as much as reported in Table 1.
As future research directions we see implemention the
method with more realistic data models such as the complete
electrode model, and extension to generalized enclosure-
type probing with different shapes such as cones, discs and
parabola [14–17]. Also, the noisy indicator function values
shown in Figure 2 seem to have a systematic bias. Perhaps




Fig. 7. Comparison of the accuracy of the classical least-
square fit method and the new machine-learning approach for
1000 test cases. The relative error is defined in formula (11).
See also Table 1.
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Fig. 8. Four conductivities, marked (a), (b), (c) and (d),
picked out of the set of 1000 five-inclusion test cases. Case (a)
represents the minimal error produced by the CNN, case (b)
the median error produced by the CNN, and case (c) the mean
error produced by the CNN. Curiously, case (d) is the only
one out of the 1000 tests, where the least-square fit method
gave a better result than the CNN. Left column: Recon-
structions of convex hulls using the classical least-square fit
method. Middle column: new CNN-based machine-learning
approach. Right column: Ground truth, namely the approxi-
mate convex hull determined by the 45 directions used. In all
images the lighter elliptical inclusions have a higher constant
conductivity than background, while darker ones have lower
conductivity.
