Abstract: A conjecture of Gröbner-Shirshov basis of any Coxeter group has proposed by L.A. Bokut and L.-S. Shiao [4] . In this paper, we give an example to show that the conjecture is not true in general. We list all possible nontrivial inclusion compositions when we deal with the general cases of the Coxeter groups. We give a Gröbner-Shirshov basis of a Coxeter group which is without nontrivial inclusion compositions mentioned the above.
Introduction
Let M = m ij n×n be a symmetric n × n matrix such that m ii = 1, 2 ≤ m ij ≤ ∞. The Coxeter group W = W (M) is defined by the generators s 1 , · · · , s n and the defining relations (s i s j ) m ij = 1. A conjecture of Gröbner-Shirshov basis of any Coxeter group has proposed by L.A. Bokut and L.-S. Shiao [4] . Gröbner-Shirshov bases of all finite Coxeter groups were given in [4, 8, 10] . As it is hypothesis, the conjecture is true for any finite Coxeter group. In this paper, we give an example to show that the above conjecture is not true in general. We list all possible nontrivial inclusion compositions (four cases) when we deal with the general cases of the Coxeter groups. We then give a new conjecture and prove it is true in some cases. We give a Gröbner-Shirshov basis of a Coxeter group which is without nontrivial inclusion compositions mentioned the above. We give some examples of such Coxeter groups but not the finite Coxeter groups. We will consider other cases in another papers in the future.
Preliminaries
We first cite some concepts and results from the literature [9, 2, 3] which are related to Gröbner-Shirshov bases for associative algebras. A notion of the pre-Gröbner-Shirshov basis is new.
(3) Irr(S) = {u ∈ X * |u = asb, s ∈ S, a, b ∈ X * } is a F -basis of the algebra A = F X|S .
If a subset S of F X is not a Gröbner-Shirshov basis then one can add all nontrivial compositions of polynomials of S to S. Continuing this process repeatedly, we finally obtain a Gröbner-Shirshov basis S comp that contains S. Such a process is called Shirshov algorithm.
A set S is called reduced Gröbner-Shirshov basis if it is a Gröbner-Shirshov basis and there are no inclusion compositions in S.
A set S is called pre-Gröbner-Shirshov basis if there exists a subset R ⊂ F X such that the following conditions hold.
(i) Id(R) = Id(S) and R is a Gröbner-Shirshov basis. R is called a Gröbner-Shirshov basis with related to S.
(ii) For any r ∈ R, there exists s ∈ S with |s| = |r| such that either r = s or there exists a finite sequence of ELW's of S \ {s}, s = s 0 → s 1 → · · · → s n = r, i.e., s can be reduced to r via S \ {s}. Lemma 2.2 Let S ⊂ F X be an effective set (in a plurally algebraic language, one may say that for any n ≥ 0, one knows all polynomials s ∈ S n of degree less or equal n from S, and there are finite number of these polynomials.) If S is a pre-Gröbner-Shirshov basis, then the word problem is solvable for the algebra F X|S = F X /Id(S).
Proof Let f ∈ F X be a polynomial of degree n ≥ 1, R be a Gröbner-Shirshov basis with related to S. Then f ∈ Id(S) iff f goes to 0 by the ELW of R. So we need only to know all polynomials r ∈ R n of degree less or equal than n from R. From the definition of a pre-Gröbner-Shirshov basis, R n is a result of the ELW of S n for polynomials from S n . Since we know S n , we can find R n effectively.
Let A = sgp X|S be a semigroup presentation. Then S is also a subset of F X and we can find Gröbner-Shirshov basis S comp . We also call S comp a Gröbner-Shirshov basis of A. The set Irr(S comp ) = {u ∈ S * |u = af b, a, b ∈ X * , f ∈ S comp } is a linear basis of F X|S which is also a set of all normal forms of A.
Gröbner-Shirshov bases of Coxeter groups
Let Σ = {σ 1 , · · · , σ n } be a finite set. Let M = (m ij ) be a symmetric n × n matrix over the natural numbers together with ∞, such that m ii = 1, 2 ≤ m ij ≤ ∞ for i = j. Such an M is called a Coxeter matrix. Now, we use W to denote W = W (M) = sgp Σ|(σ i σ j ) m ij = 1, 1 ≤ i, j ≤ n, m ij = ∞ .
W is called the Coxeter group (see, for example, [5] ) with respect to Coxeter matrix M. We order Σ * by the deg-lex ordering, where σ 1 < · · · < σ n . For any i, j (1 ≤ i, j ≤ n), denote by m σ i σ j = m ij . For any s, s ′ ∈ Σ, we now define for finite m ss ′ the following notation: m(s, s ′ ) = ss ′ · · · (there are m ss ′ alternative letters s, s ′ ), (m − i)(s, s ′ ) = ss ′ · · · (there are m ss ′ − i alternative letters s, s ′ , 1 ≤ i ≤ m ss ′ ). With the above notation, the defining relations of W can be presented in the following forms
for all s, s ′ ∈ Σ and finite m ss ′ . Define s ⊲ s ′ if s > s ′ and m ss ′ = 2.
where
we obtain the result.
Denote by
where (3 ′ ) consists of all relations in (3) with the extra properties
It was conjectured in [4] that a Gröbner-Shirshov basis of W can be obtained from S using only commutative relations of W (m(s, s ′ ) = m(s ′ , s) where m ss ′ = 2). The following example shows that this conjecture is not true in general. Then we give the following conjecture.
Conjecture (L.A. Bokut):
The set of relations (1), (2), (3) is a pre-Gröbner-Shirshov basis of W .
In this paper, we will show that the above new conjecture is true when M satisfies some conditions. Theorem 3.3 Let S = {(1), (2), (3 ′ )}. Then if S is a pre-Gröbner-Shirshov basis of W then so is {(1), (2), (3)}.
Proof It suffices to show that for any
in (3) without property (4) or (5), f has an expression: f = a i r i b i , where r i ∈ S, a i , b i ∈ X * . We prove this by induction on k.
. There are two cases to consider. Case 1. f is without property (4).
Thus the result is true for k = 0. For k > 0, there are also two cases to consider. Case 1. f is without property (4) .
By induction, r 2 is a combination of relations in (3 ′ ). Then the result follows. (3) . By induction, the result follows. If there exists i,
, and both of them are in (3) . By induction, the result follows.
Case 2. f is without property (5). Let us have f with condition (4). Suppose {s i , s
is the last second letter of (m − 1)(s i+1 , s 
is in (3) . By induction, the result follows.
We will deal with inclusion compositions (f, g) w ,f = aḡb, w =f and f ∈ (3 ′ ), g ∈ (2)∪(3 ′ ). We will prove that in the most cases they are trivial except six cases in Theorems 3.13, 3.15, 3.17 and 3.18.
Notation:
We will fix two "typical" relations in (3 ′ ). Let f be a relation in (3 ′ ),
where {x i , s
In Lemmas (Theorems) 3.4-3.15, we always assume that f, g ∈ (3 ′ ) with the forms (6), (7) respectively andf = aḡb for some words a, b.
Lemma 3.4 Iff = aḡ, then a = 1 and f = g.
Noting that u 0 · · · u k+1 = v 0 · · · v q+1 , in order to provef =ḡ it is sufficient to show that s
In what follows we assume thatf =ḡ.
Lemma 3.6 If there exists
Proof By Lemma 3.5 andf =ḡ, we have u i = v j .
Since
If u i+1 is also a subword ofḡ, we have
then by a similar proof of the above, we have
Proof Suppose there exists a minimal
Then by Lemma 3.6, we have Proof If |u 0 | > 2, then |v 0 | = 1. Otherwise, by Lemma 3.5,f =ḡ, a contradiction. Clearly,
Proof There are two cases to consider.
. There are two subcases to consider. Subcase 1.
with property (4) and s jh <f . By Theorem 3.3, the result follows.
where h is in (3) with property (4) andh <f . By Theorem 3.3, the result follows.
The following lemmas are dealing with the casef = aḡb, a = 1, b = 1.
In Lemmas (Theorems) 3.11-3.16, i and l are fixed such that 0
Proof There are three cases to consider.
Proof There are two cases to consider. Case 1.
If
Then one of the following holds:
(i) |v n | = 1 for all n, 0 ≤ n ≤ q + 1 and
(ii) |v 0 | = 2, |v n | = 1 for all n, 1 ≤ n ≤ q + 1 and
Proof By Lemma 3.11, we have |u i+1 | = · · · = |u l | = 1 and soḡ = x i s i+1 · · · s l s l+1 . There are two cases to consider.
Case 2. v 0 = x i s i+1 . Then |v n | = 1 for all n, 1 ≤ n ≤ q + 1. Otherwise, we have s j = p 0 = x i for some j (i + 1 < j < l + 1). Then u j = (m − 1)(x i , s ′ i+1 ) and
The proof is completed.
Lemma 3.14 Supposef
. There are two cases to consider. Case 1.
(ii) |v 0 | = 1, |v 1 | = 2, |v n | = 1 for all n (1 < n ≤ q + 1) and
Proof By Lemma 3.14, |u i+1 | = · · · = |u l | = 1 and v 0 = s 
be a relation in (2) and f be as (6) again. In the following Lemma (Theorems) 3.16-3.18, we will deal with another inclusion compositions (f, g) w , w =f = aḡb,ḡ = m(s, s ′ ). There are another two nontrivial cases which will be mentioned in Theorems 3.17 and 3.18.
Lemma 3.16 Iff
Proof If there exists j such that |u j | > 1, there will be three different letters inḡ, a contradiction. Therefore,
Similarly to the proof of Lemma 3.10, the result holds.
Then the following statements hold.
The proof is completed. Now we finish all the cases of inclusion compositions. Most of them are trivial except six cases which are mentioned in Theorems 3.13, 3.15, 3.17 and 3.18. But in fact, we can classify these six cases into four cases.
Now we consider that in what instances
Remarks: In the case C1, we have 1)f containsḡ as a subword where g = x i s i+1 · · · s l+1 − s l+1 s i+1 · · · s l , x i ⊲ s l+1 and s l+1 ⊲ s j for any j, i + 1 ≤ j ≤ l.
2) If there is no f ∈ (3 ′ ) with C1 where 0 ≤ i = l ≤ k, then for any f ∈ (3 ′ ), f is not with property C1.
The second nontrivial case, which is the second case of Theorem 3.13 and the nontrivial case of Theorem 3.18, happens if the following f exists:
Remarks: In the case C2, we have 1)f containsḡ as a subword where
2) If there is no f ∈ (3 ′ ) with C2 where 0
, f is not with property C2.
The third nontrivial case, which is the first case of Theorem 3.15, happens if the following f exists:
Remarks: In the case C3, we have 1)f containsḡ as a subword where g = s
⊲s m ⊲x i for some m ( i+1 ≤ m ≤ l+1) and s m ⊲s n for any n, i+1 ≤ n ≤ m−2.
2) If there is no f ∈ (3 ′ ) with C3 where 0 ≤ i = l ≤ k, then for any f ∈ (3 ′ ), f is not with property C3.
The fourth nontrivial case, which is the second case of Theorem 3.15, happens if the following f exists:
Remarks: In the case C4, we have 1)f containsḡ as a subword where g = s
, m x i s i+1 = 3 and s l+1 ⊲ s j for any j, i + 2 ≤ j ≤ l.
2) If there is no f ∈ (3 ′ ) with C4 where 0 ≤ i = l − 1 ≤ k − 1, then for any f ∈ (3 ′ ), f is not with property C4.
Remark: In the Example 3.2, there exist relations in (3 ′ ) with properties C1 and C2.
Proof We will prove that all possible compositions are trivial modulo S. Denote by (i ∧ j) w the composition of the type (i) and type (j) with respect to the ambiguity w.
By Lemmas 3.10, 3.12 and 3.16, and Theorems 3.13, 3.15, 3.17 and 3.18, we know that all inclusion compositions are trivial. Thus, we need only to check the intersection compositions.
(
(2 ∧ 2) There are two cases to consider.
, where x is the last letter of m(s, s ′ ).
We just prove the case that m ss ′ is even. For the case that m ss ′ is odd, the proof is similar. Assume that m ss ′ is even. Then
(2 ∧ 3 ′ ) There are two cases to consider. 
There are two cases to consider. Thus, the theorem is proved.
We give some examples which are in the case of Theorem 3.19 but not the finite Coxeter groups (see [4, 8, 10] ). 
Then in (3 ′ ), there are no relations with property C1 ∨ C2 ∨ C3 ∨ C4. By Theorem 3.19, S = {(1), (2), (3 ′ )} is a Gröbner-Shirshov basis of such a Coxeter group W .
In the next paper, we will try to prove that the new conjecture is true if W is a Coxeter group without C2 ∨ C3 ∨ C4.
