A Local Defect Correction (LDC) method for solving time-dependent partial differential equations whose solutions have highly localized properties is discussed. We present some properties of the technique. Results of numerical experiments illustrate the accuracy and the efficiency of the method.
The LDC method
We consider the following two-dimensional problem
∂u(x, t) ∂t = Lu(x, t) + f (x, t), in Ω × Θ, u(x, t) = ψ(x, t), on ∂Ω × Θ, u(x, 0) = ϕ 0 (x), in Ω ∪ ∂Ω,
where Ω is a spatial domain, ∂Ω its boundary and Θ the time interval (0, t end ]. Moreover, L is a linear differential operator, f a source term, ψ a Dirichlet boundary condition and ϕ 0 a given initial condition. Problem (1) has to be discretized in space and time in order to be solved numerically. For this reason, we introduce a global uniform coarse grid (grid size H), which we denote by Ω H . We also introduce the time step ∆t. We assume that u has, at each time level, a region of high activity that covers a small part of Ω. At time t n := n∆t a coarse grid approximation computed with a time step ∆t might be not adequate enough to represent u(x, t n ). In order to better capture the local high activity, we introduce a local uniform fine grid (grid size h < H), which we denote by Ω h l . On Ω h l the time integration is performed using a time step δt = ∆t/τ , with τ an integer ≥ 1. In LDC the local solution is used to improve the global approximation through a defect correction.
In the remainder of this section we will assume that a solution u H,h,n−1 is known at time t n−1 on the composite grid
where u h,n−1 l and u H,n−1 are a local and a global approximation of u(x, t n−1 ) respectively. We want to compute an approximation of the solution at the new time level t n on the composite grid.
Coarse grid problem
A first coarse grid approximation at t n , we call it u H,n 0 , can be computed applying the backward Euler method to the PDE in (1). The usage of explicit time integrators on the global grid is not of interest in LDC; this is discussed in [MAM04] . We obtain
where L H is some spatial discretization of L. In (3), f H,n also includes the Dirichlet boundary conditions. We rewrite (3) as
Fine grid problem
In order to formulate a discrete problem on Ω h l , we have to define artificial boundary conditions on Γ . We can prescribe artificial Dirichlet boundary conditions at time t n by applying an interpolation operator in space P h,H . The operator P h,H maps function values in Γ H to function values at grid points of the fine grid that lie on the interface, denoted by Γ h . In Fig. 1 the points Γ h are marked with small diamonds. If we want to perform time integration with a time step δt = ∆t/τ , we also need to provide boundary conditions on Γ h at all the intermediate time levels t n−1+k/τ , with k = 1, 2, . . . , τ − 1. Therefore we perform linear time interpolation between u H,h,n−1 | Γ h and P h,H u H,n 0 . A fine grid approximation at time t n can thus be computed solving
The procedure (7) is initialized using
We can combine all the equations in (7) to express u h,n l,w , with w = 0, directly in terms of u H,h,n−1 | Ω h l . We obtain
In ( 
Defect correction and LDC iteration
The fine grid approximation is now used to overall improve the coarse grid solution at t n . The fine grid solution is regarded to be more accurate than the coarse grid approximation because it is computed with a grid size h < H and a time step δt ≤ ∆t. The fine grid solution can therefore be used to approximate the local discretization error or defect in Ω H l . For w = 1, the approximated defect is given by (cf. the first equation in (6))
where R H,h is a restriction operator from the fine to the coarse grid, such that
is now added to the right hand side of (6). A more accurate coarse grid approximation can be computed solving
The new coarse grid solution can be used to update the boundary conditions for a new local problem on Ω h l , which in turn will correct the coarse grid approximation. At each time step the LDC method is thus an iterative procedure and, as studied in [AMTB03] for stationary cases, its convergence is very fast.
Adaptivity
In a time dependent problem it is likely that the high activity moves as time proceeds. As a consequence, the local region Ω l might be located in different positions and a have a different size or shape at the various time levels in Θ. At each time, in order to perform the next time step ∆t, we have to determine a suitable Ω l . This can be done, for example, by measuring some characteristics of the solution (e.g. slope, gradients, etc.). Many methods have proposed in the literature, see for example [BS99] . If the composite grid changes in time, we interpolate the solution found at t n−1 to the new grid to construct the initial solution u H,h,n−1 .
Properties of the LDC method
In this section we will discuss some properties of the LDC method for timedependent PDEs. The following lemma shows that once the coarse grid approximations do not change on the interface Γ , the LDC algorithm converges and a fixed point of the iteration has been reached. 
for all q = w, w + 1, . . .. Table 1 shows that LDC can achieve practically the same accuracy as the uniform grid solver. Of course LDC is computationally less expensive than the uniform grid solver since the fine grid spacing and the small time step are adopted only in a limited part of the domain. 
