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Fig. 1: We propose in-hand object dynamics estimation leveraging fingertip tactile force perception. This enables a robot to make contact with the object,
perform friction estimation while being supported by the surface. Inertial estimation can then be performed by exciting the object dynamics in-hand, by lifting
the object and moving along trajectories.
Abstract—Having the ability to estimate an object’s properties
through interaction will enable robots to manipulate novel
objects. Object’s dynamics, specifically the friction and inertial
parameters have only been estimated in a lab environment with
precise and often external sensing. Could we infer an object’s
dynamics in the wild with only the robot’s sensors? In this
paper, we explore the estimation of dynamics of a grasped object
in motion, with tactile force sensing at multiple fingertips. Our
estimation approach does not rely on torque sensing to estimate
the dynamics. To estimate friction, we develop a control scheme to
actively interact with the object until slip is detected. To robustly
perform the inertial estimation, we setup a factor graph that fuses
all our sensor measurements on physically consistent manifolds
and perform inference. We show that tactile fingertips enable
in-hand dynamics estimation of low mass objects.
I. INTRODUCTION
Acquiring the physical properties of previously unencoun-
tered objects could enable robots to robustly interact in the
unstructured real world [1–7]. While vision has enabled object
geometry completion from partial views [8, 9], knowledge
about an object’s dynamics is hard to obtain from viewing
a static state. Leveraging the interaction capabilities in robotic
systems can make object dynamics estimation possible from
observing sensor measurements. Motivated by recent studies
on interactive perception [10], we explore estimating object
dynamics, specifically the friction, and inertial parameters,
of an object with known geometry using vision and tactile
fingertip sensing as shown in Fig. 1.
Given knowledge of object dynamics, robots can perform
accurate and robust multi-contact manipulation of modeled
objects via physics-based planning and control [11–18].
Physically realistic simulation could also benefit from real-
world object dynamics knowledge to train policies in sim-
ulation that robustly transfer to real systems. For example,
estimates of parameters’ distribution could serve as bounds for
domain randomization [19]. Object dynamics knowledge also
aids in improved perception of robot object interaction even
under noisy sensor observations compared to only relying on
geometry [20].
Previously, object inertial estimation has been studied to
improve industrial manipulator performance [21] by attaching
the object of interest as a rigid load to a wrist-mounted
force/torque sensor. By tracking the object acceleration and the
force/torque readings, one can estimate the inertial parameters
in a least squares formulation [21]. However, for robots
with dexterous hands, a wrist-mounted force/torque sensor
cannot directly be used for estimation as: 1) Force/torque
sensors require calibration and cannot obtain sufficient accu-
racy for object inertial estimation with in-situ calibration [22],
2) Negating the force/torque readings due to the hand from
the sensed wrist-mounted force/torque values is noise prone
as most dexterous hands have noisy or non-existent joint state
observations. These issues become more apparent when the
object’s inertial properties are significantly smaller than the
hand’s inertial properties. To overcome these limitations in
using wrist-mounted force/torque sensors for grasped object
dynamics estimation, we leverage tactile sensors available on
the fingertips of common dexterous hands [23–26]. Specifi-
cally, we show our proposed method working on one popular
sensor–the BioTac, a biomimetic tactile sensors which can
estimate physical quantities such as force [27, 28] and point
of contact [29]. Estimating object dynamics also requires
accurate measurements of object acceleration. Researchers
have relied on motion capture systems to obtain object ac-
celeration [30], however this is not ideal for the unstructured
world. Hence, we explore leveraging a vision-based markerless
object tracker [31] and an in-grasp kinematic model [32] based
object tracker to enable observing object acceleration.
To enable object dynamics estimation under noisy observa-
tions, we encode the dynamics existent between the fingertips
and the grasped object in a factor graph with the robot’s
sensor observations. Our factor graph contains physically
consistent projections and euclidean retractions of the inertial
parameters to ensure physically correct step update of the
ar
X
iv
:2
00
3.
13
16
5v
1 
 [c
s.R
O]
  3
0 M
ar 
20
20
2parameters using standard numerical optimization solvers. Our
structured approach to inertial estimation enables optimizing
over multiple costs on different manifolds as we retract all
the parameters to the euclidean space before updating the
parameters. We also directly encode object pose observations
and compute object accelerations through finite differencing
in the factor graph.
Apart from inertial parameters, friction also plays an im-
portant role in contact-based object interaction such as in
grasp planning via force-closure optimization [33] and sliding
based in-hand manipulation [17]. Empirical studies of planar
manipulation have also shown friction to play a key role in
how objects react to contact [16, 34]. In this paper, we explore
an in-hand motion generation scheme for estimating the static
coefficient of friction based on detection of slip as a first step
towards accurate in-hand object friction estimation.
We summarize our contributions, validated with real-world
experiments below,
In-Hand Friction Cone Inference: A force-slip motion gen-
eration scheme that servoes a fingertip on the object while
other fingertips maintain a rigid hold on the object to infer the
coefficient of static friction.
SYS-ID from Force Fingertips: We formulate the Newton-
Euler equations to estimate inertial parameters from force
sensing at fingertips which is novel from existing methods
that rely on torque sensing to estimate inertial parameters.
Inertial Estimation as Structured Inference: We formulate
the object dynamics inference problem as inference in a factor
graph, with physically consistency encoded by manifolds.
Multi-Contact Dataset: We are releasing a dataset that con-
tains a robot interacting with a 3D printed object containing
over 200k time samples and also share CAD model of the
object.
We conduct a thorough review of literature in Sec. II. A
formal definition of the problem and the proposed approach is
discussed next in Sec. III, followed by implementation details
and evaluation metrics in Sec. IV. We report the estimation
results in Sec. V followed by a discussion in Sec. VI. We
then leave concluding remarks in Sec. VII.
II. RELATED WORK
In this literature review, we focus on methods that infer
object dynamics in the physical parametric form, specifically
the inertial and friction parameters. We discuss their contribu-
tions and highlight the novelty in our approach. We will first
discuss object dynamics estimation methods broadly across
robotics [21, 35–47], followed by methods that estimate object
properties through fingertip sensing [37–39, 48–59].
When estimating the inertial matrix, it is essential for the
matrix to be physically consistent as shown by Yoshida et
al. [35]. Atkeson et al. [21] rely on post processing to
ensure physical consistency while Li and Slotine [36] examine
incorporating physical consistency during online estimation
for adaptive control. Recent methods explore incorporating
physically consistency as part of the estimation to enable better
recovery of parameters [40–42].
Traversaro et al. [40] formulate inertial estimation as opti-
mization over SO(3) manifold in addition to other linear in-
ertial parameters and leverage a custom manifold optimization
solver to estimate physically consistent inertial parameters.
Wensing et al. [41] extend these manifold constraints to
convex constraints with the use of linear matrix inequali-
ties (LMI). Though the LMIs enable physical consistency
of the estimated parameters, the parameters might still exist
near the boundary of the constraints [42]. Lee and Park [42]
show the advantage of using Reimmannian metrics instead
of the standard l2 norm for regularization of the inertial
parameters for accurate parameter estimation. However, their
method performs significantly slower at 23 minutes compared
to 6.3 seconds by Wensing et al. [41]. Nevertheless, Lee et
al.’s [42] method estimate does not overfit to the data while
Wensing et al.’s [41] overfits to seen data. We combine the
physical consistency ideas developed by Traversaro et al. [40]
and Lee and Park [42] in a single optimization framework to
optimize over both the SO(3) and inertial manifolds.
A common assumption across methods is the use of accurate
object pose estimates either from a marker based high speed
vision system, joint angle measurements when the object is
rigidly attached or using skeleton tracking. The data is pre-
processed to a set of force/torque readings and accelerations.
This process of performing estimation will not work when the
noise in observing accelerations (e.g. tracking small objects
with a marker-less system) is large. We do not make this
assumption, rather solving the inertial estimation as inference
in a factor graph with noisy observations of the object pose.
We now discuss methods that perform object dynamics esti-
mation from fingertip sensing. Yu et al. [38] explore estimation
of mass and center of mass of objects by tipping with a single
force sensing fingertip. Their estimation works only if the
contact line between the object and the support surface remains
fixed during the multiple tipping operations, making it very
hard to work with non-box shaped objects such as cylinders
and spheres. Light weight objects are also hard to use as they
can slide during tipping. Yu et al. [39] explore estimation
of inertial parameters through planar pushing with two force
fingertips but do not attempt friction estimation. They also can
only estimate center of mass and inertia in SE(2).
Zhao et al. [48] explore estimation of CoM and friction
coefficient by detection of rotation slip at the tactile fingertips
and a load cell which measures the force due to gravity on the
object. They experimentally validate on simple shaped objects
with a gripper. Their approach is formulated only for finding
the center of mass along two axes.
Force/torque sensing from multiple locations has been stud-
ied in mobile robots by Franchi et al. [37]. They focus on in-
ertial and kinematic parameter estimation of an unknown load
being manipulated by a team of mobile robots. They explore
inertial estimation through distrubuted estimation filters with
control actions that ensure the observability of the parameters.
Their approach however assumes the object is supported by
wheels and do not estimate the mass or friction.
Murooka et al. [44] explore simultaneous planning and
estimation for humanoid tasks in the real world. They assume
the manipulation to be quasi-static and estimate center of
3mass and friction of objects with known mass, geometry and
supported by the ground. They solve a quadratic program to
estimate the ground contact force given the robot’s contact
force measurements.
In contrast to methods that have leveraged sensing at finger-
tips/multiple contacts [37–39, 44, 48], our approach leverages
the linear forces (i.e. no torques) sensed at the fingertips when
the object is grasped in-hand to estimate the object dynamics.
Researchers have also attempted to estimate inertial parameters
without using force or torque measurements [45–47]. However
these methods have very specific assumptions, for e.g. Fazeli et
al. [47] has only been shown to work in SE(2).
Friction forces prove a complex phenomenon to model and
estimate from sensing only object motion and forces as shown
by [43, 60, 61]. Tactile sensing at contacts can enable capturing
the rich friction information directly as shown by studies on
human computer interaction systems [62–64]. Tactile sensing
for friction estimation has been used in two primary ways–
studying the deformation on the soft tactile skin during contact
with an object [56–59] and detecting the tangential force at
the point of slip [51–55].
Methods that study the deformation of the soft skin pri-
marily leverage detection of the rate of incipient slip either
using multiple inertial measurement units (IMUs) or through
finite element methods [57]. This rate of change of incipient
slip allows for estimating the coefficient of friction. However,
this approach has only been shown to work with bulky and
large tactile sensors. Methods that have used tangential force
measurement before point of slip have either relied on gravity
to cause slippage [55] or require a rigid mount of the object
to perform estimation [51]. At a broader scale, friction has
also been indirectly estimated in terms of slip prediction from
tactile signals [65–67] and surface classification [49, 50].
These indirect estimation methods only enable task specific
feedback and do not give a parametric value for friction.
In our approach to friction estimation, we actively generate
motions for the fingertip on an object held in a grasp to find the
boundaries of the friction cone. At this boundary, the fingertip
would slip and the force before slippage is used to estimate the
friction. Our approach enables estimating friction only relies
on force estimation at the fingertips.
III. PROBLEM FORMULATION & PROPOSED APPROACH
Consider n tactile fingertips making contacts pi∈n on an
object as shown in Fig. 2. Each tactile fingertip i measures a
force fi between the object and the fingertip. We define the
problem as estimating the dynamic properties of the object by
leveraging sensing from these n tactile force fingertips. The
dynamic properties being the static friction coefficient µs ∈ R,
the object’s mass m ∈ R, center of mass rc ∈ R3 and the
inertia matrix Hcm ∈ R6. We define the inertia matrix Hcm
to consist of moments of inertia [Hxx, Hyy, Hzz] ∈ R3 and the
products of inertia [Hxy, Hxz, Hyz] ∈ R3 forming a symmetric
3x3 matrix similar to [21]. The center of mass rc is defined
with respect to a body frame b and the inertia matrix Hcm is
defined at the center of mass with the same orientation as the
body frame.
This problem is novel from current methods for inertial
estimation as,
1) They assume access to a force torque sensor, while we
explore estimation with tactile fingertips that can only
measure force.
2) They assume the object/load is rigidly attached, while we
do not attach the object to the fingertips and the object
can move due to compliance existent in most common
dexterous hands.
3) We are interested in estimating dynamics of low mass
objects where the noise in sensing can have a significant
impact on the estimation.
4) We also explore estimation of friction as friction plays
a significant role in object dynamics when contacts can
change.
To explore this problem, our approach makes the following
assumptions,
1) The object geometry is known as a mesh.
2) The contact between the robot’s fingertips and the object
is a point contact with friction (also works for soft
finger) [68].
3) The object is a rigid object with a static mass distribu-
tion (i.e. no moving parts).
The proposed approach will work with any fingertips that
can measure forces. In this paper, we focus on leveraging the
BioTac tactile sensor to measure force at fingertips. Recently,
a force estimation model was learned by Sundaralingam et
al. [28] using neural networks. We augment the learning
architecture from Sundaralingam et al. [28] with multi-sample
dropout layers [69] for the final fully connected layers. This
augmentation enables us to get an uncertainty estimate of
the force prediction without affecting inference speed. We
encode this uncertainty estimate in our factor graph inference
based approach to inertial estimation as we discuss later in
Sec. III-B. Leveraging this tactile force fingertips, we develop
an interactive control scheme in Sec. III-A for estimating the
friction.
A. Friction Estimation
To perform friction estimation, we leverage Coulomb’s law.
A tangential force ftangent applied on an object surface is
resisted by a frictional force ffriction. The frictional force’s
direction is along the surface normal, represented as ffriction =
µfnormal, where µ is the coefficient of friction. When the
tangential force’s magnitude is greater than the frictional
force |ftangent| > µ|fnormal|, slip occurs. When a force f
is applied at a contact, this force can be split into two
components, the normal force fnormal acting about the surface
normal and the tangent force ftangent acting tangential to the
surface. By reducing the normal force fnormal and keeping the
tangent force constant, we see the contact slowly reaching the
slip boundary as shown in Fig. 2. And the contact will slip
once |ftangent| > µ|fnormal|. By knowing the net force fslip
just before slip and the surface normal sn, we can obtain the
coefficient of friction µ following Coulomb’s law as
µ = tan(cos−1(fslip · sn)) (1)
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Fig. 2: The problem is illustrated in SE(2) for clarity. The left
figure (a) and right figure (b) are annotated for friction and inertial
estimation respectively. The red vectors(f initnormal, f
init
tangent in (a) repre-
sents the normal and tangent components of force applied initially
on the surface. The force along normal direction is reduced until
slip is detected and the normal component of the force before slip is
shown as f slipnormal. In (b), the center of mass is shown by the point C
which is at a distance rc from the object’s body frame b.
To perform friction estimation with a dexterous hand, the robot
makes contact with the object using its n tactile fingertips and
holds the object rigid. The normal component of the force
applied by one of the tactile fingertips i is reduced slowly
while the tangent component is kept constant until the fingertip
slips. The net force just before slip fslip is used to estimate
the friction coefficient µ using equation 1.
B. Inertial Estimation as Inference in a Factor Graph
To estimate the object’s dynamic parameters [m, rc, Hcm]
from observed forces fi∈n at contacts pi∈n and the object’s
pose Xt, we represent the problem as a factor graph and
perform inference. The structure of our factor graph is shown
in Fig. 3. Measurements at timestep t of the object pose,
contact points, and the contact forces from available perception
is encoded into the factor graph with measurement factors
to be Xt, pi∈n,t and fi∈n,t respectively. We will introduce
our dynamics factor which relates the change in pose across
timesteps, forces, contacts to the inertial parameters followed
by the remaining factors for performing inertial inference.
1) Dynamics Factor: If forces fi∈[0,n] are acting on the
rigid object at positions pi∈[0,n] with reference to the body
frame, the newton-euler equations can be written as,∑
i
fi = m(a− g)−m[rc]×ω˙ +m[ω]×[ω]×rc (2)∑
i
[pi]×fi = m[rc]×(a− g) +Hω˙ + [ω]×Hω (3)
where g is the gravity vector. The linear acceleration, angu-
lar acceleration, and angular velocity are represented as a, ω˙,
and ω respectively.
Since we do not assume to have object velocities and
acceleration available from sensing, we compute them from
observing the object pose wXt−2, wXt−1, wXt with ref-
erence to the world frame and the time Tt−2, Tt−1, Tt at
timesteps t− 2, t− 1, t respectively. Additionally, we would
like to estimate the inertial parameters in the body frame as
the parameters are constant with respect to the body frame for
any object motion. Rewriting Eq 2 and Eq. 3 with reference
to the body frame at timestep t− 2,∑
i
t−2f i = m(a− t−2g)−m[rc]×ω˙
+m[ωt,t−1]×[ωt−1,t−2]×rc (4)∑
i
[t−2pi]× t−2f i = m[rc]×(a− t−2g) + bHω˙
+ [ωt,t−1]× bHωt−1,t−2 (5)
where the superscript t−2 refers to body frame at timestep t−
2.
We will now derive the linear acceleration a, angular
acceleration ω˙ and the angular velocity ω from the pose of
the object through finite difference. Given the poses wXt−2,
wXt−1, wXt, of the object in the world frame at time t− 2,
t − 1, t, the relative pose change between timesteps can be
written as,
t−2Xt−1 = wX−1t−2
wXt1 (6)
t−1Xt = wX−1t−1
wXt (7)
The instantaneous velocities can now be written as,
t−2
X˙t−1,t−2 =
log(t−2Xt−1)
Tt−1 − Tt−2 (8)
t−1
X˙t,t−1 =
log(t−1Xt)
Tt − Tt−1 (9)
where Tt−2, Tt−1, Tt are clock time at timesteps t −
2, t − 1, t respectively. The angular velocities ωt−1,t−2,
ωt,t−1 in Eq. 4 and Eq. 5 are the angular components
of
t−2
X˙t−1,t−2,
t−1
X˙t,t−1 respectively.
To compute the acceleration, we first transform the veloc-
ity
t−1
X˙t,t−1 to the body frame at timestep t− 2,
t−2ωt−1,t = t−1ωt−1,t + t−2ωt−2,t−1 × t−1ωt−1,t(Tt − Tt−1)
(10)
t−2vt−1,t = t−1vt−1,t + t−2ωt−2,t−1 × t−1vt−1,t(Tt − Tt−1)
(11)
where ω and v are the angular and linear components of X˙
respectively. The linear acceleration a and the angular accel-
eration ω˙ can be computed as
ω˙ =
t−2ωt−1,t − t−2ωt−2,t−1
Tt − Tt−1 (12)
a =
t−2vt−1,t − t−2vt−2,t−1
Tt − Tt−1 (13)
The dynamics factor D(·) can be written as,
D(fi,t−2, pi,t−2, H,wXt,wXt−1,wXt−2)
=
[
A−∑i t−2f i
B −∑i[t−2pi]× t−2f i
]
where,
A = m(a− t−2g)−m[rc]×ω˙ +m[ωt,t−1]×[ωt−1,t−2]×rc
(14)
B = m[rc]×(a− t−2g) + bHω˙ + [ωt,t−1]× bHωt−1,t−2
(15)
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Fig. 3: Illustration of variables and the associated factors of our pro-
posed approach for object dynamics inference. Circles are variables
and squares are factors. Factors M, D, C, and B represent measure-
ment, dynamics, constraint, and inertial prior factors respectively.
2) Geometric Prior Factor: The inertial parameters are in
a positive definite manifold as shown by [42]. We leverage
their work and encode a prior w0 on the inertial parameters
with a factor B(W ) that minimizes the geodesic distance on
the Reimmannian manifold between the current estimate of W
and the prior w0.
B(W ) = Tr(p−10 p) (16)
where p, p0 ∈ P (4) are projection of w,w0 into the positive
definite manifold. This is done using the following function,
proj(m, rc, H) =
[
1
2 Tr(H)I33 −H mrc
mr>c m
]
(17)
3) Physical Consistency Factor: We leverage the work
done by Traversaro et al. [40] to enable physical consistency
of the inertial matrix. The inertial matrix of a rigid body about
its principle axes is a positive diagonal matrix,
Hdiag =
∫
r∈O
[r]×[r]×ρ(r)dr (18)
where ρ(r) is the density of the particle r in the ob-
ject O and each component of the diagonal matrix Hdiag =
diag(Hx, Hy, Hz) being,
Hx =
∫ ∫
R3
∫
(r2y + r
2
z)ρ(r)dr (19)
Hy =
∫ ∫
R3
∫
(r2x + r
2
z)ρ(r)dr (20)
Hz =
∫ ∫
R3
∫
(r2x + r
2
y)ρ(r)dr (21)
Defining Lx =
∫ ∫
R3
∫
(r2x)ρ(r)dr, Ly =
∫ ∫
R3
∫
(r2y)ρ(r)dr,
and Lz =
∫ ∫
R3
∫
(r2z)ρ(r)dr, enables writing Hx, Hy, and Hz
as,
Hx = Ly + Lz (22)
Hy = Lx + Lz (23)
Hz = Lx + Ly (24)
and makes the inertial matrix Hdiag about the principal axes
to be,
Hdiag = diag(Ly + Lz, Lx + Lz, Lx + Ly) (25)
To guarantee positive definiteness of Hdiag , it is sufficient if
Lx,y,z  0 holds. Now, we can transform this diagonal inertial
matrix Hdiag to be about any frame with origin at the center
of mass and rigidly fixed to the object by using a rotation
matrix,
bH = bRaHdiag
bR>a (26)
where bRa is the rotation matrix from the principle axes
frame a to the body frame b. By parallel axis theorem, we
can recover the inertial matrix Hcm at the center of mass
as Hcm = bH − mrcr>c . The inertial matrix bH can now
be represented with three real numbers [Lx, Ly, Lz] ∈ R and
a rotation matrix bR ∈ SO(3).
We will now derive bounds on the mass and center of mass
parameters. If mass of a particle x that is in the object is given
by M(x), the total mass m of an object can be written as,
m =
∫
x∈O
M(x)dx (27)
For physical objects in the real world, the mass is positive
everywhere on the object,
M(x) > 0,∀x ∈ O (28)
this makes m also to be always positive (m > 0).
If p(x) defines the location of the particle with reference to
the object’s origin frame, the center of mass for an object can
be defined as,
rc =
1
m
∫
x∈O
M(x)p(x)dx (29)
making normalized mass function M ′(x) = M(x)m , Substitut-
ing Eq. 27 in Eq. 29,
rc =
∫
x∈O
M ′(x)p(x)dx (30)
Now
∫
x∈OM
′(x)dx = 1 as 0 < M ′(x) ≤ 1,∀x ∈ O.
Eq. 30 resembles a convex combination function. If the set O is
convex then rc also lies inside this convex set. For non-convex
objects, the center of mass rc will be inside the convex hull
of the object CV X(O).
The inertial parameters m, rc, H are rewritten using the
above discussed variables as w = [m, rc, Lx, Ly, Lz, bRa],
where [m,Lx, Ly, Lz] ∈ R, rc ∈ R3 and bRa ∈ SO(3).
Consolidating all our physical consistency constraints,
m > 0 (31)
rc ∈ CV X(O) (32)
Lx, Ly, Lz  0 (33)
These constraints are encoded by the factor C(w) as shown
in fig. 3.
IV. EVALUATION DETAILS
To validate our proposed approach, we perform extensive
evaluation on a real robot platform and also in simulation.
We first describe our setup and data collection process in
Sec. IV-A, followed by our approach to comparing with other
methods in Sec. IV-B.
6A. Implementation, Experiments, & Data Collection
Our real world experimental setup consists of an Allegro
hand with BioTac tactile fingertips, mounted on a KUKA
LBR4 arm. An OptoForce HEX-E 6-DOF force torque sensor
is mounted at the wrist between the arm and the hand. Visual
perception is enabled by an ASUS Xtion camera and pose
tracking of the robot and the object is done using Dense
Articulated Realtime Tracker (DART) [31].
To command force for friction estimation, we setup a Carte-
sian impedance controller using the transpose of the kinematic
Jacobian to map the force to a joint position command. We use
the index finger to estimate friction while the other fingertips
hold the object rigidly as shown in Fig. 1. We find the nearest
triangle to the contact point on the mesh using KrisLibrary [70]
and use this triangle’s surface normal as sn. To validate
friction estimation, we select 8 objects as shown in Fig. 4-(a)
from the YCB dataset [71]. For mustard and bleach cleanser
objects, we perform friction estimation on both plastic and
label regions. We conduct 10 trials per object. We use the slope
method to compute the ground truth coefficient of friction.
We implement the factor graph in GTSAM [72] and run
batch optimization using Levenberg Marquardt optimizer. To
use inequality constraints from equations 31-33 in GTSAM,
we set them to be active only when the constraint is violated.
To validate inertial estimation, we test on three data sources:
Simulation: We simulate an object with four points of force
application in dartsim [73]. This helps us validate our approach
on an highly inertial object without worrying about joint torque
limits. This also helps us tune the weights of the different
factors. We add noise from a zero mean normal distribution
with variances σ2 = [0.1, 0.25, 0.5, 1.0] to the forces, to study
the robustness of our method.
Wrist-FT: We rigidly attach the object to a wrist mounted
force torque(f/t) sensor and move along different trajectories
as shown in Fig. 4-(c). This setup is similar to Atkeson et
al. [21] and shows how our proposed approach can be used to
perform load inertial estimation. We leverage the joint angle
sensors of the arm to compute the object pose as it is rigidly
attached.
In-Hand: The robot grasps the object with its four tactile
fingertips and moves along trajectories as shown in Fig. 1.
This setup resembles how a robot could use our approach for
inertial estimation in the unstructured, real world. When the
object is grasped in-hand, we found depth based tracking to be
very poor as the pointcloud of the object wasn’t sufficient rich.
Hence, we also explore tracking the object kinematically as a
rigid attachment to the thumb following our previous work on
“Relaxed-Rigidity” constraints for in-grasp manipulation [32].
For kinematic tracking, we initialize the rigid frame between
the thumb and the object from DART and use joint angle
sensing to track the object.
For Wrist-FT and In-Hand, we 3D print an object and
augment it with wooden blocks as shown in Fig. 4-(b). We
compute the ground truth mass using a weigh scale. We
compute ground truth values of inertia and center of mass
by using CAD. We tune the weights of the factors from no
noise simulation data and then keep them fixed across all our
(a) Friction Objects
(b) Inertial Objects (c) FT estimation
Fig. 4: Objects from the YCB dataset with labels 9 hole peg,
wood block, Lego Duplo, bleach cleanser, box of sugar, cracker box,
mustard container (from left to right) and a 3D printed object are used
to validate friction estimation. A 3D printed object (the left most) is
augmented with blocks to validate inertial estimation. The objects are
named box_0 to box_4 from left to right.
data sources to enable direct comparison across methods and
data sources.
B. Error Metrics & Comparison Methods
We compute the difference between the ground truth µgt
and the estimated friction µ as “Friction Estimation Error” =
µgt − µ to analyze if our estimation under estimated or over
estimated friction. We also report the estimated friction to
study performance at different friction ranges.
We report the estimated inertial parameters in a numeric
table as supplementary material. We also use the projected
ground truth pgt and estimated pest inertial parameters to
compute the“inertial error” as,
inertial error = |4− Tr(p−1gt pest)| (34)
where pgt and pest are projected into the inertial manifold
using Eq. 17. This “inertial error” is the geodesic distance
between the ground truth and estimated inertia as shown
by [42]. This error metric is scale invariant and gives us a
scalar value to interpret the error in inertial estimation across
different methods.
We compare our inertial estimation method against the
least squares approach introduced by Atkeson et al. [21].
We term this method as “Baseline”. In “Baseline”, the op-
timization is directly over the inertial parameters wvector =
[m, rc, Hxx, Hyy, Hzz, Hxy, Hxz, Hyz], assuming them to be
independent variables in the vector space. We do not optimize
over the sensor measurements of object pose, forces, and
contacts. We smooth the force torque measurements with a
Savitzky-Golay filter (cubic polynomial with window size of
51) as without the filter the optimization failed.
We also implement a factor graph version of [21] and call
this method “Baseline-FG”. In “Baseline-FG”, the optimiza-
tion is over the vector of inertial parameters wvector and the
sensor measurements of object pose, forces, and contacts. We
also disable different factors in our approach to study their
effect in estimation, specifically:
No Constraint, No Geodesic This version of the factor
graph does not have the physical consistency factor C and
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Fig. 5: The force prediction with one standard deviation of uncer-
tainty is shown in the top plot for the z-axis of a BioTac sensor
during in-hand object motion. The bottom plot shows the improved
accuracy of force estimation with multi-sample dropout (“Dropout”)
compared to the existing method ICRA 2019 [28].
the Geodesic prior factor B. This version is a factor graph
version of [40] with sensor observations.
Constraint, No Geodesic This version does not have the
Geodesic prior factor B. This enables studying inertial infer-
ence with no initial estimates.
Constraint+Geodesic This version contains all the factors
introduced in our approach. We set the prior to be the ground
truth inertial parameters. This version is used to study the ef-
fect of incorporating initial estimates of the inertial parameters.
For all our factor graph based methods, we do not perform
any pre-processing of the sensor measurements (for e.g. no
filtering/smoothing of the sensor signals) as we found our
structured approach estimated better directly from the raw
signals.
V. RESULTS
We report the results of our approach to object dynamics
inference. In all box plots the middle line in the box plot
defines the median error. The bottom and top borders indicate
the first and third quartiles. The whiskers indicate the extrema
of the inliers within 1.5 times the interquartile range.
A. BioTac Force Estimation
Multi-sample dropout enables uncertainty estimation as seen
in Fig. 5. This augmentation also improved the performance
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Fig. 6: Estimated friction from our method is shown with the
ground truth as the red “x” in the top plot. The bottom plot shows
the difference between the ground truth and the estimated. The
suffix label to the object name to signifies the label region of the
object.
of the learned model with a median magnitude accuracy
of 0.03N and an angular accuracy of 1.28 degrees which is 2x
improvement over the current best method “ICRA 2019” [28].
B. Friction Estimation
As we see in Fig. 6, the medians of our estimates for the
friction coefficient are very close to the ground truth except
for the box of sugar object where we saw the object warping
when force was applied by the fingertip. The median error
between the estimated and ground truth friction across all
objects was 0.0056.
C. Inertial Estimation
To accurately estimate all the inertial parameters, the ob-
ject motion needs to sufficiently excite each of the inertial
parameters. In this paper, we only focus on recovering the
inertial parameters given fixed trajectories of the object and
do not focus on active excitation of the inertial parameters for
accurate estimation. Hence, the estimated inertial parameters
will be numerically different from the ground truth. We could
tune the weights to obtain numerically similar values for
some of the inertial parameters. However, numerical similarity
in some parameters will skew the other parameters to be
further away from the object’s true dynamics. Hence, we
focus on estimation that is closer to the object’s dynamics
than being numerically similar. We do note that across all the
data sources, our method (“Constraint, No Geodesic”) found
numerically similar values for the diagonal elements of the
inertial matrix.
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Fig. 7: The inertial error in simulation is shown with different additive
noise variances on forces. We show all methods in the top plot and
show our two best methods in the bottom plot.
In simulation, we recover the inertial parameters sufficiently
well as shown in Fig. 7. The recovered inertial parameters
are also similar numerically as the object motion sufficiently
excites most of the inertial parameters. We observed that
even with zero noise the “Baseline” approach estimates the
mass very inaccurately as the assumption of constant velocity
between timesteps fails to hold. When evaluating “Baseline”
on the other data sources, we found the optimization to fail
or found very bad estimates such as negative mass. We hence
do not report “Baseline” on the other data sources.
1) Wrist-FT: By attaching the object directly to a wrist
force torque sensor, the sensed forces and torques are only
due to the object’s dynamics, enabling accurate estimation of
the inertial parameters. We see that parameterizing the inertial
parameters over the SO(3) sufficiently recovers the inertial
parameters as shown by the performance of “No Constraint,
No Geodesic” method in Fig. 8. Adding inequality constraints
for physical consistency (“Constraint, No Geodesic”) performs
better overall compared to just using the SO(3) manifold.
2) In-Hand: When holding the object in-hand, the sensed
force at one fingertip contains both the force due to the
object dynamics and the force applied by the other fingertips
transmitted through the object. Hence changes in the sensed
force due to object dynamics excitation will be at a smaller
scale than when the object is rigidly attached to just one sensor
as seen in Fig. 9. We are able to estimate the object’s dynamics
under these challenges sufficiently well as shown by Fig. 10
and Fig. 11. From the plots, it is clear that adding physical
consistency in the optimization enables inferring parameters
that are close to the ground truth object dynamics. Using
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Fig. 8: The inertial error is shown for the objects when mounted to
the wrist force torque sensor (“Wrist-FT”). We report all methods
in the top plot and show only our two best methods in the bottom.
We see that all methods except “Baseline-FG” estimates the inertial
parameters sufficiently well.
“relaxed-rigidity” constraints to track the object shows promise
in getting close to the true inertial parameters, better than using
a vision based tracker. For “box_4”, the ring finger broke and
made contact multiple times during object motion as seen in
Fig. 9. We still recover the inertial parameters as our structured
approach naturally accounts for contact changes (e.g. when
contacts break, the sensed force is zero).
Across all our data sources, we found that the geodesic
prior helped only in a small way compared to the significant
improvement we found with adding inequality constraints for
physical consistency. We suspect this to be because of the prior
having a small weight compared to the other factors.
VI. DISCUSSION
We highlight some of the key challenges existing in infer-
ring object dynamics in-hand in this section and discuss some
future directions to improve our current approach.
Using biologically inspired tactile sensors enables compliant
interactions but limits the accuracy of sensing forces to learned
models [28, 55]. While learned models show promising ac-
curacy, transient effects due to many moving components in
the sensor might require additional study. This is especially
important when moving objects in-hand at high speeds. Cur-
rent tactile sensors also have only a small region of sensing
compared to their whole geometry. With the BioTacs, the
mounting frame often makes contact with the object and this
prevents the sensor from observing the correct force applied
by the finger on the object. The unobservable residual forces
from each fingertip reduce the robot’s ability to recover the
object’s dynamics. We plan on developing tactile sensors for
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Fig. 9: The sensed forces from the “Wrist-FT” data source is shown
in top and the net force on the object sensed by the BioTacs “In-
Hand” data source are shown in the middle for box_4 object. We see
that “In-Hand” force changes are very small compared to “Wrist-FT”.
The bottom plot shows the force from each BioTac sensor where we
can see the ring fingertip breaking and making contacts as highlighted
by the red regions. The ring fingertip signals are shown in shades of
green.
fingertips with large sensing regions and unobtrusive mounting
frames to alleviate this issue.
Inference over factor graphs enable a structured approach
to state and parameter estimation. However, implementing
inequality constraints have been limited to toggling the con-
straint as a cost if its violated. In this paper, we observed
that constraint as a cost is sufficient to push the parameters
towards the feasible region but not enough to ensure feasibility.
We hope to incorporate efficient sparse nonlinear constrained
optimization solvers [74, 75] to perform inference over the
factor graph to ensure feasibility in the future.
Our current formulation of the inertial inference does not
include control input or the robot’s forward dynamics model.
This is because, the hand that we used does not have accurate
torque feedback. We hope to adapt recent work on formulating
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Fig. 10: The inertial error during in-hand motion is shown for objects
when tracked using vision. We show all methods in the top plot and
our two best methods are shown in the bottom plot.
robot dynamics as a factor graph [76] to study this problem
in the future.
Previously, quasi-static assumptions have enabled smooth-
ing by enforcing constant velocity [20]. This assumption fails
for our problem as our dynamics allows impulse response
in the system. Additionally, we computed acceleration from
central differencing object pose observations. More accurate
estimation of acceleration can be obtained by polynomial
fitting as shown by Kim et al. [77]. To overcome smoothing
of abrupt changes in signals, non-linear filtering could be
leveraged [78]. We plan on exploring these filtering techniques
as factors in the factor graph to further improve our inertial
estimation in the future.
For robots in unstructured environments, it would be helpful
if they could autonomously interact with the unknown objects
to acquire knowledge. To perform autonomous interaction,
methods that do not rely on object dynamics could be lever-
aged to perform small manipulations of the object [32, 79].
The extensive work in observability aware estimation from
other domains [80–87] could be leveraged to actively inter-
act with the object to improve estimation. Additionally, we
plan on augmenting the analytic dynamic function with a
neural network to learn residual dynamics leveraging recent
works [88, 89].
VII. CONCLUSION
This paper shows how tactile fingertips can be leveraged to
estimate object dynamics. Specifically, we formulate the in-
hand dynamics between fingertips and the grasped object in
a factor graph, encoding observations from different sensors.
We also formulate the inertial parameters to be physically
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Fig. 11: The inertial error during in-hand motion is shown for the ob-
jects when tracked kinematically using “relaxed-rigidity” constraints.
All methods are shown in the top plot and our two best methods are
shown in the bottom plot.
consistent to enable inertial estimation under partial excitation
of the object’s dynamics. Our friction estimation also enables
accurate friction coefficient estimation on a varied set of
objects.
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APPENDIX A
NUMERICAL RESULTS
We report the numerical results in the tables below. We highlight the ground truth values with a yellow background and our
approach without requiring an initial inertial estimate with a green background.
TABLE I: Estimated inertial parameters from our simulation data source.
Center of Mass (m) Inertia (102 kg m2)Object Method mass (kg) x y z xx yy zz xy xz yz
GT 1.300 0.200 0.500 0.100 40.15 12.92 47.99 -12.97 -2.59 -6.49
Baseline 0.073 0.086 0.419 0.068 1.76 -0.79 1.88 0.15 -0.29 -0.29
Baseline-FG 1.292 0.199 0.488 0.097 22.80 5.38 35.80 -9.00 -2.90 -6.06
No C, No G 1.292 0.198 0.486 0.095 14.17 -2.71 34.89 -0.20 -2.61 -5.28
C, No G 1.291 0.197 0.486 0.095 18.64 17.21 36.26 0.14 -0.93 -2.66
Sim (σ2 = 0)
C + G 1.291 0.197 0.486 0.095 18.64 17.21 36.26 0.14 -0.93 -2.66
GT 1.300 0.200 0.500 0.100 40.15 12.92 47.99 -12.97 -2.59 -6.49
Baseline 0.076 0.077 0.422 0.048 1.83 -1.23 1.90 -0.15 -0.21 -0.21
Baseline-FG 1.292 0.199 0.486 0.097 24.38 4.71 35.46 -8.95 -2.18 -6.17
No C, No G 1.294 0.198 0.485 0.095 10.41 -1.93 30.99 0.05 -1.80 -4.28
C, No G 1.293 0.197 0.485 0.094 18.61 17.32 36.04 0.09 -0.70 -2.41
Sim (σ2 = 0.1)
C + G 1.293 0.197 0.485 0.094 18.61 17.32 36.04 0.09 -0.70 -2.41
GT 1.300 0.200 0.500 0.100 40.15 12.92 47.99 -12.97 -2.59 -6.49
Baseline 0.076 0.073 0.355 0.074 1.29 -1.17 1.80 1.27 -0.34 -0.55
Baseline-FG 1.289 0.195 0.485 0.098 22.16 4.44 34.76 -8.24 -1.54 -6.29
No C, No G 1.288 0.196 0.487 0.099 10.56 -1.98 27.37 -0.02 -1.24 -3.86
C, No G 1.288 0.196 0.487 0.097 18.13 19.18 35.74 0.08 -0.57 -2.36
Sim (σ2 = 0.25)
C + G 1.288 0.196 0.487 0.097 18.13 19.18 35.74 0.08 -0.57 -2.36
GT 1.300 0.200 0.500 0.100 40.15 12.92 47.99 -12.97 -2.59 -6.49
Baseline 0.069 0.102 0.386 0.115 1.41 -0.25 1.91 0.34 -0.33 -0.42
Baseline-FG 1.293 0.196 0.481 0.098 23.24 3.65 34.27 -7.78 -2.37 -5.83
No C, No G 1.296 0.193 0.481 0.096 10.28 -2.46 23.69 -0.17 -1.12 -2.32
C, No G 1.294 0.194 0.481 0.092 15.05 20.51 34.95 0.12 -1.17 -1.86
Sim (σ2 = 0.5)
C + G 1.294 0.194 0.481 0.092 15.05 20.51 34.95 0.12 -1.17 -1.86
GT 1.300 0.200 0.500 0.100 40.15 12.92 47.99 -12.97 -2.59 -6.49
Baseline 0.068 0.159 0.492 0.073 1.14 0.11 2.09 -0.33 -0.05 -0.22
Baseline-FG 1.277 0.194 0.478 0.107 24.41 4.29 33.02 -8.43 -1.97 -6.48
No C, No G 1.269 0.196 0.485 0.104 8.61 -1.76 24.21 -0.06 -0.91 -3.14
C, No G 1.273 0.196 0.480 0.099 13.93 20.07 33.71 0.05 -0.43 -1.37
Sim (σ2 = 1)
C + G 1.273 0.196 0.480 0.099 13.93 20.07 33.71 0.05 -0.43 -1.37
TABLE II: Estimated inertial parameters from “Wrist-FT” data source.
Center of Mass (m) Inertia (105 kg m2)Object Method mass (kg) x y z xx yy zz xy xz yz
GT 0.115 0.094 -0.037 0.032 37.20 150.80 154.00 -40.00 34.80 -13.60
Baseline-FG 0.147 0.072 -0.022 0.067 85.29 87.63 47.73 -61.94 12.39 -52.78
No C, No G 0.148 0.057 -0.010 0.037 82.88 135.25 59.30 -49.09 23.35 -29.76
C, No G 0.148 0.057 -0.010 0.037 82.88 135.25 59.30 -49.09 23.35 -29.76
box_0
C + G 0.148 0.057 -0.010 0.038 82.45 144.93 59.00 -49.08 23.34 -29.76
GT 0.179 0.071 -0.033 0.031 50.00 165.30 166.90 -45.10 40.70 -18.80
Baseline-FG 0.195 0.059 -0.013 0.027 105.63 428.65 74.85 -53.87 32.51 -11.93
No C, No G 0.195 0.056 -0.012 0.030 106.00 357.68 73.92 -64.52 30.81 -37.92
C, No G 0.195 0.051 -0.011 0.031 106.41 82.19 74.31 -64.56 30.71 -38.95
box_1
C + G 0.194 0.060 -0.014 0.030 107.25 85.89 70.59 -64.31 30.58 -38.93
GT 0.179 0.090 -0.033 0.031 50.00 204.60 206.20 -54.10 51.40 -18.80
Baseline-FG 0.222 0.071 0.005 0.062 189.47 123.73 139.89 -103.96 21.33 -93.52
No C, No G 0.228 0.051 0.015 0.032 205.99 94.38 168.55 -75.20 35.97 -47.08
C, No G 0.215 0.071 0.000 0.033 155.93 195.55 120.67 -71.51 34.01 -43.31
box_2
C + G 0.215 0.071 0.000 0.033 155.93 195.57 120.67 -71.51 34.01 -43.31
GT 0.131 0.099 -0.036 0.033 42.00 182.90 184.40 -45.80 44.60 -15.50
Baseline-FG 0.192 0.083 -0.056 0.036 51.99 101.06 39.46 -69.17 27.34 -39.39
No C, No G 0.171 0.082 -0.023 0.031 79.86 196.46 63.65 -56.69 26.98 -34.01
C, No G 0.171 0.083 -0.023 0.031 82.83 158.30 64.15 -56.90 27.05 -33.85
box_3
C + G 0.171 0.083 -0.023 0.031 82.82 158.30 64.14 -56.90 27.05 -33.85
GT 0.147 0.109 -0.035 0.031 43.30 239.00 242.00 -53.70 49.60 -16.00
Baseline-FG 0.213 0.089 -0.053 0.034 58.85 120.96 54.32 -80.44 30.83 -43.62
No C, No G 0.180 0.085 -0.014 0.031 75.44 43.42 85.34 -59.81 28.46 -37.12
C, No G 0.177 0.076 -0.019 0.031 68.18 50.46 64.09 -58.58 27.91 -35.49
box_4
C + G 0.177 0.076 -0.019 0.031 67.96 50.69 64.15 -58.59 27.91 -35.49
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TABLE III: Estimated inertial parameters from our “In-Hand” data source while tracking object with vision.
Center of Mass (m) Inertia (105 kg m2)Object Method mass (kg) x y z xx yy zz xy xz yz
GT 0.115 0.094 -0.037 0.032 37.20 150.80 154.00 -40.00 34.80 -13.60
Baseline-FG 0.124 0.451 0.335 -0.084 1592.04 3843.79 6073.08 -2243.44 -23.59 1988.83
No C, No G 0.090 0.649 0.281 -0.009 834.25 4923.81 6242.05 -2011.14 -390.47 1405.04
C, No G 0.045 0.244 -0.003 0.018 1.84 251.99 250.91 3.63 -18.65 0.27
box_0
C + G 0.045 0.249 -0.004 0.019 1.92 259.16 258.08 4.81 -19.66 0.36
GT 0.179 0.071 -0.033 0.031 50.00 165.30 166.90 -45.10 40.70 -18.80
Baseline-FG 0.048 0.469 -0.231 0.125 326.17 1122.55 1310.51 512.78 -278.30 136.04
No C, No G 0.053 0.391 -0.199 0.105 269.65 877.33 1032.11 414.18 -219.14 110.96
C, No G 0.043 0.077 -0.061 0.006 13.22 9.59 42.40 3.22 -1.01 1.87
box_1
C + G 0.045 0.070 -0.053 0.006 15.71 9.29 27.23 1.26 -0.33 0.74
GT 0.179 0.090 -0.033 0.031 50.00 204.60 206.20 -54.10 51.40 -18.80
Baseline-FG 0.158 0.236 0.341 0.105 2025.66 1088.09 5277.52 -1291.44 -553.15 -271.42
No C, No G 0.073 0.619 0.352 0.180 1159.95 3027.48 5525.11 -1579.93 -982.86 -555.31
C, No G 0.040 0.249 -0.011 0.034 5.49 234.74 235.32 10.12 -29.32 1.32
box_2
C + G 0.039 0.253 -0.011 0.034 5.56 240.82 241.31 10.24 -29.87 1.32
GT 0.131 0.099 -0.036 0.033 42.00 182.90 184.40 -45.80 44.60 -15.50
Baseline-FG 0.063 0.808 0.304 0.121 707.37 4283.97 5664.51 -1598.37 -774.69 33.34
No C, No G 0.061 0.928 0.344 0.140 873.00 5442.51 7034.36 -1996.59 -961.20 -2.20
C, No G 0.036 0.180 -0.010 0.014 -0.88 127.30 125.18 5.60 -8.83 0.38
box_3
C + G 0.036 0.180 -0.010 0.014 -0.88 127.29 125.19 5.57 -8.79 0.37
GT 0.147 0.109 -0.035 0.031 43.30 239.00 242.00 -53.70 49.60 -16.00
Baseline-FG 0.047 1.132 -0.051 0.289 408.09 6479.25 6157.76 261.21 -1542.02 122.95
No C, No G 0.045 1.062 -0.075 0.312 464.67 5512.66 5152.40 354.58 -1488.71 115.84
C, No G 0.047 0.277 -0.013 0.028 6.27 328.87 327.81 14.49 -36.91 1.63
box_4
C + G 0.047 0.277 -0.013 0.028 6.20 327.28 326.38 14.38 -36.41 1.61
TABLE IV: Estimated inertial parameters from our “In-Hand” data source while tracking object with “relaxed-rigidity” constraints.
Center of Mass (m) Inertia (105 kg m2)Object Method mass (kg) x y z xx yy zz xy xz yz
GT 0.115 0.094 -0.037 0.032 37.20 150.80 154.00 -40.00 34.80 -13.60
Baseline-FG 0.048 0.385 0.029 0.084 40.46 760.11 781.92 -59.37 -169.54 14.80
No C, No G 0.081 0.649 0.227 0.090 574.07 3827.66 5589.80 -1371.28 -866.56 618.89
C, No G 0.044 0.249 -0.012 0.013 1.45 251.28 258.47 12.30 -12.28 0.35
box_0
C + G 0.043 0.249 0.000 0.011 0.71 237.69 235.80 0.11 -17.50 0.04
GT 0.179 0.071 -0.033 0.031 50.00 165.30 166.90 -45.10 40.70 -18.80
Baseline-FG 0.135 0.386 0.044 0.369 2007.69 5949.03 3166.77 325.31 -2325.40 -1763.91
No C, No G 0.082 0.722 -0.076 0.311 970.73 6656.01 5165.28 909.11 -2171.80 -983.14
C, No G 0.048 0.180 -0.018 0.002 1.32 151.14 152.45 9.13 0.46 -0.03
box_1
C + G 0.044 0.093 -0.061 0.000 2.75 6.45 54.04 -0.12 1.09 -0.19
GT 0.179 0.090 -0.033 0.031 50.00 204.60 206.20 -54.10 51.40 -18.80
Baseline-FG 0.204 0.166 0.379 0.140 3417.16 968.85 7046.50 -1249.28 -1057.08 -1261.71
No C, No G 0.167 0.137 0.445 0.127 3926.12 1388.39 6648.07 -496.32 -1306.25 -2505.26
C, No G 0.035 0.289 -0.010 0.038 6.24 264.51 270.28 8.83 -34.90 1.13
box_2
C + G 0.035 0.302 -0.011 0.046 8.42 283.34 288.11 8.15 -43.32 1.29
GT 0.131 0.099 -0.036 0.033 42.00 182.90 184.40 -45.80 44.60 -15.50
Baseline-FG 0.156 0.302 0.528 0.057 4546.66 1693.47 9821.81 -2665.26 -1027.65 469.28
No C, No G 0.101 0.504 0.534 0.068 3022.55 2767.84 8344.82 -2837.71 -864.75 320.63
C, No G 0.033 0.241 -0.016 0.014 1.49 179.55 179.06 9.43 -13.32 0.70
box_3
C + G 0.034 0.323 0.000 0.030 2.88 307.03 304.18 2.08 -26.60 0.18
GT 0.147 0.109 -0.035 0.031 43.30 239.00 242.00 -53.70 49.60 -16.00
Baseline-FG 0.223 0.258 0.276 -0.016 1716.96 2093.23 5416.40 -1667.46 -64.91 1259.15
No C, No G 0.199 0.300 0.296 -0.025 1760.30 2504.49 5870.91 -1840.50 11.30 1431.34
C, No G 0.047 0.252 -0.007 0.010 2.82 284.03 285.26 7.91 -14.98 0.40
box_4
C + G 0.045 0.247 -0.004 0.010 3.37 259.30 261.36 4.62 -13.04 0.21
