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Abstract
We study the problem of checking whether an existential sentence (that is, a first-order sentence
in prefix form built using existential quantifiers and all Boolean connectives) is true in a finite
partially ordered set (in short, a poset). A poset is a reflexive, antisymmetric, and transitive
digraph. The problem encompasses the fundamental embedding problem of finding an isomorphic
copy of a poset as an induced substructure of another poset.
Model checking existential logic is already NP-hard on a fixed poset; thus we investigate struc-
tural properties of posets yielding conditions for fixed-parameter tractability when the problem is
parameterized by the sentence. We identify width as a central structural property (the width of a
poset is the maximum size of a subset of pairwise incomparable elements); our main algorithmic
result is that model checking existential logic on classes of finite posets of bounded width is fixed-
parameter tractable. We observe a similar phenomenon in classical complexity, where we prove that
the isomorphism problem is polynomial-time tractable on classes of posets of bounded width; this
settles an open problem in order theory.
We surround our main algorithmic result with complexity results on less restricted, natural
neighboring classes of finite posets, establishing its tightness in this sense. We also relate our work
with (and demonstrate its independence of) fundamental fixed-parameter tractability results for
model checking on digraphs of bounded degree and bounded clique-width.
1 Introduction
Motivation. The model checking problem, to decide whether a given logical sentence is true in a given
structure, is a fundamental computational problem which appears in a variety of areas in computer
science, including database theory, artificial intelligence, constraint satisfaction, and computational
complexity. The problem is computationally intractable in its general version, and hence it is natural
to seek restrictions of the class of structures or the class of sentences yielding sufficient or necessary
conditions for computational tractability.
Here, as usual in the complexity investigation of the model checking problem, computational tractabil-
ity refers to polynomial-time tractability or, in cases where polynomial-time tractability is unlikely, a
relaxation known as fixed-parameter tractability with the sentence as a parameter. The latter guarantees
a decision algorithm running in f(k) · nc time on inputs of size n and sentences of size k, where f is a
computable function and c is a constant. For further discussion of the complexity setup adopted here,
including its algorithmic motivations, we refer the reader to [12, 8].
The study of model checking first-order logic on restricted classes of finite combinatorial structures
is an established line of research originating from the seminal work of Seese [19]. Results in this area
have provided very general conditions for computational tractability, and even exact characterizations
in many relevant cases [13]. As Grohe observes [12], though, it would be also interesting to investigate
structural properties facilitating the model checking problem in the realm of finite algebraic structures,
for instance groups or lattices.
∗This research was supported by ERC Starting Grant (Complex Reason, 239962) and FWF Austrian Science Fund
(Parameterized Compilation, P26200).
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In this paper, we investigate the class of finite partially ordered sets. A partially ordered set (in short,
a poset) is the structure obtained by equipping a nonempty set with a reflexive, antisymmetric, and
transitive binary relation. In other words, the class of posets coincides with the class of directed graphs
satisfying a certain universal first-order sentence (axiom); namely, the sentence that enforces reflexivity,
antisymmetry, and transitivity of the edge relation. In this sense, from a logical perspective, posets
form an intermediate case between combinatorial and algebraic structures; they can be viewed as being
stronger than purely combinatorial structures, as the nonlogical vocabulary is presented by a first-order
axiomatization; but weaker than genuinely algebraic structures, as the axiomatization is expressible in
universal first-order logic (too weak of a fragment to define algebraic operations).
Posets are fundamental combinatorial objects [11, Chapter 8], with applications in many fields of
computer science, ranging from software verification [15] to computational biology [17]. However, very
little is known about the complexity of the model checking problem on classes of finite posets; to the
best of our knowledge, even the complexity of natural syntactic fragments of first-order logic on basic
classes of finite posets is open.
A prominent logic in first-order model-checking is primitive positive logic, that is, first-order sen-
tences built using existential quantification (∃) and conjunction (∧); the problem of model checking
primitive positive logic is equivalent to the constraint satisfaction problem and the homomorphism prob-
lem [6]. However, restricted to posets, the problem of model checking primitive positive logic and even
existential positive logic, obtained from primitive positive logic by including disjunction (∨) in the logical
vocabulary, is trivial; because of reflexivity, every existential positive sentence is true on every poset!
As we observe (Proposition 2), the complexity scenario changes abruptly in existential conjunctive
logic, that is, first-order sentences in prefix negation normal form built using ∃, ∧, and negation (¬).
Here, the model checking problem is NP-hard even on a certain fixed finite poset; in the complexity
jargon, the expression complexity of existential conjunctive logic is NP-hard on finite posets. In other
words, as long as computational tractability is identified with polynomial-time tractability, any structural
property of posets is algorithmically immaterial (in a sense that can be made precise). There is then a
natural quest for relaxations of polynomial-time tractability yielding (i) a nontrivial complexity analysis
of the problem, and (ii) a refined perspective on the structural properties of posets underlying tamer
algorithmic behaviors; in this paper we achieve (i) and (ii) through the glasses of fixed-parameter
tractability.
More precisely, as we discuss below, our contribution is a complete description of the parameterized
complexity of model checking (all syntactic fragments of) existential first-order logic (first-order sen-
tences in prefix normal form built using ∃, ∧, ∨, and ¬), with respect to classes of finite posets in a
hierarchy generated by fundamental poset invariants.1
Model checking existential logic encompasses as a special case the fundamental embedding problem,
to decide whether a given structure contains an isomorphic copy of another given structure as an
induced substructure; in fact, the embedding problem reduces in polynomial-time to the problem of
model checking certain existential (even conjunctive) sentences. The aforementioned fact that existential
conjunctive logic is already NP-hard on a fixed finite poset leaves open the existence of a nontrivial
classical complexity classification of the embedding problem. We provide such a classification by giving
a complete description of the classical complexity of the embedding problem in the introduced hierarchy
of poset invariants.
We hope that the investigation of the existential fragment prepares the ground (and possibly provides
basic tools) for understanding the model checking problem for more expressive logics on posets.
Contribution. We now give an account of our contribution. We refer the reader to Figure 1 for an
overview; the poset invariants and their relations are introduced in Section 3.
In contrast to the classical case, model checking existential logic on fixed structures is trivially fixed-
parameter tractable; in fact, even the full first-order logic is trivially fixed-parameter tractable on any
class of finite structures of bounded size. On the other hand, there exist classes of finite posets where
existential logic is unlikely to be fixed-parameter tractable (in fact, there exist classes where even the
1Note that existential disjunctive logic (first-order sentences in prefix negation normal form built using ∃, ∨, and ¬) is
trivial on posets. In fact, every sentence in the fragment is either true on every poset, or false on every poset, and it is
easy to check which of the two cases holds for any given sentence.
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Figure 1: The (light or dark) gray region covers invariants such that, if a class of finite posets is
bounded under the invariant, then model checking existential logic (or equivalently, by Proposition 1,
model checking existential conjunctive logic, or deciding embedding) over the class is fixed-parameter
tractable; the white region covers invariants such that there exists a class of finite posets bounded under
the invariant where the problem is W[1]-hard. Similarly, the dark gray region covers invariants where
the embedding problem is polynomial-time tractable, and the complement of the dark gray region (light
gray or white) covers invariants where the problem is NP-hard. In classical complexity, as opposed
to parameterized complexity, the tractability frontier of existential (conjunctive) logic and embedding
are different (the former, since existential logic is already NP-hard on a fixed finite poset, is NP-hard
everywhere).
embedding problem is W[1]-hard); but the reduction class given by the natural hardness proof is rather
wild, in particular it has bounded depth but unbounded width (Proposition 4).
The width of a poset is the maximum size of a subset of pairwise incomparable elements (antichain);
along with its depth, the maximum size of a subset of pairwise comparable elements (chain), these two
invariants form the basic and fundamental structural properties of a poset, arguably its most prominent
and natural features. Our main result establishes that width helps algorithmically (in contrast to depth);
specifically, we prove that model checking existential logic on classes of finite posets of bounded width is
fixed-parameter tractable (Theorem 5). This, together with Seese’s algorithm (plus a routine reduction
described in Proposition 6), allows us to complete the parameterized complexity classification of the
investigated poset invariants, as depicted in Figure 1.
We believe that our tractability result essentially enlightens the fundamental feature of posets of
bounded width that can be exploited algorithmically; namely, bounded width posets admit a polynomial-
time compilation to certain semilattice structures, which are algorithmically tamer than the original
posets, but equally expressive with respect to the problem at hand. The proof proceeds in two stages.
We first prove that, on any class of finite relational structures, model checking existential logic is fixed-
parameter tractable if and only if the embedding problem is fixed-parameter tractable (Proposition 1).
Next, using the color coding technique of Alon, Yuster, and Zwick [1], we reduce an instance of the
embedding problem on posets of bounded width to a suitable family of instances of the homomorphism
problem of certain semilattice structures, which is polynomial-time tractable by classical results of
Jeavons, Cohen, and Gyssens [14].
Our approach is reminiscent of the well established fact in order theory that finite posets correspond
exactly (in a sense that can be made precise in category-theoretic terms) to finite distributive lattices.
However, the algorithmic implications of this correspondence have been possibly overlooked. Indeed,
using the correspondence and the known fact that the isomorphism problem is polynomial-time tractable
on finite distributive lattices, we prove that the isomorphism problem for posets of bounded width is
polynomial-time tractable (Theorem 8), which settles an open question in order theory [2, p. 284].
Motivated by the equivalence (in parameterized complexity) between embedding and model checking
existential conjunctive logic (Proposition 1) on one hand, and the fact that existential conjunctive logic
is already NP-hard on a fixed finite poset (Proposition 2) on the other hand, we also revisit the classical
complexity of the embedding problem for finite posets and classify it with respect to the poset invariants
studied in the parameterized complexity setting. The outcome is pictured in Figure 1; here, polynomial-
time tractability of the embedding problem on posets of bounded size is optimal with respect to the
studied poset invariants. We remark that the hardness results are technically involved (Theorem 6 and
Theorem 7); in particular, bounded width is a known obstruction for hardness proofs (for instance, the
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complexity of the dimension problem is unknown on bounded width posets).
We conclude mentioning that our work on posets relates with, but is independent of, general results
by Seese [19] and Courcelle, Makowsky, and Rotics [3], respectively, on model checking first-order logic
on classes of finite graphs of bounded degree and bounded clique-width. Namely, the order relation of
a poset has bounded degree if and only if the poset has bounded depth and bounded cover-degree (that
is, its cover relation has bounded degree); moreover, if a poset has bounded width, then it has bounded
cover-degree (Proposition 3). However, there exist classes of bounded width posets with unbounded
degree (for instance, chains), and there exist classes of bounded width posets with unbounded clique-width
(Proposition 5), which excludes the direct application of the aforementioned results.
2 Preliminaries
For all integers k ≥ 1, we let [k] denote the set {1, . . . , k}.
Logic. In this paper, we focus on relational first-order logic. A vocabulary σ is a finite set of relation
symbols, each of which is associated to a natural number called its arity; we let ar(R) denote the arity of
R ∈ σ. An atom α (over vocabulary σ) is an equality of variables (x = y) or is a predicate application
Rx1 . . . xar(R), where R ∈ σ and x1, . . . , xar(R) are variables. A formula (over vocabulary σ) is built
from atoms (over σ), conjunction (∧), disjunction (∨), negation (¬), universal quantification (∀), and
existential quantification (∃). A sentence is a formula having no free variables. We let FO denote the
class of first-order sentences in prefix negation normal form, that is, for each φ ∈ FO, the quantifiers
occur in front of the sentence and the negations occur in front of the atoms.
Let ρ be a subset of {∀, ∃,∧,∨,¬} containing at least one quantifier and at least one binary connective.
We let FO(ρ) ⊆ FO denote the syntactic fragment of FO-sentences built using only logical symbols
in ρ. We call FO(∃,∧,∨,¬) the existential fragment, FO(∃,∧,¬) the existential conjunctive fragment,
and FO(∃,∧), the existential conjunctive positive (or primitive positive) fragment.
Structures. Let σ be a relational vocabulary. A structure A (over σ) is specified by a nonempty set A,
called the universe of the structure, and a relation RA ⊆ Aar(R) for each relation symbol R ∈ σ. A
structure is finite if its universe is finite.
All structures considered in this paper are finite.
Given a structure A and B ⊆ A, we denote by A|B the substructure of A induced by B, namely
the universe of A|B is B and RA|B = RA ∩Bar(R) for all R ∈ σ.
Let A and B be σ-structures. A homomorphism from A to B is a function h : A → B such that
(a1, . . . , aar(R)) ∈ R
A implies (h(a1), . . . , h(aar(R))) ∈ R
B, for all R ∈ σ and all (a1, . . . , aar(R)) ∈ A
ar(R);
a homomorphism from A to B is strong if (a1, . . . , aar(R)) 6∈ R
A implies (h(a1), . . . , h(aar(R))) 6∈ R
B.
An embedding from A to B is an injective strong homomorphism from A to B. An isomorphism from
A to B is a bijective embedding from A to B.
In graph theory, an injective strong homomorphism is also called a “strong embedding”, and the term
“embedding” is used in the weaker sense of injective homomorphism; here, we adopt the order-theoretic
(and model-theoretic) terminology.
For a structure A and a sentence φ over the same vocabulary, we write A |= φ if the sentence φ is
true in the structure A. When A is a structure, f is a mapping from variables to the universe of A,
and ψ(x1, . . . , xn) is a formula over the vocabulary of A, we liberally write A |= ψ(f(x1), . . . , f(xn)) to
indicate that ψ is satisfied by A and f .
A structure G = (V,EG) with ar(E) = 2 is called a digraph, and a graph if EG is irreflexive and
symmetric. We let G denote the class of all graphs. Let G be a digraph. The degree of g ∈ G, in
symbols degree(g), is equal to |{(g′, g) ∈ EG | g′ ∈ G} ∪ {(g, g′) ∈ EG | g′ ∈ G}|, and the degree of G,
in symbols degree(G), is the maximum degree attained by the elements of G.
A digraph P = (P,≤P) is a poset if ≤P is a reflexive, antisymmetric, and transitive relation over
P , that is, respectively, P |= ∀x(x ≤ x), P |= ∀x∀y((x ≤ y ∧ y ≤ x) → x = y), and P |= ∀x∀y∀z((x ≤
y ∧ y ≤ z)→ x ≤ z).
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A chain in P is a subset C ⊆ P such that p ≤P q or q ≤P p for all p, q ∈ C (in particular, if P is
a chain in P, we call P itself a chain). We say that p and q are incomparable in P (denoted p ‖P q) if
P 6|= p ≤ q ∨ q ≤ p. An antichain in P is a subset A ⊆ P such that p ‖P q for all p, q ∈ A (in particular,
if P is an antichain in P, we call P itself an antichain).
Let P be a poset and let p, q ∈ P . We say that q covers p in P (denoted p ≺P q) if p <P q and, for
all r ∈ P , p ≤P r <P q implies p = r. The cover graph of P is the digraph cover(P) with vertex set
P and edge set {(p, q) | p ≺P q}. If P is a class of posets, we let cover(P) = {cover(P) | P ∈ P}. It
is well known that computing the cover relation corresponding to a given order relation, and vice versa
the order relation corresponding to a given cover relation, is feasible in polynomial time [18].
In the figures, posets are represented by their Hasse diagrams, that is a diagram of their cover relation
where all edges are intended oriented upwards.
Let P be the class of all posets. A poset invariant is a mapping inv: P → N such that inv(P) = inv(Q)
for all P,Q ∈ P such that P and Q are isomorphic. Let inv be any invariant over P . Let P be any
class of posets. We say that P is bounded with respect to inv if there exists b ∈ N such that inv(P) ≤ b
for all P ∈ P . Two poset invariants are incomparable if there exists a class of posets bounded under the
first but unbounded under the second, and there exists a class of posets bounded under the second but
unbounded under the first.
Problems. We refer the reader to [8] for the standard algorithmic setup of the model checking problem,
including the underlying computational model, encoding conventions for input structures and sentences,
and the notion of size of the (encoding of an) input structure or sentence. We also refer the reader to
[8] for further background in parameterized complexity theory (including the notion of fpt many-one
reduction and fpt Turing reduction).
Here, we mention that a parameterized problem (Q, κ) is a problem Q ⊆ Σ∗ together with a parame-
terization κ : Σ∗ → N, where Σ is a finite alphabet. A parameterized problem (Q, κ) is fixed-parameter
tractable (with respect to κ), in short fpt, if there exists a decision algorithm for Q, a computable function
f : N → N, and a polynomial function p : N → N, such that for all x ∈ Σ∗, the running time of the
algorithm on x is at most f(κ(x)) · p(|x|). We provide evidence that a parameterized problem is not
fixed-parameter tractable by proving that the problem is W[1]-hard under fpt many-one reductions; this
holds unless the exponential time hypothesis fails [8].
The (parameterized) computational problems under consideration are the following. Let σ be a
relational vocabulary, C be a class of σ-structures, and L ⊆ FO be a class of σ-sentences. The model
checking problem for C and L, in symbols MC(C,L), is the problem of deciding, given (A, φ) ∈ C × L,
whether A |= φ. The parameterization, given an instance (A, φ), returns the size of the encoding of
φ. The embedding problem for C, in symbols Emb(C), is the problem of deciding, given a pair (A,B),
where A is a σ-structure and B is a σ-structure in C, whether A embeds into B. The parameterization,
given an instance (A,B), returns the size of the encoding of A. The problems Hom(C) and Iso(C) are
defined similarly in terms of homomorphisms and isomorphisms respectively.
3 Basic Results
In this section, we set the stage for our parameterized and classical complexity results in Section 4
and Section 5 respectively. We start observing some basic reducibilities between the problems under
consideration.
Proposition 1. Let C be a class of structures. The following are equivalent.
(i) MC(C,FO(∃,∧,∨,¬)) is fixed-parameter tractable.
(ii) MC(C,FO(∃,∧,¬)) is fixed-parameter tractable.
(iii) Emb(C) is fixed-parameter tractable.
In particular, Emb(C) polynomial-time (thus fpt) many-one reduces to MC(C,FO(∃,∧,∨,¬)).
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Proof. Let C be a class of σ-structures.
We give a polynomial-time many-one reduction of Emb(C) to MC(C,FO(∃,∧,¬)). Note that em-
bedding a σ-structure A into a σ-structure B ∈ C reduces to checking whether B verifies the existential
closure of the FO(∧,¬)-formula
∧
a,a′∈A,a 6=a′
a 6= a′ ∧
∧
R∈σ

 ∧
a∈RA
Ra ∧
∧
a 6∈RA
¬Ra

 .
Clearly, MC(C,FO(∃,∧,¬)) polynomial-time many-one reduces to MC(C,FO(∃,∧,∨,¬)). We con-
clude the proof giving a fpt Turing (in fact, even truthtable) reduction, from MC(C,FO(∃,∧,∨,¬)) to
Emb(C).
Let φ ∈ FO(∃,∧,∨,¬). Say that φ is disjunctive if φ = ψ1 ∨ · · · ∨ ψl and ψi ∈ FO(∃,∧,¬) for
all i ∈ [l]. Clearly, for every φ ∈ FO(∃,∧,∨,¬), a disjunctive φ′ ∈ FO(∃,∧,∨,¬) such that φ ≡ φ′ is
computable by (equivalence preserving) syntactic replacements.
Let ψ be a σ-sentence in FO(∃,∧,¬). Say that the disjunctive σ-sentence ψ′ = χ1 ∨ · · · ∨ χl is a
completion of ψ if ψ′ ≡ ψ and, for all i ∈ [l], if the quantifier prefix of χi is ∃x1 . . .∃xm, then:
• for all (y, y′) ∈ {x1, . . . , xm}2, it holds that y = y′ or y 6= y′ occur in the quantifier free part of χi;
• for allR ∈ σ and all (y1, . . . , yar(R)) ∈ {x1, . . . , xm}
ar(R), it holds thatRy1 . . . yar(R) or ¬Ry1 . . . yar(R)
occur in the quantifier free part of χi;
moreover, ψ′ is said reduced if, for all i ∈ [l], χi is satisfiable, χi does not contain dummy quantifiers,
and χi does not contain atoms of the form y = y
′.
Let ψ′ = χ1 ∨ · · · ∨ χl be a reduced completion of the σ-sentence ψ ∈ FO(∃,∧,¬). Clearly, ψ′ is
computable from ψ as follows. Let ∃x1 . . .∃xm be the quantifier prefix of ψ.
• For all (y, y′) ∈ {x1, . . . , xm}2 such that neither y = y′ nor y 6= y′ occur in the quantifier free part
of ψ, conjoin (y = y′ ∨ y 6= y′) to the quantifier free part of ψ.
• For all R ∈ σ and (y1, . . . , yar(R)) ∈ {x1, . . . , xl}
ar(R) such that neither Ry1 . . . yar(R) nor
¬Ry1 . . . yar(R) occur in the quantifier free part of ψ, conjoin (Ry1 . . . yar(R) ∨ ¬Ry1 . . . yar(R)) to
the quantifier free part of ψ.
• Compute a disjunctive form of the resulting sentence, eliminate equality atoms and dummy quan-
tifiers from each disjunct, and finally eliminate unsatisfiable disjuncts (empty disjunctions are false
on all structures).
Note that for each i ∈ [l], the disjunct χi naturally corresponds to a σ-structureAi, defined as follows.
Let ∃x1 . . .∃xm be the quantifier prefix of χi. The universe Aχi is {x1, . . . , xm}, and (y1, . . . , yar(R)) ∈
RAi if and only if Ry1 . . . yar(R) occurs in the quantifier free part of χi.
We are now ready to describe the reduction. Let (B, φ) be an instance of MC(P ,FO(∃,∧,∨,¬)).
The algorithm first computes a disjunctive form logically equivalent to φ, say φ ≡ ψ1∨· · ·∨ψl, and then,
for each i ∈ [l], computes a reduced completion ψ′i logically equivalent to ψi, say ψ
′
i ≡ χ
′
i,1 ∨ · · · ∨ χ
′
i,li
.
For each i ∈ [l] and j ∈ [li], let Ai,j be the structure corresponding to χ′i,j .
We claim that B |= φ if and only if there exist i ∈ [l] and j ∈ [li] such that Ai,j embeds into B. The
backwards direction is clear. For the forwards direction, assume B |= φ. Then, there exist i ∈ [l] and
j ∈ [li] such that B |= χ′i,j . Then, Ai,j embeds into B.
Thus, the algorithm works as follows. For each i ∈ [l] and j ∈ [li], it poses the query (Ai,j ,B) to
the problem Emb(C), and it accepts if and only if at least one query answers positively.
The next observation is that model checking existential conjunctive logic (and thus the full existential
logic) on posets is unlikely to be polynomial-time tractable, even if the poset is fixed. Let B be the
bowtie poset defined by the universe B = [4] and the covers i ≺B j for all i ∈ {1, 2} and j ∈ {3, 4}.
Proposition 2. MC({B},FO(∃,∧,¬)) is NP-hard.
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Figure 2: The order of poset invariants induced by Proposition 3.
Proof. Let σ = {≤, 1, 2, 3, 4} be a relational vocabulary where ar(≤) = 2 and ar(i) = 1 for all i ∈ [4].
Let B∗ be the σ-structure such that (B∗,≤B
∗
) is isomorphic to B, say without loss of generality via
the isomorphism f(b) = b ∈ B∗ for all b ∈ B, and where bB
∗
= {f(b)} = {b} for all b ∈ B. By the case
n = 2 of the main theorem in Pratt and Tiuryn [16, Theorem 2], the problem Hom({B∗}) is NP-hard.
We give a polynomial-time many-one reduction of Hom({B∗}) to MC({B},FO(∃,∧,¬)).
Let A be an instance of Hom({B∗}), and let φ be the existential closure of the conjunction of the
following {≤}-literals (thus, φ is a FO(∃,∧,¬)-sentence on the vocabulary of B):
• zi 6= zj, for all 1 ≤ i < j ≤ 4;
• zi < zj, for all i ∈ {1, 2} and j ∈ {3, 4};
• a = zi, for all i ∈ [4] and a ∈ iA;
• a ≤ a′, for all a ≤A a′.
It is easy to check that A maps homomorphically to B∗ if and only if B |= φ.
In contrast, model checking existential logic on any fixed posetP is trivially fixed-parameter tractable
(the instance is a structure of constant size, and a sentence taken as a parameter). However, there are
classes of posets where the embedding problem, and hence, by Proposition 1, the problem of model
checking existential logic, is unlikely to be fixed-parameter tractable, as we now show.
First, we introduce a family of poset invariants and relate them as in Figure 2. Let P be a poset.
• The size of P is the cardinality of its universe, |P |.
• The width of P, in symbols width(P), is the maximum size attained by an antichain in P.
• The depth of P, in symbols depth(P), is the maximum size attained by a chain in P.
• The degree of P, in symbols degree(P), is the degree of the order relation of P, that is, degree(≤P).
• The cover-degree of P, in symbols cover-degree(P), is the degree of the cover relation of P, that
is, degree(cover(P)).
Proposition 3. Let P be a class of posets.
(i) P has bounded degree if and only if P has bounded depth and bounded cover-degree.
(ii) If P has bounded width, then P has bounded cover-degree.
(iii) P has bounded size if and only if P has bounded width and bounded degree.
Proof. We prove (i). Assume that P has bounded degree. Let P ∈ P . Then cover-degree(P) ≤
degree(P) follows from the fact that cover(P) is contained in ≤P, while depth(P) ≤ degree(P) + 1
follows from the fact that each chain forms a complete directed acyclic subgraph in P. Conversely, let
d ∈ N and c ∈ N be the largest depth and cover-degree attained by a poset in P , respectively. Then, for
every P ∈ P and p ∈ P , it holds that degree(p) ≤ cd, hence P has bounded degree.
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We prove (ii). Let w be the largest width attained by a poset in P . Then, for every P ∈ P and
p ∈ P , it holds that cover-degree(p) ≤ 2w, because the lower covers of p and the upper covers of p form
antichains in P, hence p has at most 2w lower or upper covers. Hence, P has bounded cover-degree.
We prove (iii). Assume that P has bounded size. Let s be the largest size attained by a poset in
P . Then, for every P ∈ P , it holds that width(P), degree(P) ≤ s, that is, P has bounded width and
bounded degree. Conversely, by (i), P has bounded depth. Let d and w be the largest depth and width
attained by a poset in P , respectively. Let P ∈ P . By Dilworth’s theorem, there exist w chains in P
whose union is P , hence size(P) ≤ w · d. We conclude that P has bounded size.
The previous proposition, together with the observation that bounded width and bounded degree
(bounded width and bounded depth, bounded cover-degree and bounded depth, respectively) are in-
comparable, justifies the order in Figure 2, whose interpretation is the following: invariant inv is below
invariant inv′ if and only if, for every class P of posets, if P is bounded under inv, then P is bounded
under inv′.
The emerging hierarchy of poset invariants will provide a measure of tightness for our positive algo-
rithmic results, once we will manage to surround them with complexity results on covering neighboring
classes.
To this aim, we immediately observe that there exists a class of posets of bounded depth where
the embedding problem, and hence model-checking existential first-order logic, is W[1]-hard. Given any
graph G ∈ G, construct a poset r(G) = P by taking |G| pairwise disjoint 3-element chains, and covering
the bottom of the ith chain by the top of the jth chain if and only if i and j are adjacent in G. Note
that depth(P) ≤ 3. Hence, the class Pdepth = {r(G) | G ∈ G} has bounded depth.
Proposition 4. Emb(Pdepth) is W[1]-hard.
Proof. Clique fpt many-one reduces to Emb(Pdepth) by mapping (G, k) to (r(Kk), r(G)).
The goal of the technical part of the paper is to establish the facts leading from Figure 2 to Figure 1:
• For the parameterized complexity of model checking existential logic, we have tractability on
bounded degree classes by Seese’s algorithm [19], and hardness on (certain) bounded depth classes
by Proposition 4. In Section 4, we establish tractability on bounded width classes by Theorem 5,
and hardness on (certain) bounded cover-degree classes by Proposition 6.
• For the classical complexity of the embedding problem (Section 5), Proposition 7 establishes
tractability on bounded size classes, Theorem 6 establishes hardness on (certain) bounded width
classes, and Theorem 7 establishes hardness on (certain) bounded degree classes.
We conclude the section by relating our work on posets of bounded width with previous work on
digraphs of bounded clique-width, and showing that our results are indeed independent.
Clique-width is a prominent invariant of undirected as well as directed graphs which generalizes
treewidth [4]; in particular, it is known that monadic second-order logic (precisely, MSO1) is fixed-
parameter tractable on digraphs of bounded clique-width [3], thus:
Observation 1. MC(P ,FO) is fixed-parameter tractable for any class P of posets such that the clique-
width of P is bounded.
Since it is possible to compute the cover relation from the order relation (and vice versa) in polynomial
time, one might wonder whether using the clique-width of the cover graph would allow us to efficiently
model check wider classes of posets. This turns out not to be the case:
Observation 2 (follows from Examples 1.32, 1.33 and Corollary 1.53 of [5]). For any class P of posets,
the clique-width of P is bounded if and only if the clique-width of cover(P) is bounded.
A natural class of posets which is easily observed having clique-width bounded by 2 (despite having
unbounded treewidth) is the class of series parallel posets. However, we show that there exist classes of
posets of bounded width which do not have bounded clique-width (if not Theorem 5 would follow from
Observation 1).
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Proposition 5. There exists a class P of posets which has bounded width but does not have bounded
clique-width.
Proof. For each i ∈ N, we define a poset Pi as follows. The universe is Pi = {pa,b, qa,b | a, b ∈ [i]} and
the cover relation is defined by the following pairs:
• pa,b ≺Pi pa,b+1 and qa,b ≺Pi qa,b+1,
• pa,i ≺Pi pa+1,1 and qa,i ≺Pi qa+1,1,
• pa,b ≺Pi qa+1,b and qa,b ≺Pi pa+1,b.
Notice that cover(Pi) contains a i× i grid as a subgraph; indeed, one may define the jth row of the
grid to consist of the chain p1,j ≺Pi q2,j ≺Pi p3,j ≺Pi q4,j . . . and similarly the jth column to consist of
pj,1 ≺Pi pj,2 ≺Pi pj,3 . . . for odd j and qj,1 ≺Pi qj,2 ≺Pi qj,3 . . . for even j. Furthermore, Pi has width
2 and cover(Pi) has degree 4. We will prove that P = {Pi | i ∈ N} has unbounded clique-width.
Let H be the class of undirected graphs corresponding to the covers of P (that is, H contains the
symmetric closure of cover(Pi) for all Pi ∈ P). Since H contains graphs with arbitrarily large grids,
H has unbounded tree-width. Hence H also has unbounded clique-width by [5, Corollary 1.53], and
the fact that it has bounded degree. It is a folklore fact that for any graph G and any orientation
G′ of G, the clique-width of G is bounded by the clique-width of G′ (indeed, one can use the same
decomposition in this direction). Since cover(P) contains one orientation for each graph in H and since
H has unbounded clique-width, we conclude that cover(P) has unbounded clique-width.
4 Parameterized Complexity
In this section, we study the parameterized complexity of the problems under consideration. The section
is organized as follows.
• In Subsection 4.1, we develop a fixed-parameter tractable algorithm for the embedding problem
on posets of bounded width (Theorem 4), which yields that model checking existential logic on
such posets is fixed-parameter tractable (Theorem 5).
• In Subsection 4.2, we provide a reduction proving W[1]-hardness of model checking existential
logic on posets of bounded cover-degree (Proposition 6).
4.1 Embedding is FPT on Bounded Width Posets
We first outline our proof strategy. The core of the proof lies in defining a suitable compilation of
bounded width posets. We then proceed in two steps:
(i) proving that the homomorphism problem is polynomial-time tractable on such compilations, and
(ii) reducing the embedding problem between two bounded width posets to fpt many instances of the
homomorphism problem between compilations of these posets.
For (i), we prove that the compilation admits a semilattice polymorphism (Lemma 1), and use the
classical result by Jeavons et al. that the homomorphism problem is polynomial-time tractable on
semilattice structures (Theorem 1). For (ii), we use color coding and hash functions (Theorem 2) to
link a homomorphism between two compilations to the existence of an embedding between the compiled
posets (Lemma 2).
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4.1.1 Known Facts
The proof uses known facts about semilattice structures and hash functions, collected below.
Semilattice Polymorphisms. Let σ be a finite relational vocabulary, and let A be a σ-structure. Let
f : Am → A be an m-ary function on A. We say that f is a polymorphism of A (or, A admits f) if f
preserves all relations of A, that is, for all R ∈ σ, where ar(R) = r, if
(a1,1, a1,2, . . . , a1,r), . . . , (am,1, am,2, . . . , am,r) ∈ R
A,
then
(f(a1,1, a2,1, . . . , am,1), . . . , f(a1,r, a2,r, . . . , am,r)) ∈ R
A.
We say that a function f : A2 → A is a semilattice function over A if f is idempotent, associative,
and commutative on A, that is, f(a, a) = a, f(a, f(a′, a′′)) = f(f(a, a′), a′′), and f(a, a′) = f(a′, a) for
all a, a′, a′′ ∈ A.
Theorem 1 ([14]). Let A be a σ-structure, and let f be a semilattice function over A. If f is a
polymorphism of A, then Hom(A) is polynomial-time tractable.
Hash Functions. Let M and N be sets, and let k ∈ N. A k-perfect family of hash functions from M
to N is a family Λ of functions from M to N such that for every subset K ⊆ M of cardinality k there
exists λ ∈ Λ such that λ|K is injective.
Theorem 2. [Theorem 13.14, [8]] Let C be a finite set. There exists an algorithm that, given C and
k ∈ N, computes a k-perfect family ΛC,k of hash functions from C to [k] of cardinality 2
O(k) · log2 |C| in
time 2O(k) · |C| · log2 |C|.
4.1.2 Semilattice Compilation
Let P be a poset. Let (i1, . . . , ia) ∈ Na be a tuple of numbers. A chain partition of P is a tuple
(Ci1 , . . . ,Cia) such that ∅ 6= Cij ⊆ P for all j ∈ [a], P =
⋃
j∈[a] Cij , Cij ∩Cij′ = ∅ for all 1 ≤ j < j
′ ≤ a,
Cij is the substructure of P induced by Cij , and Cij is a chain.
Example 1. Let Q be the poset with universe Q = D1 ∪ D2, where D1 = {d11, d12, d13, d14} and
D2 = {d21, d22, d23, d24}, and cover relation d11 ≺Q d12 ≺Q d13 ≺Q d14, d21 ≺Q d22 ≺Q d23 ≺Q d24,
d11 ≺Q d23, d12 ≺Q d24, and d22 ≺Q d13. Then, (D1,D2) is a chain partition of Q. See Figure 3 (left).
Let P be the poset with universe P = C1∪C2, where C1 = {c11, . . . , c16} and C2 = {c21, . . . , c26}, and
cover relation c11 ≺
Q · · · ≺Q c16, c21 ≺
Q · · · ≺Q c26, c11 ≺
Q c24, c12 ≺
Q c25, c13 ≺
Q c26, c21 ≺
Q c14,
c22 ≺Q c15, and c23 ≺Q c16. Then, (C1,C2) is a chain partition of P. See Figure 3 (right).
The mapping e : Q → P defined by e(d11) = c11, e(d12) = c12, e(d13) = c15, e(d14) = c16, e(d21) =
c21, e(d22) = c22, e(d23) = c24, e(d24) = c25 embeds Q into P.
Figure 3: The posets Q (left) and P (right) in Example 1. The white points in P form the image of the
embedding e : Q→ P in Example 1.
Theorem 3. [Theorem 1, [7]] Let P be a poset. Then, in time O(width(P) · |P |2), it is possible to
compute both width(P) and a chain partition of P of the form (C1, . . . ,Cwidth(P)).
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We are now ready to define the aforementioned compilations. Note that our compilations will depend
not only on the poset itself, but also on a chain decomposition of the poset and a family of colorings
(the significance of the latter will become clear in the proof of Lemma 2).
Let P be a poset such that width(P) ≤ w, and let (C1, . . . ,Cw) be a chain partition of P. Let
w′ ≤ w and let (i1, . . . , iw′) be a subtuple of (1, . . . , w), that is, (i1, . . . , iw′) is obtained from (1, . . . , w)
by deleting w − w′ indices. For all j ∈ [w′], let kij ∈ N be such that kij ≤ |Cij |, Λj be a family of
functions from Cij to [kij ], and (λ1, . . . , λw′) ∈ Λ1 × · · · × Λw′ .
For a suitable relational vocabulary σ depending on w′ and kij for all j ∈ [w
′], we define the
σ-structure
compil(P,Ci1 , . . . ,Ciw′ , λ1, . . . , λw′),
which we call the compilation of P with respect to the coordinatization (Ci1 , . . . ,Ciw′ ) and the coloring
(λ1, . . . , λw′), as follows (we use compil(P) as a shorthand if the coordinatization and the coloring are
contextually clear).
The relational vocabulary σ of compil(P) consists of one binary relation symbol L, two unary relation
symbols I{j,j′} and O(j,j′) for each 2-element subset {j, j
′} of [w′], and one binary relation symbol R(j,k)
for each j ∈ [w′] and k ∈ [kij ].
The universe of compil(P) is
compil(P ) = Ci1 × Ci2 × · · · × Ciw′ .
Let c = (c1, . . . , cw′) and c
′ = (c′1, . . . , c
′
w′) be elements of compil(P), and let K(j,k) = {c ∈ Cij |
λj(c) = k}. The interpretation of the vocabulary σ in compil(P) is the following:
(i) The interpretation of L is the set of all pairs (c, c′) such that c1 ≤P c′1, . . . , cw′ ≤
P c′w′ .
(ii) For each 2-element subset {j, j′} of [w′], I{j,j′} and O(j,j′) are interpreted, respectively, over
I{j,j′} = {c | cj ‖
P cj′} and O(j,j′) = {c | cj <
P cj′},
(iii) For each j ∈ [w′] and k ∈ [kij ], R(j,k) is interpreted over the subset of the interpretation of L
defined by
{(c, c′) ∈ Lcompil(P) | cj ∈ K(j,k), cj = c
′
j}.
Example 2. Let Q and (D1,D2) be as in Example 1. Let the subtuple of (1, 2) be (1, 2) itself. Let
k1 = k2 = 4 = |D1| = |D2|. Let µ1 : D1 → [k1] be defined by µ1(d11) = 1, µ1(d12) = 2, µ1(d13) = 3, and
µ1(d14) = 4. Let µ2 : D2 → [k2] be defined by µ2(c21) = 1, µ2(c22) = 2, µ2(c23) = 3, and µ2(c24) = 4.
Then, compil(Q,D1,D2, µ1, µ2) is depicted in Figure 4.
Let P and (C1,C2) be as in Example 1. Let the subtuple of (1, 2) be (1, 2) itself. Let k1 = k2 = 4 ≤
6 = |C1| = |C2|. Let λ1 : C1 → [k1] be defined by λ1(c11) = 1, λ1(c12) = 2, λ1(c13) = 4, λ1(c14) = 1,
λ1(c15) = 3, and λ1(c16) = 4. Let λ2 : C2 → [k2] be defined by λ2(c21) = 1, λ2(c22) = 2, λ2(c23) = 3,
λ2(c24) = 3, λ2(c25) = 4, and λ2(c26) = 1. Then, compil(P,C1,C2, λ1, λ2) is depicted in Figure 5.
Figure 4: Describing the structure compil(Q,D1,D2, µ1, µ2) in Example 2. From left to right. The first
picture displays the interpretation of L (thin solid edges) and I{1,2} (gray points) induced by (i) and
(ii). The second picture displays the interpretation of L (thin solid edges), O(2,1) (light gray points),
and O(1,2) (dark gray points) induced by (i) and (ii). The third picture displays the interpretation of
R(1,1) (dotted edges), R(1,2) (medium solid edges), R(1,3) (thick solid edges), and R(1,4) (dashed edges),
as induced by (iii) and λ1. Similarly, the fourth picture displays the interpretation of R(2,1), R(2,2),
R(2,3), and R(2,4) induced by (iii) and λ2.
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Figure 5: Describing the structure compil(P,C1,C2, λ1, λ2) in Example 2, along the lines of Figure 4.
The intuition underlying the compilation procedure is the following. The universe of compil(P) is the
Cartesian product of a family of chains Ci1 , . . . ,Ciw′ partitioning the universe of P. The interpretation
of L in compil(P) is the natural lattice order inherited by compil(P) from Ci1 , . . . ,Ciw′ . For {i, j} ⊆
[w′], the interpretations of I{j,j′} and O(j,j′) in compil(P) record, respectively, incomparabilities and
comparabilities between the jth and j′th coordinate (corresponding to elements in the chains Cij and
Cij′ , respectively) of the tuples in compil(P ). Finally, for each j ∈ [w
′] and k ∈ [kij ], the interpretation
of R(j,k) in compil(P) is the restriction of the lattice order of compil(P) to those pairs of tuples in
compil(P ) such that their jth coordinate is colored k by λj ; the R(j,k)’s responsibility is to implement
the color coding technique (in our setting), as it will become clear in the proof of Claim 3.
We define a binary function
s : compil(P )2 → compil(P )
as follows. Let c = (c1, . . . , cw′) and c
′ = (c′1, . . . , c
′
w′) be elements in compil(P ). Let j ∈ [w
′]. Recalling
that Cij is a chain, let dj = min
Cij (cj , c
′
j). Define
s(c, c′) = (d1, . . . , dw′). (1)
Clearly, s is idempotent, associative and commutative, and hence s is a semilattice function over
compil(P ).
Lemma 1. Let P be a poset, (Ci1 , . . . ,Ciw′ ) be a coordinatization of P, (λ1, . . . , λw′) be a coloring of
P. Then, the function s in (1) is a polymorphism of compil(P,Ci1 , . . . ,Ciw′ , λ1, . . . , λw′).
Proof. We denote compil(P,Ci1 , . . . ,Ciw′ , λ1, . . . , λw′) by compil(P) in short. We check that s preserves
each relation in the vocabulary. In the rest of the proof, c = (c1, . . . , cw′), c
′ = (c′1, . . . , c
′
w′), d =
(d1, . . . , dw′), and d
′ = (d′1, . . . , d
′
w′) are elements of compil(P).
L in σ: We claim that s preserves L. Let (c, c′), (d,d′) ∈ L. Suffices to show that, for all j ∈ [w′],
minP(cj , dj) ≤P min
P(c′j , d
′
j).
By hypothesis we have c1 ≤P c′1, . . . , cw′ ≤
P c′w′ and d1 ≤
P d′1, . . . , dw′ ≤
P d′w′ so that c1 ≤
Ci1
c′1, . . . , cw′ ≤
Ci
w′ c′w′ and d1 ≤
Ci1 d′1, . . . , dw′ ≤
Ci
w′ d′w′ . For all j ∈ [w
′], cj ≤
Cij c′j and dj ≤
Cij d′j
implies minCij (cj , dj) ≤
Cij minCij (c′j , d
′
j), which implies min
P(cj , dj) ≤P min
P(c′j , d
′
j), and we are
done.
I{j,j′} in σ for 1 ≤ j < j
′ ≤ w′: We claim that s preserves I{j,j′}. Let c,d ∈ I{j,j′}. Suffices to show
that minCij (cj , dj) ‖
P min
Ci
j′ (cj′ , dj′ ).
Assume the contrary for a contradiction, say minCij (cj , dj) ≤P min
Ci
j′ (cj′ , dj′ ) (the other case is
similar). If cj ≤
Cij dj and cj′ ≤
Ci
j′ dj′ , then cj ≤P cj′ , contradicting the hypothesis that cj ‖P cj′ .
Similarly, it is impossible that dj ≤
Cij cj and dj′ ≤
Ci
j′ cj′ . So, assume that cj ≤
Cij dj and dj′ ≤
Ci
j′ cj′ .
Then, cj ≤P dj′ ≤P cj′ by the absurdum hypothesis and the case distinction, a contradiction. The case
dj ≤
Cij cj and cj′ ≤
Ci
j′ dj′ is similar.
O(j,j′) and O(j′,j) in σ for 1 ≤ j < j
′ ≤ w′: We claim that s preserves O(j,j′) and O(j′,j). We argue for
O(j,j′), and O(j′,j) is similar. Let c,d ∈ O(j,j′). Suffices to show that min
Cij (cj , dj) ≤P min
Ci
j′ (cj′ , dj′),
since Cij ∩Cij′ = ∅.
If cj ≤
Cij dj and cj′ ≤
Ci
j′ dj′ , then cj ≤
P cj′ by hypothesis; similarly if dj ≤
Cij cj and dj′ ≤
Ci
j′ cj′ .
So, assume that cj ≤
Cij dj and dj′ ≤
Ci
j′ cj′ . Combining the main hypothesis and the case distinction,
we have cj ≤
Cij dj ≤P dj′ , that is, cj ≤P dj′ . Similarly, dj ≤
Cij cj and cj′ ≤
Ci
j′ dj′ implies dj ≤P cj′ .
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R(j,k) for j ∈ [w
′] and k ∈ [kij ]: We claim that s preserves R(j,k).
To prove the claim, let (c,d), (c′,d′) ∈ R. Let b, b′ ∈ K(j,k) be such that cj = dj = b and c
′
j = d
′
j = b
′.
Assume b ≤Cij b′ (the other case is similar). Clearly, minCij (cj , c′j) = min
Cij (dj , d
′
j) = b. By hypothesis,
(c,d), (c′,d′) ∈ L, so that, by the above,
(s(c, c′), s(d,d′)) ∈ L,
and thus, by definition,
(s(c, c′), s(d,d′)) ∈ R,
which completes the proof.
It follows from Lemma 1 and Theorem 1 that, for every poset P and every compilation P∗ of P, the
problem Hom(P∗) is polynomial-time tractable; this settles the main result of this section.
4.1.3 Reduction
The following lemma reduces an instance of the poset embedding problem to a family of instances of
the homomorphism problem for suitable compilations of the given posets. The lemma is illustrated in
Example 3.
Lemma 2. Let Q and P be posets such that width(Q) ≤ width(P) = w. Let (C1, . . . ,Cw) be a chain
partition of P. The following are equivalent.
(i) Q embeds into P.
(ii) There exist w′ ≤ w, a subtuple (i1, . . . , iw′) of (1, . . . , w), a chain partition (Di1 , . . . ,Diw′ ) of Q
such that |Dij | ≤ |Cij | for all j ∈ [w
′], and a tuple (µ1, . . . , µw′) of bijections from Dij to [|Dij |]
for all j ∈ [w′], such that, for all tuples (Λ1, . . . ,Λw′), where Λj is a |Dij |-perfect family of hash
functions from Cij to [|Dij |] for all j ∈ [w
′], there exists a tuple (λ1, . . . , λw′) ∈ Λ1 × . . . × Λw′
such that such that
Q∗ ∈ Hom(P∗),
where
Q∗ = compil(Q,Di1 , . . . ,Diw′ , µ1, . . . , µw′),
P∗ = compil(P,Ci1 , . . . ,Ciw′ , λ1, . . . , λw′).
Proof of Lemma 2. (i)⇒ (ii): Let e : Q→ P be an embedding of Q into P.
Claim 1. There exist w′ ∈ N such that width(Q) ≤ w′ ≤ w, a subtuple (i1, i2, . . . , iw′) of (1, 2, . . . , w),
and a chain partition (Di1 , . . . ,Diw′ ) of Q such that, for all j ∈ [w
′], e(Dij ) = {e(d) | d ∈ Dij} ⊆ Cij .
Proof. [Proof of Claim 1] To prove the claim, let e(Q) = {e(q) | q ∈ Q}. Let (i1, i2, . . . , iw′) be the
subtuple of (1, 2, . . . , w) uniquely determined by deleting the index i ∈ [w] if and only if e(Q) ∩ Ci = ∅.
For all j ∈ [w′], let Dij = e
−1(Cij ), and let Dij be the substructure of Q induced by Dij . Then,
(Di1 , . . . ,Diw′ ) is a chain partition of Q, and clearly e(Dij ) ⊆ Cij for all j ∈ [w
′], which settles the
claim. ⊣
We let Q∗ = compil(Q,Di1 , . . . ,Diw′ , µ1, . . . , µw′) and P
∗ = compil(P,Ci1 , . . . ,Ciw′ , λ1, . . . , λw′)
be the compilations of Q and P respectively, given by the colorings (µ1, . . . , µw′) and (λ1, . . . , λw′)
defined as follows.
For each j ∈ [w′], let Λj be a |Dij |-perfect family of hash functions from Cij to [|Dij |]. Let j ∈ [w
′].
Let λj ∈ Λj be such that λj |e(Dij ) is injective; indeed such a λj exists, because e(Dij ) is a subset of
Cij of cardinality |Dij | (as e is injective), and Λj is a |Dij |-perfect family of hash functions from Cij to
[|Dij |]. Let e(Dij ) = {c1, . . . , c|Dij |}. Let λj(c1) = k1, . . . , λj(c|Dij |) = k|Dij |. We let µj be such that
µj(e
−1(ci)) = ki for all i ∈ [|Dij |]. Clearly, µj is a bijection from Dij to [|Dij |].
The following claim settles the forward direction.
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Claim 2. The function h : Q∗ → P ∗ defined by
h((d1, . . . , dw′)) = (e(d1), . . . , e(dw′))
for all (d1, . . . , dw′) ∈ Q∗ maps Q∗ homomorphically to P∗.
Proof. [Proof of Claim 2] Note that Q∗ and P∗ have the same vocabulary. To prove the claim, we check
that h preserves all relations in the vocabulary. Below, d = (d1, . . . , dw′) and d
′ = (d′1, . . . , d
′
w′) are
elements of Q∗.
L: If (d,d′) ∈ LQ
∗
, then dj ≤
Dij d′j for all j ∈ [w
′], then dj ≤Q d′j for all j ∈ [w
′], then e(dj) ≤P e(d′j)
for all j ∈ [w′], then e(dj) ≤
Cij e(d′j) for all j ∈ [w
′], then ((e(d1), . . . , e(dw′)), (e(d
′
1), . . . , e(d
′
w′))) ∈ L
P∗ .
Altogether this yields (h(d), h(d′)) ∈ LP
∗
.
I{j,j′}: If d ∈ I
Q∗
{j,j′}, then dj ‖
Q dj′ , then e(dj) ‖P e(dj′), then (e(d1), . . . , e(dw′)) ∈ IP
∗
{j,j′}, that is,
h(d) ∈ IP
∗
{j,j′}.
1 ≤ j < j′ ≤ w′, O(j,j′): If d ∈ O
Q∗
(j,j′), then dj <
Q dj′ , then e(dj) <
P e(dj′ ), then (e(d1), . . . , e(dw′)) ∈
OP
∗
(j,j′), that is, h(d) ∈ O
P∗
(j,j′). The case O(j′,j) is similar.
j ∈ [w′], k ∈ [|Dij |], R(j,k): If (d,d
′) ∈ RQ
∗
(j,k), then first observe that (d,d
′) ∈ LQ
∗
, so that
(h(d), h(d′)) ∈ LP
∗
by the argument above. We have that dj = d
′
j = d for some d ∈ Dij such that
µj(d) = k. By construction, µj(d) = k if and only if there exists c ∈ Cij such that d = e
−1(c) and
λj(c) = k. Therefore, e(dj) = e(d
′
j) = e(d) = c, so that ((e(d1), . . . , e(dw′)), (e(d
′
1), . . . , e(d
′
w′))) ∈ R
P∗
(j,k),
that is, (h(d), h(d′)) ∈ RP
∗
(j,k). ⊣
(ii) ⇒ (i): Let Q∗ and P∗ be specified as in the statement of the lemma, and let h : Q∗ → P ∗ be
a homomorphism from Q∗ to P∗. We define a function e : Q → P as follows. Below, c = (c1, . . . , cw′),
c′ = (c′1, . . . , c
′
w′), c
′′ = (c′′1 , . . . , c
′′
w′), d = (d1, . . . , dw′), and d
′ = (d′1, . . . , d
′
w′) are elements of Q
∗.
Let q ∈ Q. Let j ∈ [w′] be such that q ∈ Dij .
Claim 3. There exists a unique p ∈ Cij ⊆ P such that:
• if h(d) = c and dj = q, then cj = p;
• µj(q) = λj(p).
Proof. [Proof of Claim 3] Let µj(q) = k. Since {d ∈ Q∗ | dj = q} is nonempty, there exists at least one
element p ∈ Cij such that c is in the image of h in P
∗ and cj = p. Let p, p
′ ∈ Cij be such that, for some
d,d′ ∈ Q∗ with dj = d′j = q, h(d) = c and cj = p, and h(d
′) = c′ and c′j = p
′. We prove that p = p′
and λj(p) = k. We distinguish two cases.
Case 1: (d,d′) ∈ LQ
∗
or (d′,d) ∈ LQ
∗
. Assume (d,d′) ∈ LQ
∗
. Then, (d,d′) ∈ RQ
∗
j,k . Then,
(c, c′) ∈ RP
∗
j,k , so that cj = c
′
j by definition of R
P∗
j,k , that is p = p
′, and λj(p) = k. The argument is
similar if (d′,d) ∈ LQ
∗
.
Case 2: (d,d′) 6∈ LQ
∗
and (d′,d) 6∈ LQ
∗
. Clearly it then holds that minQij (dj , d
′
j) = q and
min
Qi
j′ (dj′ , d
′
j′) ≤
Qi
j′ dj′ , d
′
j′ for all j
′ ∈ [w′]. Therefore,
((minQi1 (d1, d
′
1), . . . ,min
Qi
w′ (dw′ , d
′
w′)),d) ∈ R
Q∗
j,k ,
and
((minQi1 (d1, d
′
1), . . . ,min
Qi
w′ (dw′ , d
′
w′)),d
′) ∈ RQ
∗
j,k .
Let
h((minQi1 (d1, d
′
1), . . . ,min
Qi
w′ (dw′ , d
′
w′))) = c
′′.
Then, (c′′, c) ∈ RP
∗
j,k and (c
′′, c′) ∈ RP
∗
j,k , so that c
′′
j = cj = c
′
j , that is p = p
′, and λj(p) = k. ⊣
We define e(q) = p, where p ∈ P is the unique element identified by Claim 3 relative to q. The
following claim then settles the backwards direction.
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Claim 4. e embeds Q into P.
Proof. [Proof of Claim 4] Let q, q′ ∈ Q. It is sufficient to check that q <Q q′ implies e(q) <P e(q′), and
q ‖Q q′ implies e(q) ‖P e(q′). Let j, j′ ∈ [w′] be such that q ∈ Dij and q
′ ∈ Dij′ .
q <Q q′ implies e(q) <P e(q′): Assume q <Q q′. Assume that j ≤ j′ (the case j′ ≤ j is similar). We
distinguish two cases.
Case 1: If j = j′, then let µj(q) = k and µj(q
′) = k′. Since q, q′ ∈ Dij and µj is a bijection from Dij
to [|Dij |], we have that k 6= k
′. Hence, if e(q) = p ∈ Cij and e(q
′) = p′ ∈ Cij , then by the definition of
e we have that λj(p) = k 6= k′ = λj(p′), so that p 6= p′. We have that
((bot(Di1 ), . . . , q, . . . , bot(Diw′ )),
(bot(Di1 ), . . . , q
′, . . . , bot(Diw′ ))) ∈ L
Q∗ ,
where q and q′ occur at the jth coordinate, and bot(Dij′′ ) is the bottom of chain Dij′′ for all j
′′ ∈ [w′]\
{j}. Let h((bot(Di1 ), . . . , q, . . . , bot(Diw′ ))) = c ∈ P
∗ and similarly h((bot(Di1 ), . . . , q
′, . . . , bot(Diw′ ))) =
c′ ∈ P ∗. Then
(c, c′) ∈ LP
∗
,
so that, in particular, cj ≤
Cij c′j . We claim that cj = p. Indeed, since h is a homomorphism, it is the case
that µj(q) = λj(cj) = k, because there is aR(j,k) loop over the elements of (bot(Di1), . . . , q, . . . , bot(Diw′ ))
in Q∗. By Claim 3, there exists a unique element in Cij having the same color of q and occurring at the
jth coordinate of any h((. . . , q, . . .)) ∈ P ∗, and this element is e(q) = p by definition. Similarly, c′j = p
′.
Thus, since we observed that p 6= p′, we have that p <Cij p′, and therefore, e(q) = p <P p′ = e(q′).
Case 2: If j < j′, then e(q) = p ∈ Cij and e(q
′) = p′ ∈ Cij′ , so that p 6= p
′ because Cij ∩ Cij′ = ∅.
We have that
(. . . , q, . . . , q′, . . .) ∈ OQ
∗
(j,j′),
where q occurs at the jth coordinate and q′ occurs at the j′th coordinate, so that, if h((. . . , q, . . . , q′, . . .)) =
c ∈ P ∗, then
c ∈ OP
∗
(j,j′),
that is, cj ≤P cj′ . We claim that cj = p and cj′ = p′, which implies e(q) = p <P p′ = e(q′). Indeed,
since h is a homomorphism, it is the case that µj(q) = λj(cj) = k and µj′(q
′) = λj′ (cj′ ) = k
′, because
there is both a R(j,k) loop and a R(j′,k′) loop over (. . . , q, . . . , q
′, . . .) in Q∗. Then, by Claim 3 and the
definition of e, it is the case that cj = e(q) = p and cj′ = e(q
′) = p′.
q ‖Q q′ implies e(q) ‖P e(q′): Let µj(q) = k and µj′ (q′) = k′. We have that
(. . . , q, . . . , q′, . . .) ∈ IQ
∗
{j,j′},
where q occurs at the jth coordinate and q′ occurs at the j′th coordinate, so that, if h((. . . , q, . . . , q′, . . .)) =
c ∈ P ∗, then
c ∈ IP
∗
{j,j′},
that is, cj ‖
P cj′ . We claim that cj = e(q) and cj′ = e(q
′), which implies e(q) ‖P e(q′). Indeed, since h
is a homomorphism, it is the case that λj(cj) = k and λj′ (cj′) = k
′, because there is both a R(j,k) loop
and a R(j′,k′) loop over (. . . , q, . . . , q
′, . . .) in Q∗. Then, by Claim 3 and the definition of e, it is the case
that cj = e(q) and cj′ = e(q
′). ⊣
The statement is proved.
Example 3. Let Q and P be the posets in Example 1, so that Q embeds into P via the map e : Q→ P de-
fined in the example (see Figure 3). Let Q∗ = compil(Q,D1,D2, µ1, µ2) and P
∗ = compil(P,C1,C2, λ1, λ2)
be the structures in Example 2, respectively compiling Q and P. The homomorphism h : Q∗ → P ∗, corre-
sponding to the embedding e : Q→ P as by (the forward direction of) Lemma 2, is depicted in Figure 6.
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Figure 6: The structures Q∗ (left) and P∗ (right) in Example 3. The white points in P ∗ form the image
of the homomorphism h : Q∗ → P ∗ in Example 3. It is possible to check that h is a homomorphism by
direct inspection of Figure 4 and Figure 5.
4.1.4 Algorithm
We are now ready to list the pseudocode of our main algorithm. The input is a pair (Q,P) of posets.
Algorithm(Q,P)
1 if (|P | < |Q| or width(P) < width(Q)) then reject
2 w ← width(P)
3 compute a chain partition (C1, . . . ,Cw) of P
4 foreach 1 ≤ w′ ≤ w,
subtuple (i1, . . . , iw′) of (1, . . . , w),
chain partition (Di1 , . . . ,Diw′ ) of Q,
coloring (µ1, . . . , µw′) ∈M1 × · · ·Mw′ do
5 if exists j ∈ [w′] such that |Cij | < |Dij | then reject
6 Q∗ ← compil(Q,Di1 , . . . ,Diw′ , µ1, . . . , µw′)
7 foreach j ∈ [w′] do
8 Λj ← |Dij |-perfect family of hashing functions
from Cij to [|Dij |]
9 foreach (λ1, . . . , λw′) ∈ Λ1 × · · · × Λw′ do
10 P∗ ← compil(P,Ci1 , . . . ,Ciw′ , λ1, . . . , λw′)
11 if Q∗ ∈ Hom(P∗) then accept
12 reject
In Line 4, Mj is the set of all bijections from Dij to [|Dij |], for all j ∈ [w
′]. We conclude proving
that the algorithm above has the desired properties, from which the main result of the section follows.
Theorem 4. Let P be a class of posets of bounded width. There exists an algorithm deciding any
instance (Q,P) of Emb(P) in 2O(k log k) · nO(1) time, where n = |P | and k = |Q|.
Proof. By Lemma 2, Algorithm accepts if and only if there exists an embedding from Q to P . Let
us analyze its running time. Let n = |P | and k = |Q|. In the rest of the analysis, we assume k ≤ n;
otherwise, the algorithm rejects in time O(k + n) by the first test in Line 1.
(The second test in) Line 1, and Lines 2-3 are feasible in time nO(1) by Theorem 3. The loop
between Line 4 and 10 executes at most 2O(k log k) times, and Lines 5-6 are feasible in time nO(1). The
two loops in Lines 7-8 and 9-11 are feasible in time 2O(k) · nO(1) by Theorem 2; in particular, Line 11
executes in time nO(1) by Lemma 1 and Theorem 1. Hence the total running time is bounded above by
2O(k log k) · nO(1).
Theorem 5. Let P be a class of posets of bounded width. Then, MC(P ,FO(∃,∧,∨,¬)) is fixed-
parameter tractable (with single exponential parameter dependence).
Proof. Directly from Proposition 1 and Theorem 4.
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4.2 Embedding is W[1]-hard on Bounded Cover-Degree Posets
We construct a class Pcover-degree of bounded cover-degree posets such that Emb(Pcover-degree) is W[1]-
hard. By Proposition 1, it follows that MC(Pcover-degree,FO(∃,∧,∨,¬)) is W[1]-hard.
Let G = (V,EG) be a graph and let V = [n]. Then r(G) = P is the poset defined as follows. The
universe of P is P =
⋃
i∈[n] Pi where, for all i ∈ [n],
Pi ={⊥i, ai, bi, ci, di,⊤i} ∪ {l(i,j), u(i,j) | j ∈ [n], (i, j) ∈ E
G}.
The order is defined by the following. For each i, j ∈ [n].:
• ai ≺P bi, ai ≺P ci, bi ≺P di, ci ≺P di, and bi ‖P ci;
• ⊥i ≺P l(i,1) ≺
P · · · ≺P l(i,n) ≺
P ai;
• di ≺P u(i,1) ≺
P · · · ≺P u(i,n) ≺
P ⊤i;
• l(i,j) ≺
P u(j,i) if and only if (i, j) ∈ E
G.
The construction satisfies the following properties. Let G ∈ G:
(i) since cover-degree(r(G)) ≤ 3, the class Pcover-degree = {r(G) | G ∈ G} has bounded cover-degree;
(ii) r(G) can be constructed in polynomial time;
(iii) for any j, j′ ∈ [n], j 6= j′, we have ⊥j <P ⊤j′ if and only if (j, j′) ∈ EG.
Proposition 6. Emb(Pcover-degree) is W[1]-hard.
Proof. We give an fpt many-one reduction from the Clique problem to Emb(Pcover-degree), which suffices
since Clique is W[1]-hard. The reader is advised to inspect Example 4.
Let (G, k) be an instance of Clique; the question is whether G contains a clique on k ∈ N vertices
Let P = r(G). We reduce to the instance (Qk,P) of Emb(Pcover-degree), where Qk is the poset with
universe Qk = {⊥i, ai, bi, ci, di,⊤i | i ∈ [k]}, uniquely determined by the following relations:
• ai ≺Qk bi, ai ≺Qk ci, bi ≺Qk di, ci ≺Qk di, and bi ‖Qk ci;
• ⊥i ≺
Qk ai and di ≺
Qk ⊤i for all i ∈ [k];
• ⊥i ≺Qk ⊤i′ for all i, i′ ∈ [k], i 6= i′.
We argue correctness (the complexity of the reduction is clear).
If {j1, . . . , jk} ⊆ G induces a clique of size k in G, then Qk embeds into P by qi 7→ qji for all
q ∈ {⊥, a, b, c, d,⊤} and i ∈ [k].
Conversely, assume that Qk embeds into P via a mapping e. Let i ∈ [k]. We claim that there exists
j ∈ [n] such that {e(bi), e(ci)} = {bj, cj}. Indeed, by construction, bi ‖Qk ci and ai ≤Qk bi, ci ≤Qk di.
Note that any two incomparable elements p′ ∈ Pj′ and p′′ ∈ Pj′′ with j′, j′′ ∈ [n], j′ 6= j′′, lack a
common upper bound or a common lower bound. Hence, since e is an embedding, {e(bi), e(ci)} ⊆ Pj
for some j ∈ [n], which forces {e(bi), e(ci)} = {bj, cj} because bj and cj are the only two incomparable
elements in Pj .
We claim that C = {j | {bj , cj} ∩ e(Qk) 6= ∅} ⊆ V induces a clique of size k in G. By the above,
|C| = k. Hence it suffices to show that (j, j′) ∈ EG for any j, j′ ∈ C, j 6= j′. Let i, i′ ∈ [k], i 6= i′, be such
that {e(bi), e(ci)} = {bj, cj} and {e(bi′), e(ci′)} = {bj′ , cj′}. Since e(⊥i) <
P e(bi) and e(⊤i′) >
P e(bi′),
we obtain that e(⊥i) ∈ Pj and e(⊤i′) ∈ Pj′ by construction. The embedding ensures e(⊥i) <P e(⊤i′)
and so (j, j′) ∈ EG by the properties listed before the statement, concluding the proof.
Example 4. Let (G, k) be an instance of Clique, where G is the graph whose universe is G = [4] and
whose edge relation EG is the symmetric closure of {(1, 2), (1, 3), (2, 3), (2, 4), (3, 4)}, and k = 3. Then
posets Qk and P in the proof of Proposition 6 are depicted in Figure 7 and Figure 8 respectively.
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Figure 7: The poset Qk in the proof of Proposition 6, where k = 3 as in Example 4.
Figure 8: The poset P in the proof of Proposition 6, where G is as in Example 4.
5 Classical Complexity
In this section, we study the classical complexity of the embedding problem on the targeted classes of
posets, and we prove a tractability result of independent interest on bounded width posets. We first
observe the following fact.
Proposition 7. Let P be a class of posets of bounded size. Then, Emb(P) is polynomial-time tractable.
Proof. Let s ∈ N be such that |P| ≤ s for all P ∈ P . Let (Q,P) be an instance of Emb(P). If
|Q| > |P |, reject. Otherwise, check whether one of the at most ss many mappings from Q to P is an
embedding.
Note that the above together with Proposition 2 rules out a polynomial-time tractability analogue
of Proposition 1. The section is organized into three subsections, as follows.
• In Subsections 5.1 and 5.2, we prove that the embedding problem is NP-hard on bounded width
and bounded degree posets respectively. This implies that Proposition 7 is tight with respect to
the studied invariants.
• In Subsection 5.3, we show how the ideas developed in Section 4 may be used to obtain a
polynomial-time tractable algorithm for the isomorphism of bounded width posets, an open prob-
lem in order theory [2, p. 284].
5.1 Embedding is NP-hard on Bounded Width Posets
In this subsection, we construct a class P of posets of bounded width such that Emb(P) is NP-hard,
which immediately implies NP-hardness of MC(P ,FO(∃,∧,¬)).
The reduction, from the Boolean satisfiability problem (SAT), is technically involved. Intuitively,
given a SAT instance φ, we construct two bounded width posets Qφ and Pφ. The two posets are such
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that, if φ is satisfiable, then Qφ embeds into Pφ “nicely”, in the sense that certain chains of Qφ embed
into certain families of chains in Pφ; conversely, every embedding of Qφ into Pφ must be nice in the
above sense, and any nice embedding of Qφ into Pφ yields a satisfying assignment to φ.
Example 5. Let φ(x1, x2, x3, x4) = δ1∧δ2∧δ3∧δ4∧δ5, where δ1 = x4∨¬x2, δ2 = x4∨¬x1, δ3 = x1∨¬x2,
δ4 = x3∨¬x1, and δ5 = ¬x3∨x2. Note that, for instance, φ is satisfied by {(x1, 0), (x2, 0), (x3, 0), (x4, 1)}.
The poset Qφ is depicted in Figure 9, where the chain on the left is Q
v
φ, the chain in the middle
contains Qaφ, and the chain on the right is Q
c
φ. Thick edges represent chains of |Q
a
φ| elements.
Figure 9: The poset Qφ corresponding to φ ∈ S in Example 5.
Let S be the class of propositional formulas in conjunctive form, containing at least 3 clauses, where
each clause contains at most 3 literals; also, no clause contains a pair of complementary literals, and each
variable occurs in at least two clauses. Let φ(x1, . . . , xn) = δ1∧· · · ∧ δm be in S. For i ∈ [n] and j ∈ [m],
we write xi ∈ δj if a literal on variable xi occurs in clause δj , and we let var(δj) = {xi | i ∈ [n], xi ∈ δj}.
We proceed in two stages (recall Example 5). First, we define a poset Qφ as follows. The universe
Qφ contains Q
a
φ = {(δi, j) | i ∈ [m], j ∈ [n]}, Q
c
φ = {(δ
′
i, j) | i ∈ [m], j ∈ [n− 1]},
Qvφ =
{
(xi, (j, j
′))
∣∣∣∣ i ∈ [n], xi ∈ δj , xi ∈ δj′ , j < j
′,
and xi 6∈ δj′′ for all j < j′′ < j′
}
,
and a set Qlφ of auxiliary elements introduced below.
For q, q′ ∈ Qφ, we let ≪Qφ denote the fact that, in the order of Qφ, there is a chain of |Qaφ| fresh
auxiliary elements, contained in Qlφ, between q and q
′. The order relation of Qφ is defined by the
following cover relations:
(Q1) for all (δi, j), (δi+1, j) ∈ Qaφ: if i + 1 ≤ i
′ where i′ is the minimum in [m] such that xj ∈ δi′ ,
then (δi, j) ≪Qφ (δi+1, j); if i′ ≤ i where i′ is the maximum in [m] such that xj ∈ δi′ , then
(δi, j)≪Qφ (δi+1, j); otherwise, (δi, j) ≺Qφ (δi+1, j);
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Figure 10: Items (P1)-(P4) in the construction of poset Pφ, where φ ∈ S is as in Example 5.
(Q2) (δm, j)≪Qφ (δ1, j + 1), for (δm, j), (δ1, j + 1) ∈ Qaφ;
(Q3) (δ′i, j) ≺
Qφ (δ′i+1, j), for (δ
′
i, j), (δ
′
i+1, j) ∈ Q
c
φ;
(Q4) (δ′m, j) ≺
Qφ (δ′1, j + 1), for (δ
′
m, j), (δ
′
1, j + 1) ∈ Q
c
φ;
(Q5) (xi, (j, j
′)) <Qφ (xi, (j
′, j′′)), for (xi, (j, j
′)), (xi, (j
′, j′′)) ∈ Qvφ;
(Q6) (xi, (j, j
′)) <Qφ (xi+1, (k, k
′)), for (xi, (j, j
′)), (xi, (k, k
′)) ∈ Qvφ where j
′ is maximum in [m] such
that xi ∈ δj′ and k is minimum in [m] such that xi+1 ∈ δk.
(Q7) (δi, j) ≺Qφ (δ′i, j) ≺
Qφ (δi, j + 1), for all (δi, j), (δi, j + 1) ∈ Qaφ and (δ
′
i, j) ∈ Q
c
φ;
(Q8) (δi, j)≪Qφ (xj , (i, i′))≪Qφ (δi′ , j), for all (δi, j), (δi′ , j) ∈ Qaφ and (xj , (i, i
′)) ∈ Qvφ.
Second, we define the poset Pφ = r(φ), using Qφ as a basis, as follows. The universe Pφ is the union
of
P aφ =
⋃
(δi,j)∈Qaφ
{(f, (δi, j)) | f ∈ {0, 1}
var(δi) satisfies δi},
P cφ =
⋃
(δ′
i
,j)∈Qc
φ
{(f, (δ′i, j)) | f ∈ {0, 1}
var(δi) satisfies δi},
P vφ =
⋃
(xi,(j,j′))∈Qvφ
{(xi, (j, j
′)), (¬xi, (j, j
′))},
and a set P lφ of auxiliary elements introduced below.
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Figure 11: Items (P5)-(P6) in the construction of poset Pφ, where φ ∈ S is as in Example 5. The three
points on the bottom, from left to right, represent ({(x2, 0), (x4, 0)}, (δ1, 1)), ({(x2, 1), (x4, 0)}, (δ1, 1)),
and ({(x2, 1), (x4, 1)}, (δ1, 1)), that is, we display the satisfying assignments of δ1 in the order
{(x2, 0), (x4, 0)}, {(x2, 1), (x4, 0)}, and {(x2, 1), (x4, 1)}. Similarly, we display the satisfying assign-
ments: of δ2 in the order {(x1, 0), (x4, 0)}, {(x1, 1), (x4, 0)}, and {(x1, 1), (x4, 1)}; of δ3, in the
order {(x1, 0), (x2, 0)}, {(x1, 1), (x2, 0)}, and {(x1, 1), (x2, 1)}; of δ4, in the order {(x1, 0), (x2, 0)},
{(x1, 1), (x2, 0)}, and {(x1, 1), (x2, 1)}; of δ5, in the order {(x2, 0), (x3, 0)}, {(x2, 0), (x3, 1)}, and
{(x2, 1), (x3, 1)}.
Again, for p, p′ ∈ Pφ, we let ≪Pφ denote the fact that, in the order of Pφ, there is a chain of |Qaφ|
fresh auxiliary elements, contained in P lφ, between p and p
′. The order relation of Pφ is defined by the
following cover relation:
(P1) for all (f, (δi, j)), (f
′, (δi′ , j
′)) ∈ P aφ , (f, (δi, j)) ≺
Pφ (f ′, (δi+1, j)) if and only if (δi, j) ≺
Qφ (δi′ , j
′),
and (f, (δi, j))
≪Pφ (f ′, (δi+1, j)) if and only if (δi, j)≪Qφ (δi′ , j′);
(P2) for all (f, (δ′i, j)), (f
′, (δ′i′ , j
′)) ∈ P cφ, (f, (δ
′
i, j)) ≺
Pφ (f ′, (δ′i+1, j)) if and only if (δ
′
i, j) ≺
Qφ (δ′i′ , j
′);
(P3) for all (xi, (j, j
′)), (¬xi, (j, j′)), (xi, (j′, j′′)), (¬xi, (j′, j′′)) in P vφ , (xi, (j, j
′)) ≺Pφ (xi, (j′, j′′)) and
(¬xi, (j, j
′)) ≺Pφ (¬xi, (j
′, j′′)) if and only if (xi, (j, j
′)) ≺Qφ (xi, (j
′, j′′));
(P4) for all (xi, (j, j
′)), (¬xi, (j, j′)), (xi+1, (k, k′)), and
(¬xi+1, (k, k′)) in P vφ , (xi, (j, j
′))≺Pφ (xi+1, (k, k′)), (xi, (j, j′))≺Pφ (¬xi+1, (k, k′)), (¬xi, (j, j′)) ≺Pφ
(xi+1, (k, k
′)), and (¬xi, (j, j′)) ≺Pφ (¬xi+1, (k, k′)), if and only if (xi, (j, j′)) ≺Qφ (xi+1, (k, k′)).
(P5) for all (f, (δi, j)), (f, (δi, j+1)) ∈ P aφ and (f, (δ
′
i, j)) ∈ P
c
φ, (f, (δi, j)) ≺
Pφ (f, (δ′i, j)) ≺
Pφ (f, (δi, j+
1)) if and only if (δi, j) ≺Qφ (δ′i, j) ≺
Qφ (δi, j + 1);
(P6) for all (f, (δi, j)), (f
′, (δi′ , j)), (g, (δi, j)), (g
′, (δi′ , j)) ∈ P aφ and (xj , (i, i
′)), (¬xj , (i, i′)) ∈ P vφ , it
holds that (f, (δi, j))≪Pφ (xj , (i, i′))≪Pφ (f ′, (δi′ , j)) and (g, (δi, j))≪Pφ (¬xj , (i, i′))
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≪Pφ (g′, (δi′ , j)) if and only if (δi, j) ≪Qφ (xj , (i, i′)) ≪Qφ (δi′ , j), f(xj) = f ′(xj) = 1, and
g(xj) = g
′(xj) = 0.
Note that width(Qφ) ≤ 4 and width(Pφ) ≤ 22 +72 +72 = 102 for all φ ∈ S (we remark that this width
bound may be improved at the cost of a more complicated construction). Hence Pwidth = {r(φ) | φ ∈ S}
has bounded width.
Theorem 6. Emb(Pwidth) is NP-hard.
Proof. We give a polynomial-time many-one reduction from the satisfiability problem over S to the
problem Emb(Pwidth), which suffices since the source problem is NP-hard.
The reduction maps an instance φ ∈ S of the satisfiability problem, say φ(x1, . . . , xn) = δ1∧· · ·∧δm,
to the instance (Qφ,Pφ) of Emb(Pwidth), where Qφ and Pφ are constructed as above. The reduction is
clearly polynomial-time computable. We prove that the reduction is correct.
If φ is satisfiable, then let g : {x1, . . . , xn} → {0, 1} be a satisfying assignment. We define a function
e : Qφ → Pφ as follows. Let q ∈ Qφ. Then:
• If q = (δi, j) ∈ Qaφ, then e(q) = (f, (δi, j)) ∈ P
a
φ if and only if g|var(δi) = f .
• If q = (δ′i, j) ∈ Q
c
φ, then e(q) = (f, (δ
′
i, j)) ∈ P
c
φ if and only if g|var(δi) = f .
• If q = (xi, (j, j′)) ∈ Qvφ, then e(q) = (xi, (j, j
′)) ∈ P vφ if g(xi) = 1, and e(q) = (¬xi, (j, j
′)) ∈ P vφ if
g(xi) = 0.
• If q ∈ Qlφ, then let q
′, q′′ ∈ Qφ and q1, . . . , q|Qa
φ
| ∈ Q
l
φ be such that q
′ ≺Qφ q1 ≺Qφ · · · ≺Qφ
q|Qa
φ
| ≺
Qφ q′′ and q = qi for i ∈ [|Qaφ|]. By construction, there exist p1, . . . , p|Qaφ| ∈ P
l
φ such that
e(q′) ≺Pφ p1 ≺Pφ · · · ≺Pφ p|Qa
φ
| ≺
Qφ e(q′′). Then, e(q) = e(qi) = pi.
It is easy to check that e embeds Qφ into Pφ.
Conversely, let e : Qφ → Pφ be an embedding of Qφ into Pφ.
Claim 5. e(Qaφ) ⊆ P
a
φ , e(Q
v
φ) ⊆ P
v
φ , e(Q
c
φ) ⊆ P
c
φ.
Proof of Claim 5. Let Q∗ = {q ∈ Qaφ | q is comparable to all elements in Q
v
φ}. Note that, by construc-
tion, depth(Qφ) = |Qvφ∪Q
l
φ∪Q
∗| = d, and the chain Qvφ∪Q
l
φ∪Q
∗ is the unique chain whose size equals
d. In the poset Qφ depicted in Figure 9, Q
∗ contains exactly the elements of the middle chain hit by a
thick edge, and the chain Qvφ ∪ Q
l
φ ∪ Q
∗ is represented by the thick edges. Moreover, by construction
again, depth(Pφ) = d, and the only chains in Pφ whose size equals d force the embedding to satisfy
e(Qvφ) ⊆ P
v
φ and e(Q
∗) ⊆ P aφ .
We now prove that e(Qaφ \ Q
∗) ⊆ P aφ , which, together with the above, yields e(Q
a
φ) ⊆ P
a
φ . Indeed,
let q ∈ Qaφ \Q
∗. Let q′, q′′ ∈ Q∗ be such that q′ <Qφ q <Qφ q′′ and there do not exist r′, r′′ ∈ Q∗ such
that q′ <Qφ r′ <Qφ q or q <Qφ r′′ <Qφ q′′. In Figure 9, if, for instance, q is the 8th lowest element in
the middle chain, then q′ and q′′ are respectively the 6th and 9th lowest elements in the middle chain.
Let S = {p ∈ Pφ | e(q′) <Pφ p <Pφ e(q′′)}, so that e(q) ∈ S, because e is an embedding. By the above,
S ∩ (P vφ ∪ P
l
φ) ⊆ e(Q
v
φ ∪Q
l
φ ∪Q
∗), therefore e(q) ∈ S \ (P vφ ∪ P
l
φ). Moreover, the distance between e(q
′)
and e(q′′) in Pφ is strictly less than m, therefore S ∩ P cφ = ∅. It follows that e(q) ∈ S \ (P
v
φ ∪ P
l
φ ∪ P
c
φ),
that is, e(q) ∈ P aφ .
Finally, we prove that e(Qcφ) ⊆ P
c
φ. Indeed, let q ∈ Q
c
φ. By construction, there exist m+ 1 elements
q0, . . . , qm ∈ Q
a
φ such that q0 <
Qφ · · · <Qφ qm, q0 <
Qφ q <Qφ qm, and q is incomparable to q1, . . . , qm−1
in Qφ. By the above, e(q0), . . . , e(qm) ∈ P aφ . As e is an embedding, e(q0) <
Pφ · · · <Pφ e(qm), e(q0) <Pφ
e(q) <Pφ e(qm), and e(q) is incomparable to e(q1), . . . , e(qm−1) in Pφ. By inspection of the construction,
we now prove that e(q) 6∈ P aφ ∪ P
v
φ ∪ P
l
φ, which implies e(q) ∈ P
c
φ as desired. If e(q) ∈ P
a
φ , then e(q) is
incomparable to at most 1 element among e(q1), . . . , e(qm−1), which implies e(q) 6∈ P aφ since m > 2. If
e(q) ∈ P vφ ∪ P
l
φ, then e(q) is incomparable to at most m− 2 elements among e(q1), . . . , e(qm−1), which
implies e(q) 6∈ P vφ ∪ P
l
φ.
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The previous three properties uniquely determine the behavior of e over Qlφ. Next, we state two
facts which follow from the embedding and specific properties of the construction of Q and P.
• Items (Q1)-(Q4) and (Q7) on one hand and (P1)-(P2) and (P5) on the other hand enforce the
following: for all i ∈ [m] and j ∈ [n], there exists a unique f ∈ {0, 1}var(δi) such that for all
(δi, j), (δ
′
i, j) ∈ Q
a
φ ∪Q
c
φ it holds that e((δi, j)) = (f, (δi, j)) and e((δ
′
i, j)) = (f, (δ
′
i, j)).
• Items (Q5)-(Q6) and (Q8) on one hand and (P3)-(P5) and (P6) on the other hand enforce the
following: for all i, i′ ∈ [m], i 6= i′, and j ∈ [n] such that xj ∈ var(δi) ∩ var(δi′), it holds that if
e((δi, j)) = (f, (δi, j)) and e((δi′ , j)) = (f
′, (δi′ , j)), then f(xj) = f
′(xj).
Therefore the union of all the assignments f such that e((δi, ·)) = (f, (δi, ·)), taken over all i ∈ [m],
defines an assignment g : {x1, . . . , xn} → {0, 1}, and moreover g satisfies φ. This concludes the proof
5.2 Embedding is NP-hard on Bounded Degree Posets
We reduce from the satisfiability problem. Let S be the class of propositional formulas in conjunctive
form, where each clause contains exactly 3 pairwise non-complementary literals (for notational conve-
nience, but the construction works even if relaxed to at most 3 literals, which we use for illustration
purposes in the examples).
The idea of the reduction is the following. We encode a formula in S by a poset P, whose universe
partitions into three blocks, P0, P1 and P2. The set P1 contains several groups of 7 elements, where
each element corresponds to one possible satisfying assignment of a clause, and the embedding encodes
an assignment for the whole formula by forcing us to choose one element out of each group. The set
P2 ensures that each assignment chosen by the embedding is consistent for each pair of clauses. To
preserve bounded degree while ensuring the consistency of each pair of clauses, it is necessary to use
many groups in P1 for each clause. Finally, P0 ensures that each choice made by the embedding for a
given clause is consistent across all groups corresponding to that clause.
Example 6. Let φ(x1, x2, x3) = δ1 ∧ δ2 ∧ δ3, where δ1 = x1 ∨ ¬x2, δ2 = x3 ∨ ¬x1, and δ3 = ¬x3 ∨ x2.
Note that, for instance, φ is satisfied by {(x1, 0), (x2, 0), (x3, 0)}.
The poset Qφ is depicted in Figure 12, where Q0, Q1, and Q2 form respectively the bottom, middle,
and top layers of the diagram; poset Pφ is similarly displayed in Figure 13. The white points in Pφ
form the image of the embedding e : Qφ → Pφ of Qφ into Pφ corresponding to the satisfying assignment
above as by (the easy direction of) Theorem 7.
Figure 12: The poset Qφ corresponding to φ ∈ S in Example 6.
Figure 13: The poset Pφ corresponding to φ ∈ S in Example 6.
We now formalize the ideas outlined above. Let φ(x1, . . . , xn) = δ1 ∧ · · · ∧ δm be in S. For j ∈ [n]
and i ∈ [m], we write xj ∈ δi if a literal on variable xj occurs in clause δi, and we let var(δi) = {xj |
j ∈ [n], xj ∈ δi}. For all i ∈ [m], let (gi,1, . . . , gi,7) be a fixed ordering of the assignments in {0, 1}var(δi)
satisfying δi, and let (i1, i2, . . . , im−1) = (1, . . . , i − 1, i + 1, . . . ,m). We define our two posets Qφ and
Pφ below.
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The poset Qφ has universe Qφ = Q0 ∪Q1 ∪Q2, where
Q0 ={c(i,j), c(i,m), c(m,j) | i, j ∈ [m− 1], i 6= j},
Q1 ={f(i,j) | i, j ∈ [m], i 6= j},
Q2 ={d(i,j) | 1 ≤ i < j ≤ m},
and its cover relation is defined by the following:
(E1) f(i,j), f(j,i) ≺
Qφ d(i,j) for all 1 ≤ i < j ≤ m.
(E2) For all i ∈ [m],
f(i,i1) ≻
Qφ c(i,i1) ≺
Qφ f(i,i2) ≻
Qφ · · · ≻Qφ c(i,im−1) ≺
Qφ f(i,im−1).
The poset Pφ has universe Pφ = P0 ∪ P1 ∪ P2 where,
P0 ={c(i,j),a, c(i,m),a, c(m,j),a | i, j ∈ [m− 1], i 6= j, a ∈ [7]},
P1 ={f(i,j),a | i, j ∈ [m], i 6= j, a ∈ [7]},
P2 ={d(i,j),(a,a′) | 1 ≤ i < j ≤ m, (a, a
′) ∈ [7]2},
and its cover relation is defined by the following:
(D1) For all 1 ≤ i < j ≤ m, it holds that f(i,j),a, f(j,i),a′ ≺
Pφ d(i,j),(a,a′) if and only if gi,a(x) = gj,a′(x)
for all x ∈ var(δi) ∩ var(δj).
(D2) For all i ∈ [m] and a ∈ [7],
f(i,i1),a ≻
Pφ c(i,i1),a ≺
Pφ f(i,i2),a ≻
Pφ · · · ≻Pφ c(i,im−1) ≺
Pφ f(i,im−1),a.
Since cover-degree(Pφ) ≤ 1 + 7 = 8 and depth(Pφ) ≤ 3, Pdegree = {Pφ | φ ∈ S} has bounded degree by
Proposition 3.
Theorem 7. Emb(Pdegree) is NP-hard.
Proof. We give a polynomial-time many-one reduction from the satisfiability problem over S to the
problem Emb(Pdegree), which suffices since the source problem is NP-hard.
The reduction maps an instance φ ∈ S of the satisfiability problem, say φ(x1, . . . , xn) = δ1∧· · ·∧δm,
to the instance (Qφ,Pφ) of Emb(Pdegree). The reduction is clearly polynomial-time computable.
For correctness, let g : {x1, . . . , xn} → {0, 1} be an assignment satisfying φ. Recall that (gi,1, . . . , gi,7)
is a fixed ordering of the assignments in {0, 1}var(δi) satisfying δi, for all i ∈ [m]. Let (a1, . . . , am) ∈ [7]m
be such that g|var(δi) = gi,ai for all i ∈ [m]. It is easy to check that the function e : Qφ → Pφ defined by
setting:
• e(c(i,j)) = c(i,j),ai for all c(i,j) ∈ Q0;
• e(f(i,j)) = f(i,j),ai for all f(i,j) ∈ Q1;
• e(d(i,j)) = d(i,j),(ai,aj) for all d(i,j) ∈ Q2;
embeds Qφ into Pφ.
Conversely, let e : Qφ → Pφ embed Qφ into Pφ. We show that φ is satisfiable. Note that e(Qi) ⊆ Pi
for all i ∈ {0, 1, 2}, because e maps all 3-element chains in Qφ into 3-element chains in Pφ, all 3-element
chains in Qφ link three elements in Q0, Q1, and Q2, in this order, and all 3-element chains in Pφ link
three elements in P0, P1, and P2, in this order.
We first claim that for all i ∈ [m], there exists exactly one a ∈ [7] such that, for all j ∈ [m] \ {i}, it
holds that e(f(i,j)) = f(i,j),a. Assume for a contradiction that e(f(i,j)) = f(i,j),a and e(f(i,j′)) = f(i,j′),a′
for some i ∈ [m], a 6= a′ ∈ [7], and j 6= j′ ∈ [m] \ {i}; without loss of generality, let j < j′. By (E2),
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f(i,j) reaches f(i,j′) through a fence of length 2(j
′ − j), starting in Q1 and alternating steps in Q0 and
Q1; but by (D2), f(i,j),a does not reach f(i,j′),a′ through a fence of length 2(j
′ − j), starting in P1 and
alternating steps in P0 and P1, contradicting the assumption that e is an embedding.
Let (a1, . . . , am) ∈ [7]
m be uniquely determined by the previous claim. We now claim that, for all
i, j ∈ [m] such that i 6= j, and all x ∈ var(δi)∩var(δj), it holds that gi,ai(x) = gj,aj (x). Assume without
loss of generality that i < j. By (E1), f(i,j), f(j,i) ≺
Qφ d(i,j). By hypothesis, e(f(i,j)) = f(i,j),ai and
e(f(j,i)) = f(j,i),aj . Therefore, since e is an embedding, f(i,j),ai , f(j,i),aj ≺
Pφ e(d(i,j)); thus, by (D1),
e(d(i,j)) = d(i,j),(ai,aj) that is, gi,ai(x) = gj,aj (x) for all x ∈ var(δi) ∩ var(δj).
By the above, g = g1,a1 ∪ · · · ∪ gm,am is a function from {x1, . . . , xn} to {0, 1}. Since gi,ai satisfies δi
for all i ∈ [m], it follows that g satisfies φ, concluding the proof.
5.3 Isomorphism in Polynomial Time on Bounded Width Posets
The insight on bounded width used to prove tractability of the embedding problem essentially scales to
the isomorphism problem.
Theorem 8. Let P be a class of posets of bounded width. Then, Iso(P) is polynomial-time tractable.
Proof. The proof utilizes three known facts from the literature.
Let R be any poset. For all S ⊆ R, let (S] be downset generated by S in R, i.e., (S] = {r ∈ R | ∃s ∈
S such that r ≤R s}. Let l(R) be the order defined by equipping the universe of all antichains in R by
the relation A ≤l(R) A′ if and only if (A] ⊆ (A′]. Note that, if width(R) is considered as a constant, the
construction of l(R) is polynomial-time computable from R.
The three needed facts are the following. First, for any (finite) poset R, the structure l(R) is a
(finite) distributive lattice [18, Proposition 5.5.5]. Second, the substructure of l(R) generated by join
irreducible elements is isomorphic to R [18, Theorem 5.5.6]; recall that, if L = (L,≤) is a lattice, then
j ∈ L is join irreducible if, for all l, l′ ∈ L, if j is the least upper bound of l and l′, then j = l or j = l′.
Third, the isomorphism problem restricted to finite distributive lattices is polynomial-time tractable
[10].
Using the previous facts, we design the following algorithm. Let w ∈ N be the upper bound on the
width of posets in P . Let (Q,P) be an instance of Iso(P). Let |P | = n. If |Q| 6= n, or width(Q) > w, or
width(Q) 6= width(P), then reject; the condition is checkable in time O(w ·n2) by Theorem 3. Otherwise,
in polynomial time, compute l(Q) and l(P) and accept if and only if l(Q) and l(P) are isomorphic.
The algorithm clearly runs in polynomial time. For correctness, notice thatQ andP are isomorphic if
and only if l(Q) and l(P) are isomorphic. For the nontrivial direction (backwards), if f is an isomorphism
from l(Q) to l(P), then let f ′ be the restriction of f to the join irreducible elements of l(Q). It is easy
to check that f ′ is bijective into the join irreducible elements of l(P), hence, using the second fact
mentioned above, f ′ is an isomorphism between Q and P.
6 Conclusion
We embarked on the study of the model checking problem on posets; compared to graphs, the problem is
largely unexplored, and we made a first contribution by studying basic syntactic fragments (existential
logic) and fundamental poset invariants (including width, depth, and degree). Our complexity classifi-
cation for existential logic also carries over to the jump number (between size and width in Figure 1); a
future direction is to extend our study to dimension (above width [2] and degree [9] in Figure 1).
Our main algorithmic result, fixed-parameter tractability of existential logic on bounded width posets,
raises the natural question of whether model checking the full first-order logic is fixed-parameter tractable
on classes of posets of bounded width. We propose this as a topic for future research.
25
References
[1] N. Alon, R. Yuster, and U. Zwick. Color-coding. J. ACM, 42(4):844–856, 1995.
[2] N. Caspard, B. Leclerc, and B. Monjardet. Finite Ordered Sets.Cambridge University Press, 2012.
[3] B. Courcelle, J. A. Makowsky, and U. Rotics. Linear time solvable optimization problems on graphs
of bounded clique-width. Theory Comput. Syst., 33(2):125–150, 2000.
[4] B. Courcelle and S. Olariu. Upper bounds to the clique-width of graphs. Discr. Appl. Math.,
101(1-3):77–114, 2000.
[5] B. Courcelle and J. Engelfriet. Graph Structure and Monadic Second-Order Logic. Cambridge
University Press, 2012.
[6] T. Feder and M. Y. Vardi. The computational structure of monotone monadic SNP and constraint
satisfaction: a study through Datalog and group theory. SIAM J. Comput., 28(1):57–104, 1998.
[7] S. Felsner, V. Raghavan, and J. Spinrad. Recognition algorithms for orders of small width and
graphs of small Dilworth number. Order, 20(4):351–364, 2003.
[8] J. Flum and M. Grohe. Parameterized Complexity Theory. Springer, 2006.
[9] Z. Furedi and J. Kahn. On the dimensions of ordered sets of bounded degree. Order, 3:15–20, 1986.
[10] T. A. Gorazd and P. M. Idziak. The isomorphism problem for varieties generated by a two-element
algebra. Algebr. Univ., 34(3):430–439, 1995.
[11] R. L. Graham, M. Gro¨tschel, and L. Lova´sz, editors. Handbook of Combinatorics (Vol. 1). MIT
Press, 1995.
[12] M. Grohe. Logic, graphs, and algorithms. In Logic and Automata: History and Perspectives, pp.
357–422. Amsterdam University Press, 2007.
[13] M. Grohe, S. Kreutzer, and S. Siebertz. Deciding First-Order Properties of Nowhere Dense Graphs.
In STOC, 2014. Preprint in CoRR, abs/1311.3899, 2013.
[14] P. Jeavons, D. Cohen, and M. Gyssens. Closure properties of constraints. J. of the ACM, 44(4):527–
548, 1997.
[15] F. Nielson, H. R. Nielson, and C. Hankin. Principles of program analysis. Springer, 2005.
[16] V. R. Pratt and J. Tiuryn. Satisfiability of inequalities in a poset. Fund. Inform., 28(1-2):165–182,
1996.
[17] T. Rausch and K. Reinert. Problem Solving Handbook in Computational Biology and Bioinformatics.
Springer, 2010.
[18] B. Schro¨der. Ordered Sets: An Introduction. Birkha¨user, 2003.
[19] D. Seese. Linear time computable problems and first-order descriptions. Math. Struct. in Comp.
Science, 6(6):505–526, 1996.
26
