Abstract. The extraction mechanism of Coq allows one to transform Coq proofs and functions into functional programs. We illustrate the behavior of this tool by reviewing several variants of Coq denitions for Euclidean division, as well as some more advanced examples. We then continue with a more general description of this tool: key features, main examples, strengths, limitations and perspectives.
Introduction
This article describes the current status of the extraction mechanism available in the Coq proof assistant [7, 8] . The extraction mechanism of Coq is a tool for automatic generation of programs out of Coq proofs and functions. These extracted programs are expressed in functional languages such as Ocaml, Haskell or Scheme, these three languages being the ones currently supported by Coq extraction. The main motivation for this extraction mechanism is to produce certied programs: each property proved in Coq will still be valid after extraction.
Through a series of examples about Euclidean division, we will review several alternatives that allow the user to express in Coq an algorithm that does not t naturally in this system. We will also see how these alternatives inuence the shape of the program obtained by extraction. We will then mention two advanced situations that illustrate the fact that Coq's current extraction can handle any Coq objects, even the ones dened via high-end features of Coq and without direct counterpart in Ocaml or Haskell. We will summarize the key features of Coq extraction, mention some signicant Coq developments taking advantage of the extraction, and conclude on the current strengths of this tool, its limitations and future research perspectives.
Extraction in practice : div
In this section, we illustrate the use of Coq extraction on a small yet revealing example: Euclidean division amongst natural numbers. For sake of simplicity, we will use the unary nat datatype for representing these natural numbers: every number is stored as either zero or the successor S of another number. Even if this representation is inherently inecient, the discussion that follows would be quite Fixpoint div x y := match x with | 0 => 0 | S x' => let z := div x' y in if (S z)*y ≤? x then S z else z end.
Knowing the quotient for the predecessor of x can indeed be used to infer the quotient for x. But proceeding this way leads to a costly test repeated x times. This is a common situation with Coq: intended algorithms can be adapted to be structural, but this may result in an awkward and/or less ecient algorithm.
Command Extraction div can then be used to convert this division to Definition div_F div x y := if y ≤? x then S (div (x-y) y) else 0.
Fixpoint div_loop (n:nat) := match n with
Definition div x y := div_loop x x y.
One more time, extraction is straightforward and mostly amounts to replacing Coq keywords with Ocaml ones. The counter, whose type is nat, is kept by the extraction, even though it is morally useless for the computation. At the same time, removing it and replacing div loop by an unbounded loop would change the semantics of the program at least for y=0: with the above denition, hal-00338973, version 1 -14 Nov 2008 div 5 0 computes to 5, while a Ocaml version without counter would loop forever. As a consequence, the extraction cannot be expected to detect and remove automatically such a useless parameter.
Using such an explicit counter is often an interesting compromise: the written Coq code is not exactly what we intended in the rst place, but is close to it, there is no complex internal Coq object as with the methods we will study in the next sections, computations can be done both in Coq and after extraction, and the additional cost induced by the presence of the counter is often modest. Here for instance the x value would have been computed anyway. Another example of this technique can be found in module Numtheory of the Standard Library, where a gcd function is dened on binary numbers thanks to a counter that can be the depth (i.e. the logarithm) of these binary numbers.
A division by general recursion, historical approach
We can in fact build a Coq div function that will produce exactly the intended algorithm after extraction. Before presenting the modern ways of writing such a function with two frameworks recently added to Coq, let us rst mention the historical approach. For a long time, the only possibility has been to play with accessibility predicates and induction principles such as well founded induction 4 .
In this case, recursive functions do satisfy the structural constraint of Coq, not via their regular arguments, but rather via an additional logical argument expressing that some quantity is accessible. Recursive calls can then be done on quantities that are more easily accessible than before. This extra logical parameter is then meant to disappear during extraction. In practice, non-trivial functions are impossible to write as a whole with this approach, due to the numerous logical details to provide. Such functions are hence built piece by piece using Coq interactive tactics, as for proofs. Reasoning a posteriori on the body of such functions is also next to impossible, so key properties of these functions are to be attached to their output, via post-conditions { a:A | P a }.
Pre-conditions can also be added to restrict functions on a certain domain: for instance, div will be dened only for y =0. Here comes the complete specication of our div and its implementation in a proof-like style:
Definition div : ∀x y, y =0 → { z | z*y ≤ x < (S z)*y }. Proof. induction x as [x Hrec] using (well_founded_induction lt_wf). intros y Hy. destruct (y ≤? x) as [Hyx|Hyx] . (* do we have y≤x or x<y ? *) (* first case: y≤x *) assert (Hxy : x-y < x) by omega. destruct (Hrec (x-y) Hxy y Hy) as [z Hz]. (* ie: let z = div (x-y) y *) exists (S z); simpl in *; omega. (* ie: z+1 fits as (div x y) *) (* second case: x<y *) exists 0; omega. Defined.
We use lt wf, which states that < is well-founded on natural numbers. When combined with well founded induction, this allows us to perform recursive calls at will on any strictly smaller numbers. Doing such a recursive call can be quite cumbersome: for calling Hrec on x-y, we need to have already built a proof Hxy stating that x-y < x. Without additional help such as comments, it is also very tedious to keep track on the algorithm used in such a proof. Recent versions of Coq include Russell, a framework due to M. Sozeau [10] that greatly eases the design of general recursive and/or dependently-typed func- Next Obligation. (* Post-condition enforcement : z*y ≤ x < (S z)*y *) destruct_call div; simpl in *; omega. Qed.
After this denition and the proofs of corresponding obligations, a Coq object div is added to the environment, mixing the pure algorithm and the logical obligations. This object is similar to the dependently-typed div of the previous section, and its extraction produces the very same Ocaml code.
Russell framework can be seen as a sort of anti-extraction, in the spirit of C. Parent's earlier works [9] . Even if it is still considered as experimental, it is already quite usable. For instance, we have a version of FSetAVL where the aforementioned non-structural operations on well-balanced trees are written and proved using Russell. 
Functions of variable arity
In Coq, a type may depend on an object such as a number. This allows us to write the type nArrow of n-ary functions (over nat), such that nArrow 0 = nat and nArrow 1 = nat → nat and so on.
Fixpoint nArrow n : Set := match n with | O => nat | S n => nat → nArrow n end.
Furthermore, we can write a function nSum whose rst parameter determines the number of subsequent parameters this function will accept (and sum to- The correctness of this theoretical phase is justied in several steps. First, we prove that the reduction of an extracted term is related to the reduction of the initial term in a bisimulation-alike manner (see [7] or Sect. 2.3 of [8] . Since this rst approach is really syntactic and cannot cope for instance with the presence of axioms, we then started a semantical study based on realizability (see Sect. Moreover, the extraction embeds an type-checker based on [5] The correctness of this extraction framework currently rely on the theoretical studies made in [7, 8] . The next perspective is to obtain a mechanically-checked guarantee of this correctness. Work on this topic has already started with a student, S. Glondu. Starting from B. Barras CCI-in-Coq development, he has already dened a theoretical extraction in this framework and proved one of the main theorem of [7] . Another interesting approach currently under investigation is to use a Coq-encoded Mini-ML syntax as output of the current uncertied extraction, and have an additional mechanism try to build a proof of semantic preservation for each run of this extraction. Such extracted terms expressed in Mini-ML could then be fed to the certied ML compiler which is currently being built in the CompCert project of X. Leroy. 
