Abstract Multilabel learning is a machine learning task that is important for applications, but challenging. A recent method for multilabel learning called probabilistic classifier chains (PCCs) has several appealing properties. However, PCCs suffer from the computational issue that inference (i.e., predicting the label of an example) requires time exponential in the number of tags. Also, PCC accuracy is sensitive to the ordering of the tags while training. In this paper, we show how to use the classical technique of beam search to solve both these problems. Specifically, we show how to apply beam search to make inference tractable, and how to integrate beam search with training to determine a suitable tag ordering. Experimental results on a range of datasets show that the proposed improvements yield a state-of-the-art method for multilabel learning.
Introduction
In the classical supervised learning task of binary classification, the goal is to learn a model that, given an input x ∈ X , returns a single binary prediction y ∈ {0, 1}. This value y is considered to be a label of the example x, denoting whether it possesses some characteristic, or not. For example, x may represent an image by its pixel values, and y may denote whether or not the image contains a face. Multilabel learning is an extension of binary classification where the goal is to return multiple binary predictions, or equivalently a vector y ∈ {0, 1} K . The label y now measures multiple characteristics of the example x, each of which we call a tag. For example, x may represent an image as before, and y could denote whether K specific people's faces appear in the image.
The recently proposed probabilistic classifier chain (Dembczyński et al. 2010; Read et al. 2011 ) (PCC) method is an attractive solution for multilabel classification for several reasons. First, it is based on a reduction of multilabel to binary classification, which allows us to leverage existing research on designing scalable and powerful binary classifiers. Second, it is a principled probabilistic model, and there is a theoretical understanding of how it may be used to produce Bayes optimal predictions for a variety of loss functions (Dembczyński et al. 2010) . Third, it is computationally inexpensive to train unlike, for example, structured prediction methods (Finley and Joachims 2008) , which involve inference during training. Fourth, it is trained on the original label space without any prior transformations (Breiman and Friedman 1997; Weston et al. 2002; Hsu et al. 2009; Bi and Kwok 2011) , which is important in certain settings and applications.
Despite the above positive characteristics, the current formulation of PCCs suffers from at least a couple of drawbacks. First, on the computational side, they are only applicable to multilabel data sets with a few number of tags. This is because to use a PCC at test time for an example with K possible tags, we need to evaluate all 2 K possible labelings, and pick the highest scoring one. This becomes quickly infeasible as K increases. Second, on the performance side, their accuracy depends on a pre-specified ordering of the tags. Different orderings result in solutions of different accuracy, and so a natural question is whether one can determine the ordering that yields the best performance. As with the previous issue, the current understanding of PCCs requires either picking a random ordering, or trying all K! possibilities.
In this paper, we propose to address these shortcomings with PCCs using beam search, a classical heuristic search algorithm. In particular, we propose to use beam search to perform inference with PCCs at test time, changing the runtime from O(2 K ) to O(bK), where b is a tunable beam width. As we shall demonstrate, in practice a beam size b 2 K achieves good performance. We also present an algorithm that integrates the search for the best ordering of tags with the learning algorithm. To avoid the burden of training a classifier for each ordering, we use kernel target alignment (Cristianini et al. 2001) to score the viability of a given ordering. Finally, we propose a richer feature representation for learning individual tag models than what is used in existing PCC approaches (Dembczyński et al. 2010; Read et al. 2011) . Experimental results on a range of multilabel data sets show that the new scheme is able to improve on PCC, and to extend its applicability to data sets with a large number of tags.
This paper is organized as follows. First, in Sect. 2, we review the problem of multilabel learning and the PCC model. In Sect. 3, we analyze PCC in detail, pointing out its relationship to existing models, and highlighting some of the challenges in using them. Next, in Sect. 4, we show how one may use beam search to speed up test time inference of the method. In Sect. 5, we show how beam search may be integrated during the learning phase to determine the tag ordering. In Sect. 6, we discuss several issues related to the focus of this paper, and comment on possible extensions of our work. Finally, we present a range of experimental results in Sect. 7. This paper extends our earlier conference publication (Kumar et al. 2012) . We have included a new section analyzing PCCs in relation to other methods (Sect. 3) and a significantly expanded discussion (Sect. 6). We have extended our experimental results (Sect. 7) by (i) comparing our beam search method for inference with the approximate inference method of Dembczyński et al. (2012) , (ii) comparing PCCs trained with our beam search method for learning the tag ordering with ensemble PCCs (Dembczyński et al. 2010) , and (iii) providing a rigorous analysis of experimental results using statistical hypothesis tests.
Multilabel learning and probabilistic classifier chains
Let X ⊆ R d be the input space and Y = {0, 1} K be the label output space defined over a fixed set of K tags. Given a set of m training samples T = {(
where (x (i) , y (i) ) ∈ X × Y, the goal of a multilabel classification algorithm is to learn a mapping f : X → Y. We will use the notation y (i) k to denote the kth tag of the ith example. The naïve solution to the multilabel learning problem is to decompose it into K independent binary classification problems, one for each tag y k . This method is known as binary relevance. This method is optimal in theory for certain loss functions, such as the Hamming and the ranking loss (Dembczyński et al. 2010) . However, in practical situations where training data is limited, and for loss functions that take the consistency of the entire tag sequence into account, it is intuitively necessary to exploit correlations between tags to make better predictions. This intuition has motivated numerous multilabel learning algorithms (see Tsoumakas and Katakis 2007; Tsoumakas et al. 2010; Sorower 2010 for surveys).
Recently, Read et al. (2011) proposed a simple decomposition method called the classifier chain (CC) that appears similar to binary relevance, but is able to exploit tag correlations. As with binary relevance, the idea is to train K separate models, one for each tag. The difference is that the model for tag k uses as input features not only the data point x but also the (k − 1) tags, y 1 , y 2 , . . . , y k−1 , previously modeled. We thus attempt to use any relevant information in the previous tags to improve the model. The focus in this paper is the PCC method (Dembczyński et al. 2010) , which generalizes the CC approach through a probabilistic framework. A probabilistic classifier chain (Dembczyński et al. 2010) estimates the conditional distribution p(y | x) using the chain rule of probabilities:
where π(·) is some fixed permutation/ordering of tags. Thus, learning a multilabel classifier is reduced to learning K independent probabilistic binary classifiers. These independent base classifiers may be, for example, logistic regression models with a specialized feature representation: (x, y) for k = 2 to k = K. In Dembczyński et al. (2010) , the choice φ k (x, y) = x ⊕ (y 1 , . . . , y k−1 ) was used, where a ⊕ b is the concatenation of the vectors a and b, so that θ k ∈ R d+k−1 . This means we need to learn R dK+K(K−1)/2 parameters in total, as opposed to R dK parameters with binary relevance. Suppose we write θ k = [w k ; v k ], where w k ∈ R d and v k ∈ R k−1 . Then, it may be verified that the joint probability model with a logistic regression base learner is
where
The matrix V is lower-triangular, since we first model y π(1) , then y π(2) , and so forth.
Analysis of probabilistic classifier chains
Having reviewed the basic idea of PCCs in the previous section, we now study them in more detail. We begin by comparing the model to other probabilistic approaches to multilabel learning. We then analyze some of the advantages of the framework, as well as some of the challenges it poses. Overcoming the latter will form the basis for the rest of the paper. When analyzing any multilabel learning model, perhaps the first question is how it differs from the binary relevance (BR) baseline. We contrast this model to the one used by PCCs, and then discuss maximum entropy Markov models, conditional random fields and nonlinear base classifiers.
Connection to binary relevance
In BR, for each tag k, we learn an independent model for p(y k | x). If we use a logistic regression model for each of these probabilities, we have
We can put these individual tag models together to form the label model
where, as before, W = [w 1 . . . w K ]. Contrasting this to the PCC model of Eq. (1), the difference is the tag interaction term y T V y. Intuitively, the presence of this term in the PCC model allows it to capture relationships between the various tags.
Another perspective on the difference between the two models can be gained by looking at how PCCs model each p(y k | x). Consider the case of two tags, K = 2, with the use of logistic regression for each per-tag model. Suppose we pick the identity permutation for the ordering π(·). Let σ (t) = 1/(1 + exp(−t)) be the sigmoid function. Then p(y 1 = 1 | x) = σ ( w 1 , x ) and
where w 1 , w 2 are weight vectors and v 2 is the bias term arising from taking into account the value of y 1 when modeling p(y 2 | y 1 , x). The model for the first tag is thus identical to BR. However, the model for p(y 2 | x) is distinct. First, it is no longer a simple logistic The above analysis generalizes to more tags, in which case the conditional p(y k | x) involves the product of k sigmoids. This is reminiscent of a neural network model for each tag in BR. However, the key difference is that in PCCs, there is sharing of parameters amongst all tag models. Further, the complexity of the tag models increases as we go further along the chain, as opposed to using identical models for each tag in BR.
Connections to MEMMs and CRFs
The PCC model is a higher-order extension of the maximum entropy Markov Model (MEMM) (McCallum et al. 2000) , used in structured prediction. An MEMM is a Bayesian network that uses log-linear models to model the conditional probability of a reaching a state given an observation and the previous state. However, PCCs are more powerful and expressive than MEMMs because the probability distributions in the chain are conditioned on all the previous tags and not only the preceding tag. The graphical models for PCC and MEMM are shown in Fig. 1 . The inference problem in MEMM is tractable using dynamic programming, but in PCC it is not tractable due to the presence of higher-order dependencies among tags. This is precisely the reason for resorting to heuristic inference methods such as beam search.
Conditional random fields (CRFs) (Lafferty et al. 2001 ) are graphical models that have been successful in many applications. Linear-chain CRFs were first explored for multilabel learning by Ghamrawi and McCallum (2005) . Their relationship to PCCs was explored by Dembczyński et al. (2011b) . Although CRFs and the base classifiers in PCCs are loglinear models, they are conceptually quite different. It is more computationally expensive to train CRFs, because they have a global partition function Z(θ, x) = z∈Y exp ( θ, φ(x, z) ), whereas for PCCs we can train a sequence of separate models. Another difference is that, unlike PCCs, linear-chain CRFs cannot capture dependencies among tags of order three or higher.
It is also interesting to consider the consequences of using nonlinear base classifiers in a PCC. Employing a nonlinear classifier such as kernel logistic regression does not change the structure of the graphical model of a PCC, but rather the nature of the individual conditional probability tables. As an example, a joint polynomial kernel defined on input features and tags expands the feature set, but does not modify the dependency structure of the tags. Using a nonparametric model as a base classifier can result in improved conditional probability estimates ), but at the cost of increased time complexity for training the base classifier.
Advantages and challenges of PCCs
Having contrasted PCCs to existing multilabel learning models at a mathematical level, we now step back and consider whether the model has any particular strengths and/or weaknesses. Indeed, the PCC approach has a number of attractive properties as a multilabel classification method:
(i) It is based on a reduction from multilabel to binary classification, which allows us to leverage existing research on designing scalable and powerful binary classifiers. Compared to the original classifier chain (CC) method (Read et al. 2011) , which also uses decomposition, the key difference in this regard is that the decomposition is probabilistically motivated. Also, unlike CCs, PCCs do not use the model's predictions of the past tags during test time inference. (ii) It is a principled probabilistic model with a theoretical understanding of how it may be used to produce Bayes optimal predictions for a variety of loss functions (Dembczyński et al. 2010) . This is in contrast to several multilabel learning methods, where the statistical consistency of the algorithm is unclear. Further, the probabilistic underpinning gives a clear idea on how to modify the algorithm. For example, as we shall see later, the probabilistic setup allows one to design inference methods that are more accurate than the greedy inference described in Read et al. (2011) . (iii) Being a decomposition method, it is computationally inexpensive to train, requiring only marginally more effort than the binary relevance baseline. This is unlike, for example, structured prediction methods (Finley and Joachims 2008) which involve inference during training. (iv) It is trained on the original label space without any prior transformations (Breiman and Friedman 1997; Weston et al. 2002; Hsu et al. 2009; Bi and Kwok 2011) . This is conceptually appealing and makes modifications much simpler. As an example, suppose we want to address the issue of class imbalance at the tag level. One way to do this is to appropriately modify the inputs to the models for each p(y k | x, y 1 , . . . , y k−1 ) by applying cost-sensitive weighting (Elkan 2001) . By contrast, in transformation methods, since we lose the relationship to the original label space, it is not clear how modifications in the transformed space affect those in the original space.
Despite these attractive properties, it turns out that there are at least two challenges with using PCCs in practice. These are related to two crucial issues whose discussion we have deferred thus far: how to train them, and how to apply them at test time. At training time, one may maximize the log-likelihood of the given training set, which decomposes into K distinct optimizations for each tag:
The above equation hides a subtle issue: in theory the chain rule applies regardless of the ordering of the tags, but in practice the ordering can make a big difference. The reason is that the model for each individual tag p(y π(k) | x, y π(1) , . . . , y π(k−1) ) may be misspecified, in which case some orderings will be better modeled than others. Therefore, we can expect different solutions based on the choice of π(·). This prompts the natural question of what the best ordering π(·) is, in the sense of resulting in the highest possible value of L(θ ). It may seem that one should order the tags in order of some notion of difficulty, but this may not be optimal: for example, a tag that is difficult to model may make subsequent tags considerably easier to model. Thus, a principled algorithmic solution is necessary. At test time, the problem becomes one of estimating, for a given feature vector x, the most likely set of tags under the learned parametersθ :
This inference is unfortunately computationally intractable. Dembczyński et al. (2010) propose to simply perform brute-force enumeration of all possible labels.
To summarize, we see that there are two main issues with using PCCs in practice. On the computational side, the method proposed for test time inference by Dembczyński et al. (2010) requires that we enumerate all 2 K possible candidate labelings, and evaluate them. Indeed, existing applications of PCCs have been restricted to data sets with relatively few number of tags. A general purpose multilabel method should of course handle a large number of tags. On the accuracy side, the choice of ordering the tags while training can make a difference in generalization performance. One might hope to do significantly better than just a random ordering. While Dembczyński et al. (2010) proposed taking several random orderings to create an ensemble of PCCs, we would like a more principled procedure, one that searches more intelligently.
There are previous schemes that address the above problems for PCCs. An inference algorithm was proposed by Dembczyński et al. (2011b Dembczyński et al. ( , 2012 which makes assumptions on the joint probability distribution of labels to guarantee polynomial-time convergence of the algorithm. However, it does not address the problem of learning tag orderings. Our algorithm based on beam search is generic in the sense that it is possible to accommodate a variety of scoring functions into the search algorithm, thereby allowing us to solve both the inference problem and the problem of learning tag orderings. Zaragoza et al. (2011) proposed an algorithm to learn an undirected network of dependencies between the tags. Since this task is intractable in general, they approximate the structure learning problem using the ChowLiu algorithm to learn a tree dependency structure between tags. However, this tree structure is unlikely to represent many real-world scenarios and it is an empirical question whether such an approximation is good or not.
Label inference using beam search
Recall that the inference problem in PCC isŷ = argmax y∈Y p(y | x;θ), i.e., we wish to find the highest scoring label vector. Assuming the probability model is correctly specified, the resulting solution will give the Bayes optimal prediction for subset 0/1 loss (Dembczyński et al. 2010) . This inference task is equivalent to finding the optimal path in a rooted, complete binary tree of height K, where each internal vertex at level k denotes a possible partial label vector of length k, so that the leaf vertices represent all possible 2 K label vectors (see Fig. 2 ). Thus, the inference problem is one of finding the optimal path from the root to one of the leaves in this binary tree, where the score of a vertex v at level k with a corresponding partial label y (v) is equal to the partial probability 
for z ∈ {0, 1} do 6: 
which can be computed recursively. The inference algorithm in the original classifier chain (Read et al. 2011 ) greedily searches for the optimal path by deciding at each level of the tree whether to traverse in the left or the right direction. However, this may not result in finding the optimal label vector (Dembczyński et al. 2010) .
We propose an inference algorithm using beam search (Russell and Norvig 2003) , which is a heuristic search technique. A * (Hart et al. 1968 ) and similar search algorithms could also be used as more sophisticated alternatives to beam search. The basic idea is to keep b candidate solutions at each level of the tree, where b is a user-defined parameter known as the beam width, which represent the best partial solutions seen thus far. We then explore the tree in a breadth-first fashion using these solutions.
The inference procedure for PCCs is described in Algorithm 1. At each level of the tree, we maintain a list of best-scoring candidate vertices of size at most b, where b is the beam width. We traverse down the tree by considering the children of only those vertices that are in this list, sort them in increasing order of their partial probabilities (3), and prune all the vertices that are not in the top-b list.
The greedy inference algorithm used in classifier chain (Read et al. 2011 ) is recovered as a special case with beam width b = 1. Performing inference by exhaustively enumerating all possible labels is equivalent to doing beam search with b = ∞. Thus, by tuning b, we can control the trade-off between computation time and accuracy of the method. The hope is that for real-world multilabel data sets, we can use a relatively small value of b and get performance that is significantly better than the greedy approach, and commensurate with exhaustive enumeration. This is a question that we will answer empirically in Sect. 7.
Learning to order tags
Training a PCC involves picking a particular ordering π(·) of the tags, based on which we apply the chain rule decomposition. The tag ordering problem is to find the best π(·) in the sense of yielding the maximum log-likelihood L(θ ; π(·)) in Eq. (2). If each individual tag model is misspecified, this quantity varies based on the choice of the permutation π(·). Even if the model is correctly specified, the optimal solution may vary due to finite sample effects. For example, suppose that a tag y k is rare; then, on any finite sample, we may misestimate p(y k = 1 | x), even if in the infinite sample case we will discover the correct probability.
Intuitively, one may expect the optimal ordering to progressively involve picking the easiest tag to model given the previously picked tags. But it may alternatively be the case that given a difficult tag, subsequent tags are easy to model. A basic question then is to how to determine a suitable tag ordering without resorting to heuristics, or performing exhaustive enumeration over all K! possible orderings.
We propose to use beam search to solve the problem of determining a suitable tag ordering. We do so by casting it as a search problem over a tree. Instead of a complete binary tree as used in the inference algorithm, for the ordering problem we have a tree of height K, where every vertex at level t has (K − t) children, as shown in Fig. 3 . Given such a tree, our goal is again to find the optimal path from the root to one of the leaf vertices.
Our procedure to learn tag orderings for PCCs is described in Algorithm 2. Similar to the beam search algorithm used for inference, we use a beam of fixed width b, maintain a list of best-scoring candidate vertices of size at most b and prune all the vertices that are not in the for i ∈ {1, . . . , K}\parentTags do 6:
10: Returnθ learned by training a PCC using the ordering specified byπ : (π,v) ∈ B (K) top-b list. We now need to determine the scoring function used to prune the vertices. One possible scoring function is the validation error of classifier, i.e., for every candidate vertex in the tree, we train a (partial) PCC. More specifically, the score of a vertex v at level t is whereθ are the parameters of the (partial) PCC that is being evaluated on a validation set of examples V, and the partial tag ordering specified by π v (·) is the directed path from the root to the vertex v. However, this results in training a (partial) PCC at every vertex of the tree which can be prohibitively expensive.
As a computationally cheaper alternative, we propose to instead use kernel target alignment (KTA) (Cristianini et al. 2001 ) as a measure to score vertices. We want to measure to what extent similar training examples agree on a single given binary tag. Let y ∈ {0, 1} m be a vector containing the value of this tag for each of the m training examples. The matrix yy is a kernel matrix based on this tag. Let K be the kernel matrix based on the feature vector representing each of the m examples. Let A, B F = ij A ij B ij denote the Frobenius inner product between two matrices A and B. The kernel target alignment between the matrices K and yy is
The KTA score is often more efficient to compute than training a (partial) PCC. (Indeed, this is true in the empirical study reported in Sect. 7.) Note that there are also hidden costs with training a classifier, such as performing cross-validation to determine regularization and other hyperparameters. Intuitively, the KTA score can be considered as a proxy for the accuracy of a classifier trained on the same input features and outputs and therefore it is reasonable to expect the KTA scores to correlate positively with the accuracies of a classifier.
The KTA score of a vertex v at level t is computed by constructing a kernel matrix whose entries are k φ (x, y πv ([t−1]) ), φ x , y πv ([t−1]) where k(·, ·) is the kernel function, φ(x, z) = x ⊗ z, i.e., the Kronecker product of x and z, for cross-product features and φ(x, z) = x ⊕ z for concatenated features, and y πv ([t−1]) = (y πv (1) , . . . , y πv (t−1) ). For linear kernels, the kernel matrix factorizes into the product of the kernel matrix defined on the input features and the kernel matrix defined on the output labels. Note that earlier, the log-likelihood scoring function led to a naturally additive objective function. While the same can be done with KTA, it is an empirical question whether this will be appropriate or not. Observe in particular that an alternative is to use the product of KTA scores, which treats the KTA as a surrogate for the raw probability score itself.
Discussion
This section explores several issues related to the focus of this paper, and comments on possible extensions of the algorithms above.
6.1 Is subset 0/1 loss reasonable?
The inference problem in PCC is to computeŷ = argmax y∈Y p(y | x;θ). This prediction is optimal if the goal is to minimize the subset 0/1 loss of the model (Dembczyński et al. 2010) . However, when minimizing a different loss function, such as Hamming loss, then a different inference problem needs to be solved, and the beam search strategy is not applicable. A natural question, then, is whether subset 0/1 loss is a reasonable loss function to optimize in practice.
A disadvantage of subset 0/1 loss is that it is very strict: even if we make a single mistake on one of the individual tags, we do not get "partial credit." However, this loss may be preferable to alternatives in some cases. Specifically, suppose that the marginal distributions for each tag are highly unbalanced, i.e., p(y k )(1 − p(y k )) ≈ 0 for each k ∈ {1, . . . , K}. Further, suppose that the joint distribution p(y 1 , . . . , y K ) is not concentrated around any particular value. Then, we may achieve a small per-tag metric like Hamming loss by predicting the majority tag value argmax v∈{0,1} p(y k = v) for each k, independent of the example x. This is intuitively dissatisfying, because the predictions are constant across examples, and so do not help to discriminate between them. (This is related to the fact that in unbalanced binary classification problems, the 0/1 loss for a majority class prediction is small.) However, such a prediction will incur a high subset 0/1 loss. Such settings are common in practical applications of multilabel learning, and in particular on many benchmark data sets (Luaces et al. 2012) . Therefore, inference for subset 0/1 loss is indeed useful in some cases, and important.
Modeling non-chain dependencies with PCCs
Recall that if we write the PCC model as
we impose the constraint that V is lower triangular. In fact, this constraint is essential for the model in Eq.
(1) to be a valid probability distribution. If we drop the assumption, then we have to consider the model
where the normalizer is
When V is lower triangular, each term in the summation is independent, and so Z(θ, x) ≡ 1. When V does not have this structure, however, computing this normalizer efficiently is difficult. Further, it is unclear if the resulting model is log-concave, since PCC is not based on the log-linear framework. Thus, one can think of the ordering problem as a sacrifice one has to make to get around the general intractability of normalizing the probability model p(y | x). The idea of not using a lower triangular V is related, but not identical, to the idea of modeling each tag conditional on other tags, as used in the structured output-associative regression (SOAR) method (Bo and Sminchisescu 2009) , in which
where y (−k) represents all tags but y k , and ψ k ∈ R K−1 . The reason it is not identical to the PCC approach is that these equations do not uniquely determine the label distribution. In the two-tag case, for example, knowing just p(y 1 | y 2 , x) and p(y 2 | y 1 , x) will only tell us the value of the ratio p(y 1 | x)/p(y 2 | x), but not the individual terms, and so it is not possible to compute the joint distribution. Thus, SOAR does not have a clear probabilistic interpretation in terms of maximizing the likelihood of a well-defined model of the label sequence.
Predicting accurate probabilities
PCCs rely on predicting accurate probabilities for each classifier in the chain. But most multilabel data sets are unbalanced, i.e., every label has very few positive instances. Using (linear) logistic regression or similar will give biased probability estimates (King and Zeng 2001) . At a minimum, better results can be obtained by post-processing the scores by isotonic regression, which is a nonparametric technique to find a monotone fit to a set of target values. In a learning context, the method was used by Zadrozny and Elkan (2002) to learn meaningful probabilities from the scores of an input classifier. This can be taken a step further by post-processing the scores produced by optimizing the area under the ROC curve directly . The main advantage of such an approach is that it will automatically handle the class imbalance issue, while also producing accurate probabilities.
Scalability issues in using cross-product features
Learning linear models with cross-product features may pose scalability issues for highdimensional data sets with large number of tags. In such cases, we can efficiently compute the tensor-product kernel matrix which is the element-wise product of the kernel matrices on input features and the output labels. If the number of training instances is not high, then we can use kernel logistic regression as the base classifier in PCCs. Otherwise, we can compute a low-dimensional representation of the feature space given the tensor-product kernel matrix using, for example, kernel principal components analysis (Schölkopf et al. 1998; Ham et al. 2004) , and use the extracted features to train a linear classifier. An alternative approximation is to extract features from (a subset of) the rows of the kernel matrix (Schölkopf et al. 1999; Williams and Seeger 2000; Drineas and Mahoney 2005; Balcan et al. 2006 Balcan et al. , 2008 and train a linear logistic regression on these features.
Alternatives to beam search
An alternative to beam search for learning the tag ordering and for inference is to use sampling methods (Dembczyński et al. 2011a (Dembczyński et al. , 2012 Read et al. 2012) . It is possible to design a Markov chain Monte Carlo (MCMC) method using the Metropolis-Hastings algorithm (Metropolis et al. 1953; Hastings 1970 ) for inference and for learning the tag ordering. However, analyzing the mixing time of these chains is an interesting direction for future work. For combinatorial spaces such as the vertices of a hypercube and the space of all permutations, we can use tools from MCMC theory (Jerrum and Sinclair 1996; Randall 2003) to design sampling algorithms with a rigorous analysis of their mixing times. Furthermore, it may be possible to design exact sampling algorithms with runtime guarantees using techniques like coupling from the past (Propp and Wilson 1996; Huber 1998) .
Experiments
We report experiments on the data sets listed in Table 1 . We selected all the benchmark multilabel data sets from Tsoumakas et al. (2011) that have fewer than 100 tags and fewer than 10 K training instances. These limits allow all models to be trained easily using batch optimization methods with both concatenated and cross-product features. Note that on the majority of these data sets, inference by exhaustive enumeration is either computationally expensive or intractable. All data sets have a pre-defined test set, and our reported results are on this set. We compare the following algorithms:
(a) Binary relevance (BR): This is the baseline algorithm where we train separate independent logistic regressors for each tag. (b) Kernel dependency estimation (KDE): This is the algorithm proposed by Weston et al. (2002) . Here, a (linear) transformation using principal components analysis is applied to the original label matrix in order to decorrelate the tags. Then, independent regressors are trained in the transformed label space. (c) Probabilistic classifier chain (PCC): We use the original formulation as described in Dembczyński et al. (2010) but with beam search as inference and the original ordering of tags found in the data sets. (d) PCC with logistic regression using beam search for both learning the tag ordering and inference. To learn the tag ordering, we use kernel target alignment as the scoring function in beam search. Note that, in this setting, the output of beam search for learning is the tag ordering which is then used at a later stage to train a PCC.
We evaluate the performance of algorithms using the following loss functions, where y and y are the target and the predicted labels respectively: 
As mentioned above, BR is theoretically optimal for Hamming and ranking losses, and it has been noted previously that it is a strong baseline for other loss functions also (Read et al. 2011; Dembczyński et al. 2010) . This is especially true if the BR classifier for each tag is regularized. Some previous studies, such as Dembczyński et al. (2010) , use an unregularized base classifier, for which BR may be misleadingly suboptimal. In all our experiments, we use regularized linear models and tune the regularization parameter using cross-validation. We use the Friedman test (Friedman 1937 (Friedman , 1940 with Bonferroni-Dunn post-hoc analysis (Dunn 1961) to evaluate the statistical significance of results from multiple algorithms and data sets (Demšar 2006) . The following subsections provide experimental results and analysis for a number of related questions.
7.1 What is the effect of beam width, used for inference and for learning tag orderings, on the performance of PCCs?
We choose three out of the six data sets for this experiment, namely, Emotions, Scene and Yeast, where it is computationally feasible to do inference by exhaustive enumeration of all possible labels, which allows us to study the effect of beam width on inference and learning the tag ordering. We compare the performance of (i) binary relevance (BR) and (ii) probabilistic classifier chain (PCC) with the original tag ordering in the data sets and using beam search for inference for several values of beam width b. Figure 4 shows the performance of the algorithms measured in terms of subset 0/1 loss, Hamming loss and ranking loss with varying beam width. From the figure, we see that the test set performance of PCC converges rapidly with b < 15 to the performance obtained with exhaustive enumeration, especially for the subset 0/1 loss. We also observe that with b = 15, a significant fraction of the true labels in the test set are among the candidate labels found by beam search, even if the single best label found by beam search is not exactly correct. Figure 5 shows the maximum of the cosine similarities between all the labels in the beam and the true label averaged across all the examples in the test set for varying beam width. It is clear that at b = 15, a significant fraction of the true labels appear in the beam. Figure 4 shows that for Hamming and ranking losses, the loss at certain values of beam width is lower than the loss obtained by exhaustive enumeration, which is surprising at first glance since exhaustive enumeration should ideally provide a lower bound for the test set loss. However, in beam search, labels are scored according to the conditional probability p(y | x) which may not necessarily correspond to the optimal result. Indeed, one of the points made by Dembczyński et al. (2010) was that taking argmax y∈Y p(y | x) gives the optimal result for subset 0/1 loss, but for Hamming and ranking losses the optimal result is for tag k, i.e., argmax b∈{0,1} p(
We also analyze the effect of increasing the beam width used in beam search to determine the tag ordering on the classifier performance. Figure 6 shows the performance of PCCs with The test time inference is done by exhaustive enumeration of all possible labels. There is no clear pattern with varying beam width for subset 0/1, Hamming and ranking losses. However, negative loglikelihood, in general, is non-increasing with increasing beam width, especially for larger widths. This confirms that beam search using KTA as the scoring function is successful at finding orderings that lead to improvements in negative log-likelihood; as the amount of search done by beam search increases, better orderings are found.
7.2 How does beam search for inference compare to the approximate inference method of Dembczyński et al. (2012) ?
The results are shown in Table 2 , using a beam width of 15 in beam search inference. The inference method of Dembczyński et al. (2012) with = 0 and = 0.5 corresponds to exact inference and approximate inference with greedy search respectively. The beam search for inference performs better than the approximate inference method for both = 0.5 and = 0.25 on the subset 0/1 loss. For Hamming and ranking losses, it performs slightly worse than the approximate inference method with = 0.25. In all the cases, exact inference ( = 0) outperforms both the beam search inference and the approximate inference method with > 0 as expected.
We conducted a Friedman test with Bonferroni-Dunn post-hoc analysis to evaluate the statistical significance of the results. The critical values for four classifiers at 5 % and 10 % significance levels are 2.394 and 2.128 respectively, and the corresponding critical differences are 1.784 and 1.586 respectively (Demšar 2006) . For subset 0/1 loss, the difference in Table 2 Test set performance of PCCs with beam search inference and approximate inference method of Dembczyński et al. (2012) average ranks between PCC/b = 15 and PCC/ = 0.5 (greedy search) is 3.75−2.17 = 1.58, which is slightly less than 1.586 as needed for statistical significance at 10 % level. For Hamming and ranking losses, the differences in average ranks are not statistically significant. We conclude that the experimental results are not sufficient to make any statistically significant statements regarding the performance of the inference methods.
7.3 Does learning to order tags improve the performance of PCCs when compared to PCCs trained using a random or predefined ordering?
The results are shown in Table 3 . We use the notation PCC/O/I to denote variants of PCC where O ∈ {or, 1, 5, 15} is used to denote the tag ordering determined by beam search with b = 1, 5 or 15 and the original tag ordering in the data sets (or), and I ∈ {1, 5, 15} is used to denote the beam width (b = 1, 5 or 15) used in inference. All variants of PCC outperform binary relevance for the subset 0/1 loss. Note that PCC/or/1 is the variant of PCC which uses the original tag ordering in the data sets and greedy search for inference, i.e., beam search with b = 1. All variants of PCC that use beam search for inference and/or beam search to determine the tag ordering outperform, or are on par with, PCC/or/1. This result demonstrates the advantages of using beam search for PCCs.
On a majority of the data sets, variants of PCC that use beam search to determine the tag ordering using KTA as the scoring function give the best results. For Hamming and ranking losses, binary relevance is a strong baseline and outperforms PCCs on average, especially for ranking loss, confirming the results reported by Dembczyński et al. (2010) . Nevertheless, PCCs using beam search to determine the tag ordering perform, on average, better than PCCs that use the original tag ordering.
We conducted a Friedman test with Bonferroni-Dunn post-hoc analysis. The critical values for nine classifiers at the 5 % significance level is 2.724, and the corresponding critical difference is 4.307 (Demšar 2006) . For subset 0/1 loss, the differences in average ranks between the pairs (BR, PCC/1/5), (BR, PCC/5/5) and (BR, PCC/5/15) are statistically significant. However, the differences in average ranks between the pairs (BR, PCC/or/1), (BR, PCC/or/5) and (BR, PCC/or/15) are not statistically significant. We conclude that using beam search for both inference and learning leads to statistically significant better performance by PCC. For Hamming loss, the differences are not statistically significant. For ranking loss, the performance of BR is statistically better than PCC/or/1, but not the other variants of PCC. Using beam search for inference and learning improves the performance of PCCs, and thereby makes differences between BR and PCC not statistically significant.
The beam search inference method is designed to minimize subset 0/1 loss, and not other loss functions such as Hamming and ranking loss. However, using beam search to learn the tag ordering leads to superior models for the conditional probability distribution p(y | x) when compared to those estimated by PCCs trained with a random tag ordering. To minimize loss functions such as Hamming and ranking loss, we can perform exhaustive inference, perhaps using sampling methods to make the computation tractable. Therefore, using beam search for learning the tag ordering has the potential to improve the performance of PCCs for not only subset 0/1 loss but also other loss functions. To support this argument, we compare the negative log-likelihood of PCCs trained with the ordering determined by beam search (PCC/15/15) and the original ordering (PCC/or/15). The results are shown in Table 4 . Five out of six data sets show an improvement in negative log-likelihood for the PCCs trained using the beam search ordering. We conclude this subsection with an experiment where we train PCCs with orderings determined by sorting the tags based on (i) KTA and (ii) cross-validation error on the training set. The results are shown in Tables 5 and 6 . When compared to the results in Table 3 , we see that PCCs trained with orderings determined by beam search outperform, in the majority of cases, those trained with the heuristic of ordering tags by cross-validation error. We trained ensemble PCCs (EPCC) (Dembczyński et al. 2010 ) using a set of 15 random orderings and compared their performance with PCCs trained using the ordering estimated by the beam search method with b = 15 (PCC/15/15). The results are shown in Table 7 . Inference in all PCCs was done using beam search with b = 15. We also include results from an ensemble consisting of binary relevance (BR) and PCC/15/15. PCC/15/15 performed better than BR and the ensemble methods for subset 0/1 loss. Since BR does not perform well on this loss function, the combination BR + PCC/15/15 results in no improvement. For subset 0/1 loss, we conclude that PCCs trained using beam search for learning the tag ordering perform best. For Hamming loss, there is no major difference in performance on the large data sets Enron, Medical and Genbase. On two of the other three data sets, either PCC/15/15 or BR + PCC/15/15 performs better than EPCC. We therefore conclude that for Hamming loss, there is no significant gain from using an ensemble method with random orderings (EPCC). For ranking loss, BR + PCC/15/15 performs better than EPCC on four out of six data sets, and either plain BR or BR + PCC/15/15 performs better than EPCC on five out of six data sets. Therefore, for ranking loss also, there is no significant gain from using EPCC.
These findings contradict those in Dembczyński et al. (2010) , where EPCC was found to perform better than competing methods. We believe that using regularized logistic regres- sion as the base classifier boosts the performance of binary relevance as well as of PCCs, minimizing the potential gain from ensembles. We conducted a Friedman test with Bonferroni-Dunn post-hoc analysis. The critical values for four classifiers at 5 % and 10 % significance levels are 2.394 and 2.128 respectively, and the corresponding critical differences are 1.784 and 1.586 respectively (Demšar 2006 ). The differences in performance above between PCC/15/15 and both ensemble methods, EPCC and BR + PCC/15/15, are not statistically significant. 7.5 How does the choice of feature representation affect the performance of PCCs?
We compare the performance of PCCs trained with concatenated features (Table 3) and cross-product features (Table 8 ). The relative performance of different algorithms is similar We conducted a Friedman test with Bonferroni-Dunn post-hoc analysis to evaluate the statistical significance of results in Table 8 . The critical values for nine classifiers at 5 % and 10 % significance levels are 2.724 and 2.498 respectively, and the corresponding critical differences are 4.307 and 3.95 respectively (Demšar 2006) . For subset 0/1 loss, the differences in average rank for the pairs (BR, PCC/1/5), (BR, PCC/5/5) and (BR, PCC/5/15) are statistically significant, similar to the findings with concatenated features. Furthermore, both PCCs with the original tag ordering perform statistically significantly better than BR at the 10 % significance level. Recall that the differences in average rank for the pairs (BR, PCC/or/1), (BR, PCC/or/5) and (BR, PCC/or/15) are not statistically significant with concatenated features. For Hamming and ranking losses, the findings are similar to those with concatenated features.
Conclusions
Empirical results clearly demonstrate the benefit of using beam search for test time inference, and for learning a good ordering of tags. We believe that these are important extensions to probabilistic classifier chains. We summarize the main conclusions from our experiments below.
(i) We did not find statistically significant differences between beam search inference and exact inference or the approximate inference method of Dembczyński et al. (2012) . Nevertheless, when compared to exact inference, our beam search inference is computationally tractable. (ii) Experiments show that using beam search for both inference and learning leads to statistically significant improvements in the performance of PCCs when compared to binary relevance for subset 0/1 loss. However, for Hamming and ranking losses the differences in performance are not statistically significant. (iii) We did not find statistically significant improvements from using ensemble methods.
We believe this is due to using fine-tuned regularized logistic regression as the base classifier, and to using the beam search method for inference and learning the tag ordering in PCCs. (iv) Experiments with cross-product features resulted in statistically significant improvements in the performance of PCCs when compared to binary relevance for subset 0/1 loss, even when the PCCs were trained with the original tag ordering but used beam search for inference. By contrast, PCCs trained with concatenated features and the original tag ordering did not achieve statistically significant gains, thereby providing evidence for the benefit of using cross-product features in PCCs, at least when optimizing the subset 0/1 loss.
