Abstract. Liquid crystalline polymers have been extensively studied in shear starting from an equilibrium nematic phase. In this study, we explore the transient and long-time behavior as a steady shear cell experiment commences during an isotropic-nematic (I-N) phase transition. We initialize a localized Gaussian nematic droplet within an unstable isotropic phase with nematic, vorticity-aligned equilibrium at the walls. In the absence of flow, the simulation converges to a homogeneous nematic phase, but not before passing through quite intricate defect arrays and patterns due to physical anchoring, the dimensions of the shear cell, and transient backflow generated around the defect arrays during the I-N transition. Snapshots of this numerical experiment are then used as initial data for shear cell experiments at controlled shear rates. For homogeneous stable nematic equilibrium initial data, the Leal group [4, 5, 6 ] and the authors [12] confirm the Larson-Mead experimental observations [7, 8] : stationary 2-D roll cells and defect-free 2-D orientational structure at low shear rates, followed at higher shear rates by an unstable transition to an unsteady 2-D cellular flow and defect-laden attractor. We show at low shear rates that the memory of defect-laden data lasts forever; 2-D steady attractors of [4, 5, 12] emerge for defect free initial data, whereas 1-D unsteady attractors arise for defect-laden initial data.
structure, followed by transient, defect-laden structure. These features were modeled successfully by the Leal group [4, 5, 6] and later by our group [12] , each with models that represent second-moment closure approximations of the Doi-MarrucciGreco theory for nematic polymers coupled to the Navier-Stokes equations in two space dimensions.
The experiments and model simulations assert specific initial data and boundary anchoring conditions: vorticity-aligned (so-called logrolling) orientation at the plates, and a uniform nematic equilibrium in the interior of the shear cell, matching the logrolling wall alignment. Here we are interested in how sensitive the experiments are to initial data; this study is motivated by material processing conditions which would naturally present heterogeneous initial data. Rather than fabricate different initial data, we choose to simulate the isotropic-nematic phase transition beginning from a small seed of the nematic phase (a localized Gaussian droplet) in the middle of the cell, at a rod concentration where the nematic phase is the unique stable equilibrium, whereas the rest of the interior of the cell is in the unstable isotropic phase, and the logrolling nematic phase is imposed at the walls with a smooth boundary layer to match the isotropic interior. This data, inspired by [9] , is simulated without imposed flow, following the orientation tensor model of DoiMarrucci-Greco. Snapshots of the texture are then stored to initialize a sequence of data to perform the shear cell experiments. The dynamics of this simulation are interesting in their own right, with a remarkable array of 2-D defects and backflow created in the transient passage to a spatially uniform equilibrium nematic phase.
The initial data is constructed as follows. The orientation tensor Q is the traceless part of the second-moment tensor M of the orientational probability distribution f (m, x, t). Following Yang et al. [12] , we monitor disordered phases by level sets of the local defect metrics d 1 − d 2 and d 1 − d 3 . If s > 0, the local phase is ordered, with a uniquely defined principal axis of orientation given by the norm 1 eigenvector of d 1 , called the nematic director. If s = 0 and β > 0, this corresponds to an oblate defect, for which the principal axis of M is the circle spanned by the eigenvectors of the multiplicity two, largest eigenvalue d 1 . If s = β = 0, d 1 has multiplicity 3, all directions of rod orientation are equally preferred, which is the isotropic phase. We emphasize that these order parameter defect metrics are locally defined, and therefore easily monitored by level sets, which in our graphs are color coded so that the zero level sets of d 1 − d 2 (oblate defect metric) and d 1 − d 3 (isotropic defect metric) are visible. (The authors note that a gray scale instead of a rainbow scale is used in black and white prints, where the darkest domains are defects and the lightest domains are strongly ordered. )
We now turn to the traditional focus on the topology of defects. We caution that while most attention to defects has centered on topological winding numbers, isotropic and oblate disordered phases can occur in homogeneous and 1D structures, where the physical dimension does not support closed curves and topology! Furthermore, once topological defects annihilate or when they are spawned, order parameter metrics evolve smoothly and continue to reveal domains of local disorder. We refer to [12, 13] for more detailed illustrations and examples.
It is well established that all degree ± 1 2 topological defects, based on the winding number of the principal axis defined by d 1 , have cores within which d 1 has multiplicity 2 (oblate cores) or 3 (isotropic cores). Our initial data therefore begins from a large isotropic domain with a small nematic uniaxial equilibrium droplet whose principal axis is vorticity-aligned, in agreement with the wall anchoring condition. Note this initial data has trivial topological degree, but the structure is nontrivial from the point of view of ordered and disordered phases. As the nematic droplet expands into the isotropic phase, it does not do so as an expanding 2-D circular domain. Rather, Figures 2 -4 show a sequence of snapshots of the structure.
2. Governing equations. The fundamental kinetic theory of rod-like macromolecules in a viscous solvent is developed by Doi and Hess, in which the dynamics of these molecules is described by the orientational probability distribution function (PDF). Instead of working with the full PDF, Doi, Marrucci and Greco derived closure models for the second moment tensor M coupled to the flow equations, which we adopt for this paper to make contact with our recent study for homogeneous initial data [12] . The orientation tensor Q is defined as
where <> indicates averaging with respect to the PDF. We refer to [1, 12] for detail of the model and an historical literature review. 2.1. Flow-orientation equations and non-dimensionalization. As in [12] , we consider a shear cell between two shearing plates at y = −1 and y = 1, moving at the same speed but in opposite directions: V plates = [±v 0 , 0, 0]. Thus, the velocity field is assumed to be a simple linear shear initially, as shown in Figure 1 . We assume periodicity in the vorticity(z) direction and homogeneity in the flow(x) 1 0.8 direction. Because of these simplifications, all velocity components, pressure, and tensor components are computed as functions of y, z, t, as we will discuss in the next section. Thus, all simulation snapshots are presented in the y-z plane (the vertical plane in Figure 1 ). The DMG model is nondimensionalized using the gap depth 2h (h=1 in Figure 1 ), the nematic rotational diffusion time scale t n , and the characteristic stress τ 0 = ρh 2 t 2 n , where ρ is the density of the nematic polymer liquid. The dimensionless velocity, position, time, stress, and pressure variables become:
The speed v 0 at which the plates are moving and the depth of the gap defines a bulk flow time scale t 0 = 
where Re is the solvent Reynolds number; the solvent viscosity is η; α measures the strength of entropy relative to kinetic energy; c is the number density of rod molecules; k is the Boltzmann constant; T is absolute temperature; Er is the Ericksen number which measures the ratio of viscous stresses to stresses arising from Frank distortional elasticity; l is the persistence length and N is the dimensionless rod volume fraction and dimensionless concentration of nematic polymers;
1 µi , i = 1, 2, 3 are the three nematic Reynolds numbers, themselves dependent on the three shape-dependent viscosity parameters due to the polymer-solvent interaction, 3ckT ζ i , i = 1, 2, 3 . In the next section, we give the model equations based on these non-dimensionalized variables and drop the˜. Note that the values of these parameters are provided in Table 1 .
2.2.
The Doi-Marrucci-Greco (DMG) model. The dimensionless flow (NavierStokes) equation and the extra stress constitutive equation are given by:
where
is the symmetric part of the velocity gradient tensor, also known as the rate of strain tensor. a is a dimensionless parameter depending on the molecular aspect ratio r of spheroidal molecules:
The short-range excluded volume effects are captured by
where N is a dimensionless concentration of nematic polymers, which controls the strength of the mesoscopic approximation, F (Q), of the gradient of the Maier-Saupe potential.
The orientation tensor equation is
The physical boundary conditions for the no-slip velocity at the plates are scaled to
whereas periodic boundary conditions are imposed in the vorticity (z) direction. The above equations are solved by an effective spectral-Galerkin method [10] and we refer the reader to [12] for more details.
3. The isotropic-nematic transition from a small Gaussian droplet in the center of a square domain.
Spatio-temporal simulation of the isotropic-nematic transition (De =0).
We first show data arising from a simulated isotropic-nematic phase transition. The initial condition at t=0 is shown in Figure 2 as discussed before. At the center of the drop and the two plates, the orientation tensor Q has the following representation:
where s 0 = 0.809 corresponds to the equilibrium order parameter value at N = 6 and n 1 is along the vorticity direction (z-axis). From the center of the drop, the major director is fixed while the order parameter s decays to 0 exponentially:
To avoid anomalous behavior due to a discontinuity at the walls, we likewise introduce a smooth but sharp boundary layer at each plate, where the order parameter s in equation 1 decays linearly from .809 at the walls (y=+1 or -1) to s=0 over a distance of .05 in normalized units. Figures 3 and 4 provide snapshots at t=2.5, 4 and 15 of the dynamics of the I-N transition for this data, illustrating a highly heterogeneous depletion of the unstable isotropic domain. The morphology is described with a combination of Figure 2 . Color-coded isotropic defect metric d 1 − d 3 and oblate defect metric d 1 − d 2 (note that in black and white prints, the darkest domains are defects, while the lightest domains are strongly ordered) of a nematic drop in an unstable isotropic environment at t=0 with a vorticity-aligned nematic equilibrium at the walls (y = ±1), and a smooth transition to the isotropic phase over a layer of depth .05 at each wall. Note that isotropic domains yield positive tests for both metrics. Subsequent figures show oblate defect domains, which fail the isotropic metric test. local metrics that detect and resolve the defect cores, then given a positive test, we print snapshots and determine topology from nonlocal winding number of the principal axis of the second moment tensor M. In Figure 3 , column 1 gives snapshots of major director topology superimposed with the color coded isotropic defect metric d 1 − d 3 , while column 2 shows the orientational ellipsoids superimposed with the oblate defect metric d 1 − d 2 across the 2-D domain, which gives full orientation space information in each snapshot. Comparing the two representations, we glean all morphology features: 1. defect topology, where the ovals surround +1/2 degree defects while the rectangles surround -1/2 degree defects; 2. the nature of the defect core, where dark blue (dark gray in black and white) domains in the left column detect isotropic cores while lighter blue (light gray in black and white) on the left with dark blue on the right detect oblate cores; as well as 3. domains of relative disorder which would fail any topological metric. Again, the authors note that a gray scale is used in black and white prints.
Because of the non-uniformity of the initial and boundary data and the geometry of the computational domain, the I-N transition is far from boring. Isotropic domains separated from the nematic walls and Gaussian droplet simply follow the linearized growth rate and by t=2.5 most of the cell has saturated into the nematic equilibrium. However, several small domains of disorder persist at t=2.5, which still pass the test for isotropic cores and for which the nonlocal topological degree is +1/2 and -1/2 in equal proportion. The evolution from t=2.5 to t=4 is intriguing: one finds nearly stationary director morphology and therefore stationary topology across the cell, whereas the defect cores transition from isotropic (complete disorder) to oblate (partial disorder). We also observe coalescence of local domains of disorder. After t=4, the isotropic domains are completely gone, whereas the t=15 snapshot reveals that topological defects and oblate cores are still prevalent. We caution that the resolution of ellipsoids is rather sparse (higher density prevents visibility of individual ellipsoids). As a result, it is likely that the ellipsoid figure misses the actual defect core since the zero level set of either metric may not have been sampled. By t = 80, the nematic transition is complete, giving a uniform nematic equilibrium in the cell that matches the vorticity-alignment of the walls.
Backflow generated by the I-N transition. Since the initial data is heterogeneous, and the morphology during the I-N transition is laden with defects, these spatial gradients are seen from formula (5) to create distortional stresses which in turn generate flow as seen from the momentum equations (4). In Figure 4 we show the secondary flow field (v y , v z )(y, z) at times t=2.5, 4, 15. This transient backflow for De=0 has an order of magnitude 10 −2 , which is a factor of 10 stronger than stationary roll cells at De=1.5 for homogeneous initial data!
In the next section, we show results of simulations of the full 2-D flow-nematic inital-boundary value problem, for initial data shown in Figures 2 -4 . We only show the results for De=1.5 since they provide the long-lived dependence on initial data. Suffice to say that for De=3.5 the simulations show that by t=400 normalized time units (set by the rotational relaxation rate of the rod-like macromolecules) the 2-D space-time attractor reported in detail in [12] has been reached for each initial condition. This attractor is transient with irregular dynamics and complex fluctuating morphology, so what we mean is that the basic space-time features are similar for each simulation at De=3.5. There is nothing special about De=3.5, since a wide range of Deborah numbers sufficiently greater than De=1.5 yield similar attractors. Thus a sufficiently strong shear destroys the dependence on initial data. Another way to state this result is that there appears to be a unique space-time attractor for a range of Deborah numbers including De=3.5; quite disparate data converge to the same attractor, indicating loss of memory of defect-laden initial data on computational timescales. This result will be shown to not prevail for De=1.5.
3.2.
Commencement of shear from I-N transition snapshots. In [12] , for uniform nematic initial data with logrolling anchoring at the shear plates, the De=1.5 attractor consists of stationary 2-D roll cells (in the secondary flow (v y , v z ) transverse to the primary flow component v x ) with a modulated 2-D director morphology in the y-z computational domain. If we allow the I-N evolution of Section 2 to run for long enough (t > 100) until the secondary flow is negligible and the defects have disappeared, then upon commencement of the motion of the plates, we recover this 2-D attractor, which is omitted to save space. This result is insensitive to noisy 2-D perturbations in the initial data. As motivated in the Introduction, we now consider the same shear experiment at De=1.5 but with initial data taken from the t=0, 2.5, 4, 15 snapshots of Section 2. We find that all of these initial data, which possess significant defect morphology, converge to the same attractor. Thus, we report the evolution for only one initial data, that of the t=0 snapshot, and omit the rest to save space.
3.2.1.
Shearing the t=0 snapshot of the I-N transition simulation. In running these numerical experiments, we discovered a remarkable consequence of the symmetries of the t=0 data of Figure 2 . The data consists of a perfectly circular nematic Gaussian droplet in the center of the square domain, with reflection-symmetric boundary layers at each plate. When we simulate this data, our code preserves reflection symmetry in all directions. This turns out to constrain the evolution in a dramatic fashion, as shown in Figure 5 . Namely, the simulation converges to an unsteady attractor with four stationary roll cells symmetrically organized in the square domain, and topological defects trapped between the plates and in the updrafts and downdrafts between neighboring roll cells. Remarkably, the topology of these defects fluctuates between ± 1 2 while their cores fluctuate between oblate and isotropic with a period of about 12 time units. Any perturbation that breaks the symmetry leads to unpinning of these roll cells and defects, and convergence to the attractor we show next. This result underscores the necessity to add asymmetric noise to any exquisitely symmetric initial and boundary data, which we do in the remaining simulations.
3.3.
Shearing the t=0 snapshot of the I-N transition simulation plus asymmetric noise. With De=1.5, we start the steady shear experiment with the t=0 data of Figure 2 and random spatial noise added. We first present transient behavior before showing the eventual attractor because it has novel defects and dynamics that are markedly different from the evolution in Figure 5 and results for homogeneous nematic initial data reported in [12] . Figure 6 shows snapshots of the early evolution at t=2 and 7 of the degree of order across the shear cell, employing the level sets of the isotropic (d 1 − d 3 , left column) and oblate (d 1 − d 2 , right column) defect metrics. The nematic order in the plate boundary layers and droplet are spreading, and the unstable transition of the isotropic domain is evident. At t = 2, the isotropic metric shows there are no isotropic domains remaining, while the oblate metric shows an oblate strip near each plate and an oblate ring forms around the growing nematic drop. At t=7, the oblate defect strips and ring have pinched off to create oblate droplets as the nematic phase invades these disordered domains. The number of oblate drop domains that form is a consequence of the aspect ratio of the cell and the initial location of the mother droplet.
Next we move forward about 70 time units, shown in Figure 7 , where we also focus on director morphology metrics and secondary flow. The novel features are: 2. The charge − 1 2 defects have isotropic cores at t = 70.9 and oblate cores at t = 71.25, whereas the + 1 2 defects have oblate cores at t = 70.9 and isotropic cores at t = 71.25! We remark that in our earlier studies and those of Leal's group, both from uniform nematic initial data, isotropic cores were never detected. 3. There are two small satellite roll cells between the isotropic cores and the plates in both snapshots. These two small cells together with the larger interior cells create a quadrupolar flow structure that apparently causes a stronger degree of disorder in the core. 4. Between snapshots, the two satellite roll cells translate along the plates, leading to the oscillation of the cores without modifying the basic defect topology. Figure 6 . De=1.5. Order and disorder metrics of the weak shear evolution at Deborah number 1.5 from the Gaussian nematic droplet plus random noise, presented in terms of color-coded level sets of the isotropic defect metric (d 1 − d 3 , left column) and oblate defect metric (d 1 −d 2 , right column) at t=2 and t=7. These metrics reveal the original unstable isotropic domain is completely gone, mostly replaced by the stable nematic equilibrium. The remnants of the initial data at t=2 consist of oblate defect walls and an oblate defect ring, which then break up and pinch off oblate droplets by t=7.
5. Unlike Figure 5 , where this defect oscillation phenomenon persists for hundreds of time units, the broken symmetry of Figures 6 and 7 leads to a transition out of these metastable states around t=300. Destabilization of the 2-D flow-orientation structure and convergence to a 1-D unsteady attractor. We now show the remarkable coarsening transition from 2-D flow and orientation to a 1-D unsteady attractor. The breakup process is illustrated through a series of snapshots in Figure 8 starting at t=360. We superimpose the secondary flow structure (v y , v z ) and the oblate defect metric, which shows the disintegration of the four roll cells along with the breakup, migration and dilution of the oblate defect domains. We emphasize that the level sets of the oblate defect metric reveal the dynamics and structure of the degree of order in the shear cell irrespective of whether the defect topology is trivial, complex, or changing. Figure 8 shows the defect merger and coarsening process, which is facilitated by the breakup of the roll cell structure from Figures 6 and 7 . The flow sweeps the oblate defect domains toward one another, leading to strong deformation and merger into one oblate domain and eventually, by t=388, disappearance of all disordered domains. Meanwhile, the flow has transformed into a large but weak central cell and two cells in the top right and lower left corners. Note that this breakup process clearly breaks reflection symmetry with respect to z, and also is weakly asymmetric with respect to y. The simulation of Figure 5 does not seed these asymmetries, and thus this breakup process is prevented. Figures 9 and 10 show the longtime behavior after the 2-D flow and orientation behavior has disappeared. The z-gradients of all computed quantities are essentially zero, leaving only y-dependent flow and orientation. Likewise, the "vertical" flow component v y is reduced to O(10 −8 ), whereas the vorticity component v z is small but non-negligible with amplitude O(10 −3 ), the same strength as roll cells from [12] . Figure 9 shows a series of snapshots of the orientation ellipsoids across the plate gap. One observes a kayaking orbit at each gap height, where the principal axis rotates around the vorticity (z) axis. One also observes a longwave spatial modulation that oscillates with the period of the central kayaking orbit. When the mid-gap returns to vorticity alignment, the entire cell is nearly uniformly aligned. Figure 10 shows the remarkable unsteady nature of the flow field. Note that the nonlinear measure of the primary shear flow, v x − v x (t = 0), switches in time from positive to negative in each half of the shear gap. This means the concavity of the flow profile v x (y, t) oscillates in time. Likewise, the vorticity component v z changes signs, implying a sloshing motion that is correlated with the longwave kayaking motion in the orientational configuration field.
To our knowledge, this is the first observation of bi-stable attractors in 2-D space-time studies of shear cell experiments. Both attractors have been confirmed to be stable to random 2-D perturbations. These are not the first evidence of bistability in sheared nematic polymers. Indeed, these results are reminiscent of bistable monodomain attractors in imposed simple shear [14, 15] . We also note that the in-plane 1D attractors in [16] arise for in-plane anchoring, whereas kayaking 1D attractors arise for logrolling or vorticity-aligned anchoring considered here. These 1D results are consistent with the monodomain phase diagrams in [14] and [15] , which show tumbling and wagging orbits that are stable for confined in-plane orientation yet unstable to kayaking orbits in the full orientational space. It would be interesting to confirm that the 1-D attractors of [16] are unstable if the anchoring conditions are shifted even marginally out of the shear plane, breaking the in-plane symmetry.
4. Conclusion. In this paper, we revisit the liquid crystalline polymer shear cell simulations of Leal et al. [2, 3] and Yang et al. [12] , which both emulate the Larson-Mead experiments on roll cell formation [7, 8] . The sole purpose of the present paper is to explore what happens in these shear cell experiments if the initial data is non-homogeneous and defect-laden, with identical boundary conditions as previously reported. Our expectation was to determine a finite memory timescale of the initial data, measured by a delayed convergence to these previously reported attractors at low and intermediate Deborah numbers (normalized shear rates). We choose data arising from an isotropic-nematic phase transition, which contains a complex mixture of isotropic and nematic domains, and for early times replete with disordered defect domains. As shown in the Figures and descriptions of them, however, the memory of the initial data is effectively infinite at low Deborah numbers; at higher Deborah numbers where the 2-D attractors are unsteady and irregular, all data converge to the previously reported space-time attractors. We have shown that shearing of defect-laden initial data seeded with random spatial noise to break arbitrary symmetries of the initial data, converges eventually to a 1-D unsteady attractor. This 1-D attractor is highlighted by a kayaking orientational dynamics at each gap height, where the principal axis rotates around the vorticity alignment of the plates, with increasing amplitude of rotation from plate to mid-gap. The flow is likewise 1-D, with an oscillating nonlinear primary shear component v x and a weak but non-negligible vorticity component v z that likewise oscillates in sign. Together, these flow components create a slow sloshing motion in the shear cell synchronized to the kayaking orientational structure. Thus, either there are bi-stable attractors in the shear cell experiment at low Deborah numbers, or we must go to full 3-D spatial resolution and physical boundary conditions in the shear cell where we may find that 3-D perturbations alter these predictions. To
