ABSTRACT Network coding has been investigated to improve the data transmission performance of wireless sensor networks (WSNs), and reduce data redundancy in data centers. In recent years, the amount of sensor data transmitted to data centers for analysis has increased dramatically, and traditional transmission schemes have encountered problems due to low transmission efficiency under conditions with massive data transmission. These problems are caused by the use of multiple codecs (including several coding and recoding codecs at the sensor nodes, one for decoding at the data gateway, one for coding for redundant storage and one for decoding to obtain original sensor data) and inefficient decoding processes. To solve these problems, we present an integrated fast data transmission scheme based on network coding. We consider the data transmission of WSNs and storage at data centers simultaneously so that codecs at data gateways can be avoided, and the encoded data can be stored directly in data centers. Furthermore, we design a gradient constraint flooding protocol based on network coding for data-intensive WSNs, and implement a fast, parallel decoding scheme for the data center. Our experimental results show that our scheme has the better performance in terms of rapid data delivery and decoding speed than traditional schemes.
I. INTRODUCTION
Since the start of the big data era, a large amount of data have been collected in wireless sensor networks (WSNs) [1] and transmitted to data centers for analyses. In the conventional transmission model, fast data transmission and redundant storage are studied separately. To ensure the fast delivery of sensor data in harsh environments, various types of data encoding are usually performed [2] - [5] . In particular, we use the network coding scheme proposed by Ahlswede et al. [6] . Many researchers have shown a strong interest in this area [7] - [9] . Meanwhile, different redundant storage strategies are used in data centers to facilitate data disaster recovery [10] , [11] . Strategies based on network coding have
The associate editor coordinating the review of this article and approving it for publication was Arun Prakash. lower repair overheads under the same level of redundancy. Therefore, this type of storage scheme has been widely studied [12] - [14] .
As the amount of data in WSNs continues to grow, data delivery time (which refers to the time it takes from the data being collected and transmitted until it can be analyzed at a data center) has increased dramatically. There are several reasons for this. First, conventional transmission schemes do not combine data transmission and redundant storage, which results in the use of multiple codecs in the process of data delivery. Second, both the number and the variety of data that need to be collected in WSNs are increasing rapidly. A large number of multipath coding routing protocols have been studied to solve this problem [15] , [16] , however, these traditional protocols are more suitable for sparse data, as they cannot fully mix dense sensor data. Once a packet is lost, there are many retransmissions. Third, the size of the coding coefficient matrix and the coded data matrix both increase dramatically as the number of nodes in an WSN increases, which results in long decoding times. Parallel LU decomposition is an effective means of achieving large-scale matrix decoding [17] , [18] . A general discussion of LU decomposition and the handling of linear systems on parallel computers can be found in [19] , [20] . However, these studies focus on parallel processor-based computing, and there many other issues that need to be considered when running this algorithm in data centers where servers are the smallest unit, such as reducing the exchange of data between servers, understanding the relationship between decoding speed and the number of servers required for decoding, and the format used to store coded data on each server.
Inspired by the above observation, we investigated fast data transmission schemes for WSNs, and propose a novel integrated fast network coding scheme (IFNC). We use network coding as the coding scheme and storage scheme at the same time. The redundant storage scheme for a data center will guide how sensor data are encoded by the WSN. In other words, the format in which sensor data are propagated across the WSN is similar to the format in which they are ultimately stored at the data center. Hence, the data encoded by WSNs do not need to be decoded by the data center gateway, or reencoded according to the storage method used by a data center, but rather can be stored directly. To further accelerate data delivery, we investigated a routing protocol based on network coding for data-intensive WSNs and parallel decoding schemes based on network coding.
The main contributions of this paper are as follows. First, we propose IFNC, which combines network transmission with data storage using network coding. The sensor data are coded on each relay node by network coding, and the specific coding method is determined according to the storage redundancy of a data center and the network environment. After being transferred to a cloud storage center, the coded data are stored directly on servers, without any processing. Second, we propose a gradient constraint flooding protocol (GCF), which is designed for data-intensive WSNs using network coding. We use the eavesdropping characteristics of wireless channels to establish the gradient model. The gradient information for each node guides the transmission of the gathered data, without establishing routing paths. In the meantime, gathered data can be fully mixed. Finally, we propose a fast parallel decoding scheme (FPD), which is designed to decode network encodings. We use LU decomposition to speed up decoding and implement the method in parallel at a data center. We regard the server as the minimum calculation unit. We further analyze the impact of the number of servers, the types of encoded data, and the sizes of the data matrixes on the decoding time.
The remainder of this article is organized as follows. In Section II, we explain our motivation and main resolution method (IFNC). In Section III, we propose the GCF for data-intensive WSNs using network coding. In Section IV, we propose FPD and analyze it. In Section V, we outline our simulation results. We summarize our work in Section VI.
II. MOTIVATION AND PROPOSED METHOD DESIGN A. MOTIVATION AND STUDY
In most existing transmission models of WSNs, data transmission and redundant storage are studied as two separate components. Data encoding schemes are adopted to ensure fast delivery in WSNs, and redundant storage strategies are adopted to achieve disaster recovery. However, as described in Section I, the conventional model requires multiple codecs. As shown in Fig. 1a , there are two stages from data collection to data analysis. The first stage takes place in the WSN: the data are collected and encoded by the sensor nodes. The second stage takes place at the data center, where the encoded data are decoded into the original data after arriving at the gateway to the data center. Then the original data are used to generate redundant data and stored in different servers according to a data centers storage policy. When a center needs to perform operations on the data, it collects data scattered on different servers and decodes them prior to analyses. Thus, there are multiple encoding operations and two decoding operations in this process, which requires a lot of computing resources and is unsuitable for data processing tasks with high real-time requirements. 
B. MAIN CONCEPT OF THE PROPOSED METHOD
To solve the problem of multiple unnecessary encoding and decoding operations during transmission and storage, the key is to combine the data transmission in the network with the redundant storage at the data center. Based on this idea, we propose IFNC. The implementation of this scheme is shown in Fig. 1b .
We use network coding for both WSN transmission and data center storage, which makes it easy to integrate these two parts. On the one hand, we adopt random linear network coding (RLNC) in the WSN so that sensor data can be mixed well with data at intermediate nodes. On the other hand, we use the MSR encoding method, which satisfies the MDS property. Then we employ a unified data format that allows the encoded VOLUME 7, 2019 sensor data to be stored directly at a data center, without decoding. In other words, the coding for redundant storage is completed in the WSN, and sensor nodes share computing tasks with a data center, without increasing the number of calculations required. To the best of our knowledge, this is the first study to propose a coding scheme that integrates network transmission into data storage.
In our scheme, there are still two problems that need to be solved. First, a routing protocol is required for dataintensive WSNs using network coding, which needs to take into account the storage scheme at a data center. Second, a fast-parallel decoding scheme should be designed for the data center. There is also the requirement to meet streamoriented computation at the data center. We outline our solutions in the following sections.
III. GRADIENT CONSTRAINT FLOODING PROTOCOL IN THE WSN BASED ON NETWORK CODING
In this section, we describe our GCF. The proposed protocol can achieve fast data delivery in data-intensive WSNs. Furthermore, as the routing protocol working under the transmission scheme is introduced in Section II, the data redundancy of the data center is also considered.
A. LIMITATIONS OF EXISTING WORKS
WSN encounters problems due to unstable network transmission in harsh environments. Network coding provides an appropriate approach for addressing these problems. In network coding schemes, each node forwards the packet, and recodes it. The advantage of recoding at intermediate nodes is that the data from different nodes can be mixed. The better the mixing, the more reliable the data. Moreover, the sensor nodes are scattered everywhere and there are several sensor nodes that need to upload data at the same time. Therefore, a multi-source multipath routing protocol is required to gather sensor data, and this must be intersectable to ensure that the data can be mixed fully during transmission.
However, most traditional multicast protocols (tree-based multicast, grid-based multicast, stateless multicast, and hybrid multicast) only focus on single-source multidestination nodes or disjoint multipath protocols. To apply network coding to WSNs, a method based on Steiner trees maximum leaf nodes-minimum Steiner nodes (MLMS) was proposed by Jun [15] . Jun regards a data center as the root of a tree and a sensor node as a forwarding node or a leaf node. However, MLMS is only suitable for sparse sensor data. In the case of dense sensor data, the number of packets that needs to be forwarded increases dramatically, which leads to the premature death of intermediate nodes. One may think that using data flooding would be the most effective solution as this strategy can ensure the full mixing of data. However, such flooding methods cannot control the number of packets sent across WSNs, particularly the final coded packets received by the sink node, which results in a huge waste of bandwidth. Therefore, flooding will be effective if it is applied under certain constraints.
B. GRADIENT CONSTRAINT FLOODING PROTOCOL
To overcome the limitations mentioned above, we propose GCF to improve the transmission efficiency of WSNs. Three main components of GCF are the selection of source nodes, recoding rules of intermediate nodes, and the termination rule.
1) SELECTION OF SOURCE NODES
In each data-gathering epoch, we need to select source nodes before gathering routes. Not all nodes can be selected as source nodes, as this would result in too many packets being sent across the network. However, nodes that are farther away from a data center will have fewer opportunities to participate in data mixing, and the loss of these data will result in decoding failures. Above all, if such edge nodes can be used as source nodes for data gathering, then all sensor data will be mixed optimally.
We use eavesdropping characteristics of wireless channels to identify edge nodes in WSNs. Each node has a gradient to indicate the distance to a data center, and gradient values are assigned after receiving the first control message. The assigned value is determined according to the information in the control message, and then each node forwards this control message, marked with its own gradient level. If any assigned node receives a control message with a higher level than itself, then it will be marked as a non-edge node. If a node receives a control message with a lower or the same level, it will not process the message. Fig. 2 shows the detailed partitioning method. The data center needs to grade the nodes in the network when data gathering begins. A grading control message marked Level 0 will be sent from the sink node. The first group of nodes that receives the message sets their gradient to Level 1 and marks the message with Level 1; then these nodes forward the control message. Then the other nodes receive control messages from nodes marked as Level 1, such as node #5, node #6, node #7, node #8. The nodes in this group will set their gradient to Level 2 and forward the control message marked Level 2. Due to the eavesdropping characteristics of WSNs, the nodes marked Level 1 will also receive control packets marked Level 2. These nodes do nothing but mark themselves as non-edge nodes because they have a lower gradient. At the same time, node #1, node #2, node #3, node #4 will also receive a control message marked Level 2. As this is the first time that they receive the control message, they set their gradient to Level 3. After a certain delay, the nodes in Level 3 will not receive any control messages marked with Level 4, so they will know that they are edge nodes. Each edge node will send the information about itself to the sink node, which will receive gradient classifications for the entire network and then broadcast the number of nodes in each gradient level to all nodes. The procedure is formulated as shown in Algorithm 1. After the steps outlined above are completed, all edge nodes will have been discovered, and they will start gathering data as source nodes.
Due to random linear network coding, the coding coefficients are generated randomly by the nodes themselves. Each source node writes its node ID and coding coefficients to the packet header, writes the encoded data to the data part of the packet, and indicates the gradient level of the packet. The encapsulated packet is broadcast, as shown in Fig. 2 , and only intermediate nodes with a lower gradient level than the data packet will process the data. These nodes may receive several encoding packets at the same time, so they need to recode all of the encoded packets received. The recoding process involves a linear combination of the coding coefficients of the packet header and the data, then the new ID and coding coefficient are attached. The process of recoding is shown in Fig. 3 ; node #6 recodes the packet after receiving the encoded packets from node #1, node #2, and node #3, whose gradient values are Level 3.
2) RECODING RULE FOR INTERMEDIATE NODES
In the previous section, we addressed the selection of the source node and the formation of the transmission path in the GCF. However, there is still a problem, namely, how many coded packets should be forwarded by the intermediate nodes. If too few recoded packets are forwarded, then a data center may not be able to decode the data. Conversely, if too We obtained the number of nodes at each gradient level using the grading method outlined in Section III.A, as well as the number of sensor nodes in the whole network. If the data at each sensor node are no longer fragmented, then each packet transmitted by the sensor node is represented by a row vector (including a coded coefficient vector and an encoded data vector). In our scheme, we adopt RLNC and select 256 to be the size of Galois field since previous studies [21] showed that when size of the Galois field is 256, probability of decoding these packets successfully at sink node is 99.6%. Assuming that the number of sensor nodes is N, the sink node needs to receive at least N coded packets to decode the data. To ensure that the data can be fully mixed in the gathering process, we specify that at least N packets should be transmitted between different gradients. Let be the number of packets that pass from gradient level (i−1) to the next level. Then, we have
where G represents the number of gradient levels in the network. In an ideal network, if there is no packet loss, the sink node can decode all of the data as long as it receives enough encoded packets whose number is equivalent to the number of nodes. Hence, the number of packets sent through different gradient levels can be expressed as follows,
where q i is the number of sensor nodes with gradient i. We specify the number of coded packets forwarded by each node in gradient level i as,
where S represents the network stability factor, which varies depending on the network, and R is the storage redundancy adopted by the data center. We use the MSR encoding method, which satisfies the MDS property at a data center. The method generates a redundant amplification
, where k is the number of storage servers used to store all coded packets in each data-gathering epoch, and the data on any k storage servers can recover the original data. As mentioned above, the sink node can decode normally when it receives P 0 = n i=1 q i coded packets in an ideal environment, so the number of coded packets that each storage server should store is
, where 1≤k≤n. When k approaches 1, the storage strategy will degenerate into duplicate redundant storage. When k approaches n, each node has the smallest storage burden, but this brings about additional communications overhead. This issue is discussed in Section IV.
3) TERMINATION RULE OF GCF
In the data gathering process, the sink node stores the coded packets in each time slot. When the number of coded packets in a certain slot exceeds nP 0 k × β NC , the sink node will not accept coded packets in this time slot, and the cached coded packets are forwarded to a data center. The data center selects n storage servers based on the storage load of the current storage cluster, and store these coded packets on the servers as evenly as possible (as shown in Fig. 4 ).
IV. FAST PARALLEL DECODING SCHEME AT A DATA CENTER BASED ON NETWORK CODING
In this section, we propose FPD for data centers, which can quickly decode gathered data. Then we analyze the proposed scheme from three perspectives.
A. LIMITATIONS OF EXISTING WORKS
The coded data stored on the storage servers cannot be used directly prior to decoding. However, no single storage server can decode the original data separately. According to the network coding strategy described in the previous section, coded data on at least k servers are required to decode the original data. There are two common decoding methods, the first being a single-machine Gaussian elimination scheme, which needs to pull all data into a single server to solve the equations. The other is parallel Gaussian elimination, which needs to transmit a huge number of coding coefficients and coded data between k storage servers. Neither of these methods is ideal.
LU decomposition is an effective method for solving linear equations. It relies on the fact that a nonsingular matrix can be decomposed into a lower triangular matrix and an upper triangular matrix, so the original Gaussian elimination of a square matrix can be broken down into the Gaussian elimination of two triangular matrices. Due to the characteristics of triangular matrices, Gaussian elimination of a triangular matrix is far faster than Gaussian elimination of a square matrix. The process of LU decomposition can be considered a pre-calculation for solving matrix equations. There is a significant acceleration effect, particularly when there are much coded data to be solved. The computational complexity of a Gaussian solution is O(n 3 ) and the computational complexity of LU decomposition is O(n 3 ) + O(n 2 ). Parallel versions of LU decomposition have been discussed by various authors. However, they have focused on parallel processor-based computing, and many other issues need to be considered when running this algorithm in a data center where the server is the smallest unit.
B. FAST PARALLEL DECODING SCHEME Based on the above ideas, we propose an FPD based on LU decomposition. We divide the decoding into two parts, including recursive parallel LU decomposition and a parallel decoding method for the original data.
Note that the original data decoded by this method remain in each storage server after decoding. As the big data calculation is based on the divide-and-conquer method [23] - [25] , such a scheme is very conducive to big data analysis, without re-allocating data.
1) RECURSIVE PARALLEL LU DECOMPOSITION
As our coding coefficient matrix is stored on several storage servers, for the sake of simplicity, we set k equal to 4, which means that the original data can be obtained by decoding data stored on four servers. As shown in Fig. 5 , we select four storage servers to carry out LU decomposition, and ultimately obtain two triangular matrices, which are distributed on these four servers. To solve matrix equations in parallel, the matrix that needs to be solved is divided into blocks. Let characterize the entire coding coefficient matrix, and divide it into a partitioned matrix of dimensions k ×k. L and U are two triangular matrices, according to LU decompression, and matrix satisfies the following
We calculate submatrix 11 first, according to the formula (4), which should satisfy
Because L 11 and U 11 are a lower triangular matrix and an upper triangular matrix, the solution process defined in Equation (5) is actually a small-scale LU decomposition process. So L 11 and U 11 can be solved quickly.
Then, we calculate U 12 , U 13 , and U 14 , which should satisfy 
As U 11 is an upper triangular matrix, L 21 , L 31 and L 41 can be solved quickly, but in this process, a submatrix (U 11 ) needs to be transmitted, the size of which accounts for 1/2k 2 of the original coding coefficient matrix. The entire process can be performed concurrently on three servers.
Next, we need to solve the remaining upper triangular matrix and lower triangular matrix. For convenience of explanation, we re-divided the original matrix without changing its values. As shown in Fig. 6 , according to the principle of submatrix multiplication, submatrix 22 satisfies There are several submatrices that need to be transmitted during the solution process, and the size of the submatrices accounts for 3(k − 1)/k 2 of the original coding matrix. The scale of this problem accounts for (k − 1) 2 /k 2 of the original problem. However, as shown in Fig. 6 , as these two triangular matrices are stored on three servers (servers #2ĺC4), this small-scale LU decomposition must be divided further. In a subtask, we first calculate submatrices L 22 and U 22 ,
This is also a small-scale LU decomposition. Similar to before, L 22 and U 22 can be calculated quickly. The following solution process is the same; U 23 and U 24 can be worked out according to Equations (14) and (15),
L 32 and L 42 can be solved using Equations (16) and (17),
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Thus, we will obtain a small-scale LU decomposition that is smaller than the previous one. We use the same method to solve this recursive LU decomposition task. In this way, we can work out all of the submatrices. The complete solution process is shown in Fig. 7 and Algorithm 2. 
Algorithm 2 Parallel LU Decompression
Input: Coding coefficient submatrix , the index of current server I , the number of servers take part in LU decomposition N ; Output: submatrix L, submatrix U . Using the parallel LU decomposition described above, the coding coefficient matrix is decomposed into a lower triangular matrix and an upper triangular matrix, and these two matrices are distributed on the original storage servers. According to Equations (18) and (19) , the original problem is decomposed into two solutions of linear equations. The two coefficient matrices of the linear equations are L and U , as obtained above.
Let UX = Y . First, we can work out Y using the formula LY = Y . Then we can calculate X using UX = Y . X is the original matrix that we wish to solve. Because two steps for solving the linear equations (obtaining the solutions Y and X ) are almost the same, we only explain the solution process of Y as an example.
As shown in Fig. 8 , Y is the coded data matrix stored on four storage servers, where Y 1 , Y 2 , Y 3 and Y 4 are the data segments stored. These also exist in the form of a matrix, where the number of rows in the matrix is the same as the number of rows in the partial coding coefficient matrix, but the number of columns depends on the amount of data in the network packet. As it does not matter whether the Gaussian solution or FPD method is used, because the coded data that need to be transmitted are the same, we do not discuss the amount of data in this part. 3 and Y 4 in order. As we solve these using the triangular matrix, the solution speed for these two matrices (Y and X ) is much higher than that of Gaussian elimination. Hence, the solution of Y is complete, and the final matrix X can be solved using the same method.
C. ANALYSES OF FPD
In this section, we analyze the performance of the proposed FPD method.
1) TIME AND SPACE COMPLEXITY
The coding coefficient matrix is divided into k equal parts and stored on k servers, and the data in each storage server are divided into k square matrices.
According to the description in Section IV.A, each server performs LU decomposition as the first step of the decoding process, which requires us to process the k square matrices sequentially. Each step processes one square matrix, for a total of k steps. During processing, the server has three possible statuses: (a) local solution of matrix L, (b) local LU decomposition, and (c) local solution of matrix U . Suppose that the index of the server on k servers is I , then the three statuses correspond to the previous I − 1 steps, the I th step, and the final k − I steps, respectively.
In the first status (local solution of matrix L), one submatrix of L is obtained in each step. Assuming that the position of the submatrix is L ij , according to the theorem of submatrix multiplication, we have
The time complexity
. As U ij is a triangular matrix, according to the principle of matrix multiplication, the time complexity of calculating L ij is O(n 2 ). Thus, the overall time complexity is O(n 3 ). In the calculation process, j − 1 submatrices need to be transmitted in total, but because the submatrix in each transmission can be calculated directly using the original coding matrix, we only need sufficient memory to store one submatrix block, that is, the space complexity is O(n 2 ).
In the second status (local LU decomposition), each calculation results in an upper triangular matrix and a lower triangular matrix. Suppose that the positions of the two submatrices in the entire L and U are L ij and U ij . Then, according to the theorem of submatrix multiplication, we have
. The time complexity of obtaining L ij and U ij by local LU decomposition is also O(n 2 ). Thus the overall time complexity is O(n 3 ). In the calculation process, we need to transmit j − 1 submatrices in total. Similarly to the first status, as the submatrix in each transmission can be calculated directly from the original coding matrix, the space complexity is also O(n 2 ).
In the third status (local solution of matrix U ), one submatrix of U is obtained in each step. Assuming that the position of the submatrix is U ij and applying the theorem of submatrix multiplication, we have
. Because L ii is a triangular matrix, according to the principle of matrix multiplication, the time complexity for calculating U ij is O(n 2 ). Thus, the overall time complexity is O(n 3 ). Similarly, j − 1 submatrices need to be transmitted during the calculation process, and the space complexity is O(n 2 ).
In summary, the time complexity of the FPD is O(n 3 ), and the space complexity is O(n 2 ).
2) EFFECT OF THE NUMBER OF SERVERS ON THE ALLOCATED MEMORY AND DATA TRANSFER
In analyses of time and space complexity, the complexity of the algorithm is closely related to the length of the submatrix processed in each step. The length of the submatrix is determined by the length of the entire coding matrix and the number of servers that participate in storing the coded data. The length of the entire coding matrix is related to the number of nodes in the WSN, which is determined objectively. Therefore, it is very important to select an appropriate number of servers.
We assume that the number of rows and columns in the entire coding coefficient matrix is L 1 , and the number of columns in the coding data matrix is L 2 . All coding matrices in one slot are stored on k servers. We use T data to express all of the data that need to be transmitted at a data center during the decoding process, which are composed of two parts, namely, the data generated during the LU decomposition process (we can sign as T LU ), and the data generated when the original data matrix is solved by the upper triangular matrix and the lower triangular matrix (we can sign as T Y and T X ). According to Algorithm 2, this can be calculated as follows
When fewer servers are used, the submatrix processed in each step becomes larger, so the server needs to allocate more memory to execute the algorithm. The granularity of the parallel algorithm also increases, and the degree of parallelism decreases. On the other hand, as the granularity increases, less data need to be transmitted during the solution process. In the extreme case, if only one server is used for network decoding, the FPD is simplified as the single-machine LU decomposition decoding scheme. There is no parallelism and no data need to be transmitted. On the contrary, if as many servers as possible are used, the submatrix processed in each step decreases, as does the required memory space of the algorithm, and the granularity of the parallel algorithm becomes smaller, but the degree of parallelism increases. On the other hand, as the granularity decreases, more data need to be transmitted during the solution process. In the extreme case, in which one row of the coding coefficient matrix and one row of the coding data matrix are stored on each server, that is, L 1 = k, parallelism is maximized but we need to transmit
3) TIME-CONSUMPTION OF THE PIPELINE AND CALCULATION OF PARALLELISM
As described in Sections IV.A and IV.B, there are two phases in the FPD process, which are the parallel implementation of LU decomposition, and solving the original data matrix by the lower triangular matrix L and the upper triangular matrix U . However, these two phases cannot be performed simultaneously; a strict order is necessary. Parallel LU decomposition must be performed first, then the intermediate matrix can be calculated using matrix U , and the final original data matrix can be calculated using matrix L. Each server does not execute each step perfectly in parallel, so the FPD does not achieve a perfect linear speedup. We define T 1 as the time required for the FPD to execute on a single machine, and T P as the time required for the FPD to execute on P machines in parallel; then the acceleration ratio of the FPD can be represented as T 1 /T P . The parallel execution of the program is shown in Fig. 9 . There are five types of CPU times in the solution process. Three of them arise during the parallel LU decomposition: t r , the time required to update the coding coefficient matrix; t LU , the time required for local LU decomposition; and t tri , the time required to obtain the submatrices L or U using the calculated triangular matrix. The other two CPU times arise when solving the original data matrix: t tri , the time required to obtain the original data matrix or the intermediate data matrix; and t r , the CPU time used to refresh the coded data matrix. In a real data center, the matrix transmission time is much smaller than the matrix calculation time, so parallel analyses in this section will not consider the data transmission time.
According to the pipeline of the solution process, we can conclude that the parallelism of the proposed algorithm when running on a different number of servers,
.
The time complexity of t r , t LU and t r is O n 3 , while the time complexity of t tri and t tri is O n 2 . Therefore, the above parallelism closely approximates the following:
Compared to the coding coefficient matrix, the coded data matrix has the same number of rows but usually has many more columns. Therefore, in the usual application, the above parallelism can be further simplified to:
That is, the general formula for parallelism is approximately equal to T 1 /T n = n/2, so the more servers used, the greater the speedup that can be achieved. However, as described in the previous section, using more servers means that more data need to be transferred during the decoding process. Furthermore, due to the need for task synchronization and coordination between servers, a large number of servers means that the data center will require more control messages. Hence, there is a tradeoff between the number of servers and the data transmission.
V. NUMERICAL RESULTS
In this section, we describe a simulation of the proposed algorithm and a traditional algorithm. We divide the experiment into three parts: performance simulation of delivery time in GCF, of decoding in FPD, and of the novel network architecture proposed in this paper. We adopt VS2018 as our platform and all experiments were implemented in C++.
A. PERFORMANCE SIMULATION OF GCF
We randomly place N nodes in a 3000 * 3000 twodimensional plane, and each node has the same communication radius, r. To guarantee the connectivity between each node, r is fixed to 3000 √ 5/N [26] , the sink node is placed at (1500, 3000) and network stability factor S is fixed to 1.5. The detailed parameters are listed in Table 1 . We compare our proposed algorithm to the MLMS routing algorithm, which is also suitable for network coding. As our algorithm is similar to the flooding algorithm in terms of its realization mechanism, the classic BF flooding algorithm is also considered for comparison. First, we analyzed the relationship between the number of sensor nodes and the transmission delay in different routing schemes. As shown in Fig. 10 , the data transmission delays of the GCF, MLMS, and BF routing algorithms increase by varying degrees with increasing sensor nodes. The delay of the BF is significantly shorter than that of GCF and MLMS when there are not too many nodes. This is due to the fact that this algorithm does not need to carry out route discovery or send a large number of control messages, it just needs to store and forward packets. The MLMS generates a data collection path by the minimum tree discovery algorithm before data transmission, and the GCF divides the nodes by the gradients in the network prior to data transmission. Consequently, there are relatively large overheads due to control messages in these two algorithms. When the number of nodes in the network increases, the minimum tree discovery algorithm of the MLMS forms a deeper tree structure and takes more time. Moreover, the increase in the number of nodes also affects the gradient-wise division of the GCF. However, adding nodes impacts MLMS more significantly than the GCF. Although the route formation of BF can be ignored, there is a lot of retransmission for BF. This cannot be prevented due to the enormous amount of transmission conflicts in the wireless channels, even with flood control, because each message needs to be forwarded by every node in the network.
Because they use analog wireless channels, packet loss occurs frequently in WSNs, and this is why we use network coding. We use network coding that satisfies the (4,2)-MDS code on all routing schemes. Fig. 11 shows the relationship between the packet loss rate and data delivery rate in the GCF, FIGURE 11. Relation between packet loss rate and delivery time.
MLMS, and BF routing algorithms. The performance of the BF is slightly better than that of GCF, and MLMS has the worst performance. In the BF scheme, each packet is forwarded at least once by all nodes, so an increase in the packet loss rate only slightly affects the number of packets transmitted to the sink node, which means that decoding can be performed at the sink node with high probability. Meanwhile, both the GCF and MLMS algorithms adopt network coding during data transmission, which mixes data in the intermediate nodes. Decoding can be achieved as long as a certain number of coded data packets can be received at the sink node, even if packet loss occurs in the network. However, MLMS is more suitable for the transmission of sparse data [15] . A large number of nodes is selected as leaf nodes in the process of minimum tree formation, and packet loss at leaf nodes leads to unrecoverable packet loss, which results in decoding failure. The GCF adopts directional flooding, so the data sent by the source node are received by several nodes with high gradients, limiting the impact of the packet loss rate.
B. RESOURCE OVERHEADS IN FPD
In this section, we compare the FPD with several other decoding schemes on a real multi-machine cluster, including a single-machine Gaussian elimination decoding scheme, a single-machine LU decomposition decoding scheme, and a parallel Gaussian elimination decoding scheme. In the experiments, we adopt network coding that satisfies the (4,2)-MDS code: every value in the Galois field occupies 1 byte, every servers CPU is an i7-7700HQ, and 1 GB memory is allocated to each server for the emulator program. The detailed parameters are listed in Table 2 . Fig. 12 shows the change in the resource overheads (including memory, bandwidth, and decoding time) under three different environments, when we adopt different decoding schemes at a data center. It is clear that the FPD has the shortest decoding time of the four decoding schemes, as it has the best parallelism, which we analyzed in Section IV.C. As the size of the coding coefficient matrix increases, this advantage becomes more pronounced. The memory overhead of the four schemes is almost the same. The bandwidth overhead of the FPD is slightly lower than that of the parallel Gaussian elimination decoding scheme, but twice the cost of the two single-machine decoding schemes. This is because the parallel decoding schemes need the additional bandwidth to exchange the intermediate data required for decoding. In addition, the size of the encoded data matrix is an integral multiple of the coding coefficient matrix (the encoded data matrix is usually much larger than the coding coefficient matrix). The FPD still has the shortest decoding time as the ratio increases. This is because LU decomposition can be seen as a pre-operation of decoding, and the higher the ratio of encoded data matrix to coding coefficient matrix, the more benefit provided by the FPD. The memory and bandwidth overheads are similar to those of the previous experiment. Finally, there is almost no change in memory overhead as the number of servers increases, except in the case of FPD, in which there is a slight decrease. This is because the intermediate matrix transmitted in the LU decomposition gets increasingly small as the number of servers increases.
The bandwidth of two single-machine decoding schemes increases slowly as the number of servers increases, while that in the other two parallel decoding schemes increases linearly. The bandwidth of single-machine decoding schemes is only used to aggregate the encoded data and distribute the final source data, therefore, changes in the number of servers has little effect on them. The two parallel decoding schemes need to transmit the fast-growing intermediate data, so the bandwidth increases linearly. In terms of decoding time, it is clear that the FPD has the best performance. The singlemachine decoding schemes perform the decoding on a single machine, so the decoding time remains almost constant. The decoding time of two parallel decoding schemes decreases gradually when the number of servers is small, but there is an increasing trend when there are many servers. This is because more servers entails greater parallelism when the number of servers is small. However, when the number of servers is too large, the huge amount of data transmission leads to a serious shortage of bandwidth, which causes some servers to fail to receive the data necessary for decoding. Due to the time-critical requirements in parallel Gaussian elimination, the impact of the lack of bandwidth in this strategy is even more severe.
C. PERFORMANCE SIMULATION OF IFNC
In this section, we compare the proposed IFNC scheme to the data transmission scheme without integration, and the performance of the IFNC is evaluated for different numbers of sensor nodes. For comparison, we select a network transmission model that also uses network coding for network transmission and in redundant storage in data centers. Fig. 13 shows the relationship between the number of sensor nodes and the data delivery time. Regarding batch processing, the advantages of the proposed scheme are obvious. The fact that the encoded data from the sensor nodes do not need to be decoded or recoded prior to storage in the IFNC, but are stored directly in the encoded form, contributes significantly to the performance. Similarly, in terms of streaming data processing, the IFNC has higher throughput because the parallel decoding scheme within the IFNC can decode quickly and distribute the data evenly between different servers, and this advantage is more pronounced in the case of larger coding matrices.
VI. CONCLUSION
We propose a novel integrated fast data transmission scheme based on network coding, called IFNC. For the purpose of fast data delivery, the proposed scheme integrates the coding strategies in the WSN and redundant storage at a data center by network coding to reduce the number of codecs required for data delivery. To further optimize data delivery, we focus on two issues, namely, the routing protocol for data-intensive WSNs and the decoding scheme running at a data center. GCF and FPD are proposed to solve these problems. The results of our simulation experiments confirm that our proposed scheme effectively improves data delivery.
We only use (4,2)-MDS code. However, the influence on data transmission and decoding performance can vary widely between different coding strategies. Furthermore, although the FPD uses parallel methods to speed up decoding, the degree of parallelism is not very high. Therefore, in future research, we are going to study the impact of other coding strategies on the network architecture and improve the parallelism of the decoding strategy to further reduce the decoding time.
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