Abstract. In [S. Bütikofer, Math. Methods Oper. Res., 68 (2008), pp. 235-256] a nonsmooth Newton method globalized with the aid of a path search was developed in an abstract framework. We refine the convergence analysis given there and adapt this algorithm to certain finite dimensional optimization problems with C 1,1 data. Such problems arise, for example, in semi-infinite programming under a reduction approach without strict complementarity and in generalized Nash equilibrium models. Using results from parametric optimization and variational analysis, we work out in detail the concrete Newton schemes and the construction of a path for these applications and discuss a series of numerical results for semi-infinite and generalized semi-infinite optimization problems.
Introduction.
In this paper, we study a nonmonotone nonsmooth Newton method which was developed in [5] , give several refinements of the convergence analysis, and apply the method to the solution of certain classes of C 1,1 optimization problems which include reformulations of (generalized) semi-infinite programs. A special focus is on numerical tests for solving the latter class of problems. Our study makes use of various known results on generalized Newton methods, parametric optimization, semi-infinite programming, and Nash equilibria. Since these results are widely scattered over the literature, we aim at a mainly self-contained presentation.
For solving an equation
our starting point is a local nonsmooth Newton method introduced and studied by Kummer [29, 30] (cf. also [25, 26] ), which can handle different generalized derivatives of h. This method allows inexact solutions of the Newton equation, which is of numerical interest but also accommodates the possibility that in the nonsmooth case there might be no exact solution.
For globalizing this method, we introduced in [5] a natural damping via path search. This damping enlarges the domain of convergence, and therefore the method becomes globally convergent under certain conditions. It is natural in several senses. First, the convergence behavior of the method is in general the same as for the traditional line search. In particular, near a solution it carries over to Kummer's local method and guarantees locally superlinear (resp., quadratic) convergence. Secondly, the (nonlinear) path is a natural generalization of the linear path, since the local method allows inexact solutions and nonlinear approximations.
In his paper [45] about strongly regular generalized equations, Robinson worked out the basics for the development of nonsmooth Lagrange-Newton-type methods for solving nonlinear programs and variational problems. In the 1980s and 1990s, many authors studied such methods in different settings. First important contributions in this respect were given, e.g., by Kojima and Shindoh [28] , Pang [35] , Kummer [29, 30] , Qi and Sun [40] , and again Robinson [46] . Subsequently the globalization of these methods was of concern; there are basically three standard techniques: path search methods, line search methods, and trust region methods. Among the first contributions are the works of Ralph [43] , Pang and coworkers [35, 36, 37, 19] , De Luca, Facchinei, and Kanzow [8] , Dennis, Li, and Tapia [11] , and Qi and Sun [41] . We refer to [15] for an excellent state-of-the-art treatment of the local and global convergence analysis of generalized Newton methods for variational problems.
In section 2, we study the generalized Newton method with path search, as mentioned above; here it will be called NMPS. The algorithm is inspired, on the one hand, by the broad literature on Newton's method for nonsmooth equations and nonlinear programs, particularly by the work of Ralph [43] , and, on the other hand, by the classical Gauss-Newton (resp., inexact Newton) methods in the smooth case (see, e.g., Ortega and Rheinboldt [34] , Dennis and Schnabel [10] , and Dembo [9] ). We also investigate a nonmonotone path search. Nonmonotone methods in the context of (smooth) unconstrained optimization were introduced by Grippo, Lampariello, and Lucidi [18] .
In section 3, we specialize our method NMPS for solving special nonlinear programs: then, under strong regularity at some solution for given x = x 0 , f i is locally (near x 0 ) a C 1,1 -function but does not belong to the class C 2 in general. A trivial but typical example showing this lack of smoothness is the parametric convex quadratic program min z {z 2 | z ≤ x} with optimal value f i (x) = (min{x, 0}) 2 . In our applications, we will especially consider lower level problems leading to optimal value functions with directionally differentiable gradients.
Optimization problems of the type (1)-(2) appear in a quite natural way for bilevel models in optimization. In section 3 we study in detail C 1,1 optimization settings of (generalized) semi-infinite problems without strict complementarity in the lower level problem, and we sketch an optimization reformulation of normalized Nash equilibria. This suggests the use of nonsmooth Newton methods. In this paper we model the Karush-Kuhn-Tucker (KKT) conditions of the program (1) as a system of equations in Kojima's [27] (normal map) form. The simple structure of these functions allows us to compute several standard generalized derivatives; we will mainly work with classical directional derivatives. This approach differs from other studies of Newtontype methods for solving C 1,1 programs, (generalized) semi-infinite programs, and Nash equilibrium problems in semismooth settings; see, e.g., [39, 14, 38, 15, 42, 49, 50, 52, 53, 16] .
The implementation of the method NMPS was done with MATLAB and GAMS. Numerical experiments will be reported in section 4 for a series of test examples in semi-infinite and generalized semi-infinite programming, given in [2, 48, 49, 50] and including certain robust optimization and design centering problems.
We conclude this section by introducing some notation. By h ∈ C k (X, R d ) for k = 1, 2 (briefly h ∈ C k ) we indicate that h is a k-times continuously differentiable function from X ⊂ R n to R d . As introduced above, the symbol h ∈ C 1,1 is used analogously, while h ∈ C 0,1 means that h is locally Lipschitz. Dh(x) and D 2 h(x) denote the Jacobian matrix and Hessian matrix, respectively, if they exist. We say that an assertion holds for all x near x 0 if it holds for all x in a neighborhood U of x 0 . Given 
A nonmonotone nonsmooth Newton method.
In this section, we outline and further analyze the path search algorithm developed in [5] for finding a zero of an arbitrary locally Lipschitz function. It is a globalization of the local Newton method (4) (see below) described by Kummer [29, 30] and Klatte and Kummer [25] .
Throughout this section we suppose that F :
is a locally Lipschitz function, and we wish to find a zero of F . Consider for given
, and suppose that it has at least the following properties: (3) GF (s, u) = ∅ (∀u), GF(s, 0) = {0}, and GF (s, ·) is positively homogeneous.
The algorithm.
The method is based on Kummer's inexact local Newton scheme (see [29, 30, 25] ): Given an iterate s k , one has to find a direction u ∈ R d such that
where α ≥ 0 describes the accuracy when solving
Here and in the following, if not otherwise stated, · is any norm in R d . If u satisfies (5), we call u (resp., s k+1 ) exact solutions. Under certain locally uniform injectivity and approximation conditions, one has local superlinear convergence of (4); see [25, Thm. 10.7] or Lemma 2.7 below.
In [5] a globalization of this method via path search was proposed and analyzed. In the following, we recall this method and compile the basic conditions for its feasibility.
Nonmonotone nonsmooth Newton method with path search (NMPS) (see [5] ).
Let s 0 ∈ R d , γ ∈ (0, 1), σ ∈ (0, 1), and M ∈ N 0 be given.
Step 1: Set k = 0.
Step 2: If F (s k ) = 0, stop.
Step 3: Construct a path
, and
Find the smallest nonnegative integer i k so that with
holds, where m(k) is an integer satisfying
Step
, and k ← k + 1; go to Step 2. We integrated a nonmonotone descent condition (**) which includes the monotone case by setting M = 0. Nonmonotone methods in the context of (smooth) unconstrained optimization were discussed and popularized by Grippo, Lampariello and Lucidi [18] . From a theoretical point of view, one cannot prove stronger convergence results than in the monotone case. But numerical tests show that nonmonotone rules are robust and efficient [18, 37, 12, 51, 15] .
If the algorithm stops in Step 2, one has already found a zero of F . In Step 3 one could prematurely stop if the construction (*) of the path p k is not possible, or if the Armijo stepsize in (**) is not realizable. Note that the Armijo stepsize is necessary because one cannot guarantee a descent on the whole path when s k is far away from a zero. So, to get feasibility of both the monotone and nonmonotone procedure, one needs additional assumptions to avoid premature termination; see Proposition 2.1. Let us define the merit function Θ by
Further, a point s is called S-stationary for Θ if 
and there is a path p : [0, τ ] → R which fulfills the conditions (*) from the algorithm's Step 3. Then the Armijo-stepsize rule (**) of Step 3 is realizable.
In particular, assumption (9) is satisfied for the standard directional derivative GF (s, u) = F (s; u) (cf. [47] ).
Path computation. The crucial question in
Step 3 of the NMPS algorithm is the computation of a path fulfilling (*). Let us present a concept of how to do this. In our applications in section 3 we will compute a path p k (τ ) in two steps. At the current iteration point s k we first determine a global solution (u k , w k ) of the problem
where solvability will be guaranteed in the applications. This is similar to a GaussNewton step in the smooth case (see, e.g., [10] ). Assuming that we can find a global solution (u k , w k ) of (10) with w k = 0, we define the path length τ k implicitly by
Indeed, in our applications in section 3 we are able to solve (10) . If τ k > 0 holds, we build with w k the function H k (t) = F (s k )+tw k and, according to Proposition 2.
where the function t k corresponds to t in (8) . The path p k (τ ) is locally Lipschitz on [0, τ k ) per construction (cf. Proposition 2.1).
For the convergence analysis we are especially interested in the existence of a (pointwise) Lipschitz constant L (p k ) of p k (τ ) at 0 on the whole path (see the following subsections), i.e., (12) 
In Lemma 2.5 we will show the existence of L (p k ) for the path defined in (11).
Global convergence.
The global convergence analysis of path search methods for nonsmooth Newton methods was pioneered by Ralph [43] , who worked with so-called nonsingular uniform Newton approximations of F ; this includes that F is a homeomorphism of R d to itself [15, Thm. 8.1.4] . The assumptions in this theory are very restrictive and even guarantee a priori the existence of a (unique) zero of F ; for more details, see [43, 15] . It is shown in [6] that if the set-valued directional derivative GF (s, u) is built via a nonsingular uniform Newton approximation, then our algorithm NMPS either prematurely stops in the zero s * of F or produces an iteration sequence converging to s * . Since we will work in our applications below with functions and approximations which do not satisfy these strong assumptions, we are interested in a global convergence analysis in the following sense: We ask what kind of points we calculate in what quality, when we do not have premature termination of the algorithm. For this, we first give a slight modification of Theorem 2 from [5] and then prove some refinements of the following approximation condition (14) . Suppose that there is an infinite sequence
which is generated by the nonmonotone (13) path-search algorithm NMPS, where τ k ∈ (0, τ k ] is the stepsize at iteration k,
Given an infinite set N ⊂ N and provided that i ν ≥ 1 for large ν, we will essentially make use of the condition (14) lim
imposed on {Π ν } ν∈N , where σ ∈ (0, 1) is the backtracking parameter in the Armijo stepsize of NMPS. Though the proof of the following theorem is rather similar to that of Theorem 2 in [5] , we present it for clarity and completeness.
be generated by the algorithm NMPS with parameters γ, σ ∈ (0, 1), and M ∈ N 0 , and suppose that it satisfies (13) . Further, we define l(k) as an integer such that
hold for every k ∈ N, where m(k) is defined in (6) . (14) .
Proof. First we show that each accumulation point of {s l(k) } is a zero of F if at least one accumulation point of {s l(k) } is so. Indeed, since m(k) is bounded, it follows that l(k) is unbounded, and by definition we have m(k + 1) ≤ m(k) + 1 for every k ∈ N. In Step 3 of the algorithm we get 
Note that by construction the algorithm guarantees for all k ∈ N that
To show (i) we assume σ
which converges by (16) to η > 0, and the same for { F (s l(k) ) } k∈K . Thus we have arrived at a contradiction, and (i) is shown.
To prove (ii), we assume that K ⊂ N is an infinite set such that the sequence {s l(k) } k∈K converges to s * for k → ∞ and {Π l(k)−1 } k∈K satisfies condition (14) . Let for a moment k be fixed, and set
Thus, by condition (14) and according to Step 3 in the NMPS algorithm, we have i ν ≥ 1 and
is a solution of the intersection in (*) of the algorithm's
Step 3. Hence, by using
After retranslating ν = l(k) − 1 and dividing both sides by
, we get by assumption (14) and by passing to the limit for k → ∞ that (1 − γ)η ≤ 0 holds. Then γ ∈ (0, 1) implies η ≤ 0. This contradicts (16) (14) is given in [6] by introducing a quality measure for the descent direction gained by the Newton step. Further, in our applications, the system F (s) = 0 represents critical points of an optimization problem; i.e., the Newton method is a second order method. In this case, property (i) for F (s * ) = 0 suggests another possible modification of the algorithm NMPS by switching to a first order method if σ i k τ k stays for a certain number of iterations under some small positive bound, and so to ensure global convergence to a zero of F . However, so far we have neither implementation nor numerical tests for these modifications. The technical condition (14) is very difficult to interpret. For the special path construction (10)- (11), we already mentioned that the boundedness of the Lipschitz constants L (p k ) of the constructed paths is crucial. Moreover, from the literature, we know that single-valuedness of Clarke's derivative ∂F (s) is a suitable condition in global convergence analysis; see [35, 37, 19, 15] . We now give a condition of this type, which implies (14) . 
Then condition (14) holds true for the sequence 
and henceν
The normed directions
. Therefore without loss of generality we can assume that
and we conclude as above that
Thus the condition (14) holds. Next we will specialize assumption (II) of Proposition 2.4 to the case of the paths being built accordant to (11) . For this, we need the following lemma.
Proof. For the local Lipschitz property of the path p k (τ ), see Proposition 2.1. We investigate the existence of L (p k ) . Let (u k , w k ) be the solution of (10), and let
According to Proposition 2.1 we have
and therefore
Using the last inequality as well as (19), we can estimate
Now we want to derive the bound (18) on L (p k ) . By the last inequality it is enough to find a suitable bound on u k . Since (u k , w k ) is the solution of (10), we get
and therefore, together with the injectivity condition,
This proves the assertion. Proposition 2.6 (special path construction). If the paths p k (τ ) of the algorithm NMPS are built according to (11) , then the statement of Proposition 2.4 remains true if condition (II) there is replaced by (II ) There exists a subsequence
holds with c > 0, ∈ R. Proof. From the proof of Proposition 2.4 we know that lim k∈K,k→∞
, and therefore without loss of generality
which completes the proof. Note. Under the assumptions of Proposition 2.6, condition (II ) is especially fulfilled if there exists a subsequence {s l(k) } k∈K of {s l(k) } k∈N with limit s * so that
holds with C > 0, provided F is Fréchet differentiable at the corresponding points.
Local convergence.
We now recall the conditions from [25] for superlinear local convergence of Kummer's inexact local method (4). Let s * be a zero of F . Two types of conditions are essential, both imposed on B(s * , δ) for some δ > 0, namely a locally uniform injectivity condition (CI) for GF ,
and a condition (CA) for approximating F by GF near s * ,
For many standard choices of GF , like contingent derivative, directional derivative, or Clarke's derivative, (CA) is equivalent to the approximation condition
Note that (CA) is automatically satisfied if F is C 1 or piecewise smooth and GF is, for example, the standard directional derivative, but is an essential restriction in the (general) nonsmooth case; see Example BE.1 in [25] . In our applications in section 3 we will work with piecewise smooth functions. For a detailed discussion of (CA), (CA*), and (CI), see [25] .
Lemma 2.7 (local convergence of the method (4) 
Moreover, if all points s k+1 are exact solutions of (4), then superlinear convergence holds,
ρ), and we get even quadratic convergence
We are interested in fast local convergence of the path search algorithm NMPS. Since it is a globalization of the local method (4), one expects as usual in this field a transition to full step length if F (s k ) is close enough to zero; then the steps and the local convergence rate of the global and the local Newton method fall together. Next we establish this convergence behavior of NMPS for the special path search (11) . Indeed, this convergence behavior is even true for the general path search approach (7)- (8): This was shown in the first author's paper [5] . Though the proof of Theorem 2.8 will essentially follow the line of proving Lemma 2 and Theorem 3 in [5] , we present it in order to have a self-contained convergence study for our applications in section 3.
Theorem 2.8 (local convergence of the path search algorithm NMPS; see [5] ). Let F ∈ C 0,1 , and let
be generated by the algorithm NMPS with the paths p k (τ ) according to (11) (20) at s * =s. Then the convergence estimates of Lemma 2.7 for the local method (4) hold true. Later we will shrink ε depending on γ to conclude that the iterates of (4) and algorithm NMPS coincide in the local convergence region.
Let (ε, α, r) be a triple satisfying (20) at s * =s, and let k be any index such that the iterate s k =s of the method NMPS belongs to B(s, r). By Lemma 2.7, the inclusion (4) is solvable for s k ; i.e., there are
Hence the path length τ k of p k and the optimal solution (ū k ,w k ) of the generalized Newton step (10) at s k for the path search method NMPS satisfy
This immediately gives, by using property (*) of p k in Step 3 of the method NMPS,
is the next iterate when applying (4). Further, (CA) applied to s = s k , u =s − s k , and the general assumptions (3) on GF yields
Using (CI) and (20), we have c s
Then Lemma 2.7, the definition of L, and (22) and (23) together imply
Choosing now ε > 0 small enough such that 2L c
and so (24) implies (ii) in (21) . Hence, the iterate s k+1 of the global method NMPS coincides with p k (τ k ), provided that s k ∈ B(s, r). Now the assertions 2 and 3 follow from Lemma 2.7.
Applications.
In this section, our nonsmooth NMPS will be applied to special C 1,1 programs of the form (1), namely to semi-infinite and generalized semiinfinite programs under the reduction approach, and to generalized Nash equilibrium problems.
For simplicity of the presentation, we omit the equations in (1) and restrict ourselves to optimization problems with inequality constraints,
The KKT necessary conditions are written in Kojima's (normal equation) form
where y
is called the Kojima function associated with (NP). By assumption, we have F ∈ C 0,1 .
In the applications below, the derivatives Df i and hence also F are directionally differentiable. To find a zero of F by our nonsmooth Newton method, the directional derivative of F is hence a natural choice for the approximation GF , and we will use it. Recall that the directional derivative F ((x, y); (u, v)) of F at the point (x, y) in direction (u, v) has, according to [25, Thm. 7.6] , the representation
2m is the solution set of the system
where ∂F (s) is the Clarke derivative of F at s.
Prerequisites from parametric optimization.
In the following subsections, we will consider situations in which the objective function f 0 or the constraint function f i of the nonlinear program (NP) are (global or local) optimal value functions of a lower level problem of the form
where and f, g 1 , . . . , g r : R n × R q → R are given twice continuously differentiable functions. We need some notation concerning the problem (P (x)).
where a KKT point (z, w) of P (x) is defined in the standard way; i.e., it fulfills
r).
We say that z ∈ Z(x) satisfies the linear independence constraint qualification (abbreviated LICQ(x, z)) if and only if the vectors D z g j (x, z), j ∈ I 0 (x, z), are linearly independent. A function Φ from an open subset U of R n to R m is said to belong to the class PC 1 if Φ is Lipschitz on U and there is a finite family of C 1 functions Φ j : U → R m such that for each x ∈ U there is at least one j such that Φ(x) = Φ j (x). In the next proposition we recall some facts from the classical theory of (Lipschitz) sensitivity analysis for the C 2 program (P (x)), by combining results on strong stability of KKT points in Kojima [27] and Robinson [45] , on the one hand, and on (directional) derivatives of stationary solutions and marginal values in Bigelow and Shapiro [3] , Jittorntrum [21] , and Jongen, Möbert, and Tammer [22] , on the other hand; see also [13, 44, 31, 4, 25] . 
where z(x) is a local minimizer to P (x); 2. z(·) and w(·) belong to the class PC 1 and have directional derivatives z (x; u) and
tiable, Dϕ belongs to the class PC 1 , and for u ∈ R n , x ∈ U, the directional derivative (Dϕ) (x; u) exists;
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where w j (x) (resp., w j (x; u)) denotes the jth component of w(x) (resp., w (x; u)); 5. the directional derivatives (z (x; u), w (x; u)) for u ∈ R n , x ∈ U are the unique solutions (ż,ẇ) of the linear complementarity system (31) of inequalities and equations
Notes on Proposition 3.1.
(a) Assertions 1 and 2 immediately follow from [27, 45] ; see also [25, Chap. 8] . Property (29) was proved in, e.g., [22] ; hence 3 and 4 follow from 1 and 2 and by using the standard calculus for directional derivatives; see also [4, 21] . The characterization 5 can be found in [3, 21] . fulfills the Kuhn-Tucker conditions for P (x), x ∈ U , and the system (31) admits a unique solution (see [3] ). We can use system (31) to check (z i (x), w i (x)) for directional differentiability. In the case Z(x) ≡ Z, the following formulas follow directly from Proposition 3.1.
Corollary 3.2 (derivatives and directional derivatives for Z(x) ≡ Z). Consider the problem
(P (x)) with Z(x) ≡ Z := {z ∈ R q | g j (z) ≥ 0, j = 1, . . . , r}, g j ∈ C 2 (
∀j). Then under the assumptions and notation of Proposition 3.1, assertions 4 and 5 specialize as follows:
where (z (x; u), w (x; u)) for u ∈ R n , x ∈ U are the unique solution (ż,ẇ) of the following linear complementarity system of inequalities and equations:
where L, I 0 (z), I + (w), I 1 (z, w), and I 2 (z, w) are defined according to (28) with g j instead of g j (x, ·).
(Generalized) semi-infinite optimization.
In this subsection, we study the generalized semi-infinite optimization problem
where f 0 : R n → R and f : R n × R q → R are given twice continuously differentiable functions, and the index set Z(x) is itself the solution set of a smooth inequality system,
Note that it is possible without any theoretical difficulties to consider finitely many semi-infinite constraints of the type
. . , N, or to add finitely many smooth equations or inequalities, but we omit this to avoid notational technicalities.
Below, Z(x) will be considered as a nonempty subset of a compact set Z ⊂ R q for all x of interest. We denote the constraint set of (GSIP) by
The case Z(x) = Z yields a standard nonlinear semi-infinite program SIP, and then Z will be represented in the form
Reformulation of a semi-infinite constraint as finite C 1,1 system. It is typical in (generalized) semi-infinite optimization to consider for x ∈ R n the parametric lower level problem (P (x)): min z f (x, z) s.t. z ∈ Z(x); see section 3.1. In the following, we recall two typical reformulations of a semi-infinite constraint as a locally finite number of constraints. We will use the following.
Assumption (A1). Z ⊂ R q is compact, and Z(x) ⊂ Z holds for x near x 0 ∈ R n . Assumption (A2). Given x 0 ∈ R n and a local minimizerz of P (x 0 ),z satisfies the properties (I) and (II) of Proposition 3.1.
The first reformulation makes use of the well-known reduction approach in the absence of strict complementarity; for the following proposition, see [20] , which is a straightforward extension of the corresponding theorem for standard SIP in [23] . For a feasible point x 0 of (GSIP) we define . All this, together with the strong second order condition, guarantees that a local minimizer z x of (P (x)), (x, z x ) near (x 0 ,z), exists and is locally isolated. These are the main ingredients for local reduction to finitely many constraints; cf. [24] . The second reformulation simplifies that of the preceding proposition in the context of parametric convex programs.
Proposition 3.4 (convex case, no strict complementarity). Let, for all x, the functions g j (x, ·) : R q → R (j = 1, . . . , r) be concave, and let f (x, ·) : R q → R be convex; i.e., (P (x)) is a convex program. Suppose that for some x 0 ∈ R n , (P (x 0 )) is solvable and (A2) holds for each optimal solution of P (x 0 ).
Then for some neighborhood U of x 0 there are functions z(·) and w(·) defined on U such that, for each x ∈ U , x ∈ M if and only if min
where (z(x), w(x)) is the unique KKT point of (P (x)) with z(x) being a global minimizer of (P (x)). Further (z(x), w(x)) and ϕ(x) = f (x, z(x)) fulfill properties 2-5 of Proposition 3.1.
Proof. We only note that (A2) and the convexity assumptions immediately imply that, by Proposition 3.1, there are a unique global minimizer z(x) and an associated unique multiplier w(x) for each x near x 0 such that the claimed properties are fulfilled.
Given for (GSIP) some feasible point x 0 which satisfies the assumptions of one of the preceding propositions, we arrive at the following reduced problem: There is a neighborhood U of x 0 such that for x ∈ U problem (GSIP) is equivalent to the finitely constrained problem
where f 0 is the original C 2 objective function of (GSIP) and z i (·), ϕ i = f (·, z i (·)), and the associated multiplier function w i (·) are defined and have the properties according to Proposition 3.3 (resp., Proposition 3.4). In the second case, one has obviously m = 1. However, the same representation of the constraint set holds if there are two or more (generalized) semi-infinite constraints and each of them fulfills the assumptions of Proposition 3.3 (resp., Proposition3.4).
Let F (x, y) denote the Kojima function F (x, y) for (R-GSIP(x 0 )). For (SIP(x 0 )), the related reduced problem (R-SIP(x 0 )) is studied similarly.
We will say that (GSIP) (resp., (SIP)) allows locally a representation of the form (R-GSIP(x 0 )) (resp., (R-SIP(x 0 ))) if the assumptions of Proposition 3.3 or 3.4 are satisfied at some given x 0 , while we say it allows globally a representation of the form (R-GSIP) (resp., (R-SIP)) if for each x 0 satisfying Z(x 0 ) = ∅ the assumptions of Proposition 3.4 are satisfied. In both cases, this is a representation via a fixed finite number of constraints f (x, z i (x)) ≥ 0, i = 1, . . . , m, which leads to a unique form of the Kojima function F (x, y) . Note that a globally unique representation is in principle possible under weaker assumptions (cf. [42] ).
Applying first order necessary optimality conditions for (G)SIP and the Newton approach via semi-smooth reformulations, several authors have used a finite representation of the KKT system which differs from ours: It includes the primal variables and multipliers of both the parametric lower level problem and the upper level problem; see, e.g., [42, 32] for the standard (SIP) case and [49, 50] for the (GSIP) case. In contrast, our concept fits the Newton approach of section 2.
Computation of the directional derivative of F . Now we compute F ((x, y);  (u, v) ), x ∈ U , for (R-GSIP(x 0 )) according to (26) In the (GSIP) case we immediately get
, and (z (x; u), w (x; u)) solving the system (31), and A(x, y) is the matrix (35) , and similarly for D 
For space reasons we have written
, and (z (x; u), w (x; u)) fulfilling system (34).
Generalized Gauss-Newton step for SIP/GSIP. For the generalized GaussNewton step, we use the Euclidean norm · = · 2 and the approximation GF (s, ω) = F (s; ω) by directional derivatives. In order to compute a path with maximal path length according to section 2.1 we are looking for a global solution of problem (10) . For (SIP) at the current iteration point (x, y), x ∈ U, this problem is equivalent to Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
For (GSIP), problem (10) is equivalent to (38) min (u,ż,ẇ,α,β)
where A(x, y) is the matrix (35) .
In both cases we have to solve an optimization problem with convex quadratic objective and linear complementarity constraints in every iteration. The feasible set of (37) and of (38) can be written as the union of finitely many sets defined by linear constraints. Since the objective is bounded from below, it follows by applying the Frank-Wolfe theorem to each subproblem with linear constraints that (37) (resp., (38) ) has a global solution. If the number of zero components of the variable y is small, the problem (37) (resp., (38) ) can be solved efficiently by either complete enumeration [37] (see references there too) or a branch-and-bound scheme [37, 54, 33] .
Convergence results. The following results are formulated and discussed for the problem (GSIP); those for the problem (SIP) are similar.
We will specialize the convergence results of section 2 to the case of applying our generalized Newton method NMPS to the Kojima function associated with the reduced form of the (generalized) semi-infinite program. This is motivated by the equivalence to (GSIP), as discussed above: if, at some x 0 ∈ M , GSIP allows locally a reduced representation (R-GSIP(x 0 )), then x 0 is a local minimizer of (GSIP) if and only if x 0 is a local minimizer of the reduced problem. Then, under a constraint qualification, there is some multiplier y 0 such that (x 0 , y 0 ) is a zero of the Kojima function F associated with (R-GSIP(x 0 )).
In the next theorem, we suppose that the algorithm NMPS is applied to the corresponding Kojima function by using the generalized Gauss-Newton step (38) . Note that the first statement requires a strong assumption on global reduction of the lower level program. The same statements obviously hold if the model (R-GSIP) results from several semi-infinite constraints. Further, trivially, the local convergence result is also true if (GSIP) allows globally a representation of the form (R-GSIP).
Remark 3.6 (conditions (CA) and (CI) for SIP/GSIP and directional derivatives). Let x 0 be a feasible solution of (GSIP). Assume that (GSIP) allows locally a representation of the form (R-GSIP) and that s 0 = (x 0 , y 0 ) is a zero of the Kojima function F of the reduced problem (R-GSIP(x 0 )). Then by Proposition 3.1 and the representation (25) of F , there is a neighborhood V of s 0 such that F belongs on V to the class PC 1 and so (CA*) (and hence (CA)) is automatically satisfied when choosing GF (s 0 , w) = {F (s 0 ; w)}. This is immediate from 
This follows from Lemma 11.6 in [25] . Let us mention that this lemma was stated for finitely constrained C 2 programs, but its proof literally works also if the data are C 1 with PC 1 gradients.
Generalized Nash equilibrium problems.
In this subsection we recall a C 1,1 optimization reformulation of the generalized Nash equilibrium problem (GNEP), recently derived and applied by von Heusinger and Kanzow [52, 53] , and we discuss how to use our method NMPS for solving this.
Note that this approach works only for a subclass of solutions to GNEPs and that we have no numerical experience until now when applying NMPS to it. However, this is a nice example of a C 1,1 optimization problem with easy computation of all quantities needed in our algorithm. For a very recent extensive theoretical and numerical study of GNEPs (in the general case) and Newton methods, we refer the reader to Facchinei, Fischer, and Piccialli [16] . 
where each Θ ν belongs to C 2 and is as a function of x ν alone, convex. Further, we assume that X is a nonempty set represented by
Constraints which depend only on one player ν are regarded as included in the joint constraints, while additional equality constraints are allowed, but we omit them for notational reasons. The basic tool for the reformulation of a GNEP in [52, 53] is the Nikaido-Isoda function Ψ:
which is used in order to define the following subclass of all solutions of a GNEP.
A vector x * ∈ X is a normalized Nash equilibrium of the GNEP if sup z∈X Ψ(x * , z) = 0 holds, where Ψ denotes the Nikaido-Isoda function. Note that a normalized Nash equilibrium is always a solution of the GNEP. The converse is not true in general.
The final step of the reformulation is to consider the regularized Nikaido-Isoda function Ψ γ ,
with γ > 0, and to define the optimal value function V γ by
where z γ (x) is the unique global solution of the maximization problem in (40) ; recall that X is convex and note that Ψ γ is a strongly concave function. We resume the properties of V γ in the following proposition, where point 3 is a classical result; see Proposition 3.1 and Corollary 3.2 above. Proposition 3.7 (properties of V γ ; see [52] ). The function V γ : R n → R in (40) is well defined and has the following properties:
x * is a normalized Nash equilibrium if and only if x
, and the gradient is given by
* is a normalized Nash equilibrium if and only if the constrained optimization problem (41) min
is solved by x * with optimal function value V γ (x * ) = 0.
Computation of the directional derivative for GNEP. Consider the parametric problem
We use the abbreviation LICQ(z) to say that {Dg j (z) | j : g j (z) = 0} is linearly independent. Immediately from Proposition 3.1 and Corollary 3.2 we obtain the following result. Letx ∈ R n fulfil the assumptions of Proposition 3.8, and let U be the neighborhood ofx from there. Then, x ∈ U → V γ (x) is a C 1,1 function, and the optimization problem (41) has locally the Kojima function
Now we compute the directional derivative F ((x, y); (u, v)), x ∈ U, of F according to the formula (26) by setting there f 0 = V γ and f i = g i . Proposition 3.8 and Corollary 3.2 give immediately for the GNEP case
where A(x, y) is the matrix
, and (z γ (x; u), w (x; u)) fulfilling the system (34) with
Generalized Gauss-Newton step for GNEP and convergence results. To compute a path with maximal path length according to section 2.1 we are looking for a global solution of problem (10) , where again the Euclidean norm · = · 2 and the approximation GF ((x, y); (u, v)) = F ((x, y); (u, v)) are used. For GNEP at the current iteration point (x, y), x ∈ U, this problem is equivalent to (44) min (u,z,w,α,β)
where A(x, y) is the matrix (43) . Optimization problem (44) has a convex quadratic objective and linear complementarity constraints (see comments at the end of section 3.2).
If we apply, under the assumptions of Proposition 3.8, the algorithm NMPS to the Kojima function F in (42) with the Gauss-Newton step (44) , then the global and local convergence results of Theorems 2.2 and 2.8 apply. For the properties (CA) and (CI), we refer the reader to the discussion in Remark 3.6.
Implementation details and numerical results.
The implementation of the NMPS algorithm was done in MATLAB 7.5 and GAMS IDE 2.0 on a Dell Optiplex 740 with an AMD 2 GHz processor. We used the interface of Ferris [17] to link the GAMS solvers with MATLAB.
For the computation of a path we proceeded according to section 2.1. With the directionally differentiable generalized Kojima function F (x k , y k ), (26) , at the current iteration point (x k , y k ) with k ∈ N and the Euclidean norm · 2 , the path
where (u k , v k ) is a global solution of (10) and τ k and
,
Note. The minimization problem (10), which represents a Newton step, should be much easier to solve than the original problem of finding a zero (x * , y * ) of F . We discussed problem (10) in detail in sections 3.2 and 3.3 for the particular applications.
We state our algorithm in pseudocode. In the code below we describe the parameters, the stopping criterion, and the nonmonotone rule we used.
Implemented algorithm. k = 0; i = 0; breakflag = 0; γ = 0.0001; σ = 0.5; M ∈ {0, 5, 10}; while and(
disp(Stopped after 100 iterations); end if if and(k < 100, breakflag = 0) disp(The solution is (x k , y k )); end if
In all our examples for (SIP) and (GSIP) the parametric lower level problem (P (x)) is convex and fulfills-with the exception of Example 6-4-the reduction ansatz for all iteration points x. Therefore (P (x)) admits a unique global solution, and we do not have to care about local minimizers.
Test problems and numerical results for (SIP).
The following test problems for (SIP) are treated by Stein and Tezel in [48, 49] with a different reformulation of the original (SIP) problem. Under the reduction approach with strict complementarity, they apply in [49] a semismooth Newton approach from [42] . We compare our results to theirs if possible. For better readability we restate the problem formulations. Table 1 The first column gives Example numbers with their sources in brackets.
Examples 1-4 [23, 49] . We start with some small dimensional examples (1-4) of (SIP) problems,
where strict complementarity is violated in the upper or the lower level. Remember that at points for which strict complementarity is violated, the respective Kojima function is nonsmooth. The data of Examples 1-4 is summarized in Table 1 .
In Example 1 strict complementarity is violated in the upper level at the solution x * = (1, 1) with z(x * ) = (1, 1). In Example 2 the unique unconstrained minimum x * = (0, 0) is feasible and therefore optimal. With z(x * ) = (0, 0), strict complementarity is violated in the lower level. Furthermore the gradient of the upper level inequality is zero at the point (x * , z(x * )). In Example 3 (resp., Example 4) strict complementarity is violated in the lower level (resp., in the lower and upper levels) at the optimal solution x * = (0, 0, 0) with z(x * ) = (0, 0). Example 5 (robust optimization) [2, 48] . In robust optimization problems parts of the data are uncertain and only known to belong to some uncertainty set which may be taken as an infinite index set in semi-infinite programming.
We want to invest 1 Swiss Franc in a portfolio comprised of K shares. Let z i > 0, i = 1, . . . , K, be the returns at the end of a given period. We want to determine the amount x i , i = 1, . . . , K, to be invested in share i that maximizes the value z T x of the portfolio at the end of this period.
Let us assume that z varies in some nonempty compact set Z ⊂ R K . We consider the following (linear) semi-infinite problem:
We set z i , σ i , and θ as follows:
One can show that with this choice the optimal value is 1.15 for any K, and the optimal policy is x i = 1/K, i = 1, . . . , K. We applied our algorithm for K = 10, 50, 100, 150. For Examples 1-4 (resp., Example 5) we generated starting points uniformly distributed in the interval [−100, 100] m (resp., [1, 3] 
with m suitably chosen. Numerical results for (SIP). In this section we resume and discuss the results of our algorithm for (SIP) in solving Examples 1-5; see Tables 2-4 below. In all tables, Ex-n is the problem identifier abbreviating Example n, and Ex-5-K refers to the different choices of K in Example 5. Table 2 shows the global convergence properties. The columns are labeled as follows: D-UL is the dimension of the Kojima function of the reduced (SIP) (upper level problem) according to section 3.2; D-LL is the dimension of the Kojima function for the lower level problem (P (x)); NS denotes the number of starting points. The third column shows the number of starting points which lead to a solution, a nonzero stationary point (in the sense of Proposition 2.1), or to an abort after 100 iterations. M is the nonmonotonicity parameter. The last column is the number of starting points (for M = 0, 5, or 10) which produce iteration points at which the Kojima function of the reduced (SIP) is nonsmooth.
The global convergence behavior for almost all examples is very satisfying. Example 2 is the only exception. As mentioned above, Example 2 does not fulfil LICQ in the upper level at the solution. We checked the starting points which lead to a stationary point or to an abort; all of them stopped at a point very close to x * = (0, 0), but they are either recognized as nonzero stationary points or lead to an abort. The cause for this is that the Kojima function becomes very "flat" since the condition (CI) is not fulfilled near x * (see Remark 7.12 in [25] ). For the nonzero stationary points in Example 5-50 we noticed that the path length became very small during the last iterations although the iteration points were very close to the solution. In Example 5-150 one starting point got stuck, took only small steps, and made a lot of backtracking (see Table 3 ). The nonmonotone rule was successful in this case, and we also got convergence for this starting point.
Furthermore we can see no significant difference between the monotone and the nonmonotone version concerning the global convergence. It is also remarkable that in four out of eight examples nonsmooth iteration points occurred. Table 3 In Table 3 we can see that the nonmonotone rule was very successful with respect to backtracking steps. In every example with backtracking steps in the monotone case we could reduce the number of steps and the iteration time substantially by using the nonmonotone rule. In Example 5-150 we observed that all the backtracking steps of the starting point which led to an abort disappeared. The number of main iterations was not influenced by the nonmonotone rule (except for Example 3). Table 4 resumes the local convergence properties of the monotone version (M = 0) of the algorithm. We know from Theorem 2.8 and Proposition 2.4 that the path length and the norm of the solution (u, v) from the generalized Gauss-Newton (37) step are important for local and global convergence behavior of the algorithm.
The columns of Table 4 are labeled as follows. In columns 2 and 3 we split up the starting points into three groups, those which produce a solution, a nonzero stationary point, or an abort. In column 4 we refer by "No." to the number of convergent starting points with the announced (empirical) convergence speed (superlinear, linear, undefined). In columns 5 and 6 we investigate the path length constructed in
Step 3 of the algorithm. In columns 7 and 8 we compute the norm of the solution (u, v) from the generalized Gauss-Newton step (37) and check for boundedness (resp., unboundedness).
With the help of the results in Table 4 we can confirm the (theoretical) local convergence properties we have deduced in section 2.3 as follows.
Let {(x k , y k )} otherwise we say that it is unbounded. Table 4 shows that in Examples 1, 2, and 4 the path lengths are 1 and the norms of the solutions from the generalized Gauss-Newton step are bounded for most of the starting points. We observe superlinear and (fast) linear convergence. This is numerical evidence that the condition (CI) is fulfilled in the respective zeros.
Further, in the Examples 5-10 to 5-150 the path length is always smaller than 1 but bounded away from zero, and the norm of the solutions from the generalized Gauss-Newton step is bounded. We observe linear convergence. From the results of Theorem 2.8 we can expect at most linear convergence. But since we know that in this case the generalized Gauss-Newton step (37) has a global solution, we get from Theorem 2.8 that the path length should be 1 if we are close enough to a zero. We conclude that either we have stopped before being close enough to a zero or that (CI) does not hold.
The unstable behavior of Example 2 is due to the lack of (CI) (see comments above).
All our test examples for (SIP) were also considered by Stein and Tezel [49] with MATLAB 7.3. They got convergence to a zero for all examples. They report the number of main iterations and CPU time for one starting point. In comparison with the results in [49] , our (average) number of main iterations is less than half for Examples 1 and 2 and twice as much for Examples 5-50, 5-100, and 5-150. In Examples 3, 4, and 5-10, it was more or less the same. As mentioned in the beginning of this section, our approach works under weaker assumptions than does the approach in [49] .
Test problems and numerical results for (GSIP).
The following test problems for (GSIP) are treated again in [48, 49] . We will compare our results to the results in [49] if possible. For better readability we restate the problem formulations.
Example 6 (design centering; see [48] ). Given a fixed body G, one aims to maximize some measure (e.g., the volume Vol(B(x))) of a body B(x) depending on a parameter under the constraint that B(x) is contained in G: (47) max x∈R n Vol(B(x)) s.t. B(x) ⊂ G. and set z i , σ i , and θ as follows: The set Z in (45) now depends on x, and we get a (GSIP). We applied our algorithm for K = 10, 50, 100, 150. We generated starting points uniformly distributed in the set [1, 3] × [0, 1] K for K = 10, 50, 100, 150. Tables 6-8 The global convergence behavior of all examples is very satisfying; see Table 6 . In Examples 6-1 to 6-3 we observed that the Kojima function became very "flat" during the iterations. This explains the several starting points which lead to a nonzero stationary point or to an abort. The nonmonotone algorithm gets rid of some of these points.
Numerical results for (GSIP).
In Table 7 , we can see no significant difference between the monotone and the nonmonotone version concerning global convergence. It is again remarkable that in three out of eight examples nonsmooth iteration points occurred. In Table 7 we also observe that the nonmonotone rule was successful with respect to backtracking steps (and therefore also with respect to iteration time) in Examples 6-1, 6-3, and 7-150. For the rest of the problems we can see nearly no difference between the monotone and nonmonotone versions.
The number of main iterations was not influenced by the nonmonotone rule for all problems.
With the results in Table 8 we can confirm again the (theoretical) local convergence properties that we have deduced in section 2.3.
In Examples 6-1 and 7-10 to 7-150 the path length is equal to 1, and the norm of the solutions from the generalized Gauss-Newton step is bounded. We observe superlinear and (fast) linear convergence like that predicted in Theorem 2.8. This is numerical evidence that the condition (CI) is fulfilled in the respective zeros.
In Examples 6-2 and 6-3 the convergence speed is undefined for almost all starting points. We suspect that the condition (CI) does not hold in the respective zeros.
The local convergence behavior of Example 6-4 is difficult to interpret since the reduction ansatz is not fulfilled for all x ∈ R 4 in this case (see the comments above). Examples 6-1, 6-2, and 7-10 to 7-150 were also considered by Stein and Tezel [49] with MATLAB 7.3. They got convergence to a zero for all examples. They report the number of main iterations and CPU time for one starting point. Concerning main iterations we needed (in the average) twice as much for Examples 6-1 and 6-2. For Examples 7-10 to 7-150 it was more or less the same.
