Roelfsema, Tolboom, and Khayat have found that neurons in primary visual cortex, V1, increase their spike firing rates to signal image segmentation and attention. V1 responses were in a temporal sequence: first to image motion, next to segmentation, last to attentional signals. The involvement of V1 with segmentation and attention suggests modifying the hierarchical view of visual perception.
Roelfsema, Tolboom, and Khayat have found that neurons in primary visual cortex, V1, increase their spike firing rates to signal image segmentation and attention. V1 responses were in a temporal sequence: first to image motion, next to segmentation, last to attentional signals. The involvement of V1 with segmentation and attention suggests modifying the hierarchical view of visual perception.
A transformation takes place in visual perception between the analog representation of the visual image in the retina and surfaces and objects as they appear to us. The retinal image (like the scene projected onto it) is comprised of numerous different brightness levels and colors at many different points in space, and there is no explicit representation in the analog image of which points belong together. On the contrary, what we perceive is a small number of surfaces and objects that are segregated from the background and from each other. There are many stages of the transformation from image to objects, but one stage of this process is known to be of great importance: visual segmentation (Rubin, 2001) . Segmentation is a process of parsing the different surfaces in an image, as well as grouping together the parts of the same surface. Segmentation requires resolving the depth relationships between surfaces and objects in a scene-the scene's perceptual organization. The psychologist Edgar Rubin (Rubin, 1921) showed that objects grab attention and last in our memories while the background is ignored and forgotten.
Understanding segmentation will lead to insight about one of the major theoretical problems in visual neuroscience, namely, how are neural signals about small, localized pieces of the visual image combined into a complete representation of the spatially extended visual image? This is a particularly important example of a general question in neuroscience: how does the brain manage to go from signals about local features to the global level of object representation?
In a very interesting paper in this issue of Neuron, Roelfsema, Tolboom, and Khayat, from the Netherlands Institute of Neuroscience, present results on image segmentation and attention in the primary visual cortex, V1, of awake, behaving monkeys . They devised visual images in which objects were represented by the coherent motion of dots against a background of dots moving in the opposite direction. Then they measured the time course of neuronal responses with electrophysiological recording of multiunit activity. They found that local motion, figure-ground segmentation, and object-related attention each affected the firing rates of V1 neurons, but at different times. There was a systematic sequence of firing rate modulations across V1 cortex in the following order: first local motion, then figure-ground, then attention-related signals. Roelfsema et al. explain the timing differences for the different signals in terms of the interchange of neural signals between V1 (striate cortex) and feedback from extrastriate visual areas. Their findings are useful for understanding the role of V1 in visual perception and also how V1 and extrastriate areas interact. Together with recent theoretical proposals from the same group (Jehee et al., 2007) and from others (Craft et al., 2007) , the Neuron paper supports an emerging picture of the visual cortex as a set of interacting networks rather than simply a serial feedforward hierarchy (Bullier et al., 2001) .
The question of how visual images are parsed into figure and ground has been studied often before in neurophysiological experiments on monkeys. Previous outstanding results that point to the involvement of the V1 and V2 cortex include the work of Peterhans and von der Heydt (1991) on illusory contours, Lamme (1995) and Lamme et al. (1999) on texture segregation, and the work of Zhou et al. (2000) on border ownership. What Roelfsema and colleagues are adding in the present paper is the definition of objects and background regions by motion flow fields and the use of an eye-movement task to reveal attentional effects on V1 responses in addition to the figure-ground effects caused by the motion flows.
As in the work of Lamme (1995) and Zhou et al. (2000) , what Roelfsema et al. (2007) report is that figure-ground assignment is coded in terms of firing rate, with a delay after the initial transient response to motion initiation. Attentional selection also is represented as firing rate in V1 neurons, with a greater delay. These results reinforce earlier experimental results that response firing rates encode figureground signals in tasks like texture segregation (Lamme and Spekreijse, 1998) , border ownership (Zhou et al., 2000) , and contour grouping (Roelfsema et al., 2004 )-rather than synchronization between different neurons as was proposed by others (e.g., Gray and Singer, 1989; Fries et al., 2002) .
One might wonder why V1 cortex is involved in segmentation and why the strict equation V1 = ''early vision'' is not accurate. The answer must be sought in the characteristics of segmentation that are clues to its function. As Jehee et al. (2007) remind us that Edgar Rubin (1921) pointed out, segmentation depends on low-level image properties like color and contrast. An example is given in Figure 1 to show how figures with identical geometry can be more easily segmented from a background when they are higher in contrast.
Segmentation is needed to break camouflage. We are constantly searching for targets against backgrounds. Survival can depend on finding the target, recognizing it, and taking action. We need to use low-level image properties to find targets and then we need to combine image fragments, by means of visual neurons in ''higherlevel'' visual areas that have larger receptive fields, to find the whole target for recognition. This is a multiscale problem and requires a multiscale solution (as pointed out by Rubin, 2001 ). The recent theoretical proposals for explaining segmentation include this multiscale property that in the proposed models is implemented by feedback from extrastriate cortex to V1 (Jehee et al., 2007; Craft et al., 2007) . The need for multiscale interactions is the fundamental computational reason that V1 as well as extrastriate cortex must cooperate to achieve rapid, accurate image segmentation. It is worth noting that a recent theory for segmentation of visual images in computer vision also relies on multiscale computations to enhance performance (Sharon et al., 2006) . The two patterns are geometrically identical above and below, but the higher-contrast patch in the upper pattern is much more easily seen as a figure in front of the horizontal grating pattern than is the lower-contrast in the lower pattern.
