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Abstract
In this paper we use results from the theory of tensor products of Banach spaces to establish the
isometry of the space of (1,p)-summing sequences (also known as strongly p-summable sequences)
in a Banach space X, the space of nuclear X-valued operators on p and the complete projective
tensor product of p with X. Through similar techniques from the theory of tensor products,
the isometry of the sequence space Lp〈X〉 (recently introduced in a paper by Bu, Quaestiones
Math. (2002), to appear), the space of nuclear X-valued operators on Lp(0,1) (with a suitable
equivalent norm) and the complete projective tensor product of Lp(0,1) with X is established.
Moreover, we find conditions for the space of (p, q)-summing multipliers to have the GAK-property
(generalized AK-property), use multiplier sequences to characterize Banach space valued bounded
linear operators on the vector sequence space of absolutely p-summable sequences in a Banach space
and present short proofs for results on p-summing multipliers.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
If not otherwise stated, X,Y,Z, etc. will throughout the paper be Banach spaces. The
closed unit ball of a Banach space X will be denoted by BX and its continuous dual space
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by X∗. Sequences in Banach spaces will be denoted by (xi), (yi), etc., whereas the finite
sequence (x1, x2, . . . , xn,0,0, . . .) will be denoted by (xi) ( n).
Grothendieck introduced integral operators in the fifties for his study of dual spaces of
tensor products of Banach spaces. There are many ways in which we can equip X ⊗ Y
with a “reasonable” norm. But if we want to transfer the universal mapping theorem to
the context of Banach spaces (i.e., where the space B(X,Y ;Z) of Z-valued bounded
bilinear operators on X × Y and the space L(X ⊗ Y,Z) of bounded linear operators are
isometrically isomorphic Banach spaces) then only one norm is suitable—the projective
norm.
For u ∈X⊗ Y , the projective norm is given by
|u|∧ := inf
{
n∑
i=1
‖xi‖‖yi‖: u=
n∑
i=1
xi ⊗ yi
}
UMP= sup
{∣∣∣∣∣
n∑
i=1
β(xi, yi)
∣∣∣∣∣: β ∈B(X,Y ;K), ‖β‖ 1
}
.
It is clear that B(X,Y ;K) isometric= L(X⊗ˆY,K) = (X⊗ˆY )∗, where X⊗ˆY denotes the
completion of (X⊗ Y, | · |∧).
One of the most useful other norms on X⊗ Y is the (weaker) injective norm, given by
|u|∨ := sup
{∣∣∣∣∣
n∑
i=1
x∗(xi)y∗(yi)
∣∣∣∣∣: ‖x∗‖ 1, ‖y∗‖ 1
}
.
The completion of (X ⊗ Y, | · |∨) is denoted by X⊗ˇY . The tensor product X⊗ˇY occurs
naturally as a closed subspace of the function space C(K), where K = BX∗ × BY ∗ and
where on both unit balls we consider the weak∗ topologies. Using the Hahn–Banach
theorem and the Riesz representation theorem, Grothendieck recognized that the elements
of (X⊗ˇY )∗ correspond exactly to the bilinear forms of the form
β :X× Y →K: β(x, y)=
∫
K
x∗(x)y∗(y) dµ(x∗, y∗)
for some measure µ ∈C(K)∗. These bilinear forms are called integral.
Recall that a Banach space operator u :X → Y is called integral if the induced bi-
linear form βu :X × Y ∗ → K: (x, y∗) → y∗(ux) is integral, i.e., there exists a measure
µ ∈ C(BX∗ ×BY ∗∗)∗ such that
y∗(ux)= βu(x, y∗)=
∫
BX∗×BY∗∗
x∗(x)y∗∗(y∗) dµ(x∗, y∗∗).
The integral norm of u is given by i(u)= ‖βu‖. The Banach space of integral operators
from X to Y will be denoted by I (X,Y ). It follows that (X⊗ˇY )∗ is identifiable with
I (X,Y ∗).
There is an important subclass of operators N(X,Y ) of I (X,Y ), whose elements
are called nuclear operators. Recall that u ∈ L(X,Y ) is said to be nuclear if it has a
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representation u =∑∞i=1 λix∗i ⊗ yi (i.e., ux =∑∞i=1 λix∗i (x)yi for all x ∈ X), where
(λi) ∈ 1, x∗i ∈ BX∗ , yi ∈ BY . The nuclear norm is given by
ν1(u)= inf
{ ∞∑
i=1
|λi |: u=
∞∑
i=1
λix
∗
i ⊗ yi
}
.
We have i(u)  ν1(u) for all u ∈ N(X,Y ). From results by Grothendieck it follows that
in case of either X or Y being reflexive, every u ∈ I (X,Y ) is nuclear; i.e., I (X,Y )
and N(X,Y ) are topological isomorphic in this case. Also, from Grothendieck’s work
on the metric approximation property (m.a.p. in short) it follows that in case of X∗
having the m.a.p., we have i(u) = ν1(u) for all u ∈ N(X,Y ). Thus, if X is reflexive
and X∗ has m.a.p., then N(X,Y ) isometric= I (X,Y ). More general, if X∗ has the m.a.p.,
then N(X,Y ) isometric= I (X,Y ) if and only if X∗ has the Radon–Nikodým property (cf.
[6, Theorem 6, p. 248]). When does X∗ have the m.a.p.? There are several equivalent
conditions. By one of these, again due to Grothendieck, this is so if and only if for every
Banach space Y the unique bounded linear extension of
(
X∗ ⊗ Y, | · |∧
)→ (I (X,Y ), i): n∑
i=1
x∗i ⊗ yi →
(
x →
n∑
i=1
x∗i (x)yi
)
to X∗⊗ˆY is an isometry. In fact, X∗⊗ˆY is isometric isomorphic to N(X,Y ) in this case.
The purpose of this paper is to study and relate results from the recent papers [1–4]
in the context of the theory of tensor products of Banach spaces. Long and complicated
proofs of some results in the last three mentioned papers are consequently shortened and
simplified.
In Section 2 we derive the results of the paper [4] in connection with the characteriza-
tion of the complete projective tensor product of Lp(0,1) with a Banach space in terms
of a vector sequence space. We use a different approach which relies on Grothendieck’s
characterization of the (continuous) dual space of a complete injective tensor product of
Banach spaces in terms of a corresponding Banach space of integral operators. Our ap-
proach demonstrates the strength of tensor product arguments to simplify the proofs in [4].
In Section 3 we derive the results of the paper [3] in connection with the characterization
of the complete projective tensor product of p with a Banach space in terms of a vector
sequence space. As in Section 2 we use a different approach, which again relies on
Grothendieck’s characterization of the dual space of a complete injective tensor product
of Banach spaces in terms of a corresponding Banach space of integral operators as well
as on results on (p, q)-summing multipliers from the paper [1]. We also show a general
argument to prove that for every choice of 1  p < q ∞, the space of (p, q)-summing
multipliers (the space p〈X〉 of strongly p-summable sequences in X being one of these)
has the genaralized AK-property (GAK-property) and consider some new properties of
spaces of (p, q)-summing multipliers.
In Section 4 we consider an alternative approach to the study of p-summing multipliers
via the local theory of Banach spaces, introduce strongly p-summing multipliers and use
new (simplified) techniques to obtain results in the paper [2] for p-summing multipliers.
Charaterizations of nuclear operators on p which are obtained in Section 3, are useful
tools in our approach in Section 4.
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2. The projective tensor product Lpnew(0,1)⊗ˆX
For 1 < p < ∞, let Lp(0,1) denote the Banach space of equivalence classes of
Lebesgue measurable functions on [0,1] whose pth power is Lebesgue integrable. The
norm on Lp(0,1) is defined by
‖f ‖p =
( 1∫
0
∣∣f (t)∣∣p dt
)1/p
, f ∈Lp(0,1).
Recall (cf. [8, p. 3]) that the sequence of functions {χi(t)}∞1 defined by χ1(t)≡ 1 and, for
k = 0,1,2, . . . , j = 1,2, . . . ,2k ,
χ2k+j (t)=


1 if t ∈ [(2j − 2)2−k−1, (2j − 1)2−k−1],
−1 if t ∈ [(2j − 1)2−k−1,2j · 2−k−1],
0 otherwise,
is called the Haar system. It is well known to be a monotone, unconditional basis of
Lp(0,1), 1 <p <∞. Following [4], we renorm Lp(0,1) by
‖f ‖newp = sup
{∥∥∥∥∥
∞∑
i=1
θiaiχi
∥∥∥∥∥
p
: θi =±1, i = 1,2, . . .
}
, f =
∞∑
i=1
aiχi ∈ Lp(0,1).
Then
‖ · ‖p  ‖ · ‖newp Kp · ‖ · ‖p,
whereby Kp is the unconditional constant of the basis {χi}∞1 .
With this new norm, Lp(0,1) is of course also a Banach space. Furthermore, the
unconditional constant of {χi}∞1 with respect to this new norm is 1. Now let
ei = χi‖χi‖newp
, i = 1,2, . . . .
Then {ei}∞1 is a normalized, unconditional basis of (Lp(0,1),‖·‖newp ) whose unconditional
constant is 1. The basis constant being less than or equal to the unconditional constant and
Lp(0,1) being reflexive, {ei}∞1 is monotone and boundedly complete.
Now let
e∗i =
χi
‖χi‖newp′
, i = 1,2, . . . .
Then {e∗i }∞1 is a normalized, unconditional basis of (Lp
′
(0,1),‖ · ‖new
p′ ) whose uncondi-
tional constant is 1. Moreover, {ei}∞1 and {e∗i }∞1 are orthonormal, i.e.,
e∗i (ej )=
1∫
0
e∗i (t)ej (t) dt =
{
1 if i = j,
0 if i = j.
The usual duality establishes an isometry (Lp′(0,1),‖ · ‖new
p′ )= (Lp(0,1),‖ · ‖newp )∗.
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Let X be a Banach space, 1 < p <∞, and let p′ satisfy 1/p + 1/p′ = 1. Henceforth,
the norm on Lp(0,1) is always the new norm ‖ · ‖newp . In [4] the following Banach spaces
are introduced:
(i) Lpstrong(X)=
{
x¯ = (xi)i ∈XN:
∑
i
‖xi‖ ei ∈ Lp(0,1)
}
,
with
‖x¯‖strong =
∥∥∥∥∥
∞∑
i=1
‖xi‖ei
∥∥∥∥∥
new
p
.
(ii) Lpweak(X)=
{
x¯ = (xi)i ∈XN:
∑
i
x∗(xi)ei ∈ Lp(0,1), ∀x∗ ∈X∗
}
,
with
‖x¯‖weak = sup
x∗∈BX∗
∥∥∥∥∥
∞∑
i=1
x∗(xi)ei
∥∥∥∥∥
new
p
.
(iii) Lp〈X〉 =
{
x¯ = (xi)i ∈XN:
∞∑
i=1
∣∣x∗i (xi)∣∣<∞, ∀(x∗i )i ∈Lp′weak(X∗)
}
,
with
‖x¯‖Lp〈X〉 = sup
{ ∞∑
i=1
∣∣x∗i (xi)∣∣: (x∗i )i ∈ BLp′weak(X∗)
}
.
It is easily seen (cf. [4, Proposition 2.1]) that
Theorem 2.1. x¯ = (xi)i ∈ Lp〈X〉 if and only if the series ∑i x∗i (xi) converges for each
(x∗i )i ∈ Lp
′
weak(X
∗). In this case,
‖x¯‖Lp〈X〉 = sup
{∣∣∣∣∣
∞∑
i=1
x∗i (xi)
∣∣∣∣∣: (x∗i )i ∈BLp′weak(X∗)
}
.
In the following lemmas and corollaries, we summarize some properties of the different
vector sequence spaces.
Lemma 2.2. Let u :X → Y be a bounded linear operator. If (xi) ∈ Lpweak(X), then
(uxi) ∈Lpweak(Y ), with ‖(uxi)‖weak  ‖u‖‖(xi)‖weak.
Corollary 2.3. If (x∗∗∗i ) ∈ Lpweak(X∗∗∗) and iX :X→X∗∗ is the embedding mapping, then
(x∗∗∗i ◦ iX) ∈Lpweak(X∗) and ‖(x∗∗∗i ◦ iX)‖weak  ‖(x∗∗∗i )‖weak.
Corollary 2.4. If (x∗i ) ∈ Lpweak(X∗), then (x∗i ) ∈Lpweak(X∗∗∗) and∥∥(x∗i )∥∥Lpweak(X∗∗∗) 
∥∥(x∗i )∥∥Lpweak(X∗).
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Using Corollaries 2.3 and 2.4, one easily verifies that
Lemma 2.5. A sequence (xn) in a Banach space X is in Lp〈X〉 if and only if (iXxn) ∈
Lp〈X∗∗〉 and ‖(iXxn)‖Lp〈X∗∗〉 = ‖(xn)‖Lp〈X〉.
We use the following notation from [4]: (Lp(0,1),‖ · ‖newp )⊗ˇX is denoted by
L
p
new(0,1)⊗ˇX and (Lp(0,1),‖ · ‖newp )⊗ˆX is denoted by Lpnew(0,1)⊗ˆX.
Lemma 2.6. For each finite set {x1, x2, . . . , xn} ⊂X we have∣∣∣∣∣
n∑
i=1
ei ⊗ xi
∣∣∣∣∣∨ =
∥∥(xi) ( n)∥∥weak.
Proof.∣∣∣∣∣
n∑
i=1
ei ⊗ xi
∣∣∣∣∣∨ = sup
{∣∣∣∣∣
n∑
i=1
γ (ei)x
∗(xi)
∣∣∣∣∣: ‖γ ‖newp′  1, ‖x∗‖ 1
}
= sup
‖x∗‖1
sup
{∣∣∣∣∣
〈 ∞∑
i=1
γie
∗
i ,
n∑
j=1
x∗(xj )ej
〉∣∣∣∣∣: ‖γ ‖newp′  1
}
(
with γ =
∑
j
γj e
∗
j
)
= sup
‖x∗‖1
∥∥∥∥∥
n∑
j=1
x∗(xj )ej
∥∥∥∥∥
new
p
= ∥∥(xj ) ( n)∥∥weak. ✷
We are ready to state the main theorem of this section. Its proof demonstrates yet another
piece of brilliance “hidden” in Grothendieck’s résumé (cf. [7]).
Theorem 2.7. Let X be a Banach space and let 1 < p < ∞, 1/p + 1/p′ = 1.
Then Lp〈X〉 isometric= I (Lp′(0,1),X). The isometry is given by the mapping (xi) → u :
Lp
′
(0,1)→X: ue∗j = xj for all j ∈N.
Proof. We know from Grothendieck’s work that (Lp
′
new(0,1)⊗ˇX)∗ is isometrically iden-
tifiable with I (Lp′ (0,1),X∗), where each u ∈ I (Lp′ (0,1),X∗) is identified with φu such
that φu(
∑n
j=1 e∗j ⊗ xj )=
∑n
j=1(ue∗j )(xj ). The mapping Φ :Lp〈X∗〉→ I (Lp
′
(0,1),X∗),
defined by Φ((x∗i ))(e∗j ⊗ x)= x∗j x , satisfies∣∣∣∣∣
〈
Φ
(
(x∗j )
)
,
n∑
j=1
e∗j ⊗ xj
〉∣∣∣∣∣=
∣∣∣∣∣
n∑
i=1
x∗i (xi)
∣∣∣∣∣ ∥∥(x∗i )∥∥Lp〈X∗〉∥∥(xj ) ( n)∥∥weak.
Using that ‖(xj ) ( n)‖weak = |∑nj=1 e∗j ⊗ xj |∨ by Lemma 2.6, it follows that
Φ
(
(x∗j )
) ∈ (Lp′new(0,1)⊗ˇX)∗, with ∥∥Φ((x∗j ))∥∥ ∥∥(x∗j )∥∥Lp〈X∗〉.
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The bounded linear operator Φ has an inverse ψ : (Lp
′
new(0,1)⊗ˇX)∗ → Lp〈X∗〉, which
is defined by ξ → (x∗j ), where ξ(e∗j ⊗ x) = x∗j x for all x ∈ X. For all finite sets
{x1, x2, . . . , xn} ⊂ X follows ∑nj=1 |x∗j xj |  ‖ξ‖‖(xj ) ( n)‖weak; i.e., (x∗j ) ∈ Lp〈X∗〉
and ‖(x∗j )‖Lp〈X∗〉  ‖ξ‖. This shows that I (Lp
′
(0,1),X∗) isometric= Lp〈X∗〉, where the
isometry is given by u → (ue∗j ). Since this isometry holds for all Banach spaces X, then
also for X∗ if X is given, i.e.,
I
(
Lp
′
(0,1),X∗∗
) isometric= Lp〈X∗∗〉: u → (ue∗j ).
Finally we have
u ∈ I(Lp′(0,1),X) ⇔ iX ◦ u ∈ I(Lp′(0,1),X∗∗)
⇔ ((iX ◦ u)(e∗i )) ∈ Lp〈X∗∗〉 ⇔ (ue∗i ) ∈ Lp〈X〉
and i(u)= ‖(ue∗i )‖Lp〈X〉. ✷
Corollary 2.8. Let 1 <p <∞ and 1/p+ 1/p′ = 1. Then Lp〈X〉 isometric= N(Lp′ (0,1),X),
where the isometry is given by (xi) → u :Lp′(0,1)→X: ue∗j = xj for all j ∈N.
Corollary 2.9. Let 1 <p <∞ and 1/p+1/p′ = 1. Then (xi) ∈ Lp〈X〉 if and only if there
are (λj ) ∈ 1, {γj }∞1 ⊂ BLp(0,1) and {yj }∞1 ⊂ BX such that xi =
∑∞
j=1 λj e∗i (γj )yj for all
i ∈N.
Proof. (xi) ∈Lp〈X〉 if and only if there exists u ∈N(Lp′(0,1),X) such that ue∗i = xi for
all i ∈N. u being nuclear, this is so if and only if
xi = ue∗i =
∞∑
j=1
λj 〈γj , e∗i 〉yj
with (λj ) ∈ 1, {γj }∞1 ⊂ BLp(0,1) and {yj }∞1 ⊂ BX . ✷
From our earlier discussion in connection with the projective tensor product, it is clear
that N(Lp′ (0,1),X) = Lpnew(0,1)⊗ˆX (for all Banach spaces X), when p satisfies the
conditions in Corollary 2.8. We thus conclude that
Corollary 2.10. Let 1<p <∞. Then Lp〈X〉 isometric= Lpnew(0,1)⊗ˆX.
An immediate consequence of Corollary 2.10 is that for 1 < p <∞, Lp〈X〉 is weak-
ly sequentially complete whenever the Banach space X is weakly sequentially complete
(cf. [6, p. 258]).
Remark. In a recent paper Bu (cf. [4]) obtained the result of Corollary 2.10 by a different
approach: Using deep results from vector measure theory, he obtained the characterization
of the elements of Lp〈X〉 given in the above Corollary 2.9; the proof is lengthy and highly
nontrivial, but it is a beautiful display of vector measure theory in action. The second step
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is to use this characterization and Grothendieck’s observation that Lpnew⊗ˆX ↪→ Lpnew⊗ˆX∗∗
is an isometric embedding to prove that Lpnew⊗ˆX is isometric to a subspace of Lp〈X〉.
The third step in Bu’s approach is to show from the characterization of the elements of
Lp〈X〉 that this space has the GAK-property, i.e., that each (xi) ∈ Lp〈X〉 is the limit of its
nth sections (x1, x2, . . . xn,0,0, . . .) and then to realize that this implies that the isometric
image of Lpnew ⊗X is dense in Lp〈X〉.
3. Vector sequence spaces and (p, q)-summing multipliers
Let 1 p ∞ and 1/p+ 1/p′ = 1. Recall that a sequence (xn) in a Banach space X
is called
(i) absolutely p-summable, if ∑n ‖xn‖p <∞;
(ii) weakly p-summable, if ∑n |x∗(xn)|p <∞ for all x∗ ∈X∗;
(iii) strongly p-summable, if ∑n |x∗n(xn)| <∞ for all sequences (x∗n) in X∗ such that∑
n |x∗n(x)|p
′
<∞ for all x ∈X.
The vector sequence spaces p(X) (of all absolutely p-summable sequences in X),

p
w(X) (of all weakly p-summable sequences in X) and p〈X〉 (of all strongly p-summable
sequences in X) are Banach spaces with respect to the norms πp((xn)) := (∑n ‖xn‖p)1/p,
-p((xn)) := sup‖x∗‖1(
∑
n |x∗(xn)|p)1/p and σp((xn)) := sup{
∑
n |x∗n(xn)|: -p′((x∗n))
 1}, respectively. The relationship between the various spaces of sequences in a fixed
Banach space X is given in the following
Theorem 3.1 (cf. [5]).
(i) For 1 p ∞, p〈X〉 ⊆ p(X)⊆ pw(X) and -p  πp  σp .
(ii) 1〈X〉 = 1(X) and π1 = σ1.
(iii) ∞(X)= ∞w (X) and π∞ = -∞.
Recently, the concepts of p-summing multiplier (cf. [2]) and (p, q)-summing multiplier
(cf. [1]) were introduced and some applications of the same to Banach space theory were
studied. We recall the definition of (p, q)-summing multiplier in the following
Definition 3.2 (cf. [1]). We call a sequence un :X → Y of bounded linear operators a
(p, q)-summing multiplier if there exists a constant c > 0 such that for all finite sets
{x1, x2, . . . , xn} ⊂X it holds that
(
n∑
i=1
‖uixi‖p
)1/p
 c sup
‖x∗‖1
(
n∑
i=1
∣∣x∗(xi)∣∣q
)1/q
. (1)
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The smallest number c > 0, for which (1) holds for all finite sets {x1, x2, . . . , xn} ⊂ X,
is a norm on the space πp,q (X,Y ) of all (p, q)-summing multipliers, i.e., a norm on this
vector space is given by
πp,q
(
(un)
) := inf{c > 0: (1) holds}
and (πp,q (X,Y ),πp,q) is complete. Notice that
(ui) ∈ πp,q (X,Y ) ⇔ (uixi) ∈ p(Y ) for all (xi) ∈ qw(X).
Definition 3.3 (cf. [1]). For any Banach space X we define the space πp,q (X) of (p, q)-
summing sequences in X as the set of all sequences (xj ) in X such that there exists a
constant c > 0 for which(
n∑
j=1
∣∣x∗j xj ∣∣p
)1/p
 c sup
x∈BX
(
n∑
j=1
∣∣x∗j x∣∣q
)1/q
for any finite collection of vectors x∗1 , . . . , x∗n in X∗.
The space
πp,q (X)= πp,q (X∗,K)∩ ∞(X)
= {(xi) ∈ ∞(X): (x∗n(xn)) ∈ p for all (x∗i ) ∈ qw(X∗)}
is a Banach space with norm
πp,q
(
(xi)
) := sup
{(∑
n
∣∣x∗n(xn)∣∣p
)1/p
: -q
(
(x∗n)
)
 1
}
.
Remark. It is clear from the above definitions that π1,p′ (X) = p〈X〉 and π1,p′ = σp ,
where 1/p+ 1/p′ = 1.
If we denote by iX the canonical embedding of X into its bidual X∗∗, then an easy
verification shows that (iXxn) ∈ πp,q (X∗∗) for all (xi) ∈ πp,q (X) and that πp,q((iXxn))
πp,q((xn)). BX being weak∗ dense in BX∗∗ , the converse of this is also easy to verify. The
result is formally stated in the following
Lemma 3.4. A sequence (xn) in a Banach space X is in πp,q (X) if and only if (iXxn) ∈
πp,q (X
∗∗) and πp,q((iXxn))= πp,q((xn)).
Following is a result from the work of Arregui and Blasco. The proof is similar to that
of Theorem 2.7 in the previous section.
Theorem 3.5 (cf. [1]). Let X be a Banach space and let 1 q <∞. Then π1,q (X) isometric=
I (q ,X). The isometry is given by the mapping (xi) → u : q →X: uej = xj for all j ∈N.
Corollary 3.6. Let 1 < q <∞. Then π1,q (X) isometric= N(q,X), the isometry being defined
as in Theorem 3.5.
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Corollary 3.7. Let 1<p <∞ and 1/p+ 1/p′ = 1. Then p〈X〉 isometric= N(p′ ,X), where
the isometry is given by (xi) → u : p′ →X: uej = xj for all j ∈N.
As in Corollary 2.9 we conclude that
Corollary 3.8. Let 1<p <∞ and 1/p+ 1/p′ = 1. Then (xi) ∈ p〈X〉 if and only if there
are (λj ) ∈ 1, (γij )j ∈ Bp′ for all i ∈N, and (yj )⊂ BX such that xi =
∑∞
j=1 λjγij yj for
all i ∈N.
From our earlier discussion in connection with the projective tensor product, it is clear
that N(p′ ,X) = p⊗ˆX (for all Banach spaces X), when p satisfies the conditions in
Corollary 3.8. We thus conclude that
Corollary 3.9. Let 1 <p <∞. Then p〈X〉 isometric= p⊗ˆX. Also 1〈X〉 = 1(X)= 1⊗ˆX.
Remark. In a recent paper Bu and Diestel (cf. [3]) obtained the characterization of
p⊗ˆX (for 1 < p <∞) given in Corollary 3.9 by a different approach: They first ob-
tained our characterization in the above Corollary 3.8 of the elements of p〈X〉; but as
in the case of Bu’s result for Lpnew⊗ˆX, their proof has its roots in vector measure the-
ory. Then they demonstrated that p〈X〉 ↪→ p⊗ˆX∗∗ is a norm-one inclusion and real-
ized that since p⊗ˆX ↪→ p〈X〉 is a norm-one injection, Grothendieck’s observation that
p⊗ˆX ↪→ p⊗ˆX∗∗ is an isometric embedding yields that p⊗ˆX ↪→ p〈X〉 has to be an
isometry. This, however, also follows from Theorem 1.2.3 of [5] where it is shown that
p〈X〉 induces the projective topology on p⊗X. Finally, they had to show from the char-
acterization of the elements of p〈X〉 that this space has the GAK-property and that this
implies that the isometric image of p ⊗X is dense in p〈X〉. Given that Cohen already
knew that p ⊗X is isometric with a subspace of p〈X〉, the observation that the latter has
GAK is an important ingredient of Bu and Diestel’s recipe to show that p⊗ˆX = p〈X〉
in an isometric way. Once p〈X〉 isometric= p⊗ˆX is known, the result of Corollary 3.7 also
follows from their work.
To complete the picture, we summarize in the following
Remarks. 1. Grothendieck [7]: Let 1  p ∞. The space pw(X) induces the injective
norm on p ⊗X. If 1 < p <∞, p⊗ˇX is isometrical isomorphic to the closed subspace

p
w(X)G of all (xi) ∈ pw(X) satisfying (xi) = limn(x1, x2, . . . , xn,0,0, . . .) in the -p-
topology.
2. Grothendieck [7]: 1⊗ˆX isometric= 1(X).
3. Cohen [5]: Let 1  p < ∞. p〈X〉 induces the projective norm on p ⊗ X and
1〈X〉 = 1(X)= 1⊗ˆX in an isometric way.
4. Bu and Diestel [3] and Corollary 3.9 of this paper: For 1 < p <∞, p〈X〉 isometric=
p⊗ˆX.
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Using Corollary 3.8, a rather technical (weak∗ compactness) argument shows that
p〈X〉 (= π1,p′ (X)) has the GAK-property. However, the characterization in Corollary 3.8
is not necessary to prove this fact, as is illustrated in the following theorem. To be precise,
we can do much better using easier arguments:
Theorem 3.10. Let 1 p < q ∞. Then πp,q (X,Y ) has the GAK-property, i.e., we have
(ui)= lim
n→∞(u1, u2, . . . , un,0,0, . . .)
in πp,q (X,Y ) for all (ui) ∈ πp,q (X,Y ).
Proof. Suppose not. Then there exists a sequence (un) ∈ πp,q (X) such that
(ui) (> n)= (0,0, . . . ,0,0, un+1, . . .) → 0 if n→∞.
The sequence of norms (πp,q((ui) (> n)))n∈N being monotone decreasing, there has to be
- > 0 such that πp,q((ui) (> n)) > - for all n ∈N. There exists (x0,i)i ∈ Bqw(X) such that∑∞
i=2 ‖uix0,i‖p  -. Let n1 > n0 := 1 be an integer such that
∑∞
i=n1+1 ‖uix0,i‖p < -/2,
i.e.,
n1∑
i=n0+1
‖uix0,i‖p  -/2.
Now let (x1,i)i ∈ Bqw(X) such that
∑∞
i=n1+1 ‖uix1,i‖p  -. Choose an integer n2 > n1
such that
∑∞
i=n2+1 ‖uix1,i‖p < -/2, i.e.,
∑n2
i=n1+1 ‖uix1,i‖p  -/2, etc. Method clear?
We construct inductively a sequence 1 = n0 < n1 < n2 < · · · of integers and a sequence
((xk,i)i )k∈N in Bqw(X) such that
nk+1∑
i=nk+1
‖uixk,i‖p  -/2.
Take any (λi) ∈ q\p and put λ0 = 1. The sequence
(xj ) := (x0,1, x0,2, . . . , x0,n1, λ1x1,n1+1, λ1x1,n1+2, . . . ,
λ1x1,n2, λ2x2,n2+1, . . . , λ2x2,n3, . . .)
is in qw(X) as is clear from
∞∑
j=2
|x∗xj |q =
∞∑
k=0
nk+1∑
i=nk+1
|λk|q |x∗xk,i |q 
∞∑
k=0
|λk|q <∞
for all x∗ ∈BX∗ . However,
∞∑
j=2
‖uj xj‖p =
∞∑
k=0
nk+1∑
i=nk+1
|λk|p‖uixk,i‖p  (-/2)
∞∑
k=0
|λk|p =∞,
contradicting the fact that (un) ∈ πp,q (X,Y ). ✷
The reader is referred to the paper [1] by Arregui and Blasco for an extensive discussion
of the spaces πp,q (X), including several interesting applications of the same. In the
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same paper, the authors introduce the general concept multiplier sequence whose formal
definition is given in the following
Definition 3.11. Let X and Y be two real or complex Banach spaces and let E(X) and
F(Y ) be two Banach spaces whose elements are defined by sequences of vectors in X
and Y , including all “finite sequences” in the Banach spaces. A sequence of operators
(un) ⊆ L(X,Y ) is called a multiplier sequence from E(X) to F(Y ) if there exists a
constant c > 0 such that∥∥(uj xj )nj=1∥∥F(Y )  c∥∥(xj )nj=1∥∥E(X)
for all finite families x1, . . . , xn in X. The infimum of such positive numbers c is denoted
by ‖(uj )‖(E(X),F (Y )). The set of all multiplier sequences is denoted by (E(X),F (Y )).
It is well known (and widely used) in the literature that from Grothendieck’s work we
have the isometric characterizations L(p,X)= p′w (X) (for 1 < p <∞) and L(c0,X)=
1w(X) (where u → (uei) defines the isometry) and L(X,p) = pw(X∗) (for 1  p <∞
and where (x∗n) → u: ux = (x∗nx)n defines the isometry). For given Banach spaces X and
Y , it is thus natural to ask for vector sequence space characterizations of L(X,q(Y ))
and L(q(X),Y ). Applying (p, q)-summing sequences, a characterization of L(X,q(Y ))
is proved in [1]. On (πp,q (X), p(Y )) we consider the norm ‖(uj )‖(E(X),F (Y )), whereby
E(X)= πp,q (X) and F(X)= p(Y ).
Theorem 3.12 (cf. [1, Theorem 2.17]). Let X,Y be Banach spaces and 1 p  q . Then(
πp,q (X), 
p(Y )
) isometric= L(X,q(Y )).
The isometry (uj ) → U is defined by U(x)= (ujx).
We characterize the space of operators L(q(X),Y ) in the following
Theorem 3.13. For q  1, (q(X), 1w(Y )G)
isometric= L(q(X),Y ). The isometry (uj ) →
T(uj ) is defined by T(uj )((xj ))=
∑
j ujxj .
Proof. Let (uj ) ∈ (q(X), 1w(Y )G) and define T(uj ) : q(X) → Y by T(uj )((xj )) =∑
j uj xj ; the series
∑
j ujxj being unconditionally convergent. Then∥∥T(uj )((xi))∥∥ sup‖y∗‖1
∑
j
∣∣y∗(ujxj )∣∣ ∥∥(uj )∥∥(q(X),1w(Y )G)∥∥(xj )∥∥q(X),
showing that T(uj ) ∈ L(q(X),Y ) and ‖T(uj )‖ ‖(uj )‖(q(X),1w(Y )G).
Conversely, suppose T : q(X)→ Y is bounded. Define uj :X→ Y by
ujx = T (0,0, . . . , x
j th
,0, . . .).
Then uj is linear and bounded with
‖uj x‖ ‖T ‖
∥∥(0,0, . . . , x,0, . . .)∥∥
q(X)
= ‖T ‖‖x‖,
J.H. Fourie, I.M. Röntgen / J. Math. Anal. Appl. 277 (2003) 629–644 641
i.e., ‖uj‖ ‖T ‖, ∀j . Also, if (xj ) ∈ q(X) and y∗ ∈ Y ∗ then∑
j
∣∣y∗(ujxj )∣∣=∑
j
∣∣y∗T (0,0, . . . , xj ,0, . . .)∣∣.
Now y∗ ◦ T ∈ [q(X)]∗ = q ′(X∗), i.e., there is a (x∗n) ∈ q ′(X∗) such that ‖(x∗n)‖q′ (X∗) =
‖y∗ ◦ T ‖ and (y∗ ◦ T )((xi))=∑i x∗i xi . We have y∗(T (0,0, . . . , xj ,0, . . .))= x∗j xj and∑
j
∣∣y∗(ujxj )∣∣=∑
j
|x∗j xj |
∥∥(x∗j )∥∥q′ (X∗)∥∥(xj )∥∥q(X)  ‖y∗‖‖T ‖∥∥(xj )∥∥q(X).
This shows that (ujxj ) ∈ 1w(Y ) and that -1((ujxj ))  ‖T ‖‖(xj )‖q(X) for all (xj ) ∈
q(X). In particular,
-1
(
(ujxj ) ( n)
)
 ‖T ‖∥∥(xj ) ( n)∥∥q(X) n→∞ 0.
Thus (ujxj ) ∈ 1w(Y )G. Moreover, ‖(uj )‖(q(X),1w(Y )G)  ‖T ‖ and
T
(
(xi)
)= lim
n
T
(
(xi) ( n)
)
= lim
n
T
(
(x1,0,0, . . .)+ (0, x2,0,0, . . .)+ · · · + (0,0, . . . , xn,0, . . .)
)
= lim
n
[u1x1 + u2x2 + · · · + unxn] =
∞∑
i=1
uixi.
∴ T = T(uj ). ✷
4. p-summing multipliers
In [2], the concept p-summing multiplier is defined as in the following
Definition 4.1 (cf. [2]). Let 1  p ∞. A scalar sequence (αi) is called a p-summing
multiplier for a Banach space X if
∑∞
n=1 ‖αnxn‖p <∞ for all sequences (xn) ∈ pw(X).
Put
mp(X)=
{
(αn) ∈ ω:
∞∑
n=1
‖αnxn‖p <∞, ∀(xn) ∈ pw(X)
}
.
The vector subspace mp(X) of ∞ contains p and is a Banach space when it is
endowed with the norm
∥∥(αi)∥∥p,p := sup
-p((xi))1
( ∞∑
n=1
|αn|p‖xn‖p
)1/p
.
It is easily verified that the above definition is equivalent to the following
Definition 4.2. Let 1 p ∞. A scalar sequence (αi) is called a p-summing multiplier
for a Banach space X if there is a constant c > 0 such that regardless of the natural
642 J.H. Fourie, I.M. Röntgen / J. Math. Anal. Appl. 277 (2003) 629–644
number m and regardless of the choice of x1, . . . , xm in X we have(
m∑
i=1
‖αixi‖p
)1/p
 c sup
x∗∈BX∗
(
m∑
i=1
∣∣〈x∗, xi〉∣∣p
)1/p
. (2)
The norm of (αi) ∈mp(X) is also given by∥∥(αi)∥∥p,p := inf{c > 0: (2) holds}.
From the last definition it is clear that mp(X) is a (closed) subspace of πp,p (X,X)
consisting of sequences of the form (uj ) = (αj idX), where idX is the identity operator
on X and (αj ) is a suitable scalar sequence. It is shown in the papers [2] and [1] that if
1 p  q <∞ then mp(X)⊆mq(X) and for (αi) ∈mp(X), ‖(αi)‖q,q  ‖(αi)‖p,p .
Using Definition 4.1 above, the authors in the paper [2] prove the equality mp(X∗∗)=
mp(X) after an extensive discussion that depends on the duality theory of spaces of opera-
tors. Below is a short proof for the same result, now using Definition 4.2 and the principle
of local reflexivity.
Proposition 4.3. mp(X∗∗)=mp(X).
Proof. We only prove the inclusion mp(X∗∗) ⊇ mp(X), the converse being an easy
observation. Let (αi) ∈mp(X) and - > 0. For any finite set {x∗∗1 , x∗∗2 , . . . , x∗∗n } ⊂X∗∗, let
x∗k ∈X∗ with ‖x∗k ‖ = 1, such that ‖x∗∗k ‖ ≈ |〈x∗k , x∗∗k 〉| (i.e., the nonzero values |〈x∗k , x∗∗k 〉|
for k = 1,2, . . . , n approximate the values ‖x∗∗k ‖ as good as you like). Let
E := span{x∗∗1 , x∗∗2 , . . . , x∗∗n } ⊂X∗∗.
By the principle of local reflexivity for given - > 0 there exists an injective bounded
linear operator u :E→X such that
(i) ‖u‖‖u−1‖ 1+ ε,
(ii) |〈ux∗∗i , x∗i 〉| = |〈x∗∗i , x∗i 〉| = 0 for x∗∗i = 0, i = 1,2, . . . , n.
Set xi := ux∗∗i ∈X (i = 1, . . . , n). Since (αi) ∈mp(X), there is a c > 0 such that(
n∑
i=1
‖αix∗∗i ‖p
)1/p
=
(
n∑
i=1
‖αiu−1xi‖p
)1/p
 ‖u−1‖ c sup
‖x∗‖1
(
n∑
i=1
∣∣〈x∗∗i , u∗x∗〉∣∣p
)1/p
 ‖u−1‖‖u‖ c sup
‖y∗‖1
(
n∑
i=1
∣∣〈x∗∗i , y∗〉∣∣p
)1/p
(where y∗ ∈X∗∗∗)
 (1+ ε) c sup
‖y∗‖1
(
n∑
i=1
∣∣〈x∗∗i , y∗〉∣∣p
)1/p
.
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Since ε > 0 is arbitrarily chosen, it follows that(
n∑
i=1
‖αix∗∗i ‖p
)1/p
 c sup
‖y∗‖1
(
n∑
i=1
∣∣〈x∗∗i , y∗〉∣∣p
)1/p
,
thereby showing that (αi) ∈mp(X∗∗) and ‖(αi)‖mp(X)  ‖(αi)‖mp(X∗∗). ✷
Definition 4.4. Let 1 p ∞ and 1/p + 1/p′ = 1. A scalar sequence (αn) is a strongly
p-summing multiplier if (αnxn) ∈ p〈X〉, ∀(xn) ∈ p(X). Put
m
strong
p (X)=
{
(αn) ∈ ω:
∞∑
n=1
∣∣x∗n(αnxn)∣∣<∞, ∀(x∗n) ∈ p′w (X∗), ∀(xn) ∈ p(X)
}
.
On the vector space mstrongp (X) we define a norm
∥∥(αi)∥∥[p] = sup‖(xi)‖p(X)1 σp
(
(αixi)
)= sup
-p′ ((x∗n))1
‖(xn)‖p(X)1
∣∣∣∣∣
∞∑
n=1
x∗n(αnxn)
∣∣∣∣∣.
There is a natural connection between mstrongp (X) and mp′(X∗), which is easily verified
and which is given by
Proposition 4.5. (αi) ∈mp′(X∗)⇔ (αi) ∈mstrongp (X) with 1/p+ 1/p′ = 1.
This easy observation and Corollary 3.7 yield the following
Theorem 4.6 [2, Theorem 1.4]. Let (αi) be a bounded scalar sequence and 1 < p <∞,
1/p+ 1/p′ = 1. Then (αi) ∈mp(X∗) if and only if Tα,x : p →X: (βi)→∑∞i=1 βiαixi is
nuclear for all sequences (xi) ∈ p′(X).
Corollary 4.7. Let (αn) ∈ ∞ and 1 < p < ∞, 1/p + 1/p′ = 1. The following are
equivalent:
(a) (αn) ∈mp(X),
(b) ∑n e∗n⊗ αnx∗n ∈N (p,X∗), ∀(x∗n) ∈ p′(X∗).
Proof. From Corollary 3.7 we see that the operator
∑∞
j=1 e∗j ⊗ αjx∗j : p →X∗ is nuclear
for all (x∗j ) ∈ p
′
(X∗)
⇔
( ∞∑
j=1
e∗j ⊗ αj x∗j (en)
)
n
∈ p′ 〈X∗〉, ∀(x∗j ) ∈ p
′
(X∗)
⇔ (αnx∗n) ∈ p
′ 〈X∗〉, ∀(x∗n) ∈ p
′
(X∗)
⇔ (αn) ∈mstrongp′ (X∗) ⇔ (αn) ∈mp(X∗∗) ⇔ (αn) ∈mp(X). ✷
644 J.H. Fourie, I.M. Röntgen / J. Math. Anal. Appl. 277 (2003) 629–644
The reader is referred to the papers [2] and [1] to see some remarkable applications
of p-summing multipliers and (p, q)-summing sequences in (the geometry of) Banach
spaces. For instance, to provide some new descriptions of the Orlicz property and the
cotype p property on the dual space of a Banach space.
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