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Abstract 
One of the most important open issues is that the classical conflict coefficient in D-S evidence theory (DST) cannot correctly 
determine the conflict degree between two pieces of evidence. This drawback greatly limits the use of DST in real application 
systems. Early researches mainly focused on the improvement of Dempster’s rule of combination (DRC). However, the current 
research shows it is very important to define new conflict coefficients to determine the conflict degree between two or more 
pieces of evidence. The evidential sources of information are considered in this work and the definition of a conflict measure 
function (CMF) is proposed for selecting some useful CMFs in the next fusion work when sources are available at each instant. 
Firstly, the definition and theorems of CMF are put forward. Secondly, some typical CMFs are extended and then new CMFs are 
put forward. Finally, experiments illustrate that the CMF based on Jousselme and its similar ones are the best suited ones. 
Keywords: D-S evidence theory; conflict evidence; generalized power space; information fusion; uncertainty 
1. Introduction1
Information fusion is widely used in many applica-
tion fields, such as image processing and analysis, 
classification, and target tracking[1]. Determining how 
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to manage and fuse the information of multi-source is 
the main objective. Evidence reasoning has become 
more and more popular in the community of informa-
tion fusion, since Dempster & Shafer proposed D-S 
evidence theory (DST) in 1976[2], followed by Prof. 
Smets who presented transferable belief model 
(TBM)[3] and gave explain on it. Henceforth, more 
representative theories were presented and actually 
accelerated the development of evidence reasoning, 
such as the general and flexible theory—Dezert-Sma- 
randache theory (DSmT)[4] which is based on DST and 
Bayesian theory proposed by Jean Dezert & Florentin 
Smarandache, and the more general theory—unific- 
ation of fusion theories (UFT)[5] proposed by Prof. 
Smarandache recently. DST, DSmT, and UFT all offer 
interesting issues to combine uncertain sources of in-
formation expressed in terms of belief functions.  
In the late 1970s, the successful story of DST was 
abruptly slowed down by Zadeh, who presented an 
example where Dempster’s rule of combination (DRC) Open access under CC BY-NC-ND license.
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produces unsatisfactory or counter-intuitive results[6].
Since then, many methods were proposed to solve 
this problem[7-16]. Overall, the existing methods can be 
divided into three major categories. 
The first is to stick to the close world. In this in-
stance, there still exist three kinds of circumstances. 
One is the multiplication strategy of DRC. Yager[7],
Dubois[8], Toshiyuki[9], Lefevre[10] and Dezert[4,11] sup-
ported this idea. Another one is the addition strategy of 
DRC. Murphy[12] presented another problem of classi-
cal DRC, that is, it fails to balance the multiple bodies 
of evidence. Deng[13] suggested a modified average 
method to combine belief function based on distance 
measures of evidence. The last one is the integration of 
multiplication strategy and addition strategy of 
DRC[14].
The second is to support the open world. Masses are 
not renormalized and conflict is stored in the mass 
given to the empty set in the TBM[3] solution. 
Haenni[15] demonstrated that the problem addressed by 
Zadeh is not the problem of DRC but of Zadeh’s 
model, and modifying the data model is more reason-
able from the views of engineering practice, founda-
tions of mathematics and philosophical logic.  
The third is to support the integration of close world 
and open world. So the hyper power-set and the gen-
eral power set were put forward[5, 16].
However, the issue of identification of conflict 
among evidence has been ignored. Liu[17] formally 
defined when two basic belief assignments were in 
conflict in 2006. This definition deploys quantitative 
measures of both the mass of the combined belief as-
signed to the empty set before normalization and the 
distance between betting commitments of beliefs. 
Some alternative measures of conflict as the distance 
between belief functions were given in 2008[18]. Wang, 
et al.[19] introduced the relationship coefficient based 
on Liu’s method. However, these measures of conflict 
are all defined in the close world.  
New ideas about DST were given by Liu and 
Wang[17,19], that is, how to reasonably reflect conflict 
degree among evidence and what degree is regarded as 
in conflict between evidence. So, it is important to find 
some reasonable conflict measure functions to express 
the degree of conflict among evidence, thus we can 
find the reason for high conflict and choose the rea-
sonable combination rules to dispose the conflict evi-
dence.
The main idea of this article is to develop a 
pre-processing task of fusion with a predefined crite-
rion called conflict measure function (CMF) in the 
generalized power space in order to select high conflict 
subset of sources of information.  
By properly choosing the high conflict sources, we 
can decrease the conflict before applying the fusion 
rule (whatever the rule we choose). In Section 2, the 
necessary background material is given. In Section 3, 
we present the definition of a CMF, then extend it and 
define some new CMFs. The best suitable conflict 
measure functions through simulation experiments are 
obtained in Section 4. Section 5 concludes the main 
contribution of the article. 
2. Background Material 
2.1. DST 
In the case of imperfect data (uncertain, imprecise 
and incomplete), fusion is an interesting method of 
obtaining more relevant information. DST offers ap-
propriate aggregation tools. It utilizes a combination 
rule to provide the combined masses that synthesize 
the knowledge of different sources. The basic prob-
ability assignment (BPA), denoted by mi (i=1,2,…,n), 
is obtained for each information source Si, thus n bod-
ies of evidence m1, m2, …, mn can be combined with 
Dempster’s orthogonal rule as follows[2]:
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where K is a normalization constant and called conflict 
because it measures the degree of conflict in the frame 
of DST.  
From a given BPA  m, the corresponding credibility 
function is defined as Bel(X)= ( )
A X
m A

¦ .
2.2. Basis of DSmT & UFT 
One of the cornerstones of the DSmT [5] is the newly 
presented notion of hyper power-set. Let U =
{TTTn} be a set of n elements, which cannot be 
precisely defined and separated so that no refinement 
of U in a new larger set Tref of disjoint elementary hy-
potheses is possible. The hyper power-set DU is de-
fined as the set of all composite propositions built from 
elements of U with *  and   (U generates DU under 
operators *  and  ) operators such that 
1) ,T1,T2,},TnDU;
2) If A,BDU, then, ABDU and A*BDU;
3) No other elements belong to DU, except those ob-
tained by using rule 1) or 2). 
According to the physical requirement, we may 
choose a special model, so if we choose the DST 
model, DSmT model and UFT model, then we get the 
power set 2U, hyper power-set DU and hyper-power set 
SU including 2U and DU, respectively. Here without loss 
of generality, we denote GU the general power set on 
which the basic probability assignments (or masses) 
are defined, i.e. GU=2U when DST is adopted; GU=DU
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when DSmT[4-5,20] is adopted; GU=SU when UFT model 
is adopted. For UFT[16], its hyper-power set 
SU={ , , , }U *   , that is, U closed under these three 
operations: union, intersection and complementation of 
set, and then forms a Boolean algebra. Then a general 
basic belief assignment (GBBA) as a mapping m(.): 
SU6 [0,1], associated with a given source, saying S, of 
evidence with m() t 0 and ( ) 1
UA S
m A

 ¦ , is defined. 
mS(A) is the GBBA of A committed by the sources. Of 
course, in the DST and DSm model, m()=0. So the 
hyper-power set SU is more general. But for engineer-
ing applications, system designer often adopts the DST 
model and DSm model. 
2.3. TBM and Liu’s method
Pignistic probability distance based on pignistic 
probability definition in TBM[3] is described as fol-
lows.
In TBM, suppose that the bodies of evidence are de-
fined over (U,,Bel), where  is the algebra of the 
subsets of U. All the A, m(A)>0 constitute the algebra 
. For A, BetP(A)= BetP( ).
AT
T

¦  For two basic 
belief assignments (BBAs) mi and mj, i and j are 
their corresponding algebra. Let ij be the algebra in-
cluding all the A, mi(A)>0 or mj(A)>0. That is to 
say, ij is a union of i and j. The pignistic probabil-
ity distance might also be implemented and calculated 
as follows [17]:
difBetP( , ) max | BetP ( ) BetP ( ) |
ij
i jA
i j A A

 
*
    (3) 
Let m1 and m2 be two BBAs on the frame U. 1BetPm
and
2
BetPm  are defined as the results of two pignistic 
transformations from m1 and m2. Thus 
2
1 21
difBetP max (| BetP ( ) BetP ( ) |)m m mm
A U
A A

 ¦  (4) 
is called the distance between betting commitments of 
the two BBAs. 
Value (
1
BetPm (A)  2BetPm (A)) has the difference 
between betting commitments to A from two sources. 
The distance of betting commitments is therefore the 
maximum extent of differences between betting com-
mitments to all subsets. 2
1
difBetPmm  is simplified as 
difBetP when there is no confusion between two BBAs 
being compared.  
Obviously, 2
1
difBetPmm =0 whenever m1=m2, i.e., the 
distance between betting commitments is always zero 
for any two identical BBAs (total absence of conflict).  
Given two BBAs and their corresponding pignistic 
transformations, it is possible that these two BBAs 
have the same betting commitment to a subset A (that 
is,
1
BetPm (A) = 2BetPm (A)), but may have different 
betting commitments to another subset B. For this rea-
son, we cannot replace the max operator with either 
min or mean operator in Eq.(4), since we want to find 
out the maximum, not the minimum or the average, 
level of differences between their betting commit-
ments. 
Let cf(m1,m2) = ¢K, difBetP² be a two-dimensional 
measure where K is the mass of uncommitted belief 
when combining m1 and m2 with DRC, difBetP is the 
distance between betting commitments. m1 and m2 are 
defined to be in conflict if both difBetP>H and K >H
hold, where H>@ is the threshold of conflict toler-
ance.
Remark: For unification of this article, if the DST 
model is involved, then m is BPA; if the general power 
space is involved, then m is GBPA. 
2.4. Problem of the existing conflict expression 
Due to the deficiency of classical conflict coefficient 
K when measuring conflict, many new definitions 
measuring conflict between evidences have been pre-
sented. Liu’s method is the typical one and does better 
than the classical conflict coefficient, but it also yields 
illogical results in some special cases.  
A typical example is as follows: 
Example 1  There are three cases of two BPAs on 
U with |U|=3 in Shafer’s model. We use 1, 2, etc. to 
denote element 1, element 2, etc. in U. Case 1 and 
Case 2, etc. show the actual elements in A and B rep-
resenting different situations. A pair of values ({1},1/3) 
(resp. ({1,2},1/3), ({1,2,3},1/3)) in Case 1 under col-
umn, named m1, means m1({1})=1/3 (resp. m1({1,2})= 
1/3, m1({1,2,3})=1/3).
Comparisons of the classical conflict coefficient K
and Liu’s method are listed in Table 1. If the classical 
conflict coefficient K is used to judge the conflict be-
tween two BPAs, there are no conflicts in these cases. 
If using Liu’s method, we can conclude that there ex-
ists some degree of conflict in Case 1 and Case 3 and 
no conflict in Case 2. However, there really exists a 
certain degree of conflict in Case 2 because completely 
unknown event and equal probability event are not the 
same thing. 
Table 1  Results of different conflict measures 
Case m1 m2 K ¢K, difBetP²
1
2
3
{1},1/3;{1,2},1/3; {1,2,3},1/3
{1},1/3;{2},1/3; {3},1/3 
{1,2},1
{1,2,3},1 
{1,2,3},1 
{1,2,3},1 
0
0
0
¢0,5/18²
¢0,0²
¢0,1/3²
3. Conflict Measure Function 
Definition 1 (measure of conflict)  Let us consider 
any three general basic probability assignments 
(GBPAs) m1(.), m2(.) and m3(.) defined over the same 
space GU, the mapping CM(.): GUuGUo[0,1] is called 
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a conflict measure function (CMF), if the following 
three conditions are satisfied:  
1) m1(.),m2(.), CM(m1,m2) = CM(m2,m1);
2) m(.) defined over GU, CM(m1,m2) = 0 only if 
m1=m2;
3) CM 1 2( , )
X Ym m =1 if YX=.
where Xsm (s=1,2) represents a belief assignment to-
tally focusing on X, XGU/{}. Xsm  is defined by 
X
sm (X)=1 and 
X
sm (Y)=0 for all YX=.
If CM(m1,m2) > CM(m1,m3), then m2 is said to be 
more contradictory to m1 than m3 to m1. CM(m1,m2) is 
the conflict measure of evidence between m1(.) and 
m2(.).  
Theorem 1  If there exists a basic probability as-
signment m1(.) defined over GU and an positive real 
number H(small enough) is given, then at least one 
basic probability assignment m2(.) defined over GU
exists and satisfies the condition of some distance 
measure CM(.,.)dH.
Proof (by contradiction)  Suppose there does not 
exist m2(.) defined over GU satisfying the condition 
CM(.,.)dH, then let m2(.) be equal to m1(.), so it is 
known that CM(.,.)=0, but by assuming H ! , then 
CM(.,.)dH. So it is in conflict with the assertion of 
theorem, and the proof is completed by contradiction. 
Definition 2 (low conflict of evidence)  If there 
exist two basic probability assignments m1(.) and m2(.)
defined over the same space GU such that CM(.,.)dH for 
some conflict measure CM(.,.), then H is called the low 
conflict of evidence between m1(.) and m2(.) with respect 
to conflict measure CM(.,.). m1(.) and m2(.) are H-con- 
sistent with respect to conflict measure CM(.,.).
Theorem 2  If there exist two basic probability as-
signments m1(.) and m2(.) defined over the same space 
GU, then the following sufficient and necessary condi-
tion holds:  
If m1(.) and m2(.) are H-consistent (CM(m1,m2)dH), 
then they satisfy Theorem 1. 
Proof We first prove the sufficient condition. 
Since m1(.) and m2(.) are assumed H-consistent, then 
from Definition 2, there exists a small positive real 
number H such that CM(m1,m2)dH. So, CM(m1,m2) sat-
isfies Theorem 1. Secondly, we prove the necessary 
condition. From Theorem 1, if a basic probability as-
signment m1(.) and a small positive real number H are 
given, then there must exist a basic probability as-
signment m2(.) which keeps CM(m1,m2)dH, and thus 
satisfies Definition 2. We conclude that the CMF be-
tween m1(.) and m2(.) is consistent. 
Theorem 3  The smaller H !  is, the nearer the 
distance between m1(.) and m2(.) is, that is, the less 
contradictory or more consistent m1(.) and m2(.) are.  
Proof  According to Theorem 2, if the CMF be-
tween m1(.) and m2(.) is H-consistent, then CM(m1,m2)d
H. Let H  CM(m1,m2). It is clear that CM(m1,m2) be-
comes smaller with H becoming smaller; thus, accord-
ing to the definition of CMF, the contradiction between 
m1(.) and m2(.) becomes less. Finally, if H CM(m1,m2)=
0, then m1(.) and m2(.) are not contradictory.  
Remark: The CMF is not unique and other functions 
could be used. The purpose of this article is to find 
some effective and suitable conflict measure functions.  
In view of Ref.[21], we extend and define some 
CMFs in the generalized power space for this purpose. 
Definition 3 (CMF based on the Euclidean distance) 
Let mi(.) and mj(.) be two GBPAs in the same space 
GU, containing N mutually exclusive and exhaustive 
hypotheses, Xl the lth (generic) element of GU and |GU|
the cardinality of GU. A simple CMF considered in this 
work is extended as follows:  
1/ 2
2
E
1
1CM ( , ) ( ( ) ( ))
2
UG
i j i l j l
l
m m m X m X
 
ª º« » « »¬ ¼
¦ (5)
Definition 4 (CMF based on Jousselme)  Let mi(.)
and mj(.) be two general basic probability assignments 
(GBPAs) in the same space GU, containing N mutually 
exclusive and exhaustive hypotheses. The CMF be-
tween mi and mj based on Ref.[22] is defined as 
T
J
1CM ( , ) ( ) ( )
2i j
m m   i j i jm m D m m (6)
where a GBPA is a vector m with coordinate m(.) de-
fined in Ref.[22]; D  is a |GU|u|GU| positively definite 
matrix whose elements are 
M
M
, 2
( , )
( )
,
( )
l m U
l m
l m
Ul m
l m
l m
A B
A B
A B
A B
C A B
A B D
C A B
­ °° ®° °¯

*

*
D  (7) 
where the dimension of D  is decided by GU, that is, 
when N = 1, |2U| = 2 and |DU| = 2, or when N = 2, 
|2U|=4 and |DU|=5 for instances; |A| is the cardinality of 
subset A. The DSm cardinality of any element AGU,
denoted by CM(A), corresponds to the number of parts 
of A in the Venn diagram of the problem (model M), 
taking into account the set of integrity constraints   
(if any), i.e. all the possible intersections due to the 
nature of the elements Tk. This intrinsic cardinality 
depends on the model M. M is the model containing A
which depends on the dimension of Venn diagram,  
(i.e. the number of sets n=|U| under consideration), and 
on the number of non-empty intersections in this dia-
gram. CM(A) should not be confused with the classical 
cardinality |A| of a given set A (i.e. the number of its 
distinct elements)— that’s why a new notation is nec-
essary here. Let | | 1
| |
    

  and 
M
M
( )
1
( )
C
C
    

* .
The factor 1
2
 is used to standardize CMJ(mi,mj), 
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which can make sure 0 d CMJ(mi,mj) d 1.  
The CMF based on Jousselme can also be extended 
as
T
J
1CM ( , ) ( ) ( , )( )
2i j
m m A B  Di j i jm m F m m  (8) 
where FD(A,B)=F(|A|,|B|, | |A B , | |A B ) is called  
coherence measure function. It could be the Dice  
coefficient, Jaccard coefficient or others presented in 
Table 2[23].
Table 2  Different coherence measure functions[23]
Remark: This kind of CMF is not unique and other 
functions could be used. The proposed CMFs here are 
simple enough to be used easily in our work. We can 
also apply other distance functions, for example diver-
gence.
Definition 5 (CMF based on compositor) Let m1,
m2, …, mn be n GBPAs in the same space GU, contain-
ing N mutually exclusive and exhaustive hypotheses. 
The CMF between mi and mj is extended as 
T
O
1CM ( , ) ( ) ( )
2i j
m m   i j i jm m S m m  (9) 
where S  is a |GU|u|GU| matrix whose elements are 
( )( , )
( )
s A BA B
s A B
 *S ( , )
UA B G      (10) 
We propose here a better choice for s(.), based on a 
very simple and natural geometrical interpretation of 
the relationships between the parts of the Venn dia-
gram belonging to each TkDU. All the values of s(.)
function (stored into a vector s) over DU are defined by 
the following equation: 
n n s D Z              (11) 
with s=[s(a0) s(a1) … s(ap)], where p is the cardinal 
of DU for the model M under consideration. p is equal 
to the Dedekind’s number d(n)1 if the free-model M f
is chosen as U={T1,T2,…,Tn}. Dn is the hyper 
power-set generating matrix. The components Zk of 
vector Zn are obtained from the components of the 
DSm encoding basis vector un as follows[5]: l(uk) is the 
length of Smarandache’s codification uk of the part of 
the Venn diagram of the model M, i.e., the number of 
symbols involved in the codification. For example, if 
uk=¢1,2,3², then l(uk)=3 just because only three sym-
bols 1, 2, and 3 are contained in the codification uk,
thus Zk=1/3.
From this new DSm ordering function s(.), we can 
partially order all the elements TkDU by the increas-
ing values of s(.).
Here we give an example of ordering on U={T1,T2}
with M f. In this simple case, the DSm ordering of DU
is given in Table 3. 
Table 3  Values of s(.)
DkDU s(Dk)
D= s(D0)=0
D1=T1  T2 s(D1)=1/2 
D2=T1 s(D2)=1+1/2
D3=T1 s(D3)=1+1/2
D4=T1 * T2 s(D4)=1+1+1/2
Then, S  is constructed as follows: 
1 2 1 2 1 2 1 2
1 2 1 2 1 2
1 2 1 1 2 1
1 1 1 2 1 2
1 2 1 2 2 2
2 1 2 2 1 2
1 2 1 2
1 2 1 2
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) (
s X X s X X s X X s X X
s X X s X s X s X X
s X X s X s X X s X
s X s X s X X s X X
s X X s X X s X s X
s X s X X s X s X X
s X X s X s X
s X X s X X s
 
   
 *
 
* *
 
* *

* *
S
1 2
1 2 1 2
1 1/ 3 1/ 3 1/ 5
1/ 3 1 1/ 5 3/ 5
1/ 3 1/ 5 1 3/ 5
1/ 5 3/ 5 3/ 5 1
( )
) ( )
s X X
X X s X X
ª º« »« »« » ª º« » « »« » « » « » « »« » « »« » ¬ ¼« »« »« »¬ ¼
*
* *
Definition 6 (CMF based on generalized pignistic 
transformation (GPT))  Let m1,m2,…, mn be n GBPAs 
defined over GU containing N mutually exclusive and 
exhaustive hypotheses. The CMF between mi and mj is 
extended as  
PCM ( , ) max | BetP ( ) BetP ( ) |
l
i j i l j lm m T T T  (12)
where BetPi{.} and BetPj{.} are their corresponding 
GPTs.  
Definition 7 (CMF based on Bhattacharyya)  Let 
m1,m2,…, mn be n GBPAs defined over GU, containing 
N mutually exclusive and exhaustive hypotheses. The 
CMF between mi and mj based on Bhattacharyya is 
extended as[24] 
BCM ( , ) 1 ( ) ( )
k
i j i k j k
X F
m m m X m X

  ¦   (13) 
where F is the core of evidence of sources under con-
sideration and satisfies  
{ | ( ) 0, ( ) 0}U i jF X G m X m X  t t
Name Dice Sokal & Sneath Kulczynski Ochiai Fixsen & Mahler 
FD(A, B)
2 A B
A B

2
A B
A B A B

*  2 2
A B A B
A B
  A B
A B
 A B
A B
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We consider that a correct extension of the Bhat-
tacharyya’s distance in the generalized power space 
should be given by 
BCM ( , ) 1 ( ) ( )
k
c
i j i k j k
X F
m m m X m X

ª º « »« »¬ ¼¦ (14)
where c  could be any positive number.  
Ristic and Smets’ dissimilarity measure is defined 
as[25]
RS ( , ) ln(1 )i jd m m K   (15)
As a particularity of these measures, its range is in 
the interval [0,+f]. However, all the values of CMFs 
in our work are only in the interval [0,1]. Thus, Ristic 
and Smets’ dissimilarity measure cannot be extended 
as a CMF. 
Definition 8 (CMF based on the mostly least dis-
tance)  Let m1,m2,…,mn be n GBPAs (or n bodies of 
evidence) in the same space GU. The CMF between 
two evidence sources mi and mj is defined as 
| |
1
M | |
1
min( (1, ), (1, ))
CM ( , ) 1
max( (1, ), (1, ))
N
N
G
i j
l
i j G
i j
l
m l m l
m m
m l m l
 
 
 
¦
¦
 (16) 
Definition 9 (CMF based on the least average dis-
tance)  Let m1,m2,…, mn b be n GBPAs (or n bodies of 
evidence) in the same space GU. The CMF between 
two evidence sources mi and mj is defined as  
| |
1
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1
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1 [ (1, ) (1, )]
2
N
N
G
i j
l
i j G
i j
l
m l m l
m m
m l m l
 
 
 

¦
¦
   (17) 
Definition 10 (CMF based on Hai Ming’s distance) 
Let m1,m2,…, mn be n GBPAs (or n bodies of evidence) 
in the same space GU. The CMF between two evidence 
sources mi and mj is defined as 
| |
H
1
1CM ( , ) (1, ) (1, )
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NG
i j i jN
l
m m m l m l
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4. Comparisons of CMFs  
The main idea of this article is to improve the per-
formances of the fusion system/fusion processor by 
setting up a preprocessing task. Concretely, we first 
select some useful CMFs to measure the conflict be-
tween evidence, and then, before applying fusion rules, 
determine some useful combination rules according to 
the variety of CMFs at each time-step of the process. 
Such an idea is very general since it does not depend 
on the application neither on the fusion system nor the 
rule itself (while the belief function framework is 
used).  
The following examples illustrate how to choose the 
reasonable CMFs.  
Let us consider U={TTT}, the GBPA m(.) over 
the generalized power space GU with GU=DU={a0,
a1,…, a18} corresponds to the propositions shown in 
Ref.[5]. 
Suppose T1 is the real object, then m1(.)={0,0, 
0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,}. In the beginning, sup-
pose elements in the hyper power-set obey the uniform 
distribution, that is, m2(ai)=1/18 with i=1,2,…,18. 
When a14=T1, m2(T1) changes from 0 to 1 or from 1 to 
0 according to '  , but m2(aj) with  j=1,2,…,18
and jz14 correspondingly decreases or increases by 
(1m2(T1))/17, where m()=0.
Two kinds of circumstances are considered, i.e.,  
m1(T) and m2(T) are close to or far away from each 
other, shown in Fig.1 or Fig.2, respectively.  
Fig.1  Curves of two GBPAs when m2(T1) changes from 0 
to 1 in generalized power space.  
Fig.2  Comparisons of different conflict measure functions 
of two GBPAs detailed in Fig.1. 
In Figs.1-2, X-axis shows the movement step of 
m2(T1) and Y-axis gives the scales of m1(T1) and m2(T1).
Fig.3 and Fig.4 show the comparisons of performance 
among different CMFs. In Figs.3-4, CMJ based on 
Dice coefficient, Sokal & Sneath coefficient, Kulc- 
zynski coefficient, Ochiai coefficient, and Fixsen & 
Mahler coefficient listed in Table 2 are denoted by 
indexes CMJD, CMJS, CMJK, CMJO and CMJF, respec-
tively. In all simulation experiments, CMB(mi,mj) is 
calculated with Eq.(13), that is to say, c=1/2 is defined 
in Eq.(14).
No.1 HU Lifang et al. / Chinese Journal of Aeronautics 24(2011) 65-73 · 71 · 
Fig.3  Curves of two GBPAs when m2(T1) changes from 1 to 
0 in generalized power space. 
Fig.4  Comparisons of different conflict measure functions 
of two GBPAs detailed in Fig.3.
As we can see from Fig.1 to Fig.4, when m1(T1) and 
m2(T1) are close to or far away from each other, all 
these CMFs can correctly express the conflict attribute 
of information among evidence. However, not all 
CMFs are suitable for the next selection of combina-
tion rules. So, two main important points must be con-
sidered when selecting suitable CMFs. 
(1) According to the physical requirement and char-
acteristic of elements or hypotheses within the frame, 
we may choose a special model to calculate the CMF. 
Therefore, if the frame of discernment U is composed 
of N exhaustive and exclusive elements or hypotheses, 
we choose the DST model and get the power set 
GU=2U; if the system considers all elements of U
which are not precisely defined and separated, the 
DSm model is chosen and we get the hyper power-set 
GU=DU; if all elements of U contain all situations, the 
UFT model is chosen and we get the hyper-power set 
GU=SU, where SU includes 2U and DU.
(2) Once the model is chosen, factors including ra-
pidity of convergence, precision of system and cor-
rectness must be considered. 
According to the above ideas, the following conclu-
sions can be drawn: 
(1) Although CMP(m1,m2) and CMH(m1,m2) can cor-
rectly express the conflict attribute of information, 
their values are smaller than others, so they do not 
have the best performance. 
(2) Both CMO(m1,m2) and CMJ (m1,m2) have good 
performance because the essential conflict attribute of 
every element in the generalized power space is con-
tained in their definitions, which converge more rap-
idly and reflect the conflict degree between evidence 
sources more relevantly than other CMFs do. Fur-
thermore, CMJ (m1,m2) has the most steady rapidity of 
convergence. And for this reason, although it is hard to 
prove that S  is a positively definite matrix for its 
difficult calculation in the frame of DSmT, especially 
when n>4, we are apt to choose CMJ (m1,m2). There 
are other five expressions of CMJ (m1,m2), that is, 
CMJD, CMJS, CMJK, CMJO and CMJF. From Fig.2 and 
Fig.4, we can see CMJF and CMJS are not suitable for 
the next selection of combination rules because of 
their extreme behavior compared with other three ones 
which will be considered in our selection work. 
(3) CMB(m1,m2) has the worst performance, but 
converges most rapidly, that is to say, if two bodies of 
evidence are completely or approximately identical, 
CMB(m1,m2) is close to zero; if there exists a little con-
flict, CMB(m1,m2) is far away from zero. so 
CMB(m1,m2) is more radical. CMM(m1,m2) and  
CMA(m1,m2) are similar to CMB(m1,m2).
(4) CME(m1,m2) is defined based on the Euclidean 
distance, which could not express the essence–related 
attribute of information between elements, so the per-
formance of CME(m1,m2) is not the best. 
In summary, CMJ(m1,m2) is shown to achieve the 
best performance. Thus, we can choose the CMFs from 
various expressions of CMJ(m1,m2) as a preprocessing 
task for the next selection of combination rules.  
The next example is given to illustrate and compare 
the performances of these kinds of CMJ(m1,m2).
Example 2  Let U be a frame of discernment with 
20 elements (or any number of elements that is 
pre-defined) in Shafer’s model. We use 1, 2, etc. to 
denote element 1, element 2, etc. in the frame. The first 
GBPA which is also a BPA in Shafer’s model, 1m , is 
defined as 
m1({2,3,4})=0.05, m1({7})=0.05,
m1(U)=0.1, m1(A)=0.8
where A is a subset of U. The second BPA used in the 
example is 
m2({1,2,3,4,5})=1
There are 20 cases where subset A increases by one 
element at a time, starting from Case 1 with A={1} and 
ending with Case 20 with A=U as shown in Table 4. 
The comparison of K, difBetP, CMJ, CMJD, CMJS,
CMJK, CMJO, and CMJF for these 20 cases is detailed in 
Table 4 and graphically illustrated in Fig.5. In Fig.5, 
X-axis shows the sizes of subset A, and Y-axis gives 
the scales of difBetP, CMJ, CMJD, CMJS, CMJK, CMJO
and CMJF.
As can be seen in Table 4, value K is always equal to 
0.05 whether the size of subset A changes or not, 
which means it cannot reasonably express the conflict 
degree between evidence. The results also show that 
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Table 4  Comparisons of different conflict measure functions 
Case ¢K, difBetP² CMJ CMJD CMJS CMJK CMJO CMJF
A={1} 
A={1,2} 
A={1,2,3} 
A={1,2,3,4} 
A={1,2,…,5} 
A={1,2,…,6} 
A={1,2,…,7} 
A={1,2,…,8} 
A={1,2,…,9} 
A={1,2,…,10} 
A={1,2,…,11} 
A={1,2,…,12} 
A={1,2,…,13} 
A={1,2,…,14} 
A={1,2,…,15} 
A={1,2,…,16} 
A={1,2,…,17} 
A={1,2,…,18} 
A={1,2,…,19} 
A={1,2,…,20} 
¢0.05, 0.605²
¢0.05, 0.426 67²
¢0.05, 0.248 33²
¢0.05, 0.195²
¢0.05, 0.125²
¢0.05, 0.258 33²
¢0.05, 0.353 57²
¢0.05, 0.425²
¢0.05, 0.480 56²
¢0.05, 0.525²
¢0.05, 0.561 36²
¢0.05, 0.591 67²
¢0.05, 0.617 31²
¢0.05, 0.639 29²
¢0.05, 0.658 33²
¢0.05, 0.675²
¢0.05, 0.689 71²
¢0.05, 0.702 78²
¢0.05, 0.714 47²
¢0.05, 0.725²
0.785 81 
0.686 66 
0.570 53 
0.423 67 
0.132 29 
0.388 37 
0.502 92 
0.570 53 
0.618 74 
0.655 36 
0.684 40 
0.708 17 
0.728 09 
0.745 13 
0.759 93 
0.772 98 
0.784 61 
0.795 09 
0.804 61 
0.813 33 
0.701 95 
0.570 25 
0.446 45 
0.318 78 
0.117 39 
0.296 81 
0.400 74 
0.461 32 
0.507 94 
0.545 45 
0.576 51 
0.602 78 
0.625 36 
0.645 03 
0.662 33 
0.677 70 
0.691 45 
0.703 83 
0.715 06 
0.725 28 
0.839 93 
0.776 04 
0.685 04 
0.540 25 
0.144 54 
0.498 34 
0.615 49 
0.678 66 
0.719 87 
0.749 32 
0.771 75 
0.789 64 
0.804 47 
0.817 17 
0.828 34 
0.838 41 
0.847 7 
0.856 46 
0.864 87 
0.873 10 
0.540 83 
0.480 8 
0.403 94 
0.305 78 
0.111 80 
0.281 37 
0.387 57 
0.431 86 
0.463 86 
0.488 36 
0.507 89 
0.523 93 
0.537 41 
0.548 96 
0.559 02 
0.567 89 
0.575 81 
0.582 95 
0.589 45 
0.595 40 
0.633 99 
0.526 77 
0.424 03 
0.310 97 
0.113 17 
0.289 19 
0.392 85 
0.445 65 
0.485 42 
0.516 98 
0.542 90 
0.564 75 
0.583 52 
0.599 89 
0.614 36 
0.627 28 
0.638 92 
0.649 49 
0.659 15 
0.668 03 
0.501 41 
0.313 18 
0.216 73 
0.146 34 
 0.058 452 
0.134 47 
0.185 13 
0.203 51 
0.216 73 
0.226 75 
0.234 63 
0.241 00 
0.246 27 
0.250 69 
0.254 46 
0.257 71 
0.260 55 
0.263 05 
0.265 26 
0.267 24 
Fig.5  Comparisons of different conflict measure functions 
when subset A changes. 
¢K, difBetP² of Liu’s method, CMJ, CMJD, CMJS,
CMJK, CMJO, and CMJF can all illustrate correctly the 
conflict degree of evidence, but in terms of perform-
ance of expressing conflict degree, Liu’s method is the 
best one. 
Based on the comparison results illustrated in Fig.5, 
difBetP, CMJ, CMJD, CMJS, CMJK, CMJO, and CMJF go 
up and down consistently when the size of subset A
changes. Moreover, they change slightly when the size 
of subset A is greater than five.  
According to the comparisons with ¢K, difBetP² in 
Liu’s method, CMJS and CMJK fluctuate drastically, 
while CMJD, CMJO and CMJF change slowly, and, thus, 
the latter three can be considered in our selection of 
reasonable CMFs.  
Remark: Calculation results of difBetP may cause 
some uncertainties in Liu’s method according to the 
calculation equation of BetP in Example 6[17].
5. Conclusions 
The existing conflict measure functions are all de-
fined on the power set, which cannot measure correctly 
the conflict between evidence. So, we extend the defi-
nition of CMF and put forward some CMFs in the 
generalized power space. Through adaptively selecting 
CMFs, we can pick out the highly conflicting informa-
tion sources. Therefore, the essential reason for con-
flict can be found, and we can find out the corre-
sponding reason to get the suitable methods to de-
crease the complexity of calculation and increase the 
precision and veracity of fusion. Simulation results 
show that CMJ and its similar ones CMJD, CMJO and 
CMJF are the most conformable ones among those 
CMFs presented in this article. In our future work, we 
will pay more attention to the real reasons for conflict 
between evidence given by Haenni, and concretely 
analyze them by finding some reasonable conflict 
measure functions. Furthermore, the above models can 
only solve some problems of incomplete evidence 
sources. When knowledge and technology are added 
and improved, the existing theories should be broad-
ened. Therefore, the fusion problem of the incomplete 
frame of discernment deserves study. 
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