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On the Bateman-Horn Conjecture for Polynomials
over Large Finite Fields
Alexei Entin
Abstract
We prove an analogue of the classical Bateman-Horn conjecture on prime values of poly-
nomials for the ring of polynomials over a large finite field. Namely, given non-associate,
irreducible, separable and monic (in the variable x) polynomials F1, . . . , Fm ∈ Fq[t][x],
we show that the number of f ∈ Fq[t] of degree n > max(3,degt F1, . . . ,degt Fm) such
that all Fi(t, f) ∈ Fq[t], 1 6 i 6 m are irreducible is(
m∏
i=1
µi
Ni
)
qn+1
(
1 +Om,maxdeg Fi, n
(
q−1/2
))
,
where Ni = n degx Fi is the generic degree of Fi(t, f) for deg f = n and µi is the number
of factors into which Fi splits over Fq. Our proof relies on the classification of finite
simple groups.
We will also prove the same result for non-associate, irreducible and separable (over
Fq(t)) polynomials F1, . . . , Fm not necessarily monic in x under the assumptions that
n is greater than the number of geometric points of multiplicity greater than two on
the (possibly reducible) affine plane curve C defined by the equation
m∏
i=1
Fi(t, x) = 0
(this number is always bounded above by (
∑m
i=1 degFi)
2 /2, where deg denotes the
total degree in t, x) and
p = charFq > max
16i6m
Ni,
where Ni is the generic degree of Fi(t, f) for deg f = n.
1. Introduction
The classical Bateman-Horn conjecture [8] predicts the frequency at which a set of irreducible
polynomials over the integers attains simultaneously prime values at integer points. Namely, let
F1, . . . , Fm ∈ Z[x],degFi > 0 be non-associate (i.e. no two differ just by a sign) irreducible
polynomials over the integers and suppose that for each prime p there exists a ∈ Z such that
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p ∤ F1(a) · · ·Fk(a). Then
#{1 6 a < x|F1(a), . . . , Fk(a) are prime} ∼ C(F1, . . . , Fm)∏m
i=1 degFi
x
logm x
,
where
C(F1, . . . , Fm) =
∏
pprime
1− ν(p)/p
(1− 1/p)m ,
ν(p) being the number of solutions to F1(x) · · ·Fm(x) ≡ 0 (mod p) in Z/p. The only proved case
of the conjecture is the case of a single linear polynomial, which is the Prime Number Theorem
for arithmetic progressions.
In the present paper we establish an analogue of this conjecture for polynomials over large
finite fields. Let q be a power of a prime p, Fq the field with q elements. We will consider an
analogue of the Bateman-Horn problem with the ring Z replaced by the one-variable polynomial
ring Fq[t]. For polynomials in several variables we will denote by deg the total degree and by
degt,degx, etc. the degree in the respective variable. Let F1, . . . , Fm ∈ Fq[t][x],degx Fi > 0 be
non-associate (i.e. not differing by a multiplicative constant in F×q ), irreducible and separable
over Fq(t), i.e. Fi 6∈ Fq[t][xp]. Let n be a natural number. We ask for how many of the polynomials
f ∈ Fq[t] with deg f = n all the values Fi(t, f) ∈ Fq[t] for i = 1, . . . ,m are irreducible. We are
interested in the asymptotics of this quantity for fixed m,degFi, n and q → ∞. We will attack
this problem by two different methods, each applicable under different additional conditions on
F1, . . . , Fm, n and p = charFq, and obtain two sets of results. The first method requires the
classification of finite simple groups for its strongest form, while the second method is more
direct and does not use any non-elementary facts from group theory.
Our first set of results applies to Fi which are all monic in x. The second set of results, which
applies also to the non-monic case, will be given as Theorem 1.4 at the end of the present section.
To state our results we define the slope of a polynomial
P (t, x) =
r∑
j=0
cj(t)x
j , cr = 1
which is monic in x to be
slP = max
16j6r
deg cr−j(t)
j
(1)
(the degree of the zero polynomial is−∞). The slope has the property that slPQ 6 max(slP, slQ)
and slPQ = slP if slP = slQ (to see the latter observe that if slP = slQ,degx P = rP ,degxQ =
rQ, and jP , jQ are the largest indices for which the maximum in (1) is attained for P and Q
respectively, then the degree of the coefficient of xrP+rQ−jP−jQ in PQ is (jP + jQ)slP ). Also we
always have slP 6 degt P .
Our main result for the monic case is the following.
Theorem 1.1. Let F1, . . . , Fm ∈ Fq[t][x],degx Fi = ri > 0 be non-associate irreducible polyno-
mials which are separable over Fq(t) (i.e. Fi 6∈ Fq[t][xp]) and monic in x. Let n be a natural
number satisfying n > 3 and n > slFi for 1 6 i 6 m. Denote Ni = rin. Denote by µi the number
2
On the Bateman-Horn Conjecture for Polynomials over Large Finite Fields
of irreducible factors into which Fi(t, x) splits over Fq. Then
#{f ∈ Fq[t],deg f = n|F (t, f) ∈ Fq[t] is irreducible} =
=
(
m∏
i=1
µi
Ni
)
qn+1
(
1 +Om,deg Fi,n
(
q−1/2
))
, (2)
the implicit constant in the O-notation depending only on m,degFi for 1 6 i 6 m and n.
The assumption n > slFi implies that Ni = rin is the generic degree of Fi(t, f) for deg f = n,
i.e. if a0, . . . , an are free variables then
degt Fi

t, n∑
j=0
ajt
j

 = Ni.
We note that the implied constant can be made explicit, but we do not concern ourselves with
tracking it. We conjecture that Theorem 1.1, as well as Theorems 1.2 and 1.3 stated below, hold
more generally without the monicity condition on the Fi, without any conditions on n except
n > 3 and for even q as well. The separability condition on the Fi generally cannot be omitted,
it is not difficult to construct inseparable polynomials violating the Bateman-Horn statistics or
even not assuming any irreducible values on Fq[t]. See [14] and [24].
The proof of Theorem 1.1 requires the classification of finite simple groups. If we content
ourselves with a result valid for n > 3 degx Fi, 1 6 i 6 m (as well as n > slFi), then a much more
elementary result from group theory is sufficient. See the discussion following the statement of
Theorem 3.2. The same applies to Theorem 1.2 below.
Several related, less general, results have been known previously. Bary-Soroker and Jarden
[5] established (2) for polynomials F1, . . . , Fk which are characteristic-0-like and nodal (see [5,
§1] for the precise definitions) in the case n = 1. Bary-Soroker [4] and Pollack [22] treated the
case of Fi independent of t, i.e. Fi ∈ Fq[x]. Bary-Soroker also treated the case Fi = x+ hi, hi ∈
Fq[t], n > deghi (analogue of the Hardy-Littlewood prime tuples conjecture) in [3]. The special
case m = 2 of the latter result was previously established by Bender and Pollack [9]. Bank,
Bary-Soroker and Rosenzweig [2] treated the case of a single linear polynomial and n > 3 (n > 2
for odd q).
We follow the general strategy used in most of the cited work above, which reduces the
Bateman-Horn conjecture to computing the Galois group of the set of polynomials Fi(t, ant
n +
. . . + a0) over the field Fq(a0, . . . , an), a0, . . . , an being free variables, using a version of the
Chebotarev density theorem (see the next section). The Galois group computation is the novel
part of the present work. Unlike the previous results described above where the Galois group
was computed directly by algebraic means, we will use the arithmetic significance of the Galois
group provided by the density theorem to prove a strong transitivity property, after which we
will invoke results about multiply transitive groups. For the proof of Theorem 1.4 we will use a
more direct algebraic method.
In the setting of Theorem 1.1 we will not just compute the probability of all the Fi(t, f)
being irreducible but the probability of any possible decomposition. For simplicity we state here
our result just for the case of absolutely irreducible polynomials, by which we mean polynomials
irreducible over Fq.
Theorem 1.2. Let F1, . . . , Fm ∈ Fq[t][x] and n satisfy all the conditions of Theorem 1.1 and
moreover assume that the Fi are absolutely irreducible. Denote Ni = rin, where ri = degx Fi.
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Fix partitions
Ni =
Mi∑
k=1
sik, sik > 1
of each Ni for 1 6 i 6 m. Then the number of f ∈ Fq[t],deg f = n such that each Fi(t, f)
decomposes into Mi irreducible factors of degrees sik, 1 6 k 6 Mi is(
m∏
i=1
P (si1, . . . , siMi) qn+1
)(
1 +Ok,degFi,n
(
q−1/2
))
,
where P (si1, . . . , siMi) is the probability of a random permutation in SNi having the cycle struc-
ture (si1, . . . , siMi).
The connection between decompositions of polynomials and cycle structures of permuta-
tions will be made clear in the following section. Meanwhile note that for absolutely irreducible
F1, . . . , Fm, Theorem 1.2 implies Theorem 1.1, since the probability of a permutation in SNi
being a full (i.e. length Ni) cycle is 1/Ni. For not absolutely irreducible Fi a similar result can be
obtained with the usual permutation groups replaced by certain permutational wreath products.
See Theorem 2.3 in the next section.
As a byproduct we will also obtain the following result, which is a generalised Chowla con-
jecture for polynomials (the original Chowla conjecture for integers appears in [13]):
Theorem 1.3. Let F1, . . . , Fm and n satisfy the conditions of Theorem 1.1, except the condition
n > 3 is not required if q is odd (if q is even we still require n > 3). Then for every sequence
s1, . . . , sm = ±1 of signs, the number of f ∈ Fq[t],deg f = n such that µ(Fi(t, f)) = si for
1 6 i 6 m is
qn+1
2m
(
1 +Ok,degFi,n
(
q−1/2
))
.
Here µ denotes the Mo¨bius function for Fq[t].
It is easy to see that in the case of absolutely irreducible polynomials Theorem 1.3 follows from
Theorem 1.2, but in fact if q is odd it follows directly from the much simpler Proposition 5.1 on
the multiplicative independence of the discriminants DisctFi(t, a0 + . . .+ ant
n) ∈ Fq(a0, . . . , an)
(a0, . . . , an being free variables) modulo squares in Fq(a0, . . . , an)
×. Similarly, in the even char-
acteristic case it follows from Proposition 5.2, which is a similar statement about the linear
independence of Berlekamp discriminants. The proof of Theorem 1.3 or Propositions 5.1, 5.2
does not require the classification of finite simple groups or any other non-elementary fact from
group theory. The equivalence of Theorem 1.3 and Propositions 5.1, 5.2 is shown by the method of
Carmon and Rudnick [12], which they applied to the special case of Theorem 1.3 with Fi = x+hi
for hi ∈ Fq[t] with n > deg hi and q odd. Carmon recently generalised the result to even charac-
teristic [11]. The only part of their proof which requires this special form is proving Proposition
5.1 for this case. In fact the only part of the present work that requires the conditions that all
the Fi are monic in x and that n > slFi for all i is in the proof of Propositions 5.1, 5.2, so if one
can prove Theorem 1.3 or Propositions 5.1, 5.2 without these conditions then one can dispense
with them in all of our results. We conjecture that for n > 3 these conditions are not required.
Next we state our second set of results obtained by a different method, which apply to not
necessarily monic F1, . . . , Fm. We will need to consider the possibly reducible affine plane curve
C over Fq defined by the equation F (t, x) = 0, where F =
∏m
i=1 Fi. For a point P ∈ C(Fq) we
4
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denote by mP its multiplicity in C, i.e. the degree of the lowest-degree form appearing in the
Taylor expansion of F (t, x) around P .
Theorem 1.4. Let F1, . . . , Fm ∈ Fq[t][x] with degx Fi > 0 be non-associate irreducible poly-
nomials which are separable over Fq(t), i.e. Fi 6∈ Fq[t][xp]. Set F =
∏m
i=1 Fi. Let C/Fq be the
(possibly reducible) affine plane curve defined by F (t, x) = 0. Let n > 3 be a natural number
satisfying
n > #{P ∈ C(Fq)|mP > 2}.
Denote Ni = degt Fi(t, ant
n + . . . + a0) where a0, . . . , an are free variables. Denote by µi the
number of irreducible factors into which Fi(t, x) splits over Fq. Assume that
p > max
16i6m
Ni.
Then the assertions of Theorem 1.1, Theorem 1.2 and Theorem 1.3 hold in this case as well.
The proof of Theorem 1.4 is also based on a Galois group computation, like the proof of the-
orems 1.1, 1.2 and 1.3, but the computation is more direct and does not use any non-elementary
results from group theory. It will be carried out in sections 6 and 7.
2. Galois groups, Frobenius classes and equidistribution
Let p be a prime number, q a power of p. Let g ∈ Fq[t] be a separable polynomial (i.e. having
distinct roots over Fq) of degree N . The Frobenius map Frq (given by y 7→ yq) defines a permu-
tation of the roots of g, which gives a well-defined conjugacy class Θ(g) of the symmetric group
SN . The degrees of the prime factors of g correspond to the cycle lengths of Θ(g). In particular
g is irreducible iff Θ(g) is (the conjugacy class of) a full cycle. We call Θ(g) the Frobenius class
of g. If g1, . . . , gm ∈ Fq[t] are separable polynomials with deg gi = Ni we get a conjugacy class
Θ(g1, . . . , gm) in SN1× . . .×SNm by taking the product of the individual Frobenius classes Θ(gi).
We call Θ(g1, . . . , gm) the Frobenius class of g1, . . . , gm.
Let F1, . . . , Fm ∈ Fq[t][x],degx Fi > 0 be non-associate, irreducible and separable over Fq(t),
n a natural number. Set F =
∏m
i=1 Fi. Note that by our assumptions F is separable over Fq(t).
Let a0, . . . , an be free variables, f = ant
n + . . . + a0 ∈ Fq[a, t] (a is a shorthand for a0, . . . , an)
and Ni = degt Fi(t, f).
Convention. For the rest of the paper the asymptotic big-O notation always implies a con-
stant depending only on m, degFi for 1 6 i 6 m and n.
To proceed further we need the following lemma:
Lemma 2.1. Under the above assumptions on the Fi and F =
∏
Fi the polynomial F (t, f) ∈
Fq[a][t] is separable over Fq(a). For all butO(q
n) of the polynomials f ∈ Fq[t] such that deg f = n
(the total number of such polynomials is qn(q− 1)), the polynomials Fi(t, f) ∈ Fq[t] have degree
Ni and F (t, f) ∈ Fq[t] is separable.
Proof. This is proved in [23].
The second part of the lemma implies that for all butO(qn) of the polynomials f ∈ Fq[t],deg f =
n (again note that the total number of such polynomials is qn(q − 1)) the Frobenius class
Θ(F1(t, f), . . . , Fm(t, f)) is a well-defined conjugacy class in SN1 × . . .× SNm .
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Let L be the splitting field of F (t, f) over Fq(a). Denote by G its Galois group. It can be
viewed as a subgroup of SN1 × ...× SNm by its action on the roots of each Fi(t, f). These roots
are all distinct by the first assertion of Lemma 2.1. Let Fqν be the algebraic closure of Fq in L.
Denote by G1 the set of σ ∈ G such that σ acts as the Frobenius map Frq on Fqν . It is a coset
of the normal subgroup Gal(L/Fqν (a))ßG.
The fundamental tool we will use in the present work is the following equidistribution result:
Theorem 2.2. Let F1, . . . , Fm ∈ Fq[t][x],degx Fi > 0 be non-associate, irreducible and separable
over Fq(t), F =
∏m
i=1 Fi. Here we do not assume that the Fi are monic in x. Let n be a natural
number, a0, . . . , an be free variables, a = (a0, . . . , an), f =
∑n
j=0 ajt
j, Ni = degt Fi(t, f). Denote
by L the splitting field of F (t, f) over Fq(a), G = Gal(L/Fq(a)) its Galois group, Fqν the algebraic
closure of Fq in L. Denote by G1 the set of σ ∈ G acting as Frq on Fqν . Consider G as a subgroup
of SN1 × ...× SNm via its action on the roots of Fi(t, f).
Then for every conjugacy class C in SN1 × ...× SNm we have
#{f ∈ Fq[t],deg f = n|Θ(F1(t, f), . . . , Fm(t, f)) = C} =
#(C ∩G1)
#G1
qn+1
(
1 +Om,deg Fi,n(q
−1/2)
)
.
This result is now quite standard and can be seen for example as a special case of [4, Proposi-
tion 2.2]. A variant of Theorem 2.2 appears as [1, Theorem 3.1]. There only the case of monic Fi
and ν = 1 is considered. However the result is deduced from a more general explicit Chebotarev
theorem [1, Theorem A.4], which implies Theorem 2.2 in the same way. Theorem 2.2 can also
be viewed as a 0-dimensional case of Deligne-Katz equidistribution [20], with the Galois group
acting as the monodromy group. Our results (especially Theorem 1.2) can then be seen as a
0-dimensional disconnected fiber analogue of the much deeper equidistribution results of [20].
Theorem 2.2 reduces the study of the factorization statistics of
F1(t, f), . . . , Fm(t, f)
to the computation of the Galois group G = Gal(L/Fq(a)) as a permutation group on the roots
of Fi(t, f) over Fq(a). It is this computation which is the heart of the present work. One of the
novelties in our work is that unlike all the previous work cited in the introduction we actually
use Theorem 2.2 in the computation of the Galois group (in the proof of multiple transitivity,
see the next section) and not only apply it after the Galois group has been computed directly.
Theorem 1.2 would follow from Theorem 2.2 if we can show that for F1, . . . , Fm satisfying
the conditions of Theorem 1.2 the Galois group of F (t, f) (F =
∏
Fi) over Fq(a) is the maximal
possible, i.e. SN1 × ... × SNm. In the general case (not necessarily absolutely irreducible Fi) the
answer is a little bit more complicated and will be stated next.
Let P ∈ Fq[t][x] be irreducible and separable. There is some minimal field Fqµ over which P
splits into absolutely irreducible factors. It is not difficult to see that the number of these factors
is µ and they are transitively permuted by the Galois group Gal(Fqµ/Fq) which is cyclic of order
µ.
Theorem 2.3. Let F1, . . . , Fm ∈ Fq[t][x],degx Fi = ri > 0 and n > 3 satisfy the condi-
tions of Theorem 1.1. Let a0, . . . , an be free variables, a = (a0, . . . , an), f =
∑n
j=0 ajt
j, Ni =
degt Fi(t, f) = rin (the last equality holds because n > slFi).
6
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Let
Fi =
µi∏
j=1
Pij , Pij ∈ Fqµi [t][x]
be the decomposition of Fi into absolutely irreducible factors. It is easy to see that degt Pij(t, f) =
Ni/µi. Let Fqµ be the composite of all the Fqµi .
Denote by L the splitting field of F (t, f) over Fq(a) and let G = Gal(L/Fq(a)) be its Galois
group, which can be considered a subgoup of SN1 × ... × SNm through its action on the roots
of Fi(t, f). Denote by Ωij the set of roots of Pij in L. The Galois group Hµ = Gal(Fqµ/Fq) =
Gal(Fqµ(a)/Fq(a)) is isomorphic to Z/µ and for each i it acts on the set {Pij}16j6µi transitively,
the action factors through a principal action of Hµi = Gal(Fqµi/Fq)
∼= Z/µi. For σ ∈ Hµ we
denote by Ωσij the set of roots of P
σ
ij . The Galois action of σ on the roots sends Ωij into Ω
σ
ij .
The following holds: G consists of all the permutations π on
⋃
ij Ωij for which there exists
some σ ∈ Hµ such that π (Ωij) = Ωσij for each i and j.
Note that if all the Fi are absolutely irreducible, i.e. µi = 1 for 1 6 i 6 m, then we get
G = SN1 × ... × SNm. Theorem 2.5 gives a complete description of the Galois group of Fi(t, f)
over Fq(a) as a permutation group together with its map to Hµ = Gal(Fqµ/Fq) ∼= Z/µ. It is now
an elementary exercise on permutation groups to deduce Theorems 1.1, 1.2 and 1.3 from Theorem
2.2 and Theorem 2.3. For example Theorem 1.1 follows from the fact that the probability of a
random permutation π of
⋃
ij Ωij satisfying π (Ωij) = Ω
σ
ij for all i, j for a given generator σ of Hµ
(considered as a cyclic permutation on {1, . . . , µi} for each i) being a full cycle on each
⋃µi
j=1Ωij
is
∏m
i=1(µi/Ni). The elementary proof of this fact is carried out in [4]. Theorem 1.2 follows at
once from Theorem 2.2, Theorem 2.3 and the remark immediately following the statement of
Theorem 2.3.
The essential result from which Theorem 2.3 will follow is the following.
Theorem 2.4. Let p > 2 be a prime number and k = Fp. Let
F1, . . . , Fm ∈ k[t][x],degx Fi = ri > 0
be non-associate, irreducible, monic in x and separable over Fp(t). Let n > 3 be a natural
number such that n > slFi for 1 6 i 6 m. Let a0, . . . , an be free variables, a = (a0, . . . , an),
f =
∑n
j=0 ajt
j , Ni = degt Fi(t, f) = rin. Denote by L the splitting field of
∏m
i=1 F (t, f) over k(a),
G = Gal(L/k(a)) its Galois group. Then G is the full permutation group SN1 × ...× SNm acting
on the roots of Fi(t, f) over k(a).
The proof of Theorem 2.4 will occupy the next three sections and is the heart of the present
work. Theorem ?? follows directly from Theorem 2.4 applied to the factors of the Fi over Fqµ (we
use the notation of Theorem 2.3). To see that it can be applied to the factors it needs to be verified
that n > slFi implies the same for the factors of Fi over Fqµ . But these factors have the same slope
as Fi since slPQ = slP whenever slP = slQ. So Theorem 2.4 applies to the factors of the Fi over
Fqµ . Now in the notation of Theorem 2.3 every σ ∈ Hµ = Gal(Fqµ/Fq) = Gal(Fqµ(a)/Fq(a))
lifts to some σ′ ∈ Gal(L/Fq(a)). It can then be composed with some element of Gal(L/Fqµ)
(which can be chosen to permute each Ωij as we please) to obtain any permutation of the form
described in the assertion of Theorem 2.3.
Thus Theorem 2.4 implies Theorem 2.3, which in turn implies theorems 1.1, 1.2 and 1.3. By
the same considerations Theorem 1.4 follows from the following
7
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Theorem 2.5. Let p be prime. Let F1, . . . , Fm ∈ Fp[t][x],degx Fi > 0 be non-associate irreducible
polynomials which are separable over Fp(t) and not necessarily monic in x. Denote F =
∏m
i=1 Fi.
Let C be the affine plane curve defined by F (t, x) = 0. Let n > 3 be a natural number such that
n > #{P ∈ C(Fp)|mP > 2}
(the definition of the multiplicity mP is given just before the statement of Theorem 1.4). Denote
f =
∑n
j=0 ait
i ∈ Fp(a0, . . . , an)[t], where a = (a0, . . . , an) are free variables and Ni = degt Fi(t, f).
Assume that
p > max
16i6m
Ni.
Let L be the splitting field of F (t, f) over Fp(a) and let G = Gal(L/Fp(a)) be its Galois group,
which we view as a subgroup of SN1 × ... × SNm via its action on the roots of Fi(t, f). Then in
fact G = SN1 × ...× SNm is the full product of permutation groups.
The proof of Theorem 2.5 will be given in Section 6.
Remark. Theorems 2.4 and 2.5 hold in fact for any algebraically closed field k and not just
k = Fp, provided the required conditions on the characteristic are satisfied or the characteristic
is 0. This is because for any fixed m,n,degFi the assertion can be formulated in the first-order
language of fields and all the algebraically closed fields with a given characteristic are elementarily
equivalent for this language. Furthermore if a statement in the first-order language of fields holds
in algebraically closed fields of arbitrarily large characteristic it must also hold in characteristic
0. See [21, §3.2].
3. Computing the Galois group - an outline
In the present section we outline the proof of Theorem 2.4, from which all our other results follow
(see Section 2). We will show that under the assumptions of Theorem 2.4 for each Fi the Galois
group Gi of each Fi(t, f) over k(a) is SNi . Furthermore we will show that the permutation sign
map G→ {±1}m is onto. This will finish the proof of Theorem 2.4 by the following elementary
lemma on permutation groups.
Lemma 3.1. Let GßSN1 × ... × SNm be such that the projections G → SNi are onto and the
permutation sign map
G→
m∏
i=1
SNi/ANi
∼= {±1}m
is also onto. Then G = SN1 × ...× SNm.
Proof. See [4, Lemma 3.2].
In Section 4 we will prove that each Gi is (n+ 1)-transitive (as a permutation group on the
roots of Fi(t, f) (Proposition 4.1). Since we always assume n > 3 this implies that each Gi is
4-transitive. While the result is stated over Fp, our proof will use the arithmetic significance of
the Galois group, namely we will use Theorem 2.2 in this step as well.
In Section 5 we will show that the sign map G → {±1}m is onto. We call this the sign-
independence property. In particular Gi 6 ßANi for each i. Next we will use the following deep
fact from group theory (see [10, Theorem 4.11] or [7, §7.3]):
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Theorem 3.2. Let GßSN be a 4-transitive permutation group not contained in AN . Then G =
SN .
In fact it is known that except for SN and AN the only 4-transitive groups are simple Mathieu
groups (which then must be contained in AN ). The proof of this fact requires the classification of
finite simple groups, more precisely the Schreier conjecture (that the outer automorphism group
of each finite simple group is solvable) which follows from it.
Theorem 3.2 combined with the 4-transitivity of the Gi and the fact that Gi 6 ßANi implies
that Gi = SNi . Combined with the sign-independence property of G and Lemma 3.1 this shows
that G = SN1 × ...× SNm as asserted in Theorem 2.4.
Remark. By much more elementary means it can be shown that a ⌈3√N − 2⌉-transitive
group GßSN is either SN or AN , see [18, §5.7]. Therefore if in addition to the assumptions of
Theorem 1.1 we assume n > 3 degx Fi, 1 6 i 6 m, our results can be proved without using the
classification of finite simple groups.
4. Computing the Galois group - multiple transitivity
In the present section we will prove the (n + 1)-transitivity property for the Galois groups of
the individual Fi(t, f) asserted after the statement of Lemma 3.1. Let p be a prime number. Let
F1 ∈ Fp[t][x],degx F1 > 0 be irreducible and separable over Fp(t). In the present section we do
not assume that F1 is monic in x, nor that p is odd. Neither do we require any conditions on n.
Proposition 4.1 below is valid in this generality.
Let n be a natural number, a = (a0, . . . , an) free variables and f =
∑n
j=0 ait
i ∈ Fp[a][t].
Denote N = N1 = degt F1(t, f). Let α1, . . . , αN be the roots of F1(t, f) in the algebraic closure
of Fp(a). By Lemma 2.1 they are distinct. Let G = G(Fp(a, α1, . . . , αn)/Fp(a)) be the Galois
group of F1(t, f). We view G as a permutation group on α1, . . . , αN .
In the present section we prove the following transitivity property:
Proposition 4.1. The action of G on α1, . . . , αN is (n + 1)-transitive, i.e. every sequence of
n+1 distinct roots of F1(t, f) can be mapped to any other such sequence by some element of G.
Although the proposition is formulated over an algebraically closed field and one might expect
a purely algebraic or algebro-geometric proof for it, our approach is actually to use its arithmetic
significance implied by Theorem 2.2.
Denote by L the smallest extension of Fp(a) containing the coefficients of F1 and α1, . . . , αN .
It is finitely generated over Fp and so the algebraic closure of Fp in L is a finite field Fq. Re-
placing q by a large enough power and replacing L by LFq we may assume that Gal(L/Fq(a)) =
Gal(LFq/Fq(a)) = G. The field L is the splitting field of F1(t, f) over Fq(a) and by our assump-
tions Fq is algebraically closed in L. These properties persist if we replace q by any power of it.
This will be used later.
In the present section we continue using the convention of section 2 that the asymptotic
O-notation has an implied constant depending on n,degF1. For a polynomial g ∈ Fq[t] and a
natural number e we denote by ℓe(g) the number of length-e sequences of distinct roots of g in
the coefficient field Fq. We have of course ℓe(g) =
∏e−1
i=0 (ℓ1(g)− i). For a permutation σ ∈ SN we
will also denote by ℓe(σ) the number of length-e sequences of distinct fixed points of σ. This is
well defined on conjugacy classes in SN . Observe that for a separable g with deg g = N we have
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ℓe(g) = ℓe(Θ(g)) where Θ(g) is the Frobenius class of g. In the present section the Frobenius
classes are defined via the action of Frq (not Frp).
Proposition 4.2. We have∑
f∈Fq[t]
deg f=n
ℓn+1(F1(t, f)) = q
n+1
(
1 +O(q−1/2)
)
.
Proof. Denote by C the affine plane curve defined by F1(t, x) = 0. It is absolutely irreducible
since F1 is absolutely irreducible. Let C
n+1 be the n + 1-fold product of C with itself and
V ßCn+1 the open subset of (n + 1)-tuples of points with distinct t-coordinates, X = Cn+1 \ V
its closed complement. The variety Cn+1 is irreducible and defined by equations of degree O(1).
The proper subvariety X is also defined by equations of degree O(1). Therefore by the Lang-
Weil estimates we have #V (Fq) = q
n+1
(
1 +O(q−1/2)
)
. For every sequence of points (τi, ξi) ∈
C(Fq), i = 1, . . . , n + 1 with distinct τi there is a unique polynomial f ∈ Fq[t],deg f 6 n such
that f(τi) = ξi, 1 6 i 6 n+ 1.
Now by the definition of ℓe we have
∑
f∈Fq[t]
deg f6n
ℓn+1(F1(t, f)) =
=
∑
τ1,...,τn+1∈Fq
distinct
#{f ∈ Fq[t],deg f 6 n, F1(τi, f(τi)) = 0} =
=
∑
(τ1,ξ1),...,(τn+1,ξn+1)∈C(Fq)
τi distinct
#{f ∈ Fq[t],deg f 6 n, f(τi) = ξi} =
= #V (Fq) = q
n+1
(
1 +O(q−1/2)
)
. (3)
Since the number of f with deg f < n is qn we may replace the condition deg f 6 n in the
summation with deg f = n, introducing an error of O(qn).
Recall that G = Gal(L/Fq(a))ßSN and Fq is algebraically closed in L. For a random variable
X on a finite probability space S we will denote by 〈X(s)〉s∈S its expected value. We always
assume the probability measure to be uniform on the space.
Proposition 4.3. We have
〈ℓn+1(σ)〉σ∈G = 1.
Proof. By Theorem 2.2 the Frobenius elements of F1(t, f) for f ∈ Fq[t],deg f = n are equidis-
tributed in the SN -conjugacy classes of G up to O(q
−1/2) (note that ν = 1 in the notation of
Theorem 2.2 since Fq is algebraically closed in L). Using Proposition 4.2 we see that
〈ℓn+1(σ)〉σ∈G = 〈ℓn+1(Θ(F1(t, f)))〉f∈Fq [t],deg f=n +O(q−1/2) =
= 1 +O(q−1/2)
(we may disregard those f with F1(t, f) non-separable by Lemma 2.1). The implicit constant in
the error term depends only on degF, n and not on q. We have observed in the beginning of the
section that q may be replaced by any power of q with all of our assumptions remaining valid.
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Since 〈ℓe(σ)〉σ∈G is a rational number with denominator dividing N !, replacing q with a large
enough power of it we see that we must have an equality 〈ℓn+1(σ)〉σ∈G = 1.
To complete the proof of Proposition 4.1 we need the following elementary lemma from group
theory.
Lemma 4.4. Let G be a finite group acting on a finite set X. For σ ∈ G denote by ℓe(σ) the
number of length-e sequences of distinct fixed points for the action of G on X. Then
〈ℓe(σ)〉σ∈G > 1,
with equality iff G is e-transitive.
Proof. First we prove the assertion for e = 1. For x ∈ X we denote by Ox its orbit and by Gx
its stabilizer. We have
1
#G
∑
σ∈G
ℓ1(σ) =
1
#G
#{(σ, x) ∈ G×X|σx = x} =
=
1
#G
∑
x∈X
#Gx =
∑
x∈X
1
#Ox
> 1,
since #Ox 6 #X for all x. Equality holds iff Ox = X for all x ∈ X, i.e. if the action of G is
transitive.
To prove the assertion for general e consider the set X(e) of e-sequences of distinct elements
in X with the G-action defined by σ(x1, . . . , xe) = (σx1, . . . , σxe). For σ ∈ G the number of
fixed points for this action is exactly ℓe(σ). The action of G on X
(e) is transitive iff the action
of G on X is e-transitive. Now applying the case e = 1 to the action of G on X(e) we obtain our
assertion.
Combining Proposition 4.3 and Lemma 4.4 we see that the action of G on α1, . . . , αN is
(n+ 1)-transitive, which finishes the proof of Proposition 4.1.
5. Computing the Galois group - sign independence
Let p be a prime number. Denote k = Fp. Let F1, . . . , Fm ∈ k[t][x],degx Fi = ri > 0 be non-
associate, irreducible and separable over k(t). Denote F =
∏m
i=1 Fi. Let n be a natural number,
a = (a0, . . . , an) free variables, f =
∑n
j=1 ait
i ∈ k[a][t]. Assume that n > slFi, 1 6 i 6 m.
Denote Ni = rin = degt Fi(t, f) (the last equality follows from the assumption n > slFi). Let L
be the splitting field of F (t, f) over k(a), G = Gal(L/k(a)) its Galois group, which we view as a
subgroup of SN1 × ...× SNm via its action on the roots of Fi(t, f).
From Section 3 we know that to complete the proof of Theorem 2.4 it is enough to show
that the sign projection map G → ∏mi=1 SNi/ANi ∼= {±1}m is onto. In the case of odd p, by
a well-known fact from Galois theory this is equivalent to the discriminants DisctFi(t, f) being
linearly independent as elements of k(a)×/k(a)×2 (note that they are nonzero by Lemma 2.1).
This fact follows from the expression of the discriminant of a polynomial g =
∑N
i=0 bit
i, bN 6= 0
over an arbitrary field K as Disc g = ∆2 where
∆ = bN−1N
∏
i<j
(ρi − ρj),
ρi being the roots of g. The expression ∆ is fixed by even permutations but not by odd ones
(in odd characteristic), so ∆ ∈ K iff the Galois group of g over K is contained in AN (this
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argument applies to a single polynomial, but easy to extend to the case of several g1, . . . , gk).
This is valid only in odd characteristic. A similar criterion can be formulated in characteristic 2
using Berlekamp discriminants [6].
5.1 Sign independence: odd p
Assume p > 2. We will need the following basic facts about the discriminant (see [15, §12]). For
every natural number N there is a universal polynomial DN (b0, . . . , bN ) ∈ Z[b0, . . . , bN ] such that
over any field K and for any g =
∑N
j=0Bjt
j ∈ K[t], BN 6= 0 we have
Disc g = DN (B0, . . . , BN ).
Furthermore, if we assign to each variable bj the weight j, the polynomial DN (b0, . . . , bN ) is
homogeneous of (weighted) degree N(N − 1).
For polynomials g1, g2 with nonzero discriminants we have
Disc g1g2 ≡ Disc g1Disc g2 mod K×2.
Therefore to show the multiplicative independence of the discriminants DisctFi(t, f) (modulo
squares) it is enough to show that the discriminant of any partial product of the Fi is not a
square. Without loss of generality we may assume that this partial product is F =
∏m
i=1 Fi
(otherwise repeat the argument with a subset of the Fi). Note that since slPQ 6 max(slP, slQ)
we have n > slF . So it is enough to prove the following.
Proposition 5.1. Let F ∈ k[t][x] with degx F = r > 0 be separable over k(t) and monic in
x. Assume that n > slF and as usual a = (a0, . . . , an) are free variables, f =
∑n
j=0 ajt
j . Then
DisctF (t, f) is not a square in k(a).
Proof. We may assume without loss of generality that F (0, x) is separable. Otherwise find an α ∈
k such that F (α, x) is separable and replace t with t−α (such an α exists because DiscxF (t, x) 6= 0
since F is separable over k(t)). This does not change the discriminant of F (t, f). By Lemma 2.1
F (0, f) is separable over k(a).
Let us assign weights to the variables aj by w(aj) = j (and to monomials by additivity). For
a polynomial H ∈ k[a] we will denote by degwH the highest weight of a monomial appearing in
it. The fact that F is monic in x and n > slF implies that N = degt F (t, f) = rn. Write
F (t, f) =
N∑
j=0
Cj(a)t
j , Cj ∈ k[a],
F (0, f) =
N∑
j=0
Dj(a)t
j ,Dj ∈ k[a].
We have degw Cj 6 j. Moreover, the degree j form of each Cj w.r.t. w is exactly Dj (since
a polynomial of the form tµfν has a coefficient of weight j − ν at tj), which is homogeneous
of degree j by construction. We have degt F (t, f) = degt F (0, f) = rn = N . It follows from
the homogeneity of the discriminant with weight j for the coefficient of tj and the fact that
DisctF (0, f) 6= 0 that the degree N(N − 1) form of DisctF (t, f) is exactly DisctF (0, f), which is
homogeneous of degree N(N − 1). This is the leading (highest weight) form of DisctF (t, f). It is
therefore enough to show that DisctF (0, f) is not a square. But this is just a special case of the
proposition for a polynomial with constant coefficients (i.e. independent of t) and this has been
proved in [4, Proposition 1.7] for odd q.
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5.2 Sign independence: p = 2
Assume p = 2. We recall the definition and basic facts about the Berlekamp discriminant. See
[6] and [11] for more details. Let N be a natural number and b0, . . . , bN free variables. In the
case of even characteristic the discriminant DN (b0, . . . , bN ) ∈ F2[b0 . . . ,bN ] (reduced modulo 2)
is in fact the square of a polynomial δN (b0, . . . , bN ) ∈ F2[b0, . . . , bN ]. For a field K ⊃ F2 and a
polynomial g =
∑N
j=0Bjt
j ∈ K[t], BN 6= 0 we will denote δ(g) = δN (B0, . . . , BN ). If ρ1, . . . , ρN
are the roots of g in an algebraic closure of K the Berlekamp discriminant of g is defined to be
BDisc(g) =
∑
16i<j6N
ρiρj
ρ2i + ρ
2
j
.
It can be written as
BDisc(g) =
ξ(B0, . . . , BN )
δ(g)2
,
where ξ(b0 . . . , bN ) ∈ F2(b0, . . . , bN ) is a universal polynomial depending on N . We will denote
ξ(g) = ξN (g) when deg g = N . If we assign the weights w(bi) = i to the variables b0, . . . , bN then
δN is homogeneous of degree N(N-1)/2 and ξN is homogeneous of degree N(N − 1).
A fundamental property of the Berlekamp discriminant is that the Galois group of g over K
contains an odd permutation of the roots of g iff there exists a τ ∈ K such that BDisc(g) = τ2+τ .
We now need to prove the following analogue of Proposition 5.1 for even characteristic:
Proposition 5.2. Let F ∈ k[t][x] with degx F = r > 0 be separable over k(t) and monic in x.
Assume that n > max(3, slF ) and as usual a = (a0, . . . , an) are free variables, f =
∑n
j=0 ajt
j .
Then BDisctF (t, f) is not of the form τ
2 + τ for τ ∈ k(a).
Proof. Assume to the contrary that there exists τ ∈ k(a) such that
BDisctF (t, f) = τ
2 + τ.
Since BDisctF (t, f) = ξ(F (t, f))/δ(F (t, f))
2 and k(a) is a unique factorisation domain, we can
write τ = u/δ(F (t, f)), u ∈ k(a), and we have
ξ(F (t, f)) = u2 + δ(F (t, f))u. (4)
Now let us assign the weights w(ai) = i to the variables and denote by lfH the leading form
of a polynomial H ∈ k(a) with respect to this weight. By the homogeneity properties of δN , ξN
and the fact that
degF (t, f) = degF (0, f) = n degx F
(since n > slF ) we have that (denoting N = n degx F )
lf δ(F (t, f)) = δ(F (0, f)), lf ξ(F (t, f)) = ξ(F (0, f)),
degw δ(F (t, f)) = degw δ(F (0, f)) = N(N − 1)/2,
degw ξ(F (t, f)) = degw ξ(F (0, f)) = N(N − 1),
and from (4) we also have degw u = N(N − 1)/2. Using these facts and taking leading forms in
(4) we deduce that
ξ(F (0, f)) = (lf u)2 + δ(F (0, f)) · lf u,
so taking τ1 = lf u/δ(F (0, f)) we have
BDisc(F (0, f)) = τ21 + τ1.
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Now assuming, as we may after a shift in the variable t, that F (0, f) ∈ k(a)[t] is separable, we have
reduced our problem to the constant coefficient case (i.e. the case when F (t, x) is independent
of t). But this is a special case of [11, Lemma 6.3].
6. Proof of Theorem 1.4
The proof of Theorem 2.5, from which Theorem 1.4 follows, will occupy the present section as well
as the next one. Let p be a prime number. Denote k = Fp. Let F1, . . . , Fm ∈ k[t][x],degx Fi > 0
be non-associate, irreducible and separable over k(t). Denote F =
∏m
i=1 Fi. Let n > 3 be a
natural number. At this point we impose no further restrictions on the Fi, n or p. They will be
required later. Let a = (a0, . . . , an) be free variables over k,
f =
n∑
j=0
ait
i ∈ k[a][t], Ni = degt Fi(t, f).
By Lemma 2.1 the polynomial F (t, f) ∈ k[a][t] is separable over k(a). Let L be the splitting field
of F (t, f) over k(a), G = Gal(L/k(a)) its Galois group. We view G as a subgroup of SN1×...×SNm
via its action on the roots of each Fi(t, f). Our aim is to show that in fact G = SN1 × ... × SNm
under the assumptions of Theorem 2.5. Denote by GißSNi the Galois group of Fi(t, f) over k(a).
This is the projection of G to SNi defined by restricting its action to the roots of Fi(t, f).
By Proposition 4.1 each Gi acts 2-transitively (in fact (n + 1)-transitively) on the roots of
Fi(t, f). Suppose that we could show that for each i = 1, . . . ,m there exists an element σ ∈ G
which transposes two roots of Fi(t, f) and leaves all the other roots of F (t, f) fixed. ThenGi = SNi ,
since Gi is 2-transitive and SNi is generated by transpositions. Furthermore the sign projection
map G→∏mi=1 SNi/ANi ∼= {±1}m is onto. Lemma 3.1 would then imply that G =∏mi=1 SNi .
It is therefore sufficient to prove the existence of transpositions as above. Our plan is to
construct a discrete valuation ring in k(a) which ramifies in L such that its inertia group contains
the required transposition. An important ingredient in the proof is the following technical claim,
the main idea behind its proof suggested to the author by U. Zannier.
Proposition 6.1. Let H ∈ k[a] \ k[an] be an irreducible polynomial. Let K be the algebraic
closure of the field of fractions of k[a]/H. Let bi be the image of ai in K, g =
∑m
j=0 bit
i ∈ K[t].
Then one of the following holds for F (t, g) ∈ K[t]:
(i) F (t, g) is separable, i.e. has only simple roots in K.
(ii) F (t, g) has one root of multiplicity two and the other roots are simple.
(iii) There exists a point (τ, ξ) on the affine plane curve C defined by F (t, x) = 0 with multiplicity
mP such that H ∼ f(τ) − ξ ∈ k[a] (by ∼ we denote association), τ is a root of F (t, g) of
exact multiplicity mP and the other roots of F (t, g) are simple.
The proof of Proposition 6.1 will be given in Section 7. We now proceed to the proof of
Theorem 2.5. Assume that
n > #{P ∈ C|mP > 2}.
Also assume that p > maxNi. We have seen that it is enough to produce for each 1 6 i 6 m
an element σ ∈ G which transposes two roots of Fi(t, f) and fixes the other roots of F (t, f). By
symmetry it is enough to show this for i = 1. Let (τl, ξl), l = 0, . . . , n− 2 be distinct points on C
including all the points P such that mP > 2. Denote
a′l = f(τl)− ξl,
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K = k(a′0, . . . , a′n−2, an),
α a root of F1(t, f) in L (recall that L is the splitting field of F (t, f) over k(a)). The variables
a′0, . . . , a
′
n−2, an−1, an are obtained from a0, . . . , an by an invertible affine transformation (it is
invertible because of the nonvanishing of Vandermonde determinants with distinct second column
entries). We have k(a) = K(an−1). The field k(a, α) = K(an−1, α) can now be viewed as a one-
variable function field over K.
Lemma 6.2. The polynomial F1(t, f) considered as an element of K[t, an−1] is irreducible over K.
Proof. We may write
f = u(t) + an−1v(t),degt u,degt v 6 n, (5)
where u ∈ K[t] has coefficients which are affine forms in a′0, . . . , a′n−2, an and v(t) ∈ k[t]. We have
v 6= 0 again by the nonvanishing of the Vandermonde determinant with second column entries
τ0, . . . , τn−2, t. By (5) we have
an−1 = (f − u(t))/v(t).
The elements t, f ∈ K(an−1, t) are algebraically independent over K. Suppose that F1(t, f) =
U(t, an−1)V (t, an−1), where U, V ∈ K[t, an−1] are nonconstant. Then
F1(t, f) = U
(
t,
f − u(t)
v(t)
)
V
(
t,
f − u(t)
v(t)
)
.
But this is impossible since F1(t, f) is irreducible in K[t, f ] and by Gauss’s Lemma also in K(t)[f ].
We obtained a contradiction.
Proposition 6.3. There exists an irreducible polynomial H ∈ k[a] which when viewed as a
polynomial in K[an−1] is nonconstant and defines a place which is ramified in the extension
k(a) = K(an−1)ßK(an−1, α) = k(a, α)
of one-variable function fields over K (recall that α is a root of F1(t, f)).
Proof. By the previous lemma the extension K(an−1)ßK(an−1, α) is geometric, i.e. K(an−1) is
algebraically closed in K(an−1, α). We assumed that p > N1, so the Galois closure of K(an−1, α)
over K(an−1) is a Galois extension of degree prime to p and so must ramify at some finite place
of K(an−1) (the tame fundamental group of the affine line is zero, see [17, §XIII, Corollary 2.12]),
which can be defined by some irreducible polynomial H ∈ k[a] = k[a′0, . . . , a′n−2, an][an−1]. Of
course H ramifies in K(an−1, α) as well. This proves the proposition.
We remark that the proof of the Proposition 6.3 is the only place where we use the condition
p > maxNi. Now let H be as asserted in the proposition. Note that since H is nonconstant as a
polynomial in K[an−1] we have H 6∈ k[an] and also H is not associate to a polynomial of the form
f(τ)−ξ for any point P = (τ, ξ) ∈ C withmP > 2 (since these elements are in K by construction).
The image of the polynomial F (t, f) ∈ k[a][t] modulo H has degree N = degt F (t, f) (since the
leading coefficient of F (t, f) is in k[an] and so is prime to H) and by Proposition 6.1 it has at
most one double root over the algebraic closure of the fraction field of k[a]/H, the other roots
being simple, and no root of multiplicity 3 or higher.
Denote by R the discrete valuation ring K[an−1]H in K(an−1) and by S any discrete valuation
ring lying over it in L. The field R/HR is isomorphic to the field of fractions of k[a]/H as a k[a]-
module (recall that k[a] = K[an−1]). Denote by η a prime element of S. Since H is ramified in
the extension K[an−1] = k[a]ßL, the inertia group of S relative to R is non-empty, so there exists
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a nontrivial σ ∈ G satisfying σαj ≡ αj (mod ηS) for any root αj of F (t, f). By the previous
paragraph there can be at most two roots α1, α2 of F (t, f) for which α1 ≡ α2 (mod ηS) and
they must be roots of F1(t, f) since R ramifies in the extension defined by F1(t, f). Therefore σ
transposes α1, α2 and leaves the other roots of F (t, f) fixed, which is exactly what we needed to
complete the proof of Theorem 2.5.
7. Proof of Proposition 6.1
We keep the setting and notation of the previous section, but we assume no restrictions on n and
p other than n > 3. Let H ∈ k[a] \ k[an] be an irreducible polynomial. Let K be the algebraic
closure of the field of fractions of k[a]/H. Let bi be the image of ai in K, g =
∑m
j=0 bit
i ∈ K[t].
We begin by noting that H(b0, . . . , bn) = 0 and up to a constant this is the only relation
satisfied by b0, . . . , bn. By our assumption that H 6∈ k[an] we have
degt Fi(t, g) = Ni = degt Fi(t, f),
since the leading coefficient of Fi(t, f) is in k[an] and so is prime to H.
Denote d = degx F . Over a finite separable extension E of k(t) we may factor
F (t, x) = c(t)
d∏
i=1
(x− ζi/c(t)),
where ζi ∈ E are integral over k[t] and c(t) is the leading coefficient of F as a polynomial
in x. The ζi are distinct since the Fi are distinct, irreducible and separable. We will denote
φi = ξi/c(t) ∈ E.
A place on a field F with values in a field E is a map π : F → E ∪{∞} such that R = π−1(E)
is a valuation ring in F and π|R is a ring homomorphism. See [19, §9.7,9.8] for the definition
and basic properties of valuation rings and places. The most important fact we will use is that
if E is algebraically closed and RßF is any subring, then any homomorphism π : R→ F can be
extended to an E-valued place on F . If π is a place on F which is regular on R, i.e. does not
assume ∞, then it is also regular on the integral closure of R in K.
Recall that K is the algebraic closure of the field of fractions of k[a]/H. Let α ∈ K be any
element. Evaluation at α defines a place πα : k(t) → K ∪ {∞} which is regular (i.e. does not
assume ∞) on k[t]. For each α ∈ K, πα can be extended to a place E → K ∪ {∞} which we
will also denote by πα. We choose one such extension for each α ∈ K. Since the ζi are integral
over k[t] we have πα(ξi) ∈ K. If c(α) 6= 0 then πα(φi) ∈ K. For h ∈ E we will use the notation
h(α) = πα(h). For h ∈ k(t) this coincides with the usual meaning of h(α). Note that for h ∈ E
and any algebraically closed field kßK ′ßK we have h(α) ∈ K ′ ∪ {∞} whenever α ∈ K ′. This is
because h is algebraic over k(t), so h(α) is algebraic over k(α) (since πα is a ring homomorphism
on its valuation ring).
The usual derivative defines a derivation D : k(t) → k(t) over k. Since E/k(t) is a finite
separable extension, D extends uniquely to a derivation D : E → E. For h ∈ E we will denote
h′ = Dh. On k(t) this coincides with the usual definition of the derivative. Similarly the usual
derivative on K(t) can be extended to K(t)E = K(t)[x]/F (t, x) and this extension is coherent
with the extension from k(t) to E by uniqueness.
While we may assume p > 2 for our application, we will prove Proposition 6.1 for p = 2
as well, as this only requires a slight modification and the proposition might be useful in full
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generality. To accomodate the case p = 2 we will need to use the second Hasse-Schmidt derivative
(see [16, §1.3] for background on this notion). For a polynomial f =∑ej=0 ujtj ∈ ℓ[t] over a field
ℓ it is defined by
f (2) =
e∑
j=2
uj
(
j
2
)
tj−2.
The second Hasse-Schmidt derivative is ℓ-linear and satisfies
(f1f2)
(2) = f
(2)
1 f2 + f
′
1f
′
2 + f1f
(2)
2 . (6)
In characteristic 6= 2 we have f (2) = 12f ′′. An element α ∈ ℓ¯ is a triple (or higher multiplicity)
root of f iff f(α) = f ′(α) = f (2)(α) = 0. Like the usual derivative, the second Hasse-Schmidt
derivative has a unique extension to ℓ(t) and then to any finite separable extension of it. We
extend the second Hasse-Schmidt derivative from k(t) to E and from K(t) to K(t)E (these are
coherent extensions by uniqueness, i.e. the derivative on K(t)E when restricted to E coincides
with the derivative on E).
After setting up the notions of evaluation of elements of E (which we view as algebraic
functions on K) on elements of K and the notions of derivative and second Hasse-Schmidt
derivative for elements (algebraic functions) in K(t)E, we proceed to the proof of Proposition
6.1.
First assume that there exists an element τ ∈ k such that F (τ, g(τ)) = 0. Since k is alge-
braically closed we have ξ = g(τ) ∈ k. The point (τ, ξ) ∈ A2(k) lies on the curve C defined by
F (t, x) = 0. We have g(τ) =
∑n
j=0 bjτ
j = ξ, so
H ∼
n∑
j=0
ajτ
j − ξ
(this relation is irreducible since it is linear and so it is associate with H by uniqueness). We also
see that τ is the only root of F (t, g) contained in k (again by the uniqueness of the algebraic
relation satisfied by b0, . . . , bn). For simplicity we assume that τ = ξ = 0, otherwise we may
shift the variables t, x by a constant without affecting either the assumptions or the conclusion
of the proposition. Then H ∼ a0, b0 = 0 and b1, . . . , bn are free variables over k. We also have
g = b1t+ . . .+ bnt
n.
Let mP be the multiplicity of (τ, ξ) = (0, 0) as a point on C. We claim that the multiplicity
of 0 as a root of F (t, g) ∈ K[t] is exactly mP . Let F =
∑d
l=mP
Fl(t, x),degFl = l be the
decomposition of F into homogeneous forms. We have
F (t, g) =
d∑
l=mP
Fl(t, b1t+ . . .+ bntn) = FmP (1, b1)tmP + terms of degree > mP .
Since FmP 6= 0 this proves our claim.
Now we want to show that any other root α 6= 0 of F (t, g) is simple. Let α 6= 0 be such a
root. We have observed that necessarily α 6∈ k. In particular c(α) 6= 0 (since k is algebraically
closed and c(t) ∈ k(t)). Therefore φi = ζi/c are regular at α (i.e. πα is regular at φi) and so are
φ′i, φ
(2)
i . We have
F (α, g(α)) = c(α)
d∏
i=1
(g(α) − φi(α)) = 0,
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so for some i we must have g(α) = φi(α), i.e.
b1α+ b2α
2 + . . . + bnα
n = φi(α) (7)
We will assume that i = 1, so g(α) = φ1(α). Now assume that α is a double root of F (t, g). Then
F (t, g)′(α) = 0. We have
F (t, g)′ = c(t)
d∑
i=1
(g′ − φ′i)
∏
16j6d
j 6=i
(g − φj) + c′(t)
d∏
i=1
(g − φi),
therefore either g′(α) = φ′1(α), or g(α) = φj(α) for some j 6= 1. The latter cannot happen
since then φj(α) = φ1(α) and so α ∈ k (because (ζi − ζ1)(α) = 0, ζi − ζ1 divides some nonzero
polynomial in k[t] and k is algebraically closed), which is a contradiction. So we have
g′(α) = b1 + 2b2α+ . . .+ nbnα
n−1 = φ′1(α). (8)
Multiplying (8) by α and subtracting from (7) we obtain
−b2α2 − 2b3α3 − ...− (n− 1)bnαn = φ1(α)− αφ′1(α).
Since α 6= 0 it follows that b2 lies in the algebraic closure of k(b3, . . . , bn, α) and by (8) so does
b1. This implies that the transcendence degree of k(b1, . . . , bn) over k(b3, . . . , bn) is at most one,
which is a contradiction since b1, . . . , bn are algebraically independent over k.
Now we handle the case when F (t, g) has no roots in k. First we show that F (t, g) has
no root of multiplicity 3 or higher. Assume to the contrary that α ∈ K is such a root. Then
F (t, g)(α) = F (t, g)′(α) = F (t, g)(2)(α) = 0. As above this implies (using the product rule (6)
and the fact that α 6∈ k) that for some i we have
g(α) = φi(α), g
′(α) = φ′i(α), g
(2)(α) = φ
(2)
i (α).
We assume that this happens for i = 1. The relation
g(2)(α) = b2 + 3b3α+ . . . +
(
n
2
)
αn−2 = φ
(2)
1 (α)
implies that b2 is algebraic over k(b3, . . . , bn, α). The same then follows for b1, b0 from the relations
g′(α) = φ′1(α), g(α) = φ1(α). This implies that k(b0, . . . , bn) has transcendence degree 1 over
k(b3, . . . , bn, α), so the transcendence degree of k(b0, . . . , bn) over k is at most n − 1. This is a
contradiction since b0, . . . , bn satisfy only one algebraic relation over k.
Finally we want to exclude the possibility of two double roots α, β 6∈ k, α 6= β of F (t, f).
Assume to the contrary that such α, β exist. Arguing as in the previous cases we see that there
must exist i 6= j such that
g(α) = φi(α), g
′(α) = φ′i(α), g(β) = φj(β), g
′(β) = φ′j(β). (9)
We assume i = 1, j = 2. The relations (9) imply that
b0 + b1α+ b2α
2 + b3α
3, b0 + b1β + b2β
2 + b3β
3,
b1 + 2b2α+ 3b3α
2, b1 + 2b2β + 3b3β
2
are all algebraic over k(b4, . . . , bn, α, β) (recall that n > 3). This gives an inhomogeneous linear
system of equations for b0, b1, b2, b3 over the algebraic closure of k(b4, . . . , bn, α, β) with determi-
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nant
det


1 α α2 α3
1 β β2 β3
1 2α 3α2
1 2β 3β2

 = −(α− β)4 6= 0.
This implies that b0, b1, b2, b3 are algebraic over k(b4, . . . , bn, α, β), which is a contradiction since
b0, . . . , bn satisfy only one algebraic relation over k. This concludes the proof of Proposition 6.1.
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