We consider a model for the distribution of radionuclides in the ground water around a deep repository for used nuclear fuel, based on the assumption that different isotopes of the same chemical element A contribute jointly to the chemical potential of A. In this hypothesis, the total flux J i of a particular isotope A i of an element A has two components, one due to the interaction of A i with the solvent molecules B, the other with the kin isotopes. We study some qualitative properties of the solution in the physically relevant assumption that the first of these components is negligible. In this assumption the problem reduces to a parabolic equation for the total concentration of the element A, possibly coupled with hyperbolic equations for the concentrations of the single isotopes.
Introduction
Most chemical elements in Nature consist of more than one isotopic component and have at least one radioactive isotope. Many of them (particularly, hydrogen, carbon, oxygen and sulphur) are very important in terms of their participation and abundance in rockforming, ore-forming, water-rock interaction and life-processes.
The measurment of the concentration of radionuclides in the ground water around a deep repository for used nuclear fuel is an essential requirement for future safety analysis.
Although many such isotopes occur naturally, it is quite conceivable that they could be released from nuclear waste repository should the protective barriers fail to function as planned. Most radionuclides are more or less soluble in water, therefore, although clearly freeely flowing water should be avoided, transport of these species will occur also in stagnant water due e.g. to diffusion. Capsule breach, followed by dissolution of exposed radionuclides compounds, presents such a scenario where diffusion would became operative.
Another scope of measurments of some kind of isotopes (e.g. Cl 36 ) is important in dating the age of ground water, necessary in the selection of sites for nuclear waste storage. Also the tracing of radioactive sources or the use of some isotopes as tracers is a prioritized area of research.
Such measure often assumes that the isotopes ratios are constant, at the so called "secular equilibrium". Infact it has been observed that many processes lead to changes in the original isotope composition, an effect termed technically as "fractionation". Moreover there are examples of discordance between predictions and experiments in the co-diffusion of isotopic molecules (see Refs. 9, 10) In the field of Uranium mobilization in geological media some studies (see Ref.17) have pointed out the existence, next to fracture surfaces, of a narrow zone where the U 234 , U 238 activity ratio (roughly speaking the ratio of the concentrations of the two isotopes of Uraium) are significantly different from unity, i.e. from secular equilibrium.
Moreover it was noticed that, in many cases, while the profile of the total Uranium concentration can be readily rationalized in terms of classical diffusion (Fick's law), being reasonably smooth, the activity ratio U 234 /U 238 tends to be very irregular, showing an uncharacteristic succession of areas of varying enrichment or depletion of one of the two isotopes versus the other. These data are quite striking, since the two isotopes are the same chemical specie and even if a jugged activity profile were created at some time, diffusion should tend to mix the two radionucleides eliminating the areas of strong variation. We are faced therefore with two contradictory observations: one based on the behaviour of the total Uranium, classical diffusion, and one based on the activity ratio, that does not seem to support a simple classical diffusion mechanism.
In the case of radioactive isotopes the coupling effect may be complicated further by the fact that isotopes -upon decay -may or may not disappear from the reference chemical pool. Precisely this new model proposes that the total flux J i of a particular isotope of an element A has two components, one representing the effects of interaction of A i with the solvent molecules B (A i − B interactions), the other the interaction with the kin isotopes (A−A interactions). The former component obeys to classical Fick's law, while the latter depends on the gradient of the total concentrations of the A-molecules, proportionally to the relative concentration of A i . Namely:
where c i is the concentration of A i , c is the total concentration of A,D i is the diffusivity of A in the solvent B, D i is a measure of the mobility of the A i molecules due to the A − A interactions within the solvent B.
Intuitively, just because the different isotopes are indistinguishable, the total flux of A obeys Fick's law, as usual, while the portion of total flux costituted by the A i isotopes is the local ratio of the concentration of A i to the total, at least as a first approximation.
There are in literature various problems in which the diffusion of one specie out of a family depends on the total gradient of the whole family. Namely some population Finally the reasoning provided for getting (1.2) seems to be sufficiently general to apply to any non-equilibrium situation.
The issue of the relevance of the term ( In Section 5, we study the existence and the regularity of the solution. 
Statement of the problem
Let us consider the system for n species, taking into account the radioactive decay
Without loss of generality we can assume that
.., n. Then summing up the above equations and considering that c n = c − n−1 j=1 c j , we get the system
where
and β ij are constants depending on Λ ij .
In the physical assumption that 0 ≤ c i ≤ c, i = 1, ..., n, we have that the total concentration c satisfies a uniformly parabolic quasilinear equation in divergence form,
Hence c(x, t) has a "parabolic" behaviour while, once c is given, the equations for the single species c i , i = 1, ..., n − 1 are first order linear equations, so that we expect for c i a "hyperbolic" behaviour. In particular c i will have finite speed of propagation and will in general be non smooth for t > 0.
Here we wish to analize in some detail the simplest model obtained from (2.1) assuming that all the diffusion coefficients are equal.
In Section 3 we deal with the problem without radioactive decay (i.e. Λ ij ≡ 0 and hence β ij ≡ 0) since also this model gives quite a good portrait of the qualitative behaviour of the solutions in general. In the above assumptions, after scaling on t, we have the system
Therefore the diffusion of the total concentration c is governed by the classical heat equation and it is uniquely defined by the initial and boundary data. The system for the c i is uncoupled, and each equation is a linear first order equation for c i .
Remark 2.1.
We can have a similar situation also for Λ ij ≡ 0. Let us mention two examples Example 1. All the species decay with almost the same coefficient λ. The decay law is −λc i for any i (i.e. Λ ij = −λδ ij ). We get system (2.4), where we replaced c i , c with c i e λt , ce λt .
Example 2.
A triplet c 1 , c 2 , c 3 with decay law respectively −λ 1 c 1 ,
In this case we get
Also in this case c is recovered from the data on the parabolic boundary and c 1 , c 2 are solutions of a first order hyperbolic linear uncoupled system.
Systems similar to the one studied here have been considered by various authors in quite a number of different applications ranging from populations dynamics to tumor growth.
Actually they belong to a class of systems of the type
In our case f (c) = ln c. 
What seems striking here is that some qualitative behaviour like segregation for all time, irregularity of solutions, finite speed of propagation appear also if the equation for c is uniformly parabolic (and in the simplest case the heat equation), while a similar behaviour is easier to understand in the case of the porous media equation, whose solutions are not classical and have finite speed of propagation.
A common feature of the class (2.6) is that the ratio r i = c i c has an evolution law simpler than the one of c i .
In the case of isotopes, r i is related to the activity ratio which e.g. for two species is c 1 c 2 , but it is simpler to deal with mathematically, since it is bounded by 1.
For the simplest problem (2.4) the equations for r i are
which means that r i are constant on the characteristics (the same is true for the general equation (2.6) with no source).
For the problem with decay (2.2), with D i ≡ 1, a = 1, after scaling, we have
where P i is a polinomial of 2 degree. This means that each r i evolves along the characteristics with the same law as the spatially homogeneous solutions, which is known a priori.
Again let us remark that the same is true for the general equation (2.6) with g i linear and it is essential in obtaining existence and uniqueness results.
Example 3. For the couple (U 238 , , U 234 ) the decay law is respectivelẏ
Then we have (2.8) with n = 2, i = 1 and
This implies that along the characteristics: 10) in accordance with the physical fact that the couple (U 238 , , U 234 ) has a "secular equilibrium" positive and attractive (i.e. normally the two isotopes are found in a precise positive ratio). Now we will study the characteristics, possibly allowing c to reach zero. In Section 3
we assume that there is not decay, in Section 4 we will deal with the problem (2.1).
Characteristics: problem without decay
We wish to consider various intial-boundary value problems, namely Cauchy Problem, . Therefore we can define the characteristic for any (x 0 , t 0 ), t 0 > 0 fixed, x 0 ∈ Ω, remarking that, since c(x 0 , t 0 ) > 0, t = t 0 is not a characteristic itself:
Since r i is constant on the characteristic (see (2.7), we have:
When the initial boundary data are regular and c is strictly positive we remark that we can take t 0 = 0 (see Ref. 11) .
A main information on the behaviour of the characteristics for t < t 0 is obtained considering the total mass and the mass of a single specie among two characteristics (the same information is used in Ref.
2).
Define for
and
Then, differentiating (3.4) w.r.to t and using (2.4), (3.1) we have the following Lemma 3.1. µ is continuous up to t = 0, and In a bounded domain Ω = (−L, L) in general there will be a set
such that the characteristics starting from (x 0 , t 0 ), x 0 ∈ Ω 1 , t 0 > 0, will reach the lateral boundary x = −L, a set Ω 2 (t 0 ) = (l 1 , l 2 ) such that they go to the initial set Ω × {t = 0}, and a set Ω 3 (t 0 ) = (l 2 , L) such that they go to x = L.
Let us remark that there are problems for which we know a priori that Ω 1 = Ω 3 = ∅, such are the homogeneous Neumann Problem (i.e. isolated domain for which the two lateral boundaries are itself two characteristics), the Neumann Problem with outgoing
, the homogeneous Dirichlet Problem (in fact c = 0 is a minimum for c, hence from the strong maximum principle c x (−L, t) > 0, c x (L, t) < 0).
Of course for the Cauchy Problem in the entire space all the characteristics arrive to the initial set t = 0.
A main problem arises if the data for the total concentration c can be equal zero, especially from the mathematical point of view. In the following we deal with this problem. Proof. If a characteristic reaches the lateral boundary, say x = −L, for some positive time t, then c(−L, t) must be positive, otherwise using the strong maximum principle we get c x (−L, t) > 0 and henceẊ(t) < 0 which is absurd.
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So we are left to study the cases in which the initial datum c 0 (x) has zeros.
Proposition 3.1.
Assume that two characteristics, denoted by X 1 (t), X 2 (t) as in (3.3) , starting from t 0 > 0 reach t = 0, then:
In other words if c 0 (x) ≡ 0, x ∈ I, I interval of Ω, then there cannot be two distinct Actually we can be more precise: define 
Proof. Recall that ∂m ∂x = c > 0 in Ω × (0, t 0 ] and c 0 (x) ≥ 0. The inequality comes from Lemma 3.1, which ensures that µ(t) is constant in time.
Proposition 3.2. In the assumptions of Propositiom 3.1 and if
, then the characteristics starting in I = {(x, t) : x ∈ (x 1 , x 2 ), t = t 0 } coincide with the level lines of m(x, t) for Proof. Part (.) is a consequence of Lemma 3.1 recalling that m(x, t) is increasing in x, t ∈ [0, t 0 ]. As for part (..) let us denote by because we can take X 1 (t) ≡ −L, so that m(x, t) is the total mass between the left boundary and x at time t, and X 2 (t) ≡ L, so that µ(t 0 ) = M is the total mass in Ω, which is constant in time.
For any domain Ω and any boundary conditions, Proposition 3.2 clarifies the behaviour of the characteristics in a neighborough of the "holes" of c 0 , that is the intervals where c 0 = 0. To discuss this we have to distinguish between the case of "internal holes" of c 0 and the "holes" attached to one boundary.
For the sake of simplicity we assume c 0 smooth in the following propositions.
Proposition 3.3. Let us assume that
Then there exists a curve x = s(t) separating two regions
Proof. By means of the two previous Propositions we can construct two charac-
, and defined m as in (3.5), we have that there is only one value γ = m(a, 0) not belonging to the set J of Prop. 3.2 and 0 < γ < µ(t 0 ). This means that we can define a curve x = s(t)
such that m(s(t), t) = γ, t 0 ≥ t > 0, separating the two zones C − , C + , because m(x, t) < γ for x ∈ (X 1 (t), s(t)), and m(x, t) > γ for x ∈ (s(t), X 2 (t)).
Let Ω 1 , Ω 2 , Ω 3 be defined as in Remark 3.1.
Proposition 3.4. Let us assume that
Proof. Let X 1 (t) be a characteristic starting at X 1 (0), belonging to (−L, a).
Defining m(x, t) as in (3.5), we have now that
Since c(x, t) is known a priori, then c x (L, t) is a given function. With some regularity assumptions on the data,
Again there is a unique value of m(x, t) not belonging to J, i.e.
Now, if we take any value γ ∈ (0, γ), for t sufficiently small, the level line m = γ will be in Ω × [0, t] and will end, for t = 0, at some point x, with X 1 (0) < x < a. From the results of Proposition 3.1 we have:
If the boundary data are such that both Ω 1 and Ω 3 are not empty (that is the case e.g. of incoming flux at both boundaries), then Ω 2 is precisely a line. If either Ω 1 or Ω 3 is empty (e.g. incoming flux from only one boundary) then Ω 2 is empty.
We end this Section studying the behaviour of each component c i in corrispondance with the data. We already remarked that r i = c i c is constant along the characteristics, and hence the value of c i (x, t) inside the domain can be recovered from the initial and boundary data. Moreover the oscillations of the initial and boundary data persist in the interior of the domain, which is consistent with the experimental results.
In particular we want to emphasize the possible existence of interior regions depleted of c i . In few words we prove that the "holes" of c We remark that the Theorem is proved in the case of Cauchy problem, but the same results hold for any problem such that the data guarantee that the characteristics start
Theorem 3.1. Assume
then there exist two curves,
Proof. Let us define the two characteristics starting for t = 0 at x = a, say x = s 1 , and at x = b, say x = s 2 , and two characteristics starting respecively at x = a < a,
The statement can be proved using the results of previous Lemma 3.1 and the Propositions above in each of the domains {(σ 1 (t), s 1 (t)), t > 0}, {(s 1 (t), s 2 (t)), t > 0}, {(s 2 (y), σ 2 (t)), t > 0}.
Case with decay
Let us consider the case Λ = 0. Now c will depend on c i , see (2.8), but the characteristics for each c i are defined as before by (3.1).
We can say similar things as before, provided we assume reasonably (H1) ∃ ! solution of the equationu = Λu, u ∈ R n for any initial datum u 0 .
Then (see end of Sect.2) the evolution of r i on the characteristics will satisfy a positivity property, i.e. if 0 ≤ r i0 ≤ 1 then 0 ≤ r i (X(t), t) ≤ 1. Therefore c(x, t) satisfies the following equation (recall (2.2))
From the classical theory (Ref. 20) we get, in the physical assumptions on the data
where u and v are respectively the (known) solutions of the equations
with the same initial-boundary data as c.
For example for the Cauchy Problem, for the homogeneous Dirichlet Problem, and for the problem in isolated domain
with z solution of the heat equation, with z(x, 0) = c 0 (x).
Defined the functions µ i , i = 1, ..., n as in (3.4), we have, instead of Lemma 3.1, the following:
Lemma 4.1.
Proof. As before differentiate (3.4) w.r.to t, use (2.2) with a = 1 and the definition of the characteristics (3.1).
Lemma (4.1) means that the evolution in time of µ(t) = µ 1 (t), ..., µ n−1 (t), µ(t)) is the same as the evolution of (2.2) with no diffusion term (i.e. of the spatially homogeneous solutions), hence µ(t) is the solution of a linear ODE system dµ dt =Λµ, (4.4) for which clearly the assumption H1, H2 hold. In particular, if µ(t 0 ) = 0 then µ(t) ≡ 0, ∀t.
Since c > 0 in Ω × (0, T ), then µ > 0 if X 1 < X 2 , so we obtain that Proposition 3.1 holds also for the case Λ = 0. Also Lemma 3.2 is still valid.
As for the behaviour of the "holes" of c i , we have a similar result as in Lemma 3.4 iff the elements of Λ satisfy the following assumption isotopes 17
(H3) if u i0 = 0 and u j0 ≥ 0, u j0 ≡ 0 j = i, then u i (t) = 0 for any t.
Remark 4.1.
In order to make the situation clearer, let us consider the Examples 2 and 3 of Sect.2.
There the assumption (H3) holds for i = 1, but not for i = 1. Hence, if we have initially an interval where c 1 = 0, c 2 > 0, we will have for any time a region where c 1 = 0.
Regularity
Let us consider first the problem without decay, Λ = ∅. As we mentioned before, once the characteristics are given, the solutions c i can be defined along the characteristics, 
then there exists a unique classical solution of the Neumann homogeneous problem for
A similar result holds for the other boundary value problems considered here.
We want to stress that if the initial total concentration c 0 (x) has zeros, there can be an effect of "loss of regularity" for the single component 
with γ
Then the solution of (2.1) will have, across the line x = s(t) defined in Proposition 3.3, a jump given by:
Proof. The proof comes recalling that r i are constant along the characteristics in C − , C + and from the positivity of c for t > 0.
Although this "loss of regularity" is more a "mathematical" problem than a "physical"
one, because it is more sensible to consider c 0 small rather than c 0 ≡ 0, in general we have where f − i (t) are given functions, actually means
Let us mention that the above definitions, following Ref. 4 , can be written as
Analogously one can proceed for the boundary condition on x = L. From Sect.4, since c 0 > 0, we have that for any fixed (x 0 , t 0 ) ∈ Q T there exists a unique (x, t 0 ) such that X(0; x 0 , t 0 ) =X(0;x, t 0 ) =x, where X,X are the characteristics with c,c respectively. Moreover, since the evolution on the characteristics of r i is independent of c (see (2.8) ) and the datum inx is the same, we have r i (x 0 , t 0 ) =r i (x, t 0 ). Therefore Repeating the argument for strips of fixed width δ, we get uniqueness for any time.
Let us remark again that the assumption c > 0 is crucial to have classical solutions, since an analogous of Prop. 5.1 holds also for the problem with decay. Moreover in the same positivity assumption one can prove the existence, uniqueness of classical solutions of other boundary value problems, with heavier technical details. The degenerate case, i.e. c 0 ≥ 0, is more delicate and must be dealt with in the setting of weak solutions.
