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SUMMARY
Discrete-time model reference adaptive control (MRAC) is considered with both least squares and
projection algorithm parameter identification. For both cases complete Lyapunov proofs are given
for stability and convergence. The results extend the approach of Johansson (Int. J. Control 1989; 50(3):
859–869) to include Lyapunov stability for MRAC when the normalized projection algorithm is used for
parameter identification. Copyright # 2005 John Wiley & Sons, Ltd.
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1. INTRODUCTION
In model reference adaptive control (MRAC), the objective is to have the plant emulate the
dynamics of a specified model in response to a family of command signals. Model reference
adaptive control has been extensively developed for continuous-time systems [1] and discrete-
time systems [2], where the boundedness of the controller parameters and the convergence of the
tracking error are demonstrated using the Gronwall–Bellman lemma and the key technical
lemma, respectively. The objective of the present paper is to unify and extend discrete-time
MRAC by constructing Lyapunov functions for error convergence and Lyapunov stability.
Discrete-time MRAC algorithms have been based on a variety of parameter identification
algorithms. In particular, the recursive least squares (RLS) algorithm and the projection
algorithm are used in Reference [3], where convergence is based on the key technical lemma.
This method of proof yields convergence but does not imply Lyapunov stability of the error
system. MRAC is considered in the presence of additive noise in References [2, 4–6]. In these
results, convergence of the tracking error and parameters is guaranteed almost surely, but
stochastic Lyapunov stability is not demonstrated.
Lyapunov stability of discrete-time MRAC and convergence of the error to a finite set is
demonstrated in Reference [7], where the RLS algorithm is used for parameter identification and
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a Lyapunov candidate is applied to the time-varying error system. Stochastic Lyapunov stability
of MRAC is addressed [8].
The novel Lyapunov construction of [7–10] is of independent interest since it involves the
logarithm of a quadratic form. A similar construction is used in Reference [11] for full-state-
feedback adaptive stabilization and in Reference [12] to a more general class of direct adaptive
stabilization algorithms with normalized adaptive laws.
In view of these developments, the present paper has the following objectives. First, we refine
the proof of Lyapunov stability and convergence for RLS parameter identification, where we
account for the time-varying dynamics of the error system and clarify the assumptions under
which the construction is valid. Next, we construct a Lyapunov proof of MRAC for the
projection algorithm. These constructs remove the need for the key technical lemma used in
Reference [3]. Finally, we simulate both MRAC algorithms to demonstrate their performance.
The contents of the paper are as follows. In Section 2 we present the solution to the model
matching control problem in the case of a known plant. In Section 3 the model matching error
dynamics in the case of an unknown plant are formulated. An adaptive control law with RLS
parameter identification is derived in Section 4. Stability of RLS adaptive control is
demonstrated in Section 5. An adaptive control law with the projection algorithm for
parameter identification is presented in Section 6, and a proof of stability is given in Section 7.
Section 8 presents simulation results. Finally, some concluding remarks on future extensions are
made in Section 9.
2. MODEL REFERENCE CONTROL FOR A KNOWN PLANT







bjuðk jÞ; k50 ð1Þ
The model (1) can be written in terms of the forward shift operator q as
AðqÞyðkÞ ¼ BðqÞuðkÞ ð2Þ
where A and B are polynomials of degree n and m; respectively, defined by
AðqÞ ¼4 qn þ a1qn1 þ    þ an ð3Þ
and
BðqÞ ¼4 b0qm þ b1qm1 þ    þ bm ð4Þ
where b0=0: We define the delay d ¼
4
nm and make the following assumptions about the
plant.
Assumption 2.1
The realization (2) is minimal, i.e. A and B are coprime.
Assumption 2.2
All roots of BðqÞ are inside the unit circle.
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Assumption 2.3
n and m are known, and m5n:
Assumption 2.4
b0 is known.



















We make the following assumptions about the reference model.
Assumption 2.5
AmðqÞ is monic and stable.
Assumption 2.6
degAmðqÞ  deg BmðqÞ ¼ d; i.e. the reference model has the same delay as the plant.







Figure 1. Model reference control.
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The roots of the closed-loop characteristic polynomial AmðqÞBðqÞ consist of the roots of AmðqÞ as
well as the roots of BðqÞ; all of which are stable by assumption. Let nm¼
4
degAmðqÞ and define
PðqÞ ¼4 AmðqÞBðqÞ ¼ b0qðnmþmÞ þ p1qðnmþmÞ1 þ    þ pnmþm ð10Þ
To satisfy (9) it suffices to choose
TðqÞ ¼ BmðqÞ ð11Þ
and require that RðqÞ and SðqÞ satisfy







nþ nR þ 1; and nu¼
4



























































Furthermore, CðRÞ ¼ ½ r0 r1    rnR 
T; CðSÞ ¼ ½ s0 s1    snS 
T; and CðPÞ ¼
½ b0 p1    pnmþm 
T are vectors containing the coefficients of RðqÞ; SðqÞ; and PðqÞ;
respectively. In the remainder of the paper, we omit the explicit dependence of polynomial
operators on q:
Proposition 2.1
Assume that nm ¼ 2nm 1 and nS ¼ n 1: Then, for each nR50 there exist unique
polynomials R and S satisfying (13), or equivalently (12). Furthermore, if nR5nS then the
control law (5) is causal.
Proof
Since nS ¼ n 1 it follows that M 2 R
ðnþnRþ1ÞðnþnRþ1Þ is square. Also, since A and B are
relatively coprime, it follows that M is non-singular and the solution ½CðRÞ CðSÞ T to (13) is
unique. From (11) we have
deg T ¼ deg Bm ¼ degAm  d ¼ 2nm 1 nþm ¼ n 1 ð14Þ
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Finally if nR5nS; then degR5deg S ¼ deg T; and thus the model matching controller (5) is
causal. &
Henceforth in accordance with Proposition 2.1 we assume that deg S ¼ n 1 and
degAm ¼ 2nm 1 so that deg P ¼ 2n 1: Also, to obtain a minimum degree causal
controller we assume that degR ¼ n 1 so that M 2 R2n2n: Hence we write
R¼4 r0qn1 þ r1qn2 þ    þ rn1 ð15Þ
and
S¼4 s0qn1 þ s1qn2 þ    þ sn1 ð16Þ
where r0 and s0 are non-zero. In fact, it follows from (12) and (15) that r0 ¼ b0:
Next to obtain a linear estimation model in terms of the controller we define the filtered









With the model matching condition (12), yf satisfies









¼Ruðk nþ 1Þ þ Syðk nþ 1Þ ð19Þ
Since r0 ¼ b0 (19) can be written as the linear identification model
yf ðkþ dÞ ¼ b0uðkÞ þ jTðkÞy ð20Þ
where the parameter vector y and the regressor jðkÞ are defined by
y¼4 ½ r1    rn1 s0    sn1 T 2 R
2n1 ð21Þ
and
jðkÞ ¼4 ½ uðk 1Þ    uðk nþ 1Þ yðkÞ    yðk nþ 1Þ T 2 R2n1 ð22Þ





The filtered plant model (20) and the control law (23) are now in a form suitable for direct
adaptive control.
Copyright # 2005 John Wiley & Sons, Ltd. Int. J. Adapt. Control Signal Process. 2005; 19:745–767
LYAPUNOV-STABLE DISCRETE-TIME MODEL REFERENCE ADAPTIVE CONTROL 749
3. MODEL MATCHING ERROR DYNAMICS
When the plant (2) is unknown we cannot solve (13) for the controller parameters R and S:
Hence, let #RðkÞ and #SðkÞ be polynomials in q that are estimates of R and S at time k: Then in








With (24) the closed-loop system has the form
yðkÞ ¼
BBm
A #RðkÞ þ B #SðkÞ
ucðkÞ ð25Þ
Next let #yðkÞ denote an estimate of y at time k and define the parameter error
*yðkÞ ¼4 #yðkÞ  y ð26Þ
and the filtered output error signal (see Figure 2)
ef ðkÞ¼
4
yf ðkÞ  qndþ1BmucðkÞ ð27Þ
To express ef ðkÞ in terms of *y; note that
yf ðkþ dÞ ¼ qnþ1
AmBBm
A #RðkÞ þ B #SðkÞ
ucðkÞ ¼ qnþ1
ARþ BS

















Figure 2. Model reference adaptive control block diagram.
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Combining (20) and (28) yields
b0uðkÞ þ jTðkÞ#yðkÞ ¼ qnþ1BmucðkÞ ð29Þ
From (20), (27) and (29) it follows that
ef ðkþ dÞ ¼ yf ðkþ dÞ  qnþ1BmucðkÞ
¼ b0uðkÞ þ jTðkÞy b0uðkÞ  jTðkÞ#yðkÞ
¼  jTðkÞ*yðkÞ ð30Þ
To formulate the model matching error dynamics we note that the plant (2) can be written in the
nth order fraction form as [13] (see Figure 3(a))
Axðk nÞ ¼ uðkÞ ð31Þ
yðkÞ ¼ Bxðk nÞ ð32Þ
From (17) and (32) it follows that
yf ðkþ dÞ ¼ qnþ1AmyðkÞ ¼ qnþ1AmBxðk nÞ ¼ q2nþ1PxðkÞ ð33Þ
In a similar manner the reference model can be written in the 2n 1th order non-minimal
fraction form (see Figure 3(b))
AmBxmðk nÞ ¼ BmucðkÞ ð34Þ
ymðkÞ ¼ Bxmðk nÞ ð35Þ
From (34) it follows that
qnþ1BmucðkÞ ¼ qnþ1AmBxmðk nÞ ¼ q
2nþ1PxmðkÞ ð36Þ
Using (33) and (36), the d-step ahead filtered output error can now be written as
ef ðkþ dÞ ¼ yf ðkþ dÞ  qnþ1BmucðkÞ




Figure 3. Fraction forms of the plant and the reference model.
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where
xeðkÞ ¼
4 xðkÞ  xmðkÞ ð38Þ
Next define plant, reference model, and model-matching error states by
xðkÞ ¼4 ½ xðk 1Þ    xðk 2nþ 1Þ T 2 R2n1 ð39Þ
xmðkÞ ¼
4 ½ xmðk 1Þ    xmðk 2nþ 1Þ 




xðkÞ  xmðkÞ ð41Þ
Then
xeðkÞ ¼ ½ xeðk 1Þ    xeðk 2nþ 1Þ 
T 2 R2n1 ð42Þ
Since


















ef ðkþ dÞ ð43Þ
a state equation for xe in controllable canonical form is given by
xeðkþ 1Þ ¼ AxeðkÞ þ
1
b0
Bef ðkþ dÞ; k50 ð44Þ
where
A¼4






















Note that A is asymptotically stable. Alternatively, using (30) the model matching dynamics (44)
can be written as




Next we show that the state x defined in (39) is related to j through a non-singular
transformation.
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Lemma 3.1
The plant state x defined by (39) and the regressor (22) are related by
jðkÞ ¼M0xðkÞ ð47Þ
where the non-singular matrix M0 2 R
ð2n1Þð2n1Þ is defined by
M0¼
4





01ðn2Þ 1 a1 a2    an








































Equations in (49) can be written as
uðk 1Þ ¼AðqÞxðk n 1Þ
¼ ½qn þ a1qn1 þ    þ anxðk n 1Þ
¼ xðk 1Þ þ a1xðk 2Þ þ    þ anxðk n 1Þ
¼ ½ 1 a1    an  ½ xðk 1Þ    xðk n 1Þ T ð50Þ
..
.
uðk nþ 1Þ ¼AðqÞxðk 2nþ 1Þ
¼ ½qn þ a1qn1 þ    þ anxðk 2nþ 1Þ
¼ xðk nþ 1Þ þ    þ anxðk 2nþ 1Þ
¼ ½ 1 a1    an  ½ xðk nþ 1Þ    xðk 2nþ 1Þ T ð51Þ
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yðkÞ ¼BðqÞxðk nÞ
¼ ½b0qm þ b1qm1 þ    þ bmxðk nÞ
¼ b0xðk dÞ þ    þ bmxðk nÞ
¼ ½ b0 b1    bm  ½ xðk dÞ    xðk nÞ T ð52Þ
..
.
yðk nþ 1Þ ¼BðqÞxðk 2nþ 1Þ
¼ ½b0qm þ b1qm1 þ    þ bmxðk 2nþ 1Þ
¼ b0xðk n d þ 1Þ þ    þ bmxðk 2nþ 1Þ
¼ ½ b0 b1    bm  ½ xðk n d þ 1Þ    xðk 2nþ 1Þ T ð53Þ
From (50)–(53) and (39) it follows that jðkÞ ¼M0xðkÞ; where M0 is given by (48). It can be seen
that M0 is the ð2n 1Þ  ð2n 1Þ submatrix of MT; formed by omitting the first row and first
column ofMT:Note that detM0 ¼ detM: Since A and B are relatively co-prime by assumption,
it follows that M is non-singular, and thus M0 is non-singular. &
4. ADAPTIVE CONTROL USING RLS IDENTIFICATION
In this section we derive a recursive least squares update law for the parameter vector #yðkÞ of a






where k5d and where the retrospective error is defined by
Eð#yðkÞ; iÞ ¼4 yf ðiÞ  b0uði  dÞ  jTði  dÞ#yðkÞ; k5d ð55Þ
The retrospective cost function (54) defines the performance of #y by evaluating the present value
#yðkÞ in terms of the past behaviour of the linear identification model (20) over the interval
d4i4k:
Next define
Eð#yðkÞ; kÞ ¼4 ½Eð#yðkÞ; dÞ    Eð#yðkÞ; kÞ T 2 Rkdþ1 ð56Þ
YðkÞ ¼4 ½ yf ðdÞ  b0uð0Þ . . . yf ðkÞ  b0uðk dÞ T 2 R
kdþ1 ð57Þ
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and
FðkÞ ¼4 ½jð0Þ    jðk dÞ T 2 Rðkdþ1Þð2n1Þ ð58Þ
so that
Eð#yðkÞ; kÞ ¼ YðkÞ  FðkÞ#yðkÞ 2 Rkdþ1 ð59Þ
With this notation the cost function (54) can be expressed as
Jð#yðkÞ; kÞ ¼ETð#yðkÞ; kÞEð#yðkÞ; kÞ
¼ ½YðkÞ  FðkÞ#yðkÞT½YðkÞ  FðkÞ#yðkÞ
Next, we use a recursive least squares estimate of #yðkÞ that minimizes Jðk; #yÞ; for details see, for
example, Reference [14]. The RLS estimate for #yðkÞ is given by
PðkÞ ¼ Pðk 1Þ 
Pðk 1Þjðk dÞjTðk dÞPðk 1Þ
1þ jTðk dÞPðk 1Þjðk dÞ
; Pð0Þ > 0 ð60Þ
#yðkÞ ¼ #yðk 1Þ þPðkÞjðk dÞ½yf ðkÞ  b0uðk dÞ  jTðk dÞ#yðk 1Þ ð61Þ




½jTðkÞ#yðkÞ  qnþ1BmucðkÞ ð62Þ











Then the error state vector consisting of the model matching error states and the parameter
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Using (26), (30), (60), (61) and (46), the closed-loop error dynamics with RLS identification can
be represented as the ðd þ 1Þð2n 1Þ þ dð2n 1Þ2 dimensional system




*yðkþ 1Þ ¼ *yðkÞ Pðkþ 1Þjðk d þ 1ÞjTðk d þ 1Þ*yðkÞ ð66Þ
..
.
*yðkþ dÞ ¼ *yðkþ d  1Þ Pðkþ dÞjðkÞjTðkÞ*yðkþ d  1Þ ð67Þ
vec½Pðkþ 1Þ ¼ vec PðkÞ 
PðkÞjðk d þ 1ÞjTðk d þ 1ÞPðkÞ





vec½Pðkþ dÞ ¼ vec Pðkþ d  1Þ 
Pðkþ d  1ÞjðkÞjTðkÞPðkþ d  1Þ
1þ jTðkÞPðkþ d  1ÞjðkÞ
 
ð69Þ
Note that the error system (65)–(69) is time varying since the regressor jðkÞ is a function of the
exogenous signal ucðkÞ: Furthermore, every equilibrium of the error system (65)–(69) is of the
form ð0; *yq;PqÞ; where Pq50:
Remark 5.1
Although the future parameter errors *yðkþ 1Þ to *yðkþ d  1Þ and the future adaptation gain
matrices Pðkþ 1Þ to Pðkþ d  1Þ are not computed by the algorithm at time k; they are
included in the state vector XðkÞ to facilitate the stability analysis.
To demonstrate that every equilibrium of the system (65)–(69) is Lyapunov stable, the








tr ½P2ðkþ 1Þ P2ðkÞ ð71Þ
V*yð
*y;PÞ ¼4 *yTP1 *y ð72Þ
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and
4V*yðkÞ ¼
4 *yTðkþ 1ÞP1ðkþ 1Þ*yðkþ 1Þ  *yTðkÞP1ðkÞ*yðkÞ ð73Þ
Then, for all k50;
4VPðkÞ40 ð74Þ
4V*yðkÞ ¼
½jðk d þ 1Þ*yðkÞ2
1þ jTðk d þ 1ÞPðkÞjðk d þ 1Þ
40 ð75Þ
and limk!1 PðkÞ and limk!1 *yðkÞ exist.
Proof
The result follows from standard properties of RLS. See References [2, p. 60, 15, p. 202, 16,
p. 22, 17, p. 58].
Lemma 5.2






½jTði  d þ 1Þ*yðiÞ2
1þ jTði  d þ 1ÞPðiÞjði  d þ 1Þ
ð76Þ
Proof
From repeated self substitutions of (66) it follows that
*yðkþ d  1Þ ¼ *yðkÞ 
Xd1
i¼1




Pði þ 1Þjði  d þ 1ÞjTði  d þ 1Þ*yðiÞ ð77Þ













jTðkÞPði þ 1Þjði  d þ 1ÞjTði  d þ 1Þ*yðiÞ
½1þ jTðkÞPðkÞjðkÞ1=2









jTðkÞPðiÞjði  d þ 1ÞjTði  d þ 1Þ*yðiÞ
½1þ jTðkÞPðkÞjðkÞ1=2½1þ jTði  d þ 1ÞPðiÞjði  d þ 1Þ
Copyright # 2005 John Wiley & Sons, Ltd. Int. J. Adapt. Control Signal Process. 2005; 19:745–767
LYAPUNOV-STABLE DISCRETE-TIME MODEL REFERENCE ADAPTIVE CONTROL 757










jTðkÞPðiÞjði  d þ 1Þ




jTði  d þ 1Þ*yðiÞ
½1þ jTði  d þ 1ÞPðiÞjði  d þ 1Þ1=2












jTði  d þ 1Þ*yðiÞ






jTði  d þ 1Þ*yðiÞ





PðkÞ ¼4 diag½P1ðkÞ    P1ðkþ d  1Þ  ð78Þ
V *Yð *Y;PÞ ¼
4 *YTP1 *Y ð79Þ
and
4V *YðkÞ ¼
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Now using (75) and (76) we have
4V *Y ¼ 
Xkþd1
i¼k
½jTði  d þ 1Þ*yðiÞ2






























Recall that A (45) is asymptotically stable. Let P;R 2 Rnn be positive-definite matrices that
satisfy







Furthermore, let m > 0 and define
Vxe ðxeÞ ¼
4




Vxe ðxeðkþ 1ÞÞ  Vxe ðxeðkÞÞ
Then
4Vxe ðkÞ4m
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xTe ðkþ 1ÞPxeðkþ 1Þ  x
T
e ðkÞPxeðkÞ









Omitting the explicit dependence on k we have





T *y b10 j
T *yBTPAxe þ b10 j
T *yBTPBb10 j
T *y xTe Pxe
¼ xTe ðA
TPA PÞxe  xTeA
TPBb10 j
T *y b10 j
T *yBTPAxe þ b20 ðj
T *yÞ2BTPB
¼ xTe ðA
TPA PÞxe  xTe F
TGb10 j
T *y b10 j
T *yGTFxe þ b20 ðj
T *yÞ2BTPB
¼ xTe ðA
TPA Pþ FTFÞxe  xTe F
TGb10 j
T *y b10 j
T *yGTFxe þ b20 ðj
T *yÞ2BTPB
 xTe F
TFxe þ b20 ðj
T *yÞ2GTG b20 ðj
T *yÞ2GTG
¼ xTe ðA











þ ðBTPBþ GTGÞb20 ðj
T *yÞ2
4 xTe ðA













it follows from (85) that
ATPA Pþ FTF4ATPA Pþ I ¼ R
Therefore,
xTe ðkÞðA




e ðkÞRxeðkÞ þ ðB
TPBþ GTGÞb20 ½jðkÞ*yðkÞ
2 ð88Þ
Since GTG ¼ s2BTPB; it follows from (88) that
4Jxe ðkÞ4 x
T
e ðkÞRxeðkÞ þ ðs
2 þ 1ÞBTPBb20 ½jðkÞ*yðkÞ
2
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Now, since ln x4x 1 for all x > 0;
















We now present the main stability result for MRAC with RLS identification.
Theorem 5.1
Assume that the reference signal ucðkÞ is bounded. Then every equilibrium of the error system
dynamics (65)–(69) is Lyapunov stable, *yðkÞ and PðkÞ converge, and yðkÞ  ymðkÞ ! 0 as k!1:
Proof
Consider the Lyapunov function candidate
VðXÞ ¼4 aVxe ðxeÞ þ V *Yð *Y;PÞ þ VPðPÞ ð89Þ
Let P;R 2 Rnn be positive definite and satisfy (85), and let a > 0: Then using Lemmas 5.5, 5.3
and 5.4 it follows that
4VðkÞ ¼4 VðXðkþ 1ÞÞ  VðXðkÞÞ
4 am






Now from (47) it follows that
jTðkÞPðkÞjðkÞ4jTðkÞPð0ÞjðkÞ
¼ xTMT0 Pð0ÞMx
¼ ðxe þ xmÞ
TMT0 Pð0ÞM0ðxe þ xmÞ
4 xTeM
T









Since, by assumption, the command signal ucðkÞ is bounded and Am is stable, there exists b > 0
such that
xTmðkÞxmðkÞ4b ð92Þ
Using (90)–(92) it follows that
jTðkÞPðkÞjðkÞ4m1x
T





e Pxe þ bm1lmaxðPÞ ð93Þ
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e ðkÞRxeðkÞ þ m1ðs
2 þ 1ÞBTPB½jðkÞ*yðkÞ2















Since VðXÞ is positive definite and radially unbounded it follows from (96) that the origin of the
error system (65)–(69) is Lyapunov stable. Furthermore, using Theorem A.1 it follows that
xeðkÞ ! 0 as k!1: Then using (32) and(35) we have that yðkÞ  ymðkÞ ! 0 as k!1: The
convergence of *yðkÞ and PðkÞ follows from Lemma 5.1. &
6. PROJECTION ADAPTIVE CONTROL ALGORITHM
In Sections 4 and 5 we developed and proved the stability of MRAC in which the controller
parameters are updated using RLS. In Sections 6 and 7 we consider the case in which the
controller parameters are updated using the projection algorithm.
Consider the cost function
Jlð#yðkÞ; #yðk 1Þ; kÞ ¼
4 1
2
jj#yðkÞ  #yðk 1Þjj22 þ l½yf ðkÞ  b0uðk dÞ  j
Tðk dÞ#yðkÞ ð97Þ
where l is the Lagrange multiplier. A recursive expression for #yðkÞ that minimizes (97) is given
by [2, p. 51]
#yðkÞ ¼ #yðk 1Þ þ
jðk dÞ½yf ðkÞ  b0uðk dÞ  jTðk dÞ#yðk 1Þ
jTðk dÞjðk dÞ
ð98Þ




½jTðkÞ#yðkÞ  qnþ1BmucðkÞ ð99Þ
with the parameter update
#yðkÞ ¼
#yðk 1Þ þ
jðk dÞ½yf ðkÞ  b0uðk dÞ  jTðk dÞ#yðk 1Þ
jTðk dÞjðk dÞ
; jðk dÞ=0
#yðk 1Þ; jðk dÞ ¼ 0
8><
>: ð100Þ
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7. STABILITY OF MRAC WITH PROJECTION IDENTIFICATION
The error state vector consisting of the model matching error states and the parameter






Using (26), (30), (46) and (100), the closed-loop error dynamics with projection identification
can be represented in the state space form, for k50; by




*yðkþ 1Þ ¼ I 
jðk d þ 1ÞjTðk d þ 1Þ









*yðkþ d  1Þ ð104Þ




*yÞ ¼4 *yT *y ð105Þ
and
4V*yðkÞ ¼
4 *yTðkþ 1Þ*yðkþ 1Þ  *yTðkÞ*yðkÞ
Then
4V*yðkÞ4
½jTðk d þ 1Þ*yðkÞ2
jTðk d þ 1Þjðk d þ 1Þ
40; k50 ð106Þ
and, for all t50; fjj*yðkþ tÞ  *yðkÞjjg1k¼0 2 l2:
Proof
See References [2, p. 51, 16, p. 78].
Lemma 7.2






½jTði  d þ 1Þ*yðiÞ2
jTði  d þ 1Þjði  d þ 1Þ
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Proof
From repeated self substitutions of (103) it follows that
*yðkþ d  1Þ ¼ *yðkÞ 
Xd1
i¼1





jði  d þ 1ÞjTði  d þ 1Þ*yðiÞ
½jTði  d þ 1Þjði  d þ 1Þ
ð107Þ













jTðkÞjði  d þ 1ÞjTði  d þ 1Þ*yðiÞ
½jTðkÞjðkÞ1=2½jTði  d þ 1Þjði  d þ 1Þ








jTðkÞjði  d þ 1Þ




jTði  d þ 1Þ*yðiÞ
½jTði  d þ 1Þjði  d þ 1Þ1=2










jTði  d þ 1Þ*yðiÞ






jTði  d þ 1Þ*yðiÞ





V *Yð *YÞ ¼
4 *YT *Y ð108Þ
and
4V *YðkÞ ¼
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Proof








Using Lemmas 7.1 and 7.2 yields
4V *YðkÞ ¼ 
Xkþd1
i¼k
½jTði  d þ 1Þ*yðiÞ2





We now present the main stability result for MRAC with projection identification.
Theorem 7.1
Assume that the reference signal ucðkÞ is bounded . Then every equilibrium of the error system
dynamics (102)–(104) is Lyapunov stable, and yðkÞ  ymðkÞ ! 0 as k!1:
Proof
The proof follows along the same lines as Theorem 5.1 except that the Lyapunov candidate is
defined by
VðXÞ ¼4 aVxe ðxeÞ þ V *Yð *YÞ ð112Þ




where P is the positive-definite matrix satisfying (85). &
8. EXAMPLE
Example 8.1





q3 þ q2 þ qþ 1:5
ð113Þ
To track reference signals we choose an FIR filter as the reference model. We require







and let ucðkÞ be a square wave with period of 100 samples. The plant (113) with the control law
(62) and the parameter updates (60)–(61) and (100) is simulated in Matlab. The simulation
results are shown in Figures 4 and 5.
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9. CONCLUDING REMARKS
In this paper we considered model reference adaptive control using both recursive least squares
and projection identification. In both cases Lyapunov stability is established. A future extension
of the present work will include the supermartingale analysis of Reference [8] with alternative
identification algorithms including projection, stochastic approximation, and least mean
squares.















Figure 4. Tracking performance with RLS identification.















Figure 5. Tracking performance with projection identification.
Copyright # 2005 John Wiley & Sons, Ltd. Int. J. Adapt. Control Signal Process. 2005; 19:745–767
S. AKHTAR AND D. S. BERNSTEIN766
APPENDIX A
The following result is a discrete-time version of Theorem 4.4 of Reference [18].
Theorem A.1
Let N denote the set of non-negative integers, let D Rn be an open neighbourhood of the
origin, W1 : D! ð0;1Þ; W2 : D! ð0;1Þ; W : D! ½0;1Þ; f : ND! R
n and V : ND!
R be such that W1ðxÞ4Vðk; xÞ4W2ðxÞ for all k 2 N and x 2 D and 4V ¼
4
Vðkþ 1;
f ðk;xÞÞ Vðk;xÞ4WðxÞ for all k 2 N and x 2 D: Furthermore, define Br¼
4 fx 2 D : jjxjj5rg
and let tr5minjjxjj¼rW1ðxÞ: Then all solutions of xkþ1 ¼ f ðk; xðkÞÞ with x0 2 fx 2 Br :W2ðxÞ4trg
are bounded and satisfy WðxðkÞÞ ! 0 as k!1:
Proof
Choose tr > 0 such that tr5minjjxjj¼rW1ðxÞ: Then fx 2 Br :W2ðxÞ4trgfx 2 Br : Vðk;xÞ4trg
fx 2 Br :W1ðxÞ4trg: Let x0 2 fx 2 Br :W2ðxÞ4trg: Then x 2 fx 2 Br : Vðk; xÞ4trg for all k50:









4 Vðz; xðzÞÞ ¼ Vð0;x0Þ  lim
k!1
Vðk;xðkÞÞ
exists. This implies that WðxðkÞÞ ! 0 as k!1: &
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