general-purpose associative learning mechanisms in the medial temporal lobes. Numerous studies have shown that the hippocampus can rapidly bind arbitrarily-related features that are present in awareness [9] , even if the features pertain to very low-level stimulus features like orientation [10] and even if the to-be-associated features are only present in memory, not in perception [11] [12] [13] . By limiting the spread of color information to early visual cortex, the neurofeedback procedure used by Amano et al. [1] eliminates the possibility of using higher-level association-formation mechanisms.
In making this point, the study by Amano et al. [1] does not just shed light on associative learning -it also helps to show more generally how real-time fMRI neurofeedback can be used as a tool to study the neural basis of cognition. In prior work from our lab [7] , we have shown that real-time fMRI neurofeedback can be used to amplify internal cognitive states by 'externalizing' them. We returned feedback about fluctuations in sustained attention by making the to-be-attended stimuli more or less visible, with the goal of making participants more aware of these fluctuations and thus better able to control them; we showed that this externalization procedure reduced attention lapses and improved behavior. The work of Amano et al. [1] shows almost the opposite benefit -instead of using real-time fMRI to make participants more aware of a process that is usually hard to control, their procedure makes it possible to take a process (color perception) that is usually conscious, and it renders it unconscious. The Amano et al. [1] study makes it clear that this 'inception' procedure is not just a parlor trick: The unconscious nature of this percept appears to limit its spread in the brain, thereby making it possible to make sharper inferences about where learning is taking place. A new study presents a novel experimental design and allows a test of risk sensitivity in plants. Faced with a choice between constant and variable resource supply, they make a rational decision for the option that maximizes fitness, a fact rarely observed in animals.
Organisms are confronted with choices when they forage. A particularly interesting situation occurs when the same amount of resource can be obtained from either a constant or a variable source. Should an individual be risk averse and choose a constant, yet modest option, or should it be risk prone and choose a variable, yet more promising option? The answer will depend on the biological context. According to risk sensitivity theory (RST), the rational decision would be the one that maximizes fitness [1] . To do so, the individual should behave according to the fitness function of the relevant resource. If this function is accelerating (convex) at the level of resources obtained per unit time and effort, the total utility or fitness gain is larger if the variable option is chosen and the individual should show risk-prone behavior ( Figure 1 ). If the function is decelerating (concave), which is more likely at higher resource levels, the individual should choose a risk-averse behavior [1] . A new study, published recently in Current Biology by Dener et al. [2] , demonstrates that brainless pea plants are able to perform such decisions. The authors grew plants with two initial roots and offered them the choice to forage in pots with constant or variable nutrient concentrations.
The authors first grew plants at different constant nutrient concentrations, ranging from 0-300 mg/L fertilizer. They found that both seed number and total seed mass had concave relationships throughout the range. In addition, the mass of the average seed increased sigmoidally in response to nutrient availability, with an inflexion point at 10-20 mg/L. According to RST, individuals should be risk prone below and risk averse above this inflexion point. In a second setup, plants were offered the choice of a pot with constant or variable nutrient concentrations. The total amount of nutrients the two pots received over the 12-week duration of the experiment was the same within a treatment but varied across treatments, with the total amount of resources being either above or below the inflexion point. The decision made by each individual plant for one of the two pots (options) was inferred from the amount of roots found at the end of the experiment in constant and variable pots ( Figure 1B ). When more roots had been grown into the variable pot, this indicated risk-prone behavior. Interestingly, this was indeed the case for the treatments with the total amount of resources below the inflexion point. In the treatments with resources above this total amount, plants grew more roots in the constant than in the variable pot; thus, the results exactly demonstrated the behavior predicted by RST.
This new study [2] is the first test of RST in plants instead of animals. Perhaps more remarkably, it appears to support the theory better than previous tests done with animals. It seems that large animals such as birds or humans often do not make rational decisions in terms of RST [3] . For example, human behavior is not purely economic, but rather is influenced by other factors, such as the subjective assessment of consequences of constant versus variable gains or losses [4] . A common problem with human experiments is that it is difficult (or even impossible) to create monetary rewards in games to fitness. That is why with human experiments, we can only make conclusions regarding economic rationality, but not whether these decisions have fitness consequences. This link seems to be much clearer in the plant experiment: rational root allocation has direct fitness consequences. Empirical prospect theory [5] describes humans as risk averse regarding gains and risk prone regarding losses. However, such behavior is only rational if the individual is at the inflexion point, where the function relating economic utility to resource level turns from convex to concave [4] .
Obviously, no broad generalizations can be made based on this single study, but if and to the extent that the existing studies represent a general pattern, should we expect plants to be more rational regarding risk sensitivity than animals? Obviously, plants differ from animals in fundamental ways. They are stuck in place and take up their resources over large external surfaces below and above the soil. Plants forage by growth plasticity, extending shoots and leaves into well-illuminated patches and roots into nutrient-rich patches. Their modular structure allows them to integrate local environmental responses of shoots and roots to coordinated behavior at the level of the whole individual [6] , similar to collective behavior in bacteria [7] . However, their 
Figure 1. Predictions of risk sensitivity theory (RST) in animals and plants.
(A) A bird trained to distinguish between a constant (circle) and a variable (triangle) resource [3] is expected to choose the latter if the function relating resource uptake (R, e.g. number of seeds eaten) to utility per time (U/t, arbitrary units) is convex (purple, solid line) as the same amount of total resource uptake leads to a greater total utility (U). When the function is concave (red, dashed line), total utility is greater for constant than variable resource availability. (B) A plant with a split-root system [2] preferentially allocates biomass to roots in a pot with variable resource concentrations when the average resource concentration is low and fitness returns (F) are accelerating with increasing resource level (circle in the left plot relating F to R). In contrast, the plant shows a risk-averse behavior when average resource concentration is high and fitness gains are decelerating with increasing resource level (right side). This has been shown in [2] for pea plants. It is not known, however, whether the optimal decision demonstrated by pea plants is adaptive.
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Dispatches information processing is generally slow and their decision-making not centralized. The plant data suggest that sophisticated cognitive abilities are not required for decision-making. Plants may therefore be ideally suited to test null models in which a simple mechanism may account for complex behavioral outcomes.
Testing RST using animal models involves several difficulties [3] . Experiments with birds start by training the subjects to recognize certain triggers, like different color cues for constant and variable resource options ( Figure 1A) . In a second step, individuals are tested for their choice of either risk-averse or risk-prone options. With animals, it is difficult to make independent replicate trials, standardize the biological context (e.g. resource state of the individual), measure fitness, exclude unrelated factors and assess the cognitive mechanisms underlying the observed behavior. It is therefore perhaps not surprising that studies with animal models thus far could not support RST to the same extent as the new work with plants did.
Despite the match between the results and RST, it is yet unclear what are the physiological controls underlying plants' ability to make such decisions. Wholeplant economy implies that individual plants should increase root allocation when nutrients are scarce [8] , but parts of an individual plant show the opposite behavior. That is, roots that grow in nutrient-rich patches receive higher biomass allocation and branch more frequently than roots of the same individual in nutrient-poor patches [9] . Thus, at low nutrient levels, the variable option may attract higher allocation but at high nutrient levels it may attract lower allocation than the constant option. This would be sufficient to produce the observed response. Could such an allocation rule vary between genotypes and thus be selected for? This has not been tested yet and deserves further attention. However, differences between Mediterranean annuals regarding architectural plasticity in response to environmental cues versus more fixed bet-hedging strategies [10] suggest that it should at least be possible. A problem that may affect animals and humans more than plants is that a seeming risk-averse behavior may be evolutionarily more stable than risk-prone behavior. In plants, the individual is less clearly defined and, in fact, is constructed as a population of repeated modular units [6] , which are networked like individuals in colony-forming organisms such as social insects or quorum-sensing bacteria, the behavior of which interestingly more commonly conforms to RST [3] .
The study of Dener et al. [2] demonstrates that theories on decision making and optimal behavior developed for animals and humans can be applied to plants, which may sometimes even serve as more suitable models. The split-root approach offers excellent experimental opportunities for such research. For example, it would be easy to change the kind of variability in the resource by using different temporal regimes to test how fast plants can respond by growth plasticity. Another recent study used split-root systems to test market theory -a single plant connected to a more beneficial mycorrhizal partner in one root compartment and to a less beneficial one in the other could force the latter one to cooperate [11] . Without the choice, the plant had to provide more carbon to the less beneficial partner to receive the same amount of phosphorus from it.
Further examples using plants as models include habitat selection [12] , foraging strategies [13] , division of labor [14] , cooperation [15] and communication [16] . In all these cases, an advantage of plant models is that they allow testing of general hypotheses in the absence of a central nervous system. As an increasing number of recent studies show [17] , it turns out that complex centralized cerebral processes are not necessary for rational decision making, and that simpler physiological mechanisms facilitating networks between different organs on the same individual [18, 19] or between individuals [20] can produce 'social intelligence' with complex adaptive behavioral outcomes. Despite the more than 1.5 billion years of independent evolution, plants and animals show similarities in major behavioral patterns that are based on totally different mechanisms. The similarities may even be larger if the microscopic network of neurons in the brain is compared with the macroscopic network of modules or individuals in plants and other 'simple' organisms.
A recent study shows that visual adaptation to dense textures, while causing an increase in the perceived sparseness of a subsequently viewed less-dense texture, paradoxically reduces the perceived size of an object, revealing a dissociation between the internal spatial representations of textures and objects.
How do we perceive the spatial relationships of objects in the visual world? One popular tool used by vision scientists to explore this question is adaptation. The distortions experienced in the appearance of objects following adaptation reveal fundamental truths about the mechanics of vision. Two of the best known examples of adaptationinduced distortions are the 'motion aftereffect' [1] , in which prolonged viewing of a moving object causes a subsequently viewed stationary object to appear to move in the opposite direction, and the tilt aftereffect [2] , in which prolonged viewing of a tilted line causes a subsequently viewed vertical line to appear to be tilted in the opposite direction. Because such aftereffects are generally repulsive (the motionaftereffect is in the opposite direction to the adaptor motion; the tilt aftereffect the opposite orientation to the adaptor orientation), it is widely believed that they result from inhibitory interactions among cortical neurons that are sensitive to the visual dimension in question.
An important visuo-spatial dimension is texture density. Although texture density is tricky to define for smoothly-varying visual textures, it is relatively straightforward for the mosaics of discreet black and white dots illustrated in Figure 1 . For these textures, density is the number of elements per unit visual area -the textures in the figure are said to possess densities of this or that number of dots per square degree of visual angle. As with other visual dimensions, texture density is adaptable: prolonged viewing of a dense texture causes a less dense texture to appear even less dense, or, put another way, more sparse [3] [4] [5] . This suggests that there are specialized neurons in the brain for encoding texture density.
So far so good: texture density behaves in a similar manner to other adaptable visual dimensions. A recent study by Hisakata et al. [6] , however, has revealed a paradoxical effect of texture density adaptation: when the test pattern is a single pair of dots, rather than causing an increase in the perceived dot separation as one might expect, it causes a decrease. Figure 1 illustrates the experimental protocol. Moreover, Hisakata et al. [6] show that the 'shrinking' effect with dot-pairs extends to geometric forms such as a circle. This is a surprising finding that raises new questions not only about texture density adaptation, but generally about how spatial relationships are encoded in vision.
Adaptor Density versus Dot-pair Separation Why do dot-pairs and circles appear to shrink after observers adapt to a texture of dots? For the dot-pair case the first thing to consider are the particular adaptor densities and dot-pair separations in the experiments. Previous studies have hinted that adaptation to texture density only ever causes subsequently viewed textures to appear less dense, implying that the aftereffect is 'uni-directional' [7] . The published record on this issue, however, is equivocal, so it is possible that the density aftereffect is in fact 'bidirectional', that is, adaptation not only causes less dense textures to appear even less dense but also causes more dense textures to appear even more dense. If the texture density aftereffect were indeed bi-directional, and if the average between-dot separation in the adaptor textures used by Hisakata et al. [6] was greater than that of the test dot-pair, then one would expect the test
