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OPERS AND THE TWISTED BOGOMOLNY EQUATIONS
SIQI HE AND RAFE MAZZEO
Abstract. In this paper, we study the dimensionally reduced twisted Kapustin-
Witten equations on the product of a compact Riemann surface Σ with R+
y
. The
main result is a Kobayashi-Hitchin type correspondence between the space of tilted
Nahm pole solutions and the moduli space of Beilinson-Drinfeld opers. This cor-
roborates a prediction of Gaiotto and Witten [10, p.971].
1. Introduction
Let (M, g) denote an oriented Riemannian 4-manifold and P a principal SU(n)
bundle over M with adjoint bundle gP . The twisted Kapustin-Witten (TKW) equa-
tions [19] are a one-parameter family of equations, parametrized by t ∈ (0,∞), for a
pair (A,Φ), where A is a connection and Φ is a gP -valued 1-form:
FA − Φ ∧ Φ + t− t
−1
2
dAΦ +
t+ t−1
2
⋆ dAΦ = 0,
dA ⋆ Φ = 0.
(1)
When t = 1, these equations have the particularly simple form
FA − Φ ∧ Φ + ⋆dAΦ = 0, dA ⋆ Φ = 0.(2)
One important case is when M = X ×R+y , where X is a 3-manifold. A fascinating
proposal of Witten [30] interprets the Jones polynomial of knots in X by counting
solutions to (2) which satisfy certain ‘Nahm pole’ singularities at y = 0, see [10, 31, 32]
for a more detailed explanation, along with [23, 24, 12, 27, 20] for analytic theory
related to this program. A similar program using the TKW equations (1) to approach
the Jones polynomial is also discussed in [30, 10]; a clearer formulation appears in
[25], where the singular boundary conditions appropriate for these equations when
t 6= 1 are called the tilted Nahm pole boundary condition. We describe these below.
We consider here the dimensionally reduced TKW equations on Σ× R+y , where Σ
is a compact Riemann surface. These are the TKW equations on S1 × Σ × R+y for
fields which are invariant in the S1 direction. These fields consist of a connection A,
a gP -valued 1-form φ and gP -valued 0-forms A1 and φ1; the corresponding ‘twisted
Bogomolny equations’ take the form
FA − φ ∧ φ+ t− t
−1
2
dAφ− t+ t
−1
2
(⋆dAφ1 + ⋆[φ,A1]) = 0,
dAA1 − [φ, φ1] + t− t
−1
2
(dAφ1 + [φ,A1])− t+ t
−1
2
⋆ dAφ = 0,
d⋆Aφ− [φ1, A1] = 0.
(3)
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Write t = tan(π
4
− 3
2
β). It was observed by Gaiotto and Witten in [10] that with the
assumption A1 − tanβφ1 = 0, the twisted Bogomolny equations have a Hermitian-
Yang-Mills structure, leading them to conjecture that there should be a Donaldson-
Uhlenbeck-Yau type theorem in this setting. Such a result is now fully understood
in the special case β = 0 (t = 1), cf. [13, 14, 15]. The results in those two papers
give a precise correspondence in this spirit between flat SL(2,C) connections over Σ
and solutions of the extended Bogomolny equations converging to these connections
as y → ∞ and satisfying certain singular boundary conditions at y = 0. More
precisely, a flat SL(2,R) connection in the Hitchin section at infinity corresponds to
solutions of the extended Bogomolny equations satisfying the Nahm pole boundary
conditions at y = 0; an arbitrary stable Higgs pair (equivalently, a flat SL(2,C)
connection), together with a holomorphic line subbundle, corresonds to a solution
of the extended Bogomolny equations satisfying the Nahm pole boundary conditions
with extra singularities along a divisor determined by the line bundle and the Higgs
field. It is the generalization of the former of these two theorems which is the subject of
this paper; a full generalization awaits a better understanding of the knot singularities
for the tilted Nahm pole boundary conditions.
The study of (3) when β 6= 0 (t 6= 1) is motivated by the Atiyah-Floer approach to
the Kapustin-Witten equations, see [1, 7] for recent progress. As pointed out in [10,
Section 3], this Atiyah-Floer approach has physical obstructions and is unstable for
the equations (2) when t = 1, indicating that it may not be possible to recover the
Jones polynomial entirely from that specialization of the equations. The paper [11]
contains a more detailed explanation of this.
In any case, we consider here only the cases where β 6= 0. Denote by MβTBE the
space of solutions to the twisted Bogomolny equations with gauge group SU(n) and
with tilted Nahm pole conditions at y = 0 and a certain boundary condition to be
explained later as y →∞. We denote by MβOper the twisted oper moduli space with
parameter tan β; this is diffeomorphic to the usual oper moduli space of Beilinson-
Drinfield [3], and is defined in Section 3. Using the Hermitian-Yang-Mills structure,
Gaiotto and Witten [10] define
IβOper :MβTBE →MβOper,
explained in Section 4 below, and predict that it is a bijection. We confirm their
prediction here.
Theorem 1.1. The map IβOper is a bijection when the genus g of Σ is greater than 1.
i) For each element in MβOper, there exists a solution to (3) with tilted Nahm
pole singularity at y = 0;
ii) If two solutions satisfy tilted Nahm pole boundary condition and have the same
image by IβOper, then they are gauge equivalent.
There is an identification of MβOper with ⊕ni=2H0(Ki), where K is the canonical
bundle over Σ, which gives a topology and differential structure to this space.
Theorem 1.2. The map IβOper is a diffeomorphism.
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2. The Twisted Extended Bogomolny Equations
2.1. Hermitian Geometry for the Twisted Bogomolony Equations. We write
the product metric on Σ × R+, where Σ is a compact Riemann surface with genus
g ≥ 1, as g = g20|dz|2 + dy2. Let E be a rank n complex vector bundle on this space
with detE = 0. An SU(n) structure on E is determined by a Hermitian metric H .
The adjoint bundle is denoted gE .
Let A be a connection on E and suppose that φ ∈ Ω1(gE) and φ1 ∈ Ω0(gE). In a
unitary gauge defined by H , these satisfy A⋆ = −A, φ⋆ = −φ, φ⋆1 = −φ1 where ⋆ is
the conjugate transpose defined by H . Gaiotto and Witten observe in [10] that the
twisted extended Bogomolny equations have a Hermitian Yang-Mills structure, and
hence there should be a Donaldson-Uhlenbeck-Yau type result as in [8, 28]. Write
z = z2 + iz3 for a local holomorphic coordinate on Σ and y for the linear coordinate
on R+. Then
dA = ∇2dx2 +∇3dx3 +Dydy, and φ = φ2dx2 + φ3dx3 = 1
2
(φzdz + φz¯dz¯).
Following [10, 30], define
D1 = (Dz¯ − φz¯ tan β)dz¯, D2 = (Dz + φz cot β)dz, D3 = Dy − i φ1
cos β
(4)
and their adjoints
D†1 = (Dz − φz tan β)dz, D†2 = (Dz¯ + φz¯ cotβ)dz¯, D†3 = Dy + i
φ1
cos β
.(5)
Using this, the twisted extended Bogomolny equations can be written in the partic-
ularly elegant form
[Di, Dj ] = 0, i, j = 1, 2, 3,
i
2
Λ(cos2 β[D1,D†1]− sin2 β[D2,D†2]) + [D3,D†3] = 0,
(6)
where Λ : Ω1,1 → Ω0 is inner product with the Ka¨hler form i
2
dz ∧ dz¯.
Consider the group GC of complex gauge transformations of E, and set G := {g ∈
GC| gg⋆ = 1} (where g⋆ is the conjugate transpose of g), the subspace of unitary gauge
transformations, preserving the Hermitian metric H . Any g ∈ GC acts by
Dgi := g−1 ◦ Di ◦ g, D†,gi := g⋆ ◦ Di ◦ (g−1)⋆.
The equations [Di,Dj ] = 0 are gauge invariant under the full complex gauge group,
while the full system is only invariant under G. The second equation in (6) may be
considered as the moment map for the first set of equations.
2.2. Holomorphic data. As in Donaldson and Uhlenbeck-Yau [8, 28, 9], we begin
by interpreting the geometric meaning of a set of holomorphic data satisfying the
GC invariant part of the equations. The main theorem is proved later by finding a
solution compatible with any choice of holomorphic data which also solves the other
moment map equation.
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Let Ey be the restriction of E to the slice Σ × {y}, and consider the SL(n,C)
connection DΣy = D1+D2 on Ey. The commutation relation [D1,D2] = 0 is equivalent
to the flatness of DΣy , i.e., D2Σy = 0. Furthermore, D3 is a covariant derivative in
the y direction, and hence defines a parallel transport in this ‘vertical’ direction. The
commutation relations [D1,D3] = [D2,D3] = 0 identify the flat connections DΣy over
the different slices Ey by parallel transport.
Based on this, we define the holomorphic data as a rank n bundle E with det(E) =
0, and a system of operators Θ = (D1,D2,D3) acting on sections of E such that for
any smooth function f and section s of E, we have
• D1(fs) = ∂¯fs+ fD1s, D2(fs) = ∂fs + fD1s, D3(fs) = (∂yf)s+ fD3s,
• [Di, Dj] = 0 for all i, j.
The complex gauge group GC acts on (E,Θ) by Di → g−1 ◦Di ◦ g. As above, parallel
transport yields the identification
(7) {(E,Θ)}/GC ∼= {flat connections over Σ}/GC.
Rather than letting GC act on the data set (E,Θ), it is easier to fix Θ and let GC act
on the Hermitian metric. We thus regard the real moment map in (6) as an equation
for the Hermitian metric. Given (E,Θ), a Hermitian metric determines the adjoints
D†Hi of the operators Di by
• ∂¯(H(s, s′)) = H(D1s, s′) +H(s,D†H1 s′),
• ∂(H(s, s′)) = H(D2s, s′) +H(s,D†H2 s′),
• ∂y(H(s, s′)) = H(D3s, s′) +H(s,D†H3 s′).
Now define the unitary operators and forms
Dz = sin2 βD2 + cos2 βD†H1 , Dz¯ = cos2 βD1 + sin2 βD†H2 ,
φz = sin β cos β (D2 −D†H1 ), φz¯ = sin β cos β (D†H2 −D1),
Dy = D3 +D
†H
3
2
, φ1 =
i cos β
2
(D3 −D†H3 ).
We obtain from these a unitary connection ∇A := Dz+Dz¯+Dy and a triple (A, φ, φ1)
called the Chern connection of (E,Θ, H).
We can express these operators in different gauges. A gauge is called parallel
holomorphic if in this trivialization, D1 = ∂¯ and D3 = ∂y, and unitary if in this
trivialization the matrices (A, φ, φ1) are unitary. As in [2], we record how to relate
these two gauge choices.
Proposition 2.1. [13] Given (E,Θ, H) as above, there is a unique triplet (A, φ, φy)
compatible with the unitary and holomorphic structures. In other words, in any uni-
tary gauge, A⋆ = −A, φ⋆ = φ, φ⋆1 = −φ1, while in every parallel holomorphic gauge,
D1 = ∂E and D3 = ∂y, i.e., A(0,1) = Ay − iφ1 = 0.
In a local holomorphic trivialization of E, we represent the metric by a Hermitian
matrix which we also denote by H . Write D1 = ∂¯, D2 = ∂ + α, H = g†g for
g = H
1
2 ∈ GC. In holomorphic gauge,
D1 = ∂¯, D†1 = ∂ +H−1∂H = ∂ + g−1(g†)−1(∂zg†)g + g−1∂zg.
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Thus g transforms from holomorphic to unitary gauge. In unitary gauge, we write
these operators as DUi and (D†i )U , and then have
DU1 = ∂¯ − (∂¯g)g−1, (D†1)U = ∂ + (g†)−1∂zg†,
DU2 = ∂ + gαg−1 − (∂g)g−1, (D†2)U = ∂¯ + (g†)−1∂¯g† − (g†)−1α¯Tg†,
DU3 = ∂y − (∂yg)g−1, (D†3)U = ∂y + (g†)−1∂yg†.
(8)
Thus in unitary gauge,
Az = sin
2 β(gαg−1 − (∂g)g−1) + cos2 β(g†)−1∂zg†, Az¯ = −A†z,
φz = sin β cos β(gαg
−1 − (∂g)g−1 − (g†)−1∂zg†), φz¯ = −(φz)†,
Ay =
1
2
(−(∂yg)g−1 + (g†)−1∂yg), φ1 = i cos β
2
(−(∂yg)g−1 − (g†)−1∂yg†).
(9)
3. Higgs bundles, the Teichmu¨ller component and the space of opers
3.1. The nonabelian Hodge correspondence.
3.1.1. The de Rham moduli space. As always, assume that E is a bundle of rank
n with det(E) = 0 over the Riemann surface Σ and ∇ a connection on E. This
connection is irreducible if there is no parallel subbundle and completely reducible if
every∇-invariant subbundle has an∇-invariant complement. If Cflat denotes the space
of flat connections, then its tangent space T∇Cflat consists of the set of σ ∈ Ω1(End (E))
such that ∇+ σ is flat to first order, i.e., T∇Cflat := {σ ∈ Ω1(End(E))| ∇σ = 0}. The
complex structure on SL(n,C) induces a complex structure J on Cflat, J(σ) = iσ.
Complex gauge transformations g(∇) := g−1◦∇◦g are the smooth automorphisms
of E acting trivially on det(E). The de Rham moduli space of flat connections is
Mflat := {∇ ∈ Cflat| ∇ is completely reducible}/GC.
The complex structure J is preserved by the GC action, and hence induces a complex
structure on Mflat.
3.1.2. The Higgs bundle moduli space. Recall that an SL(n,C)-Higgs bundle over the
Riemann surface Σ is a pair (E , ϕ), where E is a vector bundle E with holomorphic
structure ∂¯E and ϕ is a traceless holomorphic (1, 0)-form, ∂¯Eϕ = 0. We restrict to
Higgs bundles with det(E) = 0. If H denotes the set of SL(n,C)-Higgs bundles on E,
then
T(∂¯E ,ϕ)H = {(a, b) ∈ Ω0,1(EndE)⊕ Ω1,0(EndE)| ∂¯Eb+ [ϕ, a] = 0}.
A complex structure I on H is defined by I(a, b) = (ia, ib), and the complex gauge
group action is g(E , ϕ) := (g−1 ◦ ∂¯E ◦ g, g−1 ◦ Φ ◦ g).
A Higgs pair (E , ϕ) with deg E = 0 is called stable if deg(V ) < 0 for any holomorphic
subbundle V with ϕ(V ) ⊂ V ⊗K, and polystable if it is a direct sum of stable Higgs
pairs. We define the Higgs bundle moduli space MHiggs by
MHiggs := {(E , ϕ) ∈ H| (E , ϕ) is polystable}/GC.
One of the most important features is the Hitchin fibration map
π :MHiggs → ⊕ni=2H0(Σ, Ki)
π(ϕ) = (p2(ϕ), · · · , pn(ϕ)),
(10)
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where det(λ− ϕ) =∑λn−j(−1)jpj(ϕ). By [16], this map is proper.
3.1.3. The nonabelian Hodge correspondence. Given a Higgs bundle (E , ϕ) the Hitchin
equations are equations for the Hermitian metric H
FH + [ϕ, ϕ
†H ] = 0, ∂¯Eϕ = 0,(11)
where FH is the curvature of the Chern-connection, ϕ
† is the conjugation of ϕ w.r.t
the Hermitian metric H .
Theorem 3.1. [18, 6] For any Higgs pair (E , ϕ) on Σ, there exists an irreducible
solution H to the Hitchin equations if and only if this pair is stable, and a reducible
solution if and only if it is polystable.
To any solution H to the Hitchin equations is associated a flat SL(n,C) connection
D = ∇H + ϕ+ ϕ†H , and hence a representation ρ : π1(Σ)→ SL(n,C), which is well-
defined up to conjugation. Irreducibility of the solution is the same as irreducibility of
the representation, while reducibility corresponds to the fact that ρ is reductive. The
map from flat connections back to solutions of the Hitchin system involves finding
a harmonic metric which yields a decomposition of D = Dskew + DHerm into skew-
Hermitian and Hermitian parts, so that DHerm = ϕ+ϕ⋆H and ((Dskew)0,1, ϕ) satisfies
Hitchin equations. The culmination of the work of Hitchin, Donaldson, Simpson and
Corlette is the diffeomorphic equivalence between the spaces of stable Higgs pairs,
irreducible solutions of the Hitchin equations and irreducible flat connections; there
is a similar equivalence for the polystable/reducible spaces.
In summary, the non-abelian Hodge correspondence says that the map
KNAH :MHiggs →Mflat,
KNAH(E , ϕ) = AH + ϕ+ ϕ†H ,
(12)
is a diffeomorphism where H solves the Hitchin equations and AH is the Chern-
connection of E and H .
3.1.4. Hyperka¨hler structure. The moduli spaceMHiggs has important geometric struc-
ture. The tangent space of MHiggs at each point is a subspace of Ω0,1(EndE) ⊕
Ω1,0(EndE) at that point, so it carries a hyperka¨hler structure as in [18]: ifet
a ∈ Ω0,1(EndE) and b ∈ Ω1,0(EndE), then
I(a, b) = (ia, ib), J(a, b) = (ia⋆,−ib⋆), K(a, b) = (−a⋆, b⋆).(13)
3.2. The Hitchin component and opers. In this subsection, we introduce the
Hitchin component and the moduli space of opers.
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3.2.1. SL(n)-Hitchin component. Choose a spin structure K
1
2 ; then, for any q :=
(q2, · · · , qn), define the Higgs bundle (E , ϕq) by
(14)
E : = Sn−1(K− 12 ⊕K 12 ) = K−n−12 ⊕K−n−12 +1 ⊕ · · · ⊕K n−12
ϕq =


0
√
B1 0 · · · 0
0 0
√
B2 · · · 0
...
...
. . .
...
0
...
. . .
√
Bn−1
qn qn−1 · · · q2 0


,
where Bi = i(n − i) and
√
Bi in the (i, i + 1) entry represents that multiple of the
natural isomorphism K−
n−1
2
+i → K−n−12 +i−1⊗K and the maps along the bottom row
are H0(Σ, Kn−i) ∋ qn−i : K−n−12 +i → K n−12 ⊗K.
The complex gauge orbit of this family of Higgs bundle,
(15) {(E := Sn−1(K− 12 ⊕K 12 ), ϕ as in (14))}/GC.
is called the Hitchin component (or the Hitchin section), and denoted MHit. Note
that when n is odd, only even powers of K1/2 appear, so MHit is independent of the
choice of spin structure in that case. We consider the map pHit defined as
pHit : BHit := ⊕ni=2H0(Σ, Ki)→MHiggs,
pHit(q2, · · · , qn) := [(E , ϕq)] ,
(16)
with (E , ϕq) as in (14). The space BHit is called the Hitchin base, and the image of
pHit is the aforementioned Hitchin component MHit.
Theorem 3.2. [17]
(1) Every element in MHit is a stable Higgs pair, and MHit is parametrized by
the vector space ⊕ni=2H0(Σ, Ki);
(2) the map assigning to each element of ⊕ni=2H0(Σ, Ki) the unique correspond-
ing solution of the Hitchin equations is an equivalence from this vector space
to one component of the moduli space of flat completely irreducible SL(n,R)
connections. The restriction of the Hitchin fibration map (10)
π|MHit :MHit → BHit
is a diffeomorphism.
(3) pHit is a holomorphic embedding into MHiggs with respect to the holomorphic
structure I.
3.2.2. Opers. We begin with the definition of opers from [3].
Definition 3.3. An SL(n)-oper on a Riemann surface Σ is a triple (E, F•,∇), where
E is a rank n holomorphic bundle with det(E) = 0, ∇ is a flat connection and F• is
a complete filtration of E by holomorphic subbundles, 0 = F0 ⊂ F1 ⊂ · · · ⊂ Fn = E,
satisfying
• for any section s of Fi, ∇s is a section of Fi+1 ⊗K;
• the induced map ∇ : Fi/Fi−1 → Fi+1/Fi⊗K is an isomorphism of line bundles,
i = 1, . . . , n− 1.
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The complex gauge group acts naturally on the space of opers and we define the
oper moduli space
MOper := {(E, F•,∇)}/GC.
Proposition 3.4. [29] If the genus of Σ is greater than 1, then
i) the holonomy representation of an SL(n)-oper is irreducible;
ii) setting L ∼= E/Fn−1, then det(Fj) ∼= Lj ⊗K nj−j(j+1)2 and Ln ∼= K−n(n−1)2 ;
iii) the oper structure on E is uniquely determined by L; in particular, the iso-
morphism class of L is fixed on every connected component of MOper.
Remark. There are precisely n2g possibilities for the line bundle L, corresponding to
the n2g ways of lifting a monodromy representation in PSL(n,C) to SL(n,C); these
choices label the different components of MOper. We fix one such choice and take
L = K−(n−1)/2.
The next result identifies the Hitchin section with the space of opers.
Theorem 3.5. [3] Consider a Higgs bundle (E = Sn−1(K− 12 ⊕ K 12 ), ϕq) ∈ MHit.
Let hq be the solution to the Hitchin equation (11) for the Higgs field (E , ϕq) with
q ∈ BHit and Chern connection Dhq. Write F0 = 0, Fi = K−
n−1
2 ⊕ · · · ⊕K−n−12 +i−1
for 1 ≤ i ≤ n and F• the associated filtration. Define ∇q = Dh0 + ϕq + ϕ
†h0
q . Then
MOper ∼= {∇q}/GC. In other words, this family of flat connections exhausts the entire
space of opers.
3.3. Twistings. Both the Hitchin equations and opers may be ‘twisted’ by a nonzero
complex number w. These twisted analogues are equivalent to the untwisted ones by
a constant gauge transformation, but these are the objects most naturally compatible
with the twisted extended Bogomolny equations .
3.3.1. Twisted opers. Define qw = (w
2q2, w
3q3, · · · , wnqn) where q ∈ BHit and w ∈
C×. Note that ϕq is conjugated to ϕqw up to a constant by the constant gauge
transformation gw = diag(w
n−1
2 , w
n−3
2 , · · · , w−n−12 ). The associated oper is
(17) ∇wq = g−1w ∇qgw = ∇qw = Dh0 + w−1ϕq + wϕ†h0q .
It follows directly from Theorem 3.5 that for any oper ∇ and any w ∈ C×, there
exists a unique q such that ∇ = ∇wq . Just as for the case w = 1, we can define the
twisted oper moduli space MwOper carefully below.
3.3.2. The twisted Hitchin equations. Let (E , ϕ,H) be a solution of the Hitchin equa-
tions. Defining P1 := Dz¯dz¯, P2 = ϕ = iφzdz, we can rewrite the Hitchin equations
as
(18) [P1,P2] = 0, Λ([P1,P†H1 ] + [P2,P†H2 ]) = 0.
The map KNAH :MHiggs →Mflat introduced earlier associates to any stable Higgs
bundle (E , ϕ) the flat connection ∇A+ϕ+ϕ†H , where H is the solution of the Hitchin
equations and AH is its Chern connection AH . However, if w ∈ C×, we can define
the twisted operators
Pw1 := (Dz¯ − wφz¯)dz¯, Pw2 := (Dz + w−1φz)dz,
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where dA = Dzdz +Dz¯dz¯ and φ = φzdz + φz¯dz¯. Then ∇w = Pw1 + Pw2 is also a flat
connection. This gives a family of maps:
KwNAH :MHiggs →Mflat, w ∈ C×.
The twisted operators Pw1 , Pw2 lead to a new system of w-twisted Hitchin equations
(19) [Pw1 ,Pw2 ] = 0, Λ([Pw1 , (Pw1 )†H ]− |w|2[Pw2 , (Pw2 )†H ]) = 0.
As before, given a flat connection ∇ := Pw1 +Pw2 , (19) is an equation for the Hermitian
metric, and is equivalent to the standard untwisted Hitchin equations.
Proposition 3.6. Define the w-twisted oper moduli space
MwOper := {(∇, H)| ∇ ∈ MOper, H solves (19)}/G,(20)
i) For any ∇ ∈MOper, there exists a unique H solving (19);
ii) MwOper is diffeomorphic to MOper;
iii) [19, Section 3] MwOper is a holomorphic symplectic submanifold with respect to
the complex structure
(21) Iw =
1− w¯w
1 + w¯w
I +
i(w − w¯)
1 + w¯w
J +
w + w¯
1 + w¯w
K.
Proof. For i), existence and uniqueness follows from Proposition 3.7 and 3.10, and ii)
follows directly from i). For iii), We can understand opers in terms of the hyperka¨hler
structure, cf. [19, Section 3]. Fixing w ∈ C×, choose the holomorphic coordinates
Az + w
−1φz, Az¯ − wφz¯ for MwOper. Then MwOper is holomorphic symplectic with
respect to
(22) Iw =
1− w¯w
1 + w¯w
I +
i(w − w¯)
1 + w¯w
J +
w + w¯
1 + w¯w
K.

3.3.3. Existence and uniqueness. We next consider (19) from the perspective of mo-
ment maps: given a flat connection satisfying a suitable stability condition, we wish
to find a Hermitian metric solving (19).
Proposition 3.7. Suppose that (E , ϕ) is a stable Higgs bundle and H0 the corre-
sponding harmonic metric; write the associated fields as (AH0, φH0). Define Pw1 :=
(Dz¯ − wφz¯)dz¯ and Pw2 := (Dz + w−1φz)dz. Then (Pw1 ,Pw2 , H0) solves (19).
Conversely, let (Pw1 ,Pw2 , H) solve the C×-Hitchin equations with parameter w ∈ C×,
and define
Dz¯ = 1
1 + |w|2P
w
1 +
|w|2
1 + |w|2 (P
w
2 )
†H , φz =
w
1 + |w|2 (P
w
2 − (Pw1 )†H ).
Then (Dz¯, φz, H) solves the untwisted Hitchin equations.
The proof follows by unwinding the definitions.
We next recall Corlette’s theorem [6]:
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Theorem 3.8. [6] Let ∇ = P1 +P2 be an irreducible flat connection, with (0, 1) and
(1, 0) parts P1 and P2, respectively. Then there exists a unique Hermitian metric H
such that ∂¯HϕH = 0, where
(23) ∂¯H :=
1
2
(P1 + P†H2 ), ϕH =
1
2
(P2 −P†H1 ).
The fact that (19) is solvable generalizes this theorem; indeed, the equation in
Corlette’s theorem is the C× Hitchin equation with coefficient w = −i.
Theorem 3.9. Let ∇ be an irreducible flat connection and fix any w ∈ C×. Then
there exists a solution to the w-twisted Hitchin equations.
Proof. Write ∇ = P1 + P2, and define, for any H ,
Dz¯ := 1
1 + |w|2P1 +
|w|2
1 + |w|2 (P2)
†H , φz :=
w
1 + |w|2 (P2 − (P1)
†H ),
Dz := 1
1 + |w|2 (P
†H
1 + |w|2P2), φz¯ :=
w¯
1 + |w|2 (P
†H
2 −P1)
and
D′ := Dz +Dz¯ + iφz + iφz¯ =
1
(1 + |w|2)((1− iw¯)P1 + (iw + |w|
2)P2 + (1− iw)P†H1 + (|w|2 + iw¯)P†H2 ).
(24)
If s is a section such that D′s = 0, then
(25) (1− iw¯)P1s+ (|w|2 + iw¯)P†H2 s = 0, (1− iw)P†H1 s+ (|w|2 + iw)P2s = 0.
When w ∈ C×, this implies P1s = P2s = 0. As ∇ is irreducible, we obtain that
Ker D′ = 0, hence D′ is irreducible too. Applying Theorem 3.8 to the operator
D′, there exists a pair (AH0, φH0) with Hermitian metric H0 solves the Hitchin equa-
tion by Proposition 3.7, the corresponding (Pw1 ,Pw2 , H0) solves the w-twisted Hitchin
equations. 
Proposition 3.10. [8, 9, 26] Let ∇ = Pw1 + Pw2 be irreducible flat connection, then
the solution to the w-twisted Hitchin equations is unique.
Proof. For any Hermitian metric H , define ΞH := Λ([Pw1 , (Pw1 )†H ]−w2[Pw2 , (Pw2 )†H ]).
If K is another Hermitian metric, write H = Kes and consider Ξ as a function of s.
Define the functional
(26) M(H,K) =
ˆ 1
0
ˆ
Σ
〈s,Ξus〉K ω ∧ du,
where ω is the area form on Σ. This functional reveals the variational structure for
the C×-Hitchin equations. Indeed, writing Ht = Kets, then
d
dt
M(Ht, K) =
ˆ
Σ
Tr(ΞHts)ω,
d2
dt2
M(Ht, K) =
ˆ
Σ
cos2 β|Pw1 s|2 + sin2 β|Pw2 s|2.
(27)
When∇ is irreducible, d2
dt2
M(Ht, K) > 0, and this strict convexity implies uniqueness.

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3.4. The boundary condition at infinity. In the rest of the paper, we assume
that w = tanβ and write Iβ := Itanβ = cos 2βI + sin 2βK, and MβOper := MtanβOper for
the corresponding oper moduli space.
The asymptotic boundary condition for twisted extended Bogomolny equations as
y → ∞ corresponds to the requirement that solutions converge to a y-independent
flat twisted connection, and that φ1 → 0. More explicitly, the boundary conditions for
the triple (A, φ, φ1) are that (A, φ) converges to a flat w-twisted SL(n,C) connection
∇w associated to the pair (A♭, φ♭), and that φ1 converges (exponentially) to 0.
We can phrase this equivalently in terms of the Hermitian metric:
Definition 3.11. Suppose that A♭ + iφ♭ is an irreducible flat connection, and define
the (necessarily commuting) operators
D1 := (D(A♭)z¯ − (φ♭)z¯ tan β)dz¯, D2 := (D(A♭)z + (φ♭)z cot β)dz,
By Proposition 3.7, we obtain a solution H♭; this is the boundary condition for the
Hermitian metric at infinity.
4. The singular boundary Condition and the Model Metric
4.1. The tilted Nahm pole boundary conditions. Fix a principal embedding
sl2 →֒ sln and choose a basis sl2 = span {e+, e−, e0} where
[e+, e−] = e0, [e0, e−] = −2e−, [e0, e+] = 2e+.
Set Bi = i(n− i) and write
e+ =


0
√
B1 0 · · · 0
0 0
√
B2 · · · 0
...
...
. . .
...
...
...
. . .
√
Bn−1
0 0 · · · 0 0


, e0 =


n− 1 0 0 · · · 0
0 n− 3 0 · · · 0
...
...
. . .
...
...
... −(n− 3) 0
0 0 · · · 0 −(n− 1)


.
(28)
Using local coordinate (z, y) on Σ×R+, we have A = Azdz+Az¯dz¯, φ = φzdz+φz¯dz¯,
and the model tilted Nahm pole solution over T 2 × R+ is
Az = y
−1e+ sin β, Az¯ = y−1e− sin β,
φz = y
−1e+ cos β, φz¯ = y−1e− cos β, φ1 =
i
2y
e0 cos β.
(29)
Definition 4.1 ([30]). The fields (A, φ, φ1) satisfy the tilted Nahm pole boundary
conditions if in some local trivialization,
Az ∼ y−1e+ sin β +O(y−1+ǫ), Az¯ ∼ y−1e− sin β +O(y−1+ǫ),
φz ∼ y−1e+ cos β +O(y−1+ǫ), φz¯ ∼ y−1e− cos β +O(y−1+ǫ), φ1 ∼ i
2y
e0 cos β +O(y−1+ǫ),
as y → 0.
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We now examine these boundary conditions in a parallel holomorphic gauge. In a
local holomorphic coordinate z, we have D1 = Dz¯ and D3 = ∂y, and we also write
D2 = ∂ + α. Suppose now that in some local trivialization,
α =


⋆
√
B1 0 · · · 0
⋆ ⋆
√
B2 · · · 0
...
...
. . .
...
...
...
. . .
√
Bn−1
⋆ ⋆ · · · ⋆ ⋆


dz,(30)
where all entries two or more ‘levels’ above the main diagonal are zero. Imposing
the singular Hermitian metric H0 = exp(− log(y cos β)e0) leads to fields satisfying the
tilted Nahm pole boundary condition. This follows directly from the expressions (9)
in unitary gauge. If H = H0e
s is another Hermitian metric, where s is a section of
isu(E.H0) with sup |s| + y|ds| ≤ Cyǫ, then the corresponding fields (AH , φH , (φ1)H)
also satisfy the tilted Nahm pole boundary conditions.
Definition 4.2. If in some local trivialization, D2 = ∂+α with α as in (30), and we
set H0 = exp(− log(y sin β) e0), then any H = H0es with |s| + |y ds| < Cyǫ satisfies
the tilted Nahm pole boundary condition.
4.2. Holomorphic data from the singular boundary condition. By (2.1), up
to complex gauge transform, a choice of holomorphic data corresponds to a flat con-
nection over Σ. We now discuss how these singular boundary conditions interact with
this holomorphic data.
As above, in some trivialization near y = 0, these fields satisfy
D1 =∂z¯ + Az¯ − φz¯ tan β +O(y−1+ǫ) = ∂z¯ +O(y−1+ǫ),
D2 =∂z + e
+
y sin β
+O(y−1+ǫ)
D3 =∂y + e
0
2y
+O(y−1+ǫ)
(31)
Choose a holomorphic basis s1, · · · , sn+1 so si corresponds to (0, · · · , 0, 1, 0, · · · , 0)†.
If s(y) is any section of E, we can solve the ODE D3s = 0 with initial value s(y)|y=1 =∑n
i=1 aisi, ai ∈ C. Then
s(y) =
n∑
i=1
aiy
−n−1
2
+i−1si +O(y−n−12 +i−1+ǫ) as y ց 0,
for some small ǫ > 0. This determines a filtration E• : 0 = E0 ⊂ E1 ⊂ · · · ⊂ En = E
by vanishing rates, where
Ei := {s ∈ Γ(E)| D3s = 0, lim
y→0
|sy−n−12 +i−1+ǫ| = 0}(32)
for any 0 < ǫ < 1. (Note that, by construction, rank Ei = i.)
To see that the boundary condition induces an oper structure, we must check the
three points in Definition 3.3. The first two are straightforward. The third follows
from the
Proposition 4.3. For any section s of Ei, both D1s and D2s lie in Ei+1 ⊗ K¯.
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Proof. If s is a smooth section of Ei with D3s = 0, then 0 = [Dj ,D3]s = D3Djs,
j = 1, 2. But then, integrating this singular ODE in the y direction shows that
limy→0 |(Djs)y−n−12 +i+ǫ| = 0, j = 1, 2. 
To conclude the verification that this data gives an oper, observe finally that since
the entries of Dj , j = 1, 2, above the main diagonal are nonzero constants, each
D2 : Ei/Ei−1 → Ei+1/Ei ⊗K
is an isomorphism.
In summary, we have shown that the tilted Nahm pole boundary conditions deter-
mine an oper structure on solutions.
4.3. The moduli space and the Gaiotto-Witten map. We can now define the
moduli space of solutions to the twisted Bogomolny equations with tilted Nahm pole
boundary conditions
MβTBE := {(A, φ, φ1)| TBE(A, φ, φ1) = 0, (A, φ, φ1) satisfies the tilted Nahm Pole
boundary condition at y = 0, and (A, φ, φ1) converges
to a flat SL(n,C) connection as y → +∞}/G0;
here G0 is the (real) gauge group preserving the Nahm pole boundary condition and
decay assumptions.
Proposition 4.4. [10] There is a well-defined Kobayashi-Hitchin map
IβOper :MβTBE →MβOper.
5. Linear Analysis
We now study Fredholm properties of the linearized moment map.
Fix a background Hermitian metric H0 on the bundle E and the three operators
Di satisfying [Di,Dj] = 0. We seek a new Hermitian metric H = H0es so that the
final moment map equation
(33) ΩH :=
i
2
Λ(cos2 β[D1,D†1]− sin2 β[D2,D†2]) + [D3,D†3] = 0
holds; here Λ is contraction by the Ka¨hler form.
Definition 5.1. A Hermitian metric H0 is called admissible if:
• the Chern connection associated to H0 satisfies the Nahm pole boundary con-
ditions;
• the Chern connection converges to an oper as y →∞, cf. Section 3.4;
• ΩH0 vanishes to all orders at y = 0.
The following adapts a result in [14] to the present setting:
Proposition 5.2. Defining H = H0e
s, then
(34) ΩH = ΩH0 + γ(−s)LH0s+Q(s),
where
LH0s :=
i
2
Λ(cos2 βD1D†H01 − sin2 βD2D†H02 )s+D3D†H03 s,
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and
Q(s) :=
i
2
Λ(cos2 βD1(γ(−s))D†H01 s− sin2 βD2(γ(−s))D†H02 s) +D3γ(−s)D†H03 s,
where γ(s) := e
ads−1
ads
. Furthermore,
〈ΩH − ΩH0 , s〉H0 = ∆|s|2H0 + |v(s)∇s|2(35)
where v(s) =
√
γ(−s) =
√
1−e−ads
ads
, ∆ = ∆Σ − ∂2y and
|v(s)∇s|2 :=1
4
cos2 β(|v(s)D1s|2 + |v(s)D†H01 |2) +
1
4
sin2 β(|v(s)D2s|2 + |v(s)D†H02 |2)
+
1
2
(|v(s)D3s|2 + |v(s)D†H03 |2).
(36)
Proof. First we have D†Hi = D†H0i + e−s(D†H0i es). Next, if X(w) is any smooth family
of Hermitian metrics, then
(37) ∂we
X = eXγ(−X)∂wX = γ(X)∂wXeX ,
where ∂w denotes a ‘generic’ derivative, so e.g. could be Di or D†Hi . Using these, we
now compute
ΩH = ΩH0 +
i
2
Λ(cos2 βD1(e−sD†H01 es)− sin2 βD2(e−sD†H02 es)) +D3(e−sD†H03 es)
= ΩH0 +
i
2
Λ(cos2 βD1(γ(−s)D†H01 s)− sin2 βD2(γ(−s)D†H02 s)) +D3(γ(−s)D†H03 s)
= ΩH0 + γ(−s)LH0s+Q(s).
The identity (35) requires an analysis of the expression
〈ΩH − ΩH0 , s〉H0
=〈 i
2
Λ(cos2 βD1(γ(−s)D†,H01 s)− sin2 βD2(γ(−s)D†,H02 s)) +D3(γ(−s)D†,H03 s), s〉H0.
We consider the summands in turn.
For the first, we compute
〈 i
2
ΛD1(γ(−s)D†H01 s), s〉 =
i
2
Λ∂¯〈γ(−s)D†H01 s, s〉+
1
2
〈γ(−s)D†H01 s,D†H01 s〉
=
i
2
Λ∂¯〈D†H01 s, γ(−s)s〉+
1
2
|v(−s)D†H01 s|2
= iΛ∂¯∂|s|2 + 1
2
|v(−s)D†H01 s|2
=
1
2
∆Σ|s|2 + 1
4
|v(−s)D†H01 s|2 +
1
4
|v(−s)D1s|2.
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The second term follows from
〈 i
2
ΛD2(γ(−s)D†H02 s), s〉 =
i
2
Λ∂〈γ(−s)D†H02 s, s〉 −
1
2
〈γ(−s)D†H02 s,D†H02 s〉
=
i
2
Λ∂〈D†H02 s, γ(−s)s〉 −
1
2
|v(−s)D†H02 s|2
= iΛ∂∂¯|s|2 − 1
2
|v(−s)D†H02 s|2
= −1
2
∆Σ|s|2 − 1
4
|v(−s)D†H02 s|2 −
1
4
|v(−s)D2s|2.
Finally, calculating as previously, the third term equals
〈D3(γ(−s)D†H03 s), s〉 = ∂y〈γ(−s)D†H03 s, s〉+ 〈γ(−s)D†H03 s,D†H03 s〉
= −∂2y |s|2 +
1
2
(|v(s)D3s|2 + |v(s)D†H03 |2).
Combining these yields the desired identity. 
Next recall the Ka¨hler identities [26, Lemma 3.1]:
i[Λ,D1] = (D†H1 )⋆, i[Λ,D†H1 ] = −(D1)⋆
i[Λ,D2] = −(D†H2 )⋆, i[Λ,D†H2 ] = (D2)⋆
(38)
Noting also that (D†H03 )⋆ = D3, we conclude
Corollary 5.3. LH0 = 12(cos2 β(D
†H0
1 )
⋆D†H01 + sin2 β(D†H02 )⋆D†H02 ) +D3D†H03 .
Proposition 5.4. Setting ∇1 = D1+D†1,∇2 = D2+D†2, then there are Weitzenbo¨ck
formulae
(39) (D†1)⋆D†1 =
1
2
∇⋆1∇1 +
i
2
Λ[D1,D†1], (D1)⋆D1 =
1
2
∇⋆1∇1 −
1
2
Λ[D1,D†1],
(40) (D†2)⋆D†2 =
1
2
∇⋆2∇2 +
i
2
Λ[D2,D†2], (D2)⋆D2 =
1
2
∇⋆2∇2 −
1
2
Λ[D2,D†2],
and also
(41) D3D†3 = −(D2y +
φ21
cos2 β
) +
1
2
[D3,D†3], D†3D3 = −(D2y +
φ21
cos2 β
)− 1
2
[D3,D†3].
Proof. We compute
∇⋆1∇1 = D⋆1D1 + (D†1)⋆D†1 = −iΛD†1D1 + iΛD1D†1
= 2iΛD1D†1 − iΛ[D1,D†1] = −2iΛD†1D1 + iΛ[D1,D†1].
(42)
For D2, we have
∇⋆2∇2 = D⋆2D2 + (D†2)⋆D†2 = −iΛD†2D2 + iΛD2D†2
= −2iΛD2D†2 + iΛ[D2,D†2] = 2iΛD†2D2 − iΛ[D2,D†2].
(43)
Finally, to obtain (41), the formulas D3 = Dy − i φ1cos β and D†3 = −Dy − i φ1cos β lead
to (D3 −D†3)2 = 4D2y, (D3)2 + (D†3)2 = 2D2y − 2 φ
2
1
cos2 β
. In addition,
(D3 −D†3)2 = D23 + (D†3)2 −D3D†3 −D†3D3,
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so altogether
2(D2y +
φ21
cos2 β
) = −D3D†3 −D†3D3 = −[D3,D†3]− 2D†3D3 = [D3,D†3]− 2D3D†3.

This leads to a simpler expression for LH :
Corollary 5.5.
(44) LH = 1
4
(cos2 β∇⋆1∇1 + sin2 β∇⋆2∇2)− (D2y +
φ21
cos2 β
) +
1
2
[ΩH , ·],
where φ21 = [φ1, [φ1, ]].
5.1. Indicial Roots. The mapping properties and regularity of solutions for the
operator LH in (44) rely on the determination of the indicial roots of this operator.
Note that the final term in LH which involves ΩH is absent since we work at an exactx
solution.
First some notation. Recall the component operators
D1 = (Dz¯ − φz¯ tan β)dz¯, D2 = (Dz + φz cotβ)dz, D3 = Dy − i φ1
cos β
,
and the model tilted Nahm singularities near y = 0
Az ∼ y−1e+ sin β +O(y−1+ǫ), Az¯ ∼ y−1e− sin β +O(y−1+ǫ),
φz ∼ y−1e+ cos β +O(y−1+ǫ), φz¯ ∼ y−1e− cos β +O(y−1+ǫ), φ1 ∼ i
2y
e0 cos β +O(y−1+ǫ).
Putting these together, we have
cos βD1 = cos β DAz¯ − sin β φz¯ ∼ O(1), sin βD2 = sin β DAz − cos β φz ∼
e+
y
,
D3 = Dy − iφ1
cos β
∼ ∂y + 1
2y
e0
(45)
The operator LH is singular at y = 0, and its behavior there is well-approximated
by the so-called normal operator, cf. [22]:
N(LH0) := ∆R3 −
1
2
([e+, [e−, s] + [e−, [e+, s]])− 1
4
[e0, [e0, s]].
This is both translation-invariant in z and dilation-invariant in (z, y) jointly, and
is identified with the linearization of the nonlinear equations at the global model
solution on R3+.
A key invariant of LH , or equivalently of its normal operator LH0, is its associated
set of indicial roots. These are the formal rates of growth or decay of solutions at
y = 0. By definition, λ is an indicial root of LH at (z0, 0) if there exists a section s
defined in a neighborhood of this point such that
LH0(yλs0) = 0, where s0 = s|z=z0,y=0.
Using that LH(yλs) = N(LH0)(yλs0) + O(yλ−1), we see that λ is an indicial root if
there exists some s such that LH(yλs) = O(yλ−1), in contrast to the expected rate
O(yλ−2).
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From the explicit form of this operator, we see that λ is an indicial root if
(46) λ(λ− 1)s = 1
2
([e+, [e−, s] + [e−, [e+, s]]) +
1
4
[e0, [e0, s]].
The operator on the right is the Casimir operator for sl2,
∆Cass :=
1
2
([e+, [e−, s] + [e−, [e+, s]]) +
1
4
[e0, [e0, s]],
so λ is an indicial root for L if and only if λ(λ− 1) is an eigenvalue for ∆Cas.
Using the known values of this Casimir spectrum for sln, we arrive at a result
mirroring the result and calculations in [23]:
Proposition 5.6. The set of indicial roots of the twisted extended Bogomolny equa-
tions with tilted Nahm pole boundary conditions is {−(n− 1), . . . ,−1, 2, . . . , n}.
5.2. Function spaces and Mapping Properties. Using the results of the last
subsection and invoking the theory in [22], we now state the Fredholm theory for the
operator LH acting on a family of weighted Holder spaces adapted to the degeneracy
of the operator.
Definition 5.7. Define Ck,αie (Σ × R+) to be the space of all functions u on Σx × R+y
such that
i) In the region {y ≤ 1},
||u||L∞ + sup
i+|β|≤k
[(y∂y)
i(y∂x)
βu]ie;0,α <∞,
where
[v]ie;0,α := sup
(y,x) 6=(y′,x′)
y,y′≤1
|u(y, x)− u(y′, x′)|(y + y′)α
|y − y′|α + |x− x′|α .
ii) Away from all boundaries we require that u lies in the ordinary Ho¨lder space
Ck,α on each slab Σ× [L, L+ 1], uniformly for L ≥ 1.
Fixing 0 < α < 1, for any µ, δ ∈ R, define
X kµ,δ(Σ× R+; isu(E,H0)) = yµeδyCk,αie (Σ× R+) = {u = yµeyδv : v ∈ Ck,αie }.(47)
Theorem 5.8. [23, 14] Suppose µ ∈ (−1, 2) and δ > 0; then for any k ≥ 0 and
0 < α < 1,
(48) LH : X k+2µ,−δ(Σ× R+; isu(E,H0)) −→ X kµ−2,−δ(Σ× R+; isu(E,H0)).
is a Fredholm operator.
Proof. The operator LH is the same as the operator considered in [14, Theorem 5.8]
up to a compact operator, so this result follows directly from that one. 
6. Construction of approximate solutions
Given an oper (E, F•,∇), we now construct an admissible Hermitian metric satis-
fying the tilted Nahm pole boundary conditions.
Proposition 6.1. For every element (E, F•,∇) ∈ MOper, there exists an Hermit-
ian metric H0 satisfying Nahm pole boundary conditions such that in unitary gauge
relative to H0, ΩH0 = O(y∞).
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Proof. By Theorem 3.5, given an oper ∇βq ∈MOper, we can write
∇βq := ∂¯ + ∂†h0 + ϕq + ϕ†h00 ,
with respect to the trivialization E = K−n−12 ⊕K−n2+1 ⊕ · · · ⊕K n−12 .
Now define D1,cpx := (∇βq )0,1 = ∂¯ − ϕ†h00 , D2,cpx := (∇βq )1,0 = ∂†h0 + ϕq, where the
label ”cpx” means we are working in a complex gauge.
Consider H
(0)
0 = exp(− log(y sin β) e0) and g =
√
H
(0)
0 = diag(λ1, λ2, · · · , λn). By
the definition of e0, λi = (y sin β)
−N
2
+i−1 as an element of End (K−
N
2
+i−1, K−
N
2
+i−1).
Now set Di,app := gDi,cpxg−1 (where ”app” indicates that this is an approximate
solution). We compute these operator explicitly.
We have D1,app := gD1,cpxg−1 = g−1∂¯g + g−1ϕ†h00 g. Since g is a constant section,
g−1 ◦ ∂¯ ◦ g = ∂¯. By [4], h0 is diagonal, so if (ϕ†h00 )ij denotes the (i, j)-component
of ϕ
†h0
0 , then (ϕ
†h0
0 )ij = 0 for j 6= i − 1. As (gϕ†h00 g−1)ij = λi(ϕ†h00 )ijλ−1j , we have
gϕ
†h0
0 g
−1 ∼ O(y).
Next, we compute D2,app = gD2,cpxg−1 = ∂†h0 + gϕqg−1. As before, gϕqg−1 =
(λiλ
−1
j ϕij), where ϕq = (ϕij). We can decompose this as D2 = ∂z + φmodz + b, where
(49) φmodz = (y sin β)
−1


0
√
B1 0 · · · 0
0 0
√
B2 · · · 0
...
. . .
...
0
. . .
√
Bn−1
0 0 · · · · · · 0


and
b =


0 0 0 · · · 0
0 0 0 · · · 0
...
. . .
...
0
. . . 0
yn−1qn yn−2qn−1 · · · yq2 0


.
Since b = O(y), then in the gauge defined by g,
Ω
H
(0)
0
= [φmodz , b
†] + [b, (φmodz )
†] = O(1);
even more specifically, the right hand side can be written F
H
(0)
0
+O(y). Clearly Ω
H
(0)
0
depends continuously on q.
We now add correction terms to make this error vanish to higher and higher order.
Indeed, suppose that we have found a Hermitian metric H
(j)
0 such that ΩH(j)0
=
Fjy
j + O(yj+1) for some j ≥ 0 (so F0 = FH(0)0 above), and define H
(j+1)
0 = H
(j)
0 e
s.
Using (34), we see that in order to show that Ω
H
(j+1)
0
= Fj+1y
j+1+O(yj+2), it suffices
to solve the equation
γ(−s)L
H
(j)
0
s = −Fjyj modulo terms of order yj+1−ǫ,
But γ(−sjyj) = Id +O(y), and LH(j)0 equals the normal operator N(LH0) to leading
order, so we must solve N(LH0)sjyj = −Fjyj, where sj is an element of isu(E,H0).
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This linear algebraic equation is solvable at least when j is not an indicial root, and
the solution depends continuously on q; in the exceptional cases where j is an indicial
root, one must replace sjy
j by s˜jy
j log y to obtain a solution. (The possibility of these
extra log factors is why the error has been written as O(yj+1−ǫ).) In any case, we can
carry out this inductive procedure and then take a Borel sum to obtain a Hermitian
endomorphism
s ∼
∞∑
j=0
sjℓ y
j(log y)ℓ
(with s0ℓ = 0 for ℓ > 0, and with only finitely many sjℓ nonzero for each j), such that
if we set H0 = H
(0)
0 e
s, then ΩH0 = O(yN) for every N ≥ 0. 
In summary, we obtain the
Theorem 6.2. For any (E, F•,∇q) ∈ MβOper, there exists an admissible Hermitian
metric H0; the approximate solution ΩH0(q) depends continuously on q
7. Continuity Method
We now solve the extended Bogomolny equations with these boundary conditions
using the standard method of continuity; this argument is close to the one in [14], so
our treatment is brief.
7.1. Method of continuity. Given an oper (E, F•,∇) ∈ MβOper, fix an admissible
approximate solution H0 to the equation ΩH = 0.
Let isu(E,H0) be the subspace of Hermitian endormorphisms in End (E) preserving
H0. For any s ∈ isu(E,H0), define the new Hermitian metric H = H0es and the
family of maps
(50) Nt(s) := Ad(e
s
2 )ΩH + ts = 0.
Note that ΩH ∈ isu(E,H) and Ad(e s2 ) : isu(E,H)→ isu(E,H0) is a bundle isomor-
phism satisfying
〈Ad(e s2 )f,Ad(e s2 )g〉H = 〈f, g〉H0 where f, g are sections of isu(E,H).
Define
(51) I := {t ∈ [0, 1] : Nt(s) = 0 has a solution s ∈ X k+22−ǫ,−δ};
we show that I is nonempty, open and closed, so that I = [0, 1], and the problem is
solved.
7.2. I is nonempty.
Proposition 7.1. There exists an admissible Hermitian metric H0 and section s such
that N1(s) = 0.
Proof. Following [21], pick up any admissible Hermitian metric H−1, write κ =
ΩH−1 and define H0 = H−1e
κ. Then if we set s = −κ, we have that N1(−κ) =
Ad(e
−κ
2 )ΩH0e−κ − κ = ΩH−1 − κ = 0. 
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7.3. Openness. We next study the linearization more closely. Assume s satisfies
Nt(s) = 0 for some t and define
Lt,s(s′) := d
du
|u=0Nt(s+ us′).
Using the computations in [14], we have the
Proposition 7.2. [14, Proposition 6.2, 6.4] Suppose that Nt(s) = 0. Then for any
sections s1, s2 of X k+2µ,−δ(Σ× R+; isu(E,H0)), we have
i) Lt,s(s1) = Ad(e s2 )LHs1 + ts1;
ii)
´ 〈Lt,ss1,Ad(e s2 )s1〉H0 = ´ ∑3i=1 |D†Hi s1|2H + t|Ad(e s4 )s1|2H0 ;
iii)
´ 〈Lt,ss1, s2〉H0 = ´ 〈s1, Ad(e s2 )Lt,s(Ad(e− s2 )s2)〉.
(Note that part i) is purely algebraic and does not require any assumptions on the
decay of s1.)
Proposition 7.3. Lt,s : X k+2µ,−δ(Σ× R+; isu(E,H0)) −→ X kµ−2,−δ(Σ× R+; isu(E,H0))
is an isomorphism.
Proof. If s ∈ Ker Lt,s, then by ii) of this last Proposition, Ad(e s4 )s = 0 and hence
s = 0. Part iii) shows that the range of Lt,s is dense. Since this operator is Fredholm,
its range is closed, and hence it is an isomorphism. 
Proposition 7.4. I is open.
Proof. The nonlinear map
Nt : X k+2µ,−δ(Σ× R+; isu(E,H0)) −→ X kµ−2,−δ(Σ× R+; isu(E,H0)),
is well-defined and smooth, and it linearization Lt,s at s is an isomorphism. The
statement now follows from the implicit function theorem. 
7.4. A priori estimates and closeness. To prove that I is closed, we must show
that if Hj is a sequence of solutions corresponding to tj ∈ I, and if tj → t¯, then Hj
also has a limit. The analytic steps are essentially the same as [14] except for the
initial step, which is the C0 estimate, so we concentrate on this.
Denote by Ck,αD (Σ×R+) the space of sections which are uniformly in Ck,α on every
strip σ × [t, t + 1], and which also vanish at y = 0 (the subscript ‘D’ stands for
Dirichlet), and also set Ck,αD,−δ = e−yδCk,αD . Fix χ ∈ C∞(Σ× R+) with χ ≥ 0, χ(y) = 1
for y ≥ 2 and χ(y) = 0 for y ≤ 1.
Proposition 7.5. [14, Proposition 8.1] If ∆ is the scalar Laplacian, then
∆ : Ck+2,αD,−δ (Σ× R+)⊕ R −→ Ck,α−δ (Σ× R+)
(u,A) 7−→ ∆u+ A∆(χ)
is an isomorphism.
We now obtain a C0 estimate, cf. [14]:
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Proposition 7.6. If s is a Hermitian endomorphism satisfying Nt(s) = 0, then there
exist a constant C depending only on H0 such that
(52) |s|C0(Σ×R+) ≤ C.
Proof. Taking the inner product of (34) with s, where H = H0e
s, gives
(53) ∆|s|2 + |v(s)∇s|2 + t|s|2 + 〈ΩH0 , s〉 = 0;
here ∆ = −∂2y +∆Σ and |v(s)∇s| is as in (36). Let M := sup |s|, then
∆|s|2 + t|s|2 ≤ −〈ΩH0 , s〉 =⇒ ∆|s|2 ≤M |ΩH0 |.
By Proposition 7.5, there exists u ∈ C2,αD,−δ and A ∈ R such that ∆(u − Aχ) = |ΩH0 |,
hence ∆(|s|2 −Mu + AMχ) ≤ 0, i.e., |s|2 −Mu + AM is a subsolution. Since both
s and u decay as y → ∞ and vanish at y = 0, and χ is bounded, we conclude that
|s|2 −Mu + AMχ ≤ 0. This gives that |s|2 ≤ M2 ≤ M sup(|u| + |A|), which gives
the desired bound since u and A depend only on ΩH0 . 
Theorem 7.7. Let Nt(s) = 0, and suppose that H0 satisfies the tilted Nahm pole
boundary condition. Then for any k ∈ N and α ∈ (0, 1),
[s]y2Ck,α0 ≤ C,
where C depends only on k, α and ΩH0, but not on t.
The decay estimate is exactly the same as in [14], and leads to
Proposition 7.8. Assuming that ||s||L∞ + ||e−δyΩH0 ||Ck ≤ Ck for any k ≥ 0, then
for all k, ||e−δys||Ck ≤ C ′k.
Theorem 7.9. Suppose that Nt(s) = 0 and H0 has a Nahm pole but no knot singu-
larities. Let κ be the first positive indicial root of LH0. Then for all k ∈ N, there is
an a priori estimate
[s]Xk
κ′,δ
≤ C
for any 0 < κ′ < κ, where C depends on k, l, α and ΩH0, but not on t.
An immediate corollary is
Corollary 7.10. I is closed in [0, 1].
Theorem 7.11. The maps IβOper :MβTBE →MβOper is surjective.
8. Uniqueness and Properness
8.1. Uniqueness. Uniqueness of the solution is proved using convexity of the Don-
aldson functional. For any two Hermitian metrics K and H = Kes, with Tr(s) = 0,
write
(54) ΩH,K :=
i
2
Λ(cos2 β[D1,D†1]− sin2 β[D2,D†2]) + [D3,D†3],
where D†i is the conjugate with respect to H defined in Section 2; the subscript K
emphasizes that when K is fixed, ΩH,K = 0 is an equation for s.
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Define a Donaldson functional for the twisted Bogomolny equations in analogy
with the well-known Donaldson functional for the Hermitian-Yang-Mills equations
[8, 9, 26]:
(55) M(H,K) =
ˆ 1
0
ˆ
Σ×R+
〈s,Ω(Keus, K)〉K ω ∧ dy ∧ du,
where ω is the volume form of Σ. This functional reveals the variational structure for
the extended Bogomolny equations . Indeed, setting Ht = Ke
ts,
d
dt
M(Ht, K) =
ˆ
Σ×R+
Tr(ΩHt,Ks)ω ∧ dy,
d2
dt2
M(Ht, K) =
ˆ
Σ×R+
cos2 β|D1s|2 + sin2 β|D2s|2 + |D3s|2
+
ˆ
Σ×R+
cos2 β∂¯Tr(D†1s ∧ s) + sin2 β∂Tr(D†2s ∧ s) + ∂yTr(D†3s ∧ s).
(56)
We now use this to prove injectivity of the maps IβOpers
Proposition 8.1. Given any element in MβOper, suppose H,K are two solutions to
the twisted Bogomolny equations with the same singularity type and corresponding to
this same set of holomorphic data. Then H = K.
Proof. Write H = Kes and Ht = Ke
ts. By the indicial root computations for L, the
order of vanishing of s in y is greater than 1, hence the boundary terms in (56) vanish.
Furthermore, the Higgs pair associated to (D1,D2) is stable, so Ker D1∩Ker D2 = ∅.
Hence if we set m(t) := M(Ht, K), then m′(0) = 0 and m′′ > 0 if s 6≡ 0. However,
since m(0) = m(1) = 0, we see that m ≡ 0, so H ≡ K after all. 
Corollary 8.2. The maps IβOper :MβTBE →MβOper is injective.
We have now established the main result, that the maps IβOper is a bijection.
8.2. Properness. We finally consider the properness of the maps IβOper. We first
define the topologies on MβOper and MβTBE.
By Theorem 3.5, we can writeMβOper = {∇q}, where q = (q2, · · · , qn) ∈ ⊕ni=2H0(Ki).
Fix a metric on K and use the C0 norm on ⊕ni=2H0(Ki) to define the topology of
MβOper. The moduli space MβTBE consists of pairs A := (A, φ, φ1) satisfying the
tilted Nahm pole boundary conditions. If A1 and A2 are two solutions, define
‖A1 −A2‖N := {sup
k
‖A1 −A2‖Xkµ,−δ <∞ for all k},
for any fixed µ ∈ (−1, 1) and δ ∈ (0, 1).
Proposition 8.3. If X ⊂ MβOper is a compact subset, set Y := (IβOper)−1X. Then
any sequence {yn} in Y has a convergent subsequence {ynk}.
Proof. Set xn = I
β
Oper(yn) ∈ X . It is possible to construct model approximate so-
lutions Ωn uniformly over compact subsets of X . Let us also fix a solution A0 to
the twisted Bogomolny equations. Since X is compact, then by Theorem 6.2, we
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have |Ωn|C0 ≤ C where C is independent of n. By Theorem 7.9, we obtain that
‖yn −A0‖Xkµ,−δ ≤ Ck for any k ∈ N. Hence there exists a subsequence yni −A0 such
that yni −A0 converges in the norm || · ||N , so yni also convergent. 
Theorem 8.4. The map IβOper :MβTBE →MβOper is a diffeomorphism.
Proof. Implicit in the discussion above is the fact that the spaces MβTBE and MβOper
are both smooth manifolds. The properness of IβOper is Proposition 8.3, and it is
bijective by Theorem 7.11 and Proposition 8.1. Following through the construction in
Section 4, we see that IβOper is not only continuous, but actually a diffeomorphism. 
Appendix:The twisted Bogomolny equations
In this Appendix, we discuss the tilted Nahm pole boundary condition for the
twisted Kapustin-Witten equations, as well as the Hermitian-Yang-Mills structure
for its reduction, the twisted Bogomolny equations. We refer to [10, 25] for more
detailed explanations.
Tilted Nahm pole boundary condition. Let P denote a G-bundle over M4, and
A a connection and P a 1-form over P . Then the twisted Kapustin-Witten equations
[19] are
(57) FA − Φ ∧ Φ + t− t
−1
2
dAΦ+
t + t−1
2
⋆ dAΦ = 0, dA ⋆ Φ = 0,
We focus on the setting where M = X × R+y where X is a 3-manifold and R+y =
(0,∞) with coordinate y. Let g be the Lie algebra of G. We first consider the
boundary condition on X×{0} ⊂M . Given a principle embedding ρ : su(2)→ g⊗C,
given x ∈ X , let {ea}a=1,2,3 be an orthonormal basis of T ∗X and {ta} sections of the
adjoint bundle gP lying in the image of ρ such that [ta, tb] = ǫabctc. We write the
dreibein form e :=
∑3
i=1 tiei, so e gives an endomorphism TX → gP . The definition
of e depends on the choice of ρ.
Definition 8.5. For each t = tan(π
4
− 3
2
β), a solution (A,Φ) to (1) over M is a tilted
Nahm pole solution if for any point x ∈ X, there exist {ea}, {ta} as above such that
(58) A =
e
y
sin β +O(y−1+ǫ), Φ = e
y
cos β +O(y−1+ǫ), as y → 0,
for some constant ǫ > 0.
Remark. For each t there exist three possible corresponding values of β, and hence
three different boundary conditions. For example, when t = 1, we have A ∼ O(1),Φ ∼
e
y
, but the other two possibilities are A ∼ ±
√
3
2
e
y
, Φ ∼ 1
2
e
y
.
The Dimensional Reduction. Now consider the 4-manifold Rx1 × Σz × R+y , with
coordinates (x1, z, y). We write Â = A+A1dx1 and Φ̂ = φ+ φ1dx1 and consider Rx1
invariant solutions. Fixing the orientation dx1∧dΣ∧dy, the twisted Kapustin-Witten
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equations reduce to
FA − φ ∧ φ+ t− t
−1
2
dAφ− t+ t
−1
2
(⋆dAφ1 + ⋆[φ,A1]) = 0,
dAA1 − [φ, φ1] + t− t
−1
2
(dAφ1 + [φ,A1])− t+ t
−1
2
⋆ dAφ = 0,
d⋆Aφ− [φ1, A1] = 0,
(59)
where ⋆ is the Hodge star operator on Σ×R+. When t = 1 and A1 = 0, this recovers
the previous extended Bogomolny equations and there is a linear relationship between
φ1 and A1.
Introduce the condition A1− tan βφ1 = 0 and write dA = Dz+Dz¯+Dy. Using the
local coordinate Σz × R+y , the first equation in (59) becomes
Fzz¯ − [φz, φz¯] + t− t
−1
2
(Dzφz¯ −Dz¯φz)− t+ t
−1
2
i
2
Dyφ1 = 0,
Fyz¯ +
t− t−1
2
Dyφz¯ − t + t
−1
2
i(Dz¯φ1 + [φz¯, A1]) = 0,
(60)
We write the second equation in (59) in local coordinates:
∂yA1 +
t− t−1
2
Dyφ1 − t + t
−1
2
(−2i)(Dzφz¯ −Dz¯φz) = 0
Dz¯A1 − [φz¯, φ1] + t− t
−1
2
(Dz¯φ1 + [φz¯, A1]− t+ t
−1
2
iDyφz¯) = 0
(61)
Finally, the third equation in (59) becomes
(62) Dz¯φz +Dzφz¯ = 0.
Setting t = tan(π
4
− 3
2
β), we compute that t−t
−1
2
= − tan(3β), t+t−1
2
= 1
cos(3β)
.
Set f := FA − φ ∧ φ; then taking an appropriate linear combination of the previous
equations, we get
fzz¯ = − cot 2β(Dzφz¯ −Dz¯φz),
iDyφ1 = − 1
sin β
(Dzφz¯ −Dz¯φz)
iFyz = −cos 2β
cos β
Dzφ1 + 2 sin β[φz, φ1]
iDyφz = 2 sinβDzφ1 +
cos 2β
cos β
[φz, φ1]
0 = Dzφz¯ +Dz¯φz.
(63)
We also impose the asymptotic boundary condition φ1 → 0 as y → ∞. This
system still reduces to the Hitchin equation in that limit, and hence determines a flat
SL(n,C) connection.
Remark. Any t corresponds to three different values of β. Since the vanishing condi-
tion A1 − tan βφ1 = 0 depends on β, there are actually three different equations (63)
corresponding to the same value of t.
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Now define the covariant derivatives
D1 = Dz¯ − φz¯ tan β
D2 = Dz + φz cot β
D3 = Dy − i φ1
cos β
(64)
We compute their commutators and the moment map equations:
I12 =− sin 2β[D1,D2] = sin 2βfzz¯ + cos 2β(Dzφz¯ −Dz¯φz)− (Dzφz¯ +Dz¯φz),
I13 =[D1,D3] = Fyz¯ − tanβDyφz − i
cos β
Dzφ1 +
i sin β
cos2 β
[φz, φ1],
I23 =[D2,D3] = Fyz + cot βDyφz + i
cos β
Dzφ1 +
i
sin β
[φz, φ1],
Imm =− (cos2 β[D1,D†1] + sin2 β[D2,D†2] +
1
4
[D3,D†3])
= cos 2βfzz¯ − sin 2β(Dzφz¯ −Dz¯φz)− i
2 cos β
Dyφ1.
(65)
It is straight forward to check that (65) and (63) are equivalent.
Corollary 8.6. If φ1 = 0, then the y-independent solution of (65) satisfies the
Hitchin equations.
Proof. By (63), if φ1 = 0, the y-independent solution satisfies
fzz¯ = − cot(2β)(Dzφz¯ −Dz¯φz), Dzφz¯ −Dz¯φz = 0, Dzφz¯ +Dz¯φz = 0,
which is equivalent to the Hitchin system (11). 
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