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Abst rac t - - In  this paper, we consider coupled semi-infinite diffusion problems of the form ut(x, t)-  
A2uxx (x,t) = 0, x > 0, t > 0, subject o u(0, t) = B and u(x,O) = O, where A is a matrix in C r×r, 
and u(x, t), and B axe vectors in C r. Using the Fourier sine transform, an explicit exact solution of 
the problem is proposed. Given an admissible rror e and a domain D(xo, to) = {(x,t); 0 < x < x0, 
t > to > 0}, an analytic approximate solution is constructed so that the error with respect to the 
exact solution is uniformly upper bounded by e in D(xo, to). 
geywords- -Coup led  diffusion problem, Exact solution, Analytic-numerical solution, Matrix func- 
tional calculus, Error bound. 
1. INTRODUCTION 
Coupled partial differential equations appear in many different problems, such as for magnetohy- 
drodynamics flows [1], in the study of temperature distribution within a composite heat conduc- 
tion [2], diffusion problems [3], biochemistry [4], armament models [5], etc. Discrete numerical 
methods for solving coupled partial differential equations are widely studied in the literature [6], 
however, the analytic solution of a system of partial differential equations may satisfy an impor- 
tant physical property and the numerical solution may not. This motivates the search for the 
analytic solution or the analytic-numerical solution of the problem. It is well known that one of 
most efficient methods for obtaining the analytic solution of partial differential problems is based 
on the use of integral transforms; see [7,8] for instance. 
Although the model of many different problems is written by a system of partial differential 
equations, the majority of the authors try to uncouple the original problem in order to use scalar 
techniques. Uncoupling techniques have important drawbacks uch as to impose unnecessary 
restrictions to the problem, the physical meaning of the data can be lost, the computational 
cost increases, and one disregards the advantages of modern packages uch as Mathematica or 
Matlab that permit efficient computations with matrices. Other disadvantages of the uncoupling 
techniques have been treated in [9]. 
Coupled partial differential problems have been studied in [10,11] using a matrix separation of 
variables method. In this paper, we consider coupled semi-infinite diffusion problems of the form 
ut (z , t ) -A2uxx(x , t )=O;  z>0,  t>0,  (1.1) 
u(0, t) = B, t > 0, (1.2) 
u(x, 0) = 0, 0 _< x < c~, (1.3) 
This work has been partially supported by the Generalitat Valenciana Grant GVl118/93 and the Spanish 
D.G.I.C.Y.T. Grant PB93-0381. 
Typeset by Afl4S-TEX 
1 
2 L, J6DAK AND D. GOBBRNA 
where u(x,t) and B are vectors in C r and A is an invertible matrix in C rxr such that 
IRe z I > I Im z[, for every eigenvalue z of A. (1.4) 
This paper is organized as follows. Section 2 deals with some results about matrix and dif- 
ferential functional calculus where some improper matrix integrals are computed. In Section 3, 
an exact solution of problem (1.1)-(1.4) is proposed using the Fourier sine transform. Start- 
ing from the exact solution, an analytic approximation is constructed so that given a domain 
D(x0,t0) = {(x,t); 0 < x < x0, t >_ to > 0} and an admissible rror e, the error with respect o 
the exact solution is uniformly upper bounded by e. 
Throughout this paper, the set of all eigenvalues of a matrix D in C rxr is denoted by a(D). 
We denote by I]D[I the 2-norm of D, [12, p. 56] 
[[D[[ = sup liD z[__.____~2 
Ilxll  ' 
where for a vector y E C r, [[y[[9 = (yHy)l/2 is the usual Euclidean norm of y. A matrix D in 
C rxr is said to be stable if Re z > 0 for every z E a(D). If f(z) is an analytic function defined 
on the open set f~ of the complex plane and D is a matrix in C ~×r whose spectrum a(D) lies 
in f~, the Pdesz-Dunford functional calculus defines f(D) as a matrix that may be computed as a 
polynomial in D; see [13, Chapter 7], for instance. In particular, if D is a matrix whose spectrum 
a(D) lies in the right half plane Re z > 0, and log denotes the principal branch of the complex 
logarithm, we denote by D 1/2 the matrix exp[1/2 log(D)]. If D is a matrix in C r×r, by [14] or 
[12, p. 556], it follows that 
r--I (t[}V[[ V~) k 
[I exp(Dt)l[ < exp(a(D)t) E - k! ' t > 0, (1.5) 
k-0 
where 
a(D) = max{Re z; z e a(D)}. 
2.  D IFFERENTIAL  AND INTEGRAL MATRIX  
FUNCTIONAL CALCULUS 
t 
For the sake of clarity in the development of the following, we recall two results that will be 
used later. 
THEOREM 2.1. [15, problem 86, 16, p. 35]. To each matrix B in C r×r and to each open set f~ that 
includes a(B), there corresponds a positive number 6 such that ff [[C - B[[ < ~, then a(C) c ~. 
THEOREM 2.2. [17, p. 5]. Let A(t) be a square matrix whose dements are analytic functions oft 
in some open domain f~ o[ the t-plane. Let A(tl)A(t2) = A(t2)A(tl), for a//t l ,  t2 o[f~. Let f(z) 
be analytic at the characteristic root of A(t), t E f l .  Then, /(A(t)) is a differentiable function 
oft  in 12, and 
df(A(t)) = f'(A(t)) A'(t). 
dt 
THEOREM 2.3. Let A be a matrix in C rxr satisfyiag the condition (1.4). Then, 
exp ( -A  2 t 2) dt -- A -1. (2.1) 
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PROOF. Let us introduce the matrix valued functions h(t) and g(t) defined by 
' exp )2 h(t) = ([\j, ( -A2u 2) du (2.2) 
g(t) = A -2 ~01 exp(-A2t'(u2+(1 + u 2) 1)) du=exp(_A2t2 ) A_2~o I exp(-(Atu) 2 ) (1  + u2) du. 
(2.3) 
Note that h(t) can be written in the form h(t) = f(A(t)), where 
// A(t) = exp ( -A2u 2) du, f(z) = z 2, 
and by the Fubini-Tonelli theorem [18, p. 65], one gets 
/o" /? /o'/? A(t,)A(t2) = exp ( -A2u 2) du exp (-A2v 2) dv = exp ( -A  2 (u 2 + v2)) dudv 
= fot= foot'exp(-A2(u2 +v2)) dvdu= A(t2)A(tl). 
By Theorem 2.2, it follows that 
// h'(t) = f'(A(t) )A'(t) = 2exp (-A2t 2) exp (-A2u 2) du. (2.4) 
Taking into account he Leibnitz rule for the derivation of matrix valued parametric integrals, 
see [19, p. 174, Theorem 8.11.2] and Theorem 2.2, it follows that 
~01 ~01 g'(t) =-2texp(-A2t  2) exp(-(Aut) 2) du=-2  exp ( -A2t 2) exp (-A2v 2) dv=-h'(t).  
(2.5) 
From (2.4),(2.5), one gets 
h'(t) + g'(t) = O, t >_ O. 
By the mean value theorem [19, p. 159], it follows the existence of a matrix D in C rxr such that 
h(t) + g(t) = D, t >_ O. (2.6) 
Note that h(0) = 0 and 
g(O) = A -2 du 1 ~-u 2 = A-2" 
By (2.6), one gets 
h(t) + g(t) = 4 A-2, t > O. (2.7) 
Taking norms in (2.3) and using the inequality (1.5), it follows that 
< Hexp (-A2t2)ll A -2 f '  exp(-(Atu)2)du IIg(OII - Jo (1 + ~2) 
/ ~-}1 (t211A211vrf) k }<__ IIA-=II exp (t2a (-A2)) k! 
k k=0 
{foleXp(t2u2a(-A2)) ( ~ ~  ) } " 1 + u 2 (HA211v'~') k du 
\k----0 
-< IlA-=llexp(t=~(-A=)) k! k!(2k + 1) (llA'~llv'7)": 1 d',,, 
k=0 k k=o 1 + u 2' 
IIg(t)ll < ~ IIA-=II exp (t2~ (-A2)) k! k!(2k + 1) (IIA211VT)k 
t.k=0 kk=0 
(2.8) 
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By the spectral mapping theorem, [13, p. 569], it follows that 
a(-A 2) = (-z2; z~a(A)}, 
and if z E a(A), then by (1.4), one gets IRe z I > I Im z I. Thus, 
- z  2 = - [(Re z) 2 -  (Ira z) 2] - 2i Re z Im z, 
a ( -A  2) - max {Re z; z • a ( -A  2) } =max{(Im z) 2 - (Re  z)2; z • a(A)} < 0. (2.9) 
From (2.8) and (2.9), it follows that 
lim g(t) = 0, (2.10) 
and from (2.7) and (2.10), one gets 
7r A_2. (2.11) 
By the spectral mapping theorem [13, p. 569], one gets 
Let z = x + iy • a(A) with Ix] > lY]; then 
1 1 (.~ _ y2) _ 2izy 
Z -2  = - -  _ _  __-- 
(x + iy) 2 (x 2 _ y2) + 2ixy (x 2 -- y2) 2 -t- 4x2y 2' 
x2 _ y~ (2.13) 
Re(Z -2) = ( x2 __y2) 2.1 u4x2y 2 > 0. 
From (2.12) and (2.13), it follows that Rew > 0 for all w • a (~A-2),  and thus, -~A -2 is a stable 
matrix with a ((~) A -2) c Do : C ~] - ~,0].  By (2.11), the continuity of h and Theorem 2.1, 
it follows that 
a(h(t)) C Do, t >_ t., (2.14) 
where t. is a large enough positive number. Hence, the square root of h(t) is a well-defined 
matrix, and by (2.11), it follows that 
tli_km[h(t)]l/2 = exp ( -A2t  2) a t - -  2 A-t- " 
Thus, the result is established. | 
THEOREM 2.4. Let t and x be positive numbers and let A be a matrix in C rxr satisfying the 
condition (1.4). Then, it [o]lows that 
exp( -w2A2t )  cos(wx)dw = (~)  A -1 exp , (2.15) 
/; [I ( )] exp (-~v2A2t) sin(WX)w dw = 21 1/2 exp 82A-24t ds A -1 . (2.16) 
PROOF. Let us consider the integral matrix function I (x)  defined by 
/; I(x) = exp (-w2A2t) cos(w~) dw. (2.1T) 
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By the inequality (1.5), it is clear that I(x) is pointwise convergent for all x > 0. Also, 
d [exp (-w2A2t) sin(wx)] = exp (-w2A2t) w cos(wx) 
dx 
is continuous, and the integral 
/0 ~ exp sin(~x) (-~2A2t) dw 
is uniformly convergent in any neighbourhood of x. By the Leibnitz theorem for the differentiation 
of improper integrals [20, Theorem 14.23], it follows that 
dI(x) exp (-w2A2t) sin(wx) dw. (2.18) 
-~x =-  
Integrating by parts, the integral appearing in the right-hand side of (2.18), one gets 
/o dI(x) _ A -2 [exp(_w2A2t) sin(wx)]~-~ - xA------~2 exp(-w2A2t) sin(wx)dw. (2.19) dx 2t 2t 
By (1.5), and since .42 is a stable matrix, it follows that 
lira exp (-,~2A2t) = 0, t > 0. (2.20) 
From (2.19), (2.20), one gets 
dI(x) A-2x 
d--~ = --- -~- I(x), t > 0, x > 0. (2.21) 
Note that by Theorem 2.3, we can write 
/0 z(0) = exp ( -~2~2t )  d~ = ~ exp ( -A2~ 2) ~ = 
Thus, I(x) is the solution of the matrix initial value problem 
d~ + I(z) = O, I(0) -- ~ A -1, x > 0, (2.23) 
where t > 0 is a fixed parameter. Solving (2.23), one gets 
1 x2A-2 ~ . 
Now let us consider the matrix integral 
J (x) = exp (-w~A~t) s in ,~ e~, • ~ 0. (2.25) 
w 
By the inequality (1.5), the fact that (sinwx/w) is bounded for x _> 0, w > 0, and that Re z > 0 
for any z E a(A2), it follows that J(x) is pointwise convergent for all x _> 0, and 
~0 °° exp cos(wx) dw 
is uniformly convergent in any neighbourhood of x. By the Leibnitz theorem for the derivation 
of improper integrals [20, Theorem 14.23], it follows that 
dJ(x) = I(x), x > 0. (2.26) 
dx 
prom (2.24) and (2.26), and the fact that I(0) = 0, it follows that 
1 x 82A-2~ ds] A -1. J (x )=~ I (s )ds=~(~) l /2  [~0Zexp( 4-t ] 
Thus, the result is established. | 
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3. THE COUPLED DIFFUS ION PROBLEM 
If G(x) is a C r×q valued function such that HG(x)H is integrable in [0,co[, the Fourier sine 
transform of G(x) is defined by 
9r[G] = Fs(w) = -~r2 /o °° G(x) sin(wx) dx, w > O. (3.1) 
By the inequality [12, p. 17], 
max IV #(x)l, max IG #(x)l < IIG(x)II < 
l<_j<_q l<j<q 
one gets that IIG(x)II is integrable, if and only if each component Gij(x) is an scalar absolutely 
integrable function in [0, co[. Using the corresponding properties of the Fourier sine transform of 
scalar functions, it is easy to prove that 
~'s [G"] = 2wG(O) - w2 ~'s[G], (3.2) 
?r 
and the inverse sine transform 
G(x) = :F,(w) sin(wx) dw. (3.3) 
To solve problem (1.1)-(1.3), under the hypothesis (1.4), we transform the x-variable via the 
Fourier sine transform in order to get an ordinary vector differential equation in time. Trans- 
forming each side of the partial differential system (1.1), one gets 
~'s[ut] = A2~-s[uxz], (3.4) 
where t > 0 is a fixed parameter. Let us denote 
V(t) = ~'s["(', t)]. (3.5) 
By (3.2) and (1.2), it follows that 
A2:Fs[u=z](w) = A 2 {w u(O, t) - w2U(t) } = A 2 {wB - w2U(t) } . (3.6) 
Since our transform is with respect o x, we can write 
2 ut(x, t) sin(wx) dx = 
= O--t u(x, t) sin(wx) dx (3.7) 
= ~'s[u](w) = "~ (U(t)(w)). 
Transforming condition (1.3), one gets 
~=s[u(', 0)1 = U(0) = 0. (3.8) 
Thus, we have transformed the original problem into an ordinary differential system of the form 
dU(t) = wA(B - wU(t)), U(O) = O, t > O, (3.9) 
dt 
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where w is a fixed parameter. Now let us consider the change of variables defined by 
V(t) = wU(t) - B. (3.10) 
By (3.10), the problem (3.9) takes the form 
dV(t) + w2A2V(t) _- 0, V(0) = -B ,  t > 0. (3.11) 
dt 
Solving (3.11), one gets 
V(t) = - exp (-w2A2t) B, (3.12) 
and by (3.10), it follows that 
V(t) = {I -exp  (-w2A2t) } --.B (3.13) 
w 
Taking the inverse sine Fourier transform of U(t), from (3.3), (3.5), and (3.13), it follows that 
2 [co  (I  - exp (-w2A2t)) 
u(x, t) Jo B sin(wx) dw, 
(3.14) 
{z J0 u(x, t) = 2 co sin(wx) dw - 7r w w 
Since 
~o /0co sinv Ir co sin(wx) dw = dv = - 
W v 2 
By (3.14) and Theorem 2.3, it follows that 
u(x , t ) : ( I _  1 fox (-82A-2~ ) v~ exp\  -~ ] dsA -t B, x>_O, t>0.  (3.15) 
Making the change (s/2v~) = v in the above integral, we can write 
u(x,t)= I -  v~Jo exp(-v2A -2) dvA -1 B, x>_O, t>0.  (3.16) 
Using Theorem 2.2 and the Leibnitz rule for the derivation of a matrix valued parametric 
integral, from (3.15), it follows that 
1 ( x2A-2~ A_ 1 u , (x , t )=- -~exp \ -~ ] B, 
(3.17) zA-3 ( z2A-2  
uxx(x,t) = 2tZ/2V/-~exp -~ ] B, x > O, t > O. 
By Theorem 2.2 and the Leibnitz rule for the derivation of a matrix valued parametric integral, 
from (3.16), it follows that 
2x ( x2A-2~ A -1 B,  x > 0, t > 0. (3.18) ut(x,t) = ~-~f fexp  ~ / 
From (3.17) and (3.18), one gets 
A2uxz(x,t) - ut(x,t) = O, x > O, t > O. 
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Thus, u(x, t) defined by (3.15) or (3.16) is a solution of (1.1). Taking x -- 0 in such expressions, 
one gets u(0, t) = B. Also note that if A satisfies the condition 0.4), then fl -I satisfies the same 
condition because a(A -1) = {z-l;  Z E a(A)}, and if z = x + iy E ¢(A) with Ix I > lY], then 
(1) 
Re = x2 ~ y2, Im x 2 + y2, 
and 
x 2 y2 
> 
(x 2 + y2)2 (x 2 + y2)2' 
Thus, by application of Theorem 2.3 to A -1, one gets 
exp ( -A -2t  2) dt = -~- A. (3.19) 
Taking limits in (3.16) as t ----o 0, and using (3.19), it follows that 
l imu(x,t)= I -  exp( -v2A -2) dvA -1 B=( I - I )B=O.  t--*O 
Thus, u(x,t) defined by (3.15) or (3.16) for x _> 0, t > 0 and by u(x,O) = O, x >_ O, is a solution 
of problems (1.1)-(1.3). Summarizing, the following result has been established. 
THEOREM 3.1. Under the hypothesis (1.4), a solution of problems (1.1)-(1.3) is given by 
= vr~j ° exp(-v2A-2) dvA -1 B, x>_O, t>O,  (3.20) 
0, x_>0, t=0.  
REMARK 1. For the scalar ease, i.e., r = 1, and when A > 0, the solution provided by Theo- 
rem 3.1 coincides with the one given in [7, p. 97]. 
For the ease r > 1, the computation of the integral appearing in (3.20) is not an easy matter 
as it has been shown in [21,22]. In order to avoid the difficulties for computing such an integral, 
in the following we address the problem of constructing analytic-numerical solutions so that the 
error with respect o the exact solution given by (3.20) is smaller than admissible rror e in a 
prefixed domain D(xo,to) = {(x,t); 0 < x <_ z0, t _> to > 0}. 
Let us consider the approximation of exp(-v2A -2) via truncation of its Taylor series. Let 
u(x, t, q) be the approximation defined by 
u(x,t,q)= I - -~ l ]  o ~ k[ dv A -1B '  x>O' t>O' (3.21) 
O, x > O, t = O. 
Computing the integrals appearing in (3.21), one gets 
{ ( 2 ~'~ (--1)kA-(2k+l)(~.~/2k+l / 
u(x,t,q)= I - - -~  (2k+l )k !  B, x>0,  t>0,  (3.22) 
k----0 
0, x >_ 0, t = 0. 
Let e > 0; we are interested in getting the smaller value of q so that the error Ilu(x, t) - u(x, t, q)I[ 
be uniformly upper bounded by e in D(xo,to). By [12, Theorem 11.2.4], one gets 
(-vZA-2) k < r 
exp( -v2A-2)  - E kl (q-~ 1)! 0<,<Imax exp(-sv2A -z) (3.23) 
k----0 - - 
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By the inequality (1.5), it follows that  
r--1 
max Hexp(-sv2A-2)[I  < Z (x° /2v~)k  (llA-21lv~)k (3"24/ 
o<8<1 - k !  
o<v<xo/2v~ k=0 
From (3.22) and (3.23), for (x, t) E D(xo, to) and 0 < v < (x/2v/t), it follows that  
exp ( -v  2 A -2) - k=oZq (-v2A-2)kkI <- rllA-211q+l(q + 1)! k=o ~ (x°/2v~)k k!(llA-21iVT)k (3.25) 
So, in order to get I]u(x,t) -u (x , t ,q ) l  I < c for (x,t) E D(xo,to), it is sufficient o take q0 as the 
smaller positive integer q such that  
(q + 1)! 
> A, (3.26) IIA- llq+i 
where 
r- -1 
A = r ~ (xo /2v~)  k ([[A-2l[v~) a (3.27) 
e k! k=O 
Note that  as the numerical series 
IIA-2ilq+ 1 
(q + 1)! q>_0 
is convergent, its general term {llA-211q+l/(q+l)!} tends to zero as q ) e~. Thus, the existence 
of positive integer q verifying (3.26) is guaranteed. Summarizing, the following result has been 
proved. 
COROLLARY 3.1. With the hypothesis and the notation of Theorem 3.1, let x0 > 0, to > 0, 
D(xo, to) = {(x,t); x _< x0, t > to}, and let e > 0. Ifqo is the first positive integer q verifying 
the condition (3.26), where A is given by (3.27), then u(x, t, qo) defined by (3.22) with q = qo is 
an approximation of the exact solution u(x, t) given by Theorem 3.1, so that 
Ilu(x,t) - u(x,t,  qo)ll < e, uniformly for (x,t) e D(xo,to). 
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