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Abstrak 
Demi meningkatkan keamanan di daerah umum, pengenalan 
wajah menjadi salah satu yang dipertimbangkan. Pengenalan 
wajah merupakan klasifikasi pola yang sulit karena adanya inter-
cluster variation (variasi citra wajah pada orang yang sama). 
Variasi pencahayaan merupakan salah satu faktor utama dalam 
inter-cluster variation. Variasi pencahayaan membuat perubahan 
drastis dalam tampilan sebuah wajah. 
Tugas akhir ini mengimplementasikan sebuah metode 
pengenalan wajah menggunakan fitur Grayscale Arrangement 
Pairs (GAP). Dilakukan pencarian pasangan titik yang stabil untuk 
pembuatan model masing-masing subject. Karena kestablian 
tersebut, metode GAP dipercaya dapat mengatasi pengenalan 
wajah dengan variasi pencahayaan yang berbeda.  
Uji coba yang dilakukan pada tugas akhir ini dilakukan 
dengan citra wajah yang memiliki iluminasi yang berbeda-beda. 
Hasil uji coba menunjukkan bahwa dengan WG 3 dan WP 0,9 pada 
algoritma ekstraksi fitur dan dengan CR 1 pada algoritma 
pengenalan menghasilkan nilai akurasi tertinggi, yaitu sebesar 
95,3% dan 48,8% pada dua subset yang berbeda. 
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Abstract  
To improve security in public areas, facial recognition 
becomes something to be considered. Facial recognition is a 
difficult pattern classification because of the inter-cluster variation 
(face image variation in the same person). Lighting varieties are 
one of the main factors in inter-cluster variation. Lighting varieties 
make drastic changes in the look of a face 
This final project implements a face recognition method 
using the Grayscale Arrangement Pairs feature. Perform stable 
pair point search for model making of each subject. Because of the 
stability, the GAP method is believed to overcome facial 
recognition with different lighting variations. 
The experiments performed on this final project is done 
with a face image that has a different illumination. The 
experimental results show that with WG 3 and WP 0,.9 on feature 
extraction algorithms and with CR 1 on the recognition algorithm 
yields the highest accuracy value of 95,3% and 48,8% on two 
different subsets. 
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1 BAB I 
PENDAHULUAN 
Pada bab ini dibahas hal-hal yang mendasari tugas akhir. 
Bahasan meliputi latar belakang, rumusan masalah, batasan 
masalah, tujuan, manfaat, metodologi, dan sistematika laporan 
tugas akhir. 
1.1 Latar Belakang  
Demi meningkatkan sistem keamanan umum, teknik 
pengenalan wajah menjadi dipertimbangkan dan diterapkan dalam 
sistem keamanan [1-2]. Walaupun demikian, masih ada tantangan 
yang harus ditangani. Pengenalan wajah merupakan klasifikasi 
pola yang sulit karena adanya inter-cluster variation (variasi citra 
wajah pada orang yang sama). Variasi pencahayaan merupakan 
salah satu faktor utama dalam inter-cluster variation. Variasi 
pencahayaan membuat perubahan drastis dalam tampilan sebuah 
wajah [3]. Contohnya perubahan pencahayaan membuat perubahan 
pada posisi dan ukuran bayangan, dan perubahan arah cahaya. 
Terlebih variasi pencahayaan selalu dipasangkan dengan masalah 
lainnya seperti pose dan ekspresi wajah, yang dapat meningkatkan 
kompleksitas masalah pengenalan wajah. 
Peneliti terkini telah mengembangkan berbagai macam 
algoritma pendeteksi wajah. Dua algoritma yang sering digunakan 
adalah metode: berbasis machine-learning dan berbasis fitur. 
Metode berbasis machine-learning, seperti metode yang berdasar 
pada Principle Component Analysis (PCA) [4-8], Linear 
Discriminant Analysis (LDA)[9], dan Independent Component 
Analysis (ICA) [10-11], merupakan metode yang tidak relevan 
pada fitur wajah. Algoritma tersebut disebut sebagai machine 
learning process secara umum. Mereka mengekstraksi kemiripan 
inter-cluster dan perbedaan intra-cluster dari data latih untuk 
menambah perbedaan. Sebaliknya, metode berbasis fitur seperti 
Local Binary Pattern (LBP)[12-13], dan Elastic Bunch Graph 




pendekatan sebelumnya dapat digunakan untuk pengenalan wajah 
dengan beberapa syarat tertentu, dan metode EBGM semakin mirip 
dengan mekanisme pengenalan manusia. Beberapa metode 
berbasis fitur telah mempertimbangkan informasi global, serta 
sensitif dengan varietas pencahayaan. 
Untuk menyelesaikan masalah tersebut, dalam tugas akhir 
ini, akan diterapkan algoritma pengenalan wajah berdasarkan fitur 
Grayscale Arranging Pairs (GAP). Fitur GAP telah dikenalkan 
dalam studi sebelumnya [15-16], menunjukkan performa yang 
unggul dalam berbagai studi dibidang Visi Komputer, termasuk 
deteksi dan pelacakan objek. Secara teori, fitur GAP digunakan 
untuk mendeteksi latar depan dalam tingkatan piksel. Dalam tugas 
akhir ini, fitur GAP akan digunakan untuk menlakukan pengenalan 
wajah dalam tingkatan citra.  
 
1.2 Rumusan Masalah 
Rumusan masalah yang diangkat dalam tugas akhir ini dapat 
dipaparkan sebagai berikut: 
1. Bagaimana cara mengimplementasi Grayscale Arranging 
Pair untuk ekstraksi fitur citra wajah? 
2. Bagaimana cara mengimplementasi pengenalan wajah dengan 
metode pengenalan GAP? 
3. Bagaimana mengevaluasi kinerja aplikasi pengenalan wajah 
yang telah dibuat? 
 
1.3 Batasan Masalah 
Permasalahan yang dibahas dalam tugas akhir ini memiliki 
beberapa batasan antara lain: 
1. Data yang digunakan adalah dataset EYB yang tersedia secara 
terbuka di internet yang berisi 38 orang, yang umumnya 
memiliki 64 citra, berformat pgm, grayscale, berukuran 168 x 
192 piksel. 
2. Implementasi program dilakukan pada lingkungan komputer 




1.4 Tujuan Tugas Akhir 
Tujuan dari tugas akhir ini adalah untuk membangun aplikasi 
pengenalan wajah dengan metode ekstraksi fitur Grayscale 
Arranging Pairs. 
 
1.5 Manfaat Tugas Akhir 
Tugas akhir ini diharapkan mampu membangun sebuah 
model Grayscale Arranging Pairs yang dapat melakukan 
pengenalan wajah manusia dengan lebih rinci dengan waktu 
pengenalan yang lebih cepat.  
 
1.6 Metodologi 
Tahapan-tahapan yang dilakukan dalam pengerjaan tugas 
akhir ini adalah sebagai berikut: 
1. Studi Literatur 
Dalam pengerjaan tugas akhir ini dilakukan penggalian data 
dan studi literatur yang didapat dari sejumlah referensi. 
Referensi yang dimaksud berasal dari dua paper yang saling 
berkaitan [15-17]. 
2. Analisis dan Desain Perangkat Lunak 
Pada tahap ini dilakukan rancang bangun perangkat lunak yang 
dibuat. Dengan menentukan citra wajah manusia sebagai 
masukan, sistem akan melakukan ekstraksi fitur, pembuatan 
model, lalu proses pengenalan wajah. Hasil dari proses sistem 
tersebut adalah pengenalan data wajah berdasarkan subject 
yang telah diberi label. 
3. Implementasi Perangkat Lunak 
Sistem yang diajukan akan dibuat dengan bahasa 








4. Uji Coba dan Evaluasi 
Pada tahapam ini, dilakukan uji coba terhadap parameter yang 
digunakan pada pengenalan. Hasil dari uji coba dilakukan 
evaluasi dengan menghitung nilai akurasi dan presisi. 
 
1.7 Sistematika Laporan 
Buku tugas akhir ini bertujuan untuk mendapatkan 
gambaran dari pengerjaan tugas akhir ini. Selain itu, diharapkan 
dapat berguna untuk pembaca yang tertarik untuk melakukan 
pengembangan lebih lanjut. Secara garis besar, buku tugas akhir 
terdiri atas beberapa bagian seperti berikut: 
 
Bab I Pendahuluan 
Bab yang berisi mengenai latar belakang, tujuan, dan 
manfaat dari pembuatan tugas akhir. Selain itu 
permasalahan, batasan masalah, metodologi yang 
digunakan, dan sistematika penulisan juga merupakan 
bagian dari bab ini.  
Bab II Dasar Teori 
Bab ini berisi penjelasan secara detail mengenai dasar-
dasar penunjang dan teori-teori yang digunakan untuk 
mendukung pembuatan tugas akhir ini. 
Bab III Analisis dan Perancangan 
Bab ini berisi tentang analisis dan perancangan desain 
sistem pengenalan citra wajah manusia menggunakkan 
metode GAP. 
Bab IV Implementasi 
Bab ini membahas implementasi dari desain yang telah 
dibuat pada bab sebelumnya. Penjelasan berupa kode 







Bab V Uji Coba dan Evaluasi 
Bab ini membahas tahap-tahap uji coba. Kemudian hasil 
uji coba dievaluasi untuk kinerja dari aplikasi yang 
dibangun. 
Bab VI Kesimpulan dan Saran 
Bab ini merupakan bab terakhir yang menyampaikan 
kesimpulan dari hasil uji coba yang dilakukan dan saran 









2 BAB II 
DASAR TEORI 
 
Pada bab ini diuraikan mengenai dasar-dasar teori yang 
digunakan dalam pengerjaan tugas akhir dengan tujuan untuk 
memberikan gambaran secara umum terhadap penelitian yang 
dikerjakan. Bab ini berisi penjelasan mengenai deskripsi metode 
GAP, Illumination pada suatu citra, dan penggunaan fitur GAP 
untuk pengenalan citra wajah mansia. 
2.1 Illumination 
Illumination[18] merupakan suatu elemen yang 
mempengaruhi informasi dalam suatu citra, yang menggabungkan 
interaksi cahaya dan bayangan. Perbedaan sumber cahaya dapat 
membuat perbedaan besar dalam jenis pesan yang sedang 
disajikan. Beberapa sumber cahaya dapat menyembunyikan 
keriput wajah seseorang, dan memberikan penampilan yang lebih 
muda.  Sebalikya, suatu sumber cahaya seperti cahaya siang yang 
menyilaukan dapat berfungsi untuk menonjolkan tekstur atau fitur 








Gambar 2.1 Contoh gambar dengan variasi illumination 
2.2 Grayscale Arrangement Pairs  
Grayscale Arranging Pairs (GAP)[17] adalah algoritma 
yang telah digunakan pada paper lain untuk membedakan 
background dengan object bergerak. GAP sebelumnya telah 




tersebut menggunakan sifat hubungan intensitas antar beberapa 
pasang titik piksel secara stabil pada ruang global untuk 
membentuk model background.  
Terdapat dua tahapan pada sebuah GAP[17] antara lain, 
menentukan Target dan referensi dimana setiap titik target (P) 
memiliki N buah titik referensi (Q), dan pengenalan dimana citra 
testing akan dicocokkan dengan setiap model yang telah dibuat 
untuk dinilai kemiripannya. 
2.2.1 Tahap penentuan Target dan Referensi 
Pertama, sebanyak T citra latih digunakan untuk 
mendapatkan pasangan poin dengan hubungan intensitas paling 
stabil. Pada setiap piksel P (Target point) dalam citra, teknik GAP 
bekerja dengan cara mendeteksi N titik referensi positif (Q+) 
(1<n<N) yang memeiliki intensitas yang lebih rendah daripada P 
secara statistik (perbedaan antara P dan Q+ seharusnya lebih besar 
tapi mendekati threshold WG), dan titik referensi negatif (Q
-) 
(1<n<N) yang mana memiliki intensitas yang lebih rendah 
daripada P secara statistik pada citra latih (perbedaan intensitas 
dari P dan Q- seharusnya lebih kecil tapi mendekati threshold -
WG). Beberapa pasangan poin tadi membentuk model latar 
belakang. Secara sederhana, titik referensi untuk setiap piksel P 
dapat digambarkan pada Gambar 2.2. 
 
 





Secara ringkas, tahap penentuan titik referensi dapat 
dituliskan sebagai berikut: 
1. Mencari kandidat titik referensi. Anggap program dapat 
menemukan M titik titik referensi (QM, 1 < m < M). 
Ditetapkan threshold WP (0.5 < WP < 1) untuk memilah nilai 
X+(P) dan X-(P). WP adalah parameter threshold penentu 
proporsi jumlah citra wajah yang memenuhi Persamaan 2.1. 
Umumnya WP bekerja dengan baik dalam lingkungan yang 
kompleks, tetapi apabila terlalu besar, maka jumlah titik 
Target akan menjadi lebih sedikit, yang akan membuat false-
detection. X(P) adalah matriks yang berisikan nilai 
probabilitas yang memenuhi Persamaan 2.1. Lalu kumpulan 
dari X+(P) dan X-(P) didefinisikan pada Persamaan 2.1: 
 
𝑋+(𝑃) ≔ {𝑄|𝑃𝑟
+(𝑃, 𝑄) ≥  𝑊𝑃} 
𝑋−(𝑃) ≔ {𝑄|𝑃𝑟
−(𝑃, 𝑄) ≥  𝑊𝑃} 
 
2. Untuk memenuhi Persamaan 2.1, sebanyak T data latih 
digunakan untuk mencari kemungkinan Pr+(P,Q) dan Pr-
(P,Q). Ditentukan threshold WG yang berguna untuk 
menentukan nilai ideal fluktuasi lingkungan atau toleransi 
noise. Apabila WG bernilai rendah, model akan over-sensitif 
karena setiap noise akan dianggap sebagai foreground. 
Sebaliknya apabila WG bernilai tinggi, model tidak akan 
sensitif dan beberapa foreground akan dianggap sebagai 



















3. Menghitung rata-rata perbedaan intensitas. Rata-rata setiap 
titik P didefinisikan sebagai 𝐼(𝑃)̅̅ ̅̅ ̅̅ = (
1
𝑇
) ∑ 𝐼𝑡(𝑃)𝑇𝑡=1 . Dan 
rata-rata setiap kandidiat titik referensi yang memenuhi 
persamaan QM ∋ X+(P) dan QM  ∋  X-(P), dituliskan sebagai 
















𝐼𝑡(𝑃) −  𝐼𝑡(𝑄) | (𝑄 ∈  𝑄𝑚
− ) 
 
4. Penentuan titik referensi (ref+(P)), (ref-(P)). Anggap satu titik 
P memiliki Q1, Q2, Q3 …  ∋  X+(P). Dengan mengurutkan 
secara Ascending ( |𝐼(𝑃)̅̅ ̅̅ ̅̅ − 𝐼(𝑄1)̅̅ ̅̅ ̅̅ ̅̅ | < |𝐼(𝑃)̅̅ ̅̅ ̅̅ − 𝐼(𝑄2)̅̅ ̅̅ ̅̅ ̅̅ | ), N/2 
elemen pertama akan didapatkan sebagai titik referensi titik 
tersebut. 
𝑟𝑒𝑓+(𝑃) =  {
𝑁
2
 𝐸𝑙𝑒𝑚𝑒𝑛 𝑝𝑒𝑟𝑡𝑎𝑚𝑎 𝑑𝑎𝑟𝑖 𝑋+(𝑃), 𝐴𝑠𝑐𝑒𝑛𝑑𝑖𝑛𝑔} 
𝑟𝑒𝑓−(𝑃) =  {
𝑁
2
 𝐸𝑙𝑒𝑚𝑒𝑛 𝑝𝑒𝑟𝑡𝑎𝑚𝑎 𝑑𝑎𝑟𝑖 𝑋−(𝑃), 𝐴𝑠𝑐𝑒𝑛𝑑𝑖𝑛𝑔} 
 
2.2.2 Tahap Pengenalan Citra Wajah 
Ketika melakukan deteksi wajah, citra wajah yang baru akan 
dibandingka dengan model. Setiap titik P dilakukan penilaian 
kemiripan. Titik P digolongkan sebagai background ketika 
intensitasnya normal (Umumnya lebih tinggi dari pada titik 
referensi positif dan lebih rendah daripada titik referensi negatif). 
Sebaliknya, P dianggap sebagai foreground ketika intensitasnya 
tidak normal (Umumnya lebih rendah dari pada titik referensi 
positif dan lebih tinggi dari pada titik referensi negatif). 
Tahap pengenalan citra wajah dengan model GAP yang 






1. Menentukan tanda perbedaan intensitas (Mk). Pada setiap 
perbedaan hubungan intensitas P dengan setiap titik 
referensinya, yang dijelaskan pada Persamaan 2.5: 
𝑀𝑘(𝑃, 𝑄) ∶= {
+1, 𝑄𝑛 ∈  𝑟𝑒𝑓
+(𝑃)




2. Menentukan perbedaan intensitas antar titik. Kemudian 
Ek(P,Qn) diterapkan untuk menentukan tanda perbedaan 
hubungan intensitas seperti pada Persamaan 2.6: 
𝐸𝑘(𝑃, 𝑄𝑛




±) + 𝑠𝑖𝑔𝑛 (𝐼(𝑃) − 𝐼(𝑄𝑛
±))|  
 
3. Menghitung proporsi (C+, C-). Untuk setiap C+(P) dan C-(P) 
tanda perbedaan intensitas dari P dan Q+n, Q
-
n, juga 
menentukan probabilitas bahwa P adalah subject dengan 
persamaa (2.7): 
𝐶𝑘
±(𝑃) =  
1
𝑁






4. Menilai nilai kemiripan Vk(P). Dengan menggunakan 
threshold CR, nilai Vk(P), didapatkan untuk memutuskan 
apakah P termasuk bagian dari subject atau tidak. Ketika C+k 
dan C-k lebih besar daripada CR, P dianggap sebagi subject. 
Apabila Vk(P) = 1, P adalah subject. Apabila Vk(P) = 0, P 
bukanlah subject, dengan Persamaan 2.8: 




+(𝑃) − 𝐶𝑅) + 1) (𝑠𝑖𝑔𝑛(𝐶𝑘
−(𝑃) −  𝐶𝑅) + 1) 
 
5. Menghitung total nilai kemiripan (Vk). Untuk setiap piksel 
dalam 𝑈 ×  𝑉 dimensi, nilai kemiripan Vk(PUV) didefinisikan 
sebagai Persamaan 2.9: 
𝑉𝑘 =  
1
𝑈𝑉















6. Menggolongkan berdasarkan nilai kemiripan. Setiap subject 
k* dengan nilai kemiripan tertinggi akan dianggap sebagai 
subject tersebut. 
𝑘∗ = arg max
𝑘∈{1,𝐾}
{𝑉𝑘} 
2.3 Confusion Matrix  
Confusion matrix adalah sebuah statistik pengenalan yang 
menyimpan informasi mengenai prediksi kelas dan kelas asli. 
Confusion matrix banyak digunakan untuk menguji performa dari 
suatu metode klasifikasi [20].   
Dari confusion matrix bisa didapatkan berbagai informasi 
mengenai performa Algoritma Pengenalan, salah satunya akurasi. 
Akurasi adalah jumlah total data yang prediksi kelas hasil 
klasifikasinya sesuai dengan data ground truth. Rumus 
perhitungan dari akurasi ditunjukkan pada Persamaan 2.11: 
𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =  
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
  ( 2.11) 
 







3 BAB III 
ANALISIS DAN PERANCANGAN 
Bab analisis dan perancangan berisi analisis kebutuhan dan 
perancangan aplikasi yang akan dibangun. Tahap analisis 
membahas mengenai analisis kebutuhan yang menjadi dasar dari 
tahap perancangan. 
3.1 Tahap Analisis 
Tahap analisis mendefinisikan kebutuhan yang akan 
dipenuhi dalam pembangunan aplikasi pengenalan citra wajah 
manusia menggunakan fitur GAP. Selain itu dijelaskan pula alasan 
pengerjaan masing-masing tahap pada tugas akhir ini. 
3.1.1 Deskripsi Umum 
Pada tugas akhir ini dibangun aplikasi untuk melakukan 
pengenalan wajah menggunakan fitur GAP. Data masukan yang 
digunakan adalah citra digital wajah manusia. Data keluaran dari 
aplikasi adalah pengenalan citra wajah manusia.  
Aplikasi ini diharapkan dapat digunakan untuk membantu 
peneliti mengenali citra wajah manusia citra wajah manusia 
lainnya berdasarkan hubungan antatar titik piksel masing masing 
citra yang memiliki variasi illumination yang berbeda beda. 
3.1.2 Spesifikasi Kebutuhan Sistem 
Pada aplikasi pengenalan citra wajah manusia menggunakan 
fitur GAP dibutuhkan beberapa tahapan untuk mendapatkan 
pengenalan yang baik. Tahapan tersebut antara lain: 
1. Penentuan Target point 
Penentuan Target point dilakukan untuk mendapatkan titik 
Target yang nantinya akan dijadikan model dari subject 
tersebut. 
2. Pencarian titik referensi 
Pencarian titik referensi dilakukan untuk mendapatkan titik 
titik yang memiliki nilai perbedaan intensitas dengan setiap 





Pengenalan dilakukan untuk mengenali data berdasarkan nilai 
kemiripan dengan model yang telah dibuat.  
3.1.3 Analisis Permasalahan 
Dalam pengidentifikasian citra wajah manusia dibutuhkan 
analisa dengan fitur GAP untuk menghindari perbedaan intensitas 
citra dikarenakan illumination yang bervariasi. Maka dari itu 
dibutuhkan pencarian Target dan titik referensi dari masing-
masing subject yang bisa mewakili nilai kestabilan perbedaan 
intensitas antar piksel masing-masing model GAP tiap subject.  
Untuk mencapai hasil pengenalan yang akurat, terdapat 
beberapa permasalahan yang dapat menurunkan akurasi 
pengenalan. Permasalahan-permasalahan tersebut dijelaskan 
sebagai berikut: 
3.1.3.1 Analisis Permasalahan Ekstraksi fitur GAP 
Dalam citra wajah manusia, pebedaan illumination dapat 
mempengaruhi jumlah titik Target yang layak disebut sebagai titik 
Target model GAP. Diperlukan variasi illumination yang mewakili 
semua illumination pada data citra latih. Semakin variatif 
illumination yang digunakan untuk data latih, semakin banyak titik 
Target yang didapat. Dengan demikian, semakin kuat model yang 
dibentuk untuk setiap subject yang telah disiapkan. 
3.1.3.2 Analisis Permasalahan Pengenalan Wajah 
Pengenalan diperlukan untuk mengenali sebuah citra 
masukan ke dalam kategori subject yang mana. Untuk pendekatan 
Analisa digunakan metode Pengenalan wajah berbasis GAP. 
Metode ini digunakan karena dalam paper rujukan, penulis 
membuat metode pengenalan wajah berbasis GAP. Satu citra input 
akan dibandingakan dengan setiap model yang telah dibangun. 
Nilai tertinggi dari masing-masing model akan menentukan bahwa 




3.2 Tahap Perancangan 
Tahap perancangan dilakukan untuk merancang proses 
secara keseluruhan berdasarkan fungsionalitas dan kebutuhan dari 
aplikasi pengenalan wajah dengan fitur GAP. 
3.2.1 Perancangan Sistem 
Perancangan sistem dilakukan untuk menggambarkan 
proses secara keseluruhan dari aplikasi pengenalan wajah dengan 
fitur GAP[17]. Untuk menggunakan aplikasi ini diperlukan citra 
wajah manusia dalam bntuk digital untuk menjadi masukan 
aplikasi ini. 
Sistem pengenalan pada tugas akhir ini memiliki tiga proses 
utama. Proses pertama adalah ekstraksi wajah menggunakan fitur 
GAP. Proses kedua adalah pembuatan model setiap subject. Proses 
ketiga adalah pengenalan seperti yang terdapat pada Gambar 3.1 
Diagram Alir Sistem. 
Citra digital wajah manusia didapat dari dataset yang 
disediakan oleh suatu laboratorium pada halaman internet [19]. 
Setelah itu dilakukan ekstraksi fitur GAP yang sesuai dengan paper 
rujukan. 
Tahapan ekstraksi fitur GAP[15] dilakukan untuk 
mendapatkan titik titik referensi dan titik Target setiap subject. 
Kemudian, hubungan antara Target dan titik referensi yang dinilai 
stabil akan disimpan dalam array. Dalam tahap ekstraksi fitur 
GAP, model GAP setiap subject juga akan terbentuk.  
Tahapan pengenalan dilakukan dengan metode pengalan 
GAP[17]. Penilaian kemiripan dilakukan dengan menilih intensitas 
tiap Target dan referensi pada setiap model yang telah dibangun. 
 
3.2.2 Perancangan Data 
Perancangan data dilakukan untuk memastikan 
pengoperasian aplikasi berjalan dengan benar. Data masukan 
(input) adalah data yang diperlukan dalam pengoperasian aplikasi 




























Gambar 3.1 Diagram Alir Sistem 
Data masukan adalah data yang diproses oleh aplikasi 
pengenalan citra wajah manusia dengan fitur GAP. Data yang 
digunakan sebagai masukan adalah citra digital wajah manusia. 
Berikut adalah contoh gambar masukan seperti yang ada pada 
Gambar 3.2. 
Data keluaran aplikasi pengenalan wajah merupakan 
pengenalan wajah manusia tersebut berdasarkan subject yang telah 
memiliki label sesuai dengan basis data. 
 




















Gambar 3.2 Contoh citra masukan 
3.2.2.1 Penjelasan Dataset 
Data yang digunakan dalam Tugas akhir ini adalah Extended 
Yale Face B (EYB)[19]. EYB adalah sebuah dataset wajah 
manusia yang dipublikasikan secara umum di Internet. Dataset 
berisi 38 orang, dan setiap orang memiliki sekitar 64 frontal view 
dengan berbagai macam pencahayaan. Semua citra didapatkan 
dengan penyelarasan, pemotongan, dan pengaturan citra dengan 
ukuran 168 x 192 piksel secara manual. Contoh dataset EYB 
adalah pada Gambar 3.3. 
 
Gambar 3.3 Contoh dataset EYB 
3.2.2.2 Pembagian Data latih dan Data testing 
Dalam Tugas akhir ini disediakan 3 Subset data. Subset 1 
[17] berisikan 760 citra yang terdiri dari 20 citra wajah manusia 




beda pada basis data. Nantinya data dari Subset 1 akan digunakan 
sebagai data latih. Subset 1 didapatkan dengan cara mengurutkan 
intensitas gambar dengan rata-rata intensitas terendah hingga 
tertinggi. Kemudian, didapatkan 7 gambar dengan pola gambar ke-
n + 3 dari citra dengan intensitas paling rendah, pola gambar ke-n 
- 3 dari citra dengan intensitas paling tinggi, dan 6 citra dari tengah 
rata-rata dengan pola gambar ke-n + 3 dan gambar ke-n - 3. Contoh 
Subset 1 dapat divisualisasikan seperti Gambar 3.4. 
Subset 2 berisikan 312 citra yang terdiri dari 9 citra wajah 
manusia dari masing-masing subject dengan pencahayaan yang 
relatif lebih terang. Subset 2 didapatkan dengan cara mengurutkan 
intensitas gambar dengan rata-rata intensitas terendah hingga 





tertinggi. Kemudian, didapatkan 9 gambar dengan pola gambar ke-
n – 3 – 1 dari citra dengan intensitas paling tinggi. Subset 3 
berisikan 312 citra yang terdiri dari 9 citra wajah manusia dari 
masing-masing subject dengan pencahayaan yang relatif lebih 
gelap. Subset 3 didapatkan dengan cara mengurutkan intensitas 
gambar dengan rata-rata intensitas terendah hingga tertinggi. 
Kemudian, didapatkan 9 gambar dengan pola gambar ke-n – 3 – 1  
dari citra dengan intensitas median. Nantinya data dari Subset 2 
dan 3 akan digunakan sebagai data testing. Contoh Subset 2 dan 3 


















Gambar 3.5 Contoh Subset 2 (subject 1) 
3.2.3 Perancangan Proses 
Perancangan proses dilakukan untuk memberikan gambaran 
mengenai setiap proses yang terdapat pada aplikasi pengenalan 




























(a)                    (b)                       (c) 
Gambar 3.7 (a) Visualisasi fitur GAP subject 1 terhadap salah satu 
citra subject 1, (b) Visualisasi fitur GAP subject 2 terhadap salah 
satu citra subject 1, (c) Visualisasi fitur GAP subject 3 terhadap 







3.2.3.1 Ekstraksi Fitur GAP 
Ekstraksi fitur GAP[15] dilakukan menggunakan data citra 
wajah manusia pada Subset 1. Kumpulan data input tersebut 
dilakukan pencaarian titik Target (P) dan titik referensi (Q) untuk 
setiap P. Pertama menentukan nilai N (jumlah titik referensi tiap 
Target). Pada setiap calon titik P, setiap subject dilakukan 
pencarian kandidat titik referensi. Satu titik P dibandingkan dengan 
seluruh piksel yang ada. Apabila rata-rata pasangan titik (P, Qn) 
bernilai lebih dari WG dan WP, maka titik tersebut akan dianggap 
sebagai kandidat titik referensi untuk titik P. Apabila titik P 
memiliki kurang dari N titik kandidat, maka titik tersebut bukan 
titik P. Setelah kandidat ditemukan, dilakukan perhitungan rata-
rata perbedaan intensitas titik P dengan masing-masing kandidat. 
Kemudian setiap rata-rata tersebut diurutkan dengan urutan lebih 
kecil daripada (‘<’). Kemudian, N pertama hasil pengurutan adalah 
lokasi titik Q setiap P.  Dengan demikian untuk setiap titik P 
memiliki N titik Q. Hasil ekstraksi fitur GAP berupa matriks 3 
dimensi (8 x 192 x 168). Dimensi ke 1 berisikan N titik referensi 
untuk tiap titik P, dimensi ke 2 dan ke 3 berisikan lokasi titik Target 
P berdasarkan koordinat x dan y. Sebagai contoh implementasi fitur 
dari model ke k untuk salah satu citra divisualisasikan seperti 
Gambar 3.7. Kemudian, tahapan tersebut dapat dijelaskan seperti 
Gambar 3.8 Diagram alir ekstraksi fitur GAP.  
 
3.2.3.2 Proses Pemodelan 
Proses pemodelan[15] dilakukan dengan cara 
menggabungkan semua fitur GAP masing-masing subject menjadi 
satu model GAP secara menyeluruh. Hal ini dilakukan dengan cara 
menambahkan dimensi pada matriks fitur GAP hingga menjadi 
matriks 4 dimensi. Dimensi 1 berisikan fitur untuk subject ke k, 
dimensi ke 2 berisikan N titik referensi untuk tiap titik P, dimensi 
ke 3 dan ke 4 berisikan lokasi titik Target P berdasarkan koordinat 
x dan y. Untuk lebih jelasnya, dapat digambarkan dengan diagram 




































Gambar 3.8 Diagram alir ekstraksi fitur GAP 
 
 









Fitur GAP Subject k 
Dilakukan pada setiap piksel 
citra dan setiap subject 
< N ≥ N 





















Gambar 3.9 Diagram Alir Pemodelan 
3.2.3.3 Pengenalan Wajah 
Proses pengenalan wajah[17] manusia adalah tahapan 
terakhir dari aplikasi ini. Dari model fitur GAP yang telah 
diekstraksi sebelumnya dapat dilakukan proses pengenalan. 
Metode pengenalan wajah yang digunakan adalah metode 
penilaian kemiripan dengan Persamaan 2.10. Pada setiap titik 
Target masing masing model akan dilakukan penggolongan tanda 
perbedaan intensitas. Apabila titik referensi yang dimaksud adalah 
Ref +, maka akan dinilai +1, sedangkan apabila yang dimaksud 
adalah Ref - maka akan dinilai -1. Kemudian diambil tanda dari 
penjumlahan perbedaan intensitas pada antar pasangan titik 
(Target – referensi) yang ada pada model. Kedua tanda tersebut 
akan diakumulasikan sebanyak N, jumlah titik referensi. Kemudian 
dilakukan penilaian terhadap semua pasangan titik yang ada pada 
suatu model. Setelah citra mendapat nilai dari setiap model, nilai 
tersebut akan dibandingkan dengan nilai pada setiap model yang 
telah dinilai sebelumnya. Setiap model akan memiliki hasil 
kemiripan yang berbeda. Nantinya nilai kemiripan tertinggi 















Terdapat modifikasi pada algoritma pengenalan. Pada tahap 
menentukan nilai kemiripan mengimplementasikan Persamaan 2.9. 








𝑢=1 ) . Secara ringkas, proses pengenalan 


















Gambar 3.10 Diagram Alir pengenalan wajah 
Dilakukan pada setiap Model GAP 
Citra wajah 
Menentukan perbedaan 














4 BAB IV 
IMPLEMENTASI 
Pada bab ini diuraikan mengenai implementasi perangkat 
lunak dari rancangan metode yang telah dibahas pada Bab III 
meliputi kode program dalam perangkat lunak. Selain itu, 
implementasi dari tiap proses, parameter masukan, keluaran, dan 
beberapa keterangan yang berhubungan dengan program juga 
dijelaskan. 
4.1 Lingkungan Implementasi 
Objek citra yang akan diolah pada implementasi tugas akhir 
ini adalah sebuah citra digital wajah manusia dengan tipe gambar 
Portable Grayscale Format (PGM). 
Dalam implementasi algoritma tersebut, digunakan 
perangkat-perangkat sebagai berikut: 
4.1.1 Perangkat Keras 
Lingkungan implementasi pada tugas akhir ini adalah 
sebuah personal computer (PC). Perangkat PC yang digunakan 
adalah tipe desktop mini tower bertipe DELL INSPIRON 3668 
dengan sebuah layar monitor. 
Spesifikasi dari PC yang digunakan pada tugas akhir ini 
adalah: memiliki prosesor Intel Core i5-7400 dengan kecepatan 3,0 
GHz dan Random Access Memory (RAM) untuk proses 
menjalankan program sebesar 8,00 GB. 
4.1.2 Perangkat Lunak 
Lingkungan implementasi pada tugas akhir ini adalah 
sebuah personal computer (PC). Spesifikasi PC dari sisi perangkat 
lunak menggunakan Matlab 2017.  
Selain itu, pada tugas akhir ini dalam melakukan pengolahan 






4.2 Implementasi Tahap Ekstraksi fitur GAP 
Tahap ekstraksi fitur GAP mengambil semua titik piksel 
yang terdapat dalam sebuah citra wajah tersebut. Penjelasan dari 
masing masing tahapan tersebut adalah sebagai berikut: 
4.2.1 Pencarian kandidat titik referensi 
Tahap ini mengambil setiap piksel dalam citra. Setiap piksel 
(P) akan dilakukan pencarian kandidat. Terdapat variabel 
arr_imgS1 yang berisikan kumpulan citra Subset 1 yang telah 
disiapkan. Variabel train_img berisikan nilai berapa banyak jumlah 
citra latih. Variabel PrPlus dan PrMin adalah variabel yang 
mengakumulasi nilai Pr+ dan Pr- seperti Persamaan 2.1. Pada tahap 
ini mengimplementasikan Persamaan 2.1. 
 
1 for k=1:first_dim 
2  for l=1:second_dim 
3   PrPlus = 0; 
4   PrMin = 0; 
5   for g=1:train_img  
6    if ((arr_imgS1(sub,g,a,b)-
arr_imgS1(sub,g,k,l)) >= Wg)  
7     PrPlus = PrPlus+1; 
11    end 
12   end 
13 . . . 
14   if((PrPlus/train_img) >= Wp) 
15     Qplus_itt = Qplus_itt+1; 
16     arr_plus (k,l) = PrPlus/train_img; 
17   else 
18     arr_plus (k,l) = 0; 
19   end 
26 . . .             
27     end 
28    end 
Kode Sumber 4.1 Implementasi Pencarian kandidat titik referensi 
 
 
Pada tahap ini dibuat array (arr_plus, arr_min) yang 




Kemudian dilakukan pengecekan jumlah titik referensi yang 
didapat. Variabel Qplus_itt dan Qmin_itt, digunakan untuk 
menentukan jumlah tersebut. Apabila titik P tidak memiliki titik 
referensi sesuai dengan jumlah N, maka titik P tidak dianggap 
sebagai Target. 
 
1 if Qplus_itt < N/2 || Qmin_itt < N/2 
2    error = error+1; 
3    isP = false; 
4 end 
Kode Sumber 4.2 Menentukan kelayakan Target Point 
 
4.2.2 Menghitung rata-rata perbedaan pasangan titik 
Tahap ini mengambil piksel yang telah dipilih sebagai titik 
Target dan titik referensi pada citra latih untuk dilakukan 
perhitungan. Pada tahap ini mengimplementasikan Persamaan 2.3. 
 
1 for k=1:first_dim 
2    for l=1:second_dim 
3       if arr_plus(k,l) == 0 
4         continue; 
5       else 
6       temp_mean = 0; 
7       for g=1:train_img 
8       temp_mean = temp_mean + 
(arr_imgS1(sub,g,a,b) - arr_imgS1(sub, g, k, 
l)); 
9       end 
10  
11       DPlus_itt = DPlus_itt + 1; 
12       arr_valPlus_mean(DPlus_itt) = 
temp_mean/train_img; 
13       arr_DPlus(k,l) = temp_mean/train_img; 
14       end 
15    end 
16 end 




4.2.3 Mengurutkan rata-rata perbedaan intensitas 
Tahap ini mengurutkan hasil rata-rata perbedaan intensitas 
tahap sebelumnya yang disimpan sebagai variabel 
(arr_valMin_mean, dan arr_valPlus_mean). Pada tahap ini 
mengimplementasikan Persamaan 2.4. 
 
1 arr_sortedDplus = 
sort(arr_valPlus_mean,'ascend') 
2 arr_sortedDmin = 
sort(arr_valMin_mean,'ascend') 
Kode Sumber 4.4 Mengurutkan rata-rata perbedaan intensitas 
4.2.4 Penentuan Titik referensi 
Setelah mendapatkan rata-rata perbedaan intensitas secara 
terurut ascending, maka pada didapatkan lokasi titik Q. Array yang 
sebelumnya digunakan untuk mencatat nilai rata-rata perbedaan 
intensitas digunakan sebagai penunjuk lokasi titik Q. pada tahap ini 
mengimplementasikan Persamaan 2.4.  
 
1 for n=1:N/2 
2   found = false; 
3     for k=1:first_dim 
4     if(found) 
5       break; 
6     end 
7     for l=1:second_dim 
8       if(found) 
9         break; 
10       end 
11     if(arr_DMin(k,l)==arr_sortedDmin(n)) 
12       arr_DMin(k,l) = 0;  
13       arr_RefMinA_V4(sub,n,a,b) = k; 
14       arr_RefMinB_V4(sub,n,a,b) = l; 
15       found = true; 
16       break; 
17     end 
18    end 
19    end 
20 end 




4.3 Implementasi tahap Pemodelan 
Tahap pemodelan adalah tahap dimana setelah setiap subject 
memiliki matriks fitur GAP, matriks tersebut dijadikan sebuah 
model. Keluaran dari tahap pemodelan adalah matriks 4 dimensi. 
Terdapat 4 buah matriks yang digunakan untuk menampung 
variabel model, yaitu arr_RefMinA_V4, arr_RefMinB_V4, 
arr_RevPlusA_V4, arr_RefPlusB_V4. Variabel a dan b 
adalah sumbu x dan y dalam matriks citra. Sub adalah variabel 
penunjuk model untuk subject ke k. N adalah variabel jumlah titik 
yang menjadi titik referensi.  
13       arr_RefMinA_V4(sub,n,a,b) = k; 
14       arr_RefMinB_V4(sub,n,a,b) = l; 
13       arr_RefPlusA_V4(sub,n,a,b) = k; 
14       arr_RefPlusB_V4(sub,n,a,b) = l; 
Kode Sumber 4.6 Menggabungkan matriks fitur menjadi model 
4.4 Implementasi Pengenalan Wajah 
Tahap pengenalan pada tugas akhir ini dilakukan dengan 
metode pengenalan wajah yang tertulis dalam paper rujukan. 
Dalam proses ekstraksi fitur, terdapat variabel model yang 
berbentuk matriks 4 dimensi, yaitu arr_RefMinA_V4, 
arr_RefMinB_V4, arr_RevPlusA_V4, arr_RefPlusB_V4. 
Img_p adalah citra testing. Titik a dan b adalah sumbu x dan y 
dalam vector citra. Sub_itt adalah variabel penunjuk model 
untuk subject ke k. N adalah variabel jumlah titik yang menjadi titik 
referensi. 
Tahap pengenalan meliputi beberapa tahap. Dalam tahap 
pengenalan, penulis menuliskan pseudo-code yang dapat 
mempermudah saya dalam menyusun aplikasi tersebut. Penjelasan 
dari masing masing tahapan tersebut adalah sebagai berikut: 
4.4.1 Menentukan Tanda perbedaan Intensitas 
Untuk setiap perbedaan hubungan intensitas P dengan setiap 
titik referensinya. Pada tahap ini, sign_plus adalah variabel 




adalah +1, -1, atau 0. Pada tahap ini mengimplementasikan 
Persamaan 2.5. 
1 If(img_p(a,b) - 
img_p(arr_RefPlusA_V4(sub_itt,n,a,b),arr_RefPlusB
_V4(sub_itt,n,a,b)) == 0) 
2 sign_plus = 0; 
3 else if (img_p(a,b) - 
img_p(arr_RefPlusA_V4(sub_itt,n,a,b),arr_RefPlusB
_V4(sub_itt,n,a,b)) < 0) 
4   sign_plus = -1; 
5   else 
6    sign_plus = +1; 
7   end 
8 end 
Kode Sumber 4.6 Menentukan Tanda perbedaan Intensitas 
 
4.4.2 Menentukan perbedaan intenitas antar titik dan 
menghitung proporsi 
Kemudian Ek(P,Qn) diterapkan untuk menentukan tanda 
pada titik P. Untuk setiap C+(P) dan C-(P) tanda perbedaan 
intensitas dari P dan Q+n, Q
-
n, juga menentukan probabilitas bahwa 
P adalah subject. Variabel c_plus adalah variabel yang 
diakumulasikan sebanyak n kali. Variabel num, adalah total jumlah 
titik titik referensi Pada tahap ini mengimplementasikan 
Persamaan 2.6 dan 2.7. 
 
1 c_plus = c_plus + (1/num*2) * (1/2 * abs(+1 + 
sign_plus)) 
2 c_min = c_min + (1/num*2) * (1/2 * abs(-1 + 
sign_min)) 
Kode Sumber 4.7 Menentukan Tanda perbedaan Intensitas 
4.4.3 Menentukan tanda perbedaan proporsi 
Dengan threshold CR, proporsi C+ dan C- dilakukan 
pengurangan. Dari pengurangan tersebut hanya diambil tandanya 
saja. Digunakan variabel sign_c_plus dan sign_c_min unutk 




bernilai +1, -1, 0. Pada tahap ini mengimplementasikan Persamaan 
2.8. 
if c_plus-Cr == 0  
   sign_c_plus = 0; 
else if c_plus - Cr > 0 
   sign_c_plus = +1; 
else  
   sign_c_plus = -1; 
end 
end 
Kode Sumber 4.8 Menentukan tanda perbedaan proporsi 
4.4.4 Menentukan nilai kemiripan 
Nilai Vk(P), didapatkan untuk memutuskan apakah P 
termasuk bagian dari subject atau tidak. Ketika C+k dan C
-
k lebih 
besar daripada CR, P dianggap sebagi subject. Apabila Vk(P) = 1, P 
adalah subject. Apabila Vk(P) = 0, P bukanlah subject. Variabel 
per_sub_p, adalah jumlah titik Target pada subject ke sub_itt. 
Nilai Vk diakumulasikan pada seluruh titik Target. Pada tahap ini 
mengimplementasikan Persamaan 2.8 dan 2.9: 
 
1 Vk(sub_itt) = 
Vk(sub_itt)+(1/(per_sub_p(sub_itt)))*1/4*(sign_c_
plus +1 )*(sign_c_min +1 ) 
Kode Sumber 4.9 Menentukan nilai kemiripan 
4.4.5 Menggolongkan berdasarkan nilai kemiripan 
Setiap subject k* (subject testing) dengan nilai kemiripan 
tertinggi akan dianggap sebagai subject tersebut. Variabel val 
berisikan nilai tertinggi, sedangkan varabel k_subject berisikan 
nilai val berada pada indeks ke berapa. Pada tahap ini 
mengimplementasikan Persamaan 2.10: 
     
1 [val, k_subject] = max(Vk) 









5 BAB V 
UJI COBA DAN EVALUASI 
Dalam bab ini dibahas mengenai hasil uji coba sistem yang 
telah dirancang dan dibuat. Uji coba dilakukan untuk mengetahui 
kinerja sistem dengan lingkungan uji coba yang telah ditentukan. 
5.1 Lingkungan Uji Coba 
Lingkungan uji coba pada tugas akhir ini adalah sebuah 
personal computer (PC). Spesifikasi PC dari sisi perangkat keras 
adalah memiliki prosesor Intel Intel Core i5-7400 dengan 
kecepatan 3,0 GHz dan memori untuk proses sebesar 8,00 GB. PC 
yang digunakan memiliki sistem operasi Windows 10. 
Pada sisi perangkat lunak, uji coba pada tugas akhir ini 
dilakukan dengan menggunakan Matlab versi 2017.  
 
5.2 Data Uji Coba 
Data uji coba yang digunakan sebagai masukan adalah citra 
wajah manusia. Total citra yang digunakan adalah 1.384 citra 
(Subset 1, Subset 2, dan Subset 3) dengan ukuran 192 x 168 piksel. 
Subset 1 berisikan 760 citra yang terdiri dari 20 citra wajah 
manusia dari masing-masing subject dengan pencahayaan yang 
berbeda-beda pada basis data. Nantinya data dari Subset 1 akan 
digunakan sebagai data latih. Subset 2 berisikan 312 citra yang 
terdiri dari 9 citra wajah manusia dari masing-masing subject 
dengan pencahayaan yang relatif lebih terang. Subset 3 berisikan 
312 citra yang terdiri dari 9 citra wajah manusia dari masing-
masing subject dengan pencahayaan yang relatif lebih gelap. 
Untuk menguji kebenaran dari hasil pengenalan, dilakukan 
pengelompokan Subset citra sesuai dengan paper rujukan. Dengan 
bantuan confusion matrix, maka nilai akurasi dapat dijadikan 
sebagai acuan nilai kebenaran. 
Uji coba dilakukan untuk mengetahui nilai parameter yang 
tepat untuk digunakaan pada proses pengenalan. Nilai parameter 




yang tepat memberikan hasil yang terbaik pada keluaran tiap 
proses. 
Skenario pengujian terdiri dari tiga macam yaitu: 
1. Uji coba penentuan parameter WG pada Ekstraksi fitur GAP 
2. Uji coba penentuan parameter WP pada Ekstraksi fitur GAP 
3. Uji coba penentuan parameter CR pada Algoritma Pengenalan 
 
5.3 Uji Coba Penentuan Parameter WG pada ekstraksi 
fitur GAP 
Pada parameter ini diuji cobakan threshold WG. WG berguna 
untuk menentukan nilai ideal fluktuasi lingkungan atau toleransi 
noise. Apabila WG bernilai rendah, model akan over-sensitive 
karena setiap noise akan dianggap sebagai foreground. Sebaliknya 
apabila WG bernilai tinggi, model tidak akan sensitive dan 
beberapa foreground akan dianggap sebagai background. Nilai WG 
berkisar antara ( 0 > 𝑊𝐺 ≥ ∞ ) . Hal ini dikarenakan menurut 
Persamaan 2.2, WG seharusnya bernilai lebih dari 0 hingga tak 
terhingga. 
Nilai parameter WG yang digunakan berkisar antara 1 sampai 
10. Sedangkan nilai parameter Sebelum menemukan nilai WG yang 
sesuai, nilai WP diberi nilai 0,9 (saran dari paper rujukan). Untuk 
menentukan akurasi digunakan variabel threshold CR yang bernilai 
0. Kemudian akan dilakukan perbandingan jumlah rata-rata titik 
yang dianggap titik Target, dan berapa banyak subject yang tidak 
memiliki titik Target sama sekali. Berikut adalah hasil dari 
percobaan dengan Subset 1 seperti yang terlihat pada Tabel 5.1. 
 
5.4  Uji Coba Penentuan Parameter WP pada ekstraksi 
fitur GAP 
Pada parameter ini diuji cobakan threshold WP. WP adalah 
parameter threshold penentu proporsi jumlah citra wajah yang 
memenuhi Persamaan 2.1. Umumnya WP bekerja dengan baik 
dalam lingkungan yang kompleks, tetapi apabila terlalu besar, 














1 21.454 0 96,4% 44,7% 
2 15.626 0 95,9% 47,9% 
3 10.354 0 95,3% 48,8% 
4 6.163 0 95,0% 48,2% 
5 3.352 1 89,5% 47,1% 
6 1.855 5 59,0% 25,7% 
7 998 6 22,0% 11,1% 
8 523 14 29,0% 15,7% 
9 261 18 23,3% 14,6% 
10 114 23 14,9% 0,1% 
membuat false-detection. Parameter ini berguna ketika 
menentukan threshold untuk menentukan pasangan titik Target 
dan referensi dalam proses ekstraksi fitur. Nilai dari WP adalah 
berkisar antara (0,5 > WP > 1) [17]. 
Setelah mendapatkan nilai WG optimum (WG = 3), maka 
akan dilakukan pelatihan kembali dengan nilai WP yang berbeda 
antara 0,5 sampai 1. Berikut adalah hasil dari percobaan dengan 
Subset 2 dan Subset 3. Untuk menentukan akurasi digunakan 
variabel threshold CR yang bernilai 0. Hasil percobaan terlihat pada 
Tabel 5.2. 










0.60 30.879 0 34,5% 3,8% 
0.70 27.211 0 66,7% 13,7% 
0.80 19.066 0 89,7% 28,0% 




Sedangkan pada hasil pengujian pada setiap kelasnya 
dimana dilakukan pengenalan wajah, sehingga pengenalan wajah 
dilakukan pada setiap 9 citra yang masuk pada Subset 2 dan subset 
3, sehingga menghasilkan 624 citra akan dikenali sebagai 38 
subject yang berbeda.  
 
5.5 Uji Coba Penentuan Parameter CR pada Algoritma 
Pengenalan 
Uji coba ini dilakukan untuk mendapatkan nilai parameter 
CR pada algoritma pengenalan wajah yang digunakan pada proses 
pengenalan. Nilai CR berpengaruh terhadap akurasi pada algoritma 
pengenalan tersebut. Pada ujicoba ini dilakukan pada CR dengan 
nilai 0, hingga 1. Berikut adalah hasil pengenalan pada masing-
masing CR dengan nilai WG 3 dan WP 0.9, pada Subset 2 dan Subset 
3. Hasil pengenalan dapat dilihat pada Tabel 5.3. 
 
5.6 Evaluasi 
Pada subbab ini akan dijelaskan hasil dari serangkaian uji 
coba yang dilakukan dan kendala yang dihadapi selama proses 
pengerjaan. Evaluasi pada tahap pengenalan adalah nilai 
parameter WG dan WP pada Ekstraksi fitur GAP. Hasil pengenalam 
menunjukkan bahwa Subset 2 memiliki tingkat akurasi yang lebih 
baik daripada Subset 3. Hal ini dikarenakan pengaruh pencahayaan 
citra. Semakin gelap citra, informasi yang tedapat semakin sedikit. 
Contoh citra yang sulit dikenali dan mudah dikenali terdapat pada 
Gambar 5.1. 
 
5.6.1 Evaluasi Uji Coba Parameter WG 
Pada uji coba dengan parameter WG, digunakan rentang WG 
1 sampai dengan 10 dan WP 0,9. Hal ini dikarenakan menurut paper 
rujukan WG yang disarankan adalah 5. WG pada testing Subset 2 
berpola menurun ketika menjauhi nilai 1 dan naik ketika mendekati 
8 kemudian turun lagi ketika mendekati 10 dengan puncak akurasi 


























(a)                                                                   (b) 
Gambar 5.1 (a) Citra yang mudah dikenali, (b) Citra yang sulit 
dikenali 
terbaik pada WG = 1 pada Algoritma Ekstraksi Fitur GAP. sampai 
5. Kemudian akurasi relatif menurun hingga mendekati nilai 10. 
Visualisasi dari data uji coba parameter WG terdapat pada Gambar 
5.2. 
Dari hasil diatas disimpulkan bahwa WG terbaik untuk proses 
pengalan pada Subset 2 terdapat pada WG = 1 pada data testing 
dengan angka 96.9% data testing dapat dikenali dengan benar pada 
labelnya. Sedangkan pada subset 3, WG terbaik untuk proses 
pengenalan terdapat pada WG = 3 pada data testing dengan angka 






0 95,3% 49,1% 
0.1 95,3% 49,1% 
0.2 95,3% 51,2% 
0.3 96,7% 57,0% 
0.4 97,8% 59,4% 
0.5 97,1% 61,1% 
0.6 97,1% 61,7% 
0.7 96,8% 63,7% 
0.8 97,1% 67,0% 
0.9 97,4% 69,3% 





Gambar 5.2 Akurasi WG dengan WP = 0.9 dan Cr = 0. 
Dengan demikian, akumulasi akurasi tertinggi adalah pada WG = 3. 
Dapat disimpulkan bahwa WG = 3 adalah parameter WG terbaik. 
Akan tetapi yang menjadi permasalahan pada kedua subset adalah 
ketika melewati WG = 5, akurasi menurun. Kemudian pada WG = 7 
akurasi kembali naik. Ketika menjauhi WG = 8, akurasi kembali 
menurun. Penurunan akurasi diikuti oleh banyaknya subject yang 
tidak memiliki Target point.  
Menurunnya akurasi untuk WG lebih dari 5 dikarenakan 
dataset yang sudah dipotong rapi dengan ukuan 192 x 168 piksel, 
posisi ROI untuk setiap citra latih tidak berubah-ubah, dan 
minimnya noise yang terdapat pada citra latih dinilai sangat sedikit, 
bahkan tidak ada. Dengan kata lain, semakin besar nilai Parameter 
WG yang ditetapkan, semakin rendah nilai akurasi yang dihasilkan. 
Kemudian meningkatnya dan menurunnya akurasi pada WG lebih 
dari 7 dikarenakan semakin banyaknya subject yang tidak memiliki 
fitur GAP sama sekali. Dengan demikian, kemungkinan citra 




















5.6.2 Evaluasi Uji Coba Parameter WP 
Pada uji coba dengan parameter WP, digunakan rentang WP 
0,6 sampai dengan 0,9 dan WG = 3. Hal ini dikarenakan Menurut 
Paper rujukan rentang nilai WP adalah leibh besar daripada 0,5 dan 
lebih kecil daripada 1. WP pada testing Subset 2 berpola naik ketika 
mendekati 0,9 dengan puncak akurasi terbaik pada WP = 0,9 pada 
Algoritma Ekstraksi Fitur GAP. WP pada testing Subset 3 berpola 
turun ketika menjauhi 0,6 dan naik ketika mendekati 0,9 dengan 
puncak akurasi terbaik pada WP = 0,9 pada Algoritma Ekstraksi 
Fitur GAP. Visualisasi data hasil uji coba variabel WP terdapat pada 
Gambar 5.3. 
Dari hasil uji coba disimpulkan bahwa kombinasi WG dan 
WP terbaik untuk proses pengalan terdapat pada WG 3 dan WP 0,9 
pada data testing dengan angka 95,3% pada Subset 2, dan 48,8% 
pada Subset 3, jumlah data testing dapat dikenali dengan benar 
pada labelnya. 
 
Gambar 5.3 Akurasi WP dengan WG = 2 dan Cr = 0. 
Hal ini dikarenakan besarnya proporsi citra yang memenuhi 
Persamaan 2.1. Dikarenakan terdapat 20 citra latih pada Subset 1, 



















pada titik P, dan Q yang sama yang melewati threshold WG. 
Semakin besar proporsi tersebut, semakin akurat fitur yang 
terekstraksi. 
 
5.6.3 Evaluasi Uji coba penentuan parameter CR pada 
Algoritma Pengenalan 
Pada uji coba dengan parameter CR, digunakan rentang CR 0 
sampai dengan 1 dan WG = 3, WP = 0,9 pada testing berpola naik 
ketika menjauhi nilai 0 pada kedua Subset dengan puncak akurasi 
terbaik pada CR = 1 pada Algoritma Pengenalan. Visualisasi data 
hasil uji coba variabel CR terdapat pada Gambar 5.4. 
 
 
Gambar 5.4 Nilai Vk dengan WG = 2 dan WP = 0.9 
Dari hasil data uji coba tersebut, dapat disimpulkan bahwa 
nilai CR terbaik adalah 1. Hal ini dikarenakan semakin tinggi 
threshold yang digunakan, maka nilai toleransi kesalahan semakin 
kecil. Dengan demikian, nilai akurasi dari Subset 2 maupun Subset 















Hasil Uji Coba CR




6 BAB VI 
KESIMPULAN DAN SARAN 
Bab ini membahas mengenai kesimpulan yang dapat diambil 
dari hasil uji coba yang telah dilakukan sebagai jawaban dari 
rumusan masalah. Selain itu juga terdapat saran yang ditujukan 
untuk pengembangan penelitian lebih lanjut. 
6.1 Kesimpulan 
Kesimpulan yang diperoleh dari uji coba dan evaluasi adalah 
sebagai berikut: 
1. Evaluasi pengenalan wajah dengan menggunakan fitur 
GAP dapat diimplementasikan dengan bantuan confusion 
matrix dengan akurasi pengenalan terbaik ketika WG=3 dan 
WP=0,9 dengan nilai akurasi adalah 95,3% untuk Subset 2 
dan 48,8% untuk subset 3. 
2. Pengenalan wajah menggunakan fitur GAP dapat 
diimplementasikan pada lingkungan desktop dengan 
akurasi pengenalan terbaik ketika CR = 1 dan 0,9 dengan 
nilai akurasi pengenalan adalah 97,4% untuk Subset 2 dan 
69,3% untuk subset 3. 
3. Dibandingkan dengan Subset 3, Subset 2 dapat dikenali 
sistem dengan lebih baik karena pencahayaan citra yang 
relatif lebih terang. 
4. Sistem dapat menghasilkan akurasi terbaik apabila variasi 
illumination citra latih semakin bervariasi, ukuran citra 






Saran yang dapat diberikan dalam pengujian metode 
pengenalan citra wajah manusia adalah sebagai berikut: 
1. Diperlukan penambahan variasi data untuk mengatasi masalah 
overfit yang terindentifikasi pada dataset Subset 1. 
2. Diperlukan teknik pemilihan dataset yang baru untuk 
mengurangi subject tanpa titik Target tanpa mengubah syarat 
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