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Abstract
The paper describes the implementation of conservative projection method of solving the Boltzmann
equation on GPU. The NVIDIA CUDA technology is used as the computational platform. Methods for
optimal implementation of the solver for two-dimensional geometry and methods for setting boundary con-
ditions, implementation of the geometry and storage of integrating grids were developed. The developed
methodology was used to perform calculations for the problem of slow gas ﬂow in a rectangular cavity and
that of shock wave propagation in a narrow channel. The eﬃciency of using GPU for analysis of slow and
high-speed ﬂows of rareﬁed gas is demonstrated.
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1. Introduction
Simulation of rareﬁed gas ﬂows has many applications, including ﬂows in micro- and nanodevices, and
studies of shock wave structure and phenomena in the Knudsen boundary layer. Widely used simulation
methods are those built around the Boltzmann equation relaxation model [1] and simulation methods of
statistical modelling [2].
In the work presented herein the conservative projection method of solving the Boltzmann equation
is used [3, 4, 5, 6]. The equation is solved for two molecular potential models the hard-sphere model
and the Lennard-Jones potential model. Its solution is a distribution function deﬁned in a six-dimensional
phase space. The problem is complex in terms of computations and requires a highly eﬃcient algorithm.
Massively parallel computation technologies that have been appearing in recent years show promise for
solution of such complex problems. Recent studies in diﬀerent physical modelling areas, such as [7, 8, 9, 10],
have demonstrated high eﬃciency of using GPU. This paper describes methods of solving two-dimensional
problems in planar geometry; however, the developed methodology can be extended to deal with three-
dimensional problems and problems with unstructured grids [11].
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2. Mathematical and theoretical framework
In the process of simulation, gas macroparameters, such as density n(x, t), temperature T (x, t), velocity
U(x, t), and others are calculated by numerical integration on velocity ξ of distribution function f(ξ,x, t),
determined from solution of the Boltzmann equation:
∂f/∂t + ξ · ∂f/∂x = I(f, f) (1)
Equation (1) is solved by the ﬁnite-diﬀerence method on a ﬁxed grid in velocity and coordinate space.
The computational domain in the coordinate space is presented by a set of linked domains of rectangular
grids. This allows calculating geometries that include channels and obstacles, while using a rectangular grid.
A spherical domain Ω on a uniform grid with a spacing hv = 2Vmax/N0 is chosen as the velocity space. The
radius of the sphere bounding the velocity space is Vmax, and the sphere centre may be displaced relative to
zero depending on the problem. The maximum velocity Vmax was taken equal to 4.8
√
kT/m. In the most
part of the calculations, the number of nodes N0 along one coordinate axis was equal to 20. For N0 = 20
the number of velocity space nodes is 4224.
Equation (1) splits into two parts - the transport equation representing the left side, and the relaxation
problem. The splitting takes the form:
Sτ = Aτ/2CτAτ/2 (2)
where Sτ - is the operator that transforms the solution at t0 to the solution at t0 + τ ; Aτ - is the operator
of solving the transport equation ∂f/∂t + ξ · ∂f/∂x = 0 from steps τ ; and Cτ - is the operator of solving
the relaxation problem ∂f/∂t = I(f, f).
The left side of equation (1) is solved by an explicit ﬁrst-order diﬀerence scheme:
fn+1i,j − fni,j
τ
+ |ξx| ·
fni+sgn(ξx),j − fni,j
hx
+ |ξy| ·
fni,j+sgn(ξy) − fni,j
hy
= 0 (3)
For monatomic gas, the collision integral can be represented as follows:
I(f, f) =
∞∫
−∞
2π∫
0
bm∫
0
(f ′f ′∗ − ff∗)gbdbdϕdξ∗
By introducing the following notation: φ(ξγ) = δ(ξ − ξγ) + δ(ξ∗ − ξγ) − δ(ξ′ − ξγ) − δ(ξ′∗ − ξγ), where δ
denotes the Dirac delta function, we can present the value of the collision integral in point ξγ as follows:
I(ξγ) =
1
4
∞∫
−∞
∞∫
−∞
2π∫
0
bm∫
0
φ(ξγ)(f ′f ′∗ − ff∗)gbdbdϕdξdξ∗ (4)
In equation (4), integration is performed numerically on the grid ξαν , ξβν , bν , ϕν having Nν nodes in the
8-dimensional domain Ω× Ω× [0, 2π]× [0, bmax]. It should be noted that in the general case post-collision
velocities ξ′αν and ξ
′
βν
do not get into the velocity grid nodes. For each velocity ξ′αν there is determined a pair
of nodes ξλν and ξμν that approximates the velocity on the velocity grid, and for velocity ξ
′
βν
there are chosen
nodes ξλν+sν and ξμν−sν that are symmetric about the total velocity gν = ξαν + ξβν , after which the delta
function in formula (4) is represented in the following form: δ(ξ′αν −ξγ) = (1−rν)δ(ξλν −ξγ)+rνδ(ξμν −ξγ),
where factor rν is found from the energy conservation law: (ξ′αν )
2+(ξ′βν )
2 = (1−rν)(ξ2λν +ξ2μν )+rν(ξ2λν+sν +
ξ2μν−sν ). The following power interpolation is used for approximation of the product of distribution functions
in the nodes after the collision:
f ′ανf
′
βν = (fλνfμν )
1−rν + (fλν+sνfμν−sν )
rν (5)
This interpolation provides strict equality of the collision integral of the Maxwell distribution function
to zero. This property is especially important for simulation of slow ﬂows and ﬂows containing slightly
disturbed regions, where it essentially improves the computational accuracy.
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Let the solution take the form f = fM+εf (1), where εf (1) - is the deviation from the Maxwell distribution,
and ε 1. Substituting this solution in the collision integral and considering (5), we arrive at:
I(f, f) = I(fM , fM ) + 2εI(fM , f (1)) + ε2I(f (1), f (1)) (6)
Since the principal part of integral I(fM , fM ) is calculated exactly, with some natural assumptions about
the integral evaluation error it follows from (6) that the collision integral calculation error reduces by (2ε)−1
times.
The collision integral calculation can be broken down into a preparation step performed once before the
calculation, and calculation of contribution of the integral to each node at each time step. The preparation
step can be divided into a number of substeps:
i Generation of 8-dimensional integrating grid ξαν , ξβν , bν , ϕν on the basis of Korobov grids [12]. Korobov
grids ensure higher accuracy of multidimensional integral evaluation compared to random node grids.
At this step, several integrating grids are created, each having the same displacement of all nodes, and
one of them is chosen in a random manner at each time step of the calculation. Points that had not
initially got into domain Ω are excluded from the integrating grid.
ii Post-collision velocities ξ′αν and ξ
′
βν
are calculated for each point of the integrating grid ξαν , ξβν , bν , ϕν .
The ﬂy-away velocities are calculated on the basis of the chosen potential as shown in [5].
iii Factors rν are calculated using the method described above for each velocity pair ξ′αν and ξ
′
βν
.
3. Implementation on GPU
The algorithm described was implemented in MPI-based parallel solver NSOLVER [13]. To implement
the algorithm on modern GPU, the NVIDIA CUDA technology [14] was used, that provides a developer
with C++ language extension set for running the device code on GPU and for GPU memory management.
CUDA Toolkit version 2.3 was used and all computations were performed with single precision as it is quite
suﬃcient for all problems.
All launched GPU threads are grouped in a thread block, and thread blocks in their turn are grouped
in a block grid. At the moment the maximum number of threads that can be run in a block is 512. It is
not necessary that all threads in a block are executed at the same time, but they can use shared memory
where data is stored during the lifetime of the block. The built-in variable threadIdx is used for addressing
threads in a block. An index of a thread in a block may represent two- or three-dimensional vector comprising
unsigned integers: threadIdx.x, threadIdx.y, threadIdx.z. Such addressing is convenient for running
the kernel on data representing a grid function in a physical space. For addressing a block in a block grid the
built-in variable blockIdx is used, that may have two-dimensional addressing using variables blockIdx.x
and blockIdx.y. Each thread also has access to constants deﬁning the size of the block and block grid -
blockDim and gridDim.
To achieve a speedup memory access patterns must be optimized. Let us consider the mapping in a
rectangular domain of size Sx×Sy, such that Sx ≤ Sy. To avoid collisions, each thread calculates a particular
point in the coordinate space. For convenience of calculation of boundary conditions cells with indices −1
and Sx are added to the computational domain (in a similar way this is done for coordinate Y ). Before
launching the calculation, constant Xmax, that determines the number of threads in the block is deﬁned.
The computational kernel for the advection step calculation is launched in the following conﬁguration: the
block size is [Sx/Xmax] × 1 × 1, and the block grid size is (Sx mod Xmax)Sy × Sv, where Sv - is the size
of the array of distribution function values in one space cell. The same conﬁguration is used when running
the computational kernel for the collision integral, except for the block size along the z axis - in this case
it equals 1 since it is not required to go round all values in the velocity space. The most obvious order of
addressing a value of the distribution function f(x, y, vi) is coordinate addressing followed by velocity index
addressing. However, with this approach neighbouring threads will refer to memory cells located at distance
Sv which produce uncoalesced access to the GPU memory. Following conditions shall be met for optimizing
the memory access:
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i Thread number n refers to word number n in the memory.
ii The minimum address of a word in block shall be aligned to 16 times the size of word.
If values for neighbouring cells along the X axis having the same velocity are located in neighbouring cells,
the ﬁrst condition will be met. The minimum word address in a block will depend on the block sizes and
in the general case may not be divisible by 16 (the size of the computational domain may be arbitrary,
especially if dummy cells are considered). To eliminate this drawback, empty cells used only for alignment
are introduced. The aforesaid is implemented in the code of function getIdx(x, y, v) that maps spatial
coordinates and velocity index into a linear memory array as follows:
(x, y, v)→ x + 16 + (y + 1)(Sx + 2 +Δ) + v(Sx + 2 +Δ)(Sy + 2) (7)
,where Δ is governed by condition (Sx + 2 +Δ) ≡ 0 (mod 16).
No limitations on indices in the velocity space have been mentioned by now. The use of a cubical velocity
space would allow the velocity value to be easily determined from known indices for each coordinate. This
approach, however, cannot be applied because the method being described uses a spherical velocity space.
It is required to determine velocity from the index in order to solve the transport equation and calculate
macroparameters. To this end, auxiliary array speedMap[] is used, that stores values of velocity projection
on each coordinate. This array is initialized before running the calculation and is stored in the GPU constant
memory (having the size of 64KB) that suﬃces for storage of such data.
3.1. Transport equation
Solution of the transport equation is broken down into two steps calculation of boundary conditions,
and calculation of values for a new layer using formula (3). Boundary conditions represent mirror or diﬀuse
reﬂection from the computational domain walls, and are recorded in dummy cells. Thereafter the calculation
is run for a new time step using the pseudocode from listing 1(global memory reads and writes are marked
as ⇐= and =⇒).
Algorithm 1 GPU pseudocode of the advection step
Require: ft is a linear memory array with time step t values
Require: ft+1 is a linear memory array with time step t + 1 values
Require: x = threadIdx.x + blockDim.x ∗ (blockIdx.x/Sy)
Require: y = blockIdx.x (mod Sy)
Require: v = blockIdx.y
1: vx = getSpeed(speedMapX[v], Nv, Vmax)
2: vy = getSpeed(speedMapY [v], Nv, Vmax)
3: f0 ⇐= ft[getIdx(x, y, v)]
4: fx ⇐= ft[getIdx(x + sgn(vx), y, v)]
5: fy ⇐= ft[getIdx(x, y + sgn(vy), v)]
6: f0 + τ/h(|vx|(fx − f0) + |vy|(fy − f0)) =⇒ ft+1[getIdx(x, y, v)]
3.2. Collision integral
The integrating grid was prepared on CPU using a code from the NSOLVER solver described in [13].
Pseudocode of the computational kernel for the collision integral is presented on listing 2. One random
Korobov grid from the set prepared is selected on each time step. All threads operate with this integrating
grid, it is accessed via the shared memory in order to speed up the calculation.
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Algorithm 2 GPU pseudocode of the collision step
Require: x = threadIdx.x + blockDim.x ∗ blockIdx.x
Require: y = blockIdx.x
Require: K is an array of a current Korobov grid values
Require: Nν is a number of points in the Korobov grid K
Require: g[Xmax] is a shared memory buﬀer for points from the Korobov grid K
1: for i = 0 to Nν/Xmax − 1 do
2: K[i ∗Xmax + threadIdx.x]→ g[threadIdx.x] {Filling shared memory}
3: for j = 0 to Xmax − 1 do
4: αν , βν , λν , μν , sν , gν , bν , rν ← g[j] {Reading from shared memory}
5: fαν ⇐= ft[getIdx(x, y, αν)], fβν ⇐= ft[getIdx(x, y, βν)]
6: fλν ⇐= ft[getIdx(x, y, λν)], fμν ⇐= ft[getIdx(x, y, μν)]
7: fλν+sν ⇐= ft[getIdx(x, y, λν + sν)], fμν−sν ⇐= ft[getIdx(x, y, μν − sν)]
8: Δ = Bgνbν(fανfβν − (fλνfμν )1−rν + (fλν+sνfμν−sν )rν )
9: fαν −Δ =⇒ ft[getIdx(x, y, αν)], fβν −Δ =⇒ ft[getIdx(x, y, βν)]
10: fλν + (1− rν)Δ =⇒ ft[getIdx(x, y, λν)], fμν + (1− rν)Δ =⇒ ft[getIdx(x, y, μν)]
11: fλν+sν + rνΔ =⇒ ft[getIdx(x, y, λν + sν)]
12: fμν−sν + rνΔ =⇒ ft[getIdx(x, y, μν − sν)]
13: end for
14: end for
Figure 1: Driven cavity problem geometry and steady-state streamlines
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Figure 2: Velocity proﬁles
4. Calculation examples
4.1. Driven cavity
The algorithm was tested on the driven cavity problem. The problem geometry is shown in Figure 1.
Gas conﬁned in a two-dimensional square domain is considered. Due to the uniform motion of the upper
wall with velocity ~Vw, a ﬂow is induced in the gas. The cavity walls have the same temperature T0, that is
equal to that of the gas at the initial instant. The gas is diﬀusely scattered on the walls;on the upper wall
molecules acquire velocity Vw, and the reﬂected molecules distribution function takes the following form:
f(~x, ~ξ) =
Nf
Nnorm
· ( m
2πkT
)3/2 · e−m(
ξ− Vw)2
2kT (8)
In formula (8) the value of Nf is equal to the ﬂow to the wall
∫
ξy>0
ξyfdξ, and the value of Nnorm is determined
from condition of equality of ﬂows to the wall and ﬂows from the wall. Calculation of this problem for a
model equation at Vw = 0.01
√
2kT0/m is presented in [10, 15, 16]. We solved the Boltzmann equation
at Vw = 0.003
√
2kT0/m on a two-dimensional spatial grid with 160 × 160 nodes and a three-dimensional
velocity grid with 20 nodes along each direction. The cavity size is L = 10λ, where λ = (
√
2πn0σ2)−1 -
is the free path length, which gives the Knudsen number of 0.1. At the collision step, the Korobov grid
size was 50000 nodes(≈ 11200 eﬀective nodes lying inside the sphere bounding the velocity space), which
ensured satisfactory accuracy. One time step was τ = 0.0186τ0, where τ0 = λ/
√
2kT0/m - is the mean free
time. On GPU NVidia GTX285, the calculation of 4000 steps took 28 minutes, while a similar calculation
on one core CPU Intel Core Quad 2.66GHz took about 2.5 days, so the total speedup is about 135 times.
Figure 1 shows steady-state streamlines and velocity module. Calculation results are also graphically
presented on Figure 2 as proﬁles of velocity ξx in vertical section passing through the centre of the cavity,
and proﬁles of velocity ξy in horizontal section passing through the vortex centre. Note that there is no
random noise in the ﬁgure showing streamlines and in the plots.
4.2. Performance analysis
Calculation speedup was determined separately for the transport equation and for the collision integral.
The value of advection time contain a summary of two Aτ/2 steps from one time step as shown in formula 2.
Summary time stands for the time needed for one time step calculation without copying data from GPU to
host memory and calculation macroparameters, i.e. Sτ calculation time. A higher speedup was achieved for
the transport equation due to higher occupancy of the GPU, since independence of solutions for diﬀerent
velocities allowed running a separate thread for each velocity. Also the transport equation requires less
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Grid 64× 64 96× 96 128× 128 160× 160
Advection speedup 210 347 395 422
Collision speedup 32.5 35.6 39.5 33
Summary speedup 105 139 150 135
Table 1: Comparison of speedup for diﬀerent grid sizes on GPU Nvidia GTX 285
Device CPU(2.66GHz) 9600GT GTS250 GTX285
Cores 1 64 128 240
Advection Time(m) 1469.14 10.436 6.21 3.81
Collision Time(m) 437.43 45.61 20.1 11.47
Summary time(m) 1906.57 56.05 26.32 15.28
Integral/Summary 23% 81% 76% 75%
Advection speedup 1 140.8 246.6 385
Collision speedup 1 9.8 21.8 38.1
Summary speedup 1 34 72.4 124.8
Table 2: Performance on CPU and diﬀerent GPU for the driven cavity problem with a 128 × 128 grid
global memory operations then the collision step (4 operations per one iteration for the transport equation
and 12 ones for the collision step and additional shared memory operations with Korobov grid).
NSOLVER [13], parallel solver previously used for calculation of a number of problems [17, 18], was used
as the code for CPU. The CPU code was compiled with the gcc with -O3 optimization level and with single
precision as well as GPU code. Time consuming part of the CPU implementation of the collision step was
especially optimized with SSE2 instructions. NSOLVER was run as one process on one core of processor
Intel Core2 Quad 2.66GHz. When using GPU, main calculations were performed on GPU NVidia GTX285.
Values of speedup for diﬀerent grid sizes are listed in Table 1. It is seen from the table that a growth of
the grid increases the speed in case of the transport equation, but has little eﬀect on the speedup for the
collision integral. The data in the table shows that with the CPU it takes less time to calculate the integral
than the transport equation which is accounted for by the algorithm eﬃciency, namely high accuracy at
small deviation from the equilibrium solution (as shown in formula (6) above), and for advantage of SSE2
optimization. It should be noted that the CPU version makes no use of dummy cells for boundary conditions
that produces additional code branching though it is not so critical as for GPU.
Performance on diﬀerent GPU was also compared. The tests were performed for the problem described
above with the coordinate grid of size 128 × 128 and N0 = 18. Table 2 presents summary data on the
number of cores and memory size for the abovementioned GPU and on the speedup achieved on the latter.
It is seen from the table that in case of GPU, performance improves with increasing number of processors,
and this is true both for the integral and the transport equation.
Speedup results may be compared with ones presented in the paper [10]. In that paper GPU implemen-
tation of the BGKW model equation was introduced and authors obtain comparable time(7 minutes for
4100 time steps) of solving the driven cavity problem in case of Vw = 0.01
√
2kT0/m and a two-dimensional
spatial grid with 160× 160 nodes.
4.3. Shock waves
The algorithm was also tested on a problem of shock wave (SW) propagation in a narrow channel that
demonstrates applicability of the algorithm to nonsteady and supersonic ﬂows. Figure 3(a) shows geometry
of a shock tube consisting of a wide driving section (section A) and a narrow test section (section B). At the
initial instant the pressure in the driving section is 10 times higher than in the test one, and temperatures
are equal in the both sections. Decay of the initial pressure discontinuity produces a shock wave that moves
inside the test section. The theoretical value of the SW Mach number calculated from Rankine-Hugoniot
relations based on the one-dimensional theory of decay of an arbitrary discontinuity is M = 1.55. This
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Figure 3: (a)SW problem geometry, (b) SW decelereation
Figure 4: Density and temperature ﬁelds at t = 50
problem is studied in detail in [19], through simulation of forward and backward SW on the MIPT-60
cluster.
In the work presented herein the computational domain was divided into two domains containing sections
A and B. Calculations for each domain were done separately, and at the boundary conditions preparation
step data from adjacent cells of the neighbouring domain were copied into dummy cells. This approach
allows scaling up solution of the problem to several GPU. In the calculation, the size of domain A was
160× 80, the size of domain B was 320× 40, coordinate increment h = 0.5λ and the velocity space had the
following parameters: N0 = 18, Vmax = 6.8
√
kT0/m, the integrating grid consisted of 2 ·105 Korobov points,
and the time step was τ = 0.0111τ0. The simulation was performed using the Lennard-Jones interaction
potential with parameters for argon at 300K. Figure 4 shows density and temperature ﬁelds at t = 50τ0,
after calculations for 4500 time steps. It took 94 minutes to calculate 4500 steps on GPU, while a similar
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calculation on the MIPT-60 cluster using 15 nodes (four 3.00GHz cores) took more than 7 hours. Thus the
calculations speeded up by about 74 times. Figure 3(b) presents the curve of deceleration of the SW velocity
(expressed as the Mach number) as the SW propagates along the channel.
5. Conclusion
The use of GPU allows achieving a signiﬁcant speedup in solution of rareﬁed gas dynamics problems
on the basis of the Boltzmann equation. In spite of obvious memory limitations, it is quite suﬃcient for
modelling most of the two-dimensional problems both for slow ﬂows and fast nonsteady ones. The method
of dividing the computational domain into rectangular domains described in the paper allows scaling up
the solver to a number of nodes containing GPU; in this case the ratio of the boundary region size to the
domain size (the memory size order of magnitude) will be small, so the costs for transferring boundary
conditions should be low. The signiﬁcant speedup in solution of the transport equation compared to the
collision integral allows the use of schemes with higher order of approximation without loss in performance.
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