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Pseudogap is a ubiquitous phenomenon in strongly correlated systems such as high-Tc supercon-
ductors, ultracold atoms and nuclear physics. While pairing fluctuations inducing the pseudogap are
known to be enhanced in low-dimensional systems, such effects have not been explored well in one
of the most fundamental 1D models, that is, Gaudin-Yang model. In this work, we show that the
pseudogap effect can be visible in the single-particle excitation in this system using a diagrammatic
approach. Fermionic single-particle spectra exhibit a unique crossover from the double-particle dis-
persion to pseudogap state with increasing the attractive interaction and the number density at finite
temperature. Surprisingly, our results of thermodynamic quantities in unpolarized and polarized
gases show an excellent agreement with the recent quantum Monte Carlo and complex Langevin
results, even in the region where the pseudogap appears.
PACS numbers: 03.75.Ss, 03.75.-b, 03.70.+k
A pseudogap phenomenon, which is the suppression
of the density of states (DOS) around a Fermi level,
has been a central issue in strongly-correlated quantum
many-body systems such as high-Tc superconductors [1–
5], ultracold atoms [6–14], and nuclear and quark mat-
ter [15–20]. While the origin of the pseudogap strongly
depends on the properties of each system, it is believed
that the pseudogap is induced by fluctuation effects dom-
inating nontrivial characters of the systems. Recently,
an ultracold atomic gas provides us an ideal platform to
study the pseudogap physics and associated fluctuation
effects in a systematic way [21–33], thanks to the real-
ization of the Bardeen-Cooper-Schrieffer (BCS) to Bose-
Einstein-Condensation (BEC) crossover [34–40].
Furthermore, the low-dimensionality tends to induce
strong fluctuations [41, 42]. It is a key point also for
properties of carbon nanotubes [43, 44], organic con-
ductors [45–47], as well as nuclear pasta in neutron
star crusts [48, 49]. In ultracold atom physics, two-
dimensional pseudogap effects have attracted much at-
tention [50–60] because these many-body effects are ex-
pected to be more visible than 3D systems. Along this di-
rection, the pseudogap in a one-dimensional cold atomic
system would be a fascinating topic.
While an attractively interacting two-component
Fermi gas in 1D, namely, Gaudin-Yang model is known
as a solvable model based on the thermodynamic Bethe
ansatz (TBA) [61], it does not mean that physical quan-
tities we are interested in can easily be obtained in an
exact way. Low-energy effective field theory descriptions
such as Tomonaga-Luttinger liquid (TLL) [62] have also
been employed frequently in 1D. While such approaches
also give exact results at zero temperature, it is not the
case at finite temperature where the Fermi step is soft-
ened. Indeed, precise results of this 1D fermionic system
at finite temperature was not obtained before a recent
state-of-the-art work of quantum Monte Carlo (QMC)
simulation done by Hoffman, et al. [63]. Afterwards,
various thermal properties of this system have been in-
vestigated within a lattice simulation [64–67]. How-
ever, no one shows how the pseudogap phenomena oc-
cur in this famous 1D model. Moreover, the possibility
of an inhomogeneous pairing state called Fulde-Ferrel-
Larkin-Ovchinikov (FFLO)-like state [68, 69] has also
been extensively investigated in a spin-imbalanced 1D
system [70–76] since the 1D FFLO-like state is expected
to be robust against fluctuations. To see this, a quantita-
tive analysis of fluctuation effects are really desired. It in-
volves interdisciplinary interests from other fields. In the
context of quantum chromodynamics (QCD), the FFLO-
like state of quark-antiquark pairs called chiral spiral is
anticipated at finite density [77–79].
In this work, we elucidate pairing fluctuation effects in
1D Gaudin-Yang Fermi gas at finite temperature within
the diagrammatic approach, which has successfully been
applied to higher-dimensional systems [6, 9, 11, 12, 14].
Our numerical results of the number density show an ex-
cellent agreement with the recent QMC results [63]. In
the polarized case, we show that our result also well re-
produces a complex Langevin (CL) simulation [80], which
is a promising candidate for overcoming a sign problem in
an imbalanced Fermi gas [81]. Furthermore, we show that
the single-particle excitation spectra exhibit the pseudo-
gapped structure due to pairing fluctuations in the region
where the validity is guaranteed by the comparison with
QMC results for the thermodynamic quantity.
We start from the attractive Gaudin-Yang model de-
scribed by the Hamiltonian
H =
∑
p,σ
ξp,σc
†
p,σcp,σ
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FIG. 1: Feynman diagrams for (a) Hartree Green’s function
GH (solid), (b) four-point vertex Γ, (c) the self-energy Σ, and
(d) the second-order connected diagrams taken into account in
our approach. The thin line denotes the bare Green’s function
G0.
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where ξp.σ = p
2/(2mσ) − µσ is the kinetic energy of a
fermion with momentum p, spin σ =↑, ↓ and mass mσ
measured from the chemical potential µσ. For simplic-
ity, we consider the mass-balanced case (m ≡ m↑ = m↓).
µσ is parametrized by the averaged one µ = (µ↑ + µ↓)/2
and a fictitious magnetic field h = (µ↑ − µ↓)/2. cp,σ
and c†p,σ are fermionic annihilation/creation operators,
respectively. The coupling constant g is related to a 1D
scattering length a as g = − 2
ma
. Following Ref. [63], we
measure the interaction strength through the dimension-
less parameter λ2 = mg2/T . Since the two-body bound
state with the binding energy Eb = 1/(ma
2) always ex-
ists in an attractive 1D system, λ2 = 4Eb/T characterizes
the ratio between Eb and T .
The important notice is that while in 2D and
3D systems the contact-type interaction becomes zero
such that a finite scattering length is reproduced [82],
it is not the case in this 1D system. Therefore,
the lowest-order diagram, that is, Hartree self-energy
ΣHσ is nonzero, in contrast to higher-dimensional sys-
tems. To retain it, as shown in Fig. 1 (a) we intro-
duce the single-particle Green’s function GHσ (p, iωn) =
G0σ(p, iωn)
[
1 + ΣHσG
H
σ (p, iωn)
]
with the Hartree shift
ΣHσ = gn−σ [ωn = (2n + 1)πT is the fermion Matsub-
ara frequency and −σ represents an opposite spin for
σ] where G0σ(p, iωn) = [iωn − ξp,σ]
−1 is a bare Green’s
function. A similar approximation has been employed
in nuclear physics with finite-range interactions [83–86].
On the basis of GHσ (p, iωn), we incorporate pairing fluc-
tuation effects described by the four-point vertex Γ dia-
grammatically shown in Fig. 1 (b), which reads
Γ(q, iνℓ) = −
g2Π(q, iνℓ)
1 + gΠ(q, iνℓ)
, (2)
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FIG. 2: Calculated number density n/n0 as function of µ/T
in an unpolarized system, where n0 is the non-interacting
counterpart. The thick and thin curves show the numerical
results of our diagrammatic approach and the Hartree-Fock
calculation with ΣHσ , respectively. The interaction parameter
λ is given by 1, 2, 2.5, and 3 from the bottom. The black
symbols represents 1D QMC results [63] of λ = 1 (square), 2
(inverted triangle), 2.5 (triangle), and 3 (circle).
where
Π(q, iνℓ) = T
∑
k,iωn
GH↑
(
k +
q
2
, iνℓ + iωn
)
×GH↓
(
−k +
q
2
,−iωn
)
, (3)
is the lowest-order particle-particle bubble with the bo-
son Matsubara frequency νℓ = 2ℓπT . The self-energy Σσ
for the fluctuation correction is given by
Σσ(p, iωn) = T
∑
q,iνℓ
Γ(q, iνℓ)G
H
−σ(q − p, iνℓ − iωn). (4)
We note that this approximation is equivalent to the so-
called T -matrix approach, except for the self-consistent
treatment of the Hartree shift. The T -matrix approach
successfully reproduces the exact results obtained by
TBA for 1D Fermi polaronic excitations realized in
spin-polarized limit [87]. In our approach, by taking
GH(p, iωn) with density mean-field Σ
H
σ as a building
block of fluctuation corrections, at least we take all pos-
sible connected diagrams into account up to the second-
order shown in Fig. 1 (d). Using the dressed Green’s func-
tion Gσ(p, iωn) = G
H
σ (p, iωn) [1 + Σσ(p, iωn)Gσ(p, iωn)],
we obtain the number density nσ for given T and µσ
as nσ = T
∑
p,iωn
Gσ(p, iωn). Moreover, we can ob-
tain the single-particle spectral function Aσ(p, ω) =
− 1
π
ImGσ(p, iωn → ω + iδ) and the density of states
(DOS) ρσ(ω) =
∑
pAσ(p, ω) from Gσ(p, iωn). In what
follows, we suppress σ in these quantities as n, A(p, ω),
and ρ(ω) unless otherwise specified.
Figure 2 shows the calculated number density n/n0
as a function of µ/T in an unpolarized gas, where n0
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FIG. 3: Calculated DOS ρ(ω) with h = 0 at (a1) λ = 2,
(b1) 2.5, and (c1) 3. The panels (a2), (b2), and (c2) show
the corresponding single-particle spectral functions A(p, ω) at
µ/T = 0.4. In right panels, the dashed and dotted curves
represent ξeffp,σ obtained from Eq. (5) with G and G
H, respec-
tively.
is the non-interacting counterpart. Our results given by
thick curves show an excellent agreement with 1D QMC
results from Ref. [63]. For comparison, we also plot
the Hartree-Fock results (thin curves) given by nH =
T
∑
p,iωn
GH(p, iωn). While all results coincides with
each other in the weak-coupling regime such as λ = 1, the
Hartree-Fock result deviates from the others due to the
lack of fluctuation effects. Our main results well repro-
duce the QMC results even in the strong-coupling regime
(λ ≥ 2) where Eb = λ
2T/4 ≥ T . While the result at
λ = 3 is close to the applicable limit of our approach as
we will mention later, still it shows a semi-quantitative
agreement with QMC. In this way, we can check the va-
lidity of our approach in these parameter regimes. We
note that these results are also consistent with TBA [88].
Figures 3 (a1), (b1), and (c1) show the calculated DOS
ρ(ω) at λ = 2, 2.5, and 3. One can see the dip structure
around ω = 0 (corresponding to the Fermi level) with
the double peaks in the wide parameter region. While
the higher-energy peak locates at ω = −µ in the low-
density regime (µ/T <∼ 0), the energy of lower one is
approximately given by ω = −Eb/2. This indicates the
existence of two-body bound molecules. With increasing
the density (in other words, µ/T or λ), one can find pro-
nounced gap structure even in the high-density regime
(µ/T >∼ 0). It is expected to originate from many-body
effects, namely, pairing fluctuations associated with the
Cooper instability.
While the dip structures in Fig. 3 are similar to
the pseudogap, we have to carefully distinguish the
fluctuation-induced pseudogap and the double peak due
to the two-body bound state. For this purpose, A(p, ω)
is useful. At an intermediate coupling (λ = 2) in Fig. 3
(a2) A(p, ω) is largely broadened around ω = 0. While
the obtained spectra is somewhat similar to those in the
Luther-Emery model at T = 0 [89, 90], the broaden-
ing and renormalization of the dispersion through the
self-energy corrections are significant even in the rela-
tively high-energy region (|ω| >∼ T ). The double-particle
(two quadratic) dispersions in Fig. 3 (a2) can be qual-
itatively understood from the coupling between dressed
atoms and thermally excited molecules at finite momenta
q, which is characterized by Γ(q, iνℓ) in Eq. (4). While
a similar spectrum can be found in the BEC regime in
higher dimensions [24, 55], such a strong intensity of the
double-particle dispersion is a remarkable feature of this
1D model. With increasing the interaction strength as
shown in Fig. 3 (b2), the two dispersions are separated,
and a hole-like contribution appears at positive energy.
The overall structure gradually changes into the pseudo-
gapped spectrum. At stronger coupling in Fig. 3 (c2),
since the low-energy pole in Γ(q, iνℓ) becomes close to
q = 0 and gives a strong particle-hole coupling, one can
clearly see the pseudogap accompanying with particle-
hole branches. Intuitively, this pseudogap structure can
be understood from the so-called static approximation
where Σpgσ (p, iωn) ≃ −∆
2
pgG
H
−σ(−p,−iωn) [12, 14]. Here,
∆2pg = −T
∑
q,iνℓ
Γ(q, iνℓ) is called the pseudogap param-
eter which characterizes its size in A(p, ω) as well as ρ(ω).
Indeed, this approximated self-energy induces the BCS-
like gapped DOS. These results indicate the crossover
from the superposition of atoms and diatomic pairs to the
pseudogap state with increasing the interaction at finite
temperature. The pseudogapped dispersion of fermions
yields that the elementary excitation is now replaced by
the bosonic two-particle excitations [91]. We note that
in this work we do not specify the crossover boundary
between the pseudogap regime and the bound molecular
regime since its definition involves ambiguity [11, 12, 14].
We also compare the dispersion ξeffp,σ obtained from the
imaginary-time Green’s function Gσ(p, τ) as
ξeffp,σ =
1
∆τ
ln
∣∣∣∣
Gσ(p, τ +∆τ)
Gσ(p, τ)
∣∣∣∣
τ→β
, (5)
where ∆τ is a small number and β = 1/T is the inverse
temperature. We take ∆τ = β/40, which is enough small
to extract ξeffp,σ. We note that a large τ limit (τ → β) is re-
quired to obtain the ground-state single-particle energy.
Such an extraction of the dispersion has frequently been
done to obtain hadronic spectra in lattice QCD simula-
tions [92]. Indeed, in the single-particle case in vacuum
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FIG. 4: The denominator of Γ(q, 0) given by 1 + gΠ(q, 0) at
βµ = 1. The inset shows the Lindhard function −gχ(q, 0) at
finite temperature.
with Gσ(p, τ) ∝ e
−
p2
2m
τ , one can obtain ξeffp,σ = p
2/(2m)
from Eq. (5). In the present case with strongly correlated
media, while at small momenta ξeffp,σ well reproduces the
peak in Aσ(p, ω) (see dashed curves in the right panels in
Fig. 3), it deviates from the peak at weaker coupling side
due to the broadening of spectra as well as level couplings
at high momenta. In such a high-energy regime where
interaction effects are irrelevant, the dispersion obtained
from GHσ (p, τ) agrees with the spectral peak. On the
other hand, in the deep inside of the pseudogap regime
such as Fig. 3 (c2), ξeffp,σ shows a good agreement with the
so-called back-bending curve in A(p, ω). We note that
this quantity can be measured in the lattice simulation
without analytic continuations. The medium corrections
on ξeffp,σ in many-body systems would be useful informa-
tion for the future investigation of finite-density lattice
QCD simulations.
We note that our diagrammatic approach has an ar-
tificial limitation in the strong-coupling regime. Fig. 5
shows the denominator of Γ(q, 0). While in 3D systems
the superfluid transition is identified by 1 + gΠ(0, 0) =
0, it should be positive due to the Mermin-Wagner-
Hohenberg theorem [93, 94] yielding no phase transition
in uniform 1D systems. On the other hand, we encounter
the zero-crossing of Γ(q, 0) around λ >∼ 3.1 due to the lack
of higher-fluctuation corrections. However, we emphasize
that our results show non-trivial spectral structures even
in the region where our approach is valid and the cal-
culated number density quantitatively agrees with the
QMC results.
In 1D systems, Peierls instability may also occur
through the density response function χ(q, iνℓ) given by
χ(q, iνℓ) = −
∑
k
f(ξHk−q,σ)− f(ξ
H
k,σ)
iνℓ + ξHk−q,σ − ξ
H
k,σ
. (6)
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FIG. 5: The polarization equation of state P = (n↑ −
n↓)/(n↑ + n↓) at (a) λ = 1 and (b) λ = 2. The calculated P
in our diagrammatic approach are plotted at h/T = 0.5, 1,
and 2 from the bottom to the top in each figure. The filled
symbols show the numerical results of the CL method [80].
It is nothing but the Lindhard function [95], which is
known to show the logarithmic divergence with respect
to T at q = 2kµ ≡ 2
√
2m(µ− ΣH) and νℓ = 0 in 1D.
χ(q, iνℓ) is involved in the second-order self-energy dia-
gram Σ2ndσ (p, iωn) in our approach as
Σ2ndσ (p, iωn) = g
2T
∑
q,iνℓ
χ(q, iνℓ)
×GHσ (p− q, iωn − iνℓ), (7)
which is topologically equivalent to the first diagram in
Fig. 1(d) with replacing G0 with GH. If χ(q, 0) has such
a divergence, one can also obtain the approximate self-
energy inducing the Peierls pseudogap ∆Pi. [41, 96] as
Σ2ndσ (p, iωn) ≃ −∆
2
Pi.G
H
σ (p ± 2kµ, iωn). The inset of
Fig. 4 shows the calculated −gχ(q, 0) at µ/T = 1. Al-
though −gχ(q, 0) exhibits a maximum around q = 2kµ,
it is still finite due to the finite temperature effect. Such
a softening of the anomaly in χ(q, 0) is one of the rea-
sons why our diagrammatic approach unexpectedly well
reproduces the QMC results at finite temperature. Even
in the analysis based on the random phase approxima-
tion for the density channel, since the Peierls instability is
identified by 1+gχ(q, 0) = 0, the region where we explore
in this work is safely far away from this instability. If
one incorporates higher-order density fluctuation effects
in more sophisticated approaches such as fluctuation-
exchange approximation [2], one may expect the com-
petition of two pseudogaps originating from Cooper and
Peierls instabilities even in this simple model, which is
left as interesting future work.
Finally, in Fig. 5 we have also plotted the polarization
5P = (n↑ − n↓)/(n↑ + n↓) in the presence of finite ficti-
tious magnetic field h/T . We compare our results with
the CL method [80] which is developed to avoid a possible
sign problem in polarized systems. We note that the CL
method also agrees with other methods such as lattice
simulation with an analytic continuation from the imag-
inary chemical potential [64, 67, 80]. Our results well
reproduce the CL results, indicating that our approach
enables us to evaluate fluctuation effects quantitatively
even in the presence of polarization. Thus one can ex-
pect possible future applications of our diagrammatic ap-
proach to other interesting problems such as fluctuation
effects on FFLO-like pairing states, transport in quantum
wires [97], and multi-polaronic excitations [98, 99].
In conclusion, we have investigated low-dimensional
fluctuation effects in an attractive Gaudin-Yang Fermi
gas at finite temperature within the diagrammatic ap-
proach. The calculated number densities and polariza-
tions in unpolarized and polarized gases shows an excel-
lent agreement with the recent QMC and CL results in
the wide ranges of an interaction parameter and chem-
ical potentials. These results indicate the reliability of
our approach in the region where we have explored in
this work. The single-particle spectral functions exhibit
the crossover from the superposition of dressed atomic
state and thermal dimers to the pseudogap state with in-
creasing the interaction strength and the number density.
Our analysis can be extended to the mass-imbalanced
mixtures and the trapped systems. It is also interesting
to address photo-emission spectra which can be experi-
mentally measured.
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