Abstract. We suggest a characteristic test for testing the multivariate normal distribution of the disturbances in the multivariate linear regression model(MLRM). The test is based on the goodness-of-fit test for uniformity on the surface of a unit sphere. The asymptotic null distribution of the transformed residuals from the MLRM is obtained. An algorithm is given to approximate the critical values of the test by Monte Carlo simulation. The test possesses symmetry and can be easily computed for arbitrary dimension of the disturbance vectors.
Introduction
A multivariate linear model describes the relationship between a response vector y and a vector x of covariables. Let 1 , , n y y  be n independent observation vectors in 
where the prime ' " "denotes transpose, the design vectors U Ω , the power simulation has shown that the test has good power [2] . Su and Yang(2011) extended the test in [3] , we presented a test for uniformity distribution on the surface of a unit sphere based on generalized inverse, the test possesses symmetry and has nice properties [3] . Hence, the test can increase the test power. × identity matrix. The paper is organized as follows. In Section 2, we introduce the multivariate linear regression model and some lemmas. In Section 3, the characterization-based test for multivariate normal disturbances is proposed. The asymptotic null distribution of the transformed residuals is obtained. In Section 4, the algorithm to estimate the critical values is given. Some discussions and further applications are given in Section 5.
The multivariate linear model and some lemmas
Then the multivariate linear model (1)- (2) takes the form
where Y and ε are n m × random matrices, X is a known n p × matrix, and β is an unknown p m × matrix. Here, the sign ⊗ denotes the kronecker product of matrices.
The statement that the random matrix (0, ) 
Letβ be the maximum likelihood estimate of β , i.e.,
where D is a positive definite matrix. Then (a). βˆandΣ are independent. Moreover, ˆ, , ,
where P → denotes convergence in probability as n → ∞ .
.
Moreover, the ith row of ε , denoted as ˆi ε , has anm variate normal distribution, i.e., ˆ~(0, (1 ) ),
where ii h indicates the ith element of X P in (7). = / (n p).
where i ε is defined in (4) . Then the distribution of W does not depend on Σ . where ⋅ denotes the Euclidean norm.
Definition1
Remark1 The covariance matrix Remark2 Lemma6 indicates that the expectation moment of inertia of (m) U about arbitrary direction is the same if (m) U is uniformly distributed on m Ω .
Then (a). The covariance matrix of
1,
(c). 
Goodness of fit test for the multivariate normal distribution of disturbances
Let Σ andΣ be defined in (6) and (8), respectively. Let the Cholesky decomposition of Σ andΣ be 
(m) ' 1 ( , , ) , 1, ,
The i z are known as the scaled residuals(or spherized data), (7) and (8),
Thus, we have by (11) , the asymptotic distribution ofˆi ε is (0, ), N Σ which we write as ˆ~(0, ),
where i ε is defined in (4). Since 
