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Abstract
We consider the annealed asymptotics for the survival probability of Brownian motion among randomly
distributed traps. The configuration of the traps is given by independent displacements of the lattice points.
We determine the long time asymptotics of the logarithm of the survival probability up to a multiplicative
constant. As applications, we show the Lifshitz tail effect of the density of states of the associated random
Schrödinger operator and derive a quantitative estimate for the strength of intermittency in the parabolic
Anderson problem.
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1. Introduction
We consider the annealed asymptotics for the survival probability of Brownian motion among
randomly distributed traps. This problem for the Poissonian configuration of traps was firstly
investigated by Donsker and Varadhan [3] and later by Sznitman [18] with generalizations on the
shape of each trap, the diffusion coefficient, and the underlying space. Sznitman also generalized
the configuration to some Gibbsian point processes in [20].
In this article, we discuss another model where the traps are attached around a randomly
perturbed lattice. Namely, our process is the killed Brownian motion whose generator is
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∑
q∈Zd
W( · − q − ξq), (1.1)
where (ξq)q∈Zd is a collection of i.i.d. random vectors and W is a nonnegative function whose
support is compact and has nonempty interior. We allow W to take the value ∞, which means
imposing the Dirichlet boundary condition on {W = ∞}. If W ≡ ∞ on its support, the traps are
said to be hard. The random potential in (1.1) is a model of the “Frenkel disorder” in solid state
physics and is called the “random displacement model” in the theory of random Schrödinger
operator. For such models with bounded displacements, there are some results concerning the
spectral properties of the generator. Kirsch and Martinelli [10] discussed the existence of band
gaps and Klopp [11] proved the spectral localization in a semi-classical limit. More recently,
Baker, Loss and Stolz [1] studied which configuration minimizes the bottom of the spectrum
of (1.1). On the other hand, there are few results when the displacements are unbounded, which
is the object of this article. It seems important to allow unbounded displacements from the phys-
ical viewpoint. For example, it is natural to take the Gaussian distribution for the displacements
to model the defects caused by self-diffusion. In the future paper [5], we will extend the investi-
gation to non-compactly supported potentials and negative potentials. We will also discuss in [5]
the one-dimensional result which is not discussed in the present article.
There are at least three important aspects of the survival probability. The first is as the partition
function for the Brownian motion conditioned to survive. Actually, some detailed studies on the
surviving Brownian motion were developed after [18]. See e.g. [19] and [14] for path localization
results. The second is as the Laplace transform of the density of states. It is well known that one
can derive the asymptotic behavior of the density of states near the bottom of the spectrum
from the survival asymptotics using an exponential Tauberian theorem. See e.g. [4,13,18] for
this way of studies on the density of states. The last is as the solution of the parabolic Anderson
problem. The quenched survival probability of the Brownian motion is expressed by a Feynman–
Kac functional. From the expression, we can identify it with the solution of the heat equation
associated with Hξ . Therefore, the annealed asymptotics of the survival probability gives the
moment asymptotics of the solution.
Now we describe the settings precisely. Let ((ξq)q∈Zd ,Pθ ) (θ > 0) be Rd -valued i.i.d. random
variables with the distribution
Pθ (ξq ∈ dx) = N(d, θ) exp
{−|x|θ}dx, (1.2)
where N(d, θ) is the normalizing constant. Although our proof needs such an assumption only
on the tail, we assume ξq to have the exact density (1.2) for simplicity. The parameter θ controls
the strength of the disorder: large θ implies weak disorder and small θ implies the converse.
Given random vectors, we define the perturbed lattice by ξ =∑q∈Zd δq+ξq and let V (·, ξ) be the
random potential in (1.1). We denote by Ξ the sample space of ξ , the space of simple pure point
measures on Rd . We use the notation ((Bt )t0,Px) for the standard Brownian motion which
is independent of ξ . The entrance time to a closed set F and the exit time from an open set U
are denoted by HF and TU , respectively. Then the survival probability, our main object of this
article, is described as follows:
St = Eθ ⊗E0
[
exp
{
−
t∫
V (Bs, ξ) ds
}]
.0
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formly in the space. However, the decay rate should be slower than the periodic case since large
trap free regions caused by the disorder help the Brownian survival.
We make a remark on the starting point of the Brownian motion before stating the results.
Since our trap field is not Rd -translation invariant but Zd -shift invariant, the asymptotics of the
survival probability may depend on the starting point. However, it will be clear from the proof
that all the results stated in this article do not depend on the starting point. For this reason, we
only consider the Brownian motion starting from the origin.
We discuss the long time asymptotics of logSt , instead of St itself, in this article. We introduce
some notations for asymptotic behaviors to state the results.
Definition 1. Let f and g are real-valued functions of a real variable and ∗ = 0 or ∞. Then
f (x)  g(x) as x → ∗
means that there exists a constant C > 0 such that
C−1g(x) f (x) Cg(x) (1.3)
when x is sufficiently close to ∗. Similarly,
f (x) ∼ g(x) as x → ∗ (1.4)
means that limx→∗ f (x)/g(x) = 1.
We are now ready to state our main result.
Theorem 1.1. For any θ > 0, we have
logSt 
{
−t 2+θ4+θ (log t)− θ4+θ (d = 2),
−t d
2+2θ
d2+2d+2θ (d  3),
as t → ∞.
Our result says that the survival probability decays faster than in the Poissonian case where
logSt ∼ −ctd/(d+2) (cf. [3]). This implicitly implies that the perturbed lattice is more ordered
than the Poisson point process. Furthermore, we have the following simple but interesting obser-
vations.
Remark 1.2 (Weak and strong disorder limits). Concerning the power of t in Theorem 1.1, we
have the following:
(i) As θ ↗ ∞, the power d2+2θ
d2+2d+2θ ↗ 1, which is the same as for the periodic traps.
(ii) As θ ↘ 0, the power d2+2θ
d2+2d+2θ ↘ dd+2 , which is the same as for the Poissonian traps.
On the other hand, a logarithmic correction remains in the case d = 2 and θ ↑ ∞, which we do
not have for the periodic traps.
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tal and a completely disordered medium. We will also show the similar results concerning the
convergence of point processes in Appendix A.
Remark 1.3. The perturbed lattice has another interesting aspect in the two-dimensional case.
Let ZC be the flat chaotic analytic zero points (CAZP), that is, the zero points of the Gaussian
entire function fC(z) =∑∞n=0 anzn/√n! where (an)∞n=0 is a collection of i.i.d. standard complex
Gaussian variables. Sodin and Tsirelson [17] proved that there exists a collection of random
variables (ζq)q∈Z2 such that
∑
q∈Z2 δ√πq+ζq has the same distribution as ZC. Though (ζq)q∈Z2
is not an independent family, it is invariant under lattice shifts and the distribution of each ζq
has a Gaussian upper bound for the tail. Therefore, our model with the parameter θ = 2 can be
regarded as a toy model for the flat CAZP. Indeed, Sodin and Tsirelson called our model “the
second toy model” in [17].
Let us briefly explain the construction of the article. We prove Theorem 1.1 in Section 2. Our
strategy to prove the survival asymptotics is based on the idea in [18,21] rather than the one
in [3]. The first step is a reduction to a certain variational problem. In this step, we use a coarse
graining method which is a slightly altered version of Sznitman’s “method of enlargement of
obstacles”. The second step is the analysis of the variational problem. However, we reverse the
order and analyze the variational problem first since it gives the correct scale which we need
in the coarse graining. In Section 3, we give two applications of the survival asymptotics. The
first is the Lifshitz tail effect on the density of states of Hξ , which says that the spectrum of Hξ
is exponentially thin around the bottom (cf. [12]). The second is a quantitative estimate for the
strength of intermittency for the solution of the parabolic Anderson problem associated with Hξ .
2. Proof of the survival asymptotics
2.1. Rough procedure
We explain the rough procedure of the proof in this section. First of all, we slightly modify
the random potential as follows:
V (x, ξ) =
∑
q∈Zd
h · 1{ξ(C(	q,	))1}1C(	q,L)(x)+ ∞ · 1T c (x), (2.1)
where C(y, l) = y + [−l/2, l/2]d and T = (−t/2, t/2)d . This new potential bounds the original
one from both above and below in T by taking small 	 and varying h ∈ (0,∞] and L> 0. More-
over, the restriction on T does not affect the results since P0(TT  t) decays exponentially in t .
Therefore it is sufficient to prove the survival asymptotics for the modified potential (2.1). Here-
after we take 	,h,L = 1 so that V (x, ξ) = 1suppV (·,ξ)(x) almost everywhere in T , for simplicity.
We start with the following obvious lower and upper bounds.
Lower bound: Let S be the set of possible shapes of suppV (·, ξ)ξ∈Ξ . Then,
St  sup
U∈S
Pθ
(
ξ
(
Uc
)= 0)E0
[
exp
{
−
t∫
1U(Bs) ds
}
; TT > t
]
.0
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St 
∑
U∈S
Pθ
(
ξ
(
Uc
)= 0)E0
[
exp
{
−
t∫
0
1U(Bs) ds
}]
 #S sup
U∈S
Pθ
(
ξ
(
Uc
)= 0)E0
[
exp
{
−
t∫
0
1U(Bs) ds
}
; TT > t
]
.
Here we have #S < ∞ thanks to above modification and therefore the upper bound makes
sense. However, there still remains a problem since we have too many configurations: #S ∼ 2td .
We shall remedy this situation by reducing #S to the small order using a coarse graining method.
Once #S is shown to be negligible, the proof of the survival asymptotics is reduced to the analysis
of the variational problem
sup
U∈S
Pθ
(
ξ
(
Uc
)= 0)E0
[
exp
{
−
t∫
0
1U(Bs) ds
}
; TT > t
]
. (2.2)
As we announced in the introduction, we shall analyze this variational problem in Section 2.2
and give the coarse graining scheme in Section 2.3. Finally, we shall patch them together in
Section 2.4 to complete the proof.
Remark 2.1. For logSt with the above modified potential, we can derive a finer asymptotics
than Theorem 1.1. We shall state this in Section 2.4 (Theorem 2.9) since it requires the notation
defined in the proof.
2.2. Analysis of the variational problem
In this section, we analyze the variational problem (2.2) and find the correct scale. Firstly, it
is well known that the Brownian expectation part is controlled by the principal eigenvalue λ1(U)
of the Dirichlet–Schrödinger operator −1/2+ 1U in T :
logE0
[
exp
{
−
t∫
0
1U(Bs) ds
}
; TT > t
]
∼ −λ1(U)t as t → ∞,
for fixed U . Let us assume for the moment that this relation holds uniformly in U ∈ S . We
will give a rigorous argument in Section 2.4. On the other hand, we use the following lemma to
control the emptiness probability, that is, the probability of the perturbed lattice putting no point
in a region.
Lemma 2.2. If {Uv}v>0 ⊂ S satisfies
∫
Ucv
d(q, ∂Uv)θ dx/|Ucv | → ∞ as v → ∞, then we have
logPθ
(
ξ
(
Ucv
)= 0)∼ −∫
Ucv
d(x, ∂Uv)θ dx as v → ∞, (2.3)
where d(·,·) denotes the Euclidean distance.
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For the upper bound, we consider the probability of a necessary condition:
Pθ
(|ξq | > d(q, ∂U) for all q ∈ Uc ∩ Zd)
=
∏
q∈Uc∩Zd
∫
|x|>d(q,∂U)
N(d, θ) exp
{−|x|θ}dx
=
∏
q∈Uc∩Zd
σd
∞∫
d(q,∂U)
N(d, θ)rd−1 exp
{−rθ}dr

∏
q∈Uc∩Zd
M1(	)
∞∫
d(q,∂U)
(1 − 	)θrθ−1 exp{−(1 − 	)rθ}dr
= M1(	)#Uc∩Zd exp
{
−(1 − 	)
∑
q∈Uc∩Zd
d(q, ∂U)θ
}
. (2.4)
Here σd is the surface area of the unit sphere in Rd and
M1(	) = N(d, θ)σd
(1 − 	)θ supr>1/2 r
d−θ exp
{−	rθ}< ∞.
We can replace the sum in the last line of (2.4) by the integral by making M1(	) larger since
sup
U∈S, q∈Uc∩Zd
{ ∫
C(q,1)
d(x, ∂U)θ dx − d(q, ∂U)θ
}
< ∞.
Therefore we obtain
Pθ
(
ξ
(
Uc
)= 0)M1(	)|Uc | exp
{
−(1 − 	)
∫
Uc
d(x, ∂U)θ dx
}
for arbitrary 	 > 0 and the upper bound follows.
For the lower bound, we consider a sufficient condition:
Pθ
(
ξ
(
Uc
)= 0) ∏
q∈Uc∩Zd
Pθ
(
q + ξq ∈ a nearest C(q ′,1) ⊂ Uc
)
×
∏
q∈Zd∩U ;d(q,∂U)M2
Pθ
(
q + ξq ∈ C(q,1)
)
×
∏
q∈Zd∩U ;d(q,∂U)>M2
Pθ
(
q + ξq /∈ Uc
)
. (2.5)
The first factor of the right-hand side is bounded below by
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|Uc| exp
{
−
∑
q∈Uc∩Zd
d(q, ∂U)θ
}
 exp
{
−
∫
Uc
d(x, ∂U)θ dx − ∣∣Uc∣∣ · ∣∣log c0(d, θ)∣∣
}
(2.6)
for some constant c0(d, θ) > 0. For instance, it suffices to take c0(d, θ) as
(
N(d, θ)∧ 1) inf{exp{d(x1, y1)θ − d(x2, y2)θ};
q, q ′ ∈ Zd , x1, x2 ∈ C(q,1), y1, y2 ∈ C(q ′,1)
}
.
Next, the second factor is bounded below by
Pθ
(
q + ξq ∈ C(q,1)
)(3M2)d |Uc|, (2.7)
since we have #{q ∈ Zd ∩ U ; d(q, ∂U)M2} (3M2)d |Uc| by considering the M2-neighbor-
hood of each unit cube contained in Uc. Before proceeding the estimate for the third factor, we
recall that we have shown in (2.4) that
Pθ
(
q + ξq ∈ Uc
)
M1(	) exp
{−(1 − 	)d(q, ∂U)θ}
for any 	 > 0 and q ∈ U . Now, if we pick some 	0 ∈ (0,1) (e.g. 	0 = 1/2) and take M2 so large
that
M1(	0) exp
{−(1 − 	0)(M2 − 1)θ}< 1,
then the third factor is bounded below by
∏
nM2
∏
q∈Zd ;n−1d(q,∂U)<n
(
1 −M1(	0) exp
{−(1 − 	0)(n− 1)θ})

∏
nM2
(
1 −M1(	0) exp
{−(1 − 	0)(n− 1)θ})(2n+1)d |Uc|

( ∏
nM2
(
1 −M1(	)(2n+ 1)d exp
{−(1 − 	0)(n− 1)θ})
)|Uc|
, (2.8)
where we have used #{q ∈ Zd ; n − 1  d(q, ∂U) < n}  (2n + 1)d |Uc| in the second line and
the elementary inequality (1 − x)m  1 − mx (x ∈ [0,1], m ∈ N) in the last line. Note that the
infinite product in the third line is convergent.
Combining (2.5)–(2.8), we obtain
Pθ
(
ξ
(
Uc
)= 0) exp{−∫
Uc
d(x, ∂U)θ dx − c′0(d, θ)
∣∣Uc∣∣},
which shows the lower bound. 
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Proposition 2.11 that the family of sets which are relevant in our analysis satisfies the assumption
of Lemma 2.2. If we assume that
logPθ
(
ξ
(
Uc
)= 0)= −∫
Uc
d(x, ∂U)θ dx (2.9)
holds together with (2.2) for all U ∈ S , we can rewrite our variational problem as
log sup
U∈S
Pθ
(
ξ
(
Uc
)= 0)E0
[
exp
{
−
t∫
0
1U(Bs) ds
}
; TT > t
]
∼ − inf
U∈S
{
λ1(U)t +
∫
Uc
d(x, ∂U)θ dx
}
. (2.10)
It is easy to see that the infimum of (2.10) is attained when Uc is large for large t . Thus, it is
convenient to introduce a scaling U = rUr by a factor r > 0. Under this scaling, the right-hand
side of (2.10) takes the form
− inf
Ur∈Sr
{
λr1(Ur)tr
−2 + rd+θ
∫
Ucr
d(x, ∂Ur)θ dx
}
= −tr−2 inf
Ur∈Sr
{
λr1(Ur)+
rd+θ
tr−2
∫
Ucr
d(x, ∂Ur)θ dx
}
. (2.11)
Here Sr = {r−1U ; U ∈ S} and λr1(Ur) is the principal eigenvalue of the scaled Dirichlet–
Schrödinger operator −1/2+ r21Ur in Tr = r−1T .
Let us summarize the status. We have shown that
logSt ∼ −tr−2 inf
Ur∈Sr
{
λr1(Ur)+
rd+θ
tr−2
∫
Ucr
d(x, ∂Ur)θ dx
}
(2.12)
for any r > 0 under the three assumptions: the first is on the coarse graining step (#S is neg-
ligible) and the second and third are that (2.2) and (2.3) respectively hold for U ∈ S in some
uniform manners. The first one will be verified in Section 2.3 and the second and third ones in
Section 2.4.
Now, if we can find a scale r = r(t) for which the infimum in (2.12) stays bounded both
above and below by positive constants as t → ∞, then tr−2 gives the asymptotic order of logSt .
It might seem natural to take r = t1/(d+θ+2), to satisfy rd+θ /tr−2 = 1, at the first sight. However,
this scale gives a wrong magnitude t (d+θ)/(d+θ+2). The key to finding the correct scale is that we
can easily decrease the value of the integral
∫
Ucr
d(x, ∂Ur)θ dx. For instance, consider a domain
with many tiny holes
Ucr = (−n,n)d \
⋃
d
C
(
δ(r)q, r−1
) (2.13)
q∈Z
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Ucr
d(x, ∂Ur)θ dx  δ(r)θ ,
which goes to 0 as r → ∞. Although such holes generally increase the principal eigenvalue
λr1(Ur), it is known that we can take δ(r) small to some extent while keeping the control
of λr1(Ur). Indeed, Rauch and Taylor [15] proved that for this specific example with the hard
traps (i.e. h = ∞),
δc(r) =
{
(log r)− 12 (d = 2),
r− d−2d (d  3),
(2.14)
are the critical intervals in the following sense:
(i) If limr→∞ δ(r)/δc(r) = 0, then limr→∞ λ1(Ur) = ∞.
(ii) If limr→∞ δ(r)/δc(r) = ∞, then limr→∞ λ1(Ur) = λ1(([−n,n]d)c).
Therefore, we have to take the scale r at least so large as to satisfy rd+θ /tr−2 = δc(r)−θ . Oth-
erwise, we find that the infimum in (2.12) goes to zero as r → ∞, by considering the domain
(2.13) with a large n and an appropriate δ(r). The next proposition, a generalization of the above
criticality, shows that the infimum is actually bounded below for this choice of the scale.
Proposition 2.3. There exists a function M2(	) → ∞ (	 → 0) such that if Ur ⊂ Sr satisfies
#
{
q ∈ Ucr ∩
1
r
Z
d; d(q, ∂Ur) 	δc(r)
}
< 	rd, (2.15)
then λr1(Ur) >M2(	). In particular, we have
inf
r1,Ur∈Sr
{
λr1(Ur)+ δc(r)−θ
∫
Ucr
d(x, ∂Ur)θ dx
}
> 0.
Proof. We first recall that the principal eigenvalue can be expressed by the Dirichlet form
λr1(Ur) =
∫
Tr
1
2
|∇ψr |2(x)+ r21Ur (x)ψ2r (x) dx (2.16)
using the associated L2-normalized eigenfunction ψr . Our basic strategy is estimating the right-
hand side by patching local estimates. For the local estimates, we use the following lemma.
Lemma 2.4. There exists c1(d) > 0 such that for any i ∈ Zd , C(y, 1r ) ⊂ C(	δc(r)i,2	δc(r)),
	 > 0, and φ ∈ W 1,2(C(	δc(r)i,2	δc(r))), we have
1
‖φ‖22
∫ 1
2
|∇φ|2(x)+ r21
C(y, 1
r
)
(x)φ2(x) dx  c1(d)	−d . (2.17)C(	δc(r)i,2	δc(r))
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by
(
	δc(r)
)−2 inf
φ∈W 1,2(C(i,2))
1
‖φ‖22
∫
C(i,2)
1
2
|∇φ|2(x)+ (r	δc(r))21C(y, 1
r	δc(r)
)
(x)φ2(x) dx.
Note that the infimum appearing in the above expression is the Neumann principal eigenvalue of
the associated operator. The asymptotic behavior of the eigenvalue of this kind of operator has
been studied thoroughly by Ben-Ari [2] (we also refer the reader to Taylor’s earlier work [22] for
the case d  3). Our situation can be found in Theorem 1.3 of [2], which tells us
inf
φ∈W 1,2(C(i,2))
1
‖φ‖22
∫
C(i,2)
1
2
|∇φ|2(x)+ (r	δc(r))21C(y, 1
r	δc(r)
)
(x)φ2(x) dx
∼
{
c(2)(log(r	δc(r)))−1 (d = 2),
c(d)(r	δc(r))
2−d (d  3).
Recalling the definition of δc(r), (2.17) follows immediately. 
Now we show how to patch the local estimates. Let 	 > 0 be small and I(r) be the collec-
tion of i ∈ Zd for which C(	δc(r)i, 	δc(r)) intersects both Ur and Ucr . Then, for large r , each
C(	δc(r)i,2	δc(r)) (i ∈ I(r)) contains at least one 1/r-box ⊂ Ur . Therefore for all i ∈ I(r), we
have ∫
C(	δc(r)i,2	δc(r))
1
2 |∇ψr |2(x)+ r21Ur (x)ψ2r (x) dx∫
C(	δc(r)i,2	δc(r)) ψ
2
r (x) dx
 c1(d)	−d (2.18)
by using Lemma 2.4 with φ = ψr |C(	δc(r)i,2	δc(r)). Moreover, since there exists m(d) ∈ N such
that every x ∈ Rd is contained in at most m(d) different C(	δc(r)i,2	δc(r))’s, we find∫
T
1
2
|∇ψr |2(x)+ r21Ur (x)ψ2r (x) dx
m(d)−1
∑
i∈I(r)
∫
C(	δc(r)i,2	δc(r))
1
2
|∇ψr |2(x)+ r21Ur (x)ψ2r (x) dx. (2.19)
On the other hand, it is easy to see that
⋃
q∈Ucr ∩ 1r Zd ;d(q,∂Ur )<	δc(r)
C
(
q,
1
r
)
⊂
⋃
i∈I(r)
C
(
	δc(r)i,2	δc(r)
)
for large r . From this and the assumption (2.15), it follows∣∣∣∣Tr \ ⋃ C(	δc(r)i,2	δc(r))
∣∣∣∣ 	i∈I(r)
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1 = ‖ψr‖22 
∑
i∈I(r)
∫
C(	δc(r)i,2	δc(r))
ψ2r (x) dx + ‖ψr‖2∞	. (2.20)
We consider the case ‖ψr‖∞  	−1/4 first. In this case, we have
λr1(Ur)
m(d)−1c1(d)	−d
∑
i∈I(r)
∫
C(	δc(r)i,2	δc(r)) ψ
2
r (x) dx∑
i∈I(r)
∫
C(	δc(r)i,2	δc(r)) ψ
2
r (x) dx + 	1/2
by substituting (2.19) and (2.20) into (2.16) and using (2.18). The right-hand side is greater than
(2m(d))−1c1(d)	−d when 	  1/4. Next, we consider the case ‖ψr‖∞ > 	−1/4. This case is
easier since we know the following L∞-bound for the L2-normalized eigenfunction (see e.g.
(3.1.55) of [21])
‖ψr‖∞  c2(d)λr1(Ur)d/4,
which gives λr1(Ur) c2(d)−4/d	−1/d . Combining the estimates in the two cases, we obtain
λr1(Ur)
((
2m(d)
)−1
c1(d)	
−d)∧ (c2(d)−4/d	−1/d)
and the former part of the proposition is proven.
From the former part, we find
δc(r)
−θ
∫
Ucr
d(x, ∂Ur)θ dx → 0 as r → ∞
⇒ λr1(Ur) → ∞ as r → ∞ (2.21)
and the latter part follows immediately. 
This proposition tells us that the correct scale r should be
r =
{
t
1
4+θ (log t)
θ
8+2θ (d = 2),
t
d
d2+2d+2θ (d  3),
(2.22)
so that rd+θ /tr−2 ∼ δc(r)−θ as t → ∞ and thus (2.12) becomes
logSt ∼ −tr−2 inf
Ur∈Sr
{
λr1(Ur)+ δc(r)−θ
∫
Ucr
d(x, ∂Ur)θ dx
}
. (2.23)
For these scales, tr−2 actually gives the correct magnitudes
tr−2 =
{
t
2+θ
4+θ (log t)−
θ
4+θ (d = 2),
t
d2+2θ
d2+2d+2θ (d  3).
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above. It is possible to prove it here by considering the domain (2.13) with n = 1 and δ(r) = δc(r)
but we postpone the discussion to Appendix B since we will have a slightly different variational
problem after the coarse graining.
2.3. Coarse graining
In this section, we give the coarse graining scheme which reduces the combinatorial com-
plexity of configurations by replacing dense traps by a large box-shaped hard traps. Throughout
this section, we are dealing with the scaled traps with the correct scale r in (2.22). The scaled
configuration of points
∑
q δr−1(q+ξq ) is denoted by ξ
r
.
We take a positive number η ∈ (0,1) so small as to satisfy
η2 +
(
d − 2
2
+ θ
d
)
η <
θ
d
∧ 1
2
(2.24)
and let
γ = d − 2
d
+ 2η
d
< 1.
We further introduce some notations concerning a dyadic decomposition of Rd . Let Ik be the
collection of indices of the form
iı = (i0, i1, . . . , ik) ∈ Zd ×
({0,1}d)k.
We associate to the above index iı a box:
Ciı = qiı + 2−k[0,1]d where qiı = i0 + 2−1i1 + · · · + 2−kik.
For iı ∈ Ik and k′  k, we define the truncation
[iı]k′ = (i0, i1, . . . , ik′).
The notation iı  iı′ means that iı is a truncation of iı′. Finally, we introduce
nβ(r) =
[
β
log r
log 2
]
for β > 0 so that 2−nβ−1 < r−β  2−nβ .
Now we give the precise definition of the “dense traps” in the first paragraph.
Definition 2. We call Cq (q ∈ Zd ) a density box if all Ciı ’s (iı ∈ Inηγ , q  iı) satisfy the following:
for at least half of iı′  iı (iı′ ∈ Inγ ),
qiı′ + 2−nγ −1[0,1]d contains a point of ξ r . (2.25)
The union of all density boxes is denoted by Dr (ξ).
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of this choice will be clear in the proof of Proposition 2.7 (see (2.30)).
In [21], Sznitman defined density boxes in a different way and proved that they can be replaced
by hard traps. We shall prove that our density set is a subset of Sznitman’s one to use the result
in [21]. We start by recalling Sznitman’s definition of the density set and a result on the principal
eigenvalue. For iı ∈ Ik , the skeleton of the traps is defined by
Kiı = 2k
( ⋃
x∈Ciı∩ supp ξr
B(x,
√
d/r)
)
.
Sznitman defined the density box as follows:
Definition 3. (See [21, pp. 150–152].) Ciı (iı ∈ Inγ ) is called a density box if the quantitative
Wiener criterion: ∑
1knγ
cap(K[iı]k ) δnγ (2.26)
holds for some δ > 0. Here cap(·) denotes the capacity relative to 1 − /2 when d = 2 and
−/2 when d  3. The union of all density boxes is denoted by Dr (ξ).
The next theorem enables us to replace the density boxes by hard traps without inducing a
substantial upward shift of the principal eigenvalue.
Spectral control. (See [21, Theorem 4.2.3].) There exists ρ > 0 such that for all M > 0 and
sufficiently large r ,
sup
ξ∈Ξ
(
λr1
(
r−1 suppV (·, ξ),Rr (ξ)
)∧M − λr1(r−1 suppV (·, ξ))∧M) r−ρ, (2.27)
where Rr (ξ) = Tr \ Dr (ξ) and λr1(U,R) denotes the principal eigenvalue of Dirichlet–
Schrödinger operator −1/2+ r2 · 1U in R.
As is announced before, we show the next proposition to apply this theorem to our density
set.
Proposition 2.7. Dr (ξ) ⊂ Dr (ξ). Accordingly, Rr (ξ) def= Tr \ Dr (ξ) ⊃ Rr (ξ).
Proof. Let Cq be a density box. We check the quantitative Wiener criterion (2.26) for all iı  q
(iı ∈ Inγ ) by showing
cap(K[iı]k ) c3(d) for all k  nηγ . (2.28)
To get the lower bound for the capacity, we use the following variational characterization:
cap(K) = sup
{(∫ ∫
g(x, y)ν(dx)ν(dy)
)−1
; ν ∈ M1(K)
}
,
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function corresponding to 1 − /2 when d = 2 and to −/2 when d  3. By this expression,
the proof of (2.28) is reduced to finding a νk ∈ M1(K[iı]k ) which satisfies∫ ∫
g(x, y)νk(dx)νk(dy) c3(d)−1 (2.29)
for each k  nηγ .
Now, note that (2.25) remains valid for [iı]k instead of iı ∈ Inηγ as long as k  nηγ . Therefore
for such k, we can find a collection of points{
xm ∈ qiım + 2−nγ −1[0,1]d ; iım ∈ Inγ are distinct
}
1mn ⊂ supp ξ r
whose cardinality n 2d(nγ −k)−1. We denote by em and capm respectively the equilibrium mea-
sure and the capacity of 2kB(xm,
√
d/r) and let
νk =
∑n
m=1 em∑n
m=1 capm
∈ M1(K[iı]k ).
Let us show that this νk satisfies (2.29). We use the fact
∫∫
g(x, y)em(dx)em(dy) = capm to
obtain∫ ∫
g(x, y)νk(dx)νk(dy)
=
(
n∑
m=1
capm
)−2( n∑
m=1
∫ ∫
g(x, y)em(dx)em(dy)+
∑
l =m
∫ ∫
g(x, y)el(dx)em(dy)
)

(
n∑
m=1
capm
)−1
+ const(d)
∫ ∫
(0,1)d×(0,1)d
g(x, y) dx dy. (2.30)
In the second inequality, we have implicitly used the fact that d(supp el, supp em) 2−nγ −2 for
sufficiently large r , which is due to our definition of the density set, to replace the sum
∑
l =m
by the integral. Since the last integral in (2.30) is a constant depending only on d , it suffices for
(2.29) to show that ∑nm=1 capm → ∞ (r → ∞). If we recall that capm is just the capacity of a
ball with radius 2k
√
d/r , we find
n∑
m=1
capm 
{
c4(d = 2)(log(2−kr))−12d(nγ −k)−1 (d = 2),
c4(d)(2k/r)d−22d(nγ −k)−1 (d  3).
When d  3 and 1 k  nηγ , the right-hand side is larger than
c4(d)r
2−d2dnγ −2k−1  c4(d)r2−d+dγ−2ηγ /8
= c4(d)r2η(1−γ )/8
→ ∞ (r → ∞),
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d = 2 can be treated by the same way and the proof of Proposition 2.7 is completed. 
Now we turn on to the estimate for the number of non-density boxes in Tr . It is clear from the
definition that the number should be very small. However, we need a quantitative estimate for
the coarse graining to go well. We pick a positive parameter
χ ∈
(
2η2 +
(
d − 2 + 2θ
d
)
η,
2θ
d
∧ 1
)
(2.31)
so that
d(1 − ηγ )+ (1 − γ )θ + χ > d + 2θ
d
, (2.32)
d + χ < d + 2θ
d
. (2.33)
It is easy to see from (2.24) that such a choice of χ is possible. Thanks to the relation (2.32), the
right-hand side of the next proposition is
o
(
exp
{−rd+ 2θd })= o(exp{−t d2+2θd2+2d+2θ }).
Proposition 2.8.
Pθ
(∣∣Rr (ξ)∣∣ rχ ) exp{−c5(d)rd(1−ηγ )+(1−γ )θ+χ}.
Proof. Throughout the proof, c5(d) > 0 is a constant whose value may change line by line. We
start with an estimate for the probability of Cq ⊂ Dr (ξ). To this end, we consider the following
necessary condition:
there exists an iı  q (iı ∈ Inηγ ) such that for a half of iı′  iı (iı′ ∈ Inγ ),
r−1q ′ + r−1ξq ′ /∈ qiı′ + 2−nγ −1[0,1]d for all r−1q ′ ∈ qiı′ + 2−nγ −1[0,1]d . (2.34)
Note that the events in the second line are independent in iı′ ∈ Inγ . Moreover, the probability of
the each event is
Pθ
(
q ′ + ξq ′ /∈ r
(
qiı′ + 2−nγ −1[0,1]d
)
for all q ′ ∈ r(qiı′ + 2−nγ −1[0,1]d))
 exp
{
−
∫
r1−γ [0,1]d
d
(
x, ∂
(
r1−γ [0,1]d))θ dx(1 + o(1))}
 exp
{−c5(d)r(1−γ )(d+θ)},
where we have used (2.4) for the first inequality. Therefore, summing over the choices of the
indices iı and iı′’s in (2.34), we obtain
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(
Cq ⊂ Dr (ξ)
)
 2dnηγ
(
2d(nγ −nηγ )
2d(nγ −nηγ )−1
)
exp
{−c5(d)r(1−γ )(d+θ)}2d(nγ −nηγ )−1
 exp
{−c5(d)r(1−γ )(d+θ)+dγ (1−η)}
for large r . In the second line, the first factor represents the choice of the index iı and the second
factor the choice of the indices iı′’s. Since the event (2.34) itself is independent in q ∈ Zd , we
have
Pθ
(∣∣Tr \ Dr (ξ)∣∣ rχ ) tdrχ (exp{−c5(d)r(1−γ )(d+θ)+dγ (1−η)})rχ
 exp
{−c5(d)rd(1−ηγ )+(1−γ )θ+χ},
which is the desired estimate. 
Now, let us bound the cardinality of
Sr =
{(Rr (ξ), r−1 suppV (·, ξ)∩ Rr (ξ)); ξ ∈ Ξ, Rr (ξ) = ∅ is connected, ∣∣Rr (ξ)∣∣< rχ}.
To this end, we first note that |Rr (ξ)|, the number of unit cubes contained in Rr (ξ), varies from
1 to rχ . Secondly, we have at most (t/r)drχ choices for the configuration of the unit cubes in
Rr (ξ), for any given |Rr (ξ)| < rχ . Finally, there are at most 2rd possible configurations of the
traps inside each unit cube in Rr (ξ). Therefore, we have
#Sr  rχ (t/r)drχ
(
2r
d )rχ
= exp{rd+χ log 2(1 + o(1))}
= exp{o(t d2+2θd2+2d+2θ (log t)− θ4+θ )}, (2.35)
where the third line comes from the relation (2.33).
2.4. Patching estimates
We complete the proof of survival asymptotics in this section. Throughout this section, we
use the correct scale r in (2.22) and let 	 > 0 denote an arbitrary small number. We introduce
Mr = inf
(Rr ,Ur )∈Sr
{
λr1(Ur ,Rr)+ δc(r)−θ
∫
Rr\Ur
d
(
x, ∂(Rr \Ur)
)θ
dx
}
to describe the asymptotics. We know infr1 Mr > 0 from Proposition 2.3 and we can also
prove supr1 Mr < ∞ by substituting the punched domain (2.13) with n = 1 and δ(r) = δc(r)
to Rr \Ur . We postpone the proof of the latter fact to Appendix B.
What we prove here is the following asymptotics which is finer than the results stated in
Section 1.
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1
tr−2
logSt ∼ −Mr as t → ∞.
Remark 2.10. The extensions of this theorem for other values of 	,L,h are routine with appro-
priate changes on the notation. Though we have this finer result only for the modified traps (2.1),
it seems not so far from the original model at least in the case of hard traps. Indeed, for the hard
traps, the modification is equivalent to discretizing the distribution of ξq as
Pθ (ξq ∈ dx) = Ndisc(d, θ)
∑
q∈Zd
exp
{−|q|θ}δq(dx).
However, we still do not know whether lim supr→∞ Mr and lim infr→∞ Mr coincide or not.
Upper bound: For any U ⊂ Rd , we have the following upper bound on the Feynman–Kac semi-
group (see e.g. (3.1.9) of [21]):
sup
x∈Rd
Ex
[
exp
{
−
t∫
0
1U(Bs) ds
}
; TT > t
]
 c(d)
(
1 + (λ1(U,T )t)d/2) exp{−λ1(U,T )t}.
It follows from this estimate that
E0
[
exp
{
−
t∫
0
1U(Bs) ds
}
; TT > t
]
 c(d, 	) exp
{−(1 − 	)λ1(U,T )t},
where c(d, 	) = supλ>0 c(d)(1+λd/2) exp{−	λ}. Thus, using Spectral control (2.42) and Propo-
sition 2.8, we have
St  c(d, 	)Eθ
[
exp
{−(1 − 	)λ1(suppV (·, ξ))t}]
 c(d, 	)Eθ
[
exp
{−(1 − 	)(λr1(r−1 suppV (·, ξ),Rr (ξ))∧Mr − r−ρ)tr−2};∣∣Rr (ξ)∣∣< rχ ]+ Pθ (∣∣Rr (ξ)∣∣ rχ )
 c(d, 	)#Sr sup
(Rr ,Ur )∈Sr
Pθ
(
ξ r (Rr \Ur) = 0
)
× exp{−(1 − 	)(λr1(Ur,Rr)∧Mr − r−ρ)tr−2}+ o(exp{−t d2+2θd2+2d+2θ }) (2.36)
for large t , where we have used the fact that the principal eigenvalue is the infimum of those over
the connected components of the domain to assume Rr to be connected. Since the factor #Sr
(by (2.35)) and the second term is negligible compared with the results, we focus on the vari-
ational problem. In order to apply Lemma 2.2 to the emptiness probability term, we see that
r(Rr \Ur) satisfies the assumption of the lemma when (Rr,Ur) ∈ Sr .
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∫
Wr
d(x, ∂Wr)θ dx  c6(d, θ)r−γ (θ+dη)|Wr |
for large r . In particular
lim
r→∞
∫
rWr
d(x, ∂(rWr))θ dx
|rWr | = ∞.
Proof. By the definition of the density box, each Cq ⊂ Rr contains a Ciı (iı ∈ Inηγ ) such that
half of {C′
iı′
def= qiı′ + 2−nγ −1[1/4,3/4]d}iıiı′∈Inγ do not intersect with Ur for large r . Therefore,
the number of such qiı′ + 2−nγ −1[1/4,3/4]d in the whole Rr is larger than 2−d−12dnγ −dnηγ |Rr |.
Since d(x, ∂Wr) d(x, ∂C′iı′) for x ∈ C′iı′ , we can obtain the desired estimate as follows:
∫
Wr
d(x, ∂Wr)θ dx  2−d−12dnγ −dnηγ |Rr |
∫
C′
iı′
d
(
x, ∂C′iı′
)θ
dx
 c6(d, θ)rdγ (1−η)r−γ (d+θ)|Wr |,
where we have used the change of variables
∫
C′
iı′
d
(
x, ∂C′iı′
)θ
dx = (2nγ −1)d+θ ∫
[1/4,3/4]d
d
(
x, ∂
([1/4,3/4]d))θ dx
for the second inequality. The latter claim follows immediately since (2.24) implies θ >
γ (θ + dη). 
Using the relation tr−2 = rd+θ δc(r)θ , Lemma 2.2, and Proposition 2.11 in (2.36), we obtain
1
tr−2
logSt −(1 − 	) inf
(Rr ,Ur )∈Sr
{
λr1(Ur ,Rr)∧Mr − r−ρ
+ δc(r)−θ
∫
Rr\Ur
d
(
x, ∂(Rr \Ur)
)θ
dx
(
1 + o(1))}
−(1 − 2	)Mr
for sufficiently large r . Since 	 > 0 is arbitrary, the proof of the upper bound is completed.
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logSt  log sup
(Rr ,Ur )∈S ′r
Pθ
(
ξ r (Rr \Ur) = 0
)
×E0
[
exp
{
−
tr−2∫
0
r2 · 1Ur (Bs) ds
}
; TRr > tr−2
]
, (2.37)
where
S ′r =
{(
r−1q +Rr, r−1q +Ur
); q ∈ Zd , (Rr,Ur) ∈ Sr}.
The role of this extension of Sr will be clear in the proof of Proposition 2.12. We first rewrite the
emptiness probability term in the right-hand side of (2.37). Thanks to Proposition 2.11, we can
use Lemma 2.2 to obtain
logSt  log sup
(Rr ,Ur )∈S ′r
exp
{
−rd+θ
∫
Rr\Ur
d
(
x, ∂(Rr \Ur)
)θ
dx
(
1 + o(1))}
×E0
[
exp
{
−
tr−2∫
0
r2 · 1Ur (Bs) ds
}
; TRr > tr−2
]
. (2.38)
Next, we rewrite the Brownian motion part of (2.38). Though the result seems to be natural, the
proof is rather complicated.
Proposition 2.12. For sufficiently large t , we have
1
tr−2
logSt −(1 + 	) inf
(Rr ,Ur )∈S ′r
{
λr1(Ur ,Rr)+ δc(r)−θ
∫
Rr\Ur
d
(
x, ∂(Rr \Ur)
)θ
dx
}
. (2.39)
Proof. We give the proof for the case h = ∞ since we need a modified potential with h = ∞ to
derive the lower bound for the original potential in Theorem 1.1. In this case, the second factor
in the right-hand side of (2.38) is P0(TRr\Ur > tr−2). The proof for the case h < ∞ is different
but much simpler. We shall later explain how to adapt the following argument to that case (see
Remark 2.14 below).
Note first that the functional in the infimum in (2.39) is invariant under r−1Zd -shift. If we also
recall that S ′r contains only finite pairs of sets modulo r−1Zd -shift, it follows that there exists
(R∗r ,U∗r ) ∈ S ′r which attains the infimum. We denote by p∗(t, x, y) the transition kernel of the
killed Brownian motion when exiting R∗r \U∗r and by φ∗ the L1-normalized positive eigenfunc-
tion corresponding to λr1(U
∗
r ,R
∗
r ). Since suppφ∗ ⊂ R∗r , there exists a box C(r−1q, r−1) where∫
C(r−1q,r−1)
φ∗(x) dx  r−d−χ . (2.40)
We can assume q = 0 by the shift invariance and the extension of Sr to S ′r . Then, it follows that
C(0, r−1) ⊂ R∗ \U∗. We also have the following uniform upper bound on ‖φ∗‖∞.r r
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‖φ∗‖∞  exp
{
2 sup
r1
Mr
}
< ∞.
Proof. Since p∗(t, x, y) is smaller than the usual heat kernel
p(t, x, y) = 1
(2πt)d/2
exp
{
−|x − y|
2
2t
}
,
we have p∗(1, ·, ·) < 1 and therefore
φ∗(x) = exp
{
λr1
(
U∗r ,R∗r
)}∫
R∗r
p∗(1, x, y)φ∗(y) dy
< exp
{
λr1
(
U∗r ,R∗r
)}∫
R∗r
φ∗(y) dy
for all x ∈ R∗r . The rest is easy using supr1 Mr < ∞ and ‖φ∗‖1 = 1. 
From this lemma and the fact χ < 1 in (2.31), we see that the integral in (2.40) is not supported
on the r−2-neighborhood of the boundary:
∫
C(0,r−1)\C(0,r−1−r−2)
φ∗(x) dx  ‖φ∗‖∞
∣∣C(0, r−1) \C(0, r−1 − r−2)∣∣
= o(r−d−χ ).
Therefore, we can discard it to find ∫
C(0,r−1−r−2)
φ∗(x) dx 
1
2
r−d−χ . (2.41)
Now, let pC(t, x, y) denote the transition kernel of the killed Brownian motion when exiting
C(0, r−1). Clearly pC(t, x, y) p∗(t, x, y) and we can also show that
inf
x∈C(0,r−1−r−2)
pC
(
r−4,0, x
)
 const(d)r−2d exp
{−√dr2/4}
by using Theorem 2 and (6) in [23]. From these estimates for pC and the Chapman–Kolmogorov
identity, we obtain
P0
(
TR∗r \U∗r > tr
−2)

∫
−1 −2
pC
(
r−4,0, x
)∫
R∗
p∗
(
tr−2 − r−4, x, y) φ∗(y)‖φ∗‖∞ dy dxC(0,r −r ) r
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x∈C(0,r−1−r−2)
pC
(
r−4,0, x
)
exp
{−λr1(U∗r ,R∗r )tr−2}
∫
C(0,r−1−r−2)
φ∗(x) dx
 const(d, θ)r−d−χ−2d exp
{−λr1(U∗r ,R∗r )tr−2 − √dr2/4}, (2.42)
where we have used Lemma 2.13 and (2.41) in the last inequality.
Finally, substituting (2.42) to (2.38) and recalling rd+θ /tr−2 = δc(r)−θ and r2 = o(tr−2), we
find
1
tr−2
logSt −(1 + 	)
{
λr1
(
U∗r ,R∗r
)+ δc(r)−θ
∫
R∗r \U∗r
d
(
x, ∂
(
R∗r \U∗r
))θ
dx
}
for sufficiently large r . This completes the proof of Proposition 2.12. 
Remark 2.14. For a modified potential with h < ∞, we need not discard the neighborhood
of ∂C(0, r−1) and can proceed to (2.42) directly after Lemma 2.13. Then, the same argument
works with C(0, r−1 − r−2) and pc(r−4,0, x) replaced by C(0, r−1) and e−hp(r−2,0, x) 
p∗(r−2,0, x), respectively.
Now, note that S ′r in the right-hand side of (2.39) can be replaced by Sr since both terms
in the infimum are invariant under r−1Zd -shift. Therefore, the right-hand side of (2.39) equals
−(1 + 	)Mr and the proof of the lower bound is completed.
3. Applications
3.1. Lifshitz tail
In this section, we discuss the asymptotic behavior of the density of states of Hξ that is defined
by the thermodynamic limit
(dλ) = lim
N→∞
1
(2N)d
∑
i1
δλDi (Hξ in (−N,N)d)(dλ).
Here λDi (Hξ in (−N,N)d) is the ith smallest Dirichlet eigenvalue of Hξ in (−N,N)d . It is well
known (see e.g. [9]) that the above limit exists in the sense of vague convergence and that its
Laplace transform can be expressed as
∞∫
0
e−tλ(dλ) = (2πt)− d2
∫
[0,1)d
Eθ ⊗Ex
[
exp
{
−
t∫
0
V (Bs, ξ) ds
} ∣∣∣ Bt = x
]
dx
using Brownian bridge measure. As one expects from this expression, it is not difficult to see
that the right-hand side admits essentially the same upper and lower bounds as St (see e.g. the
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log
∞∫
0
e−tλ (dλ) 
{
−t 2+θ4+θ (log t)− θ4+θ (d = 2),
−t d
2+2θ
d2+2d+2θ (d  3),
as t → ∞. From these asymptotics and the exponential Tauberian theorem due to Kasahara [8],
we find the following asymptotics for ([0, λ]).
Corollary 3.1. For any θ > 0, we have
log
([0, λ])
{
−λ−1− θ2 (log 1
λ
)− θ2 (d = 2),
−λ− d2 − θd (d  3),
as λ → 0.
This result says that the density of states is exponentially thin around the bottom of the spec-
trum, which is called “the Lifshitz tail effect” (cf. [12]). Moreover, we find similar phenomena
as in Remark 1.2 for the power of λ. Namely, it approaches to d/2, the same power as in the
Poissonian traps (cf. [13]), in the limit θ → 0 and to ∞ in the limit θ → ∞, which corresponds
to the periodic traps where the density of states vanishes near the origin.
3.2. Intermittency
We consider the initial value problem
∂
∂t
u(t, x) = Hξu(t, x) with u(0, ·) ≡ 1,
which is called the “parabolic Anderson problem”. The bounded solution uξ of this problem
is known to be unique and admits Feynman–Kac representation (see e.g. Chapter 1 of [21]).
Therefore, we can identify St with Eθ [uξ (t,0)]. We analogously write the pth moment by St,p =
Eθ [uξ (t,0)p]. Then, the solution uξ is said to be “intermittent” if
S
1/q
t, q
S
1/p
t,p
t→∞−−−→ ∞ when p < q.
Intermittency is usually regarded as an evidence of the strong inhomogeneity of the solution field.
Indeed, if one considers a function consisting of a few high peaks, its Lq -norm tends to be much
larger than its Lp-norm for p < q . For more on intermittency, see for instance [6].
In our model, intermittency follows from Theorem 3.2(iii) of [6]. Although it is stated in the
discrete setting, the proof of this part of the theorem works in the continuous setting as well. Our
aim in this section is to prove the following quantitative estimate for the moment asymptotics. In
particular, it follows that small θ implies strong intermittency.
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lim sup
t→∞
logS1/qt,q
logS1/pt,p

(
p
q
) 2
d+θ+2 lim supr→∞ Mr
lim infr→∞ Mr
. (3.1)
Proof. We prove this result only for d  3 and the parameters 	,L,h = 1. For the two-
dimensional case, we have to care about the logarithmic correction but it is not difficult.
The key to the proof is that we can prove
t
− d2+2θ
d2+2d+2θ logSt,p ∼ − inf
(Rr ,Ur )∈Sr
{
pλr1(Ur,Rr)+ δc(r)−θ
∫
Rr\Ur
d
(
x, ∂(Rr \Ur)
)θ
dx
}
by exactly the same argument as for Theorem 2.9. Then, using the spatial scaling by the factor
p′ = pd/(d2+2d+2θ), we find that the right-hand side equals
−p d
2+2θ
d2+2d+2θ inf
(R′r ,U ′r )∈Srp′
{
λ
rp′
1
(
U ′r ,R′r
)+ δ(rp′)−θ ∫
R′r\U ′r
d
(
x, ∂
(
R′r \U ′r
))θ
dx
}
.
Since the infimum in this expression is Mrp′ , we obtain
lim sup
t→∞
logS1/qt,q
logS1/pt,p
∼
(
p
q
) 2
d+θ+2 Mrq ′
Mrp′
as r → ∞,
and (3.1) follows. 
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Appendix A
We discuss here weak convergences of the perturbed lattice as point processes. When we
discuss weak convergence, we regard (Pθ )θ>0 as probability measures on Ξ equipped with the
vague topology. Let P∞ denote the perturbed lattice with the perturbation variables distributed
uniformly on B(0,1) and P0 the Poisson point process with unit intensity.
Theorem A.1. Pθ converges weakly to P∗ (∗ = 0 or ∞) as θ → ∗.
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the perfect lattice as θ → ∞ by changing the distribution of ξq as
Pθ (ξq ∈ dx) = N ′(d, θ) exp
{−(1 + |x|)θ}dx.
As we mentioned after (1.2), such a change does not affect the main results. Therefore, we see
again that our model interpolates a perfect crystal and a completely disordered medium (cf.
Remark 1.2).
To prove Theorem A.1, we use the following result concerning the convergence of point pro-
cesses (see Theorem 4.7 of [7]).
Lemma A.3. Let (Pθ )θ∈[0,∞] be a family of probability measures on Ξ . Suppose that the follow-
ing two conditions hold for any bounded Borel set B ⊂ Rd :
(i) lim
θ→∗Pθ
(
ξ(B) = 0)= P∗(ξ(B) = 0),
(ii) lim sup
θ→∗
Eθ
[
ξ(B)
]
 E∗
[
ξ(B)
]
.
Then Pθ converges weakly to P∗ (∗ = 0 or ∞) as θ → ∗.
Proof of Theorem A.1. We consider the limit θ → ∞ first. In this case, the law of each ξq
converges to the uniform distribution on B(0,1). Moreover, we have
Pθ (q + ξq ∈ B) |B|N(d, θ) exp
{−d(q,B)θ}
for any bounded B ⊂ Rd . This implies that the law of ξ(B) is essentially determined by finite
ξq ’s when θ is large. From these facts, it is easy to verify the conditions (i) and (ii) in Lemma A.3
and we have desired convergence.
Next, we turn to more subtle case θ → 0. We first verify the condition (i), that is,
limθ→0 Pθ (ξ(B) = 0) = e−|B|. Let us take M > 0 so large that B ⊂ [−M,M]d . Then it fol-
lows that
sup
x∈B,q /∈[−2M,2M]d
∣∣|x − q|θ − |q|θ ∣∣ 2θMθ
for θ < 1 from the mean value theorem. Therefore, for any 	 > 0, we have
1 − 	 <
∫
B
exp{−|x − q|θ }dx
|B| exp{−|q|θ } < 1 + 	 (A.1)
for all q /∈ [−2M,2M]d when θ is sufficiently small. The right inequality in (A.1) gives us an
upper bound
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(
ξ(B) = 0)= ∏
q∈Zd
(
1 −N(d, θ)
∫
B
exp
{−|x − q|θ}dx)

∏
q /∈[−2M,2M]d
(
1 − (1 − 	)N(d, θ)|B| exp{−|q|θ}).
Using 1 − a  e−a in the right-hand side, we get
lim sup
θ→0
Pθ
(
ξ(B) = 0)
 lim sup
θ→0
exp
{
−(1 − 	)N(d, θ)|B|
∑
q /∈[−2M,2M]d
exp
{−|q|θ}}
= exp{−(1 − 	)|B|}. (A.2)
In the third line, we have used the fact N(d, θ)
∑
q /∈[−2M,2M]d exp{−|q|θ } → 1 (θ → 0), which
can be shown by the same way as (A.1). For the lower bound, we use the left inequality in (A.1)
as follows:
Pθ
(
ξ(B) = 0)= ∏
q∈Zd
(
1 −N(d, θ)
∫
B
exp
{−|x − q|θ}dx)

∏
q∈[−2M,2M]
(
1 −N(d, θ)
∫
B
exp
{−|x − q|θ}dx)
×
∏
q /∈[−2M,2M]d
(
1 − (1 + 	)N(d, θ)|B| exp{−|q|θ}).
Since N(d, θ) → 0 (θ → 0), the first factor in the right-hand side goes to 1 and also
sup
q∈Zd
(1 + 	)N(d, θ)|B| exp{−|q|θ}→ 0 as θ → 0.
Thus, we can use 1 − a  e−(1+	)a , which is valid only for small a > 0, in the second factor and
get
lim inf
θ→0 Pθ
(
ξ(B) = 0)
 lim inf
θ→0 exp
{
−(1 + 	)2N(d, θ)|B|
∑
q /∈[−2M,2M]d
exp
{−|q|θ}}
= exp{−(1 + 	)2|B|}. (A.3)
Now that we have (A.2) and (A.3) for an arbitrary 	 > 0, the condition (i) is verified.
Next, we proceed to check the condition (ii), that is, lim supθ→0 Eθ [ξ(B)]  |B|. Using the
right inequality in (A.1), we find
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[
ξ(B)
]= ∑
q∈Zd
Pθ (q + ξq ∈ B)
= N(d, θ)
∑
q∈Zd
∫
B
exp
{−|x − q|θ}dx
 (1 − 	)−1|B|N(d, θ)
( ∑
q /∈[−2M,2M]d
exp
{−|q|θ}+ (4M)d).
Since the right-hand side of this inequality goes to (1 − 	)−1|B| as θ → 0, we are done. 
Appendix B
In this appendix, we prove the finiteness of
sup
r1
Mr = sup
r1
inf
(Rr ,Ur )∈S ′r
{
λr1(Ur ,Rr)+ δc(r)−θ
∫
Rr\Ur
d
(
x, ∂(Rr \Ur)
)θ
dx
}
.
To this end, we have only to find a specific sequence {(Rr,Ur) ∈ S ′r}r1 for which the func-
tional in the infimum is bounded above. We take Rr = (−1,1)d and Ur as in (2.13) with
δ(r) = δc(r), the critical interval. This critical regime is called the “constant capacity regime”
(see Section 3.2.B in [21]). Note that Rr is not a density box, with a slight abuse of notation,
and thus (Rr,Ur) ∈ S ′r . To be honest, we have to rearrange Ur a little so that each cubes being
centered on r−1Zd but we ignore this point for simplicity.
Firstly, it is easy to see that
δc(r)
−θ
∫
Rr\Ur
d
(
x, ∂(Rr \Ur)
)θ
dx  1 as r → ∞.
Thus, it suffices to show that the principal Dirichlet eigenvalue λr1(∅,Rr \ Ur)  λr1(Ur,Rr) is
bounded above. This assertion is shown in Theorem 22.1 of [16] in the case d = 3. Since the
same proof directly applies to all d  3, we restrict the discussion on d = 2. Let ψ be the L2-
normalized principal Dirichlet eigenfunction in (−1,1)d and
φr(x) =
∏
q∈Zd
(
log |x − δc(r)q| − log(1/r)
log(δc(r)/2)− log(1/r)
)
+
∧ 1.
Then it follows from the direct calculation that for arbitrary small 	 > 0,
inf
{
φr(x); x ∈ (−1,1)d \
⋃
q∈Zd
C
(
δc(r)q, 	δc(r)
)}→ 1
as r → ∞. Moreover, it is not difficult to show that both ‖(∇ψ)φr‖2 and ‖ψ(∇φr)‖2 are
bounded. We combine these three estimates to bound the right-hand side of
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1
‖ψφr‖22
∫
Ur
1
2
∣∣∇(ψφr)∣∣2(x) dx
and get the desired result.
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