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Abstract
Direct Numerical Simulations (DNS) of droplet fields which are ignited using
a spark are investigated to deduce any behaviour that distinguishes between
the cases where successful flame propagation occurs and where a flame ignites
but subsequently extinguishes. At the instant the spark was deactivated,
some of the studied cases displayed no local extinction, others showed some
local extinction (one with reignition and the rest with global extinction) and
the rest showed global extinction. The gaseous field at this instant was anal-
ysed using the data mining technique the Gaussian Mixture Model on each
case separately; this method groups data points, enabling distinction be-
tween the various behaviours. The results from this analysis showed that in
the case with local extinction-reignition, the regions of space near the flame
kernel which produced local quenching were caused by evaporating droplets.
These regions of local quenching were relatively small compared to the strong
flame front surrounding them; the regions of local quenching were also rela-
tively far from the centre of the flame kernel. In contrast, in cases with local
then global extinction, the droplets created regions which were extensions
of the relatively-small flame front, and these regions behaved in a similar
manner to the flame propagation. As a consequence, these cases were un-
able to support a self-sustaining flame. Such distinctive behaviour promises
opportunities to detect situations where global extinction is imminent and
implement appropriate control strategies to prevent global extinction.
Keywords: Direct Numerical Simulations, DNS, Spark Ignition, Sprays,
Preprint submitted to Combustion and Flame September 26, 2018
Data Mining, Gaussian Mixture Model
1. Introduction
The behaviour of spray flames under the influence of spark ignition is
important for direct-injection engines [1] and gas turbine relight. Direct-
injections engines are particularly receiving a lot of recent attention because
of their potential to reduce emissions compared to port injection. An exper-
imental study into the effects of equivalence ratio on a lean hydrous-ethanol
engine [2] varied the leanness of the mixture and advanced the injection
timing to compensate for the increased ignition delay as leanness increased.
They observed a critical equivalence ratio which provided the maximum fuel
efficiency and reduction in pollutants. Mixtures closer to stoichiometric had
similar combustion phase durations, while leaner mixtures had increasing
combustion phase durations. In another study [3], Rayleigh scattering was
used to determine that injecting the fuel in two separate parcels improved
the mixing compared to a single parcel with the same total mass, with con-
sequential improvements in combustion. Two-parcel injections were also in-
vestigated [4] using PIV (Particle Image Velocimetry) to measure the effects
on the turbulence caused by varying the injection timings. Adjusting the
first injection timing produced a local minima in mean peak pressure for an
intermediate timing, which also displayed the most cycle-to-cycle variability
in IMEP and worst early flame development. This was likely due to the
second injection interfering with the flow pattern created by the first. Ad-
vancing the second injection timing reversed the direction of the tumble flow,
simultaneously strengthening it.
Two experimental investigations which are targeted at improving sim-
ulations of engines are now reviewed. One studied the fluid flow adjacent
to the walls, which requires algebraic approximations in simulations in or-
der for the computational time to obtain the solution to be tractable; some
improvements were devised [5]. The other focussed on the nature of the
turbulent eddies for four different fuels, providing invaluable information to
enable simulations to match the conditions inside an engine [6].
Some recent investigations into the fundamental behaviour of sprays will
be reviewed next. An experimental investigation studied the breakup of
moderately-dense spray injections, characterising the behaviour of the vari-
ous sizes of liquid structures formed in the evaporation process and subse-
quent combustion [7]. Another experimental study compared the behaviour
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of palm biodiesel with Jet-A1 (standard jet fuel) to support the possibility of
a biofuel for the aerospace industry [8]. A modelling study investigated the
nature of an n-dodecane spray flame, reporting detailed information about
the structure of the flow, behaviour of the combustion and mechanisms for
flame success [9]. A Large Eddy Simulations (LES) investigation studied
a series of ethanol flames, validating the results against experiments before
providing information about the nature of the combustion [10]. Experimen-
tal [11] and LES [12] studies found that the location of the spark needs to
be carefully chosen so that conditions are suitable for successful ignition.
Due to the complexities in the gaseous scalar field induced by the discrete
nature of the droplet field and the evaporation rate [13], the large variations
in gradients pose challenges for modelling [14, 15]. Detailed Numerical Sim-
ulations also show that large gradients prevent ignition of single droplets in
high-temperature regions [16].
While Direct Numerical Simulation (DNS) provides a powerful tool for
investigating such phenomena [15], it is limited by currently-available com-
putational resources (both memory and processing power). Two approaches
are utilised: one resolves the turbulent gaseous scales (the Kolmogorov length
scale for the gas, as done in single-phase DNS) and either the droplets are
modelled as point sources of mass whose diameters are significantly smaller
than the grid resolution, e.g. Refs. [17, 18, 19, 20, 21, 22, 23, 24, 25], or
larger droplets and droplet structures are simulated using models such as the
Volume of Fluid (VOF) method and level-set method, e.g. Refs. [26, 27, 28].
The other approach fully-resolves the liquid phase with the limitation of only
simulating a few tiny droplets [29, 30, 31, 32, 33].
The current work uses the first approach to investigate the causes for
spark-ignited spray cases extinguishing. Few papers investigate spark igni-
tion, and those that do focus primarily on ignition behaviour, not extinction.
The author has previously investigated extinction in spark-ignition cases with
a qualitative measure [34] and a quantitative measure [35] to determine flame
success being found. The approach taken in the current work is to use a data
mining technique to analyse the gaseous fields at the instant the spark is de-
activated to discriminate between regions of space that promote flame prop-
agation and those which produce quenching. Note that droplet evaporation
naturally produces local quenching, with the potential for providing a state
that will support flame propagation. It has previously been suggested [35]
that for cases which promote a self-sustaining flame, there is a distinction
between a “burning” branch (regions which promote a self-sustaining flame
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front) and an “extinguishing” branch (regions which cause local extinction).
For flames which ignited, but subsequently extinguished, there was no such
distinction near the core of the flame kernel. The objective in this paper
is to categorically determine whether the regions of local quenching are dis-
tinct from the regions of self-sustaining flame propagation and investigate
the causes of this separate behaviour. If these regions are distinct, then this
enables identification of regions of local extinction which will reignite in the
future, as opposed to causing global extinction.
2. Theory
2.1. DNS code
A 3-D compressible DNS code called SENGA was used [36, 37, 38, 39, 40].
Complete details of the code and simulations investigated here can be found
in Ref. [35]; a summary will be provided here. The gas-phase transport
equations for continuity, momentum, total energy, fuel and oxidiser are:
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Here p is pressure; σji the stress tensor; µ the dynamic viscosity of the gaseous
phase; CgP the specific heat at constant pressure of the gaseous phase; Pr the
Prandtl number; Wϕ the various chemical source terms; YF and YO the mass
fractions of fuel and oxidiser respectively; and Sc the Schmidt number. The
non-dimensionalised temperature is
T =
Tˆ − Tˆ0
Tˆad − Tˆ0
(6)
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with Tˆad the adiabatic flame temperature at the stoichiometric condition
and Tˆ0 the initial temperature. The spark source term q˙
′′′ is modelled by a
Gaussian distribution based on the distance from the centre of the domain
and is constant in time for the spark duration
tsp = btF . (7)
The spark duration parameter was chosen to be b = 0.2, while the charac-
teristic laminar flame timescale tF = lF/SL is calculated from the laminar
flame speed SL and the characteristic laminar flame thickness
lF = D/SL (8)
where D is the unburned gas diffusivity.
A single-step irreversible chemical mechanism is used for Wϕ [38]
Fuel + sOxidizer→ (1 + s) Products , (9)
where s is the mass of oxidiser per unit of mass of fuel at stoichiometric
conditions. The consumption rate of fuel is given by an Arrhenius-type
expression:
WF = B
∗ρYFYO exp
[
−
β(1− T )
1− α(1− T )
]
(10)
where β is the Zel’dovich number, given by
β =
Ea(Tˆad − Tˆ0)
RuTˆ 2ad
. (11)
The activation energy is Ea, while Ru is the universal ideal gas constant. In
Eq. (10), α is a heat release parameter given by
α =
τ
1 + τ
(12)
τ =
Tˆad − Tˆ0
Tˆ0
, (13)
while B∗ is
B∗ = B exp(−β/α) , (14)
with B the pre-exponential factor.
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The various droplet source terms (due to droplet evaporation and trans-
port) are calculated by
d˙ϕ = −
1
V
∑
d
dmdϕd
dt
(15)
where V is the volume of the DNS cell and md the mass of each droplet which
influences the DNS node of interest. The droplet transport uses the method
of Re´veillon and Vervisch [17]. The droplets are transported through space
according to their velocity
dxd
dt
= vd , (16)
which relaxes to the interpolated value of gaseous velocity at the droplet
location:
dvd
dt
=
U(xd, t)− vd
τ pd
. (17)
The droplet temperature similarly relaxes to the interpolated value of gaseous
temperature and also has a sink term due to evaporation
dTd
dt
=
T (xd, t)− Td − BdLv/C
g
p
τTd
. (18)
Here Bd is the Spalding number, obtained based on the fuel mass fraction
and the Clausius–Clapeyron equation using unity Lewis number (Le) and
Td [35]; while Lv is the latent heat of vaporisation. The loss of droplet mass
due to evaporation is modelled by the decay of the droplet diameter ad:
da2d
dt
= −
a2d
τ vd
. (19)
All of the relaxation timescales τϕd are proportional to a
2
d; τ
T
d and τ
v
d are
functions of Bd; with other coefficients essentially constant after the initial
evaporation [35].
2.2. DNS setup
The computational domain was a 1283 cube of side length L = 21lF . Par-
tially non-reflecting (NSCBC) boundary conditions [41] were used for the x-
direction, while the y- and z-dimensions were considered to be periodic. The
first- and second-order spatial derivatives were computed using 10th-order
central-difference schemes, which reduce to 2nd-order one-sided derivatives
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at the non-reflecting boundaries. A third-order, low-storage Runge–Kutta
scheme [42] was used for time advancement. A pseudo-spectral method [43]
was used to generate the initial turbulent velocity field using the Batchelor–
Townsend spectrum [44]. The velocity field was considered to be homoge-
neous and decaying.
The droplets of n-heptane were initially distributed uniformly in space
throughout the y- and z-directions and in the central half of the x-direction.
The remaining quarter of the volume between each side of the droplet re-
gion and the partially non-reflecting boundaries was taken to be pure air
because the boundary conditions for droplets entering the computational do-
main through these boundaries are difficult to specify. The gaseous phase
was initialised to be pure air throughout the domain and both phases were
set to a constant temperature of Tˆ0 = 500 K.
The mixture fraction was defined as [45]
Z =
YF − YO/s+ YO,i/s
YF,i + YO,i/s
, (20)
where YF,i is the fuel mass fraction in its inlet stream, YO,i is the oxidiser
mass fraction in its inlet stream and s is the stoichiometric mass ratio of
oxidiser to fuel. The following are the values for the current case:
YF,i = 1.0 (21)
YO,i = 0.233 (22)
s = 3.52 , (23)
with a stoichiometric mixture fraction of:
Zst = 0.062 . (24)
The reaction progress variable is defined as
c =
(1− Z)YO,i − YO
(1− Z)YO,i −max
(
0, Zst−Z
Zst
)
YO,i
(25)
where c = 0 represents no reactions and 1 represents complete chemical
reactions. Its scalar dissipation is
Ncc = D∇c · ∇c . (26)
The behaviour of Ncc with respect to c will be investigated in this paper.
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2.3. Data mining method
The Gaussian Mixture Model (GMM) is a density-based method used
to find clusters of arbitrary shape for data that is n-dimensional [46]. A
cluster is defined to be a collection of data points which are considered to
have similar properties (with a total of M clusters; M is a parameter that
must be chosen). Each cluster contains data points that are close together
in the space of the chosen variables, so the data points in each cluster can
be considered to behave similarly, while data points from a different cluster
can be considered to behave differently. Each data point has a probability
of belonging to each cluster and is allocated to the cluster to which it is
most likely to belong. The probability is calculated based on a Gaussian
joint-probability density function (jpdf) in the n-dimensional space.
Because the data points are clustered based on Gaussian densities, in
2-D space elliptical shapes tend to be formed (within the boundaries of the
possible values in space). When clusters overlap, one cluster is deemed to
take priority over all the data points within the common region, so that
cluster will penetrate into that region. It is also possible for data points to
be completely separated from other data points in the same cluster if the
penetrating cluster is sufficiently narrow.
The derivation of the GMM follows Ref. [47]. A GMM is a weighted sum
of M component Gaussian densities:
P (x|λ) =
M∑
i=1
wig(x|µi,Σi) (27)
where M is the number of clusters; x is an n-dimensional, continuous-valued
data vector; and wi are the mixture weights, constrained by
M∑
i=1
wi = 1 . (28)
The component Gaussian densities (clusters) are n-dimensional Gaussian
functions:
g(x|µi,Σi) =
1
[(2pi)n|Σi|]1/2
× exp
(
−1
2
(x− µi)
′Σ−1i (x− µi)
)
(29)
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where µi is a vector containing the mean of the data points within cluster i
(for each i, there are n values), with Σi the corresponding covariance matrix.
The parameters of the GMM are:
λ = {wi,µi,Σi} i = 1, . . . ,M , (30)
which are found iteratively using an Expectation-Maximisation (EM) algo-
rithm. The first step (expectation) computes the a posteriori probability of
data point j being in cluster i for each cluster:
P(i|xj , λ) =
wig(xj|µi,Σi)
P (xj |λ)
. (31)
The maximisation step then estimates the parameters in λ using Maximum
Likelihood Estimation (MLE) to maximise the likelihood of the GMM. In
other words, for each data point, the probability of belonging to the chosen
cluster is maximised. The new model for λ results in the maximal value of
P (x|λ) being no smaller than the value from the previous model for λ, with
iteration until the solution converges. During this process, data points can
be allocated to different clusters depending on how the extents of the clusters
are varied through the changes in λ.
The method used here to initialise λ was:
1. randomly choose M data points, indexed as ki
2. set µi = xki
3. specify Σi to be diagonal, with the value for cluster i being the variance
of xki; and
4. set wi = 1/M .
Once λ has been determined, the cluster to which data point j is most
likely to belong is determined by the value of i which returns the largest
value of Eq. (31). This cluster identification forms the basis of the results
presented here.
3. Results
The initial properties of the base case are described in Table 1, show-
ing that the system is well resolved and contains a reasonable amount of
turbulent energy. All the cases studied here are listed in Table 2 and are pre-
dominantly the same cases as studied in Ref. [35] (there are three additional
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Table 1: Initial properties of base case: velocity fluctuations u′, integral length scale
L11, spark duration tsp, characteristic chemical timescale tF = lF /SL, average droplet
evaporation time tevap, droplet number density ρn, Kolmogorov length scale η, droplet
diameter ad, grid cell size ∆x and Taylor Reynolds number Reλ.
u′/SL L11/lF tsp/tF tevap/tF (ρn)
1/3η η/lF ad/lF ∆x/lF Reλ
4.26 4.50 0.200 1.95 0.475 0.315 0.0500 0.164 41.4
cases studied here—B1, B2 and KG—and the Base case is not labelled as B1).
The Base case is so labelled because while it successfully burns throughout
the current simulation, and would continue to do so for some time afterwards,
it is marginally above the threshold for global extinction occurring. It there-
fore acts as a pivot for varying parameters to achieve different combustion
regimes.
The purpose of adding cases B1 and B2 is to include some cases where
combustion proceeds exceptionally well. A measure of the droplet number
density is the Group Combustion Number
G = 3
(
1 + 0.276Re
1/2
d Sc
1/3
)
Len2/3c (ad/sd) . (32)
Here nc is the number of droplets in the cloud and sd is the mean inter-
droplet spacing. The parameters Red and nc were chosen using the method
of Ref. [48]: u′ was used for the velocity in the former and the latter was
the number of droplets within the sphere of radius R around the spark cen-
tre. Cases B1 and B2 have significantly higher droplet number density, and
approach the regime of high G [49], while the remaining droplet cases have
intermediate G. Cases B1, B2, BG and KG all show no evidence of local
extinction; case Base shows local extinction-reignition behaviour; cases BE,
I1, I2 and IG show local extinction followed by global extinction; while cases
F1, F2 and FG only show global extinction behaviour (no ignition).
3.1. Mean plots
The turbulent kinetic energy (Fig. 1) has a modest decline up to the time
of interest (tsp), with all cases performing similarly except for those with
higher initial turbulence (cases KG and F2), which naturally have a higher
rate of decay. The initial decay rate is not exponential due to the spark energy
addition. The integral timescale for the base case is approximately 5tsp, so
the effects of turbulent transport do not dominate other effects, except in
the higher-intensity cases KG and F2.
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Table 2: Cases simulated. Names are: ‘B’ = ‘Burned’, ‘I’ = ‘Ignited’ and ‘F’ = ‘Failed’; 1
and 2 are droplet cases, ‘G’ is for partially-premixed gaseous cases. Case Base successfully
burned throughout the simulation and it is expected it would have continued burning
for a substantial period beyond. Case BE is a droplet case that burned but would have
extinguished after the simulation finished. Case KG is a gaseous case which successfully
burned. The quantities reported at initial conditions are: local equivalence ratio in droplet
initialisation region Φ, comparison of initial droplet diameter ad to base case, and ratio of
turbulent kinetic energy k to base case. The integral timescale tL is reported at the instant
the spark was deactivated and is normalised by the characteristic chemical timescale. G
is the Group Combustion Number [49], Eq. (32).
Name Φ (ad/ad,b)
2 k/kb tL/tF G
B1 2.0 0.5 1 0.712 17.2
B2 4.0 1 1 0.706 19.8
BG 2.0 - 1 0.716 -
Base 2.0 1 1 0.724 7.8
BE 1.7 1 1 0.727 6.5
KG 2.0 - 8 0.483 -
I1 1.6 1 1 0.728 6.0
I2 2.0 1.5 1 0.732 5.1
IG 1.0 - 1 0.727 -
F1 1.0 1 1 0.735 3.6
F2 2.0 1 8 0.485 8.4
FG 0.5 - 1 0.735 -
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The evaporation of the fuel can be demonstrated by the mean droplet
diameter [Fig. 2, which is plotted to show the linear decay implied by Eq. (19)]
and mixture fraction (Fig. 3). The effects of the spark and flame on the
droplet diameter are reduced in Fig. 2 because droplets in those regions are
vaporised almost instantaneously, so are removed from consideration. The
smaller droplets in case B1 cause all the droplets to evaporate before the
end of the simulation, allowing for enhanced burning capacity and complete
combustion. In contrast, the increased droplet size in case I2 retarded the
release of fuel, causing a failed flame. Comparing all the cases with the same
droplet size (all droplet cases except for B1 and I2), the rate of evaporation
for each droplet increased slightly as the droplet number density (ergo Φ and
flame success) decreased (Fig. 2), but the overall mass evaporated decreased
substantially (Fig. 3). The increased turbulence in case F2 had no effect on
the droplet evaporation initially, but towards the end of the simulation it
transported fuel out of the domain through the NSCBC boundaries. Under
these conditions, the evaporation rate was able to slightly accelerate due
to the lower fuel vapour pressure. The Favre-mean mixture fraction in the
partially-premixed gaseous cases is not necessarily constant due to the change
in density and the gas leaving the domain through the NSCBC boundaries.
The combined effects of the droplet evaporation and spark on the combus-
tion are shown in the domain maximal temperature (Fig. 4) and Favre-mean
temperature (Fig. 5). The only effects on the peak temperature achieved in
the droplet cases were caused by decreased evaporation rate (cases B2 and
I2) and lack of ignition (cases F1 and F2). Indeed, the maximal temperature
in case B2 was suppressed throughout the simulation due to the increased
evaporation load, which resulted in the mean temperature always being lower
than the Base case’s. However, despite the initial, substantial reduction in
mean temperature caused by the accelerated evaporation in cases B1 and B2,
both demonstrated an accelerated heat release rate by the end of the simu-
lation. All the other droplet cases showed a decline in mean temperature.
3.2. Cluster plots
The results for the GMM are presented in this section. Many differ-
ent variables—such as mixture fraction and its scalar dissipation (studied in
Ref. [34]), and the cross-dissipation of mixture fraction and reaction progress
variable—were analysed using GMM to determine any correlations. However,
only the correlations observed in Ref. [35] between Ncc and c were found to
provide significant differences between the types of cases. Other data mining
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methods for clustering (the hierarchical method [46] and K-means cluster-
ing [50]) were unable to produce clusters that were distributed in a manner
that enabled the current analysis.
The selection ofM is the other major parameter to consider. If this num-
ber is too small, then there are insufficient clusters to distinguish between
the burning and extinguishing branches; if M is too high, then the GMM
will split all the cases into burning and extinguishing branches. Selecting a
value of M that is too small would lead to errors by defining cases which
clearly extinguish as cases which do not extinguish. On the other hand,
selecting a value of M that is too large would classify cases which do not
extinguish as cases which do extinguish. Since the primary purpose is to
avoid global extinction, if M is too low, then the combustion could operate
in an undesirable regime; however, if M is too large, then the combustion is
guided into more strongly avoiding extinction. In a statistical representation
of the problem, consider the hypothesis that a particular case burns success-
fully for the necessary duration. A value of M that is too low could cause a
problematic Type I error (a “false positive”) by being unable to distinguish
between marginal cases and burning cases. However, a value of M that is
too high could cause an acceptable but undesirable Type II error (a “false
negative”) by being unable to distinguish between marginal cases and extin-
guishing cases. The appropriate value for M is problem-dependent, so it is
unlikely that the value used here will be suitable for all applications, but it
is likely that a higher value will yield safer results.
The cluster plots for Ncc vs c (hence n = 2) in Fig. 6 show the data
coloured by their respective cluster; the clusters are numbered so that the
value of µi for variable c monotonically increases with i. The value M = 16
was chosen here because it produced in case Base separation of the burning
and extinguishing branches, without redundant clusters around c = 1. It is
apparent that this choice of M produces redundant clusters near c = 0 for
most cases and near c = 1 for the gaseous cases. The Supplemental Material
contains the results for other choices ofM : forM ≤ 10 there is no separation
of the burning and extinguishing branches in case Base (an unacceptable
Type I error), while for M > 34 there is separation of the burning and
extinguishing branches in case BE (an acceptable Type II error). If M is
extremely large (e.g. M = 50), then the GMM creates multiple branches in
all cases and the results again become unreliable, with every case potentially
considered to have local extinction. Video 1 shows the convergence history
of the GMM forM = 16. As the solutions evolve from the initial guess, there
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are significant changes in µ and Σ, and it takes quite a few iterations for the
final overall patterns to emerge.
The predominantly elliptical shape that was noted earlier can be seen in
most of the clusters. The penetration of clusters into the region occupied
by other clusters is denoted in Fig. 6 by the regions contained within the
dashed ellipses. One example is cluster 6 in Fig. 6(d), which separates a few
elements of cluster 9 from the vast majority and penetrates cluster 8. Other
instances of nodes being separated from the rest of the cluster are cluster 7
in Fig. 6(a); 5, 7 and 8 in (b); and 11 in (h), which contains the maximum
values of Ncc in addition to some of the lowest values of Ncc for some values
of c.
Cases B1 and B2 [Fig. 6(a) and (b)] show distinctive behaviour compared
to the rest of the droplet cases, with much narrower ranges of Ncc for a given
value of c. They resemble the gaseous distributions in that there is normally
a single cluster for a given value of c, except for the inevitable penetration of
neighbouring clusters. The rest of the droplet cases (the left two columns)
show layers of clusters for 0.2 < c < 0.8, with the upper clusters tending to be
above the results for case IG and the lower clusters tending to be below case
IG. The upper clusters were previously identified as the “burning” branch,
with the lower clusters the “extinguishing” branch [35]. The joint-probability
density functions (jpdf) showed that the majority of elements were found in
the lower clusters [35] and this bimodal behaviour is correctly captured by the
GMM. The source of this bimodality will be investigated further in Sect. 3.3.
Figure 7 shows the primary point of interest, in terms of characterising
the behaviour of the system. For c > 0.8, the burning and extinguishing
branches are only distinct in the Base case [Fig. 6(d)], with the conditional
mean from case IG providing a suitable delineator. This supports the pre-
vious conclusion that a distinctive separation of the branches is observed in
cases where flame propagation has started to become successful, i.e. local
extinction-reignition occurs [35]. This is a more generalised statement than
the previous conclusions, since it is apparent that there is a finite transition
from no ignition (always global extinction) to successful burning with no local
extinction. Clearly there is some distinctive behaviour near the flame kernel,
which enables some part of the flame front to be self-sustaining; this self-
sustaining portion overcomes and ignites the portion which cannot sustain a
flame.
The final interesting observation from the clusters in Fig. 6 is the be-
haviour of the gaseous simulations. Case BG [Fig. 6(c)] essentially has a
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monotonic progression of cluster number with c, at lower Ncc than achieved
by cases B1 and B2: the discrete nature of the droplet field creates higher
gradients in the gaseous scalar field [13]. These higher gradients are necessary
for successful flame propagation: if they are too low, then the flame thickness
becomes too great and there is insufficient heat transfer through the flame
to preheat the fluid ahead of the flame. Cases KG and IG [Fig. 6(f) and (i)]
have broadly similar values of Ncc except for c > 0.6, where the successful
KG case is significantly higher: this appears to be the critical region where
higher gradients need to be present for successful flame propagation. This
conclusion can be applied to the behaviour of the Base case, where the very
few elements in cluster 8 does not affect the success of the flame. It is the
very high proportion of elements in clusters 11 and 13 [the burning branch,
indicated in Fig. 6(d)] {c.f. Figures 17(a) and 20(a) [35]} which produces
success. It is the capacity of the droplet field to create locally-flammable re-
gions despite overall equivalence ratios which would prevent combustion [51]
which supports the Base case.
3.3. Physical visualisation
The flame structures observed in the presented cases will not occur iden-
tically in all similar cases, but they are predominantly caused by the rate of
evaporation due to the droplet number density. Therefore, it is reasonable
to assume that other, similar cases will form flame structures of similar com-
plexity to those discussed in this section. To explain the behaviour observed
in the previous section, the clusters are visualised in physical space in Fig. 8,
which shows isosurfaces of c = 0.96 for all the cases, coloured by the clusters.
(Video 2 shows the flame structure, starting from the centre of the flame
kernel.) Droplets which are within one cell width of the isosurface are also
displayed, and are directly responsible for most of the convex bumps on the
surfaces. The majority of the surfaces of these bumps have locally-higher
values of Ncc because the rapid evaporation of the droplets enables the flame
kernels to stretch into regions with substantially lower values of c. It is ap-
parent that the clusters are a patchwork, which is a consequence of physical
space not being a variable in the GMM. However, there is a relatively-strong
correlation between c and physical space (Figure 10 [35]) and the clusters are
specified based on c, so the data points in each cluster are relatively close
in physical space and are normally connected. For intermediate values of c,
and particularly for cases BE and I1 [Fig. 8(e) and (g) respectively], there
are obvious connections between locations based on the cluster number.
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Figure 8(d) shows that the Base case is mostly represented by cluster
13; from Fig. 7(d), clusters 12 and 14 have very small values of Ncc, with
the former extending down to c ≈ 0.87 and the latter extending up to c ≈
1. Cluster 12 comes from the extinguishing branch and is predominantly
observed in the promontories which are caused by evaporating droplets. In
the base case, these regions are aberrations in the spherical shape imposed
by the spark. Therefore, the evaporation is supported by the hot kernel
and supplies fuel for a sufficiently-large volume (with consequential chemical
reactions) that the spatial distribution of c is relatively stable. The heat
sink of the evaporation causes these volumes to be part of the extinguishing
branch, but spatially they were quite remote from the centre of the flame
kernel, so did not instigate global extinction. Instead, reignition was able to
occur.
In contrast, Fig. 8(e) and (g) show that cases BE and I1 are likely to have
regions of high Ncc dominating the promontories (cluster 13 has exclusively-
higher values of Ncc than cluster 14). There is a deficit of burned mixture
surrounding these volumes (along any radial direction from the centre of the
spark the value of c decreases with increasing radius, c.f. Figs. 9 and 10),
hence their stretched nature. In addition to this difficulty, there is clear
separation with a secondary structure which is the point of a much larger
structure that partially wraps around the flame kernel at slightly lower values
of c [see Figs. 9(e) and 10(e) as well as Video 2]. This is an under-developed
kernel with no droplets in the near vicinity, so can only be a sink to the main
kernel.
The multiple kernels which appear in case I2 [Fig. 8(h)] are part of a
more complicated flame structure. It was previously observed that the pri-
mary structure is a sphere in the centre, with a horseshoe-shaped secondary
structure and on the right of the image there is a small sphere in front of the
horseshoe which is the tertiary structure [35]. At c = 0.95, the small tertiary
structure (created by an evaporating droplet) was linked via a tendril to the
primary structure [Fig. 9(h)]. At c = 0.90, the curved secondary structure
forms a complete toroid which envelops the conical primary-tertiary struc-
ture, with the tertiary structure forming the point [Fig. 10(h)]. This point of
the conical structure is predominantly comprised of points from the highest
values of Ncc, while the portion of the toroid furthest from the secondary
structure at c = 0.96 is all from cluster 16: the lowest values of Ncc. There-
fore, the clusters have demonstrated the extent of this complex structure,
which is principally responsible for global extinction commencing.
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For c ≤ 0.80, all the isosurfaces are approximately spherical (except for
cases KG and F2, where they always remain oblong owing to the higher
turbulence), so the evaporation is clearly weak that far from the spark centre.
Droplets were initialised 0.25 ≤ x ≤ 0.75, so there is the potential for droplets
to be observed everywhere c > 0.02, since the isosurfaces for c = 0.02 do not
reach the boundaries 0.4 ≤ x ≤ 0.6 in the droplet cases. The clusters which
are formed for 0.2 < c < 0.8 generally span a relatively-large range of values
of c, which accounts for the majority of the flame thickness (Figure 10 [35]),
so there is a patchwork of clusters for each value of c. However, there is
a tendency for clusters to persist in the radial direction as opposed to the
transverse direction.
Clusters 10–15 for some of the cases are shown in Figs. 11–14; almost
all the other clusters for the selected cases and the other cases are approxi-
mately spherical (besides the high-turbulence KG and F2 cases). The most
important aspect that can be observed from these plots is clusters 10 and 12
from the Base case, Fig. 11(a) and (c), which are identified as being from
the extinguishing branch, Fig. 7(d). These clusters combined are the equiv-
alent structure seen in cases BE and I1 in Figs. 8–10 that wraps around
the primary kernel and form the region of local extinction in the Base case.
Statistically, this secondary structure cannot be distinguished from the pri-
mary kernel in cases BE and I1. This is because values of higher c were only
present closer to the centre of the spark, while the secondary structure itself
is smaller and closer to the centre than in the Base case. There is no inkling
of this secondary structure in any of the visualisations of cases B1 and B2,
which showed no local extinction.
Other notable features in the cluster visualisation are for case I1 in
Fig. 13(f), where an isolated node corresponds to the location of a droplet
[Fig. 8(g)], so the action of this evaporation links the behaviour of this lo-
cation with the primary kernel. Case I2 has some unusual structures and
the perspective is misleading in Fig. 14(b) and (c). Cluster 11 has two large,
curved surfaces [which are seen to be separated in Fig. 14(b)], predominantly
in the x-z plane; the bigger structure is at higher y (visualised on the left)
and is further from the centre than the smaller structure. Cluster 12 consists
of two rings roughly in the x-z plane (not the y-z plane as caused by the
optical illusion of the perspective), connected by a curved surface at low z;
the surfaces in cluster 11 fill the holes in cluster 12.
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4. Conclusions
A data mining technique for analysing the fields produced by DNS has
been utilised. The Gaussian Mixture Model groups data points which behave
similarly. This technique has enabled confirmation of the bimodal behaviour
at the highest values of c for a flame which shows local extinction-reignition
behaviour. Specifically, the extinguishing and burning branches categorically
demonstrate distinct behaviours. The extinguishing branch is identified to be
due to evaporating droplets producing very rich mixtures in a curved region
on one side of the spark centre, hence causing local quenching as indicated by
the very low values of Ncc. However, this local quenching occurs on the edge
of a very large flame kernel, which is able to provide a substantial flame front
that has advanced approximately the same distance as the local quenching
region. There is therefore sufficient energy to evaporate the droplets and heat
the flammable mixture to produce a self-sustaining flame which reignites the
locally-extinguished region.
In contrast, the flames which ignite but subsequently extinguish do not
have evaporating droplets which cause local quenching. The droplets are
outside a relatively-small flame kernel and are therefore necessary for flame
propagation, rather than being supported by a substantial flame front which
has advanced to a similar extent. Because the evaporative heat loss outweighs
the chemical potential energy in the evaporated fuel, self-sustaining flame
fronts are not produced: local extinction is followed by global extinction.
The results show that it is possible to identify local extinction (via differ-
ent behaviours producing layers of clusters at intermediate values of c) and
predict whether reignition will occur in the future (via bimodal behaviours
producing layers of clusters at the highest values of c).
One of the limitations of the results is that single-step chemistry has been
used, which is unable to capture all the physics of ignition. Future work will
investigate the behaviour of these systems using multi-step chemistry. In
addition, because these results are all from moderately-sparse droplet fields,
future work will include assessing the behaviour for dense droplet fields.
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Figure 1: Favre-mean turbulent kinetic energy, normalised by initial turbulent kinetic
energy. Base case is shown in all plots: —. Other cases: (a) B1, – ·; B2, – –; BG, · · · .
(b) BE, – –; KG, · · · . (c) I1, – ·; I2, – –; IG, · · · . (d) F1, – ·; F2, – –; FG, · · · .
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Figure 2: Square of mean droplet diameter for droplets still in the domain, normalised
by initial droplet diameter. Base case is shown in all plots: —. Other cases: (a) B1, – ·;
B2, – –. (b) BE, – –. (c) I1, – ·; I2, – –. (d) F1, – ·; F2, – –.
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Figure 3: Favre-mean mixture fraction for the whole domain. Base case is shown in all
plots: —. Other cases: (a) B1, – ·; B2, – –; BG, · · · . (b) BE, – –; KG, · · · . (c) I1, – ·;
I2, – –; IG, · · · . (d) F1, – ·; F2, – –; FG, · · · .
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Figure 4: Maximal temperature in the whole domain. Base case is shown in all plots: —.
Other cases: (a) B1, – ·; B2, – –; BG, · · · . (b) BE, – –; KG, · · · . (c) I1, – ·; I2, – –;
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Figure 5: Favre-mean temperature for the whole domain. Base case is shown in all
plots: —. Other cases: (a) B1, – ·; B2, – –; BG, · · · . (b) BE, – –; KG, · · · . (c) I1, – ·;
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Figure 6: Cluster plots when the spark was deactivated. The first two columns are droplet
cases, while the third column contains gaseous cases; rows contain cases as grouped in
Table 2. The colour for each cluster is shown on the right. Clusters are numbered based
on increasing values of µi for variable c. The upper black line is the conditional maximum
for case B2; the lower black line is the conditional mean for case IG. The dashed ellipses
show regions where data within a cluster is separated from other data within the same
cluster; some clusters are identified in (b). Cases (and cluster containing the largest Ncc):
(a) B1 (6); (b) B2 (7); (c) BG (7); (d) Base (8); (e) BE (6); (f) KG (7); (g) I1 (10); (h) I2
(11); (i) IG (7); (j) F1 (9); (k) F2 (10); (l) FG (10).
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Video 1: Video of convergence history of cluster plots for M = 16. The animation pro-
gressively accelerates through the iterations and freezes for each case once convergence is
reached for that case. The first two columns are droplet cases, while the third column
contains gaseous cases; rows contain cases as grouped in Table 2. The colour for each
cluster is shown on the right. Clusters are numbered based on increasing values of µi for
variable c. The upper black line is the conditional maximum for case B2; the lower black
line is the conditional mean for case IG. Cases: (a) B1; (b) B2; (c) BG; (d) Base; (e) BE;
(f) KG; (g) I1; (h) I2; (i) IG; (j) F1; (k) F2; (l) FG.
30
     
 
0.5
1
1.5
2
N
c
c
  
t L
(a)
    
 
 
 
 
 
(b)
    
 
 
 
 
 
(c)
1
4
8
12
16
     
 
0.5
1
1.5
2
N
c
c
  
t L
(d)
    
 
 
 
 (e)
    
 
 
 
 (f)
1
4
8
12
16
     
 
0.5
1
1.5
2
N
c
c
  
t L
(g)
    
 
 
 
 (h)
    
 
 
 
 (i)
1
4
8
12
16
0.8 0.85 0.9 0.95 1
c
0
0.5
1
1.5
2
N
c
c
  
t L
(j)
 0.85 0.9 0.95 1
c
 
 
 
 (k)
 0.85 0.9 0.95 1
c
 
 
 
 (l)
1
4
8
12
16
Figure 7: Replication of Fig. 6, zoomed in on the bottom-right corner. Cases (and lowest
cluster shown): (a) B1 (9); (b) B2 (8); (c) BG (8); (d) Base (8); (e) BE (10); (f) KG (8);
(g) I1 (10); (h) I2 (11); (i) IG (11); (j) F1 (14); (k) F2 (14); (l) FG (12).
31
0.6 0.60.5
0.6
0.4
x
z
(a)
0.5
0.5
0.4
y
0.4
0.6 0.60.5
0.6
0.4
x
z
(b)
0.5
0.5
0.4
y
0.4
0.6 0.60.5
0.6
x
0.4
z
(c)
0.5
0.5
0.4
y
0.4 1
4
8
12
16
0.6 0.60.5
0.6
0.4
x
z
(d)
0.5
0.5
0.4
y
0.4
0.6 0.60.5
0.6
0.4
x
z
(e)
0.5
0.5
0.4
y
0.4
0.6 0.60.5
0.6
x
0.4
z
(f)
0.5
0.5
0.4
y
0.4 1
4
8
12
16
0.6 0.60.5
0.6
0.4
x
z
(g)
0.5
0.5
0.4
y
0.4
0.6 0.60.5
0.6
0.4
x
z
(h)
0.5
0.5
0.4
y
0.4
0.6 0.60.5
0.6
x
0.4
z
(i)
0.5
0.5
0.4
y
0.4 1
4
8
12
16
0.6 0.60.5
0.6
0.4
x
z
(j)
0.5
0.5
0.4
y
0.4
0.6 0.60.5
0.6
0.4
x
z
(k)
0.5
0.5
0.4
y
0.4
0.6 0.60.5
0.6
x
0.4
z
(l)
0.5
0.5
0.4
y
0.4 1
4
8
12
16
Figure 8: Isosurface of c = 0.96 when the spark was deactivated, coloured by cluster.
Black dots represent droplets which are close to the isosurface. Cases (and clusters shown):
(a) B1 (10–11); (b) B2 (9–11); (c) BG (10–11); (d) Base (12–14); (e) BE (13–15); (f) KG
(9–10); (g) I1 (13–15); (h) I2 (15–16); (i) IG (13–14); (j) F1 (no locations with c = 0.96);
(k) F2 (no locations with c = 0.96); (l) FG (14–15).
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Video 2: Video of isosurfaces of c when the spark was deactivated, coloured by cluster.
Black dots represent droplets which are close to the isosurface. Cases: (a) B1; (b) B2;
(c) BG; (d) Base; (e) BE; (f) KG; (g) I1; (h) I2; (i) IG; (j) F1; (k) F2; (l) FG. Holes
observed in (c) and (f) for low c are due to the isosurfaces extending beyond the small box
visualised.
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Figure 9: Isosurface of c = 0.95 when the spark was deactivated, coloured by cluster.
Black dots represent droplets which are close to the isosurface. Cases (and clusters shown):
(a) B1 (10–11); (b) B2 (9–11); (c) BG (9–11); (d) Base (11–14); (e) BE (13–15); (f) KG
(9–10); (g) I1 (12–14); (h) I2 (14–16); (i) IG (13–14); (j) F1 (no locations with c = 0.95);
(k) F2 (no locations with c = 0.95); (l) FG (14–15).
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Figure 10: Isosurface of c = 0.90 when the spark was deactivated, coloured by cluster.
Black dots represent droplets which are close to the isosurface. Cases (and clusters shown):
(a) B1 (9–10); (b) B2 (9–10); (c) BG (9–10); (d) Base (9–13); (e) BE (12–14); (f) KG
(8–10); (g) I1 (11–14); (h) I2 (11–15); (i) IG (12–13); (j) F1 (16); (k) F2 (16); (l) FG
(13–14).
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Figure 11: Selected clusters for Base case, coloured by c. Clusters: (a) 10; (b) 11; (c) 12;
(d) 13; (e) 14; (f) 15.
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Figure 12: Selected clusters for case BE, coloured by c. Clusters: (a) 10; (b) 11; (c) 12;
(d) 13; (e) 14; (f) 15.
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Figure 13: Selected clusters for case I1, coloured by c. Clusters: (a) 10; (b) 11; (c) 12;
(d) 13; (e) 14; (f) 15.
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Figure 14: Selected clusters for case I2, coloured by c. Clusters: (a) 10; (b) 11; (c) 12;
(d) 13; (e) 14; (f) 15.
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