Abstract-In this paper, we focus on the study of evolutionary algorithms for solving multiobjective optimization problems with a large number of objectives. First, a comparative study of a newly developed dynamical multiobjective evolutionary algorithm (DMOEA) and some modern algorithms, such as the indicator-based evolutionary algorithm, multiple single objective Pareto sampling, and nondominated sorting genetic algorithm II, is presented by employing the convergence metric and relative hypervolume metric. For three scalable test problems (namely, DTLZ1, DTLZ2, and DTLZ6), which represent some of the most difficult problems studied in the literature, the DMOEA shows good performance in both converging to the true Pareto-optimal front and maintaining a widely distributed set of solutions. Second, a new definition of optimality (namely, L-optimality) is proposed in this paper, which not only takes into account the number of improved objective values but also considers the values of improved objective functions if all objectives have the same importance. We prove that L-optimal solutions are subsets of Pareto-optimal solutions. Finally, the new algorithm based on L-optimality (namely, MDMOEA) is developed, and simulation and comparative results indicate that well-distributed L-optimal solutions can be obtained by utilizing the MDMOEA but cannot be achieved by applying L-optimality to make a posteriori selection within the huge Pareto nondominated solutions. We can conclude that our new algorithm is suitable to tackle many-objective problems.
I. INTRODUCTION

M
OST real-world problems in the field of science, engineering, and business management are multiobjective optimization problems (MOPs), and multiple objectives usually conflict with each other. During the last 20 years, evolutionary computation techniques have been successfully used to solve MOPs [1] - [3] . However, many multiobjective evolutionary algorithms (MOEAs) are widely established and well developed for problems with two or three objectives. The state-of-the-art multiobjective optimization algorithms, such as the nondominated sorting genetic algorithm II (NSGAII) or strength Pareto evolutionary algorithm 2 (SPEA2), have been shown to be not suited to solve optimization problems with more than three objectives [4] - [6] , which have been termed many-objective problems by Farina and Amato [7] . Because a large number of objectives lead to further difficulties with respect to computation, visualization, and decision making, in recent years, almost all hot issues in the design of MOEAs have been related to the handling of many-objective optimization problems, and some approaches for improving the scalability of MOEAs to many-objective optimization problems have been proposed [8] . Multiple single-objective Pareto sampling (MSOPS) and MSOPSII [9] , [10] used an aggregation method and a ranking scheme regarding multiple weight or target vectors, but for high dimensions, these techniques reach their limits because either it is hard to determine good weights or the fitness of the optimal solution is not known in advance. Indicatorbased evolutionary algorithms (IBEAs) [11] and hypervolumebased search algorithms as the S-metric selection evolutionary multiobjective optimization algorithm (SMS-EMOA) [12] were reported to outperform established algorithms such as NSGAII and SPEA2 for multiobjective problems with three to six objectives [4] , but the time of computing the hypervolume in most of the hypervolume-based algorithms exponentially grows with the number of objectives. Therefore, Brockhoff and Zitzler developed objective reduction techniques to improve hypervolume-based MOEAs [13] . Other dimensionality reduction methods such as the principal-component-analysis-based method (C-PCA-NSGAII and VU-PCA-NSGAII) [14] and the relation-based method [15] were proposed to cope with highdimensional objective spaces.
Another problem is that solutions with many objectives are usually nondominated with each other by using the Pareto dominance relation. This means a very low selection pressure toward the Pareto front in Pareto-dominance-based evolutionary multiobjective optimization [16] . To increase the selection pressure toward the Pareto front, some modifications of the Pareto dominance relation and rank definition have been suggested [17] , [18] . In [19] and [20] , an alternative relation, called Favour or ε-Preferred, was proposed, and experiments had shown that Preferred clearly outperformed relation Dominates, but it is possible to have cycles in the relation graph of the elements of a search space. A fuzzy definition of optimality (k-optimality) was presented; however, this definition was only used as a posteriori selection criteria within the huge Paretooptimal front [21] , [22] .
The aim of this paper is twofold. First, in order to converge to the Pareto-optimal solutions with a wide diversity among the solutions, a dynamical MOEA based on the principle of thermodynamics (namely, DMOEA) is presented to solve many-objective problems and compared with some state-ofthe-art algorithms, such as the IBEA, MSOPS, and NSGAII. Second, in order to provide reasonable solutions for decision making in real-world problems, a new definition of optimality for handling many-objective problems is proposed. One MOEA based on new selection schemes is suggested, and numerical experiments are conducted. This paper is structured as follows. In Section II, a proposed MOEA (a full description of which is presented in [23] ) is shortly summarized. In Section III, we define a new concept, which is the L-dominance, and the corresponding L-optimal set as well as the new selection strategy L-ranking. Some properties and related theorems are obtained. One MOEA based on new selection schemes for dealing with many-objective problems (namely, MDMOEA) is suggested. Simulation results are presented to demonstrate the behavior of the new schemes and to highlight the important differences to the existing approaches in Section IV. Finally, some conclusions are addressed in Section V.
II. DMOEA CONVERGING TO PARETO-OPTIMAL SOLUTIONS
Without loss of generality, we consider the following MOP and assume that all objectives are to be minimized:
where S is the feasible region of decision variables, M is the number of objectives (generally, M > 2), and l is the number of constrained conditions.
A. Fitness Assignment Strategy
The DMOEA, i.e., the method based on the principle of the minimal free energy in thermodynamics, was first described by Zou et al. [23] . The DMOEA adopted an aggregating function that combined ranking with entropy and density. The DMOEA focused on nondominated solutions and simultaneously maintained diversity in the solutions that converted the original multiple objectives into a new fitness to a solution. The fitness was composed of three parts, i.e.,
where f itness(i) denotes the fitness of the individual i in the population. The first part R(i) is the Pareto rank value of the individual i, which is equal to the number of solutions n i that dominate solution i [24] . The Pareto rank values can be computed as follows:
where
is called the partition function, and N is the population size.
The third part d(i) is the crowding distance, which is computed by using a density estimation technique that is described in Deb et al.'s NSGAII [25] .
In the proposed algorithm, the new fitness values of all individuals are sorted in increasing order, and the individuals whose fitness values are highest are recorded, which are called "worst individuals"; however, the rank values that are equal to zero are considered as "best individuals." Concepts of best and worst individuals in the proposed algorithm are different from those in conventional MOEAs. Moreover, only the worst individuals are eliminated through selections in each step of the DMOEA, which can ensure the good diversity of population.
B. Selection Criterion
We attempted to employ the Metropolis criterion of simulated annealing algorithm [26] and the crowding distance to guide the select process, i.e.,
Note that R(X worst ) and R(X new ) are the Pareto rank value of the worst individuals and the new individuals, respectively. Algorithm 1 (DMOEA) 1) Randomly generate the initial population P (0) and set generation index t = 0.
2) REPEAT a) Calculate the Pareto rank values {R 1 (t), . . . , R N (t)} of all individuals in P (t) according to (3) , where N is the population size. b) Evaluate the fitness of each individual in P (t) according to (2) , sort them in increasing order, and record the worst individuals.
c) Save the individuals whose Pareto rank values are equal to zero to form the Pareto front. d) Apply genetic operations to generate new individuals. e) Select new individuals based on the selection criterion in this section and derive the new population P (t + 1). f) t := t + 1. UNTIL the stopping criteria are fulfilled.
3) Output the Pareto front.
III. MDMOEA CONVERGING TO L-OPTIMAL SOLUTIONS
A. Normalization of Objectives
When all objectives have the same importance, we will consider the normalization of all objective functions. Suppose g i,max and g i,min are the maximum and minimum values of the objective function g i (X) in the feasible set S, let
The original problem is converted to the following normalized MOP (NMOP):
where the values of all new objectives are mapped into a new range, i.e., normalization to the interval [0, 1].
The p-norm of one solution X, which is the distance from any point F (X) to the ideal objective vector (the origin) for the NMOP (5), is defined as follows:
B. Taking Into Account the Number of Improved Objectives
When the Pareto optimality definition is considered, two solutions are equivalent if at least in one objective the first solution is strictly better than the second one and at least in one objective the second one is strictly better than the first one (or if they are equal in all the objectives). Indeed, a more general definition, which is able to cope with a wider variety of problems, should take into account the number of objectives where the first candidate solution is better than the second one and vice versa. Let us first introduce the following functions, which were presented in [21] :
For each pair of solutions, B t (X 1 , X 2 ), E q (X 1 , X 2 ), and W s (X 1 , X 2 ) count the number of objectives for which solution X 1 is better than, equivalent to, and worse than solution X 2 , respectively. For simplicity, we will instead use B t , E q , and W s , respectively. It is clear that
C. Pareto Optimality and L-Optimality
For the convenience of comparison, we recall here the wellknown definition of Pareto dominance, Pareto-optimal set, and Pareto-optimal front in an MOP.
Definition 1 (Pareto Dominance Relation) [27] :
Based on the concept of Pareto dominance, the Pareto optimality and Pareto-optimal set can be defined as follows.
Definition 2 (Pareto Optimality): X * ∈ S is said to be Pareto-optimal if there is no X ∈ S such that X Paretodominates X * .
Definition 3 (Pareto-Optimal Set and Front):
We call a Pareto-optimal set S p and a Pareto-optimal front F p the set of Pareto-optimal solutions in the design variable domain and the objective function domain, respectively. Now, we are able to give a new definition of dominance, namely, L-dominance and L-optimality.
Definition 4 (L-Dominance):
The first condition in Definition 4 means that the majority of objectives are superior, and the second condition implies that the sum of all objective values is improved and can be used to control the values of inferior objectives.
Definition 5 (L-Optimality):
Definition 6 (L-Optimal Set and Front):
We call an L-optimal set S L and an L-optimal front F L the set of L-optimal solutions in the design variable domain and the objective function domain, respectively.
With the aforementioned definition of the L-dominance relation, three properties are obtained.
1) The L-dominance relation is not reflexive since any solution X does not L-dominate itself according to
3) The L-dominance relation is not transitive since X 1 L-dominates X 2 and X 2 L-dominates X 3 does not imply that X 1 L-dominates X 3 , but implies that X 3 does not L-dominate X 1 . Thus, we say that the L-dominance relation is semitransitive.
Therefore, we define a new partial ordering relation. The following two theorems give the relationship between L-dominance and classical Pareto dominance.
Theorem 1:
Proof:
Then, we easily obtain
From Definition 4, we have that
Proof: Suppose X * is not Pareto-optimal, we obtain ∃X ∈ S such that X Pareto-dominates X * ; therefore, from Theorem 1, we have that X L-dominates X * , which is inconsistent to X * ∈ S being L-optimal. Therefore, we can obtain the conclusion.
From Theorems 1 and 2, we have the following. 1) Pareto-dominate implies L-dominate, but L-dominate does not imply Pareto-dominate. It means that we can save more solutions by this new selection strategy and can maintain a better diversity of solutions. 2) S L ⊆ S p , i.e., an L-optimal set is a subset of Paretooptimal solutions. It means that we can choose reasonable solutions from a Pareto-optimal set. When the number of objectives M is equal to two, it is easily obtained that S L = S p , which means that our definition is equivalent to the Pareto-optimal definition. Hence, the classical Pareto-optimal definition will be a special case of our new definition.
D. MDMOEA Based on L-Optimality
The extended definitions of L-optimality can be applied to MOPs at two levels: 1) a new selection of nondominated solutions obtained via the L-dominance relation and 2) development of new algorithms directly converging toward the L-optimal front.
The L-rank value of the individual i, denoted LR i (t), which is equal to the number of solutions n i that L-dominate solution i, can be computed as follows: 
f itness(i) = LR(i) − T · LS(i) − d(i)
where f itness(i) denotes the fitness of the individual i in the population. Based on the aforementioned new theoretic frames, we propose an MOEA for solving many-objective problems, which is denoted MDMOEA, by substituting the Pareto rank values with the L-rank values in Algorithm 1 (DMOEA).
Algorithm 2 (MDMOEA) 1) Randomly generate the initial population P (0) and set generation index t = 0.
2) REPEAT a) Calculate the L-rank values {LR 1 (t), . . . , LR N (t)} of all individuals in P (t), where N is the population size. b) Evaluate the fitness of each individual in P (t) according to (6) , sort them in ascending order, and record the worst individuals. c) Save the individuals whose L-rank values are equal to zero to form the L-front. d) Apply genetic operations to generate new individuals. e) Select new individuals based on the new selection criterion via the L-dominance relation and derive the new population P (t + 1). f) t := t + 1. UNTIL the stopping criteria are fulfilled 3) Output the L-front.
IV. NUMERICAL EXPERIMENTS AND RESULTS
A. Comparison of the DMOEA and the Other Modern MOEAs
A lot of scalable test problems were proposed to test the efficacy of a new MOEA in handling problems with more than two objectives [28] . Here, three scalable test problems DTLZ1, DTLZ2, and DTLZ6 are considered, where two test problems DTLZ1 and DTLZ2 were used to compare different algorithms for handling many-objective problems by Wagner et al. [4] , and test problem DTLZ6 is one of the most difficult problems suggested in the literature [28] . There are n = M + k − 1 decision variables in these problems, where M is the number of objectives, and k specifies the distance to the Pareto front. According to Deb et al. [28] and Wagner et al. [4] , k = 5 is used in DTLZ1, whereas k = 10 is used in DTLZ2 and DTLZ6. The Pareto front of DTLZ1 is a linear hyperplane f 1 + f 2 + · · · + f M = 0.5. DTLZ2 features a Pareto front that corresponds to the positive part of the unit hypersphere (f For performance assessment, convergence [29] and hypervolume measures [30] are considered. The convergence measure describes the average distance of the approximation to the Pareto front in objective space. Due to the special structure of the employed Pareto fronts, the Euclidean distance to the nearest optimal solution, which is similar to the study of Wagner et al. [4] , is analytically determined without using a reference set. The hypervolume metric determines the size of the dominated hypervolume in objective space bounded by a reference point r. Such a metric can provide a qualitative measure not only of convergence but also of diversity. The maximal hypervolume value is reached by the Pareto front. According to previous studies [4] , the reference points r = 0.7 M for DTLZ1 and r = 1.1 M for DTLZ2 and DTLZ6 were used, and the metric values are normalized by calculating the fraction of the analytical optimal value. Note that points that do not dominate the reference point are discarded for metric calculation.
In our studies, five different MOEAs are compared: DMOEA, IBEA, MSOPS1, MSOPS2, and NSGAII. The source codes of four algorithms, namely, IBEA, MSOPS1, MSOPS2, and NSGAII, are downloaded from the Program for International Student Assessment website (www.tik.ee.ethz.ch/pisa/), and all algorithms have been implemented on a PC with a Pentium IV processor, running at 1.6 GHz and with 256-MB RAM. All parameters in the IBEA, MSOPS, and NSGAII are according to the studies of Deb et al. [29] and Wagner et al. [4] . Thirty thousand function evaluations are accomplished, and the population size N = 100 is chosen. The specific parameter T in the DMOEA is set to 10 000. For each MOEA on each test function, ten runs are performed. When the number of objectives is three, four, five, or six, we only calculate the results with the DMOEA since the other four algorithms have been implemented by Wagner et al. [4] . In cases of seven , TABLE I  CONVERGENCE MEASURE FOR FIVE ALGORITHMS   TABLE II  RELATIVE HYPERVOLUME FOR FIVE ALGORITHMS eight, and nine objectives, the mean and standard deviation of the convergence measure and relative hypervolume for five algorithms are calculated. The mean and standard deviation values of the convergence and relative hypervolume metrics obtained by using the five algorithms are listed in Tables I  and II, respectively. In Tables I and II , we observe that the DMOEA reaches the best convergence and hypervolume metrics of all considered algorithms for problems DTLZ1 and DTLZ6 on seven, eight, and nine objectives. The DMOEA is outperformed by the IBEA only for problem DTLZ2, but the DMOEA shows significantly better performance than the other algorithms MSOPS1, MSOPS2, and NSGAII. In all cases, the standard deviation values of the convergence and relative hypervolume metrics with the DMOEA are small, which indicates that the DMOEA is robust with increasing number of objectives. Surprisingly, for two test problems DTLZ1 and DTLZ6, the DMOEA reaches better relative hypervolume values in higher dimensions of objectives than in lower dimensions of objectives, which shows that our aggregated fitness expression is suitable to deal with the high-dimensional problems.
The studies of Wagner et al. [4] showed that the MSOPS obtains very promising results for problems DTLZ1 and DTLZ2 with three to six objectives, but in our simulation experiments, the MSOPS rapidly decreases in quality with increasing dimension of objective space. Particularly for problem DTLZ6 with seven, eight, and nine objectives, no relative hypervolume of both MSOPS variants is measured because no point dominating the reference point is achieved (Table II) . From the results of both tables, we further confirm the observations of Hughes [5] and Wagner et al. [4] that the NSGAII does not converge to the Pareto-optimal set.
For illustration, we show only one of the ten runs of the DMOEA and IBEA on problem DTLZ6 with seven objectives in Fig. 1 by using the scatter-plot matrix method of comparing solutions, which is similar to that in [1] and [25] . The upper diagonal portion shows the (f i , f j ) (i < j) front of the IBEA between f i and f j , whereas the lower diagonal portion shows the (f j , f i ) (i < j) front of the DMOEA between f j and f i . For example, the plot at the first row and third column has its horizontal axis as f 1 and its vertical axis as f 3 for the IBEA, whereas the plot at the third row and first column has its horizontal axis as f 3 and its vertical axis as f 1 for the DMOEA. The diagonal boxes show labels and ranges used for each axis, where the DMOEA range is shown in the first row, and the IBEA range is shown in the second row. The DMOEA Pareto front in the lower diagonal portion is very clear, but only approximate patterns are obtained by using the IBEA. We observe that the DMOEA not only can achieve better convergence than the IBEA but also can obtain a uniformly spread distribution of solutions over the whole Pareto front.
B. Comparison of the L-Optimal Front Obtained by Using the DMOEA and MDMOEA
In order to test L-optimality definitions, we calculate the L-optimal front under the following two cases: 1) to select the L-optimal front within the huge Paretooptimal front obtained via the DMOEA; 2) to directly obtain the L-optimal front via the MDMOEA. In all test problems, we also use the scatter-plot matrix method to depict the solutions. In Figs. 2-7 , the upper diagonal portion shows the (f i , f j ) (i < j) front between f i and f j , whereas the lower diagonal portion shows the (f j , f i ) (i < j) front between f j and f i .
1) Test Problem 1 (SPH-3 [31]):
where n = 100, and x i ∈ [−1000, 1000]. The range of optimal solutions is
For this problem, in Fig. 2 , the star shows the Pareto front via the DMOEA, and the triangle represents the L-front selected from the Pareto front. Fig. 3 shows the L-front via the MDMOEA. Comparing Fig. 2 with Fig. 3 , we can see that the good-distribution L-front is obtained with the MDMOEA, but only a little L-front is obtained with the DMOEA.
2) Test Problem 2 (DTLZ2):
For DTLZ2, when M = 5, the Pareto front and L-front via the DMOEA are depicted in Fig. 4 , whereas the L-front with the MDMOEA is shown in Fig. 5 . Comparing Fig. 4 with Fig. 5 , we can also observe that the good-distribution L-front is obtained via the MDMOEA, but only a little L-front is obtained via the DMOEA. From the numerical simulation, although M -dimensional (M > 5), the L-optimal front can easily be obtained, i.e., f 2 = · · · = f M −1 = 0 and f
These results indicate that new algorithms based on the L-dominance definition can provide the decision making well-distributed L-optimal solutions, whereas the MOEAs based on the Pareto dominance definition can only provide the decision making less L-optimal solutions, although huge Pareto-optimal solutions are available particularly when the number of objectives is quite high.
3) Test Problem 3 (DTLZ8): For DTLZ8, when M = 5, the Pareto front and L-front via the DMOEA are depicted in Fig. 6 , whereas the L-front via the MDMOEA is shown in Fig. 7 . Comparing Fig. 6 with Fig. 7 , we can also observe that the good-distribution L-front is obtained via the MDMOEA, but only a little L-front is obtained via the DMOEA.
V. CONCLUSION AND DISCUSSIONS
Real-world optimization problems often have a large number of objectives. Hence, there is a clear requirement to develop new methods and new concepts for handling many-objective problems. In this paper, we have presented a DMOEA that adopted an aggregating function by combining ranking with entropy and density and have conducted numerical experiments for three test problems (DTLZ1, DTLZ2, and DTLZ6) with three to nine objectives. Moreover, a comparative study among the proposed method (DMOEA) and the other existing state-of-the-art algorithms (IBEA, MSOPS1, MSOPS2, and NSGAII) has been presented. For two different performance measures, the proposed method DMOEA has been shown to generate significantly better results on two test problems DTLZ1 and DTLZ6 compared to other four approaches, and to outperform the MSOPS1, MSOPS2, and NSGAII on test problem DTLZ2. In this paper, we have limited the performance assessment to less than ten-objective dimensions because the calculation of the hypervolume metric needs exponential time in the number of objectives. In addition, for this reason, we have not compared the DMOEA with the SMS-EMOA, although the SMS-EMOA was shown to have good performance for two test problems DTLZ1 and DTLZ2 when the number of objectives is from three to six in the experimental studies of Wagner et al. [4] . The performance assessment of MOEAs for solving optimization problems with more than nine objectives is a challenging issue in future research.
Another important aspect of this paper is that we propose L-dominance as a solution concept for evolutionary multiobjective optimization when many-objective problems are being considered. The new algorithm MDMOEA based on the L-dominance definition has been implemented and compared with the DMOEA. Simulations and comparative experiments have indicated that the new algorithm MDMOEA can converge to the true L-optimal front and maintain a widely distributed set of solutions. Although we have proven that L-optimal solutions are subsets of Pareto-optimal solutions, L-optimal solutions cannot be obtained only by choosing from Paretooptimal solutions, which utilize MOEAs based on the Pareto dominance concept.
In our new definitions, we assumed that all objectives are equally important. When the number of objectives is large and not all objectives are equally important, the unimportant objectives could be deleted from the optimization problems. One purpose for normalizing all objectives is to obtain a nondimensionalized optimization problem since different objectives possibly have different measure units, and numerical experiments have shown that the units of objectives have effects on the results, even if the same algorithms were used. We also assumed that the maximum and minimum values for each objective are available. However, if the maximum and/or minimum values of some objectives are not available, we can estimate their approximate values by employing single-objective optimization techniques because it is not necessary to have the exact maximum and/or minimum objective values in our new definitions and new algorithms. In addition to these methods, the approach of weighted objectives can also be considered. Accordingly, it is important to determine good weights. Another future work is to prove the convergence and estimate the convergence rate of the MOEA based on the L-optimal definition.
