Abstract. In this paper we show irreducibility and the strong Feller property for transition probabilities of stochastic differential equations with jumps and monotone coefficients. Thus, exponential ergodicity and the spectral gap for the corresponding transition semigroups are obtained.
Introduction
Let (Ω, F , P ; (F t ) t 0 ) be a complete filtered probability space, and (U, U, ν) a σ-finite measurable space. Let {W (t)} t 0 be a d-dimensional standard F t -adapted Brownian motion, and {k t , t 0} a stationary F t -adapted Poisson point process with values in U and with characteristic measure ν(cf. [5] ). Let N k ((0, t], du) be the counting measure of k t , i.e., for A ∈ U N k ((0, t], A) := #{0 < s t : k s ∈ A},
where # denotes the cardinality of a set. The compensator measure of N k is given bỹ N k ((0, t], du) := N k ((0, t], du) − tν(du).
In the following, we fix a U 0 ∈ U such that ν(U − U 0 ) < ∞, and consider the following stochastic differential equation (SDE) with jumps in R d :
where b :
Here, the second integral of the right side in Eq. (1) is taken in the Itô's sense, and the definition of the third integral is referred to [5] . When d = 1, Youngmff Kwon and Chaniio I. Ff in [7] showed that the transition semigroup of Eq. (1) is strong Feller and irreducible under some smoothness and growth conditions on b, σ, f with nondegenerate diffusion term. If b, σ, f are Lipschitz continuous, Masuda in [8] provided sets of conditions under which the transition semigroup of Eq.(1) fulfils the ergodic theorem for any initial distribution.
In this paper, we study the ergodicity of Eq.(1) under some non-Lipschitz conditions. First of all, recall some notions about the ergodicity. Let {X t (x), t 0, x ∈ E} be a family of Markov processes with state space E being a Hausdorff topology space, and transition probability p t (x, E). Then (i) p t is called irreducible if for each t > 0 and x ∈ E p t (x, E) > 0 for any non-empty open set E ⊂ E ;
(ii) p t is called strong Feller if for each t > 0 and E ∈ B(E)
The transition probability p t (x, ·) determines a Markov semigroup (p t ) t 0 . The theorem below is a classical result combining the above concepts.(cf. [2] ) Theorem 1.1. Assume a Makov semigroup (p t ) t 0 is irreducible and strong Feller. Then there exists at most one invariant measure for it. Moreover, if µ is the invariant measure, then µ is ergodic and equivalent to each p t (x, ·) and as t → ∞, p t (x, E) → µ(E) for any Borel set E.
Next introduce our non-Lipschitz conditions. Hypotheses:
(H 1 ) There exists λ 0 ∈ R such that for all x, y ∈ R
where κ is a positive continuous function, bounded on [1, ∞) and satisfying
Here the function κ controls the continuity modulus of b(x) and σ(x) such that the modulus is non-Lipschitz, for example,
(H 3 ) b is continuous and there exists λ 2 > 0 such that
Here ·, · denotes the inner product in R d , | · | the length of a vector in R d and · the Hilbert-Schmit norm from R d to R d . When ν(U 0 ) = 0 and b, σ satisfy the above assumptions and another assumption, Zhang [14] proved that the transition semigroup of Eq.(1) has the exponential ergodicity in the sense that there exists a constant β 2 > 0 such that for t > 0,
where · V ar denotes the total variation of a signed measure and C 2 > 0 is a constant.
Here we require ν(U 0 ) = 0 and follow the same lines as done in [14] . Thus how to treat the term with jumps is our key. Firstly, we make the following assumption on f :
and for q = 2 and 4
Under (H 1 ), (H 2 ) and (H f ), it is well known that there exists a unique strong solution to Eq.(1) (cf. [12, Theorem 170, p.140] ). This solution will be denoted by X t (x 0 ). The transition semigroup associated with X t (x 0 ) is defined by
where B b (R d ) stands for the Banach space of all bounded measurable functions on R d . The transition probability is given by
By Girsanov's theorem on processes with jumps we get the irreducibility under (H 1 )-(H 3 ) and (H f ) (cf. Proposition 2.4). In order to get strong Feller property, we need the following stronger assumptions on
where σ λ 2 (x) is the unique symmetric nonnegative definite matrix-valued function such that σ λ 2 (x)σ λ 2 (x) = σ(x)σ(x) − λ 2 I for the unit matrix I.
and
is stronger than (H 1 ), a matrix result is needed. And we will give a general result in Section 2.
When b, σ and f satisfy (H Finally, to show the ergodicity, the following assumption is needed: (H b,σ,f ) There exist a r 2 and two constants λ 3 > 0, λ 4 0 such that for all
We are now in a position to state our main result in the present paper. 
(ii) if r > 2 in (H b,σ,f ), then for some α, C 3 > 0 independent of x 0 and t,
Moreover, for any γ > 1 and each
where α is the same as above, µ(ϕ) :
The following convention will be used throughout the paper: C with or without indices will denote different positive constants (depending on the indices) whose values may change from one place to another one.
Proof of Theorem 1.3
Lemma 2.1. Suppose A, B are two symmetric positive definite matrices satisfying that there exists a λ > 0 such that
Proof. Set
To show (3), we consider the difference of A − B 2 and A λ − B λ 2 , i.e.
where tr(·) stands for the trace of a matrix. By the proof of [4, Theorem 7.4.10, p.433], one can obtain A = UMU * and B = UNU * , where
, and η i , µ i are eigenvalues of A and B, respectively, and larger than √ λ. Moreover,
By the same deduction as the above one, we have tr
η i µ i . So, the right hand side of (4) can be written as 2
and (3).
To show the irreducibility, we firstly estimate X t (x 0 ).
where C depends on x 0 , λ 1 and T .
Proof. Applying Itô's formula to Eq.(1), we have
By BDG inequality, Young's inequality and mean theorem, one can obtain that E sup
For the fifth term in the right hand side, we use Young's inequality and (H f ) to get
To the seventh term in the right hand side, the similar method yields that
Combining (7), (8), (9), (H 2 ) and (H f ), we obtain
Gronwall's inequality yields
6
Secondly, construct some auxiliary processes. For any T > 0, let t 0 ∈ (0, T ), whose value will be determined below. Set for any n ∈ N X n t 0 = X t 0 I {|Xt 0 | n} .
And then by Lemma 2.2 lim
For t ∈ [t 0 , T ] and y ∈ R d , define
Thus,
, J n T = y, and J n t satisfies the following equation:
Next, we introduce the following equation:
Lemma 2.3. Suppose that b, σ and f satisfy (H 1 )-(H 2 ) and (H f ). Then
Proof. Set Z t := Y t − J n t , and then Z t satisfies the following equation
By Itô's formula we obtain
It follows from (H 1 )-(H 2 ) and (H f ) that
There exists a δ > 0 such that
where ρ δ : R + → R + is a concave function given by
Next, estimate E|Y t | 2 . For t ∈ [t 0 , T ], by Hölder's inequality, one can get
Moreover, by Burkholder's inequality, (H 2 ) and (H f ), it holds that
Gronwall's inequality admits us to obtain that sup
where C is independent of t 0 .
Combining (11)- (13), by Jensen's inequality and the Bihari inequality (cf. [14, Lemma 2.1]), we have
The proof is completed. Proposition 2.4. Suppose that b, σ and f satisfy (H 1 )-(H 3 ) and (H f ). Then the transition probability p t is irreducible.
Proof. To prove the irreducibility, it suffices to prove that for each T > 0 and
for any y ∈ R d and a > 0.
8
First of all, study the process Y t . Define
and then
By (H 3 ), we obtain that |H t | 2 is bounded, which yields that Eξ T = 1 by Novikov's criteria. And then defineW
Thus by [12, Theorem 132] we know that Q is a probability measure,W t is a Q -Brownian motion andÑ k (0, t], du is a Poisson martingale measure under Q with the same compensator ν(du)t. Moreover, Y t is the solution of the following equation
By the uniqueness in law of Eq. (1) we attain that the law of {X t , t ∈ [0, T ]} under P is the same to that of {Y t , t ∈ [0, T ]} under Q. Therefore, to obtain (14) , it is sufficient to prove Q |Y T − y| a < 1, and furthermore, P |Y T − y| a < 1 by equivalency of Q, P .
It holds by Chebyshev's inequality and Lemma 2.3 that
Choosing n large enough and t 0 close enough to T , we have
The proof is completed.
Next we use the coupling method to prove strong Feller property. Set a(x) := σ(x)σ(x). And then the infinitesimal generator of Eq. (1) is given by
Recall that an operatorL on R 2d is called a coupling operator of L ifL satisfies the marginal condition:
where ψ is regarded as a function in C 2 b (R 2d ). For any δ ∈ (0, 1) and |x 0 − y 0 | < δ, we define
where α ∈ (0, 1) (its value will be determined below). Thus the operator given bỹ
is a coupling operator of L.
By the analysis similar to [13, Section 3.1], there exist a stochastic basis (Ω,F,P ; (F t ) t 0 ) and aR 2d -valued processZ
is an (F t )-local martingale, where e is the explosion time of the processZ 
And then for any
together with Doob stopping theorem yields that the processX t is also associated with L. Thus the generator ofZ t := (X t ,Ỹ t ) before τ is justL.
Proposition 2.5.
whereẼ is the expectation with respect toP . Next we estimateP (t < τ ). Define
Setting g(r) := r 1+r , r 0 and ψ(x, y) := g(|x − y|), one can obtain by (16)
where
Noting that by (H
Thus
By (H ′ 1 ) we have
Next, deal with I 3 . Mean theorem and (H ′ f ) admit us to get
where 0 < θ < 1. So
Combining ( 
On one hand, substituting (22) into (21) yields E(t ∧ τ ∧ e n ∧ S δ ) δ α (1 + δ) Letting n → ∞, one can obtain by Levy's theorem Letting n → ∞, we havẽ P (2t) ∧ τ > S δ 1 + δ δ |x 0 − y 0 | exp{−(1+δ)(|λ 0 |+2C)t} .
Finally, by (23) and (24) it holds that P (t < τ ) =P (t < τ, S δ > t) +P (t < τ, S δ t) P (2t) ∧ τ ∧ S δ > t +P (2t) ∧ τ > S δ 1 tẼ (2t) ∧ τ ∧ S δ + 1 + δ δ |x 0 − y 0 | exp{−(1+δ)(|λ 0 |+2C)t} C t,λ 0 ,δ · |x 0 − y 0 | exp{−(1+δ)(|λ 0 |+2C)t}/6 .
Thus, the proof is completed.
We now give
Proof of Theorem 1.3
