Introduction
This analysis is an update to the topological B y lifetimes measurement, rst performed using the 1991 DELPHI data [1] . B hadron candidates are identied as distinct displaced secondary vertices of charged particle tracks which w ere reconstructed with high precision using the vertex detector. The charge of each B candidate is the total charge of the tracks assigned to the secondary vertex. The excess decay length method [2] is used to extract the lifetime.
The current analysis uses events collected from 1991 to 1993, and it therefore supplants the previous analysis. The method is dependent upon measuring the production point o f c harged particle tracks and relies heavily upon the silicon vertex detector.
According to the spectator model [3] , the light constituent quarks are expected to play a passive role in weak decays of hadrons composed of a heavy quark and light quarks. This model predicts that the lifetimes of all B hadrons are equal and are determined by the lifetime of the b quark. However, the lifetime dierences between charmed particles clearly indicate corrections to the spectator model. These are expected [4] to give B += A brief description of the detector can be found in section 2. Section 3 explains how the beam position was found. Section 4 details the event selection procedure, and the vertex reconstruction and selection is in section 5. The sample obtained is shown in section 6, while section 7 describes the t technique. The B lifetime results are presented in section 8.
The Apparatus
The DELPHI detector has been described in detail elsewhere [5] . The detector was identical to that used in [1] , and only a very brief summary is given here.
In the barrel region, charged particles were measured by a set of cylindrical tracking detectors whose z axes are common with the electron beam and with the axis of the solenoidal magnet which produced a 1.23 T eld. The positive z axis was oriented along the electron beam direction, the radius R was then dened in the plane perpendicular to z, and the origin of pointed to the centre of LEP. The origin was also taken as the x axis, and the y axis completed a right-handed coordinate system.
The Time Projection Chamber (TPC) was the main tracking device. Charged particle tracks were reconstructed in three dimensions for radii between 30 cm and 122 cm with up to 16 space points for polar angles between 39 and 141 . Additional measurements were provided by the Inner Detector, (ID), between 12 and 28 cm, and the Outer Detector, (OD), at around 200 cm.
The silicon Vertex Detector (VD) [6] had three concentric layers located at average radii 6.3 cm, 8.8 cm and 10.9 cm, each of which could provide one or two R coordinates for particles with polar angle between 43 and 137 . The point precision in R was 8 m. y The symbol B means charged or neutral B hadron. 2 
Determination of the Interaction Region
The position in x and y, and the width in x of the beam interaction region z have been measured as a part of this study. This was done by forming a vertex from each hadronic event, and then combining the vertices to measure the beam position and size.
For each e v ent a common vertex was formed from all the tracks with hits on at least two l a y ers of the microvertex detector. The track which contributed the largest 2 was removed until no track w as contributing more than 10 units. Events with at least 8 tracks remaining are depleted in heavy quark species and only these were used to measure the beam intersection region. These events were accumulated in samples with a typical size of 200 events, corresponding to the cartridges written by the data acquisition system. In each sample the beam position and x width were tted from the event v ertices.
The t was a likelihood t to the position of the vertices with two terms, one for light quark events, and the other for events which are distorted by lifetime eects. The latter component w as measured by tting the events from cartridges with more than 250 events. It was found to be reasonably described by a 16% fraction of events with a Gaussian width of 270 m. (This should be compared with an initial 22% of b quarks with an approximately exponential decay length distribution of mean 3000 m, and also a c contribution). This fraction and width was then xed for all cartridges, as was the y size of 20 m. Cartridges where less than 20 events were available to nd the beamspot were excluded. The typical width in x was 100 { 130 m.
The analysis was also performed using a beamspot calculated from a single t to all the tracks on a cartridge [7] , rather than to the vertices as described here, as a cross check.
Event Reconstruction

Hadronic Event Selection
Only charged particles with a momentum above 0.1 GeV/c, a measured track length over 50 cm and an angle to the beam axis exceeding 25 were used in this analysis.
The sum of the energies of these charged particles in each of the forward and backward hemispheres was required to exceed 3 GeV, and the total energy had to be more than 15 GeV. At least six charged particles were required with momenta above 0.2 GeV/c. These cuts selected approximately 1,434,000 events as hadronic Z 0 decays.
The quality of the (ID) data was checked by demanding that for each e v ent at least 65% of good barrel tracks with vertex detector hits also had ID hits. This removed 5% of events in the data.
After this hadronic event selection, the JADE jet clustering algorithm [8] was applied to the charged particles using a scaled invariant mass squared cut of 0.04. This large value reduces the chance of splitting the B decay products into two jets. For the subsequent analysis each particle was reassigned to the closest jet in space. In simulation this decreased the number of B tracks assigned to the wrong jet from 0.03 to 0.022. The JADE algorithm is an iterative procedure which combines tracks at each step and can never re-assign them, and it is therefore not a surprise that it is possible to improve the nal track selection.
The charged particles from light hadron decays or from photon conversions can confuse an attempt to nd a B vertex. To reduce this problem all pairs of oppositely charged z The y width was much smaller, and its uncertainty w as not a signicant error. 3 particles were combined to see if they were consistent with a K 0 s or decay o r conversion. The selection criteria were designed for purity rather than eciency, to reduce misidentication of B direct decay products as coming from one of these sources. About 0.17 K 0 s , 0.06 and 0.48 per event w ere identied and the charged particles tagged as coming from other sources and not considered further.
After the jet nding and pair rejection, charged particles with momenta lower than 0.5 GeV/c or a closest approach to the beam spot in the R plane larger than 1 cm were removed. Only jets with at least three remaining charged particles were accepted. All selected particles in the jet were required to have hits on at least two (of the three) layers of the vertex detector in order to be considered as reliably measured. Only one jet in ve met the latter requirement. Over half the loss of jets was due to purely geometric eects coming from the nite size of the vertex detector.
The eect of these and other requirements on the combined data are listed in table 1. Also shown are the results of a full Monte Carlo simulation, starting from Z 0 decays generated by the program JETSET 7.3 [9] and including particle interactions in materials and detector resolutions [10] (`DELSIM'). To reproduce this resolution better, particularly in the tails of the distributions, a smearing package initially developed for B tagging was used [11] . This smeared the reconstructed track parameters using a sum of Gaussians and exponentials. The lifetimes of all the B species were set to 1.60 ps in this simulation.
Event Table 1 : Cumulative eect of each selection on the data and the selected simulated hadronic events. The last two cuts are described in section 5
The simulation had dierent eciency for selections 4) and 5) than the data. The fourth could have led to a bias in the data to low m ultiplicity e v ents, but it will be seen that this was not signicant. The fth suggested that there could be slightly larger tails on either the beamspot or the track errors in the data, and its eect has been estimated at the end of section 5.1.
Track Extrapolation Errors
The assignment of particles to the primary vertex and secondary vertex used the extrapolated track positions in the plane perpendicular to the beam direction. The z coordinate was much less precise than R, therefore the vertex reconstruction used only the R projection of the charged particle tracks.
There were two contributions to the extrapolation error, R : the intrinsic measurement resolution ( meas ), which includes alignment errors, and the multiple scattering ( scat ). For tracks with hits in at least two of the silicon layers it was parameterized by: (1) 4 where p was the particle momentum in GeV/c and was its polar angle. Values of meas = 3 0 3 m and scat = 7 0 4 m w ere used; these represent a n a v erage over dierent classes of tracks, and are slightly larger than those in reference [6] , for which hits in all three silicon layers were required on each c harged particle.
Vertex reconstruction
Charged particles had to be assigned to the correct vertex in order to determine the charge of the B hadron. Each jet was examined independently. If produced by a b quark it will in general contain several vertices: the primary interaction, b decay, c decay and perhaps s decay. However, in order to simplify the analysis, the jet was assumed to contain only the primary vertex and a single decay v ertex.
A v ertex was formed from all selected particles in the jet constrained to pass through the measured beam spot, for which the x size was determined as described in section 3, and the y size was assumed to be 10 m. A larger value of the y size was used in nding the interaction region in order not to reject good vertices. The value used here was more accurate, but in practice the dierence was very small. The probability of this t in data and simulation can be seen in gure 1. If the probability w as better than 1%, it was assumed that all the tracks in the jet came from the primary vertex, and such jets were not considered further.
Next, all the particles within the same jet were divided into two groups, with all possible permutations being tried. One group was used to make a v ertex which w as constrained by the beam spot, while a second vertex was formed using the particles in the other group with no such constraint. At least two particles were required in the secondary vertex, while any n umber were allowed in the primary. The probability, for which the 2 was the sum of those at the primary and secondary vertices and the number of degrees of freedom was the number of particles minus two, was found for each combination.
It was required that the best combination should have a P ( 2 ) exceeding 1%. This requirement tended to reject events where the ight distance of the charmed hadron from the B decay w as large. It was also required that the second best combination should have a P( 2 ) below 1% and its 2 should exceed that of the best combination by at least 4 units, i.e. 2 next best 2 best > 4. Jets which did not satisfy this requirement w ere regarded as ambiguous, and were rejected. The results of these vertex requirements are shown in table 1.
Secondary Vertex Selection
In order to select a sample of events with a high content of B hadrons, a variety o f selections were applied to the candidate events. These requirements are detailed in the following paragraphs.
Firstly it was required that the interaction position was well measured for the data events, and that there was no evidence of any m o v ement within the period for which the position was averaged.
Then it was demanded that there be at least three tracks at the vertex, as simulation studies showed that B candidates making use of only two tracks had excessive background. This requirement f a v ours charged over neutral B's as the selection eciency was biased to low m ultiplicity, and the lowest multiplicity retained (three) had an odd number of tracks. 80% of the vertex candidates have only two tracks, but many of these have l o w mass as well. No cuts P( Figure 1 : The upper plot shows the P( 2 ) distributions for one vertex formed from all the charged particle tracks and the beam spot in data and simulation. The lower plot shows the P( 2 ) of the best vertex as described in section 5, both before () and after (2) demanding that it be distinct from the next best.
Next, the invariant mass of the candidate, M vis , w as calculated, using only the charged particles attached to the secondary vertex and assigning them the pion mass. B decays were selected by requiring that M vis exceed 2.2 GeV/c 2 , which i s a b o v e the charm kinematic limit. The mass distribution after all cuts can be seen in gure 2 a). Only a few events were found to have mass above that of the B 0 , which reects the generally correct assignment of particles to vertices. Table 2 shows the eect of this and the other selections. Next, the vector sum of the momenta of all the particles assigned to the secondary vertex was found, and its azimuthal angle, mom , obtained. Taking the azimuthal angle, geom , of the vector joining the primary and secondary vertices, the dierence = mom geom was computed. This was expected to be near zero for B candidates because the momentum will point in the same direction as the line of ight, while background combinations coming from badly measured tracks and random combinations need not satisfy this condition.
However, mom did not coincide with the direction of the B momentum, mostly because of the momentum carried by neutral particles; the R.M.S. dierence found in simulated Table 2 : Cumulative eects of the selections applied to the vertices. events was 50 mrad at M vis = 2.2 GeV/c 2 , improving to 15 mrad at 5.0 GeV/c 2 . F urthermore, the measurement of the primary and secondary vertices produced an error on which decreases with increasing decay length. The error, , w as the quadratic sum of the error on mom , taken from simulation and depending upon the visible mass, and the error on the position which w as taken from the appropriate projection of the calculated vertex errors. Vertices were accepted if jj= was less than three. At this stage in the analysis, events were also retained which w ould have passed if their momentum had been reversed. These events are used to estimate background.
The cut on rejects 5% of the simulated events (see table 2), and it would have been expected that 150 data events would not have passed. In fact, 260 were rejected, an excess of 70%. The simulated events rejected were mostly light quark events in the tails of the beam spot for which the whole jet from the Z 0 was interpreted as a B . In the real data the beam spot had non Gaussian tails.
Events passing the above cuts were required to have a 2 probability of the accepted vertex combination greater than 10%, while preserving the previous criterion that no other combination should have a probability o v er 1%. Requiring this large dierence in probability reduces the chance of associating the wrong particles to the secondary vertex.
The decay length, l R , distribution for the vertices selected so far is shown in Figure 3 . The decay length was required to be less than 4 cm, because there was a small number of events found at 5.5 cm, the radius of the beam pipe. This rejected 0.5% of events.
The negative tail of the distribution was also removed. The fraction of events aected was 0:5 0:2% in data and 0:4 0:1% in simulation. Based on these values, and the fractions of events rejected by the cut, (8:6 0:5% and 5:1 0:2% respectively), and the background in the simulation of 0.6%, the light quark contamination in the data was estimated to be between between 0.6% and 1.2%. This reected the excess events in the data seen in entry 4) of table 1.
The charged multiplicity distribution of the accepted secondary vertices is shown in gure 2 b); the mean was 3.940.02 for the data and 3.960.01 for the simulation. The slightly lower probability o f h a ving two VD hits on each track in the data might h a v e led to a lower multiplicity, but there was no rm evidence for this eect.
Selected Sample Composition
The composition of the simulated event sample before and after the selections is listed in table 3, as is the assumed original composition of the data, which w as taken from ref- erence [12] , and the estimated composition of the selected sample. The fraction of B jets after the selections was 99.40.1% in simulation. There was a signicant enhancement in the selection of B + with respect to neutral species. This comes from the variation of eciency with charged multiplicity, which, as discussed above, peaks at low m ultiplicity and favours charged B hadrons, and from the lower eciency for selecting D + rather than D 0 due to the dierence in the lifetime. There was also a further suppression of the 0 b , which w as due to a lower typical value for M vis in these events.
The`other' b states selected in the simulation are all b , and roughly half of these are charged. The eect of a 0.2% contribution of b has been neglected throughout.
Measured Table 3 : The composition of the selected event sample. In the simulation all the B hadron lifetimes were 1.60 ps. The DELSIM sample had a rather low rate of 0 b production, and for ts to the data the values on the right hand side of the table were assumed.
It should be noted that the selection eciency is lifetime dependent. Table 3 shows the eciencies if the lifetimes are identical, and the changes introduced by the lifetimes are handled in the t described in section 7.3. 9 7 Lifetime Fitting Procedure The lifetime of charged and neutral B hadrons was extracted from the data by means of an unbinned maximum likelihood t to the excess decay time (see section 7.2 below). Events fall into one of four classes: a) B e v ents where all tracks from the B are correctly assigned. b) B e v ents where a decay track w as missing from the set of tracks in the jet. This could be because of the 0.5 GeV/c momentum cut, the jet nding or the DELPHI track nding eciency. This was assumed to be proper time independent. c) B e v ents where a track w as misassigned from B to primary or vice versa. The P( 2 ) of the correct assignment of tracks must be bad for these events to be accepted, but the P( 2 ) of the incorrect one must be good. The probability of the correct vertex combination having a bad P( 2 ) w as independent of proper time, so good events are removed in a manner which does not bias the lifetime of the remaining events. However, the probability of the new arrangement producing an acceptable P( 2 ) clearly decreases with B decay length. d) Non B events, coming from charm or lighter quarks. All four categories are distinct, but the proper time distributions of a) and b) are similar, while the other two h a v e their own individual distributions.
Charge Estimation
In order to extract the charged and neutral B lifetimes, it was important to know the accuracy of the charge estimator. The relative proportion of classes a), b) and c) was tted from the data as part of the nal t, in order to minimize systematic errors. Using the quark model prediction that there are no multiply-charged B hadrons, the number of doubly and triply charged secondary vertices found was used to estimate the probability of loosing a track, or of putting a primary track i n to a secondary vertex.
This was done by treating each track in the B candidate as having an independent probability of being missed, and using binomial statistics to calculate what the observed charge distribution was for one or two tracks missed. This distribution was of course dependent upon the true charge. For simplicity, the calculation assumed that all B 's started with the same number of tracks, normally four. The sensitivity to this number was not large.
The charge estimation was binned according to how many tracks were rejected from the jet because of the low momentum or large impact parameter requirements of section 4.1.
In general three quality bins were used, for 0 or 1, 2 or 3 and 4 or more tracks rejected. The binomial expansions are well known, as is the probability that m tracks from n are missing when the mean number of missing tracks was P. By summing over them, an expression, P(q; Q; j), for the probability of observing a B of true charge q as having measured charge Q in bin j was derived. In the nal t the P values are controlled by the observed numbers of multiply-charged events.
For the events where a track w as assigned to the wrong vertex, class c), the charge distribution used was that described above, with a change of 1 to account for the track which w as wrong.
The charge distribution of background events was assumed to be the same in the data as in the simulation. However, there was an important correction, which came from the fact that the acceptance probability w as a rapidly changing function of the number of tracks. If a B + decaying to three charged particles had one track missing it failed the selection criteria, while a B 0 decaying to four prongs of which one is missed may be accepted. Because three and four prong decays dominate the selected sample, charged B mesons have their charge estimated better than neutral ones. To allow for this the values of P used in the t were internally increased by 40% for B 0 , while for B + they were decreased by the same amount.
The procedure outlined above can be seen in gure 4 to provide a reasonable description of the simulation. The charge was measured correctly in 771% of the simulated charged events and 571% of the neutral ones, and the numbers of multiply-charged vertices, shown in Figure 4 b), w ere used to t the parameters P j in the data (see table 4).
Excess Proper Time Estimation
The B lifetime was tted from the excess proper time distribution of the reconstructed decays. This requires a knowledge of the excess decay length and the B hadron velocity. The former was found from the positions of the primary and secondary vertices and by moving the secondary vertex back t o w ards the primary along the reconstructed line of ight to nd the minimum acceptable decay length of the given decay; the latter was estimated from the measured momentum and invariant mass.
Excess Decay Length Measurement
The measured decay length distribution, l R , w as a convolution of the decay length of the B hadron with that due to the subsequent decays of B decay products, particularly D mesons. There was also an acceptance probability which w as lifetime dependent. To measure the lifetime, the excess decay length, l excess R , b e y ond the minimum required to identify the vertex, l min R , w as used rather than the full decay length, l R . This gives an l min R was found on an event b y e v ent basis from the data, and the measured distribution is shown in gure 5. In each accepted event, the secondary vertex and all the charged particle tracks associated to it were moved towards the primary interaction vertex. l min R was the point at which that particular secondary vertex would just be accepted by the 2 cuts described above. The time distribution of the decaying particles beyond this point was then just given by their lifetime.
The D lifetime did not distort the shape of the distribution, essentially because its eects are independent of the B ight time, and the vertices were suciently far from the production point that the eects near it could be neglected. The excess decay time distribution was then described by an exponential with a slope given by the B lifetime to a v ery good approximation x .
The excess three dimensional decay length, l excess , w as found from this excess length in the R plane, l excess R , a s l excess = l excess R sin (2) where was the polar angle of the vector sum of the momenta of the charged particles assigned to the decay v ertex.
Boost Estimation
The momentum of the parent B w as found using the method of reference [13] , which employs the fact that for suciently large boost the velocity of the B is the same as that of the observed component:
x The convolution of an innite exponential with an unknown (but nite) distribution is an exponential with the slope of the original. 12 where 1 P B est is the estimate of the inverse of the B momentum, M B is the true B hadron mass, M vis is the eective visible mass, assuming that all the particles are pions, P vis is the sum of the momenta of the particles at the secondary vertex and is a correction factor of order one. Substituting this into the equation for the excess proper time gives: t excess = M B l excess 1 P B est = M vis l excess P vis (4) The value of used was (0:871 + 0:0331 M vis 0:00266 M vis 2 ) 1 , where M vis is measured in GeV/c 2 . This varies from 1.08 to 1.03 in the mass range used. It deviated from one because of the exclusion of charged particles of momentum less than 0.5 GeV/c, the fact that M vis was calculated assuming that all the particles were pions when it was very likely that at least one was a kaon, and because of the missing transverse momentum which biased the estimator for low momentum. This parameterization and its coecients were derived from the full simulation, and depended weakly upon the B decay s c heme assumed there. The largest error is due to the uncertainty in the B ! K + X branching ratio, which contributes approximately 0.004 to the uncertainty i n . This estimate of the boost of the B had an error of 22% in the simulation, which increased the spread of the proper time distribution by a factor of p 1:0 + 0 : 22 2 = 1 : 02. The value of was compatible within statistical errors (which w ere less than 1%) for B 0 , B + and B 0 s , but was 102% larger for B baryons in the simulation used. This came from the assumption of the pion mass for any protons, which reduced the measured M vis . N o correction was made for this eect; it is in any case comparable with the error on the B baryon lifetime.
The`raw' mean momentum of the candidate B's, shown in gure 2 c), was 21.30.2 GeV/c in the data and 21.60.1 GeV/c in the simulation. The calculated mean momentum, using equation 3 and assuming that the mass of each B hadron is 5.28 GeV/c 2 , w as found to be 35.70.2 GeV/c for the data and 35.60.1 GeV/c for the simulation.
The Fit Method
A maximum likelihood t was made to the excess proper times of the events. This included a binned estimation of the probability of reconstructing the charge wrongly, using the number of doubly and triply charged secondary vertices observed in each bin as described in section 7.1. The likelihood of event i to have observed charge Q i and excess proper time t excess i was taken to be: L i = X P(q ; Q i ; j i ) C e t excess i = (5) where the sum runs over the B hadron species considered in the t, the background, and the excess events accepted at short decay length (class c) of section 7, denoted confused'. The two ts considered later allow the species to be (i) the charged and neutral B hadrons, and (ii) the four most common species (B + , B 0 , B 0 s , 0 b ) a t L E P . P ( q ; Q i ; j i ) is the probability that a B hadron of charge q will be reconstructed as having charge Q i if the quality bin is j i , C is the normalization constant for species , and is the mean lifetime typical of species . While only the B lifetime distributions are expected to be exponential, the other two contributions are both small, and an approximate description is adequate. Therefore an exponential distribution is used for each. 13 P(q ; Q i ; i ) has been described in section 7.1. It depended on the vector of parameters P i , which w ere allowed to vary in the t.
The normalization constants C are given as:
where the F are the relative fractions of the various B species and the background in the selected sample, and t max is the maximum allowed excess proper time of the events used in the t and was set to 12 ps to be within the 4 cm decay length cut. The fractions of the selected sample, F , are related to the fractions f which w ould have been observed if the lifetimes had been equal:
N X i f e t min i = P f e t min i = (7) where N is the number of selected events and t min i is the proper time of the minimum decay distance at which e v ent i would have been observed. The fractions f are not the same as the initial fractions of the various B species because of the dierent selection eciencies for the dierent decay topologies, but are the selected fractions given in table 3.
B Lifetime Results
Fit to B hadron Lifetimes
The excess proper time distributions of the charged and neutral vertices are shown in Figure 6 . The t to the average charged and neutral B lifetimes, as described below, is superimposed. In this t it was assumed that all charged B species have one lifetime and all neutral ones have another. The relative normalization of the two species was left free to reduce the dependence upon the simulation. A background fraction of 0.9%, as described in section 5.1 is included. The results of this t are shown in Table 4 : Fit to average charged and neutral lifetimes, with the statistical errors shown. P is dened in section 7.1, and f 0 is the fraction of neutral B hadrons which w ould have been selected if the lifetimes had been equal. The last two e n tries are not independent parameters, but the errors have been calculated separately.
The three classes of P contain 380, 580 and 857 events respectively. The charge measurement is poor in P 3 ; but it should be remembered that even events with no charge information whatsoever would still contribute to measuring the mean lifetime. The advantage of splitting the charge error into three bins is that the relatively precise measurements are used to their full.
The lifetime ratio and < B > in table 4 are the results of a t in which the charged and neutral B lifetimes were replaced with the ratio of charged to neutral lifetimes, and the mean B lifetime at production in LEP, assuming that the composition is as given in table 3 and that all the neutral species have the same lifetime. This number is shown for comparison with the more careful average performed below in section 8.2.
The systematic errors estimated in the analysis are discussed below and summarized in Table 5 : Systematic uncertainties in the t to the average charged and neutral B lifetimes. 15 1. The background fraction was varied from 0.6% to 1.2% and its lifetime halved and doubled to estimate a systematic error. 2. The charge distribution used for the background has also been changed to double the number of events with charge greater than 1. This resulted in a very small systematic error. 3. The charge error was normally binned by the number of tracks deliberately excluded.
For comparison this was changed to depend upon the measured mass, to which i t w as not as sensitive. The observed change in the results has been taken as a systematic error.
4. The value of P was altered inside the t by -40% (+40%) for truly charged(neutral) B's. This was changed to -20%(+20%) and -60%(+60%), which give the ratio of the error as 1.5 and 4 respectively, and while the t results for some of the technical parameters changed, the lifetimes were almost unaected. The change produced in the tted function was much larger than the discrepancies between the t and the simulated events seen in gures 4 a and 4 b. 5 . The conversion from decay length to boost was another potential cause of systematic error. From the dierence between the value of applicable for the 0 b and the other neutral B species, and the uncertainty of the fraction of 0 b in the sample, a 2% or 0.03 ps systematic error was deduced. For the charged B the expression for was expected to be good to 0.5%. 6. The variation of lifetime seen in gure 7 as a function of the maximum proper time in the t was taken as a systematic error for the neutral B lifetime. That seen in the charged B was not statistically signicant. The results are quoted for a maximum time allowed of 12 ps. Figure 7 : The variation of the results with maximum time. Data is shown in a) and simulation, with all lifetimes 1.6 ps, in b). The neutral results have been oset slightly to the right for clarity. 7. The statistical error of the simulation was taken as a further systematic error, as there could be unforseen eects of that magnitude. For example, the classications introduced in section 7 are not perfectly valid, but overall the t reproduces the simulated input. 16 Variation of the exact values of the cuts used produced changes in the results compatible with the statistical uctuations expected (e.g. 1.680.07 and 1.620.10 ps for a mass cut at 2.0 GeV/c 2 and 1.730.07 and 1.540.10 ps for a probability cut at 0.03.) These have therefore not been quoted as systematic errors.
There was no evidence for any dependence upon the angles and of the B particle. The data have also been divided by the year in which i t w as recorded, and no year diers from the mean by more than one standard deviation.
To c heck the eect of the discrepancies seen in table 1, the analysis of the simulation has been performed without the additional smearing of the reconstructed impact parameters. This increases the discrepancies at cuts 4) and 5) by a factor of 2, but hardly changes the lifetimes reconstructed from the simulation. This is evidence that these discrepancies are not important.
The data have also been tted excluding those events where more than three tracks were rejected, 857 events. The results are < charged >= 1 : 750.09 and < neutral >= 1:590.12. These too are consistent.
The results for the mean charged and neutral lifetimes are: < charged > = 1:72 0:08 ( stat) 0:06 ( sys) ps < neutral > = 1:58 0:11 ( stat) 0:09 ( sys) ps (8) < charged > = < neutral > = 1:09 +0:11 0:10 ( stat) 0:08 ( sys)
Fit to B meson Lifetimes
The data were also interpreted in terms of the lifetimes of the B 0 and B + mesons, by assuming that the selected neutral B hadrons are composed of B 0 , B 0 s and 0 b , with the lifetimes of the B 0 s and 0 b as measured in independent analyses [14] and that all the charged B hadrons are B + . The B 0 lifetime extracted in such a manner depended critically upon these assumptions, but the B + was relatively insensitive to them. The B 0 s and 0 b lifetimes were set to the current mean values [14] of 1.540.15 ps and 1.160.11 ps respectively and the B 0 s lifetime splitting was set to 9% [4] . The fractions of B 0 s and 0 b at production were taken to be 124% and 84% respectively while the relative amount o f B + w as tted. The results are shown in Table 6 : Results for the B + and B 0 lifetimes; only statistical errors are quoted. The B lifetimes were set to 1.6 ps in the simulation for all states.
