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On the g-extra connectivity of graphs ∗
Zhao Wang†, Yaping Mao‡§, Sun-Yuan Hsieh ¶
Abstract
Connectivity and diagnosability are two important parameters for the fault tolerant
of an interconnection network G. In 1996, Fa`brega and Fiol proposed the g-extra con-
nectivity of G. A subset of vertices S is said to be a cutset if G − S is not connected. A
cutset S is called an Rg-cutset, where g is a non-negative integer, if every component of
G− S has at least g+ 1 vertices. If G has at least one Rg-cutset, the g-extra connectivity
of G, denoted by κg(G), is then defined as the minimum cardinality over all Rg-cutsets of
G. In this paper, we first obtain the exact values of g-extra connectivity of some special
graphs. Next, we show that 1 ≤ κg(G) ≤ n− 2g − 2 for 0 ≤ g ≤
⌊
n−3
2
⌋
, and graphs with
κg(G) = 1, 2, 3 and trees with κg(Tn) = n− 2g − 2 are characterized, respectively. In the
end, we get the three extremal results for the g-extra connectivity.
Keywords: Connectivity, g-extra connectivity, extremal problem.
AMS subject classification 2010: 05C40; 05C05; 05C76.
1 Introduction
For a graph G, let V (G), E(G), e(G), G, and diam(G) denote the set of vertices, the set
of edges, the size, the complement, and the diameter of G, respectively. A subgraph H of
G is a graph with V (H) ⊆ V (G), E(H) ⊆ E(G), and the endpoints of every edge in E(H)
belonging to V (H). For any subset X of V (G), let G[X] denote the subgraph induced by
X; similarly, for any subset F of E(G), let G[F ] denote the subgraph induced by F . We use
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G−X to denote the subgraph of G obtained by removing all the vertices of X together with
the edges incident with them from G; similarly, we use G − F to denote the subgraph of G
obtained by removing all the edges of F from G. If X = {v} and F = {e}, we simply write
G − v and G − e for G − {v} and G − {e}, respectively. For two subsets X and Y of V (G)
we denote by EG[X,Y ] the set of edges of G with one end in X and the other end in Y . If
X = {x}, we simply write EG[x, Y ] for EG[{x}, Y ]. The degree of a vertex v in a graph G,
denoted by degG(v), is the number of edges of G incident with v. Let δ(G) and ∆(G) be the
minimum degree and maximum degree of the vertices of G, respectively. The set of neighbors
of a vertex v in a graph G is denoted by NG(v). The union G ∪H of two graphs G and H is
the graph with vertex set V (G)∪V (H) and edge set E(G)∪E(H). If G is the disjoint union
of k copies of a graph H, we simply write G = kH. The connectivity κ(G) of a graph G is
the minimum number of vertices whose removal results in a disconnected graph or only one
vertex left.
With the rapid development of VLSI technology, a multiprocessor system may contain
hundreds or even thousands of nodes, and some of them may be faulty when the system
is implemented. As the number of processors in a system increases, the possibility that its
processors may be comefaulty also increases. Because designing such systems without defects
is nearly impossible, reliability and fault tolerance are two of the most critical concerns of
multiprocessor systems [17].
By the definition proposed by Esfahanian [4], a multiprocessor system is fault tolerant
if it can remain functional in the presence of failures. Two basic functionality criteria have
received considerable attention. The first criterion for a system to be regarded as functional is
whether the network logically contains a certain topological structure. This is the problem that
occurs when embedding one architecture into another [10, 16]. This approach involves using
system-wide redundancy and reconfiguration. The second functionality criterion considers
a multiprocessor system functional if a fault-free communication path exists between any
two fault-free nodes; that is, the topological structure of the multiprocessor system remains
connected in the presence of certain failures. Thus, connectivity and edge connectivity are
two major measurements of this criterion [16]. The connectivity of a graph G, denoted by
κ(G), is the minimal number of vertices whose removal from produces a disconnected graph
or only one vertex; the edge connectivity of a graph G, denoted by λ(G), is the minimal
number of edges whose removal from produces a disconnected graph. However, these two
parameters tacitly assume that all vertices that are adjacent to, or all edges that are incident
to, the same vertex can potentially fail simultaneously. This is practically impossible in some
network applications. To address this deficiency, two specific terms forbidden faulty set and
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forbidden faulty edge set are introduced. The vertices in a forbidden faulty set or the edges
in a forbidden faulty edge set cannot fail simultaneously.
The g-extra connectivity has been an object of interest for many years, and it was firstly
introduced by Fa`brega and Fiol [5]. A subset of vertices S is said to be a cutset if G − S is
not connected. A cutset S is called an Rg-cutset, where g is a non-negative integer, if every
component of G − S has at least g + 1 vertices. If G has at least one Rg-cutset, the g-extra
connectivity of G, denoted by κg(G), is then defined as the minimum cardinality over all
Rg-cutsets of G. Clearly, κ0(G) = κ(G) for any connected non-complete graph G. So the g-
extra connectivity can be viewed as a generalization of the traditional connectivity, and it can
more accurately evaluate the reliability and fault tolerance for large-scale parallel processing
systems accordingly. For more research on g-extra connectivity, we refer to [3, 5, 7, 8, 12, 13,
14, 15, 19, 20].
The monotone property of κg(G) for non-negative integer g is true.
Proposition 1.1. Let g be a non-negative integer, and let G be a connected graph. Then
κg(G) ≤ κg+1(G)
Proof. From the definition of κg+1(G), there exist X ⊆ V (G) and |X| = κg+1(G) such that
each connected component of the resulting graph has at least g + 2 vertices. Clearly, each
connected component has at least g + 1 vertices, and hence κg(G) ≤ κg+1(G).
The monotone property of κ0(G) is true in terms of connected graphs G.
Observation 1.1. Let G be a connected graph. If H is a spanning subgraph of G, then
κ0(H) ≤ κ0(G).
But for g ≥ 1, the above monotone property is not true.
Remark 1.1. Let G be a graph obtained from four cliques X1,X2, Y1, Y2 with |V (Xi)| ≥
g + 1 (i = 1, 2) and |V (Yj)| ≥ g + 1 (j = 1, 2) and three vertices u, v, w by adding edges in
EG[u,X1]∪EG[u,X2]∪EG[u, Y1]∪EG[u, Y2]∪EG[v, Y1]∪EG[v, Y2]∪EG[w, Y1]∪EG[w, Y2]∪
{uv, uw}. Let H be a graph obtained from G by deleting all edges in E(X1)∪E(X2)∪EG[u, Y1]∪
{uv, uw}. Clearly, H is a spanning subgraph of G; see Figure 1. We first show that κg(G) = 1.
By deleting the vertex u, there are three components and each of them contains at least g + 1
vertices, and hence κg(G) ≤ 1, and so κg(G) = 1. Next, we show that κg(H) = 2. By deleting
the vertices v,w, there are two components and each of them contains at least g + 1 vertices,
and hence κg(H) ≤ 2. Note that u is the unique cut vertex in H. By deleting u, there are
isolated vertices in X1 ∪X2, and hence κg(H) ≥ 2. So κg(H) = 2 > κg(G).
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(b) H
u
X ′1
Y1
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v
w
Figure 1: Graphs for Remark 1.1.
The range of the integer g can be determined immediately.
Proposition 1.2. Let g be a non-negative integer. If G has its g-extra connectivity, then
0 ≤ g ≤
⌊
n− 3
2
⌋
and
e(G) ≤
(
n
2
)
− (g + 1)2.
Proof. From the definition of g-extra connectivity, we delete at least one vertex, and the
resulting graph has at least two connected components, and each connected component has
at least g + 1 vertices. Then n− 1 ≥ 2(g + 1), and hence 0 ≤ g ≤ ⌊n−32 ⌋.
Since κg(G) exists, it follows that there exists X ⊆ V (G) with |X| = κg(G) such that
G−X is not connected and each connected component of G−X has at least g + 1 vertices.
Let C1, C2, . . . , Cr be the connected components of G−X. Then |V (Ci)| ≥ g+1 for i = 1, 2.
Since there is no edges from C1 to C2, it follows that e(G) ≥ |V (C1)||V (C2)| = (g + 1)
2, and
hence e(G) ≤
(n
2
)
− (g + 1)2.
We consider the following problems in which their solutions will give insights in designing
interconnection networks with respect to the size of the networks and the targeted g-extra
connectivity.
Problem 1. Given two positive integers n and k, compute the minimum integer
s(n, k) = min{|E(G)| : G ∈ G (n, k)}, where G (n, k) the set of all graphs of order n
(that is, with n vertices) with g-extra connectivity k.
Problem 2. Given two positive integers n and k, compute the minimum integer f(n, k)
such that for every connected graph G of order n, if |E(G)| ≥ f(n, k) then κg(G) ≥ k.
4
Problem 3. Given two positive integers n and k, compute the maximum integer g(n, k)
such that for every graph G of order n, if |E(G)| ≤ g(n, k) then κg(G) ≤ k.
In Section 2, we first obtain the exact values of g-extra connectivities of complete bipartite
graphs, complete multipartite graphs, joined graphs and corona graphs. For a connected
graph G of order n, we show that κg(G) ≤ n − diam(G) for 0 ≤ g ≤
⌊
diam(G)
2
⌋
− 1, and
1 ≤ κg(G) ≤ n− 2g− 2 for 0 ≤ g ≤
⌊
n−3
2
⌋
in Section 3. Graphs with κg(G) = 1, 2, 3 and trees
with κg(Tn) = n− 2g − 2 are characterized, respectively, in Section 4. In the end, we get the
extremal results for the g-extra connectivity in Section 5.
2 Results for special graphs
In this section, we obtain the exact values for g-extra connectivity of some special graphs.
Proposition 2.1. Let g be a non-negative integer.
(1) If Ka,b (a ≥ b ≥ 2) is a complete bipartite graph, then g = 0 and κg(Ka,b) = b.
(2) Let r be an integer with r ≥ 3. For complete multipartite graph Kn1,n2,...,nr (n1 ≤ n2 ≤
. . . ≤ nr), we have g = 0 and
κg(Kn1,n2,...,nr) =
r−1∑
i=1
ni.
Proof. (1) By deleting any vertex in Ka,b, the resulting graph is still a complete bipartite
graph and it is connected. If the resulting graph is not connected, then we must delete all the
vertices of one part. Then g = 0. Since a ≥ b ≥ 2, we have κg(Ka,b) = b.
(2) Similarly to the proof of (1), we can get κg(Kn1,n2,...,nr) =
∑r−1
i=1 ni.
The join or complete product of two disjoint graphs G and H, denoted by G ∨H, is the
graph with vertex set V (G) ∪ V (H) and edge set E(G) ∪E(H) ∪ {uv |u ∈ V (G), v ∈ V (H)}.
Theorem 2.1. Let n,m, g be three non-negative integers with 0 ≤ g ≤ ⌊n−32 ⌋ and 0 ≤ g ≤
⌊m−32 ⌋. Let G,H be two connected graph of order n,m, respectively.
(1) If 0 ≤ g ≤ min{⌊n−32 ⌋, ⌊
m−3
2 ⌋}, then
κg(G ∨H) = min{κg(G) + |V (H)|, κg(H) + |V (G)|}.
(2) If ⌊m−32 ⌋ < g ≤ ⌊
n−3
2 ⌋, then κg(G ∨H) = κg(G) + |V (H)|.
Proof. (1) From the definition of κg(G), there exists X ⊆ V (G) with |X| = κg(G) such
that G − X is not connected and each connected component of G − X has at least g + 1
vertices. Let S = X ∪ V (H). Then S ⊆ V (G ∨ H) and G ∨ H − S = G − X is not
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connected and each connected component of G∨H −S has at least g+1 vertices, and hence
κg(G ∨H) ≤ |S| = |X|+ |V (H)| = κg(G) + |V (H)|. Similarly, κg(G ∨H) ≤ κg(H) + |V (G)|.
Therefore, we have κg(G ∨H) ≤ min{κg(G) + |V (H)|, κg(H) + |V (G)|}.
From the definition of κg(G ∨H), there exists S ⊆ V (G ∨H) with |S| = κg(G ∨H) such
that (G∨H)−S is not connected and each connected component of (G∨H)−S has at least
g + 1 vertices. Since (G ∨ H) − S is not connected, it follows from the structure of G ∨ H
that V (G) ⊆ S or V (H) ⊆ S. Without loss of generality, let V (H) ⊆ S. Let S′ = S − V (H).
From the definition of κg(G), |S
′| ≥ κg(G) and hence κg(G ∨ H) = |S| = |S
′| + |V (H)| ≥
κg(G) + |V (H)|. So we have κg(G ∨H) ≥ min{κg(G) + |V (H)|, κg(H) + |V (G)|}.
(2) It follows from (1).
Remark 2.1. Suppose g > max{⌊n−32 ⌋, ⌊
m−3
2 ⌋}. From the definition of κg(G ∨ H), there
exists S ⊆ V (G ∨H) with |S| = κg(G ∨H) such that G ∨H − S is not connected and each
connected component of G ∨ H − S has at least g + 1 vertices. Since G ∨ H − S is not
connected, it follows that V (G) ⊆ S or V (H) ⊆ S. Without loss of generality, let V (H) ⊆ S.
Let S − V (H) ⊆ V (G). From Proposition 1.2, we have 0 ≤ g ≤ ⌊n−32 ⌋, a contradiction. So
κg(G ∨H) does not exist if g > max{⌊
n−3
2 ⌋, ⌊
m−3
2 ⌋}.
2.1 Corona
The corona G∗H is obtained by taking one copy of G and |V (G)| copies of H, and by joining
each vertex of the i-th copy of H with the i-th vertex of G, where i = 1, 2, . . . , |V (G)|. The
corona graphs was introduced by Frucht and Harary [6]. For more details on corona graphs,
we refer to [9, 11, 18].
In G ∗ H, let G and H be two graphs with V (G) = {u1, u2, . . . , un} and V (H) =
{v1, v2, . . . , vm}, respectively. From the definition of corona graphs, V (G ∗ H) = V (G) ∪
{(ui, vj) | 1 ≤ i ≤ n, 1 ≤ j ≤ m}, where ∗ denotes the corona product operation. For
u ∈ V (G), we useH(u) to denote the subgraph of G∗H induced by the vertex set {(u, vj) | 1 ≤
j ≤ m}. For fixed i (1 ≤ i ≤ n), we have ui(ui, vj) ∈ E(G ∗H) for each j (1 ≤ j ≤ m). Then
V (G ∗H) = V (G) ∪ V (H(u1)) ∪ V (H(u2)) ∪ . . . ∪ V (H(un)).
Theorem 2.2. Let G be a connected graph of order at least 2, and let H be a connected graph
of order m.
(1) If 0 ≤ g ≤ m− 1, then κg(G ∗H) = 1.
(2) If k(m+ 1) < g + 1 ≤ (k + 1)(m + 1) where 1 ≤ k ≤ ⌊n−32 ⌋, then
κg(G ∗H) = |X|(m+ 1),
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where X is a minimum vertex subset of G such that the resulting graph of G − X is not
connected and each connected component has at least (k + 1) vertices.
Proof. (1) Note that V (G) = {u1, u2, . . . , un}. It is clear that G ∗H − u1 is not connected.
Since 0 ≤ g ≤ m − 1, it follows that each of connected components of G ∗ H − u1 has at
least g + 1 vertices, and hence κg(G ∗ H) ≤ 1. Since G ∗ H is connected, it follows that
κg(G ∗H) = 1.
(2) From the definition of X, G − X is not connected and each connected component
of G − X has at least k + 1 vertices. Let |X| = x. Without loss of generality, let X =
{ui1 , ui2 , . . . , uix}. Let
S = X ∪ V (H(ui1)) ∪ V (H(ui2)) ∪ . . . ∪ V (H(uix)).
Then |S| = (m+ 1)x. Clearly, G ∗H − S is not connected and each connected component of
G∗H−S has at least (k+1)(m+1) vertices, and hence κg(G∗H) ≤ |S| = (m+1)x = |X|(m+1).
It suffices to show that κg(G ∗H) ≥ |X|(m + 1). From the definition of κg(G ∗H), there
exists Y ⊆ V (G ∗H) with |Y | = κg(G ∗H) such that G ∗H − Y is not connected and each
connected component of G ∗H − Y has at least g + 1 vertices.
Claim 1. |Y ∩ V (G)| ≥ |X|.
Proof. Assume, to the contrary, that |Y ∩ V (G)| < |X|. Then G − Y is not connected,
and there exists a connected component, say C1, of G − Y has at most k vertices. Let
V (C1) = {uj1 , uj2 , . . . , ujy}, where y ≤ k. Then C1 ∪ H(uj1) ∪ H(uj2) ∪ . . . ∪ H(ujy) is a
connected component of G ∗H − Y having at most k(m + 1) vertices, which contradicts to
the fact that g + 1 > k(m+ 1), a contradiction.
From Claim 1, we have |Y ∩ V (G)| ≥ |X|. Let Y ∩ V (G) = {ua1 , ua2 , . . . , uaz}. Then
H(uai) ⊆ Y for each i (1 ≤ i ≤ z), and hence κg(G ∗ H) = |Y | ≥ |Y ∩ V (G)|(m + 1) ≥
|X|(m+ 1).
3 Upper and lower bounds
The following upper and lower bounds are immediate.
Proposition 3.1. Let g be a non-negative integer and let G be a connected graph of order n
such that 0 ≤ g ≤
⌊
n−κ(G)−2
2
⌋
. Then
κ(G) ≤ κg(G) ≤ n− 2g − 2.
Moreover, the upper and lower bounds are sharp.
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Proof. From Proposition 3.1, we have κg(G) ≥ κ0(G) = κ(G). Suppose κg(G) ≥ n − 2g − 1.
From the definition of κg(G), there exists X ⊆ V (G) and |X| = κg(G) such that there are
at least two components and one of them has no more than g vertices, a contradiction. So
κ(G) ≤ κg(G) ≤ n − 2g − 2. Theorem 4.3 shows that the upper bound is sharp. If k = 0,
then κ(G) = κ0(G). This implies that the lower bound is sharp.
The following corollary is immediate from Proposition 3.1.
Corollary 3.1. Let n, g be two integers with 0 ≤ g ≤
⌊
n−3
2
⌋
. If G is a connected graph of
order n, then
1 ≤ κg(G) ≤ n− 2g − 2.
Moreover, the upper and lower bounds are sharp.
Proposition 3.2. Let g be a non-negative integer.
(1) If Wn (n ≥ 5) is a wheel of order n, then 0 ≤ g ≤ ⌊
n−5
2 ⌋ and κg(Wn) = 3.
(2) If Pn (n ≥ 3) be a path of order n, then 0 ≤ g ≤ ⌊
n−3
2 ⌋ and κg(Pn) = 1.
Proof. (1) From Proposition 3.1, we have κg(Wn) ≥ κ(Wn) = 3. It suffices to show that
κg(Wn) ≤ 3. Let v be the center ofWn, andWn−v = Cn−1, and V (Cn−1) = {u1, u2, . . . , un−1}.
Choose X = {v, u1, u⌊n−1
2
⌋}. Clearly, n − 3 ≥ 2(g + 1), that is, 0 ≤ g ≤ ⌊
n−5
2 ⌋. Since each
component of Wn −X has g + 1 vertices, it follows that κg(Wn) ≤ 3, and hence κg(Wn) = 3.
(2) From Proposition 3.1, we have κg(Pn) ≥ κ(Pn) = 1. It suffices to show κg(Pn) ≤ 1.
Let Pn = u1u2 . . . un. Choose v = u⌈n/2⌉. Clearly, n − 1 ≥ 2(g + 1), that is, 0 ≤ g ≤ ⌊
n−3
2 ⌋.
Then each component of G− v has g + 1 vertices, and hence κg(Pn) ≤ 1. So κg(Pn) = 1.
In terms of diameter, we can get upper bound of κg(G).
Proposition 3.3. Let g be a non-negative integer and let G be a connected graph of order n
such that 0 ≤ g ≤
⌊
diam(G)
2
⌋
− 1. Then
κg(G) ≤ n− diam(G).
Moreover, the bound is sharp.
Proof. Let diam(G) = d and let Pd+1 = v1v2 . . . vd+1 be a path with diam(Pd+1) = d. Let
X = V (G) − V (Pd+1). Then |X| = n − d− 1 and G −X = Pd+1. Choose v = u⌈d/2⌉. Since
0 ≤ g ≤
⌊
diam(G)
2
⌋
− 1, it follows that each component of G −X − v has g + 1 vertices, and
hence κg(G) ≤ |X|+ 1 = n− d− 1 + 1 = n− d.
To show the sharpness of this bound, we consider the path Pn. From Proposition 3.2,
we have κg(Pn) = 1 for 0 ≤ g ≤ ⌊
n−1
2 ⌋ − 1. Clearly, diam(Pn) = n − 1 and κg(Pn) = 1 =
n− diam(Pn).
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4 Graphs with given g-extra connectivity
From Corollary 3.1, for 0 ≤ g ≤
⌊
n−3
2
⌋
, we have 1 ≤ κg(G) ≤ n− 2g − 2.
4.1 Graphs with large g-extra connectivity
The following observation is immediate for graphs with κg(G) = n− 2g − 2 and g = 0.
Observation 4.1. Let n, g be two integers with 0 ≤ g ≤
⌊
n−3
2
⌋
, and let G be a connected
graph of order n. Then κg(G) = n − 2g − 2 and g = 0 if and only if G is a graph obtained
from Kn by deleting a matching.
It seems that it is not easy to characterize graphs with κg(G) = n − 2g − 2 for general
graph G. So we focus our attention on trees.
Let T ∗n be a tree of order n constructed as follows:
(1) Let T ′ and T ′′ be two trees with |V (T ′)| = |V (T ′′)| = g + 1;
(2) Let T1, T2, . . . , Tr be trees with |V (Ti)| ≤ g for each 1 ≤ i ≤ r and
∑r
i=1 |V (Ti)| =
n− 2g − 3;
(3) Let T ∗n be a tree of order n obtained from the subtrees T
′, T ′′, T1, T2, . . . , Tr by adding
a new vertex v, and then adding one edge from v to each Ti and one edge from v to T
′
and T ′′, respectively, where r ≥ 0 and 1 ≤ i ≤ r.
Lemma 4.1. Let n, g be two integers with 1 ≤ g ≤
⌊
n−3
2
⌋
, and let T ∗n be a tree of order n.
Then
κg(T
∗
n) = n− 2g − 2.
Proof. From Corollary 3.1, we have κg(T
∗
n) ≤ n − 2g − 2. It suffices to show that κg(T
∗
n) ≥
n − 2g − 2. We only need to prove that for any X ⊆ V (T ∗n) with |X| ≤ n − 2g − 3, T
∗
n −X
is connected, or T ∗n −X is not connected and there exists a component of T
∗
n −X having at
most g vertices. If T ∗n −X is connected, then the result follows. Suppose that T
∗
n −X is not
connected. Let C1, C2, . . . , Cr be the components of T
∗
n −X. Then v ∈
⋃r
i=1 V (Ci) or v ∈ X.
Suppose v ∈
⋃r
i=1 V (Ci). Without loss of generality, let v ∈ V (C1). Suppose C2 is
a subtree of T ′. If C2 = T
′, then v ∈ V (C2), which contradicts to the fact v ∈ V (C1).
Therefore, C2 is a subtree of T
′ and |V (C2)| ≤ |V (T
′)|−1. Clearly, C2 has at most g vertices,
as desired. The same is true for the case that C2 is a subtree of T
′′. Suppose C2 is neither
a subtree of T ′ nor a subtree of T ′′. Since v /∈ X, we can assume that C2 is a subtree of
Ti (1 ≤ i ≤ r). Clearly, C2 has at most g vertices.
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We now assume v ∈ X. Since |V (Ti)| ≤ g for each i (1 ≤ i ≤ r), it follows that there
exists a vertex w in
⋃r
i=1 V (Ti) such that w /∈ X. The connected component containing w in
G−X has at most g vertices.
From the above argument, we have κg(T
∗
n) ≥ n−2g−2, and hence κg(T
∗
n) = n−2g−2.
Trees with κg(Tn) = n− 2g − 2 for general g (0 ≤ g ≤
⌊
n−3
2
⌋
) can be characterized.
Theorem 4.1. Let n, g be two integers with 0 ≤ g ≤
⌊
n−3
2
⌋
, and let Tn be a tree of order n.
Then κg(Tn) = n− 2g − 2 if and only if Tn = T
∗
n .
Proof. Suppose Tn = T
∗
n . From Lemma 4.1, we have κg(T
∗
n) = n − 2g − 2. Conversely, we
suppose κg(Tn) = n− 2g − 2. Then there exists X ⊆ V (Tn) with |X| = n− 2g − 2 such that
there are two connected components C1, C2 with |V (C1)| = |V (C2)| = g + 1. Then we have
the following claim.
Claim 2. There exists a vertex v ∈ X such that there is an edge from v to each Ci, i = 1, 2.
Proof. Assume, to the contrary, that for any v ∈ X, there is no edge from v to C1 or C2.
Without loss of generality, we suppose that there is no edge from v. Then there exists a
path vx1x2 . . . xau where u ∈ V (C1) and there exists a path vy1y2 . . . ybw where w ∈ V (C2).
Clearly, a ≥ 1 and y ≥ 0. Let
Y = V (G) − V (C1)− V (C2)− {x1, x2, . . . , xa} − {y1, y2, . . . , yb}.
Then |Y | ≤ n− 2g − 3 and G− Y is not connected and each connected component of G− Y
has at least g + 1 vertices, which contradicts to the fact κg(Tn) = n− 2g − 2.
From Claim 2, there exists a vertex v ∈ X such that there is an edge from v to each Ci,
i = 1, 2. Let T1, T2, . . . , Tr be the connected components of G− V (C1)− V (C2)− v. Then we
have the following claim.
Claim 3. For each Ti (1 ≤ i ≤ r), there is no edges from Ti to Cj (j = 1, 2).
Proof. Assume, to the contrary, that there exists some Ti such that there exists an edge uivj
from Ti to Cj, where ui ∈ V (Ti) and vj ∈ V (Cj). Let Z = V (G)−V (C1)−V (C2)−ui. Then
|Z| ≤ n− 2g− 3 and G−Z is not connected and each connected component of G−Z has at
least g + 1 vertices, which contradicts to the fact κg(Tn) = n− 2g − 2.
From Claim 3, for each Ti (1 ≤ i ≤ r), there is an edge from Ti to v. Furthermore, we
have the following claim.
Claim 4. For each Ti (1 ≤ i ≤ r), |Ti| ≤ g.
10
Proof. Assume, to the contrary, that there exists some Tj such that |Tj | ≥ g+1. Let A = {v}∪
(
⋃r
i=2 V (Ti)). Then |A| ≤ n−3g−3 and G−A is not connected and each connected component
of G−A has at least g + 1 vertices, which contradicts to the fact κg(Tn) = n− 2g − 2.
From Claim 4, we have |Ti| ≤ g for each Ti (1 ≤ i ≤ r). Then Tn = T
∗
n , as desired.
4.2 Graphs with small g-extra connectivity
Graphs with κg(G) = 1 can be characterized easily.
Observation 4.2. Let n, g be two integers with 0 ≤ g ≤
⌊
n−3
2
⌋
, and let G be a connected
graph of order n. Then κg(G) = 1 if and only if there exists a cut vertex v in G such that
each connected component of G− v has at least g + 1 vertices.
We can also characterize graphs with κg(G) = 2.
Theorem 4.2. Let n, g be two integers with 0 ≤ g ≤
⌊
n−3
2
⌋
, and let G be a connected graph
of order n. Then κg(G) = 2 if and only if G satisfies one of the following conditions.
(1) κ(G) = 2 and there exists a cut vertex set {u, v} in G such that each connected
component of G− {u, v} has at least g + 1 vertices;
(2) κ(G) = 1, and g ≥ 1,
and (a) for each cut vertex u, there exists a connected component of G − u having at
most g vertices,
and (b) there exists a cut vertex v such that G− v contains at least 3 connected compo-
nents, where one of the component is an isolated vertex and each of the other components
has at least g+ 1 vertices, or there are two non-cut vertices x, y such that G− {x, y} is
not connected and each connected component has at least g + 1 vertices.
Proof. Suppose that G satisfies (1) and (2). Suppose that (1) holds. Since G− {u, v} has at
least g+1 vertices, it follows that κg(G) ≤ 2. From Proposition 3.1, we have κg(G) ≥ κ(G) =
2. Suppose that (2) holds. Since for each cut vertex u, there exists a connected component
of G − u having at most g vertices, it follows that κg(G) ≥ 2. If there exists a cut vertex
v such that G − v contains at least 3 connected components, where one of the component
is an isolated vertex, say u, and each of the other components has at least g + 1 vertices,
then G − u − v is not connected and each component has at least g + 1 vertices, and hence
κg(G) ≤ 2. If there are two non-cut vertices x, y such that G − {x, y} is not connected and
each connected component has at least g+1 vertices, then κg(G) ≤ 2. So we have κg(G) = 2.
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Conversely, we suppose κg(G) = 2. From Proposition 3.1, we have κ(G) ≤ 2. Suppose
κ(G) = 2. If for each vertex cut set {u, v} in G, there exists a connected component of
G − {u, v} having at most g vertices, then κg(G) ≥ 3, a contradiction. So there exists a
vertex cut set {u, v} in G such that each connected component of G−{u, v} has at least g+1
vertices, as desired.
Suppose κ(G) = 1. Then we have the following claim.
Claim 5. g ≥ 1.
Proof. Assume, to the contrary, that g = 0. By deleting one cut vertex, each connected
component has at least one vertex, and hence κg(G) = 1, which contradicts to the fact
κg(G) = 2.
From Claim 5, we have g ≥ 1. Since κg(G) = 2, we have the following facts.
Fact 1. For any cut vertex v, there exists a connected component of G− v having at most g
vertices.
Fact 2. There exist two vertices x, y in G such that G − {x, y} is not connected and each
connected component of G− {x, y} has at least g + 1 vertices.
Suppose that one of x, y is a cut vertex of G. Without loss of generality, we assume that
x is a cut vertex of G. Let C1, C2, . . . , Cr be the connected components of G− x.
Claim 6. r ≥ 3.
Proof. Assume, to the contrary, that r = 2. From Fact 1, there exists a connected component
of G − x, say C1, having at most g vertices. If y /∈ V (C1), then C1 has at most g vertices
in G − {x, y}, which contradicts to Fact 2. Suppose y ∈ V (C1). If |V (C1)| = 1, then
G− {x, y} contains exactly one connected component, which contradicts to Fact 2. Suppose
|V (C1)| ≥ 2. Since C1 has at most g vertices in G, it follows that C1 − y has at most g − 1
vertices in G− {x, y}, which contradict to Fact 2.
From Fact 1, we suppose that C1 has at most g vertices. From Fact 2, we have C1 = {y}
and for each i (2 ≤ i ≤ r), Ci has at least g + 1 vertices. Clearly, (2) holds.
Suppose that neither x nor y is a cut vertex of G. From Fact 2, G−{x, y} is not connected
and each connected component has at least g + 1 vertices.
Example 4.1. Let H1 be a graph obtained from K⌈n−2
2
⌉ and K⌊n−2
2
⌋ by adding two vertices
u, v and edges in {uu1, uu2, vv1, vv2}, where u1, u2 ∈ V (K⌈n−2
2
⌉) and v1, v2 ∈ V (K⌊n−2
2
⌋).
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From Theorem 4.2, κ(H1) = κg(H1) = 2.
Example 4.2. Let H2 be a graph obtained from K⌈n−2
2
⌉ and K⌊n−2
2
⌋ by adding two vertices
u, v and then the edge uv, all the edges from v to K⌈n−2
2
⌉, and all the edges from v to K⌊n−2
2
⌋.
From Theorem 4.2, κ(H2) = 1 and κg(H2) = 2.
Furthermore, graphs with κg(G) = 3 can be characterized in the following.
Theorem 4.3. Let n, g be two integers with 1 ≤ g ≤
⌊
n−5
2
⌋
. Let G be a connected graph of
order n. Then κg(G) = 3 if and only if G satisfies one of the following conditions.
(1) κ(G) = 3 and there exists a cut vertex set {u, v, w} in G such that each connected
component of G− {u, v, w} has at least g + 1 vertices;
(2) κ(G) = 2, and (a), (b) hold, where
(a) for any vertex cut set {u, v}, there exists a connected component of G−u− v having
at most g vertices,
(b) there exists a vertex cut set {u, v} such that G− u− v contains at least 3 connected
components, where one of the component is an isolated vertex x and xu, xv ∈ E(G) and
each of the other components has at least g+1 vertices, or there are three vertices x, y, z
such that G− {x, y}, G− {x, z} and G− {y, z} are connected and G− x− y − z is not
connected and each connected component of G− x− y − z has at least g + 1 vertices.
(3) κ(G) = 1, and g ≥ 2, and one element in {(c)(d)(e), (c)(d)(f), (c)(d)(g), (c)(h)} holds,
where
(c) For each cut vertex v, there exists a connected component of G − v having at most
g vertices.
(d) For any two vertices x, y, if G−x−y is not connected, then there exists a connected
component having at most g vertices.
(e) There exists a cut vertex v such that G−v contains at least 4 connected components,
and two of components has exactly one isolated vertex, and each of other components
has at least g + 1 vertices.
(f) There exists a cut vertex v such that G−v contains at least 3 connected components,
and one of components has exactly two vertices, and each of other components has at
least g + 1 vertices.
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(g) There exit two non-cut vertices x, y such that G−x−y contains at least 3 connected
components and one of connected components has exactly one isolated vertex and each
of other components contains at least g + 1 vertices.
(h) There are three vertices x, y, z such that G − {x, y}, G − {x, z} and G − {y, z} are
connected and G−x−y−z is not connected and each connected component of G−x−y−z
has at least g + 1 vertices.
Proof. Suppose κg(G) = 3. From Proposition 3.1, we have κ(G) ≤ 3. Suppose κ(G) = 3.
Then κg(G) = κ(G) = 3, and there there exists a vertex cut set {u, v, w} in G such that each
connected component of G− {u, v, w} has at least g + 1 vertices.
Suppose κ(G) = 2. If there exists a vertex cut set {u, v} such that any connected compo-
nent of G − u − v has at least g + 1 vertices, then κg(G) ≤ 2, which contradicts to the fact
κg(G) = 3. So for any cut vertex set {u, v}, there exists a connected component of G− u− v
having at most g vertices, i.e., (a) holds. Since κg(G) = 3, it follows that there there exists
a vertex cut set {u, v, w} in G such that each connected component of G− u− v − w has at
least g+1 vertices. If G−u− v, G−w− v, G−u−w are all connected, then there are three
vertices x, y, z such that G−{x, y}, G−{x, z} and G−{y, z} are connected and G−x−y−z
is not connected and each connected component of G−x− y− z has at least g+1 vertices. If
G− u− v or G−w− v or G− u−w is not connected, then we suppose that G− u− v is not
connected, and hence {u, v} is a cut vertex set. From (a), there exists a connected component
of G − u− v, say C1, having at most g vertices. Let C2, C3, . . . , Cr are other components of
G − u − v. We claim that each Ci (2 ≤ i ≤ r) contains at least g + 1 vertices. Assume, to
the contrary, that C2 contains at most g vertices. Then there is a connected component of
G− u− v −w having at most g vertices, which contradicts to the fact κg(G) = 3. Therefore,
Ci (2 ≤ i ≤ r) contains at least g + 1 vertices. We claim that |V (C1)| = 1. Assume, to the
contrary, that |V (C1)| ≥ 2. Then there there is a connected component having at most g
vertices in G− {u, v, w}, which contradicts to the fact κg(G) = 3. So (b) holds.
Suppose κ(G) = 1. Since κg(G) = 3, it follows that (c) and (d) hold, and there exists a
vertex cut set {u, v, w} such that each connected component of G−{u, v, w} has at least g+1
vertices.
Claim 7. At most two of u, v, w are cut vertices in G.
Proof. Assume, to the contrary, that u, v, w are all cut vertices in G. From (c), there exists a
connected component ofG−u, say C1, having at most g vertices. If |V (C1)| = 1, then V (C1) 6=
{v} or V (C1) 6= {w} since v,w are cut vertices. Then C1 is an isolated vertex in G−{u, v, w},
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a contradiction. If |V (C1)| ≥ 3, then C1 contains at most g vertices G − {u, v, w}. Clearly,
|V (C1)| = 2 and V (C1) = {v,w}, and one of v,w is not cut vertex of G, a contradiction.
From Claim 7, at most two of u, v, w are cut vertices in G. Suppose that one of u, v, w, say
v, is cut vertex in G. From (c), there exists a connected component of G− v, say C1, having
at most g vertices. Let C2, C3, . . . , Cr are other components of G − v. Clearly, |V (C1)| ≤ 2.
If |V (C1)| = 2, then (f) holds. If |V (C1)| = 1, then V (C1) = {u} or V (C1) = {w}. Without
loss of generality, let V (C1) = {u}. From (d), there exists a connected component of G−u−v
having at most g vertices, say C2. Clearly, V (C2) = {w}. Then (e) holds.
Suppose that u, v, w are all non-cut vertices in G. Suppose one of G − u− v, G − w − v,
G− u−w is not connected, say G− u− v is not connected. Let C1, C2, . . . , Cr are connected
components of G − u − v. From (d), there exists some connected component, say C1, such
that |V (C1)| ≤ g. Clearly, V (C1) = {w}. For each Ci (2 ≤ i ≤ r), we have |V (Ci)| ≥ g + 1.
Then (g) holds. Suppose G−u−v, G−w−v, G−u−w are all connected. Since G−{x, y, z}
is not connected and each connected component of G−{x, y, z} has at least g+1 vertices, it
follows that (h) holds.
Conversely, we suppose that (1) or (2) or (3) holds. Suppose that (1) holds. Since there
exists a cut vertex set {u, v, w} in G such that each connected component of G − {u, v, w}
has at least g + 1 vertices, it follows that κg(G) ≤ 3. Since κ(G) = 3, it follows that
κg(G) ≥ κ(G) = 3, and hence κg(G) = 3. Suppose that (2) holds. From (a), we have
κg(G) ≥ 3. From (b), we have κg(G) ≤ 3, and hence κg(G) = 3. Suppose that (3) holds.
From (c) and (d), we have κg(G) ≥ 3. From (e) or (f) or (g) or (h), we have κg(G) ≤ 3, and
hence κg(G) = 3.
Example 4.3. Let H3 be a graph obtained from K⌈n−3
2
⌉ and K⌊n−3
2
⌋ by adding two ver-
tices u, v, w and edges in {uu1, uu2, uu3, vv1, vv2, vv3}, where u1, u2, u3 ∈ V (K⌈n−3
2
⌉) and
v1, v2, v3 ∈ V (K⌊n−3
2
⌋). From Theorem 4.3, κ(H3) = κg(H3) = 3.
Example 4.4. Let H4 be a graph obtained from K⌈n−3
2
⌉ and K⌊n−3
2
⌋ by adding three vertices
u, v, x and then the edges ux, vx, all the edges from {u, v} to K⌈n−3
2
⌉, and all the edges from
{u, v} to K⌊n−3
2
⌋. From Theorem 4.3, κ(H4) = 2 and κg(H4) = 3.
Example 4.5. Let H5 be a graph obtained from K⌈n−3
2
⌉ and K⌊n−3
2
⌋ by adding three vertices
v, x, y and then the edges vx, vy, all the edges from v to K⌈n−3
2
⌉, and all the edges from v to
K⌊n−3
2
⌋. From Theorem 4.3, κ(H5) = 1 and κg(H4) = 3.
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5 Extremal problems
We now consider the three extremal problems that we stated in the Introduction.
Let T ′n be a tree of order n constructed as follows.
(1) LetK11,g,K
2
1,g, . . . ,K
r
1,g,K
r+1
1,x be (r+1) stars with centers v1, v2, . . . , vr+1, where g+1 ≤
x ≤ 2g and n− k = (g + 1)r + x+ 1;
w
u1 u2 uk−1
vr+1
v1
v2
vr
K
2
1,g
K
1
1,g
K
r
1,g
K
r+1
1,x
Figure 2: Tree T ′n.
(2) Let T ′n be a tree of order n obtained from the stars K
1
1,g,K
2
1,g, . . . ,K
r
1,g,K
r+1
1,x and the
vertices w, u1, u2, . . . , uk−1 by adding edges in {wui | 1 ≤ i ≤ k − 1} ∪ {wvi | 1 ≤ i ≤ r + 1};
see Figure 2.
Lemma 5.1. Let n, g, k be three integers with 1 ≤ g ≤
⌊
n−k−2
2
⌋
. Then
κg(T
′
n) = k.
Proof. Choose X = {w} ∪ {u1, u2, . . . , uk−1}. Clearly, G − X is not connected and each
connected component of G−X has at least g + 1 vertices, and hence κg(T
′
n) ≤ k. It suffices
to show κg(T
′
n) ≥ k. We only need to prove that for any X ⊆ V (T
′
n) with |X| ≤ k − 1, if
T ′n −X is not connected, then there is a connected component of T
′
n −X having at most g
vertices. Then we have the following claim.
Claim 8. w ∈ X.
Proof. Assume, to the contrary, that w /∈ X. Since T ′n −X is not connected, it follows that
there exists some center, say v1, such that v1 ∈ X. If there is an isolated vertex of K
1
1,g−v1 in
G−X, then we are done. Then all vertices of K11,g−v1 are not isolated vertices in G−X, and
hence V (K11,g) ⊆ X. Since T
′
n −X is not connected, it follows that there exists some center,
say v2, such that v2 ∈ X− v1. If there is an isolated vertex of K
2
1,g− v2 in G−X, then we are
16
done. We assume that V (K21,g) ⊆ X. Continue this process, we have (
⋃r+1
i=1 V (K
i
1,g)) ⊆ X.
Clearly, G−X is connected, a contradiction.
From Claim 8, we have w ∈ X. Since |X| ≤ k−1, it follows that there exists some uj such
that uj /∈ X, and hence uj is an isolated vertex in G−X. So there is a connected component
of T ′n −X having at most g vertices, and hence κg(T
′
n) ≥ k. So we have κg(T
′
n) = k.
Proposition 5.1. Let n, g, k be three integers with 1 ≤ g ≤
⌊
n−k−2
2
⌋
and 1 ≤ k ≤ n− 2g− 2.
Then
s(n, k) = n− 1.
Proof. Let G = T ′n. From Lemma 5.1, we have κg(T
′
n) = k, and hence s(n, k) ≤ n− 1. Since
we consider only connected graphs, we have s(n, k) ≥ n− 1, and hence s(n, k) = n− 1.
Lemma 5.2. Let n, g, k be three integers with 1 ≤ g ≤
⌊
n−k−2
2
⌋
. Let Hk be the graph
obtained from three cliques Kn−k−g,Kk−1,Kg+1 by adding the edges in EHk [Kn−k−g,Kk−1]∪
EHk [Kg+1,Kk−1]. Then
κg(Hk) = k − 1.
Proof. Let X = V (Kk−1) ⊆ V (G). Since 1 ≤ g ≤
⌊
n−k−2
2
⌋
, it follows that G − X is not
connected and each component has at least g+1 vertices, and hence κg(Hk) ≤ k−1. Clearly,
κg(Hk) ≥ κ(Hk) = k − 1. So κg(Hk) = k − 1.
Theorem 5.1. Let n, g, k be two integers with 1 ≤ g ≤
⌊
n−k−2
2
⌋
and 1 ≤ k ≤ n − 2g − 2.
Then
f(n, k) =
(
n
2
)
− (n − k − g)(g + 1) + 1.
Proof. To show f(n, k) ≥
(n
2
)
− (n − k − g)(g + 1) + 1, we construct Hk defined in Lemma
5.2. Then κg(Hk) = k − 1. Since |E(Gk)| =
(n
2
)
− (n − k − g)(g + 1), it follows that
f(n, k) ≥
(n
2
)
− (n− k − g)(g + 1) + 1.
Let G be a graph with n vertices such that |E(G)| ≥
(
n
2
)
− (n−k−g)(g+1)+1. We claim
that κg(G) ≥ k. Assume, to the contrary, that κg(G) ≤ k − 1. Then there exists a vertex set
X ⊆ V (G) and |X| ≤ k− 1 such that each connected component of G−X has at least g + 1
vertices. Let C1, C2, . . . , Cr be the connected components of G−X. Clearly, |V (Ci)| ≥ g + 1
for each i (1 ≤ i ≤ r). The number of edges from C1 to C2 ∪ C3 ∪ . . . ∪ Cr in G is at least
|V (C1)|(n − |V (C1)| − |X|) ≥ (n− k − g)(g + 1). Clearly, |E(G)| ≤
(
n
2
)
− (n− k − g)(g + 1),
which contradicts to |E(G)| ≥
(n
2
)
− (n − k − g)(g + 1) + 1. So κg(G) ≥ k, and hence
f(n, k) ≤
(n
2
)
− (n− k − g)(g + 1) + 1.
From the above argument, we have f(n, k) =
(n
2
)
− (n− k − g)(g + 1) + 1.
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Proposition 5.2. Let n, g, k be three integers with k = n− 2g − 2 and g ≥ 1. Then
g(n, k) =
(
n
2
)
− (g + 1)2.
Proof. From Proposition 1.2, we have g(n, k) ≤
(n
2
)
− (g + 1)2. Let Fk be the graph ob-
tained from three cliques Kn−2g−2,Kg+1,Kg+1 by adding the edges in EGk [Kn−2g−2,Kg+1]∪
EGk [Kg+1,Kn−2g−2]. Then e(Fk) =
(n
2
)
− (g + 1)2 and κg(Fk) ≤ k = n − 2g − 2, and hence
g(n, k) ≥
(n
2
)
− (g + 1)2. So g(n, k) =
(n
2
)
− (g + 1)2.
Remark 5.1. Suppose k < n− 2g − 2. Let T ∗n be the tree of order n defined in Lemma 4.1.
Then κg(T
∗
n) = n − 2g − 2 > k and e(T
∗
n) = n − 1, and hence g(n, k) ≤ n − 2. Since we
consider only connected graphs, it follows that g(n, k) ≥ n − 1, a contradiction. So g(n, k)
does not exist for k < n− 2g − 2.
6 Concluding Remark
In this paper, we focus our attention on the g-extra connectivity of general graphs. We have
proved that 1 ≤ κg(G) ≤ n − 2g − 2 for 0 ≤ g ≤
⌊
n−3
2
⌋
. Trees with κg(Tn) = n − 2g − 2
for general g (0 ≤ g ≤
⌊
n−3
2
⌋
) are characterized in this paper. But the graphs with κg(G) =
n− 2g− 2 is still unknown. From Proposition 3.1, the classical κ(G) is a natural lower bound
of κg(G), but there is no upper bound of κg(G) in terms of κ(G). From Proposition 3.3, the
classical diam(G) is a natural upper bound of κg(G), but there is no lower bound of κg(G)
in terms of diam(G).
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