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Abstract
For many applications it is very useful to know whether a matrix is an H -matrix or not. Harada et al. proposed a
simple algorithm which produces iteratively a positive diagonal matrix D in B. Li et al. (Linear Algebra Appl. 271 (1998)
179{190). This method is useful when a matrix A is an H -matrix. However, when A is not an H -matrix, a wasteful
computation is necessary. In this paper, to conquer this drawback, we propose a new algorithm. c© 2000 Elsevier Science
B.V. All rights reserved.
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1. Introduction
Let A=(aij) be an nn complex matrix, N =f1; 2; : : : ; ng, and J =fikaiij>Pj 6=i jaijj=Si(A); i 2
Ng 6=?. When J=N , A is said to be a strictly diagonally dominant matrix. If there exists a positive
diagonal matrix D such that AD is a strictly diagonally dominant matrix, then A is a GDDM. Let us
denote the set of all such positive diagonal matrices by DA. A method to determine such a matrix
D has been reported by Gao et al. [1]. We summarize this method below.
Theorem 1.1. Let A= (aij) be an n n complex matrix, J 6=?, and M (A) = (mij) with
mii = jaiij;
mij =−jaijj; i 6= j;
i; j 2 N , If there exist N1(A); N2(A) such that N1(A) [ N2(A) = N and
(jaiij − i)(jajjj − j)>ij (1)
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for any i 2 N1(A), j 2 N2(A), where
i =
X
j2N1(A)
j 6=i
jaijj; i =
X
j2N2(A)
j 6=i
jaijj;
then A is a GDDM.
Proof. See [1].
In practice, the elements of D are determined as follows:
Let
hi =
i
jaiij − i ; i 2 N1(A);
Hj =
jajjj − j
j
; j 2 N2(A):
From (1), it follows that Hj >hi for any i 2 N1(A); j 2 N2(A), thus we choose d such that
max
i2N1(A)
hi <d< min
j2N2(A)
Hj; (2)
construct,
D = diagfdijdi = d; i 2 N1(A);di = 1; i 2 N2(A)g: (3)
We put A1 by A1=AD, then A1 is a strictly diagonally dominant matrix, and therefore A is a GDDM.
Lemma 1.2. A is a nonsingular H-matrix if and only if A is a GDDM.
Lemma 1.3. If A is a GDDM, then J 6=?.
In 1996, Harada et al. proposed an extension of the above criteria [2]. On the other hand, in
1995, they rst proposed an iterative criterion for an H -matrix [3]. Subsequently, some dierent
iteration criterions are proposed in [4,5]. But, when A is not an H -matrix, this method leads to a
large number of iterations to discriminate. So we propose a new iterative criterion for an H -matrix.
In the next section, we discuss an iterative test for the H -matrix.
2. Iterative test
In [3] Harada et al. proposed an algorithmic approach to computing a matrix D, where the columns
of the mth iterate, A(m), are scaled by postmultiplication with a suitable diagonal matrix diag(d). The
entries of d 2 Cn satisfy
di =

1−  if i 2 N1(A(m));
1 if i 2 N2(A(m)):
Assuming that > 0 is suciently small, and that A is an H -matrix, the algorithm produces a
diagonally dominant matrix. Thus, the product of the intermediate diagonal matrices yields a matrix
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DA. The main drawback of this method is that the choice of  may lead to a large number of
required iterations. L. Li et al. have introduced a dierent algorithmic procedure for the computation
of matrix in DA in which the above drawbacks are addressed.
Algorithm H. (B. Li et al. [4])
Input: a matrix A= (aij) 2 Cn;n and any > 0.
Output: D = D(1)D(2)   D(n) 2 DA if A is an H -matrix.
1. if N1(A) =  or aii = 0 for some i 2 N , `A is not an H -matrix', stop: otherwise
2. set A(0) = A, D(0) = I , m= 1
3. compute A(m) = A(m−1)D(m−1) = (a(m)ij )
4. if N1(A(m)) = N , `A is an H -matrix', stop: otherwise
5. set d= (di), where
di =
8>><
>>:
1− ja
(m)
ii j − Si(A(m))
ja(m)ii j − 
if i 2 N1(A(m))
1 if i 2 N2(A(m))
6. set D(m) = diag(d); m= m+ 1; go to step 3.
The theoretical basis for the functionality of Algorithm H as criterion for H -matrices is provided by
the following theorem and the two lemmas that precede its proof.
Theorem 2.1. The matrix A = (aij) 2 Cn;n is an H-matrix if and only if Algorithm H terminates
after a nite number of iterations by producing a strictly diagonally dominant matrix.
Proof. See [4].
Lemma 2.2. Algorithm H either terminates or produces a nite sequence of distinct matrices
fA(m) = (a(m)ij )g for all i 2 N .
Lemma 2.3. If Algorithm H produces the nite sequence A(m) = (a(m)ij g, then all i 2 N1(A),
limm!1[ja(m)ii j − Si(A(m))] = 0:
Proof. See [4].
The drawback of Algorithm H is that it is necessary to estimate an optimum value of . L. Li
et al. proposed Algorithm A in which it is not necessary to use a parameter  in [5].
Algorithm A.
Input: a matrix A= (aij) 2 Cn;n.
Output: D = D(1)D(2)   D(n) 2 DA if A is an H -matrix.
1. if N1(A) =  or aii = 0 for some i 2 N , `A is not an H -matrix'. stop: otherwise
2. set A(0) = A, D(0) = I , m= 1
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3. compute A(m) = A(m−1)D(m−1) = (a(m)ij )
4. if N1(A(m)) = N , `A is an H -matrix'. stop: otherwise
5. set d= (di) where
di =
8>><
>>:
Si(A(m))
ja(m)ii j
if i 2 N1(A(m))
1 if i 2 N2(A(m))
6. set D(m) = diag(d), m= m+ 1; go to step 3.
The drawback of Algorithms H and A is that in the case the input matrix A is not an H -matrix, it
requires a large number of iterations because for i 2 N2(A(m)) di = 1 is put forcibly. In this paper,
we propose Algorithm B to address this drawback.
Algorithm B.
Input: a matrix A= (aij) 2 Cn;n.
Output: D = D(1)D(2)   D(n) 2 DA if A is an H -matrix.
1. if N1(A) =  or aii = 0 for some i 2 N , `A is not an H -matrix', stop: otherwise
2. set A(0) = A, D(0) = I , m= 1
3. compute A(m) = A(m−1)D(m−1) = (a(m)ij )
4. compute
d(m)i =
Pn
j=1 ja(m)ij j
ja(m)ii j
; (i 2 N )
5. if d(m)i < 2 for all i, `A is an H -matrix'. stop,
if d(m)i >2 for all i, go to step 1;
otherwise
6. set D(m) = diag(d(m)i ), m= m+ 1; go to step 2
In Algorithm B, we have
d(m)i =
Pn
j=1 ja(m)ij j
ja(m)ii j
= 1 +
P
j 6=i ja(m)ij j
ja(m)ii j
;
on the other hand, since
a(m+1)ij = a
(m)
ij d
(m)
j ;
we get
d(m+1)i = 1 +
P
j 6=i ja(m)ij jd(m)j
ja(m)ii jd(m)i
:
Thus, the following relation holds for k 2 N2(A), l 2 N1(A),
dk >dl:
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If A is a weak diagonally dominant for all rows, then
P
j 6=i jaijj=jaiij=1, we have the following result
from Algorithm B,
lim
m!1d
(m)
i = 2 i; for all i;
where i > 0 depends on the quantity diagonally dominant for A. Therefore, when Algorithm B is
terminated by nite steps of iteration, two cases occur.
Theorem 2.4. If Algorithm B terminates after a nite number of iterations, then
(1) When d(m)i < 2 for all i, A is a nonsingular H-matrix.
(2) When d(m)i >2 for all i, A is not a nonsingular H-matrix.
Proof. (1) By assumption, d(m)i < 2 for all i, we have
d(m)i =
Pn
j=1 ja(m)ij j
ja(m)ij j
=
ja(m)ii j+
P
j 6=i ja(m)ij j
ja(m)ii j
< 2;
X
j 6=i
ja(m)ij j< ja(m)ii j for all i:
From Algorithm B, we obtain
A(m) = A(m−1)D(m−1) = AD(0)   D(m−1) = AD = (a(m)ij );
so A(m) is a strictly diagonally dominant matrix, therefore, A is a GDDM. From Lemma 1.2, A is a
nonsingular H -matrix.
(2) Since di(m)>2 for all i, we have
d(m)i =
Pn
j=1 ja(m)ij j
ja(m)ii j
=
ja(m)ii j+
P
j 6=i ja(m)ij j
ja(m)ii j
>2;
X
j 6=i
ja(m)ij j>ja(m)ii j for all i
From Lemma 1.3, A(m) is not a GDDM, therefore, from Lemma 1.2, A is not a nonsingular H -matrix.
We show an example by using the Algorithm B.
Example 1. Let
A=
0
BB@
1:0 0:8 0:6
0:2 1:0 0:5
0:1 0:6 1:0
1
CCA :
From step 4 of Algorithm B, we obtain the diagonal elements of D as follows:
d(0)1 =
1 + 0:8 + 0:6
1:0
= 2:4;
d(0)2 =
0:2 + 1:0 + 0:5
1:0
= 1:7;
d(0)3 =
0:1 + 0:6 + 1:0
1:0
= 1:7
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and
A(1) = A(0)D(0) =
0
BB@
2:4 1:36 1:02
0:48 1:7 0:85
0:24 1:02 1:7
1
CCA :
By computing d(1)i for A(1), we obtain d
(1)
i < 2 for all i. Therefore, AD is a strictly diagonally
dominant matrix.
Example 2. We test the following non-H -matrix. Let
A4 =
0
BB@
1:0 0:5 0:8
0:8 1:0 0:5
0:2 0:4 1:0
1
CCA :
Table 1
The number of iterations of Algorithms A and B
Matrix Alg. A Alg. B Result
A1 =
 
1 0:8 0:6
0:2 1 0:5
0:1 0:6 1
!
2 2 GDDM
A2 =
0
B@
1 0:7 0:4 0:3
0:2 1 0:1 0:4
0:1 0:1 1 0:2
0:2 0:4 0:2 1
1
CA 2 2 GDDM
A3 =
0
B@
3 1 1 2
3 4 1 1
0:5 0:5 3 1
0:5 0:25 3 4
1
CA 6 6 GDDM
A4 =
 
1 0:5 0:8
0:8 1 0:6
0:1 0:3951 1
!
9 8 GDDM
A5 =
 
1 0:5 0:8
0:8 1 0:6
0:2 0:4 1
!
36 2 No GDDM
A6 =
0
B@
1 0:2 0:1 0:8
0:35 1 0:7 0:3
0:3 1 1 0:02
0:3 0:2 0:2 1
1
CA 51 2 No GDDM
A7 =
0
BBB@
1 0:2 0:2 0:2 0:1
0:4 1 0:2 0:2 0:1
0:8 0:2 1 0:1 0:1
0:3 0:6 0:3 1 0:1
1 0:3 0:2 0:4 1
1
CCCA 221 2 No GDDM
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From step 5 of Algorithm A, we obtain diagonal elements of D(1),
d(1)3 = 0:6; d
(1)
1 = d
(1)
2 = 1:0
At m= 2, we have d(2)1 = 0:98. For m>3, i= 1 or 2 belongs to N1(A
(m)
4 ) alternately. And the value
of di approaches 1 but does not exceed 1.
When m= 36, we barely have di > 1 for all i.
On the other hand, by using the Algorithm B, we have d(2)i > 2 for all i.
We give in Table 1 the iteration numbers of Algorithms A and B. From Table 1, we observe
that: When A is a nonsingular H -matrix, the number of required iterations is almost the same for
both Algorithms A and B. On the other hand, when A is not a nonsingular H -matrix, the numbers
of iterations of Algorithm B are signicantly reduced as compared to Algorithm A.
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