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Throughout literature, one finds where numerous methodologies and models have 
been developed to predict the effect of surface roughness on a flat surface. Many of the 
models utilize a drag coefficient as one of the necessary parameters. In urban settings 
with groups of buildings, the drag coefficient on an individual obstacle would be 
determined by parameters like wind direction and the relative positioning of a building, in 
addition to Reynolds number and shape. Computational experiments were performed to 
simulate the fluid flow around a single row and two rows of “cube” obstacles. Based on 
dimensional analysis, the drag coefficient was formulated as a function of four input 
variables. The effect of these input variables on the drag coefficient was individually 
studied. Finally, using the central composite design method and the numerically obtained 
experiment data, a second-order mathematical model was devised for the drag coefficient 
as a function of the four input variables.
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Given that the surface of the earth is not smooth, airflow modeling above its 
surface necessitates either inclusion of the full geometric detail of the surface or some 
form of model that introduces the effect of the roughness. In general, surface roughness 
will affect the transport of all fluid properties. Although, technological advancements in 
high-performance computing appear to follow Moore’s law regarding the doubling of 
computing power roughly every 18 months, numerous physical problems still exist that 
are beyond the scope of present-day computer simulation capabilities. Mesoscale 
atmospheric simulation and/or chemical and biological dispersion simulation currently 
rely on a metric referred to as the aerodynamic roughness parameter, z0. This 
aerodynamic roughness metric is the height above a surface at which the logarithmic 
velocity profile versus altitude extrapolates to zero.  
Over the years, researchers have obtained z0 for various conditions. In general, 
given a known terrain (urban or rural) the database of tabulated roughness parameters can 
be referenced to obtain an estimated value of z0. Alternatively, a number of researchers 
have conceived of formulas based on a general geometric characterization for estimating 
z0. The variation in large metropolitan structures and the variation in wind speed and 
 2 
direction potentially reduce the effectiveness of such a simplistic parameterization. 
Obtaining truly accurate values of aerodynamic roughness from field data for a given 
urban environment represents a daunting task and would still only be limited in scope as 
data can only be obtained from a set of selected stations and wind speed and direction 
cannot be controlled during the data collection interval. An additional means of obtaining 
an aerodynamic roughness metric would be to create a geometric model of the urban 
environment and run wind-tunnel experiments. Scaling issues in this case would be 
problematic. Alternatively, a computational model of the environment could be generated 
from remotely-sensed geometric data and a number of simulations performed by varying 
wind speed and direction. As with any computational simulation, accurate boundary 
conditions are a key component to a meaningful and physically valid solution. 
Computational simulation could be used to populate a very accurate aerodynamic 
roughness database to be later used by various predictive dispersal tools. The discrete-
element model [1] has been widely used for predicting the effect of surface roughness on 
skin friction and heat transfer.
The discrete-element model [1] is formulated for roughness elements with three-
dimensional shapes for which the element cross section can be defined at every height. In 
addition to the usual turbulence modeling requirements, this model has closure 
requirements for the drag coefficient which is formulated as a function of the local 
roughness Reynold’s number. However in the urban setting with arrays of buildings, this 
drag coefficient also depends on flow direction and the relative positioning of the 
individual buildings within the array, in addition to its dependence on Reynold’s number. 
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A mathematical model for the drag coefficient as a function of relevant input variables 
could be developed to correctly characterize the fluid flow over rough surfaces. 
1.2 Objective of Thesis  
 Different methodologies and models have been developed to predict the effect of 
surface roughness on a flat surface. Many of the models contain the drag coefficient as 
one of the necessary parameters. The accurate estimation of drag coefficient on each 
roughness element is thus very crucial for the success of these models in predicting the 
flow behavior and heat transfer.  The urban canopy model presented in the work by 
Belcher [2] uses drag coefficient values that are dependent on the geometry of the 
roughness elements. The discrete-element model [1] uses drag coefficient functions that 
are dependent on the local roughness element Reynold’s number and geometry. In urban 
settings with arrays and groups of buildings, drag coefficient on the individual obstacle 
would also be determined by parameters like wind direction and the relative positioning 
of a building in a group apart from Reynolds number and geometry. The present thesis 
develops a second-order mathematical model for the drag coefficient on a single obstacle 
type in an array of obstacle elements as a function of all these input variables. This model 
could in turn be used in standard models like urban canopy and discrete element that 
account for surface roughness. 
1.3 Scope and Limitation 
The major limitation of this study is that it develops a drag coefficient model only 
for a limited urban setting. The urban buildings are assumed to be cubes of particular 
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height, width and depth. Variation in drag coefficient values due to changes in height, 
width, depth and other shapes are not included. The drag coefficient is calculated only for 
a maximum of two infinite arrays of cube and all the obstacles in the array are cubes of 
same height, width and depth. Although urban settings do present with a symbolence of 
this arrangement; generally, the building dimension and spacing varies. In reality, in the 
urban environment, the buildings need not be in regular arrays. They could be arranged 
randomly without any order.   
Flow speeds close to zero that could correspond to still or very slowly moving air 
were generally avoided as the solution took a lot of time steps to evolve into a fully 
developed and converged solution. The infinite arrays are implemented using periodic 
boundary conditions. Flow angles corresponding to 90 degrees in such a configuration 
i.e., in line with the row of cubes gave unreliable results. Such a flow angle however is 
possible in real world scenario, thus simulation results close to 90 degrees are thus 
included to understand flow behavior under those conditions. 
The present study was limited to obtaining a drag coefficient model under the 
conditions mentioned above. The usefulness of this model can only be evaluated by 
incorporating it in simulations like urban canopy parameterization and discrete element 
models. Based on the results obtained, the drag coefficient model could be fine-tuned to 
match the experimental results. The model could also be modified by further statistical 
experiments. Research in this area is yet to be done and is not a part of this research 
effort. 
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1.4 Plan of Presentation 
Chapter II presents the analysis on the various input variables considered here that 
could affect the drag coefficient value. The resulting drag coefficient function is 
expressed as a function of non-dimensional (coded) variables. This is followed by the 
experiments carried out using the CHEM code to analyze the effect of these individual 
parameters on the drag coefficient value. This chapter also includes the CAD geometry 
and the structured-grid methods used to mesh the geometry. Chapter III discusses the 
method for fitting a second-order model to the drag coefficient based on the results 
obtained from the simulation. It also contains some theory and background about second 
order models and central composite design. Chapter IV discusses the results obtained 
from the simulations along with possible physical explanations regarding this study’s 
findings. This is followed by chapter V that includes the conclusions drawn from this 
entire research effort. It also includes possible future work that could be done in this area. 
1.5 Literature Review 
1.5.1 Introduction 
This section reviews the research work and studies that have been done in the area 
of surface roughness modeling and aerodynamic roughness estimation. The study of the 
impact of parameters like flow direction, and relative positioning of obstacles on the drag 
coefficient as a whole is quite new. Although this thesis is concerned with the 
development of a drag coefficient model, the ultimate usefulness of this research work 
would be in using the drag coefficient models in other numerical simulations that account 
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for surface roughness. The following sections review topics related to aerodynamic and 
surface roughness modeling. 
1.5.2 Aerodynamic roughness –z0
Mesoscale atmospheric models and/or chemical and biological dispersion models 
currently rely on a metric referred to as the aerodynamic roughness parameter, z0. This 
aerodynamic roughness metric is the height above a surface at which the logarithmic 
velocity profile versus altitude extrapolates to zero. In attempting to characterize the flow 
around large groups of obstacles, it is not practical to resolve the flow around individual 
obstacles. As a result, methods have been developed to parameterize the mean boundary 
layer flow in terms of a finite number of relatively simple parameters [3]: the surface 
shear stress ( 0= U2), the aerodynamic roughness (z0), and the displacement height (d). In 
an equilibrium boundary layer flow the mean wind speed can be expressed in terms of 
these parameters according to the log-law profile, 
 1.1 
Here is the von Karman constant,  the air density and u(z) is the velocity at a particular 
height z. The aerodynamic roughness parameters z0 and d cannot be measured directly, 
but can be estimated from mean building height (H), width (W) and inter obstacle and 
other geometrical variables. Various models ([4],[5]) are available to do this. Two 
primary methods exist for calculating aerodynamic surface lengths. The first method 
(anemometry) uses wind or turbulence measurements from anemometers on towers to 
estimate surface roughness length for a given location (point). The second method is 
geometric (sometimes called morphometric) modeling, which attempts to describe the 
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average geometry of the surface roughness obstacles in an area and uses various models 
to derive an effective surface length for that area. The anemometric method requires the 
placement of one or more towers in the areas of interest. If specific tower site selection 
criteria are followed and the data to be used are collected under appropriate atmospheric 
conditions, the anemometric method is capable of delivering fairly consistent and 
repeatable estimates of z0. Logistics and cost make this method unsuitable for large areas 
or wide spread application. Anemometric methods, derived from the logarithmic wind 
profile equation under neutral conditions, can be divided into those determined from slow 
and fast response instruments. Grimmond [6] determined roughness parameters in 
suburban areas of Chicago, Los Angeles, Miami and Vancouver using both slow and fast 
response anemometry. Geometric models are more easily applied to a wide variety of 
scenarios. Some of the very popular geometric models are described by Grimmond and 
Oke [5]. They are briefly described below. 
1.5.2.1 Kutzbach 
In the early 1960’s, Kutzbach [7] suggested using plan area aspect ratio ( p), and 
average roughness element height, zH, to attain z0 values. p is the ratio of plan area to  the 
total surface area of the obstacle.
, where p   0.29 1.2 
The model is limited to plan area aspect ratios of less than or equal to 0.29; i.e., the model 
is not designed for situations with a dense concentration of roughness elements, which is 
typical for moderate- to high-density residential areas. 
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1.5.2.2 Counihan 
Surface roughness derived from Counihan’s early 1970’s model [8] is also a 
function of plan aspect ratio and average roughness element height. More restrictive than 
Kutzbach, Counihan’s intent was for the model to be used in situations where the plan 
area aspect ratio was between 0.1 and 0.25. 
, where 0.1< p< 0.25 1.3 
1.5.2.3 Lettau 
The model described by Lettau [9] is one of the more commonly used algorithms 
for estimating z0. This model again uses average roughness element height and has 
limitations in areas of higher roughness element density. Lettau adds the frontal area 
aspect ratio ( f), which includes the average horizontal dimension perpendicular to the 




MacDonald[4] proposed a model that includes a drag coefficient (Cd),von Karman 
constant , and two empirical coefficients (  and ). Appropriate tuning of the model 
requires a priori knowledge of Cd,  and . Values of 4.43 , 1.0 and 0.4  could be used for 
 ,  and , respectively , based on the work done by Grimmand and Oke[5]. 
 1.5 
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With  1.6 
1.5.2.5 Raupach 
The model that Raupach[10] proposed includes the drag coefficient of an isolated 
element(cs), and the drag coefficient for the substrate surface at zH (cr), the roughness 
sublayer influence function ( h), the large-scale wind speed (u), the friction velocity (u*), 
and a so-called free parameter (cd1). All of these parameters are essentially constant 
except the ratio (u*/u), which may be a function of frontal area aspect ratio. The values 
used for these parameters are cr=0.3, (u*/u)max=0.3, h=0.193 and cd1=7.5.
 1.7 
 1.8 
  1.9 
It can be clearly seen from the last two models above that the drag coefficient is a critical 
parameter for determining the atmospheric roughness value. 
1.5.3 Surface roughness effects evaluation 
Historically, there have been two dominant methods for evaluating the effects of 
surface roughness on drag and heat transfer. The equivalent sand-grain roughness model, 
first proposed by Schlichting [11], is an empirical model in which rough surfaces with 
various features are compared to data from Nikuradse [12] concerning flow in pipes with 
varying sizes of sieved sand glued to the wetted surface. Rough surfaces are assigned a 
value of equivalent sand-grain roughness height based on comparisons with Nikuradse’s 
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data. As a means of demonstrating the dependence of the flow resistance on the 
roughness density, Schlichting [11] suggested that the effects of roughness on the flow 
could be considered the sum of the drag from each of the individual roughness elements 
inside the boundary layer plus the viscous shear on the flat part of the wall. Taylor [1] 
rigorously derived a new model, the discrete-element model, based on Schlichting’s 
suggestions. Taylor validated the model for sparsely spaced cone and hemispherical 
roughness elements on a flat surface. In the discrete-element scheme, three aspects of 
roughness influence are present:
1.) Flow blockage which detours the flow over, around, and between rough elements, 
2.) Form drag on roughness element faces normal to the flow, and 
3.) Convective heat transfer to/from the rough elements. 
Each of these aspects is an integral part of the flow problem, and the concept of 
an equivalent sand grain size is abandoned. In the discrete-element approach the heat 
transfer is inherently included as a part of the problem. Many computational works exist 
which employ the equivalent sand-grain approach, the discrete-element approach or some 
combination thereof. Lin and Bywater [13] solved the boundary layer problem for high- 
speed flow over rough cones using blockage and source/sink terms in momentum and 
energy, but in that work the blockage was adjusted as a parameter to fit available data. 
Cristoph and Pletcher [14] solved the boundary layer problem over rough flat plates and 
sharp cones. They used computed blockage and source/sink terms for momentum and 
energy as prescribed by the discrete-element method, and in addition implemented an 
equivalent sand-grain type approach in the turbulence model. Taylor, et. al. [1] and 
Hosni, et.al. [15] report experimental and computed results for zero pressure-gradient 
 11 
flow over rough flat plates with hemispherical roughness elements and conical roughness 
elements. In their work, no modification was made on the turbulence model, rather 
blockage, momentum sink, and energy sink/source terms are included in the boundary 
layer equations, and the effect of roughness on turbulence is felt through the rough-wall 
shear stress, which is a function of the roughness. Kenton Fleming [16] used the discrete 
element approach developed by Taylor and developed an incompressible Navier-Stokes 
algorithm for flow and heat transfer over rough surfaces. 
For example, the momentum equation for a steady, Reynold’s averaged, two-
dimensional turbulent boundary layer with uniform roughness [17] becomes 
μ  - )] -   1.10 
where  is the fraction of area open to flow, which is (1- ) where  is the blockage 
fraction, and Lp and Lt are the parallel and traverse spacing parameters for uniform 
roughness and are the results of spatially averaging the roughness effects. u and v are the 
velocities in the x and y directions respectively. In addition to the usual turbulence 
modeling requirement for ’, the roughness model has a closure requirement for Cd. It 
is formulated as functions of the local roughness element Reynolds number, 
  1.11 
thus directly including information on the roughness element size and shape. The 
functional form of Cd is [17] 
for Red < 60,000 and 
for Red > 60,000 1.12 
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For an urban setting such a form drag coefficient may not exactly hold true as the drag 
coefficient could also depend on other factors like flow direction and relative positioning 
of obstacles. 
1.5.4 Urban canopy models 
Urban and plant canopy models were devised to account for agglomerations of 
surfaces in urban and rural areas respectively. Due to the large size of the roughness 
elements, the urban boundary layer has a more structured layering than the boundary 
layers over the smooth surfaces. In particular, the surface layer is split up into the inertial 
sublayer and the roughness sublayer. The roughness sublayer is defined as the region 
where the flow is influenced by individual roughness elements and hence is fully three-
dimensional. The urban canopy model is required to determine the dynamic effect of 
urban areas on the atmospheric boundary layer [2]. This approach has the advantages 
that: (i) no logarithmic velocity profile layer in the roughness sublayer is assumed, (ii) 
some measures of the winds are resolved within the urban canopy, and finally ( iii) the 
model yields values for the effective roughness length of the surface in terms of 
measurable parameters of the building layout and density. A more complete detail about 
the urban canopy model can be found Belcher, Jerram and Hunt [2]. Dynamic effects of 
the canopy on the mean flow are found by considering the momentum equations. Details 
can be found in the work done by Finnigan [18]. Substitution of the triple velocity 
decomposition into the momentum equation and averaging over space and time yields an 
equation for the mean velocity components. When the flow is stationary, the streamwise 
momentum equation becomes 
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.  1.13 
Here  is the spatial average of the turbulent stress (Reynold’s Stress), <  > is the 
dispersive stress and D is the distributed aerodynamic drag. This drag represents the 
pressure and viscous forces exerted on roughness elements. The building canopy is 
represented as a porous block with a resistance to the flow. The distributed drag can be 
parameterized by considering the drag on the individual building, which is 
 1.14 
where Cd is the drag coefficient, Af  is the frontal area of the building and U is the mean 
wind speed. In the work done by Belcher [2] the total drag is the sum of the drag on these 
individual buildings. Note that to determine D we need to have precise information about 
the nature of the drag coefficient which is the main focus of this research work. 
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CHAPTER II 
DRAG COEFFICIENT ANALYSIS 
2.1 Bluff Body Aerodynamics 
A bluff body is one in which the length in the flow direction is close to or equal to 
the length perpendicular to the flow direction. This spawns a unique characteristic, 
namely that the skin friction coefficient is much lower than the pressure drag. The 
diagram given below shows the schematic flow field around a three-dimensional bluff 
body.
Figure  2.1  Schematic Flow Field around a three dimensional bluff body 
 15 
For the bluff body early separation prevents gradual recompression in the rear part 
of the body, so that the values of the pressures in this region are considerably smaller 
than those acting on the front part (and correspond normally to negative pressure 
coefficients). This gives rise to a significant value of pressure drag, which is normally 
much higher than the friction drag. In general, flow separation is present even upstream 
of the body, with the consequent formation of   “horseshoe vortices” which strongly 
interact with the lower part of the body. The mean and time varying forces are 
fundamentally dependent on the behavior of vorticity introduced in the wake.
Thus, the unsteady flow field around a single bluff body is quite complex, with 
regions of separated flow, concentrated vorticity, and large shear [19]. In the present 
research, the flow is around arrays of buildings which are a group of obstacles. The 
aerodynamic interaction of large groups of buildings introduces further complicating flow 
features such as wake interference and skimming flow [20]. 
2.2 Non Dimensional Drag Force Analysis 
In an urban setting the drag force on the individual obstacle in an array of 
obstacles is influenced by a lot of factors other than Reynold’s number. A functional 
analysis is done below to formulate a dependence of obstacle drag on these individual 
parameters. Starting with a dimensional analysis, intrinsic fluid properties that could 
affect the drag coefficient are the fluid viscosity and density. Flow velocity and approach 
angle could also change the drag force. A zero degree flow angle would mean that fluid 
particles are normal to one of the faces of the cube. The pressure drag developed in this 
scenario is very high as the fluid particles collide head on with the face of the cube 
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converting all their kinetic energy into pressure energy. The pressure drag would be 
comparatively less for 45 degree flow angle. The geometry of the obstacle such as width, 
height and depth could also modify the drag coefficient. Modifying the cube height, 
width and depth changes the flow blockage and thus changes the drag coefficient 
obtained.  Since each building is part of an array of obstacles the distance between two 
cubes in the same row, distance between the two cubes in the adjacent rows and the 
distance by which the cubes in the two rows are staggered also play a major role in 
determining the drag coefficient. For example, based on the positioning, a cube in the 
second row could be in the wake region of the cube in the first row. In some cases if the 
two rows are very staggered, depending on the flow angle, a cube in the second row 
could still face the fluid flow without much blockage from the first row. Generally 
speaking the relative positioning of obstacles in an array should be taken into account 
while doing the mathematical analysis for the obstacle drag. In this research work, 
buildings are assumed to be cubes of constant height, width and depth. With these set as 
constant the effect of other parameters are analyzed. Figure 2.2 below shows the 
staggering distance and distance between the cubes. The periodic boundary conditions are 
implemented on the boundary planes. So a cube in one row along with the boundary 
planes forms a row of infinite cubes. Similarly the staggered cube on the back row 
represents a row of infinite of cubes.
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D  –  Drag force, 
μ – Coefficient of viscosity, 
 –  Density, 
v –  Free stream velocity, 
 –  Flow angle, 
h –  Obstacle height, 
d –  Obstacle depth, 
w –  Obstacle width, 
s –  Side to side gap between two cubes in a single row of cube, 
b –  Front to back distance between two cubes in two consecutive row, 
X –  Stagger distance (obstacle offset between the rows), 
 The above parameters are made non-dimensional such that; 
, is the drag coefficient. 
, is the Reynold’s number. 
, is the non-dimensional width. 
, is the non-dimensional depth.
, is the non-dimensional side spacing and 
, is the non-dimensional back spacing.
The staggering distance is expressed as a percentage of side to side distance such that
, is the non-dimensional stagger. 
The maximum staggering distance is plus/minus half the side to side distance and the 
minimum value is zero.  
The flow angle on one side of the cube varies from zero to 90 degrees. So it could be 
made non-dimensional as given below  
.
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In the present research effort the height, width and depth of the obstacles are not changed. 
So   and  are held constant. The drag coefficient is thus evaluated as a function 
of , , Re,  and .
Finally the drag coefficient is expressed in a non-dimensional functional form,
 2.2 
Figure 2.2  Diagram depicting two rows of staggered cubes 
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The computational experiments in the present research work are performed by 
varying the five input variables mentioned above. 
2.3 Background 
The following section gives a brief review on some of the research work on fluid 
flow through cube arrays. Much of the work in this area has been to obtain the velocity 
and concentration profile, turbulent statistics and other parameters at different locations 
in the cube arrays. Such data was important in understanding the aerodynamic behavior 
of large urban agglomerations. They were also useful in determining the urban roughness. 
Some computational experiments of fluid flow over cube arrays have also been carried 
out and validated against wind tunnel experiments. 
R.W.Macdonald et al. [3] made measurements of the flow field in regular arrays 
of obstacles to obtain representative data on mean flow and turbulence statistics in urban-
type areas. Obstacle arrays consisting of simple cubes and flat plate roughness commonly 
used in boundary layer simulations were placed in a simulated atmospheric boundary 
layer flow in a hydraulic flume. These experiments confirmed the previous findings that 
staggered arrays were aerodynamically rougher than the square arrays. The turbulent 
kinetic energy generated was also higher in the staggered arrays. The same author [21] in 
another research effort used a three-dimensional numerical code, the finite element flow 
solver (FEFLO) to simulate the mean flow and turbulence within obstacle array 
configurations. Model simulations were compared with observations from a hydraulic 
water flume at the university of Waterloo. FEFLO was run in large-eddy simulation 
mode, using the Smagorinsky model, to resolve the larger scales of the flow field. The 
numerical simulations were able to capture, within 40% on average, the general 
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characteristics of the mean flow and the turbulence. As expected, the mean wind speeds 
were significantly decreased in the array with closer obstacle packing. It was found that,
a “street canyon” effect was more obvious for the square arrays, with higher flow speeds 
in between the obstacles, than for the staggered arrays. 
Similar to the above mentioned experiment, simulation of the MUST (Mock 
Urban Setting Test) experiment was done by Jose Santiago and Martilli [22] using RANS 
with a k-epsilon turbulence model. The geometry of the MUST field experiment was 
reproduced, in scale , in the wind tunnel of the University of Hamburg and the wind 
tunnel data were used to validate the model simulations. The behavior of properties such 
as dispersive stress and mean profiles inside the array was studied. As a part II of the 
study, the numerical results were used to investigate the spatial-averaged properties of the 
flow and passive tracer dispersion that are of interest for high-resolution mesoscale 
modeling. A modified version of the drag coefficient that was constant with height with a 
value close to 0.4 was used. 
Fernando et al. [23] carried out the MUST experiment at the Dugway proving 
ground. The MUST was designed to represent an urban complex of about 100 buildings 
with symmetric characteristics. The spatial variations and the unsteadiness of the flow in 
an urban setting have provided challenges to numerical modeling. In order to understand 
the importance of capturing these spatial variations and unsteadiness, the multipurpose 
finite element code FEFLO-URBAN was used to perform a Very Large Eddy simulation 
(VLES) of MUST. The FEFLO-URBAN simulations for the concentration levels of the 
passive tracer were compared with the experimental measurements. Another notable 
computational experiment was that done by Xin Wang et al. [24] using RANS turbulence 
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models for building effects on pollutant dispersion. CFD evaluations were performed to 
examine the applicability of RANS methods in simulating pollutant dispersion near, 
within and over building configurations like building arrays, isolated buildings and urban 
intersections. Other authors who have worked in this area include Yu-Heng et al.[25] and 
Zhengtong Xie  et al.[26]. 
2.4 Computational Experiments 
The present experiments involve the fluid flow around bluff bodies.  Flow around 
such blunt bodies is time dependent and complex. To simulate the flow around an array 
of cubes, the CFD simulation of flow around a single cube was done first.  The geometry 
for a single cube contained within far field boundaries was constructed using two 
different CAD packages. The first is GUMB [27], which is a structured grid generator 
that uses the multiblock generation system. A structured multi-block grid was necessary 
for using the flow solver UNCLE/USS_UNCLE (UNsteady Computation of fieLd 
Equations) [27]. The other CAD software, SOLIDMESH/AFLR [27] is used for the 
unstructured grid generation purposes. These unstructured grids are an input to the 
unstructured fluid flow solver, U2NCLE /USS_ U2NCLE (Unstructured UNsteady 
Computation of fieLd Equations) [27].  The single cube geometry along with the far field 
surfaces and boundary conditions are shown in Figure 2.3.  
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Figure 2.3  Geometry with a single cube inside far field boundaries 
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2.4.1 U2NCLE flow solver 
Initially the U2NCLE flow solver was used to simulate the flow around a single 
bluff body. The original experiments were to be performed with structured grids only. 
The intention of this study was to gain an insight into the nature of flow around bluff 
bodies. Moreover the results of the flow field obtained with these runs could be used for 
comparison with the structured flow solver. U2NCLE [27] is a family of scalable parallel 
simulation codes that solve the unsteady Reynold’s –Averaged Navier -Stoke’s equations 
for complex geometries represented by multi-element unstructured grids with arbitrary 
block connectivity. It uses SOLIDMESH [27] for grid generation and repair. The inputs 
provided to the flow solver are non-dimensional. For the single cube case, a Reynold’s 
number of the order of 105 was used. Referring to figure 2.3, the flow was along the z-
direction i.e. it subtended an angle of zero degrees with respect to the z-axis. The 
experiments were carried out for different angles of attack on a single cube. The U2NCLE 
code automatically prints the Cd value for the whole flow. The flow was run with local 
time stepping for a certain number of time steps after which the unsteady mode was 
switched on. The sides of the cube were 1 grid unit length while the far field boundary 
surfaces were 10 grid unit lengths away from the cube. Such far field positions ensured 
that the flow was developed when it struck the cube. A “no slip” boundary condition was 
imposed on the surface on which the cube rested. A “farfield” boundary condition was 
used on surfaces that formed the outer boundary. The drag coefficient values for the 
single and two rows of cube are based on a frontal area at zero degree angle of attack.  
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2.4.2 UNCLE flow solver 
To obtain the variation of the drag coefficient with the different input variables, 
different grids that represent the varied input variables of interest were necessary. 
Obtaining so many grids programmatically could be made easy if the grid was generated 
using a structured grid generator. So a flow solver that uses structured grids was required. 
UNCLE is a scalable parallel incompressible flow solver that solves the unsteady 
Reynolds-Averaged Navier Stokes equations for complex geometries utilizing multi-
block structured grids with arbitrary block connectivity.  The structured grids required by 
UNCLE were generated using GUMB. Unfortunately the UNCLE flow solver aborted for 
different values of input parameters. The simulations runs were unsuccessful possibly due 
to inherent stability issues with the flow solver.  
2.4.3 CHEM flow solver 
Following the attempted use of UNCLE flow solver, another flow solver that 
could use the structured grid was sought. The CHEM code [27] is a full-featured Navier 
Stokes solver for non-equilibrium flows involving chemical reactions. The solver uses 
advanced generalized grid algorithms based on finite-volume methods and Riemann 
solvers. The CHEM code is the first application that uses the LOCI framework. LOCI  is 
a framework for intra-application coordination of fine-grained numerical kernel and 
methods. The CHEM code uses a particular format of the grid named “VOG” format. The 
CHEM code has pre-solver utilities [28] that have the capability to convert structured and 
unstructured grids to the “VOG” format, a volume grid representation used by CHEM. 
The CHEM code was used at a low value of M  value (Mach number at free stream 
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conditions, M ) value of 0.01. This was done to ensure that the simulation would be close 
to an incompressible one.  
2.4.3.1 Single cube simulation 
To start, again the flow around a single cube was simulated, this time using the 
CHEM code. Referring to the figure 2.3 the far field boundaries were placed 10 grid units 
away from the surface of the cube. The cube itself was 1 grid unit in length. Since the 
flow is incompressible, the flow must be divergence free. This could be used as a very 
good test for verifying code output. When the far-field boundaries are set 10 units apart 
the divergence value obtained was close to zero. The far-field boundaries less than the 10 
units length would lead to a non zero value of divergence while those greater than 10 lead 
to higher values of grid stretching. The edges of the cube ending on the ground surface 
were distributed using “boundary layer” grid distribution. The other edges of the cube 
were given a “hyperbolic-tangent” distribution. For all the experiments to follow, a 17 
block grid, with each grid containing 41x41x41 grid points was used to represent the 
bluff body.  A grid refinement study indicated that this grid density provided adequate 
resolution with moderate run times. Grid generated with this edge distribution yielded a 
drag coefficient value of 1.05 which is close to the experimental value for a single cube 
[29] for zero degree approach angle. The CHEM code is a dimension based code wherein 
the dimensions and units of quantities must be specified as an input to the flow solver. 
The entire grid was scaled by ten units thus making the reference height of the cube as 
10m. The SST (Shear Stress Transport) turbulence model was used to model the 
turbulence in the flow. An implicit algorithm utilizing both Newton and Gauss Seidel 
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iterations was used to converge the solution. The code was run with local time stepping 
for around 1000 time steps after which the “unsteady” mode was turned on for another 
2000 time steps. A “second order” time integration method was used for unsteady runs 
while the “Euler” first order method was employed for the local time stepping runs. A 
two-point backward time differencing method was used to achieve second-order temporal 
accuracy for the unsteady portion of the run. The maximum time step value for unsteady 
runs was 1.0e-1s. Air at standard atmospheric pressure, a temperature of 285-290 K and 
velocity of 1m/s was used for the simulation. Again referring to Figure 2.3, a “no slip” 
boundary condition was used for the surfaces of the cube and the flat ground on which 
the cube rests and a “far field” boundary condition was imposed on the outer surfaces 
enclosing the domain. 
The results of the single cube simulation using CHEM code is included below. 
The flow field obtained was compared to the work done by Krajovic et al.[30] . This 
paper had the visualization results for the flow around a three dimensional bluff body 
using Large Eddy Simulation (LES). They had used streamlines to visualize separation 
and reattachment in the mean, in the front, on the top, at the lateral sides and behind the 
cube. Their work was compared to the oil film visualization results by Martinuzzi and 
Tropea [31].  The simulation results from CHEM clearly showed the presence of the 
horseshoe vortex in front of the cube and recirculation regions on the top and behind the 
cube. Vortices generated within the shear layer on the top and lateral sides of the cube 
were also clearly visible. Some of the visualization results obtained are included in the 
appendix section. Moreover the drag coefficient value for an angle of attack of zero 
degree was compared with the experimental value [29]. It was close to the value of 1.05.
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Following a satisfactory comparison, the input variables upon which the drag coefficient 
depends could be varied to obtain the drag coefficient for different conditions. The Cd
value reported in table 2.3 and the corresponding Figure 2.6 is based on a frontal area of 
100 m2. The drag coefficient values could also be based upon an area exposed or 
projected in the flow direction (projected area). The projected frontal area changes with 
the flow angle. Table 2.4 and Figure 2.7 depict the variation of Cd based on the projected 
frontal area with flow angle. In the present work, all the drag coefficient calculations are 
based on a frontal area of 100m2.
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Here “A” is 100 m2 (based on the side of the cube which is 10m). The drag force 
presented here is the time average of the force in the flow direction. 
2.4.4.1 Grid generation 
 Different grids need to be generated for evaluating the dependence of the drag 
coefficient on the input parameters selected. Grids having the chosen values of side to 
side distance, front to back distance and staggering distance were programmatically 
generated from the baseline grid using a FORTRAN code, is included in the appendix. 
All grids are based on the baseline grid in which the far field boundaries were 10 grid 
units away from the faces of the cube. To generate the different grids for the side to side 
variation, the present distance of 10 units is proportionally scaled down or up based on 
the desired side to side distance. This methodology may be termed as “redistribution of 
grid points”. The disadvantage with this method is that the grid stretching would be 
affected due to the redistribution. Another methodology is to truncate the number of grid 
points based on the distance to be reduced. The disadvantage with this method is that 
there are too few grid points to resolve the flow field. Only distances less than 10 units 
were considered in this effort. An initial comparison study was performed to analyze the 
two methodologies using the flow around a single cube and a row of cubes. Based on the 
drag coefficient values obtained, it was concluded that the redistribution of grid points 
was a better choice than truncation. When the side to side distance between two cubes in 
the same row is reduced, the flow field becomes complex and reduced number of points 
isn’t enough to capture the complex flow behavior and gradients. This important fact led 
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to the abandoning of the “truncation of points” method. As with the case of a single cube 
simulation, 41x41x41grid blocks were used. In order to preserve boundary layer 
resolution between simulations, the grid distribution for the first 21 points for all the 
curves emanating from the cube surface was left unchanged. The remaining points were 
redistributed according to a “power law” distribution. Such a distribution ensured that a 
smooth variation in grid stretching in spite of the redistribution of points.  For generating 
two rows of cubes, the grid in the z-direction was redistributed (figure 2.2) and the entire 
single cube data was flipped to generate a second row of cubes. This redistribution and 
flipping was done using the same FORTRAN code. After generating the second row of 
cube, the front and back row of cubes were staggered using a similar redistribution 
algorithm. 
2.4.4.2 Boundary conditions 
When the front and back rows were staggered, an “interface” boundary condition 
was used in the common plane that the front and back row of cubes shared. This can be 
seen in figure 2.2. A “no slip” boundary condition is used on the cube surfaces and the 
flat ground on which the cube rests. A “far field” boundary condition was imposed on the 
outer boundaries enclosing the cube. 
2.4.4.3 Side to side distance 
The following plots and table include the resultant drag coefficient obtained by 
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2.4.4.6 Reynold’s number 
 The following plots and tables include the resultant drag coefficient obtained by 
varying the Reynold’s number (based on length of the cube) in a single row and two rows 
of cube. All the other parameters were held constant. For a single row of cubes the side to 
side distance was maintained at 100 meters and the flow angle was maintained at zero 
degrees. The Reynold’s number was varied by changing the velocity values. For the two 
rows of cube the side to side distance was held at 60 meters while the front to back 
distance was 40 meters. The flow angle was again zero degrees. 
Table 2.10  Cd variation with Reynold’s number in a single row of cubes (CHEM). 
Cd
Velocity
(m/s) Reynold's number 
0.994528 0.1 7140000 
1.0864384 5 357000000 
1.045504 0.05 3570000 
1.041216 0.5 35700000 
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simplified the analysis a bit by eliminating Reynolds number as an input parameter. For 
bluff body flows the effect of Reynold’s number on the drag coefficient appears 
insignificant. Thus the next chapter involves developing a mathematical model for the 
drag coefficient as a function of the remaining four input variables.  
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CHAPTER III 
SECOND ORDER RESPONSE SURFACE
3.1 Introduction 
Fundamentally, the response surface problem usually centers around an interest in 
some response  which is a function of k independent variables x1, x2,…..,xk, that is, 
 3.1 
The actual form of the above equation is often unknown, but it is assumed that it can be 
approximated by a polynomial function of relatively low order. For example, for k=2 one 
might assume a model of the type  
 3.2 
where the ’s are the constant coefficients, y is the measured response and  is a random 
error to take into account for one’s inability to describe the true model. The variables x1,
x2,….,xk are quantitative and measured on some continuous scale. In this research, the 
measured response is the drag coefficient while the input variables are the side to side 
distance, front to back distance, staggering distance and the flow angle. From analyzing 
the plots in the previous chapters we can see that the relationship between drag 
coefficient and the input variables is not linear. There may also be a strong cross product 
interaction between the variables, i.e. the correlation (positive or negative) between the 
variables should also be taken into account. Naturally, as a next step, a second-order 
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function will be attempted. As a function of four variables a second order response 
function would be of the form, 
. 3.3 
The ultimate aim of this research is to develop a second-order model for the drag 
coefficient as a function of input variables 
3.2 Factorial Experiments and Central Composite Design 
In many experimental situations where the scientist is interested in learning how 
some response is influenced by certain factors x1.x2,….,xk, a well chosen experimental 
layout or experimental design can result in a savings of time and expense. In “factorial 
experiments”, the class of designs is characterized by the fact that the effect of changing 
one variable can be assessed independently of the others. The factorial experiment is 
accomplished by using as the design, each of the possible combinations of the levels 
(preselected by the experimenter) of each factor. The different combinations of the 
variables are run in random order. Such a design is referred to as a completely 
randomized design, and the experimental array is called a factorial experiment [32]. 
Experimental designs for fitting a second-order response surface must involve at least 
three levels of each variable so that the coefficients in the model can be estimated. 
Obviously, the design that is automatically suggested by the model requirement is the 3k
factorial, a factorial experiment with each factor at three levels. However a large a 
number of experiments are required in this case. An alternative to 3k factorial method is 
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the central composite design [32]. In this methodology, the designs are first-order 
factorial designs augmented by additional points to allow estimation of the coefficients of 
a second-order surface, i.e. the central composite design is the 2k factorial augmented by 
extra points. It is assumed that three evenly spaced levels of the controlled or independent 
variables can be coded to -1, 0 and 1. For example, if 1 is the flow angle, and the levels 
of interest are 0, 40 and 80, then the coded design variable is x1= ( 1-40)/40.
The design matrix for a central composite design for the case of k=4 is given 
below. The value of  is chosen to be 2. So each factor is measured at five equally spaced 
levels. As can be seen, one only needs to add to the 2k observations the additional 2k+nc
observations. For our study the value nc , the number of center points is chosen to be 1. 
D =
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In this research work there are four input variables (k=4). Thus for k=4, a total of 
25 experiments need to be run to determine the second-order surface. Referring to 
equation 3.3 the system of equations that need to be solved to obtain the ’s are given 
below,
 3.4 
Here X is the input matrix, y is the output matrix and  is the matrix containing the 
coefficients to be determined. Multiplying by X ’(Transpose of X) we have, 
 3.5 
Assuming X’X is nonsingular, we have the following equation for ’s in matrix form. 
 3.6 
For our case, with a k value of 4, the X matrix is given by 
 3.7 
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The “y”matrix, written as a column matrix is the drag coefficient values obtained after 
performing the 25 experiments.  
3.3 Computational Experiments 
For obtaining the response surface, the computational experiments are done for 
two rows of cubes. The drag coefficient data is obtained separately for the front and back 
row of cubes. Left and right asymmetry in the stagger case necessitates developing two 
separate  models  for the drag coefficient, one from zero to 90 degrees and another from 0 
to -90 degrees(refer figure 2.2). A total of 25 experiments were performed for each of the 
models. The table below contains the data for the experiments conducted. The design 
variables x1,x2,x3 and x4 used in Table 3.1 and 3.2 are explained in section 3.4.
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Table 3.1  Design variable values and corresponding drag coefficient for right 




cube x1 x2 x3 x4  b X s 
1.10305 1.03931 -1 -1 -1 1 20 30 8.75 70
1.20499 1.13723 -1 -1 1 1 20 30 26.25 70
1.00478 1.08217 -1 1 -1 1 20 70 8.75 70
1.11699 0.8711 -1 1 1 1 20 70 26.25 70
1.15531 0.82415 1 -1 -1 1 60 30 8.75 70
1.12285 0.71971 1 -1 1 1 60 30 26.25 70
1.16104 0.75479 1 1 -1 1 60 70 8.75 70
1.15908 0.83432 1 1 1 1 60 70 26.25 70
1.04352 0.7363 -1 -1 -1 -1 20 30 3.75 30
1.07577 1.14595 -1 -1 1 -1 20 30 11.25 30
1.05434 0.65719 -1 1 -1 -1 20 70 3.75 30
1.04862 0.83458 -1 1 1 -1 20 70 11.25 30
0.89783 0.45917 1 -1 -1 -1 60 30 3.75 30
0.93294 0.41994 1 -1 1 -1 60 30 11.25 30
0.93856 0.4378 1 1 -1 -1 60 70 3.75 30
0.93519 0.42616 1 1 1 -1 60 70 11.25 30
0.95575 0.26487 0 0 0 -2 40 50 2.5 10
1.28036 0.83967 0 0 0 2 40 50 22.5 90
1.43221 1.20565 0 -2 0 0 40 10 12.5 50
1.19206 0.70687 0 2 0 0 40 90 12.5 50
1.04379 1.11101 -2 0 0 0 0 50 12.5 50
0.30251 0.36306 2 0 0 0 80 50 12.5 50
1.16591 0.8919 0 0 -2 0 40 50           0 50
1.2936 0.68941 0 0 2 0 40 50 25 50
1.20195 0.90287 0 0 0 0 40 50 12.5 50
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Table 3.2  Design variable values and corresponding drag coefficient for right 
approaching wind (0 to -90o)
Cd –Front cube Cd –Back cube x1 x2 x3 x4  b X s 
1.332821446 0.604930634 -1 -1 -1 1 20 30 61.25 70
1.279703072 1.068471878 -1 -1 1 1 20 30 43.75 70
1.237051996 0.860917294 -1 1 -1 1 20 70 61.25 70
1.187035127 0.754326278 -1 1 1 1 20 70 43.75 70
1.218099194 0.53846732 1 -1 -1 1 60 30 61.25 70
1.215950549 0.579662686 1 -1 1 1 60 30 43.75 70
1.199239413 0.704929705 1 1 -1 1 60 70 61.25 70
1.150544756 0.733091946 1 1 1 1 60 70 43.75 70
1.190861901 0.610225386 -1 -1 -1 -1 20 30 26.25 30
1.063045187 0.594554241 -1 -1 1 -1 20 30 18.75 30
1.147472979 0.63514112 -1 1 -1 -1 20 70 26.25 30
1.053804608 0.612729775 -1 1 1 -1 20 70 18.75 30
0.939111687 0.386866641 1 -1 -1 -1 60 30 26.25 30
0.927026599 0.405390092 1 -1 1 -1 60 30 18.75 30
0.962294138 0.443322631 1 1 -1 -1 60 70 26.25 30
0.948746341 0.443195814 1 1 1 -1 60 70 18.75 30
0.954517875 0.260728227 0 0 0 -2 40 50 7.5 10
1.419545881 1.024284693 0 0 0 2 40 50 67.5 90
1.40647025 0.597698582 0 -2 0 0 40 10 37.5 50
1.287237178 0.956950895 0 2 0 0 40 90 37.5 50
1.076745579 1.031914637 -2 0 0 0 0 50 37.5 50
0.382071456 0.250048732 2 0 0 0 80 50 37.5 50
1.165910601 0.891895799 0 0 -2 0 40 50         0 50
1.293599982 0.689412742 0 0 2 0 40 50 25 50
1.201945528 0.902869365 0 0 0 0 40 50 12.5 50
The flow conditions and solver setup was similar to the conditions mentioned in 
the previous chapter. The drag coefficient was calculated as   
. Here “A” is 100 m2 (based on the side of the cube which is 10m). The actual input 
values corresponding to the design variables are included Table’s 3.1 and 3.2 above. 
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3.4 Drag Coefficient Models 
The matrix equation in 3.4, using the X values in equation 3.3 was solved for the  
 values. The “y” matrix is the solution drag coefficient values for the front and back row 
of cubes included in the Tables 3.1 and 3.2. MATLAB was used to perform the matrix 
multiplication and inversion. The final solution value ’s were obtained as a column 
vector. Due to the nature of the flow physics involved in two rows of cubes, two models, 
one for 0 to 90 degrees and another from 0 to -90 degree are included below. 
In the models given below, the variables x1, x2, x3 and x4 are as follows, 
a.) x1- Flow angle (dimensionless) given by (X1-40)/20 where X1 is the actual flow 
angle value. For the experiments X1 could take values 0,20,40,60 and 80. 
b.)  x2- Front to back distance (dimensionless) given by (X2-50)/20 where X2 is the 
actual front to back distance value. For the experiments X2 could take values 
10,30,50,70 and 90.
c.)  x3- Side to side distance (dimensionless) given by (X3-50)/20 where X3 is the 
actual front to back distance value. For the computational experiments, X3 could 
take values 10,30,50,70 and 90. 
d.) x4- Staggering distance (dimensionless) given by (X4-(X3)/4)/(X3)/8 where X3 is 
the actual side to side distance value. For the experiment, X4 could take values 0, 
(X3)/8, (X3)/4, 3*(X3)/8 and (X3)/2. 
3.4.1 Drag coefficient –front row of cubes-0 to 90 degrees 
The second-order surface response model for the drag coefficient of front row of 
cubes from 0 to 90 degrees is 
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 3.8 
3.4.2 Drag coefficient –front row of cubes-0 to -90 degrees 
The second-order surface response model for the drag coefficient of front row of 
cubes from 0 to -90 degrees is 
 3.9 
3.4.3 Drag coefficient –back row of cubes-0 to 90 degrees 
The second-order surface response model for the drag coefficient of back row of 
cubes from 0 to 90 degrees is 
 3.10 
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3.4.4 Drag coefficient –back row of cubes-0 to -90 degrees 
The second-order surface response model for the drag coefficient of back row of 




RESULTS AND DISCUSSION 
4.1 Introduction 
The drag coefficient is an integral part of many of the models that are used to 
characterize surface roughness. Some of the prominent models include the urban canopy, 
rural canopy and discrete element methods. An accurate mathematical function for the 
drag coefficient may be very beneficial in enhancing the performance of surface 
roughness models. The present research develops a second-order mathematical model for 
the drag coefficient in an urban setting. In an urban setting the buildings represent 
obstacles to atmospheric flow. These obstacles are geometrically represented as cubes in 
the present simulation studies. Arrays of cubes are generated which actually represent 
groups of buildings. Computational experiments were performed around these arrays of 
cubes. The resulting data was collected to determine separate drag coefficient values for 
the front row and back row of cubes. Using the principle of central composite design, a 
second-order response surface was developed for the drag coefficient. Equations 3.6 
through 3.9 contain the drag coefficient models developed. The following section 
discusses some of the results obtained with these computational experiments.  
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4.2 Comparison Results-Central Composite Design 
The drag coefficients generated from the model equations from 3.6 to 3.9 were 
compared with the data used to generate the model (Tables 3.1 and 3.2). The comparison 
results are included below in the two tables. Since the surface generated does not exactly 
pass through all the data points with which it was generated, some deviation in the 
experimental data and the model output was expected. As expected, at some particular 
values of the input variable, there is a considerable deviation in the experimental data and 
the model output. The columns I and J give the deviations in the experimental and model 
output values. 
 56 







cube x1 x2 x3 x4 G H I J 
1.33 0.6 -1 -1 -1 1 1.15 0.69 -0.185 0.08387
1.28 1.07 -1 -1 1 1 1.36 0.99 0.0754 -0.0767
1.24 0.86 -1 1 -1 1 1.11 0.63 -0.125 -0.2359
1.19 0.75 -1 1 1 1 1.25 0.96 0.0667 0.20487
1.22 0.54 1 -1 -1 1 0.87 0.25 -0.347 -0.2843
1.22 0.58 1 -1 1 1 1.2 0.64 -0.02 0.06274
1.2 0.7 1 1 -1 1 0.88 0.29 -0.323 -0.4101
1.15 0.73 1 1 1 1 1.14 0.71 -0.014 -0.0189
1.19 0.61 -1 -1 -1 -1 1.18 0.63 -0.012 0.02137
1.06 0.59 -1 -1 1 -1 1.35 0.78 0.2823 0.18365
1.15 0.64 -1 1 -1 -1 1.15 0.72 -0.002 0.08506
1.05 0.61 -1 1 1 -1 1.25 0.9 0.1929 0.28527
0.94 0.39 1 -1 -1 -1 0.91 0.34 -0.031 -0.0459
0.93 0.41 1 -1 1 -1 1.19 0.57 0.2661 0.16741
0.96 0.44 1 1 -1 -1 0.92 0.53 -0.045 0.09068
0.95 0.44 1 1 1 -1 1.14 0.8 0.1878 0.3538
0.95 0.26 0 0 0 -2 1.25 0.74 0.2935 0.48247
1.42 1.02 0 0 0 2 1.22 0.72 -0.202 -0.3067
1.41 0.6 0 -2 0 0 1.4 0.64 -0.01 0.0389
1.29 0.96 0 2 0 0 1.3 0.8 0.0162 -0.16
1.08 1.03 -2 0 0 0 0.93 0.85 -0.15 -0.1833
0.38 0.25 2 0 0 0 0.54 0.31 0.1567 0.06295
1.17 0.89 0 0 -2 0 0.98 0.3 -0.189 -0.5921
1.29 0.69 0 0 2 0 1.4 0.87 0.1094 0.17639
1.2 0.9 0 0 0 0 1.2 0.9 -9E-04 -0.0009
G-Cd front cube angle(Model output),H-Cd back cube(Model output),I-Deviation in 
Cd,Front cube,J-Deviation in Cd,back cube. 
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cube x1 x2 x3 x4 G H I J 
1.103 1.04 -1 -1 -1 1 1.098 0.6994 0.0048 -0.33991
1.205 1.14 -1 -1 1 1 1.306 1.13 -0.101 -0.00723
1.005 1.08 -1 1 -1 1 1.125 0.7546 -0.12 -0.32757
1.117 0.87 -1 1 1 1 1.179 0.894 -0.062 0.022904
1.155 0.82 1 -1 -1 1 0.808 0.5184 0.3469 -0.30575
1.123 0.72 1 -1 1 1 1.134 0.7234 -0.011 0.003691
1.161 0.75 1 1 -1 1 0.816 0.438 0.3452 -0.31679
1.159 0.83 1 1 1 1 1.098 0.6994 0.0609 -0.13492
1.044 0.74 -1 -1 -1 -1 1.132 0.8884 -0.089 0.152098
1.076 1.15 -1 -1 1 -1 1.154 1.1474 -0.079 0.00145
1.054 0.66 -1 1 -1 -1 1.056 0.678 -0.001 0.020809
1.049 0.83 -1 1 1 -1 1.035 0.9934 0.0136 0.158823
0.898 0.46 1 -1 -1 -1 0.883 0.3906 0.0148 -0.06857
0.933 0.42 1 -1 1 -1 1.133 0.7716 -0.2 0.351665
0.939 0.44 1 1 -1 -1 0.898 0.3922 0.0402 -0.0456
0.935 0.43 1 1 1 -1 1.106 0.8296 -0.171 0.40344
0.956 0.26 0 0 0 -2 1.179 0.7858 -0.223 0.520926
1.28 0.84 0 0 0 2 1.248 0.8142 0.0324 -0.02547
1.432 1.21 0 -2 0 0 1.352 1.0828 0.08 -0.12285
1.192 0.71 0 2 0 0 1.24 0.8484 -0.048 0.141534
1.044 1.11 -2 0 0 0 0.822 1.093 0.2218 -0.01801
0.303 0.36 2 0 0 0 0.492 0.4006 -0.189 0.037544
1.166 0.89 0 0 -2 0 0.95 0.3014 0.2163 -0.5905
1.294 0.69 0 0 2 0 1.254 0.8218 0.0396 0.132387
1.202 0.9 0 0 0 0 1.201 0.902 0.0009 -0.00087
G-Cd front cube angle(Model output),H-Cd back cube(Model output),I-Deviation in 
Cd,Front cube,J-Deviation in Cd,back cube. 
The last two columns in the two tables above include the deviation of the model 
output data and the experimental data that were used to construct them. Overall, it was 
observed that the deviation in both the left and right side of the cubes are considerably 
less in the case of front row of cubes. For the back row, the deviation had a maximum of 
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around 0.6. However for the front row the maximum was around 0.34. For the front row 
and back rows of cubes, the deviation is significant when the flow angle or staggering 
changes. This possibly suggests a strong dependence of drag coefficient on flow angle 
and staggering. The present research derives a second-order mathematical model for the 
drag coefficient. However the variation of drag coefficient on these input variables will 
likely require more experimental points to develop an even higher-order response surface. 
A higher order polynomial like a cubic polynomial may be necessary to accurately model 
the drag coefficient.   
4.3 Surface Plots-Central Composite Design 
The mathematical models developed for the front and back rows of cubes are 
graphically represented using surface plots. These surface plots were developed using 
Ensight. Since the drag coefficient is a function of four variables, isosurfaces of the drag 
coefficient were generated to visualize variation. In all of the following plots, the x-axis 
represents the front to back parameter, the y-axis represents the side to side parameter 
and the z-axis represents the stagger parameter. 
4.3.1 Front row of cubes-0 to 90 degrees 
The isosurfaces of drag coefficient for the flow angles of zero degrees and 40 
degrees are shown in Figs 4.1 and 4.2 respectively. In addition Fig 4.3 includes the drag 
coefficient isosurfaces for a value of 1.1 generated for different flow angles. The 
color legend for the different angles in Fig 4.3 is included beside the figure. For an angle 
of zero degrees, the drag coefficient increases for higher values of stagger distances. The 
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minimum value occurs at high values of front to back and side to side distance.  For a 
flow angle of 40 degrees, the drag coefficient increases with an increase in the side to 
side distance. At low values of side to side distance the flow around a cube is influenced 
by other cubes in the same row. Referring to figure 4.3, it is observed that for the flow 
angle of zero degrees, the Cd value of 1.1 was attained at a low value of front to back 
distance. 
Figure 4.1  Cd Isosurfaces – zero degrees flow angle 
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Figure 4.2  Cd Isosurfaces – 40 degrees flow angle 
Figure 4.3  Cd Isosurface –1.1 
4.3.2 Front row of cube-0 to -90 degree 
The isosurfaces for drag coefficient for a flow angle of zero degrees and 40 










isosurfaces for a value of 1.1 generated for different flow angles. The color legend for the 
different angles in Fig 4.6 is included beside the figure. For an angle of zero degrees the 
drag coefficient increases for lower values of front to back gap distance and higher values 
of side to side distance. For a flow angle of 40 degrees the drag coefficient increases with 
increase in the side to side distance. At low values of side to side distance the flow 
around a cube is influenced by other cubes in the same row. Referring to figure 4.3, it is 
observed that for the flow angle of 0 degrees, the Cd value of 1.1 was attained at a higher 
value of side to side distance. 
Figure 4.4  Cd Isosurfaces – 0 degree flow angle 
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Figure 4.5  Cd Isosurfaces – 40 degree flow angle 
Figure 4.6  Cd Isosurface –1.1 
4.3.3 Back row of cube-0 to 90 degree 
The isosurfaces for drag coefficient for a flow angle of zero degrees and 40 
degrees is shown in Figs 4.10 and 4.11 respectively. Figure 4.12 includes the drag 








legend for the different angles in fig 4.12 is included beside the figure. For an angle of 
zero degrees the drag coefficient increases for lower values of front to gap distance. This 
trend is the reverse of the one based on physical considerations. Normally it is expected 
that the Cd value of the back cube should increase with increasing front to back distance 
as the back row of cube are out of the influence of front row cubes. For a flow angle of 
40 degrees the drag coefficient increases with increase in the side to side distance. 
Similar to the previous scenarios, at low values of side to side distance the flow around a 
cube is influenced by other cubes in the same row. Referring to figure 4.12, it is observed 
that for the flow angle of 60 degree, the Cd value of 0.9 was attained only at a higher 
value of front to back distance. 
Figure 4.7  Cd Isosurfaces – 0 degree flow angle 
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Figure 4.8  Cd Isosurfaces – 40 degree flow angle 
Figure 4.9  Cd Isosurface –1.1 
4.3.4 Back row of cube-0 to -90 degree 
The isosurfaces for drag coefficient for a flow angle of zero degree and 40 








isosurfaces for a value of 0.8 generated for different flow angles. The color legend for the 
different angles in fig 4.15 is included beside the figure. For an angle of zero degrees 
with a fixed front to back distance and side to side distance, the drag coefficient increases 
for increasing values of stagger distance. This trend is as expected. Normally it is 
expected that the Cd value of the back cube should increase with increasing stagger 
distance as the back row of cubes are out of the influence of front row cubes. For a flow 
angle of 40 degrees the drag coefficient increases with increase in the side to side 
distance. Similar to the previous scenarios, at low values of side to side distance the flow 
around a cube is influenced by other cubes in the same row.  
Figure 4.10  Cd Isosurfaces – 0 degree flow angle 
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Figure 4.11  Cd Isosurfaces – 40 degree flow angle 
Figure 4.12  Cd Isosurface –0.8 
4.4 CHEM Code Numerical Experiments 
Before the development of the mathematical model, the effect of the individual 











single row of cubes the drag coefficient gradually decreases as the side to side distance 
decreases. As the side to side distance increases, the influence of flow around a cube due 
to its neighbor in the same row decreases. It asymptotically reaches the isolated single 
cube value as seen in fig 2.8. For the back row of cubes the drag coefficient gradually 
increases from a low value to a higher value with increasing front to back distance. 
Referring to Fig 2.10, for low values of front to back distance the drag coefficient value 
on the back cube is negative. This could be possibly due to the fact that the back row of 
cube is in the wake of the front cube. The low pressure area in the front side of the back 
cube gives rise to negative drag coefficient values. As this distance increases the back 
cube is out of the influence of flow disturbance induced by the front row cube. The drag 
coefficient then almost matches the value of the front row of cube. Visualization results 
also show the presence of the huge vortex in between the front and back row when the 
distance between them is very small. Some flow field diagrams are included in appendix 
B. The drag coefficient is maximum when the flow angle is perpendicular to the front 
face of the cubes. The drag coefficient value decreases as the yaw angle becomes more 
than zero degrees. For the back row of cubes, initially at zero degree flow angle the cube 
is directly behind the front cubes. so its drag coefficient value is very low. As the flow 
angle increases the impact of the flow is also felt by the back row of cube. So its drag 
coefficient gradually increases .However for flow angles close to 90 degrees the drag 
coefficient decreases as the flow regime is affected by the adjacent cube in the same 
rows. so there is a fall in the Cd value. This trend could be clearly seen in Figure 2.12. As 
the staggering distance between the front row and the back row increases the drag 
coefficient on the back row of cube gradually increases. This behavior is expected as the 
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back cube is out of the influence of flow affected by the front cube. The drag coefficient 
on the front cube more or less remains the same. Also it was found that the drag 
coefficient remains almost unaffected by changes in Reynold’s number. From Figs 2.13 
and 2.14, it is clearly seen that the drag coefficient is almost constant for the front and 
back row of cubes with different Reynold’s number. For bluff bodies, the drag coefficient 
is primarily determined by pressure force imbalances. The skin friction is comparatively 
less than the pressure drag developed on the cube surfaces.  So it is expected that the 
Reynold’s number should not be a significant contributor to the drag coefficient. This 
numerical observation simplified the mathematical analysis performed in chapter 3. 
Reynold’s number was not considered as an input parameter for the second-order 




CONCLUSIONS AND FUTURE WORK 
5.1 Conclusions 
To develop a mathematical model for the drag coefficient (on cube shaped 
obstacle) as a function of input variables, a dimensional analysis was performed. Based 
on this analysis five variables were identified on which the drag coefficient was 
dependent. This was followed by analyzing the effect of these individual input variables 
on the drag coefficient. Computational experiments were performed using the CHEM 
code. Each of the individual parameters was varied by holding the others constant and the 
resulting drag coefficient was plotted. The resulting plots clearly indicated that the 
dependence of Cd on these input variables as non-linear. The only exception was 
Reynold’s number that had negligible effect on the Cd values. The number of input 
variables was thus reduced to four. Due to the non-linear nature of the dependence, a 
second-order mathematical model was developed using the central composite design.   
The second-order model developed was compared with the numerical data that were used 
to generate the model (Table 3.1 and 3.2). The deviations in some input values clearly 
indicate that a higher-order polynomial approximation is required to represent the drag 
coefficient. The variation of Cd with side to side distance is correctly captured by the 
model as depicted by the surface plots in section 4.3. However the variation of Cd with 
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the front to back distance in section 4.3.3 is counter-intuitive. The next step would be to 
generate a cubic polynomial that would in turn be a relatively more accurate 
mathematical model. 
5.2 Future Work 
The aim of the present research work was to develop a mathematical function for 
the drag coefficient for flow simulation in an urban setting. In such an urban setting the 
buildings were considered obstacles around which air flow was simulated. This work 
culminated with the development of second-order mathematical models for the drag 
coefficient for a cube in two rows of infinite cubes. The correctness of the model 
developed is yet to be verified. Further statistical studies are required to verify the 
parameters ( ’s ) determined in the second-order mathematical model. The output drag 
coefficients should be compared with model output value developed in this research 
work. Since in some cases the results are not satisfactory, a third-order mathematical 
model should probably be developed for the drag coefficient. The usefulness of the 
present research work would be to incorporate the second-order model developed into 
other standard models like urban canopy, rural canopy discrete element, aerodynamic 
roughness models etc. that account for the roughness elements. Based on the simulation 
results obtained, the drag coefficient model should be appropriately tweaked to match the 
experimental results. 
 Recall this effort started with a single cube CAD and grid data and generated two rows 
of infinite cubes. Periodic boundary conditions were used to emulate the presence of 
infinite cubes. The “buildings” were represented by cubes of a particular height. In reality 
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the buildings could be of different shapes and heights. The drag coefficient would 
undoubtedly vary due to such a configuration. Geometry and grid data to account for 
such variations should be generated so that computational experiments could be 
performed. Moreover the simulation was restricted to two rows of cubes. This could be 
extended to a larger number of rows of cubes. The algorithm included in the Appendix A 
could be generalized to generate “n” number of rows of cubes. The drag coefficient 
model generated under such a generalized scenario would be more appropriate to be 
included in the surface roughness models but would undoubtedly require much more 
computer resources to accomplish. 
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APPENDIX A 





THIS PROGRAM PERFORMS THE GRID REDISTRIBUTION USING POWER LAW AND 
NEWTONIAN ITERATIONS FOR VARYING THE SIDE TO SIDE FRONT TO BACK AND 
STAGGERING





!!!Author Mouthgalya Ganapathy 
!!!Final Version of the code 06/30/2009 
program gridstag 
Double Precision dat(70,70,70,3,40) 
Double Precision dat1(70,70,70,3,40) 













print*,"The number of blocks is ",mz 
    do g=1,mz 
            read(7,*)ni(g),nj(g),nk(g) 
            ni1(g)=ni(g) 
            nj1(g)=nj(g) 
            nk1(g)=nk(g) 
            ni2(g)=ni(g) 
            nj2(g)=nj(g) 
            nk2(g)=nk(g) 
    enddo 
 mv=3 
!Reading the data... 
 do nz=1,mz 
    
   read(7,*) 
     &
((((dat(i,j,k,m,nz),i=1,ni(nz)),j=1,nj(nz)),k=1,nk(nz)),m=1,mv)
          !print*,"finishing the loop number  " ,nz 
  enddo 
!Obtain the propotinality 
       d=(dat(41,1,1,1,7)-dat(20,1,1,1,7)) 
       d1=(dat(41,1,1,1,7)-dat(1,1,1,1,7)) 
 77 
       d8=dat(1,1,41,3,5) 
       print*,"Present distance between the cube & boundary  ",d1 
       print*,"Present Distance in Z-direction ",d8 
!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!Total distance to be reduced 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
   d2=6; 
   d5=-5; 
   d9=6; 
   st1=5; 
   print*,"Total distance to be reduced  ",d2 
   d3=dat(20,1,1,1,7) 
   print*,"Unchanged till  ",d3 
   d4=dat(22,1,1,1,2) 
   d6=dat(41,1,1,1,7) 
   d7=dat(1,1,1,1,2) 
   d10=dat(1,1,20,3,5) 
   d11=dat(1,1,41,3,5) 
   p=(d2-d3)/(d6-d3) 
   p1=(d5-d4)/(d7-d4) 
   p2=(d9-d10)/(d11-d10) 
   print*,"Propotionality for the x-direction",p 
   print*,"Propotionality p1 for the x-direction ",p1 
   print*,"Propotionality p2 for the z-direction ",p2 
   p=dble(p) 
   p1=dble(p1) 
   p2=dble(p2)
   p1=abs(p1) 
   gap=22 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!Propotionally shrink/expand the grid 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
   do ny=1,mz 
      do k=1,nk(ny)
         do j=1,nj(ny) 
            do i=1,ni(ny)
               if ((ny.ge.6).and.(ny.le.8)) then 
                 if (i.ge.21) then 
   i1=i-19 
   delta1=dat(20,j,k,1,ny)-dat(19,j,k,1,ny) 
   delta=d2-dat(19,j,k,1,ny) 
   rat=delta/delta1 
   call vardxs(gap,rat,drat) 
   !print*,"r value chosen is  ",drat 
                 drad=delta1*drat**(i1-1) 
   dat(i,j,k,1,ny)= dat(i-1,j,k,1,ny)+drad 
      
   endif 
        
              endif 
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              if ((ny.ge.15).and.(ny.le.17)) then 
               if (i.ge.21)then 
   i1=i-19 
   delta1=dat(20,j,k,1,ny)-dat(19,j,k,1,ny) 
   delta=d2-dat(19,j,k,1,ny) 
   rat=delta/delta1 
   call vardxs(gap,rat,drat) 
                 drad=delta1*drat**(i1-1) 
   dat(i,j,k,1,ny)= dat(i-1,j,k,1,ny)+drad 
     
               endif 
             endif 
         
       if ((ny.ge.1).and.(ny.le.3)) then 
               if (i.le.21)then
   !rad=0 
   i1=23-i 
   delta1=dat(23,j,k,1,ny)-dat(22,j,k,1,ny) 
   delta=dat(23,j,k,1,ny)-d5 
   rat=delta/delta1 
   call vardxs(gap,rat,drat) 
                 drad=delta1*drat**(i1-1) 
   dat(i,j,k,1,ny)= d5+rad 
   rad=rad+drad 
               endif 
             endif 
     
              if ((ny.ge.9).and.(ny.le.11)) then 
               if (i.le.21)then 
   i1=23-i 
   delta1=dat(23,j,k,1,ny)-dat(22,j,k,1,ny) 
   delta=dat(23,j,k,1,ny)-d5 
   rat=delta/delta1 
   call vardxs(gap,rat,drat) 
                 drad=delta1*drat**(i1-1) 
   dat(i,j,k,1,ny)= d5+rad 
   rad=rad+drad 
         endif   
              endif 
       if  
((ny.eq.3).or.(ny.eq.5).or.(ny.eq.8).or.(ny.eq.11).or.(ny.eq.14).or.(ny
.eq.17)) then 
                if (k.ge.21)then 
   k1=k-19 
   delta1=dat(i,j,20,3,ny)-dat(i,j,19,3,ny) 
   delta=d9-dat(i,j,19,3,ny) 
   rat=delta/delta1 
   call vardxs(gap,rat,drat) 
                 drad=delta1*drat**(k1-1) 
   dat(i,j,k,3,ny)= dat(i,j,k-1,3,ny)+drad    
         endif   
              endif 
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              enddo 
      rad=0 
          enddo 
        enddo 
     enddo 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!
 !Flip the grid to obtain the second row of cubes 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!
         do ny=1,mz 
             do i=1,ni(ny)
              do j=1,nj(ny) 
                do k=1,nk(ny)
   dat1(i,j,(nk(ny)+1-k),1,ny)= dat(i,j,k,1,ny) 
   dat1(i,j,(nk(ny)+1-k),2,ny)= dat(i,j,k,2,ny) 
   dat1(i,j,(nk(ny)+1-k),3,ny)= (2*dat(1,1,41,3,3))-
dat(i,j,k,3,ny)
           enddo 
  enddo 
            enddo 
          enddo 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!
 !Stagger the front and back row of cubes using value of st1. 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!
   st2=dat(41,1,20,3,5) 
   st3=dat1(41,1,22,3,5) 
   st4=st3-st2 
   st5=st1/st4 
        
  do ny=1,mz 
             do i=1,ni1(ny)
              do j=1,nj1(ny) 
                do k=1,nk1(ny)
             
      
                     
if((ny.eq.3).or.(ny.eq.5).or.(ny.eq.8).or.(ny.eq.11).or.(ny.eq.14).or.(
ny.eq.17)) then 
                      if (k.ge.21)then 
                 st6=dat(i,j,k,3,ny)-st2 
   dat(i,j,k,1,ny)= dat(i,j,k,1,ny)-(st5*st6) 
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               endif   
         
        if (k.ge.22) then 
          dat1(i,j,k,1,ny)= dat1(i,j,k,1,ny) - st1 
         
        endif 
         if (k.le.21) then 
           st7=dat1(i,j,k,3,ny)-st2 
    dat1(i,j,k,1,ny)= dat1(i,j,k,1,ny)-(st5*st7) 
                
         endif 
       endif 
      if 
((ny.eq.1).or.(ny.eq.2).or.(ny.eq.4).or.(ny.eq.6).or.(ny.eq.7).or.(ny.e
q.9)) then 
                  dat1(i,j,k,1,ny)= dat1(i,j,k,1,ny)-st1 
       
      endif 
      if 
((ny.eq.10).or.(ny.eq.12).or.(ny.eq.13).or.(ny.eq.15).or.(ny.eq.16))
then
                  dat1(i,j,k,1,ny)= dat1(i,j,k,1,ny)-st1 
       
      endif 
     
           enddo 
  enddo 
            enddo 
          enddo 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
      !Write the modified data to files
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
       print*,"Writing the modified grid " 
       print*,"Mirroring about  ",dat(1,1,41,3,3) 
       print*,"Distance staggered",st1 
       print*,"st2 value ",st2 
       print*,"st3 value ",st3 
       print*,"st7 value ",st7 
       !print*,"Farthest displaced ",dat1((ni2(3)+1),1,1,1,3) 
       !print*,"Farthest displaced point ",dat1(ni1(6),1,1,1,6) 
       write(8,*)2*mz 
       do g=1,mz 
              write(8,*)ni(g),nj(g),nk(g) 
              !print*,"Data ",ni(g),nj(g),nk(g) 
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       enddo 
       do g=1,mz 
              write(8,*)ni1(g),nj1(g),nk1(g) 
              !print*,"Data ",ni(g),nj(g),nk(g) 
       enddo 
       do nz=1,mz 
   write(8,*) 
     &   ((((dat(i,j,k,m,nz),i=1,ni(nz)),j=1,nj(nz)),k=1,nk(nz)),m=1,3) 
       enddo 
      do nz=1,mz 
   write(8,*) 
&((((dat1(i,j,k,m,nz),i=1,ni1(nz)),j=1,nj1(nz)),k=1,nk1(nz)),m=1,3)
       enddo 
       write(9,*)1 
       do g=9,9 
       write(9,*)ni(g),nj(g),nk(g) 
       enddo 
       do nz=9,9 
       write(9,*) 
     &((((dat(i,j,k,m,nz),i=1,ni(nz)),j=1,nj(nz)),k=1,nk(nz)),m=1,3) 
       enddo 
      stop
      end  
 !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 
    !Subroutine using the power law distribution and Newtonian 
iterations
    !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
    Subroutine vardxs(k, x, r) 
c          input: 
c                k = number of delta"s 
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c                x = total distance / first delta 
c          output: 
c                r = ratio of delta"s to be used in 
c                    generating variable delta"s, i.e., 
c                    dy(j) = dyfrst * r**(j-2) , say. 
      tol=1d-7 
      r=1.D0 
      do 1 n=1,100 
      sum1 = 0.0 
      do 2 i=1,k 
    2 sum1 = sum1 + r**(k-i) 
      sum2 = 0.0 
      do 3 i=1,k 
    3 sum2 = sum2 + (k-i) * (r**(k-i-1)  ) 
      r1 = r - (sum1 - x) / sum2 
      if (abs(r1-r) .le. tol)  go to 4 
      r = r1 
    1 continue 
      if (n.eq.10000) then 
      print*,"max iterations exceeded in subroutine vardxs" 
      endif 
    4 r = r1 
      !print*,"r value chosen is ",r 
      return 
      end 
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APPENDIX B 
FLOW VISUALISATION PICTURES 
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B.1.Velocity field for flow around two rows of staggered cubes
The air flow is along the z-direction. 
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B.2.Velocity field for flow around two rows of non-staggered cubes
The air flow is along the z-direction. 
