Abstract. Classical solutions of initial boundary value problems are approximated in the paper by solutions of implicit difference schemes. A convergence analysis for methods is presented. It is shown by an example that the new methods are considerably better than the explicit schemes. The proof of the stability is based on a theorem on difference inequalities. Nonlinear estimates of the Perron type for given functions with respect to functional variables are used.
Introduction
For any two metric spaces X and Y we denote by C(X, Y) the class of all continuous functions defined on X and assuming values in Y. Let M[n\ denote the set of all n x n real matrices. We will use vectorial inequalities, understanding that the same inequalities hold between their corresponding components. Let 
The function Z( t is the restriction of z to the set [t -do, t] x [x -d,x + d]
and this restriction is shifted to the set D. Elements of the space .., ipk) are given functions. We consider the system of nonlinear functional differential equations (1) dtz T 
(t,x) = f T (t,x,z^x),d x z T (t,x),d xx z T (t,x)), T = l,...,k,
with the initial boundary condition 
.,»!) 1 < r < fc.
In recent years a number of papers concerned with numerical methods for parabolic differential or functional differential equations have been published. Difference approximations of nonlinear equations with initial boundary conditions of Dirichlet type were considered in [3] , [10] , [15] , [16] . The convergence results for a general class of difference methods related to parabolic problems and solutions defined on unbounded domains can be found in [4] , [11] , [17] . Numerical treatment of initial boundary value problems of the Neumann type can be found in [9] . Various monotone iterative methods and finite difference schemes for computing of numerical solutions of reaction diffusion equations with time delays were presented in [12] - [14] .
Difference methods for nonlinear parabolic problems have the following property. It is easy to construct an explicit Euler's type difference scheme which satisfies consistency conditions on all classical solutions of the original problems. The main task in these considerations is to find finite difference schemes which are stable. The method of difference inequalities or simple theorems on recurrent inequalities are used in stability investigations. Convergence results have also been based on general theorems on error estimates of numerical solutions for functional difference equations of the Volterra type with unknown functions of several variables. Implicit difference methods for nonlinear parabolic problems are investigated in [7] , [9] .
In the paper we present a new class of finite difference schemes for parabolic functional differential equations with initial boundary conditions of the Dirichlet type. These schemes are implicit with respect to the time variable. We give sufficient conditions for convergence, and show by examples that the new methods are considerably better than classical schemes. The proof of convergence is based on a comparison technique with nonlinear estimates of the Perron type with respect to the functional variable.
The paper is organized as follows. In Section 2 we construct a general class of problems corresponding to (1), (2) . In Section 3 we prove that the corresponding system of difference functional equations has exactly one so-lution and we give a theorem on error estimates of approximate solutions for implicit difference functional problems. The error of approximate solutions is estimated by solutions of an initial problem for difference equations. Section 4 is the main part of the paper. We prove a theorem on the convergence of implicit difference methods for nonlinear parabolic functional differential problems. Numerical examples are presented in Section 5.
The following examples can be derived from (1) by specializing the function /. 1 < r < k. Existence results for parabolic functional differential problems were discussed in [1] , [5] , [6] .
Discretization of mixed problems
We will denote by F(X, Y) the class of all functions defined on X and taking values in Y, where X and Y are arbitrary sets. We formulate a difference problem corresponding to (1),(2). We will denote by N and Z the set of natural numbers and the set of integers, respectively. For x,y G R n ,
, where If di = 0, then K{ = 0, and we assume that there is iV, 6 N such that
There is N0 G N such that 
where 0 < r < No. Let 
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The function The difference operators of the second order Sij, i,j = 1,..., n, are defined in the following way: for (ij) G J + . Difference functional problem (6), (7) is considered as an implicit numerical method to problem (1), (2) . The corresponding explicit difference scheme has the form (8) 5o4 r,m) = fh.r(t {r) ,
It is clear that there exists exactly one solution % : fi/j -> R of problem (7), (8) . We prove that under natural assumptions on given functions and on the mesh there exists exactly one solution Uh tlh R of the implicit difference scheme (6), (7) . Solutions of (6), (7) are considered as approximate solutions of (1), (2) . We give sufficient conditions for the convergence of sequences of approximate solutions to a classical solution of (1),(2).
Approximate solutions of implicit difference equations
We first prove a lemma on the existence and uniqueness of a solution to 
, (7).
exist on Eh and for each (t,x,w) e E'h x F(Dh, R fe ) we have dqfh.r(t,x,w,
where 1 < r < fc, 2) the functions (9) are bounded on Eh, 3) for each r, 1 < r < k, the matrix dsfh.T is symmetric and
where 1 < r < k, P = (t, x, w, q, s) € E and h € H. PROOF. Suppose that 0 < r < NQ -1 is fixed and that the solution of (6), (7) where P € Then system (6) is equivalent to the system of equations (13) 4 We consider the space F(Sr+i,K k ). Elements of F(5r+i,R fc ) will be de-
For a function z(f( r+1 ),-) e Xr+i we write z( r+1 -m ) = z(i( r+1 ), x< m )), where
The norm in the space Xr+i is defined by
Let Wh : Xr+i -> XT+\ be the operator defined by
Wh.T[z(& +1 \ • )](«(«)) = ^l-[QhZ(^rn)
+u (r,rn) where We prove that for (iJ)eJ+ * J (tj)€J_ ' J 1 < r < jfe.
We get
^ n%rll*( i(r+1) . • ) -•
~N<m<N. Qh + l
We conclude from (15) and from the above inequality that (16) holds. The Banach fixed point theorem implies that there exists exactly one solution of (13), (14) . Since Uh is given on the initial set Eq^i the proof of Lemma 1 is completed by induction with respect to r, 0 < r < NQ.
Let us suppose that Uh'-Slh,-* R fc is the solution of problem (6), (7) and Vh : ii/i -• R fe satisfies the following conditions 
h->0 h->0
The function Vh satisfying the above conditions is considered as an approximate solution of problem (6), (7) . We prove a theorem on the estimate of the difference between the exact end approximate solutions (6), (7) . Write
IH = {¿ (r) : 0 < r < NO)}, I'H = IH\ {T<"»>}.
For a function r;: 4 R we write rj^ = rj(t^). (6) , (7) and the function v^ -> R fc , (6), (7), Proof. The existence and uniqueness of (6), (7) follows from Lemma 1. Let
Uh = (v/1.1, • • •, v/i.fc), satisfies (20)-(22). Then 1) there is exactly one solution u^ : i)^ -> R fc of problem
2) there is a : H -> R+ such that
, rh = (rh.i,..., r^.fc), be defined by the relation
where T 
Convergence of implicit difference methods
Now we give an example of the operator fh corresponding to (1),(2), and we prove that the implicit difference method is convergent. Equation ( 
., Th[wk]).
We approximate a solution of (1), (2) exist on E and
2) the functions (35) are bounded on E,
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3) for each r, 1 < r < k, the matrix dsfT is symmetric and 
\\f(t,x,w,q,s) -f(t,x,w,q,s)\\Q< a(t, ||io -tD||/>)
is satisfied for on E. It is easily seen that rf^ < (Jj^ < Uh(a) for 0 < i < Nq. where P = (t,x,w,q,s) G E. It is important in our considerations that we have omitted the above assumption. 
J=1
j^i where P = (t, x, w, q, s) 6 1 < r < k.
Then there is e > 0 such that for |[/i ' || < e assumption (37) is satisfied.
REMARK 3.
Note that Theorem 2 is new also in the case when (1) reduces to a classical differential system. We found the approximate solutions of (43),(44). Using both implicit and explicit numerical method, and taking the following steps of the mesh: ho = 0.005, hi = 0.005, h 2 = 0.005.
Numerical examples
Note, that the function f and the steps of the mesh do not satisfy condition (42), which is necessary for the explicit method to be convergent. In our numerical example the average errors of the explicit method exceeded lO 200 , while the average errors e^ for fixed t^ of implicit method are given in the following table. The above examples show that there are implicit difference schemes which are convergent and the corresponding classical methods are not convergent. This is due to the fact that we need the relation (42) for steps of the mesh in the classical case. We do not need this condition in our implicit method. Implicit difference methods in Section 5 and 6 have the potential for applications in the numerical solving of differential integral equations or equations with deviated variables.
