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Bearing-Only Navigation with Field of View Constraints
Arman Karimian and Roberto Tron
Abstract—This paper addresses the problem of navigation
using only relative direction measurements (i.e., relative dis-
tances are unknown) under field of view constraints. We present
a novel navigation vector field for the bearing-based visual
homing problem with respect to static visual landmarks in 2-D
and 3-D environments. Our method employs two control fields
that are tangent and normal to ellipsoids having landmarks
as their foci. The tangent field steers the robot to a set of
points where the average of observed bearings is parallel to
the average of the desired bearings, and the normal field uses
the angle between a pair of bearings as a proxy to adjust the
robot’s distance from landmarks and to satisfy the field of
view constraints. Both fields are blended together to construct
an almost globally stable control law. Our method is easy to
implement, as it requires only comparisons between average
bearings, and between angles of pairs of vectors. We provide
simulations that demonstrate the performance of our approach
for a double integrator system and unicycles.
I. INTRODUCTION
Control in robotics systems is an ongoing research area in
many respects. One interesting problem is the one of bearing-
only navigation, motivated by the use of vision sensors
in robotics applications. Such sensors, such as monocular
cameras, can provide accurate bearing (relative direction)
measurements, although the corresponding distances are
typically difficult to obtain with comparable precision. In
addition, vision sensors typically have a limited field of view
(FOV). These two limitations increases the complexity of
navigation considerably.
The problem addressed in this paper is visual homing, the
task of reaching a desired location using the bearing measure-
ments of fixed landmarks in the surrounding environment [8].
A practical application of this problem is when a robot takes
a picture of the environment from a home location, moves
to a new location, and then needs to return to the home
location using bearing vectors extracted from the current and
home images. Existing methods can be divided into gradient
methods [4], [13], [23], image-based visual servoing [3], [16],
[21], and ad-hoc methods [1], [14], [15], [17]. While gradient
methods can achieve global stability [23] without using range
estimation (actual or estimated), FOV constraints are not
generally considered in these approaches, and it is common
to assume omnidirectional vision sensors. Notable exceptions
of [18], where a homography-based approach is given for
keeping a single target in the field of view of a unicycle
with an onboard IMU and with a camera attached to the
body, and [4] where a navigation function based approach
was used but required planar targets with known geometry.
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FOV constraints restrict the feasible locations for the
moving sensor carried by the robot, thus effectively creating
obstacles in the configuration space of the robot. The goal
then becomes to complete the visual homing task while
avoiding these obstacles; however, the location of such
obstacles is not directly available to the robot, due to the
missing distance measurements. Many different methods
have been suggested for control-based obstacle avoidance,
some of which are potential methods [7], [11], navigation
functions [22], and harmonic functions [2], [5], [12]. Po-
tential methods are prone to local minima away from the
goal point; navigation functions are free of local minima
but are sensitive to the value of a tuning parameter which
is not known a priori, and harmonic functions are usually
computationally demanding and require the location of the
obstacles. An alternative approach for obstacle avoidance is
to directly design a navigation vector field which encodes
the objectives (desired home location and FOV obstacle
avoidance), and is employed directly or indirectly in the
control synthesis step. This idea has been previously used
for obstacle avoidance in unicycles, but with full information
on the relative position between robot and the obstacles [19],
[20].
Our approach. We introduce two orthogonal flows that re-
spectively adjust the direction of the average of the bearings,
and the angle between a pair of bearings. We then combine
these two flows into a navigation flow, which in turn is used
to design controllers for solving the visual homing problem
in the presence of FOV constraints laws with damped double
integrators and unicycles. Our approach is applicable to
both 2-D and 3-D environments, and presents almost-global
convergence (the integral curve of every starting point, except
for a set of Lebesgue measure zero, converges to the home
location). Our approach does not rely on all the bearings
directly, but it rather uses the normalized average of the
bearings, and a single angle between two non-collinear
bearings. We assume that the camera on the robot can rotate
independently from the body and direction of motion of
the robot, and we model the field of view as a cone with
angle less than π. Additionally, we assume that robot’s local
reference frame is axis-aligned with a fixed world frame (e.g.,
through a global compass direction).
II. NOTATION AND PRELIMINARIES
We denote the dimension of the workspace by d ∈ {2, 3}.
The bearing measurement vector between two distinct points
xi,xj ∈ R
d is given by the unit vector:
u(xi,xj)
.
=
xj − xi
‖xj − xi‖
. (1)
We denote the cardinality of a discrete set P as |P|, and the
boundary of a continuous set Q as ∂Q. The identity matrix
is denoted by Id ∈ R
d×d, the d-dimensional unit sphere
by Sd, and the Minkowski sum by ⊕. We use ∡(u1,u2)
to denote the (non-oriented) angle in radians between two
vectors u1,u2. A projection matrix P(v) ∈ R
d×d for a
vector v ∈ Rd is defined by:
P(v)
.
= Id −
vvT
‖v‖2
; (2)
P(v) is symmetric, positive semidefinite, with a zero eigen-
value corresponding to v, while other eigenvalues are one.
Lemma 1: Given a unit vector in the from y =
g(x)
‖g(x)‖ , the Jacobian of y with respect to x is given by:
‖g(x)‖
−1
P(g(x)) ∂g
∂x
.
Proof: Since ∂y
∂x
= ‖g(x)‖
−1 ∂g
∂x
+ ‖g(x)‖
−3
ggT ∂g
∂x
,
the proof is complete by collecting ‖g(x)‖
−1
and ∂g
∂x
.
Given k fixed and distinct points P = {pi}
k
i=1 in R
d, we
define the distance function ϑ(x)
.
=
∑k
i=1‖x − pi‖ to be
the sum of distances from x to all points in P . We have the
following facts regarding the function ϑ.
Definition 1: A k-ellipsoid is the set of points over which
ϑ(·) is equal to a constant r, and points in P are called foci.
it can be also defined as the boundary of the set-valued map:
Q(r) = {x ∈ Rd : ϑ(x) ≤ r} . (3)
Lemma 2: Hessian of ϑ is positive semidefinite, and is
positive definite if all points are not collinear.
Proof: The gradient of ϑ(·) is given by ∂ϑ
∂x
=
−
∑k
i=1 u(x,pi) and its Hessian is given by H(x)
.
= ∂
2ϑ
∂x2
=∑k
i=1
P(u(x,pi))
‖x−pi‖
. Since H is the sum of positive semidefinite
matrices, H is also positive semidefinite. Moreover, we have
vTHv = 0, and hence H is positive semi-definite, if and
only if terms in the sum has the same eigenvector with zero
eigenvalue, i.e., all the points in P are collinear, and x lies
on the same line. In all other cases, H is positive definite.
A point p ∈ Rd is said to be a geometric median of the
set P if p ∈ argminx ϑ(x). We have
∂ϑ
∂x
(p) = 0 if p /∈ P .
Lemma 3 ([24]): The geometric median of set P is
unique, unless all points in P are collinear and k is even.
III. BEARING-ONLY NAVIGATION
We address the visual homing problem with restricted
FOV:
Problem 1: Given a set of k landmarks P = {pi}
k
i=1 in
R
d with k ≥ 2, find a controller that steers the robot to
the desired position x∗ ∈ Rd specified by a set of desired
relative bearings {u∗i }
k
i=1 (where u
∗
i
.
= u(x∗,pi)), using
only relative bearing measurements of the landmarks with
respect to robot’s current location ui
.
= u(x,pi), while
satisfying the following pairwise conditions at all times:
∡(ui,uj) < φFOV, ∀i, j ∈ {1, . . . , k} . (4)
The constraints given in (4) ensure that all the landmarks
remain in the visual field of the robot’s camera observing
them, modeled as a cone with angle φFOV < π. This can be
summarized as x(t) /∈
⋃
i,j Oij for all t, where Oij is a field
of view obstacle set defined as:
Oij = {x ∈ R
d : ∡(ui,uj) ≥ φFOV}. (5)
On the boundary of Oij , the robot’s view angle of the
landmarks pi and pj is equal to φFOV. While these regions
are to be avoided, there are desired regions with shape similar
to the boundary of Oij where the view angle of landmarks
is equal to the desired view angle given by desired bearings.
We define such desired field of view as:
D∗ij = {x ∈ R
d : ∡(ui,uj) = ∡(u
∗
i ,u
∗
j )}. (6)
It follows that x∗ ∈
⋂
i,j D
∗
ij . These sets are depicted in
Fig. 1a for d = 2. For d = 3, Oij and D
∗
ij can be visualized
by revolving their 2-D version about the line intersecting
with pi and pj .
A. Tangential and normal vector fields
Here we define two orthogonal vector fields that are then
combined into a single navigation field. Let v,v∗ ∈ Rd be
the normalized sum of the current and desired bearings:
v(x) =
∑k
i=1 ui
‖
∑k
i=1 ui‖
,
v∗ =
∑k
i=1 u
∗
i
‖
∑k
i=1 u
∗
i ‖
= v(x∗).
(7)
Notice that v is a vector field and v∗ is a fixed value.
Remark 1: Vector v is defined everywhere, except at the
landmarks (i.e. x = pi) since the corresponding bearing
vector ui is undefined, and where the gradient of ϑ is zero
(−
∑k
i=1 ui = 0), which happens at the geometric median of
the landmarks. As stated in Lemma 3, the geometric median
is unique unless we have an even number of collinear foci
(e.g. an ellipse), in which case v is not defined on the line
segment that contains the two middle foci [10].
Let δij be the difference between the cosine of the current
and the desired bearings of the landmarks pi and pj :
δij
.
= uTi uj − u
∗T
i u
∗
j . (8)
Notice that ∡(ui,uj) − ∡(u
∗
i ,u
∗
j ) and δij have opposite
signs, and δij is a function of x. We define a tangential
field ft(x) and a normal field fn(x) as:
ft(x) = −P(v)v
∗, (9a)
fn(x) = sign(δıˆˆ)v, (9b)
where indices ıˆ and ˆ are chosen as:
ıˆ, ˆ = argmin
i,j
u∗i 6=u
∗
j
δij . (10)
These two vector fields are the building blocks of our
navigational vector field, which we present in Section III-B.
In the remainder of this subsection, we instead focus on
p1
p2
p3
x
x
∗
(a) Obstacle sets O12 for φFOV ∈ {
3pi
8
, 7pi
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} and the desired set
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Fig. 1: (a) shows the current and goal positions of the robot with respect to three landmarks ( ), as well as O12 and D
∗
12
sets. In (b), the ellipsoidal flow from ft is observed, and the isonormal curves ξv∗ and ξ−v∗ for the first two landmarks.
The goal position x∗ is at the intersection of the D∗12 set and the ξv∗ curve. Since there are an even number of collinear
landmarks, geometric median is not unique and is shown by the line segment connecting p1 to p2. In (c), the normal flow
from fn is shown. In (d)-(e), the two flows are given for three landmarks, with x
∗ at the intersection of D∗12, D
∗
23, D
∗
13 and
ξv∗ . In this case, since the three landmarks are not collinear, geometric median is unique and is shown by
p .
the two vector fields individually, and discuss their behavior.
First, we show that these two vector fields are always
orthogonal to each other. Then, we show that ft maintains
the sum of distances from landmarks and forces v to reach
v∗, while fn uses the angle between the bearings as a proxy
for the distance from the home location, and adjusts the
actual distance from the landmarks.
Lemma 4: The two vector fields ft and fn are orthogonal.
Proof: Since vTP(v) = vT(Id−vv
T) is zero, we have
fTn ft = 0 everywhere.
Lemma 5: The integral curves of ft correspond to k-
ellipsoids.
Proof: Following Definition 1, a k-ellipsoid is the set
of points over which the distance function ϑ(x) is constant.
The gradient of ϑ, −
∑k
i=1 ui, is parallel to v. Since ft is
always orthogonal to v, then ϑ is constant in the direction
of ft, hence the claim.
In the following, we use a navigation field to determine
a moving direction, without considering its magnitude; with
this motivation, we introduce the following:
Definition 2: We denote the normalized version of a vec-
tor field f(·) by f◦
.
= f‖f‖ , with f
◦ = 0 whenever ‖f‖ = 0
or f is undefined.
Examples of the normalized versions of the vector fields (9)
for k = 2 and k = 3 landmarks and d = 2 are shown in
Fig. 1. The tangential flows in Fig.1b and Fig.1d lie on 2-
ellipsoids (or simply ellipses) and 3-ellipsoids respectively.
The normal flows in Fig.1c and Fig.1e, intuitively, move
away from the landmarks if a negative δıˆˆ exists (i.e., when
∡(uıˆ,uıˆ) > ∡(u
∗
ıˆ ,u
∗
ıˆ )), and move closer to the landmarks
if all δij values are positive until the angle between one pair
of bearings is equal to the angle between their corresponding
desired bearings (i.e. δıˆˆ = 0 and for other pairs, δij ≥ 0).
Let D∗ be the boundary of the union of all D∗ij sets and
their interior points; then δıˆˆ is zero on D
∗, negative inside
of it, and positive outside of it (see Fig. 1e). The condition
u∗i 6= u
∗
j in (10) ensures that the angle between ui and
uj can be used as a measure for adjusting the distance of
camera to landmarks, since if equality holds it means that
the corresponding landmarks pi and pj and the goal position
x∗ all lie on a line and moving closer or away from the
landmarks on that line does not change the value of δij .
This assumption is not overly restrictive, since coincident
bearings represent redundant constraints for defining the
home location, and are not practically useful. We show here
that moving closer towards landmarks by fn increases the
overall pairwise angles, and vice versa.
Theorem 1: Moving in the direction v decreases the sum
of the cosine of pairwise angles ∡(ui,uj).
Proof: Take the Lyapunov function V = 12‖
∑k
i=1 ui‖
2
.
By expanding V , we rewrite it as V = k2 +
∑
i<j u
T
i uj ,
which is the sum of cosine of all pairwise angles between the
landmarks plus a constant term. Taking the gradient, ∂V
∂x
=
−
∑
i<j
(
P(ui)
‖x−pi‖
uj +
P(uj)
‖x−pj‖
ui
)
and since P(ui)ui = 0,
we have ∂V
∂x
= −
∑
i<j(
P(ui)
‖x−pi‖
+
P(uj)
‖x−pj‖
)(ui + uj) =
− 12 (
∑k
i=1
P(ui)
‖x−pi‖
)(
∑k
i=1 ui). Taking the flow x˙ = v, we
get V˙ = ∂V
∂x
x˙ = −vTH
(∑k
i=1 ui
)
which is always negative
(H is the Hessian from Lemma 2) unless at geometric median
(
∑k
i=1 ui = 0), or when all foci are collinear along the line
containing foci.
The behavior induced by fn forces the robot to converge to
D∗. Since the obstacle sets Oij are contained in the interior
of D∗, staying on D∗ or its exterior guarantees collision
avoidance with the FOV obstacle sets. Even though we
showed in Theorem 1 that moving away from the landmarks
reduces the overall angles, if the robot has a small field of
view (i.e. φFOV is small) and starts from the interior ofD
∗ (i.e.
δıˆˆ < 0) close to landmarks, it might enter an obstacle set on
its way towards D∗. Even if such case happens, one remedy
for it would to keep moving away in the same direction until
the landmarks are back in sight. Due to boundedness of the
Oij sets, there should exist a k-ellipsoid ∂Q(r) for some
positive r that encapsulates all the Oij sets.
The behavior of the tangential flow ft is less intuitive.
First, we show that ft yields convergence of v to v
∗. Then,
we investigate its equilibrium points.
Theorem 2: Following the flow x˙ = ft(x) leads to
convergence to v = v∗ almost globally.
Proof: Take the V = 12‖v − v
∗‖
2
as Lyapunov
function. Using the chain rule, ∂V
∂x
= (v − v∗)T ∂v
∂x
and ∂v
∂x
= ‖
∑k
i=1 ui‖
−1
P(
∑k
i=1 ui)
∂
∑k
i=1
ui
∂x
(Lemma 1).
From Lemma 2, we have
∂
∑k
i=1
ui
∂x
= −H, where H
is the Hessian of ϑ. Also from the definition of (2)
we have P(
∑k
i=1 ui) = P(v). Hence, V˙ =
∂V
∂x
x˙ =
‖
∑k
i=1 ui‖
−1
(v− v∗)TP(v)HP(v)v∗ . Since vTP(v) = 0
and P(·) is symmetric, we can simplify the expression for
V˙ as V˙ = −‖
∑k
i=1 ui‖
−1
fTt Hft. We know from Lemma 2
that H is positive definite, or positive semidefinite when all
landmarks are collinear (in which case all bearing vectors are
parallel). For the first case, we have V˙ < 0 whenever ft 6= 0.
For the second case, v is also parallel to all bearings and the
zero eigenvector of H, and because ft is orthogonal to v
(see Lemma 4) we again have V˙ < 0. However, we have
ft = 0 if v = v
∗ or v = −v∗. It means that any point x0
with v(x0) = −v
∗ is an unstable equilibrium point of ft.
In order to find the equilibrium points of ft, we need to
find points where v = v∗ or v = −v∗, since P(v∗)v∗ =
P(−v∗)v∗ = 0. In a more general approach, it would be
beneficial to know the properties of the set of points where
v = v0 for a given unit vector v0. We will show that such
points form a curve, which we call an isonormal curve, and
start from a/the geometric median point of the foci and moves
away from the foci towards infinity.
Proposition 1: Let ξv0 = {x ∈ R
d : v(x) = v0} be the
set of points where v is equal to a value v0 ∈ S
d−1. Then:
1) ξv0 is a 1-D open curve.
2) Each focus pi belongs to ξv0 for any v0 ∈ Ui, where
Ui
.
= {
e
‖e‖
: e ∈
∑
j 6=i
u(pi,pj)⊕ S
d−1}. (11)
3) Every point in ξv0 \ P is regular.
Proof: A k-ellipsoid S = ∂Q(r) is the boundary
of the convex and compact set Q(r). Moreover, due to
positive definiteness of the hessian H, we have that Q is
strictly convex (take any two points s1, s2 on S, due to
strict convexity the value of ϑ is strictly less than r on
the line segment between s1 and s2). This is also true
when H is positive semidefinite (i.e. when all landmarks are
contained on a line ℓ) since in this case H is positive definite
everywhere except along ℓ, and since the value of ϑ changes
along ℓ, S does not contain any line segments. Therefore, Q
is strictly convex.
Due to compactness and strict convexity of Q, every lin-
ear function has one point of minimum and one point of
maximum, which means that each vector v0 is normal to
S at exactly two points. By restricting normal vectors to be
towards the inside of S (the opposite direction of gradient of
ϑ), for a given normal vector v0, there exists only a single
point on S where v0 is normal to S; equivalently stated, the
Gauss map [6] of S (i.e. S 7→ Sd−1) is surjective.
Uniqueness of the normal vector v0 on ∂Q implies that ξv0
intersects with any k-ellipsoid (∂Q(r)) at a single point.
Starting from rmin = minx ϑ(x), which happens at a/the
geometric median point, as r → ∞ we have an infinite
number of points in ξv0 . Here we show that these points
form a 1-D curve which is regular everywhere except at
the foci. Let the function ζ(r) ∈ ξv0 represent the point
on S with v(ζ) = v0 and ϑ(ζ) = r. By definition, we
have η
.
=
∑k
i=1 u(ζ,pi) ∝ v0. If we change ζ such that
∂
∂ζ
η ∝ v0 then ζ + ∂ζ remains in ξv0 . By taking the
derivative, we see that −H(ζ)∂ζ needs to be proportional
to v0, or equivalently ∂ζ ∝ −H(ζ)
−1v0. Regularizing with
respect to r, we get ∂ζ
∂r
= −H(ζ)−1v0(η
TH(ζ)−1v0)
−1.
This derivative exists everywhere except at foci. Therefore
ξv0 is a curve that is regular everywhere except at foci.
Now, we discuss when a focal point pi is contained in any
curve ξv0 . It is straightforward to see that the set Ui contains
the limits of v(x) as x→ pi.
Intuitively, each isonormal curve ξv0 starts from geometric
median and move away from the foci such that they only
intersects once with the boundary of each Q(r) set. Fig. 2
p1p2
p3
p4
p
Fig. 2: Multiple confocal 4-ellipsoids in 2-D with various
isonormal curves. Point p is the geometric median of foci.
depicts these curves for different unit vectors v0 with four
foci. See [9, Fig. 2] for the case with three landmarks.
Remark 2: Since the unstable equilibrium points of ft lie
on the ξ−v∗ curve, ft is almost globally stable, except on
the 1-D set ξ−v∗ which has a Lebesgue measure zero.
B. Combined flow
In this subsection, we combine the normalized flows f◦t
and f◦n together into our final navigational vector field. In
order to introduce smooth transitions, we use the smooth
bump function of degree three defined as:
bǫ(x)
.
=


0 x ≤ 0∑3
i=0 aix
i 0 ≤ x ≤ ǫ
1 ǫ ≤ x
(12)
where a0 = a1 = 0, a2 = 3ǫ
−2, a3 = −2ǫ
−3, and ǫ is a
design parameter.
The idea behind combining the two orthogonal flows
f◦t ,f
◦
n is to let f
◦
t steer the value of v close to v
∗ (i.e.
take the robot close to the ξv∗ curve), and to adjust the view
angle by using f◦n only when v is close enough to v
∗ if
δıˆˆ > 0. This is because staying on D
∗ might take the robot
too close to the landmarks, or cause collision with them (see
Fig. 1c and Fig. 1e). However, if δıˆˆ is negative, we always
want the robot to move away from the landmarks to avoid
entering the obstacle set Oıˆˆ. Here, we introduce an example
for how to combine these two flows in order to achieve this
desired behavior. The combined field is given by:
f(x)
.
= gt(x)f
◦
t (x) + gn(x)f
◦
n(x) , (13)
where gt and gn are gain functions with non-negative values:
gt(x)
.
= min(1,
√
1− vTv∗) (14a)
gn(x)
.
= max(0,vTv∗)bǫ(δıˆˆ) + bǫ(−δıˆˆ) . (14b)
The tangential gain function gt is: 1) equal to one when
∡(v,v∗) ≥ π2 , 2) less than one as v gets close to v
∗, i.e.,
when ∡(v,v∗) < π2 . This behavior prioritizes convergence
to v∗ when the goal position and starting positions are on
different sides of the landmarks, and also slows down the con-
vergence rate to v∗ as v → v∗. The normal gain function gn:
1) pushes the robot away if δıˆˆ is negative by bǫ(−δıˆˆ), 2) ab-
sorbs the robot towards the foci by bǫ(δıˆˆ) cos(∡(v,v
∗))
once ∡(v,v∗) is less than π2 . Employing a bump function
will smoothen the transition of the normal flow at D∗. We
choose ǫ such that ǫ < minp,q u
∗T
p u
∗
q−cos(φFOV), to ensures
that the smooth transition phase does not fall in any obstacle
set Oij . For the such pair p, q with α = u
∗T
p u
∗
q − cos(φFOV),
we have bǫ(−δpq) = 1 if −α < δpq ≤ −ǫ, meaning that
the normal function is pushing away with maximum strength
after the smooth transition phase (when −ǫ < δpq < 0) ends.
Remark 3: The visual homing assumes that the desired
bearings {u∗i }
k
i=1 are given, however, f and f
◦ only requires
the unit vector v∗ and the angle between the bearings of two
of the desired landmarks. In fact, the pair v∗ and ∡(u∗i ,u
∗
j )
for a single pair i, j) produce a minimal representation of
the home location x∗ (See Fig. 1d).
C. Double Integrator Control Synthesis
With f(x) at hand, we now proceed to control design for
a moving robot with a second-order integrator model. We
assume the following linear system dynamics:
x¨ = −λ0x˙+ µ (15)
where x ∈ Rd is the position of the robot, and λ0 > 0 is
a small damping coefficient (either synthetically enforced or
by natural viscous drag). The control input is given by:
µ = f(x). (16)
The control law in (16) forces the double integrator system to
follow f(x). While momentum and harsh initial conditions
could result in violations of the FOV obstacles sets, we
observe convergence under mild initial conditions.
D. Unicycle Control Synthesis
For unicycles, instead of using f , we use its normalized
version f◦ as navigation function and manually set the ve-
locities. Consider the unicycle dynamics with state variables
q = [xT, θ ]T ∈ R3 consisting of the position x ∈ R2 and
the orientation θ of the robot, with equations of motion:
q˙ = [ cos(θ) sin(θ) 0 ]Tυ + [ 0 0 1 ]Tω , (17)
where υ, ω ∈ R are linear and angular velocities of the robot
with respect to its body-fixed frame. We use the following
control law:
υ = kυ
(√
1− vTv∗ + |δij |
)
(18a)
ω = −kω(θ − ψ) + ψ˙ (18b)
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(a) Double integrator, λ0 = 1
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Fig. 3: Plot of trajectories of a double integrator and a unicycle for the visual homing problem with 3 landmarks from
different starting points. The goal positions are located at x∗ = [2, 1]T and x∗ = [2, 1, 2]T, alongside the vector field f(x).
where ψ
.
= arctan(f◦2 , f
◦
1 ) is the orientation of the vector
field f◦(x) at robot’s current location and kυ , kω are positive
gains. Equation (18b) yields exponential convergence of θ
to ψ and enables the robot to follow the integral curves of
f◦ to x∗. Similar to the double integrator system, starting
from harsh initial conditions, which in this case is starting
very close to the FOV obstacle sets while facing them could
yield violations of FOV constraints. However, under mild
assumptions, convergence is achieved.
IV. SIMULATION RESULTS
We present simulation results for the visual homing prob-
lem for unicycles in 2D and double integrators in 2D and 3D.
In Fig. 3, the trajectories from control laws in (16) and (18)
are plotted from different starting states. Given that the initial
conditions are mild, i.e. not too close to the FOV obstacle
sets or at a high initial velocity towards them, convergence
to the home location is achieved.
V. CONCLUSIONS
We presented a novel navigational vector field suitable
for steering double integrators and unicycles for the visual
homing problem. Our vector field works with a minimal
representation of the home location, and is almost globally
stable while avoiding the violation of field of view con-
straints. An interesting future direction is to use our vector
field in the formation control problem in conjunction with
control barrier functions.
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