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Abstract
Although nonlinear water waves have been the subject of decades of research, there are
many problems that remain unsolved, especially in the cases when one or more of the
following factors are involved: high-order nonlinear effects, moving boundaries, wave-
structure interactions and complicated geometries. In this dissertation, a high-order
spectral-element (HOSE) method is developed to investigate problems about nonlinear
waves. An exponentially converging algorithm, it is able to be applied to solve nonlinear
interactions between waves and submerged or surface-piercing bodies with high-order
nonlinear effects.
The HOSE method is applied to investigate dynamics of nonlinear waves and their
interactions with obstacles. We first implement it to calculate the hydrodynamic forces
and moments on a fixed underwater spheroid, with uniform current, different angles
of attack and finite water depth included in the study. Extending this study to wave
interaction with tethered bodies, we create an efficient simulation capability of moored
buoys. Coupling the HOSE method with a robust implicit finite-difference solver of
highly-extensible cables, our results show chaotic buoy motions and the ability for short
wave generation.
We then focus our attention on the free-surface patterns caused by nonlinear wave-
wave and wave-body interactions. Starting with a two-dimensional canonical problem
about the wave diffraction and radiation of a submerged circular cylinder, numerical
evidences are obtained to corroborate that, for a fixed cylinder, a cylinder undergoing
forced circular motion, or free to respond to incident waves, the progressive disturbances
are in one direction only. The three-dimensional wave-wave interactions are studied.
It is proved both analytically and numerically that new propagating waves could be
generated by the resonant interactions between Kelvin ship waves and ambient waves.
Another consequence of resonant wave-wave interactions is the instability of free-surface
waves. In this dissertation, the three-dimensional unstable modes of plane standing waves
and standing waves in a circular basin are identified numerically and then confirmed
analytically.
These investigations cover a large variety of nonlinear-wave problems and prove that
the HOSE method is an efficient tool in studying scientific or practical problems.
Thesis Supervisor: Dick K. P. Yue
Title: Professor of Hydrodynamics and Ocean Engineering
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Chapter 1
Introduction
Dynamics of nonlinear free-surface wave is one of the fundamental problems in the re-
search of nonlinear dynamics as well as fluid mechanics. The interactions between non-
linear waves and submerged or surface-piercing bodies have their applications in offshore
engineering, naval architecture and environmental studies. The wave-body interactions
prove to be a very challenging problem due to the essential nonlinearities including the
free-surface nonlinearities with magnitude determined by the wave steepness, the geomet-
ric nonlinearities caused by the motion or shape-changing of the body, the nonlinearities
in the interactions between the waves and the body, etc. In many cases these nonlineari-
ties play a key role in determine the mechanics of the fluid-structure system. For instance,
one effect of the free-surface nonlinearities is the generation of high and low frequency
waves through nonlinear wave-wave interactions, which may trigger resonant motions
for moored vessels or offshore structures even if their natural frequencies are far from
the major ambient wave frequencies by design. In high-frequency region, the nonlinear
sum-frequency hydrodynamic loadings lead to the 'springing' phenomena (see e.g. Ogilvie
1983; Kim & Yue 1988); their counterparts in low frequencies are the slow-drift motions,
featured by low-frequency and large-amplitude oscillations of the moored structures (see
e.g. Wichers 1982; Nossen et al. 1991; Emmerhoff & Sclavounos 1992; Newman 1993). In
both cases, the nonlinear waves cause a significant body motion even in small or moderate
wave steepness. Another noteworthy example is the sign change of the pitch moment on
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a submerged spheroid under incident waves as wave steepness increases (from bow-down
to bow-up in head sea conditions), an effect found only through nonlinear inspections
(Lee & Newman 1991; liu et al. 2000).
The advancements in computer science, as well as in numerical techniques such as
efficient numerical schemes and parallel computations, make it possible for numerical
simulations to become as important as theoretical and laboratory approaches in the in-
vestigation of dynamical problems about the nonlinear wave-wave and wave-body interac-
tions. Compared to traditional laboratory experiments, numerical experiments are much
cheaper and easier to be carried out. Besides, they are often more helpful in understanding
the physical mechanisms.
This dissertation contains several interconnected topics in nonlinear wave-wave and
wave-body interactions which require high-resolution and efficient computations. In chap-
ter 2, we develop the efficient numerical method needed in all the studies in this work.
Called the high-order spectral-element method, this algorithm provides us with an ac-
curate computational capability with small computational effort and keeps free-surface
nonlinearity up to arbitrary order. As the first application of this method, in chapter 3 we
evaluate the precise hydrodynamic loadings on a fixed underwater spheroid up to high-
order in wave steepness. Taking into account the response of the body, in chapter 4 we
combine the HOSE method with a numerical solver of the dynamics of highly-extensible
cables to investigate the motion and wave generations of a moored underwater buoy.
This study demonstrates that due to the nonlinearity of body motions and wave-body
interactions, high-harmonic/short-length surface waves could be generated. Focusing our
attention on high-harmonic wave diffraction and radiation by near-surface obstacles, in
chapter 5 we numerically prove that in two dimensional case, for a fixed circular cylin-
der, a cylinder undergoing circular motions or free to respond to incident waves, the
far-field leading-order free-surface disturbances are in one direction only. In addition to
wave-body interactions, high-harmonic waves could also be caused by nonlinear wave-
wave interactions. We know that in three dimension, in deep water cases a moving body
would generate Kelvin ship waves. When interacting with ambient waves under resonant
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conditions, new propagating waves could be generated. The resonant conditions as well
as direct numerical simulations of these ship-ambient wave resonances are discussed in
chapter 6. In chapter 7 we discover that the wave-wave resonances could cause instability
for plane standing waves or standing waves in a circular basin. We now give some more
details for each of these topics.
The high-order spectral-element methods
There are numerous computational methods for the calculation of nonlinear free-surface
waves and wave-body interactions, including the mixed-Eulerian-Lagrangian (MEL) boundary-
integral-equation approach (see e.g. Longuet-Higgins & Cokelet 1976; Vinje & Brevig
1981; Dommermuth & Yue 1987a; Xu & Yue 1992), the marker-and-cell (MAC) method
(e.g. Harlow & Welch 1965), the volume-of fluid (VOF) method (e.g. Hirt & Nichols
1981). Most of these existent numerical approaches fall into two categories. The first is
the fully-nonlinear methods. Keeping all the nonlinear terms, these schemes are expected
to be more accurate in representing the physical problems. However, with limited com-
puting power, they are usually expensive and hard to carry out. The other class includes
all kinds of perturbation methods, algorithms that approximate the original nonlinear
problem by transforming it into a sequence of linearized ones. In small to moderate non-
linearities, perturbation approximation proves to be a highly efficient way in studying the
nonlinear problems, though it fails to converge for problems with large nonlinearity, such
as in the case of breaking waves. For free-surface waves, the convergence region of the
perturbation is determined by the wave steepness (see e.g. Tsai & Yue 1996).
The high-order spectral (HOS) method belongs to the perturbation class. Based
on the boundary-integral equations, it is valid for potential flows. Originated from the
Zakharov equation/mode-coupling idea, the HOS method was employed to solve the
nonlinear wave-wave interactions (Dommermuth & Yue 1987b). An recursive scheme is
developed for the perturbation process so that it is easily carried out up to arbitrary
order M, turning the nonlinear boundary-value problem of the velocity potential 4 into
a sequence of linear BVP's for potential V'(") in each order m (m = 1, - - - M), which are
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then solved by expanding free-surface waves into Fourier modes. The implementation of
spectral method in solving these linearized BVP's bring exponential convergence, along
with small computational effort with increase only linearly with the number of unknowns
when Fast-Fourier Transforms (FFT) are applied.
This method was later generalized to include interactions between free-surface waves
and submerged bodies (Liu, Dommermuth & Yue, 1992). Instead of the mode-coupling
method used in HOS approach, source/dipole distributions are employed to calculate the
linear BVP's. Using the Fourier spectral method to determine the distribution functions
of these sources and dipoles, this algorithm keeps the advantages of the HOS method
such as exponential convergence and small computational effort. However, without an
effective way to treat geometry change, it can not be applied to problems with large body
motions. In addition, due to the restriction posed by the Fourier method, which is only
valid for smooth and periodic problems, no problems with surface-piercing bodies could
be studied with this approach.
Based on this extended HOS method, we develop the high-order spectral-element
(HOSE) methods valid for nonlinear wave interactions with both underwater or partly-
submerged bodies. In the case with submerged bodies, the same algorithm used in the
extended HOS method is adapted. In order to include arbitrary body translations (as
long as it is kept underwater), the primary difficulty lies in the fact that all-the influence
coefficients are geometry-depended and have to be re-evaluated at each time step when
body positions change. To reduce the computational efforts, an efficient way to treat the
body translations is sought out. In the horizontal directions, the computational domain
moves with the body to keep it fixed relatively. Vertically, the coefficients are determined
accurately in each time step using the pre-calculated Chebyshev modes (see chapter 2 for
details). With the capability of simulating the nonlinear wave-wave interactions and non-
linear interactions between free-surface waves and arbitrarily moving underwater bodies,
this algorithm is called the Fourier-type HOSE method.
To study problems with surface-piercing bodies, the Fourier expansions have to be
forsaken since they only apply to infinitely smooth and periodic problems in order to
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achieve exponential convergence. Instead, the Chebyshev polynomials are chosen to be
the basis for the spectral expansions. We note that a similar method was developed by
Nesbitt (1983) to study the two-dimensional tank-sloshing problems. In that work, the
governing Laplace equation is solved directly by expanding the velocity potential inside
the whole fluid domain. Although straightforward in the sense of mathematical formu-
lations, this approach introduces too many unknowns, leading to large computational
effort and unbearable conditional numbers. This trouble, however, is totally avoidable
because for potential flows the flow field can be determined utterly by boundary poten-
tials. Making use of the boundary-integral equations, the boundary-value problem about
the velocity potential is transformed into a problem in which only the boundary potential
and potential derivatives are present. The Chebyshev spectral methods are then applied
to calculate the unknown potential and its derivatives along the boundary and thus the
free-surface velocity, followed by the refreshing of the free-surface elevation and potential
through time-integrations.
For this method to be used in problems with complex geometry and to avoid large
conditional numbers accompanied with Chebyshev polynomials in high order, the idea of
boundary-element methods is borrowed so that the boundaries formed by the free surface
and bodies are segmented and a relatively low order of Chebyshev expansions (less than
32 in most applications) are used in each element to approximate the real solutions. With
these treatments, we develop a Chebyshev-type HOSE method to simulate the nonlinear
wave interactions with surface-piercing bodies. Although more expensive due to the fact
that during part of the procedure FFT can not be applied, this new method also keeps
other merits of the HOS method such as arbitrary high-order nonlinearity on the free
surface and fast convergence with respect to the number of unknowns. When expanding
to three-dimensional cases, we restrict to problems periodic in one direction so that the
Fourier-Chebyshev method could be applied.
The nonlinear hydrodynamic forces and moments on a submerged spheroid
When maneuvering near the free surface, the forces and moments on underwater vehicles
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are quite unpredictable due to the effects of the surface waves. The nonlinear wave-body
interactions have been studied to help the control and seakeeping of the near-surface
vehicles. Of special interest is the searching for the parameters about the motions and
positions of the body when the mean pitching moment vanishes. Besides, the study of the
nonlinear hydrodynamic loading on a body with small forward velocity under free-surface
waves is also important for the understanding of the low-frequency forcings that cause
the slow-drift motion of moored structures. In head-sea cases, the nonlinear mean pitch
moment switch from bow-down to bow-up as wave steepness increases. As pointed out
in previous works (see e.g. Liu 1994; Liu et al. 2000), this sign change is caused by the
nonlinear interactions between first- and third-order first harmonic potentials. In 3, we
carry out numerical experiments with the Fourier-type HOSE method to investigate the
hydrodynamic loading on a spheroid under incoming waves. Uniform currents, attack
angle and finite water depth are all included in the simulation and their effects studied
separately. The results are then compared with experimental data and good agreement
is obtained.
Mechanics and surface-wave generation by a tethered buoy
Buoys have been implanted as markers to aid navigation ever since ancient times. The
modern era has witnessed a resurrection of these antiquated devices, accompanied by
a rapid diversification in the design and applications. In oceanographic investigations,
floating or moored buoys are deployed to monitor the physical and chemical properties
of the sea, to gather and transmit oceanographic and meteorological data automatically,
or work as sea-based microwave stations. Systems based on moored buoys are also used
to recover thermal or hydrodynamic energy from the ocean (see e.g. Seymour 1992).
The study of the dynamics of moored buoys combines two interacting physical pro-
cesses: the hydrodynamic loading on the buoy and the surface waves radiation/diffraction
by the moving buoy; the motion of the mooring system and its restoring forces and mo-
ments on the buoy. A successful numerical solver must have capabilities for simulating
the fluid-buoy interactions as well as the structural mechanics of the mooring devices,
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both of them highly nonlinear.
A commonly used mooring device consists of a single or a group of cables. The me-
chanics of extensible cables that have linear stress-strain relation, as well as the mechanics
of inextensible chains, in air and in water, have been the object of substantial research
(Irvine 1981; Triantafyllou 1991). More recently, the mechanics of cables under low or zero
tension have been considered (Dowling 1988; Triantafyllou & Triantafyllou 1991; Burgess
1992; Triantafyllou & Howell 1992/1993). To avoid the 'ill-posed' problems caused by
the lack of tension inside the cable, a small bending stiffness is added into the governing
equations. An implicit finite-difference method is later developed to solve these equations
(Tjavaras et al. 1998).
Combining the Fourier-type high-order spectral-element method and the cable solver
initially developed by Tjavaras (1996), the coupled hydrodynamic and cable-dynamic
problems about the the nonlinear interactions between surface waves with near-surface
buoy tethered by a single cable are investigated numerically. The numerical scheme ac-
counts for nonlinear wave-wave and wave-body interactions up to an arbitrary high order
in the wave steepness and is able to treat extreme motions of the cable including con-
ditions of negative tension. Systematic simulations show that beyond a small threshold
value in the incident wave amplitude, the buoy performs chaotic behavior, character-
ized by the alternative high tension and zero or slightly negative tension inside the cable
which we call the 'snapping' and large amplitude motions of the buoy that are extremely
sensitive to any disturbances. In such cases, the chaotic buoy motions switch between
two competing modes of responses: one with larger average peak amplitudes and lower
characteristic frequencies, and the other with smaller amplitudes and higher frequencies.
The generated high-harmonic/short-wavelength surface waves are greatly amplified once
the chaotic motion sets in, a feature that may help the remote detection of moored un-
derwater devices. Analyses of the radiated wave spectra show significant energy at higher
frequencies which is orders of magnitude larger than can be expected from nonlinear
generation under regular motion.
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The radiation/diffraction of surface waves by a submerged circular cylinder
It is known that according to linear theory (Ogilvie 1963), there are three conclusions
concerning the diffraction and radiation of free-surface waves by a submerged circular
cylinder: (1) for a fixed cylinder, there is no wave reflection; (2) for a cylinder undergoing
a circular motion, outgoing waves are generated in one direction only; and (3) for an
unrestrained (neutrally-buoyant) body under incident waves, the total scattered waves
vanish upstream.
Applying regular perturbation expansions and a boundary-integral equation method,
all these three results were extended to nonlinear problems up to an arbitrary high order in
the wave steepness or body motion (Liu et al. 1999). In 5, we confirm these theoretical
results numerically to the third order in wave steepness with the Fourier-type HOSE
method. A algorithm based on least-square approximation is employed to decompose
the combined wave field obtained through high-order spectral-element calculations. The
results demonstrate that in small to moderate wave steepness, to the leading order, these
three conclusions are valid in each harmonic of propagating waves.
The resonant interactions between the Kelvin ship waves and ambient ocean waves
Ever since the work of Lord Kelvin, who established the linear ship wave theory by the
principle of stationary phase (see e.g. Newman 1978b), many efforts have been spent in
making clear the nonlinear effects inside a ship's wake, especially the possible resonant
cases. Recent discoveries of the narrow V-shape features within ship wakes appear on
some satellite photos (Fu & Halt 1982) and the solitary waves observed by Brown et
al. (1988) bring new motivation into the study.
In 6, a nonlinear mechanism about the ship wake is proposed, which shows that new
propagating waves can be generated by the third-order resonant interactions between the
Kelvin ship waves and an ambient wave. These waves exist along isolated rays behind
the ship. The wavenumbers and propagating directions of these resonance-generated
waves, as well as the location of the resonance rays, which depend on ship speed and
ambient-wave wavenumbers, are determined by the resonant conditions.
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Evolution equations of the interaction wave components (ship waves, ambient waves
and the generated waves) are derived through multiple-scale analysis and solved with a
finite-difference algorithm. We find that the resonance-generated waves have soliton-like
envelopes in the lateral direction and their amplitudes grow with the distance from the
ship in the near wake while slowly oscillate in the far wake. These characters bear a resem-
blance to the observed features from satellite photos and the field experiment. Though
there is no conclusion whether or not this mechanism is the cause of those phenomena.
Direct numerical experiments are carried out using the HOSE methods and the exis-
tence of a resonance-generated wave as well as its initial growth rates are corroborated in
the near wave field.
The stability of standing waves
The stability of water waves is an important aspect in understanding their dynamics.
Due to the fact that plane Stokes waves remain steady in a specific moving coordinate
system, while disturbances are added they become the only time-variant parts. Using
the solution by Schwartz (1974) as a base flow, the instabilities of Stokes waves were
investigated semi-analytically. In two dimensional cases, the dominating instability was
found to be of side-band type (see e.g. Benjamin & Feir 1967; Longuet-Higgins 1978a,b),
except for large wave steepness (E > 0.41), where a new type of instability with much
larger growth rates appears (Longuet-Higgins, 1978b). Class I and Class II instabilities
were discovered when three-dimensional perturbations were considered (McLean 1982).
Caused by quartet and quintet wave-wave resonances respectively, they lead to three-
dimensional wave patterns such as crescent waves.
Standing waves, on the other hand, pose a challenge since they could not be made
steady and numerical simulations becomes the most convenient way to analyze their
stability. For two-dimensional cases, the instability was identified to be similar to that
of the Stokes waves (Mercer & Roberts 1992). In this thesis, I apply the high-order
spectral-element methods to investigate the stability of plane standing waves to two- and
three-dimensional perturbations. In the 2D cases, the results (unstable modes, growth
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rates, etc.) agree well with those obtained by Mercer & Roberts tip to the wave steepness
limit of the HOSE method. we find a new instability associated with three-dimensional
disturbances. The dominant unstable mode of such three-dimensional instability is iden-
tified as the standing wave in the transverse direction with similar wavelength to the
base (standing) wave. Through analytical analyses, we find that such instability is a
result of the bifurcation when the base flow and the small disturbance obtain the same
frequency. Through direct long-time simulations, we confirm the occurrence of such
three-dimensional instability and show the recurrence of wave patterns during nonlinear
evolutions of the disturbed wave-field.
Stability analysis for both axisymmetric and non-axisymmetric standing waves in a
circular basin is carried out numerically. We find that these standing waves are unstable
to disturbances with azimuthal wavenumbers one order lower or higher that their own
beyond a threshold wave steepness. Let I to be the azimuthal wavenumber and 71 the
number of oscillations across the diameter (in the case I = 0, this number is n - 1), for
axisymmetric standing wave with fundamental wavenumber ko,,, the unstable modes are
k,n- 1 and k1,,; while four unstable modes kI-1,n, k_1,,+, k+,n-I and ka,,T, are identified
for the non-axisymmetric standing wave k,,. As the steepness of the carrier wave increases
beyond a critical value, two single disturbance modes merge into a combined mode and
become unstable subsequently. With systematic numerical tests, we specify the unstable
regions. The critical wave steepness for axisymmetric waves to become unstable is found
to decrease as the wavenumber across the diameter of the basin increases. Based on the
unstable behavior of these standing waves, we discover a mechanism of energy transfer
from axisymmetric waves to non-axisymmetric waves. Theoretical study show that this
instability is caused by the third-order resonant interactions between the original standing
waves and the unstable modes. The unstable behavior is corroborated qualitatively by a
simplified model.
These numerical (and theoretical) investigations demonstrate the efficiency and accu-
racy of the HOSE methods. At the same time, they illustrate the dynamic of some of
the most challenging problems in nonlinear free-surface waves and wave-body interactions
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that would be otherwise unsolvable.
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Chapter 2
The High-Order Spectral-Element
Method
Among the numerical algorithms to solve nonlinear gravity waves, the high-order spectral
(HOS) method is the most accurate and efficient. Based on the Zakharov equation/mode-
coupling framework and generalized to include nonlinear interactions among gravity waves
up to any order M in wave slope, it was first developed by Dommermuth and Yue (1987b)
to study the nonlinear wave-wave interactions. This scheme employs a pseudospectral
method to solve the modal amplitudes of a large number of wave modes and the results
converge exponentially with respect to M and the number of modes N, while the com-
putational effort is only linearly proportional to M and N. This method, on the other
hand, is limited to problems without any bodies.
As an extension of the HOS method, Liu et al. (1992) developed a new method to
investigate the nonlinear interactions between surface waves and submerged bodies. By
perturbation expansions which are carried out by the computers, the free-surface non-
linearities are kept up to arbitrary order. In each perturbation order, the linearized
boundary-value problems are solved through source/dipole distributions on the mean
free surface and the body surfaces. By solving the distribution functions of these singu-
larities with a Fourier spectral approach, which guarantees exponential convergence as
long as the problem is smooth and periodic in both horizontal directions, the velocity
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potential 4P as well as its normal derivative along the boundaries is resolved. Fast-Fourier
Transformations are adopted in the process of calculating these BVP's so that the com-
putational efforts are only O(N log N), with N the number of unknowns. This approach
keeps the merits of the HOS method and excels in its efficiency, accuracy and the ability
to catch nonlinear effects in any order. However, in its original form, the body motion is
treated by performing Taylor expansions around the mean position of the body, thus no
large amplitude motion is allowed. This drawback limits its applications.
In this chapter, we develop a numerical scheme which we call the high-order spectral-
element (HOSE) method to study nonlinear waves and their interactions with submerged
or partly-submerged bodies. Deriving from the HOS method, the HOSE method shares
with its precursor most of the features except the boundary-value problem solvers. Two
different schemes are employed to calculate the linearized boundary-value problems in
each perturbation order, depending on the periodicity and smoothness of these BVP's.
For problems periodic in both horizontal directions and sufficiently smooth, as in the
case of wave interactions with submerged bodies when periodic conditions are imposed in
the horizontal directions instead of the radiation condition in the far field, the approach
used by Liu et al. (1992) is adapted in the HOSE method. An efficient treatment is then
introduced to evaluate the geometry-dependent influence coefficients efficiently in each
time step without recalculating them. By this approach it allows arbitrary (underwater)
translations for the body.
Due to the restrictions posed by the Fourier approach, this method does not apply
to problems in which the requirement of smoothness and periodicity is not satisfied, for
example, a problem with surface-piercing bodies. In order to extend it to be applicable
to these problems, a new way has to be found to efficiently solve the non-periodic BVP's
to high resolutions. In a precious work, Nesbitt (1983) attempted to develop an algo-
rithm with Chebyshev expansions to solve the two-dimensional nonlinear tank-sloshing
problems. Expanding the velocity potential inside the whole fluid domain into Chebyshev
series, this algorithm leads to large number of unknowns and huge conditional numbers
as well as computational efforts. For that reason, this method turns out to be not very
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successful, in particular, it is difficult to be extended to three-dimensional problems or
problems with large computational domains.
We develop a spectral-element linear BVP solver based on the boundary-integral
equations. To avoid singularities caused by discontinuous source/dipole distributions
at the intersections between the free surface and the bodies, in the present method these
boundary-integral equations are calculated directly through a spectral-element approach.
The application of Chebyshev polynomials instead of Fourier series as the basis functions
enables the HOSE method to be used in piecewise-smooth and non-periodic problems
such as those encountered in the interactions between water waves and partly-submerged
bodies. In order to treat problems with complicated geometries or large computational
domains, the free surface and body surfaces are cut into segments within each of them the
spectral approximation are applied. In fact, the previously discussed HOSE method for
problems with submerged bodies is a special case in which only one spectral element is
employed on the free surface. This treatment, on the other hand, takes its toll. Although
there exists a Fast-Chebyshev Transform algorithm, it could be implemented only in
certain steps of the calculation, unlike the method mentioned before in which FFT is ap-
plicable to the whole process. As a consequence, the computational effort is increased to
O(M 2 N 2) per time step (the factor M'2 comes from the way the high-order vertical deriva-
tives are obtained in HOSE method and it is going to be discussed later). For simplicity,
in three-dimensional cases we only consider problems periodic in one direction, such as
a circular basin. By separating the radial-dependent terms from the angular-dependent
terms, the computational effort is only O(M 2NN,) per time step, where N, < N is the
number of unknowns in the non-periodic direction.
In the subsequent derivation and discussions, we call the HOSE method applying to
smooth and periodic problems the Fourier-type HOSE method while the one applying to
piecewise-smooth and non-periodic problems the Chebyshev-type HOSE method.
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Figure 2-1: Nonlinear wave interactions with a submerged body.
2.1 Statement of the physical problem
we consider the nonlinear interactions between free-surface gravity waves and near-surface
obstacles. The bodies could be either submerged beneath the free surface, as shown in
figure 2-1, or they could be partly submerged, as displayed in figure 2-2. For convenience
of further derivation, we assume that the body surfaces are vertical at the intersections
with the undisturbed free surface.
The purpose in solving the nonlinear wave-body interaction problem is to find the
hydrodynamic forces and moments on the body, the corresponding body motions, as well
as the diffracted and radiated wave patterns on the free-surface generated by the body.
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Figure 2-2: Nonlinear wave interactions with a surface-piercing body.
2.2 Mathematical formulations
2.2.1 Initial boundary-value problem
A Cartesian coordinate system (x, y, z) is chosen so that both x-axis and y-axis are
within the plane of the mean free surface and z-axis upwards. Assuming that the flow is
incompressible and irrotational, the fluid motion is determined by the velocity potential
<b(x, y, z, t) + i(x, y, z, t), where q(x) represents a prescribed time-independent base flow.
For convenience, a cylindrical coordinate system (r, 0, z) is also defined, with r in the
radial direction, 0 in the azimuthal direction and positive z upwards. z = 0 corresponds
to the undisturbed free surface.
The flow potential 4 is harmonic inside the fluid, that is to say, V2D = 0. On the
instantaneous position of the free surface SF ( z = ((x, y, t)), the nonlinear free-surface
boundary conditions are satisfied,
(t + Vx( - VXAb -ti2 =qt2 - VX( -VX, (a) (2.1)
<bt + g( + V - VD + !V<) - V<P = - IVO - V0, (b)
where g is the gravitational acceleration, V, = (0/Ox, 0/dy) represents the horizontal
derivatives.
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On the body surface SB(t), which includes all the solid boundaries, the non-flux
condition leads to
S= VB - n -- -n, (2.2)
where VB denotes the velocity of the body at the point under consideration and n the
normal vector pointing out of the fluid.
In the deep water case, the velocity V4o vanishes as z -+ -oo. In an infinite domain, 4
has to satisfy the radiation condition at the far field, requiring the disturbances produced
by the body to propagate out of the computational domain.
As initial conditions, the surface elevation ((x, y, 0) and the velocity potential 4(x, y, z, 0)
are prescribed.
The boundary conditions (2.1) and (2.2), the radiation condition at the far field,
along with the Laplace equation inside the fluid and the initial free-surface elevation and
potential, form the nonlinear initial boundary-value problem that describes the nonviscous
fluid flow around an obstacle in the presence of a free surface.
2.2.2 Hydrodynamic forces and moments
According to Bernoulli's equation, the hydrodynamic pressure anywhere inside the fluid
is given by:
P(xyzt) - (2.3)
p 2
The hydrodynamic forces (F) and moment (M) on the body are then obtained by inte-
gration of the pressure over the body surface SB:
F = ffPn ds, (2.4)
and
M = P(r x n) ds (2.5)
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where r is the position vector from the origin of reference and n the unit normal vector
pointing out of the fluid.
Upon substituting the pressure P in (2.3) into (2.4) and (2.5), we have
F=pff (-4,- 2V -V - V -gD)n ds, (2.6)
and
Mp=pp(4t - V4 -VD - V -V4)(r x n) ds. (2.7)
2.3 Perturbation expansions of the boundary-value
problem
To deal with the nonlinearities in the free-surface conditions (2.1), the perturbation ap-
proximations are applied. First, we define a free-surface potential, 4$(x, y, t) = 4(x, y, ((x, y, t), t).
In terms of 4Y, we can write the free-surface boundary conditions (2.1)) as
(t + Vx(- Vx4$ - (1 + V( Vx)t(x, y, C, t) = tz(x, y, C) - Vx( V4'(xl, y, (), (a)
4D + g( + VX4.- VX4 - 1(1 + VX(- Vx()t(x, y, C t) = (2.8)
-- Vk(x, s, () V(x, y, C) - VP(x, Y, C) -V.4(x, y, C, t). (b)
Equations (2.8a) and (2.8b) form the free-surface evolution equations for ( and V$
in Zakharov's form (Zakharov 1968). Given ( and 4$ at time t, they can be integrated
in time to update the free surface at t + At, provided that the vertical velocity of the
free-surface t,(x, y, (, t) is obtained.
In order to find t(x, y, (, t), it is necessary to solve the nonlinear boundary-value
problem of 4. Using perturbation analysis, we expand it into a sequence of linear bound-
ary value problems.
Defining k as the the characteristic wavenumber and A the characteristic wave am-
plitude, we assume that the wave steepness e = kA is small in order to implement
perturbation expansions. Up to order M, the perturbation series of the potential 4 are
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written as
M
(x, y, z,t) = y &m)(x,y,z,t). (2.9)
m=1
where ()(m) means a quantity in the order O(em).
We note that due to the motion of the free surface, the computational domain keeps
on changing with time, making it difficult to develop an efficient solver of the boundary
value problems in any time. Therefore, it is necessary to fix the geometry by a Taylor
expansion before we start to solve the BVP's. We use the mean free surface as a reference
and further expand 4(m) in Taylor series about z = 0, subsequentiy we have
M M-mQ (7 
.14(x, y, t) = E E 1! &zL @()(xyot) (2.10)
m-I 1=0
Collecting terms in each order O(E'r) equation (2.10) gives us a sequence of Dirichlet
boundary conditions for (m) on the mean free surface z = 0:
-()= f(M), (2.11)
where
f()(x, y, 0, t) = 4S,
f m)(x, y, 0,t) = - yI'tf' (m-'")(x, y,0,t), m= 2,3, ---. M
On the body surface SB(t), the non-flux conditions for each order are:
4(m) = b('n), (2.12)
with
bn) - V1 (t) -n,
btm) =0, m = 2,3,-.- -, M.
After these expansions, the original nonlinear boundary-value problem is decomposed into
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a sequence of linear BVP's for 4dm) (m = 1,..., M), consisting of the Laplace equation in
the fluid, the Dirichlet boundary condition (2.11) on the mean free-surface, the Neumann
boundary condition (2.12) on the body, and the deep water condition V4(m) -+ 0 as
z -+ -oo. The problem is complete with the imposition of a radiation condition in the
far field.
The boundary-value problems for (m) (m = 1,..., M) are identical except for right-
hand-side terms f(m) and b(m) on the mean free surface and body so that they can be
solved by the same BVP solver with little changes. This makes the numerical process very
efficient. Solving these BVP's successively up to any desired order M in wave steepness
starting from m=1, the vertical surface velocity is then given by:
M M-m glyg+1
(x,C(,+t) = y1 ( M)(x,y,ot) (2.13)
m=1 1=0
2.4 Solution of 4b(m) - the Fourier-type HOSE ap-
proach
The Fourier-type HOSE method is developed to solve wave-wave interactions or wave
interactions with submerged bodies with smooth geometry. We also the water depth is
infinite. Considering a exterior problem, there is no solid outer boundary in the far field.
For computational purpose, in the present study, we employ the double periodic condition
in both x and y directions, instead of the physical radiation condition.
For wave-wave interactions, the mode-coupling approach could be employed and we
write (m) in terms of a summation of Fourier wave modes as:
("(, y, z, t) = 44) (t)ezeiir(Px'/L+qy'/L) (2.14)
p q
where r =|(pir/Lx, q7r/Ly)|, the unknown modal amplitudes 4(' are obtained by invok-
ing the Dirichlet condition (2.11) (for details about this approach, see Dommermuth &
Yue 1987).
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For problems about the interactions between free-surface waves and submerged bod-
ies, we employ the singularity-distribution method based on Green's theorem to solve
the BVP's. In this approach, singularities, usually sources and dipoles, are put on the
boundaries and the flow field is specified by determining the distribution of these sources
and dipoles through numerical approach. In the following sections we will discuss this
method in detail.
2.4.1 Two-dimensional cases
In the two-dimensional cases, there is no y dependence and V*") - Vm)(x, z, t). Let the
x-period to be 2L, the computational domain spreads from x = -L to L in the horizontal
direction and -oo < z < 0 in the vertical direction, except for the region occupied by the
body. Along the surface of the body, we define a coordinate s (0 < s < S) which denotes
the distance from a prescribed starting point on the body to the specified point along the
body surface. Any point (x, z) on SB could be written as x = XB(s) and z = zB(s) with
both xB(s) and ZB(s) belong to C'* and are periodic with S as the period.
In a typical spectral approach, we construct 4(m) in terms of basis functions
00 00
((xzt) = E Pm(t)*Fl(XZ)n > o()1Bn(X, Z). (2.15)
n=-oo n=-oo
Here IFn represents the free-surface basis function and 1 Bn the body basis function.
"(m) and a4m) are the unknown mode amplitudes. Both Fn and XFBn are defined to be
harmonic in the fluid and periodic in x. Thus constructed, 4(m) satisfies all conditions of
the boundary-value problem except the Dirichlet and Neumann boundary conditions on
the mean free-surface and the body. Imposing these boundary conditions, we obtain two
coupled equations, which determine unknown amplitudes p4") and o4"m):
00 0
S"G(t)'p(x,)+ >3 m IB(XO) - ff") , X E (-L, L) , (2.16)
n=-oo n=00
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and
&0 '00a$(r))(t) B(x, z) = b(m) , (x,z) e SB. (2.17)
n=-00 n=-00
To construct 1Bn and TFn, we distribute sources 0 (m)(s) on the body and dipoles p/")(x)
on the mean free-surface. The total influence of the distributed singularities at a point
(x, y) in the fluid can be expressed as:
()(X, = f ()(')G,(x;', 0) dx'+ f"0 ((s)G(x, z; XB(s'), zB(s')) ds' (2.18)
- L 0
where G is the Rankine-source Green function which is defined to be harmonic in the
fluid, except at the exact location of the source. In addition, G is periodic in x and
satisfies the deep water condition, VG -+ 0 as z -+ 0. The solution of G is classically
known (see e.g. Newman 1992) and can be written as:
G(x, z; x', z') = logsin2 ( 2 /) +sinh 2 (ZL )J . (2.19)
2 2L/7r 2L/7r
Since both a(m)(s) and p(m)(x) are periodic, they can be expanded in Fourier series:
a(")(s) = a$7ei2WfS/s, and A te(x) = > , "mei"x/L. (2.20)
n=-oo n=-oo
Upon substituting (2.20) into (2.18), we obtain:
00 () 4n x'L00 Srns
P(x, z) = 1 : S/ ] et G'/LG ,(x, z; X, O)dx'+1 $7)] eI2 Ws'/sG(x, z; XB('), ZB(s'))ds'.
n=-o0 n L-n=_on 0
(2.21)
Comparing (2.21) with (2.16), it follows that
(x, z) = /elinrx'/LGz,(x, z; ',0) dx', (2.22)
-L
and
'IB (x, z) = jSei 2 fls'/sG(x, z; XB(s'), ZB(s')) ds' . (2.23)
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2.4.2 Three-dimensional cases
The process of solving 3D linear BVP's of qI(m) resembles its 2D counterpart, except that
we write the unknown model amplitudes of the mean free-surface dipole distribution p(M)
in a double Fourier series:
A")(xy, t) = > >3 47 (t)eiw(px/L.+qy/LV) , (2.24)
P q
where L, and LY are periods in x and y directions. Similarly, the unknown model am-
plitude of the solid surface source distribution a(m) is written in a Chebyshev-Fourier
series:
a(m)(cyt) = Z oZA7(t)Tl(1 - 2a/7r)eikp . (2.25)
k I
Here a and p are respectively the polar and azimuthal angles of a point on the body with
respect to the body center, and T, is the -th order Chebyshev polynomial of the first
kind. Doubly-periodic boundary conditions are imposed at large distances x= L1 and
y=+Ly in the horizontal plane.
In terms of (m) and oj7, the perturbation potential at each order m can be expressed
as:
("'(X, Yz,)= Zi0'f (t)4Fppq(x, y,Z) +Z4'I'Bk(x, y, Z) , (2.26)
p q k I
where the free-surface and body basis functions IFn (x, y, z) and Bn(x, y, z) are given
by
tFFpq(X, Y, Z) L Ly G2, (X, Y, Z; X', Y',)eiT(px'/L.+qy'/Ly)dxd' dy' , (2.27)
'PBkt(x,y, z) = fjBG(x, y, z; a', p')T(1 - 2a/7r)eik' da'di'. (2.28)
In (2.27) and (2.28), G is the doubly-periodic Rankine Green function which may be
represented as a doubly-infinite sum of image sources. For computations, efficient evalu-
ation of G using summation formulas is available (Newman 1992). With the construction
(2.26)-(2.28), VI(m) satisfies all the conditions of the boundary-value problem except for
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the boundary conditions (2.11) and (2.12) on z=0 and S8 (t) respectively. Substituting
(2.26) into (2.11) and (2.12), we have
Ap47 )(t)Wpq(x, y,z) + ZZ n)TIBk(x,y, z) - f(M), for z = 0, (2.29)
p q k I
and
Z Sgr)(t)kFpq(Xy,Yz)+ 7) W Bkt(x, y,z) = b(m), (xy, z) E SB (2-30)
p qp k Ik153 
1
The modal amplitudes p7) and 47) are determined successively for m=1,.. .,M, in terms
of the known free-surface elevation and potential as well as the position and velocity of
the body.
2.4.3 Calculation of the high-derivatives of (m")
In the evaluation of the vertical free-surface velocity (2.13) as well as high-order (m > 2)
Dirichlet boundary conditions on the mean free surface (2.11), it is necessary to calculate
the high-order vertical derivatives of 4D(m) (x, y, z, t) at z = 0. We notice that these could
be obtained easily from Laplace's equation,
a2a2 (2.)2
jZ_(b(X Y,0,t) = - '(,y - ..Olt).4s(m)(x, y,ot) ,
SOXj 2 Z2
The horizontal derivatives can be evaluated in spectral space. From (2.31) it is clear that
in addition to Vm), we also need to find 44m) which can be determined from (2.16)
00 0 00
&m)= AnS gm~w+ E5 aim 4y tn.-(232)
53
2.4.4 Numerical issues
The simulation of the nonlinear wave-body problem up to an arbitrary order M consists
of three major steps. Starting with the initial values of 4 and C, at each successive
time step we: (i) solve the linear boundary-value problems for the perturbation veloc-
ity potentials Vm)(x, y, z, t), m=1, . . ., M; (ii) evaluate the vertical velocity at the free
surface Dz(x, y, (, t); and (iii) integrate the evolution equations (2.8) and forward for
V(x, y, t + At) and ((x, y, t + At). The process is repeated until the preset time is
reached.
The major effort in solving the boundary-value problem is to determine the strengths
of the free-surface dipole and body source distributions which are governed by a system
of algebraic equations resulting from the satisfaction of the boundary conditions. To
achieve high-resolution results, the accurate and efficient evaluation of influence coeffi-
cients is essential and of a major computational concern of the present problem. For
time integration, we employ the fourth-order Runge-Kutta scheme which requires twice
as many evaluations as the commonly used multi-step predictor-corrector methods of the
same order but has a much lower global truncation error and a larger stability region.
The efficient evaluation of influence coefficients
Before solving the unknown modal amplitudes and evaluating the vertical surface velocity,
the influence coefficient coefficients must be set up. In order to perform high-resolution
simulations, these influence coefficients have to be evaluated accurately.
The influence coefficients are given in terms of basis functions which are in the form
of integrals with kernels K. We note that in our problems, K is in the form of the
product of Green's functions and Fourier or Chebyshev functions ((2.22),(2.23) in 2D
problems and (2.27),(2.28) in 3D problems). Physically, each coefficient represents the
influence on a field point caused by a certain distribution of sources/dipoles on the mean
free surface or body surface. When these kernels are regular, which means that the field
points are away from the source or dipole distributions, these integrals are easily evaluated
by expanding the kernels into Fourier or Chebyshev series and calculate the integration
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of each component analytically. The retained accuracy exponentially increases with the
number of spectral modes included.
When the field points lie within the source or dipole distributions, however, the kernels
become singular and the former integration scheme fails due to large computational errors.
For such integrals, we single out the singular parts K, and evaluate their integrations
analytically. The rest of the kernel K, is regular and could be done either numerically
with schemes such as Romberg or in the mode-expansion fashion as mentioned in the
previous paragraph. An alternative method of integration for these desingulized integral
is developed in the two dimensional cases. In this approach, we first cut the body surface
s E (0, S) into segments. Within each segment j, s E (si, sj+1), the kernel K(s) is
expanded into Taylor series with respect to the center of the segment sjo = (sj + sj+1)/2,
Kr(s) =zoK j!J)(s- sjo)'. The integral are then evaluated by analytically integrate
terms in each order. The advantage of this new scheme lies in the fact that the convergence
of the Taylor series is not sensitive to the number of oscillations of the kernel functions
in the whole domain, provided that the segments are small enough. For this reason the
order of Taylor expansions could be predetermined. For smooth enough geometries, the
Taylor series converge quickly and this scheme outperform the Romberg integrations in its
efficiency, although the efficiency of Romberg algorithms could also be increased by doing
them within small segments, as is in the Taylor expansion method. Our numerical tests
show that these methods are of comparable computational efforts for a fixed accuracy.
Determination of pm) and a(m)
In practice, the numbers of free-surface and body spectral modes are truncated at certain
suitable numbers, say, NF for IF', and NB for JBn. Given the boundary-value problem
for <(m), m=1,..., M, the modal amplitudes Am), n=i,..., Np, and a m), n-i,..., NB,
are determined by satisfying the Dirichlet and Neumann conditions on the mean free
surface and body. For simplicity and without loss of exponential convergence of the
solution with NF and NB, we employ the collocation method in the present study.
With the collocation method, the equations to determine p47m) and aor) ((2.16) and
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(2.17) in 2D problems or (2.29) and (2.30) in 3D cases) are satisfied at NF and NB
control points on the mean free surface and body surface respectively. The resulting
NF+NB linear equations can be formally expressed as:
[CJI]{g(M)} + [C,]{a(M)} - {f(m)} (2.33)
and
[C,,g]{/i(m)} + [Caa]{a")} - {m}b(" (2.34)
where [C,,], [COpa, [C,,], and [C,,] are respectively the NF x NF, NF x NB, NB x NF
and NB x NB modal influence matrices composed of the influence coefficients; {pm()},
{a(m"} are the vectors with the unknown modal amplitudes p(m), n=i,..., NF, and a$70 ,
n=1, ... , NB as components. Solving these equations, we obtain, again formally:
{O(m)} = [Tab]{b(m)} + [Taf]{f(m)} (2.35)
and
d{()} = [Tal{b(m)} [Tf]{f(m)} (2.36)
where the coefficient matrices are respectively given by
[Tab] = ([C,,] - [Ca][Cpp>[Cpol' , [Tc ] = -[Tb [Can] [C,>' , (2.37)
[T,] = -[C,,]~1[Cj 0 ] , and [T~1] = [CA]~ 1 . (2.38)
Making use of the fact that the matrix [C,,] is diagonal with its components proportional
to ei(P+vy) (p, q = 0, 1, +2, - .), the matrix [C,,]- 1 in formulations (2.37) and (2.38)
could be replaced by Fourier transforms. Employing Fast-Fourier Transforms (FFT),
these evaluations take O(NF log NF) computational efforts. Considering the fact that
usually NF > NB, the dominant computational efforts in solving the linear boundary-
value problem are thus O(NF log NF).
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Treatments of body translations
In previous works, the body movements were treated by making a Taylor expansion of
the body geometry with respect to its mean position (see e.g. Liu 1994). Due to the
limited convergence region of Taylor expansions, this method is not applicable for large
arbitrary motions of the body. Another method is to recalculate the geometry-related
influence coefficients at each time step. These calculations, on the other hand, prove to be
extremely expensive and are not able to be used in practical applications. We develop an
efficient way to evaluate the influence coefficients in any time without calculating them.
Th influence coefficients are functions of the size of the computational domain, the
body geometry as well as the position of the body. The computational domain and body
geometry fixed, these coefficients vary as the body position changes. For fixed-body
problems, they only need to be evaluated once in the entire time evolution. For moving-
body problems, however, they generally have to be recalculated at every different time
steps. This tremendously increases the computational burden for of general wave-body
interaction problems.
We now develop an efficient numerical scheme to compute the influence coefficients
efficiently for variable body positions. With this scheme, the displacements in the hor-
izontal directions are considered by shifting the periodic computational domain along
with the body so that the influence coefficients remain unchanged. For the changes of
the vertical positions, each influence coefficient is expanded in Chebyshev series. The
associated Chebyshev coefficients are independent of time and can be determined before
the simulation. At each time step, the influence coefficients are obtained by summing up
the fast-converging Chebyshev series.
To illustrate the scheme in detail, we consider a body whose center position changes
from (xo, yo, zo) to (xo Ax, yo + Ay, zo + Az) in an interval of At. To account for the
effect of Ax and Ay, we move the fundamental computational domain from x E (-L1 , L)
and y E (-Ly, Ly) to x E (-L, + Ax, Lx + Ax) and y E (-Ly + Ay, Ly + Ay). As a
result, the relative position of the body to the computational domain remain unchanged
so that the influence coefficients are not affected by the horizontal motion of the body
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although the surface elevation ( and velocity potential <D, are shifted. The new values of
( and IV are obtained readily by using the periodicity of the problem in both x and y
directions.
When the horizontal position of the body relative to the computational domain is fixed,
the influence coefficients become functions of the vertical position z only. Supposing the
vertical oscillation of the body in the range of (ze, z), we can expand each element (f(z))
of the influence matrices in Chebyshev series:
f (z) = EfqTq -1 + Z-Z,(2.39)
q=O0Zt
where Tq is the q-th Chebyshev polynomial and fq the corresponding modal amplitude.
For a smooth function f(z), in principle, the Chebyshev modal amplitude fq in (2.39)
decreases exponentially as n increases. In practice, the series in (2.39) thus is truncated
at a suitable number Q,. For examples, in the present study, Q, is typically chosen to be
10 with the truncation error in the expansion less than 0(10-8).
2.5 Solution of 4)(m) - the Chebyshev-type HOSE ap-
proach
In order to develop the Chebyshev-type HOSE method which could be applied to problems
without the requirement of smoothness and periodicity, we use the wave-sloshing problem
in a two-dimensional rectangular tank (figure 2-3) and a circular basin (figure 2-7) to
illustrate the numerical methods in two- and three-dimensional problems respectively,
although the method developed could be easily modified for more general problems.
2.5.1 Two-dimensional cases
In the two-dimensional submerged-body cases, to solve the linearized boundary problems
for potential Vm) we distribute sources a7'" (s) (0 < s K S) on the body surface and
dipoles p(rn)(x) (-L < x < L) on the mean free surface (see 2.4). The distribution
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Figure 2-3: The free-surface waves inside a two-dimensional rectangular tank.
functions p(m) (x) and a(s)(m) are then expanded into Fourier series to create the basis
functions. The modal amplitudes are obtained by substituting the potential in terms of
basis functions into the free-surface and body boundary conditions (for details, see 2.4.)
When part of the body floats out of the free surface, however, the Fourier expansions
used in 2.4 to build up the basis functions runs into convergence problem since the
source/dipole distributions are not continuous across the intersection points between the
free surface and the body. Gibbs phenomenon occurs near the discontinuous points and
the spectral expansions only converge linearly with respect to the number of terms (see
e.g. Canuto et al. 1988).
There are fortunately other spectral basis that do not require periodicity for fast con-
vergence and can be used in piecewise-smooth problems, for example, the Legendre series,
the Chebyshev polynomials and the Jacobi polynomials. Among them, the Chebyshev
polynomials bear resemblance to the Fourier series and there exist fast schemes to per-
form transformations between physical and spectral spaces. For this reason we choose
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them as the basis for the spectral method we are going to develop. Following the ap-
proach in Fourier-type HOSE method, we put dipole/source distributions along the mean
free surface 9F and the body surface SB. The distribution functions representing the
strength of these dipoles and sources at each point are (m) (x) and cr(")(s), on Sg and
SB respectively. To obtain the basis functions needed for spectral solutions, we expand
p(m)(x) and o(m)(s) within each smooth section of the boundary into Chebyshev series.
Using the tank-sloshing problem illustrated in figure 2-3 as an example, we have
p(")= p"0m)Tq(x/L), -L <x L, (2.40)
q=0
00
q=O
orm(s)= a(7)Tq(~1 +2(s-h)/L), on 5 B2 (h s K h+ L), (2.42)
q=O
00
or() )= )Tq(-1 + 2(s - h - L)/h), on SB3 (h + L < s K 2h + LX2.43)
q=0
where Tq is the q-th ordei Chebyshev polynomial, the direction of the coordinate s is
defined so that the fluid is always to the right-hand side.
One problem introduced by this approach is the singularities in the induced velocity
at the corner points due to discontinuous source/dipole distributions at each Chebyshev
order, unless the strength of the source or dipole is exactly zero at those points, a condition
hard to enforce in the process of spectral approach.
In an attempt to avoid the numerical singularities caused by discontinuity of source/dipole
distributions at the corners, we try to create continuous distribution functions across the
corners and push the singularities out of the computational domain. For example, in
terms of extended Chebyshev polynomials Tq, the dipole distribution /I(".) is written as
00("W Z=E p" h(x/L), -L - AL < x < L AL, (2.44)
q=O
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where
IT (-Y), - 1 < Y
7(-)= ENcyn, y> 1 (2.45)
EZ - ", yn<-1
the coefficients c+ and c- are prescribed so that Tq(y) is Nc-th order smooth across
= +1 (Tq E CN).
Keeping finite number of terms in the Chebyshev expansions and following the same
approach specified in 2.4, this method gives reasonably accurate results when there are
few waves in the tank and a relatively small number of Chebyshev terms (~ 16) are needed
for the simulation. However, when we increase the number of unknowns the exponential
convergence fails due to huge conditional numbers. This is caused by the fact that beyond
-1 < y < 1, the function Tq soars to large values since the derivatives of T(7) are large
near y = 1 for large q's.
Another way to avoid the singularities introduced by the use of discontinuous source/dipole
distributions is to apply the Green's theorem directly without invoking these singular-
ity distributions. From now on, we use this method as the way to solve the linearized
boundary-value problems. By formulating and solving the boundary-integral equations,
the solutions of the boundary-value problems are obtained. Thus formulated, it is shown
that the method outperform all the other ideas we discuss above.
The implementation of panels has two advantages. First, it enables us to study prob-
lems with piecewise-smooth geometries. Second, by restricting the size of each panel we
can use a relatively small number of Chebyshev modes in each of them, thus preventing
the large conditional numbers accompanied with high-order Chebyshev polynomials.
Formulation of the boundary-integral equations
As shown in figure (2-3), we employ a Cartesian coordinate system (x, z), where the
x-axis is on the mean free surface and z-axis upwards. We consider a boundary-value
problem of the harmonic function 4(") (x) inside the closed fluid domain. Let SB to be the
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boundaries formed by the body surfaces where Neumann conditions are applied and SF
the mean free surface with Dirichlet conditions. Using Green's theorem (see e.g. Newman
1978b), we have
/ D(") (x')G,(x, x')dS(x') - J 4$7')( xx')G(x, x')dS(x') =
- X X)(() - L9 p(m) (x')G(x, x')dS(x')
+ f y') (x')G(x, x')dS(x') (2.46)
for x E SF, and
x(X)4P(m)(x) + LB 4(m) (x')G(X, x')dS(x') - L_ (")(x')G(x, x')dS(x') =
- L. D("n)(x')Gn(x, x')dS(x') + L I 1 )(x')G(x, x')dS(x') (2.47)
SF fSB
for x E SB-
In these formulations, G is the Green's function. In the two-dimensional cases,
G(x, x') = log jx - x'I. Only the regular parts of the integrals in (2.46) and (2.47) are
counted. The normal n points outward of the fluid. x is the interior angle at x E SB or
SF.-
X(x) = - L G(x, x')dS(x') (2.48)
For example, in the tank-sloshing problem inside a rectangular basin, y = -7r/2 at the
corners and -7r elsewhere.
The spectral-element BVP solver
The principle of the spectral method is to use combinations of basis functions to approach
the properties (velocity, velocity potential pressure,etc.) inside a region. In our case,
these basis functions are chosen as the Chebyshev polynomials Tq(y) = cos(q cos' y)
(I-I <; 1, q = 1, 2, - - -, ). This approach requires the property to be infinitely smooth
within the region it is expanded in order to achieve exponential convergence. Using the
boundary-integral equations, these regions are the pieces on the boundaries where 4(m)
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Figure 2-4: The spectral elements S F and SB used to solve the linear boundary-value
problems inside a two-dimensional rectangular tank.
and V{m) are expected to be smooth.
We call such a region a spectral element, which is a segment on the mean free surface
oF r body surfaces SB (including the bottom and walls). We tag a spectral element
with SB, (j = 1,2,- , NBe) if it belongs to SB, and SN,, (j = 1, 2,. -, N~e) if it is part
of SF. Along such a spectral element we define a coordinate s. As mentioned before, the
direction in which s increases is defined so that the fluid domain is always to its right-
hand side. s = s(x, z) measures the distance from the starting point of the element to
(x, z) along the surface SB or SF. By this definition, every point (x, z) on the boundary
could be written as (x(s), z(s)) . For simplicity, the symbols SB3 and SF are also used
to represent the lengths of these pieces respectively. V(') and <V') in such an spectral
element are then expressed as Chebyshev series.
On Sf1:
,() = B(2.49)
q=O
' =fl;'Tq(y) (2.50)
q=O
where, =y - 2/SB-(ly 1).
63
On SF,
0" ,m = T(7)(2.51)
q=O
0
4(M) 3qT1: q y)(2.52)
q=O
where, y = 2s/SF - 1.
To make it possible for a numerical solution, finite number of terms are kept in the
expansions.
On SB
QB
" E a 4Tq() (2.53)
q=O
QB
nm " E =f;JTq (7) (2.54)
q=O
On SF,
(M) Za2T() (2.55)
q=O
QF
n 1 lTq(-Y) (2.56)
q=O
There are several kinds of choices for collocation points. In this study, we take the one
in which both ends (y = 1) are included since we are going to apply special treatments
to these points to guarantee smooth solutions across the elements. For collocation points
we have
yq= cos(q7r/Q), q = 0, Q. (2.57)
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Upon substituting these expansions into (2.46) and (2.47), we have
NFe
j=1 q=O
S F
NBe QBj r
E E aQ ]' Tq[y(s')]G,[x, z; x(s'), z(s')]ds' -
j=1 q=o
Tq[y(s')]G[x, z; x(s'), z(s')jds' = -x(x, z) (x, z) -
N=e qF
j=l q=0
NB B 5B' Tq[y(s')]G[x, z; x(s'), z(s')]ds',
+= S iq=j=1 q-O 0
where, (x, z) E SF. Similarly, as (x, z) E SB, we have
NB~e B
x(x, z)((x,z) + E E a
j=1 q=0
NFe QF
NE E qf
j=1 q=O
NFe QF-
-E E F
j=1 q=0
NBe QB,-B
+= q
j=l q=0
T )G,[x,z; x(s'), z(s')]ds'
sF' Tq[(s')]G [x, z; x(s'), z(s')]ds'
JSB 'Tq[y(s')]G[x, z; x(s'), z(s')]ds'.
We define
{F}= F, FFNFe NIV c
FN F ,
{a } = [ao ' ,a - - -, a QFNe e T
B BI BI BNBe BNe 7
ONT
to }=r1)3Q pF ,)303QFNFeI
{ B} = B, --- BNB cNB Nf 13 = 1) O Q I 0 0O Q BN B C
(2.60)
(2.61)
(2.62)
(2.63)
When the equations (2.58) and (2.59) are applied at the Chebyshev collocation points
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(2.58)
(2.59)
aq' f T[oy(s')]Gn[X, z; X (s'), z (s')])ds'
0o B
along the spectral surfaces (2.57), we get a system of linear equations:
[CBF1]{ CB} -_[CFF2]{F,=} = + [CBF2]{f3 1 } (2.64)
[CBB1I{aB} B [0FB21{IOF} = =[CFB1]{ctB } + [CBB 2]{/3 } (2.65)
where the coefficients [CBF1, [CBF2I, [CBB1 [CBB2], etc., are matrices formed by values
of the integrals in (2.58) and (2.59) evaluated at the collocation points. The vector {X}
are composed of the value of X$Am) at these points and the term x4(m) at the left hand
side of (2.59) is absorbed into [CBB1]-
The unknowns {a"} and {flF} are obtained by solving (2.64) and (2.65). The com-
putational effort is O(NA + Nk), where NB is the total number of unknowns on the body
surfaces and NF the number of unknowns on the free surface.
Special treatments
Continuity between elements
For the free surface where infinitely smoothness (for (, n, () are expected, it is natural
to think that we should take it as a single element. A disadvantage of this is that the
number of modes we can use is limited, otherwise we would come across huge conditional
numbers, just as the problem came across by Nesbitt (1987). This setback, along with
numerical problems caused by the unevenly distributed collocation points, would affect
the accuracy of the simulation or even make it impossible for the simulation to be carried
out. As a result, the method could only be used in problems where a relatively small
number of spectral modes are needed. This limits the applications of this method.
For this reason, we prefer using more than one elements on surfaces where every
property is continuous but a large number of unknowns are required. We know that by
applying the boundary-element approach we may introduce artificial discontinuities in the
numerical solutions. These discontinuities would cause fast error growth, especially on the
free surface where horizontal derivatives are needed to carry on the simulation. Therefore,
enforcement of continuity is necessary between the elements. As shown in figure 2-5,
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Figure 2-5: The intersection point between two spectral elements on the mean free surface.
the intersection point at the connection between two neighboring free-surface elements
are considered to be two separate points P and P', although they are geometrically
the same. On the mean free-surface SF, to guarantee continuity of the solution ( 1 4 m)
across neighboring elements, we replace equations (2.64) corresponding to the Dirichlet
conditions at points P and P' with the C0 and C 1 continuity conditions which require
both V4 m) and its horizontal derivative to be continuous across the connecting elements.
The intersection points between the Dirichlet and the Neumann boundaries
The physical points where the body intersects with the free surface are also the inter-
sections between two kinds of boundary conditions, namely the Dirichlet and the Neu-
mann conditions. It has been pointed out that for a moving body, the two conditions
may not be compatible and the problem may be ill-posed during an impulsive starting
process (see e.g. Lin 1984). These singularities, on the other hand, do not appear if the
body is stationary, as is considered in the present work.
In order to guarantee accuiate solutions near an intersecting point, it is shown in
previous works (e.g. Xu 1992) that both Neumann and Dirichlet conditions have to be
imposed at the intersecting point, which play a dual role as both free surface and body
collocation points.
We seek out a treatment to further improve the performance of the BVP solver.
Following Xu (1992), we impose a dual status for an intersecting point. In stead of a
single point, we have P on the body surface SB and P' on the free surface SF as shown in
figure 2-6, although they overlap geometrically. At P, the Neumann condition is used. At
P', on the other hand, we enforce condition iD ")/an = 0 (n is the unit normal vector
perpendicular to the body surface and outside of the fluid at the intersection point). We
note that this condition should be exactly satisfied if the motion of the body is transitional
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Figure 2-6: The intersection point between Dirichlet boundary SD and Neumann bound-
ary S N-
and the body surface is vertical in the vicinity of the intersections. With this treatment,
the solution is smoother at the intersections and thus the error growth is much slower.
When evaluating high-order z-derivatives with the technique of creating a sequence of
boundary-value problems, similar conditions (04t2)/&n = 0, O'4) j/On = 0,- ) are
used when the z-derivative order is odd.
Evaluation of high-order z-derivatives of V') on the mean free surface
The z-derivatives 447), , ---, %nt1 4(m) are neede  in c rrying out the perturbation
expansion and obtaining the vertical velocity at the exact position of the free surface. One
easy way to do it is to make use of the Laplace equation V2$(m) = 0 and replace the
z-derivatives by horizontal derivations which are readily determined through the spectral
representations, 4(7) = -4(7n), D(m) = -41)(,etc.
An alternative way to calculate the higher order z-derivatives of qdP') is by solving a
sequence of boundary-value problems. We start with the evaluation of 44' on z = 0.
It is clear that this second order z-derivative could be obtained by solving a BVP about
4(m). We know that after the original BVP about D(m) is solved, 44"') on the mean free
surface z = 0 and D on the body surface S8 are known. To create a boundary-value
problem for 4"'), we still need the Neumann condition <D7) on the body surface, where
n is the normal pointing outward of the fluid. This is obtained by using '(") on the body
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and the condition that 4(") is zero everywhere on the body surface. In the present case
in which the body surface in composed of two walls (SB1, SB3) and a bottom (SB2), these
could be easily evaluated. On the wall, 4"m = 0 since j(m") = 0 for any z. On the bottom,
1(M) = -(M) = (M) which is calculated by making use of the spectral representations
Zn ZZ XX 7
of V(m) For more complex body geometries, see Appendix A. The BVP is completed
with the Laplace equation V 2 pm) inside the domain. By using the same BVP solver
developed before, the second-order derivative 4(m) on 9F is obtained with C' continuity
imposed.
The same approach could be carried out to get the higher-order z-derivative of D(")
on the mean free surface. In this process, the number of linear BVP's solved in each time
step is proportional to M2 , instead of M in the Fourier-type HOSE method.
We know that in a Chebyshev approach, the collocation points are not evenly dis-
tributed over a spectral element. In fact, the distances between collocation points near
the two ends are as small as O(Q- 2), where Q is the order of the Chebyshev polynomial.
As a result, any small error in the computed 4b(m) would be amplified very fast near
the ends when taking x-derivatives. This is one of the reasons why we should not apply
Chebyshev expansions up to very high order.
Our numerical tests show that when obtaining high-order z-derivatives for the lin-
earized boundary-value problems, these two method give comparable results. Though in
terms of efficiency, the first method is by far the better choice. This conclusion, however,
does not hold when we consider the time evolutions.
During the nonlinear time evolution, numerical errors tend to build up at the inter-
sections between the body and the free surface. This often leads to the breakdown of the
simulation, especially when the wave steepness e is large. With numerical tests, we find
that the nonlinear scheme with the z-derivatives of V(m) evaluated by taking its horizontal
derivatives is usually unstable in long-term time evolutions, except for very small wave
steepness (e < 0.05). The approach with these z-derivative computed directly through
boundary-value problems, on the other hand, works well in moderate wave steepness
(e --0.3). Therefore, we choose this approach as the method of evaluating high-order
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z-derivatives in our numerical solver.
Smoothing of the solutions
On the free surface, high-wavenumber components are generated in the nonlinear time
evolution process. To eliminate these short-wave components as well as non-smooth
results caused by numerical errors, which would affect the performance of the method,
smoothing is found to be necessary for long term time evolution with relatively large wave
steepness. In previous works of HOS methods, the highest modes are simply removed
after certain number of time steps. This, however, does not appear to be appropriate here
due to the property of the Chebyshev expansions that any non-smoothness is spread out
to all modes, not like the Fourier series in which only high-harmonic terms correspond to
high-frequency oscillations.
A globally smoothing technique is needed for the spectral-element approach. Several
ways to do this are tested and it is found that the best of them is a third-order spline
method. We first set a group of grid points along z = 0, the values of the function to
be smoothed at these points are obtained. After this, third-order splines are applied to
get its values anywhere else. This technique improves the performance of the long-term
simulators to some extent, although the results are not ideal. Due to the energy loss in
the process of smoothing, the results of long-term simulations (- 0(100) periods) con-
tain relatively large error. Fortunately, for short-term simulations, notably the stability
analysis of standing waves which would be illuminated later in this thesis, no smooth-
ing is needed even if the wave steepness is near the limit of the perturbation methods
(e ~ 0.30).
2.5.2 Three-dimensional cases
In a three-dimensional problem, the physical properties on the free and body surfaces
need to be expanded in two directions. If we use Chebyshev basis in both directions, we
are likely to come up with huge conditional numbers, as encountered by Nesbitt (1983).
We notice that in many practical applications, by choosing coordinates properly, the
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Figure 2-7: A circular basin.
problem is periodic in one direction. For example, in the tank-sloshing problem inside
a basin (figure 2-7), the problem is periodic in the angular direction. This periodicity
allows us to use Fourier expansions in one direction (angular) and Chebyshev expansions
in the other (radial). For simplicity and to save computational efforts, as we will see
later, at this time we only consider problems periodic in one direction, for instance, the
tank-sloshing problem inside a circular basin with a radius of R and height h. Further
works are needed to expand this method to more general three-dimensional cases.
A Cartesian coordinate system (x, y, z) is chosen so that x-axis and y-axis are on the
mean free surface and z-axis upwards. For the convenience of studying waves inside a
circular basin, a cylindrical coordinate system (r, 6, z) is also used, where r is the radial
coordinate and 9 the azimuthal coordinate and z = 0 corresponds to the mean free surface.
Mathematical formulations of the boundary-integral equations
We consider a boundary-value problem of the harmonic function 4 (") inside a closed
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domain. Let SB to be the boundaries formed by the body surfaces including the wall and
the bottom where Neumann conditions are applied and SF the mean free surface with
Dirichlet conditions. Using Green's theorem (see Newman 1978b), we have
- f D m X', t) G(x , x') dS(x')=
-
1 1 F n
-
F (D(m) (xl, t)G(xx')dS(x')
+ f (m)(x', t)G(x, x')dS(x),
i SBn
(2.66)
for x E SF, and
x(x) D(M) (xI t) + I IE(m)(x',t)Gn(X,x')dS(x') - F (m)(x',t)G(x,x')dS(x') =
-
F (m) (X', t)G(X, x')dS(x')
+ ff 4DW(x', t)G(x, x')dS(x'), (2.67)
sB nB
for x E SB.
where n is the unit normal vector pointing out of the fluid, G(x, x') is the Green
function defined as 1/ Ix - |. The interior angle x is determined by the mass conservation
in a region enclosed by the surface S and a unit sphere centered at x
(2.68)x(x) = - Gn(x,x')dS.
In the nonlinear-wave problem inside a circular basin, x = -7r at the corners and -27r
elsewhere (for details, see Xu, 1992)
The unknowns, namely apq if the element is on the body surface or pq from free-
surface elements, are determined by substituting (2.69) and (2.70) into the boundary-
integral equations (2.66) and (2.67).
In a general case of the BVP solver in Chebyshev type, we cut the boundaries into
elements S, (j = 1, .- ). Each element could be transformed into a square with both
length and width to be 2. Within each element, rectangular coordinate system (F1 , 172),
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ffB4(m) (x', t)Gn(x, x')dS(x')
- (x4) ( )
-1 < r 1  1, -1 _2 1. 1 (") and its normal derivative could be written in terms of
the summation of Chebyshev functions within such an element:
00 00
("() = E E aqT(71)Tq(Y2), (2.69)
p=O q=O
00 00
4" = 5 5 ,3 pqT(71)T(72), (2.70)
p=O q=O
We note that for problems periodic in one direction, as in the tank-sloshing problem
in a circular basin, the 9-dependence could be factored out by Fourier expansions and
the BVP solver could be simplified. In the present work, we will focus in this kind of
problems. To illustrate the details about this approach, we choose waves inside a circular
basin as an example. On the boundaries SB and SF, we write Vm) and 4") as
V"' (x, t) = "')(s, t)e'', (2.71)
p=-oo
D(m) "(x, t) = 5 E Q)(s,t)e'PO, (2.72)
p=-00
where s is a coordinate along the boundaries formed by a cross-section of the basin
in the (r, z) plane. For consistency, as in the two-dimensional case the direction of s is
chosen so that the fluid is always to the right-hand side. As illustrated in figure 2-8, the
mean free surface corresponds to s E (0, R), the wall s E (R, R + h) and the bottom
s E (R + h, 2R + h).
Substituting (2.71) and (2.72) into (2.66) and (2.67), in each 0-harmonic we have
j2h+h ((m) (x'(s), t)Gn(x, x'(s))ds - j qn) (x'(s), t)G(x, x'(s))ds =
(Xt) R TT
x( X o")(x, t) - j4"'o(x'(s), t)Gn(x,x'(s))ds
2R+h -
+' 0#"n(x'(s), t)G(x,x'(s))ds, (2.73)
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Figure 2-8: The cross-section of the circular tank and the spectral elements SF, and SB,
used to solve the linear boundary-value problems.
for x E SF, and
x(x~k ") (x, ) + 1 21+h (x'(s), t)G(x, x'(s))ds - JR () (x'(s), t)G(x, x'(s))ds =
fR ~2R+h 
-
- 0 ()I(x(s),)G(x, x')ds + 1 2 )(x'(s),t)G(xx')ds, (2.74)
for x E SB-
The spectral-element method
We employ the spectral-element method to solve the equations (2.73) and (2.74). As
shown in figure 2-8, within the cross-section we have elements SB, and SB, corresponding
to the wall and the bottom respectively. There are NF, elements implemented on the
mean free surface (SF), tagged by SFj (j = 1 2 , Nfe?). In element SF, we have
s E (s,0, s). For convenience, in the present study we set the length of each free-surface
element to be equal to each other.
In each free-surface element Sr, e%"0 and ego are expressed in the form as a suzmma-
tion of Cliebyshev series,
00
O p" = Ea,,qjTq(Y), (2.75)
q=O
'74
() 3T-(7),(2.76)
rip Z fpq~~(
q=0
where, i = V'-T and y = 2(s - s10)/(s11 - sjo) - 1, -1 -y 1.Tq(y) is the q-th order
Chebyshev polynomial.
Similarly, on SB we have
00
(m = 4T%(Y), (2.77)
q=O
- p /5pq q),(2.78)
q=O
where, y = 2(s - R)/h - 1 as j = 1 and y = 2(s - R + h)/R - 1 as j = 2.
For numerical purpose, only finite number of Chebyshev and Fourier modes are kept.
Collocation methods are implemented to determine the unknown modal amplitudes aj
and 41 qF. There are several choices for the Chebyshev collocation. In this study, we take
the one with both ends of the domain included, namely, yj = cos(j/Nq) (j = 1, - - -, Nq).
Linear systems of equations are obtained by substituting the spectral expressions
(2.75) to (2.78) into (2.73) and (2.74). By evaluating at the collocation points, we have
[CBF1l]Ct} -I[CFF2I {B2{B}(2.79)
[CBIQ}- BII]{&r}+ [CBB2I{/ 8 }, (2.80)[CBB1 B _ [CFB2 FB1 I -F BB2 B
where {}a {A { B are vectors containing the modal amplitudes at, c4 , t4.q
and fljq/ respectively. {XOm)} is a vector whose elements are the term X(x)("')(x) in
equation (2.73) evaluated at the collocation points. [CBF], [CBF2I, [CFF2, FB], [CnFB2], [CBB1]
and [CBB2] are predetermined influence matrices corresponding to the integrals in equa-
tions (2.73) and (2.74).
The unknowns, namely '") on the mean free surface and (") on the body sur-
face, are then obtained by solving (2.79) and (2.80. Repeating this process for p =
NO/2,-- , N/2 - 1 and we get Vi") on 9f and $m) on S8 by summing up the Fourier
modes with (2.71) and (2.72).
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The dominant computational efforts for this part of the calculation are O(NoNB +
NONF), with NB is the total number of Chebyshev modes on the body surfaces, NF
the total number of Chebyshev modes on the free surface and No the number of Fourier
modes.
The continuity between elements and the spectral treatment at the intersections be-
tween Dirichlet and Neumann surfaces are handled in the same manner as in the two-
dimensional problems.
2.6 Convergence tests
In order to validate the HOSE methods and demonstrate their accuracy, extensive con-
vergence tests are done for both the Fourier- and the Chebyshev-type solvers. For the
HOSE methods, the computational error comes from the following sources: (a) errors
due to the truncation in the numbers of Fourier and Chebyshev spectral modes and the
perturbation order M; (b) error due to the finite (periodic) computational domain for the
Fourier-type HOSE method and the disturbances coming from neighboring regions; (c)
amplification of round-off and truncation errors; (d) aliasing errors of the pseudo-spectral
method; (e) errors due to numerical time integration. In this section, we test the conver-
gence of the solvers with respect to the number of Fourier/Chebyshev modes, the size of
the computational domain, the perturbation order M, the number of spectral elements
and the time step At. In addition, convergence tests are done in the some of the following
chapters about the applications of the HOSE method to guarantee its accuracy in solving
those particular problems. A few of these results are done in previous research (e.g. Liu
1994) and are displayed here for completeness.
2.6.1 Convergence of the Fourier-type HOSE method
Two-dimensional cases
We use the nonlinear wave diffraction by a circular cylinder as a testing case to show
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M\NF/Nw 16 32 64 128
2 -1.0683 -1.0819 -1.0806 -1.0806
3 -1.0742 -1.0918 -1.0905 -1.0905
4 -1.0839 -1.1033 -1.1018 -1.1018
5 -1.0832 -1.1027 -1.1011 -1.1011
Table 2.1: Convergence of the mean horizontal force F,/pgA 26 2 (e = kA) on a fixed
circular cylinder with respect to perturbation mode M and number of Fourier modes
on the free-surface NF/Nw. kA=0.04, ka = 0.40, h/a=2.0, NB=64 , N"=16, time step
At = T/32, where T is the period of the incident wave, ro = 5T.
M \ NB 8 16 32 64
2 -1.0700 -1.0806 -1.0806 -1.0806
3 -1.0793 -1.0905 -1.0905 -1.0905
4 -1.0903 -1.1018 -1.1018 -1.1018
5 -1.0896 -1.1011 -1.1011 -1.1011
Table 2.2: Convergence of the mean horizontal force F2/pgA2e2 (e = kA) on a fixed
circular cylinder with respect to perturbation mode M and number of Fourier modes on
the body surface NB. kA = 0.04, ka = 0.40, h/a = 2.0, NF/N=64, N,=16, time step
At = T/32, To = 5T.
the convergence of the 2D Fourier-type HOSE method. The incident wave is a Stokes
wave of steepness kA = 0.04 traveling in the +x direction, the radius of the cylinder
ka = 0.40 and the submergence is h = 2a. In the computational domain (-7r, 7r), there
are N, wavelengths. After t = ro when the limit cycle is reached, Fourier analysis is
done to obtain the hydrodynamic forces in each harmonic. Without loss of generality, the
gravitational acceleration g is set to be 1.
Tables (2.1) to (2.3) show the exponential convergence of the mean horizontal force
fxo) with respect to the number of modes on the free surface NF, the number of mode on
the body NB, the perturbation order M and the size of the computational domain Nw.
These quantities are obtained after t = 5T when steady state is reached.
Three-dimensional cases
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M \ NW 8 16 32 64
2 -1.174605 -1.081922 -1.083513 -1.083456
3 -1.183931 -1.091784 -1.093354 -1.093297
4 -1.195384 -1.103252 -1.104814 -1.104755
5 -1.194846 -1.102714 -1.104276 -1.104220
Table 2.3: Convergence of the mean horizontal force F /pgA 2e2 (e = kA) on a fixed
circular cylinder with respect to with respect to perturbation mode M and the size of the
computational domain N,. kA = 0.04, ka = 0.40, h/a = 2.0, NF/N,=64, Nw=16, time
step At = T/32, 'ro = 5T.
The hydrodynamic loading on a submerged spheroid, which will be discussed in 3, is
chosen as the showcase to demonstrate the convergence of the three-dimensional Fourier-
type HOSE method. Shown in figure 3-1, a submerged spheroid is kept with submergence
h is head seas. The water depth is H and the velocity of a uniform current is U. The
length of the major axes is 2a and the minor axes 2b. The mean pitch moment, which is
second-order in wave slope, is shown to be sensitive to nonlinear effects (see 3) and thus
it is chosen to show the convergence of the HOSE method with respect to the domain size
Nw (table 2.4), the number of Fourier-Chebyshev modes N, and No on the body surface
(table 2.5), the number of Fourier modes N, on the mean free surface (table 2.6) and the
perturbation order M. In all these cases, the results converge exponentially fast.
Nw M=1 M=2 M=3
4 .09210 .05390 .05450
8 .09761 .05677 .05745
16 .09802 .05707 .05752
Table 2.4: Convergence of the normalized mean pitch moment, Mff/pgb 2A 2 , on a sub-
merged spheroid in head seas with increasing the number of wavelengths Nw of the
doubly-periodic domain and for different order M. kA=0.05, ka = 7r/2, b/a = 0.10,
h/a = 0.20, U = 0, H = oo, a = 0; and N, = N = 16Nw, NW = No = 8, T/At=64,
ro=5T.
Convergence tests are also carried out with moving body problems to test the per-
formance of the domain-shifting technique and the fast coefficient-reevaluating scheme.
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Table 2.5: Convergence of the normalized mean pitch moment, R/pgb 2 A 2, on a sub-
merged spheroid with increasing the numbers of body modes (No, N,) and order M.
kA=0.05, ka = 7r/2, b/a = 0.10, h/a = 0.20, U = 0, H = oo, a = 0; and N, = 8,
Nx = Ny = 16N, T/At=64, rO=5T.
Table 2.6: Convergence of the normalized mean pitch moment, My/pgb 2 A 2 , on a sub-
merged spheroid in head seas with increasing numbers of free-surface modes (Ni, N) and
order M. kA=0.05, ka = r/2, b/a = 0.10, h/a = 0.20, U = 0, H = oo, a = 0; and
N,, = 8, N,,= N, NO9 = No = 8, T/At=64, ro =5T.
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(N7No) M=1 M=2 M=3
(4,8) .07510 .03699 .03850
(8,8) .09761 .05677 .05745
(16,8) .09801 .05692 .05760
(8,4) .06350 .06537 .06643
(8,8) .09761 .05677 .05745
(8,16) .09820 .05647 .05662
NX/NW M=1 M=2 M=3
8 .14343 .13890 .14192
16 .09761 .05677 .05745
32 .09810 .05662 .05677
Tables 2.7 and 2.8 display the convergence of the first-harmonic horizontal force and the
mean vertical force on a submerged sphere oscillating in the horizontal or vertical di-
rections, with respect to the time step At, the number of Chebyshev modes used in the
coefficient-reevaluation scheme and the perturbation order M. Note that the convergence
for time step At is first order. This is because the influence coefficients are re-evaluated
once at every time step. This treatment reduces the convergence rate with respect to
time step while saves computational effort.
Table 2.7: Convergence of the normalized first harmonic horizontal force F 1/pga3 on a
submerged sphere with radius a oscillating sinusoidally in the x-direction with respect
to time step At = and order M. ka=0.40, h/a = 2, the amplitude of motion Ax/a=0.20,
and N, = 8, Ny =N = 128, N, = No = 8, ro=5T.
Table 2.8: Convergence of the normalized mean vertical force F/pga3 on a submerged
sphere with radius a oscillating sinusoidally in the z-direction with respect to time step
At = and the number of Chebyshev modes Q, used in the coefficient-reevaluation scheme.
ka=0.40, h/a = 2, the amplitude of motion A2/a=0.20, and N. = 8, N, = Nx = 128,
Nw = No = 8, ro=5T.
2.6.2 Convergence of the Chebyshev-type HOSE method
Two-dimensional cases
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T/At M=1 M=2 M=3
16 .16886 .16884 .16884
32 .17333 .17331 .17331
64 .17471 .17468 .17468
128 .17518 .17515 .17515
T/At QC = 2 QC = 4 QC = 8
16 1.24254 x 10- 3 1.24991 x 10-3 1.24991 x 10- 3
32 1.36586 x 10-3 1.37338 x 10- 3 1.37338 x 10-3
64 1.42400 x 10-3 1.43158 x 10-3 1.43158 x 10-3
128 1.44761 x 10- 3 1.45522 x 10-3 1.45522 x 10-3
To demonstrate the convergence of the Chebyshev-type high-order spectral-element method,
we choose the tank-sloshing problems as showcases for both two-dimensional (figure 2-3)
and three-dimensional (figure 2-7) cases. The walls and bottom do not move and the
waves inside the tank are caused by initial disturbances on the free surface .
We note that the Chebyshev-type HOSE method is identical to the Fourier-type HOSE
method except for the way the linear boundary-value problems are solved while conver-
gence of the latter has been validated extensively in the preceding section. Therefore, to
show the performance of the HOSE method, we would focus on the convergence of the
linear BVP solvers, although convergence of nonlinear BVP solver and the time evolution
scheme are also demonstrated.
For the study, we choose a tank with length 2L = 27r and depth h = 27r. The
number of wavelengths inside it is N, = 4 and the wave steepness E (c = kA, k is the
wavenumber and A the amplitude of the standing wave) is chosen to be 0.20. We use
NFe panels on the free surface, each panel has the same size and with Qp + 1 Chebyshev
modes (q = 0, - - -, QF) in it, therefore, the total number of unknowns on the free surface
is NFe(9F + 1). The left wall, the bottom and the right wall are each treated as one
element, the number of modes used are Q, , Q, and Q, respectively. In the present
convergence tests, we fix Q,. = Q2 = Q83.
First let us check the convergence of the boundary-value problem solver. Giving the
free surface potential <D" and elevation (, the vertical velocity on Sr is then determined by
solving the BVP with the high-order spectral-element method. We study the variation of
this solution with respect to the numerical parameters (VFe, 9F, 9,,' , ',983 and the
perturbation order M).
Convergence of the linear boundary-value solver
For the linear tank sloshing problem, the analytic solution of standing waves could be
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NFe \QF 8 16 32
1 1.26 x 100 1.48 x 10-2 9.50 x 10-10
2 5.31 x 10-2 3.03 x 10- 7  7.21 x 10-10
4 1.17 x 10-4 2.41 x 10-10 7.39 x 10-10
8 1.13 x 10-6 1.91 x 10-1 0 7.26 x 10-10
Table 2.9: The maximum error of the linear vertical velocity (normalized by the maximum
vertical velocity) on the free surface in a 2D rectangular tank with increasing number
of panels NFe and Chebyshev modes QF in each panel on the free surface. M = 1,
QB = Q, 2 Q, 3 = 64, h/L = 1, number of waves in the tank N, = 4.
QB, 1 1 8 16 32 64
1.73 x 10-2 4.02 x 10-6 1.91 x 10-10 1.91 x 10-10
Table 2.10: The maximum error of the linear vertical velocity (normalized by the max-
imum vertical velocity) on the free surface in a 2D rectangular tank with increasing
number of Chebyshev modes QE on the body surfaces. M = 1, NFe = 8, QF = 16,
QB2 = Q,, = Q,,, h/L = 1, Nw=4.
written in closed form. We haveI = A cos kx cos wt
<= -A cos kx sin wt cosh[k(z + h)]/ cosh(kh) (2.81)
4b= -wA cos kx sin wt sinh[k(z + h)J/ cosh(kh)
Comparing the analytical <bz with that obtained through numerical simulation, the
error is evaluated and displayed in table 2.9 and 2.10 (values are normalized by the
maximum vertical velocity on the free surface). It is shown that the results converge
with the Chebyshev order exponentially. Also, for high enough Chebyshev expansions,
the convergence with the number of panels is fast.
Convergence of the nonlinear boundary-value problem
We study the convergence of the nonlinear BVP solver by studying the vertical velocity
on the free surface obtained through HOSE simulations, with the initial <VS and ( given by
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M\NFe 1 2 4 8
1 -8.472 x 10-2 -8.220 x 10-2 -8.284 x 10-2 -8.284 x 10-2
2 -8.192 x 10-2 -8.196 x 10-2 -8.192 x 10-2 -8.192 x 10-2
3 -8.047 x 10-2 -8.161 x 10-2 -8.143 x 10-2 -8.143 x 10-2
4 -8.049 x 10-2 -8.132 x 10-2 -8.135 x 10-2 -8.134 x 10-2
5 -8.034 x 10-2 -8.135 x 10-2 -8.137 x 10-2 -8.137 x 10-2
Table 2.11: Convergence of the vertical velocity (normalized by sqrtg/(kN)) at the
intersection points between the free surface and the walls inside a 2D rectangular tank
with respect to the number of panels NFe used on the free surface and the order M.
kA = 0.20, N. = 4, h/L = 1, QF = 16, QB, = = QB3 = 64.
M\QF 8 16 32
1 -7.451 x 10-2 -8.220 x 10-2 -8.284 x 10-2
2 -7.843 x 10-2 -8.196 x 10-2 -8.193 x 10-2
3 -7.753 x 10-2 -8.161 x 10-2 -8.143 x 10-2
4 -7.749 x 10-2 -8.132 x 10-2 -8.135 x 10-2
5 -7.747 x 10-2 -8.135 x 10-2 -8.137 x 10-2
Table 2.12: Convergence of the vertical velocity (normalized by g/(kN.)) at the inter-
section points between the free surface and the walls inside a 2D rectangular tank with
respect to the number of Chebyshev modes QF in each panel on the free surface and order
M. kA = 0.20, NW = 4, h/L = 1, NFe 2, QB QB 2  QB3 64.
the third-order analytical solution for standing waves by Mack (1966). The initial phase
of the standing waves is set to be wto = 7r/4. Table 2.11 to 2.13 show the convergence of
the free-surface velocity at the intersection points between the free surface and the walls
with respect to the perturbation order M, the number of panels on the free surface NFe,
number of Chebyshev modes inside each panel QF, and number of Chebyshev modes used
on the body surfaces QB, QB2 and QB3 .
Convergence with respect to time evolution
In the HOSE methods, a fourth-order Runge-Kutta scheme is used in the time evolution.
The corresponding error is expected to be be fourth-order in time step At, where At is
the time step. We conduct a test to see the convergence of the initial boundary-value
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M\Q BI 8 16 32
1 -8.488 x 10-2 -8.283 x 10 -8.284 x 102
2 -8.334 x 10-2 -8.192 x 10-2 -8.192 x 10-2
3 -8.281 x 10-2 -8.143 x 10-2 -8.143 x 10-2
4 -8.309 x 10-2 -8.134 x 10-2 -8.134 x 10-2
5 -8.131 x 10-2 -8.137 x 10-2 -8.137 x 10-2
Table 2.13: Convergence of the vertical velocity (normalized by g/(kNw) at the inter-
section points between the free surface and the walls inside a 2D rectangular tank with
respect to the number of Chebyshev modes used on the body surfaces QB 2 = QB 3 = QB 1 -
kA = 0.20, Nw = 4, h/L = 1, NFe = 8 ,QF = 16.
problem with respect to At by studying the change of wave amplitude A and period T
with simulation time. These properties are obtained by analyzing the time history of the
free-surface evaluation at the intersection point between SF and the walls and searching
for the maximum and minimum values and also the exact time of sign changing. The
errors are then obtained by comparing A and T with their initial values AO and To. Fifth-
order interpolations are applied in the search to guarantee accuracy. The result about A
is shown in (2-9) and it demonstrates that |A - Ao| /Ao oc Y. The error about the period
T, however, is too small to show the convergence (IT - Tol/To ~ 10-").
Three-dimensional cases
We use the surface waves inside a stationary circular basin to test the convergence of the
three-dimensional high-order spectral-element method.
As shown in figure 2-7, a cylindrical coordinate system (r, 0, z) is taken so that r is
in the radial direction, 0 in the angular direction and z the vertical direction. z = 0
corresponds to the mean free surface.
The linear cases
A characteristic solution for the linear standing waves inside a circular basin is
C coshk,1 (z+h) )
<I(r, 0, z, t) = JAs(khkr) e (2.82)WA,, cosh kll,,h
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Figure 2-9: Convergence with respect to time step At. Ao is the wave amplitude at the
first period. T/At = 64, - - - T/At = 128,- T/At = 256. M = 1, NFe = 8, QF
16, QBI = QB 2 = B3 = 64, h/L = 1, N,=4.
where C is a coefficient representing the wave amplitude. p, v are non-negative integers
representing the wavenumbers in azimuthal and radial directions respectively. w,,, is the
(linear) frequency and J, the p-th order Bessel functions. With dispersion relations, we
have
wMV = [k,,,gtanh(k,,,h)]1 2 . (2.83)
The wavenumber k,,, is taken to satisfy the non-flux boundary condition at the walls.
Therefore
J' (k,,R) = 0, v = 1, 2,3,--- (2.84)
with k,, 1 < k,,2 < - -. As the azimuthal wavenumber # 0, the subscript v denotes the
wavenumber across the diameter; as p = 0, however, this diametric wavenumber is v - 1
since ko,1 is zero and corresponds to flat free surface.
Let NFe to be the number of spectral elements on the free surface and QF the order
of Chebyshev polynomials inside each element, table 2.14 and show the discrepancies
between the analytically evaluated vertical velocity and those obtained by the linear
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BVP solver with different Ne and Nq. It is clear that as we increase QF, the error
decreases exponentially. For relatively high QF (> 8), the convergence rate with respect
to the number of elements NFe is also fast, although it could not be exponential. In
table 2.15, we display these discrepancies with increasing order of Chebyshev expansions
QB1 on the bottom and the order of Chebyshev expansions Q,, on the wall respectively.
Again, exponential convergence is achieved with respect to QB 2 . Note that Q, has little
influence over the results. This is because the water depth is large and the fluid velocity
near the bottom is extremely small. For shallow water problems, we expect Q", to be a
more important parameter.
NFe \QF 4 8 16
1 7.60 x 101 1.01 x 10-1 1.10 x 10-'
2 1.04 x 10-1 5.93 x 10-4 3.28 x 10-6
4 1.27 x 10-2 3.65 x 10-6 5.00 x 10-7
8 5.09 x 10-4 1.98 x 10-7 3.50 x 10-8
Table 2.14: The maximum error of the linear free-surface vertical velocity for mode k3 ,4
(normalized by the maximum vertical velocity) in a circular basin with different number
of Chebyshev modes QF and number of spectral elements NFe on the free surface. The
number of Fourier modes in the angular direction No = 16, Q, 1 =QB2 = 16, h/R = 0.5.
QBI \ QB 2  4 8 16
4 5.36 x i0- 1.91 x 10-5 4.86 x 10-6
8 5.35 x 10-3 2.06 x 10-5 1.98 x 10-7
16 5.35 x 10-3 2.05 x 10-5 1.98 x 10-7
Table 2.15: The maximum error of the linear free-surface vertical velocity (normalized by
the maximum vertical velocity) for mode k3,4 in a circular basin with different order of
Chebyshev expansions QB1 and QB2 on the bottom and wall respectively. No = 16, NFe
QF = 8, hIR = 0.5.
Nonlinear cases - comparisons with Mack's solution
To test the performance of the nonlinear BVP solver, we compare it with the analytical
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QF X No \M 1 2 3
4x4 1.38 x 1002 5.84 x 10-03 5.77 x 10~0
8x8 1.39 x 10-02 4.95 x 10~ 1.86 x 10-04
16x16 1.39 x 10-02 4.38 x 1 0 4 7.54 x 10-05
Table 2.16: The maximum differences between the free-surface velocities in a circular
basin obtained through the present method and those by Mack (1962) (normalized by
the maximum value of the free-surface velocity). Maximum local wave steepness e = 0.05,
NFe 1, Q, QB2 = QF, h/R = 0.5.
solutions obtained by Mack (1962). In that work, the axisymmetric gravity waves inside
a circular basin was calculated to the third order. There is one wavelength along the
diameter and no variation in the angular direction so that the combined wavenumber is
k0 ,2 . It is notable that unlike the approach made by Mack, our perturbation expansion
starts with the potential at the actual position of the free surface as the first order term
(equation 2.11). For this reason, there always exists a difference of O(Em+1) at any order
m between the results obtained by the two methods. In the testing case we choose,
with the maximum local wave steepness e to be 0.05, this discrepancy is about O(10-5).
Nevertheless, we could see from table 2.16 that the differences converges quickly with the
perturbation order M and the number of spectral modes.
Validations of the three-dimensional HOSE method are also found in 7.4 where it is
used to construct standing waves in a circular basin. Convergence tests and comparisons
with the results of other methods are demonstrated.
2.7 Computational efficiency of the HOSE methods
In table 2.17 we show the computational efficiency of the HOSE method compared with
several other algorithms used in studying nonlinear wave-body interactions, including
the boundary-integral element method (BIEM), the finite-difference method (FDM) and
the finite-volume method (FVM). The most noteworthy feature of the HOSE method is
the exponentially fast convergence. Applying the Fourier or Chebyshev spectral methods
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Operation Count Convergence Rate
BIEM N2  Error ~ N-a
FDM/FVM N3  Error ~ N-
HOSEM (Fourier) N log N Error ~ a-N
HOSEM (2D Chebyshev) N 2  Error ~ a-
HOSEM (3D Chebyshev) NN, Error aV
Table 2.17: Computational efficiency of several algorithms. N is the number of unknowns
and a a constant. The three-dimensional Chebyshev-type HOSE method is applied to
problems periodic in one horizontal direction and N, is the number of unknowns in the
non-periodic direction.
with each spectral element, this exponential convergence rate is guaranteed mathemati-
cally provides that the solution is infinitely smooth inside the element (see e.g. Canuto
et al. 1988). In addition, for moderate wave steepness, the solution also converges ex-
ponentially with respect to the perturbation order M. These convergence rates have
to confirmed by systematic numerical tests in 2.6. Compared to other schemes which
only achieve linear or quadratic convergence with respect to the number of unknowns,
the HOSE methods prove to be much more efficient, especially when high-accuracy is
required. In these cases relatively few number of unknowns are needed in a HOSE cal-
culation in order to obtain highly accurate results. Also, the HOSE methods are based
on the boundary-integral equations. As a result, only the fluid potential and the normal
derivatives of the potential on the boundaries need to be solved, unlike many methods
(FEM,FDM,etc.) which solve the whole fluid domain for the unknowns. Therefore, for
the same physical problem, the HOSE methods are one dimension less than these ap-
proaches. This could make a huge difference in the number of unknowns involved in the
simulation.
Even with the same number of unknowns N, the HOSE methods are still cheaper
than most other algorithms. In each time step, the computational effort of the Fourier-
type HOSE method is only proportional to 0 (N log N), while in other methods (BIEM,
etc.) the cost increases proportionally to O(N2 ) or O(N3 ). Although the two-dimensional
Chebyshev-type HOSE method has computational effort of order N2 , in three-dimensional
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cases periodic in one direction, this number is reduced to NN, where N, is the total
number of Chebyshev modes used in the non-periodic direction and usually N, < N. This
allows us to implement a large number of unknowns (modes) to achieve high-resolution.
The efficiency of the HOSE methods also comes from the way body motions are
treated. Instead of the expensive recalculation of the influence coefficients at each time
step, a fast domain-shifting and coefficient-reevaluation scheme is developed and applied
to study problems with arbitrary body motions. The effectiveness of this approach is
demonstrated by convergence tests, and in following chapters (see 5 and 4).
2.8 Conclusions
The high-order spectral-element methods are developed which are valid to solve prob-
lems about nonlinear wave interactions with submerged or surface-piercing bodies. In
this solver, the nonlinear free-surface effects are kept up to arbitrary high order. Ex-
ponential convergence is achieved with respect to the number of spectral modes. For
two- or three-dimensional problems smooth and doubly periodic in both horizontal direc-
tions, the Fourier-type HOSE method is applied. With an efficient scheme, this method
could treat arbitrary body motions. For two-dimensional non-periodic problems or three-
dimensional problems periodic in one direction, we develop the Chebyshev-type HOSE
method. Both of these methods are validated and their efficiency confirmed through
systematic convergence tests.
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Chapter 3
Nonlinear Hydrodynamic Forces and
Moments on a spheroid in waves
The accurate solution of hydrodynamic loading on a three-dimensional submerged body
is of significance to the design and operation of underwater vehicles, especially for the
studying of near-surface maneuvering with large interactions between the body and grav-
ity waves.
There have been numerous works, both theoretical and computational, done about
the radiation/diffraction problems of three-dimensional submerged bodies. For simplicity,
in most of these studies the body geometries are chosen to be spherical (see e.g. Havelock
1919; Kim 1969). A spheroid, on the other hand, provides a closer approximation to
the geometry of a vehicle. It is also one of the simplest geometries through which the
hydrodynamic moments could be studied (see e.g. Wu & Eatock Taylor 1989).
When a body interacts with surface waves, it experiences a pressure force and moment
which generally include not only unsteady components but also steady (mean) compo-
nents due to various nonlinear effects. Compared to unsteady components, the mean
components are usually small in magnitude, and thus have no significant influence on
body oscillations. However, they can be of importance in considering drifting motions
of the body. Especially for a submerged body, since there is no hydrostatic restoring
force in both vertical and horizontal planes, large excursion or rotation of the body can
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result from even a very small wave-induced steady force or moment if it acts over a suf-
ficiently long period of time. In many circumstances these large drifting motions can be
of even greater significance than the oscillatory motions for the operation of submarines
and underwater vehicles.
In general, the drift force and moment are second-order in wave steepness and can
be completely determined by linearized potential theory. However, it has been found
that in some cases nonlinear effects have a crucial influence over these mean values. For
example, for a submerged circular cylinder the linear theory gives a trivial solution for
the horizontal drift force while the inclusion of nonlinear interactions between the first-
and third-order first-harmonic waves is found to produce a negative horizontal drift force
(Liu et al. 1992). In a recent numerical study, Liu et al. (2000) considered nonlinear
wave interactions with a submerged spheroid. Applying the high-order spectral method,
the hydrodynamic forces and moments on the body including nonlinear corrections were
obtained with spectral attention put on the mean pitch moment. It was found that with
nonlinear effects included, the mean pitch moment changes its direction from bow-down
to bow-up as the surface wave steepens or when the body submergence is decreased,
which has been attributed to the quadratic interaction between the first- and third-order
first-harmonic waves. The linear and nonlinear effects on the mean pitch moment were
found to be of opposite signs and, for given ambient head waves, there is a particular
submergence at which the mean pitch moment vanishes. By analyzing the dependence
of linear and nonlinear solutions on the incident wave and body geometry parameters, a
simple formulae is derived for the estimation of such special position for a body in given
sea states.
In this chapter, we extend the research of Liu et al. (2000) by including the effects of
forward speed, angle of attack and finite water depth. Of special interest is how these
effects influence the steady forces and moments, especially the mean pitch moment on
the body.
The contributions from forward body speed to the hydrodynamic loadings come from
the variation of encountering frequencies, the unsteady wave generation and the steady
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Kelvin wake generation. With forward speed included in the problem, the dimensionless
number r = Uwe/g is critical in determine the pattern of unsteady wave diffractions (We
represents the encountering frequency) and hydrodynamic loadings. In the vicinity of the
special point r = 1/4, group velocities of certain generated wave components approach
the velocity of the current. Considering an oscillating translating source, the problem is
singular at this point. For a body with finite volume, on the other hand, the solutions
still remain finite, as pointed out by Liu & Yue (1993). This conclusion is corroborated
by the numerical results provided in 3.3.2.
In 3.3.3 and 3.3.4, the other effects such as the water depth and angle of attack
of the body, are also considered and their influences to both linear and nonlinear wave
loadings investigated with systematic computations.
3.1 Physical problem and mathematical Formulation
We consider wave diffraction by a fixed and submerged spheroid, shown in figure 3-1. Let
(x, y, z) to be Cartesian coordinates with z = 0 the undisturbed free surface and z-axis
positive upwards. The spheroid is put so that it is symmetric with respect to the (x, z)
plane and its center fixed at (0, 0, -h). Angle of attack, the angle between the x-axis
and the major axes of the spheroid, is a. As an alternative way for the forward speed, a
uniform current with speed U are set to be along the -x axis, also in this direction is an
incident wave with fundamental wavenumber k. The water depth is H, with a flat bottom.
The fluid is assumed homogeneous, incompressible, inviscid and its motion irrotational.
Thus the flow can be described by a velocity potential -Ux + (D(x, z, t), x = (x, y),
which satisfies Laplace's equation in the fluid. At the bottom (z = -H), 2 = 0. The
dynamic and kinematic boundary conditions to be satisfied at the instantaneous free
surface z = ((x, t) are:
(31
t + 1 (V ( - V (D) - U 4 + g( =- 0, (3.1)
(t + VX( - VX4D - U(X - 4DZ = 0, (3.2)
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Figure 3-1: A submerged spheroid in head seas.
where V, _- (a/ax, O/ay) denotes the horizontal gradient, and g is the gravitational ac-
celeration. On the body, non-flux boundary condition is imposed. In addition, a suitable
radiation condition needs to be satisfied as (x 2 + y2)1/ 2 -+ oc. In general, it is very diffi-
cult to achieve the exact solution to such boundary-value problem owing to nonlinearities
of the free-surface boundary conditions ((3.1) and (3.2)). For weakly nonlinear waves,
however, useful solutions can be obtained with the use of regular perturbation analysis.
In practice, such analysis can be carried out either in the frequency domain or in the time
domain.
To solve this initial-boundary value problem, there are two different approaches. The
first one is the frequency-domain approach, in which the time dependence is factored out
explicitly. The resulting harmonic amplitudes of the velocity potential, are then expanded
in a perturbation series in the wave steepness, c. After that, we obtain a sequence of linear
free-surface boundary conditions. These linear free-surface boundary conditions, together
with Laplace's equation and no flux boundary condition on the body and bottom as
well as the radiation condition at infinity, define a sequence of boundary-value problems
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for the unknowns in each harmonic and perturbation order. In principle, these linear
boundary-value problems can be solved sequentially up to any perturbation order. Since
the complexity of the free surface forcing increases rapidly with the perturbation order,
however, the solution beyond the second-order is extremely difficult to be achieved in
practice.
In the present study, we adapt the time-domain simulation to calculate the solution of
the initial-boundary-value problem. As initial conditions, the surface elevation ((x, 0) and
potential 41(x, (, 0) are prescribed. The high-order spectral-element method as described
in 2 to solve the problem and obtain the time history of the fluid velocity D. Upon
reaching limit cycle, the (complex) amplitude of each harmonic is then extracted via
Fourier decomposition:
1lfToT(m) _. - D (m) (t e-inwtdt , n = 1,2, ...; m = 1, 2,...,) M, (3.3)
where 1 (m) is the solution of 4 in m-th order with respect to wave slope, W = 27r/T, T
is the fundamental period of the incident wave, and ro a time interval selected so that
limit-cycle values are obtained. m stands for perturbation order with respect to wave
slope e and n the time harmonic.
After the solution for D is obtained accurately to the specified order M, V4t can be
easily determined based on (2.3). The force and moment on the body are readily given by
interaction of the pressure over the body. In particular, the mean pressure on the body
up to fourth-order in the wave slope is given by
( - Vq5* + 2Vq5 l) -. 3)* + .
- )* + V .2 Ve2* + c.c.) (3.4)
p
where p is the fluid density, * denotes complex conjugate, and "c.c." the complex conjugate
of the preceding terms.
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3.2 Numerical method
To solve the velocity potential 4t, we employ the Fourier-type HOSE method developed
in 2. By choosing Green functions that satisfy bottom condition, that method based
on high-order expansion and source/dipole distributions could be easily adapted to solve
problems of finite-water depth. Let G(x, y, z; x', y', z') to be the Green function of a
Rankine source, where (x, y, z) and (x', y', z') are the field point and location of the
source respectively, the newly defined Green function G is given by:
G(x, y, z; X', y', z') = G(x, y, z; x', y', z') + G(x, y, z; x', y', z' - 2H) (3.5)
where H is the depth of the water.
Based on the convergence tests done in 2.6, unless otherwise stated, for all subsequent
computations, we use N,=8, Nx = Ny=16N., Nw = NO=16, TO=5T, and At = T/64,
where N, is the number of incident waves in the computational domain, Nx and Ny the
numbers of free-surface Fourier modes in the x- and y-directions respectively, N. and NO
the numbers of Fourier and Chebyshev modes on the body surface, At the time step.
3.3 Numerical Results
We consider the nonlinear diffraction of Stokes waves by a submerged spheroid specified
in figure 3-1. The Fourier-type high-order spectral-element method is applied to solve
this problem up to the third order (M = 3). The steady (drift) and harmonic force and
moment coefficients are obtained from harmonic analysis of the time histories after the
steady-state (limit cycle) is reached. We particularly focus on the inspection of nonlinear
effects to the mean pitch moment on the spheroid.
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3.3.1 Hydrodynamic forces and moments on a submerged spheroid
in head seas
The hydrodynamic loadings on a submerged spheroid as plotted in figure 3-1 are computed
with the HOSE method.
Under the head-sea condition, the incident wave is assumed to propagate in the neg-
ative x-direction, parallel to the major axis of the body. The bow of the spheroid is
referred to the end which faces the incoming waves. This definition is important for later
discussion regarding to the sign of the mean pitch moment. Among the six components
of forces and moments on the body, only three (horizontal force F2, vertical force F, and
pitch moment My with respect to the center of the body) are not zero. Leaving effects
such as attack angle, current or finite depth for later discussions, we first study the case
with no currents (U = 0).
We consider a spheroid with the major axis ka = -r/2, slenderness -y = b/a = 0.10,
and the submergence h/a = 0.20 fixed, and carry out the computations up to M = 3 by
varying the surface wave slope kA. By HOSE simulations, the time histories of the wave
forces and moments are obtained. In figure 3-2a we plot the time histories of the pitch
moments My obtained with both linear and nonlinear computations. It is clear that the
results are mostly sinusoidal, dominated by the first-harmonic components which have
the same frequency as the fundamental frequency of the incident wave. Limit cycles are
reached after 2-3 periods. Applying Fourier analysis, the mean values of My are evaluated.
Plotted in figure 3-2b, we see that steady values of A, are reached corresponding to the
establishment of limit cycles (To > 2T). With linear simulations (M = 1), the steady
value of My is positive (bow-down) while the nonlinear results (M = 3) show that it
should be negative (bow-down).
In a linear problem (M = 1), the first-harmonic forces Fi, F,1 and moment My 1 are
all proportional to kA, while the mean values F,, F, and My are quadratic functions of
kA. Both linear (M = 1) and nonlinear (M = 3) results are displayed in figures 3-3
to 3-5. We choose kA and (kA) 2 to normalize the first-harmonic and mean forces and
moments respectively. Thus normalized, the linear values remain constant with variant
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Figure 3-2: The time history of the pitch moments on a submerged spheroid in head sea as
functions of wave steepness kA with linear (--- -) and nonlinear ( M=3) simulations.
ka = r/2, b/a = 0.10, h/a = 0.20, kA = 0.10, U = 0, a = 0, H = cx.
wave steepness.
As nonlinear effects are included, it is found that for horizontal and vertical forces,
the (normalized) absolute values of both the mean and the first-harmonic components
decrease with the increasing of wave slope kA, as is the case for the first-harmonic pitch
moment. Generally speaking, the nonlinear effects affect the mean values much more
than they do to the first-harmonic ones. For example, as kA = 0.15, the mean horizontal
drift force obtained with M = 3 is about 80% smaller than the linear result, though the
nonlinear correction for the first-harmonic horizontal force is only 3%.
The nonlinear mean pitch moment, on the other hand, displays a noteworthy behavior,
featured by a sign-change as kA increases beyond a critical value, while its linear counter-
part remains a constant (after normalized by kA). A close-up view of this phenomenon
is found in Liu et al. (2000), where the contribution of linear and nonlinear effects to
the mean pitch moment A,, are found to be of opposite sign. The major contribution to
the nonlinear part of AL, is from the nonlinear interaction between first- and third-order
first harmonic waves, namely the vq 01 -qjl* term in (3.4). In the same study, the
position where the mean pitch moment vanishes, which is of great practical importance,
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Figure 3-3: The mean and first-harmonic horizontal forces on a submerged spheroid in
head sea as functions of wave steepness kA with linear (- - -) and nonlinear ( M=3)
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head sea as functions of wave steepness kA with linear (- - -) and nonlinear ( M=3)
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is evaluated and expressed in the simple formula:
1 - E(ka)e-2kh(kA) 2 = 0 (3.6)
where E is a coefficient depending only on the body geometry. Sample results of E are
given in Liu et al. (2000).
3.3.2 Influence of forward speed
We now consider case when forward speed is included (U $ 0). In linear cases, the
forward speed U affects the wave forces and moments in three ways: (i) the variation
of encountering frequency w,; (ii) the generation of steady Kelvin ship waves; (iii) the
generation of unsteady ship waves. These effects are coupled and generally speaking it
difficult to distinguish the influence of each one from the final results unless in some
extreme cases. For example, the Kelvin wave effect has nothing to do with the incident
wave and therefore it is independent of the wave steepness kA. Therefore, if the results
change very little with kA, it indicates that the steady wave generation is the dominant
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effect. On the other hand, the influence of the Kelvin wake is small if the dependences of
the linear wave loadings on wave steepness are the same as in the cases without a forward
speed (~ kA for first-harmonic values and ~ (kA)2 for mean values).
A noteworthy phenomenon in the cases with both incident wave and forward speed is
the existence of the critical combinations of the current velocity and incident wavenumber
associated with the unsteady wave radiations. In the sense of unsteady wave generations,
a body under incident waves with forward speed is analogous to the oscillatory motion
of a translating body. The dimensionless number T=- Uwe/g (we) is the encountering
frequency plays an important role in determining the radiated wave pattern and hydrody-
namic loads. Usually, this kind of problems are solved by distributing sources or dipoles
along the boundaries (see e.g. Havelock 1958, Newman 1959, Newman 1978a). As r is
close to 1/4, the problem could not be solved in the traditional way due to the fact that
the Green function of a single source becomes unbounded. Physically, this is because the
group velocities of certain generated wave components approach the forward velocity U.
A more careful study showed that for submerged bodies with non-zero volumes, steady
state and finite hydrodynamics loadings could still be obtained (Liu & Yue 1993), thanks
to the cancellation of unbounded terms.
In figure 3-6, we plot the time evolution of the mean pitch moment AI with To at the
critical T (F, = 0.117) in both linear and nonlinear cases. Steady, finite values of Mf, are
obtained after several periods (To > 3T, T = 27r/we). Simijar results are also obtained for
other components of the wave forces and moments, which prove that near T = 1/4, wave
loadings on the submerged spheroid all fall into limit cycles and all the components are
finite.
The three-dimensional wave patterns were also investigated in the literature. It has
been found that as 0 < T < 1/4, there exist three distinguishable systems of waves. The
first one resembles the Kelvin waves (see 6), consisting of the transverse and diverging
waves with a cusp angle of 19.5'. The second one also has patterns of transverse and
diverging waves although the cusp angle is larger than 19.50. The third system has
ring-type waves. As -r > 1/4, on the other hand, the transverse waves in the second
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Figure 3-6: The evolution of the mean pitch moment on the spheroid at -r= 1/4 (F, =
0.117) with - -- , M=1; and -M=3. kA = 0.10, ka = 7r/2, a/b = 10, h/a = 0.2,
H=- anda =0.
system disappear and part of the ring-type wave become diverging waves (for a detailed
description of the three-dimensional unsteady ship waves, see e.g. Cao 1991). In our
simulation, we also found the pattern switch of the diffracted waves (figure 3-7). As
T is larger than 1/4 (corresponding to the Froude number F, > 0.117), the upstream
disturbances vanish in the wave field.
Shown in figure 3-8a, we demonstrate the variation of the nonlinear mean pitch mo-
ment M, with different forward speeds in two different incident wave steepness kA = 0.05
and kA = 0.10. For comparison, the linear results are plotted in the same figure. Near
the critical r (F, = 0.117), irregularities are observed, though the value of M. remains
finite, confirming the conclusion of Liu & Yue (1993). Displayed in figure 3-8b, the first-
harmonic pitch moments decrease with F,, except for the anomalies near the critical T.
In the linear results for both MY and My, we notice that the results for the two different
wave steepness (kA = 0.05 and kA = 0.10) stay close to each other after normalized by
(kA) 2 for the whole range of forward speeds under consideration, a fact that indicates
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Figure 3-7: The diffracted/radiated wave patterns by the spheroid for two different for-
ward speeds: (a) F, = U/V 2ga 0.10(T = 0.21); (b)F, = 0.14(T = 0.31). For both
cases, ka = 7r/2, a/b = 10, a/h 5, a = 0, H = oo. The original incident wave is
subtracted from the wave field. Results obtained by HOSE method with M = 3, N,=8,
Nx = N=16N, No = No=16, ro=5T, and At = T/64.
the contribution from the steady Kelvin wake generation is small.
Systematic search is undertaken to identify the combination of F, and kA correspond-
ing to zero mean pitch moment, which would be of practical interest. Without any forward
speed (F, = 0), there are two kA's corresponding to zero mean pitching moments with
fixed geometry. One of them is the trivial zero point with kA = 0, while the existence of
the other one is implied by the sign-change of My from positive (bow-down) to negative
(bow-up). In the testing case we choose (ka = 7r/2, b/a = 0.10, h/a = 0.20), this point is
at kA - 0.08, according to the HOSE computations. Other combinations of kA and F,
corresponding to neutral M are shown in figure 3-9.
In figure 3-10 , we see that for linear cases, with forward speed increasing, the mean
drag force F, increases while the first-harmonic value decreases except for the irregu-
lar behavior near T = 1/4. It is also demonstrated that normalized by kA and (kA) 2
respectively, the dependences of F, and the first-harmonic horizontal force Fj1 on wave
steepness kA are negligible for all the different current speeds, which implies that the gen-
eration of steady waves has little influence on the horizontal forces. This result, however,
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Figure 3-8: The variation of (a) mean and (b) first-harmonic pitch moment on the spheroid
with F, = U/I/2ga: - -o- - kA = 0.05,M = 1; -o- kA = 0.05,M = 3; - >--o- -
kA = 0.10, M = 1;-o---kA = 0.10, M = 3. ka =7r/2, a/b =10, h/a = 0.2, H = cx
and a = 0.
does not hold for nonlinear results shown in the same figure.
The mean vertical force P, depends more on the magnitude of the velocity of the
current than on its direction, as shown in figure 3-11. Unlike the case of pitch moments
and horizontal forces, in figure 3-11 the two linear curves of P for kA = 0.05 and
kA = 0.10 differ from each other, demonstrating that the contribution from the steady
radiation to F2 is relatively large.
In all these mean and first-harmonic forces in the horizontal and vertical directions
as well as the first-harmonic pitch moment, the values remain finite in the vicinity of
-r = 1/4. Certain local anomalies do exist close to that point, though they are not as
obvious as in MY .
3.3.3 Influence of attack angle
Due to the fact that the dependence of the fist-order first-harmonic potential q ') on
submergence z is in the form of e-kz, with strip theory the distribution of the linearly-
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obtained vertical drift force along the length of the spheroid, fiz(x), is approximately
proportional to e-2k(h-xa). By integration over the length (-a, a), it is easy to find that for
small attack angles, the variation in mean pitch moment AR 1 oc a while the variation in
vertical drift force AFzu 1c a2 . Both of these expectations are confirmed through direct
numerical simulations, displayed in figures 3-12 and 3-13. The nonlinear results of MY
and F, are also shown.
3.3.4 Effects of finite water depth
In the high-order spectral-element formulation, the finite-depth effect is taken into account
by considering the Green function to be the combined effect of a Rankine source and its
image with respect to the bottom. The most obvious effect of water depth is to the
dispersion relations of the incident waves. However, in the case we consider (kH = 2),
this effect is fairly small.
As the bottom is close to the spheroid, it imposes a well-known suction force on the
body. This offsets certain amount of the mean lifting force caused by the free-surface
waves, as is displayed in figure 3-14. The bottom effect also cancels some bow-down
moments by the free surface. The nonlinear effects, featured by the differences between
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Figure 3-12: The variation of mean pitch moment on a spheroid with different attack
angles for: -M = 1; --- M= 3, kA = 0.05; and - - -- M = 3, kA = 0.10. ka =-
7r/2, b/a = 0.10, h/a = 0.20, H = 0. Results obtained by HOSE method with N,-=8,
N = Ny=16Nw, N, = No=16, -ro=5T, and At = T/64.
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Figure 3-13: The variation of vertical drift force on a spheroid with different attack
angles for: -- M = 1; - - -M = 3, kA = 0.05; and - - -M = 3, kA = 0.10. ka =
7r/2, b/a = 0.10, h/a = 0.20, H = oo. Results obtained by HOSE method with N=8,
Nx = NV=16N., NV = NO=16, ro=5T, and At = T/64.
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the M = 1 and M = 3 results, are stronger in finite depth in the case of mean pitch
moment (figure 3-15).
3.4 Comparisons with laboratory experiments
Experiment were conducted in the towing tank of MIT to measure the wave force and
moment on a submerged submarine-shaped object with and without forward speed (see
Yue & Triantafyllou, 1998). The results are compared with those obtained numerically.
The setup of the experiment is shown in figure 3-16. The hull is made of a cylindrical
tube fitted with two hemispherical caps to the bow and stern of the hull. The overall
length of the body is sixty inches (L = 2a =1.52 m) with diameter 0.152 m. Sensors are
mounted to measure the force and moment on the body. Note that the geometry of the
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Figure 3-16: Setup of the experiment (from Yue & Triantafyllou 1998).
testing hull and that used in the numerical simulations are not exactly the same, though
they are close to each other. Some of the differences between the measured and calculated
forces and moments are caused by this discrepancy.
Zero forward speed case (U=O)
We first consider cases with no forward speed. The center submergence of the model
is fixed to be 15.24cm (6 inches) and the incident wave frequency used is 0.716 Hz. For
two different incident wave amplitudes (A=1.48cm and A=2.37cm), the comparisons for
the first-harmonic and steady components of the vertical force are presented in tables 3.1
and 3.2, respectively.
For the first-harmonic vertical force, which is the first-order in the wave steepness, the
measurements agree with the numerical prediction very well. The measurements are in
general slightly smaller than the theoretical prediction with the discrepancy between them
less than 0(5%). In particular, better agreement between the experiment and the theory
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kA A(cm) t 2 1 (N) Fzi (N) Fzi - Fzll/F21
0.03 1.48 9.74 9.94 2.1%
0.05 2.37 15.50 16.10 3.9%
Table 3.1: The comparison of the first-harmonic vertical wave force on the body between
the measurement, Fzi, and the numerical simulation prediction, Fzi. The body is sta-
tionary in waves. Numerical results obtained by HOSE method with M = 3, N,=8,
N = Ny=16N., NV = NO=16, O=5T, and At = T/64.
kA A(cm) P2 (N) F2 (N) F2/F21  F2 - F2|/Pz
0.03 1.48 0.40 0.365 3.67% 8.75%
0.05 2.37 1.00 0.930 5.8% 7.0%
Table 3.2: The comparison of the steady vertical wave force on the body between the
measurement, F 2, and the numerical simulation prediction, P2. The body is stationary
in waves. Numerical results obtained by HOSE method with M = 3, N=8, N, =
N,=16N4, Y- = NO=16, m0=5T, and At = T/64.
obtains for smaller incident waves. This behavior agrees with the finding in the two-
dimensional circular cylinder case where this is attributed to the presence of circulations
around the body.
For the steady vertical force, which is the scond-order in the wave steepness, the
measurements are about 0(10%) larger than the theoretical predictions. For both the
wave amplitude A=1.48cm and A=2.37cm, the steady vertical force is about 0.4 ~ 1.ON
which is about 3 ~ 5% of the first-harmonic vertical force.
Forward speed case (U $ 0)
For the forward speed case, we consider one forward velocity U=0.5 m/s for both the
head and following seas. The associated Froude number in terms of the length of the
model is F,=U/(gL) 1/ 2 =0.13. The incident wave frequency is again chosen to be 0.716
Hz, and the wave amplitude is 0.21 cm. The center submergence of the model is fixed to
be 16.51 cm (6.5 inches).
For the first-harmonic vertical force, the comparison between the measurements and
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U(m/s) kA A(cm) F.1 (N) Fz 1 (N) IFz i - F211/zj
U = 0 0.042 2.10 13.1 13.4 2.3%
U = -0.5 (head sea) 0.042 2.10 12.5 13.60 8.8%
U = 0.5 (following sea) 0.042 2.10 10.5 11.23 6.9%
Table 3.3: The comparison of the first-harmonic vertical wave force on the body between
the measurement, FPi, and the numerical simulation prediction, Fri. The body moves
forward at speed U=0.5 m/s in head and following seas (F=U/(gL) 1 / 2=0.13). For com-
parisons, the case for U=0 with the same wave condition is also included. Numerical
results obtained by HOSE method with M = 3, N=8, Nx = N=16N, N9 = No=16,
-ro=5T, and At = T/64.
U(m/s) kA A(cm) F, (N) PJ7 (N) P__/F_ _F__ - /F
U = 0 0.042 2.10 0.70 0.65 4.9% 7.1%
U = -0.5 (head sea) 0.042 2.10 0.74 0.70 5.1% 5.7%
U = 0.5 (following sea) 0.042 2.10 0.95 1.01 9.1% 6.3%
Table 3.4: The comparison of the steady vertical wave force on the body between the
measurement, Fz, and the numerical simulation prediction, F,. The body moves forward
at speed U=0.5 m/s in head and following seas (F=U/(gL)1/ 2 =0.13). For comparisons,
the case for U=0 with the same wave condition is also included. Numerical results
obtained by HOSE method with M = 3, N=8, N4 = N=16N, N9 = NO=16, 'ro=5T,
and At = T/64.
the numerical simulations is shown in table 3.3 for both head and following seas. The
corresponding result for the zero forward speed case is also shown there. Like in the
zero forward speed case, the measurements are smaller than the simulation prediction
in general. However, the discrepancy between the measurements and the theory slightly
increases to 0(8%) for both head and following seas. This can again be attributed to
the non-potential flow effect such as the circulation around the body due to (weak) flow
separation.
The result for the mean vertical force is shown in table 3.4. It is seen that the
measurements agree well with the theory with the discrepancy between the measurements
and the theory less than 0(7%). This is similar to the result for the zero forward speed
case.
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Based on the convergence tests done in 2.6, we expect the accuracy of the HOSE
simulation with this problem to be within 1%. Therefore, the differences between the
experimental and computational results must have been caused by the discrepancy of the
body geometry in the two methods and possibly the experimental error.
3.5 Conclusions
The hydrodynamics forces and moments on a submerged spheroid are calculated by the
high-order spectral-element method up to the third order with respect to wave slope.
As the nonlinear effects increases by increasing the steepness of the incident waves or
reducing the body submergence, sign-change of the mean pitch moment from bow-down
to bow-up is observed. Considering the effect of forward speed, all the hydrodynamic
loads remain finite near r = 1/4 in both linear and nonlinear simulations, confirming the
conclusion by Liu & Yue (1993). Influences of angle of attack and finite water depth are
studied with systematic numerical simulations. For both zero-speed cases and cases with
forward speed, comparisons with experimental results are made and good agreements are
obtained.
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Chapter 4
Dynamics and Nonlinear
Short-Wave Generation of a Moored
Near-Surface Buoy
Extensible cables have been widely used to position or tow floating facilities such as
offshore platforms, ships, and buoys in the ocean. Most previous studies on the subject
of the dynamics of tethered objects in waves have been limited to the prediction of
hydrodynamic loads on the structures and mooring systems. In the present study, our
main interests are dynamics of the moored near-surface objects and the mechanisms
of generating short free-surface waves which may be detectable by remote sensing. For
specificity, we consider the dynamics of a single near-surface spherical buoy tethered to the
bottom through a synthetic cable. We consider the nonlinear response of the cable-buoy
system subject to the influence of a regular incident wave and the nonlinear free-surface
pattern that results.
The problem we pose requires the effective solution of two coupled dynamical prob-
lems. First is the nonlinear dynamics of a body interacting with ambient surface waves.
This problem for floating or submerged bodies is classical and has been studied exten-
sively. For large-amplitude (and arbitrary) body motions, the general nonlinear problem
must be solved numerically in the time domain, and three-dimensional results are still
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quite limited (see e.g. Tsai & Yue 1996 for a review).
The other problem is that of a cable in arbitrary motion wherein both transverse
and longitudinal motions are important as well as the effect of bending stiffness when
tension in the cable becomes zero or negative. Despite the complexity, capabilities for
such simulations have recently become available (see e.g. Triantafyllou 1994 for a review).
The present work combines these two capabilities in nonlinear wave-body interactions
and tether mechanics to study the coupled dynamics of a submerged buoy. Of special in-
terest are the nonlinear mechanisms for the generation of surface disturbances particularly
in the higher-harmonic short-wavelength (relative to incident waves) regime. Through our
investigation, we identify two classes of mechanisms for nonlinear short-wave generation.
(I) For relatively small buoy-tether motions, wherein the (positive) tension in the
cable is maintained, higher harmonic surface waves are generated mainly via nonlinear
(sum-frequency) wave-wave and wave-body interaction mechanisms. The amplitude of
the m-th harmonic wave is, in general, of order O(EW), where e measures the incident
wave steepness. Although, the m-th harmonic wave can be as short as m that of the
incident wave and may occur where there is an absence of ambient wave energy, the
amplitudes are increasingly small for larger m. Thus, this represents a relative weak
mechanism for detectable short waves.
(II) When the incident wave amplitude increases above a certain threshold, we find a
new cable-buoy-wave interaction mechanism wherein the cable tension may alternatively
vanish and increase rapidly to large values in a cable "snapping" motion. The resulting
buoy motion is in general chaotic and imparts substantial amount of energy into surface
waves in a broad frequency range. Our calculations show, for instance, appreciable radi-
ated energy in frequencies as high as m 0 0(10) for E - 0(0.1) and realistic cable-buoy
properties/configuration. This is therefore a novel and highly efficient mechanism for
short-wave generation by a submerged tethered body.
Through numerical simulations, we find that above a threshold value in the incident
wave amplitude, the buoy motion changes to be chaotic as a result of sudden losses of ten-
sion in the cable during the part of the cycle of incident wave excitation. A large amount
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of energy in the buoy response is transferred from the primary harmonic to the high
harmonics. The generated high-harmonic/short surface waves are thus greatly increased
compared to the case when the buoy performs regular motions. The detectability of the
wave patterns by the chaotic response of the tethered buoy is significantly enhanced.
The radiated waves by the motion of tethered bodies depend not only on the wave-
body interaction mechanism but also on the characteristics of the body motion, which is
closely affected by the tether dynamics. Thus, the complete determination of the gener-
ated wave properties involves the solutions of the two separate dynamic problems which
are coupled through the motion of the buoy: one is the wave-body interaction prob-
lem involving nonlinear free-surface hydrodynamics; and the other is the cable dynamics
involving the nonlinear continuum mechanics.
In 4.1, we describe the physical problem and the mathematic formulations for the
wave-body interaction problem and the cable dynamic problem. To solve this coupled hy-
drodynamic and dynamic interaction problem, we develop an effective numerical scheme
in 4.2 by coupling the high-order spectral-element method (see 2) for the nonlinear
wave-body interaction and an implicit finite-difference method for the nonlinear cable
response (Tjavaras et al. 1998). In 4.3, we present the simulation results showing the
regular and chaotic responses of the tethered buoy. Of special interest are the free-surface
wave patterns created by these motions which are analyzed. We conclude in 4.4.
4.1 Formulation of the nonlinear wave-buoy-cable in-
teraction problem
The physical system under study consists of a near-surface buoy tethered to the bottom
through an extensible cable (see figure 4-1). Under the influence of incident surface waves,
the cable-buoy system is subject to oscillatory forces and is excited; its motions, in turn,
create free surface waves. Our interests are the dynamics of the tethered-buoy motion
and the characteristics of the resulting radiated waves.
Depending on the motion of the buoy, the cable can be stretched or compressed. When
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the amplitude of body motion in the tangential direction to the cable exceeds the static
extension of the cable, the cable is under compression and thus loses its tension in a
partial period of body oscillation. Such a discontinuity in the variation of the tension in
the cable may cause fundamental changes in the characteristics of the buoy motion and
the generated wave patterns. The present study is motivated by this simple intuition.
For the present study, the nonlinear wave-body interaction problem is solved in the
context of potential flow and arbitrary body motions in the time domain. Viscous effects
on the body and the cable are accounted for with simple models of (constant) drag co-
efficients in Morison's formula applied using relative velocity including wave and body
motions. Within this context, the problem is treated in its generality, including all non-
linearities for a three-dimensional response and wave generation.
Although viscous effects become important in the presence of a current, or for the case
of large Keulegan-Carpenter number defined as Kc=27rekhA/D, where k is the wavenum-
ber, A the wave amplitude, and h the center submergence of the body, we address in this
paper primarily the inviscid hydrodynamic problem, which is often sufficient to describe
the dominant effects causing wave generation at the free surface. For the response of
the buoy and cable, the viscous effects are accounted for using a quadratic drag term in
Morison's formula. These are the only assumptions made in the hydrodynamic formula-
tions. For specificity, we consider a spherical buoy, diameter D. We assume a constant
density for the sphere, ps, which is less than the water density p. The sphere is attached
at the center to the upper end of a cable so that, in the absence of waves, the center of
the sphere is at a distance h below the mean free surface. The lower end of the cable is
fixed on the bottomn at a depth H.
We define a Cartesian coordinate system with z-axis vertical and positive upwards,
z = 0 coinciding with the undisturbed free surface. We assume that the cable-buoy system
is subject to the action of harmonic uni-directional incident waves, wavelength A[, in the
x - z plane. Even under planar wave excitation, the motion of the cable-buoy system may
not be planar due to three-dimensional instability (cf. Tjavaras et al. 1998). In this case,
the position of the center of the sphere is denoted by its Cartesian coordinates (X, , Z).
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Figure 4-1: A near-surface tethered buoy under waves.
119
If the motion is (assumed) planar, it is convenient to define the polar coordinates of the
body center, (r, 0), defined in the x - z plane with respect to the bottom attachment
point (0, 0, -H) (see figure 1). In this paper, we focus primarily on the planar motion
case. The possibility of out-of-plane motions are discussed in 4.4.
The problem of nonlinear wave interactions with a tethered near-surface buoy consists
of two separate hydrodynamic problems which are coupled through the motion of the
buoy. The first problem involves wave diffraction and radiation by the buoy; the second
problem involves the mechanics of the cable under surface waves. These two problems
are coupled at the buoy-tether interconnection, hence ultimately their simulation requires
coordinated simulation of both problems.
4.1.1 Equation of motion for the buoy
The motion of the buoy is governed by Newton's second law:
d2 X
Md = B - W + FBfT (41)
dt2
where X E (X, Y, Z) denotes the center position of the buoy, t the time, M the mass
of the buoy, B the buoyancy force on the buoy, W the weight of the buoy, FB the
hydrodynamic force on the buoy, and T the tension of the cable at the connection with
the buoy center.
Equation (4.1) for the buoy motion couples the wave-buoy interaction problem and
the cable-buoy dynamic problem. The position and velocity of the buoy, X and X =VB,
determine the diffracted and radiated wavefields and the hydrodynamic force FB. At
the same time, the magnitude and direction of the cable tension force T is given by the
solution of the cable dynamics for specified X and t (and cable position and velocity).
4.1.2 Hydrodynamic force on the buoy
The hydrodynamic force on the body FR consists in general of a potential flow con-
tribution associated with wave diffraction and radiation, FB; and a viscous drag effect
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associated with vortex shedding, F. The latter is generally unimportant in the absence
of current, and for small to moderate Keulegan-Carpenter number K, = 27re-klhA/D,
where k1, A are the incident wavenumber and wave amplitude.
For the potential flow contribution, we formulate the wave-buoy interaction problem
in terms of the velocity potential 4'(x, t) which satisfies Laplace's equation (V2<t=0)
inside the fluid. On the instantaneous free surface, denoted by z=((x, y, t), (D satisfied
the nonlinear kinematic and dynamic boundary conditions:
(4.2)
4)t+}|74D2 + g( = 0,
where g is the gravitational acceleration. On the body, SB(t), the no-flux condition
applies
n - VB on Su(t) (4.3)
oBn
where n=(n, ny , nz) is the unit normal into the body. On the bottom, z = -H, we have
= 0, or V'D -+ 0 as z -+ -oc for deep water (H >A).
For initial conditions, at t = 0, the free-surface elevation and velocity potential as well
as the position and velocity of the body are prescribed, typically quiescent conditions
for the flow and equilibrium position for the cable-buoy system. The initial-boundary-
value problem for the velocity potential 4 is complete with the imposition of a radiation
condition at the far field, in this case, a physical argument that the diffracted and radiated
waves by the body propagate away from the body.
In terms of the velocity potential ID, the hydrodynamic pressure (P) on the buoy is
determined according to Bernoulli's equation:
P 1
- = -4)t - 1-V1 - V<) . (4.4)
p 2
The wave force F' on the buoy is obtained by integration of the pressure over the body
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surface:
Ft = -pf (LB + 74 -V4)nds. (4.5)
To account for the flow separation effect, we include a viscous drag force on the body
which we estimate using a quadratic (Morison's) formula:
-- PCDAp(VB - Vtr)IVB - VtI (4.6)
where C is the drag coefficient and A the projected area of the body, 4) is the velocity
potential for the incident wave field, and VI is evaluated at the center of the body. Note
that the treatment (6) for the viscous force on the body is consistent with that for the
cable ( 4.1.3). For the problem we consider, the force on the body is dominated by F%
and the inclusion of (6) has in fact minimal effect on the final results.
For KC> 1, the hydrodynamic load is dominated by flow separation and added-mass
effects and wave diffraction and radiation effect is negligible. In this case, a simple model
can be written for the total hydrodynamic force FB with (4.5) replaced by an added-mass
term only, namely the Morison's formula:
d d 1
FB = -Mad(VB - VtI) + pVVt - 1PCDAp(VB - VtIVB - VtI (4.7)dt dt 2
d 8
where the substantial derivative Tt = + (Vt - VB) - V, Ma is the added mass of
the buoy, and V the volume of the buoy. On the right hand side of (4.7), the first term
represents the added mass force, the second term the buoyancy force due to the unsteady
ambient flow, and the third term the viscous drag force.
4.1.3 Equations of the cable dynamics
We model the cable as a slender rod and describe the cable motion in terms of its cen-
terline. The equations of motion for the cable include the balance of forces, the balance
of moments and the compatibility of the cable geometry. To avoid the ill-por d problem
when the tension of the cable becomes vanishingly small or negative (Triantafyllou &
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Howell 1994), the bending stiffness of the cable is included.
Rotation Matrix
We define a local Lagrangian reference frame with three unit vectors t, h, and b in the
tangential, normal, and bi-normal directions of the cable, respectively. Each point along
the cable is represented by its Lagrangian coordinate s which is equal to the physical
length of the cable from the low (attachment) point. This Lagrangian reference frame
can be related to the space-fixed Cartesian coordinate system (x, y, z) by the relation:
A =[C] 3 (4.8)
k
where i, j, and k are the unit vectors in the x-, y- and z-directions. Here the rotation
matrix [C] (3 x 3), which varies both along the cable span and with time,i.e. C = C(s, t).
Since the length of the cable is several orders of magnitude larger than its diameter,
its configuration and motion can be described by the shape and motion of its centerline.
We tag each point along the cable with the distance s from the end of the cable to this
point when the cable is not stretched. Considering an arbitrary vector G = G(s, t),
G = [Gx, Gy, Gz]T in the fixed reference frame. Going to the local reference frame,
G = [Ga, G2 , G3 ]T. These two expressions of G are linked by the rotation matrix:
G1 Gx
G2 =C G . (4.9)
G3 Gz
We denote the angular velocity of the local reference frame with respect to the fixed
reference frame by 0(s, t) and the Darboux vector of the cable by A(s, t) = (A 1, A2, A),
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then the derivatives of G are given by:
DG aG
=5t + x G,(4.10)Dt Ot'
D - + A x G . (411)
Ds as
Note that the Darboux vector A(s, t) is defined as in Landau & Lifshitz (1959), i.e. the
torsion is the material torsion of the cable and not the geometric torsion of the line.
The most commonly used method to obtain the rotation matrix C is using three Euler
angles. Its disadvantage is a well-known singularity involved in Euler-angle methods. The
standard way to avoid it is to choose a sequence of rotations which become singular at
a position that we do not expect to occur. However, for long-time simulations, in which
the range of the motions can not be known in advance, the Euler-angle method is not
adequate.
An alternative method of describing the rotation from fixed to Lagrangian frames is
the method using Euler parameters, which shows no singularity. The method was first
used in cables by Hover (1997), and is based on the principal rotation theorem derived
by Euler: An arbitrary orientation change can be achieved by a single rotation through a
principal angle a about a principal unit vector i. The four Euler parameters are defined
in terms of a and components of I:
,o cos(a/2)
1 A 
_0lx sin(a/2) (4.12)
2 ly sin(a/2)
033 [ lzsin(a/2)
in terms of which, the rotation matrix can be written in the form:
1#+# - # - 03 2(0102+ 003) 2(31[33 -- oO2)
C = 2(3102-,3003) 00 3_-/2+ 22-/,33 2(3233+43031) . (4.13)
2(31#3+4002) 2(2/3- /01) - _02 - / + #
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Figure 4-2: Reference system for the cable dynamics.
Equations of motion
To derive the differential equations of motion, consider an infinitesimal segment of the
cable which has an unstretched length Js, centered at a point s in a position R(s, t), as
shown in figure 4-2. Under the applied internal and external forces and moments, the
segment stretches to a length 6s, and the mass per unit length of the cable segment is
reduced from m, to MCI. From the conservation of mass of the cable, mc1=mc/(1 + E)
where the strain of the cable is E =- 6s,1/s - 1. The forces on the cable segment can be
considered to consist of the internal force, T=Ti + Sji + Sb where T is the effective
tension in the longitudinal direction and S,, and S are shear forces in the transverse
directions, and the external hydrodynamic force F, (Triantafyllou 1994). Balancing these
forces, we obtain
MCIDV= D + Fe (4.14)
Dt Ds,
where the cable velocity is V =- aR/ot=Ui + Vh + Wb.
Let the velocity of the fluid be Vf = uf i + vf f + wf =U i + V J + W k and the
velocity of the cable to be V = u-? + vft + wb = Ui + Vj + Wkc, the hydrodynamic force
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on the cable, given by Morison's formula, takes the form:
FefrdCDt 1 1 'y
P 2(1 +)i J
dCOD W 1 rpd 2  - 4mai,.
2(1+ 14 + 4 p(1+e)
JdCDp 1 2 2)1rpd,> - 4lart(.i
-- E - W,(V + w) -2 (4.15)
12(1+)2 T4p(l+E)
where d and ma are the diameter and the added mass (per unit length) of the cable,
and CDt and CD, the drag coefficients in the tangential and normal directions. In (4.15)
Ur y u - uf, V =v - v1 and w, E w -- WJ are the velocity components of the cable
relative to the fluid.
Expanding the total derivative terms and making use of mass conservation, we can
rewrite (4.14) in the form:
Dy DMC( 9V+ XTV) = + A x T + (1 + e)Fe (4.16)
at as
The cable is in general under the action of the internal moment Q=QT? + Qit + Qbt.
The moment equation is given by the balance of the internal moment and the moment
caused by the internal force T:
+ A x Q + (1 + E)3_ x T = 0 . (4.17)
as
The components of Q follow the standard Kirchoff assumptions on rod deformation and
are given by Q,=GIA 1, Qa=EIA2 , and Qb=EIA 3 , where El and GI, are the bending
and torsional stiffnesses of the cable, respectively.
The compatibility of the cable deformation requires that the position vector of the
cable R(s, t) and its partial derivatives are continuous in both t and s. This condition
leads to the following relation between the cable velocity V and the strain of the cable c:
+(I1+ C)rl x -r^ =9 + A x V .(4.18)
yti0as
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The deformation of the cable is related to the tension T by the stress-strain relation which
can take the general form T=f(i) depending on the cable property. For simplicity, we
adopt a linear stress-strain relation: T=vc with v=5 x 10 N/m 2 , which is a typical value
for a nylon cable.
The governing equations for the cable dynamics can be summarized in a combined
vector form:
-- + W(Y)-- + P(Y) = 0 (4.19)
where Y denotes the unknown vector
Y = [ESLSbu vwfo 0 1 2l33 AA 2 A3 T . (4.20)
The coefficient matrix W and vector P are nonlinear functions of unknown Y and their
exact expressions are given in Appendix B.
For boundary conditions, at the low end Si the cable, the position is fixed (V=O);
while at the top end, the position and velocity are equal to those of the center of the
buoy.
4.2 Numerical methods
For the simulation of the nonlinear dynamics of the combined wave-buoy-cable problem,
we develop a computational scheme which couples an efficient high-order spectral-element
method (see 2) for nonlinear wave-body interactions with an implicit finite-difference
method for the cable dynamics. The resulting method accounts for nonlinear wave-
wave and wave-body interactions up to an arbitrary high order in wave steepness and
includes the effect of vanishing tension (and bending moment) in the cable. As we shall
see (see 4.3), this scheme is capable of simulating highly transient snapping motion of
the buoy-cable system and quantifying the resulting high-frequency free-surface signature
associated with such motions.
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4.2.1 Implicit finite-difference method for the buoy-cable dy-
namics
We solve the governing differential equations for the motion of the buoy-cable system,
(4.1) and (4.19), using an implicit finite-difference scheme. The discrete form of the
equations is derived using the so-called box method and the resulting system of nonlinear
equations is solved by iterations with relaxation (details are in Tjavaras 1996). According
to Wendroff (1960), this scheme is unconditionally stable and convergent and retains
second-order accuracy in space and time.
For the buoy, given its position X"- and velocity VB at time t,,-, we find the
velocity of the buoy V~3 at the new time, tn, from the discrete form of (4.1):
V n-V"~ n- 
M B = B - W + FB 2  n-+ T (421)
dtB
where tn = n6t and Rt is the time step for the buoy-cable dynamics problem. The new
position of the buoy X" is obtained by integration of the buoy velocity in time:
X"n= X- 1 + 1 6t(V + Vp'). (4.22)2
In (4.21), the wave force F72 is determined by extrapolation based on known previous
values of FB (obtained from the wave-body interaction problem with HOSE method). In
the implicit scheme, the tension force T 2 approximated by (T" + T- 1 )/2 is solved
simultaneously with the cable dynamics problem.
For the cable, given the values of the variable Yn- 1 at time t-1, we seek the unknown
variable Y, at time tn from the governing equation (4.19). To do that, we divide the
cable into N, - 1 segments separated by N, collocation points along the cable, j=1,2,...
N,. We write (4.19) in a discrete form at the center of each computational "box" formed
by the time and space indices n and j. At the center of the "box" (n - 1, j - }), we
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evaluate Y and its derivatives by
(Y) fLj = -1(Yn_ 1 ,_ 1 + Yn-1, + Y,-1 + Yn,) , (4.23)
(21) ,-l- - (Y1+ Tn1 Jn1 + Yn , (4.24)
(0y) 1 - -j1- + 6.n) (4.25)
4s9) n 1 2 6sj_j jsj_1
Here 6 sj_1 represents the unstretched length of the cable segment between the grid points
j - 1 and j. Note that 6s can be different along the cable and smaller segments can be
used, say, at the ends of the cable where the variations are large.
With (4.23), (4.24) and (4.25), the cable equation (4.19) can be rewritten in the
discrete form:
26t(Yn,, - Yn,- 1 ) + 6t6s I(Pn,j + P,- 1 ) + 3smi(HinjYn,, + NJ- 1Yn,-1
+'n_ 1-,Yn, + Jn-1,-1 Yn,- 1 - -n,jyn-1,j - 'nj-iYn-1,-1)
= -26t(Yn_ 1 , - Yn_1,j-1) - 6ts 1 _1(Pij + Pn-1,_1)
+6sy_1(7in_1jYni+,j +n-1yn-1,-1)7 , j = 2,3,.. .,N . (4.26)
Equation (4.26) together with (4.21) and (4.22) as well as the boundary conditions at the
lower attachment point forms a system of 13N, nonlinear equations for 13N unknowns
(YnI j=1,2,...,Nc), which we solve iteratively using a relaxation method.
An alternative algorithm with backward difference approximation of 0/Ut is called the
modified box method. We have
6t(Yn,j - Yn,yj-1) + t6 spi(Pnj + Pnj-1) + sj-1( , + Th,-IYnjj1
-7n,yn_1,j - 7Rn,,1Yn_1,-_) = 0. (4.27)
The modified box method are less accurate than the box method, while it can avoid
the spurious high-frequency tension in the cable due to the weak instability introduced
129
by central difference approximation of a/at (Smith, 1985). These spurious modes, on the
other hand, do not appear in our numerical tests of the synthetic cables with the box
scheme. Therefore, we choose the box method as the algorithm for the present study.
4.2.2 Numerical implementation
The simulation of the coupled nonlinear cable-buoy and buoy-wave interaction problem
consists of three main steps. Beginning from initial values of 4, (, X and VB, at each
time t: (I) solve the boundary-value problem for 4(")(x, y, z, t), m=1,. . .,M, and evaluate
tz(x, y, z = (, t) and FB(t); (II) solve (4.26), (4.21) and (4.22) for new values of Y(t+At),
X(t+At) and VB(t+At); (III) integrate the free-surface evolution equations (2.8) forward
in time for 4'(x, y, t + At) and ((x, y, t + At). Repeat (I)-(III) with t + At -4 t.
Note that, in practice, the time scales of the wave-body and cable dynamics are
disparate and 6t < At in general. Thus, step (II) above typically represents many
(~ At/Jt) steps of the cable equation integration with intermediate values of FB obtained
by extrapolation of previous values of FB given at At intervals.
For the wave-body problem (step I) the numbers of free-surface and body spectral
modes are, in practice, truncated at suitable numbers, say, Nf for XPpq and Nb for
IF Bkt and the spectral expansions in (2.24), (2.25), and (2.26) are expected to converge
exponentially fast with increasing Nf and Nb. The boundary-value problems are solved
using a pseudo-spectral approach, wherein all the spatial derivatives are evaluated in
the spectral representation, while nonlinear products are computed in physical space at
discrete control points. The rapid transformations between the two representations are
effected by fast-Fourier transforms. (Details of the implementation can be found in Liu,
Dommermuth & Yue 1992).
For the overall problem, the static solution of the cable-buoy problem is chosen as
the initial condition for the cable-buoy system. For incident waves, we choose exact
Stokes waves (Schwartz 1974) of steepness E=k1 A, period r1 and wavelength A, and
select a periodic domain of length and width 2L = NA 1, i.e. N complete waves in both
horizontal dimensions.
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The far-field condition of no reflected waves is accomplished using this relatively large
(doubly-)periodic computational domain. We place the buoy at the center of the (square)
domain, and, to avoid reflections for long-time simulation, we taper out the wave distur-
bances near the horizontal boundaries at each time step. With this tapering, the final
results are unaffected when the size of the domain L is further increased (see Dommer-
muth & Yue 1988; Liu et al. 1992 for details).
4.2.3 Convergence tests
We perform systematic numerical tests to verify the accuracy and convergence of the
present numerical method.
We consider a spherical buoy (diameter D) connected to the bottom (at depth H/D= 16.7)
by a synthetic cable of unstretched length lo/D=13.3, diameter d/D=6.7 x 10-1, and
density pr /p= 1 .1 1 . We consider a single incident wave, wavenumber k1D=0.24 and am-
plitude k1A=0.13. The sphere is given a mass of M=0.91 pV, i.e. 9% buoyaficy. The
static tension of the cable at the connection with the buoy is thus T,=O.09pgV. Under
static condition, the cable has a stretched length of 10+ Al with Al ~ 0.041o as a result of
the buoyancy of the sphere. The mean submergence of the center of the sphere is there-
fore h/D=2.8. For this problem, the drag coefficients set to be CD=0. 2 for the sphere,
and CD= 0 .1 and CDp=1.0 for the cable.
To demonstrate convergence, we present and compare the results for the tension of the
cable, T (equal to IT I), at the connection point at the (center of the) sphere. For the wave-
body problem itself, the convergence behavior of the fourth-order Runge-Kutta scheme
with time step At is well established (e.g. Dommermuth et al. 1988; Liu et al. 1992).
Table 4.1 shows the results for T at time t = 7r1 for varying perturbation orders M;
numbers of free-surface and body modes N1 , Nb; number of cable segments N; and cable
integration time step 6t. The computational domain is fixed at N=4, and At=rn/50.
The exponential convergence of the results with increasing Nf, Nb and M can be observed.
The expected second-order convergence rates with N, and with 6t are also obtained.
For chaotic motions (with flat power spectra), it is in general difficult to fully resolve
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Table 4.1: Convergence of the upper end cable tension, T/(TkA), at time t=r for
different values of computational parameters.
all the spatial/temporal scales. Nevertheless, based on results such as those in Table 4.1
and a requirement that maximum errors for the results be less than ~1%, we use, for
subsequent computations, L=4AI, NJ=128 x 128, Nb=8 x 8, Nc=200, and At=TI/50=206 t.
To capture the essential nonlinear wave-wave interactions, unless otherwise noted, HOSE
method is applied with M=3.
4.3 Numerical results
Our interests are the mechanisms for the generation of short surface waves by a submerged
tethered buoy. To be specific, we consider the same cable-buoy system and configuration
(including water depth and incident wavelength) in 4.2.3 and study the effects of varying
incident wave amplitudes. We remark here that the physical and geometric parameters
of this buoy-cable system are not atypical of such underwater moored buoys.
Even in the presence of planar incident waves, the motions of the buoy and cable
may not remain planar under certain conditions (cf. Tjavaras et al. 1998). Although the
methodology and codes of 4.2 we develop are applicable for general three-dimensional
motions, we assume below that the buoy-cable motions are restrained in the plane of
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Nf Nb Nc At/6t M=1 M=2 M=3
32x32 8x8 200 20 12.068 12.158 12.165
64x64 8x8 200 20 11.939 12.031 12.038
128 x128 8x8 200 20 11.946 12.035 12.041
128 x128 4x4 200 20 11.652 11.743 11.750
128x128 4x8 200 20 12.010 12.102 12.106
128x128 8x8 200 20 11.946 12.035 12.041
128 x128 8x8 50 20 11.894 11.984 11.989
128 x128 8x8 100 20 11.931 12.022 12.029
128x128 8x8 200 20 11.946 12.035 12.041
128 x128 8x8 200 5 11.712 11.801 11.808
128 x128 8x8 200 10 11.887 11.972 11.980
128 x128 8x8 200 20 11.946 12.035 12.041
the wave (x-z plane). The associated free-surface disturbances are, of course, fully three
dimensional. The possible three-dimensional response of the buoy-cable is discussed in
4.4 where an example is also given.
Our simulations show that the cable motion is regular only for very small incident
amplitudes (see figure 4-20). Beyond a threshold value in the incident wave amplitude,
the buoy performs chaotic motions as a result of snapping of the tether. Such snapping
motions are found to be chaotic in nature and provide an extremely effective mechankm
for short-wave generation. Thus, compared to the regular motion case, the generated
high-harmonic/short waves are greatly amplified once snapping motion sets in.
4.3.1 Regular motion
We consider a small incident wave amplitude corresponding to steepness k1A=0.016.
Figure 4-3a shows the time history of the top-end cable tension. As expected for such
small incident waves, the cable retains a positive tension T at all times and the cable-
buoy system behaves like a (taut) inverted pendulum in oscillation. In the numerical
simulations, the motion of the buoy is started abruptly from rest in an incident wave
field. The tension T(t) thus contains, in addition to the forcing response, a transient
response associated with the abrupt start. This transient response decays exponentially
with time with decay rates associated with (hydrodynamic drag and wave) damping.
From figure 4-3a, steady-state (limit cycle) in T obtains after 0(30) incident periods.
For this relatively small incident amplitude, the steady-state results exhibit very small
(barely discernible) nonlinear sub/super-harmonic energy content.
For later reference, and also to evaluate the importance of wave scattering especially
radiation damping, we obtain results for the combined wave-buoy-cable problem using
a simple Morison-formula type approximation, equation (4.7), instead of the nonlinear
wave-body simulation using HOSE method. The corresponding results using (4.7) (here-
after referred to as MF as different from HOSE) for the top-end cable tension T are shown
in figure 4-3b. Not surprisingly, for the relatively small buoy motions for this incident
wave amplitude, the linear wave damping is much larger than quadratic viscous damp-
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Figure 4-3: Time history of the top-end cable tension T(t) for wave amplitude k1A=0.016
with hydrodynamic load on the buoy obtained using (a) complete wave diffraction theory
(HOSE, M=3); and (b) approximation using Morison's formula (4.7) (MF).
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ing, and the start-up transients in the MF results decay unrealistically slow. The relative
magnitudes and roles of the linear wave (HOSE) versus quadratic viscous (MF) damping
turns out to play an important part in the qualitatively different behaviors of the system
when the incident amplitude is increased, as we shall see in 4.3.2.
The motion of the buoy in the radial direction, Ar(t), is closely associated with the
tension of the cable, which provides the restoring effect to the buoy motion. As shown in
figures 4-4a and 4-4b for HOSE and MF respectively, the radial buoy motion behaviors
are similar to that of the top-end cable tension. As in the case of the tension, the neglect
of linear wave damping leads to slow decay of initial transients although the steady-states
(when reached) are quite similar. Analogous results and observations are also obtained
for the angular motion AG(t) of the buoy and are not presented here. A useful way to
analyze the results of figures 4-3 and 4-4, especially as a measure of the transfer of incident
wave energy to high frequencies is to obtain the frequency composition of, say, the buoy
response. For the radial buoy motion, for example, the value of the amplitude spectrum
at frequency w is defined by
1 a+nfl-n +Ar(w) = -Ar(t)e t dt . (4.28)
Similar expressions hold for the amplitude spectra of the buoy angular motion AO, etc.
Figure 4-5 shows sample amplitude spectra for the radial and angular motions Ar(w)
and AO(w) (obtained using n=20 and ro=40'r1 in (4.28)). As expected, the spectra are
dominated by responses at the forcing frequency, w, = 27r/rj, and at the (fundamental)
natural frequencies in the radial (wn,) and angular (wnO) directions respectively. These
natural frequencies can be estimated theoretically or numerically. For the present system,
they are respectively Wnr/WI e0.8 and w,,o/wj 0.16. For the radial motion, the Wnr
start-up transients are present in the MF approximation but are effectively damped out
by wave radiation in the complete (HOSE) result (cf. figure 4-4). For the angular motion,
the fundamental natural frequency is low (wavenumber at natural frequency is kD ~
0.006) and the wave damping at this frequency is negligibly small (according to linear
theory, e.g. Newman 1993, wave damping coefficient scales as ~ (knD)3 for knD < 1).
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Figure 4-4: Time history of the buoy radial motion Ar(t) for wave amplitude k1A=0.016
with hydrodynamic load on the buoy obtained using (a) HOSE (M=3); (b) MF.
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Figure 4-5: Amplitude spectra of the buoy radial and angular motions, Ar and AO for
wave amplitude k1A=0.016 with hydrodynamic load on the buoy obtained using: HOSE
(M=3), ; and MF, - - -.
The spectra using HOSE and MF both exhibit the start-up transients at w,e and the
qualitative difference between them is small.
4.3.2 Chaotic motion
In the preceding section, the wave amplitude is extremely small both in terms of wave
steepness k 1A=0.016, and relative to the buoy geometry: A/D ~0.07, A/h ~0.02. For
somewhat increased incident amplitudes (still not large relative to steepness or geometry),
it turns out the taut-inverted-pendulum-like motions of 4.3.1 are no longer obtained. In-
stead, a complex dynamics involving vanishing tension and snapping of the cable, chaotic
buoy motion, and short-wave generation on the surface is found. For illustration, we
consider a moderate incident wave steepness of k1A=0.13 in the following. The issue of
the threshold incident amplitude for such behavior is discussed in 4.3.4.
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Cable snapping
Loss of cable tension happens in a part of the motion cycle when the cable is under
virtual compression due to large buoy motion along the negative (towards the anchor)
tangential direction. Under these conditions, a cable without bending stiffness constitutes
an ill-posed problem (Triantafyllou & Howell 1994). The inclusion of the bending terms,
albeit very small, turns the problem into a well-posed one. In this case, the cable sustains
a small negative tension while undergoing dynamic buckling at a (usually) high-order
mode. At the opposite part of the cycle, i.e. when the buoy moves away from the anchor,
there is a rapid built-up of the tension. The buoy is eventually arrested by this dynamic
tension, which can become very large and impulsive in nature, constituting a so-called
cable snapping phenomenon. Figure 4-6a shows this behavior in the top-end tension T for
incident wave k1A=0.13. The time history show periods when T(t) is zero or (slightly)
negative, separated by sharp spikes. The durations of these low-tension periods and
spikes, as well as the amplitudes of the spikes, are quite irregular. The irregular motion
itself appears to switch between two different modes both of which are dominated by cable
snapping. The two modes differ qualitatively in terms of the "average" peak amplitude
and the "average" period between snapping spikes. Referring to figure 4-6a (see also figure
4-7a), we identify the two modes: mode "A" (e.g. for t/ri <~25,~ 85 <t/r1 <~95, etc.)
characterized by larger average peak amplitude and lower average snapping frequency;
and mode "B" (e.g. for ~ 25 < t/n <~ 85,~ 95 <t/rr <~- 120, etc.) characterized by
lower peak amplitudes and higher frequencies. A more careful examination (see also figure
4-8 for the spectra) reveals that the snapping frequency for mode "B" is close to that of
the incident wave, while mode "A" is approximately a sub-harmonic with characteristic
frequency half that of w1 .
If wave damping effect is ignored, figure 4-6b, the MF approximation prediction again
shows the irregular behavior but now without the switching of modes (with mode "B"
effectively absent). Thus, the presence of a linear damping by wave radiation appears to
be necessary for the appearance of two competing chaotic modes.
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Figure 4-6: Time history of the top-end cable tension T(t) for wave amplitude kA=0.13
with hydrodynamic load on the buoy obtained using (a) complete wave diffraction theory
(HOSE, M=3); and (b) approximation using Morison's formula (4.7) (MF).
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Buoy motion
We will find that the motion corresponding to figure 4-6 is in fact chaotic. Indeed, the
characteristic behavior is qualitatively similar to that of the so-called "bouncing-ball"
problem (Shaw 1985), namely, the bouncing motion of an elastic ball confined in an
oscillating closed box. Our numerical simulations reveal that the mechanism of chaotic
motion of the buoy constrained by a snapping cable is as follows: (a) at some time, as
a result of wave excitation on the buoy, the total tension of the cable drops to zero or
(slightly) negative while the compressing motion of the buoy continues; (b) in the absence
of tension, the collapsing cable undergoes a classical buckling instability; (c) some time
later, as the cable is reloaded by the wave force on the buoy, and the cable tension rises
rapidly. The direction of the tension in (c) depends on the precise orientation of the cable
at its connection with the buoy at the instant the spike-like tension is applied. Due to
the instability in (b), this dependence is unpredictable and extremely sensitive. Note
that the timing of (c) (as well as (a)) depends on the wave exciting force (amplitude and
direction) on the buoy, which in turn is a function of the (chaotic) motion (history) of
the buoy, and hence is itself chaotic.
Figures 4-7 show time histories of the radial motion of the buoy Ar(t) with HOSE
(M=3) and with MF approximation. The time behaviors are similar to T (figures 4-6).
For the result with nonlinear wave diffraction, figure 4-7a, the switching between two
competing chaotic modes ("A" of relatively larger amplitude and longer characteristic
period than "B") is even more evident here for the radial motion than in figure 4-6a.
Frequency analyses of Ar(t) in figure 4-7a is presented in figure 4-8. By selecting the initial
time ro in (4.28), we are able to obtain the characteristic amplitude spectra for modes
"A" and "B" separately. Unlike the regular motion case (cf. figure 4-5), the amplitude
spectra in the present case are broad band with slow decay with increasing frequency for
large frequency. Such spectra indicate that the radial buoy motion is chaotic. Comparing
modes "A" and "B", figure 4-8 shows that mode "A" has greater total energy and with
almost all of the added energy concentrated at low frequencies. The peak energy of mode
"B" appears near the incident frequency while that of mode "A" appears to be at a first
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Figure 4-7: Time history of the radial motion of the buoy for kA=0.13 with the hydro-
dynamic load on the buoy obtained using (a) HOSE (M=3); and (b) MF.
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Figure 4-8: Amplitude spectra of the radial motion of the buoy for kA=0.13 obtained
with HOSE (M=3). The results plotted are for modes: "A" . (obtained using
-ro=150,r, n=20 in (4.28)); and "B", -(70=1207-1, n=20).
sub-harmonic (w/w, -~~0.5). These support the observations based on figures 4-6a and
4-7a.
Results for the angular motion are qualitatively similar to those for the radial motion
presented here and are not repeated.
Lyapunov exponents
An essential character of chaos is the exponential sensibility to initial conditions. For a
chaotic motion, two trajectories with slightly different initial conditions can be expected
to diverge exponentially in time. This feature can be measured by the so-called Lyapunov
pnexponent.
Beginning with a reference trajectory and a neighboring trajectory, if the motion is
chaotic and the two trajectories diverge exponentially with time, we have:
6 oc 2I1 , (4.29)
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Figure 4-9: Variations of the maximum Lyapunov exponent om as a function of time. The
results shown are for k1A=0.13 obtained using: HOSE (M=3), ; and MF, -
and for k1A=0.016 obtained using HOSE (M=3), - - -.
where 6 is the distance between the two trajectories, and the dimensionless parameter a-
is the Lyapunov exponent. A positive value of the Lyapunov exponent is indicative of
chaos. To obtain the maximum Lyapunov exponent o-, in the present case, we apply the
method of Wolf et al. (1995) which involves the reconstruction of pseudo-phase space from
time-history data. Figure 4-9 displays the time variations of the Lyapunov exponents for
the HOSE and the MF results. In both cases, asymptotic positive Lyapunov exponents
are obtained for large time. For comparisons, the result for the small incident wave case
of 4.3.1 is also plotted. As expected, for this regular motion, the value of the Lyapunov
exponent approaches zero as time increases.
From figure 4-9, we also observe that the Lyapunov exponent for HOSE is smaller
than that for the approximate MF solution. This can be expected since HOSE accounts
for the effect of wave damping which reduces the extent of chaos.
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Figure 4-10: Poincare map of the radial motion of the buoy for k1A=0.13 obtained using
HOSE (M=3).
Poincar6 sections
The global behavior of the buoy-cable system is elucidated by examining the Poincar6
sections of the motions in phase space. Figure 4-10 shows the Poincare map in the buoy
radial displacement-velocity plane for 0(200) periods r. The points appear to fill a
region and indicate chaotic orbits. Assuming planar motion (see 4.4), the complete
Poincar6 section of the buoy motion represents a surface in four-dimensional space. Its
projection onto a two-dimensional plane such as the one in figure 4-10 does not therefore
reveal a clear fractal structure (see e.g. Moon 1992).
To obtain a Poincar6 section showing the fractal structure, we consider a reduced
model of the problem by restraining the buoy motion in the radial direction only (ne-
glecting any coupling with the angular motion). The equation of motion (4.1) then
reduces to a simpler form (a piecewise linear dynamic system, see e.g. Holmes 1982) for
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the radial motion r (t):
i+ bt + cr = (f sin wt + a)/(M+ Ma) . (4.30)
The effect of wave damping is included in (4.30) using a linear damping term bt, where b
is a constant. To account for cable snapping effect, we employ a restoring force cr with:
c=w%2 for r > 10, and c=0 otherwise; i.e. the restoring force is present only when the cable
is stretched. In (4.30), f sin wt represents the incident wave excitation and a=0.09pgV is
the net buoyancy of the sphere.
Starting with initial conditions, (4.30) can be integrated forward in time to obtain the
time history r(t). Using the model represented by (4.30), we are able to show that there
exists a threshold value of the excitation amplitude of f below which the motion is regular
and above which the motion is chaotic. Figure 4-11 shows a sample result for r(t). The
time history again displays the characteristic chaotic behavior and significantly also the
switching between two competing "A", "B"-like modes. Figure 4-12a shows a Poincar6
plot in the r-t plane for 0(20,000) periods of (4.30). The points fill a region with a
rich fractal structure. The presence of two (main) competing modes can be elucidated
by plotting the contributions to figure 4-12a from modes "A" and "B" (defined, say,
by negative peak amplitudes greater than rA for mode "A" and mode "B" otherwise).
These are shown in figures 4-12b and 4-12c for rA=- 5 . Thus the total Poincare section
appears to contain two main regions of attraction, one (corresponding to mode "A") lying
outside another (corresponding to "B"). Figures 4-12 show substantially more details such
as fingering than figure 10 for the full system. This is primarily due to the fact that
the full system has more (two versus one) degrees of freedom and the projection of its
four-dimensional Poincare map onto two dimensions only partly reveals the full fractal
structure.
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Figure 4-11: Time history of the radial motion r(t) based on the reduced model (4.30)
with b=0.015wn,. and f=D..
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4.3.3 Free-surface pattern
A motivation for this work is to obtain the free-surface disturbance above a buoy-cable
system such as the one we consider in the presence of ambient waves. Of particular inter-
ests are the pattern and amplitudes especially for short waves. In view of the qualitatively
different buoy-cable behaviors observed in the preceding sections, the free-surface distur-
bances are expected to be quite different depending on whether the buoy-cable motions
are regular (very small incident wave amplitude, no cable snapping) or chaotic (moderate
incident amplitude, cable snapping). Since the MF approximation does not account for
the wave diffraction/radiation effects, the results presented here are all obtained using
HOSE (M=3). Note that for clarity, in all the following results for the surface elevation
and spectrum, the contribution of the incident wave itself is subtracted.
For sufficiently small incident amplitude, the buoy-cable motion is a regular periodic
oscillation (cf. figures 4-3). The period of the buoy response is equal to that of the
incident wave and the response amplitude is, in general, comparable to that of the incident
wave. In this case, the free surface contains high-harmonic/short waves as a result of
nonlinear wave-wave and wave-body interactions. The m-th harmonic wave, m=1,2,...,
has frequency mw 1 and has (free-wave) wavelength of A 1/m 2 , while its amplitude scales
as Q( 65m), in general.
For somewhat larger incident wave amplitude, the buoy-cable motion is no longer
regular/periodic, the overall dynamics is dominated by cable snapping and the response
is chaotic (cf. figures 4-6, 4-7). The frequency of the buoy response is broad band (figure
4-8) and so also the resulting surface wave disturbance. This turns out to be a remarkably
effective mechanism for transferring energy from the incident wave to high frequency short
waves.
Surface elevation
Figures 4-13 shows the time evolution of the free-surface elevation above the initial (rest)
position of the buoy for respectively k1A=0.016 and k1A=0.13. For the small ampli-
tude (kA=0.016) case, figure 4-13a, a constant-amplitude (periodic at frequency wj)
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steady-state is quickly reached after initial transients vanish. The diffracted/radiated
wave amplitude in this case is only approximately 1% that of the incident wave. The
diffracted/radiated wave elevation over the buoy for the larger incident wave amplitude
(kjA=0.13) is plotted in figure 4-13b using the same scales. Not surprisingly, the chaotic
buoy motion produces an irregular free-surface elevation characterized by the presence
of substantial high-frequency content, and an order-of-magnitude greater normalized (by
incident amplitude) peak amplitudes.
The presence of two underlying modes of motion can also be discerned from figure
4-13b. The large amplitude peaks in the surface elevation are associated with and are
precursors to the transitions from mode "A" to mode "B". Since the (average) kinetic
energy of the buoy is higher in mode "A" than in mode "B", the difference in that energy
is released to the free surface in the switching of the buoy motion from "A" to "B". This
explains why in the MF simulations, mode "B" is never established in the absence of this
energy transfer mechanism.
Figure 4-14 shows the differences between the center-line (y=O) free-surface profiles for
k1A=0.016 versus 0.13. The instantaneous profiles are taken at the same time, t/-r1=23,
which corresponds to an instant just after a sudden release of energy in a mode -A" to
mode "B" transition by the buoy. Comparing the two profiles, the substantial presence of
short waves and overall larger normalized amplitude of the radiated/diffracted as a result
of snapping-induced chaotic motion of the buoy are evident.
The three-dimensional wave pattern over the buoy is also of interest. Figures 4-15
show sample free-surface snapshots at the same time instant t = 23rf for regular and
chaotic buoy motions. For regular buoy motion, the buoy dynamics is dominated by
radial r (heave) rather than angular 9 (surge) motions in this case and the free sur-
face elevation is approximately axisymmetric (figure 4-15a). The overall pattern is thus
roughly that due to a submerged vertical dipole of periodic strength. The surface pattern
associated with snapping chaotic motion, figure 4-15b, is much more interesting. The
radiated/diffracted waves are now outweighed by short waves both radially and circum-
ferentially. The wavefield is now not axisymmetric but somewhat dipole-like indicative
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Figure 4-13: Time evolution of the free surface elevation above the initial (rest) position
of the buoy for incident wave steepness (a) kA=0.016; and (b) kA=0.13. The incident
wave itself is subtracted.
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Figure 4-14: Free-surface wave profiles on y=O at time t/-ri=23 for: k1A=0.13, ; and
k1A=0.016, - - -. The incident wave itself is subtracted.
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of large surge motions of the buoy. From figures 4-15, it is also seen that the overall
normalized wave amplitudes are substantially greater for irregular motion.
Spectra of the free-surface disturbance
From the point of view of remote observation, the wavenumber (and frequency) spectra
of the three-dimensional free-surface elevation as well as of the surface slope are often of
importance.
We first consider the time variation of the surface elevation ((0, 0, t) directly over the
(rest position of the) center of the buoy. Figure 4-16 shows the frequency amplitude
spectrum of this elevation (shown in figures 4-13) for the two wave amplitude cases we
consider. For small incident amplitude (k 1A=0.016), the spectral amplitude is dominated
by that at the incident frequency wt. This is evident from the wave elevation history
(figure 4-13) and is consistent with the frequency spectrum of the buoy motion (figure
4-5).
For k1A=0.13, the surface amplitude spectrum shows broad-band features similar to
those of the buoy motion amplitude spectrum. It is noteworthy that the spectrum for
((0, 0, t) is in fact appreciably broader than that for Ar(t). The reason is associated
with the continuous spectrum of the free surface due to a submerged transient source
(cf. e.g. Wehausen & Laitone 1960 137). In terms of the broad-band response, the wave
disturbance can be considered to be in some sense more irregular or chaotic than the
underlying buoy motion. Thus the present system provides a very effective mechanism of
energy transfer from wj to multiple (short-wave) frequencies.
The short-wave content of the free-surface disturbance can be seen even more clearly
in its wavenumber spectrum. For clarity, we consider first the surface elevation along the
x-axis (cf. figure 4-14). Figure 4-17 plots the one-dimensional wavenumber (k) amplitude
spectra for ((x, 0, t) for regular and chaotic motions (normalized by incident amplitude
A). As expected, the spectral peak is at k1/k1 = 1 for regular motion (kA=0.016). For
the chaotic case, the wavenumber spectrum is almost constant with no apparent decrease
at least up to k,/k1 >~ 8 (the latter value being limited by the spatial resolution of
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Figure 4-15: Instantaneous three-dimensional free-surface wave elevation (normalized by
A) at time t/TFr=2 3 for: (a) kA=0.016; and (b) kA=0.13. The incident wave itself is
subtracted. Note that the vertical scales are the same.
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Figure 4-16: Amplitude spectra of the free-surface elevation above the initial (rest) posi-
tion of the buoy for incident wave steepness: kA=0.13, ; and kA=0.016, - - -. The
incident wave itself is subtracted.
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Figure 4-17: Wavenumber amplitude spectra of the free-surface wave elevation on y=O
for: k1A=0.13, ; and k1A=0.016, - - -. The incident wave itself is subtracted and the
spectra are averaged over three incident periods around t/7r=23.
HOSE). Comparing the two amplitude spectra, it is seen that the (normalized) wave
amplitude for chaotic motion can be two or more orders of magnitude greater than that
for regular motion for large k/k1 .
A more complete picture of the spectral content of the wave pattern is obtained by
plotting the two-dimensional wavenumber k, k4 amplitude spectra of the free-surface
elevation (shown in figures 4-15). These are displayed as contour (gray-scale) plots in
figures 4-18. For the regular motion case (kA=0.016), figure 4-18a, the two-dimensional
spectrum is approximately axisymmetric consistent with underlying buoy motions domi-
nated by heave (radial motion) (cf. figure 4-15a). The diffracted/radiated wave energy is
centered around the incident wavenumber, k+ k - k, while small amounts of energy
(vaguely visible in the plot) can be found at higher harmonics as a result of nonlinear
interactions.
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For larger incident wave amplitude, kA=0.13, the spectrum associated with chaotic
motion is dramatically different. Substantial amounts of wave energy from the inci-
dent wavenumber is spread into high wavenumbers. With the exception of several ring-
like lighter bands, the spectral amplitude is appreciable in the entire two-dimensional
wavenumber space (cf. e.g. figure 4-17). Also unlike the regular motion case (figure 4-18a),
the two-dimensional spectrum for the chaotic motion is not completely axisymmetric, but
with somewhat more of diffracted/radiated wave energy in the low I ky I wavenumbers. This
is consistent with the observation of non-axisymmetric wave pattern (see figure 4-15b)
and the presence of appreciable surge motions of the buoy.
Finally, we show, in figure 4-19, the one-dimensional scalar wavenumber r= (k +
kQ) 1spectra of the two-dimensional free-surface elevation for regular and chaotic mo-
tions. Overall, the spectra behave similarly to the one-dimensional (k,) spectra of the
wave profile on y=O (cf. figure 4-17). For the regular motion case, k1A=0.016, the
diffracted/radiated wave energy is concentrated at the incident wavenumber K = k and
vanishes as the wavenumber K increases. For chaotic motions, k1 A=0.13, the amplitude
of the spectrum is nearly constant at least up to K/k1 >~, 8. Not surprisingly, at larger
wavenumbers, the spectral amplitude can be two or more orders of magnitude greater
than that for regular motions.
These results demonstrate the effectiveness of a submerged tethered buoy in trans-
ferring incident wave energy to high wavenumbers and frequencies. Relative to classical
mechanisms of nonlinear wave-body interactions, the efficacy of cable snapping and sub-
sequent chaotic motion for short surface wave generation is truly remarkable.
4.3.4 Criterion for the onset of chaos
The chaotic response of the tethered buoy under incident waves results from the snapping
of the cable. The snapping occurs whenever the tension in the cable is lost, in compression
and is then regained rapidly. Based on this physical understanding, it is possible to obtain
a threshold value in the body motion amplitude above which the cable will lose its tension
at least for a part of the motion cycle. Since the body motion is wave driven, this in turn
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Figure 4-18: Two-dimensional wavenumber amplitude spectra of the free-surface wave
elevation for: (a) kA=0.016; and (b) kA=0.13. The incident wave itself is subtracted
and the spectra are averaged over three incident periods around t/TI=23.
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Figure 4-19: One-dimensional scalar wavenumber amplitude spectra of the free-surface
wave elevation for: k1A=0.13, ; and k1A=0.016, - - -. The incident wave itself is
subtracted and the spectra are averaged over three incident periods around t/'ri=23.
provides a criterion for the onset of cable-snapping and chaotic response in terms of a
threshold incident wave amplitude.
In general, this criterion for the onset of chaos in terms of incident wave amplitude
depends on the incident wavelength, the body geometry and submergence, and the cable
geometry and properties. For a given cable-buoy configuration/property, the dependence
of the threshold wave amplitude on the incident wavelength can be obtained qualitatively.
When the incident frequency is close to the natural frequencies of the cable-buoy system,
the response of the body is amplified and cable snapping is obtained for smaller incident
wave amplitudes. In the limit of low wave frequency, the body moves with the fluid
particles and cable snapping would occur when the incident wave amplitude exceeds the
static extension of the cable. In the other limit, when wave frequency is high (relative to
submergence/gravity), wave excitation is rapidly attenuated and chaotic body response
does not occur.
Such criterion for onset of chaotic motions can also be obtained directly by simulations.
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Figure 4-20: Threshold value of the incident wave steepness as a function of wave fre-
quency (relative to natural heave frequency of the buoy-cable system) for the occurrence
of cable snapping.
Figure 4-20 shows such results obtained by numerical simulations using HOSE varying
k1A for a wide range of WI Wur (wn, is the fundamental natural frequency of the buoy-cable
in the radial direction). The behavior supports well that based on physical arguments
above. Note that in figure 4-20, the appearance of a dip near m/Wn, ~ 0.5 is a result of
nonlinear (second-order) double-frequency wave excitation.
From figure 4-20, we also conclude that for reasonably large incident amplitudes, cable
snapping and chaotic motions occur over a broad frequency band. While figure 4-20 is
obtained for a specific buoy-cable configuration, our numerical experiments confirm that
snapping/chaotic motions is a common phenomenon for a wide range of physical and
geometric parameters of such systems.
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4.4 Discussions
In this chapter, we study the coupled nonlinear dynamics of a submerged tethered buoy in
waves. Of interest are the resulting buoy motions, the associated free-surface disturbance,
and, in particular, nonlinear mechanisms for short surface wave generation. We develop
effective simulations of this problem by combining a robust cable dynamics program
(capable of modeling loss of tension and snapping) and a high-order spectral-element
method for the nonlinear wave-wave, wave-body interactions.
For demonstration, we choose a specific but typical buoy-cable system and incident
wavelength. Our numerical simulations show that for incident wave amplitudes above
some threshold value (depending on the buoy-cable configuration and wave frequency),
snapping of the cable occurs. The resulting buoy motions and the associated surface
disturbance then exhibit chaotic behaviors which we study using standard methods. Of
particular note in the chaotic dynamics is the switching between two distinct chaotic
snapping modes which occurs only when wave radiation damping is accounted for. Anal-
yses of the three-dimensional free-surface patterns and their frequency and wavenumber
spectra reveal that cable snapping and chaotic buoy motions provide a remarkably effec-
tive mechanism for transferring energy from the incident wave to high-frequency short
waves. Such a mechanism can be several orders of magnitude more effective than that
due to nonlinear wave-body interactions alone in the absence of cable snapping.
Finally we remark on the assumption of planar motion of the buoy-cable system in
this work. For a planar incident wave, it has been shown that the buoy-cable motions
remains planar in the absence of cable snapping; but, not surprisingly, is unstable to small
out-of-plane disturbances when cable snapping and chaotic motions are present (Tjavaras
et al. 1998). Figure 4-21 shows a sample trajectory, projected onto the horizontal (x-y)
plane, of a buoy under snapping/chaotic conditions but now given a small initial displace-
ment from the vertical symmetry (x-z) plane. The three-dimensional nature of the ensuing
buoy motions is evident. In addition to such planar instability effects, three-dimensional
motions can also result from out-of-plane forcing such as currents and non-symmetric
vortex shedding. The coupled nonlinear/chaotic dynamics involving three-dimensional
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Figure 4-21: Projection on the horizontal (x-y) plane of the three-dimensional trajectory
of the buoy for time t E (0, 20rf). The incident wave steepness is kjA=0.13; and the buoy
is given a small initial displacement, Y(0)/A = 10 6, from the vertical symmetry (x-z)
plane.
buoy-cable motions is quite complex and is the subject of current investigation.
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Chapter 5
Nonlinear Radiated and Diffracted
Waves Due to the Motions of a
Submerged Circular Cylinder
One of the most significant advantages of the Fourier-type HOSE method compared to the
HOS method is its capability of treating arbitrary body motions efficiently. To demon-
strate this ability, we study the nonlinear wave diffraction or radiation by a submerged
circular cylinder for which there are theoretical results.
An important aspect of nonlinear diffraction and radiation of surface waves by an
obstacle is the generation of high-harmonic waves. Although these high-harmonic waves
generally have magnitudes that are higher order in wave steepness, they are important
to ocean structures with high natural frequencies (and small damping at these frequen-
cies), and to the detection of (submerged) bodies by remote sensing (where ambient wave
energy at these frequencies/wavelengths are small). Thus, the understanding and quan-
tification of short-wavelength/high-harmonic waves associated with nonlinear wave-body
interactions is of theoretical interest and practical engineering relevance.
A canonical problem in this context is the nonlinear interaction of waves with a sub-
merged (two-dimensional) circular cylinder. A seminal work is that of Ogilvie (1963) who
applied linear theory and employed the multipole expansions of Ursell (1950) to obtain
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three important results: (1) for a fixed cylinder, there is no wave reflection (see also Dean
1948); (2) for a cylinder undergoing a circular motion, outgoing waves are generated in
one direction only; and (3) for an unrestrained (neutrally-buoyant) body under incident
waves, the total scattered waves vanish upstream.
For case (1) of wave reflection by a fixed circular cylinder, the linear result of Ogilvie
(1963) has recently been extended to second-harmonic waves by Friis (1990), McIver
& McIver (1990), and Wu (1991) with different approaches. Friis (1990) solved the
second-order boundary-value problem for the velocity potential using a source-distribution
method, while McIver & McIver (1990) and Wu (1991) obtained the second-order reflected
wave using the first-order solution only. A more general result is that of Palm (1991), who
showed that the leading-order component of any harmonic of the reflected wave vanishes.
His analysis is based on the application of Green's theorem using the linear wave-source
potential as the Green function. These theoretical predictions agree with the laboratory
experiments of Chaplin (1984) and are supported by numerical results of Vada (1987) at
second order and of Liu, Dommermuth & Yue (1992) up to third order.
Applying regular perturbation expansions and a boundary-integral equation method,
it was shown (Liu et al. 1999) that: (i) for a circular motion of the cylinder, the leading-
order outgoing radiated waves at any harmonic are generated only in one direction; (ii) for
the cylinder free to respond to a regular incident waves, the total leading-order scattered
waves at any harmonic are two orders smaller upstream of the body.
In the present study, we perform numerical simulations with the high-order spectral-
element method developed in 2 to confirm these theoretical predictions.
5.1 A review of the theoretical predictions
Analytical predictions about the wave radiation/diffraction by a cylinder undergoing cir-
cular motion within the vertical plane or a cylinder free to respond to incident waves are
provided by Liu et al. (1999).
We consider the two dimensional wave interactions with a submerged circular cylinder
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with radius a and submergence h. X=(X(t), Z(t)) denotes the motion. Referring to the
wave steepness f 2 KA which is assumed to be small (K and A are respectively the
fundamental wavenumber and wave amplitude), the velocity potential 4, the surface
elevation (, and the body motion X are expanded in perturbation series:
4) =4(1)+4(2)-+, = (()+( +) - and X = X)+ X(+) - (5.1)
where ()(") denotes a quantity of Q(f').
We focus on the case of regular incident waves and time periodic motions of the body
and surface waves. We can then separate out the time dependences of the perturbation
potentials, V )), m=1,2,..., in terms of the fundamental frequency w:
,)= Re 0)(x)eiwt, (5.2)
4 2 (x, t) = Re {(42 (x) + 0(42 )(x)ei2wt}, (5.3)
4(m))(x, t) = Re (/t(x) + qOm)(x)ei3wt - + qS$)(x)e it")t , mn> 2, m odd,(5.4)
)((x, t) = Re {40(x) + +km)(x)eiawt + - - - + O")(x)ei m , in> 2, im even(5.5)
In the above, 40$) denotes the (complex) amplitude of the m-th order, n-th harmonic
potential, and clearly, the leading-order part of the m-th harmonic solution is of m-
th order in magnitude, except that for the zero-th harmonic which is of second order.
The same decomposition also applies to the surface elevation y and the body motion X.
Our interest is the leading-order behavior of the solution at different harmonics, I; so,
the notation for the leading-order amplitude of the m-th harmonic waves (44"m, say, for
m=1,2,...) will be simplified in what follows by omitting the subscript m (i.e. by &'"0).
For each harmonic m, the boundary-value problem of (m)m=1,2,... is given as:
(") - Km0(m) f(")(x), on z = 0, (5.6)
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9#(m) (x) = b(m) (x),
an
on 9B , (5.7)
SB is the mean position of the body surface. In equations (5.6), the free-surface forcing
f(m) depends only upon lower-order potentials: #(), f < m. Similarly, in (5.7) the body
forcing b(m) is given in terms of the body motion and lower order potentials q(), e < m.
For the first three orders, these forcings are given by
fl) = 0 ,
f (2) [O) - KO(1)] - 2 [Vq(1)] 2}
K2 + 01)01 + 2 [0m]
2}
(5.8)
(5.9)
1 24iwV5' . VO5') - 8KO!$)VO(1)
8g
+ 1) [0(2) - 4KO(2)] + 2( 2) [0(1)
+ 2KO(1)q() + [V( K]2 }
VO + VOM -V
- KO(1)]
[0(1)]2 [3K20(l) - 7q$l2] + 3 [0(1)] 2 [#M/K2 +
9
[21K20(2) + 5Kf(2 ) + 02)/2] + #() + 3
Wn = in -X(1) ,
b (2 = 2iwn - X(2 - n -V 1X(1- V#M] /2 ,
b = 3iwn -X - n - V X() V# + X(2. V(1)] /2 - n -V [X() . V] 2 q(/4 ,
where all quantities are evaluated on SB, and X(m) denotes the amplitude of the m-th
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where Km = m2 K=m 2W 2 /g. and
f( 3 ) V$ 2 }
and
4 + ( 1)
)0 ) , (5.10)
(5.11)
(5.12)
(5.13)
3
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harmonic body motion, which is of m-th order.
In addition to the boundary conditions on the mean positions of the free surface and
the body, 0(m), m=1,2,..., also need to satisfy Laplace equation in the fluid domain, the
condition at infinite depth, and the radiation condition as jxj -+ oo. At each order, m,
the boundary-value problems for each perturbation potential 0(m) are linear, and can be
solved successively starting from m=1 by invoking the boundary-integral equation for
0(m) (see Liu et al. 1999). Let 0m to be the leading-order body disturbance potential in
m - th harmonic, we have
#() ~ -2i7rCm;(Km)e-iKmx, X -+ +00, (5.14)
#W(x) -2igrC;(Km)eiKmx, X - -00. (5.15)
For a cylinder undergoing (clockwise) circular motion or free to respond to incident
waves propagating in +x direction, it has been proved that C-; = 0 for any m and thus
in any time-harmonic the leading-order propagating waves generated by the cylinder are
in one direction only.
5.2 Numerical Confirmations
Using the Fourier-type HOSE method, we study the two-dimensional free-surface wave
pattern generated by a submerged circular cylinder and confirm the three conclusions
mentioned before.
5.2.1 Decomposition of the nonlinear wave field
In the nonlinear time-domain simulation, we obtain a limit-cycle (steady-state) solution
of the nonlinear total wave field ((x, t) around the body after some time. To compare with
theory, it is necessary to extract the free-wave information at each harmonic frequency
from ((x, t). The total wave field ((x, t) contains two components: the incident waves
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and the body disturbance, ((r, t)=((x, t) +(D(X, t). The incident wave is known and it
is only necessary to consider the harmonic decomposition of the disturbance wave field:
00
(D(X, t) = Z D(M(x)eiM t + c.c., (5.16)
m=O
where "c.c." represents complex conjugate of the preceding term. At each harmonic,
CD m(x) contains free propagating, locked, and evanescent waves:
CJ<() C)(x)+(L")(x) + (n)(x) , m= 1,2,... , (5.17)
where (F, (L, and (E represent free, locked, and evanescent wave components, respectively.
A free wave satisfies the linear dispersion relation, and has a spatial dependence of the
form:
((7)(x) = A(m)eiKm" , m = 1,2,... , (5.18)
where Am) denotes the complex amplitude of the m-th harmonic free wave.
A locked wave does not satisfy the dispersion relation and has multiple wavenumbers.
Physically, a locked wave is the response to forcing on the free surface due to nonlinear
combinations of free waves at that frequency. Given free wave components with wavenum-
bers Km and frequencies mw, there are locked waves (1') at frequency mw resulting from
combination of free-wave components of frequency tw, satisfying EX f,=m. For a given
7n, there may be Jm such frequency combinations with the associated wavenumbers for
the locked waves given by Km = X K,. Consequently, 4') has the general form:
Jm(7(= Z A%')e mx , n = 2,3,..., (5.19)
where A(m) is the amplitude of the j-th component of the rn-th harmonic locked waves.
For n=1, there is no locked wave, (((x)=O.
At each harmonic, evanescent waves have the same frequency but are non-propagating
and localized near the body with attenuation rates with distance governed by local ge-
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ometry/body submergence. The far-field behavior of such evanescent disturbance can be
obtained by approximating the body as a dipole located at the (mean) body center, so
that asymptotically
(in) A M)/IKmx12, IKmXI > 1, (5.20)
where Aim) denotes the amplitude of m-th harmonic evanescent waves.
With the (far-field) spatial dependencies of (Fm) and (M) at each harmonic
explicitly given by (5.18), (5.19) and (5.20), the unknown harmonic amplitudes can be
estimated through least-square fittings by comparing (5.18), (5.19) and (5.20) with the
surface elevations obtained from numerical simulation. The length of the regions chosen
for the least-square fitting equals one fundamental wavelength.
5.2.2 Numerical results
We choose a cylinder of radius ka=0.40 and a mean submergence h/a=2, where k is the
fundamental wavenumber of the incident wave (or radiated wave). The computational
domain has a length equal to 64 fundamental wavelengths with the body located in the
middle of the domain. All numerical results are obtained with order M=3, and number of
free-surface and body modes NF = 2048, NB=64 . With these computational parameters,
the results for surface wave elevations up to third harmonic are established to be accurate
to at least the fourth decimal place.
Case (1). Wave diffraction by a fixed cylinder.
Figure 5-1 shows the free-surface waves diffracted by a fixed underwater circular cylinder.
Numerical results for the ratios of the amplitudes of reflected ( ( )) and transmitted (c )
waves for m=1,2,3, are presented in table 5.1 for a range of incident wave steepness e (a
column for E2 is also given for convenience). It is seen that in all cases, the reflected waves
are two orders smaller than the transmitted waves. This is in support of the theoretical
prediction of Palm (1991) concerning the vanishing of the leading-order reflected waves
of any harmonic for this problem.
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Figure 5-1: Free-surface waves diffracted by a fixed cylinder (on the center of the domain)
with incident wave propagating in the +x direction. Ai = 27r/k is the fundamental
wavelength of the incident wave. ka = 0.40, h/a = 2.0. The results are obtained using
HOSE method with M=3,NF=2048,NB=64, T/lAt = 64.
.025 .00009 .00001 .00020 .00063
.050 .00023 .00002 .00034 .00250
.075 .00073 .00006 .00069 .00563
.100 .00430 .00049 .00340 .01000
Table 5.1: Ratios of the amplitudes of the reflected and transmitted waves of the first
three harmonics by a fixed submerged circular cylinder, radius ka=0.40, submergence
h/a=2, for different incident wave steepness, e = kA. The results are obtained using
HOSE method with M=3,NF=2048,NB=64, T/At = 64.
170
7.'-
-6 -4 -2 0 2 4 6
x/ 1
Figure 5-2: Free-surface waves radiated by a cylinder undergoing a clockwise cir-
cular motion around the center of the domain.Ai = 21r/k is the radiated wave-
length. ka = 0.40, h/a = 2.0. The results are obtained using HOSE method with
M=3,NF=2048,NB=64,T/At = 64.
Case (2). Wave radiation by a cylinder in forced circular motion.
For the cylinder in a clockwise circular orbit, Table 5.2 gives the ratios of the amplitudes of
the radiated waves far upstream ( (M)) and far downstream ( (T) for a range of motion
amplitudes R/a. These results show that for clockwise circular motion, the leading-
order outgoing waves at each harmonic are two orders (in wave steepness) smaller to the
left ((F_) than to the right ((F+) at least up to m=3. The corresponding free-surface
signatures are demonstrated in figure 5-2.
Case (3). Wave scattering by a cylinder free to respond.
For the neutrally-buoyant body, its motion at any time is obtained by integrating the
equations of motion resulting from the Newton's second law with the forces on the body
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2==k-.Ld= MMMXM
--------
t
Rla |+k|| ||l|| ||C|| |E2 = (kCmax)2
.05 .00016 .00002 .00023 .00047
.10 .00051 .00002 .00069 .00180
.15 .00120 .00004 .00350 .00500
Table 5.2: Ratios of the amplitudes of the left and right radiated waves of the first three
harmonics due to the forced clockwise circular motion of a submerged circular, radius
ka=0.40, submergence h/a=2, for different motion amplitudes, R/a. The results are
obtained using HOSE method with M=3, NF=2048, NB=64, T/At = 64.
provided by pressure integration using:
d<I> 1p(9, t)/p = + (X - -V P) (5.21)X0 0P dt + X-2
where d/dt represents the substantial derivative and X the body velocity.
In this case, the harmonic motions of the cylinder are clockwise circular (for an incident
wave from left to right). Of main interest here are the amplitudes of the total scattered
wave far upstream and downstream of the cylinder. These results are shown in figure 5-3
and given quantitatively in Table 5.3 in terms of the ratios of these amplitudes for the first
three harmonics for a range of incident wave steepness E. The numerical results confirm
the theoretical predictions regarding vanishing of the leading-order scattered wave far
upstream. As pointed out by Liu et al. (1999), drift motion does not affect the leading-
order results. The results here are for the cylinder not allowed to drift.
5.3 Conclusions
We study the outgoing waves resulting from nonlinear radiation and diffraction by a
submerged horizontal circular cylinder undergoing a forced circular motion or free motion
in respond to incident waves. By using the high-order spectral-element method, we
confirm numerically that up to third-order with respect to wave steepness: (i) for a fixed
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Figure 5-3: Free-surface features generated by an neutrally-buoyant cylinder with incident
waves propagating in +x direction. (The cylinder is located at the center of the domain
x = 0), Ai = 27r/k is the fundamental wavelength of the incident wave. ka = 0.40, h/a =
2.0. The results are obtained using HOSE method with M=3,NF=2048,NB=64,T/At =
64.
Table 5.3: Ratios of the amplitudes of the upstream and downstream scattered waves
of the first three harmonics by a neutrally-buoyant submerged circular cylinder, radius
ka=0.40, submergence h/a=2, for different incident wave steepness, e = kA. The results
are obtained using HOSE method with M=3, NF=2048, NB=64,T/At = 64.
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6 |c?2\/|KS2| |Cf_?/|K?2| |ifi/|i2| e2
.05 .00268 .00003 .00072 .0025
.10 .01458 .00008 .00216 .0100
.15 .03444 .00365 .02223 .0225
cylinder, the leading-order diffracted waves are in one direction (downstream); (ii) for
the cylinder undergoing forced circular motions, the leading-order outgoing waves of any
harmonic are generated in one direction only (toward the right for a clockwise motion);
and (iii) for a neutrally-buoyant cylinder under incident waves, the leading-order scattered
wave of any harmonic vanishes upstream of the body. These results are generalizations
to arbitrary high order/harmonic of the classical linear results of Ogilvie (1963) for a
submerged cylinder in motion.
Due to the use of perturbation expansions, the present analysis of the leading-order
solution for any harmonic is strictly valid only for (moderately) small surface wave and
body motion amplitudes. For large-amplitude waves or body motions, higher-order cor-
rections to the leading-order solution at any harmonic, which are two orders smaller, may
become appreciable and need to be included. In this situation, the present predictions of
vanishing upstream waves may no longer obtain (see e.g. Wu 1993; Liu, Dommermuth &
Yue 1992).
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Chapter 6
Resonant Interactions Between
Kelvin Ship Waves and Ambient
Waves
For a ship moving forward with a constant velocity in a calm water, it is well known from
the classical theory (see e.g. Newman 1978b) that the generated diverging and transverse
waves are confined within a wedge of 19.5' behind the ship. These waves are steady
referring to the ship and are often called as Kelvin ship waves. When free-surface nonlin-
earity is included, third-order resonance quartet cannot be formed with the diverging and
transverse waves only except near the cusp lines where they merge into the same wave
in the wake of a ship (Newman 1971). By considering the third-order self-interactions,
Akylas (1987) showed the presence of a nonlinear steady-state (diverging or transverse)
wave pattern near the cusp lines, which is indeed quite similar to the classical linear re-
sult. These studies indicate that ship waves even with high steepness are dominated by
the Kelvin wave pattern.
Recently, however, some satellite photos show the presence of narrow V-shape wave
features inside ship wakes (e.g. Fu & Halt, 1982; Shemdin, 1987; Munk et al. , 1987).
In a field experiment, moreover, Brown et al. (1988) observed the presence of an oblique
unsteady soliton-like wave inside the ship wake. Such narrow V-shape wave features and
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soliton-like waves are not predicted in the Kelvin wave pattern.
There have been a large number of studies to seek the mechanisms for the generation
of such waves not present in the Kelvin wave pattern. By considering the effect of ship
volume, Hall & Buchsbaum (1990) separated the ship wave-field into the bow and stern
waves. Due to phase difference of the bow and stern waves, they believe that, the observed
narrow V-shaped wave features in the ship wake can be formed even for a ship moving
in a calm water. Peregrine (1971) attributed this to the result of refraction of stern
waves by the viscous shear flow in the wake of the ship. By including the effect of fluid
density variation, Tulin & Miloh (1990) found that narrow-shaped internal waves can be
generated when a ship travels in a two-layered water. One notes that all these mechanisms
can be applied to general ship motions, but the presence of non-Kelvin ship waves, such
as oblique soliton-like waves, in ship wakes is not often observed.
Other studies regard the non-Kelvin waves in the ship wake as the result of unsteady
ship oscillations. For the soliton-like waves insider the ship wake, for example, Mei &
Naciri (1991) believed it to be resulted form high-frequency heave oscillations of a ship
caused by ambient waves, which generate oblique solitons within the wake. While Eggers
& Schultz (1992) considered it to be part of the general unsteady wave system associated
with unsteady ship motions.
Unlike the existing studies which all focus on the influence of ship responses to the
ambient waves, the present study will take a complimentary approach and concern the
nonlinear interaction between (steady) Kelvin ship waves with (unsteady) ambient waves.
Specifically, we will show that the quartet resonant interactions between Kelvin ship waves
and ambient waves can occur along certain rays in the ship wake when the resonance
conditions are satisfied. Under resonance, a new propagating wave, whose wavenumber
and propagation direction differ from the ambient waves and Kelvin ship waves, can
be generated along the resonance ray and its amplitude can be developed significantly.
The position of the resonance ray and the characteristics of the generated propagating
wave are governed by the resonance conditions which depend on ship forward speed and
ambient wavenumber and propagation direction only.
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Figure 6-1: Sketch of a resonant quartet wave system formed by the Kelvin divergent
(kd) and transverse (k8 ) waves of a ship, the plane ambient incident wave (kg), and the
resonance-generated wave (kT).
In 6.1, we summarize the resonance conditions for third-order quartet resonant in-
teractions between Kelvin ship waves and a plane ambient surface wave. To understand
the mechanism and the behavior of the generated wave, we derive the evolution equations
for interacting waves by a multiple-scale analysis and analyze the results of the evolu-
tion equations in 6.2. To verify the theory, we perform direct numerical simulations of
the nonlinear wave interaction problem using a high-order spectral-element method and
compare the direct computational results to the theory in 6.3. In 6.4, conclusions and
discussions are made.
6.1 Resonance conditions
We consider a ship moving forward with a constant velocity U in a deep-water plane
ambient wave field, wavenumber k, and frequency w -qjk 1i/2. We focus on the study
of nonlinear resonant interactions between the Kelvin ship waves and the ambient wave.
Tfhle main interest is to investigate the development of a new unsteady progressive wave
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in the Kelvin wake of the ship generated due to such resonant interactions.
For reference, we define a space-fixed right-handed Cartesian coordinate system (0-
XYZ) with the origin located on the mean free surface, the X-axis pointing to the
direction of ship motion and z-axis positive upward. For convenience, we also define a
ship-fixed coordinate system (0' - X'Y'Z') which is related to the 0 - XYZ system by
X'=X - Ut, Y'=Y and Z'=Z, where t is time and U = JUI is the forward speed of the
ship,
The Kelvin ship waves contain two components: diverging and transverse waves. Re-
ferring to the space-fixed 0 - XYZ system, they are free propagating waves. Their
wavenumbers, kd and k8 , and frequencies, wd and w, satisfy the deep-water dispersion
relation: wd=(glkd1)1/ 2 and w,=(gjk,1)'/ 2 . In the ship-fixed 0'- X'Y'Z', both the diverg-
ing and transverse waves are steady. And both kd and k, are constant along a ray given
by tan a=-Z'/X' for X' < 0, where a is the orientation of the ray measured clockwise
from the track of the ship. Along the ray, the propagating directions of kd and k, denoted
by 9 d and 0, which are measured counterclockwise from the direction of ship motion, are
given by the roots of the equation:
sin6 cos 9
tan a = s (6.1)
1 + sin 2o
with 35.16 < JOd(a)I < 900 and 10,(a)l < 35.160. In terms of 0 d and 0,, the magnitudes
of kd and k, are given by
lkd(a)I = kosec 2Od and Ik,(a)I = kosec 29, (6.2)
where ko = g/U 2 . Since equation (6.1) possesses real roots of 0 for jal < 19.50, the
diverging and transverse waves appear only in the Kelvin wake of the ship with Ial <
19.5 .
The conditions for quartet resonant interactions of the Kelvin ship waves and the
ambient plane incident wave can be deduced from the well-known resonance condition
for nonlinear wave-wave interactions (e.g. Phillips 1960). For a wave field in deep water,
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interactions among four different wave components become resonant at third order (in
the wave steepness) if the wave-numbers k, and the corresponding frequencies w satisfy:
ki k 2 k3 k4 = 01
(6.3)
w1  tW 2  Wi3  4 =0 J
where the same combination of signs is to be taken in both equations, and k and W 1
satisfy the linear dispersion relation w=(glkj 1 )1/2 , j=1,2,3,4. The conditions for the
third-order quartet resonance of the present problem can be obtained by replacing the
wave components (k, w) in (6.3) by the ambient incident (ki, wi), the diverging (kd, wd)
and the transverse (k,, to) waves, and the resonance-generated wave (k,, w,=(gkI)1 /2 ).
Since kd and k, are functions of a, a third-order resonance quartet can be formed only
along a particular ray in the wake of the ship, which moves forward together with the
ship. In order for the resonance-generated wave (k,) to grow, the kr wave must propagate
in such a way that it remains on the resonant ray all the time. This leads to an additional
condition to be satisfied by the k, wave:
(V9 - U) - n = 0 , on tana = -Z'/X' (6.4)
where V9 = orkr/(21kr1 2 ) is the group velocity of the kr wave and n is the unit nor-
mal vector of the resonant ray (tan a=-Z'/X'). Under (6.3) and (6.4), the third-order
interaction among k,, kd and k, waves becomes resonant; and the new kr wave can be
developed non-trivially.
The resonant quartet satisfying (6.3) may contain three possible wavenumber combi-
nations: (i) k1=k2 =k3 =k4 ; (ii) k1 =k2 $ k3 $ k4; and (iii) k, # k2 # k3 $ k4. Case (i)
is the simplest case which is encountered at third order in the Stokes expansion of a single
wave train. This has been well understood and is not considered here. Case (ii) is the
relatively simple case where two wave components are identical. For plane progressive
waves, Phillips (1960) studied this case and reduced the resonance condition (6.3) to the
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well-known "8" diagram. Case (iii) is the most general case. In the present study, we will
consider the third-order quartet formed using (ii) and (iii).
With (ii), there are four possible wavenumber combinations which can form third-
order resonant quartets: (ki, kj, k,, kr); (kj, kj, kd, kr); (k8, ks, kj, kr); and (kd, kd,
ki, kr). No resonance quartet can be formed using (k,, k8, kd, kr) or (kd, kd, ks, k,)
(Newman 1971). With (iii), there are three possible combinations of the signs in (6.3)
for which the third-order resonance quartet can be possibly formed. In the following, we
shall discuss the interpretation of the resonance conditions for each case.
Quartet (ki, ki, k8, kr)
Let k1=k2=kj, k3=k, and k4=k,, the condition (6.3) can be rewritten in the form
(Phillips 1960):
kr = A(2ki - k,), [wr = A(2wi - w,)]
(6.5)
cos( 2 - 0,) = 2.1/ 2 + 8,.-1/2 - 3r, 1 - 6
where r,=IkI/kI| and 9i denotes the direction of ki. In the above, A=+1(-1) for r. <
(>)4, which ensures that Wr > 0 all the time. Upon using the first equation of (6.5), the
condition (6.4) takes the form:
AK1/ 2 (2 sin Oi - K sin 0,) sin 0, cos 0, (6.6)
Ai 1/ 2 (2 cos 9i - r cos 0,) - 2f 3/ 2 / cos 0, 1 + sin2 o9
where f is a function of r,, 9i and 0,:
9(r, 98 0,) = [4 - 4rcos(9 - ,) + ,2. (6.7)
The first equation of (6.5) gives k, in terms of ki and k, while (6.6) and the second
equation of (6.5) provide the relation between k, and k.. For a given 0, (or a), we solve
for K (1ki) and 92 from 6.6) and the second equation of (6.5). Clearly, r, (1ki1) and 6h are
the even and odd functions of a respectively.
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Figure 6-2 shows the results of Ikil and 6k as well as the resulting Ikj and 0, as a
function of a for -19.50 < a < 19.50. For a given a, two independent solutions of Ikil
and Gi are obtained. One has relatively small Ikil and 9j, for which Ik, < Ik I. The other
has relatively large 1ki1 and 0j, for which Ikr > Ikil.
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Figure 6-2: The condition for the third-order quartet resonant interaction of the transverse
ship wave (k) and the plain incident wave (k), with the resonance-generated wave
kr=2ki - k8, on the ray a in the wake of a ship. The plotted are the wavenumber
amplitudes, ki Iki| ( ) and kr = |krI (- - -), and the propagating directions, 9i
( - -) and 9 r (- -), of the incident and resonance-generated waves as a function of
a.
Quartet (ki, ki, kd, kr)
The conditions for the resonant quartet involving (ki, ki, kd, kr) can be readily
obtained by replacing the transverse wave (k, w, and 08) in (6.5) and (6.6) by the
diverging wave (kd, Wd and Gd). Figure 6-3 shows the dependence of Iki I and Oi on the ray
position a for the formation of the third-order resonant quartet (ki, ki, kd, kr). Similarly
to the case of (ki, ki, ks, kr), two solutions for the quartet (ki, ki, kd, kr) are obtained
for Ia| >~ 40. In both solutions, as shown in figure 6-3, Ik, are smaller than Ikil. For
Ial <~ 40, solution still exists while the required incident wavenumber 1kil is too large to
be realistic.
Quartet (k8, ks, ki, kr)
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Figure 6-3: The condition for the third-order quartet resonant interaction of the transverse
ship wave (k) and the plain incident wave (kd), with the resonance-generated wave
kr=2ki - kd, on the ray a in the wake of a ship. The plotted are the wavenumber
amplitudes, ki = 1ki| ( ) and kr Jk7 , (- -- -), and the propagating directions, Oi
(- - -) and 0, (. -), of the incident and resonance-generated waves as a function of
a.
Let kl=k2=k,, k3=ki and k4=k,, the condition (6.3) can be rewritten as:
kr = A(2k, - ki), [w, = A(2w, - wi)]
cos(02 - 0,) = 2K-/ 2 +8'1/2 - 3r, - 6
(6.8)
where K=IkI/kj1, and A=+1(-1) for r > (<)1/4. Using (6.8), the condition (6.4) takes
the form:
Ar1/2(2r sin 0, - sin 09)
Ar.1/ 2(2r cos 0, - cos O2) - 2f3/ 2 / cos 0,
sin 0, cos 0,
1 + sin2 9
(6.9)
with f=[4r2 - 4r cos(92  0O) + 1]1/2. From the second equation of (6.8) and (6.9), we can
solve for r, and Oi for a given a. Figure 6-4 plots the results of Iki I and 92 as a function of
a and the resulting Ik, and 10,.1. For this case, we obtain three solutions for a given a.
For the first solution, figure 6-4a, we have k,.I > 1ki1 while for the second solution,
figure 6-4b, Ik,l < Ikil. The third solution (figure 6-4c) obtains only near the cups lines
(|al > 18.50).
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Figure 6-4: The condition for the third-order quartet resonant interaction of the transverse
ship wave (k) and the plain incident wave (kd), with the resonance-generated wave
kr=2k, - ki, on the ray a in the wake of a ship of (a) first, (b) second and (c) third
solutions. The plotted are the wavenumber amplitudes, ki \ki| ( ) and kr = kr
(_ - -), and the propagating directions, Oi (-- -) and Or (- -), of the incident and
generated waves as a function of a.
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Quartet (kd, kd, ki, kr)
By replacing k, in (6.8) and (6.9) by kd, we obtain the resonance conditions for the
third-order resonant quartet (kd, kd, kj, kr). Figure 6-5 plots the results. For a given
JaI >~ 6', two solutions are obtained. For both solutions, Ikr < Iki . As in the case of
(kki,kd,k,.), we ignore the solutions for Jai < 6" due to unrealistically large Ik I's.
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Figure 6-5: The condition for the third-order quartet resonant interaction of the transverse
ship wave (k) and the plain incident wave (ki), with the resonance-generated wave
k,=2kd - ki, on the ray a in the wake of a ship. The plotted are the wavenumber
amplitudes, ki = Ik;I ( ) and kr = kr (-- -), and the propagating directions, Oi
( - -- ) and . (dotL), of the incident and generated waves as a function of a.
Quartet (ki, kd, k,, kr)
For the quartet formed using four different waves, the resonance conditions are ob-
tained by replacing kj (j=1,2,3,4) in (6.3) by kj, kd, k, and k,. The conditions (6.3) and
(6.4) can be solved numerically. We find that the quartet can be formed with three sign
combinations in (6.3): (1) kr=k,+kd -ki; (2) kr=k,-k+k; and (3) k,=-k,+kd+ki.
The results are shown in figures 6-6, 6-7 and 6-8, respectively.
For the case of kr=k, + kd - ki, two solutions are obtained for a given a. One is with
Ikr > 1ki1 and the other IkI < |kil. Again, cases with large 1ki's are ignored. For the
cases of kr=k, - kd + ki and k,=-ks + kd + ki, there exists one solution for a given a.
For kr=ks - kd + k2 , Ikr < Ikil. For kr=-ks + kd + kj, kr > Ikil as lal approaches
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zero.
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Figure 6-6: The condition for the third-order quartet resonant interaction of the transverse
ship wave (k) and the plain incident wave (ki), with the resonance-generated wave
k,=ks + kd - ki, on the ray a in the wake of a ship. The plotted are the wavenumber
amplitudes, ki IkI ( ) and k, I |kr (- - -), and the propagating dir ctions, 9i
(- - -) and 0, (- -), of the incident and generated waves as a function of a.
6.2 Evolution equations
To understand the mechanism of quartet resonant interactions of ship waves with ambient
waves, in this section, we perform a multiple-scale analysis to derive evolution equations
of the waves involved in the interactions.
6.2.1 General solution
Before considering ship wave interactions with ambient waves, we study the general case of
quartet wave resonance. For convenience, we denote the quartet waves by their wavenum-
ber vectors kj, j=1,2,3,and 4. Without loss of generality, we rewrite the quartet resonance
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Figure 6-7: The condition for the third-order quartet resonant interaction of the transverse
ship wave (k,) and the plain incident wave (ki), with the resonance-generated wave
k,=k, - kd + ki, on the ray a in the wake of a ship. The plotted are the wavenumber
amplitudes, ki Ik;I ( ) and k, = jk, (-- -), and the propagating directions, 9i
- -) and 0,. (- - -), of the incident and generated waves as a function of a.
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Figure 6-8: The condition for the third-order quartet resonant interaction of the transverse
ship wave (ks) and the plain incident wave (ki), with the resonance-generated wave
k,=-k, + kd + ki, on the ray a in the wake of a ship. The plotted are the wavenumber
amplitudes, ki - jkil (L) and k, _ Ik, (- - -), and the propagating directions, Oi ( - -)
and 0, (- -), of the incident and generated waves as a function of a.
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condition (6.3) in the form:
k1 = s2k2 + s3k3 + s4k 4 ,
(6.10)
W1 s2W 2 + S3 W 3 + s4 W4 , J
where the frequency wj=gIkj 11/2, j=1,2,3 and 4, and the coefficients s2 , S3, s4= 1 depend-
ing on the sign combination in (6.3). For convenience in analysis, we define a space-fixed
Cartesian coordinate system (o - xyz) with the x-axis pointing in the direction of k,
and the z-axis upwards.
Assuming that the flow is irrotational and incompressible, the wave motion is described
by a velocity potential P(x, y, z, t) which satisfies the Laplace equation V2 Ii-=0 within the
fluid. On the instantaneous free surface, z=((x, y, t), 1 satisfies the nonlinear kinematic
and dynamic boundary conditions:
4tt + g(Dz + 2V4 - Vd~t + }VGp -V(|V4D|2) =0,
(6.11)
pt+ !I V4pJ + g(= 0.
In deep water, wave motion vanishes, i.e. , V 1 -4 0 as z -+ -oo. This nonlinear problem
for (D governs the motion of general surface waves. Under the condition (6.10), it is well
known that nonlinear quartet resonance occurs (e.g. Phillips 1960). In the following, we
apply the multiple-scale technique to solve the stated nonlinear wave-motion problem for
deriving the evolution equations for resonant quartet waves.
Following Mei (1989), we introduce slow space and time variables:
y1 = Ey,y2 = EY,; and t1 = et, t 2= 2
where e < 1 is a small parameter measuring the wave steepness. We assume the potential
T' and the surface elevation ( to depend on both fast and slow variables and expand them
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in perturbation series:
E _nb(n) (X, -; y, , (6.13)
n=1
E En&()(X, X1, -(6.14)
n=1
We remark that for the case of plane waves, the problem was solved by Benny (1962) who
considered the slow time effect only. In the present study, we consider the general case
for which in addition to slow time, slow spatial effects in the both horizontal directions
(x and y) are included.
Upon expanding the free surface boundary condition (6.11) in Taylor series about
z=O and using (6.12), (6.13) and (6.14), we decompose the nonlinear problem for D into
a sequence of linear problems for the perturbed potential (n) and free-surface elevation
((n):
-2 (n) =F(n), z < 0 (6.15)
(g- + ® )J(n) G(n), Z 0 (6.16)19z &t2
_g((n) - n), z =0 (6.17)
V -(n)+ 0, as z -4 -oo (6.18)
for n=1,2,.... In the above, the forcing terms F(n), G(n) and H(n) are given in terms of
the perturbated potentials and wave elevations at lower orders. For n < 3, they take the
following explicit forms:
F = 0
G( = 0 (6.19)
H1 = D
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for n=1,
F = -2(<)( 1 + 4V1)
(2) [(1)Lz~() + (<+(1)2 + + t(1)2 )t + 2<b1?)] (6.20)
(2) = ( + ((2) + C(i)(i) + 1(p(1)2 + + )H t t 2 x Y z
for n=2, and
F(3) - - 2 + (DCl) + 2(<il)2 + < ,) + 2(D(2) )4t(
G -(3) = -[2 + (W), + 242) + (1)(rzt(2) + 2t( ) + ((2)rzb(l)
+2(<41)<b2) + <)<1)41p 2 + b14 )<b 2))t + 2(<1b)4b(1) + <bg)<D l)t
+ (12? + 4t 1 + 4 1)2 )t, + C z Z' )1 + (1)(<b(1)2 + 4)1) + <b1?)tZf =, h 2 2 2. (6.21)
+n h4 1rd + 4star1)ti + 4r 1)m t( f)(1)2 + rd1)2=
H~3~ -+ + + C ) (4t+ 1?)2+
H(3) 4t~l) + 4 j412) + 14(1) (D2) + t 1) +C() 4t(1
+ j(1)2 414 V + 21 (41(D1)2 + (p(1)2 + Ot1)2)Z
for n=3, where ]p=gO/Oaz + 02 /6t2 . These linear problems can be solved sequentially to
any high order starting from the first order ni=1.
The first-order (n=1) problem is identical to the classical linear surface wave problem.
Any propagating waves or their combination can be a solution. Since the focus of the
present study is on the quartet wave resonance, we consider the first-order solution to
be the superposition of the propagating waves kj which form a resonant quartet. The
first-order solution can be written as:
<D(1) g ekiz [iAjei(ki-x-it) + c.c.] , (6.22)
2wj
((1) [Ajei(kr x-wjt) + c.c. (6.23)
3
190
where i =_ V', ki = Ikj1, x = (x, y), A3 represents the complex amplitude of the kj
wave, and 'c.c.' denotes the complex conjugate of the preceding term. The summation
>j is done over the subset of j = 1, 2, 3, 4 in which all the kj's are different from each
other, that is to say, each distinctive participant wave is counted only once no matter
how many times they appear in the resonance conditions (6.10). Aj's are functions of
slow spatial and time variables, x1 ,. .. ; yi, ... ; and ti, ....
The equations governing the evolution of Ai, j=1,2,3 and 4, can in general be obtained
from the higher order problems. For the quartet resonance problem, the leading-order
(nonlinear) evolution equations for Aj's can be obtained using the second-order solution
and the solvability condition of the third-order problem. The derivation is straightforward
but quite involved. The analysis is thus omitted here but with the key parts outlined in
Appendix C. The evolution equation for the amplitude of the k, wave can be expressed
as:
_A_ _A1\ [w1 ( 2 A 1  &2A\
8 + Cg + i [8kg -x - 2 2 + C 1,,_I|Al| 2A 1 + C2,3,4 A-y A-3 A- =(0.24)
where Af = Aj for sj = 1 and A7 = A* (where * stands for the complex conjugate) for
si = -1. The group velocity of the k, wave Cg,=wl/(2k) and the coefficient C2,3,4 is
given by
C2,3,4 = {-i(s 2w 2 + s3w 3 + s4w 4 )[(k 2 k3,4 - S2k2 - (s3k3 + s4 k 4 ))T34 +W2
(k 3k2,4 - s3k3 - (8 2k2 + s4k 4))T2,4 + (k 4k2,3 - s4 k4 - (s 2k2 + s3k3 )) T2,3
S3 W3  S4 W4
g1 1
-[(k2 + k3)( + )(k 2k3 - s2s3k2 k3) +4 s2 W 2  S3W3
1 1(k2 + k4 )( + )(k 2k4 - s2s4k2 k4 ) +
s2W2 S 4 W 4
1 1(k 3 + k4 )( + )(k 3 k4 - s3s4k3 - k4 )] -
s 3 W3  s4w4
8 [((k 2 + k3)k 4 - s4 (s 2k2 + s3k3 ) - k4 )(k 2 k3 - 2 S3k2 - k3) +
((k 2 + k4)k 3 - s3(s2k2 + s4k4) - k3)(k 2 k4 - s 2s4k 2 - k 4 ) +
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((k 3 + k4)k2 - S2 (s3k3 + s 4k4 ) -k 2) (k3 k4 - ss4 kS3 k4)] +
[(gk2,3- (82W2 + s3w3)2 )k 2 ,3T2 ,3 + (gk2,4 - (s 2w 2 + s4w4)2 )k 2,4T2,4 +2g
(gk3 ,4 - (sw3 + s4w4) 2)k, 4T3,4]}6 2,3,4 , (6.25)
where 62,3,4=1/2 if s2 k2 # s 3k3 $ s4 k 4 and otherwise, 62,3,4=1. In the above kj,=
Isjkj + sikl for j, 1 = 2, 3,4 and the coefficient Tjj is given by
ig2 (sj/wj + s1/w)(kjk - sjslk - k)T, = [k, s~,+sw) , (j, 1 = 2, 3, 4) . (6.26)2[gkj,l - (sjwj + sjwj)]
In (6.24), the coefficients C1,-,, j=1,2,3 and 4, can also be determined from (6.25) by
replacing (s2, 83, s4, k 2 , k3 , k4 , w2 1 W3, 4) with (1, 1, -1, k1, k, k3 , W1, wj, wj), respectively.
The evolution equation for A 2 can be obtained from the above result for A1 by ex-
changing k, and k2 and replacing S2 by s1 with the horizontal spatial variables (x, y)
referred to the Cartesian coordinate system with the x-axis pointing into the direction of
k2 . The solutions for A 3 and A 4 can be obtained in a similar procedure.
6.2.2 Solution for quartet resonant interactions between Kelvin
ship waves and ambient waves
We now apply the general solution derived in the above to the problem of resonant ship
wave interaction with ambient waves. For convenience, we define a ship-fixed Cartesian
coordinate system (0'- 1Z') with the i-axis overlapping with the resonance ray pointing
in the direction of wake and the Z'-axis upwards. Referring to this coordinate system,
for example, the evolution equation (6.24) can be rewritten in the form:
07 a + .r a ,+ i W,( 2 a2 O592 )A
- 1- 2-A 1 + i[ ( 3  + o4  + A 1at a a7 18ki q( gg y
+ C1,,_jIA| 2A1 + C2,3,4 AfA3 A = 0. (6.27)
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In the above, the coefficients oj, j=1, - , 5, are resulted from the transform of the coor-
dinate system and are given by
a,- = U cos a - C,1 cos(a + 01)
U-2 = U sin a - C, sin(a + 01)
073 = cos
2 (a + 01) - 2 sin2 (a + 01) (6.28)
O-4 =3 sin 2(a + 01)
-5= sin2 (a + 61) - 2 cos 2 (a + 01)
where U is the forward speed of ship, a the angle measured clockwise from the track of
the ship, and 01 the propagation direction of the k, wave measured counterclockwise from
the direction of ship motion.
As an illustration of the quartet resonant interaction between Kelvin ship waves and
ambient waves, we consider a sample resonance case: k,=2ki - k,. To relate to the
general quartet resonance case, we let ki=ki, k2=k,, k3 =ki, k4=k,, 82=1, 83=-1 and
84=1. Substituting these into (6.27), we obtain the evolution equation for the incident
wave ki:
Ol + 0'2 19 A 2 a2 92 A
2-+1 +i 02 + 0-4i- +0' Ai
ot a2i )j [ 2 Agq +772
+(Cjj,_jIAi12 + C,s,-IAs12 + Ci,r,rAr 2)Ai + Cs,i,rAsA*Ar]
= 0, (6.29)
where A,, A, and A, denote the complex amplitudes of the ambient wave, the trans-
verse ship wave and the resonance-generated wave, respectively; and the coefficients
C2 ,i=C1, 1,_ 1, Cis,-S=C1,2,-2, Cir,-r=C1,4,-4, and Cs,-i,r=C2,3,4, which can be deter-
mined using (6.25). The coefficients acj=oj, y = 1,... , 5, which are determined from
(6.28) with 01 replaced by 60.
Similarly, the evolution equations for the transverse wave of the ship and the resonance-
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generated wave are obtained to be:
+2 02 + s2) As
-9 - a+ 1,-~ A, + U3s + U0 -4 + U5s j;
+(C,,-_lAs1 2 + Cs,,_, AI1 2 + Cs,,r,,rAr 2 )As + Cj,_,.rAi12A*]
(6.30)
and
(g g2 2 g2
+ ur-) Ar + i [(03r + 0'4 r- + 65 r 2 ) Ar
+(Cr,s,,sAsI1 2 + Cr,,,_,iIAi12 + Cr,r,rAr 2 )Ar + C,,,iA*A] = 0 , (6.31)
where the coefficients a1., and Ujr, j = 1, -- -, 5, are also determined from (6.28) with 01
replaced respectively by 0. and Or.
In (6.30), the term P represents the forcing for the generation of transverse wave due
to ship motion. By removing all interaction terms in (6.30), P is obtained to be related
to the transverse wave by
a a2 a2 a2 1P(6, n) = G1i a. + i {(62,-2 + 4 + 5 si) a., + C,,,,a 3 1af, (6.32)
where as is the amplitude of the transverse wave of a ship moving in calm water.
6.2.3 Solution of the evolution equations
We apply a simple finite-difference numerical scheme with the prediction-correction algo-
rithm to solve the evolution equations (6.29), (6.30) and (6.31). We seek the steady-state
solution (referring to the ship-fixed coordinated system) for the amplitudes of the inter-
acting waves. Thus, the time dependent terms in the evolution equations are dropped.
Assume that the quartet resonant interaction between the ship transverse wave and
the ambient wave starts at 6=6o > 0. We apply the far-field solution of the Kelvin
problem for the transverse ship wave. The amplitude of the transverse wave near the
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resonance ray (7=0) can be expressed as:
a8 (rX)= ao eik )( ,O > (6.33)|'|i
where X' represents the position of the point ( , 77) in the coordinate system 0'- X'Y'Z',
and a,0 is the amplitude of the transverse wave on the resonance ray at =o. From
the well-known ship-wave theory, a,0 vanishes outside the wake and the magnitude of
aso depends on ship geometry and forward speed U. Knowing the exact value of a, 0 is
not critical for understanding the mechanism of resonant interactions between ship waves
with ambient waves.
In computations, we consider a long strip around the resonance ray: ( > 'o and
-mo < q < 77. On the starting transverse boundary C= O, we set A,=O, A,=a, and
Ai=ai, which is the amplitude of the non-disturbed ambient wave. On the longitudinal
boundaries T= 77o, we set A,O, aA,/&r=0a,/o9,, and /Ai/9=0. A two-step prediction-
correction algorithm shown in Appendix D is employed to solve equations (6.29) to (6.31).
For illustration, as an example, we consider an ambient wave with wavenumber k =
|ki|=3.48ko and propagation direction Oi=120*. From the resonance condition (6.5), we
obtain that the third quartet resonance with k,=2k - k, occurs along the ray with
a=7.5' and the new generated wave has the wavenumber k, I 1k,I=7.4ko and propagation
direction 0, = 1270 (cf. figure 6-2).
Figure 6-9 shows the result of the amplitude of the generated wave, fAr, in the
neighborhood of the resonance ray. For calculation, we use the incident wave steepness
kjai = 0.15, the ship transverse wave steepness ksoaso = 0.28 at ko0 = kogo = 5, where
ko |ks( 0,0)f. And the numerical parameters used are: ko0 70=120, ko0 A=k0Aq=0.1.
From figure 6-9, it is seen that |A, grows monotonically with in the initial stage of
resonance (for ko( - o) < 150) while it oscillates slowly afterwards with a characteristic
wavelength of - 150/ko. Across the resonance ray, A, vanishes rapidly as 'q approaches
to the cusp line (77 < 0) while it decreases rather slowly as 71 approaches to the track of
the ship (q > 0).
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Figure 6-9: The envelope of the generated wave (k,=7.4ko and 0,=127) in the neigh-
borhood of the resonance ray (a = 7.50) in the Kelvin wake of a ship moving in a plane
ambient wave-field, (ki = 3.48ko and Oi = 1200). The ambient wave steepness kjai = 0.15
and the Kelvin transverse wave steepness koao = 0.28 at ko5 = ko0 o = 5. Result
obtained by numerically integrating the evolution equations.
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Figure 6-10: The initial growth of the resonance-generated wave along the resonance
ray (r7 = 0) with: koaso = 0.28, kiai = 0.10; - - -ksoaso = 0.28, kai = 0.20; and
- -koaso = 0.14, k ai = 0.10. k=3.48ko, 6;=1204, a=7.5' and ko I=|k(, 0)|.
From the evolution equation (6.31), it is clear that at the initial stage of resonance
where |A,|/|A,| < 1 and |A, /|AI| «<1, the growth of |A,| is governed by the interaction
term C-si,iA*A?. In this stage, it is reasonable to assume that Ai ~ a and A, -a
along the resonance ray (ij=O). Thus, we obtain from (6.31) that 1Art .C/ 2 asoa? at the
initial stage of the resonance. Figure 6-10 shows the results of the initial growth of |Art
along the resonant ray for different ship and ambient wave steepness. The above expected
behaviour for the initial growth of the generated wave is well confirmed.
Figure 6-11 plots the variation of Ar I over a long range of 4 along the resonance ray for
different ambient and ship wave amplitudes. After reaching a (local) maximum value (in
the initial stage), IArl starts to oscillate slowly with 4. The characteristic wavelength of
oscillation varies with the ambient and ship wave steepness. In particular, the oscillation
wavelength is shown to decrease as the ambient wave steepness increases but increase
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Figure 6-11: The variation of the resonance-generated wave amplitude JA,.I along the
resonant ray with: -- k, 0 a 0, = 0.28, kiai = 0.10; - - -koa 8 o = 0.28, kiai = 0.20; and
- - -kSOaO = 0.14, kai = 0.10. ki=3.48ko, 64=1200 and a=7.50.
with the ship wave amplitude.
The variation of IA,. across the resonance ray (q = 0) is due to the detuning resulted
from the phase change of a, and the variation of the amplitude of a, around the resonant
ray (cf. 6.33). To study the extent of the generated wave in the q direction , we define
7i as the positions at the two sides of the resonance ray where IA,rt is half 
its value
at the resonance ray y = 0. Figure (6-12) plots the results of q as a function of xi
for different ambient and ship wave steepness. It is seen that in the 4 direction, there
are also modulations in the width of the generated wave. The characteristic modulation
wavelength is approximately the same as that for IA,t along the resonance ray, shown in
figure (6-11).
198
20
15
1 0-5
-5
-10
-15
100 200 300
k04
Figure 6-12: The width of the resonance-generated wave across the resonant ray:
-koaso= 0.28, kiai = 0.10; - - -k8oaso = 0.28, kjai = 0.20; and -kloaso =
0.14, kjai = 0.10. ki=3.48ko, fh=120' and a=7.5'.
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6.3 Direct high-order simulations
To verify our multiple-scale analysis, we perform a direct simulation of the nonlinear wave
interaction problem using the efficient high-order spectral-element (HOSE) method (see
2).
HOSE method is based on a Zakharov equation mode-coupling framework but is
generalized to include up to an arbitrary order M in wave steepness and a large number
N of wave modes. The method obtains exponential convergence with N (and M) and
computational effort only linearly proportional to M and N. The computational power
of HOSE allows us to perform direct simulations of nonlinear ship wave interactions with
ambient waves.
For simplicity, we consider the Kelvin waves generated by a moving Rankine source
instead of a real three-dimensional body. The source, strength g', is located at a distance h
below the free surface and moves forward in the +X direction at speed U. For comparisons
to our theoretical results in 6.2.3, we consides the relatively deep submergence case
(koh > 1) for which the transverse wave is k .own to dominate over the diverging wave
(Newman, 1987a,b).
In simulations, we choose a square computational domain of the side length kL=100.
The computational domain moves with the source at forward speed U such that the posi-
tion of the source with respect to the computational domain is fixed. For computations,
we use N, x Ny=1024 x 1024 spectral wave modes for the boundary-value solution at
each order and At=0.05To (To = U/g) for the time integration. To accurately account for
third-order quartet resonant wave interactions between the Kelvin waves and an ambient
propagating wave, we perform the HOSE simulations with order M=3. We start the sim-
ulation with an incident Stokes wave field (Schwartz 1974) plus a moving Rankine source
and terminate the simulation when the limit-cycle steady-state of the wave pattern in the
wake is reached.
Note that although the HOSE is highly efficient in modeling nonlinear wave-wave
interactions, it is still too expensive to obtain wave fields at very far field of the Kelvin
wake. But, the present simulations can provide results in the near to intermediate wake
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(~ 10 steady wavelength), which well illustrate the behaviors and the initial growth rates
of the resonance-generated propagating waves.
To verify the HOSE simulations, we first compute the Kelvin waves of a moving source
and compare the results to linear solutions obtained theoretically by evaluating the Green
function of a translating Rankine source, which could be written as the summation of a
double integral and a single integral (see e.g. Newman 1987a,b). We have
1 1 2 /2 'i/2G - 1 2 sec2GeuEjudO + 4iH(-X') )[ sec2 GeudO (6.34)
koRo koR >r -pi/2 f-pi/2
where, ko = g/U 2 is the wavenumber of the Kelvin transverse wave along the track
(steady wavenumber), u = koZ'sec20 + ikoX'sec9 + ikolY'Isec20 sin 0, H(-x) is the unit
step function, H(-x) = 0 as x > 0 and H(-x) = 1 as x < 0. Ro denotes the distance
between the field point and the source while R the the distance between the field point
and the image of the source with respect to the mean free surface. Note that for field
points on the mean free surface, Ro = R. The integral E1 is expressed as
00dt
E1(u) = L -t e-t (6.35)
For a Rankine source with strength o, the potential is -eG. The free-surface elevation C
is then evaluated with the linearized free-surface conditions:
= e&G UO8G
SzU=o -z'=o (6.36)
g 09t gZ=0 -L- X 1=
Following Newman (1987a), we calculate the double integral in 6.34 by singling out the
singular part and evaluate the rest with an asymptotic expansion. The single integral in
6.34, on the other hand, could be integrated numerically with algorithms like Romberg
integration.
Figure 6-13 shows a sample Kelvin wave pattern obtained by the HOSE simulation
with M=3, together with the linear result by directly evaluating the Green function (6.34).
For this calculation, we use source strength o = 0.5U 5/g 2 and submergence koh=2.0. As
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expected, the Kelvin wave pattern is dominated by the transverse wave except in the
region very near the cups lines. The variation of the wave elevation along several rays
in the wake is shown in figure 6-14 and 6-15 in which, the HOSE simulation results are
compared with the classical linear solution obtained by evaluating 6.34. The result of the
HOSE simulation with M=1, which represents the linear solution, compares well with
the theoretical predictions. In the present case, since the submergence of the source is
relatively deep, the resulting Kelvin wave steepness (- 0.3) is moderate. In the near
field, the deviation of the nonlinear results with M=3 from the linear solution (M=1)
is relatively large, due to the large wave slope. In the far field, this difference is small
except near the cusp lines.
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Figure 6-13: The wave pattern generated by a moving underwater source located at
X' = Y' = 0. The strength of the source is p = 0.5U5 /g 2 and submergence koh = 2.0.
Results obtained by (a) HOSE method with N, = Ny = 1024, M = 3; and (b) direct
evaluation of the Green function. Note that due to the fact that the source is deeply
submerged, the wake is dominated by the transverse waves.
For the resonant interaction of the Kelvin waves with an ambient wave, as in 6.2.3,
we consider an plane ambient wave with wavenumber k,=3.48ko, propagation direction
6=1200 and wave steepness kiai=0.05. Due to resonant interactions, a propagating wave
with k,=7.40ko and 0,= 1 2 70 is generated along the resonance ray a=7.5".
To identify the generated wave k, in the combined nonlinear field with elevation
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Figure 6-14: The free-surface elevation inside the Kelvin wake behind a moving Rankine
source along (a) the track (a = 0); and (b) the cusp line (a = 19.50). The results are
obtained with: - - -the linear approach by evaluating the Green function of a translating
Rankine source; --- -the HOSE method with lf = 1; -- the HOSE method with
M = 3. The strength of the source is p = 0.5 U5/g 2 and submergence koh = 2.0.
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Figure 6-15: The free-surface elevation inside the Kelvin wake behind a moving Rankine
source along (a) koX' = -15; and (b) koX' = -30. The results are obtained with:
- - -the linear approach by evaluating the Green function of a translating Rankine source;
- -- the HOSE method with M = 1; -the HOSE method with M = 3. The strength
of the source is p = 0.5U5/g 2 and submergence koh = 2.0.
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((X', Y', t) of the wake, we first subtract the original ship wave C,(X', Y") and the in-
cident wave (G(X', Y', t) from it. The remaining wave field ('(X', Y', t) contains all the
components generated by the nonlinear interactions between the ship and the incident
wave. We have
('(X', Y', t) = ((X', Y', t) - (S(X', Y') - (c(X', Y', t) (6.37)
In frequency domain, ('(X', Y', t) corresponds to '(X', Y', w). The component Q(X', Y') E
('(X', Y', wre) with frequency Wre (Wre or - U kr is the encountering frequency of the
wave kr in the coordinated system moving forward in the X direction at speed U) which
represents the resonance-generated wave is then isolated through a frequency-domain
filtering.
Figure 6-16 shows the pattern of the resonance-generated wave by displaying the
2Re(). For this result, the Fourier analysis is conducted for the limit-cycle steady-state
wave record in the period of t/(U/g) E [190, 200]. The figure shows that the wave patterns
of C are concentrated around the resonant ray a = 7.5, as predicted by the theory.
Graphically, the wavenumber and propagation direction of the resonance-generated waves
compare well to those predicted based on the resonance conditions. We note that along
the resonance ray, cr displays a modulation with relatively short length scale (~ 1 steady
wavelength), which is not predicted by the theory. One explanation of this phenomenon is
that after frequency-domain filtering, the wave field could still contain other components
(standing waves, etc.) with similar encountering frequencies to that of the resonance-
generated wave k,. An alternative cause may be related to the stability of the resonance-
generated waves. Further study is needed in this direction.
The initial growth rates of the generated wave are evaluated from the amplitude of
r along the resonance ray. To make direct quantitative comparisons to the theoretical
predictions in 6.2.3, we need to determine the amplitude of the transverse wave at the
start point of the resonance. Since the diverging wave is small for the case we consider
here, to do that, we directly match the simulated steady Kelvin wave elevation (cf. figure
6-13) along the resonance ray to the formula (6.33). Figure 6-17 plots the simulated result
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Figure 6-16: The pattern of the wave component 2Re(C,.(X', Y')) with encountering fre-
quency (Wr - U -kr) with respect to the moving coordinate system (0' - X'Y'Z'). The
solid line denotes the predicted position of the resonance ray. The source is located at
X = Y' = 0, with strength p = 0.5U 5/g2 and submergence koh=2.0, and the ambient
wave steepness is kiai=0.05. Result obtained by HOSE method with M = 3.
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Figure 6-17: The estimation of the ship wave amplitude factor ao: - - -free-surface eleva-
tion of the Kelvin waves ko(1,7=o along the resonant ray obtained by HOSE method. The
strength of the source is p = 0.5U 5/g 2 and submergence koh=; the envelope k,0 Aj
along the resonant ray, with koao = 0.28 and k060 = 5.
for the Kelvin wave elevation along the resonance ray and the matched envelop of the
transverse wave. It is seen that the numerical result matches well with that from (6.33)
with k, 0 a,0 =0.28 and ko 0 =5.
Figures 6-18 shows the comparisons between the direct simulation result and the
theoretical prediction for the initial growth of the resonance-generated progressive wave
along the resonance rate. The results plotted are obtained with two different ambient
wave steepness kiai=0.05 and 0.10 and one same ship wave steepness ks0 a0s=0.28. For
both cases, the direct simulation results compare reasonably well with the multiple-scale
theory. In particular, the numerical result also shows that the growth rate increases
quadratically with the ambient wave steepness, as predicted by the theory.
The comparisons between the direct simulation and the theory for different ship wave
steepness but with a fixed ambient wave steepness are shown in figure 6-19. Good agree-
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Figure 6-18: The steepness kto At I of the generated progressive waves on the resonant ray
(a = 7.5'): (-(--) direct simulation results for kai = 0.05, p = 0.5U' /g2, koh = 2.0;
(-) results of evolution equations for kai = 0.05, ksoaso= 0.28; (- -(D- -) direct
simulation results for kjai = 0.10,,o = 0.5U'/g2, koh = 2.0;- ) results of evolution
equations for kiai = 0.10, k,oaso = 0.28. Other parameters are specifieia-as: 0 _= 120';
ki = 3.48g/U2.
ment between the simulation and the theoretical prediction is also obtained. The linear
dependence of the growth rate of the resonance-generated wave upon the ship wave am-
plitude is also confirmed by the simulation result.
6.4 Conclusions and discussions
We investigate nonlinear interactions of steady ship' waves with unsteady ambient waves.
By including the interactions up to the third-order in the wave steepness, we find that
the interactions may become resonant along certain rays under the resonance conditions.
When the resonance occurs, new propagating waves in the ship wake can be generated and
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Figure 6-19: The steepness ktolAtj of the generated progressive waves on the resonant ray
(a = 7.50): (-0-) direct simulation results for kjai = 0.05, p = 0.25U 5/g 2 , koh = 2.0;
( ) results of evolution equations for kjai = 0.05, k8oa8o = 0.14; (- -0- -) direct
simulation results for kjai = 0.05, p = 0.5U 5/g 2 , koh = 2.0; (- - -) results of evolution
equations for kjai = 0.05, koao = 0.28. Other parameters are specified as: 64 = 1200;
ki = 3.48g/U 2 .
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developed significantly. The position of the resonance rays and the basic characteristics
of the generated waves, which depends on the ship speed and ambient wave number
and propagation direction, are governed by the resonance conditions. We carry out a
multiple-scale analysis to derive the evolution equations for the interacting waves under
the resonance, from which we obtain the quantitative behaviour of the generated wave
development. To verify the analysis, a direct numerical simulation using an efficient
nonlinear spectral method is performed. Excellent comparisons between the simulation
result and the theoretical prediction are obtained for the initial growth of the resonance
generated waves.
Soliton-like features were observed in a ship's wake (Brown et al, 1989). These features
exist along isolated rays steady with respect to the ship and last for a long distance behind
the ship. These characteristics are very similar to the resonance-generated waves studied
here.
It has been conjectured that the present ship-ambient wave resonances may be a mech-
anism for the generation of these oblique wave patterns. Our investigation indicates that,
while these resonance interactions can lead to the development of long-lasting features
with a solitary envelope interior to the Kelvin wake, it is most likely not the mecha-
nism responsible for the solitons inside ship wake of Brown et al. Firstly, it appears that
the solitons in the field experiment occurred under calm sea conditions without strong
enough ambient waves. Secondly, the measured soliton appears to match well to a steady
(see also Mei & Naciri, 1991) theory and may be reasonably explained, for example, by
the superimposed Kelvin waves cause by bow and stern of the ship (Hall & Buchsbaum,
1990). Thirdly, the observed interior solitons generally appear as a pair symmetric with
respect to the ship track. In the ship-ambient resonance theory, it requires two symmetric
incident waves correspondingly, which is uncommon.
The foregoing notwithstanding, one may try to construct the conditions that may lead
(one of the) observed soliton in the present context.
The experiment was carried out in the wake of a ship moving in a speed of 7.7mr/s.
According to the field observation, the frequency of the carrier wave of the solitary feature
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is approximately w = 3.28rad/s. Based on these measurement, it was assumed that the
carrier wave was steady with respect to the ship, that is to say, it was part of the ship
waves. By applying the Kelvin theory, the propagating angle of the carrier wave 0 was
estimated to be approximately 67.20, the location of that feature a was about 10.90.
This assumption is obviously not consistent with our theory, in which the carrier wave
is neither the transverse nor the diverging wave but a new generated wave caused by
nonlinear interactions. Therefore, we could only expect to get a qualitative comparison.
We assume that the soliton-like features are actually the resonant waves k, generated
by the nonlinear interactions between an incident wave ki and the transverse wave kt,
kr = 2ki - kt. The wave number of the resonant wave k, and its propagating 0, are
shown in figure 6-2.
If the incident angle of the ambient waves is from 500 to 900, resonance occurs when
ki = 0.31 ~-. 0.48m'. The frequency of the resonant wave w, = 2.2 r~- 3.2rad/s (in fixed
coordinate system) and its propagating direction 0, = 610 ~-1000. The location of the
resonant ray a = 16.70 r 11.20. We see that qualitatively, the parameters of the resonant
wave march those of the carrier wave in the experiment.
One phenomenon that is difficult to be explained is the reported symmetry of the
solitary features with respect to the track of the ship. We note that in our theory, this
happens only when there arp two components in the ambient wave field which has the
same wavenumber and approximately symmetric incident angles. This could occur in the
directional-sea conditions.
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Chapter 7
A Numerical Investigation of
Three-dimensional Instability of
Standing Waves
The stability of surface gravity waves is a fundamental problem in nonlinear wave dy-
namics. The understanding of wave stability is of essential interest to the prediction of
steep/breaking wave development and nonlinear wave-field evolution. A large number of
investigations have been performed in this subject.
For the propagating (Stokes) waves, the problem has been well studied and several
types of instabilities have been discovered. In the small wave steepness and weakly
nonlinear cases, Benjamin & Feir (1967) first found that the wave is unstable to side-
band disturbances. Longuet-Higgins (1978a,b) extended this result to large-amplitude
waves and finite length-scale modulations. He also found a new type of strong instability
occurred when the wave steepness kA > 0.41. The three-dimensional disturbances were
later taken into account and the Class I and Class II instabilities were brought into
the arena by McLean (1982). Both of these instabilities are related to nonlinear wave
resonances between the Stokes wave (the carrier) and small perturbations. Specifically,
Class I instability is caused by the third-order (quartet) resonance while Class II by the
quintet resonance. It has been shown that the crescent waves observed in the field and
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wave basin are developed from the nonlinear evolution of these instabilities (Su 1980; Xue
et al. 2000).
Stability of standing waves, on the other hand, poses a challenge due to the unsteadi-
ness of the base flow. Compared to a steady base flow such as that associated with
Stokes waves, the stability analysis of an unsteady flow is much more involved since the
derivation of the requisite transition matrix is generally complicated. The existing work
in standing wave stability is thus very limited. Mercer & Roberts (1992) (hereafter re-
ferred to as MR) applied a fully nonlinear numerical method to study the stability of a
plane standing wave to a two-dimensional disturbance. They found that similar to Stokes
waves, the standing wave is also unstable to small side-band disturbances for wave steep-
ness up to 0.5.The stability of plane standing waves to three-dimensional disturbances,
however, has not been looked into.
Three-dimensional Standing waves also commonly exist. A simple case is that of
axisymmetric or non-axisymmetric standing waves in a circular basin. An interesting
and important problem associated with such three-dimensional standing waves is the
observation of non-axisymmetric surface wave patterns generated by a heave oscillation
of a spherical ball (Tatsuno, Inoue & Okabe 1969; Taneda 1991). By including surface
tension effects, Becker & Miles (1991, 1992) found that the transition from standing con-
centric waves to radially decaying cross-waves is a result of period-doubling bifurcation.
Although their theory seems to properly predict the wavenumbers of azimuthal waves,
it significantly underestimates the amplitude of the ball motion for the occurrence of
non-axisymmetric wave patterns. The study of the instability of the three-dimensional
standing waves may help identify and understand other possible mechanisms leading to
the generation of non-axisymmetric waves by an axisymmetric forcing.
There have been a few works devoted to the research of the standing waves inside a
circular basin. Mack (1962) derived an analytic solution including the third-order con-
tribution based on a regular perturbation analysis. Based on the collocation method of
Vanden-Broeck and Schwartz (1981), Tsai and Yue (1987) developed an accurate numer-
ical method to compute fully-nonlinear axisymmetric standing waves inside a circular
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basin. As to the stability of these standing waves, on the other hand, there has been little
investigation so far.
In this chapter, we shall study the three-dimensional instability of both two- and
three-dimensional standing waves. The transition matrix method, commonly used for
the analysis of stability of unsteady flows, will be employed. The accurate high-order
spectral-element method (HOSE) developed in chapter 2 will be applied to obtain high-
resolution computations of the base flow and the requisite transition matrix.
The Fourier-type high-order spectral-element (HOSE) method is a perturbation algo-
rithm based on the Zakharov equation and source/dipole distribution approach. With a
recursive scheme, it is able to keep free-surface nonlinearity up to arbitrary order Al in
wave slope. The method obtains exponential convergence with N (and Al) and compu-
tational effort only linearly proportional to M and N (see 2). The accuracy as well as
efficiency of the HOSE method enables us to do the stability analysis of standing waves
computationally.
The Fourier-type HOSE method is only valid for problems that are infinitely smooth
and periodic in both horizontal directions due to the fact that Fourier series are employed
in the calculation of boundary-value problems. It is obvious that this requirement is
not satisfied when we consider waves inside a circular basin. For this reason, we apply
the Chebyshev-type high-order spectral-element method. Chebyshev polynomials are
adopted in the boundary-value-problem solver as basis functions in the spectral expansion,
giving this algorithm the capability of being applied in non-smooth and non-periodic
problems while keeping certain advantages of the Fourier-type HOSE method such as
exponential convergence (for details, see 2).
In the present study, we apply the Fourier-type HOSE method to construct plane
standing waves in deep water. The transition matrices associated with the stability of
these standing waves are then calculated numerically and unstable modes are identified.
The two-dimensional unstable modes, as well as their initial growth rates, agree with
the results by MR ( 7.5.1). When three-dimensional disturbances are taken into account
( 7.5.2), we find a distinguishable oblique unstable mode which is dominated by the
213
standing wave in arbitrary oblique direction with the wavelength comparable to that of
the fundamental standing wave. Such a three-dimensional instability is found to exist
for all plane stand ing waves of any wavelength and amplitude. This type of instability
is caused by the bifurcation of the standing wave, mathematically represented by the
Mathieu equation. Through direct long-time simulations, we also observe the modulation-
demodulation cycles over a long time period, known as the Fermi-Pasta-Ulam recurrence.
Standing waves in a circular basin are constructed and their stabilities analyzed with
the Chebyshev-type HOSE method. When the base flow is axisymmetric, our numerical
results show that for large enough wave steepness, the wave field is unstable to non-
axisymmetric disturbances that have one wavelength in the angular direction. As the
wave steepness increases beyond a critical value, two isolated non-axisymmetric modes
merge into one combined packet and become unstable subsequently. The critical wave
steepness Ec decreases as the wavenumber across the diameter increases. Similarly, within
a certain range of wave steepness, non-axisymmetric standing waves are unstable to dis-
turbances with azimuthal wavenumbers one order higher or lower. This implies possible
energy transfer from axisymmetric waves to high azimuthal harmonic non-axisymmetric
waves step by step. Further study shows that this instability is caused by the resonances
occur near the cross-over points of the frequencies of the original standing waves and
the unstable modes. A simplified model is created and this mechanism is confirmed
qualitatively.
7.1 The physical problem and mathematical formu-
lations
We consider nonlinear gravity waves on the free surface. A Cartesian coordinate system
(x, y, z) is chosen so that x and y are on the mean free surface and z upwards. For the
convenience of studying waves inside a circular basin, a cylindrical coordinate system
(r, 0, z) is also used, where r is the radial coordinate and 9 the azimuthal coordinate and
z = 0 corresponds to the mean free surface.
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We assume that the flow is incompressible and irrotational. The fluid motion is
determined by the velocity potential P(x, y, z, t) which is harmonic inside the fluid, that
is to say, V2 D =0. On the instantaneous position of the free surface SFin the position
z = ((x, y, t), the nonlinear free-surface noundary conditions are satisfied,
(t + V Q( - VX4--t<b = 0, (a) (7.1)
Dt +9(+ -!Vd - V(D = 0, (b)
where g is the gravitational acceleration, V, = (0/Ox,4O/&y) represents the horizontal
derivatives.
On boundaries formed by body surfaces, the non-flux condition leads to
4Dn= VB, (7.2)
where n is the unit normal vector pointing out of the fluid and VB is the velocity of
the body. In the present study, all the body surfaces are fixed so that VB = 0.
For deep water, the velocity V4 vanishes as z -+ -oo.
In plane-wave cases, periodic conditions are imposed in both x and y directions, with
periods L1 and LY respectively; while the physical problem about the waves in a circular
basin is periodic only in the angular direction.
These boundary conditions, along with the Laplace equation inside the fluid and the
prescribed initial free-surface elevation and potential, form the nonlinear initial boundary-
value problem that describes the nonlinear dynamics of free-surface gravity waves.
The wave steepness e, which determines the significance of nonlinear effects, is defined
to be equal to kA in the plane standing wave cases, with k the fundamental wavenumber
and A the wave amplitude. As to the three-dimensional waves in a circular basin, we
choose the maximum slope of the free-surface elevation (to be E, we have
& IVCmax (7.3)
215
7.2 Numerical methods
In the context of free-surface waves, the stability analysis is essentially a nonlinear wave-
wave interaction problem. To decide whether or not a wave is stable, we need to study
the nonlinear interactions between the original wave and all possible disturbances. For
this purpose, we employ the high-order spectral-element (HOSE) methods (see 2).
The Fourier-type HOSE method carries the nonlinear interactions up to any order
M through a perturbation approach. The linearized boundary-value problems are then
solved with a source/dipole distribution technique. With a Fourier-spectral algorithm
employed in the calculation of the boundary-value problems, this method achieves ex-
ponential convergence with respect to both the number of spectral modes N and the
perturbation order M. Fast-Fourier Transforms are applied so that the computational
effort per time step is about O(MN log N).
One drawback of the Fourier-type HOSE method is that it can only be implemented
to smooth and doubly-periodic problems. The nonlinear waves in a circular basin, unfor-
tunately, is not among these cases.
In 2, we develop a Chebyshev-type high-order spectral-element method to study
wave-wave and wave-body interactions without smoothness or double periodicity. Deriv-
ing from the Fourier-type HOSE method, the HOSE method shares with its precursor
most of the features except the boundary-value problem solver and the way high-order
vertical derivatives on the mean free surface are evaluated. Unlike the Fourier-type HOSE
approach, in the Chebyshev-type HOSE method the linearized BVP's are calculated di-
rectly through the boundary-integral equations to avoid numerical singularities caused
by discontinuous source/dipole distributions at the intersections between the free surface
and the body. The application of Chebyshev polynomials instead of Fourier series as the
basis functions enable the Chebyshev-type HOSE method to be used in non-smooth and
non-periodic problems such as those encountered in the interactions between water waves
and partly-submerged bodies.
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7.3 Numerical construction of standing waves
There have been numerous efforts in creating standing waves with theoretical or numeri-
cal tools. Starting with the investigation by Rayleigh (1915), perturbation methods were
introduced into the study and construction of standing waves in finite or infinite wa-
ter depth (Penny & Price 1952, Schwartz & Whitney 1981, Tadjbakhsh & Keller 1960,
Mack et al. 3966). A direct numerical calculation was developed by Vanden-Broeck and
Schwartz (1981) which includes the solving of a system of nonlinear algebraic equations
obtained through space and time collocation. A similar method was later implemented
by Tsai and Yue (1987) to solve the axisymmetric standing waves inside a circular basin.
In the present study, we apply the approach used by Mercer and Roberts (1991) to
construct the standing waves by setting the initial free-surface potential VD to be zero all
over the space and looking for the initial elevation ( which makes Vb" to be zero again
after half a period. The details about this approach are found in Appendix E.
7.4 Validations and comparisons
The HOSE methods have been validated extensively in 2 and therefore we skip the
convergence tests about them and go directly to validate the numerical construction of
standing waves. The convergence of the nonlinear solvers as well as the standing-wave
constructor specified in Appendix E is demonstrated by studying the nonlinear frequencies
of the standing waves constructed numerically.
For later convenience, in this paper the nonlinear frequencies of the plane standing
waves with wavenumber k and standing waves inside a circular basin with wavenumber k1,n
(1 and n are non-negative integers represent the azimuthal and diametric wavenumbers.
See 2 for a detailed definition) are denoted and QR,, respectively. According to the
literature about standing waves (e.g. Mack 1966; Tsai & Yue 1987), or Q1, are good
showcases of nonlinear effects. For example, with a third-order perturbation method,
Mack (1966) demonstrated that for plane standing waves in deep-water, 2 decreases with
an increasing wave steepness kA while this trend is reversed as water depth is shallow.
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For this reason, we choose the nonlinear frequencies as the representative quantity to
investigate convergence and comparisons with works done by other researchers.
Shown in table 7.1, we see that in constructing the plane standing waves, the conver-
gence rates of the nonlinear frequencies with respect the number of Fourier modes used
on the free surface are exponentially fast. Exponential convergence is also achieved as the
perturbation order M is increased. The nonlinear frequencies of standing wave ko,5 in a
circular basin constructed with the Chebyshev-type HOSE method with different number
of free-surface elements NF, and order M is displayed in 7.2. With respect to NFe, fast
convergence is also observed while the convergence rate with respect to the order M is
again confirmed to be exponential.
IM\NF 4 8 16
1 1.00000 1.00000 1.00000
2 1.00062 0.99938 0.99938
3 1.00000 0.99875 0.99875
4 1.00000 0.99876 0.99876
Table 7.1: The convergence of the frequency Q (normalized by the linear frequency w -
/kg) of the nonlinear plane standing wave k constructed with Fourier-type HOSE method
with respect to the number of Fourier modes used in each fundamental wavelength and
the perturbation order M. Wave steepness kA = 0.10, N, = 1.
M \ NFe 1 2 4
1 1.00000 1.00000 1.00000
2 0.99550 0.99951 0.99951
3 0.99509 0.99907 0.99907
4 0.99510 0.99907 0.99907
Table 7.2: The convergence of the frequency Q 0,5 of the nonlinear standing wavekO,5
in a circular basin constructed with Chebyshev-type HOSE method (normalized by the
linear frequency wo,5 E ko,5 g tanh(ko,5 h)) with respect to the number of elements NF,
used on the free-surface and order M. Number of Fourier modes in the angular direction
No = 16, order of Chebyshev expansions within each free-surface element QF = 8, order
of Chebyshev expansions on the bottom and wall Q, = QB= 16, h/R = 0.5, the
maximum amplitude (m - mn= 0.10.
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Fourth-order Runge-Kutta scheme is employed for the time-integrations in the HOSE
approaches. With At as the time step, the error is O(At4). The convergences of the
constructed nonlinear frequencies of the plane standing waves and standing waves in a
circular basin is demonstrated in tables 7.3 and 7.4 and tais fourth-order convergence
rates as well as the exponential convergence in M are confirmed. In particular, we see
that with T/At = 128, the expected error of the HOSE method is less than 10 . This
is chosen as the time step in most of the following numerical simulations.
M \ T/At 16 32 64 128
1 1.00000 1.00000 1.00000 1.00000
2 0.99919 0.99937 0.99938 0.99938
3 0.99856 0.99874 0.99875 0.99875
4 0.99856 0.99875 0.99875 0.99875
Table 7.3: The convergence of the frequency (normalized by the linear frequency w E
\k/Fg) of the nonlinear plane standing wave k constructed with Fourier-type HOSE method
with respect to the time step At and the perturbation order M. kA = 0.10, N, = 1,
NF= 32.
M\T/At 16 32 64 128
1 1.00000 1.00000 1.00000 1.00000
2 0.99932 0.99950 0.99951 0.99907
3 0.99889 0.99906 0.99907 0.99907
4 0.99889 0.99906 0.99907 0.99907
Table 7.4: The convergence of the frequency O,5 of the nonlinear standing wave ko,5
in a circular basin (normalized by the linear frequency wO, ko,g tanh(koh)) with
respect to the time step At and perturbation order M. No = 16, Qr = 8, NF= 4,
Q = ,Q, = 16, h/R = 0.5, the maximum amplitude 2!max - (mmi = 0.10.
In figure 7-la, we plot the comparisons of the nonlinear frequencies of the plane
standing waves obtained with the Fourier-type HOSE method and those from the work
of Mack. Also plotted (in figure 7-1b) is the present results of the nonlinuar frequency
(O,2 of the standing wave with fundamental wavenumber k0 ,2 inside a circular basin,
compared with the fully-nonlinear results by Tsai & Yue (1991). In both figures the
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nonlinear frequencies are normalized by their linear counterparts w J Ikg and wo,2
k0,2g tanh(ko,2 h). These results show that in the range of wave steepness we have
chosen for the present study, the numerical constructors of nonlinear standing waves
based on HOSM methods give approximately the same results as those obtained with
other methods.
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(a)
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(b)
Figure 7-1: The comparisons of the standing wave frequencies obtained in the present
study and other works. (a) The frequency Q of the plane standing waves (normalized by
the linear frequency w) obtained by : (i) , the Fourier-type HOSE method (M = 5,
64 Fourier modes are used in each standing wavelength); (ii) - - -, the third-order pertur-
bation method of Mack et al. (deep water). (b) The frequency Q0,2 of the axisymmetric
standing waves in a circular basin with height to radius ratio h/R = 1.0 (normalized
by the linear frequency wo,2) obtained by: (i) , the Chebyshev-type HOSE method
(M = 3, NFe = 8, QF = 8, Q 1 = = 16, No = 4); (ii) - - -, the fully nonlinear method
of Tsai & Yue. (Co is the initial elevation of the free surface at the center of the basin).
7.5 Results
In this section, we apply the HOSE to study the instability of two- and three-dimensional
standing waves. Unlike the Stokes waves which can be viewed as a steady flow in a
coordinate system moving at its phase speed, standing waves are always unsteady. We
thus employ the general transition matrix approach (e.g. von Kerezek & Davis 1975) to
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analyze the instability of standing waves. The details of this approach are shown in
Appendix B.
In the analysis, we apply the HOSE simulations to construct the transition matrix.
From the solution of the eigenvalue problem of the transition matrix, we can determine
the unstable modes and their growth rates. We note that extensive computations are
needed in constructing the transition matrix. High efficiency and accuracy of the HOSE
enables us to attack this problem and obtain reliable solutions.
7.5.1 The stability of plane standing waves to two-dimensional
disturbances
We first consider the simplest case where a plane standing wave is subject to the action
of a small two-dimensional disturbance. This case has been investigated by MR. As a
further validation of the present method, we shall compare our results to that of MR.
We follow MR to choose a computational domain which contains N, = 8 fundamental
standing waves (i.e. , the domain length L=27r/t with t=k/8). The disturbance is given
by the Fourier modes eiPKX with p=0, 1, - - -, P. (This allows a consideration of disturbances
with the maximum wavelength up to eight times of the fundamental wavelength). In
the HOSE simulations, we use the order M=5, NF=64 Fourier modes per fundamental
wavelength, and a time step T/At=128. The value of P is chosen to ensure that the
growth rates of unstable modes converge to the fourth decimal.
The quantities are normalized by the length scale N,/k and time scale Nm/kg.
The stability of the standing wave is determined by the eigenvalue A of the transition
matrix. The wave is unstable if Re(A) > 0. The associated eigenvector represents the
unstable mode whose growth rate and frequency are given respectively by Re(A) and
Im(A). In figure 7-2, the HOSE results of Re(A) and Im(A) are compared to MR's fully-
nonlinear solutions as a function of the wave steepness kA. The overall agreement between
the present high-order simulation results and MR's fully-nonlinear results is excellent for
kA up to ~ 0.30 beyond which the convergence of the HOSE simulations with order M
is slow and fully-nonlinear simulations seem to be more proper.
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In figure 7-2a, the integers denote the mode number (i.e. p) of the dominant component
of each eigenvector. The simulation results show that the instability occurs when any
two eigen-frequencies merge into one. For instance, at kA=0.092, the eigen-frequencies
associated with modes 7 and 9 converge into a single value, leading to a formation of a
unstable wave packet (7, 9). From figure 7-2a, we see that the unstable disturbances are
two side-band packets (7, 9) and (6, 10) as well as a super-harmonic packet (14, 22) in
the range of wave stcpness 0 K kA < 0.3. The associated grow rates of these unstable
disturbance packets are plotted in figure 7-2b. For the unstable mode (14, 22), we see
that once it becomes unstabie (at kA ~ 0.2), its growth rate increases with kA.
After reaching the maximum value (at kA ~- 0.25), it decreases with kA. At kA ~
0.275, the growth rate becomes zero again, which indicates that the stability of this
mode is re-established. With a fully-nonlinear scheme, MR found that re-establishment
of stability is also obtained for the unstable modes (7,9) and (6,10) at larger values of
kA, which are beyond the limit of the present HOSE simulations.
Im(X)T/n Re ()0 020
10 2
08 0.015 (6,10)
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000 0.05 0.10 0.15 0.20 0.25 0.30 0.10 0.15 020 025 0.30
(a) The eigen-frequencies (b) The growth rates
Figure 7-2: The eigen-frequency ImA (a) and growth rate ReA of the two-dimensional
disturbance for a plane standing wave as a function of wave steepness kA. The
plotted are the present HOSE results (-) and the fully-nonlinear results of Mer-
cer & Roberts (1992) -- -). Results obtained from the present study with HOSE,
M1 = 5,Nu)= 8,NF/Nw=64.
Upon examining the relations between the frequency of the fundamental standing
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Figure 7-3: Simple relations between the nonlinear frequency Q8 of the original standing
wave 8 obtained with HOSE method and the (linear) frequencies of the infinitesimal
unstable modes (7,9), (6,10) and (14,22). The plotted frequencies are normalized by the
linear frequency w, of mode 1.
wave and the frequencies of the unstable disturbances, we find that the instability is
caused by the nonlinear wave resonance formed by the fundamental standing wave and
the small disturbances. For illustration, let w, and %, to represent the frequencies of
the wave mode p given by the linear and nonlinear dispersion relations, respectively. In
figure 7-3 we plot the frequency of the fundamental standing wave (Q8) along with simple
combinations (w7 +w 9g)/2, (w6 + w1o)/2 and (w14 + W22)/3 as a function of kA. It is shown
that 208 =W 7 + w9 at kA ~! 0.12 and 2Q8 =w6 + W10 at kA ~- 0.25. This indicates that
the fundamental standing wave and the disturbance (7,9) or (6,10) can form a (third-
order) quartet resonance system. Thus the standing wave is unstable to the disturbances
(7,9) and (6,10). Figure 7-3 shows that 3Q8 =w14 + W2 2 at kA ~ 0.23. This suggests
that instability to the disturbance (14,22) is due to the (fourth-order) quintet resonance
formed by the fundamental standing wave and the disturbance.
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Figure 7-4: The growth rates of the unstable mode with wavenumber k' and a =
sin 1 [ 1 - (nw/NW) 2(k/k')2)] (N1, = 4) for: - nw = 0, a = 90; - - -n, = 1,
a ~ 750; -- -. n = 2, a - 600; and nw = 3, a ~ 410. kA = 0.20. Results obtained
with Fourier-type HOSE method, M = 5, N,, = 4, N, = Ny = 64, T/At = 128.
7.5.2 The stability of plane standing waves to three-dimensional
disturbances
We now turn to study the instability of plane standing waves to three-dimensional dis-
turbances. In the simulations, we choose a rectangular computational domain, length L
and width W. A general three-dimensional disturbance can be formed using the normal
modes eitpkzx+4kvs) where p=0, 1,- --, P, q=0, 1, --, Q, k=27r/L and k=W/27r. To en-
sure periodicity in the horizontal directions, we keep kx/k to be rational while ky/k can
be arbitrary.
Unstable regions and maximum growth rates
After systematic HOSE simulations with a variety of combinations of (k, ky), we find that
the plane standing wave of any amplitude is unstable to a three-dimensional disturbance
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which is dominated by the standing wave mode with the wavenumber k' = (k2 +k 2 )/ 2 ~,k
and the crest lines at any angle (a=tan(ky/k2)) from the base flow.
In figure 7-4, we plot the growth rate of the unstable mode in the neighborhood of the
critical point k'/k=1 for a=41', 600, 750, and 90'. For these results, the wave steepness
of the base planing standing wave is kA=0.20. The number of fundamental wavelengths
inside the domain is /,=4.
The three-dimensional instability obtains in a small region around k'/k=1 for any
value of a. The growth rate is seen to depend on a and the variation with a is not
monotonic. For the results in figure 7-4, the largest growth rate obtains at a=60".
To investigate the dependence of the instability upon the wave amplitude of the stand-
ing wave, in figure 7-5, we plot the growth rate of the disturbance in the transverse direc-
tion (with a=90') for different wave steepness of the fundamental wave kA=0.10, 0.15,
0.20 and 0.30. We see that in a small neighborhood of k'/k=1 (i.e. , (k' - k)/k = o(l)),
the growth rate is always positive. This indicates that the plane standing wave in the
x-direction is unstable to the disturbance in the y-direction with a wavenumber k' com-
parable to the fundamental wavenumber k. Clearly, both the size of the unstable region
and the maximum growth rate of the unstable disturbance increase as the fundamental
standing wave becomes steeper.
To further investigate the dependence of the size of the unstable region on the wave
steepness kA, we plot the upper (k+) and lower (k_) boundaries of k' of the instability as
a function of (kA) 2 in figure 7-6a. Clearly, we have (k+ - k)/k oc (kA) 2 and (k_ - k)/k Oc
(kA) 2 . These imply that the size of the unstable region (k+ - k_)/k has a quadratic
dependence on the wave steepness kA. In figure 7-6b, the maximum growth rate of the
unstable mode is plotted. It is seen that the maximum growth rate is always positive for
non-zero kA and also has a quadratic dependence on kA.
To understand the mechanism for this three-dimensional instability, in figure 7-6a, we
plot the value of wavenumber (kin) at which the maximum growth rate obtains. At any
kA, we obtain kn ~ Q 2 /g where denotes the frequency of the base standing wave. This
implies that the most unstable disturbance mode is the one which has the same frequency
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Figure 7-5: The growth rates of the unstable mode in y-direction with different k' for
standing wave in x-direction with: kA=0.10; -- -kA=0.15; - - -kA=0.20; and
- . -kA=0.30. Results obtained using the Fourier-type HOSE method with M = 5, N" =
4, Nx/Nw = Ny/N = 64, T/lt = 128.
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as the base standing wave. This also suggests
internal resonance.
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Long-term evolutions
As pointed out by Yuen & Ferguson (1978), the long-term evolution of an unstable
wave train is related to the initial conditions. Simple Fermi-Pasta-Ulam recurrence, the
modulation-reconstruction cycles in the time-evolution of a nonlinear wave train and
recovery of the original wave spectra after a long cycle, is expected when none of the
generated higher harmonies of the initial unstable disturbance lies within the unstable
region. In the case when a finite number of these higher harmonics are unstable, how-
ever, complex recurrence would appear, with every unstable harmonic dominating the
solution in turn. In problems with unbounded instability regions, previous results show
that energy is spread to progressively higher modes if there are an infinite number of
higher harmonics of the initial disturbance lying in the unstable region.
To understand the behaviors of long-term evolution of a plane standing wave, we
that such an instability is caused by the
Re(,)_
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Figure 7-6: Dependence of the unstable region and the maximum growth rate of the
three-dimensional disturbance on the steepness (kA) of the plane standing wave: (a) the
upper limit (k+ - k)lk (- -- -); the lower limit (k- - k)lk (- - -); the position where
maximum growth rate obtains (k,, - k)lk (-); and (Q2/g - k)lk --- )and (b) the
maximum growth rate.
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apply HOSE to perform a long-time simulation of nonlinear evolution of a plane standing
wave which is initially disturbed by a small perturbation in the transverse direction.
For simplicity, in the simulation, we add only a most unstable transverse mode as a
disturbance to the initial free-surface elevation and velocity potential. As an illur tration,
we use kA=0.20 for which km ~ 0.99k. The simulation with M=5 is performed up to
700T. Numerical parameters used are: N2=N,,,=256 and T/At=128.
Figure 7-7 shows the time variation of the total energies of the base standing wave in
the x-direction and the disturbance in the y-direction. The result indicates that simple
recurrence obtains in the nonlinear evolution of the disturbed plane standing wave. At
the initial stage of evolution, the disturbance grows rapidly with time. But the total
energy of the disturbance is still negligible since the initial amplitude of the disturbance
is very small. As the evolution continues, the disturbance keeps growing by taking energy
from the base standing wave. At t ~ 250T, the disturbance reaches its maximum energy,
which is comparable to that of the base standing wave. At t >~ 250T, the disturbance
starts to give back energy to the base standing wave. By t-~ 350T, the disturbance
contains no appreciable energy and the initial state is recovered. Beyond this time, the
evolution repeats such a pattern of interaction between the disturbance and the base
standing wave.
Figure 7-8 displays the free-surface wave patterns at several stages of this evolution
cycle. At t = 0, since the disturbance in the y-direction is very small, the free surface
is dominated by the base standing wave in the x- direction. At t=200T, apparent
transverse wave pattern appears as a result of growing of the disturbance. At t ~ 250T,
the energy of the disturbance is comparable to that of the base standing wave. The
free surface displays a clear pattern of mixture of two perpendicular standing waves. At
t ~ 400.25T, the wave field is seen to be very similar to the initial wave field.
Another noteworthy phenomenon demonstrated in figure 7-8 is the phase change
caused by nonlinear interactions, the standing wave in the x-direction recovers with
a different phase, therefore, this is not a Poincar6 recurrence, which requires the recovery
of both wave spectra and phases.
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Figure 7-7: Time-history of wave energy (normalized by the original energy of the standing
wave in x-direction) of: - - - the component with wavenumber k in x-direction; , the
component with wavenumber k' = 0.99k in y-direction. The original steepness of the
standing waves is kA = 0.20. Results obtained using the HOSE method with M =
5, Nw = 4, N,/N. Ny= / Nw = 64.
The occurrence of recurrence can be seen more clearly from the variation of the spec-
trum of the wave field during the evolution. Figure 7-9 shows the wavenumber spectra of
the free surfaces at t/T=0, 200, 250.25 and 400.25. At t=0, the energy of the wave-field
is dominated by the components (k, 0) and (-k, 0), which represent the base standing
wave. At t/T=200, the components (0, k) and (0, --k) corresponding to the disturbance
in the y-direction appear to be appreciable. These components become comparable to
(k, 0) and (-k, 0) at t/T=250.25. At t/T=400.25, the disturbance components (0, k) and
(0, -k) become negligible and the initial spectrum of the free surface recovers.
We note that in the water wave problems, damping comes from viscous effects within
the fluid, the free-surface boundary layer and the boundary layer between solid boundaries
and the fluid. Among them, the leading one comes from near the solid walls, with
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Figure 7-8: Snapshots of the free surface during the time-evolution of a standing wave
in x-direction with initial wave steepness kA = 0.20 and unstable disturbance with
wavenumber k' = 0.99k in y-direction. Results obtained using the HOSE method with
M = 5, Nw = 4, Nx/Nw = Ny/Nw = 64.
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Figure 7-9: Energy spectra of the free-surface waves (normalized by the energy of the
original wave) during the time-evolution of a standing wave in x-direction with initial wave
steepness kA = 0.20 and unstable disturbance with wavenumber k' = 0.99k in y-direction.
Results obtained using the HOSE method with M = 5, N,, = 4, NXN,, = Ny/ NW = 64.
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magnitude in the order O(v1/2) (v is the kinematic viscosity), much larger than the
damping rate with the fluid (O(v)) and near the free surface (O(VA/2 )) (see e.g. Mei
1983). In the stability analysis of standing waves, the damping could reduce the unstable
region and the initial growth rates. However, the influences are expected to be small, since
only short-term simulations (for one period) are needed to determine the unstable regions
and initial growth rates of the unstable modes. For long-term simulations, on the other
hand, these damping could have significant influence on the final results, especially if the
domain is of finite size and there are solid walls within it. Based on the viscous damping
for standing waves in a rectangular basin (see e.g. Mei 1983, Chap. 8 Eq. 5.24), an
estimation of the magnitude of the damping rate per period is D ~ v1/2L-3/4/(N.,g)1/4,
where L is the length scale of the tank and N,, the number of waves in it. Let L ~O(5m),
IN1 ~ 0(10) and vz~ 10-6 for water, we have D ~o10-4. For a simulation of several
hundred periods, this damping will have relatively small effect.
Theoretical explanations
To understand the mechanism for the instability of a plane standing wave found above,
we examine the stability problem analytically.
We study the stability of the free-surface equations (2.8) by adding transverse dis-
turbances to both the free-surface elevation ( and potential V . Let ( = (o(x, t) +
('(X, y, t), = 00(x, t) + 0'(x, y, t), where (o, 0 are free-surface elevation and potential
of the original standing wave and (', 0' the disturbances. Substituting (,45 into (2.8)
and making use of the fact the (o and Oo satisfy the nonlinear free-surface conditions, the
evolution equations about (' and 0' are as following after linearization,
({' c0,' + ox(' - 260z$)xQc' - (1 + (X)' = 0, (a)(
+C o_-(+=0. (6) (7.4)
o'f + g(' + 0OX0' 1 + (02')OOZO', - (OX02C . b
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For simplicity, we use the linear approximation to represent the original standing wave:
(o = cos wt(eikx+ e&ik),2
'0 = g Asnwt(ekX + e-ikx).2w
We then consider disturbances in the following form:
00
e' in(t)ek-cos k'y,
n=-00
00
O'= n(t) e inkx -cos k'y.
n=-oo
Substituting (7.8) and (7.9) into (7.4) and collecting terms with e ifkx, we have
09 -1 49 -~ -
-n= (1 + -k 2A12COS2t), n + -k2Asin wt[(n - 1)>-1 - (n + i)'n.
=4(1+2flUW Z 9n 2
(7.8)
(7.9)
+1] +
-k 2A sinwt[-(n - 1)Cn- + (n + 1)n+1] +
2w
k A2 sin wt cos wt[(n - 2)(n-2 - (n + 2)(n+2] -
2w
1 2 O2 (
--k2A2cos2 t--(n-2 + - U+2),4 tBz
--g - 4k2A sin wt[(n - 1)io- - (n + 1)n+1] -2w
-Lk Asin wt--[on-1 + &n+11 +
2w Lz
k3A3snw S2 Wt09-
-k A inwtos w-[5n 3 + 'tn+ - 'tn-i - 'tni+l8w Lz
2
2
-k4 A3 sin2 Wt coswt[-(n - 3)n-3 + (n + 3)n+3
- 1)C(-n + (n + 1)(n+i].
7.10)
(7-11)
As a further simplification, we use the linear approximation to represent the vertical
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(7.5)
(7.6)
(7.7)
and
a- =&t O
velocity on the free surface, we have
a -'=keen,(7.12)
az
where kn = r/n2k2 + k 2. This approximation, along with the assumption that the inci-
dent wave is linear, would later account for the differences between quantities (growth
rate, unstable region, etc.) obtained through this simple model and those by direct nu-
merical simulations.
Keeping 2N + 1 x-harmonics (n = -N, -N +1,-1, -1,0,1, ... , N - 1, N), the equa-
tions (7.10) and (7.11) could be written in terms of a series of linear equations:
-9 =Af, (7.13)at
where f = [-N, , (N, qN-N , N],A is a time-dependent matrix with dimensions
(4N + 2) x (4N + 2). The elements of A are determined by the coefficients in equations
(7.10) and (7.11), with thn/Oz approximated as kn$.
Due to the fact that A is not constant, the same technique illuminated in Appendix F
is implemented to obtain the transition matrices and thus the stability of (7.13). Fourth-
order Runge-Kutta method is chosen as the time-integration scheme.
Our study shows that equations (7.13) undergo instability as k'/k ~ 1. It is clear from
Table 7.5 that the solution converges exponentially with the number of x-harmonics. The
exact value of the maximum growth rate thus obtained is about 30% smaller then the
results from direct simulation with high-order spectral-element method. The discrepancy
is caused by the linearization we make in the process of simplifications.
In fact, if we use the linearized standing wave as the base flow and omit the nonlinear
terms when evaluating the vertical derivative aq/az using (2.13), the HOSE calculations
give results close to those obtained from the simplified model (see figure 7-10). The
remaining difference comes from other simplifications we make in the process of theoretical
analysis, for example, the restrictions to the form of disturbances in (7.8) and (7.9).
It turns out that there is an analytical solution for the simplest case N = 0. Keeping
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Figure 7-10: Variation of the growth rate of unstable modes in the y-direction with
wavenumber k'. The results are obtained by: simplified model; and ---- HOSE simu-
lations with linearized standing wave in the x-direction and linear formulation for O9/&z.
The steepness of the original standing wave e= kA = 0.10.
N 0 1 2 3 4
Re(A)max 2.47 x 10-- 4.99 x 10-1 4.82 x 10-1 4.83 x 10-3 4.83 x 10-3
Table 7.5: Convergence of the maximum growth rate of the unstable mode of a plane
standing wave with respect to the number of x-harmonics. kA = 0.10.
235
/ ''
LA..
-0.005
I I I IaiI (k'-k)/k
only the n = 0 terms, equations (7.10) and (7.11) become
Cot - (1 + 1k2A2 cos2 wt)kojo = 0, (7.14)
qOt + g9o = 0 (7.15)
Upon substituting (7.14) into 1(7.15), we get
ott + gk'[1 + !k2A2 +1k 2 A 2 cos2 wtlqo = 0. (7.16)4 4
With a little transformation, (7.16) could be written as a standard form of Mathieu
equation (see Bender & Orszag 1978):
Orr + (a + 2e'cosr) o = 0 (7.17)
where t' = 2wt, a = gk'(1 + k' 2A 2 4)/4W2 , E' = gk'k2 A2 /(8w 2 ). Equation (7.17) is known
to have unstable solutions as a ~ 1/4. In our case, this happens when k' ~ k, which
means that the standing waves are not stable to disturbances of another standing wave
perpendicular to the original one and has a similar wavelength.
The solution of equation (7.16) is:
'o = (c1 cos wt + c - 2 sin wt)e2 L/}a-l/4)/e 2 wt (7.18)
where c1 and c2 are constants. From (7.18) it is clear that the solution is not stable when
1/4 - e' < a < 1/4+ 6', with a growth rate of 2E'Vi - (a - 1/4)2 /c'2 w, which is the same
as that displayed in table 7.5 for N = 0.
7.5.3 The standing waves inside a circular basin
In this section, we study the instability of three-dimensional standing waves inside a
circular basin. In all the following results, the quantities are normalized by the length
scale R/27r and time scale R/2irg, where R is the radius of the basin. The wave steepness
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E is defined to be the maximum slope of the free-surface elevation (, e =|VC|,a.
Configurations
The Chebyshev-type high-order spectral-element method, coupled with the Newtonian
iteration algorithm illustrated in Appendix E, enable us to create standing waves in a
circular basin with arbitrary azimuthal wavenumber I and wavenumber across diameter
n, using their linear forms specified in 7.4 as the initial guess. As in 7.4, we use the
fundamental wavenumber k1,n to denote either a nonlinear standing wave or a (linear)
disturbance mode. (All the unstable modes identified in the present study are in the
form of standing modes.) For axisymmetric cases ( = 0), we plot the initial free-surface
elevation of standing wave k0 ,6 in figure 7-11, which contains five oscillations across the
diameter. Typical results of the initial free-surface elevation ( for I = 0 to I = 3 are
shown in figure 7-12.
To re-confirm the convergence of the HOSE method, we plot the initial free-surface
elevation of standing wave ko,6 along the radius in figure 7-13, For this particular wave,
there are five oscillations across the diameter. Results obtained with different numerical
parameters are displayed to show the convergence. We see that as we increase the number
of elements Ne or the number of Chebyshev modes in each element Nq, the results converge
quickly and soon they become graphically indistinguishable.
Figure 7-14 shows the free-surface configuration ( of non-axisymmetric standing wave
k2,5 in the radial direction for 9 = 0 and in the angular direction for r = R. Again,
the exponential convergence with increasing Nq is confirmed by comparing the results for
QF = 4, QFp= 8 and QF = 16. No graphical difference could be seen between the Q = 8
and QF = 16 results while they are both away from the QFp= 4 result.
As wave steepness E increases, the nonlinear frequencies Ql,2 decreases, reminding us
the similar behavior of the plane standing wave in deep water cases (see e.g. Mack 1966).
The variation of Q1,2 with E for both the axisymmetric and non-axisymmetric cases are
plotted in figure (7-15).
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Figure 7-11: The initial free-surface profile of nonlinear standing wave k0,6 constructed
by the HOSE method for: e = 0.094; - - -e = 0.196; and -- -e = 0.302. (QF = 8,
NF6 = 16, No = 64, Q,8 = Q12= 32, M = 3, h/R = 0.5.)
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1 = 3,n = 5,e = 0.206
Figure 7-12: Initial free-surface elevations of the standing waves
constructed by HOSE method. (QF = 8, NFe = 16, No = 64, Q,,
h/R = 0.5.)
ko,6, ki,5, k2 ,5
- QB 2 = 32,
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and k3 ,5
M = 3,
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Figure 7-13: The initial free-surface profile of nonlinear standing wave ko,6 for: *NFe
2,QF = 4; -- -NFe= 4,QF = 4;- NFe = 4 ,QF = 8; and NFe = 4 ,QF 16.
h/R = 0.5. The maximum wave amplitude '((max - (min) = 0.06. Results are obtained
with Chebyshev-type HOSE method with No = 8, Q., = QB 2 = 32, T/At = 128 and
M = 3.
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Figure 7-14: The initial free-surface profile of nonlinear standing wave k0 ,6 at (a) 0 = 0 and
(b) r = R for: -- -NFe = 4, QF = 4; - - -NFe =4, QF =8; and NFe = 4, QF 16 .
h/R = 0.5. The maximum wave amplitude {(Crax - (min) = 0.05. Results are obtained
with Chebyshev-type HOSE method with No = 8, Q = QB 2 = 32, T/zt = 128 and
M = 3.
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Figure 7-15: The nonlinear frequencies Qln of the axisymmetric standing waves k, 1, (nor-
malized by the linear frequencies w,n = Vkg tanh(ki,nh)) for: (a) axisymmetric cases;
(b) non-axisymmetric cases. The results are constructed by HOSE method with QF = 8,
NFe = 16, No = 64, Q, = QB = 32, M = 3, h/R = 0.5.
Stability of axisymmetric waves (1 = 0)
By adding initial disturbances in the form of Ji(ki,nr)ei' (1 = 0,1,. ., - 1;n =
1, 2, ... , nm), the stability of standing waves inside a circular basin with radius R = 27r
and depth h = 7r (after normalization) is investigated numerically. It is demonstrated that
the growth rates of the unstable modes converge fast with I and n. A sample convergence
test is shown in table 7.6. Unless otherwise specified, in all the subsequent computations,
we fix the numerical parameters as: 1m = 8, nm = 16, NFe=QF = 8, QB = QB = 32,
No = 64 and M = 3. Based on the convergence tests, we anticipate the maximum error
for the growth rates and eigen-frequencies to be less than 1%.
Numerical tests are carried out to study the stability of axisymmetric standing waves
with fundamental wavenumber ko,,. It is found that the unstable packet is a mixture
of standing waves k1,n and ki,,_1 . The route to instability resembles that of the plane-
standing-wave cases discussed in 7.5.1. As the wave steepness increases, eigen-frequencies
of the two modes k1,n and ki,1 - 1 merge and they form a combined packet (ki,,, ki,_1),4
which becomes unstable subsequently. For the typical standing wave k0 ,6 , this mode-
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lm \ nm 6 8 12 14 16
2 1.246 x 10- 4.193 x 10-2 6.275 x 10-2 6.294 x 10-2 6.292 x 10~2
4 1.246 x 10-7 4.193 x 10 6.275x0 6.294>x 10-2 W.92ixi
8 1.246 x 10-2 4.193 x 10-2 W6.275x 10-2 6.294 x 10-2 W 6.292 x io
Table 7.6: The growth rate Re(A) of the unstable packet (k1 ,4, ki, 5) for standing wave ko,5
with steepness e = 0.27. h/R = 0.5. The results are obtained by HOSE method with
QF = 8, NFe = 16, No = 64, Q, = Q, = 32, T/At = 128 and M = 3.
merging and transition to instability occur at e = 0.117, as plotted in figure 7-16.
Another noteworthy phenomenon is that with an unstable packet (k 1,,_1, k,,), the two
standing wave modes k1,,_1 and ki,, always have the same initial phases (or separatd by
7r) with respect to the angular oscillation. This is found to be true for all the subsequent
unstable cases and is confirmed later on with a simplified model.
The unstable region, characterized by the critical wave steepness E, beyond which
instability occurs, depends on the diametric wavenumber n. In figure 7-17, our numerical
results show that ec decreases as n increases. Such solution behavior bears a resemblance
to the transition from concentric propagating waves to radial wave patterns (see Tatsuno
et al. 1969). That's study demonstrated that for certain frequency of the wave-maker in
the form of a ball bouncing up and down on the free surface, there exists a threshold
amplitude and beyond that value the wave patterns switch from concentric waves (ax-
isymmetric) to radial waves (non-axisymmetric). For higher frequencies, the threshold
amplitudes are lower. Although that experiment was about progressive waves, this resem-
blance suggests that there could be a similarity between these two physical mechanisms.
Figure 7-18 shows the growth rates of the unstable modes as a function of wave
steepness for axisymmetric standing waves ko, with n=2 to n=7. In the range of wave
steepness we study, the growth rates of these modes increase with wave slope after the
threshold values are reached. The re-establishment of stability, which is obtained for the
plane standing waves, is not observed here. It probably will obtain for the axisymmetric
standing wavesas the wave steepness further increases. But due to the limit of HOSE in
wave steepness, we cannot pursue this further.
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Figure 7-16: The growth rate and eigen-frequency of the unstable mode (k1,5 , k1,6 ) for
the axisymmetric standing wave k0,6. --- , growth rate Re(A); - - -, eigen-frequency
Im(A). h/R = 0.5. The results are obtained by HOSE method with QF = 8, NFe = 16,
No = 64, Q, = QB = 32, M = 3.
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Figure 7-17: The stable region for axisymmetric standing waves ko,, (n = 2,---, 7). o
stable cases; * unstable cases; neutrally stable boundary. h/R = 0.5. The results
are obtained by HOSE method with QF = 8, NF, = 16, No = 64, Q, = Q, = 32,
M = 3.
We note that the above result for instability of the standing waves ko, provides a
mechanism for energy transfer from I = 0 modes to I = 1 modes. This shows a mechanism
how an axisymmetric wave field could change into non-axisymmetric wave field over time.
Stability of non-axisymmetric waves (I $0)
We carry out numerical studies to investigate stability of non-axisymmetric standing
waves k1,, (1 > 1). The simple unstable modes are found to be: k_,,n, k- 1,n+ 1, k, 1, 1
and k1+1,.. For different 1's, they either form one unstable combined packet (k -,n,k-1,n+I,
kj41,nIk+1,n) as in the case when I = 1, or a pair of unstable packets (k 1,_+ 1, kI+l,T- 1 )
and (k-,n,kg+i,n) when 1 = 2 or 3.
Case L 1 = 1
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Figure 7-18: The growth rate of the unstable modes (ki,,, ki,,_ 1 ) for axisymmetric stand-
ing waves ko,, for:-n = 3; - - -n = 4; - - n = 5; . . -n=6; and- -- n= 7.
h/R = 0.5. The results are obtained by HOSE method with QF = 8, NFe 16,
No = 64, QB, = Q12 = 32, M = 3.
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Figure 7-19: Unstable disturbances for the wave k0,6: (a) The unstable disturbance to 4V
as E = 0.25; (b) The unstable disturbance to ( as E = 0.25.
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For non-axisymmetric standing waves kl,, with 1 > 1, the process of stability analysis is
employed. To illustrate the essential behavior of these waves, we start from the case 1 = 1.
Using the standing wave ki,5 as an example, we find that as the wave steepness is around
the critical value ec, the unstable mode starts as a simple combined wave packet (ko, 4, ko,5 ).
When e increases, on the other hand, another pair of standing waves k2,5 and k2,f enter the
unstable wave packet and a more complicated combination (ko,5, ko,6, k2 ,4 , k2 ,5 ) appears.
We define IF,, to be the energy of component k1,, in the packet (ko,5, ko,6, k2 ,4 , k2 ,5). In
figure 7-20, we see that the ratio (F2 ,4 + F2 ,5)/(Fo,5 + FO,6 ) starts to grow abruptly after
E ~ 0.17, accompanied by steep increase in the growth rate of the combined unstable
mode. This demonstrates that the 1 = 2 modes in the disturbance causes larger instability.
The unstable initial disturbances in the cases with wave steepness e = 0.061 and e = 0.228
are demonstrated in figure 7-21. In the later case, the existence of I = 2 modes in the
unstable disturbance to < is obvious.
The composition of the unstable packet implies that part of the k1,5 mode would decay
back to the axisymmetric modes (1 = 0) while there is also some energy transfered to
modes with higher azimuthal wavenumber (1 = 2). This phenomenon is found to be caused
by the resonant quartets (ki,5 , k1,, ko,5 , ko, 6 ), (ki,5, ki,5 , ko,5, k2 ,5) and (ki,5 , ki,5 , ko,6 , k2,4 ).
Later on we will give a detailed discussion about these resonances.
Case 11 1 = 2, 3
For the case with a higher azimuthal wavenumber 1 = 2, the phenomena are slightly
different. Instead of one combined unstable packet, there are two distinguishable unstable
packets. In the case of the standing wave k2 ,5 , the eigen-frequencies and growth rates of
the unstable modes are plotted in figure 7-22. These unstable packets are identified as
(ki, 5 , k3,5) and (ki,6 , k3,4 ). All these packets follow the mode-converging process to become
unstable. Note that here the I -1 and I+1 modes form the unstable packets, not the n -1
and n + 1 modes as in the case for 1 = 1. The growth rates of the two unstable packets
remain fairly close to each other. The re-establishment of stability is also observed for
large enough wave steepness. As I = 3, we choose k3,5 as an example and the unstable
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Figure 7-20: The growth rate and composition of the unstable packet (ko0 5, ko,6 , k 2 ,4 , k 2,5 )
for the non-axisymmetric standing wave k 1,5: -- growth rate of the unstable mode;
- - -the energy ratio (F2,4 + F2,5)/(o,5 + oF,). h/R = 0.5. The results are obtained by
HOSE method with Qp = 8, N, = 16, N,) = 64, Q, = Q, = 32, M = 3.
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Figure 7-21: The unstable disturbances for the wave kl,5 : (a) e = 0.061, disturbance
to (; (b) e = 0.061, disturbance to 4V; (c) e = 0.228, disturbance to (; (d) e = 0.228,
disturbance to V.
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Figure 7-22: The growth rates and eigen-frequencies of the unstable modes for the non-
axisymmetric standing wave k2 , 5 : growth rates; - - -eigen-frequencies. h/IR = 0.5.
The results are obtained by HOSE method with QF = 8, NF, = 16, No = 64,Q,, =
QB 2 = 32, T/At = 128 and M = 3.
packets are found to be (k 2 , 6 , k 4 , 4 ) and (k 2 ,5 , k 4 , 5 ), with their eigen-frequencies and growth
rates shown in figure 7-23. This instability is otherwise similar to the one in the case with
I = 2.
From figures 7-20, 7-22 and 7-23 we note that contrary to the influence of 7, the
critical wave steepness c increases with the increasing azimuthal wave number 1.
Theoretical explanation
Using the asymptotic formulas (see Abramwitz & Stegun, 1972), we have approximately
2wo,n WI,n + W1,n.-1, (7.19)
2w,,' ~W_1,n Wi.,n+i, (7.20)
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Figure 7-23: The growth rates tnd eigen-frequencies of unstable modes for the non-
axisymmetric standing wave k3,5: growth rates; - - -eigen-frequencies. h/R = 0.5.
The results are obtained by HOSE method with QF = 8, Npe = 16. No = 64,Q, =
Q82 = 32, M = 3.
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2w, ~W"qW,1+ 1 Wi,, (7.21)
2wn ~ aq,n+1 + wi,n-1, (7.22)
2 N,' ~-WI-1,n + Wi+i,n, (7.23)
where w,n = Vki,n tanh(kj,nh) is the linear frequency of wave k,n. Enlightened by
this approximate relation, in figure 7-24 we plot the nonlinear frequency of the original
standing wave Qo,n and the combined frequency (wi,i+ wi,0)/2 of the unstable modes.
It is shown that at wave steepness 6 o, which depends on n, we have the exact relation
QO,n = (wi,n_1 + wi,n)/2. This relation demonstrates that the instability is caused by the
third-order resonance at s = eo where the nonlinear frequency of the original standing
wave and the frequencies of the disturbances satisfy the resonant condition. For this
reason, the instability we observe is similar to the class I instability for Stokes waves
(see e.g. McLean 1982). Note that due to the normalization, in figure 7-24 curves with
different n's appear to cross each other although they actually do not overlap within that
range of wave steepness.
Similar frequency-crossings exist for non-axisym metric base flows k1,7 (1 > 0). In figure
7-25, we plot the nonlinear frequencies QU,5, together with simple combinations of linear
frequencies (Wo,5 + wo,6)/2, (w2,4 + W2, 5)/2, (wo,5 + w 2,5)/2 and (wo,6 +w2, 4)/2. We see that
as the wave steepness E close to 0.09, the relation 2Q 1,5 = wo,5 + wO, 6 is satisfied exactly,
leading to a resonance quartet (k,5, ki,5, ko, 5 , ko, 6). As E increases, Q1,5 comes close to
(wo,s + W 2 ,5)/2 and (wo,6 + w2 ,4 )/2, although they do not cross each other in this figure
due to the restriction in wave steepness. However, when these curves are close enough,
two detuned resonant quartets (k1,5 , k1,5 , k0 ,5 , k2 ,5), (k 1,5 , k 1,1 , ko,6 , k2 ,4 ) exist. Therefore,
the instability we observed is caused by three quartet resonances, coupled by common
components. This explains why the unstable eigenvector contains (ko,5 , k0 ,6 ) for small E's
while (ko, 5, ko,, k2,4 , k2,5 ) for larger E's.
In figure 7-26, we plot the nonlinear frequencies 2,s along with (Ws+ W]6)/2, (w3 ,4+
w3,5 )/2, (w1,5+w 3,5)/2 and (w1,6+w3,4)/2. We see that as c ~ 0.14, 2Q2,15 = w1,5+w3 , while
2Q2,5 = w1,6 + w3,4 as E ~- 0.19. The subsequent resonance quartets (k2,5, k2,1 , k, 15, k3,5 )
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Figure 7-24: The nonlinear frequency Qo,r obtained with HOSE method ( ) and the
combined (linear) frequency of the unstable modes (wi,n-i + w1,,)/2 (- - -), normalized
by wo,,1. x indicates the positions where 0 ,n = (im-i1+ wi,n)/2.
and (k2,5, k 2,5 ) lead to the unstable packets (ki, 5 , k3 ,5) and (ki, 6, k 3,4). On the other hand,
within the range of wave steepness considered, the value of w3 ,4 + w3 ,s is too far from
2Q2,5 to cause any resonance, while the quartet resonance between k 2,5 and the packet
(ki, 1 , i, 6) could never occur.
As shown in figure 7-27, the case of k 3,5 is essentially the same as that of k2,5.
In figure 7-28 we plot the frequency cross-over points co together with the threshold
wave steepness Ec. It is seen that the instability starts before the cross-over points are
reached, indicating that resonance occurs even if it is detuned.
We note that unlike propagating waves, the resonances among standing waves occur
when only one resonant condition, namely the relation among their frequencies, is satis-
fied. We create a simplified model to qualitatively confirm that at the cross-over points
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Figure 7-25: The nonlinear frequency Q 1,5 obtained with HOSE method ( ), the
combined (linear) frequency of the unstable modes (wO, 5 + wo,6)/2 (--- -), (w 2, 4 + w2 ,5 )/2
( -), (wo, 5 + w2,5)/2 (. -), and (wO,6 + w2 ,4)/2 (- -), normalized by w 1,5 . x
indicates the position where Q1 ,5 = (wO,5 + wo,6)/2.
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Figure 7-26: The nonlinear frequency Q2,5 obtained with HOSE method ( ), the
combined (linear) frequency of the unstable modes (w 1 ,5 + wI, 6)/2 (- - -), (w3 ,4 + W3,5)/2
(- - -), (w1,5 + w3,5)/2 (. ), and (w1,6 + U 3,4)/2 (- - - - ), normalized by w 2,5- x's
indicate the positions where Q 2,5 = (w1,5 + C 3,5)/2 and Q2,5 = (w1 ,6 + w3,4 )/2.
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Figure 7-27: The nonlinear frequency Q 3,5 obtained with HOSE method ( ), the
combined (linear) frequency of the unstable modes (w 2,5 + w2 ,6)/2 ( - -), (w 4 ,4 + w4, 5 )/2
(- - -), (w 2,5 + w4,5)/2 (. ), and (w 2,6 + W4,4)/2 (- - ), normalized by w 3,5 - X
indicates the position where Q3 ,5 = (w 2 ,5 + w4 ,5)/2.
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Figure 7-28: The threshold wave steepness and frequency cross-over points for axisyminet-
ric standing waves ko,,: * threshold wave steepness ec where the wave packet (kl,L-,kj,n)
becomes unstable; x frequency cross-over points where 2QOn = WI,n-I + WI,n. h/R = 0.5.
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instability does exist. With this model we can also estimate the growth rates of the
unstable modes. We assume that in the field there is a standing wave with fundamental
wavenumber ko and frequency wo. Two standing wave modes with wavenumbers k 1, k2
and frequencies w1, W 2 are added. The relation 2w0 - w, - W 2 = 6 is satisfied, with 6 the
detuning factor. In first order, the flow potential (D and free-surface elevation ( are the
linear combination of these waves, we have
2
P = Z j(iAjetwit + cc), (7.24)
j=0
and
2
= Z (j(A e'j'i + c.c), (7.25)j=O
where
rk (r, 9, z) = -1-Jj, (k r)cos(119 + 4j)ekZ, j = 0,1, 2 (7.26)2 w3
(r,90) = 2J(kjr)cos(19 +V0b), j = 0, 1, 2 (7.27)
where c.c. means complex conjugate of the preceding term, Ij is the azimuthal wavenumber
of wave kj.
At the mean free-surface z = 0, the expanded free-surface boundary condition is
written as (see e.g. Mei 1989)
19 2 (2 a2 2 1DDh + (r4< + 5- U2+ -2 <b + ( 52u 2 + u-Vu2=0 (7.28)
di 2 dtOz 2
where F = g9/dz + 2/012, u = Vb, terms tip to third order in wave steepness are kept.
Upon substituting (7.24) and (7.25) into (7.28), to third order we get
7D = F1A2A*ei(w2+J)t + F2AgA*e3+6) + c.c. + non-resonant terms, at z = 0 (7.29)
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where '*' means complex conjugate, and
F1 = [-2(wo - w2 )(ko + k2 )cOVO V-42 + 4woko(2VO o -
Vqo - V(VoO - V42 ) - -2 - V(Vqo -ko)] 1=0 . (7.30)2
By changing (k 2 , W2 , 2, 2) to (kiI, w,, I, (1) in (7.30), we obtain the formula to evaluate
F2 . Since both A 1 and A2 are infinitesimal, the secular terms in (7.29) containing their
products are ignored.
We assume that the amplitude AO is a constant while A 1 and A 2 are functions of t.
In (7.29) collecting terms containing eiWlt, we have
~d2A 
d O2 - FiA A*ez , (7.31)
We now approximately solve equation 7.31 with a Fourier-Chebyshev expansion method.
With only one Fourier-Chebyshev mode kept, we obtain
d2 A
I I = C14A*e6t, (7.32)dt 2 =
where
f 2 l 'f 0J r. 1(k 1r) cos(1 10 + 41)Fdr dO(7
1 fj2'fr aH J,(kr) cos(l10 + 011)&Idrd9'
Similarly, for k2 we have
d 22 = C2A A*e6, (7.34)
where C 2 and F2 are conveniently evaluated by switch ( 1,1, ki, 41) into (02,12. k 2 , V12)
in (7.33) and (7.30) respectively.
Combining (7.32) and (7.34) we have
d4 A- 2i6 d3 t- 62A, -C 1C2 Aot14A1. (7.35)
dv dv dt2
We search for the solution of A 1 in the form of et. The mode k, is unstable if the
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real part of A is positive. The equation for A is readily obtained by substituting eAt as A 1
into (7.35)
A4 - 2i6A3 _ 62A2 = C1C21Ao1 4 . (7.36)
We see that as 6 = 0 (perfectly tuned case), there is always a solution A with positive
real part. As we increase 6, however, we would expect the instability to get weak and
finally disappear. Note that due to the approximations made in the process, this is
just a qualitative proof of the existence of instability, just like the Mathieu equation
obtained in the study of the stability of plane standing waves. To precisely evaluate the
unstable region and growth rates of the unstable modes, direct numerical simulations
are necessary since this simplified model could not be used in obtaining any quantitative
results. Nevertheless, we employ an example as an illustration of the behavior of equation
(7.36). Let ko = k0 ,6 , k, = k1,5, k 2 = kI, 6 , we study the stability of standing wave ko,6 to
the packet (k1,5, ki, 6). Without loss of generality, we assume 4'o = 0. We have:
rJi(kir)cos(110 Q 1 drd9 = i- (R2 - ki 2 )J2(kiR), (7.37)fo fo2w
= -I g2kok2 (wo - w2 )(ko k2 )Jo (kor).kor)J(k2 r) + Jo(kor)Ji(k2 r)]4 wow2
cos(9 + Q2) + l g2 kJ J1(k2 r)[J2 (kor) + J2(kor)]cos(9 + 42)2 wo
jk2J(kor)J(kr + k2J(kor )J()(k2 r) +
8 wOw2
ko Ji(kor) J(k2 r) + k2 Jo(kor) JI(k2r) +
(ko + k2 )[J(kor)Jj(k2r) + Jo(kor)J1(k2r)]} cos(9 + 2 )
_ kIk{ J'( 2 r )[ J;orJ kr)+ Jo(kor)Ji( kor)]
8 w w2
+JI(k2 r)[J2(kor) + J2(kor)1} cos(G + 02) (7.38)
Thus C 1 is evaluated by numerically integrate (7.33) with the F1 given above. the
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Figure 7-29: The growth rate of the unstable packet (ki,5 , k1,6) of standing wave k0,6,
obtained by the simplified model.
other coefficient C2 is obtained in the same way. We note that in C1 (and C2) there
is a factor cos(41 - 42) and therefore the absolute values of C1 and C2 are the largest
as i - '2 = 0 or 7r. This helps up to explain the phenomenon we find that within
the most unstable packets the modes always have initial angular phases equal to each
other or separated by 7r from each other. From now on, we only consider the case when
1b1 - 021 = 0 or 7r.
Let w0 = Qo,6, W1 = wi,5 , w2 = wi,6, we solve equation (7.36) for the growth rate of the
mode k1,5 and k1,6 , with QO,6 evaluated through the HOSE standing wave constructor.
Shown in figure 7-29, the result bears resemblance to that obtained through direct HOSE
simulations, although the quantities are away from each other. This discrepancy is due
to the simplification we made during the theoretically analysis, as in the case of the
quantities provided by the Mathieu equation.
260
1=0 i- 1=1 -<-- 1=2 - -1=3
Ir.3kar-
k
K.2,k
Figure 7-30: Energy exchange between axisymmetric standing wave ko,n and non-
axisymmetric standing waves.
Energy transfer from the axisymmetric modes to the non-axisymmetric modes
As illustrated in the previous discussion, in the range of small to moderate wave steep-
ness, the only unstable modes are those with azimuthal/diametric wavenumbers I and
n close to the fundamental wavenumbers of original wave when approximate relations
(7.19), (7.20), (7.21), (7.22) or (7.23) exist. We know that in the unstable cases, energy is
transfered between the original standing waves and the unstable modes. For an unstable
axisymmetric wave ko,,, two non-axisymmetric waves ki,- 1 and ki,n will be generated due
to this energy exchange. As the amplitudes of these I = 1 modes become large enough to
lie within the unstable regions, more wave modes (ko,_ 1 , ko,+ 1I, k2 ,n-22, k2 ,n- 1 , k2,) may
be created. As a result, waves with azimuthal wavenumber I = 2 are generated. This
process could go on to higher azimuthal wavenumbers. The process is illustrated in figure
(7-30) (for simplicity, some of the energy exchanges, e.g. ko, 1 +-* k1,7 11, etc., are ne-
glected). This mechanism suggests an energy cascade from axisymmetric standing waves
to non-axisymmetric standing waves with high azimuthal wavenumbers. The exact path
of such an energy cascade depends on the initial conditions and requires simulations of
O(10') periods. Damping effects may play an important role during the process. Further
numerical or analytical investigations are needed.
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7.6 Conclusions
A high-order spectral-element method is developed which is capable of solving non-
linear interactions between free-surface waves and near-surface (submerged or partly-
submerged) bodies. It is applied to construct and analyse the stability of plane standing
waves and standing waves in circular basins in small to moderate wave slope.
For plane standing waves, both two-dimensional and three-dimensional unstable modes
are identified. The eigen-frequencies and growth rates of the two-dimensional unstable
modes compare well with the fully-nonlinear results by Mercer & Roberts (1992) while
the features of the unstable three-dimensional modes, which are in the form of standing
waves oblique to the original one with similar wavenumbers. With theoretical analysis,
we show that this instability is caused by the bifurcation when the original standing wave
and the disturbances share the same frequency and our numerical results are corroborated
qualitatively.
Within a certain range of wave steepness, a standing wave in a circular basin is found
to be unstable to disturbances with both azimuthal and diametric wavenumbers close
to its own. Energy cascade from axisymmetric standing waves to non-axisvmmnetric is
discovered, The physical mechanism of these instabilities is illuminated to be the third-
order resonance among the original standing wave and the unstable disturbances.
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Chapter 8
Conclusions and future works
In this dissertation, several topics concerning the nonlinear waves, their instabilities and
interactions with bodies are investigated with both analytical and numerical approaches,
focusing on the nonlinear effects involved in the wave-wave and wave-body interactions.
Further studies in numerical methodology and investigation of nonlinear waves and wave-
body interactions are suggested.
8.1 Conclusions
Numerical tools
The high-order spectral-element (HOSE) methods are developed in this dissertation to
study nonlinear wave-wave and wave-body interactions. The Fourier-type HOSE method
is applied in calculating nonlinear wave problems which are smooth and periodic in both
horizontal directions, while Chebyshev-type HOSE method is developed to be used in
problems piecewise-smooth and without doubly-periodicity in both horizontal directions,
for instance the wave interactions with surface-piercing bodies.
In both the Fourier- and Chebyshev-type HOSE methods perturbation approaches
are implemented in treating the nonlinear free-surface conditions. With Fourier spectral
method and Chebyshev spectral-element methods, the numerical solvers are valid for both
two- and three-dimensional problems with submerged obstacles. For cases with surface-
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piercing bodies, the HOSE method could be applied in studying two-dimensional problems
and three-dimensional problems with periodicity in one horizontal direction. Since the
perturbation processes are carried out by the computer with an efficient recursive scheme,
the nonlinear free-surface effects could be easily kept up to arbitrary order. Exponential
convergence is achieved with respect to the number of unknowns. Using fast Fourier
transforms in the transformation between physical and spectral spaces, the computational
effort of the Fourier-type HOSE method is in the order of MN log N per time step, with
M the perturbation order and N the number of unknowns. Due to different treatments
in the boundary-value problem solvers, the computational effort per time step for the
Fourier-type HOSE method is proportional to M2 N2 in the two-dimensional cases and
M2 NN, in the three-dimensional cases, where N, is the number of unknowns used in the
non-periodic direction (see 2 for details).
By using a shifting domain horizontally following the body and implementing the
technique of Chebyshev summations to obtain influence coefficients at each time step
without re-evaluating them, we develop a highly-efficient scheme to treat displacements of
the body. Consequently, the Fourier-type HOSE method is capable of including arbitrary
(underwater) body translations in the simulation.
To study the response of a moored underwater buoy to incident waves, a finite-
difference cable-dynamic solver is applied.
Nonlinear interactions between free-surface waves and bodies
The high-order spectral-element methods are applied to study the nonlinear wave-body
interactions. Three problems are discussed in the present study: (a) the radiation and
diffraction of surface waves by a submerged circular cylinder; (b) the wave loadings on a
spheroid; and (c) the dynamics and wave-generations by a moored buoy.
The outgoing waves resulting from nonlinear radiation and diffraction by (i) a sub-
merged horizontal circular cylinder under incident waves, (ii) a cylinder undergoing a
forced circular motion and (iii) a cylinder free to move in respond to incident waves are
investigated numerically in time domain. Up to the third harmonic, we show that: (i)
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for a fixed cylinder, there is no wave reflection upstream; (ii) for the cylinder undergoing
forced circular motions, the leading-order outgoing waves of any harmonic are generated
in one direction only (toward the right for a clockwise motion); and (iii) for a neutrally-
buoyant cylinder under incident waves, the leading-order scattered wave of any harmonic
vanishes upstream of the body. These results are generalizations of the classical linear
results of Ogilvie (1963) for the wave diffraction/radiation of a submerged cylinder.
The interactions between free-surface incident waves and a submerged spheroid are
calculated. The hydrodynamic forces and moments are obtained numerically with the
HOS method and compared with experimental results. By comparing the results ob-
tained by linear and nonlinear simulations, it is found that nonlinear effects play a key
role in determining the hydrodynamic loadings, especially the mean pitch moments M.
Due to nonlinear effects, My switches sign as the wave steepness increases. Cases with
currents/forward speeds are considered. In the vicinity of r = 1/4, the hydrodynamic
loadings remain finite, confirming the theoretical result by Liu & Yue (1993). Combina-
tions of the Froude number F, and wave steepness e corresponding to neutral mean pitch
moment are evaluated. other effects such as the angle of attack and finite water depth
are also studied.
Offshore systems are often tethered by mooring systems such as cables. The mechan-
ics of highly-extensible cables are studied. The governing equations for the cable motion
are reformulated using Euler parameters and we employ a nonlinear stress-strain relation.
Also, bending-stiffness terms are included to ensure a well-posed problem when tension
becomes very low. Thus, the singularity associated with Euler-angle formulation is re-
moved. Implicit time integration and non-uniform grid along the cable are adopted for
the numerical solution of the governing equations. Based on these formulations, a finite-
difference cable solver is developed and coupled with the high-order spectral method to
form a numerical simulator of the dynamics of a moored near-surface buoy. We focus on
the dynamic response of the buoy subject to wave excitation and the radiation of sur-
face waves by the buoy, especially its capability to generate high-harmonic/short waves.
When the incident wave amplitude is small, the tension inside the cable remains positive
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and the motion of the buoy is regular, composed of natural (transient) modes and forced
response. However, if the amplitude of the incident wave is larger than a threshold value,
the tension becomes zero for part of the cycle, followed by large peaks resulting in a
snapping response. The motions of the buoy become chaotic, resulting in the formation
of strong surface signatures, featured by broad-band wave spectra, with energy in short
waves several orders of magnitude higher than could be expected in regular-motion cases.
Dynamics of nonlinear waves
Two of the nonlinear phenomena caused by the interactions between free-surface gravity
waves are the wave-wave resonances and the wave instability.
Motivated by nonlinear features in a ship's wake, the possibility of resonant interac-
tions between wave components in a wake is studied. By taking into account the existence
of ambient waves, a number of resonant cases between the Kelvin ship waves (including
the transverse and diverging waves) and the ambient wave are discovered. As a con-
sequence of these resonance interactions, we find that resonance-generated waves that
exist around certain rays behind the ship are created. The evolution equations of all
the components that participate in the interactions are derived with the multiple-scale
analysis and solved numerically with a finite-difference prediction-correction algorithm.
The characteristics of the generated waves bear resemblance to the soliton-like features
observed in field experiments, although there is no conclusion whether or not they are
caused by the same physical mechanism. Finally, the high-order spectral method is in-
voked for direct simulations of the nonlinear wave field containing the Kelvin ship waves
and an ambient wave. The existence of the resonance-generated waves, as well as their
initial growth rates, are corroborated.
The nonlinear wave algorithms, namely the high-order spectral-element methods, are
implemented to construct standing waves and study their stability. Two types of standing
waves are considered: the plane standing wave and standing waves in a circular basin. For
the first category, two- and three-dimensional unstable disturbances are studied. As the
steepness of the original standing wave is beyond a threshold value, simple 2D sinusoidal
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disturbance modes combine into unstable pairs. The growth rates and eigenfrequencies
of these two-dimensional unstable modes compare well with the fully-nonlinear results
by Mercer & Roberts (1992), until the wave steepness is near the up limit of the HOSE
methods. The three-dimensional unstable modes are identified as standing modes with
wavenumbers close to that of the original one in any oblique direction with respect to the
base wave. In a special case about the transverse unstable modes, the result is confirmed
qualitatively by simplifying the disturbed free-surface evolution equations in Zakharov's
form, which leads to the Mathieu equation in its simplest form. As to the standing waves
in a circular basin, the mode-merging scenario is found to occur during the transition to
instability. That is to say, for large enough carrier wave steepness, combined wave packets
are formed by simple standing modes and become unstable. Through interactions between
the carrier wave and unstable disturbances, a mechanism of energy transfer from axisym-
metric waves to non-axisymmetric waves with higher and higher azimuthal wavenumbers
is illustrated. This kind of instability is found to be related to the third-order resonant
interaction between the original standing wave and the unstable disturbances. A sim-
plified model is created and the numerically evaluated unstable behaviors are confirmed
qualitatively.
8.2 Future works
In each of the research projects mentioned above, namely the nonlinear wave interactions
with submerged or surface-piercing bodies and the dynamics of nonlinear waves, there are
several possible directions in both theoretical investigations and practical applications for
future studies.
The dynamics of underwater bodies with complex geometry and moored surface-piercin3
The high-resolution of the HOSE methods enables us to study the free-surface signature
caused by submerged bodies in detail. However, the HOSE methods have some restric-
tions on body geometry, in particular, it could not be applied to underwater vehicles with
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controlling surfaces. With spectral method applied on the free surface and panels used on
the body surface and the vortex sheet behind the controlling surfaces, a hybrid method
could be created. By changing the attack angle of controlling surfaces, the drift forces
and moments can be offset. Free-surface waves, especially the possible short-wave compo-
nents created by the vortex shedding from controlling surfaces will be investigated. With
little modifications, the same method could be used in study the dynamics of objects
with flexible bodies, such as the swimming of fish.
The HOSE methods enable us to calculate the nonlinear interactions between free-
surface waves and surface-piercing bodies with great efficiency and accuracy, which have
been demonstrated by the numerical study of the stability of standing waves in a circular
basin. Combined with a solver of mooring systems, this method can be used to form a
numerical simulator of moored surface-piercing bodies, such as spar buoys.
The direct numerical simulation of the stability of concentric propagating waves
Concentric propagating waves generated by a oscillating ball were observed to trans-
form into radial wave patterns as amplitudes of the wavemaker are large enough (see,
e.g. Tatsuno et al. 1969; Taneda 1991). Existing theoretical explanations (Becker & Miles
1992) are not conclusive.
By using the HOSE methods, concentric propagating waves and their stability can be
investigate numerically. This research may illustrate the physical mechanism that causes
the radial patterns as well as the roles of physical factors such as surface tension, wave
steepness and body nonlinearity.
Using a pulsating pressure distribution to imitate the bouncing ball and generate
a concentric wave field, the problem can be made smooth and periodic, with no body
boundaries. Therefore, the Fourier-type HOSE method could be applied. Numerical
tests are needed to obtain steady-state solutions and validate the results by compar-
isons/convergence tests, with absorbing beach in the far field. Damping zone, artificial
filter and other methods will be tried and optimized. This may be crucial to the success
of the study due to the accuracy requirement of the problem.
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With disturbance modes chosen (we may use the linear modes of waves outside a
bouncing ball, with some modifications), the transition matrices could be evaluated nu-
merically. If any unstable modes are identified, long-term simulations are then to be done
to show the evolution of the wave fields.
After the stability of concentric propagating waves is illuminated, the investigation
can be stepped up to evaluate the influence of several other factors. According to the
literature, surface tension may play an important role in the forming of radial patterns (see
e.g. Becker & Miles 1992). Surface tension should be added to the model to study its effect
on the results . One or two runs with MEL (mixed-Eulerian-Lagrangian method) will
be helpful to illuminate the stability of concentric waves with large steepness. To study
the influence of nonlinear body-boundary conditions, the pressure distribution should be
replaced by a partly-submerged sphere and the HOSE method being applied.
Other directions
Dynamics of non-axisymmetric standing waves in a circular basin
Although there are several existing works about the standing waves in a circular basin
(e.g. Mack 1962; Tsai & Yue 1987), they are all about the axisymmetric problems. With
the Chebyshev-type HOSE method, the dynamics of non-axisymmetric standing waves
can be studied computationally. The influence of water depth will be investigated. As
illustrated in previous works, the water depth plays an important role in determine the
behavior of standing waves, especially the relationships between wave steepness and the
nonlinear frequency. By direct simulations with HOSE method, these relationships for
non-axisymmetric waves in deep, shallow and finite depth cases can be obtained.
The bifurcation of 2D tank-sloshing waves
Observed in experiments, it was found that 2D standing waves in a horizontally shak-
ing tank transform into propagating wave modes near certain frequencies (Feng 1997,
1998). The wave steepness for this to occur, unfortunately, is beyond the capability of
the HOS method. Therefore, the 2D MEL method can be adapted to study this problem
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numerically and recreate the phenomena discovered in experiments.
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Appendix A
The evaluation of <b on body
surfaces
In 2.5 the normal derivatives of Pj(m) on the body surface SB is needed to complete the
BVP for the calculation of )) on the mean free surface. A rectangular coordinate frame
(n, s) is defined along SB, with n the normal and s the tangential. The relation between
the global coordinate system (x, z) and the local frame (n, s) is:x = x(n, s), z = z(n, s).
We have
o x, 0 x,08
x - +n O(A.1)
9X hn On h, as
a Z,, a Z, a
az ~hna n 'h, as
9, 9 Xn 49(A.2)
h On t h, as
where
hn = z)2 (A.3)
hS=3(aI)2 + ()2 (A.4)
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with
A Xn 0 (xn
B ( )a
+ x 9( s)
n ( )n
Xn (xs)
+Xn a(Xn)
(A.8)
(A.9)
Since V 2 (I(m) = 0, we have
02 - h2 n 2 Vm) - Ah2 4(0 - Bh2 0
On2 h2 Os2 n ann as
h On2
= h~ 082
n __ "n
h8 OnOs
O9 X, 0'PM
On h n On
0 X,
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2 
n s 2 h, Onas
)] a (n )
O x 0
ha
+ [Bxshn + ( Xn )] a(M) +
(A.11)
In (A.11), ( DmDm), )(m), (,() are all known along SB, therefore, 4)() could be obtained.
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xS a (xs) -hs as hs
+ X80(X)
+ xSa(s)
In some special cases, (A.11) could be simplified. For example, if the surface is ver-
tical (x=const), -L 4m) O = 0, for any 1. For the part of the body which is horizontal
(z=const), 4 "V m)= -0, for I even and y al = - 2 (-La(-"), fort 1odd.
Another shape of body often used is circular. For this we have
sin9 Q2 sinG 0 cos00 cos0 a2
- r2  r+ ,rOO (A.12)ir2 ad 8 tr round rit
where r is the radius of the cylinder and 0 the angle around it.
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Appendix B
Forms of 'H And P in The Cable
Equations
The matrix 7 is a 13 x 13 matrix which is then split in the 13 x 6 matrix 71, the column
vectors 72, 73, 7-4 and 7-5 and the 13 x 3 null matrix 0. The matrix 7 takes the form:
W- =[71 72 W3 W4 75 01 (B.1)
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00
0
-1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
-(mc + ma)
0
0
0
0
0
0
0
0
0
0
0
-2mc(v#3 - W32)/f'(c)
-2[(p + ma)(33Uf - foV - xWf) + mc(wx - U03 )]
2[(p' + ma)( 2 U - XVf + OWf) + m(vx - U2)]
0
2(l + E)03
-2(1 + E)02
0
0
0
0
0
0
0
276
with
1 =
0
0
-(mc + ma)
0
0
0
0
0
0
0
0
0
0
(B.2)
(B.3)
2mc(w#3 + v#2)/f'(E)
2[( pi + ma)( 2 Uf - XVf + #oWf) - mc(u2 - w,3o)]
2[( pi + ma)(#3Uf - #OVf - xWf) - mc(v#o + u#3)]
0
-2(1 + E)#2
-2(1 + c)#3
0 (B.4)
0
0
0
0
0
0
-2mc(wo + vx)/f'(E)
2[(p-- + ma)(XUf + #2Vf + / 3Wf) + mc(ux + w# 3)]
2[( pd + ma)(0Uf + #/3 Vf - #2Wf) + mc(u/3o - V#33)
0
2(1+ )x
2(l + E)#o
0 (B.5)
0
0
0
0
0
0
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-2me(wx - vfo)/f'(c)
-2[( pd2+ ma)(/OUj + / 3Vf - 02Wf) + me(uo + wf2)]
2[(pd+ rna)(xUf + /2 1Vf + Q3Wf) + m,(v 2 + Ux)]
0
-2(1 + c)/o
2(1 + e)x
0 (B.6)
0
0
0
0
0
0
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The vector P is given by
SbA2 - - - - - pd7rCdt fi' + 6fpd~) fV) + +r x2,pir/Ul~r 1
(E)A3- SbAl - 2wo(x2 - /03) - 2PdCdpVr i, + W, 2
SnA 1 - (c)A2 - 2Wo(X#3 + /02) - lpdCdpWr V + W 1 + 6
A 2w - A3V
A 3u - Aiw
Alv - A 2 u
P = j(xA1 + 0 2 A2 + 03 A3)
-(OoA1 - 0 3A 2 + 0 2 A 3)
1 (03A, + OoA2 - xA 3)
(#2A, - xA 2 - OoA3 )
0
- 1)A1 A3 - -Sb(1 + 3
(1 - )AA2 + _Sn(1 + E)3
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(B.7)

Appendix C
The derivation of the evolution
equations
Defining the phase Oj to be kj -x - wjt (j=1,2,3,4), the first order solutions in (6.22) and
(6.23) are rewritten as
) = E ek.z [iAe*'i + c.c. , (C.1)
2w I
(M= [Aje(kj-x--jt) + c.c.] , (C.2)
3
where Ej denotes a summation done over the subset of the quartet j (j = 1, 2, 3, 4) in
which the wave components kj are different from each other.
Let , F ) and Gi to be the terms in ( ) and G containing the factor
eOiP. By applying Green's theorem for 4("), the solvability conditions have to be satisfied
in order for (I") to be a nontrivial solution:
J )e 1z dz = Gi (C.3)
Applying the solvability condition (C.3) for n=2, the second-order evolution equation for
A1 is written as:
A + C = 0 (C.4)
4t g x1 -
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where C9 1=wi/k 1 is the group velocity of the wave component k1 . No resonance occurs
at the second order. The second order solutions of <D and ( containing the term ei(svi+sl*V)
are given as
(C.5)
and
(2= [(sjwj + slw )Tl + kj + k, g(kjkj - s slkj -k1)]A All ei(s.+ s8'l0), (C.6)j,-g 1 4 2sjslwjw1 ji
where
kj= kj1, (j = 2,3,4)
kj, = (sjkj + sikil, (j,1 = 2,3,4)
T ig2 (s3 /wj + si/wi)(kjk - sjsjkj -ki)
2[gkj,z - (sjow + stwi)] , (j, I = 2, 3, 4)
As sj =
complex
1, -yj = 1 and A'j = Aj; when sj = -1, on the other hand, Ali = A*, the
conjugate of A.
The third-order evolution equation for A 1 is obtained by applying the solvability
equation (C.3) to terms in F3 and G(3) with phase <51. We notice that this evolution
equation should be identical to the two-dimensional cubic Schr6dinger equation (see Mei
1989) except for cubic terms representing interactions with other waves in the quartet,
which only appear in G(). In terms of V5, these resonant cases are:
(C.7)
(C.8)
We have
G -(3) - (ig 1_+_-A)C1,,_ IAI 2A 1 + igei(s2P2+S3P3+s4P4)C2,3,4A72A3A4 + other terms,
(C.9)
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V) = V)1i + S)3 - S) .
01 = S202 + s303 + s404.
4) 2) =T-,iA jAf'ekj,l zei(sPty+sifV)
The forms of C2 ,3 ,4 and C1,j,-j are found in (6.25).
By applying the solvability condition (C.3) for n = 3 we obtain:
+ C ) - 2 A)+9{ A( + Z C1,j,_IAjI2 A, +
C2,3 ,4 A 2A73 A 4} 0. (C.10)
combining (C.10) with the second-order result (C.4), the evolution equation for A1 is
then
+ Cgiy) + i{ ( ---8k1 O - 2 2 ) + C1,j,-jI 
Aj 2 A, +
C2 ,3,4 A 2 A13A' 4} = 0.
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(C.11)

Appendix D
Numerical discretization of the
evolution equations with the
prediction-correction scheme
Let (f)g = f( n, 7j), n = n--1 + Az, rTb = qj-l + Ar. The numerical operators are defined
as:
D =
hf) ==
D ,(f)n ==
D (f)n
=
D ,(f)n
=
Ders(f);
=
_6,(fpn
(f)+1 - (f)n
[fn+1 - (f)nz iz.
[(f)1+
(f)+1 ~ fj-1] /(2Ar7)
(f)n+1- 2(f)n + (f)n- /Ay 2
[(f)n+ -2 (f)n + (f)n- /r
[(f)n+l - (f)y+i - (fl+ + (f)
(+1 - (f)_+l - (f-n+1 + (f)
With these operators, the discretization of the evolution equations (6.30), (6.29) and
(6.31) with the two-step prediction-correction scheme can be written as:
0-iA (At)n + 2tD7(At)n+ijO-3D66(At)n
285
j_1] /(2A Ar7)
j_1] /(2A Arq)
u rD (A,)n
+ u4tbD,(At); + otD,(At)7
+ [Ctt,_t(At)n2 + C,i,-ij(Aj) 12 + Ct,r,-r I (Ar)n 2] (At)n
+ Ci,i,,[(Ai)n]2[(Ar) ]*}
13
=(P); ,
+ o2jD7(Aj)7 + i{JnD(A);
+ o4ib , 1(Ai )n + si D77( Ai )n
+ [Ci,,,_t(At)7 12 + C;i|(Ai)n12 + Cir,-r I (Ar)n 12] (Ai)n
+ Ct,_i,r(At)7[(A) ]* (Ar)J}
=0 
,
+ o 2 rD7,(Ar)n + j{U3rDCC(Ar)n
+ J4 rbC7(Ar)n + 5rD7(Ar),
+ [C,,,tI(At)j 2 + Cr,i,i I (Ai)J 12 + Cr,r,-r I (A,.)nJ2](A,);
+ C-,i,i[(At)n]*[(Ai)n]21
= 0,
for the prediction step and
I 1A~l1 1
+ 2tD (At) 3 + j 2 tD,,(At) ++ iatDC,(A)
+ 4tD~j(At )n + 1 n~
+ ![Ct , I(At)?2 + Cti,_.iI(A)L12+ Cr,,.(A,.)I2](At))2
+ [Ctt I (At )n 1 2 + Ci,_i(i) 1 2 + C,, I,(AZ)+1 2] (At )n 1
+ C (Ai); 2 [(A r) t ,- ) t*1
1
+ 2C,,,(i)+] nl*
= 1 [(P)n+l + (P),]
+ U2jD7(Aj)?+1 + 12 U2D,(Ai)n + i{0 3iDeC(Ai)n
(D.1)
(D.2)
(D.3)
(D.4)
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uijDC(Aj);
uitD (At)n
u1jDg (Aj)n
1+ osjD 7(Aj )n +1 iDn(Ai )n+l+ 1sDA)
+ [Ci,t,-t I (At)n1 2 + C,,_ I (A)n 12 + Ci,r,-r I (Ar)n 121 (Ai)n
+ I[C,,_l(At)+1 + C,,_I(Aj)7 +1I2+ C(A)
1
+ Ct,-i,,r(At)n [(A ) +]*(A,.)n
+ Ct,_i,,(Zt )n+l [(i)+l]* (A,)n+l2
-0, (D.5)
airD&(a)7 + - 2r D77(r 02q ()A + i 103 r D (Ar)11 1
+ a4rD, ,(A r )n + I ,.D n(A ) ? + I2 5 -3 , (A 
);
1+ og e,(A.)? o5,D,7(A,.r+ + o3,D,,(A,.)"
+ - [Cr,t,t I (At)' 12 + Cr,i,- I (Ai)| 12 + Cr,r,-r I (Ar)n 12 (Ar)n
+ t [C,,,tI (At)n+1 12 + C,,i,-i I (A)n+ 1 12 + Cr,r,rl(Ar)n+ 1 l2](Ar)n+1
1
+ IC-t,,i[(At)]*[(Ai) ]2
+ 1C-t,i,i[(At )n+1] [An+1]212
= 0, (D.6)
for the correction step.
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Appendix E
The configuration of nonlinear
standing waves
Given a wave field with free-surface potential V8(x, y, t) and elevation ((x, y, t), at t = 0
we assume 41=0 and ( = ((x, y, 0). After half a period T/2, we must have 4V = 0 again
if JS(x, y, t) and ((x, y, t) represent a standing wave. Therefore, to create a standing
wave, we need to look for an initial ( which guarantees V = 0 at t = T/2. Defining a
function T which transforms ((x, y, 0) to V (x, y, T/2), the task is to solve the problem
T ((x, y, 0)] = 0 for ((x, y, 0).
Following MR, we choose the Newtonian iteration method to obtain the nonlinear
standing waves numerically. To apply this method, at each iteration step we need to
evaluate: (i) the error E; (ii) the Jacobian J which stands for the derivatives of E with
respect to the variations of initial free-surface elevations ((x, y, 0) and the period T.
The problem is collocated at (x,, yj) (j = 1,... , Nj) on the free surface. For simplicity,
these collocation points are usually chosen to coincide with those used in the HOSE
approach. In the form of matrices, we define E = [Ej] , J = [Jjj], where
y(xj, y , T/ 2), j = 1, ... -I- N+
I((x, y, T/2)max - ((X, Y, 0)mi - 2Ao, j =- Nj + 1
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& =Nj+1
AO is the preset maximum wave amplitude. The Newtonian iterations are then applied
to search for the solution for which |Ell = 0, with E and J estimated numerically at each
iteration step. The error tolerance set for |hEll in the search is 10-12.
As the wave steepness e is small, the linear approximations are used as initial guess
for the iteration. For the high wave-steepness cases, however, the initial guess is obtained
by extrapolating the nonlinear solution of a standing wave with lower e.
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Appendix F
The determination of the stability of
a nonlinear periodic system
Let u to represent the unknowns <1" and (, the nonlinear evolution equations of the
standing waves could be written symbolically as:
Ou
at (F.1)
where K is a nonlinear operator.
To investigate the stability of u, we write it as the summation of the original standing
wave uO and a small disturbance u'. We have
U = Uo + U'. (F.2)
Substituting this into (F.1) and making use of the fact that uo satisfies (F.1), linearized
evolution equations for u' are obtained
(F.3)au'
-t = IC(U'),
The linear operator L represents the Jacobian of K with respect to u. C is time-periodic
with a period T identical to that of the original standing wave, which allows us to use the
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technique by von Kerczek and Davis (1975) to study the stability of the system without
knowing the exact form of L.
Considering Nd degree-of-freedom disturbances, u' could be written in terms of a
linear combination of N basis ii (j = 1, - -, Nd).
Nd
u'(x, t) = Ea,(t) fd(x). (F.4)
3=1
In the present study, the basis fi, are chosen as Fourier modes in the plane standing-wave
cases and Fourier-Bessel functions in the circular-basin standing-wave cases.
Thus defined, there exist Nd linearly independent solutions for equation (F.3) u',-- , u'N.
Each solution u is written as
Nd
u'(x, t) = Zaji(t)ii (x). (F.5)
j=1
The time-dependent coefficients a, forms the fundamental matrix U of equation (F.3)
(U = {aji}). According to the Floquet theorem (see Coddington et al. , 1955), U could
be divided into a time-periodic part P and an exponential part,
U(t) = P(t)ect, (F.6)
where, P is a Nd x Nd matrix of period T and C is an Nd x Nd constant matrix. The
stability of the system is determined by the real parts of the eigen values A, (j = 1, - - - , Nd)
of C. The real part of A (Re(A)) denotes the growth rate and the imaginary part Im(A)
the eigen-frequency. A positive real part Re(A) indicates an unstable mode.
The matrix Q ==ecT is called the transition matrix. Let , to be an eigenvalue of the
transition matrix, the corresponding A is then
A, = log p1 /T. (F.7)
Corresponding to each eigenvalue A, there is an eigenvector which is a combination of
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the disturbances iii. Physically, this means that over one period T, the amplitude of a
combined disturbance mode (the eigenvector) grows by the factor e AT.
The transition matrix Q (Q = [ll.7]) is obtained by numerical integrating the equation
(F.1) Nd times from t = 0 to T to evaluate the variation of u' with time. The initial
condition for the I - th time-evolution is set to be u'(x, 0) = 61(x), where 6 is a small
factor. As t = T, we have u'(x, T) = E, a(T)U(x). Then, we have
Hjj = aji(T)/1 j= ,- -,Ns.(F.8)
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