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Abstract
We introduce a notion of compatible quasi-ordered groups which unifies valued and ordered
abelian groups. It was proved by S.M. Fakhruddin that a compatible quasi-order on a field is
always either an order or a valuation. We show here that the group case is more complicated than
the field case and describe the general structure of a compatible quasi-ordered abelian group. We
then define a notion of Hahn product of compatible quasi-ordered groups and generalize Hahn’s
embedding theorem to quasi-ordered groups. We also develop a notion of quasi-order-minimality
and establish a connection with C-minimality, thus answering a question of F.Delon. Finally, we
use compatible quasi-ordered groups to give an example of a C-minimal group which is neither
an ordered nor a valued group.
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Introduction
Ordered and valued abelian groups appear naturally in the study of valued fields with addi-
tional structures. The theory of exponential fields developed in [13] shows that the value group
of an exponential field is a contraction group (see [12]) which contains a lot of information about
the field itself. Contraction groups can be seen as a valued group in two ways: since it is an
ordered group we can endow it with the natural valuation associated to this order; moreover, we
can associate a valuation to the contraction map χ by defining v(g) := |χ(−|g|)|.
Valued groups are also naturally related to the theory of valued differential fields and asymp-
totic couples, which is the central topic of asymptotic differential algebra. In [20], [21], [22], [23]
and [24] Rosenlicht studied Hardy fields and showed that the logarithmic derivative induces a
map ψ on G\{0}, where G is the value group of the field. The pair (G,ψ) is called an asymptotic
couple. Aschenbrenner and Van Den Dries later gave a model-theoretic approach to asymptotic
couples in [3], [4], [5] and [6]. The map ψ becomes a valuation if we extend it to G by setting
ψ(0) :=∞.
✩All results presented here are part of my PhD. In that regard I thank my supervisors Salma Kuhlmann and
Françoise Point for suggesting this project and for the help and support they gave me during its completion, in
particular for taking the time to read and discuss my paper with me, as their many comments and suggestions
played an essential role in shaping this article into a publishable form. I also thank Françoise Delon for her
questions which motivated some of my research.
✩✩Throughout this paper, we use the abbreviations q.o and q.o.a.g which respectively mean quasi-order and
quasi-ordered abelian group
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Although ordered and valued structures are classically treated as different subjects they still
bear significant similarities, which is why we are now interested in unifying both into a single
theory. Fakhruddin made a step in that direction in [9] when he noticed that both orders and
valuations could be seen as particular instances of quasi-orders. Consider a field K endowed with
a quasi-order - satisfying the following axioms, where y ∼ z is defined as y - z - y:
(Q1) ∀x(x ∼ 0⇒ x = 0)
(Q2) ∀x, y, z(x - y ≁ z ⇒ x+ z - y + z)
(Q3) ∀x, y, z, (x - y ∧ 0 - z)⇒ xz - yz
The pair (K,-) is what Fakhruddin calls a quasi-ordered field. Here are the two most
important results of [9]:
Proposition
If (K,≤) is an ordered field then it is in particular a quasi-ordered field (i.e ≤ satisfies the axioms
above). If (K, v) is a valued field then v induces a quasi-order on K via a - b⇔ v(a) ≥ v(b) and
this quasi-order satisfies the axioms above.
Theorem (Fakhruddin’s dichotomy)
Let K be a field and - a quasi-order on K satisfying the axioms (Q1), (Q2) and (Q3). Then -
is either a field order or the quasi-order induced by a field valuation.
These results show that the theory of quasi-ordered fields is an excellent way of unifying the
theory of ordered fields with the theory of valued fields. The main motivation behind this pa-
per is to develop a similar theory for abelian groups and give an answer to the following questions:
Does Fakhruddin’s dichotomy hold in the case of groups? If not, what is the structure of
quasi-ordered abelian groups endowed with Fakhruddin’s axioms?
Our hope is that the theory of quasi-orders will be useful in the study of valued groups and
thus also in the study of valued fields endowed with an operator; example 2.2(c) below already
reveals connections between compatible quasi-ordered abelian groups and ordered difference fields.
We are particularly interested in model-theoretic aspects of quasi-ordered groups, which is why
we will also introduce a notion of quasi-order-minimality. Notions of minimality have been at
the heart of recent developments in model theory; amongst other examples we can mention o-
minimality (see [18]) and C-minimality (see [17], [7] and [8]). Our idea is to study quasi-ordered
groups whose definable sets are particularly simple. o-minimality is a special case of quasi-
order-minimality, but the latter should also give interesting results concerning definable sets in
valued groups. This might help us prove minimality results concerning contraction groups and
asymptotic couples. We will also see that the study of compatible quasi-ordered groups will be
useful in the classification of C-minimal groups. The notion of C-group and C-minimal groups
was introduced in [17] by Macpherson and Steinhorn. Delon then generalized the definition of C-
group in [7] to include ordered groups. In Delon’s context, o-minimality and strong minimality
both become special cases of C-minimality. Although abelian valued C-minimal groups were
completely classified in [8], there is still no complete classification of C-minimal groups. This
paper shows that the class of compatible quasi-ordered groups constitutes a particularly simple
class of C-groups, so that the study of compatible quasi-ordered groups could be an essential
step towards a classification of C-minimal groups.
We start this paper with a preliminary section in which we recall the definitions of valuations
and quasi-orders. In Section 2 we introduce the notion of compatible quasi-ordered abelian group
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(q.o.a.g), which is the group analog of Fakhruddin’s quasi-ordered field. We quickly establish
that Fakhruddin’s dichotomy fails in the group case by giving an explicit example (Example
2.2). We then focus on describing the structure of a compatible q.o.a.g. We basically show that
a compatible q.o.a.g is a “mix” of ordered and valued groups, in the sense that a compatible
q.o.a.g is an extension of a valued group by an ordered group. More precisely, a compatible
q.o.a.g (G,-) is composed of an ordered part and a part on which the quasi-order behaves like a
valuation, the former being an initial segment ofG. We obtain this result by dividing the elements
of the group into two categories, respectively called o-type and v-type elements. We show that
the set of o-type elements is actually an ordered abelian group and that the quasi-order of G
induces a valuation on the quotient of G over the subgroup of o-type elements. These facts are
summarized in our main result, Theorems 2.24, to which we also give two variants, Theorems 2.26
and 2.27. Section 3 introduce a notion of product of compatible q.o.a.g’s. We define an analog
of Hahn’s product for compatible q.o.a.g’s, which we call the compatible product. In Section
3.2, we prove a generalization of Hahn’s embedding theorem for quasi-ordered groups (Theorem
3.9) which uses our notion of compatible product. Since compatible q.o.a.g’s are composed of
an ordered part and a valued part, it is natural to ask whether the elementary equivalence of
two compatible q.o.a.g’s is determined by the elementary equivalence of their respective ordered
parts and by the elementary equivalence of their respective valued parts. This is the subject
of section 3.3, where we show in particular that the compatible product of an ordered group
by a valued group preserves elementary equivalence (Theorem 3.14). This result will be useful
for applications to C-minimal groups in Theorem 4.5. In Section 4, we introduce the notion
of quasi-order-minimality for compatible quasi-ordered abelian groups. We then inquire into a
question which Françoise Delon asked us: Are compatible q.o.a.g’s also C-groups? If yes, how
does quasi-order-minimality relate to C-minimality? We answer by showing that any compatible
q.o.a.g naturally induces a compatible C-relation on the group, and that quasi-order-minimality
is then equivalent to C-minimality (see Proposition 4.1 and Proposition 4.3). We then show that
any compatible q.o.a.g obtained as the product of an o-minimal group by a finite valued group
is C-minimal (Theorem 4.5), which allows us to give an example of a C-minimal group which is
neither ordered nor valued.
This connection between C-groups and compatible q.o.a.g’s makes the latter a particularly
useful class of objects for the study of C- groups, so that the study of compatible q.o.a.g could be
the first step toward a classification of C-minimal groups. In particular, it should be emphasized
that our work on compatible q.o.a.g’s presented here played an essential role in the discovery of
the main result of [16] which gives the structure of an arbitrary C-group. Indeed, seeing compat-
ible q.o.a.g’s as an example of C-groups enabled us to gain the right intuition on the structure
of arbitrary C-groups. The main result of [16] (Theorem 3.41), as well as the methods used to
prove it, were inspired by our work on compatible q.o.a.g’s presented here (Note that Theorem
3.41 of [16] bears some similarities with Theorem 2.24 of the current paper). It is interesting to
note that our structure Theorem 2.24 shows that compatible q.o.a.g’s are a particularly simple
class of C-groups since the set of o-type elements is an initial segment (one can compare this
setting to Theorem 3.41 of [16], which states that an arbitrary C-group can contain any arbitrary
alternation of o-type and v-type parts). In a sense, they are the simplest examples of C-groups
whose C-relation does not come from an order nor from a valuation, which is why it is natural
to try to understand C-groups by first considering compatible q.o.a.g’s. Results obtained for
compatible q.o.a.g’s not only gives us an intuition for C-groups but can also potentially lead
to a generalization to arbitrary C-groups. In particular, studying model-theoretic properties of
compatible q.o.a.g’s can lead to a better understanding of C-minimal groups.
3
1. Preliminaries
Every group considered in this paper is abelian. By ordered abelian group we mean an
abelian group (G,+) equipped with a total order satisfying:
∀x, y, z ∈ G, x ≤ y ⇒ x+ z ≤ y + z. (OG)
An ordered abelian group is always torsion-free (see [10]). A valuation on a group G (see [19])
is a map v : G→ Γ ∪ {∞} such that:
(i) Γ is a totally ordered set, and this order is extended to Γ∪{∞} by declaring γ <∞ for all
γ ∈ Γ. The ordered set Γ is called the value chain of the valued group (G, v).
(ii) For any g ∈ G, v(g) =∞⇔ g = 0
(iii) For any g, h ∈ G, v(g + h) ≥ min(v(g), v(h)) (ultrametric inequality)
(iv) For any g ∈ G, v(g) = v(−g)
The trivial valuation on G is the valuation v such that v(g) = v(h) for any g, h ∈ G\{0}. If
(G, v) is a valued group with value chain Γ, thenGγ andGγ will respectively denote the subgroups
{g ∈ G | v(g) ≥ γ} and {g ∈ G | v(g) > γ}, and Bγ denotes the quotient group Gγ/Gγ . The pair
(Γ, (Bγ)γ∈Γ) is called the skeleton of the valued group (G, v). A natural example of a group
valuation is the archimedean valuation associated to an order. If (G,≤) is an ordered group, we
define the archimedean valuation of (G,≤) as follows: we say that v(g) ≤ v(h) if there are
m,n ∈ N such that n|h| ≤ m|g|. We say that the ordered group (G,≤) is archimedean if the
archimedean valuation associated to ≤ is trivial. A particularly interesting class of valuations are
the Z-module valuations considered in [13]. A valuation v on a group G is called a Z-module
valuation if v(ng) = v(g) holds for every n ∈ Z\{0} and every g ∈ G. Z-module valuations
appear naturally on the value group of valued fields. The archimedean valuation of an ordered
abelian group is a Z-module valuation. If (G,ψ) is the asymptotic couple associated to a H-field
(see [5]), then ψ is a Z-module valuation.
We recall the notion of Hahn product: if (Bγ)γ∈Γ is an ordered family of groups, we define
the Hahn product of the family (Bγ)γ∈Γ as the group Hγ∈ΓBγ := {(gγ)γ∈Γ ∈
∏
γ∈ΓBγ |
supp(g) is well-ordered}, where supp(g) denotes the support of g. The group Hγ∈ΓBγ is naturally
endowed with a valuation defined as v(g) := min supp(g). If (Bγ ,≤γ)γ∈Γ is an ordered family of
ordered groups, we define the lexicographic product of the family (Bγ ,≤γ)γ∈Γ as the ordered
group (G,≤), where G = Hγ∈ΓBγ and ≤ is defined as follows: we say that g = (gγ)γ ≤ h = (hγ)γ
if gδ ≤δ hδ where δ = v(g − h). We recall two versions of Hahn’s embedding theorem, one for
ordered groups and the other one for groups endowed with a Z-module valuation:
Theorem (Hahn’s embedding theorem for ordered groups, see [10])
Let (G,≤) be an ordered group. Then (G,≤) is embeddable into a lexicographic product of
archimedean ordered groups.
Theorem (Hahn’s embedding theorem for Z-module valuations, see [13])
Let G be a divisible group and v a Z-module valuation on G with skeleton (Γ, (Bγ)γ∈Γ). There
is a group embedding φ : G→ Hγ∈ΓBγ and an automorphism of ordered set ψ : Γ→ Γ such that
ψ(v(g)) = min supp(φ(g)) for all g ∈ G (in other words, φ is an embedding of valued groups).
A quasi-order (q.o) is a binary relation which is reflexive and transitive. If - is a quasi-order
on a set A it induces an equivalence relation on A by a ∼ b if and only if a - b - a. We say
that a q.o - is total if for every a, b ∈ A, either a - b or b - a holds. Unless explicitly stated
otherwise, every q.o considered in this paper is total.
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Notation
The symbol - will always denote a quasi-order, whereas ≤ is exclusively used to denote an order.
The symbol ∼ will always denote the equivalence relation induced by the quasi-order - and cl(a)
will denote the class of a for this equivalence relation. The notation a  b means a - b ∧ a ≁ b.
If (A,-) is a quasi-ordered set, a ∈ A and S ⊆ A then the notation S - a (respectively S  a)
means s - a (respectively s  a) for all s ∈ S.
Note that a quasi-order is an order if and only if cl(a) = {a} for every a. If (A,-) is a
quasi-ordered set then - induces an order on the quotient A/ ∼ by cl(a) ≤ cl(b) if and only if
a - b. Note that a q.o - is total if and only if it induces a total order on A/ ∼. If S is a subset
of A, we say that S is --convex in A if for any s, t ∈ S, for any a ∈ A, s - a - t implies a ∈ S.
We say that S is an initial segment of A if for any s ∈ S and any a ∈ A, a - s implies a ∈ S.
If - and -∗ are two q.o’s on A, we say that -∗ is a coarsening of -, or that - is finer than
-∗, if a - b⇒ a -∗ b for all a, b ∈ A.
Example 1.1
Let (G, v) be a valued group. Then a - b⇔ v(b) ≤ v(a) defines a total quasi-order on G, called
the quasi-order induced by v. We say that a q.o on a group is valuational if it is induced by a
valuation. A q.o induced by a Z-module valuation is called Z-module valuational. Note that
the ultrametric inequality can be reformulated in the language of q.o’s as g - h ⇒ g + h - h.
We will say that (G,-) is a valuationally quasi-ordered group if - is the q.o induced by a
valuation.
In this paper, a quasi-ordered group is just a group endowed with a quasi-order without
any further assumption. If (G,≤) is an ordered abelian group and H a convex subgroup of G,
there is a classical notion of the order induced by ≤ on the quotient G/H (see [10]). In our work
with quasi-ordered groups it will also be practical to consider quotients.
Lemma 1.2
Let (G,-) be a quasi-ordered group and H a subgroup of G such that the following condition is
satisfied:
∀g1, g2 ∈ G((g1 − g2 /∈ H ∧ g1 - g2)⇒ (∀h1, h2 ∈ H, g1 + h1 - g2 + h2))
Then - induces a total q.o on the quotient G/H defined by:
g +H - h+H ⇔ g − h ∈ H ∨ (g − h /∈ H ∧ g - h)
Proof. The fact that this relation is well-defined follows directly from the assumption. This
relation is clearly reflexive and total, we just have to check that it is transitive. Assume f +H -
g + H - h + H . If f − g and g − h are both in H then so is f − h. If g − h and f − g both
lie outside of H then we have f - g - h so f - h, so f +H - h +H Assume g − h /∈ H and
f − g ∈ H . We have g - h and by applying our assumption this implies g − g + f - h + 0 i.e
f - h, so f +H - h+H . The case where g − h ∈ H and f − g /∈ H is similar.
If (G,-G) and (H,-H) are two q.o groups and φ : G → H a map, we say that φ is a
homomorphism of q.o groups if it is a homomorphism of groups such that g1 -G g2 ⇒
φ(g1) -H φ(g2) for every g1, g2 ∈ G. Note that a bijective homomorphism of q.o groups is not
necessarily an isomorphism of q.o groups, i.e the condition φ(g1) -H φ(g2) ⇒ g1 -G g2 is not
necessarily satisfied. To see this, consider Q2 endowed with the lexicographic product ≤ of the
usual order of Q. Now let - denote the valuational q.o associated to the archimedean valuation
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of (Q2,≤). The identity map on Q2 is a homomorphism of q.o groups from (Q2,≤) to (Q2,-),
but it is not an isomorphism.
Sections 3.3 and 4 deal with model-theoretic aspects of compatible q.o.a.g’s. The natural
language for compatible q.o.a.g’s is L := {0,+,−,-}, where − is interpreted as a unary relation
and - as the q.o. We will use {x1, x2, . . . } and {y1, y2, . . . } as sets of variables. We denote tuples
with a bar, thus x¯ means a tuple (x1, . . . , xn) for a certain n ∈ N and g¯ means (g1, . . . , gn) for
a certain n ∈ N. If g¯ and h¯ are tuples of elements of a group G both of the same length n, we
denote by g¯+ h¯ the tuple (g1+h1, . . . , gn+ hn) and if H is a subgroup of G we denote by g¯+H
the tuple (g1 +H, . . . , gn +H) of elements of G/H . Equality between formulas is denoted by ≡
to avoid confusion with the equality symbol of the language, which is =.
2. Compatible quasi-orders
Our goal is to find a good generalization of orders and valuations on abelian groups. To this
end, we get inspiration from Fakhruddin’s work and introduce the following definition:
Definition 2.1
Let G be an abelian group and - a q.o on G. We say that - is compatible (with +) if it
satisfies the axioms:
(Q1) ∀x(x ∼ 0⇒ x = 0)
(Q2) ∀x, y, z(x - y ≁ z ⇒ x+ z - y + z)
We also say that the pair (G,-) is a compatible q.o.a.g (quasi-ordered abelian group).
As in the case of fields, it is easy to check that if (G,-) is actually an ordered abelian
group or if - is a valuational q.o then - is compatible with +. However, we have no analog of
Fakhruddin’s dichotomy, i.e there are some compatible q.o’s which are not an order and do not
come from a valuation. We will show this now by giving three different examples where the q.o
is neither an order nor valuational. One could directly check that these q.o’s satisfy axioms (Q1)
and (Q2), but this will actually be a consequence of Theorem 2.24.
Example 2.2 (a) Consider the group G := Z2 endowed with the following quasi-order:
(a, b) - (c, d)⇔ (c 6= 0)∨ (c = a = 0∧ b ≤ d), where ≤ is the usual order of Z. The q.o is an
order on Go := 0 × Z (it coincides with ≤) so it cannot be valuational. However, it cannot
be an order on Z2 since we have (a, b) ∼ (c, d) for any a, c 6= 0 and any b, d.
(b) Set G := Z and Go := 5Z. Endow Go with its usual order ≤, and extend ≤ to a q.o - on G
by declaring that f  g ∼ h for any f ∈ Go and g, h /∈ Go. Then (G,+,-) is a compatible
q.o.a.g.
(c) Let (K,≤, σ) be an ordered difference field with the assumptions of Section 5 of [15]. In [15],
the authors defined an equivalence relation ∼σ on PK := K≥0\Kv, whereKv is the valuation
ring of v. This equivalence relation is related to the difference rank of (K,≤, σ) (see Theorem
5.3 of [15]). They also showed that the ∼σ-classes are naturally ordered. This gives rise to a
q.o on PK defined as a -σ b⇔ clσ(a) ≤ clσ(b) (clσ denotes the ∼σ-class of a). This q.o can
easily be extended to K\Kv by declaring that −a ∼σ a for every a. Note that -σ satisfies
the ultrametric inequality on K\Kv. Now define a q.o - on K as follows: if a, b ∈ Kv, then
a - b⇔ a ≤ b; if a, b /∈ Kv then a - b⇔ a -σ b; finally, declare a  b whenever a ∈ Kv and
b /∈ Kv. This makes (K,+,-) a compatible q.o.a.g. The q.o - contains both the information
about the order ≤ of K and some information about the σ-rank of K. Note that we can do
a similar construction with H-fields if we replace -σ by the q.o -φ defined in Section 3.2 of
[14].
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Remark 2.3 1. In the case where - is actually an order, note that (Q2) is technically weaker
than (OG) because of the condition “y ≁ z”. However, the only ordered group which
satisfies (Q2) but not (OG) is Z/2Z with the order 0 < 1 (see Proposition 2.7), so (Q2)
and (OG) are essentially equivalent for orders.
2. The condition “y ≁ z” in (Q2) is essential if we want to include valuational q.o’s. Indeed, if
- is a valuational q.o, and if we take x 6= y = −z such that x - y, we then have x+ z 6= 0
and y + z = 0 which implies y + z  x+ z.
2.1. o-type and v-type elements
We now fix a compatible q.o.a.g (G,-) and investigate its structure. As mentioned in the
introduction, we want to show that (G,-) is a mix of ordered and valued groups, which is
why we need to distinguish two kinds of elements in G. We say that g ∈ G is o-type if
cl(g) = {g} ∧ ord(g) 6= 2 and we say that it is v-type if {g}  cl(g) ∨ 2g = 0. Note that
0 is both o-type and v-type and that it is the only element of G with this property. We set
Go := {g ∈ G | g is o-type } and Gv := G\Go. Note that - is an order on Go. The condition
ord(g) 6= 2 in the definition of o-type is motivated by Example 2.5 below: we want - to satisfy
(OG) on Go so we do not want to count 1 in Z/2Z as an o-type element. The following proposition
gives a characterization of o-type and v-type elements:
Proposition 2.4
For any g ∈ G, g is v-type if and only if g ∼ −g if and only if 0 - g ∧ 0 - −g. Equivalently: g is
o-type if and only if g ≁ −g ∨ g = 0 if and only if g - 0 ∨ −g - 0
Proof. Since the first line is the contra-position of the second we just need to prove one of them.
If g is o-type with g 6= 0, then by definition of o-type we have cl(g) = {g} and g 6= −g so
−g /∈ cl(g) i.e g ≁ −g. If g ≁ −g, then by (Q2) the inequality 0 - g implies −g - g−g = 0. This
shows that “g is o-type” ⇒ (g ≁ −g ∨ g = 0)⇒ (g - 0 ∨ −g - 0). Now assume g - 0 ∨ −g - 0
holds and let us show that g is o-type. Without loss of generality we may assume g - 0 and
g 6= 0. By (Q1), we have g - 0 ≁ −g, which by (Q2) implies 0 - −g. If g ∼ −g were true,
we would then have g ∼ 0, which is a contradiction to (Q1). Thus, g ≁ −g, which in particular
implies ord(g) 6= 2. Let h ∈ G with h ∼ g; we have h - g and g - h. Since −g ≁ g ∼ h, we can
apply (Q2) to both inequalities and we get h − g - 0 and 0 - h − g which implies g − h ∼ 0,
which by (Q1) means h = g. This proves cl(g) = {g}, so g is o-type.
As mentioned in Remark 2.3, (Q2) is not the same as axiom (OG) of ordered abelian groups,
and it can in fact happen that a compatible quasi-order is an order but does not satisfy (OG):
Example 2.5
If we order Z/2Z by 0 < 1 then (Z/2Z,≤) does not satisfy (OG) but it is a compatible q.o.a.g.
More precisely, ≤ is the q.o induced by the trivial valuation on G.
Remarkably, this is the only pathological case. To show this we need the following lemma:
Lemma 2.6
Assume - is an order and assume that G has an element of order 2. Then G = Z/2Z.
Proof. Let g be an element of order 2. Then g is v-type, which by Proposition 2.4 implies 0 - g.
Let h 6= g; since - is an order we have h ≁ g, so we can apply (Q2) to 0 - g which yields
h - g + h. If h 6= 0 then g ≁ g + h so we can apply (Q2) to the previous inequality and
get g + h - g + g + h = h, hence h ∼ g + h, but since - is an order this implies h = g + h
hence g = 0, which is a contradiction. This proves that h 6= g implies h = 0. We thus have
G = {0, g} ∼= Z/2Z
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Proposition 2.7
Let (G,-) be a compatible q.o.a.g. If - is an order and if G 6= Z/2Z, then (G,-) is an ordered
abelian group, i.e (OG) is satisfied.
Proof. We want to prove: ∀x, y, z ∈ G, x - y ⇒ x + z - y + z. Since - is an order, we have
y ∼ z ⇒ y = z for any y, z ∈ G. Thus, we only have to consider the case where y = z, since the
other cases are given by axiom (Q2). Assume then that x - y. Since G 6= Z/2Z, the previous
lemma ensures that y 6= −y, so y ≁ −y. We can then apply (Q2) to x - y and we get x− y - 0.
Since 2y 6= 0, we can again apply (Q2) to this inequality and obtain x+ y - y+ y, which is what
we wanted.
Remark 2.8
Since the case Z/2Z is somewhat degenerate, it would be tempting to exclude this case from the
definition of compatible q.o.a.g’s. However, this seems rather unreasonable in view of Proposition
2.19 below. Indeed, we want the class of compatible q.o.a.g’s to be stable under quotient by
convex subgroups, which would not be the case if Z/2Z were excluded.
An immediate consequence of Proposition 2.7 is the following:
Proposition 2.9
The compatible q.o.a.g (G,-) is an ordered abelian group if and only if every element of G is
o-type.
We are now going to investigate Go and Gv in more details and show that they have remark-
able properties.
2.2. Properties of Go and Gv
Set Γ = G/ ∼ and denote by ≤ the order induced by - on Γ. For any γ ∈ Γ, set
Gγ := {g ∈ G | cl(g) ≤ γ} and Gγ := {g ∈ G | cl(g) < γ}
Remark 2.10
If - is the q.o induced by a valuation v then Γ with the reverse ordering of ≤ is isomorphic to
v(G). In that case, our definition of Gγ , Gγ coincides with the definition given in Section 1 for
valued groups, i.e Gγ = {g ∈ G | v(g) ≥ γ} and Gγ = {g ∈ G | v(g) > γ}. If (G,≤) is an ordered
abelian group then Γ and G are isomorphic as ordered sets.
The following two lemmas will have important consequence on Go and Gv:
Lemma 2.11
If h is v-type and g ≁ h then g − h ∼ g + h.
Proof. Since h is v-type we have by Proposition 2.4 h ∼ −h, which means h - −h - h. Since
g ≁ h, we can apply (Q2) to these inequalities and we get g + h - g − h - g + h.
Lemma 2.12
Let H be an initial segment of G containing Go. Then H is a subgroup of G.
Proof. Since 0 is o-type, 0 ∈ Go ⊆ H . Let h ∈ H . If −h ∼ h, then in particular −h - h, so
−h ∈ H because H is an initial segment of G. If −h ≁ h then by Proposition 2.4 h is o-type so
−h ∈ Go ⊆ H . This shows that H is closed under taking the inverse, and we are now going to
show that it is closed under addition. Let g, h ∈ H ; we can assume h 6= 0. If g - 0 then (Q2)
implies g+h - h ∈ H hence g+h ∈ H because H is an initial segment of G. Now assume 0 - g.
If −(g + h) /∈ H , then in particular g ≁ −(g + h) (because H is an initial segment of G), so we
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can apply (Q2) to the inequality 0 - g and get −(g+ h) - −h ∈ H , so −(g+ h) ∈ H , which is a
contradiction. Thus, −(g + h) ∈ H , and since H is closed under taking the inverse this implies
g + h ∈ H .
We can now give the main properties of Go:
Proposition 2.13
Go is an initial segment and a subgroup of G. In particular, (Go,-) is an ordered abelian group.
Proof. Let h ∈ Gv and g ∈ Go. We want to show that g  h. If h = g then h would be v-type
and o-type, which can only happen if h = 0 which is excluded by definition of Gv, so h 6= g.
Since g is o-type this implies g ≁ h. By Lemma 2.11, we then have g + h ∼ g − h. Since h
is v-type then by Lemma 2.4 −h is also v-type so −h 6= g and 0 - −h, which by (Q2) implies
g - g − h. Assume h ≁ g − h. We can apply (Q2) to the previous inequality and get g + h - g,
so we have g + h - g - g − h ∼ g + h, which means g ∼ g + h, which contradicts the fact that
g is o-type. Thus, we have g - g − h ∼ h, which is what we wanted. This shows that Go is an
initial segment, and by Lemma 2.12 it follows that Go is a subgroup of G. By Proposition 2.9
(Go,-) is then an ordered abelian group.
The main property of Gv is given by the ultrametric inequality satisfied by v-type elements:
Proposition 2.14 (ultrametric inequality for v-type elements)
Gv is a final segment of G. Moreover, for any g ∈ Gv and h ∈ G we have
cl(g + h) ≤ max(cl(g), cl(h)). If h  g then g ∼ g + h.
Proof. The fact that Gv is a final segment follows directly from Proposition 2.13. Take g ∈ Gv
and h ∈ G. We can assume that h - g: otherwise we have h ∈ Gv so we can exchange the roles
of g and h. By Proposition 2.13 Gcl(g), Gcl(g) contain G
o. By Lemma 2.12 it follows that they
are subgroups of G. In particular, since g, h ∈ Gcl(g) we have g + h ∈ Gcl(g), hence g + h - g.
If h  g we even have h ∈ Gcl(g) but g ∈ Gcl(g)\Gcl(g) hence g + h ∈ Gcl(g)\Gcl(g) which means
g ∼ g + h.
We can reformulate Proposition 2.14 by saying that - behaves like a valuation on Gv:
Proposition 2.15
Set Γv := cl(Gv) and take γ0 ∈ Γ with γ0 < Γv. Let ≤∗ be the reverse order of ≤ on Γv ∪ {γ0}.
Define v on G by:
v(g) =


cl(g) if g ∈ Gv
γ0 if 0 6= g ∈ Go
∞ if g = 0
Then v : G → (Γv ∪ {γ0,∞},≤∗) is a valuation and we have g - h ⇔ v(g) ≥ v(h) for any
g, h ∈ Gv.
Proof. It suffices to show that v(g + h) ≥ min(v(g), v(h)) for any g, h ∈ G. If g or h is in Gv
this is given by Proposition 2.14. If g, h ∈ Go this is given by the fact that Go is a subgroup of
G.
As a special case of Proposition 2.15 we have a v-type analog of Proposition 2.9:
Proposition 2.16
The compatible q.o - is valuational if and only if every element of G is v-type. In that case, the
map cl : G → Γ with reverse order on Γ and with ∞ := cl(0) is a valuation, and - is the q.o
induced by this valuation.
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2.3. Quasi-order induced on a quotient
It is known that if (G,≤) is an ordered abelian group and if H is a convex subgroup, then
≤ naturally induces an order on the quotient G/H (see [10]). We now show that the same is
true in the case of compatible q.o.a.g’s, which will allow us to give a more elegant formulation
of Proposition 2.15. We start by describing convex subgroups:
Proposition 2.17
Let H be a convex subgroup of G. Then either H ⊆ Go or Go ⊆ H . If the latter holds, then H
is an initial segment.
Proof. Assume Go is not contained in H , so there exists some o-type element g with g /∈ H .
Without loss of generality, we can assume 0 - g. By convexity of H , we have H  g, which by
Proposition 2.13 implies that every element of H is o-type. Now assume Go ⊆ H and take h ∈ H
and g ∈ G with g - h. If g ∈ Go then g ∈ H by assumption; if g /∈ Go, then by Lemma 2.4 we
have 0 - g - h hence g ∈ H by convexity of H . This shows that H is an initial segment.
We will need the following lemma to define a q.o on quotients:
Lemma 2.18
Let H be a convex subgroup of G and take g ∈ G\H . Then we either have g  H or H  g;
moreover, g  H if and only if g + h  H for all h ∈ H (equivalently: H  g if and only if
H  g + h for every h ∈ H).
Proof. The fact that we have g  H ∨H  g is a direct consequence of the convexity of H . If
g  H then in particular g  0 which by (Q2) implies g+h - h and since g+h /∈ H this implies
g + h  H .
Proposition 2.19
Let H be a convex subgroup of G. Then H satisfies the condition of Lemma 1.2. Moreover,
the q.o induced on G/H is again compatible, and the canonical projection from G to G/H is a
homomorphism of q.o groups.
Proof. We first prove that the condition of Lemma 1.2 is satisfied. Let g1, g2 ∈ G with g1−g2 /∈ H
and g1 - g2 and let h1, h2 ∈ H . We want to show that g1+h1 - g2+ h2. If g1 ∈ H then g2 /∈ H
and by convexity of H we have H  g2 which by lemma 2.18 implies g1 + h1  g2 + h2. The
case where g2 ∈ H is similar, so we can assume that g1, g2 are not in H . We first consider the
case g1 − g2 - 0. If g1 − g2 - 0, then g1 − g2  H so by lemma 2.18 we have g1 − g2 + h1 - h2,
and since g2 /∈ H we have g2 ≁ h2 so (Q2) implies g1 + h1 - g2 + h2. We now consider the
case 0  g1 − g2. In this case, g2 must be v-type (otherwise we would have a contradiction
with g1 - g2), which by Proposition 2.14 implies g2 ∼ g2 + h2 ∈ Gv. If g1 is o-type then by
Proposition 2.17 h1 is also o-type so g1 + h1 ∈ Go hence g1 + h1 - g2 + h2 by Proposition 2.13;
if g1 is v-type then g1 + h1 ∼ g1 by Proposition 2.14 hence g1 + h1 - g1 + h2.
This proves that the condition of Lemma 1.2 is satisfied, and it then follows directly from
Lemma 1.2 that - induces a q.o on G/H via the formula also given in Lemma 1.2. It is clear
from the definition of the induced q.o on G/H that the canonical projection is a homomorphism
of q.o groups. Now let us prove that this q.o is compatible with +. It is clear from the definition
of the induced q.o that, if g /∈ H , then g+H ≁ 0+H , which shows that (G/H,-) satisfies (Q1).
Now assume that g+H - h+H ≁ f+H . If g−h /∈ H then g - h. Since h+H ≁ f+H we have
h ≁ f , hence g+ f - h+ f , hence g+ f +H - h+ f +H . If g−h ∈ H then g+ f − (h+ f) ∈ H
hence g + f +H - h+ f +H . This proves (Q2).
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Remark 2.20 (1) If (G,-) is an ordered abelian group then this is the definition of the order
induced on G/H (see [10]), which is why it is natural to define the q.o on the quotient by
the formula given in Lemma 1.2.
(2) If H has a group complement F in G, then F is canonically isomorphic to G/H , and it is
then easy to see that the q.o induced by - on the quotient G/H coincides with the restriction
of - to F .
(3) If Go ⊆ H and g /∈ H , then for any h ∈ G, g−h ∈ H implies g ∼ h (indeed, we have g ∈ Gv,
and by Proposition 2.17 we have h− g  g. It then follows from 2.14 that g ∼ g+h− g = h)
(4) It is clear from the definition of the induced q.o that g - h ⇒ g + H - h + H and
g +H  h+H ⇒ g  h hold for all g, h ∈ G. It also follows from the previous remark that
g - h⇔ g+H - h+H and g+H  h+H ⇔ g  h is true when Go ⊆ H and h /∈ H . This
remark will be useful for later proofs.
As we noted in Section 1, a bijective homomorphism is in general not an isomorphism. A
consequence of this is that there is no equivalent of the fundamental homomorphism theorem
of groups, i.e a homomorphism of q.o groups is not always the product of a projection by an
embedding. However, we can say the following:
Proposition 2.21
Let (G,-G) and (H,-H) be two compatible q.o groups, φ : G → H a homomorphism of q.o
groups and π the canonical projection from G to G/ kerφ. Then kerφ is convex in G, so -G
induces a compatible q.o on G/ kerφ. Moreover, the map G/ kerφ → H, g + kerφ 7→ φ(g) is an
injective homomorphism of q.o groups. If moreover φ satisfies φ(g) -H φ(h)⇒ g -G h for every
g, h ∈ G, then g + kerφ 7→ φ(g) is an embedding of q.o groups.
Proof. Let g, f ∈ kerφ and h ∈ G with f -G h -G g. Then φ(f) = 0 -H φ(h) -H φ(g) = 0.
By (Q1), it follows that h ∈ kerφ. This proves that kerφ is convex, and so by Proposition 2.19
-G induces a q.o on G/ kerφ via the formula given in Lemma 1.2. We know from general group
theory that the map given by the formula ψ(g + kerφ) := φ(g) is a well-defined injective group
homomorphism from G/ kerφ to H . Now let g, h ∈ G such that g + kerφ -G h + kerφ. If
g − h ∈ kerφ then ψ(g + H) = ψ(h + H). If g − h /∈ H then g -G h, and since φ preserves
the q.o it follows that ψ(g + H) -H ψ(h +H). In any case, we have ψ(g + H) -H ψ(h + H).
Now assume that φ satisfies φ(g) -H φ(h) ⇒ g -G h and assume that ψ(g + H) - ψ(h + H)
holds. Then we have g -G h, which by definition of the induced q.o on the quotient implies
g + kerφ -G h+ kerφ.
Proposition 2.19 allows us to reformulate Proposition 2.15:
Proposition 2.22
Let H be a convex subgroup of G. The induced q.o on G/H is valuational if and only if Go ⊆ H .
In particular, Go is the smallest convex subgroup of G such that the induced q.o on G/Go is
valuational.
Proof. If Go ⊆ H , then it follows from proposition 2.14 that - is valuational on G/H . If H  Go
then there is g ∈ Go\H and we can easily see that g +H is o-type in G/H so G/H cannot be
valuational.
Propositions 2.13 and 2.22 show that (G,-) is an extension of a valued group by an ordered
group. We now define the ordered part of (G,-) as the ordered group (Go,-) and the valued
part of (G,-) as the valued group (Go/G, v), where v is the valuation corresponding to the q.o
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induced by - on Go/Gv. We will now express - with a formula in which the order of its ordered
part and the valuation of its valued part explicitly appear.
Proposition 2.23
If ≤o denotes the restriction of - to Go and v the valuation corresponding to the q.o induced by
- on G/Go, then - is given by the following formula for all g, h ∈ G:
g - h⇔ (g, h ∈ Go ∧ g ≤o h) ∨ (h ∈ Gv ∧ v(g +Go) ≥ v(h+Go))
Proof. Denote by -∗ the q.o given by the formula g -∗ h ⇔ (g, h ∈ Go ∧ g ≤o h) ∨ (h ∈
Gv ∧ v(g + Go) ≥ v(h + Go)). We show that -∗ coincides with -. Assume g - h. Then
g + Go - h +Go holds by definition of the induced q.o on G/Go. If h ∈ Gv, it directly follows
from the definition of -∗ that g -∗ h. If h /∈ Gv, then by 2.13 we must have g ∈ Go, and by
definition of ≤o, g - h then implies g ≤o h, which by definition of -∗ implies g -∗ h. Conversely,
assume g -∗ h. If g, h ∈ Go then g ≤o h which by definition of ≤o implies g - h. Assume then
that (h ∈ Gv ∧ v(g +Go) ≥ v(h+Go)) holds. If g − h ∈ Go, then Remark 2.20(3) implies g ∼ h
so g - h. Otherwise, we have g - h by definition of the q.o induced on G/Go.
2.4. Structure theorems
We can summarize previous results into the following theorem which gives the structure of a
compatible q.o.a.g:
Theorem 2.24 (structure theorem)
Let (G,-) be a q.o.a.g. Then - is compatible with + if and only if G admits a subgroup H
satisfying the following properties:
(1) H is an initial segment of G.
(2) (H,-) is an ordered abelian group.
(3) There exists a valuation v on G such that v(H) > v(G\H) and g - h ⇔ v(g) ≥ v(h) for
every g, h in G\H .
Proof. We have already showed that if - is compatible with + then Go satisfies (1)+(2)+(3)
(Propositions 2.13 and 2.15). Assume there exists H satisfying (1)+(2)+(3). (Q1) is clearly
satisfied, so let us prove (Q2). Let x - y ≁ z. Assume y ∈ H . Since H is an initial segment this
implies x ∈ H . If z ∈ H , then since H is an ordered abelian group we have x - y ⇒ x+z - y+z.
If z /∈ H , then v(x), v(y) > v(z) so v(z) = v(x+z) = v(y+z), and since v and - coincide outside
of H this means z ∼ x + z ∼ y + z so in particular x + z - y + z. Assume y /∈ H . Then x - y
implies v(x) ≥ v(y) and z ≁ y implies v(z) 6= v(y). It follows that v(x + z) ≥ v(y + z) and
y + z /∈ H (otherwise we would have v(y + z) > v(z) which would imply v(y) = v(z)), hence
x+ z - y + z.
Remark 2.25
As we have seen in Proposition 2.22, (1)+(2)+(3) implies:
(3′) The q.o - induces a valuational q.o on G/H via the formula:
g +H - h+H ⇔ g − h ∈ H ∨ (g − h /∈ H ∧ g - h)
It is tempting to replace (3) by (3′) in Theorem 2.24, as (3′) seems to be a more elegant
reformulation of (3). However, condition (3) is in general stronger than (3′), so that Theorem
2.24 becomes false if we replace (3) by (3′). We can construct an example of a group satisfying
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(1)+(2)+(3′) but which is not compatible: Take G := (Z/2Z)×Z with the following q.o: (a, b) -
(c, d) ⇔ (a = c ∧ b ≤ d) ∨ (a < c), where ≤ is the usual order of Z. We have: (0 × Z,≤
)  . . . (1,−n)  · · ·  (1,−1)  (1, 0)  · · ·  (1, n)  . . . . Setting H = 0 × Z, H satisfies
(1)+(2). It also satisfies (3′): If (a, b), (c, d) satisfy (a, b) − (c, d) /∈ H , that means a 6= c. From
(a, b) - (c, d) follows a = 0 ∧ c = 1, and if we take (0, e1), (0, e2) ∈ H then we still have
(a, b) + (0, e1) - (c, d) + (0, e2). By Lemma 1.2 this proves that the q.o on the quotient is well-
defined. Moreover, the induced q.o on the quotient G/H = Z/2Z is 0  1 which is valuational,
so (3′) is satisfied. However, - cannot be compatible: the set of o-type elements is G\{(1, 0)}
which is clearly not a group, thus contradicting Proposition 2.13. We can also give an explicit
example of axiom (Q2) failing: take x := (0, 0), y := (1, 0) and z := (1, 1). We have x - y ≁ z
but y + z = (0, 1)  x+ z = (1, 1).
However, we can replace (3) by (3′) plus an extra condition, which gives us a second version
of the structure theorem:
Theorem 2.26 (structure theorem, second version)
Let (G,-) be a q.o.a.g. Then - is compatible with + if and only if G admits a subgroup H
satisfying the following properties:
(1) H is an initial segment of G.
(2) (H,-) is an ordered abelian group.
(3′) The q.o - induces a valuational q.o on G/H via the formula:
g +H - h+H ⇔ g − h ∈ H ∨ (g − h /∈ H ∧ g - h)
(4) For any g, h ∈ G, g /∈ H and g − h ∈ H implies g ∼ h.
Proof. If - is compatible, then (1)+(2)+(3′)+(4) holds with H := Go ((3′) is Proposition 2.22
and (4) is Remark 2.20(3)). Now assume that (1)+(2)+(3′)+(4) holds. We just have to show
that (3) of Theorem 2.24 holds. By (3′), we know that the q.o - on G/H is valuational, and we
denote by v : G/H → Γ ∪ {∞} the corresponding valuation. We lift v to a valuation w on G as
follows: add a point γ0 to Γ such that Γ < γ0 <∞. For any g ∈ G define w(g) as follows:
w(g) =


v(g +H) if g /∈ H
γ0 if 0 6= g ∈ H
∞ if g = 0
It is clear from its definition that w is a valuation (because v is a valuation andH is a subgroup of
G). Take g, h /∈ H . If g - h, then g+H - h+H hence v(g+H) ≥ v(h+H) hence w(g) ≥ w(h).
Conversely, if w(g) ≥ w(h), then by definition of w we must have h+H - g +H . If h− g /∈ H
then it immediately follows from the definition of - on G/H that h - g, and if h− g ∈ H then
it follows from (4) that h - g. This shows that (3) of Theorem 2.24 holds.
We can reformulate Theorem 2.26 into the language of exact sequences: a compatible q.o.a.g
is an extension of a valued group by an ordered group:
Theorem 2.27 (Structure theorem, third version)
Let (G,-) be a q.o.a.g. Then - is compatible with + if and only if there exists an exact sequence
0 → Go
ι
→ G
π
→ F → 0 such that there exists a group order ≤o on Go and a valuation v on F
such that for any g, h ∈ G,
g - h⇔ (g, h ∈ ι(Go) ∧ ι−1(g) ≤o ι−1(h)) ∨ (h /∈ ι(Go) ∧ v(π(g)) ≥ v(π(h)))
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Proof. One direction is given by Proposition 2.23. For the other direction, assume that such an
exact sequence as above exists. We use Theorem 2.26. Clearly, setting H := ι(Go) then (2) of
Theorem 2.26 is satisfied. If g - h we have by assumption (g, h ∈ ι(Go)∧ι−1(g) ≤o ι−1(h))∨(h /∈
ι(Go) ∧ v(π(g)) ≥ v(π(h))), so h ∈ H implies g ∈ H , which proves (1). We now show that -
induces a q.o on G/H ∼= F . If g1 - g2 and g1 − g2 /∈ H , then g2 /∈ H ∧ v(π(g1)) ≥ v(π(g2))),
and since H = kerπ we have for every h1, h2 ∈ H , π(g1 + h1) = π(g1), π(g2 + h2) = π(g2) hence
g2+h2 /∈ H ∧ v(π(g1+h1)) ≥ v(π(g2+h2))) so g1+h1 - g2+h2. This shows that the condition
of Lemma 1.2 is satisfied. It is then easy to see that the q.o induced by - on G/H ∼= F is exactly
the q.o corresponding to v. This shows (3′). Finally, if g /∈ H and g − h ∈ H , then we have
g, h /∈ H ∧ v(π(g)) = v(π(h)) hence by assumption g ∼ h, hence (4).
3. Products of compatible q.o’s
In the theory of ordered abelian groups, there is a natural notion of product, namely the
lexicographic product (see Section 1). The goal of this section is to develop a similar notion for
compatible q.o.a.g’s. We first introduce the notion of compatible Hahn product, and we then
use this notion to prove a generalization of Hahn’s embedding theorem for compatible q.o.a.g’s.
We then show that the compatible product of an ordered group by a valued group preserves
elementary equivalence.
3.1. The compatible Hahn product
In Section 1, we recalled the definition of the lexicographic product of a family of ordered
groups. Unfortunately, we cannot generalize this definition to q.o groups by simply replacing
≤ by a q.o. Indeed, with such a definition, the lexicographic product of a family of valuational
q.o’s would not be a compatible q.o. This forces us to introduce a specific notion of product for
valuational q.o’s. Given an ordered family (Bγ ,-γ)γ∈Γ of q.o groups, let G := Hγ∈ΓBγ and let v
be the usual valuation of G, i.e v(g) = min supp(g). We define the valuational Hahn product
of the family (Bγ ,-γ)γ∈Γ as the quasi-ordered group (G,-val), where -val is defined as follows:
g = (gγ)γ -val h = (hγ)γ ⇔ gδ -δ hδ, where δ = min(v(g), v(h)). We then have the following:
Proposition 3.1
Let (Bγ ,-γ)γ∈Γ be an ordered family of valuational q.o’s and let (G,-val) be the valuational
product of the family (Bγ ,-γ)γ∈Γ. Then -val is valuational.
Proof. Let g ∈ G, g 6= 0, and δ := v(g). Since -δ is valuational, we have 0 δ gδ and gδ ∼δ −gδ,
which implies by definition of - that 0 val g and g ∼val −g. We just have to verify that
-val satisfies the ultrametric inequality. Let h ∈ G with h -val g, which implies in particular
v(g) ≤ v(h) and hδ -δ gδ where δ = v(g). Since -δ is valuational, hδ - gδ implies hδ + gδ -δ gδ.
Moreover, v(g+h) ≥ min(v(g), v(h)), hence δ = min(v(g), v(g+h)). It follows from the definition
of -val that g + h -val g.
This allows us to define a notion of product for compatible q.o.a.g’s. Let (Bγ ,-γ)γ∈Γ be
an ordered family of compatible q.o.a.g’s. Let G := Hγ∈ΓBγ , let (G
o,≤o) be the lexicographic
product of the family (Boγ ,-γ)γ∈Γ (seen as ordered groups) and set G
v := G\Go. For each
γ ∈ Γ, the q.o -γ induces a valuational q.o on Bγ/Boγ by Proposition 2.22. Let (F,-val) be
the valuational Hahn product of the family (Bγ/B
o
γ ,-γ)γ∈Γ. Note that G/G
o is canonically
isomorphic to F via the isomorphism ψ : (gγ)γ +G
o 7→ (gγ +Boγ)γ . We define the compatible
Hahn product of the family (Bγ ,-γ)γ∈Γ as the compatible q.o.a.g (G,-), where - is defined
by the following formula: g - h⇔ (g, h ∈ Go ∧ g ≤o h) ∨ (h ∈ Gv ∧ ψ(g +Go) -val ψ(h+Go)).
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The fact that - is compatible follows directly from Theorem 2.27. We denote the compatible
Hahn product of the family (Bγ ,-γ)γ∈Γ by Hγ∈Γ(Bγ ,-γ).
One particular case of compatible Hahn product is the case of the product of an ordered
group by a valued group. If (G,≤) is an ordered group and (F,-val) a group endowed with a
valuational q.o, then we denote their compatible Hahn product by (G,≤)
←
× (F,-val). This gives
us a way of constructing compatible q.o.a.g’s from ordered and valued groups. In particular, we
have the following:
Proposition 3.2
Let (G,≤) be an ordered abelian group and (F, v) a valued group. Then there exists a compatible
q.o.a.g whose ordered part is (G,≤) and whose valued part is (F, v).
Proof. Just take (G,≤)
←
× (F,-val), where -val is the q.o corresponding to v.
In view of Theorem 2.26, it is natural to ask whether every compatible q.o.a.g can be obtained
as the product of an ordered group by a valued group. However, Example 2.2(b) shows that it
is not the case: Go = 5Z is not a direct factor of G = Z, so (G,-) is not the compatible product
of Go by G/Go. Fortunately, we have the following:
Proposition 3.3
Let (G,-) be a compatible q.o.a.g. If Go is a direct summand of G with complement F , then
(F,-) is canonically isomorphic to the valued part of (G,-) and we have (G,-) = (Go,-)
←
×(F,-
). In other words, (G,-) is the compatible Hahn product of its ordered part by its valued part.
Proof. It follows directly from Proposition 2.23 and from the definition of the compatible Hahn
product.
Proposition 3.2 shows that if (G,-) is a compatible q.o.a.g, then the valuation appearing
in the valued part of G can a priori be any valuation, in particular it does not have to be
a Z-module valuation. However, we mentioned in the introduction that it can be interesting
to restrict our attention to such valuations. Consider the following family of axioms indexed
by n ∈ N: (VMn) ∀g,−g - g ⇒ g - ng (“VM” stands for “valued module”). This family
of axioms gives an axiomatization of the class of compatible q.o.a.g’s whose valuation on its
valuational part is a Z-module valuation. If (G,-) is such a compatible q.o.a.g, then Go is pure
in G, from which we get the following result:
Proposition 3.4
Let (G,-) be a compatible q.o.a.g satisfying the axiom (V Mn) for every n ∈ N. Assume that G
is divisible. Then (G,-) is the compatible Hahn product of its ordered part by its valued part.
Proof. Because of (VMn), G
o is pure in G. Since G is divisible, Go is then a direct summand of
G. The result then follows from Proposition 3.3.
3.2. Hahn’s embedding theorem
We now want to generalize Hahn’s embedding theorem for ordered groups to quasi-ordered
groups. This implies defining a notion of archimedeanity for q.o groups. To do this, we will
associate a valuational q.o -arch to each compatible q.o -, which we will call the archimedean
q.o associated to -.
Let (G,-) be a compatible q.o.a.g. Consider the relation ⋖ defined as follows: we say that
g ⋖ h if and only if there is n,m ∈ Z\{0} such that 0 - ng - mh. We have the following:
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Lemma 3.5
The relation ⋖ defines a valuational q.o on Go.
Proof. ⋖ is clearly reflexive, let us show transitivity. Assume f ⋖ g ⋖ h. There are n,m, k, l
with 0 - nf - mg and 0 - kg - lh. It follows that 0 - |n||f | - |m||g| and 0 - |k||g| - |l||h|.
Since - is an order on Go these relations imply 0 - |n||f | - |m||g| - |km||g| - |ml||h|, so either
0 - nf - mlh or 0 - nf - −mlh holds, hence f ⋖ h. This proves that ⋖ is a q.o on Go. Now
let us prove that ⋖ is valuational. If g ⋖ 0 then 0 - ng - 0 holds for some n 6= 0 which implies
ng = 0 by (Q1), and since G
o is an ordered abelian group it is torsion-free, hence g = 0. Thus,
we have 0  g for every g ∈ Go with g 6= 0. Clearly, g ⋖−g ⋖ g holds for every g. Now assume
g ⋖ h and take n,m with 0 - ng - mh. We have 0 - |n||g| - |m||h|, which by compatibility
implies |n||g + h| - |n + m||h| hence g + h ⋖ h. This proves that the ultrametric inequality
holds.
However, the relation ⋖ is not transitive in general. Indeed, consider the following example:
set G := Z2 and let v : G→ {1, 2, 3,∞} be the valuation defined as follows:
v(n,m) =


1 if p ∤ m
2 if 0 6= n ∧ p | m
3 if n = 0 ∧ p | m 6= 0
∞ if n = m = 0
Now let - be the q.o induced by v. Let f := (0, p), g := (1, p) and h := (0, 1). We have
p.h ∼ f , hence h ⋖ f . Moreover, g - h, so g ⋖ h. However, for every n,m ∈ Z\{0} we have
mf ∼ f  g ∼ ng, so g ⋖ f does not hold. To make ⋖ transitive, we define the relation
-arch as follows: we say that g -arch h if there exists r ∈ N and x1, . . . , xr ∈ G such that
g ⋖ x1 ⋖ x2 ⋖ . . . ⋖ xr ⋖ h. Note that -arch is the same as ⋖ for ordered groups. In order to
prove that -arch is a valuational q.o, we need the following lemma:
Lemma 3.6
Let - be a compatible q.o, g ∈ G\{0} v-type and let -∗ be a coarsening of -. Then for any
h ∈ G, h -∗ g implies g + h -∗ g. In particular, if - is valuational then -∗ is also valuational.
Proof. Assume h -∗ g and g ∗ g+h. Since -∗ is a coarsening of -, this implies g  g+h. Since
g is v-type, g + h must also be v-type by Proposition 2.13, and it then follows from Proposition
2.14 that g + h ∼ h. Since -∗ is a coarsening of -, this implies h ∼∗ g + h. We thus have
h -∗ g ∗ g + h ∼∗ h, which is a contradiction.
Proposition 3.7
Let (G,-) be a torsion-free compatible q.o.a.g. The relation -arch is a q.o on G. Moreover, it is
the finest Z-module-valuational coarsening of -.
Proof. The fact that -arch is transitive and is a coarsening of - is clear from its definition. It
is also clear that g ∼arch ng for all g ∈ G and n ∈ Z\{0}. Now let us show that -arch is
valuational. Note that for any g ∈ G, g ⋖ 0 implies g = 0: indeed, if g ⋖ 0 then there exists
n 6= 0 with 0 - ng - 0, which by (Q1) implies ng = 0 and since G is torsion-free it follows that
g = 0. By definition of -arch, it then follows that g -arch 0 implies g = 0, so we have 0 arch g
whenever g 6= 0. Now let us show that -arch satisfies the ultrametric inequality. Let g, h ∈ G
with g -arch h. If h ∈ Gv, it follows from Lemma 3.6 that g + h -arch h, so assume h ∈ Go. If
g ∈ Go, it follows from Lemma 3.5 that g+h -arch h. Assume then that g ∈ Gv. By Proposition
2.13 we then have h  g, hence by Proposition 2.14 g+ h ∼ g, and since -arch is a coarsening of
- this implies g + h ∼arch g, hence g + h -arch h. This proves that -arch is valuational.
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Now let -∗ be another coarsening of - such that -∗ is Z-module valuational. We show that
-∗ is a coarsening of -arch. Let g, h ∈ G with g -arch h. We first assume that g ⋖ h. There
is n,m with 0 - ng - mh. Since -∗ is a coarsening of -, this implies ng -∗ mh. Since -∗ is
Z-module-valuational, we have ng ∼∗ g and mh ∼∗ h, hence g -∗ h. Now for the general case,
we know that there are x1, . . . , xr with g⋖x1⋖ . . .⋖xr⋖h. By what we just proved this implies
g -∗ x1 -
∗ . . . -∗ xr -
∗ h, which by transitivity of -∗ implies g -∗ h.This shows that -∗ is a
coarsening of -arch.
The valuation varch corresponding to -arch is called the archimedean valuation associ-
ated to -. (G,-) is an archimedean compatible q.o.a.g if varch is the trivial valuation on
G. If (Γ, (Bγ)γ∈Γ) is the skeleton of (G, varch), note that each Gγ is --convex (this follows from
the fact that -arch is a coarsening of -). By proposition 2.19, it follows that - naturally induces
a compatible q.o -γ on Bγ ; note that (Bγ ,-γ) is archimedean. In order to state our Hahn’s
embedding theorem for q.o groups, we first need to strengthen the embedding theorem for valued
Z-modules given in Section 1:
Theorem 3.8
Let (G, v) be a group endowed with a Z-module valuation, (Γ, (Bγ)γ∈Γ) the skeleton of (G, v),
H := Hγ∈ΓBγ and w the usual valuation on H , i.e w(h) = min supp(h). There exists a group
embedding φ : G→ Hγ∈ΓBγ such that the following holds:
1. For any g ∈ G, w(φ(g)) = v(g).
2. For any γ ∈ Γ and g ∈ G with v(g) = γ, the coefficient of φ(g) at γ is g +Gγ .
Proof. Assume the theorem has been proved for divisible groups and let Gˆ be the divisible hull
of G. It is easy to see that there is a unique way of extending v to a Z-module valuation on
Gˆ and that (Gˆ, v) has the same skeleton as (G, v). Now if ι is the natural embedding from G
to Gˆ and φ : Gˆ → H is as in the theorem, then φ ◦ ι : G → H also satisfies the conditions of
the theorem. Thus, we can assume that G is divisible. We know from [13] that there exists
a group embedding ψ : G → H and an isomorphism of ordered set λ : Γ → Γ such that
w(ψ(g)) = λ(v(g)) for every g ∈ G. Now consider χ : H → H, (hγ)γ∈Γ 7→ (hλ(γ))γ∈Γ. One
can easily check that χ is a group isomorphism and that χ ◦ ψ : G → H satisfies condition (1)
of the theorem. Therefore, we can assume that ψ satisfies (1). For every γ ∈ Γ, consider now
ǫγ : Bγ → Bγ , g +Gγ 7→ φ(g)γ , where φ(g)γ denotes the coefficient of φ(g) at γ. For each γ, ǫγ
is well-defined: indeed, if g, h ∈ Gγ are such that v(g − h) > γ, then since φ satisfies condition
(1) we have w(φ(g) − φ(h)) = v(g − h) > γ so φ(g)γ = φ(h)γ . One easily sees that ǫγ is a group
isomorphism. Define ζ : H → H, (hγ)γ∈Γ 7→ (ǫ−1γ (hγ))γ∈Γ. ζ is a group isomorphism, and it is
easy to see that ζ ◦ ψ : G→ H satisfies all the conditions of the theorem.
We can now state a Hahn’s embedding theorem for compatible q.o.a.g’s:
Theorem 3.9
Let (G,-) be a torsion-free compatible q.o.a.g. and let varch be the archimedean valuation
associated to -. Let (Γ, (Bγ)γ∈Γ) be the skeleton of (G, varch) and let -γ be the q.o induced
by - on Bγ . Then there exists an embedding of quasi-ordered groups from (G,-) into the
compatible Hahn product Hγ∈Γ(Bγ ,-γ)γ .
Proof. Let (H,-∗) denote the compatible Hahn product of the family (Bγ ,-γ)γ∈Γ and let v
denote the usual valuation onH (i.e v(h) = min supp(h)). We denote by (F,-val) the valuational
product of the family (Bγ/B
o
γ)γ∈Γ. We take a group embedding φ : G→ H as given by Theorem
3.8. For g ∈ G we denote by gγ the coefficient of φ(g) at γ. We need the following claims:
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Claim 1
For any γ ∈ Γ and g ∈ G with varch(g) = γ, g is v-type if and only if g +Gγ is v-type.
Proof. It follows from Remark 2.20(4).
Claim 2
If h ∈ G is o-type and δ = varch(h), then for every γ > δ, Boγ = Bγ .
Proof. Let g ∈ G with varch(g) = γ. Since varch(g) > varch(h) and since -arch is a coarsening of
-, we must have g - h. By Proposition 2.13, it follows that g is o-type. By Claim 1, g +Gγ is
then o-type. This shows that every element of Bγ is o-type.
Claim 3
For any g ∈ G and δ := varch(g), we have min supp((gγ +Boγ)γ∈Γ) ≥ δ. If moreover g ∈ G
v, then
we have equality.
Proof. By condition (1) of Theorem 3.8, we have δ = v(φ(g)). It then follows from the definition
of v and δ that gǫ = 0 for every ǫ < δ, hence gǫ + B
o
ǫ = 0 for every ǫ < δ hence min supp((gγ +
Boγ)γ∈Γ) ≥ δ. Now if g ∈ G
v, then by Claim 1 g + Gδ is v-type, and by condition (2) of
Theorem 3.8 we have gδ = g + Gδ, hence gδ /∈ Boδ hence δ ∈ supp((gγ + B
o
γ)γ∈Γ), which proves
δ = min supp((gγ +B
o
γ)γ∈Γ).
Now let us show the theorem. Take g, h ∈ G and set α := varch(g) = v(φ(g)) and β :=
varch(h) = v(φ(h)). We want to show that g - h ⇔ φ(g) -∗ φ(h). Without loss of generality,
we assume g 6= h. We first assume that g - h and we show that φ(g) -∗ φ(h). Note that g - h
implies α ≥ β by Proposition 3.7. We use the formula of Proposition 2.23. We first consider the
case h ∈ Go, which implies g ∈ Go by Proposition 2.13. Since g, h are o-type, it follows from
Claim 1 and from condition (2) of Theorem 3.8 that gα and hβ are o-type. Moreover, it follows
from Claim 2 that Boǫ = Bǫ for every ǫ > β. It follows that gǫ, hǫ ∈ B
o
ǫ for every ǫ ≥ β, and
since varch(g), varch(h) ≥ β this implies that φ(g) and φ(h) both lie in Ho = Hγ∈ΓBoγ . Now set
ǫ := varch(g−h) = v(φ(g)−φ(h)). Since g - h ∈ Go, we have 0 - h− g, hence 0 -ǫ (h− g)+Gǫ,
and (h−g)+Gǫ = (h−g)ǫ by condition (2) of 3.8. We thus have 0 - hǫ−gǫ, and since gǫ, hǫ ∈ Boǫ
this implies gǫ -ǫ hǫ. By definition of -
∗ on Ho, this implies g -∗ h. Now consider the case
where h ∈ Gv ∧ g + Go - h +Go. It follows from Claim 1 that hβ is v-type, hence φ(h) /∈ Ho.
Now note that gβ - hβ : indeed, if α > β then gβ = 0, and since hβ is v-type we have 0 -β hβ ; if
β = α, we have gβ = g +Gβ and hβ = h+Gβ , and g - h implies g +Gβ -β h+Gβ by Remark
2.20(4), hence gβ - hβ . By Remark 2.20(4), gβ - hβ implies gβ + B
o
β - hβ + B
o
β . Moreover,
Claim 3 implies that β = min(min supp((hγ +B
o
γ)γ∈Γ),min supp((gγ +B
o
γ)γ∈Γ)). It then follows
from the definition of -val that ((gγ + B
o
γ)γ∈Γ) -val ((hγ + B
o
γ)γ∈Γ), which by definition of -
∗
implies g -∗ h.
This shows g - h⇒ φ(g) - φ(h), let us show the converse. Assume that φ(g) -∗ φ(h) holds
and let us show that g - h. Note that if β < α, then since varch is a coarsening of - we have
g  h, so we can assume β ≥ α. We first consider the case φ(h) ∈ Ho, which implies φ(g) ∈ Ho by
Proposition 2.13. By definition of -∗ on Ho, we have gγ γ hγ for γ = v(φ(g)−φ(h)), and since
hγ , gγ ∈ Boγ this implies 0 γ (h−g)γ . Since γ = v(φ(g)−φ(h)), we have (h−g)γ = (h−g)+Gγ
by condition (2) of Theorem 3.8, hence 0 γ (h−g)γ , which by Remark 2.20(4) implies 0  h−g.
By Claim 1, h−g is o-type, so the previous inequality implies g - h. Now assume that φ(h) ∈ Hv.
By definition of -∗, this implies (gγ + B
o
γ)γ∈Γ -val (hγ + B
o
γ)γ∈Γ. By definition of -val, this
implies min(supp((hγ +B
o
γ)γ∈Γ)) ≤ min(supp((gγ +B
o
γ)γ∈Γ)), which by Claim 3 implies β ≤ α,
hence β = α = min(min(supp((hγ+B
o
γ)γ∈Γ)),min(supp((gγ+B
o
γ)γ∈Γ)))). The definition of -val
then also implies gβ+B
o
β -β hβ+B
o
β. Since hβ /∈ B
o
β, this inequality implies gβ - hβ by Remark
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2.20(4). Since β = varch(g) = varch(h), condition (2) of Theorem 3.8 implies gβ = g + Gβ and
hβ = h + Gβ , hence g + Gβ -δ h + Gβ , which by Remark 2.20(4) implies g - h. This finishes
the proof.
3.3. Elementary equivalence and products
In view of Theorem 2.26, it is natural to ask whether elementary equivalence of two compatible
q.o.a.g’s is equivalent to the elementary equivalence of their respective ordered parts and the
elementary equivalence of their valued parts. This is the object of this subsection. We first show
that one implication is always true : if two compatible q.o.a.g’s are elementarily equivalent, then
so are their ordered parts and so are their valued parts (Proposition 3.11). The converse fails in
general (see example 3.12), but we show then that is holds for groups which are obtained as the
compatible product of their ordered parts by their valued parts. In other words, we show that the
compatible Hahn product of ordered groups by valued groups preserves elementary equivalence
(Theorem 3.14).
We let L denote the language of quasi-ordered groups: L = {0,+,−,-} (− is interpreted as
a unary relation). Note that the atomic formulas are all formulas of the form P (x¯) - Q(x¯) or
P (x¯) = 0, where P (x¯), Q(x¯) are expressions of the form
∑k
i=1 nixi with n1, . . . , nk ∈ Z. Note
also that for any compatible q.o.a.g G, Go is definable in G by the formula x = 0 ∨ −x ≁ x,
which we will thus abbreviate as the formula x ∈ Go. Finally, note that for any term P (x¯) and
for every tuples g¯, h¯ ⊆ G we have P (g¯ + h¯) = P (g¯) + P (h¯) and P (g¯ +Go) = P (g¯) +Go.
Lemma 3.10
Let φ(x¯) be a formula of L. Then there exists two formulas φo(x¯), φv(x¯) in L, each of the same
arity as φ, such that, if (G,-) is a compatible q.o.a.g with ordered part (Go,≤) and valued part
(H,-), we have:
(i) For any g¯o ⊆ Go, Go  φ(g¯o) if and only if G  φo(g¯o)
(ii) For any g¯v ⊆ H , H  φ(g¯v) if and only if for all g¯ ⊆ G, g¯ + Go = g¯v ⇒ G  φv(g¯) if and
only if there exists g¯ ⊆ G with g¯ +Go = g¯v and G  φv(g¯).
Proof. For (i): write φ in prenex form: φ(x¯) ≡ Q1y1 . . . Qnynψ(y¯, x¯), where eachQi is a quantifier
and ψ is quantifier-free. . Since Go is definable in G (by the formula x = 0 ∨ −x ≁ x), we can
define the formula φo(x¯) ≡ Q1y1 ∈ Go . . . Qnyn ∈ Goψ(y¯, x¯), and it is then easy to see that φo
has the desired property.
For (ii): We proceed by induction on φ. Assume first that φ is atomic. If φ has the form
P (x¯) = 0, define φv(x¯) ≡ P (x¯) ∈ Go. Now assume that φ(x¯) ≡ P (x¯) - Q(x¯) and define φv(x¯)
as (P (x¯) ∈ Go ∧Q(x¯) ∈ Go)∨ (Q(x¯) /∈ Go ∧ φ(x¯)). Assume that H  φ(g¯v) and take g¯ ⊆ G with
g¯ +Go = g¯v. We have H  P (g¯v) - Q(g¯v). If Q(g¯v) = 0, then since - is valuational on H we
must have P (g¯v) = 0, hence G  P (g¯) ∈ Go ∧Q(g¯) ∈ Go. If Q(g¯v) 6= 0 Remark 2.20(4) implies
that P (g¯) - Q(g¯). This shows that G  φv(g¯). Conversely, assume that there exists a g¯ ⊆ G
such that g¯ +Go = g¯v and G  φ
v(g¯). If G  (P (g¯) ∈ Go ∧Q(g¯) ∈ Go) then P (g¯v) = Q(g¯v) = 0,
so in particular H  P (g¯v) - Q(g¯v). If G  Q(g¯) /∈ G
o ∧ φ(g¯), then Remark 2.20(4) implies
that H  P (g¯v) - Q(g¯v). This shows that H  φ(g¯v) and concludes the case where φ is atomic.
Assume now that φ ≡ ¬ψ and set ψv :≡ ¬φv. If H  φ(g¯v), then H 2 ψ(g¯v), so by induction
hypothesis we have G 2 ψv(g¯) for all g¯ ⊆ G with g¯ +Go = g¯v, hence G  φv(g¯). Conversely, if
there is g¯ ⊆ G with g¯ +Go = g¯v and G  φv(g¯), then G 2 ψv(g¯) which by induction hypothesis
means H 2 ψ(g¯v) hence H  φ(g¯v). If φ ≡ φ1 ∧ φ2, one can easily show that φv :≡ φv1 ∧ φ
v
2
satisfies the desired property and if φ ≡ ∃yψ(y, x¯), it is also easy to see that φv ≡ ∃yψv(y, x¯) is
suitable.
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Proposition 3.11
Let (G1,-1) and (G2,-2) be two compatible q.o.a.g’s such that G1 ≡ G2. Then the ordered
part of G1 is elementarily equivalent to the ordered part of G2 and the valued part of G1 is
elementarily equivalent to the valued part of G2.
Proof. Assume that G1 ≡ G2 holds and let φ be a sentence of L. Take φo, φv as in Lemma 3.10.
If Go1  φ, then G1  φ
o, hence by assumption G2  φ
o, hence by choice of φo: Go2  φ. We could
show similarly that H1  φ implies H2  φ, hence G
o
1 ≡ G
o
2 and H1 ≡ H2.
The next example shows that the converse of Proposition 3.11 is false in general:
Example 3.12
Take G1 := Z with ordered part Go1 := 5Z with the usual order and valued part H1 := Z/5Z
equipped with the trivial valuation. Now take G2 := G
o
1
←
×H1. Since G2 has torsion and G1 does
not, it is clear that G1 and G2 are not elementarily equivalent.
However, the next Lemma shows that the converse of Proposition 3.11 is true if we restrict
ourselves to compatible q.o.a.g’s which are obtained as the product of their ordered part by their
valued part (which is not the case of G1 in example 3.12):
Lemma 3.13
Let φ(x¯) be a formula of L. Then there is n ∈ N such that there are 2n formulas
φo1(x¯), . . . , φ
o
n(x¯), φ
v
1(x¯), . . . , φ
v
n(x¯), each having the same arity as φ, such that the following holds:
For any ordered abelian group Go and any valuationally quasi-ordered group H , for any
g¯ = g¯o + g¯v in G := G
o
←
×H , we have: G |= φ(g¯) if and only if there exists i ∈ {1, . . . , n} such
that Go |= φoi (g¯o) and H |= φ
v
i (g¯v).
Proof. We identify H with G/Go. Note that the q.o induced by - on G/Go coincides with
the q.o of H . We proceed by induction on φ. We first assume that φ is an atomic formula.
If φ is of the form P (x¯) = 0, set n = 1 and φo1 ≡ φ
v
1 ≡ φ. Assume that φ is of the form
P (x¯) - Q(x¯). Set n = 2 and define φo1(x¯) :≡ (x¯ = x¯), φ
v
1(x¯) :≡ (Q(x¯) 6= 0 ∧ φ(x¯)), φ
o
2 :≡ φ
and φv2(x¯) :≡ (Q(x¯) = P (x¯) = 0). We must check that these formulas satisfy the desired
condition. Note that for any Go, H, g¯ as above, we have P (g¯) = P (g¯o) + P (g¯v) with P (g¯o) ∈ Go
and P (g¯v) ∈ H , and in particular we have P (g¯) + Go = P (g¯v) and P (g¯) ∈ Go if and only
if P (g¯v) = 0. With this remark in mind, it follows directly from Proposition 2.23 that the
formulas φo1, φ
o
2, φ
v
1 , φ
v
2 satisfy the condition we want. This settles the case where φ is atomic.
If φ ≡ ψ ∨ χ, and if ψo1 , . . . , ψ
o
k, ψ
v
1 , . . . , ψ
v
k , χ
o
1, . . . , χ
o
l , χ
v
1 , . . . , χ
v
l are the desired formulas for ψ
and χ, we simply set n := k + l, φoi :≡ ψ
o
i , φ
v
i :≡ ψ
v
i for 1 ≤ i ≤ k and φ
o
i :≡ χ
o
i , φ
v
i :≡ χ
v
i
for k < i ≤ n. Now assume that φ ≡ ∃yψ(y, x¯) and let ψo1 , . . . , ψ
o
k, ψ
v
1 , . . . , ψ
v
k be the desired
formulas for ψ. Define n := k, φoi :≡ ∃yψ
o
i (y, x¯) and φ
v
i :≡ ∃yψ
v
i (y, x¯) for every i ∈ {1, . . . , n}. If
G  φ(g¯), then there is h ∈ G with G  ψ(h, g¯), which implies by induction hypothesis that there
is i with Go  ψoi (ho, g¯o) and H  ψ
v
i (hv, g¯v), hence G
o  φoi (g¯o) and H  φ
v
i (g¯v). Conversely,
if we assume that Go  φoi (g¯o) and H  φ
v
i (g¯v), then there is some ho ∈ G
o and hv ∈ H with
Go  ψoi (ho, g¯o) and H  ψ
v
i (hv, g¯v), and by induction hypothesis we then have G  ψ(ho+hv, g¯)
hence G  φ(g¯). This shows that the formulas φo1, . . . , φ
o
n, φ
v
1, . . . , φ
v
n have the desired property.
Now we just have to consider the case φ ≡ ¬ψ. Let ψo1 , . . . , ψ
o
k, ψ
v
1 , . . . , ψ
v
k be given. Let
P := P({1, . . . , k}) denote the power set of {1, . . . , k}. For any I ∈ P , we define φoI , φ
v
I as follows:
φoI ≡
∧
i∈I ¬ψ
o
i and φ
v
I ≡
∧
i/∈I ¬ψ
v
i . Now let us check that the formulas (φ
o
I)I∈P and (φ
v
I )I∈P
satisfy the desired property. Assume that G  φ(g¯), so G 2 ψ(g¯). By induction hypothesis, this
means that for all i ∈ {1, . . . , k}, either Go 2 ψoi (g¯o) or H 2 ψ
v
i (g¯v). Choose I ∈ P as the set of
all i with Go 2 ψoi (g¯o). Then G
o  φoI(g¯o) and H  φ
v
I (g¯v). Conversely, assume there is I ∈ P
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with Go  φoI(g¯o) and H  φ
v
I (g¯v). Then for any i ∈ {1, . . . , k}, we either have G
o 2 ψoi (g¯o) (
when i ∈ I) or H 2 ψvi (g¯v) (when i /∈ I). By induction hypothesis, this means that G 2 ψ(g¯).
An immediate consequence of Lemma 3.13 is the following Theorem:
Theorem 3.14
Let Go1, G
o
2 be two ordered abelian groups and H1, H2 two valuationally quasi-ordered groups.
Then Go1
←
×H1 ≡ Go2
←
×H2 if and only if Go1 ≡ G
o
2 and H1 ≡ H2.
Proof. One direction of the theorem is given by Proposition 3.11, let us now prove the converse.
Assume that Go1 ≡ G
o
2 and H1 ≡ H2 holds and let φ be a sentence of L with G
o
1
←
×H1  φ. Take
φo1, . . . , φ
o
n, φ
v
1 , . . . , φ
v
n as in Lemma 3.13. Since G
o
1
←
× H1  φ, there is i ∈ {1, . . . , n} such that
Go1  φ
o
i and H1  φ
v
i . By assumption, we then have G
o
2  φ
o
i and H2  φ
v
i , which by choice of
φoi , φ
v
i implies that G
o
2
←
×H2  φ. We could show similarly that Go2
←
×H2  φ implies Go1
←
×H1  φ,
hence Go2
←
×H2 ≡ Go1
←
×H1.
4. Quasi-order-minimality and C-relations
The main goal of the theory of quasi-orders is to study orders and valuations in a common
framework. A powerful tool in the study of ordered structures is the notion of o-minimality. We
now intend to develop an analogous notion for quasi-ordered groups called quasi-order-minimality.
O-minimality is a special case of quasi-order-minimality and the latter should also be applicable
to valued groups.
An o-minimal group is defined as an ordered group (G,≤) such that any definable subset of
G is a finite disjoint union of intervals. By analogy, we want to define a quasi-order-minimal
group as a group in which every definable one-dimensional subset is a finite disjoint union of
“simple” definable sets. This requires first determining what the “simple definable sets” are in
the case of quasi-ordered groups.
Jan Holly (see [11]) already gave the shape of simple definable sets of valued fields: they
are what she called swiss cheeses, i.e sets of the form X\
⋃n
i=1Xi where X and each Xi is
an ultrametric ball. Following her idea, we define a --ball of a compatible q.o.a.g (G,-) as
a set of the form {g ∈ G | g − a - b} (closed ball) or {g ∈ G | g − a  b}(open ball) for
some parameters a, b ∈ G. We then define a swiss cheese of G as a subset of G of the form
X\
⋃n
i=1Xi where each Xi and X are --balls. Now consider compatible q.o.a.g’s as structures
of the language {0,+,−,-}. We say that a compatible q.o.a.g (G, 0,+,−,-) is quasi-order-
minimal if the following condition holds: for every compatible q.o.a.g (H, 0,+,−,-) which is
elementarily equivalent to (G, 0,+,−,-) , every definable subset of H is a finite disjoint union of
swiss cheeses. Note that if (G,-) happens to be an ordered abelian group then the --balls are
just initial segments, and the class of finite unions of swiss cheeses is exactly the class of finite
unions of intervals, so the notion of quasi-order-minimality coincides with o-minimality.
As already announced in the introduction, we now want to show that compatible quasi-orders
naturally induce a C-relation and that quasi-order-minimality is equivalent to C-minimality. The
notion of C-structure was first introduced by Adeleke and Neumann in [1] and [2]. Macpherson
and Steinhorn then developed the notion of C-minimality and C-minimal groups in [17]. Delon
then gave a slightly more general definition of C-structures in [7], which is the one we give here.
A C-relation on a set M is a ternary relation C satisfying the following axioms:
(C1) C(x, y, z)⇒ C(x, z, y)
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(C2) C(x, y, z)⇒ ¬C(y, x, z)
(C3) C(x, y, z)⇒ C(w, y, z) ∨C(x,w, z)
(C4) x 6= y ⇒ C(x, y, y)
We say that a structure M = (M,C, . . . ) endowed with a C-relation is C-minimal if for every
N = (N,C, . . . ) such that N ≡M every definable subset of N is quantifier-free definable in the
language {C}. If G is a group and C a C-relation on G, we say that C is compatible with + if
C(x, y, z) implies C(v + x+ u, v+ y+ u, v+ z + u) for any x, y, z, u, v ∈ G (Note that this is the
definition given in [17], where the authors consider groups which are not necessarily abelian). A
C-group is a pair (G,C) consisting of a group G with a C-relation C compatible with +.
We already know two examples of C-groups:
(i) If (G,≤) is an ordered abelian group, then ≤ induces a C-relation compatible with +,
defined by C(x, y, z)⇔ (y < x ∧ z < x) ∨ (y = z 6= x).
(ii) If (G, v) is a valued group, then v induces a C-relation compatible with + by C(x, y, z) :
v(y − z) > v(x− z).
Since a compatible q.o is a mix of order and valuation, it is natural to wonder if it induces
a C-relation. As it happens, we can associate a compatible C-relation to any compatible q.o.a.g
in a canonical way. The idea is to mix the definition of a C-relation coming from an order with
the definition of a C-relation coming from a valuation.
Proposition 4.1
Let (G,-) be a compatible q.o.a.g. Consider the relation C(x, y, z) defined by
(x 6= y = z) ∨ (x − z ∈ Gv ∧ (y − z  x− z)) ∨ (y − z, x− z ∈ Go ∧ (0  x− y ∧ 0  x− z))
This is a C-relation compatible with +, called the C-relation induced by the q.o -. Moreover, -
is the only compatible q.o inducing C, C is quantifier-free definable in the language (0,+,−,-)
and - is quantifier-free definable in (0,+,−, C).
Proof. Let v be the valuation defined in Proposition 2.15 and Cv the C-relation it induces, i.e
Cv(x, y, z)⇔ v(y − z) > v(x − z). Let us show that C satisfies the axioms of C-relations. It is
clear from the definition of C that (C4) holds. We prove (C1), (C2), (C3) simultaneously; take
x, y, z, w ∈ G such that C(x, y, z) and let us show that C(x, z, y),¬C(y, x, z) and C(w, y, z) ∨
C(x,w, z) hold. Assume first that y = z. Then clearly C(x, z, y) holds. Note also that by
definition of C, C(y, x, y) cannot hold, so ¬C(y, x, z) hods. Finally, if w 6= y then by (C4)
C(w, y, z) holds, and if w = y then C(x,w, z) holds. Now assume z 6= y. Assume first that
x− z ∈ Gv. We thus have Cv(x, y, z) which implies Cv(x, z, y) which means v(z − y) > v(x− y)
and since v takes its maximal non-infinite value on Go\{0} and is constant on Go\{0}, it follows
that x− y ∈ Gv, so C(x, z, y) holds. We also have ¬Cv(y, x, z), and since x− z /∈ Go this implies
¬C(y, x, z). If x − z - w − z then w − z ∈ Gv because Gv is a final segment of G. In that
case we have C(w, y, z). Otherwise we have w − z  x − z so C(x,w, z). Assume now that
x− z, y − z ∈ Go, so 0  x− y ∧ 0  x− z. We can obviously exchange x and y in this formula,
hence C(x, z, y). However, 0  x − y ∈ Go implies y − x  0, so C(y, x, z) does not hold. If
w − z ∈ Gv then since y − z ∈ Go we have y − z  w − z hence C(w, y, z). Assume w − z ∈ Go,
which also implies w − x,w − y ∈ Go. If C(w, y, z) does not hold, then either w − z  0 or
w − y  0 must be true. If w − z  0 then 0  z − w, hence 0  x − w = x − z + z − w, so
C(x,w, z) holds; the same reasoning holds if w − y  0.
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The fact that C is compatible with + is obvious from its definition. Note that Go, Gv are both
quantifier-free definable in the language {0,+,−,-} since we haveGo = {g ∈ G | g ≁ −g∨g = 0}
and Gv = {g ∈ G | g ∼ −g 6= 0}, so C is defined with a quantifier-free formula of that language.
We want to show the converse. Set G+ := {g ∈ G | 0 - g} and G− = {g ∈ G | g  0}. We want
to find a formula defining - in the language {0,+,−, C}. Note first that we have
x  y ⇔ (x ∈ G− ∧ y ∈ G+) ∨ (x, y ∈ G+ ∧ x  y) ∨ (x, y ∈ G− ∧ −y  −x)
It is easy to see from the definition of C that for any x, y ∈ G+, x  y ⇔ C(y, x, 0). Moreover,G−
and G+ are quantifier-free definable with C: G+∩Go is given by the formula C(x,−x, 0)∨(x = 0).
Indeed, by definition of C we have C(x,−x, 0)⇔ (x 6= −x = 0) ∨ (x ∈ Gv ∧ −x  x) ∨ (x,−x ∈
Go ∧ 0  x ∧ −x  x). Obviously (x 6= −x = 0) ∨ (x ∈ Gv ∧ −x  x) is impossible (if
x is in Gv then x ∼ −x) so C(x,−x, 0) ⇔ (x,−x ∈ Go ∧ 0  x ∧ −x  x) which means
x ∈ Go ∩G+. It follows that G− is defined by the formula C(−x, x, 0) and that Gv is defined by
¬C(x,−x, 0) ∧ ¬C(−x, x, 0). Thus, the formula
φ(x, y) :≡ (x ∈ G− ∧ y ∈ G+) ∨ (x, y ∈ G+ ∧ C(y, x, 0)) ∨ (x, y ∈ G− ∧ C(−x,−y, 0))
is a quantifier-free formula of the language {0,+,−, C} and we have x - y ⇔ ¬φ(y, x) for any
x, y ∈ G. This proves that - is quantifier-free definable in {0,+,−, C} and it also proves that
- is the only compatible q.o inducing C since we can recover - from C.
Thus, compatible q.o.a.g’s can be seen as C-groups. However, they do not describe every
abelian C-group: we can give examples of abelian C-groups whose C-relation does not come
from a compatible q.o. Consider G := Z2 endowed with the following C-relation:
C(x, y, z)⇔ (x1 6= y1 = z1) ∨ (y1 < x1 ∧ z1 < x1) ∨ (x 6= y = z)
where x = (x1, x2), y = (y1, y2) and z = (z1, z2). It is easy to see that this is a compatible
C-relation, but it is not induced by a compatible q.o. This proves that the class of compatible
quasi-orders does not coincide with the whole class of abelian C-groups; however, it will be showed
in [16] that we can still use quasi-orders to classify C-groups. More precisely, [16] introduces the
notion of C-quasi-orders, which in some sense generalize compatible q.o’s. C-quasi-orders are
in a one-to-one correspondence with compatible C-relations on groups. In [16], we use C-quasi-
orders to describe the structure of C-groups. The main theorem of [16] (Theorem 3.41) states
that C-quasi-ordered groups are also a “mix” of ordered and valued groups, but the “mix” is
in general more complicated than in the case of compatible q.o’s; indeed, a C-quasi-order can
alternate infinitely many times between “ordered” parts and “valued” parts, whereas the ordered
part of a compatible q.o is always an initial segment of the group. This means that compatible
q.o.a.g’s form a particularly simple class of C-groups and makes them practical for the study of
C-groups.
We now show that quasi-order-minimality is equivalent to C-minimality. In [7] the author
defined a notion of swiss cheeses for C-structures. Let (M,C, . . . ) be a C-structure. A cone is a
subset of M of the form {x | C(a, x, b)} for some parameters a, b ∈M . A thick cone is a subset
of M of the form {x | ¬C(x, a, b)} for some parameters a, b ∈M . A C-swiss cheese is a subset
of M of the form X\
⋃n
i=1Xi where each Xi and X is a (possibly thick) cone. The author of [7]
then gives a characterization of C-minimal structures in terms of C-swiss cheeses (Proposition
3.3 of [7]) which we reformulate here:
Proposition 4.2
Let M = (M,C, . . . ) be a C-structure. Then (M,C, . . . ) is C-minimal if and only if for every
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N = (N,C, . . . ) with N ≡ M every definable subset of N is a finite disjoint union of C-swiss
cheeses.
If we have a compatible q.o.a.g (G,-) and C is the C-relation induced by -, it is easy
to see that the cones (respectively the thick cones) of the C-structure are exactly the open
(respectively closed) --balls. It follows that the C-swiss cheeses of the C-structure coincide with
the swiss cheeses of the quasi-order structure and that quasi-order-minimality is equivalent to
C-minimality:
Proposition 4.3
Let L be a language containing {0,+,−,-} and let L′ be the language obtained by replacing -
by C in L. Assume (G,-, . . . ) is an L-structure so that (G,-) is a compatible q.o.a.g and let
(G,C, . . . ) be the corresponding L′-structure where C is interpreted as the C-relation induced
by -. Then (G,-, . . . ) is quasi-order-minimal if and only if (G,C, . . . ) is C-minimal.
Finally, as a motivation for the study of compatible q.o.a.g’s, we give an example of a C-
minimal group whose C-relation comes from a compatible q.o which is neither an order nor a
valuation. Theorem 4.5 will allow us to construct such examples. We first need to show the
following lemma:
Lemma 4.4
Let Go be an ordered group, H a valuationally quasi-ordered group such that H\{0} has a
minimum m and set G := Go
←
× H . Then for any boolean combination φ(x, a¯v) of balls with
a¯v ⊆ H , there exists a boolean combination φ
∗(x, a¯v,m) of balls with a¯ ⊆ G such that for any
g = go + gv ∈ G, G  φ∗(g, a¯v,m) if and only if H  φ(gv, a¯v).
Proof. It is sufficient to show the lemma in the case where φ is a ball. Assume then that
φ(x) ≡ x− av - bv. If bv 6= 0, then by Remark 2.20(4) gv − av - bv is equivalent to g − av - bv
for any g ∈ G, so we can just set φ∗(x) ≡ x − av - bv. If b = 0, then gv − av - bv is true if
and only if g − av ∈ Go which is equivalent to g − av  m, so we can set φ∗(x) ≡ x − av  m.
Assume now that φ(x) ≡ x − av  bv. If bv = 0 then φ(x) is not satisfiable in H , so we set
φ∗(x) ≡ x  0∧ 0  x. If bv 6= 0, we can set φ∗(x) ≡ x− av  bv thanks to Remark 2.20(4).
Theorem 4.5
Let Go be an o-minimal group and H a finite valuationally quasi-ordered group. Then G :=
Go
←
×H is C-minimal.
Proof. Note that any finite q.o.a.g is C-minimal, so in particular H is C-minimal. Moreover,
H\{0} admits a minimum which we will denote by m. For any g ∈ G, we denote by go and gv
the unique elements of Go and H such that g = go+ gv. We first show that any definable subset
of G is a boolean combination of balls. Let φ(x, a¯) be a formula of L with one free variable
and parameters a¯ ⊆ G. Take φo1(x, y¯), . . . , φ
o
n(x, y¯), φ
v
1(x, y¯), . . . , φ
v
n(x, y¯) as in Lemma 3.13. By
Lemma 3.13, it is sufficient to show that for each i ∈ {1, . . . , n}, the set Ai := {g ∈ G | Go 
φoi (go, a¯o) ∧ H  φ
v
i (gv, a¯v)} is a boolean combination of balls. Fix an i ∈ {1, . . . , n}. Since
Go and H are C-minimal, there are two formulas θo(x, b¯o), θv(x, b¯v) (with parameters b¯o ⊆ G
o
and b¯v ⊆ H) which are boolean combinations of balls such that Go  ∀x(φoi (x, a¯o) ⇔ θo(x, b¯o))
and H  (φvi (x, a¯v) ⇔ θv(x, b¯v)). For any g = go + gv ∈ G, we now have g ∈ Ai if and
only if Go  θo(go, b¯o) and H  θv(gv, b¯v). Now note that G
o  θo(go, b¯o) if and only if G ∧
h∈H(g − h  m ⇒ θo(g − h, b¯o)) (this follows from the fact that go = g − h if and only if
g − h ∈ Go if and only if g − h  m), and that the formula
∧
h∈H(x − h  m ⇒ θo(x − h, b¯o))
is still a boolean combination of balls. Finally, take θ∗v(x, b¯v,m) as given by Lemma 4.4. The
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formula θ∗v(x, b¯v,m)∧
∧
h∈H(x− h  m⇒ θo(x− h, b¯o)) is a boolean combination of balls which
defines Ai. This proves that every definable subsets of G is a boolean combination of balls, from
which it easily follows that every definable subset of G is a finite union of swiss cheeses. Now
we must show that the same is true for G2, where G2 is an arbitrary compatible q.o.a.g with
G2 ≡ G. By Proposition 3.11, we have Go2 ≡ G
o and H2 ≡ H , where H2 denotes the valued
part of G. It follows that Go2 is o-minimal and that H2 is C-minimal and finite (of the same
cardinality as H). Since Go2 is o-minimal, it is divisible, so G
o
2 is a direct summand of G2, so by
Proposition 3.3 we have G2 = G
o
2
←
×H2. It then follows from what we have already proved that
every definable subset of G2 is a finite union of swiss cheeses.
Remark 4.6
The condition ofH being finite was essential in the proof of Theorem 4.5. Indeed, the assumption
that Go is C-minimal only tells us that the set B of all go’s such that g ∈ Ai is a boolean
combination of balls, so it gives us a formula θo(go, b¯o) in which go appears. We then need to
characterize the g’s of G such that go ∈ B with an appropriate formula, i.e we need to “lift”
θo(go, b¯o) to a formula in which g appears instead of go. The problem is that go is in general not
definable in G if H is chosen arbitrarily, so we cannot express “go ∈ B” with a formula. However,
if we happen to know that the gv’s of all g’s in Ai only take finitely many values in H (as is the
case in Theorem 4.5), then we can express “go ∈ B” via a formula
∧
h(g−h  m⇒ θo(g−h, b¯o)),
where h ranges over all possible values of gv for g in Ai.
We can now give an example of a C-minimal group which is neither ordered nor valued:
Example 4.7
Let Go := Q with the usual order; it is known that this is an o-minimal structure. Set
H := (Z/pkZ, vp) with k ∈ N, where vp denotes the valuation induced on H by the p-adic
valuation of Z. Then by Theorem 4.5, Go
←
×H is C-minimal.
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