In this paper we show that with standard numerical methods it is possible to obtain highly precise results for quasi normal modes (QNMs). In particular, secondary modes are obtained by numerical integration done in the well-known null grid. We have compared such numerical results to the also well-known 6th-order WKB method and have found a striking degree of agreement, which could be as good as seven significant figures for the fundamental mode and three for the first overtone. We have chosen the Schwarzschild BH (black hole) to start with because it is the simplest and most well-known of all BHs, so it provides a very safe testing ground to the aforementioned numerical method.
I. INTRODUCTION
Wave propagation around black holes is an active field of research (see [1] , [2] ). The perspective of gravitational wave detection in a near future and the great recent development of numerical general relativity have increased even further the activity on this field [3] . Gravitational waves should be especially strong when emitted by black holes. The study of the propagation of perturbations around them is, hence, essential to provide templates for the gravitational wave identification. A recent challenge has been posed by advances in the black hole merger problem, in which the ringdown phase characterisation from the numerical wave profile is poorly understood, so that the techniques here employed and discussed may be of interest in that context. Thus, activity in this field is developing quickly [1] , [4] .
The Schwarzschild black hole is very well known [2, 5] but it is important to get reassured about the robustness of the methods and results. Therefore, here, we embark in a detailed study of the secondary modes by means of the subtraction of the first modes in the time domain. The method, though very simple has not been used in the literature due to numerical errors intrinsic to the method. However, we were able to use simple standard methods to show that the results are valid implying an acuracy of up to seven figures for the dominant (fundamental) mode and sometimes three for the secondary mode (or first overtone).
In what follows, we have used the geometric system of units, for which c = G = 1. This means that the masses have dimension of length. The conversion factor to CGS/MKS units is c 2 /G.
II. FUNDAMENTAL MODES AND FIRST OVERTONES
We begin with a series of tables on the frequencies of the QNMs for the Schwarzschild black holes, for the scalar, electromagnetic (EM) and axial gravitational perturbations. We have employed, throughout our discussion, M = 1.0, since the Schwarzschild BH frequencies scales as Mω = const. For the grid spacing, we have used h = 10 −2 m throughout. In what follows, we have used the notation ω DOM for the dominant mode, ω SEC for the first overtone and, whenever applicable, ω T ER for the second overtone. We have also listed the quantities δω i , i = DOM, SEC, T ER, which are the estimated errors for the corresponding frequency values. Such errors were computed using the method described in detail in the Appendix.
Blank spaces, wherever they appear, indicate lack of reliable data for the mode in question.
Before continuing, a few remarks are due: as expected, the scalar field oscillated very little for = 0 compared to higher values, so we had to remove its power-law tail numerically (see corresponding note in the Appendix) to get a clearer picture of the corresponding oscillations and then compute its first overtone. The second overtone was not clearly visible for < 6, and even so only for = 8 and higher we could perform minimally acceptable fittings on it. (1) and (2) show that the second overtone appears clearly only for very high ( > 6), and it is the reason why we have blank spaces for this overtone in tables (I) and (II).
We have compared our data to those generated via 6th-order WKB computations, from [5] and 3rd-order WKB from [6] . When it comes to notation, we have employed for the multipole index (as before), n for the overtone index (n = 0 for the fundamental, n = 1 for the first overtone, and so on). ω NUM refers to our numerical data, ω W KB1 refers to the WKB data from paper [5] and ω W KB2 , to paper [6] . We were also able to compare our data to a few data compiled two decades ago by E.W. Leaver, who employed yet another method based on continuous fraction equations. See [7] , [8] and references therein. These comparison tables leave no room for doubts when it comes to the fundamental mode, n = 0. For all fields and -values, the data from our numerical simulations and those from the 6th-order WKB method showed a high-degree agreement, with differences between 1 part in 10 4 and 1 part in 10 5 , for both Re(ω) and Im(ω), especially for higher -values. When it comes to the first overtone, for all fields under study, the agreement between both sets of data was not so impressive, hovering around 1 − 2% for Re(ω) and 2 − 3% for Im(ω) for low (typically up to = 6) and improving for higher , to a few parts in 1000 for Re(ω) and around 0.5% or so for Im(ω). The second overtone showed much higher discrepancies, especially for Im(ω), with differences around 15% is some cases, while for Re(ω) this difference usually hovers around 1 − 2% (with two exceptions for = 8, when it was much bigger -almost 8% for the axial field).
As for the data from Leaver [7] , [8] , we have, for the gravitational axial perturbation and = 2, ω = 0.373672 − 0.088962i when n = 0 and ω = 0.346711 − 0.273915i when n = 1. For n = 0 this matches very well with our result, ω = 0.37367 − 0.08896i. For n = 1, the agreement is not so good, because we got ω = 0.352 − 0.272i but Leaver's re- sult agrees very well with the 6th-order WKB result on both cases. When we looked at the = 3 case for the same perturbation, Leaver's results were ω = 0.599443 − 0.092703i when n = 0 and ω = 0.582644 − 0.281248i when n = 1. Our results were 0.599444 − 0.0927031i and 0.587 − 0.278i, respectively. Again, the agreement between Leaver's results and ours is excellent for the n = 0 mode, but not so good for n = 1: ours were higher by about 1% for both Re(ω) and Im(ω). And the 6th-order WKB and Leaver's results again agreed very well on both cases (see Table VI ). For the = 4 case, Leaver's figures were ω = 0.80918 − 0.094165i (n = 0) and ω = 0.79663 − 0.28433i (n = 1). Our data were ω = 0.809180 − 0.0941643i (n = 0) and ω = 0.797 − 0.279i (n = 1), this time showing a better agreement for Re(ω), at least. We were not able to check Leaver's results for higher values, so we cannot yet say whether the discrepancies between our data and Leaver's data will remain for n = 1 and higher when icreases beyond 5. But for the n = 0 modes the In short, from the few data we have from Leaver's work, we might say that Leaver's data seem to be more precise for the Schwarzschild case. Our method, however, may be useful when the perturbative potentials are too awkward or complicated to conform to an analytic or semi-analytic method of computing quasinormal frequencies, so that direct numerical integration remains the sole option for that goal.
A brief remark is due on the scalar = 0 case. As we had already pointed out in this text, we had to subtract the powerlaw tail from the original field, so that we could have a sufficent number of oscillations to render any frequency fitting meaningful. For that particular case, however, the agreement between our data and 6th-order WKB was not perfect, since we got ω = 0.107306 − 0.103929i, while the 6th-order WKB result was ω = 0.1106 − 0.1008i, that is, a discrepancy of 3% for Re(ω) and 7% for Im(ω). See Fig. (3) .
APPENDIX A: ON THE NUMERICAL METHOD FOR OBTAINING THE WAVE PROFILES
We provide here a brief sketch of the method employed to find the wave profiles -let the grid in which the method operates be called x − t grid -from which we have later extracted the dominant mode and the overtones -the latter theme will be thoroughly treated in the next section.
The x − t grid provides direct integration in the time domain, using a numerical method which is second-order in time (denoted t) and fourth-order in the spatial coordinate (the socalled tortoise coordinate in a Schwarzschild spacetime, denoted x). Let Ψ(x,t) represent the field (whatever its nature) at a given x and a given t. Let δx and δt represent the spacing along x and t, respectively. Both δx and δt are constant, though δt < δx for reasons we shall see immediately. Hence, 
In the prescription (A1), one computes the field Ψ at (x,t) = (x 0 ,t 0 + δt) from the values of the field at 5 different points at the instant t 0 and from the value of the field in one point at the instant t 0 − dt. At the initial instant t ini , one specifies not only Ψ, but also ∂Ψ ∂t , for the whole spatial range x ini < x < x f in . The very structure of (A1) causes x max to increase by 2δx and x min to decrease by the same amount -the algorithm develops in time like an inverted cone -and the integration stopped for a predetermined value of t (or time steps). An illustration of the method is provided in Fig. (A) .
A point of paramount importance is to be stressed for the current method: the time spacing δ t must be always smaller in magnitude than the spacing in x, δ x . That is, if m =
This is necessary to preserve numerical stability. This m is called mesh ratio.
As for the initial conditions in use, they make little difference in the final result, since we are interested in the quasinormal ringdown of the fields, which do not depend on the initial condition. We have used an initial Gaussian pulse of unit magnitude centered at x = 0, due to its ease of implementation.
APPENDIX B: FINDING THE OVERTONES NUMERICALLY
Having presented the x − t grid to find the wave profile, we can turn to the problem of extracting the dominant mode and its overtones from them. Hence, in this section, we present a thorough explanation on the method of extracting the dominant mode, the secondary (and, whenever applicable, the tertiary) mode: we have taken the first (or dominant) mode (n = 0) from the original wave profile and then performed an oscillatory fitting on it, in order to extract the data on its oscillatory frequency ω R , amplitude A and decay rate ω I . A question which rises naturally is: given the original wave profile, 
how do we recognize the dominant mode, since the overtones also contribute to the wave profile ?
The answer is that we expect the overtones to decay much faster than the dominant mode, so that their contribution shows up at the early stages of the waveform (transient part and the early ringdown phase). Hence the late-time ringdown phase is completely dominated by this n = 0 mode, and the aforementioned quantities A, ω I , ω R are taken at this phase. The reader, upon looking again at the Figs. (1) and (2), will be convinced that this is indeed the case.
These data on the n = 0 mode were taken with the maximum number of significant digits possible (usually 8 or 9), and we subtracted the fitted function from the original wave profile. That fitted function had the form
so that we could see the remainder of this operation. In all cases (except for the = 0, 1 scalar and = 1 EM field), after performing the subtraction above, we could find a remainder of the form
in which ω 1 = ω 0 , characterizing a secondary mode (the first overtone), and with similar amplitudes (A ≈ B) . The term ∆ is just the Ψ 0 term, but with a much reduced amplitude, indicating that the fitting operation has its precision limitations. This can be seen in the form of parallel curve envelopes in the Figs. (1) and (2), for example. Needless to say, we picked the n = 1 mode fitting data at the end of its own quasinormal ringing phase, for the same reasons outlined above for the n = 0 mode. A similar procedure was adopted to find the second overtone, this time applying the oscillatory fitting to the first overtone, in which a new remainder similar to that seen in (B2) was seen. In this latter case, however, only the very high -values could yield any valuable result when an oscillatory fitting was applied to it. This is directly related to the degree of precision to which we could find the amplitude and the frequencies ω R and ω I : since the number of significant figures for them was around 3. Less significant figures translate into greater errors in the subtraction process to find the tertiary mode, which in turn translates into somewhat blurred wave profiles for that tertiary mode. Another difficulty involved in finding it is that it decays much faster than the n = 0 and n = 1, which means it is available for extraction only at the very early stages of the original waveform. This very reduced time interval for mode extraction compromises the oscillatory fitting quality and is responsible for the n = 1 mode's much lower number of significant figures when compared to the n = 0 mode, since the n = 2 mode is used to estimate the n = 1 mode's fitting precision.
The fact that in some cases we cannot see the n = 1 mode can be easily explained: these cases correspond to very low values for , namely = 0, 1, for which very few oscillations appear even for the dominant mode, thus rendering it very difficult, if not impracticable, to extract an overtone from the corresponding wave profiles. The n = 2 mode, in turn, is usually only detectable for higher values of ( > 6). We are still figuring out why this happens. Now it is the time to estimate the precision of the first fitting. As we can see again in the aforementioned figures, there is a given time t c for which the secondary mode and the dominant mode are roughly equal in magnitude, that is B exp(iω 
In what follows, we assume δA to be much smaller than A.
Such approximation implies
B exp(iω 
Upon substituting t = t c and noting that |A| ≈ |B|, we arrive at
Such an estimate was done for each field and for each -value, and |δω| was compared to |ω|, so as to determine the approximate degree of precision in the computation of the dominant mode frequency. A similar estimate can also be done, in principle, for the first overtone fitting precision. We have determined the ratio m = | δω ω | -for the n = 0 mode -to be smaller than 10 −6 , in all cases we have dealt with, except for the axial = 2 case, for which m ≈ 10 −5 (hence its smaller number of significant figures).
A final remark is needed for the scalar field, in the = 0 case. Since this particular field decays as a power-law tail quite soon in the time domain (compared to higher fields), we had to perform a power-law fitting (the classical powerlaw tail of the fields evolving in a Schwarzschild spacetime) on its tail and then subtract it from the original mode, therefore unveiling oscillations decaying beneath the tail, as already seen in Fig. (3) . The numerical unveiling of its first overtone was then tried in the same way as in all the remaining fields, though we failed to get a clear picture of it, for the reasons described earlier in this Appendix.
