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Abstract
In recent algorithms that use deformation in order to compute the
number of points on varieties over a finite field, certain differential equa-
tions of matrices over p-adic fields emerge. We present a novel strategy
to solve this kind of equations in a memory efficient way. The main ap-
plication is an algorithm requiring quasi-cubic time and only quadratic
memory in the parameter n, that solves the following problem: for E a
hyperelliptic curve of genus g over a finite field of extension degree n and
small characteristic, compute its zeta function. This improves substan-
tially upon Kedlaya’s result which has the same quasi-cubic time asymp-
totic, but requires also cubic memory size.
AMS (MOS) Subject Classification Codes: 11G20, 11Y99, 12H25, 14F30,
14G50, 14Q05.
1 Introduction and results
Originally motivated by cryptography (see [4] for an overview), in recent years
much effort was put in finding algorithms that compute zeta functions of va-
rieties over finite fields. The most efficient algorithms often use deformation,
i.e. they ‘deform’ the input variety to another variety that is easier to handle.
This use of deformation originates from the work of Lauder [16] in computing
zeta functions of higher dimensional varieties. In that paper, the deformation
step allowed him to reduce the dependency on the dimension in the algorithms.
Also Tsuzuki [17] came up with this idea in the context of the computation of
Kloosterman sums. Later Gerkmann [9] and the present author [13, 12] showed
that even in dimension one, profit can be drawn from the use of deformation.
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Central in all these applications stands a certain p-adic differential equation,
namely the Picard-Fuchs equation of the associated connection. In the present
paper we give an algorithm that allows us to compute a particular solution of
this equation in a memory efficient way. Combining this with a well chosen
deformation, from a general hyperelliptic curve to one defined over the prime
field, yields our main result (Theorem 5), stating that for a hyperelliptic curve
of genus g over the finite field Fpn , p odd, the zeta function can be computed in
time and memory (where we assume p fixed and count bit operations)
O˜(n3g6.376) respectively O(n2g4(log g)2).
This result can be compared to Kedlaya’s algorithm [15] that has O˜(n3g4) as
time and O˜(n3g3) as space requirements. The crucial improvement is hence that
our algorithm only requires an amount of memory quadratic in n. Note that
the O˜ is the soft-Oh notation as defined in [18, Definition 25.8] (it is essentially
a big-Oh notation that ignores logarithmic factors).
Later on Denef and Vercauteren [7] extended Kedlaya’s algorithm to char-
acteristic two. Combining this with our new result yields ‘on average’ the same
result as in odd characteristic, see Theorem 6 in Section 4.1. The result for the
‘general case’ is slightly worse.
For any small characteristic it is also possible to compute the zeta functions
of n curves within a one dimensional linear family all at once in time O(n3+ρ)
for arbitrary ρ > 0. This result is presented in Section 4.2, and in Section 4.3
an additional application concerning hypersurfaces is explained. We note that
all our complexities are bitwise unless mentioned otherwise.
Before we prove these results, we give in Section 2 a very general form of the
algorithms involved, including a thorough investigation of the error propagation
during the computations, all of which is concluded in Theorem 2.
The author wishes to thank Wouter Castryck, Filip Cools, Jan Denef, Jan
Tuitman and the referee for their helpful remarks.
2 The differential equation
In this section we will define the differential equation referred to above. Given
some conditions on the coefficients and on certain local solutions of this equation,
we can present two algorithms that solve it, together with their complexity
analysis.
2.1 A general kind of p-adic differential equation
Let p be a prime number and K a degree n field extension of the field of p-adic
numbers Qp. We denote with ord the valuation on K normalized to ord(p) = 1,
and OK := {x ∈ K | ord(x) ≥ 0} is the ring of integers of K. Let m > 0 be an
integer. If we say that we are working in K modulo pm, we mean that we use
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absolute precision, i.e. two numbers are considered equal when their difference
has valuation at least m. We will also use power series in Γ modulo Γℓ for some
integer ℓ > 0. The dimension of the square matrices that we will encounter is
denoted by d. If A(Γ) is a (d×d) matrix overK[[Γ]], we will always useAi ∈ Kd×d
in the following sense: A(Γ) =
∑
iAiΓ
i, and in order to ease notation we will
often write A instead of A(Γ). The valuation ord(A(Γ)) = ord(A) is defined to
be infi(ord(Ai)) when this infimum exists, and −∞ otherwise. We say that a
series
∑
iAiΓ
i with Ai ∈ Kd×d is (x, y)-log convergent for real numbers x ≥ 0
and y if for every i ≥ 0
ord(Ai) ≥ −x⌈logp(i+ 1)⌉ − y.
This implies in particular that such a series converges on the open unit disk in
K. The following easy lemma can be found as Lemma 15 in [12].
Lemma 1 If
∑
iAiΓ
i and
∑
iBiΓ
i converge (x, y)-log resp. (x′, y′)-log, then
their product has (x+ x′, y + y′)-log convergence.
Let A,B,X, Y be matrices over K[Γ] such that A0 and B0 are invertible.
We define ∆ as the K-linear operator acting on K[[Γ]]d×d by
K 7→ ∆K = AdK
dΓ
B +AKX + Y KB. (1)
2.2 Requirements for the equation
In the proof of Theorem 2 below, we show that for every boundary condition
K0, a unique solution K ∈ K[[Γ]]d×d of ∆K = 0 exists. Our goal is to compute
an approximation modulo pm of this unique solution K, where we assume that
we know K0, A,B,X and Y up to arbitrary precision, and in addition that K0
(and hence K(Γ)) are invertible. Write ζ for an upper bound for the following
three values:
degA+ degB, degA+ degX + 1, deg Y + degB + 1.
We note that A(Γ) and B(Γ) are invertible in K[[Γ]]d×d and require that there
exists some α ∈ R≥0 such that
ord(A), ord(A−1), ord(B), ord(B−1), ord(K), ord(K−1) ≥ −α.
We write C for the unique solution of AdC
dΓ +Y C = 0, C0 = 1, over K[[Γ]]
d×d and
D for the solution of dD
dΓB +DX = 0, D0 = 1. Then we require the existence
of constants γ ≥ 0 and δ such that
C, C−1, D, D−1 have (γ, δ)-log convergence. (2)
Finally we define ψ := 5(α + δ) and we require that ord(X), ord(Y ) ≥ −ψ.
As a last assumption we need that K(Γ) modulo pm consists of polynomials of
degree less than ℓ, so that our approximation will be a finite object.
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Note that although these conditions combined seem to be quite severe, they
are met by a suitably adapted version of the differential equations appearing in
the intended point counting algorithms.
2.3 Solving the differential equation
Due to precision loss during the execution of the algorithm, we have to work
initially with a higher precision than pm. Therefore we define ε := m + (5γ +
1)⌈logp ℓ⌉+ψ and we work modulo pε. Let ω be an exponent for matrix multi-
plication, meaning that we can compute the product of two d× d matrices over
K using O(dω) arithmetic operations in K. We may take ω = 2.376, see [5].
Theorem 2 Suppose that we know K0, A,A
−1
0 , B,B
−1
0 , X and Y modulo p
ǫ
and that all assumptions of Section 2.2 are met. Then we can compute K(Γ)
modulo pm using O˜(ℓζdωnε log2 p) bit operations and with memory require-
ments O(ℓd2nε log2 p) bits. Moreover, we can compute K(1) modulo pm in the
same amount of time but with memory only O(ζd2nε log2 p) bits.
Proof. We first give the algorithm, then we will determine how much precision
is lost throughout the computations, and finally we will do a resource analysis.
Let K(Γ) and K(1) denote the approximations of K(Γ) resp. K(1) that we
compute using the following algorithm. Define the operator ∆′ on K[[Γ]]d×d by
K 7→ ∆′K = A−10 A
dK
dΓ
BB−10 + A
−1
0 AKXB
−1
0 +A
−1
0 Y KBB
−1
0 ,
then clearly the equation ∆K = 0 is equivalent to ∆′K = 0. Writing down the
coefficient of Γk in ∆′K = 0 gives an equality of the form∑
a+b+c=k
(
(b+ 1)A−10 AaKb+1BcB
−1
0 +A
−1
0 AaKbXcB
−1
0 +A
−1
0 YaKbBcB
−1
0
)
= 0.
If we isolate Kk+1, this yields
(k + 1)Kk+1 = fk
(
Kk,Kk−1, . . . ,Kk−(ζ−1)
)
(3)
for some easy to construct linear polynomial fk defined over K
d×d (where we
put Ki = 0 for i < 0). This recursion relation allows us to calculate K(Γ) as
follows: put Ki := 0 for i < 0, K0 := K0 mod pε and for k = 0, 1, . . . , ℓ − 2
compute
Kk+1 :=
[
1
k + 1
fk
(Kk,Kk−1, . . . ,Kk−(ζ−1))
]
mod pε. (4)
Finally we define K(Γ) := ∑ℓ−1i=0 KiΓi. Note that equation (3) implies that the
solution K(Γ) of ∆K = 0 exists and is unique.
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Computing K(1) uses the same idea, but in order to save memory we work
as follows. Define L0 := K0 at the start, and put Lk := Lk−1 +Kk mod pε each
time that a new Kk is computed. This way we only have to store the last ζ
matrices Kk,Kk−1, . . . ,Kk−(ζ−1) and Lk in order to find Kk+1 and Lk+1. After
ℓ− 1 steps we will end with Lℓ−1 =
∑ℓ−1
i=0 Ki mod pε.
Every time that we multiply non integral elements of K, we can expect a
certain loss in p-adic precision. We will now show that working modulo pε
suffices to conclude that K(Γ) ≡ K(Γ) mod pm and K(1) ≡ K(1) mod pm. We
follow the reasoning of Section 3.5 in [12], but now in a more general setting1.
With the appropriate recursion modulo (pε,Γℓ) similar to (4), but now for
A−10 A
dC
dΓ + A
−1
0 Y C = 0 and C0 = 1 we can compute C, and in an analogous
way D as approximation to D. We remark that C and D are only needed for
the analysis, not in the actual computation. Rewriting (4) implies that
(k + 1)Kk+1 − fk
(Kk,Kk−1, . . . ,Kk−(ζ−1)) = pε · (integral error matrix),
and if we sum over all k this gives ∆′K = pεEK, where EK is a matrix over
OK[[Γ]]. Similarly we can find integral matrices EC and ED such that A−10 A dCdΓ +
A−10 Y C = pεEC and dDdΓBB−10 + DXB−10 = pεED. Our goal is proving that the
polynomial
p−ε(K −K) mod Γℓ has (5γ + 1, ψ)-log convergence.
This would imply that the valuation of (K − K) mod Γℓ is at least −(5γ +
1)⌈logp ℓ⌉ − ψ + ε = m, and hence the computed K agrees with the actual so-
lution K modulo (pm,Γℓ). Moreover, as K mod pm has degree less than ℓ, we
even have K ≡ K mod pm, as required. It is easy to see that this also implies
that Lℓ−1 ≡ K(1) mod pm.
We follow the proofs of Lemma 17 and 19 of [12]. Let L be a matrix such
that pεLD = D −D. This gives
pεED = pε d(LD)
dΓ
BB−10 + (D −D)XB−10 = pε
dL
dΓ
DBB−10 ,
or dL/dΓ = EDB0B−1D−1. We note that L0 = 0 and integrate to find
p−ε(D −D) = LD =
(∫
EDB0B−1D−1dΓ
)
D.
By Lemma 1 we see that EDB0B−1D−1 has (γ, 2α+ δ)-log convergence, and as
integrating is not worse than adding 1 to the logarithmic factor, we find that
p−ε(D−D) has (2γ+1, 2(α+δ)-log convergence. Working similarly we find the
1Gerkmann [8] independently has found a similar control of the error propagation.
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same for p−ε(C−C). Note that this implies that C and D, which are polynomials
of degree less than ℓ, are both (γ, δ)-log convergent.
From the calculation
∆(CK0D) = A
dC
dΓ
K0DB +ACK0
dD
dΓ
B +ACK0DX + Y CK0DB = 0
we conclude that K = CK0D. Choose L
′ such that pεCL′K0D = K − CK0D,
then
p−ε(∆′K−∆′(CK0D)) = A−10 AC
dL′
dΓ
K0DBB
−1
0 .
Note that again L′0 = 0, so that if we isolate
dL′
dΓ and integrate, we find
L′ = p−ε
∫
C−1A−1A0(∆′K−∆′(CK0D))B0B−1D−1K−10 dΓ.
We know that ∆′K = pεEK and verify that
∆′(CK0D) = pε(ECK0DBB−10 +A−10 ACK0ED).
This gives that p−ε(K − CK0D) equals
C
[∫
C−1A−1 (A0EKB0 −A0ECK0DB −ACK0EDB0)B−1D−1dΓ
]
D,
and hence has (5γ + 1, 5(α+ δ))-log convergence. We conclude from
p−ε(K −K) = p−ε(K − CK0D) + p−ε(C − C)K0D + p−εCK0(D −D)
that p−ε(K −K) has (5γ + 1, 5(α+ δ)) = (5γ + 1, ψ)-log convergence.
In order to prove the theorem we need to bound the time and memory
requirements of the algorithm. We will assume fast arithmetic, see e.g. [1], which
means that all basic ring operations in K can be performed in time essentially
linear and memory linear in the object size. All elements of K that appear in
the algorithm have valuation no less than −ε, hence modulo pε all elements have
bit size O(nε log2 p). Computing with these numbers requires then O˜(nε log2 p)
bit operations.
If we use (4) literally, each computation of some Kk requires O(ζ2) matrix
multiplications. However, the right hand side of (4) is essentially the coefficient
of Γk in a sum of three products of (matrix) polynomials of degree O(ζ), and —
using fast multiplication methods for polynomials over arbitrary algebras, see
[14] or [2] — can thus be computed using only O˜(ζ) matrix multiplications. As
we need K(Γ) mod Γℓ this gives in total a time requirement of O˜(ℓζdωnε log2 p)
for both algorithms. Moreover, the size of K(Γ) determines the memory re-
quirements for the first algorithm, hence we need O(ℓd2nε log2 p) bits of space.
For the second algorithm only O(ζ) matrices over K have to be kept in memory,
and this gives O(ζd2nε log2 p) space. 
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Note 3 Let γ′ ∈ OK, then it is in a similar way possible to compute K(γ′)
modulo pm with the same time and space requirements as for K(1) in the
theorem.
Corollary 4 Let γ1, . . . , γℓ ∈ OK be given with accuracy m′ := m + α, then
with the same assumptions as in Theorem 2 we can compute all matrices
K(γ1), . . . ,K(γℓ)mod p
m in O˜(ℓζdωnε log2 p) bit operations andO(ℓd2nε log2 p)
bits of memory.
Proof. We will use fast multipoint evaluation. Let f(x) be a polynomial
of degree less than ℓ over a ring R. In Section 10.1 of [18] is explained how
to evaluate f(x) in ℓ elements of R at once in such a way that it requires
only O˜(ℓ) arithmetic operations in R. Hence, taking R = OK we can compute
f(γ1), . . . , f(γℓ) modulo p
m′ in time O˜(ℓnm′ log2 p) and space O(ℓnm′ log2 p).
We use Theorem 2 to compute K(Γ) modulo pm. As K(Γ) need not be
integral, we work with pαK(Γ) mod pm
′
, a matrix polynomial over OK of degree
less than ℓ. Now we can use the above result to find pαK(γ1), . . . , p
αK(γℓ)
modulo pm
′
in time O˜(d2ℓnm′ log2 p) and space O(d2ℓnm′ log2 p). Taking the
maximum of this result (note that m′ ≤ ε) and the complexities of Theorem 2
concludes the proof. 
3 Hyperelliptic curves in odd characteristic
In this section we will use some results from our paper [13] about the application
of deformation in point counting. Let p be an odd prime and suppose we are
given a hyperelliptic curve E¯1 over Fpn of genus g in Weierstrass form
y2 = Q¯1(x) = x
2g+1 +
2g∑
i=0
a¯ix
i ∈ Fpn [x],
where Q¯1 is squarefree. The purpose of this section is to compute the zeta
function of this curve in a memory efficient way, using Theorem 2. The basic
idea is to deform this equation to one defined over Fp, which will give us a
differential equation of the kind considered in the previous section. In [13] this
was done by taking a family y2 = Q¯(x,Γ) over Fp or a small extension field
and substituting some γ¯ ∈ Fpn for Γ. This method however does not allow
us to compute the zeta function of a general hyperelliptic curve over Fpn . In
this paper we let Q¯(x,Γ) be defined over Fpn and we then specialize to Γ = 1.
Combining this with Theorem 2 yields our memory efficient algorithm. We
assume p to be fixed in all complexity estimates of this section.
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3.1 Overview of the deformation theory
Let Q¯0(x) = x
2g+1 +
∑2g
i=0 b¯ix
i ∈ Fp[x] define a hyperelliptic curve E¯0 of genus
g, for example Q¯0(x) := x
2g+1+1 if p ∤ 2g+1 and Q¯0(x) := x
2g+1+x otherwise.
We write Qpn for the unique unramified degree n extension of Qp, σ denotes the
pth power Frobenius automorphism on Qpn and Zpn is the ring of integers of
Qpn . We recall that the Teichmu¨ller lift γ ∈ Zpn of γ¯ ∈ Fpn is the unique root
of unity that reduces to γ¯ modulo p. Further on we will also need to extend
σ with σ(Γ) := Γp; the projection Zpn → Fpn is always denoted with ¯ and an
algebraic closure of a field k is denoted as kalg cl.
Let ai ∈ Zpn and bi ∈ Zp be (arbitrary) lifts of the coefficients a¯i and b¯i,
which gives us also lifts Q1 and Q0 of Q¯1 resp. Q¯0 — monic polynomials of
degree 2g + 1. We define the polynomial
Q(x,Γ) := x2g+1 +
2g∑
i=0
[(ai − bi)Γ + bi]xi,
which gives a hyperelliptic curve E¯γ¯ ↔ y2 = Q¯(x, γ¯) for almost all γ¯ ∈ Falg clpn ,
and makes our notation consistent regarding E¯1 and E¯0:
E¯1 ←→ y2 = Q¯(x, 1) = Q¯1(x) and E¯0 ←→ y2 = Q¯(x, 0) = Q¯0(x).
We now give a short overview of the theory in [13]. Let r(Γ) be the resultant
r(Γ) := Resx
(
Q(x,Γ);
∂
∂x
Q(x,Γ)
)
,
then it is clear from the construction of Q(x,Γ) that r(0) and r(1) are units
in Zpn and ρ := deg r(Γ) ≤ 4g. Suppose r(Γ) =
∑ρ
i=0 riΓ
i; with ρ′ the degree
of r¯(Γ) we define r˜(Γ) :=
∑ρ′
i=0 riΓ
i. We defined in Sections 3.2 and 3.3 of
[13] a ring S and an S-module T , which can be represented as (where † means
overconvergent completion):
S := Qpn
[
Γ, r˜(Γ)−1
]†
,
T :=
Qpn
[
x, y, y−1,Γ, r˜(Γ)−1
]†
(y2 −Q(x,Γ)) .
Let d : T → Tdx be the differential ∂
∂x
dx and ∇ : T → TdΓ the connection
∂
∂ΓdΓ such that d(Γ) = ∇(x) = 0. Then we showed that a certain submodule
H−MW of Tdx/d(T ) is a free S-module of rank 2g, which, after substituting
for Γ any Teichmu¨ller lift γ ∈ Qpn which is no zero modulo p of r(Γ), gives
the same 2g-dimensional Qpn -vector space as Kedlaya’s A
† ⊗ Qpn , defined in
Section 3 of [15]. We also constructed a Frobenius map Fp on H
−
MW which after
the specialization Γ← γ again equals Kedlaya’s. The following diagram is well
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defined and commutes:
H−MW
∇−−−−→ H−MW dΓyFp yFp
H−MW
∇−−−−→ H−MW dΓ.
(5)
We have the S-basis {xidx√
Q
}2g−1i=0 for H−MW and can hence define (2g × 2g)-
matrices over S for our operators, namely G(Γ) for ∇ and F (Γ) for Fp, e.g.
Fp(x
idx/
√
Q) =
∑
j Fij(Γ)x
jdx/
√
Q. As Kedlaya showed in [15], the main
step in computing the zeta function of E¯1 is to compute F (1) up to a certain
precision.
Let H(Γ) := r(Γ)G(Γ), then the equation, derived from (5), at the end of
Section 3.6 in [13] reads
rrσ
dF
dΓ
+ rσFH − pΓp−1rHσF = 0.
Here we use rσ and Hσ for rσ(Γp) respectivelyHσ(Γp). Substituting K := rMF
for some integer M ≥ 0 that is made more precise below, this becomes
rσ
dK
dΓ
r + rσK(H −M dr
dΓ
) + (−pΓp−1Hσ)Kr = 0,
which is of the form ∆K = 0 explained in Section 2.1 above, with d = 2g,
A = rσ, B = r, X = H −M dr
dΓ and Y = −pΓp−1Hσ.
3.2 Computing the zeta function
We will now determine the constants ℓ, ζ,m and ε in order to apply Theorem
2. From Proposition 16 and Lemma 18 in [13] it follows that with α := (2g −
1)(logp g + 2) + g = O(g log g) we have
ord(F ) = ord(K) ≥ −α and ord(F−1) = ord(K−1) ≥ −α.
Proposition 17 of [13] (with κ := degΓQ(x,Γ) = 1) shows that degH ≤ 8g and
as a consequence we can take
ζ := max{(p+ 1)ρ, pρ+ 8g + 1, p+ 8pg + ρ} = O(g).
We note in passing that this Proposition 17 also implies that ord(H) ≥ −10g
p−1
and hence the conditions ord(X), ord(Y ) ≥ −ψ at the end of Section 2.2 will be
met.
We need F (1) modulo pm with m defined as Nb in Section 4 of [13], namely
(with a = 1)
m :=
⌈ng
2
+ (2g + 1) logp 2
⌉
+n
⌊
logp(g) + 2
⌋
+ ⌊2gn(logp g+3)⌋ = O(ng log g).
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The exponentM := p(2m+4)+(p−1)/2 = O(ng log g) of r(Γ) and the precision
ℓ are given by Proposition 16 in [13]:
ℓ := (2m+ 5)(8g + 2)p+ 1 = O(ng2 log g).
Next we need γ and δ such that (2) holds. For the solution C of AdC
dΓ +Y C = 0
we can find this in Proposition 20 of [13]: the matrix C in that proposition does
not correspond to C in this paper, but the result and proof are completely the
same. The conclusion is that
C and C−1 have (2g logp g + g, 0)-log convergence.
We have that K = CK0D, and as a consequence D = K
−1
0 C
−1K and D−1 =
K−1CK0 have (2g logp g + g, 2α)-log convergence. Hence we can take γ :=
2g logp g + g = O(g log g) and δ := 2α. Now with ψ = 2α+ 5δ = 12α we find
ε = m+ (5γ + 1)⌈logp ℓ⌉+ ψ = O(ng(log g)2).
The analysis in [13], namely Steps 1, 2 and 5 of Section 6.3, shows that the
time and space requirements for computing r, H and K0 will not have any
influence on the result, and as a consequence we can apply Theorem 2 to find
K(1) mod pm in time
O˜(ℓζgωnε) = O˜(g4+ωn3)
and with memory requirements
O(ζg2nε) = O(g4(log g)2n2). (6)
To conclude the algorithm we still need to approximate the matrix F of Fnp .
First we compute F (1) = r(1)−MK(1) and then
F = F (1)σn−1 · F (1)σn−2 · · ·F (1)σ · F (1),
which can be certainly done in time O˜(g3n3 + g1+ωn2) and memory O(n2g3)
as explained in [15] (see however Section 4.2 for a much faster method). The
numerator of the zeta function equals det(1 − Ft) and can be found in time
O˜(g2+ωn2). These last complexities can all be found in Step 8 of Section 6.3 of
[13], where the memory requirements are bounded by (6). This results in the
following theorem.
Theorem 5 There exists an explicit and deterministic algorithm to compute
the zeta function of any hyperelliptic curve of genus g over Fpn , with p odd,
that uses O˜(n3g4+ω) bit operations and bit space O(n2g4(logp g)2).
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4 Additional applications
4.1 Hyperelliptic curves in even characteristic
By an argument similar to the one explained in the previous section, we can
prove the following result.
Theorem 6 There exists an explicit and deterministic algorithm that com-
putes the zeta function of any hyperelliptic curve of genus g over F2n using
O˜(n3g4+ω+3τ ) bit operations and O(n2g4+τ (log g)2+τ ) bits of memory. Here
τ = 0 for almost all curves and τ = 1 in the general case.
In order to show this, one uses the results from [12], in turn partly inspired by
Denef and Vercauteren’s article [7]. We want to point out that τ in the theorem
above will be 0 precisely when all mi are equal to 1 (or are bounded by O(1))
in the notation of the beginning of Section 4 of [7]. More details can be found
in Section 5.3 of [10].
4.2 Many curves at once
If we choose a family defined over Fpn as in Section 3.1 (or in an analogous
way in characteristic 2), e.g. given by E¯Γ : y
2 = Q¯(x,Γ), and γ¯1, . . . , γ¯g2n ∈
Fpn , we can compute the zeta functions of the curves E¯γ¯i all at once in a
very efficient way. There are three main steps needed in order to achieve this.
First, computing the Teichmu¨ller lifts of all γ¯i modulo p
ε can be done in time
O(g2n(nε)1+ρ)orO((n3g3)1+ρ) for any ρ > 0 as shown in [11, Proposition 6].
Second, we compute all the matrices of the pth power Frobenius using Corollary
4 above in time O˜(n3g5+ω). And third, in order to retrieve the matrices of
the qth power Frobenius and hence the zeta functions, we can use Kedlaya’s
trick [15, Section 5] combined with Proposition 3 of [11], resulting in a time
complexity bounded by O((g2n)(n2g1+ω)1+ρ). Noting that all these algorithms
are deterministic we conclude with the following theorem:
Theorem 7 Suppose we are given a family E¯Γ : y
2 = Q¯(x,Γ) over Fpn and
γ¯1, . . . , γ¯g2n ∈ Fpn such that E¯0 is defined over Fp and all E¯γ¯i and E¯0 are
hyperelliptic curves of genus g. Choose ρ > 0. There exists an explicit and
deterministic algorithm that computes the zeta functions of all curves E¯γ¯i that
requires O˜(n3+ρg5+ω) bit operations.
In an obvious way a similar algorithm can be shown to exist for characteristic
2.
This result could be interesting if one wants to find a curve with a special
property, as is the case in cryptography. For example, suppose that we want to
find a curve over Fpn with N as order of its jacobian, such that N has a very
large prime factor. Then we can expect that we have to try O(n) curves in order
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to find such a curve, and this is exactly something we can do very efficiently as
explained above.
In [3] deformation is used for the computation of the zeta function of Ca,b
curves, and as explained in Section 5.4 of that paper similar results as above
apply.
4.3 Hypersurfaces
Finally we can also use our memory efficient algorithm for solving differential
equations in the context of hypersurfaces. For example, Lauder gives in [16] an
algorithm that computes the zeta function of certain hypersurfaces satisfying
an ‘almost diagonal’ equation over Fpn . As he uses deformation as the main
step in this result, the memory requirements drop from cubic to quadratic in n
using the result in this paper. Gerkmann discusses in [8] several deformation
strategies for smooth projective surfaces, and an important step in there is again
solving such a differential equation. Although the improvements depend on the
type of algorithm considered, most algorithms presented in [8] will profit from
Theorems 2 and 7.
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