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SAHARON SHELAH
Abstract. We defined ordered black boxes in which for a partial J we try to
predict just a bound in J to a function restricted to Cα. The existence results
are closely related to pcf, propagating downward. We can start with trivial
cases.
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2 SAHARON SHELAH
§ 0. Introduction
We defined the so-called ordered black box, we use pcf to get many cases of it by
downward induction. The starting point is via λ = cf(2µ), µ ∈ Cκ. Via such black
boxes we get sometime cases of black boxes which are enough, e.g. for the “TDC
= the trivial dual conjecture”.
This was part of [Sh:898], but in the end the referee requested it to be moved
out as it was not used.
We use some definitions from [Sh:898].
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§ 1. Propagating OBBσ(C¯) down by pcf
We deal here with the ordered black box, OBB and prove in ZFC that many
cases occur.
Definition 1.1. 1) For a partial order J , a sequence C¯ = 〈Cδ : δ ∈ S〉 such that
Cδ ⊆ δ for every δ ∈ S and an ideal I on S, let OBBJ (C¯, I) mean that there
exists a sequence 〈tδ : δ ∈ S〉 with tδ ∈ J such that: if f :
⋃
δ∈S
Cδ → J , then
{δ ∈ S : (∀α ∈ Cδ)(f(α) ≤J tδ)} 6= ∅ mod I.
2) If sup(S) = sup(
⋃
δ∈S
Cδ) is a regular uncountable cardinal and I is the non-
stationary ideal on λ restricted to S, then we may omit I.
3) If J = (θ,<), we may write θ instead of J .
4) OBB+J (C¯, I) is defined as in part (1) but we demand {δ ∈ S : (∀α ∈ Cδ)(f(α) ≤J
tδ)} = S mod I.
Remark 1.2. Note that we can use only I, J and λ(C¯), see below which is a regular
cardinal.
Notation 1.3. Let C¯ = 〈Cδ : δ ∈ S〉, S = S(C¯) and Dom(C¯) := ∪{Cδ : δ ∈ S}.
1) We may write κ = κ(C¯) when δ ∈ S ⇒ otp(Cδ) = κ.
2) We may write λ = λ(C¯) when S ⊆ λ is a stationary subset of the regular
uncountable cardinal λ and [δ ∈ S ⇒ Cδ ⊆ δ = sup(Cδ)].
3) We may write µ = µ(C¯) when µ = sup∪{Cδ : δ ∈ S} is < |S(C¯)|.
4) We say C¯ is tree-like when α ∈ Cδ1 ∩Cδ2 ⇒ Cδ1 ∩ α = Cδ2 ∩ α.
A (trivial) starting point is
Observation 1.4. 1) If λ = λ(C¯) is (well-defined and) regular uncountable and I
is the non-stationary ideal restricted to S (which is a stationary subset of λ), see
Definition 1.3(2), then OBBλ(C¯, I) and moreover OBB
+
λ (C¯, I).
2) If OBBJ (C¯, I) as exemplified by t¯ = 〈tδ : δ ∈ S〉 and θ = cf(θ) and J is a
θ-directed partial order and I∗
t¯
:= {∪{Ai : i < i(∗)} : i(∗) < θ and for each i < θ
for some fi : ∪{Cδ : δ ∈ S} → J we have Ai = {δ ∈ S : ¬(∀α ∈ Cδ)(fi(α) ≤J tδ)}}
then OBB+J (C¯, I
∗
t¯
)) and I∗
t¯
is a θ-complete ideal on λ(C¯).
3) If OBB+J (C¯, I) and S1 ∈ I
+ then OBB+J (C¯, I + (S\S1)), in fact for J, S, C¯, I as
in 1.1, OBB+J (C¯, I) iff OBBJ(C¯, I + (S\S1)) for every S1 ∈ I
+.
Proof. 1) Let S = S(C¯). We define t¯ = 〈tδ : δ ∈ S〉 by letting tδ = δ.
Now let f : ∪{Cδ : δ ∈ S} → λ but ∪{Cδ : δ ∈ S} ⊆ λ so let f+ ⊇ f be such
that f+ : λ→ λ (we usually below use just any such f+).
So E = {δ < λ : for every α < δ we have f+(α) < δ} is a club of λ and for
every δ ∈ S ∩E we have α ∈ Cδ ⇒ α < δ ⇒ f(α) < δ.
As S ∩ E is stationary, we are done.
2) Obviously, I∗
t¯
⊆ P(S) is closed under subsets, and as θ is infinite regular, clearly
I∗
t¯
is closed under union of< θ members, hence OBB+J (C¯, I
∗
t¯
) holds by the definition
1.1 provided that we show S /∈ I∗
t¯
. So assume i(∗) < θ, fi : ∪{Cδ : δ ∈ S} → J and
Ai := {δ ∈ S¬(∀α ∈ Cα)(fi(α) ≤J tδ)} and we should prove S 6= ∪{Ai : i < i(∗)}.
Choose f : ∪{Cδ : δ ∈ S} → J by: f(α) is any≤J -upper bound of {fi(α) : i < i(∗)},
exists as J is θ-directed. Let A := {δ ∈ S : (∀α ∈ Cδ)(f(α)) ≤ tδ}, so A ∈ I+
as OBBJ(C¯, I) is assumed, so necessarily A 6= ∅ by the definition of A; as clearly
i < i(∗)⇒ A ⊆ Ai, so we are done.
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3) Easy. 1.4
The main case in Lemma 1.5 below is: each Ji is a regular cardinal > i
∗.
Lemma 1.5. If clauses (a)-(f) below hold, then for some U ∈ I+∗ , for every i ∈ U ,
we have OBBJi(C¯, I), where:
(a) OBBJ(C¯, I) such that S = S(C¯), κ = κ(C¯) or just δ ∈ S ⇒ otp(Cδ) ≤ κ
(b) I is an |i∗|+-complete ideal on S
(c) J¯ = 〈Ji : i < i∗〉
(d) Ji is a partial order such that Ji |= (∀s)(∃t)(s < t)
(e) I∗ is an ideal on i
∗
(f) (α) J is a partial order
(β) g¯ = 〈gt : t ∈ J〉
(γ) gt ∈
∏
i<i∗ Ji for t ∈ J
(δ) {gt : t ∈ J} is cofinal in J∗ = (
∏
i<i∗
Ji,≤I∗), where the partial
order ≤I∗ on
∏
i<i∗
Ji is defined by g
′ ≤I∗ g
′′ iff
{i < i∗ : g′(i) ≤Ji g
′(i)} = i∗ mod I∗
(ε) g¯ is ≤I∗-increasing, i.e., s ≤J t⇒ gs ≤I∗ gt,
(g) one of the following1 possibilities holds:
Pos (A): (α) I∗ is κ
+-complete or just
(α)′ I∗ is |Cδ|+-complete for every δ ∈ S
Pos (B): (α) C¯ is tree-like and otp(Cδ) = κ for δ ∈ S
(β) Ji is κ-directed
(γ) if Uε ∈ I∗ is ⊆-increasing for ε < κ then
i∗\ ∪ {Uε : ε < κ} /∈ I∗
Pos (C): there is F :
∏
i<i∗
Ji → J satisfying f ≤I∗ gF(f) for every
f ∈
∏
i<i∗
Ji and if fε ∈
∏
i<i∗
Ji and F(fε) ≤J t for ε < κ,
then {i < i∗ : fε(i) ≤Ji gt(i) for every ε < κ} 6= ∅ mod I∗
Pos (D): Clauses (α), (β) as in Pos (B), and
(γ) if rζ ≤J t for ζ < κ, then {i < i∗ : grε(i) ≤Ji gt(i) for every
ε < κ} 6= ∅ mod I∗
Pos (E): Clause (α) as in Pos (B) and
(β) Fε :
ε+1(
∏
i<i∗
Ji)→ J for ε < κ such that if fζ ∈
∏
i<i∗
Ji and
tζ = Fζ(〈fε : ε ≤ ζ〉) and tζ ≤J t for ζ < κ then
{i < i∗ : (∀ε < κ)(fε(i) ≤Ji gt(i)} 6= ∅ mod I∗
and fζ ≤J∗ gtζ .
Remark 1.6. 1) In Pos(A) of 1.5, when clause (α) holds we get U = i∗ mod I.
1we may label this (f)(ζ) rather than (g), but as it is much bigger we prefer the present form
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Proof. Let B = ∪{Cδ : δ ∈ S(C¯)}.
Let t¯ = 〈tδ : δ ∈ S〉 witness OBBJ (C¯, I). For each i < i∗, we consider s¯i :=
〈gtδ(i) : δ ∈ S〉 ∈
S(Ji). We denote the δ-th member of s¯
i by siδ, so s
i
δ = gtδ(i) for
i < i∗ and δ ∈ S.
Let
(∗)1 U0 := {i < i∗ : s¯i is a witness for OBBJi(C¯, I)}.
It suffices to prove
(∗)2 U0 /∈ I∗
[Why? Obviously.]
Now for each i ∈ U1 := i
∗\U0 let fi : B → Ji exemplify that s¯
i is not a witness
for OBBJi(C¯, I), i.e.,
(∗)3 if i ∈ i∗\U0 then Wi = ∅ mod I where Wi := {δ ∈ S : (∀α ∈ Cδ)(fi(α) ≤Ji
siδ)}.
If i ∈ U0, choose any fi : B → Ji.
Now
(∗)4 W := ∪{Wi : i ∈ U1} ∈ I.
[Why? By clause (b) of the assumption, the ideal I is |i∗|+-complete.]
Now we choose for each α ∈ B a function hα as follows:
(∗)5 (a) hα ∈
∏
i<i∗
Ji
(b) i < i∗ ⇒ fi(α) ≤Ji hα(i)
(c) if (C¯ is tree-like and each Ji is κ-directed),
then hα(i) is a common ≤Ji-upper bound of {fi(α)} ∪ {hβ(i):
there is δ ∈ S such that α ∈ Cδ ∧ β ∈ Cδ ∩ α};
so 〈hα(i) : α ∈ Cδ〉 is ≤Ji-increasing for each δ ∈ S.
[Why does such an hα exist? If the assumption of (∗)5(c) fails, we let hα(i) = fi(α).
If the assumption of (∗)5(c) holds, then (for α ∈ B, i < i∗) the set {fβ(i) : β = α or
(∃δ ∈ S)(α ∈ Cδ ∧β ∈ Cδ ∩α)} has cardinality < κ because C¯ is tree-like and has a
common ≤Ji-upper bound since Ji is κ-directed and let hα(i) be any such bound.]
So for α ∈ B, we have hα ∈
∏
i<i∗
Ji, and hence by clause (f)(δ) of the assumption,
we can choose sα ∈ J such that:
(∗)6 (a) hα ≤I∗ gsα , i.e.,
U 0α := {i < i
∗ : ¬(hα(i) ≤Ji gsα(i))} ∈ I∗
(b) in Pos(C), sα := F(hα)
(c) in Pos(E), if α ∈ C and ζ < κ letting 〈αε : ε ≤ ζ〉 list Cδ ∩ (α + 1),
for any δ ∈ S such that α ∈ Cδ, we have
sα = Fζ(〈hαε : ε ≤ ζ〉).
Note that the demands in clauses (b),(c) of (∗)6 are compatible with the demand
in clause (a) of (∗)6.
So α 7→ sα is a function from B =
⋃
δ∈S
Cδ to J , but 〈tδ : δ ∈ S〉 was chosen
exemplifying OBBJ (C¯, I), hence
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(∗)7 W∗ := {δ ∈ S : if α ∈ Cδ, then sα ≤J tδ} belongs to I+.
Recalling that W = ∪{Wi : i ∈ U1} ∈ I, clearly W∗ * W , hence we can choose
δ(∗) such that
(∗)8 δ(∗) ∈W∗\W .
Now
(∗)9 if α ∈ Cδ(∗), then U
1
δ(∗),α := {i < i
∗ : hα(i) ≤Ji gtδ(∗)(i)} = i
∗ mod I∗.
[Why? Because for each α ∈ Cδ(∗) in the partial order J∗ := (
∏
i<i∗
Ji,≤I∗), we have
hα ≤I∗ gsα by the choice of sα, i.e. by (∗)6 so {i < i
∗ : hα(i) ≤ gsα(i)} = i
∗
mod I∗. Also sα ≤J tδ(∗) because δ(∗) ∈ W∗ see (∗)7 + (∗)8 hence gsα ≤I∗ gtδ(∗)
by clause (f)(ε) of the assumption and by clause (f)(δ) this means that {i < i∗ :
gsα(i) ≤Ji gtδ(∗)(i)} = i
∗ mod I∗. Together, the last two sentences give (∗)9.]
The proof now splits according to the relevant part of clause (g) of the assump-
tion.
Case 1: Pos A:
Now I∗ is κ
+-complete (or just |Cδ(∗)|
+-complete), by clause (α) (or clause (α)′)
of Pos(A) so necessarily (by (∗)9).
(∗)10 U∗ :=
⋂
α∈Cδ(∗)
U 1δ(∗),α = i
∗ mod I∗.
Now if i ∈ U∗\U0, then recall that fi : B → Ji exemplifies that s¯i is not a witness
for OBBJi(C¯, I) and Wi is well-defined and a subset of W , hence δ(∗) /∈ Wi and
δ(∗) /∈ W by its choice; hence for some αi ∈ Cδ, we have ¬(fi(αi) ≤Ji s
i
δ). But
this means that i /∈ U 1δ(∗),αi which by (∗)10 implies i /∈ U∗, a contradiction. We
conclude
(∗)11 U∗ ⊆ U0.
So by (∗)10 + (∗)11, we have proved (∗)2 which, as noted above, is sufficient for
proving the Lemma 1.5 when Pos(A) hold; this even gives more.
Case 2: Pos(B)
Why? Note that by clauses (α), (β) of Pos(B), clause (c) of (∗)5 apply. So for each
i < i∗, by (∗)5(c) the sequence 〈hα(i) : α ∈ Cδ(∗)〉 is ≤Ji-increasing. Hence by (∗)9
the sequence 〈U 1δ(∗),α : α ∈ Cδ(∗)〉 is ⊆-decreasing and so 〈i
∗\U 1δ(∗),α : α ∈ Cδ(∗)〉
is a ⊆-increasing sequence of members of I∗ hence by clause (γ) of Pos(B), the set
U∗ := ∩{U 1δ,α : α ∈ Cδ(∗)} is 6= ∅ mod I∗. Now we repeat the proof in Case 1 after
(∗)10 finishing the proof of Lemma 1.5 when Pos(B) holds.
Case 3: Pos(C)
This is easier.
Case 4: Pos(D)
By clauses (α), (β) of Pos(D) the assumption of clause (c) of (∗)5 holds hence
its conclusion. We continue as in Case 2.
Case 5: Pos(E)
Easy. 1.5
ORDERED BLACK BOXES: EXISTENCE 7
Conclusion 1.7. Assume that µ > cf(µ) = σ, µ > κ = cf(κ) 6= σ, and J is an
ideal on σ which is σ-complete (or just σ > κ⇒ J is κ+-complete).
1) If µ < λ = cf(λ) < pp+J (µ), S ⊆ S
λ
κ is stationary, and C¯ = 〈Cδ : δ ∈ S〉 is
a strict (λ, κ)-ladder system, tree-like when σ > κ, then for unboundedly many
regular θ < µ, we have OBBθ(C¯).
2) Assume that for each regular λ ∈ (µ, pp+J (µ)), Sλ ⊆ S
λ
κ is stationary and C¯
λ =
〈Cλδ : δ ∈ Sλ〉 is a strict (λ, κ)-ladder system which is tree-like when σ > κ. Then
for some µ0 < µ, for every regular θ ∈ (µ0, µ), for some λ we have µ < λ = cf(λ) <
pp+J (µ) and OBBθ(C¯
λ).
Proof. 1) By the “No hole Conclusion”, [Sh:g, Ch.II,2.3,pg.53] there is a sequence
〈λi : i < σ〉 of regular cardinals such that µ = limJ〈λi : i < σ〉 and λ =
tcf(
∏
i<σ
λi, <J); let 〈gα : α < λ〉 exemplify this. We shall apply 1.5, Pos(A) if
σ > κ, Pos(B) if σ < κ with σ, Jnstλ ↾ S, J
bd
λi
, (for i < σ), J, (λ,<), 〈gα : α < λ〉 here
standing for i∗, I, Ji (for i < i
∗), I∗, J, 〈gt : t ∈ J〉 there.
Note that clause (a) of the assumption of 1.5 says that OBBλ(C¯, J
nst
λ ↾ S), it
holds by Observation 1.4(1); the other assumptions of Lemma 1.5 are also obvious.
So its conclusion holds, i.e., {i < σ : OBBλi(C¯)} belongs to J
+.
Therefore, since µ = limJ〈λi : i < σ〉, clearly µ = sup{λi : i < σ and OBBλi(C¯)}
as required.
2) Similarly. 1.7
Note that useful to combine the following older results with 1.7 is:
Observation 1.8. In 1.7, assuming µ < λ = cf(λ) < pp+J (µ).
1) We can find a stationary S ⊆ Sλκ such that S ∈ Iˇ[λ].
2) For any stationary S ⊆ Sλκ from Iˇ[λ] there are a club E of λ and a strict (λ, κ)-
ladder system C¯ = 〈Cδ : δ ∈ S ∩ E〉 which is tree-like.
Proof. 1) By [Sh:420, §1] there is such S.
2) By [Sh:420, §1] there is a strict S-ladder system C¯ = 〈Cδ : δ ∈ S〉 which is
tree-like. 1.8
Conclusion 1.9. Assume µ ∈ Cσ, κ = cf(κ) ∈ Reg ∩ µ\{σ} and for every λ ∈
Reg ∩ (2µ)+\µ the sequence C¯λ := 〈Cλδ : δ ∈ Sλ〉 is a (λ, κ)-ladder system.
Assume κ < σ or σ < κ < µ and each C¯λ is tree-like.
1) For every large enough regular θ < µ we have OBBθ(C¯λ) for some λ ∈ Reg ∩
(µ, 2µ].
2) If κ < σ and λ ∈ [µ, 2µ] ∩ Reg then for arbitrarily large θ ∈ Reg ∩ µ we have
OBBθ(C¯λ).
Proof. By 1.7. 1.9
Question 1.10. 1) On entangled linear orders see [Sh:462], existence is proved in
some µ+, but it remains open whether we can demand µ = µℵ0 ; is the present work
helpful?
2) If P ⊆ ωλ, µ ≤ λ ≤ 2µ and |P| ≤ λ, can we partition P to “few” ℵω-free sets?
What if we add 2µ = λ = 2<λ = cf(λ)?
∗ ∗ ∗
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Claim 1.11. 1) Assume
(a) OBB+J (C¯, I) and
2 κ = cf(κ) > |Cδ| for δ ∈ S := S(C¯)
(b) I is (2|i
∗|)+-complete
(c) J¯ = 〈Ji : i < i∗〉
(d) Ji is a partial order such that Ji |= ∀s∃t(s < t)
(e) I∗ is a κ-complete ideal on i
∗
(f) (α) J is a partial order
(β) g¯ = 〈gt : t ∈ J〉
(γ) gt ∈
∏
i<i∗
Ji
(δ) s <J t⇒ gs <I∗ gt
(g) if gε ∈
∏
i<i∗
Ji for ε < ε
∗ < κ, then for some A ∈ I+∗ and for each ε < ε
∗,
for some t ∈ J , we have gε ↾ A <I∗↾A gt ↾ A.
Then {i < i∗ : OBBJi(C¯, I)} 6= ∅ mod I∗.
2) If clause (a) above holds for I∗↾A0 for any A0 ∈ I+∗ , then we can strengthen the
conclusion to {i < i∗ : OBBJi(C¯, I)} = i
∗ mod I∗.
Proof. 1) We start to repeat the proof of 1.5. Let t¯ = 〈tδ : δ ∈ S〉 witness
OBB+J (C¯, I).
Let U1 = {i < i
∗ : s¯i := 〈gtδ (i) : δ ∈ S〉 ∈
S(Ji) is not a witness for OBBJi(C¯, I)}
and for i < i(∗) let fi : Dom(C¯) → Ji exemplify ¬OBBJi(C¯, I) if i ∈ U1; hence
clearly 〈fi(α) : i < i∗〉 ∈
∏
i<i∗
Ji for α ∈ Dom(C¯). So i ∈ U1 ⇒ W i := {δ ∈ S :
(∃α ∈ Cδ)(fi(α)  gtδ (i)} = S mod I.
Toward contradiction assume that U1 = i
∗ mod I∗.
For each A ∈ I+∗ we choose hA : Dom(C¯)→ J such that:
(∗)1 for α ∈ Dom(C¯), if there is t ∈ J such that 〈fi(α) : i ∈ A〉 <I∗↾A (gt↾A),
then 〈fi(α) : i ∈ A〉 <I∗↾A ghA(α).
For each A ∈ I+∗ , by the choice of t¯ we know that WA := {δ ∈ S : for every α ∈ Cδ,
hA(α) ≤J tδ} = S mod I.
But the ideal I is (2|i
∗|)+-complete by clause (b) of the assumption, hence W :=
∩{WA : A ∈ I+∗ } ∩ {W
i : i ∈ U1} = S mod I. Now for any δ ∈ W , consider
〈〈fi(α) : i < i∗〉 : α ∈ Cδ〉; it is a sequence of < κ members of i
∗
J ; hence by clause
(f) for some A ∈ I+∗ , each 〈fi(α) : i < i
∗〉 ↾ A has a bound belonging to the set
{gt ↾ A : t ∈ J} in (
∏
i∈A
Ji, <I∗↾A).
So by (∗)1 we have α ∈ Cδ ⇒ 〈fi(α) : i ∈ A〉 <I∗↾A ghA(α). But δ ∈ W ⊆ WA,
hence hA(α) ≤J tδ, which implies that ghA(α) ≤I∗ gtδ . So α ∈ Cδ ⇒ 〈fi(α) : i ∈
A〉 ≤I∗↾A ghA(α) <I∗ gtδ . However, I∗ is κ-complete by clause (e) and |Cδ| < κ,
hence B := {i ∈ A : (∀α ∈ Cδ)(fi(α) <Ji gtδ(i)} = A mod I∗.
As U1 = i
∗ mod I∗ and A ∈ I+∗ clearly U1 ∩ A ∈ I
+
∗ , so U1 ∩ A 6= ∅. But
letting i ∈ A ∩ U1, we get a contradiction to the assumption that fi exemplifies
¬OBBJi(C¯, I), more exactly W is thin enough, i.e., W ⊆W
i for i ∈ U1.
2) Easy. 1.11
2using Cδ’s of constant cardinality is a loss but only if κ is a limit cardinal.
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Claim 1.12. If λn = cf(2
µn), 2µn < µn+1 for n < ω and (∀α < 2µn)(|α|ℵ1 <
2µn), χ < µ = Σ{µn : n < ω} ∈ Cℵ0 and λ ∈ pcf{λn : n < ω}\µ) (maybe J is
an ℵ1-complete ideal on κ) then BB(λ,ℵω+1, χ, Jω1∗ω) recalling [Sh:898, Definition
0.5=0p.14].
2) Similarly replacing ω by σ, so ℵ1 by σ
+.
Remark 1.13. 1) On Jω1∗ω see [Sh:898, 0.3=0p.6(3)].
2) If {µ : (∀α < 2µ)(|α|ℵ1 < 2µ)} is uncountable the claim apply, i.e. its assumption
holds for some 〈(µn, λn) : n < ω〉, µ, λ.
Proof. 1) By part (2) using σ = ℵ0.
2) Note
(∗)1 without loss of generality χ = χσ
+
< µi for every i < σ.
[Why? First µ ∈ Cσ, clearly σ < µ and χ < µ ⇒ 2χ < µ ⇒ χσ
+
< µ; so we can
replace χ by χσ
+
. Second, let i(∗) = min{i : µi > χ} and replace 〈µi : i < σ〉 by
〈µi(∗)+i : i < σ〉.]
(∗)2 let 〈f iα : α < 2
µi〉 list (µi)χ
(∗)3 choose a sequence g¯i = 〈giβ : β < 2
µi〉 of members of µi(σχ) such that: if
β < λi and γj < β for j < σ then for some ε < µi we have g
′
β(ε) = 〈f
i
γj
(ε) :
j < σ〉.
[Why? As α < 2µi ⇒ |α|σ < 2µi and χ = χσ by renaming it suffices to prove: if
F ⊆ (µi)χ has cardinality < 2µi then for some g ∈ µiχ we have (∀f ∈ F )(∃ε <
µi)(f(i) = g(i)).
As µi ∈ Cσ this is as in [Sh:775] or §2 here; that is we can find f¯ = 〈fε : ε < µi〉
exemplifying Sep(µi, χ, (2
χ)+) which holds by [Sh:898, 2.6=d.6(d)]. Now choose
g ∈ (µi)χ\ ∪ {Sol̺ : ̺ ∈ F}, where Sol̺ := {ν ∈ χ : if ε < µi then ̺(ε) = fε(ν)} as
in (∗)0 in the proof of [Sh:898, 2.6=d.6]; there is such g as |Sol̺| < (2χ)+ for every
̺ ∈ (µi)χ.]
(∗)4 without loss of generality λ := tcf(
∏
i<σ
λi, <Jbdσ ) is well defined.
[Why? By the pcf theorem there is an unbounded u ⊆ σ such that tcf(
∏
i∈u
λi, <Jbdu )
is well defined; now rename.]
(∗)5 if λ < 2µ then we get the conclusion.
[Why? By Definition [Sh:898, 1.1=1.3.1] and [Sh:898, 1.3=1.3.3(c)] there is a µ+-
free F ⊆ σµ of cardinality λ. Hence by [Sh:898, 1.8 = 1f.13(2A)] for any stationary
S ⊆ Sλ
σ+
we can choose an S-ladder system 〈Cδ : δ ∈ S〉 which is (µ+, Jσ+∗σ)-free.
So by 1.5, OBBλi(C¯1) holds for every i < σ large enough recalling Definition 1.1(2).
By (∗)3 and Theorem 1.14 below we can get the conclusion.]
(∗)6 if λ = 2µ then we get the conclusion.
[Why? Now by [Sh:898, 1.26=2b.111] we can find stationary S ⊆ Sλ
σ+
and a
(σ+(σ+1), Jσ+∗σ)-free S-ladder system. We finish similarly to (∗)5 but here we use
α < 2µi ⇒ |α|σ
+
< 2µi .] 1.12
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Theorem 1.14. 1) We have BB(λ, C¯, θ, κ) when :
(a) OBBχ(C¯, I), I is µ
+-complete
(b) κ(C¯) = κ
(c) χ = cf(2µ) and θ < µ
(d) α < 2µ ⇒ |α|κ < 2µ
(e) Sep(µ, θ), see Definition [Sh:898, 2.1=d.8(2)].
2) Moreover in part (1) we get BB(λ, C¯, (2µ, θ), κ).
3) Similarly replacing (d) by
(d)′ C¯ is tree-like and α < 2µ ⇒ |α|<κ>tr < 2µ.
Proof. 1) By (2).
2),3) Let t¯ = 〈tδ : δ ∈ S(C¯)〉 ∈ S(C¯)θ witness OBBχ(C¯).
We now repeat the proof of [Sh:775, 1.10] or of [Sh:898, 2.2=d.6] here using tδ
instead of δ for δ ∈ S. 1.14
Discussion 1.15. On 1.14:
1) We use the obvious decomposition 〈Fα : α < χ〉 of µθ. There may be others.
2) We may replace “χ = cf(2µ)” by χ = λ = min{λ : 2λ > 2µ} as in §2.
3) We may phrase the condition on F : µθ → Υ not only when Υ = cf(θµ).
4) Like (3) but for our specific problem: Hom(G,Z) = {0}.
∗ ∗ ∗
We look at another way to get cases of OBB. Recall the definition of d<σθ,dσ
θ
from Matet-Roslanowski-Shelah [MRSh:799, 1.1] which proves this number can;
i.e. consistently, have cofinality ℵ0 and be < dθ; not used in the rest of the paper.
Definition 1.16. Assume µ ≥ θ = cf(θ) ≥ σ and I an ideal on µ (so by our
notation determine µ).
1) Let dI,θ,<σ be min{|F | : F ⊆ µθ has no (I, σ)-bound} where
2)We say that g ∈ µθ is a (I, σ)-bound of F ⊆ µθ when for anyF ′ ⊆ F of cardinality <
σ for I+-many ε < µ we have (∀f ∈ F ′)(f(ε) < g(ε)).
3) Let dincI,θ,σ be defined similarly but F
′ = {fi : i < σ} with the sequence 〈fi : i < σ〉
being <Jbdκ -increasing.
4) Let DI,θ,σ be the set of regular χ > θ such that there is a ⊆-increasing sequence
〈Fε : ε < χ〉 of subsets of
µθ such that: Fε has a (I,< σ)-bound for ε < χ and
∪{Fε : ε < χ} = µθ.
5) Let DseqI,θ,σ = min{|F | : F ⊆ ∪{
ι(µθ) : ι < σ} has no (I,< σ)-bound g} where
6) g is a (I,< σ)-bound of F ⊆ ∪{ι(µθ) : ι < σ} when g ∈ µθ and if g¯′ = 〈gι : ι < σ〉
and ι < σ ⇒ g¯′↾ι ∈ F then for I+-many ε ≤ µ we have ι < σ ⇒ gι(ε) ≤ g(ε).
7) If I is the ideal {∅} on µ then we may write µ instead of I; omitting µ (and I)
means µ = θ ∧ I = Jbdθ .
Definition 1.17. We define deqI,θ,σ, etc. when ≤ is replaced by =.
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Claim 1.18. 1) Assume θ > κ are regular cardinals and λ = cf(dθ,κ) > θ. If C¯ is
a (λ, κ)-ladder system then OBBθ(C¯) (and λ > θ).
2) Assume θ > κ are regular and λ = cf(dseqθ,κ) > θ. If C¯ is a tree-like (λ, κ)-ladder
system then OBBθ(C¯).
3) Assume θ > κ, λ ≥ χ are regular cardinals and χ ∈ Dθ,κ. If OBBχ(C¯, I), I is
θ+-complete, λ(C¯) = λ and κ(C¯) = κ then OBBθ(C¯).
4) If θ > σ are regular cardinals then cf(dθ,σ) > θ ⇒ cf(dθ,σ) ∈ Dθ,σ and cf(dθ,<σ) /∈
[σ, θ] and cf(dincθ,σ) /∈ θ
+ ∩ Reg\{σ}.
Remark 1.19. 1) Assume θ0 = 2
ℵ0 = cf(2ℵ0), θn+1 = dθn,ℵ1 . Then we can use
part (3) but µ = sup{θn : n < ω} is not necessarily strong limit. We can consider
〈θi : i < ω1〉 getting κ(C¯) = ℵ1. Do we get {δ : pp(
∑
i<δ
θi) = cov(
∑
i<δ
θi,ℵ1,ℵ1, 2)} ∈
Dω1?
2) By [MRSh:799] we know that it is consistent with ZFC that: there is A ⊆ NSθ =
{A ⊆ θ : A not stationary} of cardinality < cf(NSθ) such that every A ∈ NSθ is
included in the union of < θ of them.
Proof. 1) By 1.4(1) we have OBBλ(C¯), by part (4), cf(dθ,κ) ∈ Dθ,κ and by part (3)
with χ := λ we deduce OBBθ(C¯) as promised.
2) Similarly.
3) Clearly we can find F¯ such that:
(∗)2 (a) F¯ = 〈Fε : α ≤ χ〉 is ⊆-increasing continuous
(b) g¯ = 〈gε : ε < χ〉, gε ∈ θθ
(c) gε is a (< κ)-bound of Fε for α < λ
(d) Fχ =
θθ.
As we are assuing OBBχ(C¯) let t¯ be such that:
(∗)3 t¯ = 〈tα : α < λ〉 ∈ λχ is a witness for OBBχ(C¯).
For each i < θ let:
(∗)4 t¯i = 〈tiδ : δ ∈ S〉 ∈
λθ be tiδ = gtδ (i).
Let
(∗)5 U1 := {i < θ : t¯i is not a witness for OBBθ(C¯)}.
For each i < θ let (fi, Ei) be such that
(∗)6 (a) fi : λ→ θ
(b) Ei = S mod I
(c) if i ∈ U1 and δ ∈ Ei then (∃α ∈ Cδ)(fi(α) ≥ tiδ) that is
(∃α ∈ Cδ)(fi(α) ≥ gtδ (i)).
Let E = ∩{Ei : i < θ} hence S\E ∈ I. For each α < λ let hα : θ → θ be
hα(i) = fi(α) and sα = min{ε < χ : hα ∈ Fε} so α 7→ sα is a function from λ to
θ. By the choice of t¯ we have
W := {δ ∈ S : (∀α ∈ Cδ)(sα ≤ tδ)} 6= ∅ mod I.
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So we can choose δ(∗) ∈ W ∩E. Now {hα : α ∈ Cδ(∗)} ⊆ Fδ(∗) hence by the choice
of gtδ(∗) we have
(∗)7 U2 = {i < θ : (∀α ∈ Cδ)(hα(i) ≤ gtδ(i)) equivalently (∀α ∈ Cδ)(fi(α) ≤
tiδ)} 6= ∅ mod J
bd
θ .
Now
(∗)8 U1 ∩U2 = ∅
hence
(∗)9 U1 6= θ mod Jbdθ
hence
(∗)10 θ\U1 6= ∅, i.e. for some i < θ, t¯i witness OBBθ(C¯).
This is enough.
4) First, we have to show that χ := cf(dθ,σ) ∈ Dθ,κ if cf(dθ,κ) > θ.
So let F ⊆ θθ be of cardinality dθ,κ such that no g ∈
θθ is a (≤ κ)-bound of F .
Let 〈Fε : ε < χ〉 be ⊆-increasing with union F such that ε < χ ⇒ |Fε| < |F | =
dθ,κ. Let F
+
ε = {g ∈
θθ: for some F ′ ⊆ F of cardinality < σ and i∗ < θ we have
i∗ < i < θ ⇒ g(i) = sup{f(i) : f ∈ F ′}}.
⊙1 〈F+ε : ε < χ〉 is ⊆-increasing.
Now we shall prove
⊙2 ∪{F
+
ε : ε < χ} =
θθ.
Let h ∈ θθ, by the choice of F the function h is not a (< σ)-bound of F hence
there is F ′ ⊆ F of cardinality < σ witnessing it which means that for every large
enough i < θ, h(i) ≤ sup{f(i) : f ∈ F ′}. Let F ′ = {fj : j < j∗ < σ}, let
εh(j) = min{ε : fj ∈ Fε} and let εh := sup{εh(j) : j < j∗} < χ so clearly h ∈ F+εh
hence ⊙2 is proved.
Lastly, obviously
⊙3 gε is a (< σ)-bound of F+ε .
Together we have shown that χ ∈ Dθ,σ. Second, why χ = cf(dθ,σ) /∈ [σ, θ]?
Let 〈Fε : ε < χ〉, 〈gε : ε < χ〉 be as above. Let g ∈ θθ be a common <Jbd
θ
-upper
bound of {gε : ε < χ}, exist as χ ≤ θ
⊞ g is a (< σ)-bound of F .
[Why? If F ′ ⊆ F has cardinality < σ then F ′ ⊆ Fε for some ε < χ, so {i : (∀f ∈
F ′)(f(i) ≤ gε(i)} 6= ∅ mod J but gε ≤Jbd
θ
g, so g indeed is a (< σ)-bound of F .]
But ⊞ contradicts the choice of F . 1.18
Remark 1.20. 1) We may combine OBB and the results of §2 (or [Sh:775]), e.g. see
also 1.26 below.
2) Like 1.18 for deqθ,σ, etc. (connection to Sep).
∗ ∗ ∗
We look at relatives of OBB, though we shall not use them.
Other variants are
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Definition 1.21. 1) OBB0J(C¯, I) is defined as in 1.1(1) but we demand only {δ ∈
S : δ = sup{α ∈ Cδ : f(α) ≤J tδ}} 6= ∅ mod I.
1A) Assume otp(Cδ) = ξ for every δ ∈ S and J∗ is an ideal on ξ. We define
OBB0J,J∗(C¯, I) as in Definition 1.1, but we demand only that {δ ∈ S : otp(α∩Cδ) :
α ∈ Cδ and f(α) ≤J tδ} 6= ∅ mod J∗} 6= ∅ mod I.
2) Let OBB1J(C¯, I) mean OBBJ(C¯, I).
2A) Under the assumption of part (1A), we define OBB0J,J∗(C¯, I) as in Definition
1.1 but we demand {δ ∈ S : {otp(α ∩ Cδ) : α ∈ Cδ and f(α) ≤J tδ} = ξ mod
J∗} 6= ∅ mod I.
3) OBB2J(C¯, I) when
(a) J is a partial order
(b) I is an ideal on S = S(C¯)
(c) there is t¯ which is a witness for OBB2J(C¯, I) which means:
(α) t¯ = 〈tδ : δ ∈ S〉
(β) tδ ∈ J
(γ) if f : ∪{Cδ : δ ∈ S} → J , then the set {δ ∈ S : (∀α ∈ Cδ)(tδ J f(α))}
belongs to I+.
4) OBB3J(C¯, I) is defined similarly replacing (c)(γ) by
(c)(γ)′ if f : ∪{Cδ : δ ∈ S} → J then the set {δ ∈ S : (∀α ∈ Cδ)(tδ J f(α)} =
S(C¯) mod I.
5) OBB4J(C¯, I) is OBB
+
J (C¯, I), i.e. is defined as in 1.1(1) but in the end {δ ∈ S :
(∀α ∈ Cδ)(f(α) ≤J tδ)} = S mod I.
Discussion 1.22. An example of 1.23(1A): S = Sλℵ2 , J∗ = Jℵ2+ℵ1 and we use a
parallel of 1.5.
Claim 1.23. 0) Assume J is a partial order, C¯ = 〈Cδ : δ ∈ S〉, Cδ ⊆ δ, otp(Cδ) =
κ, κ a cardinal (or ordinal), J∗ an ideal on ξ, I an ideal on S.
1) If OBB0J,J∗(C¯, I) and J is (2
|κ|)+-directed, I is (2|κ|)+-complete then for some
A ⊆ ξ, A 6= ∅ mod J∗ we have OBB1J,J∗(C¯, I¯).
2) For some U ∈ I+∗ we have i ∈ U ⇒ OBB
0
Ji,J∗
(C¯, I) when below (a)-(f) below
hold where
(a) OBB0J,J∗(C¯, I¯), S = S(C¯), otp(Cδ) = κ for δ ∈ S
(b)− (e) as in 1.5
(f) (α) Ji is σ-directed
(β) U¯ = 〈Uα : α ∈ Dom(C¯)〉,Uα ⊆ α, |Uα| < σ
(γ) if δ ∈ S, U¯ = 〈Uα : α ∈ Cδ〉,Uα ∈ I+∗ for α ∈ Cδ and
α ∈ Cδ∧β ∈ Cδ∧α ∈ Uβ ⇒ Uβ ⊆ Uα then ∩{Uα : α ∈ Cδ} ∈ I+∗ .
3) Like part (2) but
(a)+ OBB1J.J∗(C¯, I), S = S(C¯), otp(Cδ) = κ for δ ∈ S
(f)− like (f) but in (γ) we hvae Uα = i
∗ mod I∗.
Proof. Like 1.5. 
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Claim 1.24. 1) If J is linearly ordered, then OBB2J(C¯, I)⇒ OBB
1
J(C¯, I).
2) OBB1J(C¯, I¯)⇒ OBB
0
J(C¯, I¯) and OBB
1
J(C¯, I¯)⇒ OBB
2
J(C¯, I¯) and OBB
3
J(C¯, I¯)⇒
OBB2J(C¯, I¯).
Claim 1.25. Assume that J∗ is a σ-directed partial order.
1) If J∗ = J
bd
σ , θ = cf(θ) > 2
σ, σ = σ<κ and OBB3θ(C¯, I), then OBB
2
J∗
(C¯, I).
2) We can use any κ-directed partial order J∗ of cardinality σ.
Claim 1.26. In 1.11(2), assume we are given 〈(Jξ, J¯ε, g¯ξ) : ξ < ξ(∗)〉 such that
(α) Jξ, J¯ξ = 〈Jξi : i < i(ξ)〉, g¯
ξ = 〈gξt : t ∈ J〉, C¯, κ, I are as in 1.11(2) for each
ξ < ξ(∗)
(β) α < θ ⇒ |α||ξ(∗)| < θ.
Then we can find a θ-complete ideal I ′ ⊇ I such that for each ξ, for some jξ < i(ξ),
OBB3
J
ξ
jξ
(C¯, I ′) holds.
Proof. Like 1.11. 1.26
Observation 1.27. OBBℓJ2(C¯, I) holds when
(a) J1, J2 are partial orders
(b) OBBℓJ1(C¯, I)
(c) f : J1 → J2
(d) for every t∗ ∈ J2, for some s∗ ∈ J1, we have (∀s ∈ J1)(h(s) <J2 t
∗ ⇒ s <J2
s∗).
Proof. Let t¯ = 〈tδ : δ ∈ S(C¯)〉 exemplifies OBB
ℓ
J1
(C¯, I).
For each δ ∈ S(C¯) let sδ ∈ J1 be such that tδ ≤J sδ. It is enough to show that
s¯ = 〈sδ : δ ∈ S(C¯)〉 exemplifies OBBℓJ2(C¯, I). So assume f1 : Dom(C¯) → J1 and
let us define f2 : Dom(C¯)→ J2 by f2(α)h(f1(α)).
Let W = {δ ∈ S : (∀α ∈ Cδ)(f2(α) ≤J2 tδ)}. So ℓ = 2 ⇒ W ∈ I
+, and
ℓ3 ⇒ W = S(C¯) mod I. Hence it suffices to show that (∀α ∈ Cδ)[f1(α) ≤J1 sδ],
and hence it is enough to prove:
(∀s ∈ J1)(h(s) ≤J2 tδ ⇒ h(s) ≤J1 sδ).
1.27
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