To operate a successful and growing business, a retail store manager has to make tough decisions about selectively closing underperforming stores. In this paper, we propose using a three-phase multiobjective mechanism to help retail industry practitioners determine which stores to close. In the first phase, a geographic information system (GIS) and -means clustering algorithm are used to divide all the stores into clusters. In the second phase, stores can be strategically selected according to the requirements of the company and the attributes of the stores. In the third phase, a neighborhood-based multiobjective genetic algorithm (NBMOGA) is utilized to determine which stores to close. To examine the effectiveness of the proposed three-phase mechanism, a variety of experiments are performed, based partly on a real dataset from a stock-list company in Taiwan. Results from the experiments show that the proposed three-phase mechanism can help efficiently decide which store locations to close. In addition, the neighborhood radius has a considerable influence on the results.
Introduction
Retail is one of the largest industries in the world [1, 2] . While there is still room for the retail industry to expand, retail store operators are facing some intense pressure [3] . The pressure is straightforward. As more and more competitors enter this industry, the operating profit is considerably shrunk and, thus, some operators have to close some underperforming stores and/or withdraw from the industry [3, 4] .
To close retail stores, some important factors must be considered. The first important factor is profit. In order to ensure that the company can make a profit, the manager has to close some underachieving stores that no longer meet the company's requirements. The second critical factor to be considered is the distance customers need to drive or walk to get to a store. One of the most important factors affecting customer store choice is the travelling time [5] . If the distance is too long, the customer may choose alternatives from other brands. The third factor to be considered is the percentage of the company's employees who quit as a result of store closures. Employees have to change their work locations once a store is closed. Many of the employees are part-time students, who tend to find jobs near their schools. If the distance from the new work location to the school is too far, they are very likely to quit the job, which will waste a huge amount of training costs and cause instability in store operations. Thus, to reduce employee turnover rate, the closure decision should shorten the possible movement distance as much as possible. Another influencing factor is concerned with the strategy of the firm [6] . Some stores are strategically retained even if their profits are low. These stores may include, for instance, a store used for training or historical or symbolic store for the firm.
For several decades, one selection problem concerning retail stores has been focusing on selecting suitable store locations to open [7] [8] [9] [10] [11] [12] [13] [14] [15] . To the best of our knowledge, little literature presents any mechanism to decide which stores to close or discusses the effects of closing on the retailer's performance [16] [17] [18] . To help managers solve the problem mentioned above, this study presents a novel mechanism which consists of three phases. In the first phase, retail stores are grouped based on their geographic distribution. In the second phase, strategically desirable stores are selected and they are kept open. The goal of the third phase is to optimally determine which of the remaining stores in the second phase to close.
The remainder of this paper is organized as follows. In Section 2, a brief description of the store selection problem as well as modeling is presented. In Section 3, the proposed mechanism is introduced. Results and discussion are presented in Section 4. In Section 5, conclusions are drawn.
The Store Selection Problem
In this section, we start with a brief description and a presentation of the mathematical formulation for the problem.
For ease of description, some variables are first defined. Let = { | = 1, . . . , 0 } be a set of retail stores, where 0 is the total number of stores a firm possesses. Suppose that a percentage of stores have to keep open. The percentage is designated as and 0 ≤ < 1. For example, if is 90%, then 10% of stores are to close. For = 1, . . . , 0 , we let = 0 if store is selected to close. Otherwise, is set to be 1. To save space, if a store is selected to close, we call it a selected store; otherwise, the store is kept open. Some employees working at the selected stores have to change their working places and they have to move a distance from the original store to the new one. Similarly, customers have to travel a distance if a store nearer to them is closed. The farther the movement distance is, the more likely it would be for an employee to quit the job or for a customer to select alternatives from other brands. To evaluate the total movement distance of store caused by closure, we define nearby stores of a selected store (as the center) as those stores which are located within a circle region with a radius , as shown in Figure 1 . Since several stores may exist within the neighborhood of store , we designate as the th nearby store of store . If the th nearby store of store is a selected one, = 0; otherwise, = 1. The total number of nearby stores for store is . There are two objectives for store closure decisions. The first objective is to minimize the total profit loss, which is defined as the profit difference before and after closure. Note that the loss is based on profit rather than revenue.
An increase in revenue may cause a loss in profit because of an increased cost. Consequently, a profit-based objective is a more feasible one for closure decisions. On the other hand, to decrease sales loss caused by lost customers and to reduce the rate at which employees quit their jobs, the total distance from the selected store to its nearby stores is minimized. The mathematical formulation of this problem can thus be given by the following.
Objectives are
subject to
where is the revenue of store , is the cost of store , is the distance from store to its th nearby store, and
Equation (2) states that the total number of stores selected to open is equal to a specific number, which is equal to 0 if 0 is an integer, or the number is equal to Int( 0 ) + 1 if 0 is not an integer. Equation (3) requires that at least one of the nearby stores of a selected store remains open, ensuring that the customers can find at least an alternative open store within a distance .
Three-Phase Mechanism
3.1. The Decision Framework. There are three basic phases for solving the selection problem, which we illustrate in Figure 2 and then discuss in more detail. In each phase, there are some influencing factors.
Phase I: Clustering Stores. When the number of stores involved is large, it is reasonable for an operator to divide all the retail stores into several clusters, based on the objectives of the company. For example, Seven-Eleven Japan builds a cluster of around 50 to 60 stores supported by a distribution center. Such clustering allows Seven-Eleven Japan to operate an efficient system [20] . One commonly used clustering scheme is based on location. Stores located in close proximity to each other are aggregated, using a geographic information system (GIS) [21, 22] or other clustering techniques [23] . 
Among the popular clustering algorithms, -means [24, 25] is one of the simplest techniques.
Phase II: Strategically Desired Stores. In this phase, some stores are strategically kept. This phase aims to achieve the strategic objectives of the firm. An additional benefit of this phase is the reduction in the amount of computational time. The higher the number of stores, the more the computational time needed. The possible reasons for strategic stores may include the following:
(1) Stores for training: personnel at all levels should be trained to meet the firm's needs to provide products and services of a required quality. Therefore, some stores used for training should be kept.
(2) Closed-type stores: this kind of store is located in a closed area, such as a campus or a military camp. The stores generally are not open to the public.
(3) Historic or symbolic stores: for instance, the first retail store opened in an area or a symbolic store at a famous tourist attraction will be retained.
(4) Others: this point refers to those stores subject to very strict contracts or local regulations [26] .
Phase III: Selection of Stores. In this phase, optimization of store selection is achieved based on the company's objectives.
The most important objective for many companies is profit. They tend to minimize the total profit deficit. Another important consideration is distance. A shorter movement distance caused by closing stores can reduce the turnover rate of employees. In addition, the customer can drive or walk to a store with a shorter distance.
In this paper, we use a genetic algorithm, which has been successfully applied to many fields [19, [27] [28] [29] [30] [31] [32] [33] [34] , to optimize store selection. The detail is depicted in the following subsection.
Method of Solution

Using -Means Algorithm for Clustering in Phase I.
means is one of the most popular clustering algorithms, in which items are moved among sets of clusters until the desired set is reached [25] . -means is most suited for separating convex clusters [35, 36] . An additional advantage of using -means algorithm is that we can use its centroid in a cluster as the location of the distribution center. To cluster stores using -means, the input data, including the number of clusters , the location coordinates of stores, and the convergence criterion, should be given. The value of depends on the needs of the manager. Generally, varies from three to six. In this paper, the algorithm is organized as follows:
Input:
//Number of desired clusters
, ( , )} //Set of store points
Output:
//Set of clusters
-means algorithm:
Assign initial values for means; 1 , 2 , . . . , Repeat Assign each item ( , ) to the cluster which has the closest mean; Calculate new mean for each cluster;
Until convergence criteria are met (All the values between two iterations are the same).
Deciding Strategically Desired Stores in Phase II.
Some stores can be selected to remain open or to close before going to the third phase, in order to reduce computation time. For easy understanding, examples are given as follows. Suppose that a store chain has six stores to be strategically kept open or closed, as shown in Table 1 . The scenarios are as below. Store 1. This store is the first one to be opened for the store chain. This store is chosen to keep open. Thus, the decision variable 1 is set to be 1, as shown in Table 1 .
Store 2. The store is established mainly for training. This store will not be closed even if profit is low. Consequently, 2 is set to be 1.
Store 3.
This store is subjected to a strict contract. Even if the store is closed, the store owner has to pay rent. As a result, store 3 will be open in the next period. A summary of the values of decision variable for these six stores is shown in Table 1 .
Using Genetic Algorithm to Optimally Select Closing Stores in Phase III.
A neighborhood-based multiobjective genetic algorithm (NBMOGA) is developed to solve the selection problem. The flowchart for the GA is illustrated in Figure 3 and the details are described in the following subsections.
(1) Encoding and Initial Population. A binary encoding is employed, as shown in Figure 4 . The sequence number stands for the store number. Since the number of stores is after strategic selection for the th cluster, there are genes in a chromosome. The value in the gene is either 1 or 0, where 0 means the store is selected to close and 1 means the store is to be kept open.
A random method is employed to generate the initial population.
(2) Evaluation of Fitness Function. The chromosomes are evaluated based on the total profit deficit and the total movement distance. Nondominated fitness values are recorded and their corresponding solutions are chosen as the Pareto ones. In this paper, the scheme utilized to find Pareto solutions is a rank-based approach [19] . Suppose that an individual ℎ at generation is dominated by ( ) ℎ individuals in the present generation. Then, the rank of the individual at generation can be expressed as [33] rank
All the nondominated individuals are assigned rank 1, as illustrated in Figure 5 . Take chromosome A as an example. Its fitness value is ( A , A ). If no other chromosomes exist within the rectangular regions 0 ≤ 1 ≤ A and 0 ≤ 2 ≤ A , the rank of the chromosome is assigned as 1. Likewise, the rank of chromosome B is 1, since no chromosomes are within the regions 0 ≤ 1 ≤ B and 0 ≤ 2 ≤ B . All the chromosomes ranked as 1 are collected into the Pareto set. The Pareto set is updated at each generation. As evolution continues, the Pareto set will gradually shift toward exploiting the nondominated points in the criteria space. The process is continued until the end condition is reached.
(3) Selection. The binary tournament selection method [28] is employed to select the fitter individuals. Tournament selection is similar to rank selection in terms of selection pressure, but it is computationally more efficient and more amenable to parallel implementation [28] . The process is as follows. First, two chromosomes are randomly chosen from the population. The fitter one is selected to become parent A and the process is repeated to select another parent B. Subsequently, the GA combines parents A and B to generate the offspring.
(4) Crossover. The uniform crossover method is employed to generate offspring. The method is to generate a mask, which has a length equal to the chromosome and is composed of a random set of binary numbers. Figure 6 illustrates the uniform crossover scheme. Where there is a "1" in the mask, the value of a gene is copied from parent A; otherwise, the gene is copied from parent B. The offspring contain a mixture of genes from each parent. For example, the value of the first cell in the mask is "0," indicating that the value of the first gene for the offspring is copied from parent B. Therefore, the value assigned will be "1." The procedure is continued until all of the values of the genes are copied.
(5) Mutation. Three genes in the chromosome are randomly selected and their values are changed, as illustrated in Figure 7 . The advantage of using three-gene mutation is that it increases the diversity of chromosomes and then increases the possibility of finding optimal solutions. 
The ranking in the present scheme. All the nondominated individuals are assigned rank 1 [19] . exceeds , some of the unselected stores will become selected, while some of the selected stores will become unselected, if the actual percentage is smaller than . The process is repeated until the percentage of selected stores is equal to , as shown in Figure 8. (7) Replacement. The tournament selection method is used to replace the worst chromosomes. First, chromosome A is randomly chosen from the population of the previous generation. Then, the chromosomes in the next generation are 
Results and Discussion
To evaluate the effectiveness of the proposed approach, a variety of experiments were performed using a reference case. Part of the dataset is from a famous chain store sector in Taichung City, Taiwan. The reference case includes 550 stores. The distribution is depicted in Figure 9 . The neighborhood radius is set to 1 km and the generation number is set to be 50,000 at the reference case.
The GA program used in this study was coded with Visual Studio C++. The program was run on an Intel(R)Core(TM)i7-2600 CPU @ 3.40 GHz with a 4.00 GB RAM. The operating system is Windows 7. 
The Clustering Result.
The stores were clustered using -means algorithm [24, 25] . The number of clusters varied from three to six. The clustering results are shown in Figure 10 . In the region with lower store density, the stores are easier to cluster. However, when store density is higher, it is difficult to divide the stores in an intuitional way and, thus, an efficient tool is needed. Results from this study show that the clustering tool developed by this study can efficiently cluster stores. Combined with GIS, the clustering results are easily observed and facilitate decision-making by the manager.
The Results of Store Selection.
In this paper, we use GA (NBMOGA) to optimize store selection. At the reference case, k was set to be 4. Each case was run ten times and the best results are kept and compared. The GA parameters, including generation number, mutation rate, crossover rate, and population number, were tested. A variety of experiments show that the generation number = 50,000, the mutation rate = 0.05, the crossover rate = 0.9, and the population number = 30 can obtain stable solutions.
In this paper, a rank-based scheme is employed to find Pareto solutions. We have used this scheme to solve some multiobjective problems and the results from GA are compared well with an exact algorithm [19, 31] . The results from the two previous studies [19, 31] show that the GA scheme we used in this study has good performance when it is compared with the Brutal-Force Method (BFM).
The optimized results are shown in Figures 11(a)-11(d) . The points marked by green color (triangle) are stores selected to close, while those marked by red color (square) are to remain open. Since the retail network is so complex, it is very difficult to select stores for shuttering by simple rules only. Though the network is quite complex, the system developed in this paper is rather easy to use and can help the manager in efficient simulation. It requires only seconds to find solutions, even when the number of stores is as high as 550. One clear advantage of the genetic algorithm is that, by its very nature, we are able to produce a number of feasible solutions, thus facilitating discussion on the merits of various decisions and supporting multiobjective decision-making [34] .
The interrelationship between stores is complex. For example, if a store is strategically retained to be open, what will its influence be on the other stores? To facilitate this issue, the GA program is designed to be easy to use. As shown on the left side of Figure 12 , if a store is selected to be strategically retained, just by setting the value of the attribute in the input data to be "1," then the store will be retained by the program (see the output result on the right side of Figure 12 ).
The Influence of Opening Percentage.
To observe the influence of the opening percentage on the solutions, the opening percentage is changed from 70% to 95%, with an increment of 5%. is set to be 2.5 km. Figures 13(a)-13(c) show the results. The points marked by green (triangle) are stores selected to close, while those marked by red (square) are retained as open. As the value of is changed from 70% to 95%, more stores located in the suburbs are selected for To be strategically retained closure. The reason is that the revenue of the stores located in the suburbs is generally less than the revenue of those located in the city center.
To facilitate the observation of results, the Pareto solutions are presented in Figure 14 . As the total movement distance increases, the total profit loss decreases. Figure 14 shows this trend. As expected, a higher value of has a lower profit loss. locations where stores are to close are marked with a green triangle. As is increased, the selected stores gradually move from the city center to the suburbs, as we can see from Figures 15(a)-15(c) . This is an important finding that would help managers make the right decisions. Using the system developed in this paper, the managers can easily simulate and may effectively control their profit loss if stores are to close. The variation of the total profit loss with the total movement distance is shown in Figure 16 . As the total profit loss decreases, the total movement distance tends to increase.
The Influence of Neighborhood
Special note must be taken that a higher value of may cause more lost customers, which, in turn, causes more lost profit. A previous survey [11] shows that when the distance increases, the percentage of willingness to walk to buy decreases, as displayed in Figure 17 . When the distance is longer than 150 m, more than 20% of people are possibly not willing to walk to another store [11] . Table 2 and Figure 18 . The experimental results are based on 10 trials. As the number of stores increases, the average computation time increases in a linear manner, indicating that the GA program is timeefficient. In addition, the coefficient of variation ( V ) is small, showing that the GA program is quite stable.
Conclusions
Retail store operators are facing intense pressure. As competitors flood the marketplace, operating profit is significantly reduced. Given such a circumstance, store operators have to think about closing some underperforming stores. In this paper, we propose a system based on a three-phase decision framework to address this issue. In the first phase, -means algorithm and geographic information system (GIS) are first used to divide the stores into some regions. In the second phase, some stores can be strategically retained based on the requirements of the company. Then, a new neighborhoodbased multiobjective genetic algorithm is employed to decide which stores are to close. To examine the effectiveness of the proposed framework, some real data provided by a stock-list company are used to execute some experiments. To investigate the influence of the number of stores on the performance of the GA program, a lot of experiments with different numbers of stores are performed. The experimental results are based on 10 trials.
Results from this study show that the proposed system can help decide store locations efficiently. As the number of stores increases, the average computation time increases in a linear manner, indicating that the GA program is timeefficient. Moreover, the coefficient of variation is small, showing that the GA program is quite stable. As neighborhood radius is increased, the stores selected for closure gradually move from the city center to the suburbs. Special note must be taken that a higher value of neighborhood radius could cause more lost customers, since people are generally not willing to walk too far to find an alternative store when a store is closed.
A two-step approach, with clustering first and performing GA next, may result in suboptimal solutions. To get optimal solutions, integrated approaches are encouraged to be employed in the future. In this study, the interaction between different store chains is ignored. More studies are also needed to discuss the interaction between them and even collaboration with each other.
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