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A two-step unified framework for the evaluation of continuum field expressions from
molecular simulations for arbitrary interatomic potentials is presented. First, point-
wise continuum fields are obtained using a generalization of the Irving–Kirkwood
procedure to arbitrary multi-body potentials. Two ambiguities associated with the
original Irving–Kirkwood procedure (which was limited to pair potential interactions)
are addressed in its generalization. The first ambiguity is due to the non-uniqueness
of the decomposition of the force on an atom as a sum of central forces, which is a re-
sult of the non-uniqueness of the potential energy representation in terms of distances
between the particles. This is in turn related to the shape space of the system. The
second ambiguity is due to the non-uniqueness of the energy decomposition between
particles. The latter can be completely avoided through an alternate derivation for
the energy balance. It is found that the expressions for the specific internal energy
and the heat flux obtained through the alternate derivation are quite different from
the original Irving–Kirkwood procedure and appear to be more physically reasonable.
Next, in the second step of the unified framework, spatial averaging is applied to the
pointwise field to obtain the corresponding macroscopic quantities. These lead to
expressions suitable for computation in molecular dynamics simulations. It is shown
that the important commonly-used microscopic definitions for the stress tensor and
heat flux vector are recovered in this process as special cases (generalized to arbitrary
multi-body potentials). Several numerical experiments are conducted to compare the
new expression for the specific internal energy with the original one.
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I. INTRODUCTION
The idea of defining continuum fields from particle mechanics (for the special case of
pair potential interactions) was pioneered in the landmark paper of Irving and Kirkwood1.
Irving and Kirkwood derived the equations of hydrodynamics from the principles of non-
equilibrium classical statistical mechanics and in the process established pointwise definitions
for various continuum fields. Under this procedure, basic continuum fields including the
mass density, momentum density and the specific internal energy are defined a priori using
a probability density function. Using these definitions, expressions for the stress tensor and
the heat flux vector fields are obtained that identically satisfy the balance laws of continuum
mechanics. The continuum fields obtained in Irving and Kirkwood’s original paper1 involved
a series expansion of the Dirac delta distribution, which is not mathematically rigorous.2
In a follow-up study, Noll3,4 proved two lemmas, which allowed him to avoid the use of the
delta distribution and to obtain closed-form analytical expressions for the continuum fields.
Since the Irving–Kirkwood procedure is stochastic in nature, many problems arise when
one tries to use the resulting expressions for a practical calculation — a key one being our
lack of knowledge of the probability density function. To avoid these difficulties, Hardy5
and independently Murdoch6–9 developed a simpler spatial averaging procedure that avoids
the mathematical complexity of the Irving–Kirkwood procedure. We refer to the procedure
due to Hardy as the Hardy procedure and that due to Murdoch as the Murdoch procedure.10
In these procedures, continuum fields are defined as direct spatial averages of the discrete
equations of motion using a normalized weighting function. This approach also leads to a
set of definitions that identically satisfy the balance equations. Therefore, we have three
different approaches for defining the continuum fields from particle mechanics — although
originally developed for pair potentials only.
Of the continuum fields, the stress tensor has been studied most extensively. In addition
to the definitions for the stress tensor obtained from the systematic approaches described
above, a number of other definitions have been proposed in the past dating back to the work
of Cauchy11,12 on the stress vector and Clausius13 on the virial stress.14 Efforts at obtaining
microscopic definitions for the stress tensor (as well as other continuum variables) are on-
going; see for example Refs15–26 for some important contributions. A recent article27 by the
authors extensively studies the definition for the stress tensor within a unified framework
2
based on a generalization of the Irving–Kirkwood procedure to arbitrary multi-body poten-
tials followed by a process of spatial averaging. Through this unified framework it is shown
that all existing definitions, including the virial stress tensor,13 Hardy stress tensor,5 and
Cauchy/Tsai stress tensor,11,12,15 which all seem to be derived from disparate approaches,
follow as special cases from a single stress expression. Furthermore, the derivation in Ref27
reveals the subtle (and hitherto unrecognized issue) that interatomic potentials constitute
continuously differentiable extensions to functions defined over a more limited domain. This
is a vital part of the derivation with important implications for the uniqueness of the mi-
croscopic stress tensor — an issue which is widely discussed in the literature cited above.
Although there have been a number of attempts to generalize the Irving–Kirkwood proce-
dure and the Hardy procedure to multi-body potentials (see Refs19,22,28,29), these attempts
are either restricted to specific potentials (see Refs22,29) or the source of non-uniqueness
of the stress tensor is not explicitly identified. In contrast, the unified framework devel-
oped in Ref27 applies to arbitrary multi-body potentials and rigorously characterizes the
non-uniqueness of the stress tensor.
The aim of this paper is to continue to use this unified framework to study the energy
balance equation of continuum mechanics in the context of multi-body potentials. As noted
earlier, in the original Irving–Kirkwood and the Hardy procedure, the definition for the
potential part of the specific internal energy (for the special case of pair potentials in a
mono-atomic system) is assumed a priori and the expression for the heat flux vector is then
derived to ensure that the energy balance equation is identically satisfied. Unfortunately,
this approach does not generalize to arbitrary multi-body potentials (or even pair potentials
with multiple species types) since it involves an ambiguous definition for the “energy of
an atom”. To the best of the authors’ knowledge, all the existing works (see Refs22,28–31)
which attempt to derive a microscopic definition for the heat flux in the case of multi-body
potentials by generalizing the Irving–Kirkwood procedure or the Hardy procedure suffer
from this ambiguity. For example, in Ref22 it was assumed that the energy corresponding to
a cluster of three particles interacting through a three-body potential is evenly distributed
among the particles. However, there is no symmetry argument to justify this assumption.32
Furthermore, even for the case of pair potential interactions, the original Irving–Kirkwood
approach leads to an expression for the heat flux vector which is not invariant with respect
to the addition of a constant to the potential energy of the system, which is not physically
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reasonable. In contrast, in the Murdoch procedure, the specific internal energy and heat
flux vector are obtained together as part of the derivation and the resulting expressions are
consistent with physical expectations. Motivated by this, in this paper, we reformulate the
Irving–Kirkwood procedure using the method followed by Murdoch7. This approach leads to
physically-acceptable expressions for the internal energy density and heat flux vector which
are grounded in rigorous statistical mechanics principles and which does not require any
energy decomposition between the particles. Furthermore, as noted above, our derivation
extends those of Irving–Kirkwood and Murdoch to arbitrary multi-body potentials. Finally,
the application of the spatial averaging step in the unified procedure leads to expressions
suitable for use in molecular dynamics simulations. These expressions are compared with
those from the original Irving–Kirkwood formulation through a number of simple numerical
experiments.
The following notation is used in this paper. Vectors are denoted by lower case letters in
bold font, while tensors of higher order are denoted by capital letters in bold font. The inner
product of two vectors is given by a dot “·”, and their tensor product is given by the symbol
“⊗”. The inner product of two second-order tensors is denoted by “:”. The gradient of a
vector field, v(x), is denoted by ∇xv(x). A second-order tensor, T , operating on a vector,
v, is denoted by Tv. The divergence of a tensor field, T (x), is denoted by divx T (x), which
corresponds to ∂Tij/∂xj in indicial notation (with Einstein’s summation convention).
II. CONTINUUM FIELDS AS PHASE AVERAGES
Consider a system modeled as a collection of N point particles, each particle identified by
an index α (α = 1, 2, . . . , N). The position, mass, and velocity of particle α are denoted by
xα, mα and vα, respectively. We assume that the particles interact through a continuously
differentiable function V(x1, . . . ,xN), which is called the potential energy of the system. The
complete microscopic state of the system at any instant of time is known from the knowledge
of position and velocity of each particle in R3. Hence, the state of the system at time t may
be represented by a point in a 6N -dimensional phase space.33 Let Γ denote the phase space.
Therefore any point in Γ, can be represented as,
(x(t); v(t)) := (x1(t), . . . ,xN(t); v1(t), . . . , vN(t)). (1)
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In reality, the microscopic state of the system is never known to us and the only observables
identified are the macroscopic fields as defined in continuum mechanics. We identify the con-
tinuum fields with macroscopic observables obtained in a two-step process: (1) a pointwise
field is obtained as a statistical mechanics phase average; (2) a macroscopic field is obtained
as a spatial average over the pointwise field. The phase averaging in step (1) is done with
respect to a continuously differentiable34 probability density function W : Γ × R+ → R+
defined on all phase space for all t. The explicit dependence of W on time t, indicates that
our system need not be in thermodynamic equilibrium.
The basic idea behind the original Irving and Kirkwood procedure is to prescribe the
mass density, velocity and the specific internal energy fields, which we call the input fields,
and derive the body force vector, stress tensor and the heat flux vector fields, which we call
the output fields, such that all the definitions are consistent with the balance laws of mass,
momentum and energy:
Input fields Output fields
mass density
velocity
specific internal energy
→

body force
stress
heat flux
 . (2)
To arrive at these definitions, we repeatedly use the following result of Liouville’s theorem,
which describes the evolution of the probability density function:
∂W
∂t
+
N∑
α=1
[vα · ∇xαW + v˙α · ∇vαW ] = 0. (3)
Since the force on a particle α is given by
fα := −∇xαV, (4)
equation (3) can be rewritten as
∂W
∂t
+
N∑
α=1
[
vα · ∇xαW −
∇xαV
mα
· ∇vαW
]
= 0, (5)
where, as stated before, V(x1,x2, . . . ,xN) denotes the potential energy of the system. Equa-
tion (5) is called Liouville’s equation.
To proceed, we divide the potential energy into two parts:
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1. An external part, Vext, associated with long-range interactions such as gravity or
electromagnetic fields,
2. An internal part, Vint, associated with short-range particle interactions. In general,
the internal part of the potential energy is also called the interatomic potential energy.
We next define the input fields used in the Irving–Kirkwood procedure.
A. Phase averaging
Under the Irving–Kirkwood procedure, pointwise fields are defined as phase averages.
For example, the pointwise mass density field is defined as
ρ(x, t) :=
∑
α
mα
∫
R3N×R3N
Wδ(xα − x) dxdv, (6)
δ denotes the Dirac delta distribution, and
∑
α denotes summation from α = 1 to N . To
avoid the Dirac delta distribution and for greater clarity we adopt the notation introduced
by Noll. Hence (6) can be rewritten as
ρ(x, t) =
∑
α
mα
∫
W dx1 . . . dxα−1dxα+1 . . . dxNdv
=:
∑
α
mα 〈W | xα = x〉 , (7)
where 〈W | xα = x〉 denotes an integral of W over all its arguments except xα, and xα is
substituted with x.
The second input field, which is the pointwise velocity field, is defined via the momentum
density field, p(x, t), as follows:
p(x, t) :=
∑
α
mα 〈Wvα | xα = x〉 , (8)
v(x, t) :=
p(x, t)
ρ(x, t)
. (9)
The third input field, which is the specific internal energy, depends on the interatomic
potential. At this point, it must be noted that the original Irving–Kirkwood procedure was
limited to systems interacting through a pair potential function:
Vint = Vint(r12, . . . , r1N , r23, . . . , r(N−1)N )
=
∑
α
Vα, (10)
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where Vα is the energy of particle α, defined as
Vα :=
1
2
[∑
β
β<α
φβα(rβα) +
∑
β
β>α
φαβ(rαβ)
]
. (11)
and φαβ (α < β) is the energy corresponding to the interaction of the pair (α, β). In this
case, the specific internal energy is defined as
ǫ(x, t) := ǫk(x, t) + ǫv(x, t), (12)
where
ρǫk(x, t) :=
1
2
∑
α
mα〈‖vα‖
2W | xα = x〉, (13)
is the kinetic contribution to the specific internal energy , and
ρǫv(x, t) :=
∑
α
〈VαW | xα = x〉, (14)
is the potential contribution to the specific internal energy. According to the definition given
in (12), the specific internal energy at (x, t) is the weighted sum of the energy of each particle
with the probability that it is at x at time t. It is clear from the definition in (11) that the
interaction energy φαβ, between any two particles α and β, is shared equally between the
particles α and β. This is plausible for systems with identical particles interacting with pair
potential, but there is no a priori physically motivated way of deciding how to distribute the
energy for systems interacting through a multi-body potential. This is one of the primary
reasons why the definition for the specific internal energy and the energy balance equation
has to be re-examined as we do later in Section IID.
It is clear from the definitions in (7), (8), (13) and (14) that the integrals in these
equations converge only under appropriate decay conditions27 onW . Under these condition,
any continuously differentiable vector or tensor-valued function defined on the phase space
for all t (and satisfying certain additional decay conditions described in Ref27), we have35∫
R3
G · ∇xαW dxα = −
∫
R3
W divxαG dxα, (15a)∫
R3
G · ∇vαW dvα = −
∫
R3
W divvαG dvα. (15b)
The above identities are repeatedly used in deriving the equation of continuity, the equation
of motion, and the energy balance equation in the Irving–Kirkwood procedure.
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B. General interatomic potentials
In this section, we describe some properties of interatomic potentials, which play a cru-
cial role in extending the original Irving–Kirkwood procedure to multi-body potentials. In
addition, it gives new new insights into the original procedure which was limited to pair
potentials. This section is largely based on Ref27, and is briefly summarized here for com-
pleteness and to define the necessary notation and terminology.
In general, the internal part of the potential energy, also called the interatomic potential
energy, depends on the positions of all particles in the system:
Vint = V̂int(x1,x2, . . . ,xN), (16)
where the “hat” indicates that the functional dependence is on absolute particle positions
(as opposed to distances later on). We assume that V̂int : R
3N → R is a continuously
differentiable function.36 Due to the invariance of the potential energy with respect to rigid-
body motions and reflections, it can be shown that Vint in (16) can be expressed as a new
function37
Vint = V˘int(·), (17)
where the argument of V˘int is an N(N − 1)/2 tuple of “physically-realizable distances”.
Before we describe what this means, we note that the N(N − 1)/2 distances between the
N particles embedded in R3 are not independent. This can be easily seen for any collection
of 5 particles or more. Therefore, the set of all N(N − 1)/2 tuples of physically realizable
distances is a proper subset of RN(N−1)/2. In fact, it is a (3N − 6)-dimensional manifold
called the shape space of the system which is defined as
S := {(r12, r13, . . . , r1N , r23, . . . , r(N−1)N ) |
rαβ = ‖xα − xβ‖, (x1, . . . ,xN) ∈ R
3N}. (18)
For example, for a chain of 3 particles in one dimension, with positions x1 < x2 < x3, the
three distances (r12, r13, r23) must satisfy r12 + r23 = r13. Values of (r12, r13, r23) that do not
satisfy this constraint are not “physically realizable” and are therefore outside the shape
space manifold.
From the above discussion it is clear that the potential energy is only defined on the
shape space of the system. We will soon see that in order to derive the stress tensor, we
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need to evaluate partial derivatives like the following:
∂Vint
∂r12
=
lim
ǫ→0
Vint(r12 + ǫ, . . . , rN(N−1))− Vint(r12, . . . , rN(N−1))
ǫ
. (19)
It is clear that this relation requires us to evaluate the potential energy outside the shape
space since if (r12, . . . , rN(N−1)) is on S then by adding ǫ to one of the distances, we move
off it. Thus, the expression in (19) makes sense only when we extend the function to the
neighborhood of the shape space manifold (see Section 3.4 in Ref27 for a more detailed
discussion).
This is the reason we now restrict our discussion to those systems for which there exists
a continuously differentiable extension of V˘int, defined on the shape space, to R
N(N−1)/2.
This is a reasonable assumption because all interatomic potentials used in practice, for
a system of N particles, are either continuously differentiable functions on RN(N−1)/2, or
can easily be extended to one. For example, the pair potential and the embedded-atom
method (EAM) potential38 are continuously differentiable functions on RN(N−1)/2, while
the Stillinger-Weber39 and the Tersoff40 potentials which depend on the angles between
relative position vectors, can be easily extended to RN(N−1)/2 by expressing these angles
as a function of distances between particles. Therefore, we assume that there exists a
continuously differentiable function Vint : R
N(N−1)/2 → R, such that the restriction of Vint to
S is equal to V˘int:
Vint(s) = V˘int(s) ∀s = (r12, . . . , r(N−1)N ) ∈ S. (20)
An immediate question that arises is whether this extension is unique in a neighborhood
of s ∈ S. Note that for 2 ≤ N ≤ 4, 3N − 6 = N(N − 1)/2. Therefore, for 2 ≤ N ≤ 4, for
every point s ∈ S, there exists a neighborhood in RN(N−1)/2 which lies in S. However, for
N > 4, there may be multiple extensions of V˘int.
We will soon see that the quantity evaluated in (19) may differ for different extensions.
On the other hand, the internal force on any particle α,
f intα := −∇xαVint
= −∇xα V̂int (21)
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is uniquely defined for any extension. We next address the possibility of having multiple
extensions for the potential energy by studying the various constraints that the distances
between particles must satisfy in order to be embeddable in R3. We demonstrate, through
a simple example, how multiple extensions for the potential energy lead to a non-unique
decomposition of the force on a particle, which in turn leads to a non-unique pointwise
stress tensor.
Central-force decomposition and the possibility of alternate extensions
We first show that the force on a particle can always be decomposed as a sum of central
forces regardless of the nature of the interatomic potential. The force on a particle due to
internal interactions is defined in (21). This can also be evaluated using the continuously
differentiable extension Vint and the chain rule as
f intα (r12, . . . , r(N−1)N ) = −∇xαVint(r12, . . . , r(N−1)N )
=
∑
β
β 6=α
fαβ , (22)
where
fαβ :=

∂Vint
∂rαβ
xβ−xα
rαβ
if α < β,
∂Vint
∂rβα
xβ−xα
rαβ
if α > β,
(23)
is the contribution to the force on particle α due to the presence of particle β.
Note that fαβ is parallel to the direction xβ−xα and satisfies fαβ = −fβα. This leads us
to the important result that the internal force on a particle, for any interatomic potential
that has a continuously differentiable extension, can always be decomposed as a sum of central
forces, i.e., forces parallel to directions connecting the particle to its neighbors. This may
seem strange to some readers due to the common confusion in the literature of using the
term “central-force model” to refer exclusively to simple pair potentials. In fact, we see that
due to the invariance requirement stated above, all interatomic potentials (including those
with explicit bond angle dependence) that can be expressed as a continuously differentiable
function of distance coordinates, are central-force models. By this we mean that the force
on any particle (say α) can be decomposed as a sum (over β) of terms, fαβ, aligned with
the vectors joining particle α with its neighbors and satisfying action and reaction. The
difference between a pair potential and a many-body potential is that in the former fαβ
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only depends on rαβ whereas in the latter fαβ can depend on the distances between all
particles.
The next question is how different potential energy extensions affect the force decompo-
sition in (22). We have already seen through (21) that the force f intα is independent of the
particular extension used. However, we show below that the individual terms in the decom-
position, fαβ, are not unique. These terms depend on the manner in which the potential
energy, defined on the shape space, is extended to its neighborhood in RN(N−1)/2.
In order to construct different extensions, we use the geometric constraints that the
distances have to satisfy in order for them to be embeddable in R3.41 The nature of these
constraints is studied in the field of distance geometry, which describes the geometry of sets
of points in terms of the distances between them. One of the main results of this theory,
is that the constraints are given by Cayley-Menger determinants, which are related to the
volume of a simplex formed by N points in an N−1 dimensional space. The Cayley–Menger
determinant corresponding to N particles is given by
χ(ζ12, . . . ,ζ1N , ζ23, . . . , ζ(N−1)N)
= det

0 s12 s13 · · · s1N 1
s12 0 s23 · · · s2N 1
s13 s23 0 · · · s3N 1
...
...
...
...
...
s1N s2N s3N · · · 0 1
1 1 1 · · · 1 0

, (24)
where sαβ = ζ
2
αβ .
In the following example we restrict ourselves to one dimension since the resulting ex-
pressions are short and easy to manipulate, although this example can be readily extended
to any dimension. It is easy to see that in one dimension the number of independent coor-
dinates are N − 1 and for N > 2 the number of interatomic distances exceeds the number
of independent coordinates. Therefore, for simplicity, consider as before a system consisting
of three particles interacting in one dimension. The standard pair potential representation
for this system, which is defined for all ζ12, ζ13 and ζ23 is given by
Vint(ζ12, ζ13, ζ23) = φ12(ζ12) + φ13(ζ13) + φ23(ζ23). (25)
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We noted earlier that the distances between particles are geometrically constrained by the
requirement that one of the distance is equal to the sum of the other two. In spite of
this constraint, Vint is defined for all values of (ζ12, ζ13, ζ23). This clearly shows that the
pair potential is already an extension. Since the calculation gets unwieldy, let us again
consider the special case where the particles are arranged to satisfy x1 < x2 < x3, for
which r13 = r12 + r23. Using (22), the internal force, f
int
1 , evaluated at this configuration, is
decomposed as
f int1 (r12, r13, r23) = −
dVint
dx1
= −
dφ12
dx1
−
dφ13
dx1
= φ′12(r12) + φ
′
13(r13)
=: f12 + f13. (26)
We now construct an alternate extension to the standard pair potential representation given
in (25). This is done through the Cayley-Menger determinant corresponding to a cluster of
three points, which follows from (24) as
χ(ζ12, ζ13, ζ23) = (ζ12 − ζ13 − ζ23)(ζ23 − ζ12 − ζ13)
× (ζ13 − ζ23 − ζ12)(ζ12 + ζ13 + ζ23).
Since the Cayley–Menger determinant is related to the area formed by the three particles,
and the three particles are restricted to be in one-dimension, it follows that
χ(r12, r13, r23) = 0. (27)
Using the identity in (27), an alternate extension VAint is constructed:
VAint(ζ12, ζ13, ζ23) = Vint(ζ12, ζ13, ζ23) + χ(ζ12, ζ13, ζ23). (28)
Note that VAint is indeed an extension because from (27) it is clear that V
A
int is equal to Vint
at every point on the shape space of the system and it is continuously differentiable because
χ(ζ12, ζ13, ζ23), being a polynomial, is infinitely differentiable. Let us now see how the internal
force, f int1 , for the special configuration considered in this example, is decomposed using the
new extension:
12
f int1 = −
dVAint
dx1
= −
dVint
dx1
−
dχ
dx1
=
(
φ′12 −
∂χ
∂ζ12
(s)
∂ζ12
∂x1
(s)
)
+
(
φ′13 −
∂χ
∂ζ13
(s)
∂ζ13
∂x1
(s)
)
= (f12 − 8r12r23(r12 + r23)) + (f13 + 8r12r23(r12 + r23))
=: f˜12 + f˜13, (29)
where in the above equation s = (r12, r13, r23) is a point in the shape space S. It is clear
from (26) and (29) that the central-force decomposition is not the same for the two repre-
sentations, i.e., f12 6= f˜12 and f13 6= f˜13, however the force on particle 1, f
int
1 , is the same in
both cases as expected.
C. Equation of Motion and the stress tensor
The equation of motion and the stress tensor for multi-body potentials has been exten-
sively studied in the authors’ previous work27. We now present those parts of the derivation
which are necessary to derive the energy equation in Section IID. The equation of motion
from continuum mechanics is given by42
∂(ρv)
∂t
+ divx(ρv ⊗ v) = divx σ + b, (30)
where σ is the Cauchy stress tensor and b is the body force field. Using Liouville’s equation
and substituting in the definitions for mass density and the velocity fields defined in (7) and
(9), respectively, into (30), it can be shown that the stress tensor and the body force field
must satisfy
divx σ + b =−
∑
α
mα divx
〈
(vrelα ⊗ v
rel
α )W | xα = x
〉
−
∑
α
〈W∇xαVint | xα = x〉
−
∑
α
〈W∇xαVext | xα = x〉 , (31)
where
vrelα := vα − v (32)
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is the velocity of particle α relative to the pointwise velocity field. It is natural to associate
Vext with the body force field b in (31). We therefore define b(x, t) as
b(x, t) := −
∑
α
〈W∇xαVext | xα = x〉 . (33)
Substituting (33) into (31), we have
divx σ =−
∑
α
mα divx
〈
(vrelα ⊗ v
rel
α )W | xα = x
〉
−
∑
α
〈W∇xαVint | xα = x〉 . (34)
From (34), we see that the pointwise stress tensor has two contributions:
σ(x, t) = σk(x, t) + σv(x, t), (35)
where σk and σv are, respectively, the kinetic and potential parts of the pointwise stress.
The kinetic part is given by
σk(x, t) = −
∑
α
mα
〈
(vrelα ⊗ v
rel
α )W | xα = x
〉
. (36)
It is evident that the kinetic part of the stress tensor is symmetric. The kinetic stress reflects
the momentum flux associated with the vibrational kinetic energy portion of the internal
energy.
Continuing with (34), the potential part of the stress must satisfy the following differential
equation:
divx σv(x, t) =
∑
α
〈
Wf intα | xα = x
〉
, (37)
Equation (37) needs to be solved in order to obtain an explicit form for σv. In the original
paper of Irving and Kirkwood1, a solution to (37) was obtained for the special case of pair
potential interactions by applying a Taylor expansion to the Dirac delta distribution. In
contrast, Noll showed that a closed-form solution for σv can be obtained by recasting the
right-hand side in a different form and applying a lemma proved in Ref3. We proceed with
Noll’s approach, except we place no restriction on the nature of the interatomic potential
energy Vint.
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Derivation of the pointwise stress tensor
We substitute the force decomposition given in (22) corresponding to a continuously
differentiable extension into the potential part of the pointwise stress tensor in (37) to
obtain
divx σv(x, t) =
∑
α,β
α6=β
〈Wfαβ | xα = x〉. (38)
On using the identity
〈fαβW | xα = x〉 =
∫
R3
〈fαβW | xα = x,xβ = y〉 dy, (39)
equation (38) takes the form
divx σv(x, t) =
∫
R3
∑
α,β
α6=β
〈Wfαβ | xα = x,xβ = y〉 dy. (40)
We now note the following lemma due to Noll, which will be used to obtain a closed-form
solution to the output fields derived in the Irving–Kirkwood procedure.
Lemma 1 Let f (v,w) be a tensor-valued function of two vectors v and w, which satisfies
the following three conditions:
1. f (v,w) is defined for all v and w and is continuously differentiable .
2. There exists a δ > 0, such that the auxiliary function g(v,w), defined through
g(v,w) := f (v,w)‖v‖3+δ‖w‖3+δ, (41)
and its gradients ∇vg and ∇wg are bounded.
3. f (v,w) is antisymmetric, i.e.,
f (v,w) = −f (w, v). (42)
Under the above conditions, the following equation holds:43∫
y∈R3
f (x,y) dy =
−
1
2
divx
∫
z∈R3
[∫ 1
s=0
f (x+ sz,x− (1− s)z) ds
]
⊗ z dz. (43)
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xα
β (1− s)z
sz
FIG. 1. A schematic diagram helping to explain the vectors appearing in the pointwise potential
stress expression in (44). The bond α–β is defined by the vector z. When s = 0, atom α is located
at point x, and when s = 1, atom β is located at x.
It is clear that being anti-symmetric, the integrand in the right-hand side of (40) satisfies all
the necessary conditions for the application of Lemma 1. Conditions (1) and (2) are satisfied
through the regularity conditions on W . Therefore, using Lemma 1, we have
σv(x, t) =
1
2
∑
α,β
α6=β
∫
R3
∫ 1
s=0
〈−fαβW | xα = x+ sz,xβ = x− (1− s)z〉 ds⊗ z dz.
(44)
The expression for the potential part of the pointwise stress tensor in (44) is a gen-
eral result applicable to all interatomic potentials. We make some important observations
regarding this expressions below:
1. The expression for σv given in (44) has an easy interpretation. σv at a point x is
the superposition of the expectation values of the forces in all possible bonds passing
through x. The variable z selects a bond length and direction and the variable s slides
the bond through x from end to end (see Fig. 1).
2. σv is symmetric. This is clear because fαβ is parallel to z and z ⊗ z is symmetric.
Since the kinetic part of the stress in (36) is also symmetric, we can conclude that the
pointwise stress tensor is symmetric for all interatomic potentials.
3. Since σv depends on the nature of the force decomposition and different extensions of
a given potential energy can result in different force decompositions, we conclude that
the pointwise stress tensor is non-unique for all interatomic potentials (including the
pair potential).
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The non-uniqueness of the pointwise stress tensor also plays an important role in the energy
equation, derived in the next section, since the stress appears in it.
D. Equation of energy balance
The energy balance equation from continuum mechanics is given by
∂ρǫ
∂t
+ divx(q − σv + ρǫv) = 0, (45)
where ǫ is the specific internal energy and q is the heat flux vector. We saw in the previous
section that the Irving–Kirkwood procedure extended to general interatomic potentials yields
various possible definitions for the stress tensor. In a similar vein, we hope to use this
extended procedure to derive possible definitions for the heat flux vector for arbitrary multi-
body potentials. Before that, let us look at the definition for the heat flux vector given by
the original Irving–Kirkwood procedure for the case of a pair potential. The heat flux vector
in this case is decomposed as
q := qk + qT + qv, (46)
where
qk :=
1
2
∑
α
mα〈‖v
rel
α ‖
2vrelα W | xα = x〉, (47)
qT :=
1
2
∑
α
〈vrelα VαW | xα = x〉, (48)
and
qv := −
1
2
∑
α,β
α6=β
∫
z∈R3
z
‖z‖
z · φ′αβ
∫ 1
s=0
〈(
vα + vβ
2
− v
)
W | xα = x+ sz,xβ = x− (1− s)z
〉
ds dz,
(49)
represent the kinetic part, transport part, and the potential part of the heat flux vector
respectively. It was shown by Noll3 that if the heat flux vector is defined according to (46),
then along with the definition for the specific internal energy given in (12), and Lemma 1,
the energy balance equation (45) is identically satisfied. We can now try to extend this
procedure to arbitrary multi-body potentials by defining a potential energy extension and
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repeat the steps given in Ref3. But before we can do so, we must grapple with the ambiguity
that arises in the definition for the potential part of the specific energy, ǫv, given in (14).
As mentioned at the end of Section IIA, in order to define ǫv for multi-body potentials we
must give a precise definition for the energy of each particle Vα as done in (11) for a pair
potential. Even for the case of identical particles, it is not a priori clear how to distribute the
energy between the particles for a multi-body potential. It is clear from (48) that this results
in an ambiguous definition for qT which depends on the definition for Vα. Moreover, one
would expect that the definitions for the pointwise fields should be invariant with respect to
addition of any constant to the potential energy. It is clear that all the definitions discussed
so far satisfy this invariance except for (48). Therefore a question that naturally arises is,
whether the decomposition of energy is necessary to derive the energy balance equation.
An alternate approach which we think is more reasonable comes from a paper by Murdoch7
in his spatial averaging procedure. Here we adapt this approach to the Irving–Kirkwood
procedure.
An alternate derivation of the energy balance equation
The alternate derivation for the energy balance equation in this section leads to an ex-
pression for the heat flux vector which does not contain the transport part. Moreover, this
derivation applies to any multi-body potential with a continuously differentiable extension.
Under this alternate derivation we have the following input and output fields:
Input Output
ρ
v
ǫk
→

ǫv
b
σ
q = qk + qv

(50)
We consider the terms in (45), beginning with ρǫk defined in (13). For simplicity, we assume
Vext = 0. We have
∂Ek
∂t
=
1
2
∑
α
mα
〈
‖vα‖
2∂W
∂t
| xα = x
〉
, (51)
where Ek := ρǫk. Using Liouville’s equation given in (3), we obtain
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∂Ek
∂t
=
1
2
∑
α
mα
〈
‖vα‖
2
∑
β
(
−vβ · ∇xβW +
∇xβV
mβ
· ∇vβW
)
| xα = x
〉
= −
1
2
∑
α
mα
〈
‖vα‖
2vα · ∇xαW | xα = x
〉
−
1
2
∑
α
〈
‖vα‖
2f intα · ∇vαW | xα = x
〉
,
=: q1 + q2, (52)
where we have used the identities (15a) and (15b). Now note that the term ‖vα‖
2vα can be
written as
‖vα‖
2vα = ‖v
rel
α ‖
2vrelα + 2(v
rel
α ⊗ v
rel
α )v+
v‖vα‖
2 + ‖v‖2vrelα . (53)
Consider q1, the first term of (52). Using (53) and the definitions for qk, σk and Ek given
in (47), (36) and (13) respectively, q1 can be expressed as
q1 = − divx(qk − σkv + Ekv)−
1
2
‖v‖2 divx
∑
α
mα
〈
vrelα W | xα = x
〉
= − divx(qk − σkv + Ekv), (54)
since
∑
αmα〈v
rel
α W | xα = x〉 = 0. Now consider q2, the second term of (52). Integrating
by parts, and using the regularity conditions on W , q2 takes the form
q2 =
∑
α
〈vα · f
int
α W | xα = x〉. (55)
Using (54) and (55), (52) becomes
∂Ek
∂t
= − divx(qk − σkv + Ekv) +
∑
α
〈vα · f
int
α W | xα = x〉
= − divx(qk − σkv + Ekv) +
∑
α
〈vrelα · f
int
α W | xα = x〉
+
[∑
α
〈f intα W | xα = x〉
]
· v. (56)
We know from the momentum balance equation (see (37)) that
divx σv =
∑
α
〈f intα W | xα = x〉. (57)
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Using (57), together with the identity
divx(Tb) = div(T ) · b+ T : ∇xb,
where T and b are continuously differentiable tensor and vector-valued functions of x re-
spectively, and noting that σ = σk + σv, (56) can be rewritten as
∂Ek
∂t
= − divx(qk − σv + Ekv)
+
∑
α
〈vrelα · f
int
α W | xα = x〉 − σ : ∇xv. (58)
Now, consider the middle term on the right-hand side of (58) which is given by
q3 :=
∑
α
〈vrelα · f
int
α W | xα = x〉. (59)
Substituting the force decomposition given in (22) corresponding to a continuously differen-
tiable extension, into (59), we obtain
q3 =
∑
α,β
α6=β
〈vrelα · fαβW | xα = x〉
=
∑
α,β
α6=β
∫
R3
〈vrelα · fαβW | xα = x,xβ = y〉 dy
=
∫
R3
[gS(x,y) + gAS(x,y)] dy, (60)
where
gS(x,y) =
1
2
∑
α,β
α6=β
〈(fαβ · v
rel
α + fβα · v
rel
β )W | xα = x,xβ = y〉, (61)
gAS(x,y) =
1
2
∑
α,β
α6=β
〈(fαβ · v
rel
α − fβαv
rel
β )W | xα = x,xβ = y〉. (62)
It is easy to check that gAS(x,y) = −gAS(y,x), i.e., it is antisymmetric with respect to its
arguments. Moreover, the second integrand on the right-hand side of (60) satisfies all the
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necessary conditions for the applications of Lemma 1. Using Lemma 1, we can express the
second integral in (60) as ∫
R3
gAS(x,y) dy = − divx qv. (63)
where
qv :=
1
2
∑
α,β
α6=β
∫
z∈R3
z
∫ 1
s=0
〈
fαβ ·
(
vα + vβ
2
− v
)
W | xα = x+ sz,xβ = x− (1− s)z
〉
ds dz.
(64)
Substituting (63) into (60), and noting that∫
R3
gS(x,y) dy =
1
2
∑
α,β
α6=β
〈fαβ · (vα − vβ)W | xα = x〉,
=: g¯S(x, t) (65)
we obtain
∂Ek
∂t
= − divx[qk + qv − σv + Ekv]− σ : ∇xv + g¯S(x, t). (66)
Now, recall the energy equation of continuum thermodynamics in (45). Subtracting (66)
form (45), we obtain
∂(ρǫv)
∂t
= − divx(q − qk − qv + ρǫvv) + σ : ∇xv − g¯S(x, t). (67)
The following step is a crucial part of our derivation. Note that in contrast to the original
Irving–Kirkwood derivation, the transport part of the heat flux, qT, does not appear here.
We can therefore identify the heat flux vector q with qk + qv, i.e.,
q := qk + qv. (68)
Thus, (67) reduces to
∂(ρǫv)
∂t
= − divx(ρǫvv) + σ : ∇xv − g¯S(x, t),
which implies that
ǫv
∂ρ
∂t
+ ρ
∂ǫv
∂t
= ǫv divx(ρv)− ρ∇ǫv · v
+ σ : ∇xv − g¯S(x). (69)
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Using the equation of continuity, (69) simplifies to
ρ
(
∂ǫv
∂t
+∇ǫv · v
)
= σ : ∇xv − g¯S(x, t), (70)
which implies that
ρǫ˙v = σ : ∇xv − g¯S(x, t). (71)
It is clear from (71) that we now have a new definition for the specific internal energy (similar
to the one obtained by Murdoch7 in the Murdoch procedure) given by
ǫv(x, t) =
∫ t
0
1
ρ
(σ : ∇xv − g¯S(x, t)) dt+ c. (72)
This definition does not require a decomposition of the total energy to individual atoms,
i.e., it is independent of a particular choice for Vα, contrary to what is observed in the
original Irving–Kirkwood procedure and its generalization to multi-body potentials found
in the literature (see Ref22,28–31).
In summary, we obtained new definitions for ǫv and q, which are quite different from
those obtained in the Irving–Kirkwood procedure. We believe that the new definitions for
ǫv and qv given in (72) and (68) respectively are more physically reasonable as compared
to those given in (14) and (46) due to the following features which are not observed in the
Irving–Kirkwood procedure or any of its previous generalizations to multi-body potentials:
1. The definitions for q and ǫv given in (68) and (72) depend on the derivative of the
potential thus making them invariant with respect to changes in the potential energy
by a constant. This is a rather natural thing to expect.
2. The heat flux vector obtained in the alternate derivation does not have transport
part. This suggests that we look for numerical experiments which yield a non-trivial
transport part using the original Irving–Kirkwood procedure. Most of the numerical
experiments found in the literature, which study the energy balance equation obtained
though the Irving–Kirkwood procedure, lump the transport part into either the kinetic
or potential parts of of the heat flux vector and do not observe it separately. Hence,
there has been no extensive numerical study of the role of this term. If indeed the
expression for the transport part of the heat flux vector found in the Irving–Kirkwood
procedure always has a negligible contribution to the heat flux vector, then its existence
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can be questioned. Preliminary numerical simulations we conducted to explore this
(which are not reported here) always yielded a negligible transport part.
3. From Section IIC and Section IID, it follows that the only ambiguity in the expressions
obtained through this modified derivation is the non-uniqueness of the pointwise stress
tensor, which is directly related to the force decomposition. It was shown in Ref27 that
this non-uniqueness vanishes in the thermodynamic limit.
III. EXPRESSION FOR MD SIMULATION
In the previous sections we saw that various pointwise fields can be obtained through the
Irving–Kirkwood procedure. As noted in Section II, the pointwise field are not continuum
fields. We identify the continuum fields with macroscopic observables obtained in a two-step
process:
1. A pointwise field is obtained as a statistical mechanics phase average.
2. A macroscopic field is obtained as a spatial average over the pointwise field.
We have seen that the pointwise fields obtained in the first step are defined as phase averages
with respect to a probability density function. Typically a molecular dynamics (MD) sim-
ulation is purely deterministic in nature, meaning that at a given instant in time, we have
a complete microscopic description of the system. Due to this knowledge, the probability
density function introduced in the Irving–Kirkwood procedure reduces to a Dirac delta dis-
tribution supported on the point in the phase space corresponding to the state of the system.
If (xMD(t), vMD(t)) denotes the evolution of an MD simulation, then the probability density
function WMD corresponding to an MD simulation is given by
WMD(x, v; t) =
∏
α
δ(xα − x
MD
α (t))δ(vα − v
MD
α (t)). (73)
Therefore, in an MD setting, the pointwise fields obtained in step 1 are localized to the
particle positions. Next, we spatially average these fields with respect to a normalized
weighting function that has compact support, thus obtaining expressions for the continuum
fields that can be numerically evaluated using the data generated in a MD simulation.
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Spatial averaging
A macroscopic quantity is by necessity an average over some spatial region surround-
ing the continuum point where it is nominally defined. Thus, if f(x, t;W ) is an Irving–
Kirkwood- pointwise field, such as density, stress or internal energy, the corresponding
macroscopic field fw(x, t) is given by
fw(x, t) =
∫
R3
w(y − x)f(y, t;W ) dy, (74)
where w(r) is a suitable weighting function.
It is important to note that due to the linearity of the phase averaging in the Irving–
Kirkwood procedure, the averaged macroscopic function fw(x, t) satisfies the same balance
equations as does the pointwise measure f(x, t).
Weighting function
The weighting function w(r) is a real-valued function44 with units of volume−1 which
satisfies the normalization condition ∫
R3
w(r)dr = 1. (75)
This condition ensures that the correct macroscopic field is obtained when the pointwise
field is uniform. For a spherically-symmetric function, w(r) = wˆ(r), where r = ‖r‖. The
normalization condition in this case is∫ ∞
0
wˆ(r)4πr2dr = 1.
The simplest choice for wˆ(r) is a spherically-symmetric uniform function over a specified
radius rw, given by
wˆ(r) =
 1/Vw if r ≤ rw,0 otherwise, (76)
where Vw =
4
3
πr3w is the volume of the sphere. This function is discontinuous at r = rw.
If this is a concern, a “mollifying function”9 that smoothly takes w(r) to zero at rw over
some desired range can be added (see (100)). Other possible choices include for example
Gaussian functions5, or spline function used in meshless methods45 (see Ref27 for details).
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Many physical interpretations can be given to the weighting function. See Ref7 for further
details.
One possible interpretation for a positive-valued w with compact support (as described
above) can be related to the physical nature of the experimental probe measuring the con-
tinuum fields. In this case, the size of the compact support represents the length scale over
which continuum fields are being measured. An alternative approach described by Murdoch
and Bedeaux7 is based on the requirement that “repeated spatial averaging should produce
nothing new”. In other words, spatially averaging a quantity that was already spatially av-
eraged should give the same average. This leads to a definite form for the weighting function
that also takes on negative values.
It is straightforward to see that substituting the expression given in (73) for the prob-
ability density function into (74) and performing the spatial averaging defined there using
any weighting function discussed above, we obtain expressions for continuum fields that can
be numerically evaluated using the data generated from an MD simulation. For example,
let us look at the mass density field given in (7) and repeated here with W = WMD:
ρ(x, t) =
∑
α
mα〈W
MD | xα = x〉. (77)
Spatially averaging this distribution with respect to the weighting function results in
ρw(x, t) =
∑
α
mαw(x
MD
α − x), (78)
where ρw denotes the continuum mass density field obtained by the spatial averaging of the
pointwise field ρ with respect to the weighting function w. Similarly, all other continuum
definitions for an MD simulation are obtained from their probabilistic versions. Following
is a catalog of definitions for continuum fields that can be evaluated in any MD simulation:
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pw(x, t) =
∑
α
mαvαw(x
MD
α − x), (79)
vw(x, t) =
pw(x, t)
ρw(x, t)
, (80)
σw(x, t) = σw,k(x, t) + σw,v(x, t), (81)
ǫw(x, t) = ǫw,k(x, t) + ǫw,v(x, t), (82)
qw(x, t) = qw,k(x, t) + qw,v(x, t), (83)
σw,k(x, t) = −
∑
α
mα(v
rel
α ⊗ v
rel
α )w(x
MD
α − x), v
rel
α = v
MD
α − v, (84)
ρwǫw,k(x, t) =
1
2
∑
α
mα‖v
MD
α ‖
2w(xMDα − x), (85)
qw,k(x, t) =
1
2
∑
α
mα‖v
rel
α ‖
2vrelα w(x
MD
α − x), (86)
σw,v(x, t) =
1
2
∑
α,β
α6=β
∫
R3
w(y − x)
∫ 1
s=0
〈
−fαβW
MD | xα = y + sz,xβ = y − (1− s)z
〉
ds⊗ z dz dy,
(87)
ǫw,v(x, t) =
∫ t
0
1
ρ
(σw : ∇xvw − g¯w,S(x, t)) dt, g¯w,S(x, t) =
1
2
∑
α,β
α6=β
fMDαβ · (v
MD
α − v
MD
β )w(x
MD
α − x),
(88)
qw,v(x, t) =
1
2
∑
αβ
α6=β
∫
R3
w(y − x)
∫
R3
z
∫ 1
s=0
〈
fαβ ·
(
vα+vβ
2
− v
)
WMD | xα = y + sz,xβ = y − (1− s)z
〉
ds dz dy.
(89)
The expressions for σw,v and qw,v given in (87) and (89) respectively, can be further simplified
by the following simple change of variables:
y + sz = u, y − (1− s)z = v, (90)
which implies that
z = u− v, y = (1− s)u+ sv. (91)
The Jacobian of the transformation is
J = det
 ∇uz ∇vz
∇uy⊥ ∇vy⊥
 = det
 I −I
(1− s)I sI
 = 1. (92)
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Using (90), (91) and (92), qw,v simplifies to
qw,v(x, t) =
1
2
∑
αβ
α6=β
∫
R3×R3
〈
fαβ ·
(
vα + vβ
2
− v
)
WMD | xα = u,xβ = v
〉
(u− v)b(x;u, v) du dv,
=
1
2
∑
αβ
α6=β
fMDαβ ·
(
vMDα + v
MD
β
2
− vw
)
(xMDα − x
MD
β )b(x;x
MD
α ,x
MD
β ), (93)
where
b(x;u, v) =
∫ 1
s=0
w((1− s)u+ sv − x) ds,
is called the bond function. Similarly, σw,v simplifies to
σw,v(x, t) =
1
2
∑
α,β
α6=β
−fMDαβ ⊗ (x
MD
α − x
MD
β )b(x;x
MD
α ,x
MD
β ). (94)
Hence, equations (78)-(86), (88), (93) and (94), are the most simplified form of continuum
fields that can be evaluated in an MD simulation. These expressions constitute a generaliza-
tion to many-body potentials of expressions originally given by Hardy5 for the special case
of pair potentials (noting that our expressions for the internal energy density and heat flux
vector which have modified forms). Other commonly-used definitions like the virial stress13
and the Tsai traction15 can be obtained as limiting cases of the above relations (see Ref27
for details). We therefore see that our formulation is unified in the sense that it shows how
all of these relations are related and provides a single framework that encompasses them all.
IV. NUMERICAL EXPERIMENTS
It was mentioned at the end of Section IID that the definitions obtained in the new
derivation are quite different and some qualitative differences were identified. We now try
to see how the definitions vary quantitatively. Various stress tensors obtained through this
unified framework were studied in Ref27 by the authors. In this section, we describe molecular
dynamics simulations that are carried out to compare the following two quantities:
ǫikw,v(x, t) =
1
ρ
∑
α
Vαw(x
MD
α − x)− ǫ
ik
w,v(x, 0), (95)
ǫw,v(x, t) =
∫ t
0
1
ρ
(σw : ∇xvw − g¯w,S(x, t)) dt. (96)
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Here ǫikw,v is the local spatial average of the potential part of the specific internal energy in
the original Irving–Kirkwood formulation. ǫw,v is the corresponding expression in the new
formulation taken from (88). The constant in (95) is chosen in order to compare the above
two equations from a fixed datum. To explore the role of the two parts of the integrand in
(96), we define
ǫ1w,v(x, t) :=
∫ t
0
1
ρ
(σw : ∇xvw) dt, (97)
ǫ2w,v(x, t) := −
∫ t
0
1
ρ
g¯w,S(x, t) dt, (98)
so that ǫw,v = ǫ
1
w,v + ǫ
2
w,v.
Interatomic potential
Since the unified framework applies to arbitrary multi-body potentials, it would have been
ideal to choose a multi-body potential for our numerical experiments. Unfortunately, since
as mentioned in the introduction, there is no rigorous way to distribute the total energy
among particles, the expression for ǫikw,v in (95) is ill-defined. Thus the only possibility
for comparison is in the special case of pair potential interactions in a system of identical
particles. In this case due to symmetry, it is reasonable to divide the energy equally among
the particles (see footnote32), thus arriving at a plausible definition for ǫikw,v. We will see that
even in this case the expressions in (95) and (96) are not equivalent. In more general cases,
we argue that only the new expression in (96) is well-defined.
Our system consists of particles arranged in a face-centered cubic crystal, stacked together
in the form of 15 × 15 × 15 unit cells, interacting through a modified Lennard-Jones type
potential. The Lennard-Jones parameter, ǫ and σ are arbitrarily set to 1. The potential has
the following form:
φ(r) = 4
[
1
r12
−
1
r6
]
− 0.0078r2 + 0.0651. (99)
The above equation has been rendered dimensionless by expressing lengths in units of σ and
energy in units of ǫ. As seen in the above equation, the standard Lennard-Jones potential
is modified by the addition of a quadratic term. This is done to ensure that φ(rcut) =
φ′(rcut) = 0, where rcut = 2.5, denotes the cutoff radius for the potential. We refer to this as
the “Modified Lennard-Jones potential”. The ground state of this potential is an fcc crystal
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FIG. 2. Plot showing the average specific potential energy and the average specific kinetic energy.
Since this is a constant energy simulation, their sum (black solid line) is always constant.
with a lattice constant of a = 1.556. Thus, the dimension of the sample at ground state
is given by its length l = 15 × 1.556 = 23.34. We use the velocity Verlet time integration
algorithm to evolve the system.
The weighting function, w(r), is chosen to be a constant with a suitable mollifying
function,9
w(r) =

c if r < R− δ
1
2
c
[
1− cos
(
R−r
δ
π
)]
if R − δ < r < R
0 otherwise
, (100)
where δ = 0.12, R is the radius of the sphere which forms the compact support and c =
1 − (δ/R)3 + 3(δ/R)2 − 1.5(δ/R). The constant c is chosen to normalize the weighting
function.
Experiment 1
We begin with a constant energy molecular dynamics simulation with periodic boundary
conditions. The atoms in the system are randomly perturbed to induce a temperature of
T = 0.145 in Lennard-Jones units after equilibration. Fig. 2 shows the evolution of the
average specific potential energy, i.e., the total potential energy divided by the mass (= N
in our case), and average specific kinetic energy, which add up to a constant specific internal
energy. (The average specific internal energy is constant since this is a constant energy
simulation.)
Now, suppose we are interested in evaluating the continuum quantities given in (95) and
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FIG. 3. Evolution of specific internal energy for a constant energy simulation with periodic bound-
ary conditions. (a) Plot showing the evolution of the potential part, ǫw,v, and the kinetic part,
ǫw,k, of the specific internal energy. The total specific internal energy (shown in black solid line) is
not strictly constant. (b) Plot comparing the evolution of the potential part of the specific internal
energy with its analogue, ǫikw,v, in the original Irving–Kirkwood procedure.
(96) at the center of our system. To do this, we choose R = 0.4l, which corresponds to a
length of 6 unit cells, for the radius of the compact support of the weighting function.
Fig. 3(a) shows a plot of the potential and kinetic part of the specific energy at the center
of the sample calculated using the weighting function given in (100). It is clear from the plot
that the total specific energy at the center of the sample has some oscillations up to about
200 time steps before these oscillations become negligible. This reminds us that although we
are performing a constant energy simulation, the specific internal energy at a point need not
be constant. Fig. 3(b) compares the different expressions for the potential part of the specific
internal energy given in (95) and (96). The plots for ǫw,v and ǫ
ik
w,v are in good agreement. It
is also clear from the plot that the contribution of ǫ1w,v to ǫw,v is negligible.
Experiment 2
In this experiment, we continue with the same system with periodic boundary conditions.
We begin with the particles at their equilibrium positions, with temperature T = 0. We allow
the system to evolve for the first 1000 time steps during which we observe small fluctuations
due to numerical noise. We then instantaneously increase the temperature to T = 0.2 using
a simple velocity rescaling thermostat and maintain this temperature for the rest of the
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FIG. 4. Evolution of specific internal energy for a constant temperature (applied after first 1000
time steps) simulation with periodic boundary conditions. (a) Plot showing the evolution of the
potential part, ǫw,v, and the kinetic part, ǫw,k, of the specific internal energy (b) Plot comparing
the evolution of the potential part of the specific internal energy with its analogue, ǫikw,v, in the
original Irving–Kirkwood procedure.
simulation. Again, we are interested in studying the continuum fields at the center of the
sample. We choose the radius of the compact support R = 0.4l for the weighting function,
as in the previous experiment. Fig. 4(a) shows the plot of ǫw,v, ǫw,k, and the total specific
internal energy at the center of the sample for this case. Fig. 4(b) compares ǫw,v with ǫ
ik
w,v.
It is clear from this plot that both ǫw,v and ǫ
ik
w,v are in good agreement with each other. It
is interesting to see that the contribution to ǫw,v due to ǫ
1
w,v remains negligible even after
increasing the temperature of the system.
Experiment 3
The setup is similar to the previous experiment except that now we do not apply periodic
boundary conditions. This means that the sample is free to expand once the temperature
of the sample is increased. The plots shown in Fig. 5 correspond to R = 0.4l. Fig. 5(a)
shows the plot of ǫw,v, ǫw,k and the total specific energy at the center of the sample, and
Fig. 5(b) compares ǫw,v with ǫ
ik
w,v. In this case we see from Fig. 5(b) that unlike the previous
two experiments there is a small negative contribution to ǫw,v due to ǫ
1
w,v — although the
magnitude is still very small. Note that the longer wavelength oscillations in energy in these
plots correspond to the pulsing of the sample as it expands and contracts about its mean
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FIG. 5. Evolution of specific internal energy for a constant temperature (applied after first 1000
time steps) simulation without periodic boundary conditions, using an averaging domain of radius
R = 0.4l. (a) Plot showing the evolution of the potential part, ǫw,v, and the kinetic part, ǫw,k, of
the specific internal energy. (b) Plot comparing the evolution of the potential part of the specific
internal energy with its analogue, ǫikw,v, in the original Irving–Kirkwood procedure.
thermally-expanded size.
It is also interesting to see how these continuum fields change as the averaging domain
size is decreased. As mentioned previously, as the weighting function tends to the Dirac
delta distribution, we expect the continuum fields to also become localized with increasing
magnitude. To see if this is indeed the case, we decrease the size of the averaging domain
by choosing R = 0.1l, which corresponds to a length of 1.5 unit cells. Fig. 6 shows the
plots for this case. Comparing Fig. 6(a) with Fig. 5(a), we see that ǫw,k remains the same,
while ǫw,v for the smaller averaging domain is about four times larger than its value for the
larger domain. Similarly comparing Fig. 6(b) with Fig. 5(b), we see that for the smaller
domain, ǫw,v is greater than four times ǫ
ik
w,v, whereas they were equal for the larger domain.
Moreover, the contribution due to ǫ1w,v to the specific internal energy is larger than that due
to ǫ2w,v. This clearly shows that for small averaging domains, the two definitions given by
(95) and (96) are quite different in nature. Based on our observations, we can conclude that
ǫw,v tends to localize more strongly with the averaging domain size than does ǫ
ik
w,v.
To rationalize these results, let us consider what happens to these definitions as the
weighting function tends to a delta distribution. In this case, ǫikw,v (see (95)) localizes to
the particle positions. The same also happens to all terms in the definition of ǫw,v (see
32
05
10
sp
ec
ifi
c
en
er
gy
2000 4000 6000 8000 1×104
Time step
ǫw,k
ǫw,v
ǫw
(a)
−1
0
1
2
3
4
5
6
7
8
9
10
sp
ec
ifi
c
en
er
gy
2000 4000 6000 8000 1×104
Time step
ǫ
1
w,v
ǫ
2
w,v
ǫw,v = ǫ
1
w,v
+ ǫ2
w,v
ǫ
ik
w,v
(b)
FIG. 6. Evolution of specific internal energy for a constant temperature (applied after first 1000
time steps) simulation without periodic boundary conditions, using an averaging domain of radius
R = 0.1l. (a) Plot showing the evolution of the potential part, ǫw,v, and the kinetic part, ǫw,k, of
the specific internal energy. (b) Plot comparing the evolution of the potential part of the specific
internal energy with its analogue, ǫikw,v, in the original Irving–Kirkwood procedure.
(96)) except for σw. This term localizes to the lines joining the particles rather than onto
the particles themselves. This observation provides a qualitative explanation, although not
complete, for the different behavior of the two definitions shown above.
V. SUMMARY
In this paper, we present a two-step unified framework for the evaluation of continuum
field expressions from molecular simulations: (1) pointwise continuum fields are obtained
using a generalization of the Irving–Kirkwood procedure to arbitrary multi-body potentials,
and (2) spatial averaging is applied to obtain the corresponding macroscopic quantities. The
latter lead to expressions suitable for computation in molecular dynamics simulations. It is
shown that the important commonly-used microscopic definitions for continuum fields are
recovered in this process as special cases.
In generalizing the Irving–Kirkwood to arbitrary many-body potentials we have had to
address two ambiguities inherent in the original procedure which lead to non-uniqueness
in the resulting expressions. The first ambiguity arises due to the non-uniqueness of the
partitioning of the force on an atom as a sum of central forces, which is directly related
to the non-uniqueness of the potential energy representation in terms of distances between
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particles. This is in turn related to the shape space of the system. The conclusion is that the
pointwise stress tensor is not unique, however we show in Ref27 that the macroscopic stress
obtained via spatial averaging becomes unique as the spatial averaging domain is taken to
infinity.
The second ambiguity in the original Irving–Kirkwood procedure arises due to the ar-
bitrary decomposition of energy between particles. We show that this decomposition can
be completely avoided through an alternative derivation for the energy balance equation.
This leads to new definitions for the specific internal energy and the heat flux vector. In
particular, the resulting potential part of the specific internal energy does not depend on
the arbitrary partitioning of the potential energy to individual particles, and the resulting
heat flux vector does not contain the “transport part” which is not invariant with respect
to the addition of a constant to the potential energy function.
The new definition for the specific internal energy is compared with the original Irving–
Kirkwood definition through a series of numerical experiments. Although our expression
applies to arbitrary many-body potentials, we have chosen to perform the comparisons for
the special case of a system of identical particles interacting through a pair potential since
this is the only case where the original Irving–Kirkwood internal energy density is well-
defined. This is due to the ambiguity in the decomposition of energy between the particles
in the original Irving–Kirkwood derivation (and existing extensions to the approach). In
our numerical experiments, we observe that both definitions agree for weighting functions
with support given by a ball of radius 0.6 unit cells and larger. However, as the weighting
function tends to a delta distribution, the two definitions scale differently. A qualitative
theoretical explanation for this difference is given based on the limiting behavior of the two
definitions as the averaging domain tends to a point.
It would also be of interest to compare the new expression for the heat flux vector to the
original Irving–Kirkwood expression. In order to do this, one has to study the transport
part of the heat flux. To our knowledge, this has not been done in the past because the
transport part is normally lumped into either the kinetic or potential parts of the heat flux
and not observed separately. Our new derivation shows that its existence is directly related
to the arbitrariness in the energy decomposition. Preliminary numerical studies of some
systems (not reported here) suggest that the transport part of the heat flux vector, which is
absent in the new derivation, tends to be negligible. Further work is necessary to determine
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whether this is a general result.
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