vehicle are assumed to be incapacitated, the X-38 flight controller must guide the vehicle autonomously from low earth orbit until deployment of a parafoil during the last minutes of flight. Since the flight envelope of this vehicle extends from hypersonic conditions down to the subsonic regime, its flight controller must deal with large changes in flight conditions. Currently, a Dynamic Inversion (DI) based controller is a prime candidate for the X-38. This controller intends to minimize gain scheduling, but seems to demand a large amount of development time and effort.
Introduction
The X-38, prototype vehicle for the Crew Return Vehicle (CRV), is under development at NASA's Johnson Space Center and Dryden Flight Research Center with collaboration from the European Space Agency. This vehicle serves as a "lifeboat" in the event of an emergency on the International Space Station. It has a unique lifting body shape patterned after the X-24A. Since any crewmembers aboard the 
Fig. 1 Dynamic Inversion Control
A fundamental assumption in this approach is that the plant dynamics are perfectly modeled, and therefore can be canceled exactly by the feedback functions. In practice this assumption is not realistic; the DI controller requires some level of robustness to suppress undesired behavior due to plant uncertainties 8 . To overcome this potential robustness problem, many studies employ singular value (µ)-synthesis to create a robust outer loop for the DI controller [1] [2] [3] 6, 9 , or some studies compare DI control and µ-synthesis techniques 10, 11 .
( ) ( )u
(1) synthesize a compensator and form a closed-loop system, then calculate the structured singular value 12 , µ, of this closed-loop system. The stability of the system can be simply measured by the magnitude of µ. If µ > 1, the system is not robust and if µ < 1, the system is robust. The advantage of µ-synthesis is that it directly creates a controller that optimizes the robust performance of a given multivariable system. But a major drawback of µ-synthesis is that it often produces a high order controller, a liability springing from the D-K iteration process 10 . This means that the dimension of the controller must be reduced for realistic applications. Also, despite the fact that commercial software is available for µ-synthesis, the software is still relatively complicated to use because of its mathematical complexity.
Therefore, engineering intuition is hampered during controller synthesis.
where x ∈ ℜ n is the state vector, u ∈ ℜ m is the control vector, while f is a nonlinear state-dependent function and g is a nonlinear control distribution function. If g(x) is invertible for all values of x, the control law is obtained simply by subtracting f(x) and multiplying g -1 (x) by both sides of (1):
(2) The next step is to command the aircraft to specified states. Instead of specifying the desired states directly, the rate of the desired states, x des , is often specif d. By changing in the previous equation to des , we get the final form of a dynamic inversion control law:
(3) x x x u f g des − = − 1 Even though the basic dynamic inversion process is simple, there are a few points to be emphasized. First, we assume g(x) is invertible for all values of x. However, this assumption is often not true; g(x) is not generally invertible if there are more states than there are controls (the usual case for aerospace vehicles). Furthermore, even if g(x) is invertible, when g(x) is small, the control inputs, u(x), become large. This growth is a concern because of actuator saturation. In addition, the dynamics of the actuators, as well as sensor noise in the feedback loop, are also neglected. Thus, a "perfect" inversion is not possible for most practical vehicles. In addition, DI is essentially a special case of the model-following technique 20 .
Similar to other model-following controllers, a DI controller requires exact knowledge of the model dynamics to achieve good performance. Therefore, robustness issues play a significant role during the design process. To overcome these difficulties, a DI controller is normally used as an inner-loop controller in combination with an outerloop controller, which is designed using some other control design technique.
Thus, it is desired to develop a systematic way to synthesize and analyze robustness of a DI-based controller in a straightforward manner so that engineering intuition can be easily applied throughout the design process.
The approach presented in this study employs Linear Quadratic Gaussian (LQG) techniques 13 to synthesize the outerloop controller. The LQG approach is a relatively easy-to-use design method for multivariable control design. It is a loop-shaping tool in the frequency domain that gives robustness to the system [14] [15] [16] [17] . Once a controller is synthesized, the completed design is analyzed using a time-domain quadratic performance index proposed by Ghaoui 18 , et al. to evaluate its performance. First, the designed LQG controller is compared with the full state feedback controller with the same feedback gain. Then, the same performance index is used for examining controller robustness. Controller robustness criteria include robustness due to parametric uncertainties as well as robustness due to process noise and measurement noise. Finally, the controller analysis is extended to a nonlinear system where both the control surface actuator positions as well as its rates are bounded.
The stability domain calculation methodology developed by Tarbouriech 19 , et al. is employed in this step. This nonlinear analysis gives the largest domain of stability around an assumed steady state operating point. In addition, a simple failure mode analysis in the event of one or more of vehicle's control surface actuators is performed using this nonlinear analysis methodology.
Loop-Shaping of theLQG Controller
It is pointed out in the last section that exact knowledge of the state dynamics as well as the control distribution functions is required for idealized DI controller synthesis. However, we usually lack "perfect" descriptions of state behavior in real life applications. Prototype vehicles like the X-38, typically have high uncertainties and the DI innerloop controller alone may not achieve acceptable performance. Therefore, a robust outer-loop must be added to compensate this inner-loop deficit. The use of an LQG outer-loop as a loop-shaping tool is proposed for this purpose.
Dynamic Inversion
The basic concept of DI is straightforward. In general, the air vehicle dynamics are expressed by where the "c" subscript denotes controller values and the "s" subscript denotes measured properties. Then, the performance index is rewritten as
Robustness Analysis
A useful and easily understood performance index, J w , is proposed by Ghaoui 18 , et al. This time domain performance index is simply the value of the usual linear quadratic performance index. However, Ghaoui, et al. show that, when this performance index is used for worst case analysis by taking the worst initial condition vector of unit magnitude, it is a simple, yet powerful metric for: 
( )
The parameter vector, p, can be broken down into combinations of the nominal value of p, p nom , and the variation from the the nominal value, ∆p, as
Then, a scalar measure of simultaneous changes in all parameters is defined as where α is a unit vector in the direction of the gradient: One of the applications of this performance index is to measure the performance of the system with parameter changes. Conceptually, this process first finds the worst direction in the parameter space and then stretches parameter variations in this direction until the system becomes unstable (i.e. J w →∞). A brief summary of how this robustness criterion applies to a compensated system follows.
( ) 18) which is evaluated at p, and 
Performance of the System with Noise
So far, all performance analyses assume no disturbances are present. However, the presence of 3 
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The objective is to find the largest possible Lyapunov stability parameter, ρ, such that the closedloop system is locally stable in the largest Lyapunov level set. In other words, we seek the largest domain of initial state vectors which produces a stable solution to the given Riccatti equation defined by Tarbouriech 19 , et al. Although this methodology produces an optimal solution by solving a given Ricatti equation, this optimal solution is dependent on the choice of state and control weight matrices as is always the case for Ricatti solutions. Therefore, the largest domain of initial condition predicted by this approach does not grantee the largest stable initial condition domain globally and the computed stability domain may still be a conservative prediction.
noise is inevitable in physical systems.
To accomplish this task, the worst disturbances are assumed to be feedbacks of the augmented state, x a , where the gain matrices are determined by the solution of the Riccati equation:
where S a , A a and Q a were defined in (13) and (23) 
where η is a Lagrange multiplier and W is determined
and P a is the solution to the Lyapunov equation:
A block diagram representation of a lateraldirectional bank angle steering controller for the X-38 is shown in Fig. 2 . This system commands a coordinated turn for the vehicle by commanding the bank angle to a desired value while holding sideslip angle near zero. The objective of this LQG controller design is to create a controller that meets both time and frequency domain specifications, which will be spelled out in the next section.
]

Domain of Stability for the System with Actuator Saturation
The time domain criterion we have chosen is a useful tool for controller robustness analysis. Its major drawback is that the entire structure is defined using a linear system assumption. However, most aerospace systems are not linear, and this point is especially significant since the performance of a DI controller is sensitive to the available control power. This concern, previously pointed out in the Dynamic Inversion section, essentially arises because the control inputs, u(x), are proportional to the inverse of the magnitude of the control distribution function. 
Fig. 2. Lateral-Directional Control System Design Requirements
The controller design procedure is iterative and centers on the design of a controller that satisfies a set of specifications. Specifications are usually stated in both the time domain and the frequency domain. A time domain requirement for the X-38 lateraldirectional system is defined by the time histories of a 10° bank angle response after a step input 24 . The boundaries of this requirement are graphically depicted in Fig. 3 . Two different Mach number dependent requirements are specified in the time domain. Clearly, the requirements for the subsonic regime are much tighter than for supersonic flight conditions. According to the requirements 24 , there is no sideslip angle constraint spelled out for lateraldirectional control of the vehicle. However, it is desired to have as small a sideslip perturbation as possible to maintain a coordinated turn at all times. Therefore, the control surface position and rate should be included when the boundary of the stability region is considered. Although, this is a significant weakness of DI methodology, relatively little research has come to the author's attention [21] [22] [23] . Recently, Tarbouriech 19 , et al. published a technique to compute a guaranteed domain of stability for a system subject to position and rate limited system inputs. They show two different approaches, the Algebraic Ricatti Equation (ARE) approach and the Linear Matrix Inequality (LMI) approach. Here, the simpler and more widely used approach of the two, the ARE approach, is employed to find the domain of the system stability. Under this assumption, for stability robustness, with modeling errors the loop gain referred to the output should satisfy:
Here, K represents the compensator. This uncertainty bound, obtained from the unmodeled dynamics, is applied in the high frequency region. Finally, the complete frequency domain bounds are shown in Fig. 4 . Next, frequency domain specifications are selected to assure the performance and stability robustness. Both of these robustness requirements are expressed using singular values. In general, it is thought of as the Bode magnitude plot for a singleinput, single-output (SISO) case, but singular values extend the concept to a MIMO system as well 25 . Thus, multiple-input, multiple-output (MIMO) design is carried out using classical control design concepts that align with engineering intuition. First, to achieve adequate response, the gain in the low frequency region must be high enough to give a quick response to the input while the slope of the singular values has to be steeper than -20dB per decade to reduce the steady state error. Further, we assume it is desirable to have at least 0.1 rad/sec of crossover frequency in order to obtain a good closedloop transient response. These requirements are integrated to form the singular value bounds in the low frequency region.
Performance
Requirement
X-38 Simulation Models
At high frequencies, singular values are bounded by the unmodeled dynamics associated with flexible modes and vibrational modes; both of which are often neglected in developing the rigid body plant model.
Here, the unmodeled dynamics model suggested by Stevens and Lewis 25 , which is expressed by the following transfer function, is employed to model the uncertainties of the X-38 vehicle at high frequency range:
The linearized X-38 mathematical model is extracted from the nominal trajectory generated by the Shuttle Engineering Simulator (SES), modified with X-38 parameters.
Three different flight conditions --subsonic (M = 0.64), transonic (M = 1.05) and supersonic (M = 2.38) --along the nominal trajectory are selected to partially represent the X-38's large flight envelope. For purposes of control synthesis, the transonic flight condition, where parametric uncertainties are maximum within the flight envelope, is employed throughout the design. Then, the designed controller is applied to all three conditions for analysis.
To create the X-38 plant model, the following linear lateral-directional model is used: This uncertainty model assumes the rigid body model is accurate to within 10% up to a frequency of 2 rad/sec, after which the uncertainty grows at the rate of 20 dB/decade. We assume m(ω ) to be bounded with multiplicative uncertainty in the X-38 vehicle transfer function. The multiplicative uncertainty is expressed in terms of an assumed plant model G(s) and the actual plant G′(s) by The numerical data for each flight conditions of the linearized models are presented in the Appendix. 
Control Surface Actuator Model
( ) ( ) [ ] ( ) ω ω ω j G j M I j G + = ′ ,(30)
Lateral Directional DI Controller
Lateral directional DI control equations are developed in this section. To control the lateraldirectional modes of the vehicle, the controller must deal with two axes simultaneously. Using DI control, this translates two states, roll rate and yaw rate, controlled by two control surfaces, ailerons and rudders.
Simplified linear lateral-directional equations can be written with respect to roll as well as yaw axes: Next, the roll rate and yaw rate dynamic equations to obtain aileron and rudder deflection angles are: 
Augmented System
Clearly, Dynamic Inversion alone does not achieve the desired specifications; stability robustness requirements at high frequencies are not met. Integrators are added to each control channel to correct this deficiency. The X-38 plant, actuators, and the DI controller are augmented to form the following system. 
DI Inner-Loop Controller
The combination of Dynamic Inversion Controller, the X-38 model, and control surface make up the DI inner-loop augmented system. This augmented inner-loop is: 
Observer Design
The objective of this step is to create a fast dynamics observer, which is to be used together with a regulator to form a LQG controller to satisfy both performance and stability robustness requirements. The form of the observer is a Kalman filter designed for the augmented system of the previous section with the following weighting matrices: with transfer function CΦ(s)BKΦ L (s)L. The singular values are plotted with solid lines in Fig. 7 . The singular values of the resulting system clearly meet the frequency domain specifications at all frequencies of interest.
Time Domain Analysis
Once the controller is designed to meet the frequency domain specification, its performance must be tested in the time domain against the time domain specification (Fig. 3) . Fig. 8 shows the response to a 10° bank angle step input to the system defined in (48). The bank angle response is within the design envelope while sideslip angle is negligible. Also, both control surfaces are relatively inactive; both displacement and rate are within the limits for each surface. Thus, the controller design satisfies time domain specifications at this stage. (1,1,1,1,1,1,1,1 
Regulator Design
Next, a regulator is designed assuming full state feedback. The resulting regulator is combined with the Kalman filter from the previous step, to form a LQG controller for the system. The regulator is based on LQR methodology and the following weighting matrices are selected for the LQR gain calculations so that the corresponding LQG singular value plot (Fig. 7) satisfy the singular value frequency domain requirements: (1,1,1,1,1,1,1,1,1×10 8 , 1×10 8 ) and R = I 2 The resulting regulator gain is: As previously discussed, the main advantage over classical methods for the DI design methodology is little need to schedule gains. To verify this claim, the designed controller, which is tuned at the transonic flight condition, is now applied to the other flight conditions without modifications. The other two flight conditions, subsonic and supersonic, illustrate the analysis. The same 10° bank angle step inputs are applied for all three cases and the resulting responses are presented in Fig. 9 . In the transonic and subsonic cases, the designed controller is able to stabilize the system. However, it fails to stabilize the system for the supersonic flight condition. In transonic and subsonic flight, control The value of this index is J wLQG = 1.25e+5 for the designed LQG controller. With full state feedback (LQR controller), the index decreased to J wLQR = 2.93e+4. Thus, the LQR controller is approximately four times lower cost than that of an LQG controller using the performance index of (49). The difference in performance comes from the fact that the LQG controller has to estimate unmeasured states using an observer, where the LQR controller employs all "perfectly measured" states for feedback.
surface activities are well below the limits in both rates and displacement. The objective of the DI controller is to produce the same desired response at all flight conditions; however, no constraints are imposed on control surface activities in DI control equation to achieve this objective. Control surface deflections and rates are based solely on the control distribution matrix. To avoid actuator saturation, the DI controller must command no more deflection or rate than the system hardware can provide. Otherwise, the system becomes nonlinear and the linear analysis may break down. However, these constraints overly restrict the available control power in some cases. Therefore, a controller selected with this process may not produce the "best" performance at all flight conditions. The "nominal" (design) condition must be selected carefully to achieve good performance in a wide range of flight conditions. The corresponding worst initial condition vector of unit length for the LQG controller is calculated as: 
Parametric Uncertainties
Twelve parameters are selected for parametric uncertainty analysis and they form the vector of plant parameters, p, in (15) as
. (51) For the purpose of studying an example, the value of three standard deviations for each parametric uncertainty is set to be equal to the magnitude of the nominal value of each parameter.
For the designed LQG controller, the gradient of the performance index with respect to these twelve parameters was calculated is:
Robustness Analysis
The designed LQG controller is analyzed using the performance index, J w , proposed by Ghaoui 18 , et al. First, the performance of the LQG controller is compared to that for the full state feedback, i.e., the LQR controller. Then, the same index is used to evaluate the robustness properties to parametric uncertainty as well as to sensor noise and to external disturbances (in particular, side force gust). Analysis is extended to a nonlinear system with an LQR controller. Both the control surface positions and rates are allowed to saturate and the guaranteed domain of stability is obtained. The magnitude of this gradient divided by the nominal J w is 175, indicating that the performance index increases 175 times for a one-sigma change in the worst direction for the parameter space. Fig. 10 shows 1/J w vs. σ where σ is defined in (16) for the system with the LQG controller.
Nominal Case
The following index is used throughout the controller analysis: 
(59) System instability occurs at σ = 1.65 in the worst direction in the parameter space. At the stability parameter margin, i.e., σ = 1.65,
The magnitude of the initial measurement noise is obtained by substituting Equations (57), (58) and (59) into (23) . The ratio between the actual values to the noise for sideslip angle and bank angle are calculated as 5.4%, and 17.4% respectively at t = 0.
[ ] (53) This indicates that the most important major contribution is from a decrease in L β and, to a lesser degree, a decrease in L p . The sensitivities of performance due to all the other parameters are negligible compared to these two parameters.
Domain of Stability with Actuator Saturation
The actuator position and rate limits are previously listed in Control Surface Actuator Model section. However, using the DI formulation, the actuator dynamics are not accessible directly. Instead, the desired yaw and roll acceleration and their time derivatives are used to limit the control inputs.
For the yaw axis, the desired yaw acceleration is bounded by Disturbance Analysis First, the original system defined in (43) is modified to accommodate a disturbance due to side force gust.
(54) (60) and the time derivative of the yaw acceleration is limited: The difference from the original system is the addition of the Γ dist w dis term. This formulation is interpreted as side force translated into the sideslip angle and this disturbed sideslip angle acts as a control. However, it is trying to destabilize the system rather than stabilize it. In our example, we select max β = 1 degree for transonic flight. 
tics and Astronautics
Assuming full state feedback with the regulator gain in (47) and no parametric uncertainties and disturbances, the maximum value of the stability parameter (ρ max ) is 14.5. When we consider the domain of stability in two different states, bank and sideslip angles, simultaneously, a 3-D plot is obtained (Fig. 11) . The system is stable up to 48.1° bank angle assuming no sideslip angle. Similarly, the system is stable up to 1.59° sideslip assuming no bank angle. The system is not guaranteed to be stable outside of this domain. Also, we assume the worst disturbances are feedbacks of the augmented state x a , where the gain matrices are determined by the solution of the Riccati equation (22). In our example, R w =1 and R v = diag (3, 1) are selected in (23) and the corresponding value of η is 6.84 × 10 4 by interpolation. The disturbances are given by the positive feedbacks defined in (23) 14 .5 Fig.  12 , which shows the stability region around the trim state in the two-dimensional space in sideslip angle and bank angle.
This figure shows that a relatively large stability domain is maintained for case numbers 2 and 5, where both of the rudders are available. On the other hand, when one or more of the rudders is inactive (cases 3, 4, and 6), the stability domain rapidly reduces.
Ailerons also contribute to stability; however, the contribution is relatively minor compared to that of the rudders for this example. After controller synthesis through loop shaping, its performance and robustness are analyzed using a performance criterion proposed by Ghaoui, et al. This proposed approach overcomes some of the difficulties associated with similar outer-loop controller design using µ-synthesis. The domain of stability is obtained for the system with bounded input position and rate, assuming full state feedback and using the method suggested by Tarbouriech, et al. This method is further applied to predict the size of the stability domain when one or more control surface actuators fail. It is useful for analyzing performance in the event of control surface actuator failure. Based on the results presented in this document, the following conclusions are drawn.
First, the desired dynamics of the Dynamic Inversion controller are specified through a loopshaping process for the Linear Quadratic Gaussian controller. Singular value plots provide the engineer with a graphical guide for selecting desired dynamics, without extensive background knowledge and experience.
Second, although a majority of the studies in the literature utilize the µ-synthesis approach, the results presented here indicate that Dynamic Inversion synthesis and robustness issues can be satisfactorily addressed with other methodologies. The approach presented in this work and µ-synthesis both specify controller constraints in the frequency domain, but the former performs most of the calculations in the time domain. In addition, the proposed approach is an extension of the classical control design approach while the µ-synthesis methodology is based on the extension of modern control technique. Therefore, a designer familiar with classical control design and time domain techniques, as is usually the case, can apply the same design philosophy to the multivariable DI controller design process. Lastly, the proposed controller analysis is done in straightforward fashion, yet it requires some iteration in the selection of quadratic weighting matrices. This rather tedious process is comparable to the iteration process needed for the selection of the input weighting matrices of µ-synthesis. Therefore, the fact that the proposed DI controller methodology is more intuitive and straightforward does not necessarily mean that less development is required. Note that all the anglular terms are expressed in radians.
