INTRODUCTION
In this paper, we consider the problem of object detection against a textured background, and in particular the detection of objects in sidescan sonar. The data set is a series of sidescan segments consisting of an unknown number of irregularly shaped objects in unknown areas of texture. We attempt, through an investigation of the statistical and geometric properties of the data to identify the regions of di erent textures and the locations of the objects simultaneously, the single point statistics of the various texture classes being known.
We consider object detection as a Bayesian image restoration task and propose a model using Gibbs eld structures to model the prior knowledge of object placement and a simpli ed model of image formation. In addition to providing a formal framework for introduction of multiple sources of information, this technique also allows the complexity of modelling to be controlled by speci cation of the whole model through a set of cooperating submodels.
The aim of the technique is to provide a robust object detection system, but also to develop a method for approaching the structuring of complex problems. The use of Monte Carlo Markov chain (mcmc) techniques, geometric structures and relevant parameterisations are proposed as such a method, with advantages in simplicity of model speci cation and ease of implementation.
MODEL DEVELOPMENT

SONAR Object Formation
The de nition of \object" depends on context | a geological object might have a sign ciantly di erent morphology than a pipeline inspection object. In this example, we are interested generically in discrete objects which protrude above the seabed, but which are still connected to it. The situation is shown diagramatically in gure 1, where we assume that a ray based approach to the sonar propagation problem is appropriate (1) . Due to the denser material of the object (either rock, or man-made items), the return from the front surface (point A) is much stronger than the background (there are also multiple returns from just in front of the object), and the sonar trace expected is as shown in gure 2. The sonar shadow (points B{C) after the object due to the majority of the energy being re ected is a very useful marker for this type of object.
We assume that the objects sought are essentially the same size and fairly homogenous in shape (the actual shape and size is made exible through the modelling methodology used). Further, we assume that the surrounding seabed is at least locally at, and that the return can be approximated through a texture model. The textures are assumed a priori knowledge, and the model is trained from representative examples extracted from an image not in the test set. Finally, we assume that the objects are distinct, so that a guard band of texture is always observed around them. This is essentially a modelling requirement which allows the system to simultaneously estimate likely texture class and detect objects. It also improves false positive rejection.
Model structure
We structure the modelling process by simulating the Bayesian posterior distribution. The variables of interest are texture class and object location on per pixel basis, which we model as random elds C and A respectively. When required, we denote the pair X for simplicity. We assume that the two elds do not interact (that is, the behaviour of objects is independent of the sediment (texture) type) and hence the posterior is: P(A; CjY ) / P(Y jA; C)P(A)P(C) (1) where Y is the observed image. In the description of the model we use a generic index for simplicity, so the pixel of interest is Y t with realisation y t .
To facilitate manipulation and computation, we assume that the distributions have Gibbs form (6) and a Metropolis algorithm is used for simulation (although there are many alternatives (7)). The neighbourhoods are speci ed graphically and are denoted generically as N i j (t) with jN i j (t)j elements (excluding the pixel of interest at t). The model is speci ed through geometric sizes of the neighbourhoods and parameters of the potential functions. All of these are related to physical constants, and hence are simple to estimate from the observed data.
Potential Functions
The overall potential function is a weighted sum of the likelihood and prior components:
where V L t (x; y) is the likelihood potential, V t (a) is the A eld (geometry) potential, and V t (c) is the C eld (texture) potential.
The number of parameters used in the model is relatively large. However, most of the parameters are estimated either through very simple rst order statistics of the observed image or through physical measurement of the geometry of the objects sought. Parameter construction is described in section 2.4.
The likelihood potential function combines a simple texture model with a geometrical template for the expected extent of the object and shadow, gure 3. This gure also de nes the neighbourhood areas used in constructing the potential function. The function:
where the maxf g function is used to ensure stability as above. Finally, to avoid specifying a return distribution for the object, a potential based on (6) This shows that similar means are expected when there is no object present, and a signi cantly higher object mean should be observed when an object is suspected.
The prior models describe some general features of the object detection problem and help mainly to constrain the reconstruction to likely realisations. The A eld prior is based on a modi ed Derin 
where the neighbourhood de nitions are as shown in gure 4. This potential encourages clustering within the inner neighbourhood (representing the observation that objects are small clusters of pixels), and encourages separation of models in the outer annulus neighbourhood (since objects should be distinct from each other).
The C eld prior on the texture classes estimated is based on the multinomial distribution (2). The main feature of this potential is that it encourages clustering of like labels, and hence models the main information: that textures tend to appear in clusters. The prior is de ned on a square neighbourhood centre the pixel of interest, N C (t), and we assume that the textures are a priori equally likely. Let n c = 1+jN C (t)j be the number of elements in the neighbourhood including the current pixel, and let n i (t) be the local histogram estimate over the neighbourhood. Then, after simpli cation the multinomial based model becomes:
V t (c) = s c (ln n c ! ? n c log C) n c P C i=1 ln(n i (t) + I(c t ; i))! (8) where there are C texture classes, and I(i; j) = ij is the indicator function. The parameter s c is calculated after pilot runs to match the dynamic range of the multinomial prior potential to the others used.
Parameter Construction
The model is constructed to make speci cation of the parameters as simple as possible, and the parameters used on the data set selected are shown in table 1. The sizes of the various neighbourhoods are calculated by extracting a set of objects from the data and computing their mean size. However, it would also be possible to simply x the sizes to any arbitrary value if a particular object morphology was required. Indeed the parameter values do not need to be particularly speci c, as the model used is suciently exible to deviate somewhat from the values used in detecting objects close to the norm. Table 1 : Constructed parameters for test data set.
and shadow, and the mean di erence is set to be roughly equal to the observed object to background mean di erence. The value of is slightly more arbitrary (it controls the degree of spread of mean di erence before all greater di erences are considered simply \big", and have the same potential). In this case, = 1:0 is found to give reasonable performance.
The speci cation of balancing parameters s c and s is more complex, since they are essentially modelling parameters introduced to allow comparison of disparate potentials. The tuning method used is to run the sampler for one pass and capture the dynamic range of the other potentials; the paramters are computed to approximately match the appropriate dynamic ranges, resulting in equal weighting. As with the other parameters, absolutely accurate matching is not required since the sampling structure of the model allows errors to be corrected on future passes.
The weights in the overall potential are chosen to reect subjective belief on the importance of the various components of the model, tempered by pilot runs of the sampler to judge the e ects. In this case, it was found that the likelihood function most reliably detected the objects, and hence is weighted more heavily; the value for w C is reasonably vague, and the small value for w A simply ensures that noise spikes from the likelihood are removed on average. The overall weight is, like the balance parameters, essentially a modelling choice. The value controls the average Metropolis swap rate; too high a value results in slow movement, while too low a value results in a great deal of noise being introduced at each stage. In theory, any value will work, but judicious experimentation in pilot runs of the sampler can settle on a value which balances the two extremes.
Initialisation Process
As with all mcmc techniques, the initial starting values for the elds should be irrelevant; the induced Markov chain should be allowed to settle for a sufcient length of time to \forget" the initial state. However, a reasonable initial estimate of eld contents, while not guaranteeing faster convergence of the sampler, may help in practice. In this example, the A eld is initialised by a crude metric based on the full model, and the C eld is initialised by a single pass of the iid texture model using maximum likelihood estimation of texture class.
EXAMPLE DETECTIONS
Experimental Technique
The data set used in this experiment were abstracted from a survey carried out in a major river estuary using a high frequency sidescan system. The data examples are all from the port channel of the tow sh (i.e., shadows appear on the left of the object), but this is simply coincidence.
For each example, the elds were initialised as described above; the sampler was then run for 23 iterations and the A eld was accumulated over the last 20 passes (the delay before accumulation allows for settling of the sampler). The accumulated image was thresholded so that objects remaining had at least a 25% probability of being true positives, and the result was edge detected and overlaid on the original images. The threshold for binarisation is not critical, although some experimentation is usually required to avoid loss of smaller objects.
Detected Objects
The detected objects in gures 5{8 show typical examples from the data set. All of the obvious objects in the dataset are detected, and there are few false postives. A particular feature is that many of the objects are not of the expected size or shape, but are still reliably detected. This is due to a combination of the exibility of the potentials used and tuning to general properties of the dataset, rather than to speci c values extracted from the dataset.
The three arrowed false positives are all caused by areas of the image which are su ciently close to the description of an object to confuse the likelihood function, and su ciently far from other objects not to be rejected by the A eld prior. However, all of them are of the order of one or two pixels in size (roughly 10 cm with this sonar), and therefore could be readily rejected by retuning the algorithm to look for slightly bigger objects.
DISCUSSION
The model developed has been shown to be e ective, with relatively low false positive rate and robust rejection of noise processes, even to the extent of ignoring anchor scars on the seabed ( gure 6). This is attributed to the divide-and-conquer strategy involved in the piecewise speci cation of multiple co- operating models to implement the whole system. In addition, the use of sampling techniques to simulate the Bayesian posterior improves noise reduction as well as providing a formal framework which allows the analysis to be implemented e ectively.
The structure implicit in the sampler implementation also allows for integration of other information sources, so it would be possible in the future to include further knowledge to improve the classi cation and object detection. Thus, for instance, if the area had been surveyed before, information from the last survey on typical object locations could be used to apply spatial priors on likely locations in the current work. Another improvement would be to include expert opinion about the interaction of objects and sediment types or more accurate models of sediment behaviour.
Development and tuning of the model is a relative weakness of this approach, although the majority of the parameters involved can be estimated from simple observation of the data. In addition, it is almost certainly easier to get a feel for the data being analysed if pilot runs of the sampler are attempted before running over all of the data set. As with all sampler based reconstruction techniques, there are a number of issues of convergence rate, mixing speed and stability which need to be considered as each model is set up (5, 8) . Estimating balancing parameters while doing this does not signi cantly increase modelling complexity.
CONCLUSIONS
A system has been outlined which describes an approach to object detection in sidescan sonar. This approach structures the search through the data using observed features of the objects required, integrated into a formal Bayesian framework. The advantage of this technique is that priors on the data being estimated are easily implemented, and can considerably improve the segmentation and object detection reliability. The technique also has the advantage of directly speci ying the geometry of the objects required, and directly relating the parameters to features readily calculable from an example of the data set. These make the model easier to initialise.
The results show that the system developed can reliably nd objects against variably textured backgrounds. The false positive rate is very low, once the priors are calibrated correctly. Calibration of the model is, however, only required on a per data set basis, rather than on a per image basis.
The structure of the model presented also provides a method for inclusion of generalised prior knowledge on the reconstruction task to be attempted. In this example only very general description of object location is added, but any relevant information which can be quanti ed could be added through the same scheme. Possible extentions are to include temporal and spatial prior models from previous surveys, or expert opinion on object morphology with respect to di erent sediment types.
