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We study effects of beyond the Standard Model physics coupling third generation quarks to
leptons of the first two generations. We parametrize these effects by dimension-six effective
operators, and we also consider related simplified UV completions: scalar leptoquark and W ′
models. We derive new constraints on these scenarios by using recent ATLAS measurements
of differential cross sections of single top production in association with a W boson, and also
show how these limits will evolve with future data. We also describe how the limits can be
significantly improved by using ratios of differential distributions with different flavours of
leptons.
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3I. INTRODUCTION
The LHC has now taken a significant amount of data at the TeV scale, but as yet it has found
no evidence for physics beyond the Standard Model (BSM). While the searches and measurements
performed at the LHC cover a tremendous range of BSM theories, it is not necessarily the case that
the space of all possible observable deviations from the Standard Model (SM) has been searched
for in the data. Furthermore, the LHC data set will grow significantly over the coming years, so it
is critical to explore all possible BSM theories that could be discovered.
The top quark is a particularly interesting sector of the SM being the heaviest known fundamen-
tal particle and coupling most strongly to the electroweak symmetry breaking sector. Furthermore,
the strong constraints from flavour physics on the other fermions of the SM are much weaker when
applied to the top. And finally, the production cross section for the top at the LHC is quite large, so
precision measurements can be made with present and future data with potentially groundbreaking
sensitivity to BSM physics.
One way to classify BSM models where new particles are too heavy to be directly produced at
LHC and therefore small deviations from the SM predictions are expected at low energy, is through
the Standard Model Effective Field Theory [1–3] (SMEFT). New physics effects are parametrized
by a set of higher-dimensional operators organized in a series expansion, with increasing operator
dimension. Even at dimension 6, there are 2499 operators, so it is very difficult to make general
statements. One strategy commonly taken, is to assume flavour universality and baryon number
conservation, which reduces the number of operators to 59 [3]. This strategy, however, does not
allow one to study physics coupled predominantly to the top quark.
The classification of effective operators contributing to top quark processes [4–6] marked the
beginning of a significant research activity devoted to find novel ways to constrain higher dimen-
sional operators involving top quarks using LHC data. The processes that have been considered
include top pair production [6–10], top decay [11, 12], and top production in association with a
Higgs [13, 14] a Z or γ [8, 14, 15], or b quarks [16]. There has also been a study using low energy
observables [17] as well as a future lepton collider [18]. In addition, there are two groups, TopFit-
ter [19–21] and SMEFiT [22, 23] that have performed global fits to data to constrain the space of
EFT operators coupling to tops. Finally, there is a review [24], that compiled the latest constraints
on the complete set of operators involving top quarks (modulo some assumptions about flavour).
In this work we consider the process of top quark production in association with a W boson as
an avenue to constrain as yet unconstrained operators in the SMEFT. This can be done thanks
4to the ATLAS measurement [25] of unfolded differential cross sections of pp → tW → bl+νl−ν¯,
which was not used in the global fits of [19–23]. The fact that the measurement is unfolded means
that the experimental uncertainties are removed from the final results, allowing us to compare
it to theoretical calculations of the cross sections at particle level. The differential nature of the
measurements is also crucial, because new physics, especially when parameterized via effective
field theory (EFT), will mainly show up in the high energy tails of distributions, while the SM
contributions will be largest in the phase space closer to the production threshold. Therefore,
differential measurements of the sorts in [25] can place novel constraints.
In practice, measurements such as [25] are sensitive to the full tW final state that consists of
leptonic (electron or muon) decays of the W and top quark because the W or the top are not
reconstructed. Therefore, this analysis searches for a final state consisting of
• One b-tagged jet
• Exactly two leptons of opposite charge
• Missing energy
• No additional hard jets (b-tagged or not),
which will be sensitive the process pp → tW → b`+`−νν¯, where ` = e, µ. In this study, we will
therefore focus on new physics that can contribute to this process, and thus couples to top quarks
as well as first or second generation leptons. We will ignore new physics coupling to τ , but see [26]
for a recent work. The impact of contact interactions involving two leptons (electrons or muons)
and two b-quarks in di-lepton final state was also recently studied in [27].
In this work, we will show that current data places a constraint on the scale Λ suppressing the
new physics operators which reads Λ >∼ few × 100 GeV. Given the center of mass energy of the
LHC, this bound is strictly outside the range of validity of the EFT. Therefore, we also consider
and constrain (by means of the same measurements) two simplified UV completions of our effective
operators.
The first simplified model belongs to family of leptoquark (LQ) models [28] and assumes the
presence of a single scalar field R with SM gauge quantum numbers (3, 2, 7/6) that couples only
to third generation quarks and leptons of either the first or second generation. If the LQ had
significant couplings to both the electron and muon, it would be excluded by strong constraints
from µ→ eγ [29].
5Recent experimental constraints on pair production of scalar leptoquarks at LHC can be found
in [30–34]. Most searches assume a leptoquark that couples the ith generation of quarks to the
ith generation of leptons (i = 1, 2, or 3) and do not apply to the scenario we are considering here.
One exception is [31], which places limits on LQ coupling top quarks to muons of order 1.2 TeV
(see also [35] which studies projections for HL-LHC). The analysis of [31] assumes that the LQ
has electric charge −1/3 (as opposed to the model we consider with charge 5/3), and this charge
assumption is used to distinguish leptons that come from the decay of the LQ vs. those that come
from the decay of the top. Therefore, we expect the actual limit to be somewhat weaker, but a full
recast is beyond the scope of this work.
Recent theory work on scalar leptoquark searches can be found in [36–45], with [45] specifically
focusing on leptoquarks that decay to top quarks and light charged leptons. The work of [38] uses a
recast of the CMS multi-lepton search [46] to set a limit of 800 GeV on this scenario. This scenario
can also be constrained by LEP data [47] with the one-loop correction to Z couplings to leptons
providing a particularly strong constraint. In this work, for completeness, we will consider masses
below these bounds, but the most interesting region is of course the region that is not excluded.
The second simplified model we consider is a generalized sequential W ′ model [48] with non-
universal couplings in flavour space where the charged gauge boson W ′ couples only to the third
generation left-handed quarks and first two generation left-handed leptons. Such sequential W ′
models have been recently studied in the context of anomalies in B-physics [49–53]. Direct searches
for such states typically look at couplings to only third generation quarks and leptons, so there are
no such bounds these types of vectors that couple to third generation quarks and first or second
generation leptons. Like the LQ model, if the W ′ has generic couplings to muons and electrons, it
will be excluded by the strong bounds on µ→ eγ [29]. If, however, the couplings to all flavours of
leptons are universal, there will be a GIM-like suppression of µ→ eγ just like for the SM W [54].
The W ′ also enters at one loop and modifies the Z boson decay, but how exactly it contributes
depends on the specific symmetry breaking mechanism responsible for the W ′ mass, which we have
not specified.
In this work we place bounds on these models and also estimate how the bounds will evolve
with more LHC data. For concreteness, we assume the LQ or W ′ only couples to electrons, but
if the new state only couples to muons the bounds will be very similar because our analysis is
approximately symmetric between e and µ. In the W ′ case with universal couplings to all flavours,
the bounds on the mass on the new physics will be approximately
√
2 stronger.
If there is new physics of this type, UV considerations as well as strong bounds from µ → eγ
6indicate that it generically couples dominantly to a single flavour of lepton. Therefore, inspired
by [55] and [26], we also consider ratios of measurements in the electron vs. muon channel. These
ratios have partial cancellation of systematic errors and place significantly stronger constraints if
new physics couples dominantly to one flavour of lepton. We explore the bounds these sorts of
measurements could place, but as yet no such measurements exist in the literature.
The organization of this paper is as follows. In Sec. II we enumerate the EFT operators that
contribute tW production and explain the three we focus on in this work. In Sec. III we describe
two simplified UV completions that can be mapped onto our operators of interest and that we will
also explore in this work. In Sec. IV we outline our simulation framework, in particular how we
compare to the results of [25], and in Sec. V we give the results achieved with current and future
measurements for the EFT and for the simplified UV completions. In Sec. VI, we explore the
improvements that can be obtained with new measurements using the ratios of distributions for
different flavours, and we conclude in Sec VII. Additional technical details are given in Appendix A.
II. EFT
The language of Standard Model Effective Field Theory (SMEFT) is very suitable for phe-
nomenological studies in presence of heavy BSM physics. In particular, when new physics degrees
of freedom are much heavier than the energy scales relevant to single top production, one can
describe the most general departures from the SM predictions in terms of higher dimension ef-
fective operators. The leading contributions come from dimension six operators [3] and can be
parametrized in terms of an effective lagrangian as follows
LEFT = LSM +
∑
i
ci
Λ2
Oi (1)
where Λ represents the scale of BSM particles and ci are dimensionless Wilson coefficients.
Single top production at LHC in association with a lepton pair pp → tlν¯ can be modified by
the presence of these higher dimensional operators. Among all possible dimension six terms (59
modulo flavour) that belong to the SMEFT lagrangian [3], one can identify 8 operators (modulo
flavour) that give rise to top-quark interactions that contribute at tree level to the process pp→ tlν¯
(see [24] for more details). We adopt the same notation and the same flavour assumption for the
fermion bilinears as in [24]: flavour diagonality in the lepton sector and U(2)q × U(2)u × U(2)d
flavour symmetry in the quark sector. Assuming this flavour symmetry, we can write down the
relevant operators for pp → tlν¯ by grouping them into three different classes depending on the
7nature of the induced top-quark interactions. In class I, we have the following operators:
c3ϕQ
Λ2
(ϕ†i
←→
D Iµϕ)(Q¯Lγ
µσIQL)
cϕtb
Λ2
(ϕ˜†iDµϕ)(t¯RγµbR) + h.c.
ctW
Λ2
Q¯Lσµνσ
ItRϕ˜W
µν
I + h.c.
cbW
Λ2
Q¯Lσµνσ
IbRϕW
µν
I + h.c. , (2)
where ϕ is the Higgs doubet, Q = (t b), and W Iµν is the W field strength tensor. These operators
induce anomalous Wtb couplings that are parametrized in the literature by the following effective
lagrangian [4]
LWtb = − g√
2
b¯γµ(VLPL + VRPR)tW
−
µ −
g√
2
b¯
iσµνqν
mW
(gLPL + gRPR)tW
−
µ + h.c. (3)
The explicit contributions of the operators in Eq. (2) to the anomalous Wtb couplings are given
by the following relations
VL = Vtb + c
(3)
ϕQ
υ2
Λ2
VR =
1
2
c∗ϕtb
υ2
Λ2
gR =
√
2 ctW
υ2
Λ2
gL =
√
2 c∗bW
υ2
Λ2
. (4)
The operators in Eq. (2) have been constrained in global fits using the full set of Tevatron and
LHC Run I data that include total cross-sections as well as differential distributions, for both
single top and pair production [20]. Comparable limits have been obtained also in studies that
considered just anomalous Wtb couplings at LHC, for an early study see [56] while for more recent
ones see [57–59]. Assuming an O(1) coefficient, the scale of new physics Λ probed in these analyses
varies from 400 GeV to 1 TeV, depending on the operator.
In class II we have the top chromomagnetic dipole operator
ctG
Λ2
Q¯LσµνT
atRϕ˜G
µν
a + h.c. (5)
which is responsible for anomalous couplings to the gluon [5]. Stringent bounds on this effective
operator coefficient can be found in more dedicated studies [9, 60]. Assuming an O(1) coefficient,
the scale of new physics probed in these analyses is Λ >∼ 1 TeV. Finally, in class III we have the
following four-fermion operators
c
3(1)
Qli
Λ2
(l¯iLγ
µσI liL)(Q¯LγµσIQL)
c
S(1)
tli
Λ2
(l¯iLeiR)(Q¯LtR)+h.c.
c
T (1)
tli
Λ2
(l¯iLσ
µνeiR)(Q¯LσµνtR)+h.c.
(6)
where li = (νi ei) and i = 1, 2, 3 represents the lepton family index. While operators belonging
to class I and II are already constrained by LHC + Tevatron measurements, class III operators
of Eq. (6) turn out to be currently unconstrained. In this work we want to fill this gap and we
will use the recent ATLAS measurement of differential cross-sections of single top quark produced
8in association with a W boson [25], with 36.1 fb−1, to put for the first time constraints on these
effective operator coefficients.
For concreteness, we assume that interactions involving the first generation leptons and third
generation quarks. Our analysis is approximately symmetric between electrons and muons, so the
limits in the scenario that couples dominantly to 2nd generation leptons instead would have very
similar limits. If the new physics couples to both e and µ, it will be excluded by µ → eγ [29],
except for very specific flavour structures.
III. SIMPLIFIED MODELS
The EFT description discussed above is only valid up to the mass scale of new physics Λ where
it should be matched onto a dynamical model involving new degrees of freedom. If the higher
dimension operators are generated at tree level, then the matching implies the presence of new
charged particles. In this work we consider, in addition to EFT, two simplified UV models that
induce modifications to the single top production pp→ tlν¯ and can be matched into the operators
of Eq. (6). These models are a scalar leptoquark (LQ) model and a W ′ model, and will be presented
in more detail here. We will use the recent ATLAS measurement of single top differential cross-
sections [25] to put constraints in the mass vs coupling plane of these UV models.
A. Scalar leptoquark model
We consider the SM extended with a single scalar leptoquark R of mass MR in the SM gauge
group representation (3, 2, 7/6). This is the only scalar leptoquark model that i) does not induce
proton decay at tree level [61] and ii) generates at low energy the EFT operators we are interested
in. The most general Yukawa couplings to SM fermions can be parametrized as follows [36]
LY = z∗ij e¯iRRa∗Qj,aL − y∗ij u¯iRRaablj,bL + h.c. (7)
where i, j = 1, 2, 3 run over the fermion generations. To map this model onto the EFT flavour
structure described in Sec. II, we take only the z13 and y31 couplings to be real and non-vanishing.
Furthermore, we assume |z13| = |y31| ≡ g. Therefore, integrating out the heavy leptoquark R at
tree level induces the following effective four-fermion operator
± g
2
M2R
(l¯LtR)(Q¯LeR) + h.c. (8)
9where the isospin and color contractions are not explicitly shown. Using the following Fierz relation
for anticommuting fields
(l¯LtR)(Q¯LeR) = −1
2
(l¯LeR)(Q¯LtR)− 1
8
(l¯Lσ
µνeR)(Q¯LσµνtR) (9)
we can see that we can match this model into the EFT operators of Eq. (6) if
c
3(1)
Ql
Λ2
= 0 and
c
S(1)
tl
Λ2
= 4
c
T (1)
tl
Λ2
≡ 4C1 (10)
where
C1 = ± g
2
8M2R
. (11)
The minus (plus) sign corresponds to the case of same (opposite) sign z13 and y31 couplings. While
other UV completions are possible for the scalar and tensor operators of Eq. (6), we take this one
to be representative.
B. W ′ model
We consider the SM extended with an additional gauge boson W ′ that couples only to left-
handed leptons and quarks as follows
L = gW√
2
klLν¯Liγ
µC lLij eLjW
′
µ +
gW√
2
kqLu¯Liγ
µCqLij dLjW
′
µ + h.c. (12)
where gW is the weak SU(2)L coupling, k
l
L and k
q
L are real rescaling factors and i, j = 1, 2, 3 run
over the fermion generations. Analogous to the LQ case, we assume that only the C lL11 and C
qL
33
couplings are non-vanishing and to further reduce the free parameters we assume C lL11 = C
qL
33 = 1.
In addition, we take |klL| = |kqL| = kL. Therefore, integrating out the heavy W ′ boson at tree level
induces the following effective four-fermion operator
± g
2
Wk
2
L
2M2W ′
(ν¯Lγ
µeL)(b¯Lγ
µtL) + h.c. (13)
that can be matched into the EFT operators of Eq. (6) if
c
3(1)
Ql
Λ2
≡ C2 and c
S(1)
tl
Λ2
=
c
T (1)
tl
Λ2
= 0 (14)
where
C2 = ± g
2
Wk
2
L
4M2W ′
. (15)
The minus (plus) sign corresponds to the case of same (opposite) sign klL and k
q
L couplings. We
see that the EFT coefficient has the same parametric scaling here as in the LQ case: couplings
squared divided by mass squared.
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IV. SIMULATIONS
Here we describe the simulation framework used to compute our results. In the case of EFT,
we implement the operators of Eq. (6) in FeynRules2.0 [62] and generate the corresponding UFO
modules to be used for event simulation. For the scalar leptoquark and W ′ models of Eq. (7) and
(12) we use the publicly available UFO modules, respectively [63] and [64]. For each BSM model,
we simulate pp → bl+νl−ν¯ events at tree-level, where l = e, µ and ν = νe, νµ, at center of mass
energy
√
s = 13 TeV using MadGraph5 aMC@NLO [65]. In Fig. 1 representative leading order SM
diagrams are shown. In Figs. 2, 3 and 4 representative leading order diagrams are shown for EFT,
LQ and W ′ models, respectively.
l
t
νb
W
g
ν
b W
l
ν
l
g
ν
t
W
t W
ν
b
l
b
l
ν
g
b
W
b
ν
b
t
W
l
FIG. 1: Representative leading order SM diagrams for pp→ bl+νl−ν¯.
FIG. 2: Representative leading order EFT diagrams for pp→ bl+νl−ν¯. The four fermion
interactions are shown with a red dot.
These events are subsequently showered with PYTHIA8 [66, 67]. Then, jet clustering is performed
using FastJet [68], implementing the anti-kt algorithm [69] with R=0.4. Finally, events are selected
according to the requirements of the ATLAS analysis [25], namely events must
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FIG. 3: Representative leading order LQ model diagrams for pp→ bl+νl−ν¯. The LQ lines are
shown in red.
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FIG. 4: Representative leading order W ′ model diagrams for pp→ bl+νl−ν¯. The W ′ lines are
shown in red.
• contain exactly one jet with pT > 25 GeV and |η| < 2.5 which is also b-tagged1 (the b-tagging
is performed by requiring that a parton-level b-quark is inside the jet);
• contain exactly two oppositely charged leptons (e or µ) with pT > 20 GeV and |η| < 2.5.
Because the results of [25] are presented unfolded from data, this analysis chain is sufficient to
compare to the data.
With the events that pass the selection criteria, we construct the following normalized differential
distribution as defined in the ATLAS analysis [25]:
• the energy of the system of the two leptons and the b-jet, E(llb);
• the mass of the two leptons and the b-jet, m(llb);
1 The analysis in [25] unfolds the effects of b-tagging.
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• the transverse mass of the leptons, the b-jet and the neutrinos, defined to be
mT (llννb) =
√√√√√
 ∑
i=l1,l2,b
pTi + pTmiss
2 −
 ∑
i=l1,l2,b
−→pTi +−→p Tmiss
2 (16)
where pTi = |−→pTi | and −→p Tmiss is the missing transverse momentum.
The ATLAS collaboration actually measures a total of six normalized differential distribution, but
we focus on these three because they show better sensitivity to our BSM models. Table I shows a
summary of the ATLAS measurements of the normalised differential cross-sections considered in
our analysis, with uncertainties shown as percentages.
E(llb) bin [GeV] [50,175] [175,275] [275,375] [375,500] [500,700] [700,1200]
(1/σ)dσ/dE [GeV−1] 0.000597 0.00322 0.00185 0.00135 0.000832 0.000167
Total uncertainty [%] 38 18 22 56 53 45
m(llb) bin [GeV] [0,125] [125,175] [175,225] [225,300] [300,400] [400,1000]
(1/σ)dσ/dm [GeV−1] 0.00051 0.00533 0.00538 0.00242 0.000949 0.000208
Total uncertainty [%] 43 20 21 26 30 34
mT (llννb) bin [GeV] [50,275] [275,375] [375,500] [500,1000]
(1/σ)dσ/dmT [GeV
−1] 0.0033 0.00123 0.000856 5.51×10−5
Total uncertainty [%] 11 48 43 55
TABLE I: Summary of the measured normalised differential cross-sections as in [25], with
uncertainties shown as percentages.
The BSM computation is performed at tree-level, and in order to compare our predictions
with the ATLAS results, we need approximate next-to-leading order (NLO) precision. Therefore,
we rescale each distribution by appropriate bin-dependent k-factors that we estimate by taking
the ratio of our SM predictions computed at NLO in αs to the tree-level SM predictions. The
SM NLO computation is performed in MadGraph5 aMC@NLO [65] by applying the diagram removal
procedure [70] where one removes all diagrams in the NLO real emission amplitudes that are doubly
t-resonant.
The resulting k-factors for m(llb) and mT (llννb) distributions are shown in Table II.
2 We can
2 We only use the E(llb) observable when computing ratios in Section VI where NLO effects cancel, so we have not
computed the k-factor for this observable.
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see that these k-factors vary between 0.7 to 1.1 depending on the measured quantity and the
bin. We will apply these k-factors to our tree-level predictions of EFT, scalar leptoquark, and W ′
models.
m(llb) bin [GeV] [0,125] [125,175] [175,225] [225,300] [300,400] [400,1000]
(1/σ)dσ/dm [GeV−1] NLO 0.00063 0.00513 0.00548 0.00296 0.00107 0.000104
(1/σ)dσ/dm [GeV−1] LO 0.00061 0.00494 0.00536 0.00302 0.00112 0.000117
k-factor 1.03 1.04 1.02 0.98 0.96 0.89
mT (llννb) bin [GeV] [50,275] [275,375] [375,500] [500,1000]
(1/σ)dσ/dmT [GeV
−1] NLO 0.00315 0.00205 0.000482 5.17×10−5
(1/σ)dσ/dmT [GeV
−1] LO 0.00290 0.00233 0.000628 7.31×10−5
k-factor 1.09 0.88 0.77 0.71
TABLE II: k-factors for m(llb) and mT (llννb) that we estimate by comparing the distributions of
NLO with tree-level SM events generated with MadGraph5 aMC@NLO and showered with PYTHIA8.
V. ANALYSIS AND RESULTS
In this section we give our results, focusing on computing 95% CL limits using current data
and projecting limits using future data. In order to determine the limits on the parameters of our
BSM models (EFT coefficients and simplified model couplings), we implement a simple chi-squared
analysis. For each differential measurement of the observable x the following reduced χ2 function
χ2 =
1
Nx − 1
Nx∑
i=1
[
1
σ
(
dσ
dx
)
i
− 1σ
(
dσ
dx
)exp
i
]2
(δσexpi )
2
, (17)
where Nx is the number of bins used in the measurement of the differential distribution of the ob-
servable x (see Table I), 1σ
(
dσ
dx
)
i
is the normalized differential distribution in the i-th bin computed
in the presence of new physics, 1σ
(
dσ
dx
)exp
i
is the measured normalized differential distribution and
δσexpi is the total experimental uncertainty (stat+syst) in the i-th bin which is reported as percent-
age of the measured value in Table I. We do not include any theoretical uncertainties which are
negligible with respect to the experimental ones. Moreover, no correlation matrix among different
bin uncertainties is considered since this information has not been made publicly available yet by
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the ATLAS experimental collaboration. For each BSM model, we scan over the model parame-
ters and compute the χ2 function of Eq. (17). Parameters are considered excluded at 95% CL if
χ2 > 2.2 for x = E(llb) or x = m(llb). On the other hand, parameters are considered excluded at
95% CL if χ2 > 2.6 for x = mT (llννb) because of the smaller number of bins.
A. EFT: current bounds at 36.1 fb−1
In the EFT case, where BSM phyiscs is parametrized by the effective operators in Eq. (6), we
consider two possible configurations for the operator coefficients. Configuration (i) corresponds
to the LQ-like case in which the coefficient of the first operator in Eq. (6) is set to zero and the
other two are taken to be proportional, as described in Eq. (10). In this case, BSM effects are
parametrized by a single effective coefficient that we called C1. Configuration (ii) corresponds to
the W ′-like case in which just the first operator coefficient is non-zero and is described by Eq. (14).
In this case, the BSM effects are parametrized by a single effective coefficient that we called C2.
In Fig. 5 we present current bounds at 95% CL on the EFT coefficients C1 and C2 obtained by
using the m(llb) (left plot) and mT (llννb) (right plot) differential distribution measurements at
36.1 fb−1 [25]. More details on the simulation and fitting procedure can be found in Appendix A.
The solid black curve represents the χ2 as function of C1, while the dashed blue curve represents
the χ2 as function of C2.
From Fig. 5 we can see that the mT (llννb) differential distribution measurement turns out to
be more sensitive to the EFT operators and it provides the following constraints
|C1| <∼ 5× TeV−2 |C2| <∼ 10 TeV−2 . (18)
Using the relations in Eq. (10) and (14) and assuming an O(1) value for the ci coefficients we can
translate those bounds into a bound on the BSM scale
Λ >∼ 300−400 GeV (19)
If instead we use the matching condition of Eq. (11) and (15) we get
MR >∼ g × 150 GeV (20)
and
MW ′ >∼ kL × 100 GeV (21)
respectively.
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FIG. 5: χ2 as function of C1 (solid black curve) and C2 (dashed blue curve) obtained by using the
m(llb) (left plot) and mT (llννb) (right plot) differential distribution measurements at 36.1 fb
−1.
We see from comparing the energy scales for these bounds to the high energy bins of our observ-
ables, that our limits are outside the regime of validity of the EFT for perturbative couplings. This
is particularly a problem for differential analyses like this one, where the strongest discrimination
power comes from the high energy bins. As we will see in the next subsection, with additional
data the limits become stronger, but they are still not generically within the regime of validity of
an EFT analysis. Therefore, to get a strictly valid analysis, it must be done in the framework of a
renormalizable model,3 which we do in Sections V C–V F.
B. EFT: expected bounds at 300 and 3000 fb−1
In this section we present the expected bounds on C1 and C2 at 300 and 3000 fb
−1 obtained by
using the same differential distributions. We consider two possible scenarios for how uncertainties
will scale with additional data. The first is an optimistic one in which the systematic uncertainties
are assumed to scale in accordance to the statistical uncertainties as L−1/2. The second scenario
is a pessimistic one in which the systematic uncertainties remain unchanged with respect to the
current uncertainties of [25]. In the reduced χ2 computation we fix the measured value to coincide
3 The massive W ′ still needs a mechanism to give mass the vector, but that does not necessarily affect our analysis.
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with the SM theoretical prediction. More details on the simulation and fitting procedure can be
found in Appendix A. In Fig. 6 the reduced χ2 as function of the effective operator coefficients
C1 (left plot) and C2 (right plot) is shown for the different scenarios considered at 300 and 3000
fb−1: solid lines represent the pessimistic scenario for future systematic errors, while dashed lines
represent the optimistic one. In both plots the mT distribution has been used to derive the expected
bounds since it provides the best sensitivity. Looking at the plots we can see that the pessimistic
300 fb-1
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FIG. 6: Expected behavior of the reduced χ2 as function of the effective operator coefficients C1
(left plot) and C2 (right plot) obtained using the mT distribution. In the left plot, the black solid
(dashed) curve corresponds to the pessimistic (optimistic) scenario for 300 fb−1, while the red
solid (dashed) curve corresponds to the pessimistic (optimistic) scenario for 3000 fb−1. In the
right plot, the blue solid (dashed) curve corresponds to the pessimistic (optimistic) scenario for
300 fb−1, while the green solid (dashed) curve corresponds to the pessimistic (optimistic) scenario
for 3000 fb−1.
scenarios do not provide any improvement on the limits regardless to the luminosity, this is due to
the fact that the uncertainty is dominated by systematic errors. Looking at the most optimistic
scenario at 3000 fb−1 we have instead the following improvement on the bounds
|C1| <∼ 3 TeV−2 |C2| <∼ 5 TeV−2 . (22)
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Using the relations in Eq. (10) and (14) and assuming an O(1) value for the ci coefficients we can
translate those bounds into a bound on the BSM scale
Λ >∼ 400−600 GeV (23)
which is higher than Eqs. (18) and (19), but still well below the invariant mass the high energy
events in this analysis.
C. Scalar leptoquark model: current bounds at 36.1 fb−1
Here we consider the scalar leptoquark model of Section IIIA. This model is characterized by
two parameters, the coupling g and the mass of the leptoquark MR.
4 In Fig. 7 we present 95% CL
bounds in the MR vs g plane obtained by using the m(llb) (grey curve) and mT (llννb) (blue curve)
differential distribution measurements and considering same sign Yukawa couplings z13 and y31.
More details on the simulation and fitting procedure can be found in Appendix A. We consider
values for the leptoquark mass bigger than 200 GeV in order to avoid top quark decay to an on-shell
leptoquark, t → Rl, which would strongly constrain that region of the parameter space. We also
note that recasts such as those in [38] exclude a significant portion of the considered parameter
space, and a dedicated analysis with current LHC data could like exclude even more. We allow our
coupling g to be relatively large, near and possibly beyond the boundary of where perturbation
theory is valid. At high end of the range we consider, higher order effects become very important.
Our simulations will remain at leading order except when indicated otherwise, but we note that
theoretical uncertainties on our limits at large couplings are significant.
The excluded regions in Fig. 7 lie above the curves. Here the best sensitivity is still obtained
by considering the mT differential distribution. The plot obtained by taking opposite sign Yukawa
couplings z13 and y31 gives identical exclusion regions because this model does not interfere with
the SM at tree level. In Fig. 7, for comparison we also show the EFT bound of Eq. (20), which
corresponds to a straight line in this plane. In accordance with our conclusion in Sec. V A, we
see that the EFT bound is everywhere stronger than the bound in the LQ model, confirming that
the EFT analysis is not strictly valid. The reason the EFT bounds are stronger is because the
dominant diagrams in the full theory are t-channel, such as the right diagram in Fig. 3. Because
t < 0, the effect of the EFT will be larger than that from the full theory, so the extracted bound
will be stronger.
4 The relative sign of the Yukawa couplings z13 and y31 is in principle observable, but it does not affect our analysis.
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FIG. 7: 95% CL bounds in the MR vs g plane obtained by using the mT (llννb) (blue curve)
differential distribution measurement at 36.1 fb−1. The dashed black line represnts the EFT
bound of Eq. (20).
D. Scalar leptoquark model: expected bounds at 300 and 3000 fb−1
In this section we present the expected bounds at 300 and 3000 fb−1 in the MR vs g plane
obtained by using the same differential distributions of the previous section and considering same
sign Yukawa couplings z13 and y31. As in Sec. V B, we consider two possible scenarios: an optimistic
one in which the systematic uncertainties are assumed to scale in accordance with the statistical
uncertainties and a pessimistic one in which the systematic uncertainties remain unchanged with
respect to the current uncertainties of [25]. In the reduced χ2 computation we fix the measured
value to coincide with the SM theoretical prediction. More details on the simulation and fitting
procedure can be found in Appendix A. In Fig. 8 the 95% CL expected exclusion regions are
shown for the different scenarios considered: the left plot makes use of the m(llb) distribution
while the right plot makes use of the mT (llννb) distribution. In Fig. 8 the solid (dashed) blue
curves correspond to the pessimistic (optimistic) scenario at 300 fb−1 while the solid (dashed)
red curves correspond to the pessimistic (optimistic) scenario at 3000 fb−1. Looking at the plots
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FIG. 8: 95% CL expected exclusion regions in the MR vs g plane: the left plot makes use of the
m(llb) distribution while the right plot makes use of the mT (llννb) distribution. The solid
(dashed) blue curves correspond to the pessimistic (optimistic) scenario at 300 fb−1 while the
solid (dashed) red curves correspond to the pessimistic (optimistic) scenario at 3000 fb−1.
we see that mT (llννb) can provide significant improvements over current data in the optimistic
scenario. On the other hand, the pessimistic scenarios do not provide any improvements on the
limits. As before, the plots obtained by taking opposite sign Yukawa couplings z13 and y31 give
identical exclusion regions and are not shown. This is due to the fact that the SM-BSM interference
contribution is null.
E. W ′ model: current bounds at 36.1 fb−1
Here we consider the W ′ model of Section IIIB. This model is characterized by two parameters,
the coupling rescaling factor kL and the mass of the W
′ boson M .5 In Fig. 9 we present 95%
CL bounds in the M vs kL plane obtained by using the m(llb) (grey curve) and mT (llννb) (blue
curve) differential distribution measurements and considering same sign rescaling coefficients klL
and kqL. More details on the simulation and fitting procedure can be found in Appendix A. The
5 As with the LQ model, the relative sign of the rescaling coefficients klL and k
q
L is observable, but has very small
effects on this analysis.
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excluded regions lie above the curves. We consider values for the W ′ mass bigger than 200 GeV
in order to avoid the top quark decay t → W ′b which would strongly constrain this region of the
parameter space. The plots obtained by taking opposite sign rescaling coefficients klL and k
q
L give
similar exclusion limits and are not shown. This is due to the fact that the SM-BSM interference
turns out to be very small.
In Fig. 9 we show for comparison also the EFT bound of Eq. (21), and we see that just as in the
LQ case, the bounds differ significantly. In this case, the EFT bounds are weaker than from the
full theory, as opposed to the LQ case. This is because the dominant diagrams are now s-channel
like the diagrams in Fig. 4, and 0 < s <∼ MR so the effects in the full theory are larger than the
EFT.
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FIG. 9: 95% CL bounds in the M vs kL plane obtained by using the m(llb) (grey curve) and
mT (llννb) (blue curve) differential distribution measurements at 36.1 fb
−1. The dashed black line
represnts the EFT bound of Eq. (21).
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F. W ′ model: expected bounds at 300 and 3000 fb−1
In this section we present the expected bounds at 300 and 3000 fb−1 in the M vs kL plane
obtained by using the same differential distributions of the previous section and taking same sign
rescaling coefficients klL and k
q
L. We consider the same optimistic and pessimistic scenarios as in
Secs. V B and V D. In the reduced χ2 computation, we fix the measured value to coincide with the
SM theoretical prediction. More details on the simulation and fitting procedure can be found in
Appendix A. In Fig. 10 the 95% CL expected exclusion regions are shown for the different scenarios
considered: the exclusion regions in the left plot are obtained by using the m(llb) distribution while
the exclusion regions in the right plot are obtained from the mT (llννb) distribution. The plots
obtained by taking opposite sign rescaling coefficients klL and k
q
L give similar exclusion limits and
are not shows. This is due to the fact that the SM-BSM interference turns out to be very small.
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FIG. 10: 95% CL expected exclusion regions in the M vs kL plane: the left plot makes use of the
m(llb) distribution while the right plot makes use of the mT (llννb) distribution. The solid
(dashed) blue curves correspond to the pessimistic (optimistic) scenario at 300 fb−1 while the
solid (dashed) red curves correspond to the pessimistic (optimistic) scenario at 3000 fb−1.
We see that the best sensitivity is still obtained by considering the mT differential distribution.
Looking at the plots we can see that for both m(llb) and mT (llννb) can provide significant im-
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provements over current data in the optimistic scenario, but that the pessimistic scenario does not
provide any improvement.
VI. IMPROVING EXPECTED BOUNDS WITH DIFFERENTIAL RATIOS
In this section we construct new ratio observables inspired by [55] and [26] and based on the
differential distributions we have previously used in our study. In particular we consider the
following differential e/µ ratios
Rx =
dσ(pp→ be+νee−ν¯e)
dx
/
dσ(pp→ bµ+νµµ−ν¯µ)
dx
(24)
computed for the observables presented in section IV-A with the same binning as Table I. In the
SM, these differential ratios are RSMx ' 1. Generic BSM is will affect the first and second generation
differently, and below we explore how observables in the class of Eq. (24) can be used to probe these
models. In particular, we use the parameterization of Sections II and III where the BSM fields
only couple to first generation leptons. These ratio variables are particularly useful because they
will have small total uncertainties since many of the systematic ones cancel in the computation of
the ratios themselves. We have also checked explicitly that NLO QCD corrections cancel out of
the ratio to very high precision.
The SM prediction for R is not exactly one because of QED radiation, namely effects of order
α log(E/m`), where E is the typical energy of the process and m` being the mass of the lepton,
which is course very different for the electron and muon. These will be O(few %) for R and we
use PYTHIA8 to do a leading log calculation of these effects. The SM prediction for Rx is given in
Table III where the uncertainties are due to Monte Carlo statistics. We have also explicitly checked
that when turning off QED radiation, PYTHIA8 predicts R = 1.
We can now use this variable to get projected limits with a given quantity of LHC data in the
mass vs. coupling plane of our two simplified models. We do this with a χ2 statistic:
χ2(g,m) =
∑
i
(Ri(SM)−Ri(g,m))2
σ2i (SM) + σ
2
i (g,m)
, (25)
where Ri(g,m) is the ratio for a given observable in a given bin, and for a given value of coupling
and mass. Ri(SM) is the SM prediction which is given in Table III. The uncertainties are purely
statistical, and controlled by the size of the MC sample in our study. Assuming Poisson statistics,
the errors are given by
σ2i = R
2
i
(
1
Ne
+
1
Nµ
)
(26)
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E(llb) bin [GeV] [50,175] [175,275] [275,375] [375,500] [500,700] [700,1200]
R 0.996 0.982 0.974 0.978 0.953 0.973
Uncertainty 0.018 0.009 0.011 0.013 0.016 0.020
mT (llννb) bin [GeV] [50,275] [275,375] [375,500] [500,1000]
R 0.9823 0.967 0.955 0.991
Uncertainty 0.0064 0.010 0.018 0.027
TABLE III: SM prediction for the flavour ratio in Eq. (24) taken from 1.2 M Monte Carlo
events. Uncertainties are purely statistical.
where Ne (Nµ) are the number of electron (muon) events in the ith bin. This formula assumes that
Monte Carlo statistics dominate the uncertainty, which is a good approximation for this variable
where most of the higher order corrections cancel or are small.
We show the projected 95% exclusions with these ratios in Fig. 11. We are only able to simulate
100k Monte Carlo events (equivalent to ∼ 100 fb−1) for each point for the BSM scenarios, and those
exclusion curves are shown in the solid blue for the leptoquark and W ′ models. As in Section V, we
find that mT places the strongest constraints, but we also present constraints using E(``b) because
it does not rely on missing energy and will be complimentary. We find that unlike in Section V,
E(``b) gives stronger constraints than m(``b).
We also present expected limits for 300 fb−1 of data in the red dashed. Because of the limitations
of our Monte Carlo production, we simply reduce the statistical errors by hand by a factor of
√
3
to estimate the reach with more data, but the central value of our prediction for a given (g,m)
BSM parameter point will have larger uncertainties. Therefore, these 300 fb−1 curves should be
thought of as a crude estimate. With the high luminosity LHC data (3,000 fb−1), better limits are
expected, but a more precise error budgeting is necessary to make quantitative statements, and we
leave this to future work.
VII. CONCLUSIONS
New physics that couples third generation quarks to first and second generation leptons is as
yet very weakly constrained. In this work, we have used the recent ATLAS measurements [25]
of differential cross-sections of single top quark production in association with a W boson to
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FIG. 11: Projected 95% exclusion limits using the ratio Rx given in Eq. (24) assuming errors are
purely statistical. The left (right) plot is for x = E(``b) (mT ), and the blue solid lines (red
dashed) are for 100 (300) fb−1. The top (bottom) row is for the leptoquark (W ′) model.
constrain this scenario. We have first parametrized new physics effects by a set of three effective
four-fermion operators shown that the m(llb) and mT (llννb) differential distributions place the
strongest current bounds on EFT coefficients coupling the third generation of quarks to leptons.
We have parameterized new physics as coupling only to electrons, but more general couplings to
electrons and muons can be obtained with simple rescaling. We have also computed future expected
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bounds on this scenario at 300 and 3000 fb−1.
The limits found on EFT Wilson coefficients turn out to lie outside the regime of validity of the
EFT for perturbative couplings. Therefore, in order to get a strictly valid analysis we have also
considered two simplified models, scalar LQ and sequential W ′, that can be matched onto our EFT
operators at low energy. We have derived current and expected bounds in the mass vs coupling
plane by using the same m(llb) and mT (llννb) differential distributions. We have compared current
bounds with the EFT limits and obtained that, in the W ′ case, the EFT bounds turned out to be
weaker than from the full theory, while the opposite is true in the LQ case. In all these cases, the
best sensitivity is obtained by considering the mT differential distribution. Our computations of
expected limits from future data show that for both m(llb) and mT (llννb), there can only be very
limited improvements on the bounds unless the systematic uncertainties on the measurements can
be reduced with more data.
In these new physics scenarios, one generically expects different coupling to electrons and muons.
If we make the assumptions that new physics couples dominantly to a single lepton and use the
very good lepton flavour universality of the Standard Model, ratios of differential distributions of
different flavours can be used to place significantly stronger constraints. In these ratios defined
in Eq. (24), the dominant systematic uncertainties will cancel out to a good approximation, and
data can be used as a control sample rather than relying on theory and Monte Carlo predictions.
We find that the mT (llννb) and E(``b) differential distributions considered in the ATLAS paper
can place much stronger limits on the parameter space than traditional differential distributions,
and we have estimated the sensitivity at 100 and 300 fb−1. As before, the mT observable gives the
strongest limits, but it also relies on missing energy, so we present both observables as they are
complimentary.
New physics coupling third generation quarks to first and second generation leptons has recently
received significant attention because of the persistent RK and RK∗ anomalies. The EFT operators
in Eq. (6) can be used to explain these anomalies [71]. Using a simple CKM scaling to to relate
the t− b operators here to the b− s operators needed to explain the anomaly, the best fit values of
C1 and C2 turn out to be about 3 orders of magnitude smaller than the sensitivity of the present
analysis. On the other hand, its possible that more complicated flavour structures may allow the
bounds from the top sector to constrain models that explain these anomalies.
The BSM scenarios considered here are as yet mostly unconstrained. While the EFT analysis
is a useful way to classify BSM scenarios, we find that the current data does not put sufficiently
strong constraints to be safely within the regime of validity of the EFT. Regardless, this methods
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presented here exploiting differential distributions and ratios of differential distributions can probe
as yet unexplored regimes of BSM physics.
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Appendix A: Simulation and fitting procedure
In the EFT case, we first set C2 = 0 and consider 33 unequally separated points for C1 in
the range [−20, 20] TeV−2 and generate 100k events for each value of C1. We then set C1 = 0
and consider 63 unequally separated points for C2 in the range [−40, 40] TeV−2 and generate
100k events for each value of C2. In both scenarios, after applying the selection cuts described in
Section IV, we construct m(llb) and mT (llννb) distribution histograms by rescaling each bin using
the k-factors of Table II. We then use such histograms to compute the chi-squared in Eq. (17).
For the coefficient C1 we fit the chi-squared values with an even fourth order polynomial, namely
χ2(C1) = a0 + a2C
2
1 + a4C
4
1 . This choice is due to the fact that the EFT operators do not interfere
with SM. While, for the coefficient C2 we fit the chi-squared values with an generic fourth order
polynomial, namely χ2(C2) = b0 + b1C2 + b2C
2
1 + b3C
3
2 + b4C
4
2 . The choice of this function is due
to the fact that the EFT operators in this case do interfere with SM and therefore linear and cubic
terms are allowed.
The generated Monte Carlo sample is sufficient to set bounds using current measurements at
36.1 fb−1, and the resulting fitting functions for the chi-squared are shown in Fig. 5. Because of
the limitations of our Monte Carlo resources, to compute expected bounds at 300 and 3000 fb−1 we
used the same 100k events.6 This approximation is reasonable since the total uncertainty entering
in the chi-squared computation is dominated by systematics in both cases. The resulting fitting
functions used to establish the expected bounds have been shown in Fig. 6.
For the scalar LQ model we consider a non uniform grid of 105 points in the MR vs. g plane,
6 To properly capture the statistical uncertainties, one should simulate O(1M) events for each new physics parameter
point.
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where MR ∈ [200, 900] GeV and g ∈ [0, 8]. While for the W ′ model we consider a non uniform
grid of 70 points in the MW ′ vs. kL plane, where MW ′ ∈ [200, 900] GeV and kL ∈ [0, 6]. We
generated in both models 100k events for each point of the scan and after applying the selection
cuts described in Section IV we construct m(llb), mT (llννb) and E(llb) distribution histograms
(by rescaling each bin using the k-factors of Table II). We then use m(llb), mT (llννb) distributions
to compute the chi-squared of Eq. (17). We interpolate the chi-squared values with a continuous
function of mass and coupling which we use to determine the 95% CL contours. The LQ 95% CL
contours are shown in Fig. 7 and 8, while the W ′ 95% CL contours are shown in Fig. 9 and 10.
To compute projected limits for the ratio variables of Sec. VI, we use a slightly different proce-
dure because the errors are now dominated by statistical uncertainties. Beginning with the same
MC events, we find the χ2(g,m) statistic from Eq. (25) for a fixed mass m as a function of coupling
g, requiring that χ2(0,m) = 1. We then do a linear interpolation between the points and find the
value of g that is excluded at 95%. We then do a linear interpolation for different masses to get
the curves in Fig. III. We have generated ∼ 100 fb−1 for each BSM point, so the statistical errors
in Eq. (25) and central values are consistent. In order to estimate the limit for 300 fb−1, we reduce
the errors by hand by 1/
√
3 and keep the central values the same. These central values are now
not guaranteed to be within the error of the true value, so we must take these 300 fb−1 to be crude
estimates of the projected limits.
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