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Abstract
Classical 10d string backgrounds with a 4d de Sitter space-time, D-brane and
orientifold sources, are commonly believed to satisfy the following:
1. There is no classical de Sitter solution with parallel sources.
2. Classical de Sitter solutions with intersecting sources are unstable.
3. Classical de Sitter solutions cannot have at the same time a large internal vol-
ume, a small string coupling, a bounded number of orientifolds and quantized
fluxes.
These three conjectures are of particular relevance to the swampland program, and
if true, they challenge the connection of string theory to cosmology. We restrict
here to a standard solution ansatz for which the problem is well-defined, and we
still fail to prove analytically any of these conjectures. While developing new tools
and obtaining new constraints, we identify remaining corners of parameter space
where counter-examples to these conjectures could be found.
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1 Introduction
Relating quantum gravity and cosmology is an important and timely topic. Cosmological
observations, both of the early and late universe, have reached unprecedented levels of preci-
sion, bringing new and crucial information. On the theory side, many early universe models,
and several late universe ones, are valid candidates. It would be helpful to distinguish among
them by providing to some of them a quantum gravity origin, or ensuring at least consistency
with such a theory: this is at the heart of the on-going swampland program. Such con-
sistency checks revolve around a central question, namely whether the cosmological model,
with quantum gravity origin, admits a solution with a de Sitter space-time. This problem
matters for the early universe, where inflating space-times can be close to de Sitter, and the
post-inflation reheating that typically requires a potential with a de Sitter vacuum, but also
for the late universe, described with a cosmological constant and asymptotically de Sitter, or
with a quintessence model. We focus here on string theory, and the question becomes whether
it can admit a background with a de Sitter space-time; a review on this matter can be found
in [1]. Beyond the cosmological motivation, this is an interesting question per se, with other
applications such as holography and the relation to higher spin theories.
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In this paper we address this question restricting ourselves to classical perturbative de
Sitter string backgrounds, discarding other approaches [2, 3] that involve string loop or non-
perturbative contributions, α′ corrections, or further ingredients (more recent proposals in-
clude [4–6]). A motivation for our restrictive setting is that it is simpler, the approximations
required to reach a final effective theory are a priori easier to control. The limited number of
ingredients will allow us to have well-posed mathematical problems, hopefully helping to get
some answers. These ingredients are the fields of a 10d theory, here type II supergravities,
and extended objects, here Dp-branes and orientifold Op-planes. Classical perturbative de
Sitter string backgrounds have been excluded from heterotic string [7–10] while they remain
possible in type II, even though very constrained. So we focus on type II supergravities which
are valid low energy, classical and perturbative effective theories of string theory when one
can neglect higher α′ and string coupling gs corrections, as we will consider; our framework
also discards the F-theory regime. In that case, string backgrounds boil down to solutions
of supergravity equations of motion and Bianchi identities, and these solutions are the main
focus of this paper. Regarding extended objects, one may still include NS-sources like NS5-
branes or KK-monopoles as recently in [11] (see also [12]), or anti-objects like Dp-branes as
in [13]. Even though there could be appealing reasons for doing so, we restrict here to Op/Dp
only, with the aim of getting conclusive results for this simple and well-studied setup.
In this framework, we want to investigate such classical de Sitter solutions and their
properties, a topic already extensively studied in the past [12, 14–44]. The understanding
of these solutions, built from all these works, has led to general beliefs that we formulate
below as conjectures. Proving (or disproving) these conjectures has remained so far open
problems, on which we report here. The main focus of this literature went to a subset of
solutions, specified by an ansatz detailed in section 2.1: in short, this ansatz consists in
a 4d de Sitter space-time times a 6d compact group manifold, with constant fluxes. The
metric and dilaton depend in a specific manner on a single function, the warp factor, as in
standard Minkowski solutions, and the warp factor is further set to constant in the ansatz
through the “smearing” procedure. It is however believed, and checked in some cases, that
the specific dependence is such that dilaton and warp factor derivatives cancel each other
and drop out of the equations, leaving us with quantities corresponding to the smeared case;
this provides a justification for studying an ansatz with smearing. It remains important to
keep in mind that this ansatz may not be the only option: by only displaying different warp
factors and dilaton, the recent work [43] claims to have obtained a classical de Sitter solution,
which would otherwise perfectly fit in our framework. If confirmed, this solution falsifies the
following conjecture 1, but it is for now under debate [44]; we will come back to it. In this
paper, we stick to the common ansatz of smeared solutions on group manifolds with constant
fluxes; (dis)proving the following conjectures for it is a well-defined question. This ansatz
has the advantage of allowing the use of 4d theories, namely gauged supergravities, to study
these solutions. Indeed, this ansatz corresponds to a Scherk-Schwarz truncation, generally a
consistent truncation of 10d supergravity to 4d supergravity, meaning that a solution to the
4d theory is a solution to the 10d one. This map to a 4d problem provides extra tools, e.g. for
the study of stability of solutions: this translates into the analysis of a 4d scalar potential.
More general solutions as that of [43] (or e.g. [45] for Minkowski and [46] for anti-de Sitter)
may not admit such a 4d description, in which case only the 10d investigation is appropriate.
We come back in more detail in section 2 to these various ansa¨tze and the relation to 4d
supergravity.
We now present three common conjectures on classical de Sitter solutions as defined above.
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We express them generally, but have in mind in this paper to (dis)prove them for the ansatz
just discussed, i.e. for smeared solutions on group manifolds with constant fluxes, for which
at least the question mathematically well-defined. The conjectures refer to sources, by which
we mean Op and Dp. One should distinguish whether they are parallel, meaning along the
same dimensions in the 10d space-time, or the opposite case where they intersect.
Conjecture 1 There is no classical de Sitter solution with parallel sources.
There is indeed no known example of such solution, except possibly the recent one [43]
mentioned above (see also [44]), which does not enter our ansatz. But there is also no proof
of this conjecture, despite important constraints on such solutions, summarized e.g. in the
introduction of [39]. In the corresponding 4d N = 4 gauged supergravity framework, there is
also no known solution, and strong constraints were obtained in [23], without fully excluding
such solutions either.
Conjecture 2 Classical de Sitter solutions with intersecting sources are unstable.
We refer here to a classical, perturbative instability, different than a flat direction or even
a metastable case that would be perturbatively stable. In a 4d language, this means that
at least one 4d scalar field is at a maximum of its potential, i.e. tachyonic, implying for
the standard slow-roll parameter ηV < 0. The only known classical de Sitter solutions were
obtained on group manifolds in [18–20, 22, 25, 27, 40] (except maybe [43]) and they all share
the properties that they admit intersecting sources and they are unstable. Despite various
ideas, and studies of concrete examples [16,27,28,31,32,34,35,37,39,40], no analytic proof of
this conjecture has been obtained.
Conjecture 3 Classical de Sitter solutions cannot have at the same time a large internal
volume, a small string coupling, a bounded number of orientifolds and quantized fluxes.
This conjecture challenges the string origin of the solutions; as supergravity solutions, they re-
main valid and mathematically well-defined. As explained previously, for them to be trustable
classical string background, extra requirements have to be met, and the conjecture implies
that no classical de Sitter solution will succeed. The first two requirements are needed to
justify the supergravity approximation, i.e. negligible string states and α′ or higher derivative
corrections, and string loop corrections. The last two are here for string consistency, i.e. for
orientifolds and fluxes to be string objects and not just supergravity ones; we will come back
to this. This conjecture has been recently motivated and studied in [40–42] that considered
particular cases or (many) concrete examples, without obtaining a general proof.
These three conjectures are especially relevant in the context of the swampland program.
Conjectures 1 and 3 are in agreement with the conjectured absence of de Sitter solution in
effective theories of quantum gravity [47] while conjecture 2 is along the lines of the refined
swampland conjectures [48] (see also [49–51]) that exclude de Sitter minima but allow maxima.
The values of ǫV and ηV , part of the de Sitter swampland conjectures, are however not
discussed here, except in section 3.1 for some recent constraints related to conjecture 1,
where we compute the constant c of [47]. Proving analytically conjectures 1, 2 or 3 would
then bring credit to the de Sitter swampland conjectures. Beyond this, the three conjectures
remain interesting on their own, at least as mathematical questions or for the connection to
cosmology.
In this paper, we study conjectures 1, 2, 3, obtain new results and provide new tools,
but we fail to prove any of these conjectures. We discuss the reasons for this failure, identify
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precise cases and corners of parameter space that escape the conjectured behaviors of classical
de Sitter solutions. Studying in future work these corners may lead to the opposite result,
namely that one finds there counter-examples to these conjectures. This would be equally
interesting, and important to build cosmological models. A summary of our results can be
found in section 6.
2 Defining the problem: equations and ansatz
In this section, we make the three conjectures 1, 2, 3 more precise by providing the appro-
priate definitions. The main object are “classical de Sitter solutions”: we will briefly give a
general description of those, and then specify in section 2.1 to the ansatz, i.e. the class of
such solutions, we are interested in; the conjectures are believed to hold at least for this class.
Doing so, we take the opportunity to provide some context and literature. We summarize the
equations to solve and the ansatz considered in section 2.2. We then make more precise in sec-
tion 2.3 the notion of stability present in conjecture 2. The expert reader may skip this section.
We work in 10d type II supergravities with orientifold Op-planes and Dp-branes: this
framework defines the set of equations that any “solution” should solve, namely each equation
of motion (e.o.m.) and Bianchi identity (BI):
- the 10d Einstein equation
- the dilaton φ e.o.m.
- the gauge potentials e.o.m., that we loosely call the H-flux e.o.m. and the Ramond-Ramond
fluxes Fq e.o.m.
- the H-flux and Fq-fluxes BI
- the Riemann tensor BI.
We refer to appendix A of [36] for conventions and explicit general equations. In string theory
terms, these are closed string background equations, to which one should add open string ones,
if Dp-branes are present. Here, we discard those from the start, even though they could bring
additional interesting constraints in general, related to calibration conditions of Op/Dp. Last
but not least, the presence of orientifolds imposes to respect involutions, which will translate
into projection conditions on the fields. Given this list of equations or constraints to satisfy,
we enter the details of the solutions ansatz.
2.1 Solution ansatz
Ansatz: 0. De Sitter solutions
We look for de Sitter solutions, by which we mean that the 10d metric is globally written as
ds210 = e
2Ads˜24 + ds
2
6 , (2.1)
where ds˜24 = g˜µν(x)dx
µdxν is a 4d de Sitter space-time metric, ds26 = gmn(y)dy
mdyn is the
metric of a 6d compact manifold M, and eA is a function on M called the warp factor.
Preserving 4d Lorentz invariance leads to restrictions on the other fields, detailed in [36]
as the “compactification ansatz”: eventually, the only flux degrees of freedom entering our
equations are the 3-form H and the q-forms Fq on M, where q = 0, 2, 4, 6 in the type IIA
theory and q = 1, 3, 5 in IIB. Finally, the dilaton is restricted to depend only on 6d (internal)
coordinates.
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Restrictions are also taken are on the Op/Dp, collectively called the sources. We briefly
state those here and refer to [36, 38] for more detail. We choose their size to be p ≥ 3
and to stand along (at least) the three space dimensions of de Sitter, preserving 4d Lorentz
invariance. We take BPS sources, in the sense that their charge is related to their tension
µp = Tp, and we consider a vanishing pull-back for the world-volume fields −ι∗[b] + F = 0.
Also, α′ corrections to their world-volume action, as considered in [52], are here not included.
Finally, even though a classical de Sitter solution was found with both O5 and O7 in [22], we
consider here sources of a single size p; the generalization of our formalism to multiple sizes
was considered in [38]. We present below a last, important, restriction on the sources, related
to the internal geometry.
Ansatz: 1. Sources, warp factor and dilaton
The restrictions detailed so far match standard compactification ansa¨tze; we now specify more.
To clarify directions inM that are parallel or transverse to each source, i.e. its embedding, we
use the 6d flat (orthonormal) basis with metric δab = e
m
ae
n
bgmn and 1-forms e
a = eamdy
m
in terms of vielbeins. We assume that for each source, these 1-forms split into two sets {ea||}
and {ea⊥}, that are globally distinct. This means that the structure group of the cotangent
bundle is reduced from O(6) to O(p − 3) × O(9 − p), or a subgroup thereof. Note that no
assumption is made on the coordinate dependence. This is actually a rather generic situation
as further discussed in [36]. We now take the following ansatz: parallel or transverse directions
are scaled with the warp factor as ea = e±Ae˜a, i.e. the ansatz for the 10d metric (2.1) becomes
ds210 = e
2A(ds˜24 + ds˜
2
6||) + e
−2Ads˜26⊥ , where ds˜
2
6|| = δabe˜
a|| e˜b|| , ds˜26⊥ = δabe˜
a⊥ e˜b⊥ , (2.2)
∀ a||, ema||∂mA = ∂a||A = e−A∂a˜||A = 0 , (2.3)
where the warp factor dependence is restricted to transverse directions only. In the case of
intersecting sources, the warp factor is typically set to 1 as we will see, but the metric is
still required to decompose as above for each set of parallel sources; this implies a further
reduction of the structure group. Our metric ansatz (2.2) goes together with one for the
dilaton, fixed in terms of a constant gs as follows
eφ = gs e
A(p−3) . (2.4)
The ansatz (2.2) and (2.4) is the one defining brane solutions in Minkowski space-time, and
was used to find classical Minkowski solutions of type II supergravities [53–55]. It was argued
that under certain circumstances (e.g. supersymmetry) [26,54], one could first find “smeared”
solutions (or “in the smeared limit”) where A = 0, and then obtain a full solution by reintro-
ducing the warp factor with the above scaling (together with an additional flux component
called below F
(0)
k and adapting the source contribution T10). Such a procedure would be jus-
tified in general if all derivatives of A and φ drop out of the equations to be solved when using
the above ansatz, leaving only smeared, i.e. tilded, quantities. This holds for a standard class
of Minkowski solutions [55]; it was also verified for the few equations of motion used in [36] to
derive no-go theorems on classical de Sitter solutions. The idea that such a procedure should
work in general is implicit in many studies of de Sitter solutions, which are then only pursued
in the smeared limit. This also motivates us to consider a smeared ansatz in the following
(see ansatz: 2).
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Even though the ansatz (2.2), (2.4) is commonly used and well-motivated, it may be too
restrictive. First, fixing this way the dilaton forbids to consider F-theory solutions, thus
restricts to perturbative solutions. In addition, the first classical de Sitter solution with
parallel sources was claimed to be found recently in [43], partially numerically, by considering
a different warping ansatz in the metric, independent of the dilaton; see however [44] for some
criticism. This solution and ansatz follow a serie of works where new solutions were identified
on Minkowski [56] or anti-de Sitter [57], with the same idea of having several independent
functions for the metric and the dilaton. It is true that our ansatz (2.2), (2.4) is inspired by
Minkowski solutions, and deviations could be considered on different 4d space-times: this is
reminiscent of Dp calibration that differs between Minkowski [58, 59] and anti-de Sitter [60].
These ideas may open new avenues to find de Sitter solutions, but they have no impact on
the initial question of this paper, that is to (dis)prove the three conjectures for the ansatz
(2.2), (2.4), or the smeared version, that we now turn to.
Ansatz: 2. Smearing, group manifolds and constant fluxes
We consider from now on the smeared version of the previous ansatz, where we set A = 0
and drop all tilde on the various quantities. One needs further to drop the flux component
F
(0)
k , usually expected to be given by a derivative of the warp factor; it will be set later
to zero due to the orientifold projection on constant fluxes. One also needs to consider the
integrated value of the source contributions, that trades the localized δ-functions for integers.
A motivation for restricting to this simpler ansatz was explained previously: it is believed that
non-smeared or localized solutions can be obtained by undoing the above and simply rescaling
quantities with the warp factor. Another reason for a smeared ansatz is the consideration of
intersecting sources. This case is parameterized [38] by several sets I = 1 . . . N of parallel
Op/Dp that intersect each other, i.e. the pairs of sets {{ea||I }, {ea⊥I }} and {{ea||J }, {ea⊥J }}
are different for I 6= J : they do not wrap (entirely) the same submanifolds, contrary to
parallel sources. For intersecting sources, one typically considers a smeared ansatz. It is a
standard supergravity problem to find solutions with fully localized intersecting sources, and
string theory is believed to complete the solution; we refer to [38,49] for more discussion. In
any case, whether these completions of solutions from smeared to localize are valid does not
affect the question tackled in this paper: (dis)proving the conjectures for the smeared ansatz.
All known classical de Sitter solutions (with intersecting sources) were found onM being
a group manifold, see [27] and [22]: we then restrict to such manifolds. These are built from
underlying Lie algebras with structure constants fabc. Thanks to Maurer-Cartan equations,
the fabc correspond to spin connection coefficients, so the Ricci tensor can be expressed in
terms of them. More precisely, the 1-forms defined previously verify dea = −12fabceb ∧ ec,
i.e. fabc = 2e
a
m∂[be
m
c], and one obtains the Ricci tensor
2 Rcd = −f bacfabd − δbgδahfhgcfabd + 1
2
δahδbjδciδdgf
i
ajf
g
hb , (2.5)
where the compactness of M was used, giving the sum faab = 0. With a smeared ansatz
and without other sources than the Op/Dp, the Riemann tensor BI on a group manifold boils
down to the Jacobi identity of the Lie algebra (see e.g. equation (3.5) of [61]), and is then
automatically satisfied.
Thanks to the smeared ansatz and the restriction to group manifolds, the Ricci tensor
and connections are constant. Through the various equations to solve, it becomes natural to
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consider the remaining fields as constant: we thus take as an ansatz constant fluxes. By this
we mean that the component coefficients of fluxes in the flat basis are constant; this will lead
to dramatic simplifications. Let us first introduce the following notations: for any internal
q-form Fq, we denote by a label
(n) its number of legs along a source with 0 ≤ n ≤ p − 3,
meaning
Fq =
1
q!
F (0)a1⊥ ...aq⊥e
a1⊥ ∧ . . . ∧ eaq⊥ + 1
(q − 1)!F
(1)
a1||a2⊥...aq⊥e
a1|| ∧ ea2⊥ ∧ . . . ∧ eaq⊥ + . . . (2.6)
where now each F
(n)
q a1...aq is constant. For intersecting sources, the notion of parallel and
transverse depends on the set I so we label all indices with I, e.g. F
(n)I
q .
For p = 4, 5, 6, the orientifold projection only allows the following fluxes [39]
O6 : F
(0)
0 , F
(1)
2 , F
(2)
4 , F
(3)
6 , H
(0),H(2)
O5 : F
(0)
1 , F
(1)
3 , F
(2)
5 , H
(0),H(2) (2.7)
O4 : F
(0)
2 , F
(1)
4 , H
(0)
With k = 8− p, Fk being the flux sourced by the Dp/Op, the non-zero flux components are
F
(0)
k−2, F
(1)
k , F
(2)
k+2, F
(3)
k+4 , (2.8)
with Fq≥7 = 0 and F
(n>p−3)
q = 0. In addition, the orientifold needs to be compatible with
the geometry, which translates into the following structure constants being allowed
fa||b⊥c⊥ , f
a⊥
b⊥c||, f
a||
b||c|| . (2.9)
Those also get indices I in case of intersecting sources. The Ricci tensor and scalar simplify
and get expressed only in terms of these structure constants: see e.g. (3.35). This reduction
of the number of degrees of freedom is very compelling.
2.2 Equations and ansatz: summary
We have motivated a simple, though common, ansatz of de Sitter solution of type II super-
gravities with Op/Dp, that we now summarize. In short, we look for de Sitter solutions with
smeared sources on group manifolds with constant fluxes; the Op/Dp sources can be parallel
or intersecting. In more details, the 10d metric is given by (2.2) and the dilaton by (2.4),
with A = 0 and dropping the tilde notation. The 6d compact manifold is a group manifold
based on a Lie algebra with structure constants fabc; the Ricci tensor is given in (2.5). The
fluxes are given in (2.6) with constant coefficients. The orientifold projection then reduces
the degrees of freedom, such that the only variables entering the equations are the structure
constants (2.9), the flux components (2.7), and the source contributions given by the constant
numbers T I10 and T10 =
∑
I T
I
10 introduced in appendix A. In the case of intersecting sources,
overlap numbers will also appear, but will then be fixed here.
With this ansatz, the orientifold projection and the Riemann tensor BI are automatically
satisfied. The remaining constraints and equations to solve (see the beginning of section 2)
become the Einstein equation and the dilaton e.o.m. detailed in appendix A, the fluxes e.o.m.
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given here by
d(∗6Fq) +H ∧ ∗6Fq+2 = 0 (1 ≤ q ≤ 4) , (2.10)
d(∗6H)− g2s
∑
0≤q≤4
Fq ∧ ∗6Fq+2 = 0 , (2.11)
and the fluxes BI detailed in appendix A of [36], that include dH = 0 and the one for the
sourced flux Fk, 0 ≤ k = 8− p ≤ 5
dFk −H ∧ Fk−2 = εp
∑
I
T I10
p+ 1
vol⊥I , (2.12)
with F−1 = F−2 = 0 and εp = (−1)p+1(−1)[
9−p
2 ]. This BI can be projected on each volume
form vol⊥I transverse to the set I, or along different directions.
This finite set of degrees of freedom and equations makes the problem of finding solutions
mathematically well-defined. It also suggests a numerical treatment, as done e.g. in [27, 40].
Regarding analytical studies of solution properties, the task remains involved as we will see,
because most equations are quadratic in the variables.
2.3 4d supergravities, scalar fields and stability
As mentioned in the introduction, an alternative way to find solutions is to solve equations
of a 4d effective theory. This approach is valid if the 4d solutions can be promoted to 10d
ones: this defines a “consistent truncation”. The solution ansatz just described typically
realises a consistent truncation, known as a Scherk-Schwarz truncation [62]: the solutions we
are interested in can be obtained in a 4d theory that is a gauged supergravity [23, 63–65].
Important restrictions should however be imposed on the allowed gaugings in those theories,
to ensure a 10d origin on a compactM with orientifold [23,65,66]; this discards for instance de
Sitter solutions as those of [67] and references therein. Group manifolds being parallelizable,
supersymmetry only gets broken by the sources: parallel sources lead to a 4d N = 4 gauged
supergravity, while the intersection of N = 4 O6/D6 of the kind considered e.g. in [27] gives
N = 1. In these 4d theories, the main degrees of freedom are scalar fields ϕ whose dynamics
are captured by a scalar potential V (ϕ). We are interested in solutions with static scalars, so
the e.o.m. are given by ∂ϕV = 0. By definition, these equations are a subset, or equivalent
to those listed previously. Such 4d theories have been used to find de Sitter solutions fitting
the above ansatz: no such de Sitter solution is known in 4d N = 4 gauged supergravities,
and some were found in an N = 1 theory, e.g. in [27].
Conjecture 2 is about the stability of solutions, i.e. their behavior under fluctuations. In
the 4d language, the fluctuations are captured by the scalar fields, and the stability is studied
by looking at the Hessian of the potential, or more precisely at the slow-roll parameter ηV : a
maximum along a direction in the scalar field space gives a negative eigenvalue of the Hessian,
and ηV < 0. The solution is then unstable, the corresponding scalar field is tachyonic. When
using 4d gauged supergravities and finding a concrete solution, the stability can easily be
tested. Finding general constraints on stable de Sitter solutions is more difficult, some were
still obtained for some specific 4d N = 1 gauged supergravity e.g. in [31].
To prove conjectures 1, 2, 3, an in-between setting has been considered following [12,15,32]:
one only studies a subset of the scalar fields, namely the “volume” ρ, the “dilaton” τ , and
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another metric fluctuation σ distinguishing internal vol|| and vol⊥. Considering the first and
second derivatives of the potential with respect to those already sets important constraints,
leaving only few cases where the conjectures could still be wrong. We come back to this
method in the next sections.
3 Conjecture 1: no solution with parallel sources
Many constraints have been obtained against the existence of classical de Sitter solutions
with parallel sources: a summary of those can be found in the introduction of [39]. The only
possibilities left, preventing us from a proof of conjecture 1, are the cases p = 4, 5, 6. For each
of those, analogous ingredients are required for the existence: one needs T10 > 0, R6 < 0,
Fk−2 6= 0, as well as some non-zero fa||b⊥c⊥ and fa⊥b⊥c|| . Additional constraints apply to
these various quantities. So a large part of parameter space forbids de Sitter solutions, and
only a remaining small part, having these appropriate ingredients, may still allow for it. To
reach this conclusion, only few of all equations listed in section 2.2 have been used: the 4d
and 10d traces of Einstein equation, the dilaton e.o.m., the trace of the Einstein equation
along internal directions parallel to the source, the Fk BI projected on vol⊥, the Fk−4 BI
(only non-trivial for p = 4). The first four equations correspond in 4d to the 4d Einstein
equation and ∂ρV = ∂τV = ∂σV = 0. To complete the proof of conjecture 1, one therefore
needs the information or constraints brought by the remaining equations: this may allow to
exclude the remaining part of parameter space. We discuss this idea in section 3.2; before we
briefly come back to known constraints and their relation to swampland conjectures.
3.1 Aparte: computing c for recent no-go theorems
The de Sitter swampland conjectures of [47,48] propose the inequality
|∇V | ≥ c V , (3.1)
where we set the 4d Planck mass Mp = 1 and c > 0 is a constant, conjectured to be of
order 1. One defines |∇V | =
√
gij∂φiV ∂φjV where gij(φ
k) is the field space metric, and
ǫV =
1
2
(
|∇V |
V
)2
. For V > 0, the above inequality can be rewritten
√
2ǫV ≥ c . (3.2)
This inequality implies a no-go theorem on de Sitter solutions, since at a de Sitter critical
point, |∇V | = 0, so the cosmological constant related to V at this point should be negative
or zero. Similarly, a no-go theorem on de Sitter solutions can be obtained by deriving an
inequality on a linear combination of V and its first derivatives. In that case, there is a
method to compute a corresponding constant c [15]. This was used in [47] for various no-go
theorems previously derived against classical de Sitter solutions with parallel sources, to verify
that c ≃ O(1). Here, we would like to do the same for new no-go theorems derived in [39]:
those also take the form of a linear combination, so they are appropriate to this exercise.
They depend on the parameter
λ = − δ
cdf b⊥a||c⊥f
a||
b⊥d⊥
1
2δ
abδcdδijf
i||
a⊥c⊥f
j||
b⊥d⊥
, (3.3)
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and are expressed by the two following inequalities, with A = p− 9, B = p− 3,
λ ≤ 0 : 2V + 3
2
τ∂τV +
A+B
A−B ρ∂ρV +
2
B −A σ∂σV ≤ 0 , (3.4)
λ ≥ 1 : 2V + 1
2
A− 5B
A− 3B τ∂τV +
1
3
ρ∂ρV +
2
3(A − 3B) σ∂σV ≤ 0 , (3.5)
that should hold for any solution.
The method to compute c goes as follows [15]: one has
ǫV =
1
2
∑
i
(
∂ lnV
∂φˆi
)2
≥ 1
2
((
∂ lnV
∂ρˆ
)2
+
(
∂ lnV
∂τˆ
)2
+
(
∂ lnV
∂σˆ
)2)
(3.6)
where φˆi is the canonically normalized field. This quantity is actually measuring a distance
to the origin in a space of coordinates {∂
φˆi
lnV }. Now consider a no-go theorem of the form
aV +
∑
i
bi∂φˆiV ≤ 0 , a > 0 , ∃ bi 6= 0 . (3.7)
This selects half of the space of coordinates {∂
φˆi
lnV }: the allowed region is on one side
of the hyperplane defined by picking the equality in (3.7). For V > 0 and because a > 0,
the allowed region does not include the origin. Therefore the sphere centered on the origin
admits a minimal radius, reached at the point on the hyperplane, closest to the origin. This
minimal radius, corresponding to the minimum of ǫV , is computed by plugging the hyperplane
equation into ǫV and extremising the corresponding function. The reasoning also works for
the subset of scalar fields involved in the no-go, using an inequality w.r.t. ǫV like (3.6). So
we compute the minimum of the following function, and find
f(x, y) =
(
− a
b1
− b2
b1
x− b3
b1
y
)2
+ x2 + y2 , Min(f) =
a2
b21 + b
2
2 + b
2
3
. (3.8)
The result is independent of which bi 6= 0 has been chosen. We deduce
2ǫV ≥ a
2
b2ρˆ + b
2
τˆ + b
2
σˆ
= c2 . (3.9)
To determine c, we now put the no-go theorems (3.4) and (3.5) in the form (3.7), i.e. define
the canonically normalized fields. To that end, we determine the kinetic term of σ in appendix
B, building on [15,68]: we obtain (without Planck mass here)
ρˆ =
√
3
2
ln ρ , τˆ =
√
2 ln τ , σˆ =
√
−3AB
2
lnσ . (3.10)
We deduce the following c constants for the no-go theorems of [39] expressed in (3.4), (3.5)
λ ≤ 0 : c2 = 8(A−B)
2
9(A−B)2 + 3(A +B)2 − 12AB =
2
3
, (3.11)
λ ≥ 1 : c2 = 24(A − 3B)
2
3(A− 5B)2 + (A− 3B)2 − 4AB = 6
A− 3B
A− 7B , (3.12)
meaning for p = 4, 5, 6
λ ≤ 0 : c ≃ 0.82 ; λ ≥ 1 : cp=6 ≃ 1.73, cp=5 ≃ 1.83, cp=4 = 2 . (3.13)
The proposal c ≃ O(1) of [47] is verified.
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3.2 More constraints from the remaining equations
As discussed at the beginning of section 3, proving conjecture 1 and discarding remaining
possibilities in parameter space requires extra information from equations not considered so
far. To start with, one may consider components of the Einstein equation, instead of the
traces. The 4d components derived in appendix A are equivalent to the 4d trace, which has
been used already. So we turn to internal components, and restrict to the ansatz specified
in section 2.1, namely smeared (parallel) sources with an orientifold, on a compact group
manifold with constant fluxes. Internal components of the general Einstein equation given in
appendix A then become, in flat indices
Rab = 1
4
HacdH
cd
b +
g2s
2
(
F2 acF
c
2 b +
1
3!
F4 acdeF
cde
4 b
)
(3.14)
+
gs
2
Tab +
δab
16
(−gsT10 − 2|H|2 + g2s(|F0|2 − |F2|2 − 3|F4|2 + 3|F6|2)) ,
Rab = 1
4
HacdH
cd
b +
g2s
2
(
F1 aF1 b +
1
2!
F3 acdF
cd
3 b +
1
2 · 4!F5 acdefF
cdef
5 b −
1
2
∗6 F5 a ∗6 F5 b
)
+
gs
2
Tab +
δab
16
(−gsT10 − 2|H|2 − 2g2s |F3|2) .
There are three cases to consider, with respect to the sources: parallel components a||b|| ,
transverse ones a⊥b⊥ , and “off-diagonal” ones a||b⊥ .
We start with the off-diagonal a||b⊥ components of the internal Einstein equation. The
source term is Tab = δ
a||
a δ
b||
b δa||b||
T10
p+1 , so it does not contribute. The same holds for the Ricci
tensor given in (2.5): with the structure constants given in (2.9), one verifies that Rc||d⊥ = 0.
Finally, fluxes contributions also vanish. TheH-flux only has H(0) or H(2) components, i.e. no
or two legs along parallel directions, so the contraction Ha||cdH
cd
b⊥ is forced to vanish. The
same goes for p = 4, 5, 6 for the allowed components of the RR fluxes (2.8): contractions
F2 a||cF
c
2 b⊥ , F4 a||cdeF
cde
4 b⊥ and F3 a||cdF
cd
3 b⊥ , F5 a||cdefF
cdef
5 b⊥ are forced to vanish. In
addition, F1 and ∗6F5 are purely transverse for p = 5, so their a||b⊥ contribution vanishes.
We conclude that these off-diagonal Einstein equations are automatically satisfied.
We turn to the parallel components a||b|| . The equations become (for p = 4, 5, 6)
Ra||b|| =
1
4
H
(2)
a||cd
H
(2) cd
b||
+
g2s
2
(
F2 a||cF
c
2 b|| +
1
3!
F4 a||cdeF
cde
4 b||
)
(3.15)
+
δa||b||
16
(
gs
T10
p+ 1
(7− p)− 2|H|2 + g2s(|F0|2 − |F2|2 − 3|F4|2 + 3|F6|2)
)
,
Ra||b|| =
1
4
H
(2)
a||cd
H
(2) cd
b||
+
g2s
2
(
1
2!
F3 a||cdF
cd
3 b|| +
1
2 · 4!F5 a||cdefF
cdef
5 b||
)
+
δa||b||
16
(
gs
T10
p+ 1
(7− p)− 2|H|2 − 2g2s |F3|2
)
.
We can replace the bracket quantity using the 4d Einstein equation equivalent to
4R4 = −2|H|2 + gs(7− p) T10
p+ 1
+ g2s
6∑
q=0
(1− q)|Fq|2 . (3.16)
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We deduce
Ra||b|| =
1
4
H
(2)
a||cd
H
(2) cd
b||
+
g2s
2
(
F2 a||cF
c
2 b|| +
1
3!
F4 a||cdeF
cde
4 b||
)
+
δa||b||
4
(R4 + 2g2s |F6|2) ,
Ra||b|| =
1
4
H
(2)
a||cd
H
(2) cd
b||
+
g2s
2
(
1
2!
F3 a||cdF
cd
3 b|| +
1
2 · 4!F5 a||cdefF
cdef
5 b||
)
+
δa||b||
4
(R4 + g2s |F5|2) .
For diagonal components, namely a|| = b||, each term in the right-hand side is positive: indeed,
flux contractions are then sums of squares. We deduce that a de Sitter solution requires
de Sitter : ∀ a|| , Ra||a|| > 0 . (3.17)
We actually knew already this property for the trace of the above [36], providing important
constraints; we now have a stronger version on each diagonal component of the Ricci tensor.1
Looking back at the Ricci tensor expression (2.5), the first two terms can be written as minus
a square
− f bac||fabc|| − δbgδahfhgc||fabc|| = −
1
2
(δdaf
a
bc|| + δbaf
a
dc||)
2 , (3.18)
where the square means here the contraction with two flat metrics of the two free indices bd.
This contribution is thus negative. So a de Sitter solution requires
de Sitter : ∀ a|| , δbdδcefa||bcfa||de > 0⇔ ∀ a|| , ∃fa||bc 6= 0 . (3.19)
These new requirements help sharpening the possibilities left to find de Sitter solutions. For
instance, in the failed attempt of appendix B of [39], (3.19) was verified but one had R11 = 0
which was along the source: this could be a reason for the failure.
We finally consider transverse components a⊥b⊥ . The sign in that case is less definite due
to the absence of Tab contribution. However, we need 0 > R6 = δabRab = δa||b||Ra||b|| +
δa⊥b⊥Ra⊥b⊥ . Since the first contribution is positive, the second one δa⊥b⊥Ra⊥b⊥ should be
negative. We deduce the requirement on components
de Sitter : ∃ a⊥ , Ra⊥a⊥ < 0 . (3.20)
Once again, the last term in the Ricci tensor expression (2.5) is a square and the first two
terms can be written as minus a square. We deduce that the latter should be non-zero,
meaning
de Sitter : ∃ a⊥ , δc(df cb)a⊥ 6= 0 . (3.21)
The symmetry in free indices bd forbids for instance algebras with fully antisymmetric struc-
ture constants, like semi-simple algebras in their standard basis, as already obtained in [39].
In view of these new constraints on structure constants and Ricci tensor components, we
made a new attempt to find a solution with p = 5. We considered a squashed solvmanifold
with the algebra denoted “s2.5”, ignoring for now the question of lattice existence (see e.g. [45,
54]). This allowed us to satisfy these various new sign requirements on algebra and Ricci
tensor, contrary to the attempt in [39]. A solution was nevertheless not found. From both
1The property (3.17), or even that of the trace derived with warp factor and dilaton (ansatz 1) in [36], is
not satisfied by the solution of [43]: there, an Einstein manifold with negative curvature is considered along
the source. If valid [44], the different ansatz of that solution discussed in section 2.1 then leads to important
differences in the allowed internal geometries.
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attempts, it seemed in addition that only a subset of equations is enough to exclude de Sitter
solutions: 4d, 10d traces of Einstein, dilaton e.o.m., and fluxes equations. We will however
show in section 3.3 that this is not true.
It is difficult to get more useful information than obtained here, out of Einstein equa-
tion. The constraints or no-go theorems derived so far are based on linear combinations of
equations to solve, and this method works as long as the quantities entering these equations
are the same. So far, mostly scalar quantities were involved: squares of fluxes, curvatures
or contractions of structure constants, and sources terms. The Einstein equation however
involves tensor components. The same goes for fluxes e.o.m. and BI, expressed on forms and
involving their components. This is the reason why it is in general difficult to obtain more
useful information from these equations.
The only remaining equations are fluxes e.o.m. and BI, given in section 2.2. For simplicity,
we focus here on p = 6 with F4 = F6 = 0. The equations to consider are thus
dH = 0 , dF0 = 0 , F2 ∧H = 0 , dF2 −H ∧ F0 = T10
p+ 1
vol⊥ , (3.22)
d(∗6H) = g2sF0 ∧ ∗6F2 , d ∗6 F2 = 0 . (3.23)
Several equations are automatic thanks to our ansatz: F0 is constant so its BI is guaranteed;
applying d on theH e.o.m. gives automatically the F2 e.o.m., because F0 has to be non-zero for
a de Sitter solution. Finally, F2 ∧H(0) = 0 is automatic. As explained above, it is difficult to
get useful information out these flux equations, especially scalar quantities. We nevertheless
found here the following trick to get a scalar combination, incorporating equations we have
not used so far, namely the H-flux e.o.m. and the F2 BI along all directions.
We consider the top form d(F2 ∧ ∗6H). With constant fluxes, this form is proportional to
faab which has to vanish due to compactness, so d(F2 ∧ ∗6H) = 0. We can develop it using
both the F2 BI and the H-flux e.o.m. This leads to the condition
d(F2 ∧ ∗6H) = 0 ⇒ |H|2 + g2s |F2|2 = −
T10
p+ 1
(H(0))⊥
F0
, (3.24)
where H(0) = (H(0))⊥vol⊥. If H
(0) = 0, then (3.24) gives H = F2 = 0, which from the F2 BI
implies T10 = 0, forbidden for a de Sitter solution. We deduce
de Sitter : for p = 6 with F4 = F6 = 0, H
(0) 6= 0 . (3.25)
In addition, since de Sitter solutions require T10 > 0, we deduce the sign
de Sitter : for p = 6 with F4 = F6 = 0, −(H(0))⊥F0 > 0 . (3.26)
Interestingly, this is the quantity that appears in the projected F2 BI
(dF2)⊥ − (H(0))⊥F0 = T10
p+ 1
. (3.27)
We use this expression back in (3.24) with |H|2 = |H(0)|2 + |H(2)|2, to obtain
|H(2)|2 + g2s |F2|2 = −
(H(0))⊥
F0
(dF2)⊥ , (3.28)
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from which we deduce the requirement
de Sitter : for p = 6 with F4 = F6 = 0, (dF2)⊥ ≥ 0 . (3.29)
This is interesting: it means that both contributions on the left-hand side of the F2 BI (3.27)
have to be positive. In other words, they do not compete against each other, a result we
will come back to in section 5. Beyond these results, the condition (3.24) remains to difficult
to use because it is not quadratic in the fluxes, and therefore hard to combine with a linear
combination of the other equations. This illustrates again the difficulty in using flux equations.
We nevertheless manage to go further in the next section.
3.3 An interesting case
There is a particular case of the previous study for which one can go further with the various
equations
p = 6, F4 = 0, F6 = 0, H
(2) = 0 , (3.30)
and to simplify notations we set gs = 1. In that case, the form H = H
(0) = (H(0))⊥vol⊥.
2
We denote the number (H(0))⊥ = h, and |H|2 = h2. Combining the dilaton e.o.m., the 4d
and 10d Einstein traces, one obtains an expression for T10 in terms of fluxes only. Combined
with the projected BI (3.27), one deduces
(h+ F0)(2h− 5F0) = 3(|F2|2 − (dF2)⊥) , R4 = 2
3
(F 20 − h2) . (3.31)
Using condition (3.26) saying that hF0 < 0, we deduce the requirement
de Sitter : for p = 6 with F4 = F6 = H
(2) = 0, F2 6= 0 . (3.32)
We also deduce the need of |F2|2−(dF2)⊥ 6= 0, noticed already in [36] in relation to Minkowski
calibration of sources. Combining with (3.28), we obtain
|F2|2 = − h
F0
(dF2)⊥ =
1
3
(2h2−5hF0) , T10
p+ 1
=
5
3
(−hF0+F 20 ) , R6 = −
1
6
(9F 20 −7h2−5hF0) .
(3.33)
The trace of the Einstein equation along internal parallel directions now gives
R|| +R⊥|| +
1
2
|f ||⊥⊥ |2 =
1
6
(3F 20 − 5hF0 − h2) , (3.34)
and we recall the following expression on group manifolds
R6 = R|| +R⊥|| −
1
2
|f ||⊥⊥ |2 − δcdf b⊥a||c⊥fa||b⊥d⊥ = R|| +R⊥|| + (λ−
1
2
)|f ||⊥⊥ |2 , (3.35)
where 0 < λ < 1 for de Sitter solutions [39]. We deduce
(λ− 1)|f ||⊥⊥ |2 =
1
3
(−6F 20 + 5hF0 + 4h2) , 2(R|| +R⊥|| ) = −λ|f ||⊥⊥ |2 + h2 − F 20 . (3.36)
2The simplicity of this setting might be extended to the other p with Fk+2 = Fk+4 = 0, H
(2) = 0, and
further split the transverse space into two orthogonal subspaces given by H(0) = (H(0))⊥volH and Fk−2 =
(Fk−2)⊥volk−2 , such that vol⊥ = volH ∧ volk−2, etc. One may then solve similarly the equations, and derive
an analogous set of relations, considering e.g. the top form d(Fk ∧ ∗6(H ∧ Fk−2)).
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We recover the requirement R|| +R⊥|| < 0 for a de Sitter solution in the case H(2) = 0 [36].
Remarkably, we have managed so far to solve all equations considered in terms of h, F0,
even though fixing a geometry could eventually lead to constraints with the curvature terms.
The only equations left to solve are the H-flux e.o.m. (not fully used so far), the F2 BI
projected along non-transverse directions, and the Einstein equation (we solved traces of it).3
We first get here from the H-flux e.o.m.
F2 = − h
F0
∗6 dvol|| = −
h
F0
∗6
(
−1
2
fa||b⊥c⊥ ιa||vol|| ∧ eb⊥ ∧ ec⊥
)
(3.37)
=
h
F0
1
2
fa||b⊥c⊥ ǫ
b⊥c⊥
d⊥δa||e|| e
e|| ∧ ed⊥ ,
⇒ |F2|2 = h
2
F 20
|f ||⊥⊥ |2 , (3.38)
F2 a||cF
c
2 b|| =
h2
F 20
1
2
δgdδcefa||gcf
b||
de . (3.39)
We deduce with |F2|2 the following relations
|f ||⊥⊥ |2 =
1
3
F 20
h2
(2h2 − 5hF0) , 1− λ = h
2
F 20
6F 20 − 5hF0 − 4h2
2h2 − 5hF0 . (3.40)
The second and last flux equation to consider is the F2 BI along non-transverse directions.
In absence of H(2) (which otherwise gets defined from it), this identity gives an important
constraint among structure constants
dF2|6=⊥ = h
F0
1
2
fa||b⊥c⊥ ǫ
b⊥c⊥
d⊥δa||e||
(
−1
2
f e||f||g||δ
d⊥
h⊥ + δ
e||
f||
fd⊥g||h⊥
)
ef|| ∧ eg|| ∧ eh⊥ = 0
⇔ 1
2
fa||b⊥c⊥
(
−δa||e||f e||f||g||ǫb⊥c⊥h⊥ + 2ǫb⊥c⊥d⊥δa||[f||fd⊥g||]h⊥
)
= 0 . (3.41)
At this stage, the problem boils down to having h, F0 such that F
2
0 > h
2, hF0 < 0, and
having an algebra of a compact group manifold solving (3.40), the expression for R|| + R⊥||
in (3.36), and the constraint (3.41). In that case, all flux equations are solved, as well as
usually considered equations, namely the dilaton e.o.m., the 4d and 10d Einstein traces, the
trace along internal parallel directions. The only equations left are then internal Einstein
equations, with traces already taken into account. Let us give the following explicit example
O6 along directions 123, f
1
23 = −f1, f345 = −f3, f435 = −f4 , (3.42)
⇒ |f ||⊥⊥ |2 = f23 , λ = −
f4
f3
, R|| = −
1
2
f21 , R⊥|| = −
1
2
f24 . (3.43)
This solvmanifold is very likely to be compact: few constraints have to be imposed on the
structure constants for it to admit a lattice, but given our conventions make the radii enter
the structure constants, there is probably enough freedom to satisfy the (lattice) quantization
conditions.4 It is easy to verify that (3.41) is satisfied, in particular F2 = −f3h/F0 e3 ∧ e6.
3The H BI is automatically satisfied as long as we use standard algebra basis, where faab = 0 without sum
on a (see [69]). Indeed, dH is here proportional to fa⊥a⊥b|| .
4For instance, for the set of values (3.44), the
√
3 of f1 can be accommodated with the radius along 1, that
appears in no other structure constant or flux.
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We then pick the following values which allow to satisfy the above, in particular (3.40) and
(3.36) with an appropriate λ value
F0 = 2, h = −1, f3 = 4, f4 = −3
2
, f1 =
3
√
3
2
. (3.44)
This shows that the information of each internal Einstein equation (and not only their trace)
is required to prove conjecture 1. And indeed here, it is clear that they will not admit a de
Sitter solution, because f2bc = 0, violating (3.19).
The expression (3.39) of F2 components is useful in view of solving the internal Einstein
equations. Note also that this combination of structure constants appears in the Ricci tensor
components. The problem then boils down to a set of quadratic equations on structure con-
stants and h, F0. In a concrete example, using condition (3.41) and subtracting one Einstein
equation from another one, both parallel to the source, we could conclude on the absence of
solutions. We refrain from trying such a method generically here. The question of proving
conjecture 1 therefore remains open, even in the simple case (3.30).
4 Conjecture 2: solutions with intersecting sources are unsta-
ble
Intersecting Op/Dp sources are grouped in sets labeled by I = 1 . . . N of parallel sources.
In the equations, the only difference between the case of parallel (N = 1) and intersecting
(N > 1) sources appears in the source contributions, i.e. in TMN and its trace T10 =
∑N
I=1 T
I
10.
We refer to sections 2.1, 2.2 and appendix A for relevant definitions. The overlap between
different sets I and J plays an important role, captured by the numbers δ
a||J
a||I
of common
directions between the two sets. We restrict in section 4.3 to the case of homogeneous overlap
[38] where all these numbers are identical
Homogeneous overlap: ∀I, J 6= I, δa||Ja||I = No independent of I, J . (4.1)
This is the situation of all examples of de Sitter solutions with intersecting O6/D6, with
No = 1. The difference in equations due to source contributions is responsible for having
found de Sitter solutions with intersecting sources and not with parallel ones: as recalled
in section 4.1, existence constraints coming from the trace of the Einstein equation along
internal parallel directions are relaxed for intersecting sources [38]. An intuition is that the
new source contributions, while allowing for solutions, lead at the same time to an instability
or systematic tachyon, as defined in section 2.3. If this holds, a proof of conjecture 1 could
provide a proof of conjecture 2. Following this idea, we developed similar tools and strategy
for both problems: we present them in sections 4.2 and 4.3. They allow us to find further
existence constraints in section 4.4.
4.1 Existence conditions
Before tackling the stability of classical de Sitter solutions with intersecting sources, we first
review known existence conditions, and find new ones. The dilaton e.o.m., the 4d and 10d
traces of the Einstein equation are formally the same as those for parallel sources; they
correspond in 4d language to the 4d Einstein equation and ∂ρV = ∂τV = 0, given in (4.13),
(4.14), (4.15). So we obtain from them the same constraints as in the parallel case [24,28,36].
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Considering additionally the Fk BI (2.12) brings further restrictions, excluding p = 3, and
the Fk−4 BI leads to F0 = 0 for p = 4 as for parallel sources [39], excluding further cases.
The difference with the case of parallel sources then appears when considering the trace of
Einstein equation along internal parallel directions. The extra source contributions, obtained
in 10d in [38] and in 4d in (C.5), relax the constraint on f ||⊥⊥: these structure constants do
not have to be non-zero anymore. The constraint on the NS combination of curvatures and
H-flux components [36], denoted “combi”, still got generalized to the intersecting case [38],
at least for a homogeneous overlap.5 This leaves the possibilities and necessary ingredients
summarized in Table 1. The difference in the Einstein along parallel directions, with a relaxed
requirement on f ||⊥⊥, make it unlikely to get existence constraints in terms of the parameter
λ (3.3), discussed in section 3.1. So we do not get a further requirement of having some
non-zero f⊥||⊥ [39]. Similarly, the new constraints derived in section 3.2 for parallel sources,
namely (3.17), (3.19), (3.20) and (3.21), cannot be obtained here. There is nevertheless a
very special case of intersecting sources, where the requirement on f ||⊥⊥ does not get relaxed,
so one can then generalize the constraints on λ: we study this in section 4.4, after having
defined required tools.
A de Sitter solution requires T10 > 0 and
p = . . . R6 ≥ 0 R6 < 0
3
4 F2, combi
5 F1, combi
6 F0, combi
7
8
9
Table 1: Necessary ingredients for classical de Sitter solutions with intersecting Op/Dp sources,
prior to this work. An empty box means a no-go theorem.
The new constraints obtained in section 3.2 from the flux equations can on the contrary
be generalized in any case to intersecting sources. For p = 6 with F4 = F6 = 0, using F2 BI
(2.12), we obtain as in (3.24)
d(F2 ∧ ∗6H) = 0 ⇒ |H|2 + g2s |F2|2 = −
∑
I
T I10
p+ 1
(H(0)I )⊥I
F0
. (4.2)
Consequences are however weaker, due to the sum on I. For instance, one requirement is that
T10 > 0, but each T
I
10 does not need to be. We deduce
de Sitter : for p = 6 with F4 = F6 = 0, ∃ I s.t. T I10 (H(0)I )⊥I 6= 0 , (4.3)
de Sitter : for p = 6 with F4 = F6 = 0, ∃ I s.t. − T I10 (H(0)I )⊥I F0 > 0 . (4.4)
Furthermore, the projected BI gives
∀J, (dF2)⊥J − (H(0)J )⊥J F0 =
T J10
p+ 1
. (4.5)
5Another constraint obtained in [38] from this NS combination on group manifolds with constant fluxes is
the need, for p = 6, of some sources overlap: a de Sitter solution with No = 0, implying N = 2, is excluded.
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Using this back in (4.2), we obtain for any given I
|H(2)I |2 −
∑
J 6=I
|H(0)J |2 + g2s |F2|2 = −
∑
J
(dF2)⊥J
(H(0)J )⊥J
F0
. (4.6)
The left hand-side is positive. Indeed, ∀I, J , H = H(0)I +H(2)I = H(0)J +H(2)J . Since p = 6,
∀K, H(0)K is proportional to vol⊥K which is by definition along different directions for each
K, so each H(0)J is necessarily a piece of H(2)I . Since each H(0)J is along different directions,
one deduces |H(2)I |2 −∑J 6=I |H(0)J |2 ≥ 0. The right hand-side of (4.6) is thus positive, and
we deduce the generalization of (3.29)
de Sitter : for p = 6 with F4 = F6 = 0, ∃ I s.t. − (dF2)⊥I (H(0)I )⊥I F0 ≥ 0 . (4.7)
So there is at least one set I for which both contributions on the left-hand side of the pro-
jected F2 BI (4.5) have the same sign, i.e. are not competing against each other. These new
requirements for the existence of classical de Sitter solutions with intersecting sources are
interesting, but it remains hard to use them further, and generalize the study of section 3.3.
4.2 Strategy and tools to prove instability
The strategy to prove conjecture 2 follows an idea proposed and checked on some examples
in [32], and further checked in [35]. The idea is that studying the stability of the scalar fields
ρ, τ, σ (extended to σI for intersecting sources) should be enough to find a tachyon. In other
words, a combination of these fields should always be at a maximum of the potential V ,
providing a systematic tachyon thus proving conjecture 2. To that end, one should consider
the block of the Hessian of the potential corresponding to this subset of fields, and prove
it always admits a negative eigenvalue. This seems simpler than dealing with the full 4d
supergravity scalar potential (see section 2.3). The problem of finding a systematic negative
eigenvalue in the Hessian block is further simplified using Sylvester criterion (see e.g. [28]):
if one of the diagonal entries, e.g. ∂2ρV , is always negative, this is sufficient to conclude on
a negative eigenvalue. The strategy [39] then consists in building a linear combination of
terms that have to be positive or zero on a de Sitter solution (R4, ∂ϕV , | . . . |2, etc.) and of
∂2ϕV times positive coefficients: see e.g. (4.21). Proving that this linear combination is always
negative, one would deduce that there is always a negative diagonal entry, and conclude. This
idea of the linear combination is in line with previous no-go theorems, discussed in section 3.1.
The first step is to determine the scalar potential V (ρ, τ, σI). This was done in [39] for
parallel sources, i.e. with one σ, and we follow here closely this derivation to generalize it to
intersecting sources. As explained in section 2.1, each set I = 1 . . . N of parallel sources defines
internal directions a||I parallel to these sources, and transverse ones a⊥I , in the orthonormal
(flat) basis with metric δab. For any set I, we then write the 6d internal metric as
ds26 = δabe
aeb = ds2||I+ds
2
⊥I
, ds2||I ≡ e
a||Ime
b||I nδabdy
mdyn , ds2⊥ ≡ ea⊥Imeb⊥I nδabdymdyn .
Each set I admits two sets of one-forms {ea||I }, {ea⊥I }, where the assumptions on those,
detailed in section 2.1, hold for group manifolds. The 4d scalar fields ρ, τ, σI=1...N > 0 are
obtained from fluctuations of 10d fields around a background labeled with a 0. They are
defined as follows for each set I
ds26 = ρ
(
σAI (ds
2
||I
)0 + σBI (ds
2
⊥I
)0
)
, ea||Im =
√
ρσAI (e
a||Im)
0 , ea⊥Im =
√
ρσBI (e
a⊥Im)
0 (4.8)
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with A = p−9, B = p−3. The dilaton fluctuation is defined by φ = φ0+δφ with τ = e−δφρ 32 ,
where eφ
0
= gs is a constant. Background values are recovered with
Background value: ρ = τ = σI=1...N = 1 . (4.9)
In (4.8), all σI=1...N should actually appear at the same time; we froze to their background
value all but one to simplify the definition. The 6d metric determinant fluctuates as
|g6| → |g06 | ρ6 ΠNI=1 σA(p−3)+B(9−p)I = |g06 | ρ6 , (4.10)
where the σI dependence drops out thanks to the values picked for A and B. This justifies the
definition of τ , and allows to define the 4d Planck mass and the relation to the 4d Einstein
frame as in the parallel sources case.
From there, determining the scalar potential amounts to fluctuate the curvature, fluxes
and sources. We refer to appendix C for details of this derivation. As expected, only the
source contributions are significantly different from that of the parallel case, and they depend
on their possible overlap. The resulting potential is given as follows
V˜ =
V
M24
=− τ−2
(
ρ−1R6(σK)− 1
2
ρ−3
∑
n
σ
−An−B(3−n)
I |H(n)I |2(σJ)
)
− gsτ−3ρ
p−6
2
∑
I
σ
A
p−3
2
I ΠJ 6=I σ
(A−B)δ
a||J
a||I
+B(p−3)
2
J
T I10
p+ 1
+
1
2
g2s
(
τ−4
4∑
q=0
ρ3−q
∑
n
σ
−An−B(q−n)
I |F (n)Iq |2(σJ)− τ4ρ3|F6|2
+
1
2
∑
n
(τ−4ρ−2σ
−An−B(5−n)
I |F (n)I5 |2(σJ)− τ4ρ2σ−An−B(1−n)I |(∗6F5)(n)I |2(σJ))
)
(4.11)
where only even/odd RR fluxes should be considered in IIA/IIB, and we use simplified nota-
tions absorbing the 6d integral and dropping the background label
∫
dy6
√
|g06 ||H(n)I0|2∫
dy6
√
|g06 |
→ |H(n)I0|2 → |H(n)I |2 . (4.12)
This potential is derived using only part of the ansatz of section 2.1, namely the absence
of warp factor and a constant dilaton; we did not restrict to group manifolds with constant
fluxes, and the general curvature dependence R6(σK) is given in appendix C. The important
novelty in the source terms is not the extra dependence on σJ : this happens naturally in all
terms of the potential. Rather, it is the presence of σI in all source terms, and not only the
one with T I10. This generates new source contributions with respect to the case of parallel
sources.
The next step is to derive 4d equations. The potential, and its first and second derivatives
with respect to ρ, τ are the same as in the parallel case when setting all σI = 1. This is a
relevant value since we will consider derivatives of the potential at an extremum, so with the
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background value (4.9). So the 4d Einstein equation and the two first derivatives are the
same as in the parallel case, and we recall them for completeness
R4 = − 2R6 + |H|2 − 2gs T10
p+ 1
+ g2s
6∑
q=0
|Fq|2 (4.13)
0 = τ∂τ V˜ |0 = 2R6 − |H|2 + 3gs T10
p+ 1
− 2g2s
6∑
q=0
|Fq|2 (4.14)
0 = ρ∂ρV˜ |0 = R6 − 3
2
|H|2 − gs p− 6
2
T10
p+ 1
+
1
2
g2s
6∑
q=0
(3− q)|Fq|2 . (4.15)
These equations are equivalent to the (6d integral of) the 4d and 10d traces of 10d Einstein
equation and the 10d dilaton e.o.m. [39], which are the same in the parallel or intersecting
case (see section 4.1). The same constraints can then be deduced, such as
R4 = gs T10
p+ 1
− g2s
6∑
q=0
|Fq|2 , (4.16)
which implies the requirement T10 > 0, i.e. the need for Op in at least one set I [38]. Finally, we
should obtain the derivatives with respect to σI : we do so, and comment on them, in appendix
C. Following the strategy presented at the beginning of this section, we now consider a linear
combination of all these equations.
4.3 Attempt in a standard case
We have developed tools and presented a strategy to prove conjecture 2, and we now apply
those to a standard case where most classical de Sitter solutions were found [27], all being
unstable. The setting matches the ansatz described in section 2.1: we consider group mani-
folds with constant fluxes, for p = 6. On a group manifold with an orientifold along a set I,
R6 simplifies to (see (3.35))
R6 = R||I +R⊥I||I −
1
2
|f ||I ⊥I⊥I |
2 − δcdf b⊥I a||I c⊥I f
a||I b⊥I d⊥I
. (4.17)
In addition, for p = 6, one gets for the RR fields (A − B)n + qB = 0, i.e. no contribution
of those in the ∂σI . Finally, intersecting sources are now in the case of homogenous overlap
(4.1), with No = 1. The derivatives simplify to
σI∂σI V˜ |0 = − 3
(
R||I +R⊥I||I
)
− 9
2
|f ||I ⊥I⊥I |
2 − 3 δcdf b⊥I a||I c⊥I f
a||I b⊥I d⊥I
(4.18)
− 1
2
(9|H(0)I |2 − 3|H(2)I |2) + gs

9 T I10
p+ 1
+ 3
∑
J 6=I
T J10
p+ 1
− 9
2
T10
p+ 1

 ,
σ2I∂
2
σI
V˜ |0 = − σI∂σI V˜ |0 − 9
(
R||I +R⊥I||I
)
+
92
2
|f ||I ⊥I⊥I |
2 + 9 δcdf b⊥I a||I c⊥I f
a||I b⊥I d⊥I
+
1
2
(92|H(0)I |2 + 9|H(2)I |2)− gs
4
(
92
T I10
p+ 1
+ 9
∑
J 6=I
T J10
p+ 1
)
. (4.19)
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The Fk=2 BI (2.12), projected on one vol⊥I as in (4.5), can also be rewritten as follows [38]
(using that F
(0)I
k = 0)
gs
T I10
p+ 1
=− 1
2
∣∣∣∗⊥IH(0)I + gsF0∣∣∣2 − 12
∑
a||I
∣∣∣∗⊥I (dea||I )|⊥I − gs ιa||IF (1)I2
∣∣∣2 (4.20)
+
1
2
|H(0)I |2 + 1
2
g2s |F0|2 +
1
2
g2s |F (1)I2 |2 +
1
2
|f ||I ⊥I⊥I |
2 .
We now build a general linear combination as in [39], following the strategy presented in
section 4.2. With real coefficients a, bτ , bρ, bσ, cτ , cρ, cσ, d, we consider
aR4 + bτ τ∂τ V˜ |0 + bρ ρ∂ρV˜ |0 + bσ σI∂σI V˜ |0 (4.21)
+ cτ τ
2∂2τ V˜ |0 + cρ ρ2∂2ρ V˜ |0 + cσ
(
σ2I∂
2
σI
V˜ |0 + σI∂σI V˜ |0
)
+
d
2
∣∣∣∗⊥IH(0)I + gsF0∣∣∣2 + d2
∑
a||I
∣∣∣∗⊥I (dea||I )|⊥I − gs ιa||IF (1)I2
∣∣∣2
=− (R||I +R⊥I||I ) (2a− 2bτ − bρ −Abσ + 6cτ + 2cρ +A
2cσ)
+ δcdf b⊥I a||I c⊥I f
a||I b⊥I d⊥I
(2a− 2bτ − bρ −Bbσ + 6cτ + 2cρ +B2cσ)
+
1
2
|f ||I ⊥I⊥I |
2 (2a− 2bτ − bρ + (A− 2B)bσ + 6cτ + 2cρ + (B2 + (B −A)(3B −A))cσ + d)
+
1
2
|H(0)I |2 (2a− 2bτ − 3bρ − 3Bbσ + 6cτ + 12cρ + 9B2cσ + d)
+
1
2
|H(2)I |2 (2a− 2bτ − 3bρ − (2A+B)bσ + 6cτ + 12cρ + (2A+B)2cσ)
+ gs
T I10
p+ 1
1
4
(−8a+ 12bτ + 18bσ − 48cτ − 92cσ − 4d)
+ gs
∑
J 6=I
T J10
p+ 1
1
4
(−8a+ 12bτ − 6bσ − 48cτ − 9cσ)
+ g2s
4∑
q=0
1
2
|Fq|2 (2a− 4bτ + (3− q)bρ + 20cτ + (3− q)(2− q)cρ) + g2s
d
2
(|F0|2 + |F (1)I2 |2)
+ g2s
1
2
|F6|2 (2a− 4bτ − 3bρ − 12cτ − 6cρ)
The only difference with respect to the parallel case are the T J10 terms. As explained in
section 4.2, the left-hand side is strictly positive on a (meta)stable de Sitter solution, when
restricting to a > 0 and cτ , cρ, cσ , d ≥ 0. Therefore, if we can find coefficients such that the
right-hand side is negative or zero, we get a no-go theorem. We know the sign of most entries
on the right-hand side, e.g. |H(0)I |2 ≥ 0, so we should find coefficients a, b, c, d such that the
associated combination, 2a−2bτ−3bρ−3Bbσ+6cτ+12cρ+9B2cσ+d, is negative or zero. This
would build the appropriate linear combination to get a no-go theorem, and prove conjecture
2 in this standard case. This strategy was successful for parallel sources, to get existence
constraints: the corresponding linear combinations (3.4), (3.5), were discussed in section 3.1.
With the above general linear combination however, we do not reach any conclusive result
regarding stability. We will nevertheless deduce further existence constraints in section 4.4.
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We then consider two different combinations, first
aNR4 + bτN τ∂τ V˜ |0 + bρN ρ∂ρV˜ |0 + bσ
∑
I
σI∂σI V˜ |0 (4.22)
+ cτN τ
2∂2τ V˜ |0 + cρN ρ2∂2ρ V˜ |0 + cσ
∑
I
(
σ2I∂
2
σI
V˜ |0 + σI∂σI V˜ |0
)
+
d
2
∑
I
∣∣∣∗⊥IH(0)I + εpgsF (0)Ik−2 ∣∣∣2 + d2
∑
I
∑
a||I
∣∣∣∗⊥I (dea||I )|⊥I − εpgs ιa||IF (1)Ik
∣∣∣2 ,
where essentially, we summed over all I or equivalently multiplied by N . This allows to recon-
struct T10 using e.g. that
∑
I
∑
J 6=I T
J
10 = (N − 1)T10. We then obtain the same coefficients
combinations on the right-hand side as for the parallel case, except for the source term, with
a matching for N = 1. However, this linear combination does not allow to conclude either.
In the other linear combination considered, we sum only up to N − 1, with N = 4 as
in known solutions. A motivation for this is the independence of the scalar fields that we
have not discussed so far. As long as N ≤ 5, ρ and the σI define at most six (diagonal)
metric fluctuations, which seem a priori independent. However, due to the specific source
configuration considered here, namely the homogeneous overlap (4.1), there is a redundancy
as we now show. Disregarding the group manifold algebra, all internal directions are a priori
equivalent, so we can have the set I = 1 along 123. Then the homogeneous overlap with
No = 1 imposes the other three sets to have one direction along 123 and two directions along
456. Up to Z3 permutations on the first direction, we can fix I = 2 to be along 145, I = 3
along 256 and I = 4 along 346. This gives the following dependence on metric fluctuations
e1 =
√
ρσA1 σ
A
2 σ
B
3 σ
B
4 e
1 0 , e2 =
√
ρσA1 σ
A
3 σ
B
2 σ
B
4 e
2 0 , e3 =
√
ρσA1 σ
A
4 σ
B
2 σ
B
3 e
3 0 , (4.23)
e4 =
√
ρσA2 σ
A
4 σ
B
1 σ
B
3 e
4 0 , e5 =
√
ρσA2 σ
A
3 σ
B
1 σ
B
4 e
5 0 , e6 =
√
ρσA3 σ
A
4 σ
B
1 σ
B
2 e
6 0 .
One verifies that setting σI=4 to 1, it can be recovered by the rescaling
ρ→ ρ σ2(A+B)4 , σI 6=4 → σI 6=4 σ−14 , (4.24)
so this fluctuation is redundant. We cannot get rid of more scalars: for instance, setting
σI=4 = 1, the dependence on σ1 is different in e
1 and e4 while that on the remaining fields is
the same, so σ1 could not be reobtained by rescaling the other fields. To conclude, the deriva-
tion of the potential regarding each σI is correct, but we can pick a gauge where σI=4 = 1.
The corresponding source is still there, so δ
a||I
a||J
and No still make sense, T
4
10 and its Bianchi
identity as well. Considering the corresponding linear combination where we sum only up to
N − 1 = 3 is however not more successful: we do not reach conclusive results.
Let us now compare to two papers [32, 35] where conjecture 2 has been verified on ex-
plicit examples, namely on the SU(2)×SU(2) group manifold, using similar tools. In [35], all
e.o.m. are considered, and the derivation depends on the precise solution ansatz. In [32], the
tachyonic scalar potential is given after taking into account two further extremum conditions,
corresponding to C3 axions, so presumably related to the F4-flux e.o.m. In [70], the same
potential is used and a tachyon is obtained numerically when using information from a B-field
axion, so probably related to the H-flux e.o.m. The conclusion appears to be similar to what
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is presented at the beginning of section 3 for conjecture 1: we need to include information
coming from other equations, not considered so far. As explained already, this is however
difficult because remaining equations do not combine easily with the above linear combina-
tions, since their entries are of a different kind. We still derived new interesting constraints
in section 4.1, but those remain too weak or not appropriate. So for now, the strategy and
tools developed here do not allow to conclude on conjecture 2, but if some extra information
is provided, such as a flux ansatz or the algebra of the group manifold, or even some useful
combination of remaining equations, then the machinery developed here could turn out to be
conclusive.
4.4 Further existence constraints
There is a special case of intersecting sources for which the above machinery provides a
natural extension of existence constraints obtained for parallel sources in [39], and discussed
in section 3.1. As one intuitively understands, it is the case where one set of parallel sources
is dominant with respect to other sets. The only difference in the general linear combination
(4.21) between the parallel and intersecting cases is the term in
∑
J 6=I T
J
10: when this term
has a proper sign, the constraints derived in [39] can then be generalized. As we will see, the
sign is
∑
J 6=I T
J
10 = T10 − T I10 ≤ 0, meaning that the sets J 6= I contain overall few or no
orientifold, i.e. are dominated by brane contributions, while the set I has mostly orientifold
contributions as in a parallel case.
We focus on the general linear combination (4.21), staying more general than in section 4.3
by allowing p = 4, 5, 6 and No unfixed. We take specific coefficients from [39] with A = p− 9,
B = p− 3, namely
bτ =
3
2
a , bρ =
A+B
A−Ba , bσ =
2
B −Aa , d = 4a , cτ = cρ = cσ = 0 , (4.25)
which give
R4 + 3
2
τ∂τ V˜ |0 + A+B
A−B ρ∂ρV˜ |0 +
2
B −A σI∂σI V˜ |0 (4.26)
+ 2
∣∣∣∗⊥IH(0)I + εpgsF (0)Ik−2 ∣∣∣2 + 2∑
a||I
∣∣∣∗⊥I (dea||I )|⊥I − εpgs ιa||IF (1)Ik
∣∣∣2
=− 2g2s
(|Fk+2|2 + |Fk+4|2)− 2 δcdf b⊥I a||I c⊥I fa||I b⊥I d⊥I + gs∑
J 6=I
T J10
p+ 1
(No + 7− p) .
The last term is negative in the case
∑
J 6=I T
J
10 ≤ 0, which will allow us to conclude as in the
parallel case. We then take the following coefficients
bτ =
A− 5B
A− 3B
a
2
, bρ =
a
3
, bσ =
2
3(A− 3B)a , cτ = cρ = cσ = d = 0 , (4.27)
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which give
R4 + 1
2
A− 5B
A− 3B τ∂τ V˜ |0 +
1
3
ρ∂ρV˜ |0 + 2
3(A− 3B) σI∂σI V˜ |0 (4.28)
=− 2
p
(
−δcdf b⊥I a||I c⊥I f
a||I b⊥I d⊥I
− |f ||I ⊥I⊥I |
2 + |H(2)I |2
)
− 2
p
g2s
1
2
p∑
q=6−p
(q − (6− p)) |Fq|2 + 1
p
gs
∑
J 6=I
T J10
p+ 1
(p− 3−No) ,
where again the last term is negative for
∑
J 6=I T
J
10 ≤ 0. We now assume the latter holds. If
|f ||I ⊥I⊥I |2 = 0, any such structure constant vanishes, so δcdf
b⊥I a||I c⊥I
fa||I b⊥I d⊥I = 0. The
right-hand side of (4.28) is then negative, while the left-hand side should be strictly positive,
so we reach a no-go: for
∑
J 6=I T
J
10 ≤ 0, one must have |f ||I ⊥I⊥I |2 6= 0. One can then safely
define a parameter λI (see section 4.1) as
δcdf b⊥I a||I c⊥I f
a||I b⊥I d⊥I
= −λI |f ||I ⊥I⊥I |
2 . (4.29)
We deduce from (4.26) and (4.28) the following existence requirements
de Sitter : if ∃I s.t.
∑
J 6=I
T J10 ≤ 0, then |f ||I ⊥I⊥I |
2 6= 0 and 0 < λI < 1 . (4.30)
This is valid on group manifolds with constant fluxes, p = 4, 5, 6, and at least for homogeneous
overlap (4.1). As in the parallel case, this gives constraints on the type of group manifolds and
underlying algebras that are allowed, excluding in particular nilmanifolds in their standard
basis, where λI = 0; we refer to [39] for more detail on these constraints.
As discussed in section 4.1, one may then generalize to the intersecting case
∑
J 6=I T
J
10 ≤ 0
the new constraints obtained in section 3.2 in the parallel case from the Einstein equation.
More generally, to go further with the contribution
∑
J 6=I T
J
10 (especially for known solutions
that allow a priori the same orientifold contribution along each set), one may consider the
following linear combination
aR4 + bτ τ∂τ V˜ |0 + bρ ρ∂ρV˜ |0 + bσ σI∂σI V˜ |0 (4.31)
+ cτ τ
2∂2τ V˜ |0 + cρ ρ2∂2ρ V˜ |0 + cσ
(
σ2I∂
2
σI
V˜ |0 + σI∂σI V˜ |0
)
+
dI
2
∣∣∣∗⊥IH(0)I + εpgsF (0)Ik−2 ∣∣∣2 + dI2
∑
a||I
∣∣∣∗⊥I (dea||I )|⊥I − εpgs ιa||IF (1)Ik
∣∣∣2
+
dJ
2
∑
J 6=I
∣∣∣∗⊥JH(0)J + εpgsF (0)Jk−2 ∣∣∣2 + dJ2
∑
J 6=I
∑
a||J
∣∣∣∗⊥J (dea||J )|⊥J − εpgs ιa||J F (1)Jk
∣∣∣2 ,
which includes contributions of the Fk BI projected on the sets J . Analysing it would require
to compare structure constants and fluxes projected along the different sets, an involved task
that we leave to future work.
5 Conjecture 3: no supergravity solution with string origin
As explained in the introduction, 10d supergravity is a low energy effective theory for string
theory provided some conditions are verified. The energy approximation requires any length
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to be much bigger than the string length, L ≫ ls, to neglect string states as well as α′ or
higher derivative corrections. The string coupling constant should be small to neglect string
loop corrections, here given by gs ≪ 1. These requirements ensure a low energy, classical
regime, of string theory. Another requirement is that classical solutions of extended super-
gravity object correspond to stringy objects, here Op and Dp. For this to hold, their number
has to be quantized, and for orientifolds, it is bounded from above because it corresponds to
fixed points of the geometry (e.g. two per circle). Finally, fluxes should also be quantized,
at least on cycles of the geometry; one reason is cohomology. This quantization however
involves L and ls so a quantized flux gets “diluted” when the former is bigger than the latter,
i.e. in a large volume limit. Having a solution of supergravity is thus a first result, making
it a classical string background asks for these further requirements to be satisfied. This idea
was recently put forward in [40] when analysing known classical de Sitter solutions of type
IIA supergravity: those appeared inconsistent with a stringy origin, because of these extra
requirements. This question was then studied formally and exemplified for p = 6 in [41, 42]:
the conclusions turned out consistent with conjecture 3, without being fully general. We
investigate this question here for p = 4, 5, 6 in a 10d approach and argue that one cannot
conclude on a proof of conjecture 3 with the tools developed so far. The case of a compact
manifold with an internal hierarchy appears indeed consistent with the various requirements,
and in our view, cannot be excluded it for now.
We first give the tools necessary to this study. For a flux Fq on a cycle Σq, the quantization
goes as
1
(2πα′
1
2 )q−1
∫
Σq
Fq =
1
(2πls)q−1
∫
Σq
volq Fq a1...aq = Nq ∈ Z , (5.1)
where the volume is extracted by writing the flux component in the flat (orthonormal) basis
of the metric. With our ansatz, these components are constant; otherwise one can consider
the integral of the component divided by the volume. The component quantization is then
given by Fq a1...aq = Nq(2πls)
q−1/(
∫
Σq
volq). Writing the volume as an average (2πL)
q and
absorbing the 2π in the lengths, we deduce
|Fq|2 =
N2q
l2s
(
ls
L
)2q
. (5.2)
This may look too schematic, due to possible caveats. First, on group manifolds, it is not
clear one always has the appropriate cycles. Also, the last square involves a sum on several
components, so N2q may rather denote a sum of squared integers. Finally, an average length
L, even though sufficient when comparing internal lengths to ls, might be too restrictive for
a refined analysis that would include internal hierarchies. For now, we stick to this schematic
or restrictive approach and leave these caveats aside, it will be enough for our study. Note
that we reproduce the 4d potential approach: the volume field ρ is replaced by L and τ−1 by
gs.
We turn to source contributions: T I10 is defined in [38] in terms of charges and δ-functions,
and we take an integrated version as prescribed by the smeared ansatz. We obtain
T I10
p+ 1
= (2p−5N IOp −N IDp)
(2πls)
7−p√|g⊥I | =
N Is
l2s
(
ls
L
)9−p
, (5.3)
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where N Is = 2
p−5N IOp − N IDp is the “number of sources” given in terms of the number of
orientifolds N IOp and branes N
I
Dp
in the set I, and
√|g⊥I | denotes the transverse volume to
this set, expressed again with an average internal length where 2π was absorbed. N Is can be
considered as an integer, bounded from above because of N IOp . Summing T10 =
∑
I T
I
10, we
further write
T10
p+ 1
=
Ns
l2s
(
ls
L
)9−p
, (5.4)
where the resulting numberNs is also bounded from above. It is a finite, not very big, number,
that has to be strictly positive for a de Sitter solution.
We finally focus on the internal curvature R6: it is given on group manifolds by a linear
combination of squares of structure constants, as in (2.5), (4.17). The structure constants
are discretized due to the compactness of the manifold, which can be seen through the lattice
action. For instance, the nilmanifold based on the Heisenberg Lie algebra has the structure
constant
f312 =
r3
r1r2
N if , (5.5)
where N if is an integer and r
a are the radii. More generally, in our conventions, the structure
constants include lengths in the same manner, and they are proportional to a number Nf
that is discretized. Ignoring internal length hierarchies and using an average length, we then
write schematically
R6 = −
N2f
L2
, (5.6)
since we know that R6 has to be strictly negative for a de Sitter solution. Considering how-
ever N2f in (5.6) to be an integer is a priori too strong. It is defined as the resulting non-zero
number obtained when extracting the average length, and as we will see, it could actually be
very small, once one takes into account internal hierarchies or because of the special expres-
sion of R6.
We now start the analysis and study the limits ls/L → 0, gs → 0 or corresponding
regimes, with Ns bounded. We combine appropriately the equations (4.13), (4.14), (4.15), to
be satisfied by de Sitter solutions. We read from (4.14), using that F6−p 6= 0,
3gs
T10
p+ 1
> −2R6 ⇒ Ns > 2
3
N2f
gs
(
L
ls
)7−p
. (5.7)
It is tempting to conclude from (5.7) a proof of conjecture 3: indeed, taking N2f ≥ 1, the
requirements L ≫ ls and gs ≪ 1 lead to a large right-hand side since p = 4, 5, 6, forcing Ns
to be larger than its bound; this point was made already for p = 6 in [41, 42]. For instance,
a hierarchy of order 10 gives already Ns of at least 100, which is above the standard value of
29−p. The caveat in this reasoning appears when allowing for internal hierarchies, i.e. going
beyond the use of an average length and considering the possibility of N2f being a small
number. This leads us to conclude
Conjecture 3 holds unless the internal space
admits hierarchies such that N2f = |R6| × L2 ≪ 1 .
(5.8)
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There are two ways to get a small N2f . First, L is here the average internal length, which
can be viewed as fixed by the volume. When rather considering the radii separately and
allowing for internal hierarchies, the curvature R6 can generate a different length scale. For
instance, this not the case in isotropic spheres, but it can easily be achieved in nilmanifolds:
as can be seen in (5.5), taking the fiber radius small compared to the base ones, r3 ≪ r1, r2,
generates a hierarchy, eventually leading to a small N2f .
6 Secondly, R6 is a linear combination
of squares of structure constants, where positive and negative contributions could be tuned
and almost cancel each other, giving eventually a small but non-vanishing value. Using the
general expression (4.17) of R6 on group manifolds with the parameter λ (3.3) (see (3.35)),
we could not bound −R6 from below by a single positive term, i.e. it could be tuned as close
to zero as desired. Even though a detailed analysis of each component of Einstein equation
may forbid this, we can for now not exclude an arbitrarily small N2f .
Having such an internal hierarchy was considered to some extent in [41], when studying
the possibility of a classical de Sitter solution in a controlled regime in the limit of a large field
α. Interestingly, this analysis was very general as it allowed α to be any field combination.
One could then imagine α being the right combination to parametrize a small N2f , i.e. our in-
ternal hierarchy. The analysis concluded on the general difficulty to have a classical de Sitter
solution in a large field limit, whatever α is. This is in line with the discussion of [48] and
the Dine–Seiberg argument [71]. This would exclude the possibility of our internal hierarchy.
Several possible loopholes were however mentioned in [41]. The most relevant one to us is the
fact that, even on a group manifold, R6 could be a complicated function of the various fields,
without a fixed sign, and its dependence on the appropriate α is hard to predict in our view.
More generally, studying a limit or an asymptotic regime a` la Dine–Seiberg, where e.g. one
term in a potential dominates the others, could be misleading here. Indeed, the de Sitter
solution could be located in a grey zone, between “the interior of field space” and the asymp-
totics, where some fields are large enough to give a controlled regime, but not so large as to
approximate each appearing function by a single term. This relates to the idea of R6 being a
complicated function whose behavior is difficult to capture. These options leave some freedom
to have the appropriate internal hierarchy (5.8), so we cannot exclude this possibility for now.
Having compared the source term to the curvature term, we turn to the fluxes. With
them we show, in some conditions at least, that one cannot take independently the limits
ls/L→ 0, gs → 0, rather the two are actually related. From (4.16), one deduces
gs
T10
p+ 1
> g2s |F6−p|2 ⇒ Ns > N26−p gs
(
L
ls
)p−3
. (5.9)
In addition, combining (4.14) −2× (4.15) together with (4.16), one deduces for de Sitter
8− p
2
gs
T10
p+ 1
> |H|2 ⇒ 8− p
2
Ns > N
2
H
1
gs
(
ls
L
)p−3
. (5.10)
All flux terms are bounded by the source term (all RR fluxes are bounded with (4.16)):
this forbids having too big numbers Nq of fluxes. In addition, the quantity gs(L/ls)
p−3,
undetermined in the supergravity regime, cannot be either too big or too small. In the case
6For M = Nil3 × T 3, one has R6 = − 12 (f312)2. When all radii except r3 are equal to R, one computes
N2f = (r
3/R)
7
3 N if
2
/2.
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where N6−p and NH are integers bigger or equal to 1, the quantity gets bounded as follows
2
8− p
1
Ns
< gs
(
L
ls
)p−3
< Ns , (5.11)
which relates the two limits: indeed, for a reasonable Ns ∼ O(1), we deduce gs ∼ (ls/L)p−3
and N2f . (ls/L)
4, the latter indicating a strong internal hierarchy.7 With such values, every
requirement and equations considered so far would be consistent. Note that the condition
N6−p, NH ≥ 1 is not generic for two reasons. First, among the two fluxes, only F6−p is a priori
required to be non-zero. Secondly, in the case of internal hierarchies, the difference with the
average length could give different values to the numbers N6−p, NH . In that case, one could
still derive analogous inequalities, even though possibly less constraining. In addition, in the
parallel case with p = 6 and F4 = F6 = 0, we reach such inequalities without any assumption.
Indeed we showed in (3.25) that H(0) 6= 0, and one can rewrite (5.10) with |H|2 ≥ |H(0)|2;
furthermore the lengths involved in the inequalities are then precisely the same, namely the
transverse volume, and one relates eventually the small gs to the large transverse volume
limit. There is thus a chance to get constraining inequalities (5.11) quite generally, and relate
this way the two limits.
Finally, using (5.10) with (4.13) and (4.16), one reaches
R4 < −R6 + 6− p
4
gs
T10
p+ 1
⇒
(
L
L4d
)2
< N2f +
6− p
4
Nsgs
(
ls
L
)7−p
, (5.12)
where R4 = 1/L24d. The required small N2f and the appropriate supergravity regime imply a
scale separation with 4d, L/L4d ≪ 1: this would certainly be an interesting situation.8 The
question remains whether the necessary internal hierarchy can be reached with a de Sitter
solution.
We did not find further useful information studying the flux equations, in particular the
Fk BI, the H-flux e.o.m. and the new results and relations derived in sections 3.2 or 4.1. For
instance, for p = 6, all lengths drop out of the F2 BI projected on the transverse space, which
can then be written schematically
Nf ||⊥⊥
N2 +NH(0)N0 ∼ Ns . (5.13)
Thanks to the results (3.26), (3.29), and (4.7), one may argue that the two terms on the left-
hand side have the same sign, i.e. do not compete against each other. This implies that they
7In [42] was proposed for p = 6 the scaling L/ls ∼ g−1s ∼
√
Ns for large Ns. This is different than
considering as here a finite Ns of order 1. Still, if Ns had to be large, the inequality (5.11) is allowing the
relation gs(L/ls)
p−3 ∼ Ns, consistent with the scaling of [42].
8While the equations derived here agree with those of [72] (for instance for p = 6, we get |R6/R4| < O(1) as
there), the interpretation of the result differs. We consider here that the separation of scale should be defined
by a large hierarchy between the 4d scale and the internal typical scale L, defined e.g. by the volume; we have
in mind that the internal Kaluza–Klein energy scale, defined by the (square root of the) first eigenvalue of
the Laplacian on scalar fields, should be close to 1/L. On the contrary, the internal scale compared to the
4d scale in [72] is defined by the average of |R6|; the authors also specify that if this scale is different than
the Kaluza–Klein scale, their analysis does not apply. We believe that for manifolds admitting the desired
internal hierarchy, i.e. having a small N2f , both the first scalar eigenvalue and 1/L
2 are very different than the
curvature scale fixed by |R6|. An example is the explicit analysis of the Laplacian spectrum on the nilmanifold
(5.5) in [73, 74]: in a regime of “small fiber”, one generates the desired hierarchy, where indeed |R6| is small
compared to the first scalar eigenvalue and to 1/L2.
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are bounded. But this does not contradict any of the previous requirements. In particular,
the number Nf ||⊥⊥
related to the structure constants f ||⊥⊥ is not necessarily an integer. It
can either be small and generate an internal hierarchy, or it can be e.g. of order Ns and
compensated in R6 by contributions of the other two structure constants listed in (2.9) to
generate a small N2f , as explained below (5.8). These open possibilities are to be contrasted
with the discussion of section 2.3 of [42]. The other flux equations do not allow us to be
more conclusive regarding conjecture 3, because the same possibilities appear with structure
constants, consistently with the required hierarchies. A detailed analysis of Einstein equation
seems necessary to determine whether such internal hierarchies can occur in de Sitter solutions
or not.
6 Results summary
In this paper we have studied three conjectures on classical de Sitter solutions, defined in the
introduction. We have restricted our analysis to a common solution ansatz, for which proving
any of these conjectures is a well-defined mathematical problem, as detailed in section 2. We
obtained the following results.
• Conjecture 1: we first considered in section 3.1 recent existence constraints on classical
de Sitter solutions with parallel sources [39], and computed for those the number c
entering the swampland conjecture [47]. This required to determine the kinetic term for
the scalar field σ. We discussed further existence conditions, and obtained in section
3.2 new ones, on structure constants in (3.17), (3.19), (3.20), (3.21), and on fluxes in
(3.25), (3.26), (3.29). We finally studied in section 3.3 a particular case, where all
equations could be solved consistently with a de Sitter solution, except a few internal
components of Einstein equation that were difficult to tackle generically. This proves
that the detailed information of Einstein equation (and not just some of its traces) is
needed to prove conjecture 1, which makes it more challenging.
• Conjecture 2: we reviewed in section 4.1 the existence conditions for classical de
Sitter solutions with intersecting sources, and found new ones on fluxes in (4.3), (4.4),
(4.7). We then determined in section 4.2 the scalar potential (4.11) of the scalar fields
ρ, τ, σI=1...N and its derivatives, generalizing to intersecting sources the work done in [39]
on parallel sources. The strategy presented was then applied in section 4.3 to the case
of known solutions, but we failed to prove the presence of a systematic tachyon. Doing
so seemed to require combining our new formalism with more information coming from
other equations. Nevertheless, the tools developed allowed us to obtain further existence
constraints in (4.30), and another suggestion (4.31) for the tachyon.
• Conjecture 3: we first showed, for p = 4, 5, 6, that this conjecture would hold unless
the compact manifold admits a hierarchy such that |R6| × L2 ≪ 1, where L is an
average internal length (5.8). We were not able to exclude the possibility of such an
internal hierarchy in a classical de Sitter solution, despite interesting arguments of
[41], and detailed information from the Einstein equation seemed needed to that end.
Interestingly, we showed that having this hierarchy would lead to a scale separation
with 4d. Finally, we proved that the desired limits ls/L → 0 and gs → 0 could not be
independent, at least for H 6= 0 and further conditions, but are related or bounded as
in (5.11).
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We hope that this work will trigger more thorough analysis in the remaining corners of
parameter space where these conjectures are not proven. In particular, the case of section 3.3
deserves more attention.
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A Type II supergravities equations
We read from [36] the 10d Einstein equation and its trace, from which we get the trace-inversed
Einstein equation
RMN = 1
4
HMPQH
PQ
N +
e2φ
2
(
F2 MPF
P
2 N +
1
3!
F 104 MPQRF
10 PQR
4 N
)
(A.1)
+
eφ
2
TMN − 2∇M∂Nφ
+
gMN
16
(
−eφT10 − 2|H|2 + e2φ(|F0|2 − |F2|2 − 3|F4|2 + 3|F6|2)− 4∆φ+ 8|∂φ|2
)
,
RMN = 1
4
HMPQH
PQ
N +
e2φ
2
(
F1 MF1 N +
1
2!
F3 MPQF
PQ
3 N +
1
2 · 4!F
10
5 MPQRSF
10 PQRS
5 N
)
+
eφ
2
TMN − 2∇M∂Nφ (A.2)
+
gMN
16
(
−eφT10 − 2|H|2 − 2e2φ|F3|2 − 4∆φ+ 8|∂φ|2
)
,
where anticipating on the compactification ansatz we used |F 104 |2 = |F4|2 − |F6|2. We denote
|Aq|2 = AqM1...Mq gM1N1 . . . gMqNqAq N1...Nq/q! for a q-form Aq. We express the source contri-
bution TMN using flat indices: TAB = e
M
Ae
N
BTMN , with the decomposition into the 4d flat
directions α, the 6d a|| and a⊥ for each source. Following [38], and using the sources ansatz
described in section 2.1, we get for each source Ta⊥b⊥ = e
M
a⊥e
N
b⊥TMN = 0 and
TAB = δ
α
Aδ
β
B Tαβ +
∑
I
δ
a||I
A δ
b||I
B T
I
a||I b||I
, (A.3)
with the sum over the sets I = 1 . . . N of intersecting sources; in the case of parallel sources,
N = 1 so the sum has only one term and one drops the index I. The trace T10 = g
MNTMN
gets decomposed similarly T10 =
∑
I T
I
10, and eventually, one obtains the expressions
Tαβ = ηαβ
T10
p+ 1
, T Ia||I b||I
= δa||I b||I
T I10
p+ 1
. (A.4)
Source contributions are thus only expressed in terms of the numbers T I10 and their sum T10,
together with overlap numbers δ
a||I
A .
With the flux compactification ansatz [36], we obtain the following 4d components
1
3!
F 104 µPQRF
10 PQR
4 ν = −gµν |F6|2 ,
1
4!
F 105 µPQRSF
10 PQRS
5 ν = −gµν |F5|2 . (A.5)
We deduce the 4d Einstein equation
Rµν = gµν
16
(
eφ
T10
p+ 1
(7− p)− 2|H|2 + e2φ(|F0|2 − |F2|2 − 3|F4|2 − 5|F6|2)− 4∆φ+ 8|∂φ|2 − 16gpne−2A∂ne2A∂pφ
)
,
Rµν = gµν
16
(
eφ
T10
p+ 1
(7− p)− 2|H|2 − e2φ(2|F3|2 + 4|F5|2)− 4∆φ+ 8|∂φ|2 − 16gpne−2A∂ne2A∂pφ
)
,
where the last dilaton term comes from ∇M∂Nφ (see (C.3) and (C.4) of [36]). Since we
consider a maximally symmetric 4d space-time, this equation is equivalent to its trace. We
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denote R10 = gMNRMN , R4 = gMNRMN=µν , R6 = gMNRMN=mn = R10 − R4. For
completeness, we also give here the dilaton e.o.m.
2R10 + eφ T10
p+ 1
− |H|2 + 8(∆φ− |∂φ|2) = 0 . (A.6)
This equation, together with the 4d and 10d traces of Einstein equation, are equivalent (for
A = 0 and constant φ at least) to the three 4d equations (4.13), (4.14), (4.15) [39].
B Kinetic terms
Kinetic terms of the scalars ρ and τ are obtained in [15], with the same conventions as ours,
and this derivation is justified by 4d supergravity arguments based on the Ka¨hler potential.
A more straightforward derivation could be made by a direct supergravity reduction, even
though both are related. We propose here such a derivation following [68], reproducing
partially the results of [15] and determining the kinetic term of the new scalar σ. We refer
to [32,39] for conventions regarding these three scalar fields.
The following standard result of dimensional reduction on group manifolds is given in [68]
(section 3.4.2): if one considers the metric compactification ansatz
dsˆ2 = e2αϕds2 + e2βϕMabe
aeb , (B.1)
with detM = 1, and α, β constants fixed according to dimensions, one gets the reduction
√
|gˆ|Rˆ =
√
|g|
(
R+ 1
4
Tr(∂M∂M−1)− 1
2
(∂ϕ)2 − V
)
. (B.2)
We use this result for our reduction, at least in the case where δφ = 0, giving τ = ρ
3
2 . Indeed,
spelling out our scalar fields [39] gives the following metric
ds210 = ρ
−3ds24E + ρds˜
2
6 , (B.3)
where one identifies ds˜26 = Mabe
aeb and ρ = e2βϕ = e
− ϕ
2
√
3 thanks to the values α2 = 316 , β =
−α3 , that provide a perfect match. The resulting Lagrangian term (B.2) becomes
√
|g4E |
(
R4E + 1
4
Tr(∂M∂M−1)− 4(∂ρˆ)2 − V
)
, (B.4)
using (3.10) for ρˆ. This matches (up to an overall 12) the following Lagrangian derived in [15],
setting here Mp = 1,
1
2
(R4E − (∂ρˆ)2 − (∂τˆ )2 + . . . ) , (B.5)
using that here τˆ =
√
3ρˆ, and where the dots include the other scalar fields.
This allows us to derive the kinetic term of σ. Importantly, this scalar field is defined such
that it does not contribute to the 6d metric determinant, as required by detM = 1: indeed
we recall from (4.8) and (4.10)
ds26 = ρ
(
σA(ds2||)
0 + σB(ds2⊥)
0
)
, A = p− 9 , B = p− 3 . (B.6)
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It is also the reason why σ does not enter the definition of τ . This allows to have independent
(diagonal) kinetic terms. The matrix M is given by diagonal blocks of σA and σB , of size
p− 3 and 9− p. One computes
Tr(∂M∂M−1) = −B(9− p)(B −A) σ−2(∂σ)2 , (B.7)
and we rewrite for convenience B(9−p)(B−A) = −6AB. We eventually deduce the following
kinetic terms for our three scalars√
|g4E |
(R4E − (∂ρˆ)2 − (∂τˆ )2 − (∂σˆ)2) , (B.8)
where we define
σˆ =
√
−3AB
2
lnσ . (B.9)
A check of this canonically normalized field can be made with the explicit example discussed
in [32] (a choice is made there to keep only one σ), where one can read the scalar field metric
from the Ka¨hler potential: the same numerical value is then obtained.
C Scalar potential for intersecting sources
We derive the scalar potential discussed in section 4.2 with intersecting sources, generalizing
the case of parallel sources [39]. To that end, we need to fluctuate the flux terms, the 6d
curvature and the source terms. To get the contribution of (internal) fluxes, we decompose
them along parallel and transverse directions to the sources: every flux component can be
decomposed along ||I and ⊥I for any given I as
Fq =
1
q!
F (0)Ia1⊥I ...aq⊥I
ea1⊥I ∧ . . . ∧ eaq⊥I + 1
(q − 1)!F
(1)I
a1||I a2⊥I ...aq⊥I
ea1||I ∧ ea2⊥I ∧ . . . ∧ eaq⊥I + . . .
and |Fq|2 =
∑
n |F (n)Iq |2 for any I. The dependence on σI (and ρ, τ) is then the same as in
the parallel case. It is more complicated to express the dependence on σJ 6=I when having first
developed along ||I and ⊥I . To achieve this, one should know the details of the overlap of the
different sets. We will not need to give any such explicit dependence on two different σI,J , so
we only exhibit the dependence on one σI and include that of the other σJ in parentheses.
The same holds for the vielbeins and the 6d curvature: one can decompose the flat directions
in a||I , a⊥I for any I, and similarly, we just exhibit the dependence on one σI ; we also denote
all σI as σK . We get
R6(σK) = σ−BI
(
R⊥I + δab∂a⊥I f
c⊥I c⊥I b⊥I
+R||I⊥I + |f ||I ⊥I⊥I |
2
)
(σJ) (C.1)
+ σ−AI
(
R||I + δab∂a||I f
c||I c||I b||I
+R⊥I||I + |f⊥I ||I ||I |
2
)
(σJ)
− 1
2
σ−2A+BI |f⊥I ||I ||I |
2(σJ)− 1
2
σ−2B+AI |f ||I ⊥I⊥I |
2(σJ)
= σ−BI R6(σJ ) + (σ−AI − σ−BI )
(
R||I + δab∂a||I f
c||I c||I b||I
+R⊥I||I
)
(σJ ) (C.2)
− 1
2
(σ−2A+BI − 2σ−AI + σ−BI )|f⊥I ||I ||I |
2(σJ )− 1
2
(σ−2B+AI − σ−BI )|f ||I ⊥I⊥I |
2(σJ )
34
where R6(σJ) = R6(σK)|σI=1 and we refer to [39] for more definitions. Finally, the source
terms in the potential are here only generated from the DBI action, given as in [38] for each
source. Then, one verifies that the internal metric fluctuations only arise from each parallel
volume form vol||. One should sum all sources actions, which can be gathered in their sets
as
∑
I
∑
sources∈I , and each source in the set I has the same vol||I . The latter should be
fluctuated with respect to all σK , and not only σI . This amounts to know how many parallel
directions are common to two sets of sources I and J : we denote this number by δ
a||J
a||I
, while
the number of directions parallel to I but transverse to J is p−3−δa||Ja||I . From this, we deduce
the following fluctuation
vol||I = ρ
p−3
2 σ
A(p−3)
2
I ΠJ 6=I σ
(A−B)δ
a||J
a||I
+B(p−3)
2
J vol
0
||I
. (C.3)
Then, one gathers the whole sources contributions into the symbol T I10 as defined in [38], and
easily expresses the source terms in the potential, eventually given in (4.11).
From this potential, we now obtain the first and second derivatives with respect to σI .
As we set σJ 6=I = 1 at the extremum, the dependence on the latter does not matter. The
dependence on σI is the same as in the parallel case, except for the source terms: we get for
those
σI∂σI V˜ |sources 0 = −
gs
2(p+ 1)

(A−B)((p− 3)T I10 +∑
J 6=I
δ
a||I
a||J
T J10) +B(p− 3)T10

 , (C.4)
where on top B(p− 3)T10 = −(A−B)(p − 3)T10 + B(p− 9)T10. We deduce, using (C.2) for
the curvature,
σI∂σI V˜ |0 = B R6 + (A−B)
(
R||I + δab∂a||I f
c||I c||I b||I
+R⊥I||I
)
+
1
2
(A−B)|f ||I ⊥I⊥I |
2
− 1
2
∑
n
(An+B(3− n))|H(n)I |2 (C.5)
− gsBp− 9
2
T10
p+ 1
− gs
2
(A−B)

(p− 3) T I10
p + 1
+
∑
J 6=I
δ
a||I
a||J
T J10
p+ 1
− (p− 3) T10
p + 1


− 1
2
g2s
( 4∑
q=0
∑
n
(An+B(q − n))|F (n)Iq |2
+
1
2
∑
n
((An +B(5− n))|F (n)I5 |2 − (An+B(1− n))|(∗6F5)(n)I |2)
)
.
The source terms in (A−B) are new with respect to the parallel case; they vanish for N = 1,
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i.e. when there is no J 6= I. We rewrite the above as follows
σI∂σI V˜ |0 = B
(
R6 − 3
2
|H|2 − gs p− 9
2
T10
p+ 1
− 1
2
g2s
( 4∑
q=0
q|Fq|2 + 2|F5|2
))
(C.6)
+(A−B)
(
R||I + δab∂a||I f
c||I c||I b||I
+R⊥I||I +
1
2
|f ||I ⊥I⊥I |
2
− gs
2(p+ 1)
(
(p− 3)(T I10 − T10) +
∑
J 6=I
δ
a||I
a||J
T J10
)
− 1
2
∑
n
n|H(n)I |2 − 1
2
g2s
∑
n
n
( 4∑
q=0
|F (n)Iq |2 +
1
2
(|F (n)I5 |2 − |(∗6F5)(n)I |2)
))
.
Setting the above to zero, and using (4.15) and (4.16), we rewrite it as follows
0 =
3
2
B(R4 + g2s |F5|2 + 2g2s |F6|2) (C.7)
+(A−B)
(
R||I + δab∂a||I f
c||I c||I b||I
+R⊥I||I +
1
2
|f ||I ⊥I⊥I |
2
− gs
2(p + 1)
(
(p− 3)(T I10 − T10) +
∑
J 6=I
δ
a||I
a||J
T J10
)
− 1
2
∑
n
n
(
|H(n)I |2 + g2s
4∑
q=0
|F (n)Iq |2 +
g2s
2
(|F (n)I5 |2 − |(∗6F5)(n)I |2)
))
.
This equation is precisely the (6d integral of) the trace of the 10d Einstein equation along
internal directions parallel to the sources of the set I, namely equations (3.18) and (3.19)
of [38]; this is an important check.9 As for the parallel case, we conclude on the equivalence
between the 10d and 4d approaches.
We finally turn to the second derivative: the derivatives with respect to σI are given by
σ2I∂
2
σI
V˜ |0 = − σI∂σI V˜ |0 −B2 R6 + (A−B)2|f⊥I ||I ||I |
2 (C.8)
− (A−B)
(
(A+B)(R||I + δab∂a||I f
c||I c||I b||I
+R⊥I
||I
) +
1
2
(3B −A)|f ||I ⊥I⊥I |
2
)
+
1
2
∑
n
((A −B)n+ 3B)2|H(n)I |2
− gs
4(p+ 1)
(
A2(p− 3)2 T I10 +
∑
J 6=I
((A−B)δa||Ia||J +B(p− 3))
2 T J10
)
+
1
2
g2s
( 4∑
q=0
∑
n
((A−B)n+ qB)2|F (n)Iq |2
+
1
2
∑
n
(((A−B)n+ 5B)2|F (n)I5 |2 − ((A −B)n+B)2|(∗6F5)(n)I |2)
)
,
where the source terms could again be rewritten.
9This holds, as for the parallel case, up to the term in δab∂a||I f
c||I c||I
b||I
. This term vanishes for group
manifold, so we do not discuss it further here, and refer to [39] about it.
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