Objectives The influence of three hierarchical units of analysis on the total spatial variability of violent crime incidents in Chicago is assessed. This analysis seeks to replicate a recent study that found street segments, rather than neighborhood units of analysis, accounted for the largest share of the total spatial variability of crime in The Hague, Netherlands (see Steenbeek and Weisburd J Quant Criminol. doi:10.1007/s10940-015-9276-3, 2015).
Results Similar to Steenbeek and Weisburd, we find 56-65 % of the total variability in violent crime incidents can be attributed to street segments in Chicago. City-wide reductions in violence over the observation period coincide with increases in the spatial variability attributed to street segments and decreases in the variability attributed to both neighborhood units.
Conclusions
Our results suggest that scholars interested in understanding the spatial variation of crime across urban landscapes should be focused on the small places that comprise larger geographic areas. The next wave of ''neighborhood-effects'' research should explore the role of hierarchical processes in understanding crime variation within larger areas.
Introduction
Criminologists and urban sociologists have long been interested in explaining the spatial variation of crime within cities. One focus has been on understanding how community dynamics influence levels of crime and the development of criminal behavior within moderately-sized (''meso-level''), bounded geographic areas (see, e.g. Burgess 1925; Simcha-Fagan and Schwartz 1986; Sampson and Groves 1989; Sampson and Wilson 1995; Kirk and Papachristos 2011) . This long-standing criminological tradition of studying crime at large within-city areas, such as communities and neighborhoods, has led to the development of core theoretical concepts such as social disorganization, informal social control, concentrated disadvantage, and, more recently, collective efficacy (Shaw and McKay 1942; Bursik and Grasmick 1993; Sampson et al. 1997) . Indeed, in the landmark book Great American City: Chicago and the Enduring Neighborhood Effect, Sampson (2012, pp. 46) concludes that ''a number of crime-and health-related problems come bundled together at the neighborhood level and are predicted by neighborhood characteristics such as concentration of poverty, racial isolation, single-parent families, and to a lesser extent rates of residential and housing instability.' ' Another focus has been on understanding the intra-city variation of crime at small (''micro'') places such as specific addresses, intersection areas, and street segments ). Seminal studies in Boston and Minneapolis revealed that only 5 % of the addresses in each city generated roughly 50 % of citizen emergency calls for service to the police (Pierce et al. 1988; Sherman et al. 1989) . Even within highcrime neighborhoods, these studies suggested that crime clustered at a few discrete locations, leaving blocks of areas relatively crime-free. Recent longitudinal analyses have also found that the ''criminal careers'' of high-activity micro places within neighborhoods were relatively stable over long periods of time, suggesting the crime prevention programs should be focused on micro-geographic units (Weisburd et al. 2004; Braga et al. 2010 Braga et al. , 2011 . Reflecting on the larger body of empirical evidence and his own analyses of crime in five larger cities and three smaller cities, Weisburd (2015, pp. 133 ) suggests a ''law of crime concentration'' at places which posits, ''that for a defined measure of crime at a specific microgeographic unit, the concentration of crime will fall within a narrow bandwidth of percentages for a defined cumulative proportion of crime.' ' The influence of various units of analyses has received much empirical attention in geographic criminology. Contemporary crime-and-place scholars have largely adopted a ''small is better'' approach, since micro-level units minimize within group heterogeneity (Oberwittler and Wikstrom 2009) . Such spatial homogeneity helps to avoid the incorrect assumption that patterns observed across larger units apply equally to the mosaic of smaller units of which it is comprised (Johnson et al. 2009 ), a problem commonly referred to as the ''ecological fallacy'' (Robinson 1950) . In this sense, many scholars have argued that using larger units of analyses, such as U.S. census tracts and block groups to represent neighborhoods and communities, masks important street-to-street variations in crime within neighborhoods (Weisburd et al. 2012; Weisburd and Amram 2014; Andresen and Malleson 2011) . In essence, these scholars suggest that much of the spatial variability in urban crime problems is being missed by empirical analyses focused on neighborhoods and communities (Eck and Eck 2012; Weisburd 2015) . Other scholars have argued that micro units of analyses may not be appropriate in all contexts, with certain social processes and human behaviors occurring at a broader spatial scale Hunter 1985) . In this sense, some have argued that both microand meso-units may be too narrow, suggesting macro-areas surrounding neighborhoods as an important scale of ecology in the study of crime Mears and Bhati 2006) .
A recent analysis explored the relative importance of various geographic units of analyses by examining how much of the variability of crime in The Hague, The Netherlands could be attributed to micro (street segment), meso (neighborhood), and macro (district) levels of geography (Steenbeek and Weisburd 2015) . While crime was concentrated in specific units at each level of geography, the study reported that between 58 and 69 % of the variability of crime was attributed to street segments, with most of the remaining variability occurring at the district level. Steenbeek and Weisburd (2015) concluded that social scientists' use of meso-geographic units missed most of the ''action'' in understanding crime variability and micro-geographic units were key to understanding urban crime problems.
In this study, we replicate the work of Steenbeek and Weisburd (2015) by analyzing the spatial variability of violent crime incident data at different levels of geography in Chicago, Illinois between 2001 and 2014. As will be described briefly below, Chicago is a particularly important setting for this line of academic inquiry as it is well-known for a series of seminal studies of neighborhood effects on a variety of human behaviors and outcomes (Burgess 1925; Shaw and McKay 1942; Sampson et al. 1997; Sampson 2012) . Violent crime concentrations at community areas, neighborhood clusters, and street segments are described using Lorenz curves and Gini coefficients. To estimate the variance attributed to each geographic level, linear mixed models with random slopes of time are used. Similar to Steenbeek and Weisburd (2015) , we find that violent crime in Chicago is most heavily concentrated on the street segment level while neighborhood clusters and community areas also experience similar levels of concentration. These findings provide further evidence that the variability of crime within cities is best captured at micro-units of analysis, such as street segments.
The Relevance of Micro-Geographic Units of Analysis in Criminology
For most of the last century, criminologists have focused their understanding of the variability in the spatial distribution of crime on communities rather than the specific small places that comprise these larger geographic areas Eck and Weisburd 1995) . Criminologists have often tried to explain why certain types of crime or different levels of criminality are found in some communities as contrasted with others (e.g. see Agnew 1999; Bursik and Grasmick 1993; Sampson and Groves 1989; Shaw and McKay 1942) or how community-level variables, such as relative deprivation, low socioeconomic status, or lack of economic opportunity may affect individual criminality (e.g. see Agnew 1992; Cloward and Ohlin 1960; Merton 1938; Wolfgang and Ferracuti 1967) . Recent research on neighborhood social mechanisms and processes suggests that levels of ''collective efficacy'' (defined as social cohesion combined with shared expectations for social control) were strongly associated with variations in violent crime across neighborhoods (Sampson et al. 1997; Morenoff et al. 2001) .
Urban sociologists suggest that neighborhoods can be thought of as ecological units nested within successively larger communities (Sampson et al. 2002) ; that is, a neighborhood is a collection of both people and institutions occupying a spatially-defined area influenced by ecological, cultural, and sometimes political forces (Park 1915; Suttles 1972) . Most studies of neighborhoods rely on geographic boundaries defined by the U.S. Census Bureau or other administrative agencies (e.g. school districts, police districts). Although Census tracts and block groups are generally consistent with the conception of overlapping and nested ecological structures, administratively-defined units offer imperfect operational definitions of neighborhoods for research and policy (Sampson et al. 2002) . In recent years, social scientists have become increasingly interested in defining neighborhoods that respect the logic of street patterns and the social networks of neighbor interactions (Grannis 1998).
Over the course of the 1990s and continuing into the 2000s, social science inquiries examining the influence of neighborhood effects on crime and other social outcomes increased dramatically (Sampson et al. 2002) . Roughly at the same time as this resurgence in neighborhood effects research occurred, strong criminological interest in small micro-geographic units of analysis, such as street addresses, intersection areas, and street segments, also emerged (Eck and Weisburd 1995; Weisburd et al. 2009) . A series of cross-sectional research studies demonstrated that crime is highly concentrated at a small number of specific hot spot locations within cities (Pierce et al. 1988; Sherman et al. 1989; Eck et al. 2000; Bowers 2014 ). Empirical research also yielded evidence of a high degree of stability of crime at small places over time (Spelman 1995; Taylor 1997) , suggesting that crime is strongly coupled to particular locations within neighborhoods.
An influential analysis of crime trends at specific street segments in Seattle over a 14-year period suggested that places have stable concentrations of crime events over time (Weisburd et al. 2004) . The study also found that a relatively small proportion of places could be grouped as having steeply rising or declining crime trends and this subgroup of places was primarily responsible for overall city crime trends. Weisburd et al. (2004) observed that city crime trends could be better understood as strong changes generated by a relatively small group of micro places over time rather than a general process evenly spread across the city landscape (also see Curman et al. 2015; Wheeler et al. 2015) . Similar findings on the concentration and stability of crime at specific places over time have been reported for fatal and non-fatal shootings (Braga et al. 2010 ) and robberies (Braga et al. 2011) in Boston. A growing body of experimental evaluation research suggests that focusing police resources on specific crime hot spot areas can significantly reduce crime without simply displacing criminals to nearby areas . Indeed, even Professor Robert Sampson (2011, pp. 224) , well-known for his landmark research on neighborhood effects, has acknowledged the potential power of hot spots policing strategies, suggesting that these approaches ''can more efficiently stave off epidemics of crime and its spatial diffusion.''
Reflecting on the existing empirical evidence on crime concentration at micro places, some scholars suggest that analyses conducted at neighborhood, community, and larger geographic units miss a bulk of the underlying spatial variation of crime across city landscapes (Rengert et al. 2000; Sherman et al. 1989; Groff et al. 2009) . A series of studies suggest that much is lost when spatial analyses of crime are conducted at larger area levels when compared to micro-geographic levels of analyses. For instance, in two distinct longitudinal analyses of crime in Seattle, Weisburd et al. (2012) and Groff et al. (2010) find that local influences produce strong variability of crime patterns at the street segment level over extended time periods. Johnson (2010) applied Lorenz curves to compare observed and expected concentrations of burglary at the street segment level with observed and expected concentrations of burglary at the census area level in the United Kingdom. Johnson (2010, pp. 354) found that the degree of concentration was greater at the street segment level and concluded, ''the explanation for the distribution of crime cannot be found entirely in theories which consider sociological processes that operate at the area level. Other factors, which include the configuration of the street network, are at play. '' In Vancouver, British Columbia, Andresen and Malleson (2011) apply a spatial point pattern test to analyze the stability in the spatial distribution of crime over time at three levels of aggregation: census tracts, dissemination areas (census blocks), and street segments. While Andresen and Malleson (2011) do not report statistics for crime concentration at the larger units of analysis, they find that very small percentages of street segments account for half of varying types of crime. They also find more stable crime concentration patterns across time for street segments than for larger spatial levels and conclude that street segments are the ''driving force behind broader neighborhood change'' (Andresen and Malleson 2011, pp. 74) .
Unfortunately, the studies briefly described above do not directly compare the relevance of micro versus larger geographic trends in a single analysis. A key methodological issue involves unit-independence problems introduced by standard definitions of larger geographic units that prevent a single analysis that simultaneously considers crime variation at multiple geographic levels. As described by Steenbeek and Weisburd (2015, pp. 5) , ''census area definitions are based on census blocks, which include the four block faces on a block unit. However, the street segment includes both block faces on two block units.'' In other words, street segments do not cluster directly within census block groups or tracts, and this produces boundary overlap problems. Steenbeek and Weisburd (2015) overcame the methodological limitations of previous studies by using a multilevel dataset in The Hague that allowed the application of statistical methods to decompose the total crime variance at street segment (micro), neighborhood (meso), and district (macro) levels of analysis without boundary overlap problems. Their hierarchical analysis revealed that ''most of the action'' in crime variation across The Hague was attributed to street segments rather than higher geographic units. Between 58 and 69 % of the variability in the city's crime problem was explained at the street segment level. The bulk of the remaining variance was contributed by the district level of analysis rather than the neighborhood level of analysis. Steenbeek and Weisburd (2015) were hesitant to draw broad conclusions about the use of neighborhood units of analysis to understand within-city variations in the spatial distribution of crime. They strongly recommended replicating their analyses in US cities before drawing unambiguous conclusions as their results from The Hague could simply reflect the differing structures of American and European cities.
Data and Methods
The historical development of place-based criminology has strong roots in Chicago. As described above, the so-called Chicago School generated seminal empirical and theoretical contributions to our understanding of the spatial distribution of crime at neighborhoods within cities (Shaw et al. 1929; Zorbaugh 1929; Shaw and McKay 1942) . Chicago has long served as a laboratory for decades of scholarship on the influence of neighborhood effects on crime (Bursik and Webb 1982; Sampson and Raudenbush 1999; Kirk and Papachristos 2011) . Indeed, the highly-influential Project on Human Development in Chicago Neighborhoods (PHDCN) spawned a cottage industry of research testing the influence of neighborhoods effects on crime and other social outcomes. At the same time, Chicago has also been the research site for a growing number of micro-level analyses that considered the influence of micro places on criminal behavior within neighborhoods (see Block and Block 1995; St. Jean 2007; Bernasco and Block 2011) . The historical importance of Chicago-based research in criminological thought on the spatial variation of crime within cities makes it an ideal US location to replicate Steenbeek and Weisburd's (2015) analyses.
Violent Crime Data
Chicago is the third-largest city in the United States with population estimates during our study time period ranging from approximately 2.9 million residents in 2001 to 2.7 million residents in 2014.
1 Given the prominence of violence as an outcome in neighborhood (Sampson et al. 1997; Morenoff et al. 2001 ) and micro-level analyses (St. Jean 2007; Bernasco and Block 2011) in Chicago, our study focused on violent crime rather than total crime as analyzed by Steenbeek and Weisburd (2015) in The Hague. Our study uses geocoded violent crime incident data reported by the Chicago Police Department (CPD) between 2001 and 2014. These data were collected through the City of Chicago data portal.
2 It is well known that police incident data, such as the Federal Bureau of Investigation's Uniform Crime Reports, have shortcomings. For instance, crime incident data are biased by the absence of crimes not reported by citizens to the police and by police decisions not to record all crimes reported by citizens (see Black 1970) . Although incident reports have flaws, careful analyses of these data can yield useful insights on crime (Schneider and Wiersema 1990) .
We were primarily interested in understanding how much of the total violent crime variability across Chicago could be attributed to each level of spatial aggregation rather than understanding the crime variability across crime types. Moreover, as suggested by Steenbeek and Weisburd (2015) , analyzing a general violence measure is preferable as specific violent crimes can be rare events at micro-geographic units such as the street segments used in this analysis. Therefore, in our main analysis, we combined aggravated assault, robbery, and homicide incidents into an aggregate violent crime measure. In subsequent sensitivity analyses, however, we consider each of the three violent crime types separately.
Like many US cities, yearly city-wide counts of violent crime incidents in Chicago decreased dramatically over the course of the study time period ( 
Units of Analysis
As described above, three levels of spatial aggregation were used in our analyses: community areas (macro), neighborhood clusters (meso), and street segments (micro). These levels of spatial aggregation were specifically selected because of their importance in understanding Chicago's geography and their previous use in social science inquiries (Sampson et al. 1997; Sampson 2012) . Chicago is composed of 77 community areas and 343 ''neighborhood clusters'' defined by PHDCN. 5 Community areas were delineated in the 1920s by Chicago School researchers in conjunction with the city's Department of Public Health (Chicago Fact Book Consortium 1990) . Driven by dissatisfaction with U.S. Census boundaries, these units were created to conform to preexisting natural and social boundaries observed in Chicago (Wirth and Bernert 1949; Hunter 1974) . Community areas are widely recognized today by municipal administrative agencies, the media, and 3 See ''Appendix 1'' for a discussion of the geocoding process. 4 These 456,060 violent crime incidents represented only 8.0 % of the total crime incidents reported by the Chicago Police Department over our 14-year observation period. 51.6 % of the total violent crime incidents were aggravated assaults, 46.9 % were robberies, and only 1.5 % were homicides. Steenbeek and Weisburd identified 406,683 total crime incidents in The Hague from 2001 to 2009. 5 Community area boundary files were accessed through the Chicago Data Portal. PHDCN data is publicly available but due to its confidentiality a data access proposal must be submitted to ICPSR. Proposals are submitted at: http://www.icpsr.umich.edu/icpsrweb/PHDCN/. Professor Robert Sampson generously provided the neighborhood cluster boundary files after our research team received approval from ICPSR (see Earls et al. 2007 ).
residents as the predominant neighborhood unit of analysis used to understand the geography of Chicago (Sampson 2012) .
Neighborhood clusters are nested within Chicago's community areas; as such, both units of analysis often share common boundaries. Neighborhood clusters were created by the PHDCN research team (see Earls and Buka 1997; Earls et al. 2007; Sampson 2012) to explore heterogeneity within community areas without relying exclusively on census tracts which are frequently used as a proxy for neighborhoods (Bellair 2000; Sampson et al. 2002; Peterson and Krivo 2010) . Two to three census tracts were combined based on PHDCN research team's knowledge of Chicago's local neighborhoods, major geographic boundaries, and cluster analyses of census data (Sampson 2012) . The influence of PHDCN on contemporary neighborhood effects research has situated neighborhood clusters at the center of several promising advances in neighborhood based inquiry (see Sampson et al. 1997; Kirk and Papachristos 2011) . Chicago has a total geographic expanse of nearly 230 square miles. However, the geographic sizes of community areas range from between 0.61 and 13.3 square miles (mean = 3.00 sq. miles), and the geographic sizes of neighborhood clusters range from as small as 0.08-10.52 sq. miles (mean = 0.67). Community areas averaged some 36,000 residents per area while neighborhood clusters averaged roughly 8000 residents per cluster.
Street segments, also referred to as street block faces, are an increasingly common unit of analysis used in place-based criminology (see Weisburd 2015) and are generally defined as ''the two block faces on both sides of a street between two intersections'' (Weisburd et al. 2004, pp. 290) . 6 All crime incident report data in the Chicago Data Portal corresponds directly to an X-Y coordinate that was located on the actual street rather than the intersection of two or more streets. Therefore, unlike other micro-place analyses that developed ''intersections'' as a unit of analysis (e.g. Braga et al. 2010) or excluded crime incidents geocoded to intersections due to double-counting concerns (Weisburd et al. 2004 ), all violent crime incidents with X-Y coordinates were geocoded to street segments in this study.
There are 51,650 street segments in Chicago, with a mean length of 426.52 feet (SD = 233.49 feet) at the time our study was completed. Highways, interstates, and highway access points represented 2621 of these street segments and were excluded from the analysis.
7 There were also 703 street segments, one neighborhood cluster, and one community area excluded from our analysis after these places were identified as Chicago's O'Hare International Airport (see Kirk and Papachristos 2011) . 6400 street segments were excluded from the primary analysis because they either shared or crossed a neighborhood cluster or community area boundary in Chicago. 8 After these exclusions, the final dataset included some 359,786 violent crime incidents distributed across 41,926 street segments nested within 342 neighborhood clusters nested within 76 community areas. Figure 2 illustrates the nested structure of these three units of analysis in Chicago.
Analytic Approach
Following Steenbeek and Weisburd (2015) , our analyses involved two stages. In the first stage, standard descriptive summary statistics were used to describe crime concentrations at the three levels of spatial aggregation. Lorenz curves were then applied to plot the cumulative percentage of spatial units against the cumulative percentage of crime for community areas, neighborhood clusters, and street segments (Lorenz 1905 ; see also Johnson 2010) . The Gini coefficients of inequality were used to summarize the information presented in the Lorenz curves and discern trends in crime concentration distributions over time. Gini coefficients vary between 0 (suggesting an even distribution of crime across units) and 1 (suggesting a completely uneven distribution characterized by all crimes clustered in one unit), and represent the ratio of the area between the line of perfect equality and the observed Lorenz curve to the area between the line of perfect equality and the line of perfect inequality (Gastwirth 1972) . In this analysis, the line of perfect equality would be represented as such: 1 % of street segments account for 1 % of violent crime incidents, 2 % for 2 %, and so on to 100 %.
The second stage of the analysis used linear mixed models (LMM, commonly known as hierarchical linear models) to quantify the amount of crime variation across the different units of analysis over time (see Raudenbush and Bryk 2002) . Specifically, our panel data analyses involved estimating a four-level model of years nested in street segments nested in neighborhood clusters nested in community areas. A fixed effect of time was added to our longitudinal model to estimate the overall time trend (e.g. a decline in the number of crime events over the 14-year period). The slope of time was allowed to vary randomly across street segments (and/or neighborhood clusters and/or community areas) so different patterns of change over time per street segment (or neighborhood cluster or community area) could be captured. Steenbeek and Weisburd (2015) estimated a LMM on a sample of street segments in The Hague. The authors conducted a bootstrapping procedure which drew 500 stratified random samples of 25 % of street segments per neighborhood; the authors' findings were based on averaged variance estimates across all of the replications. This procedure was used to satisfy an assumption of the random effects model that data assessed will be drawn from a random sample of a population for each level since the data represented the ''population'' of street segments in The Hague. For this analysis, estimates are reported from a single model for three key reasons. First, due to the exclusion of certain street segments (i.e. boundary overlap, highways) the remaining street segments represent a sample-albeit a non-random one-of the population of street segments in Chicago which partially satisfies the assumption. 9 8 6117 street segments were excluded because they shared boundaries (95.6 % of 6400) and only 283 (4.4 %) were excluded because they crossed boundaries. These street segments were considered in sensitivity analyses to test the robustness of findings. Steenbeek and Weisburd (2015) divided the cross-neighborhood segments into two new segments. This analysis does not utilize this strategy because the number of these segments is negligible and this strategy would devalue the street segments as a stand-alone unit of analysis (i.e. favoring neighborhoods over segments). 9 51,650 street segments were initially identified before excluding 9724 thus creating a sample of 81.2 % of the original population. Even without this consideration, identifying the 51,650 street segments as a ''population'' is to some degree an arbitrary decision since these data could always be conceptualized to Second, Chicago is much larger than The Hague which creates a computational problem-which was already a concern for Steenbeek and Weisburd (2015) . The Hague study assessed 9 years of total crime incidents geocoded to 15,527 street segments nested within 114 neighborhoods nested within 44 districts compared to our study which assesses 14 years of violent crime incidents geocoded to 41,926 street segments nested within 342 neighborhood clusters nested within 76 community areas in Chicago. The bootstrapping procedure was partially employed as a time efficient strategy to reduce the time of model estimation in The Hague research. However, this was no longer the case when the procedure was applied to Chicago.
10 Third, the other benefits of using the bootstrapping procedure described in Steenbeek and Weisburd (2015, pp. 8) , such as addressing spatially correlated errors on the street segment level, could be recovered through conducting the procedure as a sensitivity analysis and comparing estimates to a single model which provides a more parsimonious analytic approach that includes all street segments.
Model estimation proceeded by first investigating whether an assumption of the linear model was violated by the distribution of the dependent variable residuals. Three-level hierarchical models (street segments nested in neighborhood clusters nested in community areas) were estimated using raw violent crime counts and logged violent crime counts 11 for each wave of data. Extreme violations of the normality assumption were detected in our reviews of residual diagnostic plots of the raw violent crime counts. However, diagnostic plots of the logged violent crime counts variable yielded only mild normality violations, suggesting it was more appropriate to use this dependent variable in our LMM (see Gelman and Hill 2007) .
12 Restricted Likelihood Ratio Tests were used to determine whether the two-, three-, or four-level models best fit the panel data (see Rabe-Hesketh and Skrondal 2012). Our investigation revealed the best fit was obtained by the four-level model.
The logged street segment length was added as a covariate in our LMM since shorter street segments allow for fewer crime opportunities relative to longer street segments (see, e.g. Braga et al. 2010 Braga et al. , 2011 . Other covariates were not added as we were not interested in explaining crime variability by time-constant or time-varying predictor variables. Our investigation was simply interested in estimating the variability of crime across different Footnote 9 continued belong to a super-population (see Hartley and Sielken, 1975) . In other words, the street segments in Chicago could be argued to be a sample of the street segments in Illinois or the violent crime incidents from 2001 to 2014 could be argued to be a sample of 14 years from the 179 years Chicago has been incorporated as a city. 10 Indeed, the bootstrapping procedure on the Chicago data took approximately 3 days to return estimates from all 500 models. In comparison, a single model yielded estimates in approximately 1 h. 11 This dependent variable was constructed by adding one to each observation and then taking the natural logarithm of the values: log (raw violent crime count ? 1). 12 Another approach would be to treat the dependent variable as count data and estimate generalized linear mixed models (GLMMs) that use a log link function and the probability mass function for the Poisson distribution. However, estimating a four-level GLMM model using the Chicago dataset presents a formidable computational challenge. Using Stata 14.1, for example, this model would not converge after running for three days. Additionally, as suggested by Steenbeek and Weisburd (2015) , GLMMs are limited by a number of considerations for this kind of analysis that make interpretation of results much more complicated. For instance, while a simulation approach has been proposed as a solution (Browne et al. 2005 ), a disadvantage of GLMM is that the level-1 variance depends on the expected value and is therefore not reported by the Stata 14.1 software used in our analysis (and most other statistical packages). What is more, it was unlikely that our sampling distributions of the parameters were multivariate normal given the relatively small number of units per level in our models. This problem could be addressed by approximating the confidence intervals around our point estimates via parametric boot-strap methods (Efron, 1979) . Fortunately, the log transformation of the violent crime measure yielded satisfactory residual diagnostics which allowed for the continued use of straightforward LMMs. J Quant Criminol (2017) 33:469-496 479 levels of geographic aggregation. While adding additional co-variates would likely influence the variance proportions, estimating an ''empty'' model provides an insightful baseline representation of these proportions. We were interested in analyzing the effect of a time trend and, similar to Steenbeek and Weisburd (2015) , we found that a linear effect adequately captured the trends of crime over time. Divergent time effects for community areas, neighborhood clusters, and street segments were estimated by allowing coefficients of time to vary randomly at each spatial level. The final model has t measurements nested within street segment i nested in neighborhood cluster j nested in community area k,
with correlated random effects, estimated using restricted maximum likelihood in Stata 14.1. The variance of random effects was the primary focus of this study. The random slopes of time suggest these variances are not constant but depend on time. The estimated community area-level variance r f0 2 , the neighborhood cluster-level variance r v0 2 , and the street segmentlevel variance r u0 2 allow inferences of the crime variability, because they show the proportion of the total variance in crime that can be attributed to each spatial level.
Results
Figure 3 presents the distribution of violent crime incidents across the three units of analysis between 2001 and 2014. The Fisher-Jenks algorithm is represented in the map's legend. This measure was used to classify each spatial level of analysis into five groupings such that the sum of squared deviations from the class means was minimized (Fisher 1958; Slocum et al. 2005) . Across the 76 community areas in Chicago, Fig. 3 reveals that violent crime is concentrated in certain community areas on the west and south side of the city. These concentrations also appear to be relatively stable over the 14-year observation period Slocum et al. 2005) ; community areas and neighborhood clusters were divided into groups of five but street segments were divided into two groups to improve the illustration of these units of analysis (see ''Appendix 2''). Compared to the community areas in Fig. 3 , visualizing neighborhood clusters provides a more refined description of the spatial distribution of violence even within community areas with high levels of violent crimes. This spatial distribution of violent crime is also relatively stable over the observation period at neighborhood clusters in Chicago (''Appendix 3'').
The transition from neighborhood clusters to street segments in Fig. 3 demonstrates the drastic magnitude increase in units of analysis (i.e. n = 342 to n = 41,926) which results in these units of analysis being more difficult to visualize. ''Appendix 4'' illustrates that, similar to community areas and neighborhood clusters, street segments experience relatively stable concentrations over the observation period. Figure 4 provides a closer inspection of the nested distribution of violent crime incidents in two community areas on the southside of Chicago with high levels of violence. 13 This figure begins to illustrate that violent crime in Chicago appears to follow descriptions of street-to-street variability of crime in other cities even within two of the most violent community areas (e.g. see Weisburd et al. 2012; Johnson 2010; Braga et al. 2010 Braga et al. , 2011 14 There is noticeable microgeographic crime variation within these community areas; certain streets segments experience higher levels of crime over the 14-year period and other street segments experience much lower levels. Additionally, this figure demonstrates the importance of accounting for segment length in the LMMs because most of the segments in Group 2 are located running north-south and are visibility much longer then east-west segments. Figure 4 also visualizes the between-street segments, within-neighborhood cluster, and within-neighborhood cluster-within-community area variability of violent crime events. Within neighborhood clusters (and community areas), all street segments are not created equal. Specific street segments experience much more violence than others. Coupled with the patterns observed in Fig. 3 , these visualizations demonstrate that certain neighborhood clusters or community areas were generally safer than others. The remainder of our analyses quantifies this variation in local and larger area violent crime effects.
Descriptive Statistics
To maintain parsimony in our presentation of analytic results, descriptive statistics on the percentage of spatial units that account for 50 % of violent crime are only presented for 2001 , 2008 . Like Steenbeek and Weisburd (2015 , a large share of crime was concentrated at a very small percentage of street segments in each wave of our panel data. Indeed, the spatial distribution of violent crime in Chicago followed Weisburd's (2015) law of crime concentration. As shown in column (a) of Table 1 , 50 % of all violent crime incidents occurred in only 5.5-7.2 % of all street segments (roughly 2700 of the 41,926 segments). In contrast, about 21.1-24.0 % of neighborhoods clusters (72-82 of 342 neighborhood clusters) and 18.4-19.7 % of community areas (14-15 of 76 community areas) were responsible for 50 % of all violent crime incidents.
13 See ''Appendix 5'' for an illustration of the nested distribution of violent crime incidents at these three levels of analysis in two community areas. 14 Using the Fisher-Jenks algorithm to divide the distribution into two groups is by no means the most comprehensive strategy to summarize descriptive patterns of crime incidents over time at street segments (see Weisburd et al. 2004; Braga et al. 2010; Curman et al. 2015) but it does provide a preliminary tool to begin to illustrate differences in the spatial distribution of violent crime incidents. Coincidentally these two ''low'' and ''high'' groups represent an average of 0-1.9 incidents per year (i.e. 0-27 total incidents; Group 1) and an average 2? incidents per year (i.e. 28-443 total incidents; Group 2) across the 14 year observation period. Fig. 4 The distribution of violent crime incidents at street segments nested in neighborhood clusters nested within two community areas on the southside of Chicago, 2001 Chicago, -2014 Column (b) of Table 1 reports the percentage of spatial units that have at least one crime occurrence. Almost every neighborhood cluster and community area in Chicago experienced at least one violent crime per year during each year in the study time period. Alternatively, over two-thirds of Chicago street segments in each year between 2001 and 2014 did not experience a violent crime. 15 These results are very similar to findings of total crime incidents from The Hague (Steenbeek and Weisburd 2015) and Vancouver (Andresen and Malleson 2011). Finally, column (c) in Table 1 shows, of those non-zero spatial units, the percentage of units that accounts for 50 % of all crime. Since nearly all neighborhood clusters and all community areas experience at least one violent crime event in each wave of data, these percentages do not differ much from column (a). For street segments in 2001 (as one example), however, within the 7.2 % of street segments that experience at least one violent crime event (3019 street segments) about 20.7 % (625 segments) generate 50 % of all violent crime. This reveals that street segments have higher degrees of crime concentrations relative to neighborhood clusters and community areas when the focus is limited only to places that experience any violence. Figure 5 presents the 2001-2014 violent crime concentration distribution for the three spatial units of analysis in Chicago. 16 This presentation of the points on the Lorenz curves allows the reader to make their own decisions on comparative cut-off points rather than arbitrary, pre-defined cut-off points (such as those used in Table 1 ). As shown in Fig. 5 , violent crime was concentrated at every level of spatial concentration. However, street segments exhibit higher degrees of violent crime concentration relative to larger spatial units, namely neighborhood clusters and community areas.
As described above, Gini coefficients were used to summarize the degree of violent crime concentration in the Lorenz curves for each wave of data for the three spatial levels. As previously shown by Steenbeek and Weisburd (2015) , the Gini coefficient is the ratio of the area that lies between the line of equality and the Lorenz curve over the total area under the line of equality.
17 Figure 6 confirms that crime is highly concentrated and moderately Over the entire study period 75.0 % of street segments experienced at least one violent crime incident. 16 Lorenz curves for each individual year within the observation period offer similar results; street segments display a slight increase in degree of concentration compared to neighborhood clusters and community areas since neighborhood clusters and community already have practically 100 % of units having an incident (i.e. can't increase) while street segments only have room to increase over time. 17 Figure 5 . displays an inverted Lorenz curve that is best suited to visualize the spatial distribution of crime incidents while Gini coefficients are calculated on Lorenz curves facing the opposite direction. This does not influence the calculation of the Gini coefficient. 
Gini Coefficent
Street Segment Neighborhood Cluster Community Area It is noteworthy that the degree of violent crime concentration at the neighborhood cluster level and the community area level is very similar. Indeed, as previously observed by Steenbeek and Weisburd (2015) in The Hague, this pattern could indicate that there is comparatively high within-community area (between-neighborhood cluster) homogeneity in violent crime concentration. This suggests that the neighborhood cluster level may not explain much about violent crime concentration beyond what was already observed at the higher community area level.
Linear Mixed Models
Thus far, our descriptive analyses have shown that substantial violent crime variability exists at each level of geographic aggregation. However, these analyses disregard the nested structure of our geographic units of analysis and do not directly describe the proportion of violent crime concentration at each spatial level. LMMs allow a joint analysis of the amount of violent crime concentration at each level of spatial aggregation and for each data wave. Our LMM was designed to provide a direct estimate for the total share of violent crime at each level of geography over time.
Directly replicating the work of Steenbeek and Weisburd (2015) , we estimated a fourlevel model of waves of data nested within street segments, nested within neighborhood clusters, nested within community areas. Inferences on violent crime variation for the three spatial levels can be made based on the proportion of the total variance in violence that is attributed to each geographic level. Since each spatial level allows the effect of time to vary randomly, the variance for each level depends on time. The street segment variance, for instance, is calculated by:
with r u01 referring to the covariance between the random effect of street segment and the random slope of time. Equivalent calculations are used to estimate the variance functions for community areas and neighborhood clusters. The variance functions for the community area, neighborhood cluster, and street segment levels as a function of time are presented in Fig. 7 . 18 The variance in violent crime that can be attributed to the community area and neighborhood cluster levels of analysis does not exhibit substantive nonlinearity and is consistently very small over time. The variance of violent crime at both levels decreases over the 14-year period, indicating increasing within-neighborhood cluster and within-community area variability in violent crime over time. In contrast, most of the variation in violent crime occurs at the street segment level. Our LMM demonstrates a non-linear change in violence variance at the street segment level over time that decreases significantly and then flattens. Figure 8 presents the proportion of total variance attributed to the community area, neighborhood cluster, and street segment spatial levels for each wave of data during the 14-year observation time period. 19 The reported proportions represent the proportion of variance in violent crime of each spatial unit as compared to the total variance in violent crime attributed to the three spatial units (net the level-1 residual variance of crime). On average, about 58.7 % of the total variance can be attributed to variation between street segments across the years. Community areas account for about 25.1 % on average, while between-neighborhood cluster variance (controlled for street segment and community area level variability) accounts for about 16.2 % of the total variance on average. The results also demonstrate an increasing degree of crime concentration at the street segment level over time: from 56.3 % in 2001 to 65.3 % in 2014. The proportion of total variance accounted for by the neighborhood cluster-level decreases between from 17.9 to 13.4 % while the community area-level variance proportion decreases from 25.9 % in 2001 to 21.2 % in 2014.
The LMM estimates support the results of our descriptive statistical analyses in demonstrating that the bulk of violence is concentrated at the street segment level. The 
Variance Proportion
Street Segment Neighborhood Cluster Community Area Fig. 8 The proportion of total variance attributed to spatial levels, [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] [2014] neighborhood clusters and community areas generate similar but much smaller levels of crime concentration relative to street segments. Confirming the original work of Steenbeek and Weisburd (2015) , these findings suggest that some community areas as a whole are more crime-prone than others, but that neighborhoods clusters within the same community area are rather homogeneous with regard to crime (either high or low). Nevertheless, most of the variability in violence occurs on street segments and the proportion of variability in violence attributed to street segments increases over time.
Sensitivity Analyses
Sensitivity analyses were conducted to test the robustness of outcomes presented in this study. As described earlier, there were some methodological and analytical differences between our study and the work done by Steenbeek and Weisburd (2015) . We explore how these differences may have impacted outcomes here. The first assessment applied the bootstrapping procedure conducted in The Hague study to test the robustness of our estimates. We followed the same parameters when conducting the stratified resampling of street segments in Chicago: 25 % of segments (n = 10,523) were randomly selected from within all 342 neighborhood clusters-which in turn represent all 76 community areas. Two sets of LMM estimates were observed, averaged variance components across 250 and 500 replications. Results for both sets were almost identical to the findings from the main analysis presented above. Street segments accounted for 57-65 % of the total variance proportion with neighborhood clusters and community areas accounting for 13-18 and 21-26 % respectively. Over time the variance proportion increased for street segments and decreased for the two neighborhood units of analysis as the number of violent crime incidents decreased in Chicago. The second assessment included the street segments which were previously excluded because they were spatially located on the boundary of two or more neighborhood clusters or community areas. These 6400 street segments were randomly assigned to one of the various neighborhood clusters and/or community areas in which they were located. Once again, results were almost identical to findings from our main analysis. Street segments accounted for 56-66 % of the variance proportion while neighborhood clusters accounted for 13-19 % and community areas 21-25 %. The variance proportion for street segments also increased over time while the proportion decreased over time for neighborhood clusters and community areas. The third assessment, also conducted in the Steenbeek and Weisburd sensitivity analysis, removed outliers from our models. Approximately 1 % of street segments (N = 365) with the highest number of total violence incidents over the observation period were removed. Results for the variance proportion for each spatial level and their temporal trend were congruent with the main and sensitivity analyses presented thus far (street segments 55-65 %, neighborhood clusters 14-19 %, and community areas 22-27 %).
The fourth assessment disaggregated our general violent crime dependent variable into two specific categories of violence. These analyses revealed a modest increase in the importance of street segments relative to neighborhood clusters and community areas in decomposing the total variance proportion per spatial level in Chicago. For robbery incidents, street segments accounted for 63-69 % of the total variance proportion while neighborhood clusters explained 14-16 % and community areas explained 18-21 %. Since there were not enough homicide incidents to support an individual model, we combined homicides with aggravated assaults in an ''assaultive violence '' measure. For assaultive violence, [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [13] [14] [15] [16] [17] [19] [20] [21] [22] [23] % of the total variance proportion was accounted for by street segments, neighborhood clusters, and community areas respectively. For both disaggregated violent crime outcomes, the variance proportion increased over time for street segments and decreased for neighborhood clusters and community areas. These findings are also very similar to those of Steenbeek and Weisburd (2015) which observed an increased proportion of the crime variance explained by street segments when they examined disaggregated crime trends.
The fifth assessment included property crimes in the dependent variable. With the inclusion of an additional N = 3,920,467 incidents over the study time period, the residual diagnostics for this LMM did not violate the normality assumption for the distribution of residuals. These analyses suggest an increased influence of street segments in comparison to neighborhood clusters and community areas in decomposing the total variance proportion per spatial level. Some 63-73, 11-16, and 16-21 % of the total variance proportion was attributed to street segments, neighborhood clusters, and community areas respectively with the variance proportion increasing over time for street segments and decreasing for the other two units of analysis. Overall, these sensitivity analyses confirm the estimates generated by our main LMM models are robust to varying methodological and analytical specifications.
Conclusion
The results presented here are very supportive of Weisburd's (2015) law of crime concentration at places. In our longitudinal analyses of violent crime incidents in Chicago, we find that street segments accounted for some 59 % of the total variance, community areas accounted for about 25 % of the total variance, and neighborhood clusters only accounted for 16 % of the total variance in the spatial distribution of violence at each level of analysis over the course of a 14-year time period. What is more, our results also suggest an increasing degree of violent crime concentration at the street segment level over time. Indeed, our replication of Steenbeek and Weisburd's (2015:1) research in the Hague suggests that street segments are ''where the action is in crime'' while meso-sized neighborhoods clusters do not add much in understanding the spatial variability in violence beyond what larger community areas account for in Chicago. Similar to many descriptive empirical analyses, this study has limitations, such as the use of official police data that may not represent underlying levels of violence. Neighborhoods continue to be contextualized in new ways, such as recognizing the influence of social networks within and across communities on social outcomes, and future analyses may reconsider our representations of larger units of analysis (Sampson 2012; Hipp and Boessen 2015) . Nevertheless, our findings are robust to a variety of supplemental model specifications and methodological approaches.
These findings do not suggest that community structures are not important to understanding spatial variation in crime across cities. More than a quarter of the spatial variation in violence was accounted for by variation at the larger community area level in Chicago. These results are generally supportive of the Chicago School's early observations on the salience of social processes and dynamics at play in broad areas of the city (see, e.g. Park 1915) . The concentric zone model of the distribution of social problems and crime in Chicago included five large zones that extended from the city's business center (the ''Loop'') through to the more suburban areas of the city (Burgess 1925) . Our analyses suggest that, to the degree that larger community areas in modern Chicago overlap with Burgess' (1925) conceptions of a series of communities with common characteristics, studying community structures and dynamics does add value to our understanding of spatial variation in crime across cities (also, see Steenbeek and Weisburd 2015 for a similar observation). Perhaps these larger units are better positioned to capture community structures relative to medium-sized units such as neighborhood clusters. Further research is clearly necessary here.
Explaining the variation of crime within cities has been an enduring area of scientific inquiry in criminology. Social disorganization theory suggests that variations in crime within cities are impacted by community-level structural factors, such as relative deprivation, low socioeconomic status, or lack of economic opportunity, and mediated in important ways by informal social controls (Sampson and Groves 1989) . The power of street segments in accounting for the spatial variation in crime in Chicago relative to community areas and neighborhood clusters suggests that criminologists need to pursue multi-level analyses to develop a more complete understanding of the social ecology of crime at places within cities (see Brantingham and Brantingham 1993; Deryol et al. 2016) . Opportunity theories of crime, such as routine activity (Cohen and Felson 1979) , rational choice (Cornish and Clarke 1986) , and crime pattern theory (Brantingham and Brantingham 1981) , have often been used to understand the place characteristics, situations, and dynamics that cause criminal events to concentrate at particular places. Community structures give rise to criminal opportunities at specific places within particular communities (Clarke 1995 ) suggesting an inherently multi-level theoretical structure to placebased criminology (see Taylor 2015; Wilcox and Land 2015) .
The next generation of empirical inquiry on the spatial variability of crime within cities should seek to differentiate between theoretical processes operating at different geographic levels. A central point made by ''neighborhood effects'' research is that geographic social aggregations have meaning-there are processes, structures, institutions, cultures, and networks that powerfully shape social outcomes in larger areas. Institutions, for example, can be physically located on a single street segment but their influence on social outcomes can extend to much larger geographic areas. Hunter (1985) suggested three levels of informal social control within neighborhoods. The private level of control was grounded in intimate primary groups such as family and friends; the parochial level referred to relationships among neighbor and was rooted in broader local networks and institutions such as businesses, schools and churches; the public level focused on the ability of the community to secure goods and services from sources outside the neighborhood such as city and police departments. Hunter (1985) argued that effective control in neighborhoods requires agents at all three levels to work together. Inadequate social control at any level could influence criminal behavior at specific places within neighborhoods.
We believe that the Chicago and The Hague findings suggest that further empirical tests should be pursued to understand the criminological theories that could explain crime variation at each level of analysis and provide further guidance on how varying theories could be integrated given the multi-level nature of crime concentration patterns. Some scholars have suggested that social disorganization and routine activity theories are complementary and should be integrated (Miethe and Meier 1994) . Indeed, both theories partially overlap in their treatment of social control as a key element in crime occurrences. In addition, Rice and Smith (2002) show how combining routine activity and social disorganization theories greatly improves the predictive power of spatial analyses to explain variations in auto theft incidents at block faces in a mid-sized southeastern U.S. city. In their examination of crime at street segments over a 16-year period in Seattle, Weisburd et al. (2012) build upon these studies not only to refine and strengthen the previous observations, but to propose an explanation for the observed crime concentrations, which integrates concepts from social disorganization and opportunity theories of crime. By comparing persistently hot street segments with very low/no crime street segments, they found that variables supporting both opportunity and social disorganization theories of crime were associated with chronic high crime streets.
However, the proper domain to apply key theoretical concepts to understand variation of crime across and within neighborhoods still needs to be unraveled through ongoing empirical research. For instance, Weisburd et al. (2012) suggest that the level of ''collective efficacy'' on a street segment was associated with the amount of crime that occurs on that street segment. Braga and Clarke (2014) recently questioned whether the community-level concept of collective efficacy could adequately explain why a particular crime spot is persistently hot over time. They suggested that opportunity theory concepts such as guardianship best characterized levels of informal social control at street segments. Sampson (2013) also cautioned that smaller units, such as hot spots, are not necessarily better than larger units in understanding neighborhood social processes and figuring out how to mobilize collective efficacy. Sampson (2013) observes that micro places and conventional neighborhoods are nested within larger communities that are recognized or named by residents, external housing buyers, institutional actors such as real estate agents, and administrative agencies such as the police. Whether collective efficacy is best understood at the community level, street segment level, or both remains an open empirical question. Nevertheless, it is time for criminologists to begin developing some much needed new knowledge on how different theoretical perspectives may or may not fit across different levels of analysis in place-based crime research.
Thomas Kuhn (1962) noted that the potential for shifting paradigms in science rested, in part, on the ability of a specific scientific sub-community to gather human resources to act as a vanguard for a new way of thinking or doing science. Revolutionary ideas and new theoretical perspectives cannot move forward if converts are not drawn to the cause. As suggested by Laub (2004) , the ''life course'' of criminology can be characterized by specific turning points that change how the field understands and responds to crime. Weisburd (2015) argues that it is time for another turning point in criminology and points to a relatively small but growing sub-community of scholars researching the criminology of place as showing great promise for advancing criminology as a science and improving its relevance for policy. We believe that the research presented here, highlighting the importance of micro places in understanding crime variation across Chicago-the mecca of neighborhood effects research, strongly supports his call for more scholars, old and young, to study the criminology of place.
