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Abstract
Tension can be applied to cubic splines in order to avoid undesired spurious oscillations. This leads to the well-known (exponential)
spline in tension. It is crucial but unfortunately difﬁcult to ﬁnd suitable tension parameters of interpolating splines in tension. Instead
of heuristics, we propose a simultaneous knot placing and tension setting algorithm for least-squares splines in tension which
includes interpolating splines in tension as a special case. Moreover, the splines presented here are the foundation of exponential
surface splines on fairly arbitrary meshes [K.O. Riedel, Two-dimensional splines on fairly arbitrary meshes, ZAMM—Z. Angew.
Math. Mech. 85(3) (2005) 176–188].
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1. Introduction
Cubic splines, i.e. twice continuously differentiable functions consisting of piecewise cubic polynomials, are wide-
spread. They are used to interpolate or approximate data. Interpolating cubic splines deﬁnitely show less oscillations
than interpolating polynomials. Nevertheless, in some cases spurious oscillations of the splines occur which are not
indicated by the data. These oscillations can be reduced by shortening the length of the spline. To this purpose, an
additional tension parameter is introduced. This leads to the (exponential) spline in tension, i.e., a twice continuously
differentiable function consisting piecewise of a linear combination of the functions 1, x, exp(ix), and exp(−ix),
where i > 0 is the interval tension parameter. Some authors call this kind of spline in tension just exponential spline,
whereas others understand by an exponential spline a generalization or a different spline with exponential terms. B-
splines for splines in tension have been introduced by [16], see also [17,18]. Explicit formulas also can be found in
[26]. We will use them in order to calculate smoothing (least-squares) splines in tension.
Often convexity constraints are given with or imposed to interpolating or approximating splines. Especially, the
tension parameters of tension splines can be suitably adapted in order to fulﬁll these shape constraints. Yet, in this
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paper, we do not deal with convexity constraints, but simultaneously choose knot positions and tension parameters
which minimize the least-squared error. This yields visually pleasing curves. Smooth curves as well as sharp corners
are captured by a minimal number of knots, which implies a highly reduced tendency to spurious oscillations, i.e., a
strong tendency to fulﬁll convexity constraints. This is an alternative at least to imposing convexity constraints.
Finding suitable knot positions of a least-squares spline is important but unfortunately difﬁcult. Dierckx [7] has
proposed a successive knot placing algorithm which minimizes the least-squared error as a function of the knot
positions. We generalize this approach considering the dependence on the interval tension parameters of exponential
splines simultaneously. Further, we introduce a local minimal distance condition in order to avoid overﬁtting. This,
automatically, leads to the interpolating spline if the number of knots and data points is identical. Thus, the same
algorithm can be used in order to ﬁnd interpolating as well as least-squares splines. Considering interpolating splines,
this includes the generation of suitable tension parameters which have been determined by heuristic methods in former
approaches.
This paper is organized as follows: In Section 2, we discuss the problem of spurious oscillations. Splines in tension,
and for data without sharp corners also cubic splines with suitable knots are a remedy. The simultaneous knot placing
and tension setting algorithm is described in Section 3. Finally, we demonstrate its efﬁciency in ﬁnding suitable least-
squares splines for various data in Section 4. Interpolating splines are automatically included.
1.1. Related work
The spline in tension was ﬁrst analytically modeled by Schweikert [31]. He further deﬁnes an extraneous inﬂection
point as a zero crossing of the second derivative which is not motivated by the data and shows that the exponential spline
is free of extraneous inﬂection points for a tension large enough. Späth [32] simpliﬁes this proof. Thus, ﬁnding tension
parameters for a spline without spurious oscillations in principle is possible. One choice is inﬁnite tension leading
to a polygonal line. However, the task of ﬁnding tension parameters for a smooth, visually pleasant spline without
extraneous inﬂection points is neither uniquely solvable nor trivial. Späth [32] and Rentrop [25] propose heuristic
methods in order to determine tension parameters for which the exponential spline is free of extraneous inﬂection
points. Heß [13] and Renka [23] also describe methods for ﬁnding suitable tension parameters of interpolating splines.
Heidemann [12] uses the tension parameters proposed in [25] for least-squares splines. Lynch [19] presents an iterative
scheme for constructing shape preserving exponential splines under the stringent constraint of uniform tension. Sapidis
et al. [28] propose a generalized Newton Raphson method for ﬁnding suitable tension parameters.
Pruess [22] shows that the approximation of sufﬁciently smooth functions with exponential splines is of fourth order,
as for cubic splines. For large tension parameters the exponential spline is, essentially, locally linear. He exploits this
fact in order to construct convex or monotone spline approximants.
Nielson [20,21] proposed a polynomial alternative to the exponential spline, which he called the -spline. For a
rational spline with interval and point tension see [10,29,30]. For a derivation of cubic and exponential splines from a
variational principle and a comparison see [1]. Related work for monotony preserving interpolation is found, e.g., in
[8,9,5,6,14]. For a software package on exponential splines see [24].
Jüttler [15] proposes the use of a reference curve in order to impose convexity constraints, i.e., given inﬂection points,
to the approximating spline. Costantini et al. [3,4] use variable degree polynomial splines instead of exponential splines
in order to get shape-preserving approximants for 2D and 3D parametric curves.
2. Suitable knots and tension parameters: an example
We consider an example of Späth [32]. Only the interpolating cubic spline shows spurious oscillations which disappear
for the exponential spline with uniform tension 0 = 7 as shown in Fig. 1. Using suitable knots, there are also cubic
splines without spurious oscillations—see Fig. 2. We found these knots by trial and error by hand. Unfortunately, it is
not easy to ﬁnd optimal knot positions automatically. Moreover, in order to form sharp corners with cubic splines a
good placement of the knots is difﬁcult and could be impossible. For an alternative, we refer to Section 3.3, where we
use least-squares exponential splines with as few as possible knots and optimize the interval tension parameters and
the knot positions simultaneously.
96 K.O. Riedel / Journal of Computational and Applied Mathematics 196 (2006) 94–114
0 1 2 3 4 5 6 7 8 9 10
3
4
5
6
7
8
9
10
0 1 2 3 4 5 6 7 8 9 10
0
0.5
0.5
1
0 1 2 3 4 5 6 7 8 9 10
0
1
Fig. 1. (Top) Späth data (stars) are interpolated by a cubic spline (dashed) and an exponential spline (full line) with uniform tension 0 = 7. Natural
boundary conditions are used for both splines. The corresponding exponential B-splines (bottom) are intermediate between cubic B-splines (middle)
and hat functions, the basis functions of piecewise linear splines.
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Fig. 2. Cubic splines with natural boundary conditions interpolating Späth data (stars). The knots of the splines are depicted by squares. Changing
the position of just one knot marked by arrows leads to strongly increased oscillations.
3. Data approximation by splines in tension
3.1. Least-squares splines
Dealing with noisy data it does not make sense to use an interpolating spline. Like for interpolation, an approximating
spline is preferable to a polynomial, because it shows less oscillations. In this section, we state how to ﬁnd the smoothing
spline which minimizes the least-squared error for given knots and tension parameters. For ﬁnding suitable knots and
tension parameters see Section 3.3.
Given the data points
(tr , xr ), r = 1, . . . , m, (3.1)
we use at most the same number of B-splines with natural boundary conditions
Bi(t), i = 0, . . . , n + 1, n + 2m,
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with the knots 0, . . . , n+1 which are placed such that there exist n data points tri ∈ {t2, . . . , tm−1}, i=1, . . . , n, which
fulﬁll
0 = t1, i−1 tri i , i = 1, . . . , n, n+1 = tm. (3.2)
In order to ﬁnd the B-spline representation of the approximating spline, we search the coefﬁcients ci , i = 0, . . . , n+ 1,
which minimize
m∑
r=1
w2r
(
xr −
n+1∑
i=0
ciBi(tr )
)2
= min (3.3)
for given weighting factorswr > 0, r=1, . . . , m. For the numerical examples presented here we usewr=1, r=1, . . . , m.
Denoting
c =
⎛
⎝ c0...
cn+1
⎞
⎠ , xw =
⎛
⎝ w1x1...
wmxm
⎞
⎠ , E = (wrBi(tr ))(r,i),
for r = 1, . . . , m, i = 0, . . . , n + 1,
we search the coefﬁcient vector c of the least-squares spline which minimizes
min
c
‖Ec − xw‖22. (3.4)
Lemma 1. Given data points and knots fulﬁlling Eq. (3.2), the least-squares spline which minimizes (3.3) is unique.
Proof. The least-squares spline can be deﬁned by its coefﬁcient vector c. In order to show that c is unique we have to
show that E has full rank (see, e.g., [34]). Thus, it is sufﬁcient to show
Ec = 0 implies ci = 0, i = 0, . . . , n + 1.
Having r > 0, r = 1, . . . , m, we can set without loss of generality r = 1, r = 1, . . . , m. Then Ec = 0 can be written
as
n+1∑
i=0
ciBi(tr ) = 0, r = 1, . . . , m.
Denoting
s(t) :=
n+1∑
i=0
ciBi(t)
this reads
s(tr ) = 0, r = 1, . . . , m.
Using the notations tr0 := t1 and trn+1 := tm this implies
s(tri ) = 0, i = 0, . . . , n + 1 where i−1 tri i , i = 1, . . . , n.
The spline s(t) is twice continuously differentiable and the theorem of Rolle yields n + 1 points i with
s′(i ) = 0, tri−1 < i < tri , i = 1, . . . , n + 1.
Applying Rolle again we have n points i fulﬁlling
s′′(i ) = 0, i < i < i+1, i = 1, . . . , n. (3.5)
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Setting 0 := tr0 and n+1 := trn+1 and considering natural boundary conditions we have
s′′(i ) = 0, i = 0, . . . , n + 1,
i.e., n+ 2 zeros i within n+ 1 intervals [i , i+1], i = 0, . . . , n. Hence, there exists an interval J := [j , j+1] which
contains two zeros k and k+1. Considering Eq. (3.5) we have k < k+1 < k+1, i.e., k+1 ∈ J . Further, Eq. (3.2)
guarantees the existence of a data point til ∈ J . Summarizing, we have
s(til ) = 0, til ∈ J , (3.6)
s′(k+1) = 0, k+1 ∈ J , (3.7)
s′′(k) = 0, k ∈ J , (3.8)
s′′(k+1) = 0, k+1 ∈ J . (3.9)
Within interval J for a given tension parameter > 0 the exponential spline s(t) can be written as
s(t) = a + bt + cet + de−t , t ∈ J ,
s′(t) = b + cet − de−t , t ∈ J ,
s′′(t) = c2et + d2e−t , t ∈ J .
Hence, Eq. (3.8) reads
c 2ek︸ ︷︷ ︸
>0
+d 2e−k︸ ︷︷ ︸
>0
=0, (3.10)
which yields
cd0. (3.11)
Subtraction of Eq. (3.8) from (3.9) gives
c 2(ek+1 − ek )︸ ︷︷ ︸
>0
+d 2(e−k+1 − e−k )︸ ︷︷ ︸
<0
=0,
which implies
cd0. (3.12)
Considering Eqs. (3.11) and (3.12), we have cd = 0. Hence, Eq. (3.10) implies
c = d = 0.
Hence, (3.7) reads
b = 0
and (3.6) reads
a = 0.
Thus, we have
s(t) ≡ 0, t ∈ [j , j+1].
With the tension parameter ˜> 0 on the next interval [j+1, j+2] we write s(t) as
s(t) = a˜ + b˜(t − j+1) + c˜e˜(t−j+1) + d˜e−˜(t−j+1).
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Considering that s is twice continuously differentiable yields
s′′(j+1) = ˜2(c˜ + d˜) = 0,
i.e.,
c˜ = −d˜.
Hence,
s(j+1) = a˜ = 0
and
s′(j+1) = b˜ + 2c˜˜ = 0,
i.e.,
b˜ = −2c˜˜.
Eq. (3.2) guarantees another zero trj+2 ∈ (j+1, j+2], i.e.,
s(trj+2) = −2c˜˜(trj+2 − j+1) + c˜e˜(trj+2−j+1) − c˜e−˜(trj+2−j+1) = 0,
which reads
c˜ [sinh(˜(trj+2 − j+1)) − ˜(trj+2 − j+1)]︸ ︷︷ ︸
>0
=0.
This implies
c˜ = 0 and b˜ = 0.
Thus, we have
s(t) ≡ 0, t ∈ [j+1, j+2].
Iteration also to the left-hand side yields
s(t) =
n+1∑
i=0
ciBi(t) ≡ 0, t ∈ [t1, tm]. (3.13)
As the B-splines Bi(t), i = 0, . . . , n + 1 are linearly independent on [t1, tm], Eq. (3.13) implies ci = 0, i = 0, . . . ,
n + 1. 
For calculating the coefﬁcients c of the least-squares spline by minimizing (3.4) see, e.g., [33].
3.2. Pseudo-arclength parametrization
So far, in the functional setting the abscissae and ordinates of the data points were not treated equally. Only functions
x(t) could be represented. For many applications this is appropriate. Yet, in order to be able to include also parametric
curves like, e.g., the exponential spline representation of contours of camera images [27], we use the parametric setting
(x(t), y(t)). Moreover, generalizing rectangular meshes, exponential surface splines are introduced in [27] on fairly
arbitrary meshes, which are represented by the more general parametric exponential splines presented here.
Using parametric splines, Eq. (3.4) is to be solved twice, whereas the computational effort for calculating the B-splines
is not increased. If computational time does not matter, also data with a functional dependency can be represented by
parametric splines without changing the code, provided that the function x = x(t) = sx(t) is invertible. Usually, the
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monotonicity of the data (ti , xi) leads to a monotonous, and hence invertible, spline sx(t). In such a situation, parametric
splines look much the same as their functional counterparts. This is why we do not explicitly investigate functional
splines, although only the data presented in Figs. 10 and 11 demand for the parametric setting. If the functional setting is
required explicitly the code can be adapted by minor changes, i.e., using the given abscissae instead of pseudo-arclength
parametrization and leaving out the calculation of the second least-squares spline sy(t).
Parametric spline curves suggest the use of pseudo-arclength parametrization. Thus, starting from the data points
(xr , yr ), r = 1, . . . , m, (3.14)
we introduce
t1 := 0,
tr :=
r∑
k=2
√
(xk − xk−1)2 + (yk − yk−1)2, r = 2, . . . , m. (3.15)
For given tension parameters i > 0, i = 1, . . . , n + 1, and joint knots i , i = 0, . . . , n + 1, in the interval [t1, tm] we
calculate joint B-splines in tension [16,18,26]
Bi(t), t ∈ [t1, tm], i = 0, . . . , n + 1.
Now, the problem splits into two parts: for each partial set of data points
(tr , xr ), r = 1, . . . , m,
(tr , yr ), r = 1, . . . , m,
we ﬁnd the coefﬁcients of the least-squares spline according to Section 3.1. Denote them by cx,i and cy,i , respectively.
Hence, the least-squares spline with pseudo-arclength parametrization is given by(
sx(t) :=
n+1∑
i=0
cx,iBi(t), sy(t) :=
n+1∑
i=0
cy,iBi(t)
)
, t ∈ [t1, tm]. (3.16)
This treatment includes interpolating splines, if there are as many knots as data points.
3.3. Finding optimal knot positions and tension parameters
As demonstrated in Section 2 ﬁnding suitable knots and tension parameters is difﬁcult. We use the knot placing
algorithm of Dierckx [7] for successively placing knots. However, we do not only adapt the knots of (cubic) splines,
but as well the tension parameters of exponential splines simultaneously. We further introduce a local minimal distance
condition, which insures that the distance between the knots is not smaller than the distance between the nearest data
points. Thus, we avoid oscillations caused by overﬁtting.
We always use the two outermost data points t1 and tm as knots 0 and n+1. For given interior knots
Tn := {1, . . . , n}
and interval tension parameters
Ln := {1, . . . , n+1}
we consider
equadr(Tn,Ln) :=
m∑
r=1
w2r {(xr − sx(tr ))2 + (yr − sy(tr ))2} (3.17)
as a measure for the discrepancy between the data points (xr , yr ), r = 1, . . . , m, and the least-squares spline (sn,x(t),
sn,y(t)), t ∈ [t1, tm], with n interior knots. In order to get tr , r = 1, . . . , m, we use pseudo-arclength parametrization
according to Section 3.2.
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3.3.1. Initial values for the knots and tension parameters
The success of a free knot least-squares algorithm for minimizing equadr(Tn,Ln) will strongly depend on the choice
of the initial values, i.e., the initial interior knotsT0n and the initial tension parametersL0n. Indeed, due to the non-
convexity of equadr(Tn,Ln) we can only expect to ﬁnd a local minimum in the vicinity ofT0n,L0n. Therefore, in order
to ﬁnd the global minimum, the determination of good initial knots and interval tension parameters is an important but
unfortunately also a non-trivial task. A straightforward equidistant distribution of knots, for example, will rarely yield
the global minimum of equadr(Tn,Ln). Furthermore, we do not know in advance the required number of knots for
an acceptable least-squares ﬁt. Therefore, we use a scheme which will hopefully return the successive least-squares
splines (sn,x(t), sn,y(t)), n = 1, 2, . . . , and which uses the locally optimal knot/tension set T∗n,L∗n in order to ﬁnd
suitable initial valuesT0n+1,L0n+1 for determining (sn+1,x(t), sn+1,y(t)):
Algorithm 1 (Successive knot placing strategy).
• Initialization: Choose a scaled (see Section 3.4) tension parameter, e.g., med = 6, leading to a spline far apart
from a cubic spline as well as from a polygonal line:
01 =
t1 + tm
2
, 01 =
med
01 − t1
, 02 =
med
tm − 01
.
• For n = 1, 2, . . . until the approximating spline is good enough:
◦ Choose the allowed interval [min, max] for the scaled tension parameters.
◦ Starting with {Tn,Ln} determine the optimal knot positions and tension parameters T∗n,L∗n and the
corresponding least-squares spline (sn,x(t), sn,y(t)). For this, we choose a minimization algorithm which
limits the interval tension parameters to i ∈ [min/(i − i−1), max/(i − i−1)], i = 1, . . . , n + 1, and
forces the distance between the knots to be at least as large as the distance of the neighboring data points.
◦ Compute the relative error measure numbers i , i = 1, . . . , n + 1:
i =
∑qi+mi
r=qi+1w
2
r ([xr − sn,x(tr )]2 + [yr − sn,y(tr )]2)
m − mi ,
tqi < 
∗
i−1 tqi+1 < tqi+2 < · · ·< tqi+mi ∗i < tqi+mi+1,
∗0 := t0, ∗n+1 := tm.
◦ Find suitable initial knot positions and tension parameters in order to determine (sn+1,x(t), sn+1,y(t)):
Let l denote the interval with the largest relative error measure l = max{1, . . . , n+1} and deﬁne for this
interval the new tension parameter ∗new := max{∗l , 2min/(∗l − ∗l−1)}. This leads to
0i =
{∗i , i = 1, . . . , l − 1,
(∗l−1 + ∗l )/2, i = l,
∗i−1, i = l + 1, . . . , n + 1,
0i =
{∗i , i = 1, . . . , l − 1,
∗new, i = l, l + 1,
∗i−1, i = l + 2, . . . , n + 2.
◦ Stop when the approximation is good enough.
So, this algorithm successively locates the initial position of an additional knot in the middle of the knot interval
[l−1, l], i.e., in a part of [t1, tm] where on the one hand (sn,x(t), sn,y(t)) has a large weighted sum of squared residuals,
but where on the other hand the concentration of knots is not too high (m − ml not too large). Within the frame of
Algorithm 1, we proceed with describing scaled tension parameters (Section 3.4) and a minimization algorithm for
ﬁnding optimal knots which are not closer than the data points (Section 3.5). In this way, we avoid overﬁtting. Finally,
we address the task of ﬁxing the number of the knots (Section 3.6).
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Fig. 3. Exponential B-splines with different tension ranging from cubic splines to hat functions. Scaled tension parameters ranging from 2 to 20
include a quite large portion of possible exponential splines.
*o xoo o o
 τi-1 τi
o
τi-1 + τi
2
tli tli+1 
o *o
Fig. 4. Fixing locally the minimal knot distance.
3.4. Scaled tension parameters
The shape of an exponential spline depends on the interval tension parameters as well as on the distance between
the data points. This means that interpolating or least-squares splines are not size invariant. Linear compression of the
data points leads to larger squared second derivatives and hence to a spline with a more pronounced cubic behavior.
This can be overcome by using scaled interval tension parameters
i,scal = i (i − i−1), i = 1, . . . , n + 1, (3.18)
for the knots 0, . . . , n+1. Scaled tension parameters yield size invariant splines. In other words, stretching the data
points by a factor 2 and dividing the tension parameters by 2 leads to the exponential spline stretched by a factor 2. For
a proof see [26].
Fig. 3 shows exponential B-splines with different scaled tension parameters. Consider that scaled tension parameters
of 2 and 20 lead to a spline quite close to a cubic spline and a hat function, respectively. A scaled tension parameter of,
e.g., scal = 6 lies in between these two extremes and is therefore suitable for initializing the minimization algorithm.
3.5. A minimization algorithm avoiding overﬁtting
Consider the data points (xi, yi), i = 1, . . . , m, with pseudo-arclength parametrization ti , i = 1, . . . , m. Within the
frame of Algorithm 1, we minimize the error function
equadr(Tn,Ln) :=
m∑
r=1
w2r {(xr − sx(tr ))2 + (yr − sy(tr ))2} (3.19)
with suitable inner knots 1, . . . , n and interval tension parameters 1, . . . , n+1. In order to avoid overﬁtting, we force
the distance between two consecutive knots i−1 and i to be at least as large as the distance of the two data points tli
and tli+1 neighboring the middle of the knot interval [i−1, i]—see Fig. 4. Consider, without loss of generality, knots
in ascending order. Deﬁning li such that
tli = max
{
tl : tl i−1 + i2
}
, i = 1, . . . , n + 1,
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we get the nonlinear inequality constraints
i − i−1 tli+1 − tli , i = 1, . . . , n + 1. (3.20)
With this constraint, Eq. (3.2), which guarantees the uniqueness of the least-squares spline, is fulﬁlled. Moreover, the
knots coincide with the data points if there are as many knots as data points—see Fig. 9.
In shallow regions of the error function a large relative change in the scaled tension parameter causes only small
changes of the exponential spline and, hence, of the error function. Therefore, in order to keep away from such shallow
regions, we introduce the linear inequality constraint
mini (i − i−1)max, i = 1, . . . , n + 1. (3.21)
Finally, we keep the knots within the data support by the inequalities
t0i tm, i = 1, . . . , n. (3.22)
3.5.1. Relative alteration rate of the tension parameters
So far, we did not take into account that the knots and tension parameters play different roles and need not be of the
same order of magnitude. One could predominantly focus either on ﬁnding good knot positions or tension parameters.
In order to permit this choice we introduce a weighting factor c > 0 and deﬁne
ˆi := ci , i = 1, . . . , n + 1.
We minimize
eˆquadr(Tn; ˆ1, . . . , ˆn+1) := equadr
(
Tn; ˆ1
c
, . . . ,
ˆn+1
c
)
(3.23)
under the constraints (3.20), (3.22), and
min
ˆi
c
(i − i−1)max. (3.24)
Thus, having, e.g., c > 1 the error term eˆquadr is ﬂattened in ˆ-direction. This results in a reduced alteration rate of
the tension parameters compared to the alteration rate of the knots, but this is true only for the same initial values.
For the minimization problem the dynamics is more complicated. There is a kind of dynamical equilibrium between
the optimization of the knot positions and of the tension parameters. Fairly good optimized knots lead to a reduced
alteration rate of the knots and, hence, to a relatively large alteration rate of the tension parameters and vice versa.
This is the reason why the choice of c is not crucial. We get similar results using c = 0.01 and 10 for adapting an
exponential spline to titanium heat data, which were considered by de Boor [2]—see Fig. 6. In order to minimize
Eq. (3.23) with constraints (3.20), (3.22), and (3.24) we use the function ‘fmincon’ for constrained minimization in
Matlab’s optimization toolbox.
3.6. Fixing the number of the knots
Starting with one interior knot, Algorithm 1 yields successive least-squares splines (sn,x(t), sn,y(t)), n = 1, 2, . . . ,
approximating m data points, but we still have to decide which is the optimal number of the knots. This problem
is analogous to the choice of the optimal degree g of a least-squares polynomial Pg(x) [11,7]. If g is too small the
corresponding ﬁt is not accurate enough; if it is too large the results are overly affected by the statistical errors in the data
values. The usual way to estimate the optimal degree g of a least-squares polynomial is to examine the root-mean-square
residuals g , computed as the weighted sum of squared residuals divided by m − g − 1, i.e., the number of degrees of
freedom m − dim(Pg). In a satisfactory case, these g will decrease steadily as g increases and then settle down to a
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fairly constant value. Likewise, for our problem we examine the numbers
n := equadr(Tn,Ln)
m − (n + 2) (3.25)
and accept the number n of interior knots which ﬁrst gives an approximately constant value for n.
Alternatively, we set a threshold for the maximal distance
emax := max
r
{√
(xr − sx(tr ))2 + (yr − sy(tr ))2
}
(3.26)
between the data points (xr , yr ), r = 1, . . . , m, and the smoothing spline. Then, we stop the knot placing Algorithm 1
when emax is below the threshold. It depends on the application which of these two conditions is preferable.
4. Numerical examples
Exponential splines are a generalization of cubic splines—the limiting case of zero tension leads to cubic splines.
Some data allow the representation with cubic, as well as exponential splines. Fig. 5 shows exponential splines as an
alternative to cubic splines. The simultaneous adaptation of knots and interval tension parameters is demonstrated in
Fig. 6. Compared to cubic splines, the greater ﬂexibility of exponential splines is combined with a lower tendency to
overﬁtting. A comparison is shown for a representative example in Figs. 7 and 8. The limiting case for ﬁnding tension
parameters for interpolating exponential splines is shown in Fig. 9. Finally, Figs. 10 and 11 show an example for which
the parametric setting is necessary.
Here, we use Algorithm 1 in order to ﬁnd exponential least-squares splines for various data. Having exact data
points, this approach leads to ﬁnding interpolating exponential splines as a special case. This includes an alternative to
heuristics for ﬁnding the tension parameters, as proposed, e.g., in [32,25], or [12].
In Fig. 5, we show the optimized least-squares exponential splines with n= 1, . . . , 6 interior knots for titanium heat
data [2], which are available, e.g., in Matlab. When adding the fourth knot n is only slightly decreased. This indicates
that the fourth knot does not improve the result. On the other hand, adding a further knot at the peak of the data (lower
left plot) reduces n, equadr, and emax. However, having only few data points at the data peak and no error estimate
of the data, it is not possible to discriminate whether this leads to a more accurate representation of the data or to
overﬁtting. The least-squares spline with three knots and four tension parameters (middle left) is comparable to the
cubic least-squares splines for the same data with ﬁve and six knots shown in [7]. With the same number of parameters,
cubic least-squares splines are somewhat more accurate but contain a higher tendency to undesirable oscillations.
For this example we also investigate the inﬂuence of the weighting factor c—see Section 3.5.1. For the same initial
values a small c leads to a large alteration rate of the tension parameters compared to the knot positions. In Fig. 6, we
show the initial values and the ﬁrst four iterations of the minimization algorithm for c = 10 and 0.01, respectively. In
the ﬁrst iteration, the scaled tension parameters are much more changed for c=0.01 than for c=10, but already in the
second iteration the opposite is true for the third scaled tension parameter. In the fourth iteration the ﬁrst, the second,
and the third tension parameters show larger changing for c = 0.01, whereas the fourth one shows larger changing for
c = 10. This demonstrates that, locally, there is a kind of dynamical equilibrium between the adaptation rate of the
knot positions and the tension parameters. This explains why there is a large range of weighting factors c leading to
the same result with comparable accuracy in comparable time—see Table 1.
Fig. 7 shows another example found in [25]. Considering the values of n, equad, emax or the graphical appearance of
the splines in correspondence to the data shows that at least six interior knots are desirable. Moreover, having 6 < 7
indicates that the seventh knot is not needed. Restricting the scaled tension parameters for all plots, apart from the
bottom right one, to the interval [2, 20], we use the larger range [1, 40] for the bottom right plot. Using also stronger
tension reduces the quadratic approximation error and leads to a somewhat different spline having six interior knots,
too.
For a comparison we also show the results of least-squares approximation for the same data with cubic splines in
Fig. 8. Clearly, cubic splines are not suitable to form sharp corners, which leads to undesired spurious oscillations.
Compared to exponential splines more knots have to be allocated, which further increases undesired oscillations in one
part, whereas in other parts of the data knots are lacking—compare Figs. 7 and 8 (third row right), respectively.
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σ1= 0.086; equadr= 3.96; emax= 0.992 σ2= 0.0501; equadr= 2.25; emax= 0.667
σ3= 0.000138; equadr= 0.00608; emax= 0.0405 σ4= 0.000137; equadr= 0.00591; emax= 0.0409
σ5= 7.57e-005; equadr= 0.00318; emax= 0.0288 σ6= 7.74e-005; equadr= 0.00317; emax= 0.00289
Fig. 5. Finding successively optimal knots and tension parameters for titanium heat data (dots). The optimized least-squares splines are shown by
solid lines and its knots are marked by squares. We start with one interior knot and two tension parameters for the two corresponding intervals in
the upper left plot. Above each plot we print the summarized squared error equadr and the maximal error emax. Alternatively, the values n may be
used for ﬁxing the number of the knots.
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Fig. 6. We start ﬁnding the optimal positions and tension parameters for three interior knots as shown in the upper left plot. The interior knots are
marked by squares, the scaled tension parameters, which are restricted to the range [2, 20], are marked by bars below the corresponding interval.
The ticks in y-direction exclusively mark the strength of the scaled tension. The successive plots show the ﬁrst four iterations of the minimization
algorithm. For c = 0.01 (gray curve and bars) the minimizer more drastically changes the tension parameters than for c = 10 (black curve and
bars). However, ﬁnally one reaches the same minimum (lower right plot).
In order to demonstrate the transition from least squares to interpolating splines, Fig. 9 shows the data proposed
by Späth [32] as representative example. It is remarkable that already four interior knots lead to a very accurate
approximating spline.With eight interior knots we have as many knots as data points and get an interpolating exponential
spline in tension. The nonlinear local distance condition described in Section 3.5 successfully avoids overﬁtting and
leads to an interpolating exponential spline with coinciding knots and data points when having as many knots as data
points. Thus, we use the same algorithm for ﬁnding suitable tension parameters of least squares, as well as interpolating
splines.
Finally, we consider data presented by Jüttler [15]. Jüttler uses a reference curve in order to impose convexity
constraints. This leads to shape preserving least-squares splines. Optimizing 42 degrees of freedom, he arrives at a
shape preserving approximation with a least-squared error equadr = 9.5. Costantini et al. [3,4] use variable degree
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σ2= 0.229; equadr= 1.83; emax= 0.576σ1= 0.231; equadr= 2.08; emax= 0.662
σ4= 0.176; equadr= 0.272; emax= 0.382
σ5= 0.0247; equadr= 0.124; emax= 0.251 σ6= 0.00068; equadr= 0.00272; emax= 0.0263
σ7= 0.000888; equadr= 0.00266; emax= 0.029 σ6= 0.000441; equadr= 0.00176; emax= 0.0263
σ3= 0.176; equadr= 1.23; emax= 0.635
Fig. 7. Least-squares exponential spline for Rentrop data (dots). The knots are marked by squares. For this example the larger range [1, 40] for
scaled tension parameters gives a slightly better result (bottom right) than for the range [2, 20] (third row, right). All plots apart from the bottom
right restrict the scaled tension parameters to [2, 20].
polynomial splines, which have similar characteristics as exponential splines. Considering the Jüttler data, they get
a graphically comparable least-squares approximation—the least-squared error is not mentioned—with 15 intervals.
This means 14 inner knots and 15 variable polynomial degrees for the 15 intervals, i.e., totally 29 degrees of freedom.
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σ1= 0.285; equadr= 2.57; emax= 0.694
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Fig. 8. Least-squares cubic spline for the same data as in Fig. 7. The knots are marked by squares. Cubic splines show much more undesired
oscillations than exponential splines—compare Fig. 7.
In Fig. 10, we use Algorithm 1 in order to ﬁnd a least-squares exponential spline approximating the Jüttler data. Using
eight interior knots and nine interval tension parameters, i.e., 17 degrees of freedom, we arrive at an approximation
with a least-squared error equadr = 4.61—bottom right. Restricting the scaled tension parameter scal to 0.01, we
use the same algorithm in order to ﬁnd an approximating cubic spline. With eight interior knots, i.e., a total amount
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Fig. 9. Exponential least-squares spline for Späth data (dots). The knots are marked by squares. The local minimal distance condition prevents them
from becoming closer than the data points. As many knots as data points lead to an interpolating exponential spline with suitable tension parameters.
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Fig. 10. Least-squares exponential spline for Jüttler data (dots). The knots are marked by squares. Clearly, this example demands for the parametric
setting.
of 8 degrees of freedom, we arrive at an approximating cubic spline with a least-squared error equadr = 6.43—see
Fig. 11. Finally, Fig. 12 shows the curvature of the approximating exponential spline (left) with eight interior knots and
the corresponding cubic spline (right). Negative curvature is dashed. Thus, there are exactly two inﬂection points for
the exponential, as well as the cubic spline approximation like for the shape preserving approximation of Jüttler. The
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Fig. 11. Least-squares cubic spline for the same data as in Fig. 10. The knots are marked by squares. Due to the lack of sharp corners, the cubic
spline is suitable.
approximating splines with less than eight interior knots shown in Figs. 10 and 11 also have not more than two inﬂection
points. This means that at least for this example Algorithm 1 ﬁnds approximations without extraneous inﬂection points
as desired. Note that the curvature of a parametric cubic spline (sx(t), sy(t)) need not be linear, actually it is in the 2D
case s′x(t)s′′y (t) − s′y(t)s′′x (t). As expected, variations in the curvature are more pronounced for the exponential spline.
Summarizing, we ﬁnd approximations closer to the data which further demand for fewer degrees of freedom than the
mentioned approaches which impose convexity constraints. Few degrees of freedom are preferable, because unnecessary
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Table 1
Performance of the minimization algorithm for three interior knots in dependence of the position-tension weighting factor c
c equadr Iterations
100 0.00631891 72
50 0.00609905 60
10 0.00608029 68
1 0.00608025 96
0.1 0.00608025 50
0.01 0.00608024 59
0.001 0.00608028 58
0.0001 0.00609962 40
0.00001 No result —
For the range c ∈ [0.001, 10] we get accurate minimization results. The number of necessary iterations is comparable. Outside this range we ﬁnd
inaccurate results or even worse numerical difﬁculties caused by very shallow surfaces used for minimization.
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Fig. 12. (Left) Curvature of the exponential spline in Fig. 10 (bottom right). (Right) Curvature of the cubic spline in Fig. 11 (bottom right). Negative
curvature is dashed. In both cases there are exactly two inﬂection points.
degrees of freedom are time consuming and can lead to undesired effects like spurious oscillations—unless avoided
by convexity constraints. As demonstrated in Fig. 2 the knot positions are crucial. The curvature of the Jüttler data is
moderate. Therefore, as demonstrated, cubic least-squares splines with locally optimal knots lead to an approximation
close to the data with only 8 degrees of freedom. As undesired oscillations are related to overﬁtting, which is avoided
by Algorithm 3.3, we can deal without convexity constraints.
5. Conclusion
Least-squares splines in tension can be optimized by a simultaneous knot placing and tension setting algorithm. The
dynamical equilibrium between the alteration rate of the knot positions and the tension parameters makes it easy to ﬁnd
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a suitable relative alteration rate of the tension parameters compared to the knot positions. Scaled tension parameters are
useful in order to keep the minimization away from shallow regions. Using a local minimal distance condition avoids
overﬁtting and leads to interpolating splines with coincident knots and data points as a special case. This includes
ﬁnding suitable tension parameters of interpolating exponential splines.
The algorithm presented here usually does not violate natural convexity requirements inherited by the data. If such
a case should occur, enlarging the tension of the critical interval(s) is a remedy. The simultaneous knot placing and
tension setting approach presented here in combination with variable degree polynomial splines [4] is possible if the
minimizer can deal with discrete polynomial degrees instead of smooth tension parameters. The generalization of our
approach to 3D curves is straightforward.
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