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Abstract. This work introduces an extension of the residual distribution (RD) framework to
stiff relaxation problems. The RD is a class of schemes which is used to solve a hyperbolic system
of partial differential equations. To our knowledge, it has been used only for systems with mild
source terms, such as gravitation problems or shallow water equations. What we propose is an
implicit-explicit (IMEX) version of the RD schemes that can resolve stiff source terms, without
refining the discretization up to the stiffness scale. This can be particularly useful in various models,
where the stiffness is given by topological or physical quantities, e.g., multiphase flows, kinetic
models, or viscoelasticity problems. We will focus on kinetic models that are BGK approximation
of hyperbolic conservation laws. The extension to more complicated problems will be carried out in
future works. The provided scheme is able to catch different relaxation scales automatically, without
losing accuracy; we prove that the scheme is asymptotic preserving and this guarantees that, in the
relaxation limit, we recast the expected macroscopic behavior. To get a high order accuracy, we
use an IMEX time discretization combined with a deferred correction procedure, while naturally
RD provides high order space discretization. Finally, we show some numerical tests in one and two
dimensions for stiff systems of equations.
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1. Introduction. In many models, such as kinetic models, multiphase flows,
viscoelasticity, or relaxing gas flows, we have to deal with hyperbolic systems with
relaxation terms. The relaxation term is often led by a parameter ε, the relaxation
parameter, that can represent the mean free path, the average distance between two
collisions of particles, the time needed to reach the equilibrium between two phases,
etc. Expanding these equations asymptotically with respect to ε, one can find the
limit equations that describe the average, effective, or macroscopic physical behavior
[9, 20, 23].
In particular, we focus on the kinetic model proposed by Aregba-Driollet and
Natalini in [9, 10]. This model is able to solve any hyperbolic system of equation,
through a BGK relaxation, which leads to a linear advection system with a relaxation
source term. It can be used to test classical hyperbolic systems in the relaxation limit
case. This model must be subjected to a generalization of Whitham’s subcharacter-
istic condition [9, 20], which ensures the stability of the model. We use this model
to approximate the transport linear equation and the Euler equation in one and two
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dimensions. There are various other models and physical problems which behave sim-
ilarly to this kinetic model. In the future, the perspective is to extend the method to
other problems, such as the multiphase flows Baer–Nunziato model or viscoelasticity
problems.
We use the residual distribution (RD) framework [3, 6, 15, 24] to discretize our
space. This class of schemes is a generalization of finite element methods (FEM); they
use compact stencils, they do not need Riemann solvers, and they are easily gener-
alizable. Indeed, many well-known FEM, finite volume, and discontinuous Galerkin
schemes can be rewritten into the RD distribution framework as shown in [5]. The
main steps of the scheme are three: we have to compute total residuals for each cell;
then, we have to distribute each residual to degrees of freedom belonging to the cell;
and finally, we sum all contributions for each degree of freedom. In order to get a high
order scheme, the RD is coupled with a deferred correction (DeC) iterative method
to have high order time integrator [4, 16, 21]. It needs two operators: the first is
a low order method, but easy to invert, while the second must be higher order, but
we do not need to solve it directly. The coupling of these two operators allows us to
reach the high order through a few iterative intermediate steps. Thanks to this, we
can produce a scheme which is fast, high order, and stable. To our knowledge, RD
was used only for hyperbolic equations with mild source terms, such as in gravitation
problems or shallow water equations, but never on strongly stiff source terms.
To deal with the stiffness of the relaxation term, we have to introduce some
special treatments. An explicit scheme with CFL conditions tuned on the macroscopic
regime would, indeed, present instabilities, because of the stiff relaxation term. It
is natural to choose an implicit or semi-implicit formulation, which guarantees the
stability of the scheme. We use an implicit-explicit (IMEX) scheme to treat implicitly
the relaxation term and explicitly the advection part [20, 23]. Nevertheless, we can
obtain a computationally explicit scheme, thanks to some properties of the considered
model. Then, we introduce an IMEX discretization for the DeC RD schemes with the
details of its implementation. Furthermore, we prove that the new DeC RD IMEX
scheme is asymptotic preserving (AP). AP schemes allow us to preserve the asymptotic
behavior of the model from the microscopic regime to the macroscopic one. These
schemes solve the microscopic equations, avoiding the coupling of different models,
and automatically are able to solve the asymptotic macroscopic limit in a robust way.
In the appendix, we also provide a proof of the accuracy of the total scheme.
We show the performance of the high order scheme on some tests. In particular,
we simulated different examples in one and two dimensions for the linear transport
equation and the Euler equation. Thanks to these results, we validate the accuracy
of our method and the capability of shock limiting along discontinuities.
The outline of the manuscript is as follows. In section 2 we present the kinetic
model we want to solve, the conditions under which it is stable, and some examples.
In section 3 we introduce a first order IMEX scheme that preserves the AP property
of the analytical model. In section 4 we describe the RD schemes for the spatial
discretization with the DeC high order time discretization. In section 5, we adjust
the time discretization of the DeC according to the IMEX scheme and we prove the
AP property of the whole scheme. One can find more details about the RD scheme in
Appendix A and the proof of high order accuracy in Appendix B. We show numerical
results for one-dimensional (1D) and 2D problems in section 6.
2. Kinetic relaxation model for hyperbolic systems. In this section, we
present the kinetic model that will be the object of this work. This family of kinetic
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hyperbolic system of conservation laws, the macroscopic model, they build an artifi-
cial kinetic model, the relaxed microscopic model we will actually solve. The scheme
we propose in this work solves this artificial model, where no physical meaning is
involved in the kinetic model, but only in the macroscopic limit. The aim is to test
the properties and the quality of the scheme before applying it to more involved prob-
lems. In the future, we aim to develop the method for the Baer–Nunziato multiphase
equations model, Boltzmann equations, and lattice Boltzmann models.
Let us introduce the two models we will consider. Let Ω ⊂ RD be a bounded
smooth spatial domain and let u : Ω×R+ → RS be a weak solution of the macroscopic





∂xdAd(u(x, t)) = 0 ∀x ∈ Ω, ∀t ∈ R
+.(2.1)
Here, t defines the time, xd defines the variable in the different dimensions, and ∂
represents the partial derivative in a specified variable. Ad : R
S → RS , for d =
1, . . . , D, are some Lipschitz continuous functions and u0 : Ω → R
S are the initial
conditions and B an operator representing the boundary conditions. The kinetic
model proposed in [9] is a relaxed version of this system. Let fε : Ω × R+ → RL be









(M(Pfε(x, t))− fε(x, t)) ∀x ∈ Ω, ∀t ∈ R+,(2.2)
where Λd ∈ R
L×L are constant diagonal matrices and the source term is the difference
between the microscopic variable fε and the equilibrium state given by the Maxwellian
M : RS → RL, which embeds a macroscopic variable into the microscopic space, and
P ∈ RL×S is a projection matrix that compresses information from the microscopic
variables to the macroscopic ones. The relaxation parameter ε ∈ R+ can be a physical
parameter or an artificial one, and, as ε → 0, the kinetic model (2.2) tends formally to
the macroscopic one (2.1). Again, f0 are initial conditions and boundary conditions
must be imposed. All the operators and the domain and the codomain spaces are
summarized in Figure 2.1.
There are two fundamental hypotheses on the operators M, P and the functions
Ad and Λd, which allow us to prove the convergence of the kinetic model to the
macroscopic one:
P (M(u)) = u ∀u ∈ RS ,(2.3)
PΛdM(u) = Ad(u) ∀u ∈ R
S .(2.4)
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The first property (2.3) tells us that the projection P of the Maxwellian M is the
identity matrix I ∈ RS×S or, in other words, that if we take a macroscopic variable
u, we embed it in the microscopic space, and then we project it back, we obtain the
original state. The second property (2.4) is necessary to guarantee that the limit of
the kinetic model will preserve the original macroscopic fluxes.
What we will consider in this work is one specific model, the so-called diagonal
relaxation method (DRM) [9]. In this model we choose L := (D + 1) · S, P :=
(I, . . . , I) ∈ RS×L as the juxtaposition of D + 1 identity matrices I ∈ RS×S . We

















−λIS , j = d,
λIS , j = D + 1,
0 else.
(2.5)
The Maxwellian functions are defined in blocks of dimension S each, Mj : R
S →
R
S with j = 1, . . . , D+1, so that the original Maxwellian function can be reinterpreted
as M = (M1, . . . ,MD+1)
























Aj(u) +MD+1(u) for j = 1, . . . , D.
(2.6)
These definitions verify the hypotheses (2.3) and (2.4).
Example 2.1 (Jin–Xin relaxation system). If we consider a 1D scalar example,
D = 1, S = 1, as the macroscopic equation
∂tu+ ∂xa(u) = 0,(2.7)
the DRM for the relaxed model leads for the variable f := (f1, f2)





















−f1 + f2 − a(f1 + f2)/λ
f1 − f2 + a(f1 + f2)/λ
)
.(2.8)




ε := λ(fε2 − f
ε











also known as the Jin–Xin relaxation system proposed in [20]. In this small case, one










We observe that the macroscopic model appears as the 0th term of the Chapman–
Enskog expansion, while the first term is a diffusion operator if the Whitham’s sub-
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ρu, ρu2 + p, u(E + p)
)
= 0,(2.11)
where ρ is the density, u the speed, p the pressure, and E the total energy and they are
linked by the closure equation of state (EOS) p = (γ−1)(E−0.5ρu2). Then, we denote
the different components of the microscopic variable as fε = (ρ1, ρ1u1, E1, ρ2, ρ2u2,
E2)





































































λ − ρ1u1 + ρ2u2
−u1(E1+p1)+u2(E2+p2)λ − E1 + E2
ρ1u1+ρ2u2






λ + ρ1u1 − ρ2u2
u1(E1+p1)+u2(E2+p2)














Example 2.3 (scalar 2D). Let us consider a scalar equation in two dimensions:
∂tu+ ∂xa(u) + ∂yb(u) = 0.(2.13)
The microscopic unknown will be denoted by fε = (f1, f2, f3)
T and let us define





























(−2f1 + f2 + f3) +
−2a(uε)+b(uε)
λ
(f1 − 2f2 + f3) +
a(uε)−2b(uε)
λ









2.1. Chapman–Enskog expansion. Inspired by the Jin–Xin example, Exam-
ple 2.1, we develop the Chapman–Enskog for the general kinetic system (2.2), with
the only additional properties (2.3) and (2.4), as proposed in [9].
Proposition 2.4. Assume that fε, a solution of (2.2), converges to f , in some
strong topology, as ε → 0. And suppose, furthermore, that the initial conditions fε0
are such that Pfε0 → u0. Then the projection of the solution of the kinetic model (2.2)
converges to the macroscopic solution u of the system (2.1), i.e., Pfε → u.
Proof. Define the auxiliary variables as in the Jin–Xin example, Example 2.1:
uε := Pfε, vεd := PΛdf
ε ∀ d = 1, . . . , D.(2.15)
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S×S ∀ d, j = 1, . . . , D.(2.19)
If we want the microscopic limit to be a stable approximation of the original equation,
we have to impose a generalized Whitham’s subcharacteristic condition on the final




(Bdjξj , ξd) ≥ 0 ∀ξ1, . . . , ξD ∈ R
S .(2.20)
This condition can be interpreted as an imposition of positive diffusion to the equation
(2.17).
2.2. AP property. The asymptotic behavior given by the Chapman–Enskog
expansion is the property that we would like to maintain also at the discrete level.
Schemes that verify this limit are called asymptotic preserving, or AP. This prop-
erty can be summarized in the diagram of Figure 2.2. The macroscopic and mi-
croscopic analytical models are respectively denoted by F0 and Fε, meaning that
F0 := limε→0 F
ε. The discretization of the kinetic model given by the scheme is de-
fined as Fε∆. The limit of this model is defined as F
0




0. In order to verify this property, we have to build a scheme that,
in the discrete Chapman-Enskog expansion, behaves analogously to the analytical
one.
3. AP IMEX first order scheme. In order to obtain a stable and AP scheme,
we have to be careful in the time discretization. A natural choice for this class of
problems is the IMEX schemes. They are particularly suited for the model (2.2),
because, as ε vanishes, the source term becomes stiff. Classically, one should take
discretization scales of the same order of the relaxation parameter, ∆t ∼ h ∼ ε,
where ∆t is the size of a timestep and h := maxE∈Ω d(E) is the maximum diameter
of an element of the domain. Obviously, this is not feasible as ε → 0. Therefore, we
need to treat the stiff term in an implicit way. The flux part will be discretized in an
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explicit way. The resulting IMEX discretization in time we obtain, after some initial















where the superscript n indicates the known explicit timestep tn or the unknown
implicit timestep tn+1.
Remark 3.1 (CFL conditions). Since the flux is explicitly discretized, we need
to impose some restrictions on the timestep size, such that ∆t ≤ λ−1CFLh, where
CFL is a number smaller than 1 that depends on the used polynomials. Here, λ
is the convection coefficient in (2.5) and the spectral radius of Λd. The choice of
this parameter is led by the Whitham’s subcharacteristic condition (2.20), knowing
that it is necessary that λ is bigger than the spectral radius of the original fluxes
λ ≥ ρ(Ad), d = 1, . . . , D, to verify the condition. This does not allow us to choose
better CFL conditions than the ones of the macroscopic problem.
In the general case, the source may depend nonlinearly on the variable fn+1 and
the solution of this system (of dimension L) must be found with nonlinear solvers
such as the Newton–Raphson method. In the specific case of this kinetic model
(2.2), we can exploit the property (2.3) to write the projection of the previous time









where un,ε := Pfn,ε. This resulting time discretization is totally explicit in time, so
we can compute un+1,ε without recurring to the nonlinear solver. Once we obtain this
value, we can substitute it in (3.1) and collect all the fn+1,ε on the left-hand side,















We notice that ε never appears alone at the denominator, so for any value of ε the
scheme will be stable. Moreover, if we let ε → 0, using the property (2.4), the scheme
is converging to
{






This coincides with the explicit Euler scheme for the macroscopic model (2.1).
Clearly, this scheme is only first order accurate in time, since the discretization
has been done only at the previous or at the new timestep. We introduce a high
order accurate discretization in space (residual distribution) and the DeC procedure
to achieve high order accuracy in time.
4. Residual distribution schemes. In this section we introduce the spatial
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∂xdΛdf − S(f) = 0,(4.1)
where f is the variable of the equation and S is the source term. The RD framework
is based on the FEM discretization, so we proceed defining a triangulation Ωh on our
domain Ω, denoting by E the generic element of the mesh and by h the characteristic
mesh size (implicitly supposing some regularity on the mesh). Following the ideas
of the Galerkin FEM, we use an approximation space Vh for the solutions given by
globally continuous piecewise polynomials of degree p:
Vh := {f ∈ C
0(Ωh), f |E ∈ P
p ∀E ∈ Ωh}.(4.2)
Now we can rewrite the numerical solution fh(x) ≈ f(x) as a linear combination of
compactly supported basis functions ϕσ ∈ Vh through the coefficients fσ for every









fσϕσ|E(x) ∀x ∈ Ω,(4.3)
where Dh is the set of all the degrees of freedom of Ωh, so that {ϕσ : σ ∈ Dh} is a
basis for Vh, and the coefficient fσ must be found with a numerical method.
4.2. Residual distribution algorithm. RD schemes can be summarized as
follows and as sketched in Figure 4.1.






















2. Split the total residual φE into nodal residuals φEσ for every degree of freedom




φEσ ∀E ∈ Ωh.(4.5)
In Appendix A or in [2, 7] one can find more details on possible definitions
of the nodal residuals.
Fig. 4.1. Defining total residual and nodal residuals and building the RD scheme.
1The second formulation of (4.4) can be used to rewrite the DG or FV numerical flux into the


























































































































































Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
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3. The resulting scheme is obtained for each degree of freedom σ by summing






φEσ ∀σ ∈ Dh.(4.6)
The key of the scheme is the definition of nodal residuals. This choice is the ac-
tual definition of the spatial discretization. Equation (4.5) is guaranteeing the con-
servation of the scheme. The high order accuracy in space can be achieved choos-
ing higher order polynomial basis functions and consistent nodal residuals with high
order artificial diffusion. The stability must be reached with some stabilization terms
that must be added to the nodal residuals, always maintaining (4.5). In [1, 4, 5] it
has been shown that well-known FEM or finite volume schemes (such as SUPG, DG,
FV-WENO, etc.) can be rewritten in terms of RD, just choosing the proper nodal
residuals.
Details and some examples of the schemes can be found in Appendix A. In
particular, we will use the residual distributions, and hence the schemes, defined and
tested in [6].
4.3. Time discretization. In this section, we will introduce the explicit DeC
algorithm of [4, 6]. This is a preliminary step to understand the relative IMEX version
that we will present in section 5. To introduce the DeC algorithm, we have to follow
a particular discretization of the variables in time. Following the idea of many one-
step time integration schemes, such as Runge–Kutta (RK), arbitrary high order using
derivatives, and so on, we build a high order approximation of the time evolution
through stages in the time interval. To do so, we discretize the timestep [tn, tn+1]
into M subtimesteps [tn,0, tn,1], . . . , [tn,M−1, tn,M ] and the variable fh in time at each
subtimestep fn,mh as in Figure 4.2.
The Picard–Lindelöf theorem proves the existence and uniqueness of the solution
of an ODE, making use of the so-called Picard iterations. We follow the statement






(∇ ·A(fh(x, s))− S(fh(x, s))) ds.(4.7)
More precisely, the scheme that we want to solve is a system of equations, where
each entry is the discretization of (4.7) for a different m = 1, . . . ,M . For the flux and
source terms, we use the discretization produced with the RD method, while the finite
difference of the time derivative is simply approached with a Galerkin residual. Let
us define f := (f0, . . . , fM ) the vector of variables for all the subtimesteps, avoiding
the obvious index of the timestep n and the discretization index h. In practice, for all
the degrees of freedom σ ∈ Dh, we can write the operator L
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The L2 operator is composed of M equations with M unknowns f1, . . . , fM , the func-
tion IM is an interpolation polynomial in nodes {t
n,m}Mm=0, and the time integration
is computed using quadrature formulas in the same interpolation points. After apply-







0), . . . , φEσ (f








What we aim for is the solution of the system L2(f∗) = 0. This is a system containing
many implicit, in general, nonlinear terms and can be seen as an implicit RK method.
We do not want to make use of nonlinear solvers to find the solution of this system of
M × |Dh| equations. Nevertheless, the solution f
∗ is an approximation of the exact
solution with an accuracy of order M + 1 in time and p + 1 in space, where p is the
degree of the utilized polynomials.
The core of the DeC algorithm, as presented in [4], is an iterative procedure that
uses two operators, one high order and one low order explicit or easy to solve. So,
































































The first simplification applied is a mass lumping on the derivative in time, where

















that produces a diagonal mass matrix. The inversion of this mass matrix is only





ϕσ(x)dx > 0 for all the degrees of freedom. For this reason,
we will always consider Bernstein polynomials Bp, which are nonnegative on the cells
of interest, instead of Lagrange polynomial Pp, as basis functions for every cell E. This
choice and its practical implementation are explained in detail in [6]. In particular,
the usage of barycentric coordinates and a map to a reference element are crucial in
this procedure. The mass lumping introduces an error with respect to the previous
method of the order O(h).
The second simplification is in the residual part, where we substituted the high
order interpolant IM with the left Riemann sum, that consists of the constant inter-
polant I0 in the beginning stage f
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final first order scheme L1(f) = 0 is, hence, explicit and easy to solve. The considered











where βm := t
n,m−tn,0
tn+1−tn . This approximation in time is a first order approximation and
brings an error of order O(∆t2) with respect to the L2 formulation if the solution is
regular enough.
To incorporate the properties of the AP IMEX time discretization we have studied
in section 3, we need to redefine the interpolant I0. The details will be given in
section 5.
4.4. Deferred correction algorithm. Now, we present the DeC algorithm. It
was introduced by Dutt, Greengard, and Rokhlin in [16] and then an implicit version
was proposed by Minion in [21]. In [4] the DeC is used to obtain a mass-matrix-
free scheme and, doing so, it rewrites the same DeC algorithm in a slightly different
formulation with two operators L1 and L2. This allows us to easily prove that the
proposed method verifies the hypothesis of the DeC algorithm. The DeC scheme is
an algorithm that allows us to obtain a high order scheme starting from a low order
one in a general way. It has already been used for implicit schemes in ODE and PDE
contexts, as well as in combination with RK schemes; see, for example, [11, 22].
The method consists in an iterative procedure that mimics the Picard iterations
and reduces at each step the error between the iteration variables and the solution
of the high order method. In our case, the high order method that we want to
approximate is L2(f∗) = 0 given by (4.8). We will denote the iteration coefficient as
(k) and the variables related to the iteration with the superscript (k) as f (k), while
K is the maximum number of iterations. We keep the notation for the subtimesteps
m without brackets, e.g., fm,(k) denotes the discretized variable f at the subtimestep
m ∈ {0, . . . ,M} at the iteration k ∈ {0, . . . ,K}. We omit the timestep index n for
clarity of the notation. The algorithm proceeds as follows:
fm,(0) := f(tn) ∀m = 1, . . . ,M ;
f0,(k) := f(tn) ∀k = 1, . . . ,K;








with k = 1, . . . ,K.
(4.12)
Given the DeC procedure (4.12), we can state the following proposition as in [4].
Proposition 4.1. Let L1 and L2 be two operators defined on V mh , which depend
on the discretization scale ∆ ∼ h ∼ ∆t, such that
• L1 is coercive with respect to a norm, i.e., ∃α1 > 0 independent of ∆, such
that we have that
α1||f − g|| ≤ ||L
1(f)− L1(g)|| ∀ f, g,







∆(g))|| ≤ α2∆||f − g|| ∀ f, g.




) = 0. Then, if η :=
α2
α1
∆ < 1, the DeC is converging to f∗ and after K iterations the error ||f (K) − f∗||
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(k+1) − f∗|| ≤ ||L1(f (k+1))− L1(f∗)||
= ||L1(f (k))− L2(f (k))− (L1(f∗)− L2(f∗))|| ≤ α2∆||f
(k) − f∗||.
(4.14)
Hence, we can write












||f (0) − f∗||.(4.15)
After k iterations we have an error at most of ηk · ||f (0) − f∗||.
The proof of the properties of L1 and L2, which depend on their definitions, can
be found for our specific case in Appendix B.1.
Proposition 4.1 states that at each iteration we gain one order of accuracy with
respect to the previous correction (k − 1). Notice that we always solve the equations
for the unknown variable f (k) which appears only in the L1 formulation, the one that
can be easily solved, while L2 is only applied to already computed predictions of the
solution f (k−1).
Remark 4.2 (computational costs and order of accuracy). Proposition 4.1 tells us
that if the method L2 is accurate with order of accuracy z, namely it has M = z − 1
subtimesteps, then we should perform K = z iterations for every timestep of the
method. For space accuracy, we will use p = z − 1 polynomial order for the basis
functions. For example, B1 basis functions and K = 2 iterations of the DeC with 1
subtimestep (tn,0 = tn, tn,1 = tn+1) amount to an RK2 method; see [24]. In all our
test cases we will use the same number of degrees of polynomials, corrections-1, and
subtimesteps, i.e., p = K − 1 = M .
Remark 4.3 (comparison with RK schemes). First of all, the presented DeC scheme
does not make use of mass matrices, sparing the cost of its inversion and the multi-
plication, passing from a cost of O(|Dh|
2) to O(|Dh|). Any high order RK method
without mass matrix would require extra efforts in the formulation of the scheme to
compensate for this fact; see [15, 24]. Nevertheless, a z-order DeC scheme can be
written as an RK scheme with (M − 1) × K = z(z − 1) ≈ z2 stages, but the M
subtimesteps are independent one from another and can be performed in parallel,
reducing the time cost to just K = z corrections for any order of accuracy, which
is faster than or comparable to RK where the stages are bigger than or equal to z.
Moreover, the coefficients of the time integration are automatically given by the poly-
nomials used, so it does not require a different definition for different orders, resulting
in an arbitrary high order accurate schemes.
Remark 4.4 (distribution of subtimestep points in DeC). In this work, we consid-
ered equidistributed subtimestep points tn,m = tn+ mM∆t both to define the polynomi-
als in time and as quadrature points in time. Other choices may have more advantages
and stability properties, as shown in [13], for example, Gauss–Legendre points were al-
ready used in [16]. It is also possible not to include the start and end points tm, tn+1
and extrapolate the final point with interpolation polynomials. This choice varies
the stability properties of the time integration scheme. It has been shown that the
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better stability properties for very high orders. Since we consider at most order 4, we
have not noticed remarkable differences in results between distributions. Hence, for
ease of computation, we consider the equispaced points.
Example 4.5 (explicit DeC). We present an example of the explicit DeC procedure
for second order accuracy. Take M = 1 subtimestep tn = t0, tn+1 = t1 and K = 2
iterations. Recalling that f0,(0) = f1,(0), the scheme for the first iteration reads
f0,(0) = f1,(0) = f0,(1) = f0,(2) = fn,(4.16a)







































The second and last iteration reads











































For this simple second order case, the scheme coincides with the strong stability
preserving RK method of second order [18].
5. IMEX DeC kinetic scheme. Now we want to combine the time discretiza-
tion of the IMEX scheme (3.1) and the DeC method. The IMEX discretization is a
first order discretization, thus, it can only affect the L1 operator. On the contrary, to
get high order of accuracy through the DeC procedure, the L2 operator must remain
the same as (4.8). To modify L1, we have to introduce a few new terms. In particular,
we have to treat separately the time derivative, the fluxes, and the source term. This
implies a new definition of total (4.4) and nodal (4.5) residuals of the RD scheme.
As in (3.1), we want the zero order interpolant I0 to be explicit in the fluxes and
implicit in the source term. In the subtimestep context of the DeC formulation, this
means that the source term is evaluated constantly at the end of the subtimestep,
namely in tn,m, while the fluxes are evaluated at the beginning of the timestep tn,0.
Moreover, in order to invert the system, we apply a mass lumping also on the source
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With definition (5.1), we can collect the degrees of freedom of the source outside the
integral and have a linear dependency on the unknown fn,m,εσ , thanks to the projection
trick explained in (3.2). The total advection residuals (5.2), on the contrary, behave
as before, while the nodal residuals φEad,σ can be defined in many ways, according to
the scheme we want to achieve; see Appendix A.
So, if we rewrite the L1 operator explicitly, we get
L1σ(f
n,0
, . . . , f





















































The system L1 = 0 can be solved without recurring to any nonlinear solver if we use
projection P on the whole operator, defining the u auxiliary operator L1,mσ,u := PL
1,m
σ .
Indeed, what we get is the following operators for each subtimestep m = 1, . . . ,M ,
defining ∆tm := βm∆t:




























Equation (5.4a) can be solved explicitly for Pfm; then, we can substitute it in the
Maxwellian term of (5.4b), which is given by (5.3) collecting all the unknown terms
fm. Given this, we can solve L1 = 0 for fm explicitly, from a computational point of
view. Moreover, as before, we can see that (5.4b) does not lead to terms with ε alone
at the denominator. Indeed, it can be rewritten as
















This guarantees that, as ε → 0, we are not facing any stiffness.
Finally, we can write a general term of the correction DeC procedure for the
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B830 RÉMI ABGRALL AND DAVIDE TORLO
L1,mσ,u (f
(k+1))− L1,mσ,u (f



























and, then, the equation for the kinetic unknown fm,(k+1),
L1,mσ (f
(k+1))− L1,mσ (f

















































in front of the unknown fm,(k+1), we are sure
not to have any stiff terms, even in the source of the residuals φEσ (f
r,(k)) of L2.
Example 5.1 (IMEX DeC scheme). We show an example of the second order
scheme of the IMEX DeC algorithm, where we have M = 1 subtimestep and K = 2
DeC iterations. The variables for any subtimesteps m at the correction (0) are initial-
ized as fm,(0) := fn and the beginning steps for all corrections k as well f0,(k) := fn.
Then, we proceed solving the projected operator. At the first iteration, it coincides
























Note that the nodal residuals of the L2 operators contain source terms that are an
O( 1ε ) but that part is premultiplied by ε itself, leading to a stable approximation.
At the moment, we have a first order approximation of the solution. Performing the



























2 . What we obtain is
essentially a strong stability preserving second order RK, with a correction term for
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As before, the source terms in the nodal residuals of L2 are controlled by the ε in
front of them. Finally, we have a second order approximation for the microscopic
variable.
5.1. AP property of the IMEX DeC scheme. As for the first order scheme,
we have to prove that the whole IMEX DeC discretization is AP. This means that
when we let the relaxation term vanish, we should recast a scheme consistent with the
macroscopic model (2.1). We will expand all the terms in ε and we will keep track
also of the O(∆). Notice that ε goes to 0 before ∆, in other words, O( ε∆t ) = O(ε);
see also Figure 2.2.
Theorem 5.2 (IMEX DeC is AP). Suppose that at tn the variable fn is such
that
fn = M(Pfn) +O(ε) +O(∆);(5.7)
then, at each subtimestep m = 1, . . . ,M and for every correction k = 0, . . . ,K and










0) +O(ε) +O(∆) = 0,(5.8a)
fm,(k) = M(Pfm,(k)) +O(ε) +O(∆).(5.8b)
Proof. We will prove the statement by induction on the corrections k = 0, . . . ,K.
For the correction k = 0 we know from the initial conditions that the theses hold.
So, given that (5.8a) and (5.8b) hold for k and for any m = 1, . . . ,M , we have to
prove the same properties for k+1. Let us consider the projection of the DeC scheme
(5.5a). We will split it into L1,mu (f
(k+1)) and L1,mu (f
(k))−L2,mu (f




































Here, we used in (5.9b) the initial hypothesis (5.7) and in (5.9c) we have used the
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The two time derivatives differ by a mass lumping that leads to an O(∆) error.































In the last step, we have used the induction hypothesis (5.8a) that gives us an O(∆)+




0, which is the first step of the DeC scheme, we obtain the property (5.8a) for (k+1)
and any m.
To prove the second property (5.8b) for (k + 1), we have to expand similarly the
second step of the IMEX DeC scheme (5.5b). We start again from L1,mσ (f
(k+1)). We
can collect already the unknown f
m,(k+1)















The second term must be multiplied by the inverse of 1 + ∆t
m
ε , which is
ε
ε+∆tm .





























Again, the last step is just due to the mass lumping and the time integration. There we
get an extra O(∆). If we sum the terms together and solve the scheme L1,mσ (f
(k+1))−
L1,mσ (f
(k)) + L2,mσ (f
(k)) = 0, we obtain the second property (5.8b) of the induction
step. Hence, we proved the theorem.
Summarizing, the proposed IMEX DeC scheme is an AP scheme that can solve
with high order accuracy kinetic models in the form (2.2). In this section we proved
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discretization scales. The proof of the high order accuracy of the scheme is given in
Appendix B.
Remark 5.3 (comparison with high order IMEX schemes). As pointed out in Re-
mark 4.3, with respect to higher RK IMEX schemes, our scheme is mass matrix
free and the weights of time integration are automatically defined by the polynomial
choice.
One can also think of combining a high order RK IMEX procedure with the DeC
algorithm, as done in [11]. In this case, we face the same problems presented above.
Anyway, this approach should lead to an increase of the order convergence in each
correction step of the DeC procedure. Namely, if we use an IMEX RK2 scheme as L1
formulation, we will get 2 orders of accuracy more at each DeC corrections. Overall,
there is no improvement in the computational costs between IMEX RK DeC and an
IMEX DeC. Moreover, it has been shown in [13] that this approach leads also to some
problems of smoothness of the error behavior and consequently in a drop in the order
accuracy.
6. Numerical simulations. In this section, we validate the theoretical results
through some numerical tests. We will focus on scalar equations and Euler systems of
equations as macroscopic model, in both one and two dimensions. In all the simula-
tions, we will introduce the macroscopic equation (2.1) and we will run the simulation
on the related kinetic model generated by (2.2). In all the tests we will use the
presented IMEX DeC scheme.
Some parameters must be chosen in each simulation. In particular, the relaxation
parameter ε will be chosen according to what we are interested in. Most of the time
we want to check the macroscopic limit, so we will choose ε ≪ ∆t. As imposed by
the Whitham’s subcharacteristic conditions (2.20), we have to choose the convection
parameter bigger than the spectral radius of the macroscopic Jacobian of the flux,
i.e., λ > ρ(JA(u)), ∀ u in the domain of interest.
In the nodal residual definitions, more parameters play a role in order to stabilize
the solution. We will make use of different schemes presented in [6] and reported
in Appendix A. In particular, we will specify the choice of the coefficients θi of the
penalty terms for the jump of the derivatives on the boundaries; see Appendix A.
6.1. 1D numerical tests.
6.1.1. Convergence for linear transport equation. To start, we test the
IMEX DeC scheme with the scalar linear equation ut + ux = 0 as a macroscopic
equation; see Example 2.1. The nodal distribution that we will use for smooth test
cases is a Galerkin approximation stabilized by jump penalty terms proposed by
Burman and Hansbo [12]. The scheme is defined in Appendix A in (A.3). The
initial conditions are u0(x) = e
−80(sin(π(x−0.4))/π)2 and f0 = M(u0). All the other
parameters are in Figure 6.1(c). The number of subtimesteps M is the same as the
degree of the polynomials in Bp and the corrections are K = p+ 1 = M + 1.
As we can see in Figure 6.1(a), the convergence of the scheme is the theoretical
one.
In Figure 6.1(b) we test the scheme varying the relaxation parameter ε. The
order of accuracy is the expected one. There are slight oscillations in particular for
B
2 solutions. This is a well-known problem of order reduction as ε is approaching the
magnitude of ∆, which affects several schemes, including some RK methods, as stated
in [11]. Anyway, we can say that the scheme is getting an order of accuracy bigger
than or equal to the expected one, except for few midrange values of ε. Moreover,
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B834 RÉMI ABGRALL AND DAVIDE TORLO
Fig. 6.1. Scalar linear 1D test.
Fig. 6.2. Convergence on Euler equations in one dimension.











p = (E − 0.5ρv2)(γ − 1),(6.2)
where ρ is the density, v the speed, p the pressure, and E the total energy. The
quantities are linked by the EOS (6.2). To test the convergence of the scheme on 1D







1 + 0.5 · sin(πx), 0, ργ0
)
. The parameters used for the
scheme are in Figure 6.2(b). As we can see in Figure 6.2(a), the order of convergence
is what we expected.
6.1.3. Euler equation—Sod shock test. Now we test the IMEX DeC scheme
on not-smooth solutions. We begin with the Euler Sod test case. The Sod test
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for x > 0.5. The nodal residual definition in this nonsmooth test case is in Appendix
A in (A.8), where a convex combination between a Rusanov scheme and a limitation
of it is applied, as described by Abgrall, Bacigaloppi, and Tokareva [6]. In Figure 6.3,
we show the parameters used in the scheme and the density plots for different mesh
sizes N = 64,256. As we notice, even with few points the B3 solution is outperforming
the other solutions, catching in a better way the edges of the discontinuities.
6.1.4. Euler equation—Woodward–Colella. We observe even more advan-
tages of using a high order scheme in the following examples. First, we present
the one proposed by Colella and Woodward [14]. It solves again Euler equation





✶[0.9,1]. We used again scheme (A.8) for this nonsmooth
problem, with the parameters in Figure 6.4.
We observe that in this case, only B3 is able to catch the shape of the second
peak (with 512 elements).
Fig. 6.3. Density of 1D Sod test case.
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Fig. 6.5. Density of Shu–Osher test.
6.1.5. Euler equation—Shu–Osher test. The last test we performed in one
dimension was proposed by Shu and Osher [25]. Again we have Euler equation (6.1)




























 if x ∈ [−4, 5].
As before, the scheme used is defined in (A.8). In Figure 6.5, we can see results
for several Ns. Even here, the second and third order polynomials outperform the
first order one. In particular, the oscillations are already captured with few points
and the precision increases quickly if the order is high.
In all the tests performed, our method captures the correct behavior of the solu-
tions. Moreover, it is convenient to choose high order approximations to get a faster
convergence to the exact solution.
6.2. 2D numerical tests. Finally, we test the IMEX DeC scheme on some 2D
tests. Again, we will present the macroscopic equations, but we will solve the kinetic
model (2.2). The system of equations we are going to solve is the 2D Euler equations:
∂tU(x, t) + ∂xA1(U(x, t)) + ∂yA2(U(x, t)) = 0, x ∈ Ω ⊂ R
2, U =
(













p = (γ − 1)
(




where ρ is the density, u the speed in x direction, v the speed in y direction, E the
total energy, and p the pressure. A closure law is given by the EOS (6.4).
6.2.1. Euler equation—smooth vortex test case. To start, we want to
study the convergence of the method also in two dimensions. To do so, we test
our scheme with a steady vortex test case, so that we can compare the final solution
with the initial one. The domain is a circle of radius 10 and center (0, 0). The exact
conditions are imposed on the boundary.
To define the initial conditions, let us introduce the radius r2 := x2 + y2, the
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Fig. 6.6. Convergence on Euler equations in two dimensions.
the solution is not constant and β := 5. The modulus of the speed is defined as
|v| := 2βC(r) r0
r20−r
2 . The initial conditions and solutions for all times are
(










, (−y)|v|, (x)|v|, ργ0
)
.
In our simulations γ = 1.4 for the EOS (6.4). The scheme used is (A.3) and the
parameters chosen are in Figure 6.6(b). We use different refinements of the domain
mesh. These are uniform triangular meshes and on the x-axis of Figure 6.6(a) one can
see the maximum diameter of a cell of the mesh. As in 1D cases, in Figure 6.6(a) the
convergence is reflecting the theoretical results running with the number of corrections
K = d+ 1 and subtimesteps.
6.2.2. Euler equation—Sod 2D test case. We tested the IMEX DeC method
on the analogue of the Sod test in two dimensions. This test is again solving Euler
equation (6.3) where γ = 1.4 in EOS (6.4). The domain Ω is a circle of radius r = 1
and center in (0, 0). The initial conditions are
(




1, 0, 0, 1
)
if r < 0.5
and
(




0.125, 0, 0, 0.1
)
if r ≥ 0.5.
The parameters used for this test are in Figure 6.7(a). We use uniform triangular
meshes and what is shown in Figures 6.7(d) to 6.7(f) is obtained with N = 13548
triangles on the domain. Figure 6.7(b) shows the scatter plot of the points of the
density. The scheme used for this test case is given by the nodal residuals (A.8).
Comparing Figures 6.7(b) to 6.7(f), we observe that with higher order schemes we
are able to better catch the sharpness of the shock moving on the domain. The mesh
is chosen without particular attention to the geometry; nevertheless, in Figure 6.7(b),
the points for the same values of the radius are not spread too much from one to
another.
6.2.3. Euler equation—DMR 2D test case. In the end, we test our scheme
on the double Mach reflection (DMR) problem presented in [17]. It consists of Euler
equation (6.3) with γ = 1.4 in EOS (6.4). The domain is the rectangular shape
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Fig. 6.7. Density of Sod test.
(0, 0) and (3, 1.7). We have wall boundary conditions on the bottom, on the top, and
on the oblique edge of the mesh, inflow on the left edge, and outflow on the right
one. The initial conditions have a discontinuity on x = 0. This shock has an initial
speed in the right direction and, as time passes, the shock crosses the oblique surface
and creates more internal shock surfaces. The initial conditions are
(




8, 8.25, 0, 116.5
)
if x ≤ 0 and
(




1.4, 0, 0, 1
)
if x > 0.
The parameters used for scheme (A.8) are in Figure 6.8. The mesh we used is
composed of N = 19248 triangular elements with a maximum diameter of 0.0369.
Again we can see in Figure 6.8 that the scheme catches the behavior of the shock
and its reflection against the lower wall. Again, the sharpness of the shock is really well
captured by the B3 scheme, while the others are less precise in defining the shock zone.
7. Conclusions and further investigations. We have presented a high order
scheme for kinetic models of hyperbolic system of equations. The method proposed
solves the stiffness of the relaxation term through an IMEX formulation (implicit
for source term and explicit for advection term). Nevertheless, we were able to solve
computationally explicitly the system, thanks to the structure of the model [9] and an
auxiliary equation, which allows us not to recur to nonlinear solvers. The high order
accuracy of the scheme is reached thanks to two ingredients. The first ingredient
is the RD framework for spatial discretization [3], which is a FEM based method
that is naturally high order because of the choice of different basis functions. The
second is the high order time integration performed in the DeC method, which allows
us to couple two operators, an IMEX easy-to-solve scheme and a high order time
discretization RD scheme. The result is an iterative method able to reach high order
accuracy and stability via few iterations. This is the first time, as far as we know,
that the RD framework is used to solve hyperbolic systems with stiff source terms.
Even if in this work we solved only one model, the extension to other models with
similar properties should be straightforward and will be the focus of future research.
The results obtained both from a theoretical point of view and from the simu-


























































































































































Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
HIGH ORDER IMEX RD SCHEME FOR KINETIC MODEL B839
Fig. 6.8. Density of DMR test B1,B2,B3.
scheme and the rate of accuracy. In addition, the run simulations are reaching the
expected accuracy in one and two dimensions, the correct behavior of the discontinu-
ities of the solutions is well caught by the scheme, and, as the order increases, we see
improvements in the prediction of the solutions.
Further investigations may be in the following directions. There are still some
open questions over the complete automation of the scheme. For example, it is still
not well known which relation occurs between parameters θ1, θ2, CFL, and the quality
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studies for 1D smooth solutions, where some relations between these quantities are
shown, thanks to some von Neumann stability analysis [8, 26]. Nonetheless, these
results are not easily extensible to nonlinear flux problems or 2D problems.
Finally, we are already working on some extensions of the scheme for multiphase
flows equations and we believe that it can be applied also for a large variety of other
problems, such as other BGK equations, viscoelasticity problems, or many other ki-
netic schemes.
Appendix A. Residual distribution schemes. The definition of an RD
scheme (4.6) relies on stable and accurate definition of the nodal residuals. This
should be done maintaining the conservation law (4.5). Many well-known schemes






























We use two types of scheme for the tests. One is suited for smooth solutions and
it adds only a bit of artificial dissipation through some penalty terms. The second
one is more robust and can deal with discontinuous solutions using a more elaborate
limiter.
A.1. Smooth solutions residuals. When we are dealing with smooth tests and
we know a priori that we do not need the extra diffusion to dump oscillations brought
by discontinuities, we can use a pure Galerkin discretization with a stabilization term
that penalizes the jump of the gradient (or higher derivatives) of the solution across
cells edges [12, 4].

























[∇zf ] · [∇zϕσ]dΓ.(A.3)
Here p is the degree of the polynomial of the basis functions we use, θz are positive
coefficients, with the same physical dimension of a speed, and [·] is the jump across
the edge e, namely, if e separates E and E+, [f ] = f |E − f |E+ . By the symbol ∇ in
(A.3) we mean the derivative in the direction of the normal to the edge e, and he
is the length of a 1D element of the mesh (the edge e in two dimensions, the size
of a cell |E| in one dimension). The schemes just presented are naturally of order
p+1. The parameters θp must be chosen carefully if we want the scheme to be stable.
The stability analysis of this scheme in [26, 8] suggests some optimal values for these
parameters in case of 1D linear fluxes, where the relations θ1CFL ≤ C1 and θ1 ≥ C2
CFL must hold. The two coefficients C1 and C2 are hard to determine even for simple
linear 1D scalar test cases. So, in our experiments we perform a hyperanalysis on these
parameters for small times and we choose the one that better performs for a specific
degree of polynomials.
A.2. Shock solutions residuals. If, a priori, we know that the solution of the


























































































































































Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
HIGH ORDER IMEX RD SCHEME FOR KINETIC MODEL B841
of these schemes can be found in [6]. The procedure starts defining a local Galerkin


















(ρS (Λd)) = λ,(A.5)
where f
E
is the average of f over the cell E and αE is the maximum eigenvalue of the
Jacobian of the fluxes and ρS is the function returning the spectral radius of the input
matrix. Then, to guarantee monotonicity of the solution near strong discontinuities,
we proceed as follows:























The divisions between vectors are meant componentwise. Then, we apply a convex













This scheme guarantees the monotonicity principle [3]. After that, to define the final














[∇zf ] · [∇zϕσ]dΓ.(A.8)
Appendix B. Deferred correction properties.
B.1. Lipschitz continuity and coercivity. We now prove that the operators
L1 (5.3) and L2 (4.8) verify all the hypothesis of Proposition 4.1.
Proposition B.1. L1 is coercive, i.e., ∃α1 > 0 s.t. ∀f, g ∈ V
M
h and m =










∥ ≥ α1||f − g||.(B.2)
Proof. We suppose that the initial states coincide for f and g, i.e., f0 = g0, from
the previous timestep. Then, (B.1) is trivial because
L1,mσ,u (f)− L
1,m





which leads immediately to (B.1). For (B.2) we have to collect the implicit terms as
done in (5.4b). Then, we can write
L1,mσ (f)− L
1,m
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The last step is possible since the Maxwellians in our scheme are computed from the
auxiliary equation and they are actually explicitly computed, so they must coincide,
since f0 = g0. If we write the operator explicitly for both Pf and f , we can see that
the coercivity constant is α1 = 1, given any norm.
Before proving the Lipschitz continuity, we define the norm || · || for a function f ∈
Vh, which is consistent with the L







σ , |||f |||
2 = |||
(









Moreover, we will need the definition of the following seminorms:
























where d(E) is the diameter of the cell E and it is bounded by maxE d(E) = h. In
particular, we note that |f |1,x ≤ |f |1 = ||∇f ||L2 for every discretization mesh.
Proposition B.2. Assume some regularity on the solutions, more precisely,
|f |1,x ≤ C1||f ||,(B.8)
|f |1,t ≤ C2|||f |||,(B.9)
where C1 and C2 do not depend on the mesh size h and timestep ∆t. Moreover, we



















2 = C3||f − g||
2;
(B.10)
























||| ≤ α2∆|||f − g|||.(B.12)
Remark B.3 (regularity of the solution). The extra hypotheses added are related
to the regularity of the solution. Of course, when they are not satisfied, for example,
when there are shocks in the solution, (B.8) does not hold. Anyway, we see numerically
a big improvement in higher order solutions. Equation (B.10), in our case, is given
by the consistency of the nodal residuals, the Lipschitz continuity of the flux F , and
the regularity of the solutions f, g as stated in (B.8).
Proof. The estimation of (B.11) is a simplification of the case of (B.12), so we
will skip its proof.
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Now, we split the operators into two parts. The first one is composed of the term
related to the time derivative and the source term Lts, and the second one concerns








































Supposing that the residuals are a consistent discretization of fluxes and source terms,
we can use the Galerkin discretization instead of any other one. Moreover, we add and
subtract the residual in timestep tn,m, i.e., φts,σ(δf








































Now, we sum over the degrees of freedom and we square the previous quantity. We
use Lemma A.1 of [4] to pass from coefficients vσ to pointwise evaluation v(σ), with
abuse of notation. It states that
∑




is the norm of the inverse of the matrix (ϕσ(σ
′))σ,σ′ and it depends on E only via the




























































2(||δfm||2 + ||δM(Pfm)||2 +∆t2|δf |21,t)(B.15d)
≤ Cfh
2|||δf |||2 +O(h4) ≤ C4h
2|||f − g|||2.(B.15e)
In (B.15b) we explicitly bring the scale h outside the first two sums, while in the third
term we just bound the interpolant polynomial with the maximum of the interpolant
values times a constant; in (B.15c) we use the definition of the seminorm (B.6),
the Lipschitz continuity of residuals (B.10), the product rule for integrals, and the
bound ∆tm ≤ ∆tm + ε. In (B.15d) we use the inequality (B.8) and the definition
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projections P are Lipschitz continuous, the inequality (B.9), and the fact that ∆t ∼ h.
The constant C4 does not depend on h,∆t, or ε, but it depends on the size of the
domain, on the Lipschitz continuity of the Maxwellians, on the regularity of the mesh,
and on basis functions.
For the advection term a similar computation is carried out, but in this case the






















































In (B.16c) we use the bound ε ≤ ε + ∆tm and the fact that I0 is a zero order



















|fm − gm|21,t ≤ C5∆t
2|||f − g|||2.(B.16e)
In (B.16d) we use the Lipschitz continuity and consistency hypothesis on the residuals
(B.10). Finally, in (B.16e) we use the definition of seminorm (B.7) and we apply the
bound in (B.9). C5 does not depend on ∆t, h, or ε, but only on fluxes, geometry, and
basis functions.
Summing up the inequalities (B.15e) and (B.16e), we prove the thesis of the
proposition.
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