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Introduction
Climate change is an extremely complex phenomenon. Predicting climate constitutes a difficult scientific challenge, surrounded by intrinsic uncertainty, and assessing the economic and societal consequences of climate change is an equally complicated exercise (Pindyck, 2006) .
Climate change could potentially affect many correlated phenomena, such as productivity in agriculture (Bosello and Zhang, 2005) , sea level rise (Bosello, Roson and Tol, 2007) , human health, through the diffusion of heat-related, coldrelated, vector-borne diseases (Bosello, Roson and Tol, 2006) , tourist destination choices (Berrittella et al., 2006) , availability of water resources, frequency and severity of extreme events (Calzadilla, Pauli and Roson, 2006) or demand for energy.
There is an obvious link between climate change and energy demand. Climate change is related to the concentration of greenhouse gases in the atmosphere. Most of the emissions of greenhouse gases are due to the consumption of fossil fuels for energy production. Consequently, climate change policies aim at reducing energy demand, improving energy efficiency, switching to carbon-free technologies.
However, there is also a distinct direct impact of climate change on energy demand due to variations in the regional and temporal distribution of temperatures. This impact should be assessed in cost-benefit analyses of climate change policies, alongside impacts in other dimensions. This paper focuses on this particular aspect of the effect of climate change on energy demand, by analysing the direct impact of temperature on energy demand. Temperature may vary, of course, for reasons different from climate change and, indeed, our analysis uses time series in which temperature is stationary. However, we explore a relationship in which long-run price and income elasticities of energy demand can be derived for a whole set of regions in the world, making our results especially valuable for the assessment of climate change scenarios.
The link between temperature and energy demand is rather intuitive. Higher temperatures may raise or lower energy demand. Less energy resources will be needed for heating purposes, mainly in the winter season, more energy (in particular, electricity) will be needed to run air conditioners and other cooling devices in the summer. The seasonal pattern of energy and electricity consumption typically exhibits two peaks, in winter and summer, with the summer peak becoming progressively higher in many countries, in recent years. This suggests that temperature interplays with other factors, like income, since demand for air conditioners has a relatively high income elasticity, and different income elasticities are also associated with different fuels.
Several studies exist, predicting energy demand on the basis of a certain number of factors, including temperature. The literature encompasses engineering models (Rosenthal et al., 1995) , case studies (Smith and Tirpak, 1989) and surveys (Cline, 1992; Nordhaus, 1991) . Only recently some quantitative studies have become available (Asadoorian et al., 2006; Mansur et al., 2004) . Most of these studies have a high level of spatial and temporal detail but are, unfortunately, unsuited for the assessment of climate change, as they typically focus on a single country and have a short-run time perspective. This paper, building upon Bigano, Bosello and Marano (2006) , presents an empirical study of energy demand, in which demand for a series of energy goods (gas, oil products, coal and electricity) is expressed as a function of various factors, including temperature. Parameter values are estimated econometrically, using a dynamic panel data method, covering the whole world. The formulation of energy demand as a dynamic function allows to estimate long-run elasticity parameters. Inclusion of interaction terms, like income, also allows the estimation of temperature sensitivity in alternative economic settings. In other words, results presented here allow to evaluate climate change policies in terms of adaptation (adjusting to climate change), and mitigation (partly avoiding climate change).
The rest of the paper is organized as follows. Section 2 presents the main issues addressed by the paper, discussing, in particular, the issue of non-linearities in the model. Section 3 presents the model specification, data used and estimation methods. Section 4 illustrates and comments the results. Finally, Section 5 presents conclusions and the future developments of this work.
Climate change impacts on energy demand
Most of the existing literature on weather impact on energy demand has dealt with specific fuels -typically residential electricity -at a local level. This paper relates to this literature, but departs from it in terms of fuel and geographical coverage. In fact, it takes a global perspective and considers four different fuels, namely gas, oil products, coal and electricity.
However, despite the wider perspective, the issues involved in the estimation exercise are ordinary in this field. First, how climate variability should be measured. Second, what functional form is more appropriate to capture the relationship between energy demand, temperature and other variables.
Cooling versus heating
Different energy sources are used for different purposes and in different seasons. Electricity is used for heating to a very limited extent. Heating is mostly fuelled by oil and gas, whereas electricity is mostly used for lighting, refrigerators, washing machines, other domestic appliances and cooling devices. Therefore, if there is a strong positive link between electricity consumption and summer temperatures, an increase in average yearly temperature should be associated with a rising electricity demand. This effect should be more significant in countries with higher base temperatures, because climate discomfort should be convex in temperature levels. This is what is referred to as cooling effect.
By heating effect, instead, the literature refers to the reduction in fuel consumption for heating purposes. In particular, higher temperatures in spring and fall are expected to have a bigger impact than in the winter, especially in cold countries, where a small increase in winter temperature may not be sufficient to turn off the heating system (as it could be the case in warmer regions). Since gas and oil products are used for heating, demand for these energy goods should display a negative relationship with average temperature levels. Whereas the effect of temperature increases on gas, oil products and coal is expected go in one direction, electricity consumption can increase both when the temperature increases (to cool) or decreases (to heat). Such relationship is a major source of non-linearities.
Weather variability can be accounted for by including temperature variables or degree days. Degree days 1 have become particularly popular in the studies dealing with residential demand of space heating energy (Madlener and Alt, 1996; Parti and Parti, 1980) . According to this literature, electricity demand is driven by the discomfort created by the temperature difference between outside and inside. The use of degree days allows to segment temparture variations and thus to easily capture the increase in electricity demand due to an increase in the cooling days or to a decrease in the heating days. However, this measure has some drawbacks. First, it is threshold-dependent and it assumes the switch from heat to cool (or vice versa) to be sudden. Instead, the adjustment to temperature changes is more likely to be gradual. Furthermore, this approach assumes a priori, instead of estimating, which temperature levels lead to certain behaviors. If the objective is the determination of energy demand sensitivity to temperature, it may be more appropriate to directly consider temperature levels. This approach, followed by part of the literature (Moral-Carcedo and VicensOtero, 2005; Mansur et al., 2004; Henley and Peirson, 1998; Asadoorian et al, 2006) , is adopted in this paper.
2.2
Non-linearity of the energy demand -temperature relationship
As already mentioned, temperature levels may affect energy demand in a non-linear way. This non-linearity may be due to geographical differences, seasonal variations and different usage of different fuels.
To better understand the relationship between temperature and energy demand it may be useful to distinguish between: -cold and hot countries (geographic variability); -seasonal temperatures (seasonal variability); -types of fuel (fuel-use variability); -income level (income variability).
Geographic variability matters because the cooling effect should be mainly felt in hot regions, whereas the heating effect should be stronger in cold countries. It is also clear that the impact of temperature on energy demand depends on the season. Indeed, cooling should occur in the summer, whereas heating is associated with the length of the cold season. In particular, temperature increases at the beginning and at the end of the cold season, that is, in the autumn and in the spring, are expected to be significant in reducing or even avoiding the use of heating systems. Income levels are also expected to influence the variability of energy demand, as income and wealth may affect the capability to adapt to climate change. Generally speaking, this should not change the expected sign of the relationship, as displayed in the table above, but may make some relationships stronger or weaker.
Because of the presence of structural non-linearities, linear or log-linear functional forms do not appear to adequately capture the complex interplay between energy demand, temperature and other variables. Non-parametric models have shown to perform better than parametric ones (Zarnikau, 2003; Henley and Peirson, 1997) , but data requirements are very demanding and difficult to be satisfied by a country-level panel. Other solutions have thus been proposed: the use different variables for high and low temperatures (e.g. heating versus cooling days or summer versus winter temperatures), the adoption of piecewise linear approximations, the interaction of additional variables with temperature (Henley and Peirson, 1998) .
In this paper, countries are split into cold and hot regions, to account for geographic non-linearities. Criteria for the division of countries in the two groups will be explained in the next section.
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The income non-linearity is instead controlled through composite variables.
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Methodology and data analysis
Model Specification
Demand for fuels (gas, electricity, coal, oil products) is a derived demand for energy services (Barker et al., 1995) . In particular, household demand for energy is related to the stock of energy-utilizing appliances and equipments in place. Variations in prices, income or temperature, therefore, induce changes in energy demand, which adjust progressively over time.
The dynamic nature of energy demand has been accounted for in the empirical literature, using two approaches. In the first one, energy demand is estimated at a micro level, conditional on the demand for energy-using appliances 3
. Such a method is quite data demanding, and it is mostly used in country or sectoral studies. A second approach models energy demand as a dynamic process, depending not only on prices, income and temperatures, but also on the lagged value of energy demand. The latter can be considered as a proxy for the stock of energy-using durable goods. Dynamic specifications in panel models are of particular interest, because they allow distinguishing between short-run and longrun changes. This alternative method, pioneered by Balestra and Nerlove (1966) , appears to be more suitable when dealing with many countries and aggregate data, like in the case at hand. Liu (2004) , for example, applied this technique to compare energy demand elasticities across OECD countries.
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As a robustness check, some regressions have also been estimated using the full sample, by interacting seasonal temperatures with average temperatures and per capita income. Results are not qualitatively different from the ones presented in this paper, and are available upon request. (2000) Here we model household demand for energy goods (gas, coal, electricity, oil products) as a dynamic function of some covariates and its own past values:
Where
Y it
vector of dependent variables consisting of natural logarithm of household demands for gas, electricity, coal, and oil products;
vector of natural logarithm of the lagged dependent variables;
X it
covariates, including: natural logarithm of own and alternative energy good prices, average temperature levels, real per capita GDP, real per capita GDP multiplied by temperature;
u it =α i ν it where ν it is IID (0,σ 2 ) and α i is a country-specific factor.
Since all variables are in logarithmic form, the β coefficients are short-run elasticities, whereas long-run elasticities are defined for a stable value of Y it , that is for Y it =Y it−1 , which gives β /1−γ .
Data analysis
The sample used in this study is a data panel for 31 countries, covering the period 1978 -2000 4 . The data source on real GDP and energy residential demand is the International Energy Agency (IEA) -Energy Balances and Statistics. The fuels that are relevant for the residential sector are coal, natural gas, oil products and electricity. Demanded quantity is expressed in kilo-ton of oil equivalent (Ktoe). Fuel prices for the residential sector, measured in US$/toe, are obtained from the International Energy Agency (IEA) -Energy Prices and Taxes. This paper focuses solely on the residential sector. Several studies found that the industrial demand for energy does not respond very much to prices changes (Liu, 2002) and to temperature variations Asadoorian et al., 2006) . Therefore, all data in the panel refer to the residential sector. Demand for electricity, gas, oil products, coal is measured in thousand of tonnes of oil equivalent (Toe). Real GDP has been converted into 1995 US$, using PPP. Energy prices are expressed in 1995 US$ per tonnes of oil equivalent (toe). Automotive diesel is used for oil products price, whereas steam coal price for coal. Temperatures are monthly or seasonal averages, expressed in Fahrenheit degrees.
Most series of energy demand appear to be either stationary or trend-stationary, except for electricity demand. Prices and temperature are stationary. To test for variable stationarity, different unit-root tests have been performed. In particular, the Fisher-type test for panel data developed by Maddala and Wu (1999) strongly rejects the non-stationarity of all variables, except the demand for electricity. These findings are not surprising and are in line with the analysis performed on a similar panel by Al-Rabbaie and Hunt (2005) .
As the use of cooling devices in the hot season is a relatively recent phenomenon, the possible existence of structural breaks in the demand for electricity was considered. Therefore, a Wald test, following Greene (2000) , was carried out. The test was repeated at different break points (years between 1994 (years between and 1998 (years between , see Cooper et. al., 2003 , and under different specifications. It was found that there is no significant difference between estimated parameters, so there is no need to model structural breaks.
Geographic variability of climate change: hot and cold countries
To better capture the two distinct effects of heating and cooling, hot and cold countries are separately considered. The division of the sample is based on the mean of the maximum monthly temperature in the year 2000. Cold countries are 4
The data set was provided by Andrea Bigano, Francesco Bosello and Giuseppe Marano, who are gratefully acknowledged.
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Data on energy prices are not consistent over time, countries and fuels. For this reason, the estimation of dynamic models is performed disregarding countries with many missing values. This procedure has lead to different sample sizes for each model. those having the maximum temperature below the mean, whereas hot countries have a maximum temperature above the average. The two sets and their related statistics are listed relatives in Table A1 .1 and A1.2, Appendix 1.
There are no significant differences on real per capita GDP between cold and hot countries. In both sets, gas is the main energy input. However, whereas oil products are the second most important source of energy in cold countries, electricity is the second one in hot countries. This supports the hypothesis that electricity is more used in hot countries, because of the cooling effect. The hot countries subset contains a significant number of poor countries, making the variance of income higher. By making a further distinction between hot-rich and hot-poor countries (see tables A1.3 and A1.4, Appendix 1), we can see that the energy source mix is related both to the purpose (e.g., electricity for cooling, other for heating) and to the income level. The intuition is that poor countries, despite generally having higher temperatures, cannot afford purchasing and using many air conditioners, as revealed by the relatively low electricity consumption.
Income variability of climate change
Per capita income is already included as an explanatory variable. However, in order to capture the possible interaction between income levels and sensitivity to changes in temperature, the product of temperature and income levels is experimented as an explanatory variable. In this way, the marginal effect of temperature on energy demand is directly influenced by per capita income. We expect a positive relationship between temperature elasticity of demand and income.
This kind of information, provided by the model, may be very valuable in applications of the model results for climate change policy and scenario analysis. Climate change will significantly affect the economy in the future, where many economic conditions (in particular, income levels) will be different from the ones characterizing the sample set used in this exercise.
Estimation method
The presence of a lagged dependent variable on the right-hand side of the regression equation, which is correlated with the error term, makes the OLS estimator biased and inconsistent. Given the stationarity of the series, the use of cointegration techniques is not indicated. In this context, the Arellano Bond method is a good alternative.
Dynamic models as the one described in section 3.1 exhibit two sources of persistence: the individual, unobservable effects and the state dependence between Y it and Y it −1 . These models do not satisfy the strict exogeneity assumption and, in addition, the correlation between the individual effect and Y it −1 is another source of inconsistency. For a sufficiently large time span of the series (T), Nickell (1981) shows that the Within Group estimator would yield an asymptotically consistent estimator. Alternatively, the unobservable effect can be eliminated by taking a first difference. This transformation, however, introduces a correlation between the differenced error term and the differenced covariates. Consistent estimators can be obtained using instrumental variables. Hsiao (1981, 1982) proposed both the lagged levels and the lagged first differences as possible instruments. Arellano and Bond (1991) developed a generalized method of moments (GMM) estimator, using lagged levels of the dependent variable as instruments.
The estimation method proposed by Arellano and Bond has been chosen for three main reasons. First, it has proved to be quite efficient (Arellano and Bond, 1991) . Secondly, it allows for the existence of an unobserved, country-specific effect, while relaxing the very strong hypothesis of strict exogeneity. This is important when dealing with a country panel, because including individual effects reduces the risk of bias due to omitted variables. Finally, the Arellano-Bond estimation can handle a flexible covariance matrix of the error terms, with possible serial correlation and heteroskedasticity.
In the estimations of the energy vector demand, the covariates are assumed to be endogenous:
The Arellano-Bond estimator delivers consistent and more efficient estimates when N is large and T is fixed, even if the panel is not balanced, as in this case. In this data set, the number of countries is not very big and the division of the sample into hot and cold countries increases the risk of finite sample bias. However, Arellano and Bond (1991) , using Monte Carlo simulations, show that the finite sample bias of their estimator is smaller than those associated with alternative methods for dynamic models such as the Hsiao estimator (1981, 1982) .
Results
Model (1) is estimated independently for each energy vector, using the one-step Arellano Bond estimator.
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As pointed out above, the number of instrument lags is limited to one, and all covariates are assumed to be endogenous. In this way, the number of instruments is restricted to those having a single lag, limiting as much as possible the reduction of the sample size. For the estimations to be consistent, the error terms should display autocorrelation of first order, but not of second one. The xtabond command used to implement the Arellano bond estimator in the STATA software includes the test for autocorrelation and the Sargan test on the validity of the over-identifying restrictions. The absence of second order correlation ensures the consistency of the estimator.
The division of the sample into hot and cold countries accounts for the geographic variability. Two specifications are experimented: the first in which temperatures enter linearly (the basic version model) and a second one where temperatures are multiplied with income (the income interaction model).
The basic model
As expected, the two groups of countries exhibit different reactions to monthly temperatures. The findings for electricity demand are reported in Table 4 .1.1 below. Results show that, whereas an increase in the summer temperature is significant and has a positive sign in the hot countries subset, cold countries benefit from a milder mid-season and, instead, are not significantly sensitive to summer temperatures.
An increase in the summer temperature in the hot countries by 1% leads to an increase in the yearly electricity demand by 1.17%. Cold countries, on the other hand, actually reduce their electricity consumption if temperature increases. Such result is reasonable, given that some countries rely on electricity for heating. The higher significance of this effect in the spring may be due to the use of small heating devices, typically powered by electricity. These results are robust to different specification of temperature. If monthly temperatures are used, instead of seasonal temperatures, hot countries still show a significant positive reaction to an increase in the temperature in July, whereas cold countries respond negatively to cold/mid month variations.
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Prices and income are not statistically significant, with the exception of electricity price in the cold countries, which has the expected sign. The one-step is preferred to the two-steps estimator for inference, especially in small samples (Arellano and Bond, 1991) .
A specification including only summer temperatures (June, July, August) has also been tried. Additional specifications, including the interaction of the seasonal temperatures with average temperature, have been estimated, although only for the electricity vector. Evidence of a cooling effect is robust across different models. 8 All variables are in natural logarithms.
Among the different fuels used for heating, gas and coal exhibit the highest sensitivity to temperature. Gas is widely used in cold and hot rich countries (Tables A1.2 and A1 .4, Appendix 1). The major consumer of gas are the US. Coal consumption, instead, is very limited, as only hot poor countries significantly rely on this fuel.
Prices turn out to be generally non-significant, whereas per capita income is now significantly positive in the case of gas, and negative in the case of coal. This finding is in line with the IEA Energy Outlook, suggesting that coal is an inferior good. Gas demand is strongly influenced by the heating effect. An increase in spring and fall temperatures reduces the yearly consumption of gas, as expected. The effect appears stronger in hot countries, where the consumption of gas is also higher. Oil products, prevalently used in hot countries, share similar characteristics. Temperature increases lead to a lower demand for coal in summer and winter due to the lower heating needs. However, demand for coal appears to raise in response to temperature increases in mid-seasons. Given the simultaneous decrease in the use of gas, this seems to suggest that a switching process from gas to coal may be taking place. 
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The income interaction model
To see whether the response to temperature is related to income levels, the inclusion of an interaction term (LnREALGDP_PC*LnSeasonalT) is experimented. The estimated model thus becomes: For example, the summer temperature elasticity of fuel demand is: When interacted with per capita income, temperature elasticities show the same pattern as before, with the hot countries revealing the cooling effect and the cold countries the heating effect. Now the temperature elasticity of electricity demand is not constant, but proportional to per capita income. Data on national income can then be used to compute country-specific elasticity parameters (Table A2 .1, Appendix 2). Again, increases in summer temperatures bring about increases in the use of electricity. However, now this effect depends on income levels. Our results show that higher per capita income is associated with higher temperature elasticity, as expected.
For gas, oil products and coal, the reasoning is similar, but it goes to the opposite direction, since rising temperatures generally reduce the demand for these fuels, except for coal. Tables 4.2.2 and 4.2.3 highlight that, as in the case of electricity, higher income is associated with higher sensitivity of energy demand to temperatures. In other words, higher income means more adaptation capability, by the households, to variations in seasonal temperatures. Country-specific elasticities for gas, oil products and coal can be computed, using the same procedure described for electricity demand. Results are reported in Table A2 .1, Appendix 2.
COLD REGIONS DEMAND
GAS
Comparison with previous findings
Our findings on price and income elasticities compare relatively well with similar results in the literature. Own price elasticities range between -0.031 and -0.23 in this study. Liu (2002) found values in a very similar range (-0.030/-0.191), whereas Nordhaus (1977) presents values between -0.03 and -0.68. Bigano et al. (2006) are between 0.165 and -0.321. We found income elasticities between 1.413, for gas, and -0.615, for coal. Liu estimates vary between 0.058 and -1.148; Nordhaus results are from 0.29 to 1.11; Bigano et al. found values between 0.317 for gas and -0.760 for coal. Fiebig (1987) , in a cross country comparison of OECD countries, also found income elasticities close to our results (between 1.24 and 1.64).
The temperature elasticity of electricity demand is significant only in the hot sub-sample and it is 1.17. The only comparable study is that on China electricity demand, by Asadoorian and other (2006) . They estimate a specification with seasonal temperatures and find a coefficient for summer temperature of 1.03, although not significant. For gas and oil products, the temperature elasticity is always negative and ranges between -1.18 and -1.67, and it is higher in hot countries. 
Conclusions
This paper has presented an empirical analysis of the relationship between energy demand and average seasonal temperature. Unlike previous studies in this field, the data sample has a global coverage, and special emphasis is given to the dynamic nature of demand, as well as to interactions between income levels and sensitivity to temperature variations. These features make the model results especially valuable in the analysis of climate change impacts.
The results have been interpreted in terms of derived demand for heating and cooling. Non-linearities and discontinuities have emerged, making necessary to distinguish between different countries, seasons, and energy sources. Short-and long-run temperature elasticities of demand have been estimated.
Results show that demand for electricity is influenced by temperature increases in summer and spring through a double effect. On one hand, the demand for electricity in summertime in hot countries increases, most likely because of the use of cooling devices. On the other hand, the demand for electricity in spring in cold countries diminishes because of the warmer temperatures and the consequent lower heating needs. The effects of temperature increases on gas and coal are similar between hot and cold countries, although of slightly different magnitude. Gas demand is strongly influenced by the heating effect with a reduction of demand for energy in the warm seasons. The heating effect also influences the demand for oil products, although to a smaller extent. The demand for coal instead decreases with temperature increments in summer and winter but it increases in mid-seasons. Overall, hot countries are more influenced by the cooling effect, whereas cold countries are more affected by the heating effect. Interaction factors with per capita income have also been included in the estimations. It turns out that, when interacted with per capita income, temperature elasticities show the same pattern as before.
Further research will be realized along two main lines. First, estimates will be improved, possibly through more sophisticated techniques and better data sources. Second, results will be applied to assess the economic consequences of climate change, considering the direct impact of different temperature on the global economy, alongside other impacts. This will contribute to evaluate climate change policies in terms of adaptation and mitigation strategies. In other words, results presented here allow to understand how energy demand could vary with temperature in the distant future, when economic conditions will be different and adaptation to slowly changing temperatures will have taken place. 
