Abstract. The aim of this paper is to show the existence of R-bounded solution operator families for a generalized resolvent problem on the half-space arising from a compressible fluid model of Korteweg type. Such a compressible fluid model was derived by Dunn and Serrin (1985) and studied by Kotschote (2008) as an initial-boundary value problem.
Here λ is the resolvent parameter varying in (1.2) Σ ε = {λ ∈ C \ {0} | | arg λ| < π − ε} for ε ∈ (0, π/2); ρ = ρ(x) and u = u(x) = (u 1 (x), . . . , u N (x)) T are respectively the fluid density and the fluid velocity that are unknown functions; d = d(x), f = f (x) = (f 1 (x), . . . , f N (x))
T , and g = g(x) are given functions; n = (0, . . . , 0, −1)
T is the outward unit normal vector on R The µ * and ν * are positive constants describing the viscosity coefficients, while κ * is a positive constant describing the capillarity coefficient (cf. e.g. [8] for more detail). In [8] , the author assumes (1.3) η * := µ * + ν * 2κ *
2
Throughout this paper, the letter C denotes generic constants and C a,b,c,... means that the constant depends on the quantities a, b, c, . . . . The values of constants C and C a,b,c,... may change from line to line.
Main results.
To state our main results, we first introduce the notation and the definition of the R-boundedness of operator families.
The set of all natural numbers is denoted by N and N 0 = N ∪ {0}, while the set of all complex numbers is denoted by C and C + = {z ∈ C | ℜz > 0}. Let q ∈ [1, ∞] and G be a domain of R N . Then L q (G) and H m q (G), m ∈ N, denote respectively the usual Lebesgue spaces on G and the usual Sobolev spaces on G.
One sets H 0 q (G) = L q (G) and denotes the norm of H n q (G), n ∈ N 0 , by · H n q (G) . Let X and Y be Banach spaces. Then X m , m ∈ N, denotes the m-product space of X, while the norm of X m is usually denoted by · X for short. The symbol L(X, Y ) stands for the Banach space of all bounded linear operators from X to Y , and L(X) is the abbreviation of L(X, X). For a domain U of C, Hol(U, L(X, Y )) is the set of all L(X, Y )-valued holomorphic functions defined on U .
For the right member (d, f , g) of (1.1), we set (j = 1, 2) are then defined as follows: λ , B q (G), and T λ are defined in the same manner as [9] .
The definition of the R-boundedness of operator families is as follows: (2) It is known that T is R-bounded for any p ∈ [1, ∞), provided that T is Rbounded for some p ∈ [1, ∞). This fact follows from Kahane's inequality (cf. e.g. [7, Theorem 2.4 
]).
One now states the main result of this paper. where C N,q,µ * ,ν * ,κ * is a positive constant depending on at most N , q, µ * , ν * , and κ * .
This paper is organized as follows: The next section first introduces some classes of symbols and their fundamental properties. Secondly, one computes characteristic roots that appear in analysis of a system of ordinary differential equations in the Fourier space in Sections 3, 4, 5, and 6. Thirdly, we introduce technical lemmas that play an important role in proving the existence of R-bounded solution operator families. Fourthly, the system (1.1) is reduced to the case where (d, f ) = (0, 0), and the main theorem (i.e. the existence of R-bounded solution operator families) is stated for the reduced system. Furthermore, one proves Theorem 1.4, assuming the main theorem of the reduced system holds. Section 3 proves the main theorem of the reduced system for Cases I and II. Section 4, 5, and 6 treat respectively Case III, IV, and V, and prove the matin theorem of the reduced system.
Preliminaries

Classes of symbols.
Recall that Σ ε is given in (1.2) for ε ∈ (0, π/2). Let Λ = Σ ε or Λ = C + , and let m(ξ ′ , λ) be a function, defined on (R N −1 \ {0}) × Λ, that is infinitely many times differentiable with respect to ξ ′ = (ξ 1 , . . . , ξ N −1 ) and holomorphic with respect to λ. For any multi-index
If there exists a real number r such that for any multi-index
with some positive constant C depending solely on N , r, α ′ , and ε, then m(ξ ′ , λ) is called a multiplier of order r with type 1. If there exists a real number r such that for any multi-index
with some positive constant C depending solely on N , r, α ′ , and ε, then m(ξ ′ , λ) is called a multiplier of order r with type 2.
Here and subsequently, we denote the set of all symbols of order r with type j on (R N −1 \ {0}) × Λ by M r,j (Λ). For instance,
and also |ξ ′ | 2 , λ ∈ M 2,1 (Λ). One notes for r ∈ R and j = 1, 2 that M r,j (Λ) are vector spaces on C and that M r,j (Σ ε ) ⊂ M r,j (C + ) for any ε ∈ (0, π/2). In addition, we know the following fundamental properties of M r,j (Λ) (cf. [11, Lemma 5.1]).
Lemma 2.1. Let r 1 , r 2 ∈ R, and let Λ = Σ ε for some ε ∈ (0, π/2) or Λ = C + . Then the following assertions hold true:
2.2. Characteristic roots. Let µ * , ν * , and κ * be positive constants, and let us define a polynomial P(s) by
The roofs s ± of P(s) are then given by
where i = √ −1 and η * is given in (1.3). Setting 
If µ * , ν * , and κ * satisfy the condition of Case IV, then µ * = ν * . Especially, in Case IV, 
Let us define a positive number ε * by ε * = arg s 2 = arg s + ∈ [0, π/2).
One then sets (2.1)
Here we have chosen a branch cut along the negative real axis and a branch of the square root so that ℜ √ z > 0 for 
(2) If µ * , ν * , and κ * satisfy the condition of Case III, then
If µ * , ν * , and κ * satisfy the condition of Case IV, then
(4) If µ * , ν * , and κ * satisfy the condition of Case V, then
Let us define a polynomial P λ (t) by
the four roots of P λ (t) are given by ±t 1 and ±t 2 . Hence, one has Lemma 2.4. Let µ * , ν * , and κ * be positive constants, and let ξ ′ ∈ R N −1 and λ ∈ Σ ε for ε ∈ (ε * , π/2). Then the four roots of P λ (t) are given by ±t 1 and ±t 2 . Especially, ℜt 1 > 0 and ℜt 2 > 0.
Similarly to [8] , we can prove Lemma 2.5. Assume that µ * , ν * , and κ * are positive constants. Let ε 1 ∈ (ε * , π/2) and ε 2 ∈ (0, π/2). Then the following assertions holds true: (1) There exists a positive constant C ε1,µ * ,ν * ,κ * such that
There exists a positive constant C ε2,µ * such that
2.3. Technical lemmas. Let us introduce the following notation: for x N > 0,
In addition, we define the partial Fourier transform with respect to x ′ = (x 1 , . . . , x N −1 ) and its inverse transform by
respectively. Similarly to [8] , one then has the following three lemmas: Lemma 2.6. Let q ∈ (1, ∞), and let t j (j = 1, 2) and ω λ be respectively given by (2.1) and (2.2) for positive constants µ * , ν * , and κ * . Assume
and set for
with λ ∈ C + and f ∈ H (1) For j = 0, 1, 2 and λ ∈ C + , there are operators K j (λ), with
In addition, for j = 0, 1, 2 and n = 0, 1,
with some positive constant C depending solely on N , q, µ * , ν * , and κ * . Here,
with some positive constant C depending solely on N , q, µ * , ν * , and κ * . Here, T λ are given in (1.4).
Lemma 2.7. Let q ∈ (1, ∞), and let t j (j = 1, 2) and ω λ be respectively given by (2.1) and (2.2) for positive constants µ * , ν * , and κ * satisfying the conditions of Case I or Case II. Assume
. Then the following assertions hold true:
In addition, for n = 0, 1,
with some positive constant C depending solely on N , q, µ * , ν * , and κ * .
(2) For j = 1, 2 and λ ∈ C + , there are operators M j (λ), with
In addition, for j = 1, 2 and n = 0, 1,
Lemma 2.8. Let q ∈ (1, ∞), and let t j (j = 1, 2) and ω λ be respectively given by (2.1) and (2.2) for positive constants µ * , ν * , and κ * satisfying one of the following conditions:
• the condition of Case III and µ * > ν * ;
• the condition of Case IV. Assume
with λ ∈ C + and f ∈ H 
with some positive constant C depending solely on N , q, µ * , ν * , and κ * . (2) For λ ∈ C + , there is an operator V (λ), with
In the last part of this subsection, we introduce fundamental properties of the R-boundedness as follows (cf. e.g. [ 
, and
2.4.
A reduced system of (1.1). This subsection reduces the system (1.1) to (d, f ) = (0, 0). To this end, we start with the following problem on the whole space: 
such that, for any
is a unique solution to the system (2.8). In addition, for n = 0, 1,
with a positive constant C N,q,µ * ,ν * ,κ * .
Proof. The proof is similar to [8] , so that the detailed proof may be omitted.
One now reduces the system (1.1) to (d, f ) = (0, 0) by using Theorem 2.10. For
, let E e f and E o f be respectively the even extension of f and the odd extension of f , i.e.
In addition, we set for
Let A 1 (λ) and B 1 (λ) be the operators constructed in Theorem 2.10, and set for
Furthermore, let us define
Here and subsequently, U J and V J denote for J = 1, . . . , N the Jth component of U and the Jth component of V, respectively. It then holds that
Analogously, for j = 1, . . . , N − 1,
The uniqueness of solutions of (2.
mentioned above, the following reduced system:
where (v) j denotes the jth component of v.
In view of (2.9), let us consider
The main part of the proof of Theorem 1.4 is to show Theorem 2.11. Let q ∈ (1, ∞) and set
Assume that µ * , ν * , and κ * are positive constants. Then, for any λ ∈ C + , there are operators A 2 (λ) and B 2 (λ), with
is a unique solution to the system (2.11). In addition, for n = 0, 1,
In the remaining part of this subsection, we prove Theorem 1.4, assuming that Theorem 2.11 holds.
Let
In view of this relation and (2.10), one sets, for
is a solution to (1.1), and also A(λ) and B(λ) satisfy the estimates required in Theorem 1.4 by Lemma 2.9 and Theorems 2.10 and 2.11. The uniqueness of solutions of (1.1) can be proved similarly to [8] . This completes the proof of Theorem 1.4.
Remark 2.12. The following sections are devoted to the proof of Theorem 2.11, and the proof is divided into Cases I, II, III, IV, and V.
Proof of Theorem 2.11 for Cases I and II
This section proves Theorem 2.11 for Cases I and II. Throughout this section, we assume that µ * , ν * , and κ * are positive constants satisfying the conditions of Case I or Case II. One then recalls Lemma 2.3 (1), i.e.
which are often used in the following computations. Let J = 1, . . . , N and j = 1, . . . , N − 1 in this section.
3.1. Solution formulas. Set ϕ = div u. Applying the partial Fourier transform given by (2.6) to the system (2.11) yields the ordinary differential equations:
with the boundary conditions:
One inserts (3.1) into (3.2), (3.3), and (3.4), and then
Multiplying (3.6) by iξ j and applying ∂ N to (3.7), we sum the resultant equations in order to obtain
where we have used the fact that ϕ =
3), the last equation is written as
On the other hand, (3.6) and (3.7) are respectively equivalent to
Applying P λ (∂ N ) to (3.10) and (3.11) then furnishes by (3.9)
In what follows, we solve equations (3.9)-(3.12) with boundary conditions (3.5) and (3.8) with respect to u J and ϕ under the following constraint:
In view of (3.9), (3.12), and Lemma 2.4, we look for solutions u J and ϕ of the forms:
It then holds by (3.13) that
j=1 iξ j a j for a ∈ {α, β, γ}. On the other hand, inserting (3.14) and (3.15) into (3.10) and (3.11) yields
By these relations, we have
Since t 1 = ω λ and t 2 = ω λ , the last two equations imply (3.18)
These relations yield
and thus
Next, we consider the boundary conditions. By (3.5) and (3.14),
It then holds by the first relation of (3.21) that
On the other hand, by (3.8) and (3.15),
which, combined with (3.17) and (3.20), furnishes
One now derives simultaneous equations with respect to β N and γ N . Inserting (3.19), (3.22) , and α N = 0 of (3.21) into (3.16) furnishes
which, combined with (3.23), yields
Let us solve (3.24). By direct calculations,
One here proves
Proof. The lemma is proved by contradiction. Suppose that det L = 0 for some Recall that (3.10) and (3.11) are respectively equivalent to (3.6) and (3.7). One multiplies (3.6) and (3.7) by λ −1 , and then
In this proof, we set (a,
Step 1. Multiplying (3.26) by u j (x N ) and integrating the resultant formula with respect to x N ∈ (0, ∞) yield
following from integration by parts with u j (0) = 0 and combined with the properties:
It similarly follows from (3.27) that
Step 2. Summing (3.28) with respect to j = 1, . . . , N − 1 and (3.29), we have
On the other hand, by integration by parts with ∂ N ϕ(0) = 0,
Inserting this relation into (3.30) and noting
Step 3. One takes the real part of (3.31) and the imaginary part of (3.31) in order to obtain (ℜλ)
It now holds by (3.32) that ϕ = 0. One then sees that (u 1 , . . . , u N ) = (0, . . . , 0) by (3.32) when ℜλ > 0 and by (3.33) when ℜλ = 0. Hence, (u 1 , . . . , u N , ϕ) = (0, 0, . . . , 0), which contradicts the fact that (u 1 , . . . , u N , ϕ) is a non-trivial solution. This completes the proof of the lemma.
Let us write the inverse matrix L −1 of L as follows:
, where
One then sees that, by solving (3.24),
On the other hand, one has, by (3.14), (3.15), (3.17), (3.18), (3.20) , and (3.21),
and sets ρ(x N ) = −λ −1 ϕ(x N ) in view of (3.1). Recall the inverse partial Fourier transform given in (2.7) and set ρ = F −1
Then ρ and u = (u 1 , . . . , u N ) T solve the system (2.11).
3.2. Analysis of symbols. This subsection estimates several symbols arising from the representation formulas of solutions obtained in Subsection 3.1. Let us define the following symbols:
Subsequently, k = 1 or k = 2, and also one often denotes m k (ξ, λ), n k (ξ ′ , λ), and p k (ξ ′ , λ) by m k , n k , and p k , respectively, for short. Recall by (2.1) and (2.2) that
one has by (3.37)
In addition, by (3.37), 
To treat m k (ξ ′ , λ) −1 , we prove Lemma 3.4. There exists a positive constant C µ * ,κ * ,ν * such that, for any (ξ ′ , λ) ∈ R N −1 × (C + \ {0}), there holds the estimate:
Proof. Case 1. One considers the case |ξ ′ | 2 /|λ| ≤ R 1 , where ξ ′ ∈ R N −1 , λ ∈ C + \ {0}, and some number R 1 ∈ (0, 1) determined below.
Let z = |ξ ′ | 2 /λ. Then,
which yields that
and that by the second equality of (3.25)
One thus has by (3.36)
as |z| → 0. Since there is a positive constant M , depending on at most µ * , ν * , and κ * , such that ℜ √ s k ≥ M , one observes that
Combining these inequalities with the last equality yields that there is a constant
for some positive constant C µ * ,ν * ,κ * . On the other hand, it holds by (a + b) 2 /2 ≤ (a 2 + b 2 ) with a, b ≥ 0 that
By the last two inequalities, we have (3.40) for (ξ
, and some number R 2 ∈ (0, 1) determined below.
Let y = λ/|ξ ′ | 2 . Then,
which, combined with (3.38), furnishes that
Thus there is a constant R 2 ∈ (0, 1) such that, for any (ξ
Similarly to Step 1, this inequality yields (3.40) for (ξ
Case 3. One considers the case |ξ ′ | 2 /|λ| ≥ R 1 /2 and |λ|/|ξ ′ | 2 ≥ R 2 /2, where ξ ′ ∈ R N −1 \ {0}, λ ∈ C + \ {0}, and R 1 , R 2 are positive constants introduced in the above two steps. The condition of this case is equivalent to
Let ξ ′ , λ, t k , and ω λ be given by
One then observes that
and that (3.41) implies r 1 ≤ | ξ ′ | ≤ r 2 and r 3 ≤ | λ| ≤ r 4 , where
We here define a compact set K as follows:
Since m k (ξ ′ , λ) is continuous and m k (ξ ′ , λ) = 0 on R N −1 × (C + \ {0}) by (3.36) and Lemma 3.2, there exists at least one minimum of |m ℓ ( ξ ′ , λ)| over K such that
Thus, for any (ξ ′ , λ) ∈ (R N −1 \ {0}) × (C + \ {0}) with (3.41),
which implies that (3.40) holds for Case 3. Summing up the above estimates, we have completed the proof of Lemma 3.4.
Proof. Recall Bell's formula for derivatives of the composite function of f (t) and g(ξ ′ ) as follows: for any multi-index
with suitable coefficients Γ
is the kth derivative of f (t).
One first proves, for any r ∈ R and multi-index α
where (ξ ′ , λ) ∈ (R N −1 \ {0}) × C + . Using Bell's formula with f (t) = t r and g(ξ ′ ) = m k (ξ ′ , λ), we have by Lemmas 3.3 and 3.4
This implies that (3.42) holds true. Now it holds that
Combining this relation with (3.42) for r = −2 and Lemma 3.3 furnishes, by Leibniz's rule, that for any multi-index
This inequality and (3.42) with r = −1 complete the proof of the corollary.
3.3. Proof of Theorem 2.11. This subsection proves Theorem 2.11 by means of results obtained in Subsections 3.1 and 3.2. Let M 0 (x N ), M 1 (x N ), and M 2 (x N ) be symbols given in (2.4). It now holds that
By (3.34), (3.35), (3.36), and (3.37), we see that
On the other hand, β N and γ N are written as
which furnishes, together with (3.37), that
Recalling ρ = ρ 1 + ρ 2 , one obtains
Similarly, we observe by (3.43) that, for u j (j = 1, . . . , N − 1) and u N ,
By Lemmas 2.1, 2.5, and 3.3 and by Corollary 3.5, the symbols of ρ, u J (J = 1, . . . , N ) satisfy the following conditions: For ρ, there hold
For u J , there hold
Finally, combing (3.44)-(3.47) with Lemmas 2.6, 2.7, and 2.9 shows the existence of solution operators A 2 (λ) and B 2 (λ) stated in Theorem 2.11. This completes the proof of Theorem 2.11 for Cases I and II.
Proof of Theorem 2.11 for Case III
This section proves Theorem 2.11 for Case III. Throughout this section, we assume that µ * , ν * , and κ * are positive constants satisfying the condition of Case III. One then recalls Lemmas 2.2 (3) and 2.3 (2), and considers the case µ * > ν * only, i.e. 
Solution formulas.
One first considers (3.9)-(3.12) with (3.5), (3.8), and (3.13) in order to derive solution formulas of (2.11). In view of (3.9), (3.12), and Lemma 2.4, we look for solutions u J and ϕ of the forms:
On the other hand, by the assumption κ * = µ * ν * ,
, and thus (3.10) and (3.11) are respectively equivalent to
Inserting (4.1) and (4.2), together with the last relation, into (4.6) yields One has by (4.1), (4.3), and (4.7),
and also by (4.8) and (4.9) (4.12)
Furthermore, (4.12) yields
Next, we consider the boundary conditions. By (3.5) and (4.10), (4.14)
It then holds by the first relation of (4.14) that
Combining this relation with (4.11), (4.13), and α N = 0 of (4.14) furnishes
One the other hand, by (3.8) and (4.2),
which, combined with (4.15) and (4.16), furnishes
Solving this equation with respect to γ N , we have
Here note that by t
The above formula of γ N is thus written as
Finally, one has, by (4.2), (4.10), (4.12), (4.14), (4.15), and (4.16),
Then ρ and u = (u 1 , . . . , u N ) T solve the system (2.11). The last part of this subsection is devoted to the proof of the following lemma.
There is a positive constant C µ * ,ν * ,κ * such that
Proof.
(1) The required property follows from Lemmas 2.1 and 2.5 immediately.
(2). First, let us prove
which implies
.
One here observes by
−1 * ℜλ, which, combined with ℜλ > 0, furnishes
Since ℜt 2 > 0 by Lemma 2.4, the last inequality and (4.20) imply (4.19). Next, we prove (4.18). By (4.19), which, combined with Lemma 2.5, furnishes
This completes the proof of (4.18). (3). The required property follows from (1) and (2) in the same manner as one has proved Corollary 3.5 from Lemmas 3.3 and 3.4, so that the detailed proof may be omitted. First, one considers the formula of ρ, which is written as
Since it holds by (4.17) that
the above formula of ρ 1 is reduced to
On the other hand, by (4.17),
Next, we consider the formulas of u J . By (4.17),
5.1. Solution formulas. One first considers (3.9)-(3.12) with (3.5), (3.8), and (3.13) in order to derive solution formulas of (2.11). In view of (3.9), (3.12), and Lemma 2.4, we look for solutions u J and ϕ of the forms:
Here note that
+ τ {2t
and also
Inserting (5.1) and (5.2), together with the last four relations, into (3.10) and (3.11) furnishes that
It then holds by t
which, inserted into (5.6)-(5.9), furnishes
By (5.11) and (5.13), 2µ * (t 2 2 − ω 2 λ )(t 2 γ j + iξ j γ N ) = 0, which, combined with t 2 = ω λ , furnishes (5.14)
This relation yields
and thus by (5.5)
On the other hand, one multiplies (5.10) by t 2 and (5.12) by iξ j , and sum the resultant equations in order to obtain
One here notes by the assumption η * = 0
and thus one observes, by t
Then, by µ * = ν * , (5.15), (5.17), and (5.18),
which, combined with (5.16), furnishes
and thus by (5.4)
Next, we consider the boundary conditions. By (3.5) and (5.1),
It then holds by the first relation of (5.22) that
On the other hand, by (5.2),
which, combined with (3.8), (5.15), (5.21), and t
From now on, we derive simultaneous equations with respect to β N and γ N . To this end, we note by (5.17) and (5.18) that the following relation holds: 
It thus holds that
On the other hand, (5.25) is written as
One then multiplies (5.24) by ν * −µ * , and inserts the last relation into the resultant formula in order to obtain
Summing up this equation and (5.26), we have achieved
Let us solve (5.28). By direct calculations,
where
One here has
Next, we consider the formulas of u J . By (5.30),
Lemma 5.4. Let q ∈ (1, ∞) and a ∈ (0, ∞). Assume
with some positive constant C depending solely on N , q, and a. Here,
with some positive constant C depending solely on N , q, and a. Here, T λ is given in (1.4) . 6.1. Solution formulas. One first considers (3.9)-(3.12) with (3.5), (3.8) , and (3.13) in order to derive solution formulas of (2.11). In view of (3.9), (3.12), and Lemma 2.4, we look for solutions u J and ϕ of the forms:
, which, combined with µ * = ν * , yields
. Therefore, (3.10) and (3.11) are respectively equivalent to
Inserting (6.1) and (6.2), together with the last two relations, into (6.6) furnishes
Remark 6.1. The relations (6.7)-(6.9) imply (6.4) and (6.5).
One has by (6.1) and (6.7) (6.10)
and also by (6.8) and (6.9) (6.11)
Next, we consider the boundary conditions. By (3.5) and (6.10),
It then holds by the first relation of (6.12) that
Combining this relation with (6.3) and α N = 0 of (6.12) furnishes
while (6.9) implies (6.14)
On the other hand, by (3.8) and (6.2),
which, combined with (6.13) and (6.14), furnishes
Solving this equation with respect to β N , we have (6.15)
Finally, one has, by (6.2), (6.10), (6.11), (6.12), (6.13), and (6.14),
Then ρ and u = (u 1 , . . . , u N ) T solve the system (2.11). In the last part of this section, we prove the following lemma.
−1 * λ. One thus sees by Lemma 2.5 that
This completes the proof of the lemma. 
Next, we consider the formulas of u J . By (6.15),
By Lemmas 2.1, 2.5, and 6.2, the symbols of ρ and u J satisfy the following conditions: For ρ, there hold
Finally, combining (6.16)-(6.19) with Lemmas 2.6 and 5.4 shows the existence of solution operators A 2 (λ) and B 2 (λ) stated in Theorem 2.11. This completes the proof of Theorem 2.11 for Case V.
A.
This appendix proves Lemma 5.4 for 3 a = 1. Set
One then has Lemma A.1. Let ε ∈ (0, π/2).
(1) For r ∈ R, there holds B r ∈ M r,1 (Σ ε ).
(2) For x N > 0, n = 0, 1, and multi-index
, there holds
where (ξ ′ , λ) ∈ R N −1 × Σ ε , with a positive constant C α ′ ,ε independent of x N and a positive constant b ε depending only on ε.
Proof. (1), The required property follows from Lemma 2.5 with µ * = 1.
(2). See [11, Lemma 5.3] .
At this point, we introduce two lemmas. The first one is essentially proved in [11, Lemma 5.4] , while the second one can be proved similarly to [11, Lemmas 5.4 and 5.6] (cf. also [8] ).
for a positive constant M and n = 0, 1, and set for
, and also for n = 0, 1
with some positive constant C N,q .
Then the following assertions hold true:
One now proves
Lemma A.4. Let q ∈ (1, ∞). Assume
with some positive constant C N,q
Proof. Let n = 0, 1 and λ ∈ C + in this proof. Case 1. This case considers K(λ). Let K λ (x) be given by
, it holds by the Leibniz formula and Lemma A.1 that
where b = b ǫ of Lemma A.1. On the other hand, using the identity:
we have, by integration by parts,
Combining this relation with (A.1) yields
which, combined with
By direct calculations, we have by (A.1) with |α
Combining this inequality with (A.2) yields
which, combined with Lemma A.2, proves that K(λ) satisfies the required properties of Lemma A.4.
Case 2. This case considers L(λ). Let L λ (x) be given by
Then L(λ)f is written as
Since l(ξ ′ , λ) ∈ M 1,2 (C + ), it holds by the Leibniz formula and Lemma A.1 that It is then clear that
Z k (λ)(∇ 2 f, λ 1/2 f, λf ).
In addition, one has by w 2 (ξ ′ , λ) ∈ M 1,1 (C + ) and Lemmas 2.1 and A.1
B 2 ∈ M −1,1 (C + ), which, combined with Lemma A.3, furnishes that for k = 1, 2 and n = 0, 1
with some positive constant C N,q . Next, we consider Z 3 (λ). By direct calculations, we see for j, k = 1, . . . , N − 1 One thus observes by Lemmas A.3 and A.4 that for n = 0, 1
Similarly to Z 3 (λ), it holds that for k = 4, 5, 6 and n = 0, 1
This completes the proof of Lemma 5.4.
