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Abstract 
Deutz, A.H., A. Ehrenfeucht and G. Rozenberg, Clans and regions in 2+tructures, Theoretical 
Computer Science 129 (1994) 2077262. 
The concepts clan and region are central to the theory of 2-structures. Clans form the cornerstone of 
the decomposition theory and the notion of a region underlies the representation theory for 
2-structures. This paper examines in depth the basic properties of the two concepts and the 
relationship between them. Also, a characterization of regions for angular 2-structures and a mor- 
phic characterization of regions in uniform 2-structures are obtained. 
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Introduction 
(Labeled) 2-structures have been introduced in [4] in an attempt to find a restric- 
tion of relational structures which generalize the notion of a graph and still admit for 
decomposition results. Since then it has been demonstrated that 2-structures consti- 
tute a convenient mathematical framework for the investigation of various mathemat- 
ical structures encountered in computer science. Among others the theory of 2- 
structures led to a novel point of view and new results in areas such as decomposition 
properties of “complex structures”, mathematical linguistics and formal language 
theory. 
Partial (labeled) 2-structures have been introduced in [2] - they generalize 2- 
structures. The main line of research in partial 2-structures has been towards estab- 
lishing their representation through families of sets. This has been motivated by and 
yielded results in the theory of concurrent systems (see [3]). 
The main technical notion in the decomposition theory for 2-structures are clans 
and the main notion behind the representation theory for partial 2-structures are 
regions. Although both these concepts have been extensively studied and used, very 
little is known about the relationship between them. This paper investigates this 
relationship. Since clans have been considered for a 2-structure and regions for 
a partial 2-structure, the first step in the investigation of the relationship between the 
two must be to bring these two notions to a common ground. We will investigate the 
relationship between these two concepts in the framework of 2-structures. 
Since the paper relates two streams of research, quite disjoint until now, we have 
decided to make the paper self-contained; it recalls all the necessary notions and 
results about clans and regions. 
The paper is organized as follows. 
In the preliminaries we recall basic notions concerning 2-structures and clans. In 
Section 1 we recall what we mean by a region and a quotient. As a matter of fact, the 
regions introduced here are an adaptation from [2]; such an adaptation is necessary in 
order to take into account the role of symmetric edges in a better way. Also, regions 
are studied here in quite some detail, in the sense that a number of properties related 
to them are introduced and then used to characterize regions. A relationship between 
regions and maximal prime clans is established, and the use of quotients for establish- 
ing the existence of nontrivial regions is given. Finally, the preservation of a number of 
basic properties, introduced in this section, under different kinds of morphisms, is 
investigated. 
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In Section 2 we turn to the hierarchical representation of a 2-structure. These 
representations are called shapes (introduced in [S]). They have the form of a tree, the 
nodes of which are labeled by a 2-structure. We recall in this section the basic 
relationship between the properties of shapes and the properties of the 2-structures 
they represent. Then this relationship is investigated in depth, and to this aim we 
introduce absorption and separability. Using these notions we also obtain character- 
izations of regions. 
Given the shape p of a 2-structure g, the representation of g by B can be seen as 
a two-step process. First, one obtains a unique 2-structure g’, “naturally” associated 
with /3, and then one obtains g by a possible identification of some of the equivalence 
classes of g’. Those %-structures obtained in the first step are called free and freeness is 
investigated in Section 3. In particular, for free 2-structures, we obtain characteriza- 
tions of those regions that are clans. 
In Section 4 we turn to angular 2-structures. Angular 2-structures (introduced in 
[l]) form an important and well-understood subclass of the class of 2-structures. In 
this section we provide a characterization of regions in free angular 2-structures and 
then show how to carry it over to arbitrary angular 2-structures. 
In the last section, Section 5, a characterization of regions in 2-structures which are 
either symmetric or antisymmetric is given in terms of morphisms. 
c 
0. Preliminaries 
In this section we define and recall (from [Z]) a number of notions concerning 
2-structures. 
In this paper, unless stated otherwise, we consider jinite sets only. For a set D, 1 D 1 
denotes its cardinality, 2O denotes the family of subsets of D, and Sing(D) denotes the 
set of all singletons over D. The empty set is denoted by 8. 
We use c to denote the inclusion, and c to denote the strict inclusion between sets. 
Set difference is denoted by \. The sets X, Y are overlapping iff X\ Y # 0, Y \X # 8, and 
Xn Y#@. 
An edge over D is an ordered pair (x, y) such that x, YED and x # y; the set of all 
edges over D is denoted by EZ (D). For an edge e =(x, y) its reverse, denoted by rev(e), is 
the edge (y, x) and its support, denoted by sup(e), is the set {x, y>. Given a S c Ez(D), 
sup(S)=UCEssup(e) and rev(S)={reu(e)IeES}. A binary relation R on Ez(D) is 
reversible iff, for all e, e’EEz(D), eRe’ implies reu(e) R rev(e’). 
For an X c D and S E Ez(D), we say that S is inside X iff sup(S) E X, S is outside 
X iff sup(S)nX =@, and S occurs in X iff Sn X x X #@. (When S is the singleton 
{e) z Ez(D) we say e is inside X iff S is inside X; e is outside X iff S is outside X.) 
Definition 0.1. A 2-structure is an ordered pair (D, R) such that D is a nonempty finite 
set, and R is a reversible equivalence relation on Ez(D). 
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Remark 0.2. (1) Clearly, 2-structures are closely related to edge-labeled directed 
graphs. More precisely a 2-structure (as defined above) would be an isomorphic class 
of an edge-labeled complete directed graph where the labels satisfy the reversibility 
condition. 
(2) What we have defined as 2-structures are called reversible 2-structures in [4,5]. 
As is shown in [4], for many questions regarding 2-structures, we can restrict our 
attention to those satisfying Definition 0.1 without loss of generality while simplifying 
proofs and definitions. Also, what we call an edge in this paper is often called a 2-edge 
(see C4, 51). 
We use 2s to abbreviate the term “2-structure”. For a 2s g = (D, R), D is referred to as 
the domain ofg, and R as the equivalence relation of g. We use dam(g), rel(g), and 2ed(g) 
to denote D, R, and E2(D), respectively. We say that er , ez EZed(g) are g-equivalent iff 
el rel(g) e2. 
Since for a 2s g=(D,R), R is an equivalence relation on Zed(g), we can specify g in 
the form g = (D, Y), where 9 is the partition of Zed(g) induced by rel(g). For a 2s g we 
use part(g) to denote the partition of Zed(g) induced by rel(g). 
Definition 0.3. Let g be a 2s and let X be a nonempty subset of dam(g). 
The substructure of g induced by X, denoted by sub,(X), is the 2s (X, 
rel(g)n(E2(X) x E2(X)). 
Example 0.4. Let g = (D, 9), where D = { L&3,4}, and let 
~={P~,P~,Ps,P~,P~} with 
PI = { (1,2), (3,2), (4,1X (4,2% 
Pz = { (2, l), (2,4), (L4), (2,3))? 
P3 = { (3,4), (4,3) 1, 
P4={(1,3)), 
Ps = { (3, I)}. 
Clearly, g is a 2-structure. 
For X=(1,3,4}, sub,(X) = (D, Y’), where 
9’={P\,P$,P;,Ph,Ph> with 
Pi = Pl n(Ez(X) x E*(X))= ((4, I)>, 
P;=P2n(E2(X)xE2(X))={(L4)}, 
Pj=P3n(E2(X) x E2(X))={(3,4), (4,3)}, 
Pi=P4n(Ez(X) x E,(X))=p‘%, 
P;=Psn(E2(X)xE2(X))=P,. 
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B 
Fig. 1 
In order to represent a 2s pictorially, we will use the standard pictorial representa- 
tion of edge-labeled graphs. In this way g from Example 0.4 is given pictorially as 
shown in Fig. 1. The labels of the edges are chosen arbitrarily - their only role is to 
distinguish between different partition classes: all edges in one class get the same label, 
while edges from different classes must get different labels. 
In the same way sub,(X) from Example 0.4 can be represented by the edge-labeled 
graph as shown in Fig. 2. 
Let g be a 2s. An edge ee2ed(g) is symmetric (in g) iff erel(g) rev(e); otherwise e is 
asymmetric (in g). The 2s g is called symmetric iff all edges of g are symmetric; g is called 
antisymmetric iff all edges of Zed(g) are asymmetric. 
For a 2s g and a PEpart( P is symmetric iff P consists of symmetric edges only, 
and P is antisymmetric iff P consists of asymmetric edges only. Clearly P is symmetric 
iff P = rev(P), and P is antisymmetric iff P n rev(P) = 8. 
It is easily seen (see [4]) that, for a 2s g, eE2ed(g) is symmetric (asymmetric) iff each 
e’ g-equivalent with e is symmetric (asymmetric). Consequently, for a 2s g, each 
PEpart either consists of symmetric edges only (and then we call P symmetric) or it 
consists of asymmetric edges only (and then we call P antisymmetric). Thus a 2s g is 
symmetric (antisymmetric) iff all PEpart are symmetric (antisymmetric). For 
PEpart( where g is a 2s, it is easily seen (see [2]) that rev(P)Epart(g). 
The notion of a clan is the central notion of the theory of 2-structures ~ it is defined 
as follows. 
Definition 0.5. Let g be a 2s, and let X E &m(g). X is clan of g iff, for all x, ycX and all 
=D\X, (z, -9 reUg) (z, Y). 
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Fig. 2. 
Hence, a subset X of the domain of a 2s g is a clan iff all elements of X are “seen in 
the same way” by each element from outside of X (where different elements outside of 
X may see X in different ways). Because of reversibility, each element from outside of 
X is “seen in the same way” by all elements of X (where different elements outside 
X may be seen in different ways by elements of X). 
We use %7(g) to denote the set of clans of g. Obviously, k%‘(g), dom(g)E and 
{x}E%‘(g) for each xc&m(g); these clans are called triuial clans. We use F%?(g) to 
denote the set of trivial clans of g. The set g(g)\{@} is denoted by g(g), and the set 
S%‘(g)\{S} is denoted by F&(g). 
We state the following result for reference purposes (see [4, Theorem 4.121). 
Proposition 0.6. Let g be a 2s, and let X, YE%‘(g). Then 
(4 Xn YEVg), 
(ii) if X n Yf 0, then X u YE%?(g), and 
(iii) if Y\X#@, then X\YEW(g). 
Definition 0.7. Let g be a 2s. An X c dam(g) is a prime clan of g iff X is a clan of g and 
X does not overlap with any clan Y of g. 
The set of prime clans of g is denoted by 9%‘(g) and the set of nonempty prime clans 
is denoted by P&‘(g). 
The following subclasses of 2-structures are important in the theory of 2- 
structures. 
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Definition 0.8. Let g be a 2s. 
(1) g is primitive iff e(g) = Y%(g). 
(2) g is complete iff Ipart(g)l= 1 or Idom(g)I = 1. 
(3) g is linear iff either Idom(g)l = 1, or g is antisymmetric, 
part(g) = {P, rev(P)} and there exist a linear order x1, , . . , x,, n 3 1, of dam(g) such that, 
for all different i,j~(l, . . . , a>, (xi, Xj)EP iff kj. 
Remark 0.9. The only cases where primitivity, linearity, and completeness can mix for 
a 2s g is the case Idom(g)( < 2: 
(1) If Idom(g)I = 1, then g is linear, complete, and primitive. 
(2) If /dam(g) I= 2, then g is primitive. If g is symmetric and I dam(g) I= 2, then g is 
complete. If g is antisymmetric and \dom(g)) = 2, then g is linear. 
(3) If idom(g)l > 3, then linearity, completeness, and primitivity are mutually exclusive. 
The importance of the above classification stems from the fact that (as proved in 
[S]) each 2-structure can be constructed (in a well-defined sense) from linear, complete 
and primitive 2-structures only. 
Weakening the condition defining the primitivity of a 2s so that it concerns all prime 
clans rather than all clans leads to the notion of a special 2s. 
Definition 0.10. Let g be a 2s. g is special iff 9%‘(g)=F%‘(g). 
It turns out that special 2-structures are closely related to the above classification of 
2-structures. (See [4, Theorem 6.11.) 
Proposition 0.11. A 2s is special ifs it is either primitive or complete or linear. 
Let g1,g2 be 2-structures and let cp be a mapping from dom(gI) to dom(gz). The 
mapping cp is a morphism from g1 into g2 iff, for all g,-equivalent edges (x, y), (u, v), if 
cp(x)# V(Y) and cp(u)#cp(v), then (V(X), V(Y)) and Mu), V(V)) are g,-equivalent. The 
mapping cp is a uniform morphism iff cp is a morphism, and, for all g,-equivalent edges 
(x, Y), (u, v), 40(x) = V(Y) iff V(U) = CPM. Th e mapping cp is a symmetry-preserving mor- 
phism from g1 into g2 iff CJJ is a morphism and each asymmetric edge e =(x, y) of g1 is 
either transformed into an asymmetric edge of g2 or cp(x)=cp(y). The mapping cp is 
a bi,iective morphism iff cp is a morphism and cp is a bijection. Note that a bijective 
morphism is a uniform morphism. The mapping cp is an isomorphism iff cp is a bijective 
morphism and cp -i is a morphism. 
1. Regions and quotients 
In this section we introduce the notion of a region, which is an adaptation of the 
same notion in [4, Definition 2.1) in order to take into account the role of symmetric 
edges in a better way. We also introduce some properties which relate to the property 
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of being a region: the crossing property and consistency; these notions can be seen as 
a generalization of a region. Another generalization of a region is the following 
property for a subset of the domain of a 2s. Each clan of a 2+tructure, except its 
domain, is contained in the subset or is disjoint from it (this property is referred to as 
the clan separation property). The last property is used to see that regions (or for that 
matter sets which have the crossing property or sets which have the clan separation 
property) are unions of maximal prime clans (see Definition 1.6). We also study the 
behavior of regions, sets with the crossing property, consistent sets, sets with the clan 
separation property, clans, maximal clans (see Definition 1.6), and maximal prime 
clans with respect to quotient homomorphisms (see Definition 1.6) and morphisms. 
Moreover, for sets which have the crossing property, we obtain a criterion for 
regionality using quotient homomorphisms. We exhibit, furthermore, a characteriza- 
tion for nontrivial sets possessing the clan separation property. This characterization 
can be used to describe the subclass of 2-structures which have nontrivial sets 
satisfying the separation property (see Remark 1.22). 
Definition 1.1. Let g be a 2s, let Z c &m(g), and let e=(x, y)EZed(g). 
(1) e leaves Z iff XEZ and y$Z; e enters Z iff x$Z and yeZ; e crosses Z iff either 
e leaves Z or e enters Z. (When Z is the singleton (z} we say e leaves z iff e leaves Z; 
e enters z iff e enters Z; e is adjacent to z iff e crosses Z.) 
(2) The set Z is consistent w.r.t. g iff for each edge e which lies inside Z, if an edge d is 
g-equivalent to e, then d does not cross Z. 
(3) The set Z has the crossing property in g iff Z and dom(g)\Z are consistent 
w.r.t. g. 
(4) Z is a region iff, 
(a) Z has the crossing property, and 
(b) for each antisymmetric PEpart( either all edges in P leave Z, or all edges in 
P enter Z, or all edges in P do not cross Z. 
Remark 1.2. Let g be a 2s and let Z be a subset of dam(g). 
(1) If Z is a region, then Z has the crossing property. This statement is just part of 
the definition of regions. 
(2) If Z has the crossing property, then Z is consistent. This statement is also just 
part of the definition of crossing sets. 
(3) The converses of (1) and (2) do not hold in general. 
(4) The complements of regions are regions and the complements of sets which 
have the crossing property have the crossing property. 
(5) The set of regions of a 2s g is denoted by 9(g). Obviously, @ES%‘(g), and 
dom(g)EB?(g); these regions are called trivial regions. We use X99(g) to denote the set 
of nontrivial regions of g and g(g) to denote the set of nonempty regions of g. 
(6) Clearly, the sets 8 and dam(g) have the crossing property; these sets are said to 
have the crossing property trivially. The sets 0, dam(g), and the singletons of g are 
consistent; these consistent sets are called trivial consistent sets. 
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(7) A subset Z of &m(g) has the crossing property iff for all g-equivalent edges 
d and e, either both d and e cross Z or neither d nor e crosses Z. 
(8) The following two conditions are necessary and sufficient for Z to be a region in 
g: (i) for all g-equivalent edges d and e, if d crosses Z, then e cross Z, and (ii) for all 
g-equivalent asymmetric edges d and e, if d leaves Z, then e leaves Z. 
In the following, we show some examples of subsets of a domain of a 2s which are 
regions and some examples of subsets of a domain of a 2s which are not regions. 
Furthermore, we exhibit a 2-structure whose only regions are the trivial ones and we 
give an example of a 2s such that every subset of its domain is a region. Since similar 
examples for the crossing property and consistency are very easy to come by, we omit 
them here. 
Example 1.3. (1) Let g be the 25 as shown in Fig. 3. Then Z = {2,3}EB?(g), because all 
edges from the antisymmetric class labeled in the figure by D are entering, all edges 
from the antisymmetric class labeled in the figure by E are leaving, all edges from the 
symmetric class labeled in the figure by C are crossing, and no edge from the 
remaining classes cross Z. 
On the other hand, Z’= { 1,2,3) is not a region, because (4,2) is entering Z’, (1,3) 
does not cross Z’, while both (4,2) and (1,3) are in the same class. 
As a matter of fact, 9(g)= {S, {2,3}, {1,4], {1,2,3,4}}. 
(2) Let h be the 2s as shown in Fig. 4. Clearly, B(k) = j@, { 1,2,3,4}}. 
(3) Let k be any 2-structure such that each PEpart is a singleton. Then 
9(g) = Pm@‘. 
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Fig. 4. 
Definition 1.4. Let D be a finite set, X c D, and S E 2D. 
(1) X has the Y-separation property iff for each SEY, either S s X or S n X = 8. 
(2) X has the clan separation property iff X has the V(g)\{dom(g)}-separation 
property. 
In the following lemma we mention some immediate set-theoretic consequences of 
the above definition. 
Lemma 1.5. Let 9 E 2’for ajinite set D. Suppose X E D and X has the Y-separation 
property. 
(1) Zf X c UY, then X is the union of some elements in 9. 
(2) If 2 E 9, then X has the A?-separation property. 
Definition 1.6. Let g be a 2s. A proper clan of g is a clan of g which is not equal to 
dam(g). A maximal clan of g is a nonempty clan of g which is maximal (w.r.t. set 
inclusion) within the set of all proper clans of g. We denote the set of maximal clans of 
g by A%?(g). A maximal prime clan of g is a nonempty prime clan of g which is maximal 
(w.r.t. set inclusion) within the set of all proper prime clans of g. We denote the set of 
maximal prime clans of g by &Y(g). 
In the following example we show that in general, maximal clans are not necessarily 
maximal prime clans. 
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Example 1.7. (1) Let g be the following 2s as shown in Fig. 5. Then 
~(g)={0,{~),{2},{3~,{4},(2,3),{~,4),{~,2~3), {2,3,4),{1,2,3,4}) and y%(g)= 
(0$},{2}, {3>,{4>,(2,3},{1,2,3,4}}. Th e maximal clans of g are (1,2,3} and {2,3,4}. 
And the maximal prime clans of g are {l}, {4}, and (2,3}. 
Thus, in general, a maximal clan is not necessarily a maximal prime clan. 
(2) Let h be a complete 2-structure such that Idom(h)I 3 3. Then each subset M of 
dam(h) such that 1 Ml = 1 dom(h)I - 1 is a maximal clan of h which is not prime. 
Lemma 1.8. Let g be a 2s and let Y be a subset of dam(g). 
(1) If Y is consistent, then Y does not overlap with any clan of g. 
(2) If Y has the crossing property, then Y has the clan separation property (i.e. for 
each proper clan X of g, either X c Y or X z dam(g)\ Y). 
Proof. We first show that a subset Y of dam(g) which is consistent does not overlap 
with any clan X of g. Assume that Y overlaps with some clan C of g. Then there exist 
ye Y\C, de YnC, and CEC\Y. Since C&‘(g), we get that (y,d) and (y,c) are g- 
equivalent. However, this contradicts the consistency of Y, since (y, d) lies inside Y and 
(y, c) crosses Y, therefore, Y does not overlap with any clan of g. 
Suppose now that Y has the crossing property in g. Then both Y and dam(g)\ Y are 
consistent. Hence, both Y and dam(g)\ Y do not overlap with any clan. Therefore each 
proper clan X of g, either is contained in Y or is disjoint from Y. 0 
Lemma 1.9. Let g be a 2s such that Idom(g)j # 1. 
(1) Suppose g is such that a proper nonempty subset Z of dam(g) has the clan 
separation property. 
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(i) The maximal clans of g are pairwise disjoint. 
(ii) A maximal clan of g is necessarily a prime clan of g. 
(iii) Z is a (disjoint) union of some of the maximal clans of g. 
(2) For each @#Z c dam(g), Z has the clan separation property i;fs Z is a union of 
some maximal clans of g and the maximal clans of g are pairwise disjoint. 
Proof. Let Z be a nontrivial subset of dam(g) which has the clan separation property. 
(l)(i) Let M1 and Mz be a pair of maximal clans of g. By Lemma 1.8 we know that 
either Mi s Z or Mi n Z =& i = 1,2. If both M 1 and M2 are subsets of Z or both 
MI and M2 are subsets of dom(g)\Z and MI nM,#@, then by Proposition 0.6, 
MI u M2 is a clan, which would contradict the maximality of each of the Mt, since 
Mi c Ml u M2 c Z c dam(g) (or Mi c M~u M2 E dam(g) \Z c dam(g)). If one of the 
Mi is a subset of Z and the other of dom(g)\Z, then MI and Mz are trivially disjoint. 
(l)(ii) Let M be a maximal clan of g and let CE%?(g)\{dom(g)}. Let N be a maximal 
clan such that C E N. Then either N n M = 8 or M = N by case (l)(i), which proves that 
C does not overlap with M. In case C = dam(g), we get trivially that C does not overlap 
with M. Hence, M is a (maximal) prime clan. 
(l)(iii) This follows easily from Lemma 1.5 and (l)(i) by letting A? be equal to the 
set of maximal clans of g. 
(2) The only-if part of the statement follows from (1). For the if-then part of the 
statement, let 8 #Z c dam(g) be a (disjoint) union of some of the maximal clans of g. 
Let C be a proper clan of g. Clan C does not contain set Z strictly, since Z is the union 
of maximal clans. Set Z and clan C are nonoverlapping, otherwise the unique maximal 
clan M containing C would overlap with (or strictly contain) some maximal clan M’ 
contained in Z. This would contradict the fact that the maximal clans of g are pairwise 
disjoint. Hence, the if-then part of the statement is established. 0 
Theorem 1.10. Let g be a 2s and let Z be a subset of dam(g). 
(1) If Z&?(g) and Z is consistent, then Z is a prime clan. 
(2) If Z&(g)\{dom(g)} and Z has the clan separation property, then Z is a maximal 
clan of g which is a maximal prime clan. 
Proof. (1) By Lemma 1.8 (1) a consistent subset Z of dam(g) does not overlap with 
any clan of g. Hence, a subset Z of dam(g), which is a clan of g, is necessarily a prime 
clan of g. 
(2) follows immediately from Lemma 1.9 (l)(iii). 0 
Remark 1.11. (1) None of the following properties are preserved in general, when 
direct images are taken by morphisms (the same is true for bijective morphisms, 
uniform morphisms): the property of being a region, the crossing property, consist- 
ency, and the clan separation property. In all these cases, it is trivial to construct 
counterexamples by letting the target be a complete 2-structure. For example, to show 
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that the clan separation property is not preserved in general under bijective mor- 
phisms (and, therefore, the property is also not preserved in general by uniform 
morphisms, and surjective morphisms), we let the source 2s be a primitive 2s and we 
let the target 2s be a complete 2s such that the domain of the source 2s is equal to the 
domain of the target 2s (and the cardinality of the common domain is greater or equal 
to 3). Since, the target 2s is complete, the identity mapping on the domain gives rise to 
a morphism. Any subset in a primitive 2s has the clan separation property. In 
a complete 2s only the trivial subsets (8, &m(g)) have the clan separation property. 
Any proper subset of the source with at least one element will do for the counter 
example. 
(2) Clans are preserved when direct images are taken by surjective morphisms. 
(3) Clans are not preserved when inverse images are taken by morphisms in 
general. Let the source 2s be primitive and the target 2s complete such that their 
domains are equal and of cardinality bigger than 3. The identity mapping induces 
a morphism. By taking a subset of the domain consisting of exactly two elements, we 
obtain the desired counterexample. Clans are preserved under taking inverse images 
by quotient homomorphisms (see Definition 1.16 and Lemma 1.19). 
(4) The empty set and the domain of a 2s g have the clan separation property. These 
sets are called the trivial sets which have the clan separation property. 
In the following example, we show that in general, the clan separation property 
does not imply consistency (and, therefore, it does not imply the crossing property 
either) and we show that consistency does not imply the clan separation property. 
Example 1.12. (1) Let g be the 2s as shown in Fig. 6. The set {1,4}, as well as any 
subset of g, has the clan separation property, since g is primitive. On the other hand 
the set (1,4) is not consistent. This shows that the separation property does not imply 
consistency in general. 
(2) Let h be the 2s as shown in Fig. 7. The set {1,4} is consistent, but it does not 
have the clan separation property, for the proper clan (1,2,4} is not contained in it. 
It turns out that regions are preserved under inverse images by uniform symmetry- 
preserving morphisms. Consistency and the crossing property are preserved 
when inverse images are taken by (not necessarily symmetry-preserving) uniform 
morphisms. 
Lemma 1.13. Let g1,g2 be 2-structures. Let cp:gl +g2 be a uniform morphism. 
(1) Zf Z’ c dom(g,) is consistent, then q- ’ (Z’) is consistent. 
(2) If Z’ ~dom(g~) has the crossing property, then cp-‘(Z’) has the crossing 
property. 
Proof. (1) Let Z’ G dom(gz) be consistent. We will show that cp-l(Z) is consistent. 
Assume to this end that e = (x, y) is an edge of g 1 which lies inside q - 1 (Z’) and d = (u, v) 
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is an edge of g1 which is g,-equivalent to e. We will show that d does not cross 
cp-l(Z). For, suppose d crosses cp-l(Z’), then we get that cp(u)#cp(u). Then, since cp is 
uniform and cp(u) #cp(v), we also have q(x)#cp(y). Hence, (q(x), q(y)) is inside 2 
and (cp(u),cp(v)) crosses Z’. Since cp is a morphism, (q(x), q(y)) and (cp(u),cp(u)) are 
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g,-equivalent. Hence, 2’ is not consistent. However, this is a contradiction. Therefore 
d does not cross rp-i(Z) and hence, cp-i(Z’) is consistent. 
(2) Let Z’ G dom(g2) have the crossing property. By (1) cp- ‘(Z’) and 
CP-‘(dom(g,)\Z’) are consistent. Since ~-l(dom(g,)\Z’)=dom(gl)\cp-‘(Z’), we see 
that cp-‘Z’ and dom(gl)\yY’(Z’) are consistent. Hence, cp-‘(Z’) has the crossing 
property. 0 
Lemma 1.14. Let gl, g2 be 2-structures. Let cp:gl +g2 be a uniform symmetry-preserv- 
ing morphism. Then, (~-~(&?(g~)) G 9(gl). 
Proof. Let Z’EW(g,). We will prove that c~-~(Z’)~9?(gi) by verifying that it satisfies 
Definition 1.1. By Lemma 1.13, cp-‘(Z’) has the crossing property. It remains to be 
shown that if e = (x, y) is an asymmetric edge of g1 and d = (u, u) is g,-equivalent edge, 
then e and d cross cp- ’ (Z') in the same way. If e leaves cp - ’ (Z’), then by Lemma 1.13 
we know that d crosses rp- ‘(Z’). If d enters cp- ’ (Z’), then (q(u), q(v)) enters Z’, but this 
contradicts the fact that Z’ is a region, since (q(x), q(y)) leaves Z’, and (q(x), q(y)) and 
(q(u), q(v)) are asymmetric (cp is symmetry-preserving) and g,-equivalent. Reversibil- 
ity implies now that, if e enters rp- ’ (Z’), then d enters cp- ’ (Z’). Hence, cp- ’ (2’) is 
a region. q 
In the next example we exhibit a uniform morphism which is not symmetry- 
preserving. Moreover, we also show in the same example that the inverse image of 
a region is not a region in general, even if the morphism is uniform. 
Example 1.15. Let gl and gz be the 2s’~ as shown in Fig. 8 and let cp be defined by 
cp(u) = U, for each uEdom(g, ). Since the image of the asymmetric edge (1,2) in gl is the 
symmetric edge (1,2) in g2, the morphism cp is not symmetry-preserving. Moreover, 
the set (2) is a region in g2 and the set ~p-~((2})={2} is not a region in gl. 
One can form quotients of a 2s using partitions of its domain into clans. Quotients 
of 2-structures play an important role in the decomposition theory of 2-structures (see, 
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e.g. [2,3]). For a clan X we define, furthermore, the X-quotient of a 2s. These special 
quotients will be needed in Section 2. Equally important are the quotient homomor- 
phisms of a 2s associated to partitions of its domain into clans. 
Definition 1.16. Let g be a 2s and let A! be a partition of dam(g) such that A E g(g). 
(1) The A-quotient of g, denoted by g/A, is the 2s h such that &m(h) = A.@’ and, for 
all (X, Y),(U,V)~2ed(h), (X, Y)rel (h) (U, V) iff there exist XEX, ye Y, UE U, and VE V 
such that (x, y) rel(g) (u, v). 
(2) Let XE@(g). The X-quotient of g, denoted by g/X, is the quotient g/Ax, where 
~x={X}u{iy}ly~dom(g)\X}. 
(3) The A-quotient homomorphism of g (or the natural homomorphism from g onto 
g/A! or the canonical homomorphism from g onto g/A), denoted by (Pi,_&, is the 
morphism from the 2s g onto the 2s g/A, defined by (ps,~(x) = X, where xedom(g) and 
X is the unique element of A containing x. 
Remark 1.17. (1) The relation rel(h) in the above definition is well-defined, i.e. (i) it 
does not depend on the choice of representatives (see [4, Lemma 4.11(2)]) and (ii), 
rel(h) is an equivalence relation on Zed(h). Hence, h is a 2s. 
(2) The A-quotient homomorphism of g for some partition A of dam(g) into clans 
is the prototype of a surjective algebraic morphism of 2-structures (for the definition of 
algebraic morphism see Cl]). Hence, it is also a morphism of 2-structures (a fact which 
is also easy to verify directly). 
Example 1.18. Let g be the 2s as shown in Fig. 9. Let AZ’ = { { 1,4}, (2,3}}; this is 
a partition of dam(g) into clans. Then g/A is the 2s as shown in Fig. 10. 
Clans are very well behaved w.r.t. quotient homomorphisms; direct images of clans 
are clans and inverse images of clans are clans. 
Lemma 1.19. Let g be a 2s and let A? be a partition of dam(g) into clans of g. 
(1) If CEVg), then cp,,&C)EWglJO 
(2) If C’WglA), then rp,_>(C’)Wg). 
(3) If CEgWg), then cp,,.~(C)@WglJO. 
(4) If CEkp(g) and dom(g then vy,.AC)~~~(gIJO 
(5) Zf C is a maximal clan of g, then either qy,A(C)=dom(g/A) or (P~,~(C) is 
a maximal clan of g/A. 
Proof. (1) Let C be a nonempty (otherwise we are done) clan in g. Let z’, c; , and c; be 
such that z’Edom(g/A)\qs,A(C) and c;,c;E(P~,~(C). We wish to show that (z’,c;) 
rel(g/k) (z’,c;). Since q~~,.~~ is surjective we can find a zsdom(g)\C such that 
(P~,.~(z)=z’. By the definition of the set cp,,JC) we can find cl,c2~C such that 
~p,..~(c,)=c’, and cps,_~(cz)=c;. Since C is a clan we also have (z,c,) rel(g) (z,cZ) and 
by the fact that (prr,,& is a morphism we get (z’, c;) rel(g/A) (z’, c;). Hence, (ps,_d(C) is 
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a clan in g/A!. Note that we only used the fact that (P~,.~ is a morphism (not 
necessarily a quotient homomorphism). 
(2) Let C’&?(g/A) such that C’ is nontrivial. Consider cp;L(C’). We wish to prove 
that qO,_i(C’) is a clan in g. Let z&om(g)\qy;JC’) and ci, cz~cp,.i(C’). Obviously, 
(pg,~(z)$C’. Hence, by the fact that C’ is a clan, we get that (~p,,~(z), (~~,~(ci)) and 
(cp,,~(z), (py,~(c2)) are g/&‘-equivalent. It follows now by the definition of quotient 
that (z, ci) and (z, c2) are g-equivalent and hence, cp;$JC’) is a clan. 
(3) Let CE9%?(g). By (l), qps,&(C) is clan of g/A?. Thus it remains to show that 
(py,~(C) is a prime clan of g/A. In order to do this we consider two cases. 
Case I: There exists a clan XEA&’ such that C G X. In this case (py,&(C) is 
a singleton and hence, trivially a prime clan of g/A. 
Case II: C is the union of elements of A (or equivalently cp;,t# cp+~(C) = C). We 
will show that, if (ps+# (C) is not a prime clan, then (pY,$ (P~,.~(C)= C is also not a prime 
clan. So let Y be clan in g/A which overlaps ~p,,~(c). Since ‘pg;L (pg,_&C)=C, 
V,:(Y) and C are overlapping sets. By (2), q;;(Y) is a clan, therefore, C is not > 
a prime clan. 
(4) In order to prove that maximal prime clans are preserved when direct images 
are taken by quotient homomorphisms, we first state under what conditions a clan C 
of g/A is a prime clan of g/J!. 
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Let C’&?(g/.N). Then, C’ is a prime clan in g/A iff for each clan X in g either (X 
and cp;>(C’) are overlapping, and for each clan YE& with Yc cp;$(C’), either the 
clans Y and X are overlapping or Y c X) or (X and (p,;(C) do not overlap). 
Assume that C is a maximal prime clan in g and assume that (P~,,~(C) is a prime, but 
not a maximal prime clan in g/Jz’ (by (3) c~~,~(C) is necessarily a prime clan of g/A). 
Then, we can find a prime clan P’ in g/A such that (ps,&(C) c P’ c dom(g/&). By 
taking inverse images we get: cp;$ 
clan, C=@’ 
q,&(C) c q;Jti(P’) c &m(g). Since C is a prime 
y,A cps,&(C). According to case II, cp,$,(P’) is a clan of g. If cp;>(P’) is not 
a prime clan in g, then there exist a clan X of g and a clan YE& such that X overlaps 
with cp,&(P’) and Y c C with YnX=@ since C is a prime clan in g. By using the 
characterization of the previous paragraph we see that the assumption cp;J,(P’) is not 
a prime clan of g implies P’ is not a prime clan of g/d. However, this is a contradic- 
tion. Hence, cp,&(P’) IS a p . rime clan of g. The latter contradicts the maximality of the 
prime clan C. Hence, q,+@(C) is a maximal prime clan in g/d. 
A slight variation of the above proof for (4) is as follows. Let C be a maximal prime 
clan in g. Suppose that (ps,~(C) is a prime clan of g/M which is not maximal. This 
assumption implies that there exists a prime P’ in g/d such that cp,&C) c 
P’ c dom(g/A). We, then, obviously also have ‘pii (pgJC) c cp;i(P’) c dam(g). In 
view of C being prime, we can write C c cp;&(P’) c dam(g). In general, cp;JH(P’) is not 
a prime clan of g even if P’ is a prime clan of g/d. In the case at hand, cp;$(P’) is 
a prime clan because it strictly contains a prime clan. (Any clan X of g overlapping 
with cp,$(P’) will avoid all elements of & which are contained in C. Hence, cp,+&X) 
and ~p~,~ cp;L(P’)=P’ a re overlapping clans. However then P’ is not prime. This is 
a contradiction. Hence, cp;&(P’) is prime.) The claim that cp;L(P’) is a prime clan 
contradicts the fact that C is a maximal prime clan. Hence, ‘P,~(C) is a maximal 
prime clan in g/J?+. 
(5) In case ‘ps, A(C) = dom(g/JZ), we are done. So suppose that (pII,JC) c dom(g/.M) 
and qg,~(C) is not a maximal clan in g/M. Then we can find a clan C’ in g/A such 
that (ps,&(C) c C’ c dom(g/&). By taking the inverse images we get the relation: 
C E q9,JM (pII,d(C) c cp,&(C’) c dam(g). However, this is a contradiction, since 
cp,$(C’) is a clan in g by (l), and C is a maximal clan in g. Hence, in this case cp,+&C) 
is a maximal clan of g/&Z. 0 
In the following example we show that in general, prime clans are not preserved by 
taking inverse images by quotient homomorphisms. 
Example 1.20. Let g be a 2s with a partition J& of dam(g) into clans such that some of 
the clans in &’ are not prime clans. Let CEJ&’ be such a nonprime clan. Choose some 
element x in C and consider ‘pi_> (ps,&({x}). Clearly, ‘p; ‘# Q~((x})= C and 
cpg,_~({x}) is the singleton {C} in g]JZ (which is a prime clan).* 
In the next theorem we give equivalent formulations of the fact that the maximal 
clans in a 2s are mutually disjoint. 
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Theorem 1.21. Let g be a 2s such that 1 dom(g)I > 1. Then the following statements are 
equivalent. 
(1) The maximal clans of g are mutually disjoint. 
(2) A%(g) = JffP(g). 
(3) The 2s g/AY(g) is primitive. 
(4) For each partition A? of dam(g) into clans, the 2s (g/A!‘)/.AP(g/A!) is primitive. 
Proof. (1) implies (2) is trivial. 
(2) implies (3): Let &%?(g)=&P(g) and suppose that g/,,&‘P(g) is not primitive. 
Then we can find a nontrivial clan C’ in g/&P(g). The set ~y;.$ac9,(C’) is a clan of g by 
Lemma 1.19. Moreover, it is not equal to dam(g) and it contains the union of at least 
two maximal prime clans of g. Since =&%Y(g)=_&P(g), we see that ‘ps$Ppcs,(C’) 
contains the union of at least two maximal clans of g. However, this contradicts the 
maximality of the maximal clans contained in ‘pd l~Pcy,(C’). Hence, g/&Y(g) is $11 
a primitive 2s. 
(3) implies (4): Let g/&P(g) be a primitive 2s. Then any maximal clan C of g is 
necessarily prime clan of g. Otherwise C would contain the union of at least two 
maximal prime clans and dom(g)\C would contain at least one maximal prime clan, 
since prime clans are not overlapping any clan and the maximal prime clans of g form 
a partition of dam(g). This means that by Lemma 1.19 g/&Y(g) has a nontrivial clan, 
which is a contradiction. Hence, &%‘(g)=&‘P(g). Now let J%! be some partition of 
dam(g) into clans. Then trivially J? is a refinement of d%‘(g) and thus also of AS(g). 
Therefore, (g/&‘)/AP(g/&) is isomorphic to g/&P(g). Hence, (g/J!)/&‘P(g/&) is 
primitive. 
(4) implies (1): Let (g/&)/,,&‘P(g/&‘) be primitive for each partition J? of 
dam(g) into clans. This implies that (g/F))/&P(g/F) is primitive, where F= 
{{x} Ixedom(g)}. Clearly, the 2s (g/F)/&‘Y(g/F) is isomorphic to g/,,&‘Y(g). Hence, 
g/&%‘P(g) is primitive. Now we can show as we have done for implication (3) implies 
(4), that any maximal clan is necessarily prime and thus, that the maximal clans are 
mutually disjoint. 0 
Remark 1.22. In view of Lemma 1.9(2) and the previous theorem, a proper nonempty 
subset 2 of dam(g), where g is a 2s has the clan separation property iff g/MY(g) is 
primitive and 2 is a union of some of the maximal prime clans of g. Using this we get 
the following characterization of those 2-structures which have nontrivial sets pos- 
sessing the clan separation property: a 2s g has nontrivial sets having the clan 
separation property iff g/&.!?(g) is primitive. (Notice that if g/_&P(g) can be formed, 
then dP(g)#@, and hence, Idom(g)) 22.) 
We now want to investigate under what circumstances the clan separation property 
is preserved when the inverse image is taken by quotient homomorphisms. A sufficient 
property is that the partition of the domain of the 2s into clans is a refinement of the 
partition of the domain into maximal prime clans as is stated in the next lemma. 
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Lemma 1.23. Let g be a 2s and let .A# be a partition of dam(g) into clans of g (such that 
dom(g)$A) and .A%’ is a refinement of Ag(g). 
(1) The 2s g/&Y(g) is isomorphic to the 2s (g/A)/A!9(g/A). 
(2) Let 2’ be a subset of dom(g/& If Z’ has the clan separation property in g/A, 
then cp,l,(Z’) has the clan separation property in g. 
Proof. (1) This is trivial. 
(2) Let Z’ be a subset of dom(g/A) which has the clan separation property in g/A?. 
In case Z’ is the empty set or dam(g), we are done. So let Z’ be a nonempty, proper 
subset of dom(g/A). We first show that ‘P,.~ -i (Z) is a union of maximal prime clans in 
g. The set Z’ is a union of some of the maximal prime clans of g/A by Lemma 1.9. 
Since AY(g/A)= { (P~,,,~(P)IPEJHY(~)) by Lemma 1.19, and since A! is a refinement 
of AY(g), we get that cp$(Z’) is a union of maximal prime clans of g. Next, we want 
to show that a prime maximal clan in g is a maximal clan or equivalently that the 2s 
g/&Y(g) primitive. By Lemma 1.9(2) and Theorem 1.21, (g/A)/AY(g/A) is primi- 
tive. By (1) we get that g/A? is primitive. Hence, cp,,>(Z’) has the clan separation 
property in g by Theorem 1.21 and Lemma 1.9(2). 0 
In the following theorem we describe a condition on a quotient 2s g/A’, where A is 
a partition of dam(g) into clans, which ensures that A is a refinement of &g(g). In 
view of the previous lemma, this condition also guarantees that the clan separation 
property of subsets in the quotient is preserved when the inverse image is taken by 
(P~,,~. Moreover, this condition is also sufficient for the maximality of a clan of g/A! to 
be preserved when the inverse image is taken by the quotient homomorphism vs..,@. 
Theorem 1.24. Let g be a 2s and let A be a partition of dam(g) into clans of g. Suppose 
(g/A!)/J9(g/J) is a primitive 2s whose domain consists of at least three nodes. 
(1) The partition A is a refinement of &9”(g) and g/AS(g) is primitive. 
(2) Suppose that M’ is a maximal clan of g/A?. Then cp,“>(M’) is a maximal clan of g. 
Proof. (1) Let A be such that (g/A)/A’g(g/A) is primitive on at least three nodes. 
We want to show that A’ is refinement of A’??(g). 
Suppose to the contrary that -4’ is not a refinement of A.Y(g). Since prime clans do 
not overlap with any of the clans of g, there exists a clan C in A!’ such that two different 
maximal prime clans are contained in C. This means that there exists a maximal clan 
MI in g which is not equal to any of the maximal prime clans of g. Since M, is not 
prime, there exists another maximal clan Mz which overlaps with M 1. Moreover, by 
Proposition 0.6, MI u M2 is necessarily equal to dam(g), since Mi are maximal, 
overlapping clans. 
In view of the fact that A is not a refinement of &Y(g), exactly one of the following 
cases arises: 
Case I: Each CEA is a union of more than one maximal prime clan of g. 
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Case 11: There exists a clan IZ~EJZ’ such that C, C_ P, for some maximal prime clan 
of g and there exists a clan C2eJ2 such that Cz is a union of at least two maximal 
prime clans of g, 
We now proceed to show that each of the above mentioned cases gives rise to 
a contradiction. In case I we get that the maximal prime clans of g/M are the 
singletons (and therefore any prime clan of g/A is trivial), since, for each maximal 
prime clan P of g, qD,,,(P)= q,,.&(C), for some CE& containing P, and maximal 
prime clans are preserved under taking direct images by quotient homomorphisms 
according to Lemma 1.19. Hence, g/A is isomorphic to (g/A’)/AY(g/M). By as- 
sumption, (g/Jz’)/AY(g/_&) is primitive on at least three nodes. Therefore, g/A is also 
primitive on at least three nodes. Hence, there exist three different elements E,, E,, E, 
in A such that one of the maximal clans M1 or Mz meets E, and E2 while the set 
difference of the other and the first meets E,. We can assume, without loss of 
generality, that M1 meets El and EZ, and E3 meets M2\M1. Now consider the set S of 
elements of ~42 which meet Ml, excluding Es. The image of US in g/A is a nontrivial 
clan of g/d, whether E, meets Ml or not. (In fact, by Proposition 0.6, M1\E, is 
a clan, since E,\M, #0. By applying Proposition 0.6 again, we see that US is a clan, 
Finally, according to Lemma 1.19, cp,,.,&JS) is a clan.) However, this is a contradic- 
tion, since g/A is primitive. Hence, case I does not occur. In case II, we introduce 
a new partition A’ of &m(g) as follows. Let A1 =(CE&~ there exists a PEAfY(g) 
such that P c C} and let A, = {PEA’.Y(g) 1 there exists a CEA such that C E P}. 
Then let A’ = ~4’~ u&Y,. Clearly, g/A? is isomorphic to (g/A!)/Ap(g/A), so it is 
primitive and its domain contains at least three nodes. Now we can reason as in case I. 
We can find three different clans E 1, Ez, and E3 in A?’ such that E 1, E2 meet, say M 1, 
and E3 meets, say M,\M,. Let S= {EEA? E meets M1}\(E3}. The image of US in 
g/A!’ is a nontrivial clan. However, this is a contradiction, since g/A’ is primitive. 
Hence, case II does not arise. 
We have, thus, shown that A!’ must be a refinement of _.&‘p(g). From this we get 
that g/&p(g) is isomorphic to (g/A)/A’Y(g/A) and hence, g/A.Y(g) is also 
primitive. 
(2) Let M’ be a maximal clan of g/A!. Then by the definition of (p;_;(M), qp,~‘,(M’) 
is a union of some elements in A. Suppose ‘pi.> (M’) is not a maximal clan in g. Then 
there exists a maximal clan P in g such that ‘p,_& - ’ (M’) c P. Since g/&Y(g) is primitive 
by (l), P is a maximal prime clan of g. Since A is a refinement of A.Y(g) by (I), we can 
find C1 and Cz in A! such that C1 E P\(p;_i(M’) and C2 sdom(g)\P. Hence, 
M’ c qg,.&(P) c dom(g/A) contradicting the maximality of M’. Hence, q,,i(M’) is 
a maximal (or a maximal prime) clan of g. 0 
We state the following lemma for reference purposes. 
Lemma 1.25. Let g be a 2s and let A be a partition of dam(g) into clans ofg. 
(1) For all x, y~dom(g) such that (py,& (x)#(~~._Ay), (x, Y) is asymmetric (in 9) ifs 
(cps..&), v~,.x(Y)) is asymmetric (in g/JO. 
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(2) For all x,y~dom(g) such that ~e,~(x)#cp,~(y), (x,y) is symmetric (in 9) ifs 
((Pi,_&), CP,,.N(Y)) is symmetric (in g/JO 
(3) quotient homomorphisms are symmetry-preserving morphisms. 
(4) Let X G dam(g) such that X is the union of elements in A. Then for each edge 
e=(x, y), e leaves (respectively enters) X ifs ((py,,~(x), cpe,.~(y)) leaves (respectively 
enters) ‘me, AX). 
In the following theorem we state that consistent sets, sets possessing the crossing 
property, regions, and sets having the clan separation property are preserved under 
taking direct images by quotient homomorphisms. 
Theorem 1.26. Let g be a 2.5 Z c dam(g), A’ a partition of adorn(g) into clans of g, and 
(py,,x the &‘-quotient homomorphism. 
(1) If Z is consistent in g, then qe,.e(Z) is consistent in g/&k’. 
(2) If Z has the crossing property in g, then ~p~,~e(Z) has the crossing property in g/A?. 
(3) If ZWd, then cps..&7Wd4 
(4) Zf Z has the clan separation property in g, then cp,,JZ) has the clan separation 
property in g/d&f. 
Proof. Let A! be a partition of dam(g) into clans of g. 
(1) Let Z c dam(g) be consistent. 
In view of Lemma 1.8 (1) we only have to consider the following two cases in order 
to prove that cps,.&(Z) is consistent in g/A. 
Case I: Z is contained in one of the elements of A”. In this case (py+il(Z) is 
a singleton and hence, trivially a consistent set in g/A’. 
Case II: Z is the union of elements of A. In this case we assume that cp,&Z) is not 
consistent in g/A and derive a contradiction. We assume, therefore, that there exist 
g/A-equivalent edges d’ and e’ such that d’ is inside cpw,,g(Z) and e’ crosses ~p~,~((z). 
By Lemma 1.25 (4) we can find g-equivalent edges d and e such that d is inside Z and 
e crosses Z. This is a contradiction. Hence, P~,.~(Z) is consistent. 
(2) Let Z G dam(g) and assume that Z has the crossing property. Since, by Lemma 
1.8(2) Z as well as dom(g)\Z have the A-separation property we have that 
q(dom(g)\Z)=dom(g/A)\cp(Z). Moreover, by (1) we get that q(Z) and q(dom(g)\Z) 
are consistent. Hence, q(Z) and its complement in dom(g/A) are consistent. In other 
words, q(Z) has the crossing property in g/A. 
(3) Let ZEg(g). By (2) we know that cp,,_&(Z) has the crossing property, since 
Z possesses the crossing property. It remains to show that if an asymmetric edge 
d leaves ~p,_~~(z), then any edge e, g/&‘-equivalent to d leaves (py,.~(Z). Let, therefore, 
d be an asymmetric edge in g/A which leaves cp,,.~(Z) and let e be an edge in g/A 
which is g/A-equivalent to d. Clearly, e also leaves cp,,,~(Z), otherwise we could find 
by Lemma 1.25(4) d’, e’EE,(dom(g)) such that d’ leaves Z and e’ does not leave Z. This 
again contradicts the fact that Z is a region. Hence, e leaves v~,A(Z). 
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(4) Let Z satisfy the clan separation property in g and suppose that Z #&m(g) and 
Z #@ (the cases Z=dom(g) or Z =8 are trivial). By Theorem 1.21 and Lemma 1.9(2), 
Z is the union of some of the maximal prime clans of g and g/AP(g) is primitive. 
Hence, _&’ is a refinement of Jz’P(g) and (g/&)/&S(g/.N) is isomorphic to g/&P(g). 
Thus (g/&)/&‘P(g/A) is primitive. By Lemma 1.19 the direct image by ~p~,~ of 
a maximal prime clan is a maximal prime clan in g/d. Applying Theorem 1.21 and 
Lemma 1.9(2) again we see that cp,_&Z) has the clan separation property in g/A. 0 
In general regions, sets with the crossing property, and consistent sets are not 
preserved when inverse images are taken by quotient homomorphisms, even if the 
conditions of Theorem 1.21 are satisfied, as is shown in the following examples. 
Example 1.27. Let g be a complete 2s. Then g has nontrivial regions iff Idom(g)j = 2. 
For the counterexample we let g be a complete 2s on three nodes and we let X be any 
subset of &m(g) containing two nodes. Moreover we let JZ%‘= {X,dom(g)\X}). One 
of the two nontrivial regions in the 2s g/&Y is {X). X is a clan in g, X is not consistent 
in g, {X} is a region in g/M, and X is the inverse image by the quotient homomor- 
phism of {X}. Hence, the property of being a region, the crossing property, and 
consistency are not preserved in general under taking inverse images by quotient 
homomorphisms. 
Example 1.28. Let g be the 2s as shown in Fig. 11. 
Consider the clan X= (3,4} and the partition &‘P(g)= { {3,4}, {l}, (2)). Then 
g/&P(g) is as shown in Fig. 12. 
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Clearly, X is not consistent in g, (X} is a region in g/A, and X is the inverse image of 
{X} by the quotient homomorphism. Hence, we have shown again that in general 
consistency, the crossing property, and the property of being a region are not 
preserved under taking inverse images by quotient homomorphisms. Notice that the 
conditions of Theorem 1.24 are satisfied: (g/&S(g))/.&g(g/_&‘p(g)) is isomorphic to 
g/&g(g) and hence it is also primitive and its domain contains three nodes. Thus 
consistency, the crossing property, and regionality are properties which differ in an 
essential way from the clan separation property. 
Remark 1.29. (1) If a 2s g is primitive (complete, or linear), then, for each partition 
J%’ of dam(g) into clans of g, the 2s g/A is primitive (complete, or linear, respectively). 
(2) In general only completeness is preserved by surjective morphisms. Primitivity 
and the property of being special are not preserved by surjective morphisms in 
general: Let h be a 2s which is not special and let g be a 2s such that 1 P I= 1, for each 
PEpart and Idom(h)l= Idom(g)(. Th en any bijection from dam(g) to dam(h) induces 
a (surjective) morphism from g to h. (A different way to show that primitivity is not 
preserved is by mapping any primitive 2s by a morphism onto a complete 2s.) Also 
linearity is not preserved by (surjective) morphisms: Let g be a linear 2s. Let h be 
a complete 2s such that Idom(h)I = ldom(g)l. Then any bijection from dam(g) onto 
dam(h) induces a (surjective) morphism. 
In the following lemma we show that if a 2s g is either linear or complete (and 
nonprimitive) then g does not have nontrivial sets which have the clan separation 
property [nontrivial sets having the crossing property, nontrivial regions, and non- 
trivial consistent sets (in this case we allow also linear or complete 2-structures which 
are primitive)]. This implies that none of g’s quotients (which are nonprimitive) have 
nontrivial sets with the clan separation property (nontrivial sets which have the clan 
separation property, nontrivial sets which have the crossing property, and nontrivial 
regions), since by Remark 1.29 a quotient of a linear (complete) 2s is linear (complete). 
This lemma is basic and only Remark 1.2 (1) is used in the proof (and Lemma 1.8 for 
the consistency case). 
Lemma 1.30. Let g be a 2s. If g is either linear or complete and Idom(g)I > 3, then 
g does not have: nontrivial regions, nontrivial crossing sets, nontrivial sets which have the 
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clan separation property, and nontrivial consistent sets (in this case we do not need to 
restrict the size of the domain). 
Proof. Let g be a linear or complete 2s such that I dam(g) 13 3. We will first show that if 
Z c dam(g) and Z # 8, then Z does not have the clan separation property. We consider 
two cases. 
Case I: Z has more than one element. 
Case II: Z is a singleton. Since in linear 2-structures a subset of the domain is a clan 
iff it is a segment and in complete 2-structures any subset of the domain is a clan, we 
can easily construct in case I a proper clan which overlaps with Z and in case II 
a proper clan which strictly contains Z. Hence, Z does not have the clan separation 
property. This also implies that a linear or complete nonprimitive 2s does not have 
nontrivial regions or nontrivial sets having the crossing property (see Remark 1.2 (1)). 
Let g be a linear or complete 2s. We will now show that if Z c dam(g) and Z # 8, and 
Z is not a singleton, then Z is not a consistent set. Let Z be a proper subset which 
contains at least two elements. It is impossible to construct a proper clan which 
overlaps with Z. Hence, according to Lemma 1.8(l), Z is not consistent. 0 
Remark 1.31. In case we are dealing with the clan separation property the previous 
lemma follows immediately from the equivalence stated in Remark 1.22 and the fact 
that for a linear (or complete) 2-structure h, h and h/A’P(h) are isomorphic. Since the 
crossing property and regionality imply the clan separation property we are also done 
for those two cases. 
The previous lemma and Remark 1.29 give rise to the following basic statement. If 
a quotient of a 2s g, which has more than two nodes, has nontrivial sets having the 
clan separation property (nontrivial sets having the crossing property, nontrivial 
regions, or nontrivial consistent sets), then that quotient of g and g are neither linear 
nor complete. (In case a quotient of a 2s g has no nontrivial consistent sets, we do not 
need to require that that quotient has more than two nodes to conclude that g and 
that quotient are neither linear nor complete.) 
The next lemma shows that nontrivial regions (nontrivial sets having the crossing 
property, nontrivial sets having the clan separation property) in a 2s g are mapped 
onto nontrivial regions (nontrivial sets having the crossing property, nontrivial sets 
having the clan separation property) of any of g’s nontrivial quotients. 
Lemma 1.32. Let g be a 2s. If g has nontrivial regions (nontrivial sets having the crossing 
property, nontrivial sets having the clan separation property), then, for each partition 
~2’ of dam(g) into clans of g such that dom(g)#M, g/A has nontrivial regions (nontrivial 
crossing sets, nontrivial sets which have the clan separation property). 
Proof. Let Z be a nontrivial set which has the clan separation property in g. Since Z is 
the union of some, but not all elements of A (see Lemma 1.5) rp,~M(Z)#dom(g/A!). 
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By Theorem 1.26 cps,&(Z) has the clan separation property in g/d. Hence, we have 
established (1) in case g has nontrivial sets which have the clan separation property. 
The other cases are established similarly. 0 
We now characterize the situation in which the clan separation property is pre- 
served under taking the inverse image by quotient homomorphisms. 
Theorem 1.33. Let g be a 2s such that Idom(g)I > 1. Then the following four statements 
are equivalent. 
(1) There exists a partition A? of dam(g) into clans such that g/.A has nontrivial sets 
which have the clan separation and (pi.2 preserves clan separation. 
(2) For each partition A! # {dam(g)} of dam(g) into clans, g/A? has nontrivial sets 
having the clan separation property and cpi_+, preserves clan separation. 
(3) The 2s g/AY(g) is primitive. 
(4) The 2s g has nontrivial sets which have the clan separation property. 
Proof. The equivalence of (3) and (4) follows immediately from Theorem 1.21 and 
Lemma 1.9(2) as stated in Remark 1.22. The equivalence of (1) and (3) is also 
immediate, it follows from the equivalence of (3) and (4). The equivalence follows 
immediately from the equivalence of (3) and (4) and Lemma 1.32. 0 
Remark 1.34. According to Lemma 1.23 the clan separation property in g/A is 
preserved in general under taking inverse images by quotient homomorphisms as 
soon as & is a refinement of &P(g). The fact that the partition & is a refinement of 
&P(g) is implied trivially by the condition that g/&P(g) is primitive and according 
to Theorem 1.24 also by the condition that (g/_&‘)/&‘Y(g/&) is a primitive 2s on at 
least three nodes (note that this condition can be used without knowing the source 2s 
g). From the above discussion we see that the clan separation property is almost 
always preserved under taking inverse images by quotient homomorphisms. For 
the 2s (g/&Y)/&P(g/JZ) is either complete, linear or primitive and in case 
(g/A)/&Y(g/J) is linear or complete (and nonprimitive) the 2s g/&Y does not have 
nontrivial sets possessing the clan separation property (see Lemma 1.30) and therefore 
in this case the clan separation property is preserved “vacuously” when inverse images 
are taken by quotient homomorphisms, and in case (g/JQ/&‘P(g/Jz’) is primitive on 
at least three nodes we know that the clan separation property is preserved when the 
inverse image is taken by (Pi,.&, and in case (g/&)/&Yg(g/_&Y) has fewer than three 
nodes we are undecided as is shown in the following paragraph (unless we know what 
h = g/&P(g) looks like (note that for this we are using information about g): If h is 
linear (and nonprimitive), then ‘P,~ -’ does not preserve the clan separation property, 
unless g/&Y does not have nontrivial sets with the clan separation property; similarly, 
if h is complete [and nonlinear], then ‘P,~ -i does not preserve clan separation unless 
g/d has no nontrivial sets with the clan separation property; if h is primitive, then 
50 g;_i preserves clan separation). 
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Let g be the 2s as defined in Example 1.7 and consider the partition 
A= { {1,4}, (21, (3) >. The 2s g/Ap(g) is a complete 2s on three nodes, the 2s 
(g/_&‘)/&P(g/_&‘) is a primitive 2s on two nodes. The set Z’= { {2},{3}} has the clan 
separation property in g/A, but cpg,k (Z’) = {2,3} does not have the clan separation 
property in g. 
The next theorem provides a characterization of regions for sets having the crossing 
property: 
Theorem 1.35. Let g be a 2s and let Z E dam(g). Z is a region in g ifs (1) there exists 
a partition ~2 # {dam(g)} of dam(g) into clans such that cpg,.~(Z) is a region in the 2s 
g/d, and 
(2) Z has the crossing property in g. 
Proof. The only-if part of the statement of the theorem follows easily by considering 
the partition of dam(g) into trivial clans (i.e. J&‘= ((~1 IxEdom(g)}). 
For the if-then part of the statement of the theorem we proceed as follows. Let 
Z s dam(g) satisfy conditions (1) and (2) of the theorem and let J& be a partition of 
dam(g) into clans such that the image of Z under the quotient homomorphism (P~,_~ is
a region in g/A. 
In order to prove that Z is a region in g we will show that Z satisfies conditions (8)(i) 
and (8)(ii) of Remark 1.2. 
2 satisfies condition (8)(i) of Remark 1.2: Since Z and dom(g)\Z are consistent 
it follows that, for all g-equivalent edges d and e, either both cross Z or both do not 
cross Z. 
Z satisfies condition (@(ii) of Remark 1.2: Let d = (x, y) and e = (u, u) be g-equivalent 
asymmetric edges. Suppose that d leaves Z. By condition (i) of Remark 1.2(8) the edge 
e crosses Z. Moreover, by Lemma 1.25 and the fact that cp,,~(Z) is a region, the edge 
e leaves Z. Hence (S)(ii) of Remark 1.2 holds. 
We have shown that Z satisfies (8)(i) and @(ii) of Remark 1.2. Hence, Z is a region 
in g and the theorem follows. q 
2. Separability 
In this section we recall how to associate to a 2s a 2s-labeled tree family by 
constructing its shape, and conversely how to associate to a 2s-labeled tree family a 2s 
by applying the substitution construction. We then investigate under what circum- 
stances one obtains the original 2s if we apply the above constructions one after the 
other. 
One of the notions which enables us to decide whether applying the substitution 
construction to a subfamily of q(g) (not necessarily the shape of a 2s g) yields the 2s 
g is the absorption property: a set Xc dam(g) has the absorption property, if as soon 
as an edge e lies inside X, then all edges g-equivalent to e lie inside X. An alternative 
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way to make the same decision is via the notion which is “globally” equivalent (i.e. 
each X belonging to a subfamily B of G?(g) has the absorption property iff G has the 
separation property, see Lemma 2.11) to the absorption property, namely the notion 
of separation (see Definition 2.9). 
Clearly the absorption property of a set X w.r.t. g implies the consistency property 
(which was introduced in Section 1) of the set X. This enables us in turn (in view of 
Theorem 1.35) to give a characterization of regions (which are clans belonging to 
a family which has the absorption property (see Definition 2.6) w.r.t. g). 
Another reason for introducing the absorption property was to throw light on the 
notion of freeness introduced in Section 3. 
We first recall some notions related to families of sets (see [S]). 
A tree family CI is an ordered pair (D, F), where D is a finite nonempty set, and 9 is 
a subset of 2’ such that DEF, 849, Sing(D)c_F, and for all X, YES, X, Y are 
nonoverlapping. We denote D and P by dom(cl) and fam(ol), respectively. The set 
P\Sing(D) is denoted by in(u), and for XEF the set { YES: YcX and, for no 2~9, 
YcZ c X holds) is denoted by ddes,(X), or by ddes(X), when it is clear from the 
context which tree family is involved. The smallest superset in 9 strictly containing 
X is denoted by danc,( X) or by danc(X), when it is clear from the context which tree 
family is meant. 
Remark 2.1. The fact that elements of a tree family M =( D, 9) are nonoverlapping 
and the fact that DEF-, Q)EF allows one to associate with c( a unique tree 
tree(u) =( V, T), where V= F and, for all X, YEB, (X, Y)E T iff Yc X and, for no 
ZEN, YcZ CX holds. Thus D is the root of tree(a) and the elements of Sing(D) 
are the leaves of tree(~). This also explains the notations in(a)-inner nodes and 
ddes, -direct descendants. 
A 2-s-labeled tree family p is a triple (D, @, cp) such that a = (D, F) is a tree family 
and cp is a function on in(cc) such that, for each Xein(a),cp(X) is a 2s with 
dom( cp( X)) = ddes,( X). We use dom( P),fam( fi), labp, and in( 8) to denote D, 9, cp, and 
F\Sing(D), respectively. For XE~ the set { YES : YcX and, for no ZEN, 
YcZc X holds} is denoted by ddess(X), or by ddes(X), when it is clear from the 
context which tree family is involved. We write 2stf to abbreviate the term “2s-labeled 
tree family.” A 2stf /I is a (locally) special 2srf iff, for each Xcin(/?), lab,(X) is a 
special 2s. 
Let g be a 2s and CI a tree family. The tree family CI and the 2s g are domain 
compatible iff dom( a) = dom( g). The tree family GI is a tree family of g iff a is domain 
compatible with g and fam( cz) c V(g). A 2s-labeled tree family of g is a 2s-labeled tree 
family p such that (dom(fl), jam(b)) 1s a tree family of g and, for each XGin(/?), 
labs(X) = sub& X)/ddess( X). We abbreviate the term 2s-labeled tree family of g by 2stf 
of g. We use 2STF(g) to denote the set of all 2s-labeled tree families of g. The shape 
of a 2s g, denoted by shape(g), is the 2s-labeled tree family of g such that 
fam(shgpe(g))=~~(g). 
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Analogously to associating a tree with a tree family, we associate an inner- 
labeled tree with a 2s-labeled tree family /? = (D, 8, cp), where in the tree tree((D, 9,)) 
each inner node X gets the label q(X); this inner-labeled tree is denoted by 
Zstree( 0). 
Now however, the label q(X) is a 2s and so our pictorial representation could 
become quite involved. To solve this problem we will use the following pictorial 
representation of 2stree(p). Each inner node X is represented by a rectangle within 
which Q(X) is given, where elements of p(X) are (as usual) represented by circles. 
Then there is an edge from each circle within this rectangle to the representation of the 
appropriate element of ddesa(X); such an element is either a leaf (if the element is in 
Sing(D)) or an inner element (again represented by a rectangle with a representation 
of a 2s inside it). 
This pictorial representation is perhaps best explained by examples. 
Example 2.2. (1) Let the 2s-labeled tree family /I = (D, 9, cp) be defined as follows. 
(a) 0={1,2,3,4,5}, 
(b) F={DjuSing(D)u{{3,4,5}}, 
(c) part(cp(D))=C{({1},(2}), ({2l>{l))j> 1((l)> {3>4>51), ({3>4,51,{1))7 (C21> 
(3,4,5}), ({3,4,5}, {2}))}, and 
(d) cp( { 3,4,5}) is the complete 2s on 3 nodes. 
Then the tree 2stree(fl) is shown in Fig. 13. 
(2) Let /3=(D,y,cp) be such that D,R-, and q(D) are as in (1) and (p({3,4,5}) 
is defined as follows: part(cp((3,4,5}))={{((3$,{4}), ({4},{3}), ({4},{5}), 
((5},(4})}, (({3},(5})}, {((5},{3))}}. Then the tree 2stree(fl) is shown in Fig. 14. 
A 2-structure g is a “flat” object. Each 2slabeled tree family from 2STF(g) is 
a “hierarchical” representation of g; this choice of canonical representative has proven 
to be well justified (see, e.g. [6,5]). 
We move now to consider the other side of the relationship between 2s-labeled tree 
families and 2-structures. We will demonstrate now how to associate with a 2stf 
/I (hence a hierarchical object) a 2-structure g (a flat object represented by /I). An 
important requirement is such that in the case when fi = shape(k), for a 2s k, 
W(g) =%7(k). A construction which satisfies this requirement is defined as follows. 
The substitution 2-structure of a 2stf 8, denoted by sub(b), is the 2-structure 
(dam(b), 9’) obtained as follows. For each Xtzin( p), let Px =purt(lab,( X)). For each 
XEin(/?) and each PEAR, let II~(P,X)=U~~,~)~~UX V. Then p={(M(P,X): 
XEin(fi), PECFx}. 
It follows immediately from the above definition that each XEin(fi) gets its own 
equivalence classes such that for all (y,,y,), (y,,y,)~X x X, (y,,yz) rel(sub(@) 
(y3,y4) iff there exist Y1, Y,, Y,, Y,Eddesp(X) such that y,~y,, y2~Y2, y3~Y3, 
y4s Y,, and ( Y1, Y2) rel(labp(X)) ( Y3, Y4). It is also useful to note that if XEfam(fl) 
and e,,e,EE,(dom(sub(P))) are such that sup(el)EX and sup(e,)$X, then it is 
not the case that e, rel(sub(jl))ez. Another immediate consequence of the above 
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definition is the following observation: if Xi, X,~fam(B) are such that X,nX2 =8 
(and which do not necessarily have the same parent infum(p)) then all eEX, x X2 end 
up in the same equivalence class of sub(p). 
Example 2.3. Let /3 be the 2stf as shown in Fig. 15. Then sub@) is the 2s specified in 
Example 1.7. 
We will now summarize for the convenience of the reader the 
properties of the shape of a 2s g and the substitution construction. 
most important 
Remark 2.4. 1. For all 2~‘s g, shape(g) is a special 2-stf. (See [S, Theorem 4.21.) 
2. For all 2s’~ g, rel( sub( shape(g))) is a refinement of rel( g). (See [S, Lemma 5.41.) 
This follows easily from the following fundamental property of clans (see [4, Lemma 
4.11 (2)]): if X1 and Xz are 2 disjoint clans of a 2s g, then all edges in X1 x X2 belong 
to the same equivalence class of rel(g). In general, rel(sub(shape(g)))#rel(g). 
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3. For all 2stf’s /3, /I is a 2stf of sub(fi). (See [S, Lemma 5.111.) In particular: for all 
2stf’s ~,fum(/?)GGqsub(/?)). 
4. For all special 2stf’s /?,fum(P)=P%‘(sub(fi)). (See [S, Lemma 5.121.) 
5. For all special 2stf’s 8, shape( sub( fi)) = p. (See [S, Theorem 5.131.) In particular 
(see property 1 above): for all 2s’~ g, shape(sub(shape(g))=shape(g). 
6. Let fi be a 2stf and g a 2s. In general, it is not the case that shape( sub@)) = /I, it is 
not the case that sub(shape(sub(P)))=sub(fl), an d we see again as in (2) above that it is 
not the case that sub(shape(g))=g. 
7. For all 2s’~ g, and for all PE2STF(g) such that fum(P)~9W(g), 
%‘(sub(/?))=W(g). In particular: for all 2s’~ g, %T(sub(shape(g)))=%?(g); this is the 
formal restatement of the fact that the substitution construction extracts the max- 
imum possible information if the 2stf is the shape of a 2s g. Recall (see property 
2 above) that in general it is not the case that sub(shape(g)) =g, where g is a 2s. 
This is seen as follows. Since rel(sub(p)) is a refinement of rel(g) (see [S, Lemma 
5.41) we have that %(sub(P))~%?(g). To prove the other inclusion we assume that 
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X&(g). Let Y be the smallest element (w.r.t. set inclusion) in fam(j?) containing X. 
The set X as well as the set Y\X is the union of elements in ddesshapeCgj( Y), since by 
assumption elements infum(P) are prime clans of g. Let z~dom(sub(fl))\X. We wish 
to show that for all xl,x2gX, (z,xl) rel(sub(b)) ( z, x2). If z~dom(sub(j?))\ Y then we 
are done, since by property 3 above,fum(/?)~~(sub(/?)). So suppose ZE Y\X. In this 
case, since elements of fam( /I) are also prime clans of g, we can find Y, , Y,, and Y, in 
ddesa( Y) such that X~E Yi, x2s Y,, ZE Y,, Y1 cX, Y,GX, and Y3s Y\X. Since X is 
a clan in g we have (z,xl) rel(g) ( z, x1). Therefore, ( Y,, Y,) rel(laba( Y)) (Y,, Y,). 
Hence (z, xi) rel(sub(fi)) (z,x2) by the definition of the substitution construction. 
Therefore, X~%‘(sub(P)). 
8. The following example shows that in general it is not true that V( sub(P)) = %?(g), 
where g is a 2s, and fl is 2stf of g. Notice that here the 2stf of g is special. 
Let g be the 2s as shown in Fig. 16, and let p be the 2stf of g as shown in Fig. 17. Then 
the 2s sub@) is as shown in Fig. 18. It is easy to verify that %(sub(fi))c%‘(g). 
9. For all 2s’~ gi, g2, if shape(gl)=shape(g2), then %‘(g1)=%?(g2). This follows 
immediately from property 7 above. The converse of this assertion is in general not 
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true. (For the counterexample we can take two primitive nonisomorphic 2-structures 
with the same domain.) 
10. The following example shows that in general it is not the case that 
shape(gI)=shape(gz) implies g1 =g2. 
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Let g1 and g2 be the 2s’~ as shown in Fig. 19. We can verify that Aape( 
Aape( Obviously g1 #g2. 
In view of property 6 above we introduce the following definition. 
Definition 2.5. Let /I be a 2stf and let g be a 2s. /I generates g, denoted by figens, iff 
g=sub(P). 
We introduce now a property using which we can characterize those regions of a 2s 
which are clans. This property is also used to characterize those 2stf’s of g which 
generate g. 
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Definition 2.6. Let a be a tree family and let g be a 2s, which are domain compatible. 
(1) An X E &m(g) has the ubsorption property w.r.t. g iff for each PEpart( if 
P occurs in X, then P is inside X. 
(2) tl has the absorption property w.r.t. g, denoted by c( abs g iff for each X~fam( a), 
X has the absorption property w.r.t. g. 
Example 2.7. (1) Let g be a 2s such that for each PEpart( IP I= 1. Then any domain 
compatible tree family a satisfies the absorption property w.r.t. g. 
(2) Let g be any primitive 2s. Then any tree family of g (i.e. the shape of g) has the 
absorption property w.r.t. g. 
(3) Consider the 2s’~ g1 and g2 in Remark 2.4(10). It can be easily checked that the 
2stf shupe(g,) satisfies shupe(g,)ubsg,. On the other hand the 2stf shupe(gz) does not 
satisfy shupe(g,) ubs g2; e.g. X = (2,3} IS such that P= { ( 1,4), (4, l), (2,3), (3,2)) occurs 
in X, but it is not inside X. Recall that the shape of g1 is equal to the shape of g2. 
Remark 2.8. Let c( be a tree family and let g be a 2s such that a ubsg. Assume 
X, YE&Z(~) such that Xc Y. Then the following situations can occur as shown in 
Fig. 20, and the following situations shown in Fig. 21 cannot occur. 
In Remark 2.8 we pointed out the consequences for a tree family CI to have the 
absorption property w.r.t. a 2s g. By “reading” the pictures of Remark 2.8 in a slightly 
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different way we obtain the following equivalent definition of the absorption property 
for a proof of which see Lemma 2.11. 
Definition 2.9. Let z be a tree family and let g be a domain compatible 2s. Let 
0#sGE,(dom(g)). 
(1) S is separated by a Z~jum( c() iff S c Z x 2, and for each YEddes,( Z), S does not 
occur in Y. We say that an edge e is separated by a Z~fam(cr) iff the singleton {e} is 
separated by c(. 
(2) S is separated by a iff, there exists a Z~fam(a), such that S is separated by Z. 
(3) M separates g, denoted by crsepg iff each PEpart is separated by ~1. 
Remark 2.10. It is easily seen that for each PEpart if there exists a Z which satisfies 
(2) then such a Z is unique; such a Z is called a location of P in M. 
Lemma 2.11. Let CI be a tree family and let g be a domain compatible 2s. Then the 
following statements are equivalent. 
(1) ccabsg. 
(2) asepg. 
Proof. (1) implies (2). 
Let PEpart (g) and let Zp be the minimal (w.r.t. set inclusion) member offum( tx) such 
that P is inside Zp. Obviously such a minimal set exists for each PEpart( because 
dom(g)Efam(cc), even if tl does not have the absorption property w.r.t. g. Moreover 
Zp is unique. It is easily seen that if crabsg, then for each YEddes,(Z,), P does not 
occur in Y. 
(2) implies (1). 
Let PEpart and let YE$zm(a) such that P occurs in Y. We want to show that P is 
inside Y. Let ZEjum(a) be the location of P. Since no overlapping occurs in fam(cr) 
there are at most 3 cases to consider: (I) Z c Y, (II) Z = Y, and (III) Yc Z. 
Cases I and II: we are done, since P is inside Z. 
Case III: This case does not occur, otherwise we could find a UEddes,(Z) such that 
Ys U. Since P occurs in Y we also have that P occurs in U. Hence, Z does not 
separate P. A contradiction, therefore, case III does not occur. 0 
The following result, which is also stated in Remark 2.4(3), has been de facto proved 
in [S, Lemma 5.111 -it will be technically useful in our further considerations. 
Proposition 2.12. Let g be a 2s and let /I be a 2stf: If Pgeng, then /3E2STF(g). 
In the next example we show that the converse of Proposition 2.12 is in general not 
true. 
Example 2.13. Let g2 be specified as in Remark 2.4(10). Then shape(gz)E2STF(g,), 
but it is not the case that shape(g,) gengz. 
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Fig. 22. 
The next lemma provides a necessary condition for a 2stf fi to be a generator of 
a 2s g. 
Lemma 2.14. Let g be a 2s and let j? be a 2stJ: If fi gen g, then /3 sep g. 
Proof. Assume that Pgeng. Since g=sub(/3), part(g)= { ?vf(P,X):X~in(fi), PE.~*}. 
Thus, for each PEpart( there is an X~in(fi) such that P’=M(P,X), for some 
PEB,, and by the construction of M( P, X), P’ is separated by X. Hence, fl sep g. q 
Remark 2.15. The converse of Lemma 2.14 is not true in general. One may have a 2s 
g and a domain compatible 2stf B such that fi sep g (or equivalently j3 abs g) does not 
imply Bgeng. In order to see this, choose a 2s g such that each PEpart is 
a singleton. Then any tree family CI or any 2stf /3 has the absorption property w.r.t. g, 
provided we have domain compatibility. However there are many such Zstf’s b do- 
main compatible with g that do not generate the chosen g. 
Let g be such that dom(g)=( 1,2,3,4) and each PEpart is a singleton, let 
/l=shape(g,), where g1 is as shown in Fig. 22. Clearly /? does not generate g, although 
flubs g. Note also that /?$2STF(g). 
If we require /?E2STF(g), then Psepg implies figeng as shown by the following 
theorem. By combining this with Proposition 2.12 and Lemma 2.14, we see that the 
converse also holds. 
Theorem 2.16. Let g be a 2s and let j3 be a 2stf: Then, /?geng if Bsepg and 
@2STF(g). 
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Proof. By Proposition 2.12 and Lemma 2.14 the only-if part of statement of the 
theorem holds. 
Next we will show the if-then part of the statement of the theorem. 
Let fiE2STF(g) be such that /?ser,g. Since part(sub(B)) is a refinement of part(g) 
for any /?E2STF(g) (see [2, Lemma 5.4]), we only need to show that part(g) is 
a refinement of part(sub(~)) in order to prove equality of partitions. That is, we have 
to show that if (x, y), (u, v) are g-equivalent edges, then (x, y), (u, v) are sub@)- 
equivalent. 
Let PEpart be the class containing (x, y) and (u, v) and let 2 be the location of 
P in CI. The location Z separates (x,y) and (u, v), therefore there exist 
X, Y, U, V~ddes~(Z) such that XEX, YE Y, UEU, DE V, X# Y, and U# I’. Since 
lab,(Z) = ,~ub,(Z)/ddes~(Z), it follows by the quotient construction that (X, Y) and 
(U, I’) are lubB(Z)-equivalent. Let Q~9z be the class containing (X, Y) and (U, V). 
Then (x, y), (u, u)EM(Q, Z). Hence, (x, y) and (u, u) are sub(P)-equivalent. 0 
The following result summarizes the above. 
Corollary 2.17. Let g be a 2s and let p be a 2stf Then the following statements are 
equivalent. 
(1) Pgeng. 
(2) Psepg and PE2STF(g). 
(3) pabsg and /?E2STF(g). 
Proof. It follows from Lemma 2.11 that the statements (2) and (3) are equivalent. 
Theorem 2.16 states that (1) and (2) are equivalent. Thus the corollary holds. 0 
In the following lemmas we state that consistency, the crossing property, and 
regionality are preserved under taking inverse images by quotient maps, provided the 
elements of the partition of the domain of the source 2-structure have the absorption 
property w.r.t. the source 2-structure. 
Lemma 2.18. Let g be a 2s and let 4 be a partition of dam(g) into clans such that each 
XEA has the absorption property w.r.t. g. For each Z’~dom(g/A) which is consistent 
w.r.t. g/A, cp,.k (zl) is consistent w.r.t. g. 
Proof. Let Z’ G dom( g/A) be consistent and suppose cp,,‘,, (Z’) is not consistent. Then 
we can find two g-equivalent edges d and e such that d is inside cp,,> (Z’) and e crosses 
cp,,‘; (Z’). Since cp,.: (Z’) is the union of clans in A and sets belonging to A have the 
absorption property, the nodes of the edge d belong to two different clans of 
A (otherwise e does not cross cp&(Z’)) and hence, by considering the images of 
d and e in g/A!, we see that Z’ is not consistent. This is a contradiction. Thus, cp,L (Z’) 
is a consistent set w.r.t. g and the lemma follows. Cl 
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Lemma 2.19. Let g be a 2s and let AZ be a partition of dam(g) into clans such that each 
XEJH satisfies the absorption property w.r.t. g. Suppose that Z’cdom(g/M). 
(1) Z’ is consistent in g/A! iff cp,_\ (Z’) is consistent in g. 
(2) Z’ has the crossing property in g/A ijf cp,.$ (Z’) has the crossing property in g. 
(3) Z’ is a region in g/A! iff cp,_i (Z) is a region in g. 
Proof. For each of the statements we get the only-if part by Theorem 1.26 and the 
surjectivity of (ps,_# . 
(1) By Lemma 2.18 we get the if-then part of the statement. 
(2) Assume that Z’ c_dom(g/&) has the crossing property. By the surjectivity of 
‘ps,,A( and (l), cp,_i (Z’) and its complement in dam(g) are consistent. Hence, cp& (Z’) 
has the crossing property and the if-then part of the statement obtains. 
(3) Assume that Z’ zdom(g/A) is a region in g/_&z’. By (2) VP,_: (Z’) has the crossing 
property in g. Thus, by the surjectivity of (ps,_/c and Theorem 1.35 the if-then part of the 
statement holds. 0 
In the previous lemma our starting point are subsets of the quotient. Equivalently 
we could take subsets of the source-domain as our starting point as is done in the 
following remark. 
Remark 2.20. Let g be a 2s and let J? be a partition of dam(g) into clans such that 
each XEJ&’ has the absorption property w.r.t. g. Assume Zsdom(g). Then the 
statements of Lemma 2.19 can be rephrased as follows: 
(1) Assume Z is the union of elements in J? (or equivalently Z=cp,& ~p,,_~((z)). 
Then, Z is consistent in g iff (P~,~ (Z) is consistent in g/4. 
(2) Z has the crossing property in g iff ‘ps,.# (Z) has the crossing property in g/J 
and Z is the union of elements in _4Y. 
(3) Z is a region in g iff ‘ps, _x (Z) is a region in g/M and Z is the union of elements 
in A. 
We now will give characterizations of regions based on the absorption property and 
the special kind of quotients introduced in Definition 1.16. 
Theorem 2.21. Let g be a 2s and let X&?(g) be such that X has the absorption property 
w.r.t. g. XE92(g) ifs { X} is a region in g/X. 
Proof. Since singletons have the absorption property the theorem follows by Lemma 
2.19 or Remark 2.20(3). 0 
If a 2stf /I has the absorption property w.r.t. a 2s g, then, within the setfam(P) the 
regions of g can be characterized by the use of quotients of g derived from partitions 
4 of dam(g) such that A!~fam(/?). 
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Theorem 2.22. Let fi be a 2stf and let g be a 2s such that p gen g. Let A! be a partition of 
dam(g) such that k’sfam(/?) and XEJ&‘. XEA?(g) ifs { X} is a region in g/A. 
Proof. By Proposition 2.12 (or Remark 2.4(3)), we obtain fam(/?)c’S(g) and by 
Corollary 2.17 we get /?absg. Since A’rfam(/?), each YE& has the absorption 
property w.r.t. g. The theorem follows thus from Lemma 2.19. 0 
Corollary 2.23. Let /I be a 2stf and let g be a 2s such that fi gen g. Let Xefam( 8). 
XEB(g) ifs{XI is a region in g/X. 
Proof. The partition J&‘~ used in forming the quotient g/X is clearly a subset offam( 
Therefore the assumptions of Theorem 2.22 are satisfied and the corollary holds. 0 
3. Freeness 
In this section we introduce the notion of a free 2-structure. Free 2-structures are 
those 2-structures for which it is impossible to add a “color” (i.e. an equivalence class 
of edges) or change the partition on the edges and leave the number of “colors” 
invariant without changing its shape. This is the salient feature of freeness and it could 
have been used as the defining property (we make this precise in Remark 3.6). An 
equivalent convenient characterization of freeness is as follows. A 2s g is free iff 
g =sub(shape(g)). On the other hand a more intuitive characterization of freeness is 
given via absorption (see Corollary 3.4). By Remark 2.4(5) the 2s sub(shape(g)) is free, 
where g is an arbitrary 2s. Hence, by Remark 2.4(2), an arbitrary 2-structure g is 
obtained from a free one (which has the same shape as g) by some identification (which 
does not change the shape) of some of its equivalence classes. The latter is one of the 
reasons why free 2-structures are important. The fact that they behave well with 
respect o absorption is another reason for their importance. We also obtain a charac- 
terization of those regions of free a-structures which are clans. 
We begin by introducing the notion of a free 2s. 
Definition 3.1. A 2s g is free iff there exists a special 2stf /I such that j3 gen g. 
Example 3.2. (1) Any primitive 2s is free. 
(2) The 2s g1 from Remark 2.4(10) is a free 2s. 
The following lemma shows that the only special 2stf which possibly generates a 2s 
is its shape. 
Lemma 3.3. Let g be a 2s and let /3 be a special 2stf: If Pgen g, then /?= shape(g). 
Proof. The lemma follows directly from [S, Lemma 5.121. 0 
The following corollary provides equivalent definitions for freeness of a 2s. 
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Corollary 3.4. Let g be a 2s. Then the following statements are equivalent. 
(1) g isfree. 
(2) shape(g) gen g. 
(3) shape(g) abs g. 
(4) shape(g) sep 9. 
Proof. By Lemma 3.3 we know that (1) implies (2). Since, for each 2s g, shape(g) is 
a special 2stf (see [S, Theorem 4.21) we have that (2) implies (1). 
Because shape(g)E2STF(g) we have by Corollary 2.17 that the statements (2)-(4) 
are equivalent. 
Thus, the corollary holds. 0 
Example 3.5. Consider the 2s’~ g1 and g2 as defined in Remark 2.4(10). We can verify 
that g1 =sub(shape(g,)). Hence, g1 satisfies Definition 3.1 by the fact that shape(gl) 
is a special 2stf. It follows from Lemma 3.3 that the 2s g2 is not free, for 
g2#sub(shape(g,))=g, (note that shape(g,)=shape(g2).) It is also instructive to 
notice that shape(g,)absg,. At the same time it is not the case that shape(g,)absg,. 
This corroborates Corollary 2.17 or Corollary 3.4. 
Remark 3.6. (1) We are now in a position to prove the introductory remarks of this 
section by showing that the following two statements are equivalent for a 2s g. 
(i) g=sub(shape(g)) (i.e. g is a free 2s). 
(ii) There does not exist a 2s g’ such that dom(g’)=dom(g), shape(g’)=shape(g), 
Ipurt(g’)I>lpart(g)l, and g’#g. 
(i) implies (ii): Assume (i) and let g’ be any 2s such that shape(g’)=shape(g) and 
g’fg. We will show that I part(g) I > 1 part(g’)l. By the facts that part(sub(shape(g’))) 
is a refinement of part(g’), shape(g’)=shape(g), and g=sub(shape(g)), it follows 
that part(g) is a refinement of part(g’). Since g # g’, we must have that 
1 part(g) I> I part(g’) I. Hence, there is no 2s g’ satisfying the conditions of (ii) and thus 
(ii) holds. 
(ii) implies (i): In order to prove this implication we show that the contrapositive 
holds. So assume g#sub(shape(g)). By Remark 2.4(2) part(sub(shape(g))) is a refine- 
ment of part(g). Since g#sub(shape(g)), we see that part(sub(shape(g))) is a strict 
refinement. Hence, there exists a 2s (namely, sub(shape(g))) which satisfies the 
conditions of (ii). Thus, the negation of (ii) holds. 
(2) If two free 2s’~ g’ and g” have the same shape, then g’=g”, for part(g’) and 
part(g”) are each other refinements. 
The following two results characterize those regions of a free 2s that are clans. 
Theorem 3.7. Let g be afree 2s and let X be a nonempty clan of g. XEW(g) if{ X} is 
a region in g/X and X is prime clan of g. 
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Proof. By Corollary 3.4 a prime clan X satisfies the absorption property w.r.t. g. 
Hence, the theorem follows from Theorems 1.26(3),‘2.21, and 1.10. 
Theorem 3.8. Let g be a free 2s and let X be a nonempty clan of g. XEJfB!(g) ifs 
XEA’P(g) and {X} is a region in g/&P(g). 
Proof. For the if-then part of the statement of the lemma we proceed as follows. Since 
&9(g)~fum(shape(g)) and XEJZ9(g), we get by Theorem 2.22, XE%!(g). 
The only-if part of the statement of the lemma we obtain as follows. By Theorem 
1.10 we get that X is a maximal prime clan. The fact that {X> is a region in g/&P(g) 
follows now from Theorem 1.26(3). 0 
We will prove now the relationship between maximal prime clans and nontrivial 
‘(9) }. Then the 
regions in free 2-structures. First we need the following lemma. 
Lemma 3.9. Let g be a 2s such that 1 dam(g) I# 1 and let X&‘(g)\{dom 
following three assertions are equivalent. 
(1) X has the crossing property in g and 1 AP( = 2. 
(2) XEJlrB(g) and dom(g)\X&(g). 
(3) XENB?(g) and dom(g)\XEA’P(g). 
Proof. (1) implies (2). Assume X&?(g) and (1) holds. Since X has the crossing 
property in g, we get by Theorem 1.10 that XE&ZP(g). 
Since X is a maximal prime clan and the maximal prime clans form a partition of 
dam(g) and there are precisely two maximal prime clans, we get that dom(g)\X is 
a maximal prime clan. 
It remains to show that X is a region. Since dom(g)\X is consistent w.r.t. g, {X} is 
a region in g/X. This is easily seen as follows. The set dam(g) is the disjoint union of 
two prime clans, one of which is X. Denote the other prime clan by Y. Trivially all 
(x,y) such that XEX and YE Y belong to the same equivalence class of rel(g), since 
X and Y are disjoint clans. Moreover, since Y=dom(g)\X is consistent w.r.t. g, none 
of the edges inside Y are g-equivalent with an edge of the form (x, y), for some XEX 
and for some YE Y. Hence, {X} is a region in g/X. Since X has the crossing property in 
g, we get in view of Theorem 1.33 that X is a region in g. 
(2) implies (3). Assume (2). From this we get that dom(g)\X is also a region in g and 
thus has the crossing property. By Theorem 1.10 we obtain that dom(g)\XEAP(g). 
(3) implies (1). Assume (3). From this we get by Theorem 1.10 that XEJZ’y(g). Since 
XE_&‘g(g) and dom(g)\XEA9’(g) we get 1 JP(g)l=2, since X and dom(g)\X cover 
dam(g). 0 
Theorem 3.10. Let g be a free 2s such that the domain of g contains more than one 
element and let X G dam(g). Then the following assertions are equivalent. 
(1) XE&P(g) and (dom(g/AP(g))l=2. 
(2) XENB(g) and X&‘(g) and dom(g)\X@(g). 
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Proof. (1) implies (2). Assume XGdom(g) satisfies (1). Since Idom(g/&g(g))l=2 and 
XEAg(g)? (X1 is a region in g/&Y(g). Hence, by Theorem 3.8, XcJ&?(g). 
(2) implies (1). Assume X G &m(g) satisfies (2). By Lemma 3.9, 
1 dom(g/Jp(g))I = 2, and X has the clan separation property. Hence, by Theorem 
1.10, XUVP(g). 0 
4. Angularity 
In this section we recall the notion of an angular 2-structure (see [6]) and we look at 
regions in angular 2-structures. The extra rigidity pays off immediately: it turns out 
that regions in angular 2-structures are clans. We also obtain a characterization of 
regions in a free angular 2-structure. Moreover free angular 2-structures have either 
0 or 2 nontrivial regions. The last result carries over to arbitrary angular 2-structures; 
this is because any angular 2-structure g can be obtained from a free angular 
2-structure (namely, sub(shape(g))) by possibly identifying some of the equivalence- 
classes in such a way that the shape is preserved. 
The following couple of paragraphs are intended to recall and illustrate some 
definitions we use (see also [4,6]). We start off with the central notion of this section: 
angular 2-structures. 
Definition 4.1. Let g be a 2s. 
(1) Z is a triangle ofg iff Z&&m(g) and lZl=3. 
(2) A triangle Z of g satisfies the angle property iff, there exists XEZ such that (x, y) 
rel(g) (x,u), where Z\{x}={y,u~. 
(3) g is angular iff, each triangle of g satisfies the angle property. 
Example 4.2. (1) Let g be the antisymmetric and primitive 2s as shown in Fig. 23. 
(We have omitted “half” of the edges remembering that g is reversible.) It is easy to 
verify that the 2s g is angular. 
(2) Let h be the symmetric 2s as shown in Fig. 24. The 2s h is an example of a free 
angular 2-structure. 
(3) Consider the primitive 2-structure k as shown in Fig. 25. Clearly, k is not 
angular, since (2,3,4} does not satisfy the angle property. 
Our next result shows that in an angular 2s consistent sets are necessarily clans. 
Theorem 4.3. For each angular 2s g and for each X E dom( g), ijX is consistent in g, then 
XeW(g). 
Proof. We will show that the following holds. If X$%‘(g), then X is not consistent. 
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Fig. 23. 
Fig. 24. 
Suppose X@%‘(g). This is equivalent to saying that there exists x, YEX, z&om(g)\X 
such that x # y, and (z, x) and (z, y) are not g-equivalent. Consider the triangle 
{x, y, z}. Since g is angular we must have that either (x, y) and (z, y) or (z, x) and 
(y,x) are g-equivalent. In other words we have two g-equivalent edges such that 
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Fig. 25. 
one of them crosses X and the other lies inside X. This means that X is not 
consistent. q 
Remark 4.4. Let q be a 2s. The original definition of a region (geared towards 
antisymmetric 2-structures) is as follows. (See also [2, Definition 2.11.) 
A Z~dom(g) is a region iff (1) no symmetric edge of q crosses 2, and (2) for each 
antisymmetric PEpart( either all edges in P leave Z, or all edges in P enter Z, or all 
edges in P do not cross Z. 
The set of regions according to the original definition is denoted by Bori,(g). 
Clearly, gorig(S)~~(9). 
Hence, for an angular 2s we have that a region is necessarily a clan according to the 
original definition or Definition 1.1. 
We now give a characterization of nontrivial regions in free angular 2-structures. 
Theorem4.5. Letgbeafreeangular2sandletX~dom(q).X~JV^W(g)ifS~~~(g)~=2 
and XEA9(g). 
Proof. We first establish the only-if part of the statement of the theorem as follows. 
Assume XcJlrW(g). From this we get that X and dom(q)\X are consistent. Hence, by 
Theorem 4.3, X and dom(g)\X are clans of g. The only-if part of the statement follows 
now by Lemma 3.9. (Notice that we did not use the assumption of freeness for the 
only-if part of the statement of the theorem.) 
The if-then part of the theorem follows immediately from Theorem 3.10. 0 
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Fig. 26. 
Example 4.6. (1) Let g be the 2s as shown in Fig. 26. 
It is easy to verify that %?(g)=P%?(g)={@ {2,3}, {l}, {2}, (3}, (41, {2,3,4}, 
( 1,2,3,4}}. It is also easy to check that shape(g) abs g. Hence, g is a free 2s. Moreover, 
g is angular. The shape of g is shown in Fig. 27, and indeed {l}, (2,3,4}~9?(g), and 
there are no other nontrivial regions, as claimed by Theorem 4.5. 
(2) Let g be the 2s shown in Fig. 11. This 2s is free and angular. The root of the 
shape of g has three direct descendants. Thus, by Theorem 4.5, g has no nontrivial 
regions, a fact which can be easily verified directly. 
(3) Let g2 be the 2s considered in Remark 2.4(10). The 2s g2 is angular, but not free. 
The nontrivial regions are { 1,4} and (2,3). Though the assumptions of Theorem 4.5 
are not satisfied the nontrivial regions are direct descendants of the root of the shape 
of g and the root of the shape of g has no other direct descendants. 
(4) Let g be the primitive (and hence free) nonangular 2s such that 
(a) &m(g)= (1,2,3,4,5}, and 
(b) each PEpart is such that IPI = 1. Clearly, any subset of &m(g) is a region, 
none of which (except the singletons of &m(g)) are maximal prime clans, moreover 
l~~(g)l=5. 
We now move to consider arbitrary angular 2-structures. 
By considering the identijication mapping between two 2-structures which have 
a common domain (i.e. the mapping which is the identity on the common domain of 
the 2-structures) we obtain the following result. In many situations the identification 
mapping is a morphism; in that case we call it the identijication morphism. 
Clans and regions in 2-structures 253 
R 
\ 
0 : O 4 
2 3 
Fig. 21. 
Lemma 4.7. Let g be a 2s. Then the mapping q: sub(shape(g)) -+g defined by q(u)=u, 
for each uEdom(g), is a symmetry-preserving uniform morphism. 
Proof. The mapping cp is indeed a morphism, since part(sub(shape(g))) is a refine- 
ment of part(g). Moreover, cp is uniform, since cp is bijective. Clearly, cp is also 
symmetry-preserving: For assume that 40 is not symmetry-preserving, then we can find 
an eeE,(dom(sub(shape(g)))) such that (1) e is not sub(shape(g))-equivalent to rev(e), 
and (2) e is g-equivalent to reu(e). By the definition of the substitution construction 
and the fact that e is symmetric in g, it follows that e is symmetric in sub(shape(g)). 
Hence, e is asymmetric and symmetric in sub(shape(g)). This is a contradiction. 
Hence, cp transforms asymmetric edges into asymmetric edges, in other words cp is 
symmetry-preserving. 0 
The following lemma shows that the angle property of a triangle in an arbitrary 2s 
g is preserved under taking the “free version” of g. 
Lemma 4.8. Let g be a 2s. 
(1) Let PE2STF(g). A triangle Z= {x, y,z} ~dom(g) has the angle property in g ifs 
Z has the angle property in sub@). 
(2) g is an angular 2s ifsub(shape(g)) is a (free) angular 2s. 
Proof. In order to prove (1) we proceed as follows. 
(a) The if-then part of the statement of the lemma is trivial, since part(sub(P)) is 
a refinement of part(g). 
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(b) For the only-if part of the statement of the lemma we proceed as follows. 
Let 2 = {x, y, z} and let X~fam(/3) be the smallest (w.r.t. set inclusion) member in 
j&i(P) containing Z. Consider two cases. 
Case I: For each XiEddesp(X) we have IXinZI<l. Let U, V, WEddesg(X) be 
such that UnZ={x}, VnZ=(y}, and WnZ = {z>. Since, Z has the angle property 
we can assume w.1.o.g. that (U, V) rel(labp(X))( U, W). Therefore, there exists 
a PEpart(luba(X)) such that (U, I’), (U, W)EP. Consider M(P, X). Clearly (x, y), 
(x,z)~M(P,x). In other words Z has the angle property in sub(P). 
Case II: There exists a UEddesa(X) such that / UnZl3 2. Since, X is the smallest 
set infum( /I) containing Z we have that 1 UnZ I = 2. Without loss of generality we can 
assume that UnZ= {x, y}. Thus, there exist a V’&des(X) and a PEpurt(lubs(X)) 
such that ZE V and ( V, U)EP. Hence, (z, x) and (z, y) are in M( P, X). Therefore, Z has 
the angle property in sub(j). (Note that in this case we do not need the assumption 
that Z has the angle property in g.) 
The statement of (2) is an easy consequence of the statement in (1). 0 
Theorem 4.9. Each angular 2s g has either 0 or 2 nontrivial regions. 
Proof. Let cp: sub(shupe(g)) +g be the morphism of 2-structures defined by cp(u)=u, 
for each u&om(g). (p is indeed a morphism by Lemma 4.8.) By Corollary 4.1, 
sub(shupe(g)) is a free angular 2s. Therefore, by Theorem 4.5, sub(shape(g)) has either 
0 or 2 nontrivial regions. Lemma 1.14 implies that g also has either 0, 1, or 2 nontrivial 
regions. Since the complement of a nontrivial region is a nontrivial region the lemma 
holds. 
Alternative proof. 
If XEJlr.@(g), then by the only-if part of Theorem 4.5 (which does not use the 
assumption of freeness of the 2s g) lAP(g and XEJz’B(g). In other words, if 
g has nontrivial regions, then I _kk’Y g) I = 2 and &YP( g) = M%?(g). Hence, an angular 
2s has either 0 or 2 nontrivial regions. q 
Example 4.10. Consider the 2-structures g, h, and k shown in Fig. 28. The 2s g is free 
and angular, the 2s h is nonfree and angular, and the 2s k is complete (thus free and 
angular.) The morphism from the 2s g into the 2s h is the identification morphism as 
well as the morphism from the 2s g into the 2s k. 
Clearly, g and h each have exactly two nontrivial regions, and k has no nontrivial 
regions. 
In the following example we show that in general an angular 2-structure with 
I&P(g) I = 2 does not have nontrivial regions. 
Example 4.11. Let g be the 2-structure shown in Fig. 29. The 2s g is angular and not 
free. Moreover &P(g)= { {1,2), {3,4,5}}. N one of the maximal prime clans of g is 
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h: k: 
Fig. 28. 
a region. By the only-if part of the statement of Theorem 4.5 we also see that g does 
not have nontrivial regions (a fact which is also easy to verify without invoking 
Theorem 4.5). 
5. Uniformity 
In this section we consider uniform 2-structures (i.e. 2-structures which are either 
symmetric or antisymmetric) and their regions. We show how to associate angular 
2-structures to uniform 2-structures by giving a construction which yields for a given 
2s g and a subset X of dam(g) an angular 2s h. The only function of the equivalence 
relation on the edges of h is to record the way that X is crossed by the edges of g. One 
way to do this is to register only whether an edge is crossing X or not; a somewhat 
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finer way to do the same is to record whether an edge is crossing, leaving, or entering 
X. For either of the records the resulting 2s is angular and X is a region in the 
associated 2s w.r.t. either of the records. We also consider the identification mapping 
(= identity mapping on the common domain) between the 2s g and the associated 2s. 
In general, this is not a morphism (see (counter) Example 5.4(2) or (5.9). In fact, if we 
restrict our attention to uniform 2-structures, the identity mapping between g and the 
associated 2s h is a morphism of 2-structures iff X is a region of g (see Theorem 5.7). 
Definition 5.1. Let g be a 2s. g is (symmetry-)uni$ororm iff either g is symmetric or 
antisymmetric. 
The following two definitions are introduced in order to describe the mapping in 
terms of which we can characterize regions in uniform 2-structures. 
Definition 5.2. Let g be a 2s and let 8 #X ~dom(g). 
(1) Pl,x={d~2ed(g): d leaves X> 
(2) P,,x = { de2ed(g): d enters X} 
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(3) P,,x={dc2ed(g): d crosses X> 
(4) P,,x= (dE2ed(g): d does not cross X> 
Definition 5.3. Let g be a uniform 2s and let @#X &dom(g). 
(1) With the pair (g, X) we can associate the following 2s, denoted by stand2s,, x. 
(a) dom(stand2s,,x)=dom(g), 
if g is symmetric 
P,,x} if g is antisymmetric 
(2) With the pair (g,X) we can associate the following mapping, denoted by 
stand,, x: 
stand,,x : g + stand2s,,x, 
where stand&u) = u, for all, uEdom(g). 
Example 5.4. (1) Let g1 be the symmetric 2s as shown in Fig. 30 and let X= { 2): 
Then stand2s,,,x is the 2s as shown in Fig. 31. 
(2) Let gz be the antisymmetric 2s as shown in Fig. 32 and let X = (2): 
Then stand2s,,,, is the 2s shown in Fig. 33. 
We now describe some elementary properties of the 2-structure stand2s,,, and the 
set stand,,x(X) = X. 
x = { 2 } 
Fig. 30. 
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stand2s gl, x 
x = {a} 
Fig. 31. 
Lemma 5.5. Let g be a 2s (not necessarily uniform) and let Qi # X G dam(g). 
(1) stand2s,,x is angular, 
(2) stand,,x(X)=XEB(srand2s~,x). 
Proof. Consider an arbitrary triangle Z in stand2s,,x. Zf Z is contained in X or 
in dom(stand2s,,x)\X then we are done: all edges of the triangle Z are 
stand2s ,,x-equivalent. Zf Z is not contained in X and not contained in 
dom(stand2s,,x)\X, then either ZnX or Zn(dom(stand2s,,,)\X) is a singleton. 
Denote this singleton by { y } and the triangle by { y, zi, z2 >. Then in either case (y, zi) 
and (y, z2) are stand2s,,,- e uivalent. q 
It is self-evident that stand,,,(X)E8(stand2s~,x). 
Hence, the lemma holds. 0 
Remark 5.6. (1) In general, stand,,x is not a morphism of2-structures (see Example 
5.4(2) or 9). 
(2) Note that Lemma 5.5 still holds without the assumption on uniformity, for 
either of the partitions {Pc,x, P,,x} or {P,,,, Pe,x, P,,x} on Zed(g). The different 
partitions and the assumptions about uniformity are needed to obtain a characteriza- 
tion of regions in terms of the mapping stand,,x. (See Theorem 5.7 and Remark 5.8.) 
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Fig. 32. 
The next result gives us a characterization of regions in uniform 24ructures in 
terms of the mapping stand,,x. 
Theorem 5.7. Let g be a uniform 2s and @#XGdom(g). XEW(g) iff stand,,x is 
a morphism of 2-structures. 
Proof. In order to prove the only-if part of the statement of the theorem we consider 
two cases: g symmetric and g antisymmetric. 
Let g be symmetric. Suppose that XER(g). We will show that stand,,* is a morphism 
of 2-structures. Let e be an edge in g which crosses X. Let d be an edge in g which is 
g-equivalent to e. Since XE.%?(g), the edge d also crosses X , This implies that e and 
d are stand2s ,,,-equivalent. Next we assume that an edge e does not cross X. Let d be 
an edge g-equivalent to e. Since XEW(g), the edge d also does not cross X. Thus, e and 
d are stand2s,,,- equivalent. We have shown that g-equivalent edges are also 
stand2s ,,,-equivalent edges. Therefore, stand,,, is a morphism of 2-structures. 
By considering three possibilities (an edge e leaves, or enters or does not cross X), the 
antisymmetric case is treated similarly. 
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stand2s gl,~ 
In order to show the 
stand,,x is a morphism. 
x = {2} 
Fig. 33. 
if-then part of the statement of the theorem assume that 
Let g be symmetric (in this case stand,,x is symmetry-preserving). By Lemma 5.5, 
XcS?(stand2s,,,) and by Lemma 1.14 X =stand,:(X)EB?(g). 
Let g be antisymmetric and let e and d be g-equivalent edges. Since stand,,x is 
a morphism, e and d are stand2s,,%- equivalent. Thus, if e leaves X, then d leaves X, and 
if e enters X, then d enters X, and if e does not cross X, then d does not cross X. In 
other words, XEg(g). 0 
Remark 5.8. (1) If X is a region in a not necessarily uniform 2s g and g’ is the 2s we 
obtain by using the same construction as for uniform 2s’~ in order to obtain 
stand2s,,x, then “stand,,x” is a morphism provided the partition (PC,x, P,,x} is used. 
(2) It can happen that if the 2s g is either antisymmetric or not uniform and we 
nevertheless apply Definition 5.3 to the 2s g and to some subset X of dam(g) with the 
partition { PC,x, P,,x} that stand,,x is a morphism and X is not a region in g. (See 
Example 1.15.) On the other hand if X is crossed only by symmetric classes in part(g) 
of a nonuniform g and stand,,x is a morphism w.r.t. { Pc,xr Pn,x}, then X is a region 
in g. 
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(3) If X is a region in a 2s g which is either symmetric or not uniform, then in 
general stand,,x is not a morphism w.r.t. the partition { P1,x, Pe,x, P,,x}. On the other 
hand, if X is a region in a 2s g and only antisymmetric classes in part(g) cross X, then 
stand,, x is a morphism w.r.t. { Pl,x, Pe,x, P,,x}. 
(4) If g is a 2s (not necessarily uniform) and X z dam(g) and stand,,x is a morphism 
w.r.t. (P1,x, Pe,x, Pn,x}, then X is a region in g. 
Example 5.9. Let g, h, and k be the %-structures as shown in Fig. 34. The 2s g is not 
angular. h is the 2s stand2s,,cl, 2, 3l and k is the 2s stand2s,,( 1, 3, 51. The set X = { 1,2,3 > 
is region of g, and Y= { 1,3,5} is not a region of g. Clearly, stand,,{,, 2, 3l is a morphism 
of 2-structures, whereas stand,,{,, 3, 5j is not a morphism (the edges (2,4), (1,4) are 
g-equivalent and they are not k-equivalent); these facts are in complete accordance 
with the statement of Theorem 5.7. 
262 A.H. Deutz et al. 
Acknowledgments 
The authors are indebted to T. Harju, H.J. Hoogeboom, and P. ten Pas for useful 
discussions on the paper. The authors are also grateful to the referee for the thorough 
reading of the manuscript and the useful suggestions for the revision. 
References 
[1] A. Ehrenfeucht, T. Harju and G. Rozenberg, Decomposition of edge-colored directed graphs, Tech. 
Report 90-07, Department of Computer Science, University of Leiden, 1990. 
[Z] A. Ehrenfeucht and G. Rozenberg, Partial (set) 2-structures part I: basic notions and the representation 
problem, Acta Inform. 27 (1990) 315-342. 
[3] A. Ehrenfeucht and G. Rozenberg, Partial (set) 2-structures part II: state spaces of concurrent systems, 
Acta Inform. 27 (1990) 343-368. 
[4] A. Ehrenfeucht and G. Rozenberg, Theory of 2+tructures, part I: clans, morphisms, and basic 
subclasses, Theoret. Comput. Sci. 70 (1990) 277-304. 
[S] A. Ehrenfeucht and G. Rozenberg, Theory of 2-structures, part II: representation through labeled tree 
families, Theoret. Comput. Sci. 70 (1990) 305-342. 
[6] A. Ehrenfeucht and G. Rozenberg, Angular 2-structures, Theoret. Comput. Sci. 92 (1992) 227-248. 
