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We investigate two-dimensional frustrated Heisenberg magnets using non-perturbative renormal-
ization group techniques. These magnets allow for point-like topological defects which are believed
to unbind and drive either a crossover or a phase transition which separates a low temperature,
spin-wave dominated regime from a high temperature regime where defects are abundant. Our
approach can account for the crossover qualitatively and both the temperature dependence of the
correlation length as well as a broad but well defined peak in the specific heat are reproduced. We
find no signatures of a finite temperature transition and an accompanying diverging length scale.
Our analysis is consistent with a rapid crossover driven by topological defects.
PACS numbers: 75.10.Hk, 64.60.ae, 11.10.Hi
I. INTRODUCTION
Frustrated magnets have a number of highly fascinat-
ing properties which have been the focus of intense re-
search interest for some time. These include magnets
which do not order but where a macroscopic number of
competing low lying states give rise to strong correla-
tions and a large low-temperature entropy, or spin-liquids
where quantum fluctuations prevent ordering and exotic
quasi-particles appear, see Ref. [1] for a recent review. A
much simpler situation arises in classical magnets if the
frustration is not sufficiently strong to prevent an ordered
ground state. In this case the ground state has a broken
symmetry and the low temperature excitations are just
spin waves. However, even classical frustrated magnets
which do order are not completely understood, which can
be attributed to a large part to a non-trivial order param-
eter which characterizes such magnets. In d = 2, as was
first pointed out by Kawamura and Miyashita,2 the order
parameter manifold of a frustrated Heisenberg magnet
allows for point-like topological Z2 defects and the influ-
ence of these defects on the properties of the magnet at
finite temperatures proved very difficult to quantify. In
2d collinear XY magnets topological defects are responsi-
ble for the Berezinskii-Kosterlitz-Thouless (BKT) transi-
tion. However, in this case the perturbative β-function of
the XY coupling constant, which is sensitive only to the
geometry but not the topology of the order parameter
space, vanishes. This is very different from the situation
in frustrated Heisenberg magnets.
The major difficulty with 2d frustrated Heisenberg
magnets is the combined presence of both point-like de-
fects, originating from the topological properties of the
order parameter space,2 and the phenomenon of asymp-
totic freedom which has its root in the local geometry of
the order parameter space. In contrast to collinear XY
magnets, where the Villain approximation allows to map
the problem on the 2d Coulomb gas which can be well
studied using RG techniques,3 no similar tool is avail-
able for frustrated Heisenberg models. The yet unsolved
question is whether or not a finite temperature transi-
tion exists in frustrated Heisenberg magnets. In particu-
lar, for the simplest such model, the Heisenberg antifer-
romagnet on a triangular lattice (HAFT), this question
has been addressed repeatedly over the years, without
a definite conclusion. Monte Carlo (MC) simulations of
the HAFT have found indications of a vortex unbinding
at a finite temperature Tcross.
4–6 The vorticity modulus,
which measures the response of the magnet to an imposed
twist along a path which encloses a vortex core, has been
shown to vanish4 at Tcross. Further indications of a finite
temperature transition can be found from the phase dia-
gram of the HAFT in a magnetic field.7,8 In small fields,
there are two finite temperature transitions. There is a
BKT transition from a low temperature canted state with
quasi-long-range order of the transverse spin-components
to an intermediate state which has a vanishing spin stiff-
ness. A second transition at higher temperatures restores
the sub-lattice symmetry of the magnet, which is broken
in both low temperature phases. It is unclear from MC
what happens in the zero field limit, but both transitions
are of the order of Tc ≈ 0.3J (where J is antiferromag-
netic exchange constant) for very small fields, a similar
temperature to where at zero field a vortex unbinding
seems to occur. In a perturbative RG analysis some in-
dication of a fixed point in d = 2 which might correspond
to a topological phase transition were reported,9 see how-
ever also Ref. [10]. Experimentally, there are also several
reports on indications of a vortex driven transition.11–14
Perhaps the cleanest demonstration of the role of topol-
ogy comes from a comparison of MC simulations of two
different matrix models representing interacting tops,
which both share the same geometrical properties but
differ in their topology.15 The model which allows for
topological defects shows a clear finite temperature peak
in the specific heat and a crossover in the correlation
length dependence on T which are both absent in the
topological trivial model.
The properties of the long wavelength modes of the
magnet is described by a non-linear σ-model (NLσM).
The order parameter space for a frustrated Heisenberg
magnet has the symmetry SO(3) × SO(2)/SO(2) ∼
2SO(3), see e.g. Ref. [16,17] for a discussion of the sym-
metries. While this model describes well the physics
of the Heisenberg AF on the triangular lattice at low
temperatures5,18, its perturbative β function is not sen-
sitive to the topological properties of SO(3) which has
a nontrivial homotopy group2 π1[SO(3)] = Z2 and thus
allows for topological defects which could be generated
either through temperature or disorder.19
An alternative continuum model for frustrated mag-
nets is based on a Landau-Ginzburg action which in-
cludes also massive excitations. The advantage of using
a Landau-Ginzburg model in conjunction with a non-
perturbative RG (NPRG) approach is its ability to de-
scribe the BKT transition of the 2d XY model, without
relying on a mapping to the Coulomb gas.20 Although it
is not well understood how exactly topology enters the
NPRG flow, its success in the study of the XY model
makes the NPRG a promising approach to the physics
of Z2 defects in frustrated Heisenberg models. Here, we
follow this ansatz and present results for d = 2.
In Sec. II we discuss the different field theoretical ap-
proaches to the HAFT and present the Landau-Ginzburg
model which we investigate here. Although the Landau-
Ginzburg model applies to non-collinear ordered magnets
in general, we shall concentrate here on the HAFT model
in our numerical analysis and estimate appropriate ini-
tial values for the NPRG in Sec. II. The NPRG approach
is presented in Sec. III, and the approximation of the
effective average action are presented and discussed in
Sec. III A and III B. The derivation of the flow equations
is discussed in Sec. III C. Results for the NPRG approx-
imation of the HAFT model are presented in Sec. IV,
where we calculate both the temperature dependence of
the spin correlation length and the specific heat. Our
results show a clear crossover behavior of the temper-
ature dependence of the correlation lenght, from a low
temperature exponential dependence characteristic as it
is also obtained within a NLσM approach, to a much
weaker temperature dependence at higher temperatures.
This crossover is also visible as a broad but well defined
peak at the crossover temperature in the specific heat.
We stress that while this crossover has been repeatedly
observed in MC data, it is not captured by the NLσM
and it also has not yet been successfully described by
other analytical approaches. We close with a summary
in Sec. V.
II. THE ANTIFERROMAGNETIC
HEISENBERG MODEL ON THE TRIANGULAR
LATTICE
We concentrate on one of the simplest frustrated
Heisenberg models, the Heisenberg antiferromagnet on
a triangular lattice (HAFT). It is defined by
H = J
∑
<i,j>
Si · Sj , (2.1)
where the sum is over nearest neighbors of the triangular
lattice, Si are three component unit vectors with S
2
i = 1,
and J > 0. The zero temperature ground state is the
well known planar 120◦ state, where neighboring spins
have angles ±120◦.
MC simulations18 have convincingly demonstrated
that at low temperatures the 2d HAFT model is well
described by a NLσM which has the form
S =
1
2
∫
x
3∑
i=1
pi(∂µni)
2 , (2.2)
where the ni are orthonormal three-component unit vec-
tors and the pi’s are three stiffnesses (divided by the
temperature), and
∫
x
=
∫
ddx. Because of the planar
spin orientation in the ground state one has p1 = p2
which holds both at the bare level but also throughout
the renormalization group flow.
The alternative Landau-Ginzburg approach for frus-
trated magnets has been developed early on, see
e. g. Ref. [21], and has usually been applied to study
frustrated magnet close to d = 4. It has also been
the basis of a thorough non-perturbative RG (NPRG)
analysis16,22 where flow equations were derived for all
2 < d < 4. The central functional in the NPRG ap-
proach is the effective average action which is also the
generating functional of one-particle irreducible correla-
tion functions, and the NPRG provides a framework in
which the flow of this functional connects the bare effec-
tive average action, which is identical to the bare action,
to the fully renormalized generating functional of irre-
ducible vertices.23,24 The simplest approximation for the
effective average action used in the study of frustrated
magnets has the form16,22
ΓΛ[Φ1,Φ2] =
∫
x
{ZΛ
2
[
(∂µΦ1)
2 + (∂µΦ2)
2
]
+
λ0Λ
4
[
ρ/2− κΛ
]2
+
µ0Λ
4
τ
+
ΩΛ
4
(Φ1 · ∂µΦ2 −Φ2 · ∂µΦ1)2
}
(2.3)
where ρ = TrtΦΦ and τ = (1/2)Tr[tΦΦ − 1lρ/2]2 are
local invariants of the theory. Here, the symmetry
SO(3)× SO(2) for Heisenberg (N = 3) models has been
generalized for general N ≥ 2 to a O(N)×O(2) symme-
try and the symmetry of the symmetry broken ground
state is O(N − 2) × O(2). The subscript Λ in ΓΛ indi-
cates that all parameters entering (2.3) depend on the
cutoff scale Λ. The fields Φ1,2 have N components (the
same number of components as the lattice spins), are or-
thogonal in the ground state and span the planar order
of a frustrated magnet,16 such as e.g. the 120◦ state of
the HAFT. Further, Φ = (Φ1,Φ2) is a 2×N matrix such
that
tΦΦ =
(
Φ1 ·Φ1 Φ1 ·Φ2
Φ2 ·Φ1 Φ2 ·Φ2
)
. (2.4)
3Thus, one has the expressions ρ = Φ21 + Φ
2
2 and τ =(
Φ
2
1−Φ22
)2
/4+(Φ1 ·Φ2)2. Both λ0Λ and µ0Λ are positive
coupling parameters, where λ0Λ controls the magnitude
of the vector fields and µ0Λ ensures that Φ1 and Φ2 are
orthogonal in the ground state. If both λ0Λ and µ
0
Λ be-
come very large, Φ1 and Φ2 are forced into a configu-
ration where they are orthogonal with fixed length and,
for N = 3, can be identified with the n1 and n2 fields
of the NLSM, after a suitable rescaling such that both
Φ1, Φ2 have norm one. The third field n3 of the NLσM
is not independent of n1 and n2 but fixed by the rela-
tion n3 = n1 × n2. However, to recover correctly the
three independent fluctuation terms (∂µni)
2 of the ni
fields within the Ginzburg-Landau model (2.3), it is nec-
essary to add the ΩΛ-derivative term, which is the only
derivative term at fourth order in the fields which directly
renormalizes the gapless modes of the model.16,22,25
A central role is played by the parameter κΛ which is
the order parameter of the theory. It gives the magnitude
of the ordered magnetization (the canted 120◦ magneti-
zation) around which ρ, which corresponds to the local
magnetization, fluctuates. It is initially finite, since the
IR modes are cut off, but the further the IR cutoff Λ
is reduced, the stronger κΛ is suppressed (for d = 2).
The vanishing of κΛ at some finite scale Λ signals the
absence of 120◦ order and the spin-correlation length is
then determined by 2π/Λ.
For the case considered here, the triangular AF, we
have N = 3 and the fields Φ1,2 can be locally related to
the microscopic spins of the triangular AF. This is done
by partitioning the spins first into plaquettes of three
spins, where each of the spins belongs to one of the three
sublattices associated with a 120◦ order. We then have26
3√
2
Φ1 = −1
2
(
√
3 + 1)S1 +
1
2
(
√
3− 1)S2 + S3 , (2.5a)
3√
2
Φ2 =
1
2
(
√
3− 1)S1 − 1
2
(
√
3 + 1)S2 + S3 , (2.5b)
where S1 . . .S3 are the three spins of a local triangular
plaquette. Note that we have for three spins six degrees
of freedom, the same number as we have in the two un-
constrained three-component fields Φ1 and Φ2. One can
easily check thatΦ1·Φ2 = (2/9)(2S1·S2−S1·S3−S2·S3)
and (S1+S2+S3)
2 = 9(1−Φ12/2−Φ22/2) which both
vanish in the perfectly ordered 120◦ ground state in which
the fields are chosen to be normalized such that Φ21,2 = 1.
As we discuss in more detail below, the model defined by
Eq. (2.3) supports 2N modes of which 2N−3 are gapless
at T = 0. There are two modes with gaps κΛµ
0
Λ and one
with a mass κΛλ
0
Λ. At any finite temperature all modes
eventually become gapped, however at very small tem-
peratures the IR physics is completely dominated by the
2N − 3 modes which are initially gapless. This low tem-
perature regime is well described by a NLσM. In principle
it would also be possible to start our investigation from
the paramagnetic phase which has κ = 0, however, it is
then far more difficult to ensure that the symmetries of
the model are not violated in the flow. Thus, within the
same spirit as in the NLσM approach, we assume a lo-
cal order and investigate how this order is destroyed by
fluctuations.
The relation between the NLσM and the NPRG ap-
proach near d = 2 (and for any N) has been established
in Ref. [16] who showed that in the limit of large masses
the NPRG reduces to
∂ℓη1 = −(d− 2)η1 +N − 2− η2
2η1
, (2.6a)
∂ℓη2 = −(d− 2)η2 + N − 2
2
(η2
η1
)2
, (2.6b)
with ℓ = − lnΛ/Λ0 and
η1 = 2πκ˜ (2.7a)
η2 = 4πκ˜(1 + κ˜Ω˜) , (2.7b)
where we introduced the rescaled dimensionless parame-
ters
κ˜ = ZΛΛ
2−dκΛ , (2.8a)
Ω˜ = Z−2Λ Λ
d−2ΩΛ . (2.8b)
These reproduce for N = 3 the one-loop β-functions of
the stiffnesses entering the NLσM given in Eq. (2.2) if one
identifies η1/2 = p3 + p1 and η2/4 = p1. One important
prediction of these RG equations (which is preserved also
at two-loop order27) is an interaction driven enhancement
of symmetry. This can be expressed by the parameter
α = (p1−p3)/(p1+p3) which flows towards the fixed point
α∗ = 0, i.e. all the pi’s become asymptotically equal in
the IR limit ℓ → ∞. This signals an enhancement of
the original symmetry to O(4)/O(3) and this symmetry
determines the critical behavior at finite ǫ in a d = 2+ ǫ
expansion. We emphasize that this enhanced symmetry
is however only expected at low temperatures and in the
IR limit.
Dombre and Read [28] derived the values of the pi’s of
the NLσM (2.2) appropriate for the HAFT at the original
lattice scale and found p1 = p2 ≈
√
3J/4T and p3 ≈ 0.
This derivation was based on a local rigidity constraint
where the spins were grouped into local three-spin pla-
quettes within which they where assumed to be rigid. We
will use these values to fix the derivative terms ZΛ0 and
ΩΛ0 in our initial effective action.
While rigid rotations of the spins within a plaquette
account for the three initially gapless modes, we can eas-
ily understand also the nature of the three gapped modes
from looking at a single plaquette if we relax the rigidity
constraint. For a local three-spin plaquette we have
S1 · S2 + S1 · S3 + S2 · S3 = L2/2− 3/2 , (2.9)
where L = S1 + S2 + S3 is the ferromagnetic moment
of the three spins, which vanishes for the planar 120◦
ground state. Small fluctuations around that state give
rise to two massive excitations with energy 3J/4 and a
singlet with excitation 3J/2. This is the same struc-
ture of massive modes which we obtain from Eq. (3.12)
4which has two modes with mass κΛµ
0
Λ and one with
mass κΛλ
0
Λ. Dividing by the size of the unit cell a
2
√
3/2
(where a is the nearest neighbor distance) we thus esti-
mate µ0Λ0κΛ0 = βJ
√
3/2 and λ0Λ0κΛ0 = βJ
√
3 in units
such that a = 1 and where Λ0 is the UV cutoff of the
model which originates from the lattice. We fix it by
matching it with the smallest wavevector in the (mag-
netic) Brillouin zone boundary,21 Λ0 ≈ 2π/3a. Since we
normalized the Φi fields to be equal to one in the zero
temperature ground state, we set the initial normaliza-
tion of the Φi equal to one by choosing κΛ0 = 1. We
finally rescale the fields to have the initial value ZΛ0 = 1,
the initial value of ΩΛ0 is zero.
While the switch to a continuum field theory is nec-
essarily only approximate, with this estimate of initial
values of the coupling constants we nonetheless expect
to get reasonable approximate values for the relevant en-
ergy scales of the model.
III. NONPERTURBATIVE
RENORMALIZATION ANALYSIS OF THE
LANDAU-GINZBURG MODEL
The model defined by Eq. (2.3), and extensions thereof
including all local terms up to 10th order in the fields
as well as two more additional derivative terms of fourth
order, were investigated in Refs. [16,22]. The main objec-
tive of that analysis was to clarify the nature of the tran-
sition in d = 3 from the paramagnetic phase to the or-
dered phase which the authors concluded was most likely
of weakly first order both for N = 2, 3. It was further
shown that, already within the approximation given in
Eq. (2.3), the NPRG approach reproduces the one-loop
results from a d = 2+ǫ expansion of the NLσM, the lead-
ing term of the usual d = 4 − ǫ expansion and also the
leading term of the large N expansion. They did how-
ever not discuss in detail the physics in d = 2 beyond the
leading terms which recovers the one-loop NLσM result.
This is the main objective of the present work.
We extend the previous truncations of the effective
average action in two ways. First, studies of the BKT
transition20,23 have shown that it is important not to
truncate in the power of the fields, and we therefore in-
clude local terms to arbitrary power in the invariant ρ.
The reason for this is that in d = 2 all local terms are
relevant since in d = 2 the engineering dimension of the
fields vanishes, as measured relative to the Gaussian fixed
point. Secondly, we extend the terms present in Eq. (2.3)
to fully non-local ones which effectively includes terms
to arbitrary order in the spatial derivatives. This gives
a more accurate approximation of the model than if one
would only keep leading order derivatives and is also not
too difficult to implement. We therefore write Γ as a sum
of a local and a non-local part,
ΓΛ[Φ1,Φ2] = Γ
loc
Λ [Φ1,Φ2] + Γ
nloc
Λ [Φ1,Φ2] (3.1)
where the local part is of the form
ΓlocΛ [Φ1,Φ2] =
∫
x
UΛ(ρ, τ) , (3.2)
and UΛ is a function of the two invariants ρ and τ . These
two invariants are in fact the only local O(N) × O(2)
invariants in the sense that all higher order invariant local
terms can be expressed by them.16
A. Approximation for the local potential
Ideally, one would like to solve the full local potential
exactly, which is numerically very difficult and which we
therefore did not pursue. We have instead tried two dif-
ferent approaches, the first based on a field expansion
of UΛ(ρ, τ) up to eighth order in the field. However,
we found that the field expansion to a given finite order
does not work very well since the higher order vertices
become dominant and drive either µΛ or λΛ to negative
values which leads to a breakdown of the flow at still
quite large values of Λ. This is discussed in Appendix B.
In the other, more successful, approach, we approximate
the local potential as UΛ(ρ, τ) ≈ VΛ(τ)+WΛ(ρ). We then
keep the full field dependence ofWΛ(ρ), but approximate
VΛ(τ) by its leading term in a field expansion,
UΛ(ρ, τ) ≈ µ0Λτ/4 +WΛ(ρ). (3.3)
This choice is based on the assumption that the ρ depen-
dence of the local potential is more important than the τ
dependence since it controls the symmetry breaking ex-
pectation value κΛ. Within such an ansatz, one avoids
the problems coming from the large higher order terms
which appear in a finite order field expansion. Note that
such a scheme could also be carried out to a higher or-
der in τ , which, at least for smaller powers of τ , would
be significantly less numerically demanding than keep-
ing the full local potential. Here we limit the analysis
however to the approximation (3.3).
B. Approximation of the non-local terms
The non-local part contains terms up to quartic order
in the fields and, as a direct generalization of Eq. (2.3),
is approximated as
ΓnlocΛ [Φ1,Φ2] =
1
2
∫
k
zΛ(k)
[
Φ1,k ·Φ1,−k +Φ2,k ·Φ2,−k
]
+
1
4
∫
x,x′
λΛ(x − x′)
[
ρx/2− κΛ
][
ρx′/2− κΛ
]
+
1
4
∫
x,x′
µΛ(x− x′)
2
TrAxAx′
− 1
8
∫
x,x′
ωΛ(x− x′)
× [Φ1(x) ·Φ2(x′)−Φ2(x) ·Φ1(x′)]2
(3.4)
5where
∫
k = (2π)
−d
∫
ddk, ρx = Φ
2
1,x + Φ
2
2,x is the x-
dependent ’density’ which measures the local fluctuating
moment of the 120◦ magnetization and Ax = tΦxΦx −
1lρx/2 are x-dependent matrices. The µ part of the action
can also be written as
1
2
TrAxAx′ =(Φ21,x −Φ22,x)(Φ21,x′ −Φ22,x′)/4
+Φ1,x ·Φ2,xΦ1,x′ ·Φ2,x′ . (3.5)
The coupling functions zΛ, µΛ, λΛ and ΩΛ are all defined
to be completely non-local, i.e. after a Fourier transform
they have a vanishing contribution at momentum k = 0.
The local contributions are included in UΛ and will be
denoted by µ0Λ and λ
0
Λ. For later convenience we also
introduce the functions
µ¯Λ(k) = µΛ(k) + µ
0
Λ , (3.6a)
λ¯Λ(k) = λΛ(k) + λ
0
Λ . (3.6b)
The derivative terms present in the action (2.3) corre-
spond to the approximation
zΛ(k) = ZΛk
2 +O(k4) , (3.7a)
ωΛ(k) = ΩΛk
2 +O(k4) , (3.7b)
and µΛ(k) = λΛ(k) = 0. To keep also the leading order
k2 terms of µΛ(k) and λΛ(k) is equivalent to introducing
the derivative terms
(Φ1 · ∂xΦ1 +Φ2 · ∂xΦ2)2 ,
(Φ1 · ∂xΦ1 −Φ2 · ∂xΦ2)2 + (Φ1 · ∂xΦ2 +Φ2 · ∂xΦ1)2
in the action (2.3).
C. Derivation of the flow equations
The NPRG is based on an exact flow equation for the
effective average action ΓΛ[Φ],
29
∂ΛΓΛ[Φ] =
1
2
Tr
[
∂ΛRΛ
(
∂2ΓΛ
∂Φ∂Φ
+RΛ
)−1]
, (3.8)
where the trace is over momenta and internal indices.
For notational brevity we omitted internal indices and
momenta in the field derivatives as well as in RΛ in
Eq. (3.8). Note that the second order field derivative
of ΓΛ on the r.h.s. in Eq. (3.8) is also a functional of the
field Φ. If both sides of this equation are expanded in the
fields, one obtains flow equations for the irreducible ver-
tices. The derivation of Eq. (3.8) is based on an approach
where the cutoff is introduced into the model via a regu-
lator RΛ which is added to the bare two-point function.
At the initial UV scale Λ0, the action is assumed to be
the bare one, whereas the full irreducible vertices are ob-
tained from Eq. (3.8) when the flow of ΓΛ is integrated
from Λ = Λ0 down to Λ = 0. While Eq. (3.8) is exact, it is
almost always impossible to solve it exactly and approxi-
mation techniques are required. The most common ones
are either based on an expansion of ΓΛ to a finite order in
the fields or an expansion in the derivatives, for reviews
see e.g. [16,23,24]. Here, we will use a combination of
both, where we take into account both terms which are
not restricted to a finite order in the fields but also non-
local terms to arbitrarily order in the derivatives.30 The
regulator RΛ removes IR divergent terms arising from
modes with k < Λ and for numerical stability we use an
analytic regulator. A standard choice23 is
RΛ(q) = ZΛ
q2
exp(q2/Λ2)− 1 . (3.9)
The flow equations are most easily derived in a basis
where the two-point functions are diagonal. Follow-
ing Ref. [16] we therefore first introduce the two N -
component fields Φa(x) = ϕa(x) + χa, where χa are
the finite expectation values which we assume to have
the form
tχ1 = (κ
1/2
Λ , 0, . . . , 0) , (3.10a)
tχ2 = (0, κ
1/2
Λ , 0 . . . , 0) . (3.10b)
Diagonalization of the two-point functions is achieved by
a switch to the basis ϕ˜αa (with a = 1, 2, and α = 1 . . .N)
ϕ˜11 =
1√
2
(ϕ11 + ϕ
2
2) , (3.11a)
ϕ˜12 =
1√
2
(ϕ11 − ϕ22) , (3.11b)
ϕ˜21 =
1√
2
(ϕ21 + ϕ
1
2) , (3.11c)
ϕ˜22 =
1√
2
(ϕ21 − ϕ12) , (3.11d)
and ϕ˜αa = ϕ
α
a for α > 2. In the rotated basis only
one component has a finite expectation value, χ˜aα =√
2κΛδa1δα1. The two-point vertices are now diagonal
in the a, α space and have the form
Γαβab (k) =
∂(2)
∂ϕ˜αa (k)ϕ˜
β
b (−k)
ΓΛ
∣∣
ϕ=0
= δabδαβ
{
zΛ(k) + κΛ
[
δa,1δα,1λ¯Λ(k) + ηaαµ¯Λ(k)
+ δa,2δα,2ωΛ(k)
]}
, (3.12)
where we introduced ηaα which has as nonzero entries
only η12 = η21 = 1. The functions µ¯Λ(k) and λ¯Λ(k) are
defined in Eqs. (3.6).
The flow of the local potential is obtained by evaluating
Eq. (3.8) for constant fields.23 The initial form of the
local potential at Λ = Λ0 coincides with the interaction
term of the bare action and is given by UΛ0 = λ
0
Λ0
(ρ/2−
κΛ0)
2/4+µ0Λ0τ/4. The flow of the local terms present in
the two-parameter function UΛ is greatly simplified if we
6employ the approximation Eq. (3.3). The flow of WΛ(ρ)
is then found to be
∂ΛWΛ(ρ) =
1
2
∫
k
∂ΛRΛ(k)
∑
a=1,2,α=1...N
GaαΛ (k, ρ) (3.13)
with
G11Λ (k, ρ) =
[
AΛ(q, ρ) + ρW
′′
Λ(ρ) + ρλΛ(q)/2
]
−1
,
(3.14a)
G12Λ (k, ρ) =
[
AΛ(q, ρ) + ρµ¯Λ(q)/2
]
−1
, (3.14b)
G22Λ (k, ρ) =
[
AΛ(q, ρ) + ρΩΛ(q)/2
]
−1
. (3.14c)
The remaining functions are G21Λ (k, ρ) = G
12
Λ (k, ρ) and
there are 2(N − 2) modes of the form GaαΛ = AΛ(q, ρ)−1
for α > 2 with
AΛ(q, ρ) = RΛ(q) + zΛ(q) +W
′
Λ(ρ) . (3.15)
The flow of κΛ is obtained from the requirement that
(d/dΛ)W ′(ρ = 2κΛ)=0, i.e. that κΛ is for all Λ the posi-
tion of the minimum of WΛ.
23
To solve the flow equations numerically, we need to
have an accurate resolution of the local potential around
the flowing minimum κΛ. Since for d = 2 this minimum
vanishes for N ≥ 3 at some finite Λ∗, reflecting the finite
correlation length, we need to rescale the local potential.
This is achieved by writing
WΛ(ρ) = κ
2
ΛwΛ(y = ρ/κΛ) (3.16)
so that the rescaled potential wΛ(y) always has its mini-
mum at y = 2. Choosing a linear grid for y proved then
sufficient to obtain converged and stable flows. At low
temperatures, wΛ(y) rapidly approaches a convex form
and becomes essentially flat for y < 2.
To derive the flow equations of the non-local terms
in ΓΛ, i.e. of the functions µΛ(k), λΛ(k) and ΩΛ(k),
we invoke a field expansion.23,24 We need the vertices
up to fourth order in an expansion in ϕ˜αa , they can be
found in Appendix A. From the explicit form of all ver-
tex functions up to the four point vertex, we can deter-
mine the flows of the non-local coupling functions directly
from the standard flows of the two-particle vertices using
Eq. (3.12), this is discussed in detail in Refs. [30,31]. The
flow of the self-energy Γ2211(k = 0) also yields the flow of
the local coupling constant µ0Λ. We emphasize that the
obtained flow equations are uniquely determined by the
effective average action specified through Eqs. (3.1-3.4).
The flow equations are rather lengthy and not very illu-
minating, and we therefore do not present them here. For
an alternative approach to include the momentum depen-
dence of vertices, which is not based on a truncation of
the effective average action but on an approximation at
the level of a field expansion in presence of a background
field, see Refs. [32].
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FIG. 1: The correlation length as a function of tempera-
ture has an exponential dependence on the temperature but a
much weaker temperature dependence at larger temperature,
with a crossover temperature of T ≈ 0.35J separating the two
regimes.
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FIG. 2: The specific heat as a function of temperature. It
shows a well defined broad peak in the same temperature
range where the correlation length ξ(T ) has the crossover.
IV. RESULTS AND DISCUSSION
We have integrated the NPRG flow equations cor-
responding to Eqs. (3.1-3.4) for different temperatures,
ranging from T = 0.6J down to T = 0.24J . The lower
the temperature, the smaller the logarithmic step size
δℓ (with ℓ = − ln Λ/Λ0) had to be chosen in the par-
tial differential equation solver routine. If δℓ is chosen
too large in comparison with the discretization δy in the
representation of the local potential wΛ(y) small oscilla-
tions in the derivatives of wΛ(y) appear which quickly
grow and lead to numerical instabilities. Thus, we had
to choose rather small step sizes at low temperatures,
down to δℓ ≃ 4× 10−5 for T = 0.24J , and we could not
reach arbitrarily low temperatures since at T ≤ 0.24J it
takes already more than a week to calculate the flow for
7a given temperature (using a single core of the CPU). We
also note that an adaptive step solver turned out to be
problematic since it generally cannot cope well with the
instabilities which arise at larger step sizes.
We will be interested in the spin-correlation length
ξ which characterizes the decay of the spin correlation
function
〈
Sxi ·Sxj
〉
where xi and xj belong to the same
sublattice of the 120◦ order. The relations (2.5) imply
that
〈
Φx · Φy
〉
decays with the same correlation length
as
〈
Sxi · Sxj
〉
. We can thus extract the spin correlation
length directly from our NPRG analysis as the scale Λ∗
where the order parameter κΛ∗ vanishes. In Fig. 1 we
show results for ξ as a function of temperature. At low
temperatures the correlation length grows exponentially
and follows a ξ ≈ expBJ/T behavior. We compare this
with the correlation length of the NLσM applied to the
HAFT, which, at two loop order, has the form27
ξHAFT/a ≈ Cξ
√
T/J exp(6.9943J/T ) , (4.1)
with an undetermined constant Cξ. The exponent B =
6.9943 is the same also in the one-loop approximation.
Our NPRG analysis yields the slightly smaller value
B ≈ 6. As we discuss in more detail below, the NPRG
flow deviates from the NLσM flow already at moderate
temperatures and also at small spatial scales, although
they do coincide at small temperatures and large scales.
Since the NLσM prediction for ξ(T ) is based on the in-
tegration of the flow equation starting from the lattice
scale, a small deviation of the correlation length expo-
nent B is not unexpected.
What can be clearly observed is a pronounced crossover
at around Tcross ≈ 0.35J , from the low temperature expo-
nential temperature dependence to a much more modest
decay of ξ at larger temperatures. This crossover hap-
pens in a relatively narrow temperature range, yet ξ(T )
is smooth and continuous, with no sign of an underlying
thermodynamic singularity. This crossover is similar to
the sharp increase of the correlation length seen in MC
simulations for temperatures T . 0.3J .5,18 The finite
size limitations in MC combined with the exponential
growth of the correlation length make it however diffi-
cult to obtain converged results for ξ(T ) from MC and it
was not clear if ξ(T ) or its temperature derivative would
be smooth in the thermodynamic limit. A recent theory6
has proposed that the spin correlation length is a convo-
lution of two correlation lengths, ξ = ξvξsw/(ξv + ξsw).
The vortex correlation length ξv is assumed to diverge at
a finite temperature Tc while the spin-wave correlation
length ξsw remains finite for all T > 0. The resulting
form of the magnetic correlation length would have a
non-monotonic function d ln(ξΛ0)/dT with a maximum
near Tc. Our NPRG analysis does not show such a be-
havior. We emphasize that this crossover cannot be ob-
tained within a NLσM approach and neither in a finite
order field expansion, as discussed in Appendix B.
The flow of the free energy can also readily be obtained
from our analysis, it corresponds to the flow of ΓΛ eval-
uated at ρ = 2κΛ and τ = 0. Thus, the flow of the free
energy follows from Eq. (3.13) with ρ = 2κ. As a result
of keeping the nonlocal coupling functions µΛ(k), λΛ(k)
and ΩΛ(k) in our analysis, the thus evaluated free energy
is sensitive to a broad range of energy scales beyond the
IR limit. Since the NPRG breaks down at some finite
scale Λ∗ where κΛ∗ = 0, we cannot follow the free energy
flow down to Λ = 0. To extract the contributions to the
free energy coming from 0 < Λ < Λ∗, we took advantage
of the fact that all propagators are gapped in this regime
because of the finite correlation length ξ and thus no IR
divergences are present. We therefore approximated the
propagators in this regime simply by introducing a fi-
nite correlation length ξ−1 = 2πΛ∗ into the self energies
and by replacing all flow parameters by their values at
Λ = Λ∗. We note that the region Λ < Λ∗ contributes
only a very small fraction to the total free energy at low
temperatures which has no noticeable effect on the shape
of the specific heat in the temperature range considered
here. From the thus obtained free energy we calculate the
specific heat C = −T (∂2f/∂T 2), which required some lo-
cal smoothing of the f(T ) data to avoid noise in C(T ).
Our result for C(T ) is plotted in Fig. 2 and shows a
well defined but relatively broad peak, again rather sim-
ilar to what is obtained from MC simulations.6 While
the specific heat typically shows a singularity near a sec-
ond order phase transition with a divergent correlation
length, the broad peak observed here is a consequence of
the rapid crossover of the spin correlation length in that
temperature regime rather than a true divergence.
The behavior both of the correlation length and the
specific heat thus suggest that there is no true phase
transition at Tcross but rather a crossover from a purely
spin-wave dominated regime (the NLσM regime) to a
high temperature regime where defects and massive ex-
citations play an important role. This picture is also
supported by comparing our NPRG flow to the one ob-
tained from the NLσM. In Fig. 3 we show the flow of the
two parameters η1 and η2 from the NPRG and for the
NLσM, at different temperatures. Since we have data
from the full NPRG flow only down to T = 0.24J , we
also show data obtained from the derivative expansion of
ΓΛ, using only the parameters which enter in Eq. (2.3).
In the limit of large masses λ0Λ and µ
0
Λ the NPRG flow
equations in the derivative expansion approximation re-
duce to the one-loop NLσM flow.16 This is clearly seen
at T = 0.12J . However, the large mass limit of the flow
equations is reached only very slowly and at moderately
small temperatures finite mass corrections are visible. Al-
ready at T = 0.18J one sees deviations from both the
one-loop and two-loop NLσM flow, which become quite
substantial at T = 0.24J . At this temperature we have
calculated the NPRG flow both in the full approxima-
tion, corresponding to Eqs. (3.3,3.4), as well as in the
derivative approximation (2.3). Both NPRG flows show
similar deviations from the NLσM results. The devia-
tions grow at even larger temperatures when compared
to the full NPRG flow. At T = 0.30J , η1 and η2 vanish
at a Λ scale where the NLσM results still predict sizeable
8finite stiffnesses.
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FIG. 3: (Color online) Flow of the parameters η1, η2 (with
η2 > η1), from NPRG calculations (solid black lines) and
from perturbative one-loop (dotted blue lines) and pertur-
bative two-loop (dashed red lines) RG calculations for the
NLσM. For the NLσM η1,2 are the spin-stiffnesses whereas
for the NPRG we extracted η1,2 via Eqs. (2.7a,2.7b). For
low temperatures T ≤ 0.24J the NPRG flows are those
of the derivative expansion (DE), see (2.3), whereas for
T ≥ 0.24J we show the flow calculated in the full approxi-
mation Eqs. (3.1-3.4). The one- and two- loop NLσM results
are always very similar and strongly overlap in the plots for
T ≤ 24. For T = 0.12 all approximations strongly overlap.
The crossover at Tcross has often been argued to be
caused by unbound Z2 defects which start to prolifer-
ate at Tcross.
4,6 MC simulations have found evidence of
a vortex unbinding at this temperature. Southern and
Xu4 have extracted a vorticity modulus from their MC
data which was shown to vanish near Tcross which was
interpreted as an unbinding of vortices. While the spin
stiffness is always zero for any T > 0, in finite sized sys-
tems the spin stiffness vanishes only at sufficiently large
T . For system sizes comparable to those of Ref. [4] the
spin stiffness vanishes at roughly the same T as the vor-
ticity modulus.5 The vortex unbinding at low tempera-
tures is prevented by a logarithmic interaction among the
vortices which is however only present for length scales
smaller than the correlation length.33 To gain further in-
sight into the physics behind the crossover we plot the
flowing anomalous dimension η. For a true 2nd order
phase transition ξ → ∞ and η would become a critical
exponent. It characterizes the spin-spin correlation func-
tion at criticality which behaves for k → 0 as 1/k2−η.
Here, for any finite T the spin correlation length is finite
and η does not reach a constant for k → 0. Yet, for
low temperatures, η changes only very modestly for mo-
menta k < 1/ξ and both ξ and 2π/k much larger than the
microscopic lattice spacing. The scale-dependent anoma-
lous dimension η is defined through
η = Λ∂Λ lnZΛ . (4.2)
We plot it as a function of the rescaled order parame-
ter κ˜, defined in Eq. (2.8a), for different temperatures
in Fig. 4. For the XY-model, these plots show a char-
acteristic flow which, for temperatures below the critical
one, quickly reaches a line of η(κ˜) where the flow of κ˜
essentially stops.20 This line signifies thus a line of fixed
points where the anomalous dimension reaches a finite
value for Λ → 0. The line of fixed points terminates
around a value η = 0.287, beyond which the flow is away
from the line of fixed points. What we find in the present
model is in some ways similar to the XY flow, with how-
ever important differences. At low temperatures we do
find a common curve η(κ˜) where all flows are attracted
to. However, while the flow along this line is slower that
the initial approach to that line, the flow never stops
but remains sizeable, in accordance with the asymptotic
freedom of the model. Thus, one never actually reaches
a fixed point and no transition or critical behavior can
be associated with the common curve.
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8
η
κ
~
T=0.27
T=0.42
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8  2
η
κ
~
T=0.24
T=0.24
T=0.2675
T=0.2675
FIG. 4: Anomalous exponent η vs. the rescaled order pa-
rameter κ˜. Upper curve shows results for large temperatures,
the lower curve at smaller temperatures.
9The maximal value of ηmax ≈ 0.34, is close to the
value ηmax ≈ 0.33 found in the XY model (the line of
fixed point ends in the XY model at a smaller value
≈ 0.287, rather close to the exact value 1/4). This may be
seen as an indication that indeed some enhanced stabil-
ity against defect unbinding exist along the line η(κ˜). In
this interpretation, for temperatures lower than roughly
T ≈ 0.27J , a large part of the flow is along the com-
mon curve η(κ˜) and only at sufficiently small Λ it devi-
ates, owing to the vanishing of the order parameter and
the appearance of a finite correlation length. While de-
fects would certainly be present at scales larger than the
correlation length, the fact that the maximal value of η
systematically decreases with lowering the temperature
below T = 0.27J indicates a stability against vortex un-
binding. Thus, the correlation length in this regime is
limited by the asymptotic freedom of the model rather
than an unbinding of vortices. The stability to vortices
(for scales smaller than the correlation length) is then
similar to the XY model where along the critical line
T < Tc the anomalous dimension reaches a fixed point
whose value is proportional to the temperature. We also
find that over a large momentum range the spin corre-
lation decay is algebraic with anomalous exponents and
only at large distances the finite correlation length in-
duces an exponential decay.
At larger temperatures, see the upper plot in Fig. 4, the
flow starts to deviate slowly from the common curve η(κ˜)
of the low temperature regime. At around T ≈ 0.30J
it never reaches it and moves further away from it the
higher the temperature. This indicates that at these tem-
peratures the regime where gapless excitations dominate
the flow is never reached and massive and/or topological
excitations become ubiquitous. For T = 0.35 the max-
imum is approximately η = 0.28, similar to the NPRG
estimate of the critical temperature of the XY model. All
this is consistent with a correlation length which is, at
high temperatures, primarily determined by a vortex un-
binding. That the correlation lengths actually decreases
more slowly at higher temperatures where vortices are
abundant, as is also observed in MC simulation,5,18 can
be understood on the grounds that the flow ceases to
be controlled by the low temperature NLσM model and
its strong, asymptotic freedom dominated, temperature
dependence of the correlation length.
Thus, we see in the flow of η support for the scenario of
vortex unbinding somewhere in the temperature interval
0.3J − 0.35J , where also the crossover in the correlation
length dependence on temperature is observed. In the
NPRG we have however no direct access to vortex degrees
of freedom, so that we can only say that our results are
consistent with a vortex unbinding scenario.
V. SUMMARY
We have analyzed 2d frustrated Heisenberg magnets
within a non-perturbative RG framework, using initial
values for the flow as appropriate for the antiferromag-
netic Heisenberg model on the triangular lattice. We fol-
low the general NPRG approach for frustrated magnets
as developed in Refs. [16,22], which allows to recover the
NLσM flow equations at sufficiently low temperatures.
We extend this analysis in two ways: instead of expand-
ing the action to a given order in a field expansion we keep
the full local dependence of the effective action on the in-
variant ρ which is the local fluctuating magnitude of the
ordered moments of the magnet. Further, we replace the
coupling parameters of the standard Landau-Ginzburg
action with non-local coupling functions.
The primary goal of our analysis is to clarify the na-
ture of the finite temperature crossover in the correlation
length dependence of the MC simulations of the HAFT at
around a temperature T ≈ 0.3J and to investigate a pos-
sible role of topological defects. Our analysis reproduces
the key feature of the MC simulations. As expected, at
low-temperatures we recover the flow of the NLσM which
was shown to be in accordance with MC simulations in
Refs. [5,18]. The NPRG flow deviates further and further
from the NLσM predictions upon increasing the temper-
ature and we find a crossover of the temperature depen-
dence of the correlation length at around Tcross ≈ 0.35J .
Although this temperature is slightly larger than the one
observed in MC, which is not surprising in view of the ap-
proximations inherent in the mapping of the lattice model
into a continuum theory, our NPRG approach does cap-
ture the crossover qualitatively. The specific heat, which
shows a broad peak around the crossover, is also in qual-
itative agreement with MC simulations.6 As discussed in
Sec. IV closer inspection of the flow of the anomalous di-
mension shows that for temperatures slightly lower than
Tcross the flows collapse over a wide range of scales on a
common curve η(κ˜), where κ˜ is the rescaled local order
parameter. In this regime the (large) correlation length
arises from the asymptotic freedom of the model and
thus from the geometry of the order parameter space. In
contrast, at around temperatures 0.3J − 0.35J , the flow
starts to deviate from the common curve η(κ˜). The maxi-
mal anomalous dimension is reached around this temper-
ature and is similar to that of the XY model at the vortex
unbinding transition. While a topological origin of this
behavior is plausible, we find no indication of a finite
temperature fixed point and all our results are instead
consistent with a crossover. Physically, this is not com-
pletely unexpected since a true phase transition would
usually require a logarithmic interaction among the vor-
tices, as it occurs within the BKT scenario. In view of the
finite correlation length the logarithmic interaction is cut
off at large distances, which would result in a crossover
rather than a phase transition, and there would be no di-
verging length scale associated with the crossover. How
can this be reconciled with the presence of two phase
transitions which are clearly observed in MC simulations
at small but finite fields?7,8 A likely scenario is that for
vanishing fields the two critical points meet and merge
into a crossover point instead. This is consistent with
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the vanishing of the order parameters of both low tem-
perature phases in the zero field limit.7 Further analysis
of the low field regime with the NPRG would certainly
be desirable.
We thank Federico Benitez, Nic Shannon, Dominique
Mouhanna and Lorenz Bartosch for discussions and sug-
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Appendix A: Form of higher order vertices
Here we give the expressions for the symmetrized ver-
tices which are required to derive the flow equations of
the non-local coupling functions. Besides the two-point
vertex, given in Eq. (3.12), these are the three- and four
point vertices. The three point vertex, in the basis de-
fined in Eqs. (3.11), is
Γα1α2α3a1a2a3 (k1,k2,k3) =
√
κ/2
{[
δa11δα12
(
δ>α2α3ηa2a3 + ηα2α3δa2a3ξa2
)
+ δa12δα11
(
δ>α2α3δa2a3ξa2 + δ
<
α2α3ηa2a3
)]
µ(k1)
+ δa11δα11δa2a3δα2α3 [λ(k1) + 32κU
′′′
Λ (ρ = 2κ)δa21δα21]
+ δa12δα12ǫa2a3 [δα2α3 −Θ(α2 ≤ 2)Θ(α3 ≤ 2)]
[
Ω(k2)− Ω(k3)
]
+ (1↔ 2) + (1↔ 3)
}
. (A1)
where δ<αβ = δαβΘ(α ≤ 2), and δ>αβ = δαβΘ(α > 2). We
further defined the vector ξa = (1,−1)t and ǫab = −ǫba
is the antisymmetric tensor with ǫ12 = 1. The tensor ηaα
has nonzero entries only for η12 = η21 = 1. The notation
(1 ↔ 2) is short for (k1, a1, α1 ↔ k2, a2, α2). The four
point vertex in the basis defined in Eqs. (3.11) is
Γα1...α4a1...a4 (k1, . . . ,k4) =
1
2
{[(
ηa1a2δ
>
α1α2 + δa1a2ξa1ηα1α2
)(
ηa3a4δ
>
α3α4 + δa3a4ξa3ηα3α4
)
+
(
δa1a2δ
>
α1α2ξa1 + ηa1a2δ
<
α1α2
)(
δa3a4δ
>
α3α4ξa3 + ηa3a4δ
<
α3α4
)]
µ(k12)
+ δa1a2δa3a4δα1α2δα3α4 [λ(k12) + 32κU
′′′
Λ (ρ = 2κ)(δa11δα11 + δa31δα31)
+ 128κ2U ′′′′Λ (ρ = 2κ)δa11δa32δα11δα31]
+ [δα1α2 −Θ(α1 ≤ 2)Θ(α2 ≤ 2)][δα3α4 − Θ(α3 ≤ 2)Θ(α4 ≤ 2)]ǫa1a2ǫa3a4 [Ω(k14)− Ω(k13)]
+ (1↔ 3) + (1↔ 4)
}
. (A2)
Appendix B: Field expansion of local potential
Here we discuss the flow equations if we approximate
the local potential UΛ(ρ, τ) up to eighth order in the
fields. To that order, we have, up to a field independent
constant,
UΛ(τ, ρ/2− κ) =
∫
x
[λ0Λ
4
(ρ/2− κ)2 + µ
0
Λ
4
τ +
c
(3)
ρ
12
(ρ/2− κ)3
+
cρτ
8
(ρ/2− κ)τ + c
(4)
ρ
24
(ρ/2− κ)4
+
c
(2)
τ
32
τ2 +
c
(2)
ρτ
16
(ρ/2− κ)2τ
]
(B1)
Higher order terms can be readily included, but the re-
sulting flow equations become rather long if the full k
dependence of the coupling functions µΛ(k), λΛ(k) and
ΩΛ(k) is kept. To compare the different approximations,
we introduce the rescaled and (in d = 2) dimensionless
local coupling parameters
µ˜ = µ
(0)
Λ Λ
−2Z−2Λ , (B2a)
λ˜ = λ
(0)
Λ Λ
−2Z−2Λ . (B2b)
In Fig. 5 we show the flow of λ˜ from the field expan-
sion to both order Φ6 (setting c
(4)
ρ , c
(2)
τ and c
(2)
ρτ equal to
zero in Eq. (B1) ) and to order Φ8. In both cases λ˜ is
driven rapidly to zero by a divergence of a higher order
vertex, much faster than in the approximation given by
Eq. (3.3) where all powers of ρ are kept. The same behav-
ior is also observed in the flow of µ˜, see Fig. 6. In the Φ8
approximation the suppression is even faster than in the
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Φ6 truncation and what limits the flow is not the vanish-
ing of the order parameter ρ0 but the divergence of the
higher order vertices. This clearly shows that a fixed or-
der field expansion is not useful in this case. In Fig. 7 we
show that in contrast the expansion on just the invariant
ρ shows better convergence properties. The best alter-
native would be to directly explore the flow of UΛ(ρ, τ)
without any restrictions, which would however be numer-
ically very costly. As we discuss now, the higher order
derivative terms are also important, one would thus have
to analyze the full flow of UΛ(ρ, τ) in conjunction with
the full momentum dependence of the coupling functions
µΛ(k), λΛ(k) and ΩΛ(k), or at least with including also
higher order derivative terms, which is numerically ex-
tremely challenging.
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FIG. 5: (Color online) Flow of λ˜ at T = 0.275J within differ-
ent approximations. Shown are the results of a field expansion
to order Φ6 and Φ8 (dashed, blue lines) compared to the full
dependence on ρ to first order in τ (red, solid line).
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FIG. 6: (Color online) Flow of µ˜ at T = 0.275J within a field
expansion to order Φ6 and Φ8 (dashed, blue lines) compared
to the full dependence on ρ to first order in τ (red, solid line).
To gauge the importance of the k-dependent vertices,
we finally compare the flow within an approximation
where only the leading order derivative terms present in
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FIG. 7: (Color online) Flow of λ˜ at T = 0.275J within an
expansion in ρ to order ρ2, ρ3, and ρ4 (dashed, blue lines)
compared to the full dependence on ρ (red, solid line). All
truncations keep only the first order in τ .
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FIG. 8: (Color online) Flow of λ˜ at T = 0.275J with (red, full
lines) and without (dashed, blue lines) higher order derivative
terms (see text, DE stands for first order derivative expan-
sion). Shown are results including all local terms up to order
Φ6 and to order Φ8.
Eq. (2.3) are kept with the approximation where the full
momentum dependence of λΛ(k), µΛ(k) and ΩΛ(k) is in-
cluded. In both approximations all local terms up to
order Φ6 or Φ8 are included. As shown in Fig. 8, there
are clear differences and the flow with the full momentum
dependence is more stable. It thus seems that the higher
order derivative terms are non-negligible.
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