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Abstract: Modeling of few-body quantum systems
This thesis presents a study on systems that can be modeled as few-body
quantum systems, which was motivated by the progress in nanotechnology
and quantum information over the last decades. It consists of three main
parts, each one focusing on systems with different properties. All of the-
se systems accept similar analytical and computational approaches. In the
first one, we study open quantum systems in which electrons are able to
escape (such as quantum dots). In the second part, we concentrate on endo-
hedral compounds constituted by atoms enclosed in fullerene molecules. We
study the valence electron localization of the enclosed atom and the possi-
ble presence of light induced conical intersections. Finally, we focus on three
experimentally observed confined particle systems which exhibit strong corre-
lations: Wigner molecules (the finite-size analogue of Wigner crystals), the
Calogero model (which allowed the explanation of the fractional quantum
hall effect), and systems of non-interacting hard-core particles (basis of the
Tonks-Girardeau gas). For these systems, we calculate the natural orbitals,
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Resumen
En este trabajo, motivados por el avance en nanotecnolgía e información
cuántica de las últimas décadas, estudiamos sistemas que pueden ser mo-
delados como sistemas cuánticos de pocos cuerpos, aceptando un abordaje
común en cuanto a métodos de resolución y algoritmos computacionales. La
tesis consta de tres partes principales enfocadas a sistemas con distintas pro-
piedades. En la primera parte nos concentramos en sistemas abiertos, que
modelan por ejemplo electrones en puntos cuánticos; los electrones pueden
escapar y el sistema tiene por lo tanto un comportamiento crítico en el um-
bral del continuo. En la segunda, estudiamos la localización electrónica y la
posible existencia de intersecciones cónicas, inducidas cuando el sistema es
sometido a un campo láser en sistemas compuestos por átomos dentro de
cavidades de fullerenos que presentan estados de disociación particulares. Fi-
nalmente, la última parte está dedicada a las ocupaciones, orbitales naturales
y entropías de sistemas de partículas confinadas que exhiben correlaciones
fuertes, y que han sido observados experimentalmente. Estudiamos las mo-
léculas de Wigner, análogo en tamaño finito de los cristales de Wigner; el
modelo de Calogero, que ha permitido explicar el efecto hall cuántico frac-
cionario mediante cuasipartículas llamadas anyones y el modelo de esferas
rígidas, base del gas de Tonks–Girardeau.
v
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Nanotechnology is the idea that we can
create devices and machines all the way
down to the nanometer scale, which is a
billionth of a meter, about half the
width of a human DNA molecule.
Paul McEuen (1963 – presente)
A lo largo de la segunda mitad del siglo XX hemos presenciado el creciente
avance en la capacidad experimental de manipular la materia a escala nano-
métrica, tanto en el contexto de la biología, como la química o la física. Este
avance y la inherente manipulación directa de átomos, moléculas o electrones
alcanzada en las últimas décadas, ha motivado la difusión de la nanociencia
y nanotecnología cuya escala de trabajo característica las liga indisoluble-
mente a la mecánica cuántica. Esta capacidad creciente de manipulación de
la materia en la nanoescala, con la esperanza de aplicaciones a tecnologías
electrónicas de lo más diversas, materiales, fármacos, por mencionar sólo al-
guna de las posibilidades; fomentó el estudio teórico y numérico de sistemas
tales como: puntos cuánticos (también llamados átomos artificiales), molécu-
las exóticas, partículas atrapadas en distintos tipos de trampas (por ejemplo
1
Capítulo 1. Introducción
trampas ópticas de iones), entre otros. Al mismo tiempo, los avances en el
área de Información Cuántica han desplazado el foco de estudio. Ya no solo
se estudia el espectro de energías y los observables de un sistema cuántico,
sino el contenido de información del estado, la posibilidad de manipularlo
coherentemente y cómo transmitir dicha información.
Todos los sistemas mencionados anteriormente pueden ser modelados en
gran medida como sistemas cuánticos de pocos cuerpos, aceptando un abor-
daje común en lo que a métodos de resolución y algoritmos computacionales
se refiere. Este trabajo está dedicado al estudio de algunos de esos sistemas
cuánticos. Hemos considerado diferentes Hamiltonianos que modelan siste-
mas como átomos, moléculas, iones en trampas, electrones atrapados en pun-
tos cuánticos y partículas confinadas. Estudiamos la estabilidad, ionización
y/o disociación, la localización electrónica, la posible interacción con luz, o
el contenido de información cuántica de los estados mediante el cálculo de
diferentes entropías.
El abordaje de esta variedad de sistemas cuánticos y sus propiedades,
se hizo siempre utilizando métodos variacionales o exactos, analizando prin-
cipalmente el comportamiento de los autovalores y autoestados del Hamil-
toniano o de las ocupaciones definidas como los autovalores de la matriz
densidad reducida obtenida a partir de la función de onda y las entropías
que en base a estas ocupaciones pueden derivarse.
La tesis consta de tres partes enfocadas a sistemas con distintas propieda-
des. En la primera, apuntamos a sistemas abiertos que modelan, por ejemplo,
electrones en puntos cuánticos. Los electrones pueden escapar y el sistema
por lo tanto tienen un comportamiento crítico en el umbral del continuo.
En la segunda parte, tratamos sistemas compuestos por átomos dentro de
cavidades de fullerenos, estudiando la localización electrónica y la existencia
de estados de disociación particulares, y analizando la posible presencia de
intersecciones cónicas inducidas cuando el sistema es sometido a un campo
láser. Finalmente, la tercera parte la dedicamos a las ocupaciones, orbita-
les naturales y diversas entropías de sistemas de partículas confinadas que
exhiben correlaciones fuertes y que han sido observados experimentalmente.
Estudiamos las moléculas de Wigner (análogo en tamaño finito de los cris-
tales de Wigner), el modelo de Calogero (que ha permitido explicar el efecto
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Hall cuántico fraccionario mediante cuasipartículas llamadas anyones) y el
modelo de esferas rígidas base del gas de Tonks–Girardeau.
Cada uno de los capítulos está dedicado a uno de los sistemas mencionados
en el párrafo anterior, por lo tanto, se organizaron de forma tal que contienen
una introducción y conclusión propia. El capítulo 8 es un resumen de las
conclusiones por capítulo, las perspectivas de investigación a futuro y las
conclusiones generales.
Presentamos a continuación los contenidos de cada capítulo. Como men-
cionamos anteriormente, la primera parte está dedicada a sistemas abiertos,
capítulo 2. En la segunda parte, capítulos 3 y 4, estudiamos átomos encapsu-
lados en moléculas de fullerenos. Finalmente, en los capítulos 5, 6 y 7, tercera
parte, tratamos distintos sistemas de partículas confinadas.
El capítulo 2 está centrado en el estudio de criticalidadi en el umbral del
continuo que refiere a lo ocurrido cuando un estado ligado es absorbido o
degenera con el fondo del continuoii. En particular, estudiamos sistemas que
presentan estados con vida finita cerca del umbral del continuo que se de-
nominan resonancias o estados resonantes. Los estados resonantes describen
sistemas abiertos en los que una o mas partículas permanecen cuasi-ligadas
durante un intervalo finito de tiempo asociado al tiempo de vida del estado.
Siguiendo el formalismo de Hatano y coautores definimos a las resonancias
como autoestados del Hamiltoniano con condiciones de contorno de Siegert
(onda saliente). Estas condiciones de contorno hacen que el problema de au-
tovalores sea no Hermitiano y por lo tanto se pueden obtener autovalores
complejos, cuya parte imaginaria es la mitad de la inversa del tiempo de vida
del estado. Los estados obtenidos no son de cuadrado integrable. Los métodos
más extendidos para obtener los tiempos de vida de los estados resonantes
involucran cálculos de escaleo complejo o métodos variacionales combinados
con una aproximación de la densidad de estados mediante un ajuste de los
datos numéricos con una función Lorentziana. En este capítulo proponemos
un método para calcular el tiempo de vida de un estado resonante que in-
volucra únicamente cantidades reales y una expansión variacional con una
iCon punto crítico nos referimos a un punto en el espacio de parámetros del Hamilto-
niano donde el estado del sistema cambia cualitativamente.
iiEsto en la literatura también suele denominarse como near-threshold phenomena
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base finita de funciones reales que sí son de cuadrado integrable. El método
propuesto hace uso solamente de álgebra real y no compleja, presentando
en consecuencia una ventaja importante en tiempo computacional. Además
permite calcular el valor del tiempo de vida con el mismo grado de precisión
que el de la energía del estado (por otros métodos en general no se logra una
precisión tan alta).
En los capítulos 3 y 4 nos concentramos en un sistema que en los últimos
años ha sido muy estudiado junto con el grafeno y los nanotubos de carbono:
las moléculas de fullerenos. Gracias a sus propiedades electrónicas y mecá-
nicas únicas, como son el bajo peso, la gran resistencia, la flexibilidad y la
estabilidad térmica, estas estructuras de carbono son especialmente adecua-
das para la creación de nanodispositivos. Como las moléculas de fullerenos
tienen forma de cascarones esféricos o elipsoidales, pueden albergar átomos
en su interior formando lo que se conoce como compuestos endohédricos que
son denotados como X@CN , donde X es el átomo huésped y CN es una mo-
lécula de fullereno formado por N átomos de carbono. La principal ventaja
de estos compuestos es que aislan el átomo huésped del ambiente. Los fullere-
nos endohédricos son producidos en laboratorios y hay un gran esfuerzo por
parte de la comunidad científica para incorporarlos a desarrollos tecnológicos
como agentes transportadores de drogas y para almacenamiento de litio e
hidrógeno con aplicaciones a baterías.
En el capítulo 3, específicamente, estudiamos la localización del electrón
de valencia de átomos de hidrógeno, litio y sodio (H, Li y Na) encapsu-
lados en tres moléculas de fullereno distintas. Para obtener la posición de
equilibrio del núcleo del endoátomo se calcularon los mínimos de un poten-
cial de Lennard-Jones clásico de N + 1 cuerpos usando la estructura de tres
moléculas diferentes de fullereno. Una vez que se determinó la posición del
átomo huésped, se modeló la cavidad del fullereno con un potencial de tipo
cáscara atractiva de corto alcance respetando la simetría de la molécula, en
tanto que, el átomo alojado en el fullereno se modeló mediante un potencial
efectivo para un único electrón. Con el objetivo de estudiar si el compuesto
endohédrico está formado por un átomo neutro dentro de un fullereno neutro
X@CN o si el electrón de valencia pasa a localizarse en el fullereno dando
lugar a un estado con la forma X+@C−N , analizamos la densidad electrónica,
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las proyecciones sobre los estados del átomo libre y los pesos de las ondas an-
gulares parciales en función de la atracción que la cáscara del fullereno ejerce
sobre el electrón de valencia. Encontramos que los electrones de valencia del
Li y Na se localizan en la cáscara del fullereno aún cuando la atracción que
el fullereno ejerce es débil. Por lo tanto, estos elementos forman compues-
tos endohédricos de la forma Li+@C−N y Na
+@C−N . El hidrógeno presenta
un comportamiento diferente, su estado fundamental permanece inalterado
hasta que el fullereno se vuelve lo suficientemente atractivo. Obtuvimos el
valor crítico a partir del cual el electrón de valencia pasa a estar localizado
en el fullereno y lo comparamos con valores experimentales, concluyendo que
para el caso del hidrógeno, el compuesto endohédrico se presenta como átomo
neutro dentro del fullereno neutro H@CN .
En el capítulo 4 iniciamos un estudio que tiene por objetivo conocer los
efectos de las intersecciones cónicas inducidas por luz sobre las probabilida-
des de transición entre lo estados moleculares de Li@C60 teniendo en cuenta
posibles configuraciones de tipo Li+@C−60. Las intersecciones cónicas induci-
das por luz (LICI de sus siglas en inglés, Light induced conical intersection)
hacen referencia a un acople entre los modos nucleares y electrónicos que fue
observado inicialmente en fotoquímica de moléculas orgánicas poliatómicas
y han sido recientemente estudiados para moléculas diatómicas homonuclea-
res de sodio por el grupo de Nimrod Moiseyev, Milan Šindelka y Lorenz S.
Cederbaum. En este capítulo desarrollamos las expresiones para el Hamil-
toniano molecular del compuesto endohédrico Li@C60 sometido a un campo
láser de luz polarizada lineal y explicamos las dificultades encontradas para
el cálculo de los espectros moleculares teniendo en cuenta las intersecciones
cónicas. Esbozamos además, varias perspectivas a futuro ya que esta línea de
investigación continúa abierta y seguimos trabajando en ella.
Como ya mencionamos anteriormente, en los capítulos 5, 6 y 7 de la
tercera parte, estudiamos las ocupaciones, orbitales naturales y entropías de
sistemas de partículas confinadas que exhiben correlaciones fuertes y que
han sido observados experimentalmente. Para ser más exactos, en estos tres
capítulos consideramos dos partículas en trampas armónicas bidimensionales
con diversas interacciones.
En el capítulo 5 mostramos cómo las distintas entropías diferencian in-
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teracciones de largo y corto alcance entre las partículas de una molécula de
Wigner. Las moléculas de Wigner son el análogo finito a los cristales de Wig-
ner, es decir, cristales electrónicos que se forman cuando la energía potencial
domina sobre la cinética en el régimen de densidades electrónicas bajas. En los
últimos años se ha logrado observar experimentalmente moléculas de Wigner
en puntos cuánticos bidimensionales y recientemente se observaron molécu-
las de Wigner de dos electrones en nanotubos de carbono. Esto motivó la
consideración del problema de dos partículas confinadas en un potencial ar-
mónico anisotrópico que interactúan vía diferentes potenciales que dependen
de la distancia entre las partículas. Primeramente calculamos una expresión
exacta para las ocupaciones del estado fundamental en el límite de interac-
ción fuerte que permite la formación de moléculas de Wigner. Luego, en base
a las ocupaciones obtenidas, se calcularon diferentes entropías de informa-
ción cuántica en forma cerrada. Nuestro propósito principal fue determinar
la influencia de la anisotropía de la trampa y del tipo de interación entre
partículas sobre las entropías lineal, de von Neumann, min-entropy, max-
entropy y entropias de Rényi. Nos interesó principalmente determinar cuáles
eran las diferencias entre las interacciones interpartícula de corto alcance en
comparación al caso de largo alcance, para el que la formación de moléculas
de Wigner ha sido ampliamente estudiado. Encontramos que al considerar
interacciones interpartícula de largo alcance, las entropías de von Neumann,
min-entropy y la familia de entropías de Rényi son finitas para trampas an-
isotrópicas y divergen logarítmicamente para trampas isotrópicas. En el caso
de interacciones de corto alcance, las entropías divergen para cualquier pará-
metro de anisotropía e interpretamos estas divergencias en forma cualitativa
basándonos en el principio de incertidumbre de Heisenberg.
En el capítulo 6 calculamos las entropías de von Neumman y Rényi para
el estado fundamental del modelo de Calogero de dos partículas en una y
dos dimensiones. Este modelo ha sido muy estudiado en el ámbito de la
materia condensada por su relación con el efecto Hall cuántico fraccionario
y la estadística fraccionaria. Nuestro resultado principal en esta línea de
investigación es que para aquellos valores de los parámetros del sistema para
los cuales la matriz densidad reducida de una partícula tiene un número
finito de autovalores no nulos (soporte finito) las entropías de Rényi muestran
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un comportamiento no analítico que expone el soporte finito de la matriz
densidad reducida. En este sentido, profundizamos en la comprensión de qué
información acerca del sistema provee el análisis de la familia de entropías
de Rényi. Resultados similares habían sido recientemente reportados por el
grupo de Amico y colaboradores para cadenas de spin 1/2.
Finalmente, en el capítulo 7, calculamos las entropías lineal y de von Neu-
mann para dos esferas rígidas unidimensionales distinguibles e indistinguibles
de diámetros variables. Los modelos de esferas rígidas confinadas en potencia-
les armónicos aportan a un entendimiento más profundo de las propiedades
de gases bosónicos unidimensionales que han sido observados experimental-
mente desde el año 2004. Estos potenciales de soporte compacto de tipo hard
core completan el estudio de los posibles tipos de potencial de interacción
entre partículas que se comenzó en los capítulos 5 y 6 al considerar los casos
de interacciones de corto y largo alcance. En este último capítulo mostramos
los principales resultados obtenidos hasta ahora en esta línea de investigación
y presentamos las perspectivas a futuro como cierre de los capítulos 5 y 6.
Los resultados sobre estados resonantes del capítulo 2 fueron publicados
en el año 2013 en la revista Journal Of Physics B: Atomic, Molecular and
Optical Physics con el título The energy and lifetime of resonant states with
real basis sets, que aparece como referencia [1]. Lo desarrollado acerca de fu-
llerenos endohédricos fue publicado en el año 2016 en la revista International
Journal of Modern Physics B con el título Localization of the valence electron
of endohedrally confined hydrogen, lithium and sodium in fullerene cages y
figura como referencia [2]. El trabajo sobre moléculas de Wigner se encuentra
en prensa al día de hoy en la revista Physics Letters A, referencia [3], mien-
tras que los avances respecto al modelo de Calogero fueron publicados en el
año 2016 en la revista Physical Review A con el título Detecting dimensional
crossover and finite Hilbert space through entanglement entropies, referencia
[4].
En el desarrollo de este trabajo aparecen varios términos acuñados origi-
nalmente en inglés, por eso muchas veces se incluye una traducción al español
y entre paréntesis el término en inglés en letra itálica.
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Figura 1.1: Esquema de trabajo: contenidos, motivación y método.
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CAPÍTULO 2
Energía y tiempo de vida de estados resonantes
calculados con una base finita de funciones reales
Resonances are associated with
metastable states of a system which has
sufficient energy to break into two or
more subsystems.
Nimrod Moiseyev (1947-presente)
En este capítulo, partiendo de una interpretación probabilística
de los estados resonantes, proponemos un método para el cálculo
del tiempo de vida de un estado resonante que involucra única-
mente técnicas de expansión en una base real de funciones de
cuadrado integrable y no requiere de una estimación de la den-
sidad de estados. Ilustramos el método calculando la energía y
tiempo de vida de resonancias con funciones de onda de tipo s y
p.
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2.1. Introducción a las resonancias y motiva-
ción
En el año 1928, dos años después de la aparición del trabajo en el cual
Erwin Schrödinger presentó su famosa ecuación y en el contexto de pleno
desarrollo de la teoría cuántica, George Gamow publicó un modelo para el
decaimiento α de núcleos radioactivos basándose en el concepto de estados
resonantes o resonancias [5]. Podemos afirmar entonces que los estados reso-
nantes han sido estudiados desde la segunda mitad de la década de 1920, en
los inicios mismos de la mecánica cuántica hasta la actualidad. Al día de hoy,
hay muchas maneras rigurosas de tratarlos y son de gran interés en diversas
áreas tales como la física nuclear [5, 6], la física atómica y molecular [7, 8] y
más recientemente, en nanofísica [9–12].
En el campo de la física nuclear, los núcleos inestables son estados reso-
nantes que cuentan con variadas aplicaciones. Son utilizados como generado-
res o disparadores de las reacciones nucleares base de la producción de energía
nuclear. También se utilizan como trazadores en investigaciones químicas y
en medicina y en los métodos más importantes de datación tanto geológi-
cos como arqueológicos. En física atómica y molecular la llamada femtofísica
ha permitido la observación de una gran cantidad de estados metaestables
(resonancias) en diversos sistemas moleculares; por ejemplo, el único anión
atómico doble que se conoce es un estado resonante del oxígeno. En nanofí-
sica el cálculo de la conductancia en puntos cuánticos (quantum dots) puede
ser planteado como un problema de scattering o dispersión cuántico involu-
crando estados resonantes.
Las resonancias pueden ser descriptas desde un punto de vista dinámico
o bien desde un punto de vista estático. Desde el punto de vista dinámico
pensamos que una partícula cuántica o paquete de ondas ingresa en una zona
sobre la cual actúa un potencial dispersor o de scattering, es capturada por un
cierto tiempo, llamado tiempo de vida, en el que podemos pensar que rebota
hacia adelante y hacia atrás en la trampa de potencial para finalmente esca-
par. La evolución temporal de este proceso está gobernada por la ecuación
de Schrödinger dependiente del tiempo. Desde el punto de vista estático hay
a su vez dos formas equivalentes de definir las resonancia, el método directo e
10
Capítulo 2. Energía y tiempo de vida de estados resonantes calculados con
una base finita de funciones reales
indirecto. El método indirecto es quizá el más usado en la literatura e intro-
duce las resonancias como un polo complejo de la matriz de scattering que
relaciona los estados inicial y final implicados en un proceso de dispersión.
El método directo define una resonancia como una autoestado generalizado
de la ecuación de Schrödinger bajo ciertas condiciones de contorno especiales
llamadas condiciones de contorno de Siegert.
En una serie de trabajos recientes Hatano y colaboradores [13–15] presen-
tan una interpretación probabilística de los estados resonantes, sentando las
bases para la unificación en una sola caracterización física de las propiedades
de los mismos. En esos trabajos, en el marco del método directo, los autores
definen una resonancia como una autofunción de un dado Hamiltonino con
condiciones de contorno de Siegert. Esto quiere decir que lejos de la región
sobre la cual actúa el potencial dispersor la función de onda representa una
onda saliente ψ(r) ∼ eikr donde r es la distancia al centro dispersor y k es
el vector de onda [16]. Debido a las condiciones de contorno de onda saliente
el momento no se conserva y el problema resulta no Hermitiano, esto tiene
como consecuencia que los autovalores sean complejos y las autofunciones no
estén acotadas.
El estado resonante aparece entonces como una función estacionaria mul-
tiplicada por un factor que hace que la amplitud de onda decaiga exponen-
cialmente en el tiempo. Las partículas escapan del volumen sobre el cual
actúa el potencial dispersor generando un flujo de momento saliente que con-
lleva una divergencia espacial de la función de onda a distancias grandes de
la región sobre la cual actúa el potencial dispersor [17]. Es por esto que estos
estados sirven para describir sistemas abiertos con tasas de escape no nulas.
En otras palabras, al considerar sistemas cuánticos abiertos los estados
presentan autovalores complejos o sea que el Hamiltoniano no es Hermitianoi
y la función de onda no es de cuadrado integrable. Si consideramos un vo-
lumen constante en el tiempo que contiene a la región sobre la cual actúa el
potencial, al que llamaremos volumen o región central, entonces el número de
partículas contenidas en ese volumen decae exponencialmente con el tiempo.
iNotar que el Hamiltoniano total (sistema más entorno) es Hermitiano y el Hamilto-
niano del sistema en presencia del entorno es no Hermitiano, por eso a este Hamiltoniano
muchas veces se lo denomina Hamiltoniano efectivo.
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Al haber una pérdida o flujo neto de partículas escapando del sistema se
puede asociar a los estados resonantes un tiempo de vida del estado que es la
mitad de la inversa del módulo de la parte imaginaria del autovalor mientras
que la energía del estado es la parte real del autovalor (ver el capítulo 2 de
la referencia [17]).
Mostraremos aquí de forma muy sintética por qué al considerar ener-
gías complejas con parte imaginaria no nula puede haber un flujo neto de
partículas. Para una explicación más detallada ver el capítulo 2 de la refe-
rencia [17]. La solución de la ecuación de Schrödinger dependiente del tiem-
po i ∂
∂t
Ψ(~x, t) = HΨ(~x, t) para un Hamiltoniano independiente del tiempo
(en unidades atómicas), puede escribirse como Ψ(~x, t) = ψ (~x) ei Et. Ade-
más, definimos el número de partículas en el volumen Ω como Nn,Ω(t) =
∫
Ω
|Ψ(~x, t)|2 dV .
Si consideramos un autovalor generalizado de la ecuación de Schrödinger




|ψ(r)|2dV . Por lo tanto, si la parte imaginaria de la energía es ne-
gativa el número de partículas decae sobre el volumen Ω a medida que trans-
curre el tiempo (flujo neto de partículas salientes); mientras que si la parte
imaginaria es positiva, entonces hay un flujo neto de partículas ingresando
al volumen Ω. Para el caso de flujo de partículas salientes se tiene ImE < 0,




que el número de partículas en el volumen Ω disminuye en un factor 1/e
cuando t = τ = 1/2|ImE| quedando definido de esta forma el tiempo de
vida del estado resonante.
Por otro lado, si pensamos que el sistema está sujeto a un potencial cen-
tralii que actúa en una región restringida del espacio y tiende a cero fuera de
esa región denotada por Ω, entonces la función de onda fuera del volumen Ω
puede escribirse como ψ(r) = eikr con la siguiente relación entre la energía
E = k2/2m y el vector de onda k. Si la energía es compleja k también lo será
y podemos escribir ψ(r) = eiRek re−Imk r. Esto quiere decir que si la parte
imaginaria del vector de onda es negativa, la función de onda diverge lejos
de la región de interés es decir para r → ∞.
Como se puede ver en la figura 2.1, el lugar en el plano complejo que
iiAsumimos que el potencial es central solamente por simplicidad.
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Figura 2.1: Representación de los distintos posibles autoestados generalizados de
la ecuación de Schrödinger en el plano complejo del vector de onda k y energía E.
ocupan los autovalores de las distintas autofunciones obtenidas al resolver
la ecuación de Schrödinger en un sentido generalizado determina sus pro-
piedades. Los estados ligados cuya función de onda decae exponencialmente
en el espacio tienen energías reales y negativas y vectores de onda imagi-
narios puros. Las soluciones con parte real de k positiva y parte imaginaria
negativa son los estados resonantes (ondas salientes), cada uno de los cua-
les tiene asociado un estado anti-resonante (ondas entrantes) con la misma
parte imaginaria del vector de onda y parte real de signo opuesto, mientras
que la parte real de la energía es igual y positiva en ambos casos y la ima-
ginaria es opuesta. Finalmente, algunos sistemas pueden tener soluciones en
el eje k imaginario negativo generados cuando un estado resonante y uno
anti-resonante coalescen. Estos estados divergen espacialmente y su energía
es real y negativa.
Existen varios métodos para calcular los autovalores complejos de los
estados resonantes, entre los cuales los más extendidos se basan en trans-
formaciones de tipo escaleo complejo (complex scaling en inglés) que llevan
el estado resonante hacia una función de cuadrado integrable [18, 19]. En
particular una modificación de estos métodos, llamada escaleo complejo ex-
terior, ha sido utilizada recientemente en varios problemas de fotoionización
[20, 21].
También existen técnicas variadas para calcular la parte real del autovalor
de un estado resonante con una base de funciones de cuadrado integrable. Es-
tos últimos métodos, denominados en general métodos de estabilización [22],
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son más simples si se los compara con los de escaleo complejo y hacen uso del
cambio abrupto de alguna cantidad física cuando una variable “cruza” alguna
resonancia (el término utilizado en inglés es el de crossing). La cantidad física
usada para detectar la parte real de la energía de la resonancia varía según
los autores. Algunos, usan las energías variacionales [23, 24], la entropía de
von Neumann [12] o propiedades como la condición de doble ortogonalidad
[25]. Cuando se quiere calcular la parte imaginaria del autovalor del estado
resonante, todos estos métodos se combinan con una aproximación de la den-
sidad de estados ajustando los datos numéricos con una función Lorentziana
[22, 24, 26].
En este capítulo, basándonos en el formalismo de Hatano [13–15] obten-
dremos una expresión de la parte imaginaria del autovalor de la resonan-
cia que involucra únicamente cantidades reales que se pueden calcular con
métodos de estabilización y sin necesidad de hacer una aproximación de la
densidad de estados ni trabajar con álgebra compleja. Todo lo desarrollado
en este capítulo así como los resultados mostrados fueron publicados en la
referencia [1].
Organizamos el capítulo de la siguiente manera. En la sección 2.2, ob-
tenemos una relación entre la parte real e imaginaria del autovalor de la
resonancia y la densidad de probabilidad en la región central. En la sección
2.3 aplicaremos los resultados de la sección 2.2 junto con una expansión de
la función de onda en una base real de cuadrado integrable para calcular la
parte imaginaria del autovalor del estado resonante. Finalmente, en la sec-
ción 2.4 presentamos los puntos más importantes de nuestros resultados y las
conclusiones.
2.2. Obtención de la parte imaginaria del au-
tovalor del estado resonante
La solución general de la ecuación de Schrödinger dependiente del tiempo
(de ahora en adelante usamos unidades atómicas, ~ = 1 ,m = 1 , e = 1) dada
por
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Hψ(~x, t) = i
∂
∂t
ψ(~x, t) , (2.1)
obedece la siguiente ecuación de continuidad
∂ ρ(~x, t)
∂t
+ ∇ · ~J(~x, t) = 0 , (2.2)
donde ρ y ~J son respectivamente la densidad de probabilidad y la corriente
de probabilidad estándar [27] definidas como
ρ(~x, t) = |ψ(~x, t)|2 ; ~J(~x, t) = 1
2i
[ψ∗(~x, t)∇ψ(~x, t)− ψ(~x, t)∇ψ∗(~x, t)] .
(2.3)





ρ(~x, t) ddx = −
∫
∂Ω
~J(~x, t) · d~S , (2.4)
donde d es la dimensión espacial, Ω un volumen arbitrario, y ∂Ω es la frontera
de ese volumen. Siguiendo a Hatano y colaboradores [13–15] definimos el




ρ(~x, t) ddx . (2.5)






ψ∗(~x, t) ~pψ(~x, t) · d~S
)
, (2.6)
donde ~p es el operador momento. Esta ecuación corresponde a la Ec. (15) de
la referencia [14] y expresa la conservación del número de partículas dentro
del volumen Ω. Si la función de onda tiende a cero más rápido que r−(d−1)
para valores grandes de r entonces el lado derecho de la Ec. (2.6) también
tiende a cero y la normalización se conserva de una forma similar a lo que
ocurre para estados ligados.
Como ya dijimos en la introducción, los autoestados resonantes son so-
luciones no Hermitianas de la ecuación de Schrödinger. La función de onda
diverge exponencialmente (véase el capítulo 2 de la referencia [17]) y la Ec.
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(2.6) describe un flujo de partículas hacia afuera del volumen genérico Ω,
incluso en el límite Ω → Rd. Todo esto indica que el número de partículas no
se conserva.
Hatano y coautores sugieren cómo mantener la interpretación probabilís-
tica de la función de onda de los estados resonantes [13–15]. La resonancia
es interpretada como un estado metaestable localizado en un volumen Ω0 a




NΩ(t)(t) = 0 . (2.7)
La condición inicial razonable para esta ecuación es NΩ(0)(0) = 1 (todas las
partículas inicialmente dentro del volumen central). Esta condición, junto
con la Ec. (2.7) implican que NΩ(t)(t) = 1 ∀t ≥ 0, esto quiere decir que el
volumen considerado crece con el tiempo de forma tal de contener siempre
todas las partículas.














que queda de esta forma bien definido para todo tiempo t.
Las Ecs. (2.5), (2.6), y (2.7) dan lugar a la siguiente ecuación para la
frontera , denotada por ∂Ω(t), de ese volumen variable en el tiempo que





















= 0 . (2.9)
Con el objetivo de obtener soluciones de la Ec. (2.9), tenemos que pensar
en un sistema en concreto. Restringimos entonces nuestro estudio a las solu-
ciones de la ecuación de Schrödinger dependiente del tiempo con una dada
energía
ψ(~x, t) = e−iEt ψE(~x) , (2.10)
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donde E y ψE(~x) son los autovalores y las autofunciones de la ecuación de
de Schrödinger independiente del tiempo respectivamente. Asumimos que el
Hamiltoniano se puede reducir al de una partícula en un potencial central que
tiende a cero en infinito. Como consideramos potenciales centrales entonces
debemos resolver la ecuación de Schrödinger radial reducida para ondas de
momento angular l
HluE,l(r) = E uE,l(r) , (2.11)













donde Yl,m(Ω) son los armónicos esféricos [27].
Como ya dijimos, los estados resonantes obedecen a las condiciones de
contorno de Siegert no Hermitianas [16], es decir que uE,l(r) ∼ eikr para r →
∞, con k =
√
2E. Estos estados no son normalizables, no son funciones de
cuadrado integrable y por lo tanto no corresponden a un espacio de Hilbert.
Los autovalores son complejos E = E − iΓ/2 y son interpretados como
las energías E e inversas del tiempo de vida, Γ, de los estados resonantes
metaestables.
Por simetría la solución de la Ec. (2.7) para el volumen Ω(t) es una
esfera de radio R(t) con la condición inicial R0 = R(t = 0), es decir que
Ω(t) = B(R(t)) dondeB(R) denota una esfera o bola de radioR. La evolución











Notar que el lado derecho de esta ecuación no depende explícitamente de t.










Aunque las funciones de onda de los estados resonantes no sean de cuadra-
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|ψ(~x, 0)|2 d3x =
∫ R0
0
|uE,l(r)|2 dr = 1 . (2.15)





dr |uE,l(r)|2 = 1 . (2.16)

















Esta fórmula para Γ no es conveniente para cálculos numéricos con una base
real. Para ello es útil escribir el comportamiento asintótico de la función de
onda de forma explícita
uE,l(r) = C e
ikr vl(k, r) , (2.19)
donde C es una constante de normalización dada por la Ec. (2.15).



















Por definición k2 = 2E = 2E − iΓ quedando
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V (r) si r < r0
0 si r > r0
, (2.23)
se dispone de la forma explícita de vl para ondas con momento angular l










En particular, para ondas s se tiene l = 0, v0(k, r) = 1 y entonces la Ec.



















La ecuación (2.22) y la (2.25) para el caso l = 0 relacionan Γ con las magni-
tudes reales E y |uE,l(R)|2. Esto convierte estas ecuaciones en herramientas
adecuadas para el cálculo de Γ usando una expansión de la función de onda
en una base real de cuadrado integrable como mostraremos en la siguiente
sección [1].
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2.3. Resonancias y el método variacional de Ritz
En esta sección, usaremos las Ecs. (2.22) y (2.25) combinadas con el méto-
do variacional de Ritz con una base real de funciones de cuadrado integrable
para calcular la parte imaginaria del autovalor del estado resonante.
Para ello haremos uso de tres características de la expansión variacional:
(i) Existen varios métodos muy precisos para calcular la parte real de los
autovalores o energías E , de los estados resonantes [25].
(ii) El método variacional provee de una buena aproximación a la densidad
exacta ρ(r) (no normalizable) allí donde los estados resonantes estén
localizados (véase la figura 2.2).
(iii) La Ec. (2.22) involucra únicamente cantidades reales que pueden ser
evaluadas con el método variacional de Ritz sobre la función de onda.
Es importante notar que las Ecs. (2.22) y (2.25) son válidas para R ≥
r0. En los cálculos numéricos tomamos R = R0 = r0 y hacemos uso de la




dr |uE,l(r)|2 = 1. En las siguientes secciones
trataremos por separado los casos l = 0 y l = 1.
2.3.1. El caso l = 0
Empezaremos con el caso de l = 0, es decir ondas angulares de tipo s. En
esta sección, en vistas a una notación más clara, omitiremos los subíndices
E y l = 0.
La función de onda radial reducida u(r) para un potencial central arbi-
trario V (r) tiene la forma
u(r) =
{
u<(r) si r < r0
u<(r0) e
ik(r−r0) si r > r0
, (2.26)
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Esta última ecuación involucra dos cantidades reales: |u<(r0)|2 y E . Ambas
cantidades pueden ser calculadas en buena aproximación mediante el método
de Ritz con una base real de cuadrado integrable truncada a orden N . Esto
quiere decir que se consideran las primeras N funciones de la base comple-
ta en el subespacio de momento angular l, {Φi}N1 . En esta aproximación, el
Hamiltoniano Hl se reemplaza por una matriz Hermitiana N × N cuyo ele-
mento i, j está dado por [Hl]i,j = 〈Φi|Hl|Φj〉 y a partir de la cual se obtienen

















= 1 ; n = 1, . . . , N .
(2.28)
Para calcular la parte real del autovalor del estado resonante E (N) y la apro-
ximación variacional (que es de cuadrado integrable) a la función de onda
del estado resonante, u(N)(r), usamos el método de doble ortogonalidad (DO)
[25].
El método de doble ortogonalidad asume que el potencial depende de
un cierto parámetro λ. Cuando se hace variar λ sobre un intervalo [λL, λR]
y se calculan los autovalores y autovectores mediante el método de Ritz se
observa que un dado autovalor n0 cruza la energía de la resonancia a un dado
valor λn0 tal y como se ilustra en la figura 2.3. En esta figura se ve un estado
ligado que ingresa al continuo mostrando varios cruces evitados (avoiding-
crossing) de las energías de los distintos estados, como se puede apreciar en
la ampliación del panel (a) en la figura 2.3(c). Esos cruces evitados se deben a
la ortogonalidad de todas las autofunciones. Los estados son ortogonales a la
resonancia y por eso la “evitan”, además, la base intenta aproximar la función
resonante que no es de cuadrado integrable con funciones que sí lo son. Esto
hace que la parte real del autovalor del estado resonante o energía de la
resonancia quede expuesta en esos anticruces. Para los valores λL y λR los
autovalores y autovectores indizados por n0 corresponden a diferentes estados
iiiLa ortogonalidad no es necesaria pero la asumimos para simplificar resultados. La
generalización al caso no ortogonal es directa.
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del cuasi-continuo ortogonales al estado resonante. Definimos entonces la
función doble ortogonalidad como
Dn(λ) = |〈ψn(λL), ψn(λ)〉|2 + |〈ψn(λR), ψn(λ)〉|2, para λL < λ < λR .
(2.29)
Nótese que como las autofunciones están normalizadas 0 ≤ Dn(λ) ≤ 2.
Para un dado autovalor n0, definimos la localización de la resonancia λn0
como el valor del parámetro λ para el cual Dn0(λ) alcanza su valor mínimo.
Dicho en otras palabras, asociamos la resonancia al valor del parámetro que
garantice que la proyección de la autofunción sobre los estados del cuasi-
continuo sea mínima, como se muestra en las figuras 2.4 y 2.7.
Este método presenta una ventaja significativa respecto de otros méto-
dos de estabilización ya que el problema variacional se resuelve una única
vez. Notar que el valor del parámetro λ asociado al n−ésimo estado reso-
nante y denotado por λn es un output del método y no podemos elegirlo
arbitrariamente.
En este marco, la mejor aproximación a la resonancia está definida como
λn0 = mı́n
λǫ[λL,λR]
Dn0(λ) ; E(λn0) = En0(λn0) (2.30)
Una vez que determinamos el valor óptimo λn0 y por lo tanto tenemos la
autofunción asociada ψ(N)n0 (r) [25], que obedece la condición de normalización







































Φm(r) Φn(r) dr . (2.32)
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Mostraremos este resultado mediante el cálculo de los estados resonantes
para un problema del cual se conoce la solución exacta y que permite por
tanto hacer la comparación para ver si la precisión del método es suficien-
temente buena. Para esto elegimos un potencial que ha sido ampliamente







−V0 si r < ∆
λ si∆ < r < r0
0 si r > r0
, (2.34)
con todos los parámetros positivos (V0, r0, ∆, λ > 0).
Las funciones de onda exactas que constituyen las soluciones de este pro-
blema están dadas por diferentes combinaciones de funciones exponenciales
en cada sector (0 < r < ∆, ∆ < r < r0 y r > r0) con derivadas logarítmicas
continuas en r = ∆ y r = r0.
Los autovalores exactos para los estados ligados (energías reales y nega-
tivas, k positivo imaginario puro), virtuales (energías reales y negativas, k
negativo imaginario puro) y resonantes están dados por las soluciones de tres
ecuaciones trascendentes diferentes obtenidas cuando se aplica la condición
de contorno correspondiente en r = r0 [28].
Los cálculos se realizaron en función del alto de la barrera λ con valores







i (r) ; i = 1, . . . , N . (2.35)
donde L(2)i (r) denota a los polinomios de Laguerre de grado i y orden dos
[29]. Todas las integrales para los elementos de matriz del Hamiltoniano se
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Figura 2.2: Densidad de probabilidad ρ(r) de un estado resonante con momento
angular l = 0. Curvas exacta (línea negra) y obtenida de la aproximación varia-
cional por el método de Ritz-DO con N = 100 (línea roja) para el potencial de la
Ec. (2.34). (a) Vista global. (b) Región 0 ≤ r ≤ r0 = 6 donde el estado resonante
está localizado. (c) Región exterior r ≥ r0 = 6 donde la resonancia diverge y la
expansión variacional da una onda estacionaria.
calcularon analíticamente y solo el calculo de autovalores y autofunciones se
realizó en forma numérica usando rutinas de LAPACK.
En la figura 2.2 mostramos la densidad de probabilidad ρ(r) de un es-
tado resonante con momento angular l = 0 obtenida en forma exacta (línea
negra) y calculada mediante una aproximación variacional por el método de
Ritz y doble ortogonalidad con una base truncada en N = 100 (línea roja),
siempre para el potencial de la Ec. (2.34). La figura 2.2(a) presenta una vista
global de la densidad de probabilidad mientras que la figura 2.2(b) mues-
tra la región 0 ≤ r ≤ r0 = 6 donde el estado resonante está inicialmente
localizado. La figura 2.2(c) muestra la región exterior r ≥ r0 = 6 donde la
resonancia diverge, la función no es de cuadrado integrable y por lo tanto la
expansión variacional con una base que sí es de cuadrado integrable da una
onda estacionaria.
En la figura 2.3(a) se pueden ver los primeros treinta autovalores obte-
nidos por el método de Ritz con una base truncada hasta N = 100. En la
figura queda expuesta la resonancia en el anticruce de los autovalores como
fue explicado anteriormente. En la figura 2.3(b) hemos superpuesto a los au-
tovalores de la parte (a) la energía de la resonancia obtenida de forma exacta
(línea verde) y los valores calculados con las funciones de doble ortogonalidad
DOn (puntos azules), mostrando un gran acuerdo entre ambos. Estas funcio-
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Figura 2.3: (a) Primeros treinta autovalores del bloque l = 0 de la matriz del
Hamiltoniano N ×N con N = 100 para el potencial dado por la Ec. (2.34) como
función del alto de la barrera λ. (b) Igual que (a) con los datos exactos (línea
verde) y la aproximación de la energía de los estados resonantes (puntos azules).
(c) Ampliación de los cruces evitados del panel (a) en la zona donde el estado ligado
ingresa al continuo.
nes de doble ortogonalidad DOn para N = 100 y n = 2, . . . , 30 se pueden ver
en la figura 2.4 donde es posible notar los mínimos de cada una de las DOn.
Una vez que se han obtenido las energías de los estados resonantes, el
ancho de la resonancia Γ se calcula con la Ec. (2.33). En la figura 2.5(a)
se pueden ver los valores obtenidos para Γ(λn) para dos tamaños de base
diferentes: N = 100 para n = 2, . . . , 30 (puntos turquesa) y N = 500 para
n = 2, . . . , 140 (cuadrados negros). Nuestros datos muestran un acuerdo ex-
celente con la curva exacta Γ(λ) incluida en la figura 2.5(a) como una línea
roja. Esto también puede verse en la figura 2.5(b) donde se muestra el error
∆Γ definido como el valor absoluto de la resta entre el valor exacto y el ob-
tenido variacionalmente, notar que la mayoría de los puntos para ∆Γ caen
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Figura 2.4: Funciones de doble ortogo-
nalidad Dn con n = 2, . . . , 30 para el blo-
que l = 0 del Hamiltoniano N × N con
N = 100 para el potencial dado por la Ec.
(2.34) como función del alto de la barrera
λ. El mínimo de cada curva es el que de-
fine la localización del estado resonante.










por debajo de 10−5 [1].
2.3.2. El caso l = 1
De la Ec. (2.24), la función vl(k, r) para ondas de tipo p toma la forma




En este caso es conveniente reescribir la Ec. (2.22) en función de una






















La definición de resonancias establece que Im(k) > 0 (ver referencia [17]),
con esto en mente probamos para cada caso estudiado que la Ec. (2.37) tiene
una única raíz positiva. Finalmente, Γ es obtenido de la definición de k como
Γ = −2xp
√
2 E + x2p , (2.38)
donde xp es la raíz positiva de la Ec. (2.37) [1].
Calculamos la inversa del tiempo de vida Γ para un estado resonante con
l = 1, es decir una onda p, para el potencial dado por la Ec. (2.34) en función
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Figura 2.5: (a) Valores de Γ para el bloque l = 0 del Hamiltoniano N × N
con N = 100 para el potencial dado por la Ec. (2.34) como función del alto de la
barrera λ. Valores exactos (línea roja) y obtenidos de la aproximación numérica
con N = 100 (puntos turquesa) y N = 500 (cuadrados negros). (b) Error ∆Γ
definido como el valor absoluto de la resta entre el valor exacto y el obtenido
variacionalmente para N = 100 (puntos turquesa) y N = 500 (cuadrados negros).
del alto de la barrera λ con valores fijos de los parámetros V0 = 0.3, ∆ = 5,
y r0 = 6.
En la figura 2.6 se muestran los primeros treinta autovalores del bloque
p del Hamiltoniano N × N con N = 100 y la energía de las resonancias E
calculadas con el método de Ritz y doble ortogonalidad (puntos azules). Las
curvas de las funciones de doble ortogonalidad Dn(λ) para n = 2, . . . , 30 se
pueden ver en la figura 2.7. Las diferencias cualitativas entre las curvas de
DO para l = 0 y l = 1 en las figuras 2.4 y 2.7 se deben a la existencia de
un estado virtual entre el estado ligado y los estados resonantes para el caso
l = 0 que no está presente en el caso l = 1, para el cual el estado ligado se
continua directamente en el estado resonante.
Por último, en la figura 2.8(a) se puede apreciar la curva de la inversa del
tiempo de vida Γ en función del alto de la barrera λ. Se muestran los valores
obtenidos de forma exacta (línea roja) y los aproximados mediante el método
de Ritz y doble ortogonalidad con dos tamaños de base distinta: N = 100
para n = 2, . . . , 40 y N = 500 para n = 2, . . . , 200, en puntos turquesas
y cuadrados negros respectivamente. Al igual que en el caso de momento
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Figura 2.6: Primeros treinta autovalores
del bloque l = 1 del Hamiltoniano N ×
N con N = 100 para el potencial dado
por la Ec. (2.34) como función del alto
de la barrera λ. Las energías aproximadas
calculadas por el método de Ritz-DO se
muestran como puntos azules.










Figura 2.7: Funciones de doble ortogo-
nalidad Dn con n = 2, . . . , 30 correspon-
dientes al bloque l = 1 del Hamiltoniano
N × N con N = 100 para el potencial
dado por la Ec. (2.34) en función del alto
de la barrera λ. El mínimo de cada curva
define la localización de la resonancia.
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Figura 2.8: (a) Valores de Γ para el bloque l = 1 del Hamiltoniano N × N
con N = 100 para el potencial dado por la Ec. (2.34) como función del alto de
la barrera λ obtenidos en forma exacta (línea roja) y aproximada con N = 100
(puntos turquesa) y N = 500 (cuadrados negros). (b) Error ∆Γ definido como el
valor absoluto de la resta entre el valor exacto y el obtenido variacionalmente para
N = 100 (puntos turquesa) y N = 500 (cuadrados negros).
angular nulo los resultados aproximados muestran un acuerdo excelente con
los exactos. Esto puede verse en la figura 2.8(b) donde se muestra el error
∆Γ definido como el valor absoluto de la resta entre el valor exacto y el
obtenido variacionalmente, notar que la mayoría de los puntos para ∆Γ caen
por debajo de 10−5 [1].
2.4. Resumen y Conclusiones
En el marco de la interpretación probabilística de los estados resonantes
basada en la conservación del número de partículas dentro de un volumen
que varía con el tiempo [13–15], obtuvimos a una fórmula exacta y novedosa
para el cálculo de la parte imaginaria del autovalor del estado resonante que
se relaciona directamente con el tiempo de vida o ancho de la resonancia.
Quisiéramos recalcar que la principal ventaja de esta interpretación probabi-
lística de los estados resonantes es que permite trabajar con las resonancias
en una forma similar a la de los estados ligados, calculando probabilidades y
valores de expectación de una forma más o menos simple.
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El resultado principal al que llegamos es la obtención de la Ec. (2.22) en
forma exacta, que a su vez se reduce a las Ecs. (2.25) (reescrita como (2.27))
y (2.37) para l = 0 y l = 1 respectivamente (ondas de tipo s y p). Estas
ecuaciones relacionan la inversa del tiempo de vida o ancho de la resonancia,
que hemos denotado a lo largo del capítulo como Γ, con otras magnitudes
reales como la energía y la densidad de probabilidad del estado resonante.
Basándonos en estas ecuaciones presentamos un método nuevo para el cálculo
del tiempo de vida de los estados resonantes.
En los trabajos previos, una vez que los autores logran obtener la energía
de la resonancia con algún método de tipo estabilización con álgebra real,
deben calcular el ancho de la resonancia mediante un ajuste de la densidad
de estados con una función Lorentziana (véase las referencias [24, 25]) o
se valen directamente métodos de escaleo complejo con álgebra compleja.
Nosotros, en cambio, gracias a la Ec. (2.22) podemos obtener un valor para
Γ con la misma precisión con la cual obtenemos la energía de la resonancia E
(por otros métodos en general no se obtiene una precisión tan alta). Además
nuestro método no necesita ningún ajuste extra de la densidad de estados y
al utilizar solamente álgebra real simplifica el tratamiento computacional del
problema.
Por todo esto hacemos especial énfasis en la simplicidad de nuestros cálcu-
los, que basados únicamente en álgebra real, permiten calcular el tiempo de
vida de los estados resonantes sin involucrar álgebra compleja ni ajustes de
la densidad de estados.
Cabe aclarar, por un lado, que si bien presentamos los resultados para
potenciales de soporte finito, la Ec. (2.22) es válida en general y los cálculos de
Γ pueden realizarse con una expansión perturbativa sistemática de la función
de onda. Por otro lado, una pregunta que continúa abierta es si la Ec. (2.22)
puede ser generalizada para un sistema de pocas partículas con varios canales




Localización del electrón de valencia de hidrógeno, litio y
sodio confinados endohédricamente en cavidades de
fullerenos
Concerning the question of what kind of
60-carbon atom structure might give rise
to a superstable species, we suggest a
truncated icosahedron, a polygon with
60 vertices and 32 faces, 12 of which are
pentagonal and 20 hexagonal.
En abstract de la referencia [30].
En este capítulo estudiamos la localización del electrón de valen-
cia de átomos de H, Li y Na contenidos en tres moléculas de
fullerenos diferentes. A partir de la estructura de las moléculas
de fullerenos calculamos la posición de equilibrio del núcleo del
átomo endohédrico como el mínimo del potencial de Lennard-
Jones clásico de N + 1 cuerpos. Una vez que se ha determinado
la posición del endoátomo, la cavidad del fullereno es modela-
da por un potencial de tipo cáscara atractiva de corto alcance
respetando la simetría de la molécula y el átomo huésped es mo-
delado por un potencial efectivo de un electrón. Con el objetivo
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de determinar si el compuesto endohédrico está formado por un
átomo neutro dentro de una molécula de fullereno neutra X@CN
ó si el electrón de valencia del átomo encapsulado se localiza en
el fullereno dando lugar a un estado con la forma X+@C−N anali-
zamos la densidad electrónica, las proyecciones sobre los estados
atómicos libres y los pesos de las ondas angulares parciales.
3.1. Introducción a los fullerenos endohédricos
y motivación
Los fullerenos son moléculas estables de carbono con forma esférica, elip-
soidal o cilíndrica hueca. La existencia de estas estructuras de carbono fue
predicha teóricamente por diferentes autores entre los años 1965 y 1975 [31–
33], pero no fue hasta 1985 cuando Kroto, Curl y Smalley observaron la
molécula del C60 [30, 34–36] por lo que ganaron el premio Nobel de química
en 1996.
A modo anecdótico, cabe mencionar que al día de hoy el C60 es el fullereno
más popularizado por su particular geometría, ya que está formado por doce
pentágonos y veinte hexágonos con una estructura igual a la de una pelota
de fútbol o cúpula geodésica. Por esta llamativa característica se le denomina
buckminsterfullereno, en honor al arquitecto Buckminster Fuller que fue quien
diseñó la cúpula geodésica.
Las moléculas de fullerenos, junto con el grafeno y los nanotubos de car-
bono, han constituido un campo de enorme interés para investigadores de
diversas áreas de la ciencia y cuentan con múltiples aplicaciones en espe-
cial en nanotecnología. Debido a sus propiedades mecánicas y electrónicas
únicas, como bajo peso, gran resistencia, flexibilidad y estabilidad térmica,
estas estructuras de carbono son particularmente adecuadas para la creación
de nanodispositivos [37, 38].
Como los fullerenos tienen forma de cascarones esféricos o elipsoidales,
una de sus características más importantes es que pueden albergar átomos
en su interior formando lo que se conoce como compuestos endohédricos, de-
notados por X@CN [39–46], cuya principal ventaja es la de aislar el átomo
encapsulado del ambiente. Los compuestos endohédricos son producidos en
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laboratorios [47–54] y hay un gran esfuerzo (y una gran esperanza) por par-
te de la comunidad científica para aplicarlos a desarrollos tecnológicos que
contemplan su uso como agentes transportadores de drogas en la industria
farmacéutica, contenedores moleculares en general, almacenamiento de hi-
drógeno o litio para su uso por ejemplo en baterías, entre otras [55].
Los trabajos previos apuntan sobre todo al estudio de la estructura de
capas electrónicas y propiedades espectrales de X@C60. En todos estos tra-
bajos el átomo encapsulado es localizado en el centro geométrico del C60 y
la molécula de fullereno se modela por un potencial atractivo de tipo cas-
carón esférico de corto alcance [55–63]. Así y todo, al considerar moléculas
de fullerenos más grandes, debe tenerse en cuenta que la posición del átomo
confinado no es el centro geométrico de la molécula [64, 65].
Entre las varias preguntas relevantes y que aún no se ha logrado responder
en forma completa acerca de los fullerenos, consideramos tres:
(i) ¿Cómo pueden ser controlados los endoátomos?
(ii) ¿Qué nuevas características respecto de los fullerenos vacíos tienen los
fullerenos endohédricos?
(iii) ¿Cómo se modifica la estructura electrónica y espectral de los endoáto-
mos por la cáscara del fullereno?
Para acercarnos a las respuestas de estas preguntas se necesitan estudios
teóricos y numéricos para interpretar y predecir los resultados experimen-
tales. En nuestro caso podría decirse que motivados principalmente por las
preguntas (II) y (III) nos propusimos estudiar la estructura electrónica del
átomo confinado.
El propósito de este capítulo es, entonces, calcular y describir las espe-
radas diferencias entre los estados electrónicos del átomo confinado en la
cavidad del fullereno y los estados del átomo libre. Nos enfocamos en siste-
mas de tipo X@CN con X = H, Li, Na y N = 80, 180. Los isómeros elegidos
de C80 fueron C80 −D2− 2 y C80 −D5d− 1i porque esos son los dos únicos
isómeros del C80 que han sido preparados y caracterizados como estructuras
prístinas [66].
iLa notación D2− 2 y D5d− 1 hace referencia a la simetría de la molécula.
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Figura 3.1: Consideramos compuestos endohédricos de hidrógeno, litio y sodio
contenidos en moléculas de C80 (isómeros C80 −D2− 2 y C80 −D5d− 1) y C180.
Cada una de estas moléculas de fullerenos fue modelada por un potencial tipo
cascarón de corto alcance, respetando la simetría de la molécula.
Cada una de estas moléculas de fullerenos fue modelada por un potencial
tipo cascarón de corto alcance, respetando la simetría de la molécula. La
molécula de C180 fue modelada por un cascarón esférico, mientras que los
dos isómeros de C80 fueron descriptos por un cascarón elipsoidal con los
parámetros adecuados. En la figura 3.1 se muestra un resumen gráfico de
nuestro trabajo.
La pregunta fundamental de nuestro trabajo podría ser enunciada de
la siguiente forma: ¿el compuesto endohédrico está formado por un átomo
neutro dentro de un fullereno neutro (X@CN) o el electrón de valencia del
átomo encapsulado se localiza en el cascarón del fullereno dando lugar a un
estado de tipo zwitteriónico (X+@C−N)?
ii
Con el objetivo de entender la transferencia del electrón de valencia a la
iiLa palabra zwitterión hace referencia a una molécula que tiene carga positiva en una
parte de la misma y negativa en otra pero que en su totalidad es eléctricamente neutra.
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cáscara del fullereno X@CN → X+@C−N analizamos la densidad electrónica,
las proyecciones sobre los estados del átomo libre y el peso parcial de las ondas
angulares en función de la atracción que el fullereno ejerce sobre el electrón de
valencia. Todo lo que desarrollamos en este capítulo así como los resultados
presentados se basan en lo publicado en la referencia [2].
Es importante recalcar que el modelo basado en un potencial de corto
alcance esférico (o elipsoidal) para la molécula del fullereno es en verdad
un abordaje muy simple, pero aún así este modelo es capaz de explicar y
proveer de una buena descripción del sistema y sus propiedades. Hay una gran
cantidad de estudios de la estructura electrónica, así como de la fotoionización
deX@C60 donde la molécula de fullereno se modela como un cascarón esférico
de corto alcance [67–71]. Todos estos estudios muestran un excelente acuerdo
tanto con otros estudios teóricos más complejos (como por ejemplo trabajos
basados en la teoría del funcional densidad, DFT por sus siglas en inglés, o
métodos que combinan DFT para los orbitales de valencia con un potencial
de tipo cascarón para los orbitales internos), así como con la sección eficaz de
fotoionización o la sección eficaz de dispersión elástica de electrones obtenida
experimentalmente [72–76].
Organizamos el capítulo de la siguiente manera. En la sección 3.2 hacemos
una descripción completa del modelo seguido, la sección 3.3 esta dedicada a la
presentación y discusión de los resultados, mientras que en la última sección
(sección 3.4) resumimos nuestros principales resultados y conclusiones.
3.2. Modelo y métodos teóricos
Nuestro trabajo podría dividirse en dos cálculos principales. En un primer
paso, a partir de la estructura de las moléculas de fullerenos obtuvimos la
posición del átomo confinado como el mínimo del potencial clásico de N + 1
cuerpos como se explica en la sección 3.2.1.
Una vez que la posición del endoátomo queda determinada, calculamos
la estructura electrónica del átomo encapsulado modelando el fullereno como
un cascarón con simetría esférica o elipsoidal de acuerdo con la simetría de
la molécula de fullereno, sección 3.2.2.
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Tabla 3.1: Parámetros de Lennard-
Jones para la interacción X − C. (a)
obtenidos de la referencia [78], (b) de
la referencia [79] y (c) de la referencia
[80].
X ǫ(X) σ(X)
H(a) 8.7488 10−5 5.820
Li(b) 1.5921 10−4 4.668
Na(c) 6.574 10−5 5.990
3.2.1. Determinación de la posición del endoátomo
Modelamos la interacción entre el átomo huésped X y la estructura de
carbono del fullereno con un potencial clásico de Lennard-Jones no ligado



















donde ~x es la posición del átomo confinado, ~xi es la posición del i-ésimo átomo
de carbono sacadas de la referencia [77], y el par ǫ(X), σ(X) son los parámetros
de Lennard-Jones ajustados para la interacciónX−C y mostrados en la tabla
3.1 (en este capítulo al igual que en el anterior y en toda la tesis, usamos
unidades atómicas). La posición de equilibrio ~x0 del átomo confinado X es
calculada minimizando este potencial,
V
(X)
N (~x0) = mı́n{~x}
V
(X)
N (~x) . (3.2)
En la figura 3.2 mostramos para el caso del hidrógeno el potencial de
Lennard-Jones V (H)N calculado a lo largo de una línea entre el centro geomé-
trico de la molécula de CN y alguno de sus átomos de carbono elegido en
forma arbitraria. Los cálculos fueron hechos para N = 60, 80, 180, 320 y las
posiciones de los átomos de carbono se fijaron de acuerdo a la estructura de
las moléculas de fullereno [77]. En la figura 3.2 se puede ver que solo para el
C60 la posición del mínimo es el centro de la molécula, es decir ~x0 = 0. En
cambio, para fullerenos más grandes el átomo huésped no está localizado en
el centro geométrico del fullereno.
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Figura 3.2: Potencial de Lennard-Jones
de la Eq.(3.1) para un átomo de hidró-
geno dentro de una molécula de CN pa-
ra N = 60 (línea negra), N = 80 (línea
anaranjada cortada) y N = 180 (línea
magenta cortada). El tamaño promedio
de las moléculas de fullerenos se muestra
como una línea cortada del mismo color
que las curvas del potencial.
3.2.2. Cálculo de los estados electrónicos
Como ya mencionamos en la introducción, la mayoría de los estudios de
compuestos endohédricos del tipo X@CN han sido realizados con N = 60 y el
endoátomo localizado en el centro de la molécula de fullereno que es modelado
con un potencial esférico [55–63]. Sin embargo, como mostramos en la figura
3.2, para N > 60 la posición de equilibrio del átomo confinado no es el centro
del fullereno. En estos casos el sistema no es esféricamente simétrico y por
lo tanto la ecuación de Schrödinger no es separable en variables angulares y
radiales.




∇2 + VX(~x) + VF (~x) , (3.3)
donde el potencial VF modela la interacción electrón-fullereno y el potencial
VX representa la interacción del electrón de valencia con el carozo (core)
multielectrónico. Para X = H,Li,Na planteamos un potencial efectivo para








e−2αr + β r e−2γr
)}
(3.4)
donde r es la distancia entre el electrón externo (de valencia) y el núcleo
cargado positivamente (core multielectrónico), Z es el número de protones
del núcleo y Nc es el número de electrones en el core multielectrónico.
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Tabla 3.2: Parámetros del
potencial efectivo para el
electrón de valencia de H,
Li y Na dado por la Ec.
(3.4), obtenidos de la referen-
cia [85].
X H Li Na
Z 1 3 11
Nc 0 2 10
α 0 1.6559 1.8321
β 0 1.6559 1.0591
γ 0 1.6559 1.3162
Los parámetros α, β y γ (véase la tabla 3.2) fueron tomados de la refe-
rencia [85]. En esta referencia los autores eligen los parámetros que muestran
el mejor acuerdo entre los niveles de energía del átomo libre obtenidos re-
solviendo la ecuación de Schrödinger con el potencial de la Ec. (3.4) y los
valores experimentales de las energías de ionización del electrón de valencia.
En otras palabras, el potencial efectivo de la Ec. (3.4) sirve para calcular los
estados nl del hidrógeno, los estados 1s2 nl del litio y los estados 1s2 2s2 2p6 nl
del sodio.
En el caso del Li, los parámetros del potencial α = β = γ describen la
carga efectiva del core 1s2. Nótese además que para el caso del hidrógeno
Nc = 0 y por lo tanto VH (Ec. (3.4) con X = H) se reduce a la interacción
Coulombiana entre protón y electrón con la que se calculan los niveles de
energía del átomo de hidrógeno.
El potencial de interacción entre el fullereno y el electrón de valencia VF
es modelados por una cáscara de corto alcance. El cascarón esférico toma la
forma
V esfericoF (~x) =
{
−U0 si R−∆ < r < R +∆
0 en otro caso
, (3.5)
donde R es la posición radial promedio de los átomos de carbono en el fu-
llereno, 2∆ es el ancho del cascarón, y U0 la profundidad efectiva del pozo
asociado al cascarón.
Los isómeros elipsoidales del C80 fueron modelados por una cáscara elip-
soidal,
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V elipsoidalF (~x) =
{
−U0 si R(θ)−∆ < r < R(θ) + ∆











para el ángulo polar 0 ≤ θ ≤ π (coor-
denadas esféricas), a y b son los semi-ejes del elipsoide, y ∆ y U0 igual que
como fueron definidos más arriba. Los valores de todos estos parámetros se
muestran en la tabla 3.3. En todos los casos 2∆ = 1.89, valor sacado de la
referencia [56].
CN C80 −D2− 2 C80 −D5d− 1 C180 − 0
R 7.540 7.554 11.305
a 8.84 9.19 1
b 6.94 6.74 1
Tabla 3.3: Parámetros de los cascarones esféricos y elipsoidales con los que se
modelaron las distintas moléculas de fullerenos CN .
Nuestro caballito de batalla es el método variacional de Ritz con una base
de funciones de cuadrado integrable, de soporte compacto y que se adapta a
diferentes condiciones de contorno. Como el hamiltoniano es invariante ante




ΦLz (φ) , (3.7)
donde ΦLz es una autofunción normalizada de Lz, la componente z del mo-





ci,j Bi,k(r) Bj,k̃(θ) , (3.8)
Bi,k(r), Bj,k̃(θ) son polinomios B-Splines radiales y angulares de orden k y k̃
definidos en los intervalos [0, rmax] y [0, π] respectivamente. Una vez que se
define el conjunto de funciones usadas como base, la ecuación de Schrödinger
puede ser expresada en forma matricial
H~c = E S~c , (3.9)
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donde E es la energía, ~c es el vector de coeficientes del estado electrónico y
S es la matriz de solapamiento (overlap) de la base. Este método permite
calcular la estructura electrónica (orbitales y niveles de energía) mediante la
diagonalización de la matriz del Hamiltoniano.
Los resultados numéricos son obtenidos definiendo un radio de corte rmax.
Luego, el intervalo [0, rmax] es dividido en I sub-intervalos iguales. Los poli-
nomios B-Splines [89, 90] son funciones a trozos definidas por una secuencia
de knots t1 = 0 ≤ t2 ≤ · · · ≤ t2k+I−1 = rmax (en castellano se usa la palabra
nodo, en este trabajo usaremos el término en inglés para evitar confusiones)
y la siguiente relación de recurrencia
Bi,1(r) =
{
1 si ti ≤ r < ti+1








Bi,k−1(r) (si k > 1) . (3.11)
En nuestros cálculos usamos B-Splines de orden siete en ambas variables.
La secuencia de knots se eligió para satisfacer las condiciones de contorno
de nuestro problema. En la variable angular la secuencia de knots tenía k̃
múltiples knots en θ = 0, π. En la variable radial la secuencia de knots tenía
k múltiples knots en r = 0, rmax ; k − 2 múltiples knots en la posición del
núcleo del endoátomo (condición de cúspide o cusp-condition); y sólo en el
caso del modelo esférico, k−3 múltiples knots en el radio interno y externo del
cascarón esférico. Esto último no es posible en el modelo elipsoidal debido
a que la definición del cascarón involucra tanto variables angulares como
radiales.
Un detalle no menor es que en la variable angular la secuencia de knots
se eligió con la distribución de puntos de la cuadratura de Gauss-Legendre.
Se eligió esta distribución porque al comparar la convergencia de los valores
numéricos de los niveles de energía de un átomo de hidrógeno confinado en
una cavidad esférica impenetrable ubicado en diferentes posiciones del eje
z, la distribución de Gauss-Legendre presenta grandes ventajas numéricas
cuando se la compara con distribuciones de otro tipo [64, 65], ya que la
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convergencia es más rápida y para un mismo tamaño de base la precisión es
mayor.
3.3. Resultados y discusión
3.3.1. Posición del endoátomo
Para obtener la posición del átomo confinado minimizamos el potencial
de interacción entre el átomo X y los átomos de carbono de la molécula
de fullereno, dado por la Ec. (3.1). Como ya se dijo, la localización de los
átomos de carbono fueron fijadas de acuerdo a las estructuras de los fullerenos
tomadas de la referencia [77].
Dado que la molécula de C180 − 0 tiene forma esférica bien definida la
posición del endoátomo es la norma euclídea del vector del mínimo absoluto
~x0 obtenido a partir de la Ec. (3.2).
Por otro lado, las moléculas de C80 − D2 − 2 y C80 − D5d − 1 tienen
forma elipsoidal, simetría que es en realidad ligeramente rota por la natura-
leza discreta del fullereno. Esto quiere decir que la densidad atómica no se
distribuye de forma constante en el elipsoide sino que los átomos de carbono
se localizan en posiciones definidas. Esto es también válido para el C180 − 0,
pero como este último tiene forma esférica los efectos se atenúan.
Si la densidad atómica sobre el elipsoide asociado a los isómeros del C80
fuera constante entonces, debido a la simetría elipsoidal, esperaríamos dos
mínimos globales del potencial de la Ec. (3.1) degenerados y ubicados de
manera simétrica respecto del centro geométrico sobre el semi-eje mayor de
la molécula. Sin embargo, como la distribución de los átomos de carbono del
fullereno es discreta, el potencial de N+1 cuerpos presenta un mínimo global
y un segundo mínimo cuasi-degenerado, ambos sobre el semi-eje mayor [2].
Para poder apreciar la simetría de los isómeros de C80, consideramos algún
plano arbitrario que contenga a los vectores del mínimo global o absoluto y el
segundo mínimo cuasi-degenerado, siempre pensando el cero del sistema de
referencia en el centro geométrico de la molécula. Llamaremos a este plano
como plano de los mínimos. Definimos β como el ángulo entre el mínimo
global y un vector genérico que barre el plano de los mínimos (véase figura
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Figura 3.3: (a) Esquema de la definicón de β. (b) Mínimo del potencial de
Lennard-Jones dado por la Ec. (3.1) para Li@C80−D2−2 (línea negra) y Li@C80−
D5d − 1 (línea gris) sobre una dirección arbitraria en el plano que contiene los
vectores del mínimo globales y el segundo mínimo (cuasi-degenerados). Los mínimos
se muestran como líneas cortadas del mismo color que las curvas de potencial.
3.3(a)). Si a medida que ese vector genérico barre el plano calculamos, en
cada una de las direcciones que ese vector va marcando, el mínimo local del
potencial V (X)N de la Ec. (3.1), denotado por V
(X)
N (rmin), y lo graficamos en
función de β obtenemos la figura 3.3(b), que se ha realizado para el caso del
Li confinado en moléculas de C80 − D2 − 2 (línea negra) y C80 − D5d − 1
(línea gris). En la figura se puede ver que el mínimo global del potencial y
el segundo mínimo cuasi-degenerado (indicados con una línea punteada del
mismo color que las curvas del potencial) están separados por una barrera
de potencial. Gracias a la presencia de esa barrera podemos asegurar que, en
una primera aproximación, la posición de equilibrio del endoátomo es la del
mínimo global.
Finalmente, mostramos las posiciones de equilibrio |~x0| para cada uno de
los compuestos endohédricos analizados en la tabla 3.4. Además, las posi-
ciones del hidrógeno, litio y sodio encapsulados dentro del C80 − D2 − 2 se
muestran en la figura 3.4.
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X C80 −D2− 2 C80 −D5d− 1 C180 − 0
H 1.214 1.386 5.310
Li 3.536 3.837 6.622
Na 0.321 0.381 5.127
Tabla 3.4: Posiciones de equilibrio |~x0| para los compuestos endohédricos X@CN
con X = H, Li, Na.
Figura 3.4: Posiciones de equilibrio de X@C80 −D2− 2 con X = H, Li, Na.
3.3.2. Estados electrónicos
Una vez que la posición del átomo encapsulado ha sido determinada nos
concentramos en los estados del electrón de valencia. Con el objetivo de
estudiar cómo las propiedades espectrales de átomos de H, Li y Na son
modificadas por el cascarón del fullereno nuestros cálculos incluyeron valores
para la profundidad del cascarón atractivo de U0 en el rango [0, 1.5].
Los primeros cuatro niveles de energía del endoátomo para cada una de las
moléculas de fullereno consideradas se muestran en la figura 3.5 en función
de U0. Los compuestos endohédricos con C80 − D2 − 2 en líneas negras,
C80 −D5d− 1 en líneas anaranjadas de puntos y rayas y C180 − 0 en líneas
grises de puntos y rayas.
Incluso cuando las diferencias principales en el espectro pueden observarse
entre los isómeros de C80 y la molécula de C180−0 esta diferencia es pequeña
porque la distancia entre el core del átomo X y la cáscara del fullereno está
determinada por el parámetro σ(X) del potencial de la Ec. (3.1). En la tabla
3.5 puede apreciarse que para cada elemento (H, Li y Na) encapsulado en
las distintas moléculas de fullereno consideradas, la distancia entre el núcleo
del endoátomo y la parte más cercana del cascarón del fullereno tiene valores
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más o menos similares entre sí y además similares al valor de σ(X). Notar
que para el caso del C180 − 0 el acuerdo entre σ(X) y la distancia entre el
núcleo del endoátomo y el cascarón es mayor. Esto nos hace pensar que
al considerar fullerenos CN cada vez mayores a partir de cierto número de
átomos de carbono esta distancia sería casi independiente del tamaño del
CN .
X C80 −D2− 2 C80 −D5d− 1 C180 − 0 σ(X)
H 6.77 6.57 5.995 5.820
Li 5.30 5.32 4.683 4.668
Na 6.93 6.73 6.178 5.990
Tabla 3.5: Distancia entre el núcleo del átomo encapsulado y el cascarón del
fullereno para los compuestos endohédricos X@CN con X = H, Li, Na. Se inclu-
yen además los datos de σ(X) a fines comparativos (última columna de izquierda a
derecha).
Al variar la profundidad del pozo del cascarón, incluso para valores de
U0 > 0.6, el estado fundamental del H permanece estable en el valor de la
energía de ionización del estado fundamental del átomo libre E0 = −0.5iii.
Este comportamiento también fue observado para el C60 en la referencia [61].
Dicho de otra manera, el estado electrónico fundamental del hidrógeno está
fuertemente localizado alrededor del núcleo y por ende no se ve influenciado
por el potencial del cascarón externo de carbono hasta que el fullereno se
vuelve lo suficientemente atractivo. Los otros estados del H, así como los
estados del Li y Na, son influenciados por el cascarón atractivo del fullereno
incluso para valores de U0 pequeños. Esto se debe a que todos estos estados
son estados más deslocalizados, con energía de ionización menor.
El método variacional de Ritz no solo provee de los autovalores de la ma-
triz del Hamiltoniano, sino también de las autofunciones. La probabilidad de
encontrar al electrón de valencia alrededor de una dada posición determinada
por r, θ es proporcional a r2ρ(r, θ) dr dθ = u2(r, θ) dr dθ, donde u(r, θ) está
definida en la Ec. (3.7).
La probabilidad de hallar el electrón de valencia en el plano xz para los
estados fundamental (n = 1) y primer excitado (n = 2) de X@C80 −D2− 2
iiiComo a lo largo del trabajo usamos unidades atómicas, la energía está en Hartrees.
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Figura 3.5: Primeros cuatro autovalores para los átomos encapsulados de H, Li
y Na en moléculas de C80−D2− 2 (línea negra), C80−D5d− 1 (línea anaranjada
de puntos y rayas), y C180 − 0 (línea gris de puntos y rayas).
se muestran en la figura 3.6. Notar que el endoátomo está localizado en el
semi-eje positivo del eje z en la posición dada por la tabla 3.4.
Esta figura muestra varias características interesantes. En primer lugar,
la simetría de la localización del electrón de valencia en la cáscara del fulle-
reno depende tanto de la distancia del endoátomo al centro geométrico de la
molécula (origen del sistema de coordenadas) como de la simetría del estado
atómico libre (estado para U0 = 0), es decir, ondas de tipo s para el estado
fundamental y de tipo p para el primer estado excitado.
Físicamente esperamos que un electrón en una onda s sin una dirección
espacial preferencial se localice en la parte del cascarón del fullereno más
cercana. En el caso de un electrón en una onda de tipo p, con una preferencia
espacial por el semi-eje positivo y negativo del eje z (que denotaremos por
z+ y z−) esperamos una competencia entre esta preferencia espacial y la
tendencia a localizarse en la parte más cercana del cascarón atractivo del
fullereno. La variable decisiva en esta competencia es la distancia entre el
núcleo del átomo encapsulado y el centro geométrico del fullereno [2].
En el caso del Na, cuyo núcleo es entre los tres elementos considerados
el que se ubica más cerca del centro geométrico del fullereno, el electrón de
valencia en el estado fundamental se localiza en todo el cascarón del fullereno
cuando el fullereno se vuelve cada vez más atractivo. Por otro lado, un elec-
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trón en el primer estado excitado del Na se va a localizar mayoritariamente
en los “hemisferios” superior e inferior de la cáscara de fullereno, con una
simetría característica de las ondas de tipo p.
En el caso del Li, cuyo núcleo es entre los tres elementos considerados
el que se localiza más lejos del centro geométrico del fullereno, un electrón
de valencia en el estado fundamental se localiza en la parte más cercana
del cascarón del fullereno, que es el “hemisferio” superior. Un electrón en el
primer estado excitado del Li también se localiza en el “hemisferio” inferior
debido a la simetría de tipo p del estado inicial o libre (U0 = 0).
Como dijimos, el estado fundamental del H permanece inalterado hasta
que el cascarón del fullereno se vuelve lo suficientemente atractivo (U0 ∼
0.73), y para valores de U0 por encima de este valor crítico el electrón pasa
a localizarse en el fullereno.
El primer estado excitado del H presenta un fenómeno muy interesante
que coincide con los valores de U0 del anticruce de los niveles de energía,
U0 ∼ [0.6, 0.76] en la figura 3.5. Al aumentar el valor de U0 en el rango
U0 ∼ [0, 0.6] el electrón pasa a localizarse en el fullereno mientras que para
los valores del anticruce U0 ∼ [0.6, 0.76] el electrón es confinado en el átomo
y nuevamente relocalizado en el fullereno con una nueva simetría. Un efecto
similar fue descripto y denominado mirror collapse por Connerade et al. para
el caso del C60 en la referencia [57].
Con el objetivo de clarificar las características observadas en la figura 3.6
calculamos en función de U0 la probabilidad de hallar el electrón en el interior
de la molécula de fullereno,





u2(r, θ) dr sin θ dθ , (3.12)
donde Vfin es el volumen interno del fullereno. También calculamos la proba-
bilidad de encontrar el electrón de valencia en el “hemisferio” positivo superior
del cascarón del fullereno (denotado por ρf+)
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>1
Figura 3.6: Densidad de probabilidad en el plano xz para el electrón de valencia en
el estado fundamental (n = 1) y primer estado excitado (n = 2) de X@C80−D2−2
para valores cada vez mayores de U0 desde arriba hacia abajo. Para H@C80−D2−2
y n = 1 los valores son U0 = 0, 0.682, 0.736, 0.764, 0.818, 1.364, para n = 2 los
valores son U0 = 0, 0.245, 0.682, 0.709, 0.736, 0.764. Para Li@C80 − D2 − 2 y n =
1 los valores son U0 = 0, 0.191, 0.409, 0.491, 0.955, para n = 2 los valores son
U0 = 0, 0.273, 0.382, 0.545, 0.955. Para Na@C80 − D2 − 2 y n = 1 los valores
son U0 = 0, 0.191, 0.273, 0.355, 0.545, 0.818 y para n = 2 los valores son U0 =
0, 0.191, 0.273, 0.682, 0.955.
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Figura 3.7: Esquema de los volúmenes del fullereno sobre los cuales se definen
las probabilidades ρin, ρf+ y ρf−.






u2(r, θ) dr sin θ dθ , (3.13)
donde Vf+ es el volumen del “hemisferio” superior de la molécula de fullereno.
La probabilidad de hallar el electrón en el “hemisferio” inferior del fullereno
ρf− se define de una manera similar. Véase la figura 3.7 para una representa-
ción esquemática de los volúmenes de los fullerenos sobre los cuales se definen
las probabilidades ρin, ρf+ y ρf−.
Todas estas probabilidades se muestran en la figura 3.8 para el estado
fundamental y en la figura 3.9 para el primer estado excitado.
En las figuras se puede ver que el electrón de valencia del Li y del Na
pasan a estar localizados en el cascarón del fullereno apenas la interacción
con el fullereno es no nula. Además esta localización tiene lugar de forma
suave y monótona.
Los estados electrónicos del hidrógeno muestran un comportamiento dife-
rente. La localización en el fullereno de un electrón en el estado fundamental
ocurre en forma escalonada para valores de U0 ∼ 0.73, como se puede ver de
las curvas tipo escalón de ρin, ρf+ y ρf− en la figura 3.8.
El reconfinamiento del electrón en el primer estado excitado del hidrógeno
en un rango pequeño de U0 se ve reflejado en el agudo pico de ρin (véase figura
3.9(a)) para U0 ∼ [0.6, 0.76] en el caso de los isómeros de C80, y en el intervalo
[0.65, 0.82] para la molécula de C180. Como es de esperar, para esos valores
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de U0, ρf+, y ρf− muestran un decrecimiento apreciable.
Como se puede ver en las figuras 3.8 y 3.9, la principal diferencia en la
localización del electrón de valencia del átomo huésped se da entre los com-
puestos endohédricos formados con isómeros del C80 y aquellos formados con
moléculas de C180. Comparando los compuestos endohédricos formados por
las distintas moléculas de fullereno consideradas podemos ver que el caso del
C180 es el que presenta la distancia más grande entre los núcleos del átomo
encapsulado y el “hemisferio” inferior del cascarón del fullereno. Como con-
secuencia de esto, un electrón en el estado fundamental de cualquiera de los
elementos considerados se localiza solo en f+ (véase figura 3.8) mientras que
el primer estado excitado (onda p para U0 = 0) se localiza mayoritariamen-
te en f+ mostrando una localización pobre en f−, como puede verse en la
figura 3.9.
En el caso de los isómeros de C80, el núcleo de Na es el que se localiza más
cerca del centro geométrico del fullereno y por lo tanto sus estados muestran
una localización equilibrada en todo el cascarón del fullereno con preferencia
espacial por las puntas de los “hemisferios” en el caso n = 2 (ver figura 3.9(b))
por tratarse de una onda p. Por otro lado, un electrón de valencia en el estado
fundamental del Li muestra una completa localización en f+, y como es de
esperar por la simetría del estado del átomo libre, el primer estado excitado
presenta una localización más equilibrada entre f+ y f− [2].
A esta altura uno podría preguntarse si el reconfinamiento que presenta
el primer estado excitado del hidrógeno es un reconfinamiento en el átomo o
sólo hacia el interior del fullereno. Para responder esta pregunta calculamos
las proyecciones sobre los estados del átomo libre, es decir, sin interacción
con el fullereno (U0 = 0),
Λn,n0 = 〈Ψn(U0)|Ψn0(U0 = 0)〉 , (3.14)
donde n0 = 1, 2 denota el estado fundamental y primer estado excitado del
átomo libre. La proyección sobre el primer estado excitado del H sobre los
estados del átomo libre se muestran en la figura 3.10. En la figura puede
verse que el reconfinamiento del electrón es efectivamente en el átomo con
un estado muy parecido al estado fundamental del átomo libre y no solo el
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Figura 3.8: Probabilidad de hallar el electrón de valencia dentro del fullereno
ρin (primer panel de izquierda a derecha) y localizado en los “hemisferios” superior
e inferior del cascarón del fullereno ρf+ y ρf− respectivamente (segundo y ter-
cer panel). Todas estas probabilidades corresponden al estado fundamental de los
distintos compuestos endohédricos considerados.
retorno del electrón hacia el interior del fullereno.
Para finalizar, hicimos un análisis de la mezcla de las distintas ondas
angulares parciales. Para esto seguimos a Kang et al. [65] y calculamos el
peso de las distintas ondas angulares para el estado fundamental y el primer
estado excitado.
Partiendo de la condición de normalización de la función de onda, usando





Aj,k̃l Pl(θ) , (3.15)
















Basándonos en esta definición, obtenemos los pesos de las ondas angulares
parciales
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Figura 3.9: Probabilidad de hallar el electrón de valencia dentro del fullereno ρin
(primera columna de izquierda a derecha) y localizado en los “hemisferios” superior
e inferior del cascarón del fullereno ρf+ y ρf− respectivamente (segunda y tercera
columna). El caso del hidrógeno figura en la fila superior y el del litio y el sodio en
la fila inferior. Todas estas probabilidades corresponden al primer estado excitado
de las distintas moléculas consideradas.








Figura 3.10: Proyección del primer esta-
do excitado sobre el estado fundamental
del átomo libre para elH@C80−D2−2 (lí-
nea gris oscuro continua) H@C80−D5d−
1 (línea gris oscuro cortada) yH@C180−0
(línea gris clara cortada).
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Wl = ~c S̃l ~c . (3.17)
Los pesos parciales de las ondas s, p y d en función de U0 se muestran en
la figura 3.11 para los isómeros de C80.
Como era de esperar, a mayor distancia entre el núcleo del átomo encap-
sulado y el centro geométrico del fullereno más mezcladas están las ondas
angulares parciales. Por lo tanto, los estados del litio endohédrico presentan
una mayor mezcla de las ondas angulares parciales (ver figuras 3.11(c) y (d))
mientras que el sodio endohédrico tiene estados con momentos angulares más
puros o definidos, ya que un electrón en el estado fundamental de valencia
del Na es mayoritariamente una onda s (véase la figura 3.11(e)) y el primer
estado excitado una onda p como se puede ver en la figura 3.11(f).
Todos los pesos de las ondas angulares parciales para el caso del hidrógeno
exhiben un comportamiento cuasi-crítico en U0 = U
(c)
0 ∼ 0.73, como se puede
ver en la figura 3.11(a) y (b). En particular, el primer estado excitado del
H@C80 cambia su peso parcial principal de s a p característica apreciable en
la figura 3.11(b). Esto significa que al aumentar desde cero los valores de U0
un electrón en este estado se localiza en el fullereno como una onda s. Luego,
si los valores de U0 siguen aumentando hasta llegar a un intervalo pequeño
alrededor de los valores del anticruce U (c)0 el electrón se confina en el átomo
y vuelve a localizarse en el fullereno pero esta vez como una onda p [2].
3.4. Resumen y conclusiones
En este capítulo describimos cómo el electrón de valencia de átomos de H,
Li y Na encapsulados en tres moléculas de fullereno distintas C80 −D2− 2,
C80 −D5d− 1 y C180 − 0 se localizan en el fullereno cuando la magnitud de
la interacción atractiva con la estructura de carbono aumenta.
Usamos la estructura de las moléculas de fullerenos para calcular la po-
sición de equilibrio del átomo endohédrico como el mínimo del potencial de
Lennard-Jones clásico de N + 1 cuerpos. Con los parámetros de Lennard-
Jones dados por la tabla 3.1 obtuvimos que los átomos de Li se ubican más
lejos del centro geométrico de la molécula de fullereno que los de H y Na en
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Figura 3.11: Pesos de las ondas angulares parciales s, p, y d para los isómeros de
C80. Las columnas pertenecen a los diferentes elementos (H, Li y Na de izquierda
a derecha) y las filas corresponden al estado fundamental y primer excitado (fila
superior e inferior respectivamente).
todos los casos considerados.
Una vez que determinamos la posición del endoátomo, la molécula de
fullereno fue modelada por un potencial de tipo cascarón atractivo de corto
alcance respetando siempre la forma del fullereno y el átomo encapsulado
se modeló con un potencial efectivo de un electrón. La molécula de C180 fue
modelada como un cascarón esférico mientras que los dos isómeros del C80
fueron descriptos por cascarones elipsoidales con parámetros apropiados.
Encontramos que la localización del electrón de valencia en el cascarón
del fullereno depende de la distancia entre el núcleo del átomo encapsulado
y el centro geométrico del fullereno así como de la simetría del estado del
átomo libre (átomo sin interacción con el fullereno). Como se esperaba, las
principales diferencias entre las moléculas de fullereno fueron observadas al
comparar el C180 con los isómeros del C80.
El electrón de valencia del Li y del Na se localizan en el cascarón del fu-
llereno en forma continua y monótona, aún para interacciones con el fullereno
es muy pequeñas (U0 casi nulo). Por lo tanto los átomos de Li y Na dentro
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de la molécula de fullereno se presentan en un estado de tipo zwitterión, es
decir el compuesto endohédrico tiene la forma Li+@C−N y Na
+@C−N .
Los estados electrónicos del hidrógeno presentan un comportamiento di-
ferente. Para entender esto, analizamos la densidad de probabilidad electró-
nica, las proyecciones sobre los estados del átomo libre y el peso de las ondas
angulares parciales.
El estado fundamental del H permanece inalterado hasta que la atracción
que ejerce el fullereno, representada en la profundidad del pozo del cascarón
U0, es lo suficientemente grande lo que en este caso quiere decir valores ∼
0.73 (siempre en unidades atómicas); por encima de este valor el electrón
se localiza en el fullereno y las funciones analizadas (como la densidad de
probabilidad) muestran cambios de tipo escalón. Todo esto señala que el
compuesto endohédrico en el caso del hidrógeno está formado por un átomo
neutro dentro de un fullereno neutro, H@CN .
El primer estado excitado del H presenta un fenómeno muy interesante
para valores de U0 que coinciden con aquellos valores del anticruce de los
niveles de energía. Si se aumenta el valor de U0 manteniéndose por debajo de
los valores asociados al anticruce, el electrón se localiza en el fullereno como
una onda s. Para los valores de U0 en el pequeño intervalo del anticruce, el
electrón es confinado en el átomo en un estado similar al estado fundamental
del átomo libre, mientras que para valores de U0 ligeramente por encima del
anticruce, el electrón se relocaliza en el fullereno pero esta vez como una onda
p. Este intercambio entre los pesos de las principales ondas angulares puede
ser entonces una forma posible de definir el valor de U0 del cruce evitado.
Véase la figura 3.11(b), donde el switch entre la curva de los pesos de las
ondas s y p marcan como valor del anticruce U0 ∼ 0.75.
Queremos hacer hincapié en que la variación experimental del parámetro
U0 presenta una gran dificultad. De hecho este parámetro en general se fija
de acuerdo a la afinidad electrónica, por ejemplo, para el C80 modelado como
una esfera (de radio dado por la tabla 3.3) se tiene Uaf e
−
0 ∼ 0.32, y para
el C180, U
af e−
0 ∼ 0.29. Para fijar este parámetro se debe calcular el estado
fundamental de un único electrón confinado en la molécula de fullereno (mo-
delada por el cascarón de simetría adecuada) en función de U0. El valor de
Uaf e
−
0 se fija entonces de forma tal que E0(U0) sea igual a la afinidad elec-
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trónica. Una vez hecho esto se pueden analizar las curvas de probabilidades
alrededor del valor Uaf e
−
0 y saber, por ejemplo, dónde está localizado el elec-
trón de valencia del compuesto endohédrico, si en el átomo o en el fullereno,
y qué tipo de mezcla de ondas angulares presenta. Esto permite, además,
evaluar cuán consistente es el modelo al variar por ejemplo el ancho del cas-
carón, los semi-ejes mayores y menores, o el radio promedio del fullereno,
calculando para estas variaciones un intervalo de Uaf e
−
0 y analizando si en
ese rango de valores de Uaf e
−
0 el sistema muestra el mismo comportamiento.
Hasta ahora, las intersecciones cónicas inducidas por luz (LICI de sus
siglas en inglés Light Induced Conical Intersection), propuestas inicialmente
por M. Šindelka, N. Moiseyev y L.S. Cederbaum, fueron aplicadas a mo-
léculas diatómicas en ondas de láser viajeras o estacionarias (running and
standing laser waves) [91]. Creemos que con nuestro modelo es posible estu-
diar el acoplamiento entre los modos nucleares y electrónicos en compuestos
endohédricos cuando una intersección cónica entre los niveles electrónicos es
inducida por ondas láser [92]. Dedicaremos el siguiente capítulo a ello.
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CAPÍTULO 4
Intersecciones cónicas inducidas por luz en Li@C60
These light-induced CIs (LICIs) emerge
from the fact that light couples
electronic states and these coupling
involves the vibrational and rotational
degrees of freedom.
Nimrod Moiseyev (1947-presente)
En este capítulo tomamos como punto de partida los resulta-
dos del capítulo anterior y los estudios de intersecciones cónicas
inducidas por luz en moléculas diatómicas por parte del grupo
de N. Moiseyev y desarrollamos las expresiones para el Hamilto-
niano molecular del compuesto endohédrico Li@C60 en ausencia
y presencia de un campo láser de luz polarizada lineal. Conta-
mos con todos los elementos teóricos y los códigos desarrollados
para calcular los espectros moleculares mediante el principio de
Franck-Condon teniendo en cuenta las transiciones desde el es-
tado fundamental del Li@C60 hacia estado excitados (posible-
mente de tipo zwitteriónicos Li+@C−60) y seguimos trabajando
en el cálculo de los espectros moleculares teniendo en cuenta las
intersecciones cónicas.
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4.1. Introducción a las intersecciones cónicas
inducidas por luz
Como ya se mencionó en el capítulo anterior, hasta ahora, las intersec-
ciones cónicas inducidas por luz (LICI de sus siglas en inglés, Light induced
conical intersection) propuestas inicialmente por Nimrod Moiseyev, Milan
Šindelka y Lorenz S. Cederbaum [91, 93–95], han sido estudiadas en siste-
mas de moléculas diatómicas (principalmente sodio) considerando ondas de
láser viajeras o estacionarias (running or standing laser waves). Este capí-
tulo lo dedicaremos a iniciar un estudio que apunta a conocer los efectos de
las intersecciones cónicas inducidas por luz sobre las probabilidades de tran-
sición entre lo estados moleculares de Li@C60 teniendo en cuenta posibles
configuraciones de tipo zwitteriónicas Li+@C−60.
Si bien en esta línea de investigación no hemos obtenido resultados defini-
tivos para los espectros moleculares, se tienen importantes resultados sobre
todo en lo referido al modelado del sistema que sirven como base para la
obtención de los espectros moleculares. La idea inicial era estudiar los efec-
tos de las LICIs sobre el espectro molecular del sistema. Para ello se deben
comparar los resultados obtenidos cuando se tienen en cuenta las LICIs con
los obtenidos mediante la aproximación adiabática que no tiene en cuenta el
acoplamiento entre los modos electrónicos y nucleares generados por la LICI.
La aproximación de Born-Oppenheimer, presentada en el año 1927 [96],
se ha constituido como una herramienta fundamental para la visualización de
los procesos químicos, ya que permite, mediante la separación de los modos
nucleares y electrónicos, la representación de un conjunto de núcleos movién-
dose en una superficie de energía potencial creada por los electrones [92].
Esta aproximación válida para un gran número de situaciones químicas falla
en varios casos muy importantes, sobre todo en fotoquímica de moléculas po-
liatómicas, para los cuales el movimiento o modos nucleares y electrónicos se
acoplan y aparecen nuevos fenómenos. El acople entre los modos nucleares y
electrónicos se denomina acople vibriónico y tiene lugar por ejemplo cuando
hay una intersección cónica entre los estados electrónicos. Estas interseccio-
nes cónicas, también conocidas como embudos fotoquímicos (photochemical
funnels), permiten un cruce entre estados en la escala de los femtosegundos
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[97, 98]. Las observaciones experimentales de las intersecciones cónicas se
basan en la aparición de una banda inesperada en el espectro fotoeléctrico
que solo puede ser explicado en base a la ruptura de la aproximación de
Born-Oppenheimer en los alrededores de la intersección cónica que conec-
ta dos estados adyacentes. Esto ha sido descripto inicialmente en moléculas
orgánicas, como el butatrieno o el benceno [99, 100]. En los últimos años,
quedó claro que las intersecciones cónicas son una característica común en
la fotoquímica de moléculas orgánicas [101, 102] y que juegan un rol crucial
en la química de moléculas biológicas como por ejemplo en la dinámica de
fotoisomerización del retinali [103, 104].
Estudios recientes de Nimrod Moiseyev, Milan Šindelka y Lorenz S. Ce-
derbaum, apuntan a que el fenómeno de LICIs no sólo puede encontrarse en
moléculas poliatómicas orgánicas, sino también en redes ópticas de moléculas
diatómicas [93] y en moléculas diatómicas [91, 94, 95]. Los autores muestran
que las intersecciones cónicas tienen un gran impacto en las probabilidades
de transición entre estados y por ende en el espectro de transiciones vibrióni-
cas por absorción fotónicaii. Los autores encuentran diferencias significativas
al comparar el espectro molecular obtenido en base al principio de Franck-
Condon con aquellos espectros obtenidos al tener en cuenta las LICIs y en
una primera aproximación sin tener en cuenta las LICIs.
Luego de la visita del Prof. Dr. Nimrod Moiseyev a la FaMAF en marzo
de 2015, nos propusimos investigar si los compuestos de fullereno endohédri-
cos cuya importancia ya se explicó en la introducción del capítulo anterior,
particularizando con el Li@C60, exhiben estas diferencias espectrales. A con-
tinuación mostraremos los avances en términos de modelización del proble-
ma y las dificultades de tratamiento numérico que encontramos y que dejan
abiertas nuevas posibilidades de investigación.
La idea principal para extender los resultados de LICIs en moléculas dia-
tómicas a fullerenos de la forma X@CN es que si reducimos el fullereno a su
iEl retinal es un cromóforo (parte de una molécula que desencadena un cambio con-
formacional inducido por luz) acoplado a una proteína (opsina) relacionada a la visión en
colores de los animales. El retinal es un compuesto de tipo vitamina A que al isomerizar-
se en presencia de un fotón genera el paso inicial de la transferencia de electrones en la
reacción que concluye en la activación del sistema nervioso y la visión.
iiAquí, con la palabra espectro nos referimos al término espectroscópico y no a los
autovalores de un operador como en el resto de la tesis.
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centro de masa el compuesto endohédrico podría pensarse como una molé-
cula diatómica heteronuclear. Elegimos el caso de X@C60 y no X@C80 con
X = H,Li,Na para hacer uso de la simplicidad numérica de la simetría esfé-
rica del C60 ya que en ese caso las superficies de energía potencial adiabáticas
son funciones de la distancia del átomo X al centro geométrico del fullereno.
Elegimos el compuesto endohédrico con litio ya que hay muchos estudios de
H@C60 y porque la presencia de los estados de tipo zwitteriónico Li+@C−60
vistos en el capítulo anterior podían generar comportamientos interesantes.
Además, comparado con el sodio, el potencial de la Ec. (3.4) de la subsección
3.2.2 del capítulo anterior tiene una forma más simple y depende de un sólo
parámetro con una interpretación física directa.
Aunque originalmente pensamos que el compuesto endohédrico presen-
taría grandes similitudes con las moléculas diatómicas homonucleares consi-
deradas por el grupo de Moiseyev, nuestro sistema resultó ser esencialmente
diferente en dos aspectos. En primer lugar, para el caso de moléculas diatómi-
cas homonucleares, gracias a la simetría de las funciones de onda electrónicas,
es posible considerar sólo dos curvas de energía potencial para resolver los
estados adiabáticos nucleares. Esto quiere decir que la intersección cónica
sólo acopla dos estados electrónicos, mientras que para el compuesto endo-
hédrico el acople involucra al menos tres estados electrónicos. En segundo
lugar, en el caso estudiado por Moiseyev y coautores, la forma de la matriz
del operador dipolar permite construir bloques diagonales y desacoplar los
modos de Floquet, lo que posibilita restringirse al espacio de un solo fotón
absorbido o emitido. En nuestro sistema la forma de la matriz del operador
dipolar dificulta la construcción de bloques diagonales desacoplados y por
ende, en principio, la restricción al subespacio de sólo un fotón absorbido o
emitido no es una aproximación válida.
Organizamos el capítulo de la siguiente manera. En la sección 4.2 desa-
rrollamos la expresión para el Hamiltoniano molecular adiabático del Li@C60
en ausencia de campo, mientras que en la sección 4.3 llegamos a la expresión
del Hamiltoniano para el compuesto endohédrico sometido a un láser de luz
polarizada lineal. En la sección 4.4 mostramos que eligiendo otras expresio-
nes (razonables y que respetan las simetrías del problema) para el campo
eléctrico y la posición del átomo de litio se reobtienen los resultados de la
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sección 4.3iii. Finalmente en la sección 4.5 resumimos lo hecho y esbozamos
algunas perspectivas a futuro.
4.2. Hamiltoniano adiabático para Li@C60 en
ausencia de campo
Siguiendo los lineamientos de la sección 3.2.2 del capítulo anterior, el Ha-
miltoniano para el electrón de valencia del litio encapsulado en una molécula
de C60 (siempre en unidades atómicas) está dado por



















VLi (r̃(r, θ, R)) + VF (r) , (4.1)
donde la posición del electrón de valencia del litio está representada en coor-
denadas esféricas ~r = (r, θ, ϕ) cuyo centro de coordenadas está ubicado en
el centro geométrico del fullereno. Al igual que en el capítulo anterior r y R
denotan la distancia del electrón y del núcleo de litio al centro geométrico
del fullereno. Notar que debido a la simetría esférica planteamos el Hamilto-
niano para la función de onda reducida (función de onda original multiplica-
da por r) por lo tanto el elemento de volumen es dV = dr sin θ dθ dϕ y no
dV = r2 dr sin θ dθ dϕ.
Como el sistema es esféricamente simétrico podemos pensar que el átomo
de litio se ubica en el eje z. En ese caso la distancia entre el electrón y el
núcleo cargado positivamente está dada por
r̃(r, θ, R) = |~r − ~R| =
√
r2 +R2 − 2r R cos θ , (4.2)
y la interacción del electrón de valencia con el carozo o core nuclear (nú-
cleo apantallado por los electrones de la capa 1s2), que hemos denotado por
iiiEsta sección es netamente aclaratoria y su lectura por lo tanto depende de si el lector
tiene un particular interés en ahondar sobre la equivalencia entre ambas expresiones para
el campo eléctrico, de hecho esta sección surgió a partir de un pedido del Prof. Dr. Nimrod
Moiseyev y hemos decidido incluirla aquí sólo por completitud.
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VLi(r̃(r, θ, R)), está dada por




(Z −Nc) +Nc (1 + α r̃) e−2αr̃
}
, (4.3)
donde la carga nuclear es Z = 3 y el número de electrones en el core es
Nc = 2. El parámetro α = 1.6559 describe la carga efectiva del core 1s2, es
decir que este potencial modela estados de la forma 1s2 nl.
En esta parte de la tesis decidimos probar otra forma funcional para la
interacción con el fullereno, denotada por VF (r), más suave que el modelo
de tipo cascarón y que tiene en cuenta que el efecto del fullereno no es algo
totalmente localizado [63]







donde RC60 es el radio promedio del fullereno (promedio de las distancias de
los átomos de carbono al centro geométrico del fullereno). Al igual que en
el capítulo anterior 2∆ es el ancho asociado al fullereno y U0 la profundidad
efectiva del pozo gaussiano calculado para ajustar la afinidad electrónica del
C60. Nosotros tomamos RC60 = 6.507 (promedio de distancias utilizando las
posiciones dadas en la referencia [77]) y 2∆ = 1.25 con lo que se obtiene
U0 = 0.422. Por más que este modelo arroja resultados muy parecidos al del
cascarón esférico el tratamiento numérico de las condiciones de contorno es
más simple pues no se debe tener en cuenta la continuidad de la derivada
logarítmica en los extremos del pozo del cascarón.
Como el Hamiltoniano de la Ec. (4.1) es invariante ante rotaciones en
el eje z sus autoestados electrónicos ψn,m(r, θ, ϕ;R) pueden expandirse en
la base de las autofunciones normalizadas de la componente z del momento
angular L̂z




donde n = 1, 2, 3, ..., m = 0,±1,±2, ... y Φn,|m|(r, θ;R) son las autofunciones
del Hamiltoniano dado por
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VLi (r̃(r, θ, R)) + VF (r) . (4.6)
Los autovalores En,|m|(R) asociados a las autofunciones Φn,|m|(r, θ;R) sir-
ven como potenciales en la ecuación de Schrödinger nuclear independiente
del tiempo que describe el movimiento roto- vibracional del core de litio en-
capsulado dentro del C60. Notar que como los autovalores dependen de |m|2
entonces aquellos con m = 0,±1,±2, ... son degenerados.
El Hamiltoniano nuclear adiabático, en unidades atómicas, está dado por











donde VLi+−C60(R) es la interacción entre el ion de litio y el fullereno (que
sería el equivalente a la interacción inter-núcleo en la aproximación adiabática
para una molécula) y µLi/C60 es la masa reducida, definida por 1/µLi/C60 =
1/mLi + 1/mC60 .
Si conociéramos En,|m|(R) + VLi+−C60(R) podríamos resolver el Hamilto-
niano nuclear y obtener así los autoestados para el core Li+. En las siguientes
subsecciones mostraremos como calcular En,|m|(R) y VLi+−C60(R).
4.2.1. Interacción entre el core de litio y el fullereno
En el desarrollo del trabajo que sentó las bases del capítulo anterior fija-
mos la posición del endoátomo como el mínimo de un potencial de Lennard-
Jones con parámetros obtenidos de las referencias [78–80]. En general los
parámetros de Lennard-Jones son elegidos a los fines de reproducir alguna
medición experimental o cálculos de teoría del funcional densidad o DFT
por sus siglas en inglés (Density Functional Theory). En lo que sigue mos-
traremos los ajustes obtenidos de nuestro cálculo de DFT con el programa
cp2k [105]. Para los cálculos DFT tomamos como base para los átomos de
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carbono DZVP-GTH-PADE con potencial de tipo GTH-PADE-q4 y para el
litio DZVP-GTH-PADE con potencial de tipo GTH-PADE-q3. Los átomos
de carbono se ubicaron en las posiciones dadas en la referencia [77].
Se calculó la energía para una grilla de puntos espaciales y a partir de
eso hicimos dos tipos de ajustes para la interacción VLi+−C60(R) obtenida por
DFT: mediante un potencial de tipo Lennard-Jones y otro de tipo Bucking-
ham con cada uno de los átomos de carbono.
















donde ~x es la posición del átomo confinado, ~xi es la posición del i-ésimo átomo
de carbono extraídas de la referencia [77] y el par ǫ, σ son los parámetros de
Lennard-Jones ajustados para la interacción Li− C. Notar que el potencial
de Lennard-Jones diverge en la posición de cada átomo.
Los parámetros de Lennard-Jones obtenidos fueron ε = 4.6527 × 10−3 y
σ = 3.4759.









donde ~x y ~xi están definidos de la misma manera que para el potencial de
Lennard-Jones y A,B,C son los parámetros de Buckingham ajustados para
la interacción de Li− C.
Para los parámetros de Buckingham obtuvimos A = 107.9766, B =
2.3394 y C = 52.4739.
Los dos ajustes hechos a lo largo del eje x se muestran en la figura 4.1
donde puede verse que el potencial de Lennard-Jones diverge en las posi-
ciones de los átomos de carbono. También puede verse que el potencial de
Lennard-Jones sobreestima la barrera de potencial del fullereno que queda
mejor representada por el potencial de Buckingham. Sin embargo, el poten-
cial de Buckingham no presenta la impenetrabilidad del núcleo de carbono y
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Figura 4.1: Interacciones Li−C obteni-
das para Li@C60 mediante un ajuste de
los cálculos de DFT (curva negra con pun-
tos) por un potencial de Lennard-Jones
(curva anaranjada) y uno de Buckingham
(curva magenta).
debemos imponer esta condición con una barrera infinita de potencial loca-
lizada en algún radio, por ejemplo RC60 = 6.507 o algún radio menor. Cabe
aclarar que si bien los cálculos de DFT se hicieron con átomos neutros en
fullerenos neutros sirve como primera aproximación para la interacción de
Li+ − C.
Es importante mencionar que en las secciones siguientes pese a que el
ajuste obtenido por el potencial de Buckingham es visiblemente mejor he-
mos aproximado VLi+−C60(R) con la interacción proveniente del ajuste de
Lennard-Jones. Hicimos esto por simplicidad y para poder comparar con los
resultados del capítulo anterior y de la literatura, ya que el potencial de
Lennard-Jones por sus conveniencias numéricas es mucho más usado que el
de Buckingham. Las curvas de potencial para el núcleo en la aproximación
adiabática usadas a la hora de resolver efectivamente los estados del Hamilto-
niano de la Ec. (4.7) serían, por supuesto, las que mejor ajustan los cálculos
de DFT (Buckingham).
4.2.2. Curvas de energía potencial
Con el objetivo de calcular los estados electrónicos que dan lugar a las
curvas de energía potencial hicimos cálculos variacionales usando como base
funciones de B-Splines para expandir Φn,|m|(r, θ;R)
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Figura 4.2: Primeros siete niveles de io-
nización con m = 0 para el átomo de li-
tio libre confinado en una cavidad esféri-
ca de radio 50 en función de la distancia
al origen de coordenadas R. Las energías
experimentales se muestran como puntos
rojos obtenidos de la referencia [106] y
el ancho aproximado del fullereno dado
por [RC60 −∆, RC60 +∆] está represen-
tado por líneas grises cortadas.














i,j Bi,k(r) Bj,k̃(θ) , (4.10)
donde se usó la misma notación que el el capítulo anterior, ver Ecs. (3.8),
(3.10) y (3.11) de la sección 3.2.2. También usamos funciones B-Spline de or-
den siete, es decir que k = k̃ = 7, definidos en los intervalos r ∈ [0, rmax = 50]
y θ ∈ [0, π]. El tamaño de la base fue elegido para obtener los resultados de
las energías de ionización experimentales del átomo de litio libre cuando se
varía la posición R respecto del origen de coordenadas en el intervalo de in-
terés (esto equivale a resolver el problema de litio confinado en una cavidad
esférica de radio 50 variando la posición del litio). Las energías de ionización
obtenidas para m = 0 con una base de N = 70 B-Splines tanto radiales como
angulares se muestran en la figura 4.2 junto con las energías exactas (puntos
rojos) y el ancho aproximado del fullereno dado por [RC60 −∆, RC60 +∆]
(líneas grises cortadas). A partir de esta figura podemos inferir que la ba-
se empieza a fallar para estados excitados recién para R ∼ 17, concluimos
entonces que la base es muy buena para nuestros propósitos.
Las curvas de energía potencial para el Hamiltoniano de la Ec. (4.6) se
muestran en la figura 4.3 donde puede verse que la curva con energía más
baja es la asociada a En=1,|m=0|(R), el primer estado excitado doblemente
degenerado es En=1,|m=±1|(R), y el segundo estado excitado es En=2,|m=0|(R)
que en R = 0 es degenerado con En=1,|m=±1|(R). Notar que para R = 0
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Figura 4.3: Niveles de energía electró-
nicos para Li@C60 en función de R,
con m = 0, 1, 2 (curvas negras, azu-
les y verdes respectivamente). El an-
cho aproximado del fullereno dado por
[RC60 −∆, RC60 +∆] está representado
por líneas grises cortadas.
el sistema tiene simetría esférica y por lo tanto En=1,|m=0|(R = 0) es un
estado 2s y En=2,|m=0|(R = 0) y En=1,|m=±1|(R = 0) son estados 2p con
m = 0 y m = ±1 respectivamente. En la figura además se muestra el ancho
aproximado del fullereno.
El potencial total que vería el núcleo dado por los términos En,|m|(R) +
VLi+−C60(R) del Hamiltoniano de la Ec. (4.7) y tomando como VLi+−C60(R)
el potencial de Lennard-Jones obtenido en la sección 4.2.1 se muestra en la
figura 4.4(a) junto con el potencial de Lennard-Jones y los dos niveles electró-
nicos más bajos. En la figura 4.4(a) puede verse que en primera aproximación
el núcleo se ubicaría en el mínimo de la curva E1,0(R)+VLi+−C60(R) en R ∼ 3.
Recordar que para los isómeros de C80 en el trabajo previo habíamos obte-
nido que el núcleo se ubica a una distancia ∼ 3.5 del centro geométrico del
fullereno, como figura en la tabla 3.4 del capítulo anterior. Notar además que
hay un segundo mínimo del potencial fuera del fullereno en r ∼ 10. Como
ya se dijo en la sección anterior esta figura se confeccionó con el potencial
de Lennard-Jones como una primera aproximación al problema por simpli-
cidad y para poder comparar con los resultados del capítulo anterior y de la
literatura.
Con todo esto disponemos de los elementos necesarios para calcular los
autoestados nucleares y por lo tanto conocer los estados adiabáticos del com-
puesto endohédrico como un todo. Para ello hicimos una expansión variacio-
nal de la función de onda nuclear (también en funciones de B-Splines) cuyos
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Figura 4.4: (a) Curvas de energía potencial para el núcleo de litio encapsula-
do en una molécula de C60 dadas por En,|m|(R) + VLi+−C60(R) y calculadas con
el estado electrónico fundamental y primer excitado más una interacción de tipo
Lennard-Jones (curva roja y verde respectivamente). Se muestran además los es-
tados electrónicos fundamental (curva negra) y primer excitado (curva azul) y el
potencial de Lennard-Jones (curva gris) además del ancho aproximado del fulle-
reno dado por [RC60 −∆, RC60 +∆] (líneas grises cortadas). (b) Esquema de niveles
adiabáticos asociados a las curvas de energía potencial E1,0(R) + VLi+−C60(R) y
E1,1(R) + VLi+−C60(R) (curvas roja y verde al igual que en el panel (a)).
resultados no se muestran aquí, sin embargo, siguiendo este procedimiento
se obtienen niveles energéticos que pueden representarse sobre las curvas de
potencial obtenidas tal y como se esquematiza en la figura 4.4(b). La inter-
sección cónica ocurre cuando las curvas de energía potencial se cruzan y hay
por lo tanto un acople entre los modos nucleares y electrónicos.
En la referencia [107] los autores comparan las curvas de energía potencial
obtenidas para átomos alcalinos encapsulados por fullerenos usando aproxi-
maciones de la teoría del funcional de la densidad local (LDF de sus siglas
en inglés). Muestran que las curvas obtenidas para la interacción Li+ − C60
tienen pocas diferencias con las obtenidas para Li+ − C−60 pero si difieren
respecto de las obtenidas para Li − C60, ya que estas últimas presentan un
mínimo en R = 0. Queremos hacer énfasis en que nuestros cálculos para las
curvas En,|m|(R)+VLi+−C60(R) usando un método variacional para En,|m|(R)
y aproximando VLi+−C60(R) por los datos obtenidos de los cálculos DFT para
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átomo neutro encapsulado por fullereno neutro y ajustados con un potencial
de tipo Lennard-Jones muestran un comportamiento muy similar al de los
cálculos DFT para Li+ encapsulado en un C−60 de la referencia [107].
4.3. Hamiltoniano para Li@C60 sometido a un
campo láser con polarización lineal
En esta sección veremos como escribir el Hamiltoniano para el compuesto
endohédrico inmerso en un campo láser polarizado linealmente siguiendo los
trabajos del grupo de Moiseyev [91, 93–95, 108, 109].
4.3.1. Hamiltoniano electrónico
La interacción del electrón de valencia del litio en el compuesto Li@C60
con un láser de luz polarizada linealmente está dada por ~r · ~E, donde
~E = (Ex = ǫ0 sin θE cos(ωt), Ey = 0, Ez = ǫ0 cos θE cos(ωt)) (4.11)
siendo ω la frecuencia del láser. En lo que sigue despreciamos el efecto de
prender y apagar el láser y pensamos que la duración del pulso es lo suficien-
temente larga como para asumir que la onda es continua. Notar que el ángulo
θE determina el ángulo entre el eje del compuesto endohédrico (la línea que
conecta la posición del núcleo de litio y el centro del C60) que hemos tomado
como eje z y el eje de polarización de las ondas del láser. Los parámetros
R y θE dan los dos grados de libertad necesarios para la existencia de una
intersección cónica.
El Hamiltoniano para el electrón de valencia del Li del compuesto en-
dohédrico Li@C60 interactuando con luz polarizada linealmente está dado
por
H luz(r, θ, ϕ, t;R, ǫ0, ω) = H
(|m|)(r, θ, ϕ;R) + ǫ0 d̂(θE) cos(ωt) , (4.12)
69
Capítulo 4. Intersecciones cónicas inducidas por luz en Li@C60
donde el operador dipolo está definido como
d̂(θE) = r sin θ cosϕ sin θE + r cos θ cos θE . (4.13)
Usando como base las autofunciones de H(r, θ, ϕ;R) dadas por la Ec.
(4.5) entonces la matriz del Hamiltoniano H luz(r, θ, ϕ, t;R, ǫ0, ω) de la Ec.
(4.12) tiene elementos de matriz dados por
H luz(t;R, ǫ0, ω)(n′,m′),(n,m) = 〈ψn′,m′(r, θ, R)|H luz(r, θ, ϕ, t;R, ǫ0, ω)|ψn,m(r, θ, R)〉r,θ,ϕ
= En,|m|(R)δn′,nδm′,m +
ǫ0 cos(ωt) D(n′,m′),(n,m)(R, θE) , (4.14)
con 〈.....〉r,θ,ϕ indicando integración sobre dV = dr sin θdθ dϕ. Los elementos
de matriz del operador dipolar son






(n,m) (δm′,m+1 + δm′,m−1) +
cos θE〈z〉(n
′,m′)
(n,m) δm′,m , (4.15)
donde si Φn,|m|(r, θ, R) denotan las autofunciones del Hamiltoniano de la Ec.
(4.6) entonces
〈ρ〉(n′,m′)(n,m) = 〈Φn′,|m′|(r, θ, R)|r sin θ|Φn,|m|(r, θ, R)〉 , (4.16)
y
〈z〉(n′,m′)(n,m) = 〈Φn′,|m′|(r, θ, R)|r cos θ|Φn,|m|(r, θ, R)〉 , (4.17)
con 〈.....〉 indicando integración sobre dV = dr sin θdθ. Notar que 〈ρ〉(n′,m′)(n,m) y
〈z〉(n′,m′)(n,m) son funciones de R, como puede verse en la figura 4.5.
La forma explícita de la matriz D restringida al espacio de las funciones
Φn,|m|(r, θ, R) con n = 1,m = 0, n = 1,m = ±1 y n = 2,m = 0, es decir
tomando únicamente las funciones con energías electrónicas más bajas (ver
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Figura 4.5: Elementos de matriz del operador dipolo en función de R. (a) Elemen-
tos diagonales 〈z〉(1,0)(1,0) (curva azul), 〈z〉
(1,1)
(1,1) (curva verde) y 〈z〉
(2,0)
(2,0) (curva anaranja-
da). Notar que la forma asintótica es 〈z〉(n,m)(n,m) = R como indica la línea gris oscura
cortada. (b) Elementos no diagonales 〈ρ〉(1,1)(1,0) (curva negra), 〈ρ〉
(1,1)
(2,0) (curva roja)
y 〈z〉(2,0)(1,0) (curva violeta). En ambos paneles se muestra el ancho aproximado del













〈ρ〉1,01,1 cos θE 〈z〉1,02,0
sin θE
2





〈ρ〉1,01,1 0 cos θE 〈z〉1,11,1 sin θE2 〈ρ〉
1,1
2,0












Los elementos de matriz del operador dipolo en función de R se muestran
en la figura 4.5, donde los elementos diagonales pueden verse en la figura
4.5(a) y los elementos no diagonales en la figura 4.5(b). Notar que lejos de
la región del fullereno, para R & 20, los elementos diagonales tienden a R y
los no diagonales a una constante.
Si definimos
|0g〉 = Φn=1,m=0(r, θ;R) , (4.19)
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|e±〉 = 1√
2
{Φn=1,m=1(r, θ;R)± Φn=1,m=−1(r, θ;R)} , (4.20)
|0e〉 = Φn=2,m=0(r, θ;R) , (4.21)









cos θE 〈z〉1,01,0 sin θE√2 〈ρ〉
1,0
1,1 cos θE 〈z〉1,02,0 0
sin θE√
2
〈ρ〉1,01,1 cos θE 〈z〉1,11,1 sin θE√2 〈ρ〉
1,1
2,0 0
cos θE 〈z〉1,02,0 sin θE√2 〈ρ〉
1,1
2,0 cos θE 〈z〉2,02,0 0








Esto significa que los estados con m = 0 se acoplan a una combinación lineal
específica de los dos estados excitados degenerados con n = 1,m = ±1 dada
por |e +〉. Al no acoplarse con el estado |e −〉 la dimensión efectiva del
subespacio elegido es 3× 3 y está dado por la base {|0g〉, |e+〉, |0e〉}.
4.3.2. Hamiltoniano molecular
La matriz del Hamiltoniano nuclear para el compuesto endohédrico Li@C60
sometido al campo láser en la base {|0g〉, |e+〉, |0e〉} está dado por
H(r, t)(n′,m′),(n,m) = H(n,|m|)Li (R, θE, ϕLi)δn′,nδm′,m +
ǫ0D(n′,m′),(n,m)(R, θE) cos(ωt) , (4.23)
donde H(n,|m|)Li (R, θE, ϕLi) es el Hamiltonino adiabático nuclear dado por la
Ec. (4.7).
En el marco del formalismo de Floquetiv [110] se obtiene un Hamiltoniano
independiente del tiempo. Este abordaje se llama aproximación no adiabá-
tica en la representación de estados vestidos (non-adiabatic dressed picture
ivCuando el pulso láser es suficientemente largo la dinámica puede calcularse usando las
cuasi-energías de Floquet.
72
Capítulo 4. Intersecciones cónicas inducidas por luz en Li@C60
representation). Para ello se toma como base {einω|0g〉, einω|e+〉, einω|0e〉} lo
















donde Vno−adiabatico es la matriz del potencial e I es la matriz identidad en el
mismo espacio que Vno−adiabatico.
Si denotamos por |e〉, |e′〉 alguno de los estados electrónicos {|0g〉, |e+〉, |0e〉, |e−〉}
los elementos de Vno−adiabatico son
V
no−adiabatico
n′,e′;n,e = Ee(R)δe′,e + ωn〈e′|e〉δn′,n +
ǫ0
2
〈e′|D|e〉 (δn′,n+1 + δn′,n−1) , (4.25)
donde n es el número de fotones absorbido por el compuesto endohédrico.
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donde E es la matriz diagonal cuyos elementos son las energías de la base
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La matriz Vno−adiabatico tiene una estructura tridiagonal matricial, con
acoplamiento dado por la matrizD restringida al subespacio {|0g〉, |e+〉, |0e〉}.
Si la matriz D tuviera ceros en la diagonal entonces podríamos llevar la ma-
triz Vno−adiabatico a una forma de bloques desacoplados como en la referencia
[94]. En nuestro caso la forma obtenida para la matriz D no nos permite
construir Vno−adiabatico como bloques diagonales desacoplados. Es importan-
te aclarar que los elementos diagonales no nulos aparecen debido a la paridad
no definida de la función de onda electrónica de la Ec. (4.5). Notar que el Ha-
miltoniano de la Ec. (4.6) no es simétrico respecto al intercambio θ → π− θ.
Esto implica que la función de onda no tiene paridad definida respecto a la
variable θ y por lo tanto no podemos garantizar que al calcular 〈z〉(n,m)(n,m) ob-
tengamos valores nulos excepto cuando el core de litio se localiza en el centro
geométrico del fullereno, como puede verse en la figura 4.5(a).
Para resolver el problema buscamos si había alguna transformación que
pudiera llevar la matriz D a tener elementos nulos en la diagonal. También
pensamos que si los elementos diagonales fueran pequeños podríamos hacer
teoría de perturbaciones incluyendo los elementos de la diagonal como una
perturbación y los demás elementos como parte del Hamiltoniano H0 pero
al comparar los elementos diagonales con los no diagonales en la figura 4.5
vemos que los elementos diagonales son comparables (incluso mayores) que
los no diagonales.
El Hamiltoniano Hno−adiabaticoLi@C60/laser de la Ec. (4.24) con V
no−adiabatico dado
por la Ec. (4.26) puede resolverse variacionalmente para la función de onda
nuclear (sobre el subespacio de funciones de onda electrónicas elegido) trun-
cando la matriz a una cierta cantidad de fotones n absorbidos (o emitidos).
Hicimos esto y buscamos un conjunto de parámetros (ω, ǫ0) que desacople
los modos de Floquet. Tampoco obtuvimos resultados concluyentes, por lo
que no los mostramos aquí.
Queremos enfatizar que en los trabajos del grupo de Moiseyev para molé-
culas diatómicas homonucleares la simetría de las funciones de onda electró-
nicas permite considerar sólo dos curvas de energía potencial para el núcleo.
Esto quiere decir que la intersección cónica sólo acopla dos estados electró-
nicos y no al menos tres como en nuestro caso (ver Ec. (4.22)). Además, en
el caso que ellos analizan la forma de la matriz del operador dipolar permi-
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te construir bloques diagonales y desacoplar los modos de Floquet. Es por
eso los autores pueden restringirse al espacio de solo un fotón absorbido o
emitido.
4.4. Aclaración sobre la forma del campo
Hasta ahora calculamos las funciones de onda electrónicas para el electrón
de valencia de un átomo de litio confinado en la cavidad de C60 como las
soluciones del Hamiltoniano dado por las Ec. (4.1) y (4.6) para cualquier
distancia R entre el centro geométrico de la molécula de fullereno y el núcleo
de Li. Debido a la simetría del problema consideramos que el átomo de Li se
mueve sobre el eje z. La posición del núcleo de litio entonces puede escribirse
como ~RLi = (0, 0, R) y al agregar el pulso láser elegimos un campo con
componente y nula (ver Ec. (4.11)).
Mostraremos ahora que tomar el campo en una posición genérica y res-
tringir el movimiento del átomo de litio al eje z equivale a tomar un campo
en el eje z y dejar que el litio se mueva a lo largo de un eje cualquiera. Ade-
más veremos que la matriz D obtenida en ambos casos es igual a la obtenida
en la sección anterior. Como ya se dijo esta sección es netamente aclaratoria
y su lectura por lo tanto depende de que el lector tenga un particular inte-
rés en ahondar sobre la equivalencia entre ambas expresiones para el campo
eléctrico.
Comenzaremos considerando un campo de la siguiente forma
~E = (E sin θE cosϕE, E sin θE sinϕE, E cos θE) , (4.28)
como el que se muestra en la figura 4.6.
Mostraremos que hacer una rotación de forma tal que el nuevo campo
esté en el eje z es equivalente a lo que hemos hecho hasta ahora. Al hacer
esta rotación el átomo de litio pasará a estar localizado en alguna posición
genérica, esto quiere decir que
~RRLi = Rn̂ ~RLi = Rn̂(Rẑ) . (4.29)
Además, la matriz de rotación Rn̂ asociada a esta operación debe satisfacer
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Figura 4.6: Posición del átomo de Li en el fullereno y un campo genérico ~E.
que el campo rotado esté a lo largo del eje z
~ER = Eẑ = Rn̂ ~E , (4.30)
donde el sombrero denota versores (vectores unitarios) y el superíndice R
hace referencia al vector rotado. n̂ es el versor que define el eje alrededor del
cual se hace la rotación que es normal al plano que contiene los vectores ~E y
ẑ
n̂ = (sinϕE,− cosϕE, 0) . (4.31)
Una rotación anti-horaria alrededor de este versor en un ángulo α está
dada por la siguiente matriz
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cosα + sin2 ϕE(1− cosα) − sinϕE cosϕE(1− cosα) − cosϕE sinα
− sinϕE cosϕE(1− cosα) cosα + cos2 ϕE(1− cosα) − sinϕE sinα






Como la rotación que buscamos lleva el vector Ê a ẑ entonces α = θE





cos θE + sin
2 ϕE(1− cos θE) − sinϕE cosϕE(1− cos θE) − cosϕE sin θE
− sinϕE cosϕE(1− cos θE) cos θE + cos2 ϕE(1− cos θE) − sinϕE sin θE






Si con esta matriz rotamos el vector posición del átomo de litio Rn̂ ~RLi =
Rn̂(Rẑ) obtenemos
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− cosϕE sin θE






Los ángulos para el vector posición del litio rotado se relacionan con
los ángulos del vector campo inicial de la Ec. 4.28 de la siguiente manera:
ϕLi = ϕE+π y θLi = θE. Podemos entonces reemplazar θE → θLi y cosϕE →





cos θLi + sin
2 ϕLi(1− cos θLi) − sinϕLi cosϕLi(1− cos θLi) cosϕLi sin θLi
− sinϕLi cosϕLi(1− cos θLi) cos θLi + cos2 ϕLi(1− cos θLi) sinϕLi sin θLi






Siguiendo la sección 7 del capítulo 17 de la referencia [27], la transforma-
ción para la matriz dipolar D es
DR(n′,m′),(n,m) = E 〈Ψn′,m′(r, θ, ϕ;R)| {R13x+R23y +R33z} |Ψn,m(r, θ, ϕ;R)〉 ,
(4.36)
donde (r, θ, ϕ) denota las coordenadas electrónicas no rotadas, Rij son los
elementos de la matriz de rotación Rn̂ y E es la magnitud del campo E =
ǫ0 cos(ωt).
Usando la forma explícita de los elementos Rij obtenemos
DR(n′,m′),(n,m) = 〈Ψn′,m′(r, θ, ϕ;R)| (sin θLi cosϕLi x+ sin θLi sinϕLi y +
cos θLi z) |Ψn,m(r, θ, ϕ;R)〉 . (4.37)
Teniendo en cuenta la función de onda de la Ec. (4.5) y las expresiones
de las Ecs. (4.16) y (4.17) se puede ver que
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(n,m) (δm′,m+1 − δm′,m−1) +
cos θLi〈z〉(n
′,m′)
(n,m) δm′,m , (4.38)
donde por simetría podemos tomar ϕLi = 0 y recordando que θLi = θE
reobtenemos la Ec. (4.15).
Concluimos que, tal y como esperábamos, la matriz D obtenida es la
misma si modelamos el sistema con el átomo de litio en el eje z y un campo
con componente y nula que si modelamos el sistema con el átomo de litio en
cualquier lado y el eje de polarización del campo en la coordenada z.
4.5. Resumen, conclusiones y perspectivas
Hemos desarrollado las expresiones para el Hamiltoniano molecular del
compuesto endohédrico Li@C60 en ausencia de campo y para el compuesto
sometido a un campo láser de luz polarizada lineal. El objetivo de este tra-
bajo era poder comparar el espectro para el compuesto endohédrico obtenido
a partir del principio de Franck-Condon con aquellos espectros obtenidos al
tener en cuenta las LICIs y en una primera aproximación que no tiene en
cuenta las LICIs. Sin embargo nos encontramos con ciertas dificultades nu-
méricas que aparecen como consecuencia de que la estructura de bloques del
Hamiltoniano Hno−adiabaticoLi@C60/laser de la Ec. (4.24) con V
no−adiabatico dado por la Ec.
(4.26) no permite aplicar métodos similares a los usados por el grupo de
Moiseyev.
Aunque no pudimos llegar a resolver el espectro considerando la intersec-
ción cónica, tenemos todos los elementos para calcular los espectros mediante
el principio de Franck-Condon o también haciendo una primera aproximación
sin tener en cuenta las intersecciones cónicas, ya que el cálculo de estas dos
aproximaciones a los espectros (explicados en la referencia [91]) involucra las
funciones de onda adiabáticas que se pueden obtener como se explicó al final
de la subsección 4.2.2. Vale la pena mencionar que el cálculo de los espectros
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Figura 4.8: Transiciones entre los esta-
dos adiabáticos de la figura 4.4(b), es
decir aquellos estados obtenidos a par-
tir de las curvas de potencial E1,0(R) +
VLi+−C60(R) y E1,1(R) + VLi+−C60(R)
(curvas roja y verde).
moleculares está basado en el cálculo de probabilidades de transición dadas
por la regla de oro de Fermi entre los estados asociados a las curvas de ener-
gía potencial En,|m|(R) + VLi+−C60(R), como se representa en el esquema de
la figura 4.8 que completa lo presentado en la figura 4.4.
Podemos afirmar entonces, que los avances obtenidos en lo referido a la
modelización del problema, constituyen un primer paso hacia la obtención
de los espectros moleculares. Esta línea de investigación continúa abierta y
seguiremos trabajando en ella. Una posible perspectiva a futuro además del
cálculo de los espectros moleculares es el análisis del efecto de la polarización
de la luz (lineal, circular o elíptica) sobre el espectro molecular (ver referencia
[94]). Otra, el análisis de la influencia de la presencia de intersecciones cónicas
en la dinámica de la función de onda molecular, con posibles alineamientos
del eje de la moléculav con el campo externo, como fue reportado en las
referencias [95, 111] para moléculas diatómicas homonucleares. También se
puede estudiar el cambio en las fases de Berry (fases topológicas) del sistema
molecular al moverse en un contorno cerrado del espacio de configuraciones
alrededor de la intersección cónica [111].
Queremos hacer especial énfasis en que, como ya se mencionó en la sub-
sección 4.3.2, si bien originalmente pensamos que el compuesto endohédrico
presentaría grandes similitudes con las moléculas diatómicas homonucleares
consideradas por el grupo de Moiseyev, resultó ser esencialmente diferente. En
vLínea entre el núcleo de litio y el centro geométrico del fullereno.
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el caso de moléculas diatómicas homonucleares, la simetría de las funciones
de onda electrónicas permite considerar sólo dos curvas de energía potencial
para el núcleo lo que significa que la intersección cónica acopla solamente dos
estados electrónicos, mientras que para el compuesto endohédrico el acople
es de al menos tres estados electrónicos. Además, en el caso que analizan
Moiseyev y coautores, la forma de la matriz del operador dipolar permite
construir bloques diagonales y desacoplar los modos de Floquet. Al lograr
desacoplar los modos de Floquet los autores pueden restringirse al espacio de
solo un fotón absorbido o emitido, cosa que nosotros no podemos hacer o al
menos no de manera directa. Por todo esto, si bien la resolución del sistema
endohédrico sometido a un campo láser conlleva algunas dificultades, abre
un abanico nuevo de posibilidades sobre las que seguimos investigando.
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CAPÍTULO 5
Huellas de las interacciones de corto y largo alcance en
las entropías de entrelazamiento de moléculas de Wigner
de dos partículas confinadas en trampas cuánticas
bidimensionales
A dilute system of electrons interacting
through long-range Coulomb forces has
been predicted to form a periodic solid
known as a Wigner crystal.
En abstract de la referencia [112].
En este capítulo estudiamos las ocupaciones y distintas entropías
del estado fundamental de dos partículas en trampas armónicas
anisotrópicas. Para ello presentamos un método que permite cal-
cular el espectro y distintas entropías en el límite de interacción
fuerte para distintos potenciales de corto y largo alcance. En-
contramos que, en el caso de interacciones de largo alcance, las
entropías de von Neumann, min-entropy y la familia de entropías
de Rényi son finitas para trampas anisotrópicas y divergen loga-
rítmicamente cuando la trampa es isotrópica. En el caso de corto
alcance obtuvimos que las entropías divergen para cualquier valor
del parámetro de anisotropía e interpretamos estas divergencias
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entropías de entrelazamiento de moléculas de Wigner de dos partículas
confinadas en trampas cuánticas bidimensionales
de forma cualitativa en base al principio de incertidumbre de
Heisenberg. También mostramos que cuando la matriz densidad
reducida de una partícula tiene soporte finito las entropías de
Rényi presentan un comportamiento no analítico.
5.1. Introducción a las moléculas de Wigner y
motivación
En los últimos años, la física de sistemas de partículas confinadas ha
atraído el interés de investigadores de diferentes áreas que trabajan tanto en
el campo teórico como el experimental [113, 114]. También ha cobrado gran
importancia el estudio cualitativo y cuantitativo de las medidas de entrelaza-
miento y entropías cuánticas [4, 115, 116]. En este capítulo nos enfocaremos
en uno de los tantos sistemas que pueden abordarse mediante la física de sis-
temas confinados: las moléculas de Wigner, que constituyen el análogo finito
de los cristales de Wigneri.
En el año 1987 fue reportada la observación experimental de la primera
cadena colineal de iones por el grupo de D. Wineland [114]. Desde entonces, la
capacidad para confinar, controlar y manipular sistemas de partículas cuán-
ticas ha aumentado sostenidamente. Todo esto significó una revalorización
de los cristales de Wigner y su análogo finito, las moléculas de Wigner [121],
que se constituyeron como sistemas claves para testear los conceptos y rasgos
de la mecánica cuántica que ya se estaban aplicando a sistemas confinados
así como para descubrir y explicar nuevas características [122].
Las trampas de iones no son los únicos sistemas que permiten la forma-
ción de entes como las moléculas de Wigner [122]. En general, la observación
experimental de sistemas fuertemente correlacionados en puntos cuánticos
se ha convertido en foco de enorme interés [123]. Las moléculas de Wigner
iLos cristales de Wigner son cristales electrónicos que se forman cuando la energía
potencial domina sobre la cinética para densidades electrónicas bajas. Fueron predichas
por E. Wigner en el año 1934 [113] y observados experimentalmente por primera vez en el
año 1979 en una monocapa de electrones en la superficie de helio líquido [117]. También
fueron observados en heteroestructuras semiconductoras en ausencia y presencia de campo
magnético débil o fuerte (régimen Hall fraccionario) y esperan observarse en el regimen
Hall del grafeno [118–120].
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también han sido observadas en heteroestructuras semiconductoras bidimen-
sionales [124, 125], puntos cuánticos semiconductores [126], hilos cuánticos
unidimensionales (quantum wires) [127–130], en estados cristalinos de plas-
mas complejos (dusty plasmas o complex plasmas) [131] y recientemente en
nanotubos de carbono [112]. Nos interesa particularmente que en el año 2013
se observaron moléculas de Wigner de dos electrones en nanotubos de car-
bono [132].
Varios estudios teóricos [133–140] han demostrado que la física de estos
sistemas con dimensión reducida usualmente no dependen de la forma fun-
cional del confinamiento sino de las simetrías de la misma y la magnitud de
confinamiento [141]. En general, para puntos cuánticos pequeños que con-
tienen pocas partículas el potencial puede ser aproximado por una parábola
[123]. Es por eso que en este capítulo usaremos un modelo basado en el con-
finamiento armónico y representaremos distintas situaciones físicas mediante
diferentes potenciales de interacción entre partículas.
Al igual que los cristales de Wigner las moléculas de Wigner aparecen
cuando la interacción entre partículas es mucho mayor que la energía ciné-
tica. Por eso, la temperatura del sistema [122] y la densidad de partículas
son variables cruciales [142]. La localización de Wigner se espera para bajas
densidades o interacciones fuertes y ha sido ampliamente estudiada para par-
tículas que interactúan vía potenciales de largo alcance [133–140] con poca
atención a los potenciales de corto alcance.
Los ejemplos más sobresalientes de modelos exactamente solubles para
partículas confinadas, como el de Calogero y Moshinsky, y cuasi-solubles,
como el de Hook (con solución exacta solo para ciertos valores de los pará-
metros del Hamiltoniano [143, 144]), permiten (entre varias otras cosas) el
cálculo exacto de las entropías de información cuántica [4, 115, 145–150]. El
modelo de Calogero, que se tratará en mayor detalle en el capítulo 6, es con-
siderado de gran importancia en física de la materia condensada. Su estudio
ha experimentado varios resurgimientos [151, 152] como el descubrimiento de
una relación explícita entre el modelo de Calogero y el efecto hall cuántico
fraccionario [153] y la estadística fraccionaria [154].
Motivados por todo esto, consideramos entonces un confinamiento armó-
nico anisotrópico y calculamos una expresión exacta para los números de
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ocupación u ocupaciones del estado fundamental bidimensional en el lími-
te de interacción fuerte para dos partículas que interactúan vía diferentes
potenciales que dependen de la distancia entre las partículas.
Los orbitales naturales exactos son obtenidos de la descomposición de
Schmidt de la función de onda del estado fundamental, siempre en el lí-
mite de interacción fuerte y a partir de esas ocupaciones evaluamos varias
entropías de información cuántica como la entropía de von Neumann y las
entropías de Rényi en forma cerrada. El método que presentamos en este
capítulo es una generalización de la estrategia desarrollada en las referencias
[116, 148, 155, 156] para ciertos tipos de potenciales de interacción entre
partículas a cualquier tipo de interacción que dependa únicamente de la dis-
tancia entre partículas. En las referencias [116, 155, 156] se tratan sistemas
unidimensionales de dos partículas con interacción de tipo Coulombiana y
de potencia inversa. En tanto los orbitales naturales y las ocupaciones de
puntos cuánticos con forma elíptica se obtuvieron numéricamente en la re-
ferencia [148]. Nosotros encontramos la expresión analítica de los orbitales
naturales, los números de ocupación, y las entropías lineal, de von Neuman,
min-entropy, max-entropy y la familia de entropías de Rényi en el límite de
interacción fuerte para dos partículas confinadas que interactúan mediante
cualquier potencial que dependa de la distancia entre partículas.
Nuestro propósito principal es determinar la influencia de la anisotropía
y del tipo de interacción interpartícula sobre las entropías lineal, de von Neu-
mann, min-entropy, max-entropy y la familia de entropías de Rényi. Tenemos
particular interés en determinar cuáles son las diferencias que aparecen al
considerar interacciones de corto alcance respecto a las de largo alcance, ya
que para estas últimas la formación de moléculas de Wigner ha sido descripta
en gran detalle [133, 134, 137]. Con este objetivo, estudiamos dos tipos de
potencial de interacción entre las partículas para cada uno de los rangos de
potencial considerados, siempre incluyendo un potencial que puede ser exac-
tamente soluble. En el caso de potenciales de largo alcance, consideramos
los potenciales de potencia inversa y potencial logarítmico inverso. Para el
caso de corto alcance, resolvimos el potencial de potencia inversa apantalla-
da y una barrera Gaussiana. Es importante enfatizar que la interacción de
tipo potencia inversa se usa para modelar puntos cuánticos [126] y trampas
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de iones [114]. Para estos sistemas el régimen de interacción fuerte puede
ser logrado experimentalmente mediante una interacción entre partículas de
gran magnitud o una energía de confinamiento débil. También vale aclarar
que para el potencial de potencia inversa cuadrática se obtiene el modelo de
Calogero y que el potencial Coulombiano apantallado provee de un modelo
muy simple para iones en plasmas [87].
El método que desarrollamos puede también aplicarse a otros sistemas
como el modelo de Moshinsky de dos partículas y el N-armonio [147, 149],
proveyendo de un marco sistemático para abordar este tipo de problemas.
Además, todos los modelos mencionados, así como otros modelos exactamen-
te solubles, pueden ser usados para alcanzar un entendimiento más acabado
del significado físico de la matriz densidad reducida de una partícula, sus or-
bitales naturales y respectivas ocupaciones. También pueden ayudar a arrojar
un poco de luz sobre cómo tratar con funcionales de la matriz densidad de
una partícula en miras a mejorar la generalización de la teoría del funcional
densidad a matrices densidad reducidas [157].
En la sección 5.2 damos algunas definiciones de las entropías a partir de
las cuales se definen distintos cuantificadores de información cuántica y en la
sección 5.3 discutimos el modelo. En las secciónes 5.4 y 5.5 presentamos la
derivación de las ocupaciones y orbitales naturales analíticos para dos par-
tículas interactuantes en una trampa armónica anisotrópica bidimensional
respectivamente y en la sección 5.6 calculamos las entropías. Los resultados
para potenciales de interacción de largo y corto alcance se muestran en las
secciones 5.7 y 5.8 respectivamente. Las conclusiones, junto con un resumen
de los resultados principales aparecen en la sección 5.9. Finalmente, la gene-
ralización a dimensiones mayores que dos de las ocupaciones y entropías las
mostramos a modo de apéndice en la sección 5.10. Todo lo desarrollado en
este capítulo, junto con los resultados que aquí presentamos, se basan en lo
publicado en la referencia [3].
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5.2. Preliminares sobre entropías de informa-
ción cuántica
El contenido de información de una partición o porción de un sistema
cuántico puede ser estudiado analizando diferentes entropías definidas en tér-
minos de la matriz densidad reducida del sistema. Como estamos interesados
en los orbitales naturales la partición debe ser hecha separando el sistema
por partículas.
La matriz densidad reducida de una partícula para un sistema de dos
partículas sin spin con función de onda total Ψ(~r1, ~r2), donde ~r1, ~r2 son los
vectores posición de las partículas, puede construirse trazando (ver figura







1, ~r2) d~r2 . (5.1)
Las ocupaciones de los orbitales naturales asociados a esa matriz densidad








1 = Λiφi (~r1) , (5.2)
donde las autofunciones φi (~r1) son los orbitales naturales y los autovalores Λi
las ocupaciones correspondientes. Para una discusión detallada en torno a la
definición y significado de la matriz densidad reducida de una partícula, sus
orbitales naturales y ocupaciones asociadas, véase las referencias [157, 158]ii.
Las ocupaciones y orbitales naturales se definen normalizándolos de forma tal
iiAl hacer la descripción de un sistema de N partículas indistinguibles uno puede ha-
cerlo usando el formalismo de la función de onda y resolver la ecuación de Schrödinger
o bien desde el formalismo de la matriz densidad y resolver la ecuación de evolución. La
matriz densidad es muy usada cuando se tratan problemas que involucran ensembles ya
que provee la probabilidad de cada estado en forma más o menos directa. Haciendo una
gran simplificación podemos pensar que la matriz densidad es una generalización de la
densidad de probabilidad en forma de probabilidad conjunta, en particular si a la matriz
densidad ρ(x, x′) se la evalúa en x = x′ se obtiene la densidad de probabilidad. Además,
la descripción en orbitales naturales y ocupaciones da lugar a una generalización del mé-
todo de Hartree-Fock, es decir la descripción de un orbital de N partículas indistinguibles
mediante orbitales monoelectrónicos más “intuitivos”. Apuntando a esa descripción es que
se traza sobre N − 1 partículas y se calculan los autoestados de este nuevo operador de
una partícula que “ve” a las otras en forma efectiva, como se esquematiza en la figura 5.1.
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Figura 5.1: Al trazar sobre N−1 partículas en la matriz densidad de N partículas
indistinguibles, se obtiene la matriz densidad reducida a partir de la cual pueden
calcularse los orbitales naturales y sus ocupaciones. Estos nuevos orbitales y sus
ocupaciones proveen de una descripción más intuitiva del problema ya que en lugar
de considerar un orbital de N partículas se consideran orbitales monoelectrónicos.
Este esquema se confeccionó en base a la obra “Estudio de color. Cuadrados con
círculos concéntricos.” de V. Kandinsky (1913).
de obtener el número de partículas total del sistema. Sin embargo, es posible
normalizar todo a la unidad e identificar los autovalores y autovectores de la
matriz densidad reducida definidos de esta manera con los orbitales naturales
y sus ocupaciones ya que la única diferencia radica en una constante de
multiplicación.
El entrelazamiento puede ser cuantificado mediante funciones que se de-
finen en base a diferentes entropías. Las entropías de Rényi son una familia
de estas entropías definidas por
Sα =
1










muy usadas en sistemas de muchos cuerpos o extendidos [159–161].
Algunos valores especiales del parámetro α permite recuperar otras en-
tropías como, por ejemplo, las entropías máxima y mínima que denotaremos
por su nombre en inglés (min- y max-entropy) y que se obtienen tomando
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el límite α → ∞ y α → 0, respectivamente. La min-entropy sirve como una
cota inferior para toda la familia de entropías. La entropía de Hartley o max-
entropy, S0 = log2R, sólo depende el rango de Schmidt R del espectro y da
lugar a una medida del entrelazamiento bipartito que sirve como criterio para
una representación clásica eficiente del estado[162]. La distribución del espec-
tro de la matriz densidad reducida puede ser analizada en mayor profundidad
si se calculan las entropías de Rényi para varios valores del parámetro α ya
que de esta forma se le da distintos pesos a las ocupaciones [4].
La entropía de von Neumann puede ser recuperada de las entropías de
Rényi en el límite α → 1. Su uso para estudiar entrelazamiento en sistemas
de variable continua y modelos de spin [161, 163, 164] está muy extendido y
se define como
SvN = −Tr (ρ log2 ρ) = −
∑
i
Λi log2 Λi . (5.4)
Finalmente, algunos autores consideran la entropía lineal




ya que en sistemas de variables continuas el cálculo de Tr ρ2 se reduce a una
simple integral que puede resolverse con un esfuerzo computacional relativa-
mente bajo.
Es importante aclarar que a lo largo de la tesis estudiamos únicamente las
entropías definidas en base a la matriz densidad reducida de una partícula
del sistemaiii. Estas entropías nos dan una noción, por ejemplo, de cuánto
podemos describir a una de las partículas sin tener en cuenta la otra. Este es
uno de los aspectos del entrelazamiento (traducción aceptada para el término
entanglement). El entrelazamiento puede ser cuantificado mediante distintas
medidas de entrelazamiento, que son funciones de las entropías definidas de
forma tal de anularse para estados separables (ausencia de entrelazamiento).
En particular, la definición de las medidas de entrelazamiento debe tener
en cuenta el entrelazamiento debido a la simetría de la función de onda
[145, 165].
iiiTambién trabajamos siempre con estados puros.
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5.3. Sistemas bidimensionales de dos partículas
confinadas
La búsqueda de interpretaciones y predicciones relacionadas con los ex-
perimentos en trampas de átomos fríos o puntos cuánticos han reavivado el
interés por algunos conceptos de la física de sistemas de partículas confinadas
[124–130]. En general, los modelos para estos sistemas contienen dos contri-
buciones a la energía potencial: uno dado por el potencial de la trampa y el
otro por la interacción entre partículas. Dado que para puntos cuánticos pe-
queños con pocos electrones el potencial de la trampa puede ser aproximado
por un potencial armónico [123] nos enfocamos en dos partículas interactuan-
tes en una trampa armónica anisotrópica bidimensional e implementamos un
método para obtener el espectro de la matriz densidad reducida de una par-
tícula en el límite de interacción fuerte para un potencial arbitrario. Este
método es una generalización de lo presentado por Kościk y coautores (ver
referencias [116, 148]) y Cavaliere y coautores (véase por ejemplo referencia
[137]).


















+ gV (r12; {γi}) , (5.6)
donde la frecuencia de la trampa se tomó igual a la unidad, ε > 1 es el pa-
rámetro de anisotropía, V (r12; {γi}) denota el potencial de interacción como
función de la distancia entre partículas r12 y algún conjunto de parámetros
{γi} y g es el cociente entre la interacción y la energía de confinamiento
(energía del modo fundamental de la trampa). Notar que las unidades de g
varían según la forma funcional de V (r12; {γi}) de manera tal que el término
gV (r12; {γi}) tenga unidades de energía.
Considerando las coordenadas de las variables del centro de masa ~R =
1
2
(~r1 + ~r2) = (X, Y ) y relativa ~r = ~r2 − ~r1 = (x, y) el Hamiltoniano de la Ec.
(5.6) puede escribirse como H = HR +Hr, donde
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X2 + ε2Y 2
)
, (5.7)
Hr = −∇2r + V ef (x, y; ε, {γi}) , (5.8)
y V ef es el potencial efectivo del Hamiltoniano relativo dado por









x2 + y2; {γi}
)
. (5.9)
La función de onda total es entonces el producto de una función de onda
del centro de masa y otra relativa
Ψ(x, y,X, Y ) = ψR(X, Y )ψr(x, y) , (5.10)
por esto, la ecuación de Schrödinger se separa en dos ecuaciones
HRψR(~R) = ERψR(~R) , (5.11)
Hrψr(~r) = Erψr(~r) . (5.12)
La solución de la ecuación del centro de masa (Ec. (5.11)) son las auto-



























que son invariantes ante el intercambio de partículas.
El Hamiltoniano relativo tiene un potencial efectivo que en principio debe
ser analizado para cada caso particular. Sin embargo, en la próxima sección
presentaremos un método para obtener los números de ocupación en el lí-
mite de interacción fuerte para potenciales genéricos que cumplan solamente
ciertas condiciones simples.
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5.4. Derivación de las ocupaciones exactas
La función de onda relativa puede ser obtenida resolviendo la ecuación
de Schrödinger en el límite de interacción fuerte g ≫ 1 en el marco de
la aproximación armónica [166, 167]. En esta aproximación uno tiene que
encontrar el mínimo del potencial efectivo definido en la Ec. (5.9) y luego
reemplazar este potencial por su expansión de Taylor de orden dos alrededor
del mínimo, que satisface ∇V ef (x, y; ε, {γi}) = 0. Si el potencial es repulsivo,
decrece monótonamente y V (r; {γi}) → 0 para r → ∞ con ε > 1, entonces,
el mínimo yace sobre el eje x (la ordenada del mínimo es nula) y puede ser
escrito















Llegados a este punto es importante notar que cuando las partículas están
confinadas en una trampa isotrópica, es decir para ε = 1, los mínimos dege-
neran en un círculo de radio x0.
La aproximación armónica provee de un Hamiltoniano de osciladores des-
acoplados




















































donde la dependencia respecto de los parámetros g y {γi} está incluida en
forma explícita en x0 = x0 (g, {γi}).
Las soluciones de la ecuación de Schrödinger correspondiente son
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Usando las Ecs. (5.13) y (5.19) con n = m = ñ = m̃ = 0 en la Ec. (5.10)
se obtiene la función de onda totalmente simétrica del estado fundamental






















































La función de onda total, Ec. (5.21), es separable en las coordenadas x e
y como ΨGS (~r1, ~r2) = ψx(x1, x2)ψy(y1, y2) con








































donde Cx y Cy son el primer y segundo factor de la Ec. (5.22) respectivamente.
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Como nosotros estamos interesados en las ocupaciones de los orbitales
naturales debemos resolver la ecuación integral (5.2) con la matriz densidad
reducida de una partícula obtenida a partir del estado fundamental total-
mente simétrico ΨGS (~r1, ~r2) de la Ec. (5.21). El esfuerzo de cálculo puede ser
reducido significativamente si se tiene en cuenta que el kernel iterado (ρ) de
un kernel simétrico (ΨGS) tiene las mismas autofunciones que el kernel y que
los autovalores del kernel iterado son los autovalores del kernel al cuadrado
[168]. Esto quiere decir que en lugar de resolver directamente la Ec. (5.2) uno
puede resolver la siguiente ecuación
∫
ΨGS (~r1, ~r2)φi (~r2) d~r2 = λiφi (~r1) , (5.26)
con Λi = λ2i (véase Ec. (5.2)).
Resolver el problema de autovalores definido por la Ec. (5.26) es equiva-
lente a encontrar la descomposición de Schmidt de las funciones ψx(x1, x2) y






















λl φl(u)φl(v) , (5.28)
de las Ecs. (5.24) y (5.25), a las cuales se puede aplicar la fórmula de Mehler
en forma directa. Al hacer esto obtenemos las ocupaciones en el límite de
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Cada una de las ocupaciones es doblemente degenerada debido a la si-
metría de intercambio de partículas en ψx(x1, x2). De la Ec. (5.15) vemos
que la abscisa del mínimo x0 aumenta cuando g aumenta. Por lo tanto, para
magnitudes de interacción lo suficientemente grandes las partículas se locali-
zan en mínimos suficientemente separados ~rmin = (±x0, 0) y el solapamiento
entre q
(







, x2 − x02
)
se anula. Gracias a esto el
intercambio de partículas tiene su correlato en el intercambio de los mínimos
dando lugar a la simetría a partir de la cual surge la doble degeneración de
las ocupaciones (ver la siguiente sección para más detalles sobre esto).
Para calcular las entropías de información necesitamos el comportamiento
y valores límites de ζ (ωx) y ξ(ε). Por esto es importante notar que para
ωx > 0 ζ (ωx) está siempre por debajo de la unidad y que ζ (ωx) → 1 cuando
ωx → ∞. Además, para ε > 1 ξ(ε) está siempre acotado por uno y ξ(ε) → 1
para ε → 1+. Todo esto indica que debemos ser especialmente cuidadosos
en el caso de confinamiento isotrópico (ver Ec. (5.31)). Cuando el parámetro
de anisotropía es grande ε ≫ 1 se tiene que ξ(ε) → 0 y por lo tanto las
ocupaciones alcanzan el valor asintótico del modelo unidimensional Λxl .
5.5. Orbitales naturales analíticos
En la sección anterior mostramos cómo calcular analíticamente los núme-
ros de ocupación de los orbitales naturales para el estado fundamental total-
mente simétrico de dos partículas en una trampa armónica anisotrópica. En
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esta breve sección, antes de pasar al cálculo de las entropías, mostraremos la
forma funcional de los orbitales naturales.
A partir de la fórmula de Mehler Ec. (5.27) encontramos la descomposi-



























































































λl{φ+l (x1)φ+l (x2)− φ−l (x1)φ−l (x2)} . (5.35)





































= 0. Este solapamiento disminuye a medida
que x0 aumenta y se anula para x0 → ∞. Todo esto significa que la Ec.
(5.35) es la descomposición de Schmidt de la función de onda dada en la
Ec. (5.23) a partir de algún valor de la magnitud de interacción lo sufi-
cientemente grande como para garantizar que los mínimos con abscisas ±x0













= 0. Cabe destacar que esta condición es la
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responsable de la degeneración de spin a través de la cual se identifican ex-
perimentalmente las moléculas de Wigner, ya que de esta manera se suprime
la interacción de intercambio [137].
Más aún, de las Ecs. (5.2) y (5.26), y el teorema allí mencionado para ite-
raciones de kernels simétricos, la Ec. (5.35) es la descomposición de Schmidt
de la matriz densidad reducida de una partícula.
De la Ec. (5.35) se puede ver que cada ocupación Λl = λ2l es doblemente
degenerada con dos orbitales naturales asociados dados por φ+l (u) y φ
−
l (u).





Debido a la separabilidad de la función de onda, los orbitales naturales son
el producto de un orbital natural asociado a ψx(x1, x2) (justamente φ+l (u) y























ε2 − 1 v
)
. (5.36)
Ahora que ya tenemos los orbitales naturales y sus ocupaciones en forma
analítica calcularemos las diferentes entropías de información.
5.6. Entropías en el límite de interacción fuerte
Una vez que hemos obtenido los números de ocupación u ocupaciones
podemos calcular las entropías cuánticas. Como estos cálculos involucran
series geométricas en ζ (ωx) y ξ(ε) los valores límites deben ser tenidos en
cuenta con sumo cuidado.
Empezaremos entonces con las entropías de Rényi definidas por la Ec.
(5.3). Es fácil mostrar que debido a la separabilidad de la función de onda,
las entropías de Rényi en el límite de interacción fuerte se componen de dos
términos: uno asociado a ψx(x1, x2) y otro a ψy(y1, y2). Es decir que
Sα = Sαx (ωx) + S
α
y (ε) , (5.37)
donde
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Nuevamente, debido a la separabilidad de la función de onda, podemos
escribir la entropía de von Neumann (Ec. (5.4)) bidimensional como
SvN = S
1
x (ωx) + S
1
y(ε) , (5.40)
donde cada uno de los términos de la suma tiene la forma de una entropía
de von Neumann unidimensional [116], i.e.
S1x (ωx) = −
log2
(
(1− ζ (ωx))(1−ζ(ωx)) ζ (ωx)ζ(ωx)
)
(1− ζ (ωx))






(1− ξ(ε)) . (5.42)
El supraíndice indica que la entropía de von Neumann puede ser obtenida
como un caso límite de la familia de entropías de Rényi con α → 1.
Como dijimos en la sección 5.2 la min-entropy S∞ se obtiene tomando
α → ∞ en las entropías de Rényi. Por lo obtenido en las Ecs. (5.38) y (5.39)


















La entropía de Hartley o max-entropy también se obtiene como un caso
límite de la familia de entropías de Rényi con α → 0. Esta entropía tiene
valores finitos solo cuando la matriz densidad reducida de una partícula tiene
soporte finito.
La entropía lineal, definida por la Ec. (5.5), para el caso bidimensional
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Figura 5.2: Ambos términos de la entropía bidimensional de von Neumann (línea
negra cortada), min-entropy (línea magenta cortada con puntos) y entropías de
Rényi con α = 0.2, 0.4, 0.8, 1.5, 2 (líneas roja, azul, verde, anaranjada y cian
respectivamente). (a) Sy en función del parámetro de anisotropía ε. (b) Entropías












Como para el modelo isotrópico ε → 1+ se tenía que ξ(ε) → 1 entonces en
el caso isotrópico la entropía lineal tiende a uno mientras que para cualquier
otro valor de ε la entropía lineal permanece por debajo de uno.
Los resultados hasta ahora presentados pueden generalizarse a dimensión
D considerando D − 1 parámetros de anisotropía (véase a este respecto la
sección 5.10). En dimensiónD las entropías de von Neumann y de Rényi están
formadas por sumas de D términos cada uno de los cuales está asociado a
una coordenada cartesiana. De la misma manera que ocurre en dimensión
dos el término de la entropía en x depende de los parámetros del potencial
de interacción a través de ωx y cada uno de los términos restantes dependen
solamente de uno de los D − 1 parámetros de anisotropía.
Los dos términos de las entropías bidimensionales de von Neumann, min-
entropy y de Rényi con α = 0.2, 0.4, 0.8, 1.5, 2 se muestran en la figura
100
Capítulo 5. Huellas de las interacciones de corto y largo alcance en las
entropías de entrelazamiento de moléculas de Wigner de dos partículas
confinadas en trampas cuánticas bidimensionales
5.2. Primero discutiremos el comportamiento de las entropías respecto de la
anisotropía de la trampa y en un segundo paso analizaremos la influencia de
la interacción entre partículas.
Como puede apreciarse en la figura 5.2(a), para el modelo isotrópico
(ε → 1+) las entropías Sαy (ε) divergen logarítmicamente mientras que para
cualquier otro valor de ε estas entropías adoptan valores finitos. Calculando




for ε ∼ 1+ . (5.45)
Este término dominante asintótico está representado en la figura como una
línea amarilla cortada que expone la divergencia logarítmica de la entropía
de von Neumann. De hecho, para ε→ 1+ tanto las entropías de Rényi como
la min-entropy muestran el mismo comportamiento que la entropía de von
Neumann. La figura también muestra que para trampas con anisotropías
fuertes Sαy (ε) se anula. Esto quiere decir que para ε ≫ 1 se recupera el
problema unidimensional y las entropías de von Neumann, Rényi y min-
entropy alcanzan los valores unidimensionales Sαx (ωx).
El comportamiento de las entropías asociadas a la coordenada x y deno-
tadas por Sαx (ωx) se muestran en la figura 5.2(b) en función de la frecuencia.
En esta figura se puede ver que las entropías son funciones decrecientes de
la frecuencia para 0 < ω2x < 1/2 y funciones crecientes de la frecuencia para
ω2x > 1/2. Más aún, las entropías divergen logarítmicamente para frecuen-
cias grandes y también para ωx → 0 ya que en estos límites se tiene que
ζ(ωx) → 1.
La entropía de un dado sistema se calcula a partir de la frecuencia ωx
obtenida mediante la aproximación armónica, Ec. (5.18). Si la frecuencia se
mantiene finita cuando el parámetro de interacción es grande g ≫ 1 entonces
las entropías de von Neumann, min-entropy y la familia de entropías de Rényi
son finitas para el modelo anisotrópico y divergen logarítmicamente para el
modelo isotrópico. En el caso anisotrópico las partículas cristalizan alrededor
de los dos mínimos clásicos del potencial efectivo del Hamiltoniano relativo
dando lugar a la formación de una molécula de Wigner. En el caso isotrópi-
co los mínimos degeneran a un círculo. Por esto las partículas ya no están
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localizadas alrededor de mínimos discretos y esta pérdida de información es
reflejada en la divergencia de las entropías.
Por otro lado, si la frecuencia obtenida aumenta monótonamente para
interacciones grandes las entropías de von Neumann, min-entropy y la familia
de entropías de Rényi divergen logarítmicamente para cualquier valor del
parámetro de anisotropía. Es por esto que el comportamiento del sistema
está definido por la entropía unidimensional Sαx (ωx) [3].
Todo este análisis puede ser entendido en forma cualitativa sobre la base
del principio de incertidumbre de Heisenberg. El ancho del paquete de onda
Gaussiano en la coordenada relativa denotado por ψr(~r) (obtenido con el es-
tado fundamental dado por la Ec. (5.19) en la Ec. (5.21)) tiende a cero cuando
la frecuencia aumenta. La incerteza en la posición y el momento asociados a
la variable relativa están dados por ∆xrHA =
√









4 . Entonces si ωx → 0 se tiene que ∆xrHA → ∞
y para ωx → ∞ es fácil ver que ∆prHA → ∞. La entropía de la molécu-
la de Wigner diverge para ωx → ∞ porque la posición queda determinada
completamente y en consecuencia, la incerteza en el momento diverge. Nos
referiremos a este límite como cristalización fuerte. El caso ωx → 0 conlleva
un estado con momento bien definido y por lo tanto no tenemos conocimiento
acerca de la posición. En ambos casos la divergencia ya sea en la incerteza
del momento o de la posición generan la divergencia en las entropías [3].
La divergencia en la entropía asociada a la coordenada y también puede
ser explicada en forma similar: cuando la trampa es isotrópica los mínimos
degeneran en un círculo y por lo tanto las partículas no están localizadas en
posiciones angulares definidas sino en estados con momento angular definido.
Para ω2x = 1/2 las entropías adoptan su valor mínimo igual a uno. Alrede-
dor de este punto las entropías de von Neumann, min-entropy y de Rényi con
α > 1 presentan un comportamiento analítico mientras que las entropías de
Rényi con α < 1 muestran un comportamiento no analítico. La entropía de
von Neumann y las entropías de Rényi con α = 0.4, 0.5, 0.6 y sus derivadas
primeras en un intervalo alrededor del punto ω2x = 1/2 se muestran en la
figura 5.3(a) y (b) respectivamente. En la figura se puede ver que en el punto
ω2x = 1/2 las entropías de Rényi tiene derivada infinita para α = 0.4, deriva-
da discontinua para α = 0.5 y primera derivada continua pero con segunda
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Figura 5.3: (a) Términos de la entropía asociados a la coordenada x, Sαx (ωx) y
(b) sus derivadas alrededor del punto ω2x = 1/2. Se muestran la entropía de von
Neumann (línea negra cortada) y entropías de Rényi con α = 0.4, 0.5, 0.6 (líneas
roja, azul y verde respectivamente).
derivada infinita para α = 0.6 mientras que la entropía de von Neumann
(α → +1) es siempre una función analítica de la frecuencia.
Estudios recientes de Amico y colaboradores en cadenas de spin 1/2 mues-
tran las implicancias físicas de las propiedades no monótonas de las entropías
de Rényi en sistemas de muchos cuerpos con orden topológico asociadas a
un truncamiento del soporte de la matriz densidad reducida [170–172]. En
la referencia [115] nuestro grupo de trabajo mostró que el modelo de Calo-
gero unidimensional tiene un número finito de ocupaciones no nulas para un
conjunto discreto de valores del parámetro de interacción entre las partículas
y en la referencia [4] demostramos que para esos valores particulares de la
interacción las entropías de Rényi tienen un comportamiento no analítico.
En resumen, el comportamiento no analítico de las entropías de Rényi
expone aquellos valores de parámetros del Hamiltoniano para los cuales el
soporte de la matriz densidad reducida es finito [3]. En el caso que estamos
tratando en este capítulo, si se toma ω2x = 1/2 en la Ec. (5.24) es fácil ver que
para esa particular elección de frecuencia hay únicamente dos ocupaciones no
nulas: Λx0 asociadas a los dos orbitales naturales funciones de la coordenada
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x más bajos (ver sección 5.10)iv.
Llegado este punto, es importante hacer la siguiente aclaración. Notar
que para ω2x = 1/2 las entropías adoptan su valor mínimo igual a uno y
el estado es separable, como puede verse en las Ecs. (5.23) y (5.24). Como
mencionamos en la sección 5.2, las medidas de entrelazamiento se definen de
forma tal que se anulen para estados separables. Por lo tanto, una medida de
entrelazamiento definida en base a las entropías de Rényi o de von Neumann
debe anularse en ω2x = 1/2, requisito que se consigue restando una unidad
a las definiciones dadas por las Ecs. (5.3) y (5.4) [165]. Además, en caso de
querer definir una medida de entrelazamiento basada en la entropía lineal
de la Ec. (5.5), deberíamos multiplicar por dos el segundo término de esa
ecuación [145]. Estas redefiniciones justamente excluyen el entrelazamiento
debido a la simetría de la función de onda, ya que la aparición de la unidad
en las Ecs. (5.38) y (5.41) así como del factor 1/2 en el segundo término de
la Ec. (5.44) se produce al tener en cuenta que todas las ocupaciones son
doblemente degeneradas como consecuencia de la simetría de intercambio
entre partículas en ψx(x1, x2) (ver nuevamente las Ecs. (5.23) y (5.24)).
En las secciones que siguen aplicaremos nuestros resultados para estudiar
el comportamiento de las ocupaciones y las diferentes entropías, siempre en
el límite de interacción fuerte, para dos grupos de potenciales separados en
interacciones de largo y corto alcance. Dado que ya hemos analizado en detalle
el aporte del término Sαy (ε) de ahora en más sólo calcularemos la entropía
unidimensional Sαx (ωx).
5.7. Potenciales de interacción de largo alcance
Con el objetivo de ejemplificar nuestros resultados en esta sección consi-
deraremos dos potenciales de largo alcance: la interacción de potencia inversa
y la interacción logarítmica inversa.
ivUna manera de interpretar esto es que para cualquier frecuencia que cumpla ω2
x
6= 1/2
la función de onda esta “desparramada” en todos los orbitales naturales (infinitos orbitales
naturales cuyos pesos, dados por las ocupaciones, son cercanos a cero pero no nulos) y
cuando ω2
x
= 1/2 la función de onda se “localiza” en dos orbitales. Notar que la palabra
localización hace referencia a una localización en estados y no a una localización espacial.
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Figura 5.4: Ocupaciones en función de ln(ε− 1) (ver Ec. (5.29)) obtenidas en el
límite de interacción fuerte g ≫ 1. (a) Λl,l̃ con l = 0 y l̃ = 0, 1, 2, ..., 20 de arriba a
abajo (b) Λ0,0, Λ0,1, Λ1,0, Λ1,1 y Λ2,0 en líneas negra, roja, verde, azul y cian. Los
valores asintóticos unidimensionales se muestran como líneas grises cortadas [116].
5.7.1. Interacción de potencia inversa
El potencial de potencia inversa está dado por




Para este potencial, de las Ecs. (5.15) y (5.18), se pueden obtener en forma
exacta tanto x0 como ωx
x0 = (4gβ)
1
2(β+1) y ω2x = β + 1 . (5.47)
Cuando la magnitud de interacción g aumenta x0 aumenta pero la frecuencia
se mantiene constante. Recordar que para β = 1
2
, 1 se obtienen los modelos
de Hook y Calogero respectivamente.
Mostraremos los resultados de este potencial concentrándonos en el mo-
delo de Calogero, β = 1. Las ocupaciones en el límite de interacción fuerte
g ≫ 1 definidas en la Ec. (5.29) se muestran en la figura 5.4 como funciones
de ln(ε − 1) junto con las ocupaciones asintóticas unidimensionales obteni-
das de la Ec. (5.30). Estas últimas presentan gran acuerdo con los valores
reportados en la referencia [116]. La figura muestra que para ǫ→ 1+ (modelo
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Figura 5.5: Potencial efectivo del Hamiltoniano relativo dado por la Ec. (5.9) en
función de las coordenadas relativas. (a) ε =
√
5, g = 100 y β = 1. (b) ε = 2
√
5,
g = 100 y β = 1.
isotrópico) las ocupaciones tienden a cero pero su suma es constante e igual
a 1/2 debido a la doble degeneración ya mencionada [148]. Cuando la aniso-
tropía aumenta, todas las ocupaciones Λl,l̃ con l̃ 6= 0 presentan un máximo
local. A l fijo los valores del parámetro de anisotropía asociados al máximo
de las ocupaciones decrecen cuando l̃ aumenta mientras que para valores fijos
de l̃ el valor del parámetro de anisotropía del máximo es el mismo para cada
l (esto último no puede verse en la figura debido a la escala).
Para ε≫ 1 el Hamiltoniano se reduce a un oscilador unidimensional y las
ocupaciones Λl,0 alcanzan los valores asintóticos del modelo unidimensional.
En la figura 5.4 se puede ver que para valores de ε cercanos a εc =
√
5 las
ocupaciones con l̃ = 0 se estabilizan en los valores unidimensionales mientras
que aquellas con l̃ 6= 0 saturan en valores cerca de cero. Esta característica
puede explicarse teniendo en cuenta que para ε = εc el Hamiltoniano relativo
de la Ec. (5.16) se reduce a un oscilador armónico en coordenadas polares
alrededor de cada mínimo. Esto quiere decir que para ε = εc el potencial
efectivo del Hamiltoniano relativo (Ec. (5.9)) es isotrópico en una pequeña
región circular alrededor de sus mínimos como puede verse en la figura 5.5(a)
comparado con el mismo potencial para ε = 2
√
5 de la figura 5.5(b), que no
es isotrópico alrededor de los mínimos.
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Figura 5.6: Términos unidimensionales
de las entropías Sαx obtenidos en el lími-
te de interacción fuerte g ≫ 1 en fun-
ción del exponente de la interacción entre
las partículas β. Se muestran las entro-
pías de von Neumann (línea negra corta-
da), min-entropy (línea magenta de pun-
tos y rayas) y entropías de Rényi con
α = 0.2, 0.4, 0.8, 1.5, 2 (línea roja, azul,
verde, anaranjada y cian).
En general, para un valor arbitrario del parámetro β, el régimen uni-
dimensional se alcanza para el valor εc =
√
2 (β + 1) + 1. Para ε > εc, la
ocupación más grande Λ00 toma un valor ∼ 0.4853 mientras que la suma de
todas las ocupaciones restantes es solo ∼ 0.0147. Esto significa que los dos
orbitales naturales asociados a este autovalor son los únicos dos ocupados
y la contribución de los otros orbitales naturales es despreciable. Por todo
esto la forma funcional de la función de onda espacial es muy similar a la de
los orbitales naturales más bajos asociados a las ocupaciones más grandes y
doblemente degeneradas [148].
Como ya se mencionó, la dependencia del parámetro β está presente de
forma implícita en el término Sαx (ωx) de la entropía. El ancho del paquete de





lo tanto las entropías de von Neumann, min-entropy y las entropías de Rényi
son finitas. La entropía de Hartley o max-entropy diverge ya que el soporte de
la matriz densidad reducida de una partícula es finito. Notar que en el límite
β → ∞ las entropías divergen logarítmicamente debido a la divergencia de la
incerteza del momento asociado a la variable relativa. Esta divergencia puede
apreciarse en la figura 5.6 donde se muestran las entropías de von Neumann,
min-entropy y las entropías de Rényi en función del parámetro β. En esta
figura también se puede ver que la entropía de Rényi aumenta si los valores
de α son cada vez más pequeños y que la entropía de von Neumann es un
caso límite de las entropías de Rényi con α → 1.
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Para finalizar esta sección es importante mencionar que al tomar el límite
β → 0 en las entropías no se recupera el resultado que se obtiene para las
entropías de un sistema con confinamiento armónico e interacción constante
(Ec. (5.46) con β = 0). Esto se debe a que este límite no conmuta con el
límite de interacción fuerte.
5.7.2. Interacción de tipo inversa del logaritmo
El potencial para interacción de tipo inversa del logaritmo es




En este caso x0 y ωx satisfacen las siguientes ecuaciones
2g = x0 (x0 + 1) ln














Para magnitudes de interacción grande x0 aumenta cuando g aumenta como
puede apreciarse en la figura 5.7(a) en consecuencia la frecuencia tiende a
uno. Todo esto indica que para g ≫ 1 las entropía unidimensionales de von
Neumann y de Rényi con α > 0 toman valores finitos como se muestra en la
figura 5.7(b). En esta figura se han graficado las entropías unidimensionales
en el límite de interacción fuerte Sαx como función de α junto con la min-
entropy que se ve como una línea magenta de puntos y rayas. Una vez más
las entropías de von Neumann, min-entropy y la familia de entropías de Rényi
son finitas y la entropía de Hartley o max-entropy diverge (ver el límite α → 0
en la figura 5.7(b)). En relación a esto el mismo análisis realizado para el caso
de la interacción de potencia inversa puede aplicarse a la interacción inversa
logarítmica.
5.8. Potenciales de interacción de corto alcance
En esta sección consideraremos dos partículas en una trampa bidimensio-
nal anisotrópica que interactúan vía dos potenciales de corto alcance diferen-
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Figura 5.7: (a) Abscisa del mínimo del potencial efectivo de la Eq. (5.9) para
dos partículas que interactúan mediante un potencial de tipo inversa del logaritmo
en función de la magnitud de la interacción entre partículas g. (b) Entropías unidi-
mensionales en el límite de interacción fuerte Sαx como funciones de α. Notar que la
entropía de Rényi diverge para α→ 0+ (max-entropy) mientras que el límite finito
α→ ∞ (min-entropy) se muestra como una línea magenta de puntos y rayas.
tes: el potencial de potencia inversa apantallada y una interacción Gaussiana
repulsiva.
5.8.1. Interacción de potencia inversa apantallada
Para la interacción de potencia inversa apantallada el potencial es




donde 1/γ es la distancia de corte. Al aumentar el parámetro γ la distancia
de corte disminuye como puede apreciarse en la figuras 5.8 donde se muestra
este potencial en función de r para β = 1 y γ = 0, 1/5, 1/2, 1, 2, 5. El efecto
de la distancia de corte sobre el potencial efectivo del Hamiltoniano relativo
(ver Ec. (5.9)) se muestra en la figura 5.9. En esta figura se comparan los
potenciales efectivos para el caso de potencia inversa con β = 1, ε = 1.25 y
g = 5 y potencia inversa apantallada con β = 1, ε = 1.25, g = 5 y γ = 1
(figura 5.9(a) y (b) respectivamente).
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Figura 5.8: Potencial de interacción de
tipo potencia inversa apantallada (Ec.
(5.50)) en función de r para β = 1 y
γ = 0, 1/5, 1/2, 1, 2, 5 en líneas negra,
roja, verde, azul, magenta y gris respec-
tivamente. Notar como al aumentar γ la
distancia de corte disminuye.







Figura 5.9: Potencial efectivo del Hamiltoniano relativo dado por la Ec. (5.9)
para interacción de tipo potencia inversa apantallada con β = 1, ε = 1.25, g = 5 y
(a) γ = 0 (b) γ = 1. Los mínimos del potencial efectivo se muestran como puntos
negros.
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Figura 5.10: Entropía de von Neumann
unidimensional S1x en función del pará-
metro de interacción g con β = 1 y
γ = 0, 1/2, 1, 2 (desde la curva inferior a
la superior con líneas negra, roja, azul y
verde respectivamente).













+ 2β + γx0
)
. (5.51)
Notar que al tomar γ = 0 se recuperan los mínimos y las frecuencias obtenidas
para el potencial de potencia inversa y que para β = 0 la interacción decae
exponencialmente. Para magnitudes de interacción grande g ≫ 1 los mínimos
y la frecuencia aumentan monótonamente con g y por lo tanto la entropía de
von Neumann y la familia de entropías de Rényi divergen logarítmicamente.
Como explicamos en la sección 5.6 la divergencia de las entropías puede
explicarse como consecuencia de la divergencia en la incerteza en el momento




4 cuando ωx → ∞. De hecho,
cuanto más grande es el parámetro γ más grande es la frecuencia y por
ende mayor la entropía, como se ve en la figura 5.10 donde se ha graficado
la entropía unidimensional de von Neumann en función de la magnitud de
interacción para β = 1 y γ = 0, 1/2, 1, 2.
5.8.2. Interacción Gaussiana repulsiva
En esta subsección consideramos el potencial de interacción Gaussiano
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donde
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Ambos son funciones crecientes del parámetro de interacción g. Por esto las
entropías unidimensionales de von Neumann y de Rényi divergen logarítmi-
camente en el límite de interacción fuerte. Interpretamos esta divergencia de
la misma manera que para el potencial de potencia inversa apantallada.
Al igual que para el caso de potencia inversa es importante notar que aún
con la normalización adecuada el límite σ → 0 no reproduce los resultados
para las entropías de una interacción de tipo delta, ya que este límite no
conmuta con el límite de interacción fuerte. Más aún, la entropía de von
Neumann para interacción de tipo delta de Dirac es finita, como puede verse
a partir de los estados dados en la referencia [173].







x0 = σ y ω2x =
1
2
, por lo tanto, como se explicó en la sección 5.4 todas las
ocupaciones se anulan excepto dos de ellas (las más grandes). La matriz den-
sidad reducida de una partícula tiene entonces soporte finito y las entropías
de Rényi con α < 1 tienen un comportamiento no analítico. La entropía de
von Neumann y las entropías de Rényi con α > 1 tienen un mínimo en g = gc.
El comportamiento de las ocupaciones doblemente degeneradas dadas por
la Ec. (5.30) con l = 0, 1 para el caso σ = 10 se muestra en la figura 5.11 junto
con el valor de gc como una línea gris cortada. Las primeras dos ocupaciones
Λx0 (figura 5.11(a)) alcanzan el valor máximo 1/2 para g = gc valor al cual
todas las demás ocupaciones se anulan como puede apreciarse para Λx1 en la
figura 5.11(b).
Resumiendo, encontramos que dos partículas confinadas en una trampa
con interacción Gaussiana repulsiva entre ellas tienen una matriz densidad
reducida de una partícula con soporte infinito (infinitas ocupaciones no nu-
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Figura 5.11: Ocupaciones unidimensionales Λxl (Ec. (5.30)) para σ = 10 con (a)
l = 0 y (b) l = 1. El valor gc se muestra como una línea gris cortada.
las) para todas las magnitudes de interacción salvo para g = gc valor en el
cual todas las ocupaciones se anulan excepto dos (las más grandes) y el so-
porte de la matriz densidad reducida es finito [3]. Sin embargo, es importante
notar que la ocupación mas grande Λx0 & 0.49 en todo el rango de valores de
g considerados y que la suma de todas las ocupaciones restantes es . 0.01
(recordar que todas las ocupaciones son doblemente degeneradas, teniendo
esto en cuenta la suma de todas las ocupaciones es igual a la unidad). Enton-
ces, en un intervalo alrededor de gc la principal contribución a la expansión
de la función de onda espacial (véase Ec. (5.35)) es la de los dos orbitales
naturales asociados a Λx0 .
5.9. Resumen, conclusiones y perspectivas
Nuestros cálculos nos permitieron obtener expresiones analíticas en el lí-
mite de interacción fuerte para las ocupaciones y entropías de información
cuántica del estado fundamental de una molécula de Wigner de dos partícu-
las en una trampa armónica bidimensional anisotrópica. Nuestros resultados
nos llevan a la conclusión principal de que es posible determinar la influencia
de la anisotropía de la trampa y del rango de la interacción entre partícu-
las analizando diferentes entropías a partir de las cuales se pueden definir
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cuantificadores de entrelazamiento.
La función de onda fue calculada en el marco de la aproximación armó-
nica para grandes magnitudes de interacción entre partículas y una vez que
obtuvimos el estado fundamental calculamos las ocupaciones partiendo de
la descomposición de Schmidt de la matriz densidad reducida. Obtuvimos
ocupaciones doblemente degeneradas, característica que relacionamos con la
equivalencia entre el intercambio de partículas en la función de onda y el
intercambio entre dos mínimos del potencial efectivo en el Hamiltoniano re-
lativo. Las entropías lineal, de von Neumann, min-entropy, max-entropy y la
familia de entropías de Rényi se calcularon en forma exacta a partir de las
ocupaciones en función de los parámetros de anisotropía y los parámetros del
potencial de interacción.
Encontramos que debido a la separabilidad de la función de onda en
coordenadas cartesianas, las entropías de von Neumann, min-entropy, max-
entropy y las entropías de Rényi están compuestas por una suma de términos
asociados a cada coordenada. Además, que en el caso bidimensional, uno de
esos términos depende del parámetro de anisotropía y el otro está asociado
al potencial de interacción. Este último término es justamente la entropía del
problema unidimensional. En consecuencia, el comportamiento de las entro-
pías respecto al parámetro de anisotropía puede ser analizado sin considerar
el potencial de interacción y la dependencia respecto al potencial de inter-
acción queda completamente definida por la frecuencia obtenida mediante la
aproximación armónica del problema unidimensional. Más aún, en la sección
5.10 generalizamos estos resultados a dimensiones mayores que dos.
Mostramos que, cuando la frecuencia permanece finita para interacciones
fuertes, las entropías de von Neumann, min-entropy y la familia de entro-
pías de Rényi adoptan valores finitos para el modelo anisotrópico y diverge
logarítmicamente cuando la trampa es isotrópica. La divergencia de las en-
tropías en el caso isotrópico puede ser entendido sobre la base del principio de
incertidumbre de Heisenberg. En el caso anisotrópico las partículas se locali-
zan en los mínimos clásicos del potencial efectivo del Hamiltoniano relativo
formando una molécula de Wigner. En el modelo isotrópico esos mínimos
degeneran en un círculo por lo tanto no podemos saber dónde se localizan las
partículas y esta pérdida de información sobre el sistema se ve reflejada en la
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divergencia de las entropías. Si la frecuencia aumenta monótonamente para
interacciones grandes, entonces las entropías de von Neumann, min-entropy
y la familia de entropías de Rényi divergen logarítmicamente para cualquier
parámetro de anisotropía. Por esto concluimos que la influencia del potencial
de interacción está presente solamente en la entropía unidimensional.
Para analizar la influencia del alcance del potencial sobre las entropías
agrupamos las interacciones en potenciales de corto y largo alcance y mos-
tramos las diferencias en los resultados obtenidos para cada grupo. Para los
potenciales de interacción de largo alcance las frecuencias se mantienen fi-
nitas en el límite de interacción fuerte y por lo tanto las entropías de von
Neumann, min-entropy, max-entropy y la familia de entropías de Rényi son
finitas. Para los potenciales de corto alcance las frecuencias aumentan monó-
tonamente en función de la magnitud de interacción y por ende las entropías
de von Neumann y de Rényi divergen en el límite de interacción fuerte. La
divergencia de las entropías es una consecuencia de la divergencia en la incer-
teza del momento para frecuencias grandes. Llegado este punto concluimos
que las entropías de von Neumann, min-entropy y entropías de Rényi uni-
dimensionales para el caso de interacción de tipo potencia inversa, divergen
logarítmicamente cuando la potencia de la interacción aumenta ya que en es-
te límite la interacción entre las partículas tiende a una interacción de corto
alcance (ver Ecs. (5.38) y (5.41)).
Así mismo, demostramos que cuando la frecuencia asociada al potencial
de interacción satisface ω2x = 1/2 las entropías adoptan su valor mínimo igual
a uno. De hecho, las entropías de von Neumann, min-entropy y entropías de
Rényi con α > 1 presentan comportamientos analítico alrededor de ese punto,
mientras que las entropías de Rényi con α < 1 muestran un comportamien-
to no analítico que expone el soporte finito de la matriz densidad reducida.
Para esta frecuencia particular se anulan todas las ocupaciones excepto las
dos ocupaciones más grandes (degeneradas). Un comportamiento similar fue
reportado recientemente por Amico y colaboradores para cadenas de spin
1/2 [170–172] y por nosotros para el modelo de Calogero [4]. En este contex-
to, encontramos que dos partículas confinadas que interactúan mediante un
potencial Gaussiano repulsivo tienen una matriz densidad reducida con so-
porte infinito (infinitas ocupaciones no nulas) para todos los parámetros del
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Hamiltoniano excepto para aquellos valores para los cuales se tiene ω2x = 1/2
ya que para estos últimos valores todas las ocupaciones se anulan excepto
dos y por lo tanto la matriz densidad reducida tiene soporte finito.
En “Ausencia de moléculas de Wigner en sistemas unidimensionales de
pocos fermiones con interacciones de corto alcance” Wang y coautores [174]
consideran tres tipos de interacción. Una interacción de tipo delta de dirac
(que llaman corto alcance en lugar de rango cero), interacción Coulombiana
y un potencial de tipo Yukawa. Al comparar los tres potenciales para mag-
nitudes de interacción equivalentes deducen que en el caso de la delta no se
forma una molécula de Wigner. Consideramos que se debe ser cuidadoso en
esta interpretación, ya que la molécula de Wigner se forma para interaccio-
nes fuertes y cuán fuerte debe ser esa interacción, depende justamente del
potencial considerado. En otras palabras, el ingreso al régimen de Wigner
depende de la interacción entre partículas y por lo tanto comparar distintos
potenciales a interacciones equivalentes no significa que para interacciones
lo suficientemente fuertes los sistemas no alcancen el régimen de Wigner.
Concluimos entonces que sus resultados no entran en contradicción con lo
desarrollado en este capítulo.
Hay un trabajo reciente del grupo de Toranzo, Plastino y Dehesa sobre dos
partículas que interactúan en forma Coulombiana confinadas a una esfera de
dimensión D−1 en el que se analiza la dependencia de las entropías respecto
al radio del sistema y la dimensión espacial [175]. Por esto, como perspectiva a
futuro sería interesante tomar como punto de partida nuestros resultados para
la generalización a dimensiones mayores que dos (sección 5.10) y estudiar los
efectos de la dimensionalidad y la magnitud de interacción sobre las entropías
de dos partículas confinadas que interactúan mediante algún potencial que
depende solo de la distancia entre partículas.
Para finalizar, el espectro posible de interacciones entre partículas se com-
pleta con el análisis de potenciales de soporte compacto y de rango cero. A
este respecto dedicamos el capítulo 7.
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5.10. Apéndice: Generalización a dimensiones
mayores que dos
Si bien todos los cálculos que hemos presentado en este capítulo corres-
ponden a dimensión dos, la generalización a tres dimensiones o más es directa.
En esta sección mostraremos la generalización de las fórmulas que obtuvimos
para las ocupaciones y entropías en las secciones 5.6 y 5.5 a dimensión D.
Para ello consideramos un sistema compuesto de dos partículas en una tram-
pa armónica anisotrópica de dimensión D que interactúan mediante algún
potencial que depende de la distancia entre las partículas. El Hamiltoniano






















+gV (r12; {γi}) ,
(5.55)
con εD−1 > εD−2 > ... > ε1 y xij denotando la i-ésima coordenada de la
partícula j. Siguiendo el mismo procedimiento de la sección 5.4 se puede
separar el Hamiltoniano en una parte asociada al centro de masa y otra a la
variable relativa. El Hamiltoniano en la variable relativa tiene un potencial
efectivo cuyos mínimos satisfacen nuevamente la Ec. (5.15). En dimensión
D los mínimos del potencial cuando la trampa es isotrópica yacen en un









donde Λxl1 son iguales que en la Ec. (5.30) y Λ
y
li
iguales que en la Ec. (5.31)
con ε 7→ εi.












con ζ(ωx) y ξ(ε) como en las Ecs. (5.30) y (5.31) respectivamente.
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Finalmente, la entropía de von Neumann y la familia de entropías de







Sαy (εi−1) , (5.58)
donde Sαx (ωx) y S
α
y (ε) son como en las Ecs. (5.38) y (5.39) respectivamente
para las entropías de Rényi y como en las Ecs. (5.41) y (5.42) respectivamente
para la entropía de von Neumann.
A continuación analizaremos en detalle el comportamiento de las entro-
pías unidimensionales Sαx (ωx) obtenidas para interacciones entre partículas
de largo y corto alcance.
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CAPÍTULO 6
Detección de crossover dimensional y truncamiento del
espacio de Hilbert mediante entropías de entrelazamiento
en el modelo de Calogero
The publicity of the Nobel Prize has
made clear that the research work
connected with the Quantum Hall Effect
was so successful because a tremendous
large number of institutions and
individuals supported this activity.
Klaus von Klitzing (1943-presente)
En este capítulo estudiamos el contenido de información del mo-
delo de Calogero para dos partículas en una y dos dimensiones,
calculando las entropías de Rényi y von Neumann. Encontramos
que las entropías del modelo en una dimensión son no monóto-
nas y finitas en el límite de interacción fuerte. La entropía de von
Neumann para el modelo en dos dimensiones con confinamiento
isotrópico es una función monótonamente creciente de la mag-
nitud de interacción, que diverge logarítmicamente en el límite
de interacción fuerte. En el marco de la aproximación armónica
mostramos que al aumentar la anisotropía el sistema bidimen-
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sional eventualmente alcanza el comportamiento unidimensional
(crossover de dimensión dos a uno). Demostramos además que
las entropías de Rényi permiten resaltar la estructura del espec-
tro de la matriz densidad reducida y detectar aquellos valores del
parámetro de interacción para los cuales el espacio de Hilbert es
finito y por ende también lo es el espectro de la matriz densidad
reducida.
6.1. Introducción al modelo de Calogero y mo-
tivación
Los modelos de muchas partículas interactuantes en variables continuas
han recibido gran atención en los últimos tiempos por parte de la comunidad
científica interesada en la información cuántica y en los fundamentos de la
mecánica cuántica [176, 177]. Esto se debe principalmente a que estos modelos
presentan algunas características físicas inesperadas y a que permiten un
abordaje analítico relativamente simple, proveyendo soluciones exactas en
las cuales apoyarse para evaluar soluciones aproximadas o ahondar en el
significado físico de varios conceptos ampliamente utilizados en el área de
información cuántica [157].
Entre las propiedades físicas inesperadas que estos modelos poseen pue-
de mencionarse la similitud en el régimen apropiado entre los números de
ocupación de sistemas formados por bosones o fermiones [115]. Cabe aclarar
que los orbitales naturales y sus números de ocupación hacen referencia a los
autovectores y autovalores de la matriz densidad reducida que puede cons-
truirse a partir del estado cuántico del sistema. Como se explicó en la sección
5.2 del capítulo anterior, al trazar sobre las variables de N − p partículas
en la matriz densidad asociada a un sistema cuántico de N partículas se
obtiene otra matriz. Esta matriz, denominada matriz densidad reducida de
p partículas, describe el estado cuántico de un subconjunto de P partículas
y permite estudiar varias magnitudes físicas como los orbitales naturales y
sus respectivas ocupaciones. En esa misma sección explicamos que las ocu-
paciones o números de ocupación y orbitales naturales son los autovalores y
autoestados de la matriz densidad reducida de una partícula.
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Las situaciones en las que es posible obtener en forma exacta las matri-
ces densidad reducida de p partículas [115, 147, 149, 178, 179] son menos
frecuentes que aquellas en las que el espectro exacto o los autoestados están
disponibles. Además, la obtención de la matriz densidad reducida no siem-
pre puede hacerse en forma analítica, aún cuando el modelo es exactamente
soluble, como bien ejemplifican el modelo de Moshinsky [180], el de Calogero
[181, 182] y el de Calogero-Sutherland [183].
Estudiaremos aquí en forma exclusiva el modelo de Calogero cuyo estudio
ha experimentado varios resurgimientos puesto que está relacionado con otros
sistemas o problemas físicos. En lo que sigue haremos un breve resumen al
respecto, para luego explicar qué preguntas motivan nuestro trabajo.
En 1971, a menos de un año de que Calogero publicara el trabajo en el que
presenta el modelo original [182], Sutherland mostró la correspondencia entre
la distribución de probabilidad del estado fundamental para el modelo de N
partículas y la probabilidad conjunta para ensembles aleatorios [183]. Esta
correspondencia puede además ser extendida a las funciones de respuesta o
las correlaciones en la densidad de estados de un sistema cuántico caótico
[184, 185]. En el año 1992, los trabajos de Azuma e Iso [153] retoman el
modelo de Calogero como instrumento para explicar el efecto Hall cuántico
fraccionario sobre la base de cuasipartículas denominadas anyones i. Estas
partículas no son ni bosones ni fermiones y obedecen a las llamadas estadís-
ticas fraccionarias y a una generalización del principio de exclusión de Pauli
[154]. Es por eso que cuando se habla de bosones o fermiones en el marco
del modelo de Calogero en dos dimensiones, se está haciendo referencia a la
simetría de la función de onda.
Estos hallazgos motivaron a su vez nuevos descubrimientos, como la re-
lación entre el modelo de Calogero y los sistemas de redes de tipo Haldane-
Shastry [151, 152]. El paso clave en la demostración de estas relaciones con-
sistió en tomar el límite de interacción fuerte que funciona cuando las par-
iAnte el intercambio de partículas la función de onda para anyones no es ni totalmente
simétrica ni totalmente antisimétrica, sino que se genera una fase global. En otras palabras,
el grupo de permutaciones en dos dimensiones deja más posibilidades a las partículas
y da lugar a las llamadas estadísticas fraccionarias y generalizaciones del principio de
exclusión de Pauli. Por este motivo el parámetro de interacción entre partículas es llamado
“parámetro estadístico”.
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tículas tienen posiciones de equilibrio clásicas bien definidas como es el caso
del modelo de Calogero de una dimensión con o sin condiciones de contorno
periódicas. Avances más recientes en la obtención de matrices densidad re-
ducida de p partículas en forma exacta [115, 179, 186] han permitido un
mayor entendimiento sobre el comportamiento de los números de ocupación
de los sistemas de fermiones y las generalizaciones del principio de exclusión
de Pauli [187, 188]. A su vez, la cantidad de números de ocupación no nulos
y la rapidez con la que se vuelven despreciables funcionan como excelentes
cuantificadores de las calidad de la aproximación obtenida con métodos de
expansiones en bases finitas de funciones. Si bien es imposible determinar a
priori cuántas ocupaciones se anularán, en general la presencia de cúspides
de Coulomb (Coulomb cusps) está asociada a la obtención de infinitas ocu-
paciones no nulas [189]. Es por esta razón que para sistemas de fermiones se
espera un conjunto infinito de ocupaciones no nulas.
Teniendo en cuenta lo anteriormente expuesto es una característica ines-
perada del modelo que al calcular en forma exacta la matriz densidad reduci-
da de p partículas para el modelo de Calogero unidimensional nuestro grupo
de trabajo encontrara un conjunto finito de ocupaciones no nulas asociadas
a un conjunto discreto de valores del parámetro de interacción tanto para el
caso de bosones como el de fermiones [115]. Esto equivale a decir que para
ciertos valores del parámetro de interacción la matriz densidad reducida de p
partículas es una matriz finita cuya dimensión depende de p, N , el parámetro
de interacción y de si las partículas son fermiones o bosones. También se mos-
tró que para cualquier p y N , ya sea para bosones o fermiones, la entropía de
von Neumann es una función no monótona del parámetro de interacción que
presenta un máximo para algún valor finito de la magnitud de interacción.
Este último resultado también puede considerarse como inesperado si tene-
mos en cuenta que numerosos trabajos muestran que las distintas entropías
obtenidas a partir de matrices densidad reducidas de p partículas asociadas
a la función de onda del estado fundamental para problemas de dos y tres
dimensiones son funciones monótonas de la magnitud de interacción entre
las partículas [145, 163]. Puede mencionarse por ejemplo, las entropías de los
estados líquidos de Laughlin del efecto Hall cuántico fraccionario estudiadas
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en los trabajos de Zeng et al. [190], Iblisdir et al. [191] y Haque et al. [192].ii
Partiendo de todos estos avances previos, sobre todo del resultado de que
la matriz densidad reducida para el modelo unidimensional tiene soporte fi-
nito para ciertos valores del parámetro de interacción, nos preguntamos qué
ocurre en todos los demás valores para los cuales no conocemos la expresión
exacta de la matriz densidad reducida. También nos preguntamos si esta
característica era única para el caso unidimensional o si además podía obser-
varse en otras dimensiones. El objetivo de este capítulo es, entonces, estudiar
algunas entropías como funciones de la magnitud de interacción entre partí-
culas para el modelo de Calogero en una y dos dimensiones, considerando el
parámetro de interacción en forma continua.
Aplicaremos todo lo desarollado en el capítulo 5 para mostrar que el
modelo en una dimensión tiene siempre una entropía finita mientras que en
dos o más dimensiones se observa un comportamiento divergente en el límite
de interacción fuerte. También veremos, al igual que en el capítulo anterior,
que la entropía para el modelo bidimensional anisotrópico se comporta como
si el sistema fuera unidimensional o bidimensional dependiendo del valor del
parámetro de anisotropía y de la magnitud de interacción. Caracterizaremos
además este cambio en el comportamiento bidimensional como un crossover
dimensional.
Mostraremos además que las entropías de Rényi son capaces de detectar
aquellos valores de los parámetros del Hamiltoniano (en este caso valores de
la magnitud de interacción) para los cuales el espacio de Hilbert del sistema
es finito, es decir, que el sistema tiene soluciones exactas finitas y la ma-
triz densidad reducida tiene soporte compacto. En este sentido ahondaremos
sobre lo ya expuesto en el capítulo anterior.
Todo lo desarrollado en este capítulo así como los resultados que aquí
mostramos se basan en lo que publicamos en la referencia [4]. Organizamos
el capítulo de la siguiente manera. En la sección 6.2 presentamos algunos
resultados básicos para el modelo de Calogero, mientras que en la sección 6.3
iiNotar que la función de onda de Laughlin para n partículas y factor o fracción de
llenado (filling factor) 1/m tiene exactamente la misma forma que la función de onda
del estado fundamental para el modelo de Calogero unidimensional de n partículas con
magnitud de interacción m (m−1). Sin embargo, las particiones que determinan entre qué
subsistemas se calculan las entropías no son equivalentes.
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describiremos el método numérico utilizado para la obtención de resultados.
En la sección 6.4 calculamos el espectro y la entropía de von Neumann para
la matriz densidad reducida de una partícula en una dimensión. La sección
6.5 está dedicada a las entropías de Rényi. En la sección 6.6 estudiamos el
caso isotrópico bidimensional mientras que en la sección 6.7 tratamos el caso
anisotrópico en el límite de interacción fuerte particularizando el método de
la sección 5.6 del capítulo anterior al potencial del modelo de Calogero. En la
sección 6.8 analizamos el crossover dimensional, y, para finalizar, en la sec-
ción 6.9 discutimos nuestros resultados y presentamos algunas conclusiones.
Si el lector desea repasar las definiciones de las entropías, matriz densidad
reducida de una partícula y los orbitales naturales con sus respectivas ocupa-
ciones asociados es recomendable una relectura de la sección 5.2 del capítulo
anterior.
6.2. Estado fundamental del modelo de caloge-
ro para dos partículas
El Hamiltoniano de Calogero para dos partículas en dimension D [181]
puede escribirse como
H = h(1) + h(2) + ν(ν − 1) 1
r212
, (6.1)
donde ~r12 = ~x1 − ~x2 denota la distancia entre las partículas, ~x1 y ~x2 son
las posiciones de las partículas y ν(ν − 1) es la magnitud de interacción
como fue presentada por Sutherland [183]. La ecuación anterior involucra






r2i ; i = 1, 2 , (6.2)
en unidades atómicas (~ = 1, m = 1 y ω = 1) que como ya se dijo son las
utilizadas a lo largo de toda la tesis.
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6.2.1. Caso unidimensional
Para dos bosones la función de onda totalmente simétrica del estado fun-
damental y la correspondiente energía están dadas por




2(x21+x22); E = (ν + 1) , (6.3)
donde ∆ν es el factor de Jastrow
∆ν = |x1 − x2|ν . (6.4)
Para dos fermiones sin spin se tiene la función de onda totalmente anti-
simétrica
ψf0 (x1, x2) = C
f






donde Cb1,ν y C
f
1,ν son constantes de normalización [193].
En la referencia [115] nuestro grupo de trabajo mostró que para la fun-
ción de onda bosónica (fermiónica) con ν = 2n (ν = 2n+1), n ∈ N, el valor
absoluto en la Ec. (6.4) (Ec. (6.5)) puede ser ignorado, y las únicas integrales
requeridas para encontrar la matriz densidad reducida de una partícula son
integrales Gaussianas con potencias pares (impares) del factor de Jastrow.
Más aún, la matriz densidad reducida de una partícula se convierte enton-
ces en una función Gaussiana multiplicada por una expresión polinómica de
(x, y). En estos casos, la expresión general de ρ(p)N (cuya obtención es bastante
engorrosa) puede ser escrita como una suma finita de funciones de Hermite.
6.2.2. Dos o más dimensiones
Para dimensiones mayores que dos las funciones de onda exacta para el
estado fundamental de dos bosones
Ψb0 = C
b
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son bastante similares a las del modelo en una dimensión [194]. En las Ecs.
(6.6) y (6.7) los exponentes µb y µf son funciones de la magnitud de inter-
acción y la dimensión D y ψS es uno de los determinantes de Slater 2 × 2
que son las funciones de onda del estado fundamental de N = 2 fermiones
no interactuantes [194].
Al igual que en el caso unidimensional, la función de onda exacta del
estado fundamental de bosones y fermiones no puede ser obtenida para el















D2 + 4ν(ν − 1)−D
)
, (6.9)
son números enteros para valores distintos de ν. El factor ψS asegura que
la función de onda de la Ec. (6.7) sea totalmente antisimétrica respecto al
intercambio de partículas. Para D = 2 hay dos determinantes que cumplen
esta condición. Ambos son linealmente independientes y pueden ser elegidos
de forma tal que sean autofunciones del operador de momento angular
ψ±S =
{
(x1 − x2) + i(y1 − y2)
(x1 − x2)− i(y1 − y2)
Lzψ
±
S = ±ψ±S . (6.10)
La función de onda del estado fundamental puede ser construida utilizan-
do distintas combinaciones lineales de ψ±S pero esto no implica que la matriz
densidad reducida correspondiente tenga las misma entropía como veremos
en las próximas secciones.
6.3. El método variacional
El caso unidimensional fue analizado exhaustivamente en la referencia
[115] para aquellos valores de ν que permiten el cálculo exacto de la matriz
densidad reducida de p partículas y sus autovalores, es decir para ν = 2n
en el caso de bosones y ν = 2n + 1 en el caso de fermiones donde n es un
número natural. En este capítulo consideramos entonces a ν como una va-
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riable continua y calculamos los autovalores de la matriz densidad reducida
de una partícula utilizando el método variacional de Ritz, que ya fue expli-
cado en los capítulos anteriores. Luego, a partir de los autovalores obtenidos
numéricamente calcularemos diferentes entropías (ver sección 5.2).
La elección natural para la base son los autoestados del oscilador armónico
que ya fueron usados para obtener los autovalores exactos y finitos de la











donde Hn(x) son los polinomios de Hermite. La manera en la que este mé-
todo variacional puede usarse para calcular el espectro aproximado para una
matriz densidad reducida ha sido descripto en las referencias [163, 189, 195]
y por lo tanto aquí mostraremos únicamente los elementos de matriz de la
matriz densidad reducida en la base elegida.




Ψ⋆(~x1, ~z)Ψ(~x2, ~z) d~z , (6.12)








donde ϕn(~x1) denota un elemento de la base en un espacio de la misma
dimensión que ~x1. Esto quiere decir un producto de funciones como las de la
Ec. (6.11) cada una asociada a una coordenada del vector ~x1. Si la dimensión
de ~x1 es uno entonces la base coincide con la definición dada por la Ec. (6.11)
y si es dos la base {ϕn(~x1)} está dada por todos los productos de la forma
φi(x1)φj(y1).
Cuando el kernel es totalmente simétrico o antisimétrico vale el teorema
enunciado en la sección 5.4 del capítulo anterior y por lo tanto podemos
reducir el esfuerzo de cálculo haciendo una expansión variacional sobre el
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estado y no sobre la matriz densidad. En este caso los elementos de matriz








Como los estados de las Ecs. (6.3) y (6.5) son totalmente simétricos o
antisimétricos todos los cálculos (tanto bosones como fermiones) para el caso
unidimensional de la sección 6.4 se hicieron con expansiones variacionales del
estado fundamental. Para el caso bidimensional se hicieron expansiones del
estado fundamental de bosones dado por la Ec. (6.6) y expansiones de la
matriz densidad reducida construida a partir de los estados para fermiones
dados por las Ecs. (6.7) y (6.10) ya que estos estados son en general comple-
jos. Para hacer la expansión variacional de la matriz densidad reducida los
elementos de matriz de la misma se obtuvieron partiendo del estado funda-
mental conocido de forma exacta y usando la integración numérica de la Ec.
(6.12) en la Ec. (6.13).
6.4. Ocupaciones y entropía de von Neumann
para el caso unidimensional
Los autovalores de la matriz densidad reducida de una partícula calcula-
dos utilizando el método variacional para el modelo unidimensional de bo-
sones y fermiones se muestran en un gráfico log-log en la figura 6.1. La
característica sobresaliente de ambos conjuntos de curvas es que la mayoría
de los autovalores decrecen de forma abrupta a cero en los valores enteros
del parámetro ν.
En el caso fermiónico, puesto que todos los autovalores están doblemente
degenerados [196], sólo hay cuatro autovalores (los más grandes) que nunca
se anulan. Para ν = 2n + 1, sólo hay 2n + 2 autovalores distintos de cero
[115]. El error numérico de los autovalores variacionales para valores enteros
de ν es O(ǫm), donde ǫm ≈ 2× 10−15 es la precisión de la máquina.
Tanto para bosones como para fermiones las ocupaciones muestran dos
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Figura 6.1: Ocupaciones obtenidas variacionalmente usando una base de 50 fun-
ciones de una partícula (ver Ec. (6.11)) para el estado fundamental del modelo de
Calogero unidimensional de (a) fermiones y (b) bosones. Las caídas abruptas a cero
de los autovalores para valores enteros del parámetro de interacción (impares en el
caso de fermiones y pares en el caso de bosones) indican que el número de ocupa-
ciones no nulas para dichos valores es finito. En (a) cada autovalor es doblemente
degenerado.
regímenes bien definidos. En uno de los regímenes una dada ocupación se
anula para un cierto valor de la interacción y en el otro régimen las ocupa-
ciones son independientes de ν. Este último régimen corresponde a aquellos
valores del parámetro de interacción a partir de los cuales se cumple la apro-
ximación armónica en donde la forma de las ocupaciones está dada por una
ley de potencias (Ec. (5.30) de la sección 5.4 del capítulo anterior). Como
puede verse en la figura 6.2(a), para valores grandes del parámetro de inter-
acción ν(ν−1) las ocupaciones de fermiones y bosones tienen el mismo valor
asintótico dado por la Ec. (5.30) de la sección 5.4 del capítulo 5. Esto se debe
a que en el régimen de interacción fuerte las interacciones de intercambio
se suprimen (ver sección 5.5 del capítulo anterior). Como consecuencia, la
entropía de von Neumann para ambas estadísticas resulta ser la misma en el
límite de interacción fuerte como se ve en la figura 6.2(b). En este límite la
entropía de von Neumann converge a un valor finito que puede ser calculado
analíticamente a partir de la Ec. (5.41) de la sección 5.6 del capítulo anterior.
La entropía de von Neumann alcanza un valor máximo alrededor de ν = 5
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Figura 6.2: (a) Ocupaciones más grandes para bosones (línea roja) y fermiones
(línea azul cortada) y (b) entropía de von Neumann para el estado fundamental
del modelo de Calogero unidimensional para dos bosones (línea roja) y fermiones
(línea azul cortada). Todos los valores se obtuvieron mediante el método variacional
usando una base de 50 funciones de una partícula (ver Ec. (6.11)). Notar que
las ocupaciones para bosones y fermiones se vuelven degeneradas en el límite de
interacción fuerte.
para ambos casos [4], característica que puede apreciarse en la figura 6.2(b).
La aparición de un máximo en la entropía de von Neumann es una propiedad
inesperada ya que en general se ha observado un comportamiento no monó-
tono en un cuantificador de contenido de información cuando hay cambios
en la analiticidad de la energía del estado fundamental, como sucede en una
transición de fase cuántica [197]. Este comportamiento también puede ser
consecuencia de cambios en el peso relativo entre estados con diferente en-
trelazamiento como sucede cuando la temperatura varía en algunas mezclas
térmicas (thermal mixes) [198]. La energía del estado fundamental y las fun-
ciones de onda totalmente simétricas o antisimétricas de las Eqs. (6.3) y (6.5)
son analíticas con respecto al parámetro ν. Este máximo también podría apa-
recer si las ocupaciones fueran no analíticas para este valor del parámetro de
interacción, sin embargo, las ocupaciones son de hecho analíticas con respecto
al parámetro ν, aún para aquellos valores en los que la matriz densidad redu-
cida de una partícula tiene soporte finito. Esto puede garantizarse a partir de
un análisis mediante técnicas de tipo escaleo finito (finite size scaling) muy
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Figura 6.3: (a) Cuarta mayor ocupación para el caso bosónico calculada varia-
cionalmente para diferentes tamaños de base M . (b) Colapso de los datos luego de
un análisis de tipo escaleo finito. En intervalo del parámetro de interacción tenido
en cuenta está centrado alrededor de ν = 2 que es el primer valor para el cual esta
ocupación se anula.
utilizadas para evaluar el comportamiento analítico de diferentes autovalores
cerca del umbral de ionización para sistemas cuasi-atómicos [199].
La primera ocupación que se anula en ν = 2 para el caso de bosones
(cuarta ocupación si se indiza con valores descendiente) se muestran en la
figura 6.3(a) calculada para varios tamaños de base denotados por M . Co-
mo es de esperar, los resultados dependen del tamaño de la base pero como
puede verse en la figura 6.3(b) los datos colapsan en una única curva al rea-
lizar una transformación de escaleo finito. Este colapso es consistente con la
analiticidad del autovalor respecto del parámetro ν. Si bien no lo mostramos
aquí, obtuvimos la misma dependencia cuadrática cuando analizamos otras
ocupaciones en la vecindad de los puntos donde los autovalores se anulan
tanto para bosones como para fermiones.
6.5. Entropía de Rényi y soporte finito de la
matriz densidad reducida
El comportamiento suave de la entropía de von Neumann no pone de
manifiesto la estructura de la matriz densidad reducida de una partícula como
función del parámetro de interacción ν. Aquellos valores discretos de ν para
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los cuales el espacio de Hilbert en el que se describe el sistema es finito y por
lo tanto la matriz densidad reducida de una partícula tiene sólo un conjunto
finito de autovalores no nulos no tienen asociado ninguna particularidad en
la entropía de von Neumann que los exponga o resalte. Este comportamiento
suave es una consecuencia de la analiticidad de los autovalores respecto a ν.
Sin embargo, la estructura del espectro puede ser puesta en evidencia por
la entropía de Rényi definida en la Ec. (5.3) de la sección 5.2 del capítulo
anterior ya que la familia de entropías de Rényi permite explorar distintas
regiones del espectro pues al cambiar α es posible modificar los pesos de los
distintos autovalores de la matriz densidad reducida.
Como mostramos en la sección anterior, los autovalores de la matriz den-
sidad reducida de una partícula son funciones analíticas de ν. En esta sección
mostraremos para el caso de bosones (el caso de fermiones es similar) que
aunque las ocupaciones son analíticas en la vecindad de los valores νn = 2n
donde la matriz densidad reducida tiene solo 2n+ 1 ocupaciones no nulas la
entropía de Rényi es una función no analítica de ν.
Es importante destacar que para llegar a los resultados detallados a con-
tinuación la única hipótesis en la que nos basamos es la analiticidad de las
ocupaciones en las cercanías de los puntos discretos para los cuales el espectro
de la matriz densidad reducida es finito. Esto está garantizado por el anterior
análisis con técnicas de escaleo finito. El desarrollo que aquí presentamos es










i (ν − νn) si i ≤ 2n+ 1
para ν → νn
Λ
(2)




i son constantes y ki,n ≥ 1 es un entero. Con esto la definición
de la entropía de Rényi dada por la Ec. (5.3) de la sección 5.2 del capítulo
anterior puede ser reescrita como
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= Sαn (ν) + s
α
n(ν) . (6.16)
Notar que Sαn (νn) = S
α(νn) y sαn(νn) = 0. Con todo esto es posible evaluar





















































El primer término de la Ec. (6.17) es una constante bien definida y el tercero
es cero. Como consecuencia de esto la derivada está dominada por el segundo
término. Usando la expansión analítica de los autovalores dada por la Ec.
(6.15) y asumiendo que km es el valor mínimo de ki,n el comportamiento
asintótico dominante de sαn es
sαn(ν) ∼
ν→νn
Cn ((ν − νn)2km)α = Cn |ν − νn|δkm , (6.18)
donde δ = 2α. Esto implica que
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δkmCn |ν − νn|δkm−1 sign(ν − νn) . (6.19)
























−sign(Cn)×∞ for ν → ν−n
sign(Cn)×∞ for ν → ν+n
}
si kmδ < 1
∂νS
α
n (νn) − C for ν → ν−n
∂νS
α
n (νn) + C for ν → ν+n
}
si kmδ = 1
∂νS
α
n (νn) si kmδ ≥ 1 .
(6.20)
Por más que la derivada de Sα es continua para δ ≥ 1 es fácil ver que por
la forma asintóticas de los autovalores Eq. (6.15) la segunda derivada de la
entropía diverge para 1 < kmδ < 2 pero es analítica para kmδ = 2. Esto
quiere decir que el kink presente en kmδ = 1 se hace cada vez más suave
hasta desaparecer en kmδ = 2.
La evidencia numérica acumulada indica que en el caso del modelo de
Calogero unidimensional km = 1 para todos los valores de i y n (ver análisis
de escaleo finito al final de la sección anterior). La entropía de Rényi presenta
entonces puntos críticos con derivadas infinitas para α < 1/2 y un kink para
α = 1/2 que va desapareciendo en forma continua a medida que α aumenta
hasta que α toma el valor de la unidad [4]. Por esto, la entropía de von
Neumann, que pude ser obtenida con α → 1 es una función analítica de ν.
El comportamiento no analítico de las entropías de Rényi predichas por
la Ec. (6.20) es una consecuencia de haber asumido la analiticidad de los
autovalores expresado en la Ec. (6.15). Esta interesante propiedad puede re-
conocerse con facilidad para ν = 2 en la figura 6.4(a) donde se muestran
las entropías de Rényi obtenidas variacionalmente en función del parámetro
de interacción para varios valores de α para el modelo de Calogero unidi-
mensional para bosones. Esta figura también muestra las entropías de Rényi
exactas para aquellos valores de ν para los que la matriz densidad reducida
tiene soporte finito, es decir para ν = 2n. Vale la pena destacar que, como
vimos en el capítulo 5, las entropías de Rényi son funciones decrecientes de α
por lo tanto la curva superior de la figura corresponde al valor más pequeño
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Figura 6.4: Entropía de von Neumann unidimensional (línea negra) y entropías de
Rényi con α = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 2 en función del parámetro de interacción
ν (líneas roja, verde oscuro, azul, anaranjada, verde claro y cian respectivamente).
(a) Para el caso de bosones. (b) Para fermiones. Los valores exactos de las entropías
para ν = 2n o ν = 2n+ 1 se muestran como puntos grises para el caso de bosones
y fermiones respectivamente.
elegido para α mientras que la curva inferior corresponde al valor más gran-
de. Además todas estas curvas tienen como límite inferior la min-entropy S∞x
(ver la Ec. (5.43) de la sección 5.6 del capítulo anterior).
Para el caso de fermiones las cuentas son similares y no las repetiremos.
Como se puede ver en la figura 6.4(b) el gráfico obtenido es muy similar al
de bosones siendo la única diferencia que los comportamientos no analíticos
en lugar de presentarse en los valores ν = 2n se presentan en los valores en
ν = 2n+ 1. Cabe aclarar que en la confección de la figura 6.4(b) se tuvieron
en cuenta menos valores del parámetro ν y por eso las curvas pueden verse
menos suaves comparado a las curvas de la figura 6.4(a). Como esta figura
sólo se presenta por completitud y a fines de una comparación visual entre
los casos bosónico y fermiónico creemos que la cantidad de puntos usados es
suficiente para este fin.
La entropía de Rényi y su primera derivada en función del parámetro
de interacción en un intervalo alrededor de ν = 4 para α = 0.4, 0.5, 0.6 se
muestran en la figura 6.5 donde puede apreciarse que la entropía de Rényi
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Figura 6.5: Entropía de Rényi unidimensional para el caso de bosones (fila supe-
rior) y sus derivadas (fila inferior) en función del parámetro de interacción en un
entorno de ν = 4 para α = 0.4, 0.5, 0.6 de izquierda a derecha.
presenta un punto crítico con derivada infinita para α = 0.4, un kink con
derivada discontinua para α = 1/2 y una derivada continua para α = 0.6 con
derivada segunda infinita.
En resumen, las entropías de Rényi son capaces de dejar expuestos aque-
llos valores de ν para los que la matriz densidad reducida de una partícula
tiene soporte finito. Un comportamiento similar fue observado por Amico y
colaboradores para cadenas de spin 1/2 [162, 170–172].
6.6. Ocupaciones y entropía de von Neumann
para el caso bidimensional
La función de onda del modelo de Calogero para sistemas de dos partículas
en dos dimensiones se conoce en forma exacta para todos los valores de ν y
están dadas por las Ecs. (6.6) y (6.7) [194]. Con esto las ocupaciones y las
entropías definidas en base a esas ocupaciones se calcularon variacionalmente
con el método de Ritz, como se explicó en la sección 6.3.
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El comportamiento de la entropía de von Neumann está representado en
la figura 6.6(a) para el caso bosónico y el caso de fermiónico, notar que el
eje de las ordenadas de la figura está en escala logarítmica. En esta figura,
la línea roja corresponde al caso de bosones y las líneas discontinuas al de
fermiones. La línea verde discontinua corresponde a ψS = ψ+S = (x1 − x2) +








. Las curvas obtenidas permiten ver que que los tres conjuntos
de datos son consistentes con una divergencia logarítmica de la entropía de
von Neumann cuando el parámetro ν aumenta.






















S en la Ec. (6.7). Una vez hecho eso es
posible demostrar que
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donde el argumento entre corchetes es la magnitud de interacción de la Ec.
(6.1) para la cuál la función de onda del estado fundamental debe ser calcu-
lada [4].
Los primeros dos términos en la igualdad obtenida aseguran que para va-
lores suficientemente grandes de ν las entropías de von Neumann de bosones
y fermiones tienen la misma forma asintótica si los estados correspondientes
son autofunciones de Lz. No hemos encontrado hasta ahora una manera de
traducir la relación entre los módulos cuadrados de las funciones de onda de
la Ec. (6.21) a una relación entre las ocupaciones.
La disponibilidad de las funciones de onda degeneradas del estado funda-
mental fermiónico permite estudiar la entropía de von Neumann para dife-
rentes combinaciones lineales de estados ortogonales. Estudiamos la entropía
de von Neumann de diferentes funciones de onda del estado fundamental ob-
tenidas mediante el reemplazo de ψS en la Ec. (6.7) por la siguiente expresión




1− β2 ψ−S , β ∈ [0, 1] . (6.22)
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Figura 6.6: (a) Entropía de von Neumann como función de la magnitud de
interacción ν para las funciones de onda fermiónicas invariantes ante rotaciones
ψ+S (línea verde cortada) y para la función de onda fermionica construida con
ψxS = (x1 − x2) (línea azul cortada). Notar la divergencia logarítmica en el límite
de interacción fuerte. Un punto en el área gris es un par (ν, SvN ) que puede
ser obtenido con una elección particular de la combinación lineal de la Ec. (6.22)
y que queda definido por el parámetro β. La entropía de von Neumann para el
estado fundamental de bosones (línea roja) y el estado fundamental invariante ante
rotaciones de fermiones (línea verde cortada) tiene la misma forma asintótica. (b)
Entropía de von Neumann para el estado fundamental fermionico construido con
ψlc(β) en función del parámetro β
2 para dos valores del parámetro de interacción
ν = 2 (línea anaranjada cortada) y ν = (1 +
√
33)/2 (línea negra cortada). Las
líneas horizontales corresponden a las entropías de von Neumann de ψ+S , ψ
x
S . Notar
que al cambiar el parámetro β se van recorriendo puntos (ν, SvN ) en la región
sombreada del gráfico (a).
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Las entropías de von Neumann de los estados ψlc(β), ψxS y Ψ
b
0 son mos-
trados en la figura 6.6 donde se puede ver que las entropías de von Neumann
para todos los estados definidos por la Ec. (6.22) divergen logarítmicamente
en el límite de interacción fuerte. Para un valor dado de ν las entropías de ψ±S
(β = 0 y β = 1 en ψlc(β)) son máximas mientras que las de ψ
x,y
S (β = ± 1√2)
son mínimas. La región sombreada en la figura 6.6(a) corresponde a todos los
otros valores de SvN [ψlc(β)] variando β. Además, en el límite de interacción
fuerte las entropías de los estados fundamentales fermiónicos construidos con
ψ±S y el estado fundamental de bosones son asintóticamente iguales como se
pude ver en la figura 6.6(a)).
En la figura 6.6(b) se muestra el comportamiento de la entropía de von
Neumann calculada para el estado fundamental construido usando la Ec.
(6.22) en función de β2 para ν = 2 (numérica) y µf = 2 ⇒ ν = (1 +
√
33)/2
(exacta). En la figura se puede apreciar que las entropías asociadas a ψ±S
son máximas y las de ψx,yS son mínimas (líneas horizontales verdes y azules
respectivamente).
La entropía lineal muestra un comportamiento diferente ya que converge
monótonamente a la unidad en el límite de interacción fuerte. Este compor-
tamiento ha sido reportado previamente por numerosos sistemas y ha sido
asociado a la naturaleza competitiva de los potenciales del Hamiltioniano
[145, 148]. En nuestro modelo el término armónico en las Ecs. (6.1) y (6.2)
mantiene a las partículas cerca del origen de las coordenadas y el término
repulsivo intenta mantenerlas lo más lejos posible en especial cuando ν → ∞.
Las divergencias logarítmicas son siempre difíciles de encontrar basándo-
se solo en información numérica. La razón de esto es que es bastante difícil
estudiar valores grandes de ν pues el número de funciones de base requeridas
para poner en evidencia la divergencia logarítmica aumenta como ν2. Noso-
tros fuimos capaces de obtener la entropía de von Neumann hasta ν = 80.
Para respaldar la divergencia logarítmica mostrada en la figura 6.6 haremos
a continuación una aproximación analítica del problema en dos dimensiones
basada en los resultados desarrollados en las secciones 5.4 y 5.6 del capítulo
anterior.
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6.7. Desarrollo analítico del modelo de Caloge-
ro bidimensional anisotrópico en el límite
de interacción fuerte
En esta sección particularizaremos los resultados obtenidos en el capítu-
lo 5 en el marco de la aproximación armónica [116, 148, 166, 167] para el






















Al igual que en la sección 5.4 del capítulo anterior consideramos las coor-
denadas del centro de masa ~R = 1
2
(~x1+~x2) = (X, Y ) y relativas ~r = ~x2−~x1 =





X2 + ε2 Y 2
)
, (6.24)










Como se explicó en la sección 5.3 del capítulo anterior la función de onda
es el producto de una función asociada al centro de masa y otra asociado a
la variable relativa Ψ(X, Y, x, y) = ψR(X, Y )ψr(x, y) ver Ecs. (5.11), (5.12),
(5.13) y (5.14).
El valor absoluto de las abscisas de los mínimos del potencial efectivo del
Hamiltoniano relativo (Ec. (5.15) de la sección 5.4 del capítulo anterior) es
x0 =
√
2 (ν(ν − 1)) 14 (Ec. (5.47) de la subsección 5.7.1 del capítulo anterior
con β = 1). De hecho, todos los resultados del capítulo anterior son válidos
con g 7→ ν(ν−1) y ωx = 2. De las Ecs. (5.29), (5.30) y (5.31) de la sección 5.4
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donde ξ(ε) está dada por la Ec. (5.31) de la sección 5.4 del capítulo anterior.














Partiendo de las Ecs. (5.40), (5.41) y (5.42) de la sección 5.6 del capítulo






(1− ξ(ε)) . (6.28)
Y de las Ecs. (5.37), (5.38) y (5.39) de la sección 5.6 del capítulo anterior la





















Como dijimos en el capítulo 5, el modelo isotrópico puede recuperarse
tomando ε → 1+. En este límite ξ(ε) → 1 todos los autovalores tienden
a cero y la entropía de von Neumann diverge logarítmicamente mientras
que la entropía lineal tiende a uno. Para parámetros de anisotropía grandes





y SvN → 1.197371889. La entropía de Rényi muestra el mismo
comportamiento que la entropía de von Neumann: diverge para ε → 1+ y























6.8. Crossover de dimensión dos a uno
Las entropías unidimensionales en el límite de interacción fuerte se pueden
recuperar a partir de los resultados para el modelo bidimensional. Podemos
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Figura 6.7: Entropía de von Neumann
y entropía lineal como funciones del pa-
rámetro de anisotropía ε en el límite de
interacción fuerte calculadas con la expre-
sión exacta (línea magenta de puntos y
rayas) y truncando la suma de la defini-
ción dada por la Ec. (5.4) de la sección 5.2
del capítulo anterior (líneas continuas). El
número de ocupaciones incluidas en la su-
ma es de 50, 100, 150 y 200 (líneas conti-
nuas negra, roja, verde y azul respectiva-
mente). El término asintótico de la entro-
pía de von Neumann exacta se muestra














preguntarnos entonces qué marcas deja el crossover dimensional de dimen-
sión dos a uno en la entropía de von Neumann y si esto también se puede
observar para valores finitos del parámetro de interacción ν.
La entropía de von Neumann de la Ec. (6.28) obtenida en el marco de la
aproximación armónica para el modelo bidimensional anisotrópico se muestra
como una línea de puntos y rayas magenta en la figura 6.7 que recuerda a la
figura 5.2 de la sección 5.6 del capítulo anterior. En la figura se pude ver que
la entropía alcanza el límite unidimensional para ε & 2 (correspondiente al
εc =
√
2 (β + 1) + 1 con β = 1 de la subsección 5.7.1 del capítulo anterior).
La entropía diverge en el caso isotrópico y se mantiene finita para cualquier
valor del parámetro de anisotropía ε > 1.
Como ya mostramos en la sección 5.6 del capítulo anterior al calcular la




for ε ∼ 1+ . (6.31)
Este comportamiento asintótico que se muestra en la figura 6.7 como una
línea cortada amarilla que hace evidente la divergencia de la entropía de von
Neumann para ε→ 1+.
Las entropías obtenidas sumando la contribución de una cantidad fini-
ta de ocupaciones (Eq.(6.26)) en la definición dada por la Ec. (5.4) de la
sección 5.2 del capítulo anterior también se muestran en la figura 6.7 como
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líneas continuas. Como se ve en la figura, no importa cuántas ocupaciones
se tengan en cuenta en la suma siempre hay un valor de ε para el cual la
entropía de von Neumann alcanza un máximo y luego decae para parámetros
de anisotropía menores. Esto quiere decir que mientras más isotrópico es el
sistema más orbitales naturales son necesarios para una correcta descripción
del problema y esto es justamente lo que hace difícil demostrar numérica-
mente la divergencia logarítmica. El abordaje numérico siempre provee de
un número finito de ocupaciones para calcular la entropía y para ε → 1+
necesitamos una cantidad creciente de ocupaciones para lograr una buena
aproximación de la entropía [4].
A continuación compararemos los resultados obtenidos en el límite de
interacción fuerte mediante la aproximación armónica con lo obtenido para
interacciones finitas. En la sección 6.6 vimos que la entropía de von Neumann
de la figura 6.6(a) aumenta logarítmicamente y en la sección 6.7, en base a
los resultados del capítulo anterior, mostramos que la entropía exacta en el
límite de interacción fuerte para ε→ 1+ realmente diverge logarítmicamente
apoyando lo inferido numéricamente. Para evaluar qué ocurre para magnitu-
des de interacción intermedias estudiamos los autovalores del Hamiltoniano
relativo dado por la Ec. (6.25). De la Ec. (5.20) de la sección 5.4 del capítulo
anterior vemos que los autovalores del Hamiltoniano relativo en el límite de
interacción fuerte dependen en forma no analítica del parámetro de anisotro-
pía. Compararemos la energía del estado fundamental obtenida mediante la
aproximación armónica (que denotaremos como Er00(ε)) a la obtenida varia-
cionalmente para valores de ν finitos y diferentes parámetros de anisotropía







E∞00 nos da una idea de cuan diferentes son las energías variacionales a las
del límite de interacción fuerte. Cuando las energías variacionales se compor-
ten de la misma manera que las obtenidas en el marco de la aproximación
armónica esta cantidad será igual a la unidad.
En la figura 6.8 se puede ver el comportamiento de E∞00(ν, ε) en función de
ε para varios valores de ν. La figura muestra que el comportamiento obtenido
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Figura 6.8: Relación entre la energía del
estado fundamental del Hamiltoniano re-
lativo obtenida variacionalmente y en el
límite de interacción fuerte definida en la
Ec. (6.32). Por como se eligió el eje de
las abscisas el límite de interacción fuer-
te corresponde a la unidad indicada co-
mo una línea negra cortada. Las ener-
gías variacionales fueron calculadas con
ν(ν − 1) = 20, 50, 100, 500, 2000 y se ven
en las curvas de colores desde abajo hacia
arriba.











por la aproximación armónica siempre se alcanza, sin embargo, cuánto más
chico es ν se necesita un valor de ε cada vez mayor. Como vimos en el capítulo
5 y en la sección 6.7, el comportamiento unidimensional se alcanza para
ε & 2. Por esto concluimos que no importa cuán pequeño sea el parámetro
de interacción un sistema bidimensional lo suficientemente anisotrópico se
comporta como un sistema unidimensional. Esto quiere decir que un sistema
bidimensional anisotrópico presenta un crossover de dimensión dos a uno
ya que se comporta como bidimensional o unidimensional dependiendo de la
relación entre los parámetros ν y ε.
6.9. Resumen, conclusiones y perspectivas
Estudiamos las entropías de von Neumman y Rényi para el modelo de
Calogero de dos partículas en una y dos dimensiones. Encontramos que la
entropía de von Neumman en el modelo bidimensional con confinamiento
isotrópico es una función monótonamente creciente de la magnitud de inter-
acción que diverge logarítmicamente en el límite de interacción fuerte pero
se mantiene finita tanto en el caso anisotrópico como para el modelo unidi-
mensional. Demostramos también que para valores grandes del parámetro de
anisotropía el sistema bidimensional presenta el mismo comportamiento que
el modelo unidimensional. Además, en el marco de la aproximación armó-
nica, mostramos el crossover dimensional de dos a una dimensión y que la
divergencia en la entropía de von Neumman ocurre sólo en el caso isotrópico.
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La divergencia logarítmica de la entropía de von Neumman en el modelo
de Calogero bidimensional era esperable, ya que la entropía de von Neumann
de la función de onda de Laughlin diverge para factores de llenado (filling
factor) decrecientes [191]. Más aún, los resultados obtenidos para sistemas
tridimensionales de tipo atómicos apoyan la hipótesis de que si la energía
fundamental es una función analítica y monótona respecto a alguno de los
parámetros de interacción la entropía de von Neumman también lo será [145].
Siguiendo este razonamiento, podría llamar la atención el modelo unidimen-
sional cuya energía del estado fundamental es creciente respecto al parámetro
de interacción (ver Ec. 6.3) y a su vez presenta una entropía no monótona.
También encontramos que las entropías de Rényi exponen o resaltan aque-
llos valores del parámetro de interacción para los cuales la matriz densidad
reducida tiene soporte finito. Todo esto está de acuerdo con el comportamien-
to no analítico de las entropías de Rényi en cadenas de spin 1/2 reportado
recientemente por el grupo de Amico para valores críticos de los parámetros
del Hamiltoniano [162, 170–172] relacionado a la restricción del problema
a un espacio de Hilbert más pequeño o truncado. En una línea similar a
la desarrollada por Amico en sus trabajos sobre cadenas de spines, nosotros
mostramos en sistemas de variables continuas que las entropías de Rényi para
valores pequeños de α tienen un comportamiento no monótono y no analítico
en un intervalo alrededor de los valores del parámetro de interacción donde el
soporte de la matriz densidad reducida es finito. Nos gustaría enfatizar que
lo demostrado en la sección 6.5 respecto al comportamiento no analítico de
la entropía de Rényi es completamente general ya que es válido en cualquier
caso en el cual las ocupaciones sean analíticas respecto del parámetro elegido.
Además, la única característica propia del modelo de Calógero que tuvimos
en cuenta en esa deducción es que este modelo permite conocer los valores del
parámetro de interacción para los cuales la matriz densidad reducida tiene
un espectro finito y para los que contamos con el número de ocupaciones no
nulas en forma exacta.
Concluimos que la familia de entropías de Rényi se constituyen como una
herramienta fundamental para detectar aquellos valores de los parámetros de
un sistema para los cuales el mismo posee un número finito de ocupaciones.
A lo largo de todo este capítulo, nos hemos referido a fermiones y bo-
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sones. Como ya dijimos en la introducción, en el caso unidimensional las
partículas son bosones o fermiones pero en el caso bidimensional el grupo
de permutaciones permite la aparición de anyones, que no son bosones ni
fermiones. Por ello no está de más repetir que en dimensión dos asociamos
el término fermiones a las funciones de onda totalmente antisimétricas y el
término bosones a las funciones de onda totalmente simétricas.
Los resultados para el modelo bidimensional fermiónico presentan una
interesante particularidad que es consecuencia de la doble degeneración del
estado fundamental dado por las Ecs. (6.7) y (6.10). Cualquier función en el
espacio expandido por combinaciones lineales de estos estados da lugar a un
estado fundamental con un valor diferente de la entropía de von Neumann.
Al explorar los valores de las entropías de von Neumann asociadas a cada
uno de estos estados fundamentales encontramos que el estado fermiónico
cuya entropía de von Neumann tiene el mismo comportamiento que la en-
tropía de von Neumann obtenida para el estado fundamental de bosones es
aquel estado que también es autoestado del momento angular. Más aún, la
entropía de von Neumann para esos autoestados del momento angular es la
cota superior de las entropías asociadas al conjunto de estados definidos por
las combinaciones lineales dadas por la Ec. (6.22). Creemos que éste puede
ser un ejemplo particular de un resultado general sobre la entropía de von
Neumann asociada a estados degenerados. Suponemos que estados que pre-
sentan más simetrías, como aquellos estados fermiónicos construidos a partir
de ψ±S con respecto a aquellos construidos a partir de ψ
x,y
S , siempre tendrán
una entropía de von Neumann mayor respecto a los estados con menos sime-
trías, sin importar el número de partículas y características particulares del
Hamiltoniano. Formulado de una manera más precisa, si O es un observable
que conmuta con el Hamiltoniano [H,O] = 0 y ψk,l con l = 1, . . . , L son
autofunciones degeneradas del Hamiltoniano
Hψk,l = Ekψk,l, (6.33)
y autofunciones de
Oψk,l = θlψk,l, (6.34)
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entonces SvN [ψk,1] = . . . = SvN [ψk,L] y además es un máximo sobre SvN [ψ]
con ψ ∈ B = span {ψk,l}. Más aún, los estados para los cuales se obtienen









Las proposiciones hasta aquí planteadas son válidas para todos los sis-
temas que analizamos en este capítulo utilizando métodos numéricos y nos
impulsa a continuar trabajando en una prueba formal de las mismas.
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CAPÍTULO 7
Entropías de dos esferas cuánticas rígidas no
interactuantes confinadas armónicamente
In order to minimize their mutual
repulsion, the bosons are prevented from
occupying the same position in space.
This mimics the Pauli exclusion principle
for fermions, causing the bosonic
particles to exhibit fermionic properties.
En abstract de la referencia [200].
En este capítulo estudiamos las entropías lineal y de von Neu-
mann para partículas que interactúan mediante un potencial de
soporte compacto, en concreto, para interacciones de tipo hard
core o barrera infinita. Matemáticamente esto completa el estu-
dio de los posibles tipos de potencial de interacción entre partícu-
las que se comenzó en los capítulos 5 y 6 contemplando los casos
de interacciones de corto y largo alcance. Físicamente, el estu-
dio de esferas rígidas confinadas en potenciales armónicos puede
aportar a un entendimiento más profundo de las propiedades de
gases bosónicos unidimensionales que han sido observados ex-
perimentalmente desde el año 2004 [201, 202]. Sobre esta línea
de investigación estamos trabajando actualmente, este capítulo
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muestra los principales resultados obtenidos hasta ahora y pre-
senta las perspectivas a futuro como cierre de los capítulos 5 y
6.
7.1. Introducción al problema de esferas cuán-
ticas rígidas y motivación
Los capítulos 5 y 6 presentan nuestros estudios sobre distintas entro-
pías para dos sistemas de dos partículas confinadas: las moléculas de Wigner
análogo en tamaño finito de los cristales de Wigner y el modelo de Caloge-
ro que ha permitido explicar el efecto hall cuántico fraccionario basándose
en la existencia de cuasipartículas llamadas anyones. Ambos sistemas han
sido observados experimentalmente y exhiben correlaciones fuertes. En este
capítulo nos concentraremos en otro modelo útil para sistemas de partícu-
las confinadas fuertemente correlacionadas: el modelo de esferas rígidas no
interactuantes, base del gas de Tonks–Girardeau.
El modelo de Tonks–Girardeau considera un gas de bosones confinados
en una dimensión en el cual las partículas no pueden pasar una a través
de la otra y por lo tanto no pueden intercambiar lugares; las partículas son
impenetrables y no pueden atravesarse. Esto tiene como consecuencia que
el estado de una de las partículas esté fuertemente correlacionado con el de
sus vecinos. En el año 1960 Girardeau demostró que para un sistema con
estas características hay una correspondencia uno a uno o mapeo exacto
a un sistema de fermiones sin spin completamente no interactuantes [203].
Para minimizar la repulsión mutua, los bosones son restringidos a un arreglo
espacial definido. Esto imita una especie de principio de exclusión de Pauli
generando que algunas de las propiedades de este sistema de bosones sean
parecidas a las propiedades del sistema de fermiones, por ejemplo el espectro
de energía es el mismo. Lo anterior llevó a la formulación de la noción de
“fermionización” de bosones. Sin embargo, las consecuencias del principio
de exclusión de Pauli son más profundas que la localización espacial y por
eso algunas propiedades son diferentes, por ejemplo las partículas en un gas
de Tonks–Girardeau pueden ocupar estados con el mismo momento, dando
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lugar a una distribución de momentos muy diferente a la de un sistema de
fermiones.
Sistemas de este tipo no fueron observados experimentalmente hasta cua-
renta años después de su propuesta teórica. En el año 2004, el grupo de I.
Bloch presentó la preparación de una red óptica bidimensional de átomos
ultrafríos de rubidio en la cual el agregado de un tercer potencial de confi-
namiento permite alcanzar el régimen de Tonks–Girardeau [200]. Luego de
este avance varios grupos experimentales reportaron observaciones de gases
de bosones fermionizados [204, 205].
Desde un punto de vista teórico, a partir de todos los resultados de las
entropías calculadas a partir de los estados fundamentales de dos partículas
confinadas que interactúan mediante potenciales de largo y corto alcance
(capítulo 5) podemos preguntarnos qué ocurre con las entropías para el caso
de un potencial de soporte compacto como las interacciones de tipo hard core
o barrera infinita. La pregunta que guía este trabajo podría formularse de la
siguiente manera: ¿qué diferencias exhiben las entropías para interacciones de
tipo hard core respecto de las halladas para interacciones de corto alcance?
Uno podría estar tentado a obtener un potencial de tipo barrera infinita
como límite de algún potencial de interacción repulsiva (como por ejemplo




con g → ∞ y P → ∞ [63]) y aplicar las expresiones
desarrolladas para las distintas entropías en el capítulo 5. Sin embargo, la
función de onda obtenida en el marco de la aproximación armónica no cumple
con las condiciones de contorno adecuadas y además, como vimos en ese
mismo capítulo, el límite de la aproximación armónica no conmuta con límites
tomados sobre los parámetros del potencial de interacción.
Desde un punto de vista relativo a aplicaciones, estudiar esferas rígidas
confinadas en potenciales armónicos puede aportar a un entendimiento más
profundo de las propiedades de los gases bosónicos unidimensionales obser-
vados experimentalmente desde el año 2004 [201, 202]. Además, el estudio de
las entropías y diferentes funciones de correlación en sistemas fuertemente
correlacionados siempre constituye un aporte a la comprensión de sistemas
de muchas partículas.
Motivados por todo esto nos propusimos estudiar entonces, con todas las
técnicas desarrolladas en los capítulos 5 y 6, las entropías para dos esferas
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rígidas no interactuantes confinadas en una trampa harmónica unidimensio-
nal teniendo en cuenta el caso de partículas distinguibles e indistinguibles.
Nuestra investigación sobre estos temas todavía está en curso y por lo tanto
este capítulo está presentado, al igual que el capítulo 4, como una perspectiva
a futuro de todo el trabajo desarrollado en esta tesis.
Organizamos el capítulo de la siguiente manera. En la sección 7.2 pre-
sentamos la función de onda obtenida para dos esferas rígidas distinguibles
e indistinguibles confinadas en una trampa harmónica unidimensional mien-
tras que en la sección 7.3 mostramos las entropías lineal y de von Neumann
obtenidas para esos estados. Finalmente, las conclusiones y perspectivas a
futuro figuran en la sección 7.4.
7.2. Obtención de la función de onda
El Hamiltoniano para dos esferas rígidas no interactuantes confinadas















2) + V (r) , (7.1)
donde nuevamente la frecuencia de la trampa se tomó igual a la unidad y
V (r) denota el potencial de interacción como función de la distancia r entre
partículas. En este caso si a denota el diámetro de las esferas tenemos
V (r) =
{
∞ si r ≤ a
0 si r > a
. (7.2)
Notar que en dimensión uno si las partículas no pueden distinguirse enton-
ces r = |x2 − x1| y tanto x1 como x2 pueden tomar valores en el intervalo
(−∞,∞). Si en cambio las partículas pueden distinguirse entonces debemos
tener por ejemplo x2 > x1 y podemos tomar r = x2 − x1. Es por eso que
en el caso distinguible tenemos más información sobre el sistema ya que las
partículas tienen posiciones que están restringidas a ciertos rangos de valores.
Introduciendo nuevamente las coordenadas de las variables del centro de
masa X = 1
2
(x1+x2) = (X, Y ) y relativa x = x2−x1 el Hamiltoniano puede
escribirse como H = HX +Hx, donde
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+ V (|x|) . (7.4)
Siguiendo el procedimiento de la sección 5.3 del capítulo 5, la función de
onda puede escribirse como el producto de una función asociada a la variable
centro de masa y otra asociada a la variable relativa Ψ(x,X) = ψX(X)ψx(x).
La función de onda normalizada asociada a la variable del centro de masa
tiene la siguiente forma











Por la forma del potencial de la Ec. (7.2) necesitamos que ψx(x) sea nula
para r ≤ a y que para r > a sea solución del oscilador armónico de frecuencia
1/
√
2. Las soluciones de la ecuación de Schrödinger para la parte relativa
dada por la Ec. (7.4), para un conjunto discreto infinito de valores de a que
están dados por los nodos de los polinomios de Hermite y que denotaremos
como {amn }, pueden escribirse como
ψxn,m(x) =
{








si r > amn
, (7.7)
donde Cmn es el factor de normalización y si denotamos por x
m
n al m-ésimo
cero del polinomio de Hermite n entonces amn =
√
2 xmn y r = |x2 − x1| si
las partículas no pueden distinguirse mientras que si las partículas pueden






Como ya mencionamos ψxn,m(x) = 0 en la región definida por r ≤ amn .
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Para r > amn el estado fundamental no tiene nodos, el primer estado excitado
tiene un nodo y así sucesivamente. Podemos entonces inferir que ψxn,m(x)
es el estado fundamental para a/
√
2 = xnn (último nodo), el primer estado
excitado para a/
√
2 = xn−1n (penúltimo nodo), el segundo estado excitado
para a/
√
2 = xn−2n y así sucesivamente.
Todo esto está esquematizado en la figura 7.1 cuyo eje x representa los
nodos de los polinomios de Hemite (sin el factor
√
2) y en el eje y las








2 . En la figura 7.1(a) se muestran las primeras cinco
funciones φn(x) con n 6= 0 graficadas sobre la línea asociada a su energía
n+1/2. En la figura puede verse que cada una de esas funciones es el estado
fundamental del sistema de dos esferas rígidas de diámetro a =
√
2 xnn.
En la figura 7.1(b) se muestran los nodos de las funciones de Hermite
representados nuevamente sobre la línea asociada a la energía de la función
de onda n + 1/2. En esta figura se puede apreciar que ψxn,m(x) funciona
como estado fundamental o estados excitados del sistema de partículas de
distintos diámetros. Las curvas azules unen los puntos a/
√
2 = xji para los
cuales conocemos los estados fundamentales, primeros excitados, segundos
excitados y así sucesivamente de derecha a izquierda indicando además a qué
n pertenecen. Por ejemplo, el polinomio de Hemite con n = 5 tiene nodos
en 0, ∼ 0.96, ∼ 2.02 con lo cual es el estado fundamental para a ∼ 2.86,
el primer estado excitado para a ∼ 1.36 y el segundo estado excitado para
a = 0 como se puede ver en la figura 7.1(c).
Las figuras 7.1(b) y (c) también muestran que las funciones ψxn,m(x) con n
impar son autofunciones del oscilador singulari con interacción infinita [173].
7.3. Entropías de información
En esta sección mostraremos las entropías lineal y de von Neumann ob-
tenidas. Recordar que las entropías son calculadas a partir de la matriz den-
iEl término oscilador singular hace referencia a un oscilador al cual se le agrega un
potencial de tipo delta de Dirac. En la referencia [173] se dan tanto los autoestados como
el espectro exactos para este problema para cualquier magnitud de interacción. En nuestro
caso, el potencial de tipo delta con interacción infinita correspondería a esferas rígidas
puntuales.
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Figura 7.1: (a) Funciones de onda del oscilador armónico φn(x) con n =
1, 2, 3, 4, 5 (curvas negra, roja, verde, azul, magenta y cian respectivamente) gra-
ficadas sobre la línea n + 1/2 correspondiente a sus energías (líneas horizontales
grises claras cortadas). La curva en línea cortada gris oscura representa los últimos
nodos de las funciones de onda ψxn,m(x) dados por x
n
n. Cada una de estas funciones
es el estado fundamental del Hamiltoniano de la Ec. (7.7) con a/
√
2 = xnn. Las dos
esferas rígidas de diámetro a están representadas sobre las funciones de onda. (b)
Nodos de los polinomios de Hermite Hn(x) (puntos rojos) sobre la línea n + 1/2
asociada a su energía (líneas horizontales grises claras cortadas). Las curvas azules
unen los puntos a/
√
2 = xji para los cuales conocemos los estados fundamentales,
primeros excitados, segundos excitados y así sucesivamente (de derecha a izquierda
respectivamente). Los círculos verdes indican que las funciones ψxn,m(x) con n im-
par son las soluciones de partículas rígidas puntuales (autofunciones del oscilador
singular con interacción infinita) [173]. (c) El polinomio de Hemite con n = 5 tiene
nodos en 0, ∼ 0.96, ∼ 2.02 con lo cual es el estado fundamental para esferas rígidas
de diámetro a ∼ 2.86, el primer estado excitado para a ∼ 1.36 y el segundo estado
excitado para a = 0.
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sidad reducida de una partícula, para un repaso de las definiciones de las
mismas el lector puede releer la sección 5.2 del capítulo 5. Cabe aclarar que
no mostramos las entropías de Rényi porque no proporcionan más informa-
ción sobre el sistema. Además, como ya dijimos, consideramos el caso de
partículas indistinguibles con función de onda simétrica y partículas que si
pueden distinguirse cuya función de onda no está definida en todo el espacio
y por lo tanto no está simetrizada.
Los cálculos de los autovalores de la matriz densidad reducida se hicie-
ron de forma variacional siguiendo el método explicado en la sección 6.3 del
capítulo 6 con la misma base de funciones. En el caso de partículas indistin-
guibles como el kernel es simétrico hicimos una expansión variacional sobre
el estado. Para el caso de partículas distinguibles hicimos una expansión de
la matriz densidad reducida. Además, para corroborar nuestros resultados
calculamos de forma exacta la entropía lineal para n pequeños, haciendo una
única integral Tr ρ2.
Las entropías lineal y de von Neumann obtenidas para el estado funda-
mental (ñ = 0 y n = 0 en las Ecs. (7.5) y (7.7) respectivamente) de dos esferas
rígidas distinguibles e indistinguibles en función del diámetro a de las esferas
se muestran en la figura 7.2. Como puede verse, tanto la entropía lineal como
la de von Neumann es mayor para el caso de esferas indistinguibles respecto
al caso distinguible. Esto era de esperarse ya que en el segundo caso tenemos
más información sobre el sistema como muestra el hecho de que la posición
de las partículas tiene una restricción extra. En la figura además se puede ver
que las entropías lineales exactas obtenidas para n = 1, 2, 3, 4, 5 muestran un
perfecto acuerdo respecto a la entropía lineal obtenida variacionalmente.
Las entropías para los estados excitados de partículas indistinguibles con
ñ = 0 y n = 1, ..., 40 en las Ecs. (7.5) y (7.7) respectivamente, se muestran en
la figura 7.3 en función del parámetro a. La entropía lineal puede apreciarse
en la figura 7.3(a) para el estado fundamental y estados excitados (curvas azul
y grises respectivamente) junto con los valores exactos calculados para el es-
tado fundamental (círculos anaranjados). También se muestran las entropías
lineales para los estados de partículas puntuales calculados variacionalmen-
te (puntos rojos) y exactos (círculos amarillos). Como puede observarse, los
cálculos exactos muestran nuevamente un gran acuerdo con los valores obte-
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Figura 7.2: Entropía lineal para dos es-
feras rígidas indistinguibles y distingui-
bles (curvas azul y cian respectivamente)
y entropía de von Neumann para los mis-
mos casos (curvas negra y gris respectiva-
mente). Los círculos son las entropías li-
neales exactas para n = 1, 2, 3, 4, 5 (círcu-
los anaranjados para partículas indistin-
guibles y círculos verdes para partículas
distinguibles).
nidos de las expansiones variacionales. La entropía de von Neumann para el
estado fundamental y estados excitados (curvas negra y grises respectivamen-
te) se pueden ver en la figura 7.3(b) junto con la entropía para los estados de
partículas puntuales (puntos magenta) obtenidos variacionalmente a partir
de las funciones de onda dadas en la referencia [173].
En las figuras se puede ver que tanto la entropía lineal como la de von
Neumann para a→ 0 tienden a las entropías del oscilador singular. Además,
ambas entropías crecen al aumentar a. Esto está de acuerdo con lo observa-
do por el grupo de Manzano, Plastino y Dehesa que la entropía de estados
excitados aumenta con n [145], ya que al considerar a mayores la solución
ψxn,m(x) involucra n cada vez más alto (mayores energías). Más aún, los esta-
dos excitados para un valor fijo de a presentan entropías cada vez mayores lo
que está nuevamente en concordancia con lo mostrado por los mencionados
autores. Otra característica llamativa de la figura 7.3 es que para valores del
parámetro a cercanos a a = 0 las entropías muestran un pequeño valle que se
hace más pronunciado para estados excitados cada vez mayores, como puede
apreciarse en las figuras 7.3(c) y (d).
Notar que si bien en las figuras 7.3(a) y (b) hemos puesto líneas continuas,
los valores calculados corresponden a los de las raíces de los polinomios de
Hermite, como bien se indica en la figura 7.1(b) y las figuras 7.3(c) y (d).
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Figura 7.3: (a) Entropía lineal para el estado fundamental y estados excitados
de dos esferas rígidas indistinguibles (curvas azul y grises respectivamente). Los
valores exactos calculados para el estado fundamental se muestran como círculos
anaranjados junto con las entropías lineales para los estados de partículas puntua-
les calculados variacionalmente (puntos rojos) y exactos (círculos amarillos). (b)
Entropía de von Neumann para el estado fundamental y estados excitados de dos
esferas rígidas indistinguibles (curvas negra y grises respectivamente) junto con la
entropía para los estados de partículas puntuales (puntos magenta). (c) Ampliación
del panel (a) donde pueden verse los mínimos que presenta la entropía lineal. (d)
Ampliación del panel (b) donde pueden verse los mínimos que presenta la entropía
de von Neumann. En estos últimos dos paneles se agregaron puntos grises sobre
la curva del mismo color para indicar los valores de los diámetros para los cuales
calculamos las entropías.
158
Capítulo 7. Entropías de dos esferas cuánticas rígidas no interactuantes
confinadas armónicamente
7.4. Resumen, conclusiones y perspectivas
Estudiamos las entropías lineal y de von Neumann para dos esferas rígi-
das, es decir para interacciones de tipo hard core o barrera infinita. Inicial-
mente nos preguntamos qué diferencias exhiben las entropías calculadas para
partículas con interacciones de soporte compacto respecto a las halladas para
interacciones de corto y largo alcance en el límite de interacción fuerte que
fueron tratadas en los capítulos 5 y 6. La diferencia principal encontrada es
que para un diámetro finito de las partículas la entropía de von Neumann
para el caso hard core se mantiene finita y no diverge como vimos que su-
cede para el estado fundamental de dos partículas que interactúan mediante
potenciales de corto alcance en el límite de interacción fuerte.
Además encontramos que si consideramos partículas indistinguibles y dis-
tinguibles entonces tanto la entropía lineal como la entropía de von Neumann
del estado fundamental es mayor para el caso de partículas indistinguibles
respecto al caso de partículas distinguibles (ver figura 7.2). Interpretamos
esto como consecuencia de que en el caso distinguible tenemos más informa-
ción acerca del sistema, como muestra por ejemplo que las posiciones de las
partículas estén restringidas.
Encontramos también que, en concordancia a lo visto por otros autores
[145], las entropías aumentan al considerar estados de energías mayores. A la
vez, para un mismo estado, la entropía aumenta al incrementar el diámetro
de las partículas ya que la solución ψxn,m(x) involucra n cada vez más alto
(energías mayores). Las curvas de la entropía lineal y de von Neumann en
función del diámetro de las partículas de los estados excitados muestran un
pequeño valle cerca del valor de diámetro nulo. No hemos logrado explicar
completamente esta característica. Inicialmente pensamos que quizá podía
deberse a la distribución cerca de cero de los nodos de los polinomios de
Hermite de grado alto, pero corroboramos que esta no es la causa ya que la
estructura mostrada en la figura 7.1(b) se mantiene aún para polinomios de
Hermite de grado alto.
Esta es una línea abierta de investigación sobre la que seguimos traba-
jando. Una de las direcciones posibles es la búsqueda de verificación de que
la entropía para el caso de partículas distinguibles es menor a las entropías
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en el caso de partículas indistinguibles aún al comparar estados excitados.
Otra, aclarar el significado físico del mínimo cerca de diámetro nulo de las
entropías para el caso de partículas distinguibles y el significado del incre-
mento de la entropía al considerar partículas de diámetros mayores. Incluso
querríamos conocer la forma de ese incremento y si diverge o no en el límite
de diámetros grandes.
Otra cuestión a la que estamos abocados es la demostración matemática
del mapeo del problema de hard core para partículas de un dado diámetro al
de partículas puntuales (barrera infinita de potencial de tipo delta de Dirac).
Si bien en la literatura mencionan esta equivalencia, no hemos encontrado
una demostración rigurosa, ver a este respecto por ejemplo la referencia [201]
y referencias allí mencionadas. Sobre este mapeo tenemos particular interés
ya que en la referencia [173] se da la expresión de los estados en función de
la altura de la barrera de tipo delta de Dirac y no sólo para barrera infinita,
lo que podría significar la capacidad de analizar el sistema para cualquier
magnitud de interacción.
La entropía de von Neumann en función de la magnitud de interacción
g para el estado fundamental de dos partículas indistinguibles confinadas
armónicamente y que interactúan mediante un potencial de la forma V (r) =
g δ(r) (ver Ec. (7.1)) se muestra en la figura 7.4, donde podemos ver que
la entropía tiende a la unidad para g ≫ 1. Esto corresponde a tomar el
límite a → 0 en las figuras 7.2 y 7.3(b). Estos resultados fueron obtenidos
haciendo una expansión variacional de la función de onda simétrica dada en
la referencia [173]. Como en ese trabajo se da la expresión explícita de todos
los estados del oscilador singular podemos obtener las entropías para todos
los estados que en el límite de interacción fuerte tienden a los valores de los
puntos magenta de la figura 7.3(b).
Queremos recalcar que comparando las entropías de los estados excitados
para partículas puntuales con los estados de esferas de un diámetro dado
podemos lograr algún avance en el entendimiento de la influencia de los nodos
de la función de onda sobre las distintas entropías. Como ya se dijo, existen
varios trabajos previos que apuntan a que la entropía aumenta al considerar
estados excitados con un número creciente de nodos. En nuestro caso una
misma función de onda ψxn,m(x) a n fijo es el estado fundamental o excitado
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Figura 7.4: Entropía de von Neumann
en función de la magnitud de interacción
g para el estado fundamental de dos par-
tículas puntuales indistinguibles (interac-
ción mediante un potencial de la forma
V (r) = g δ(r)).
dependiendo del diámetro de las partículas. Matemáticamente, esto significa
la inclusión o no de los nodos de la función en la región de integración del
cálculo realizado para la obtención de la matriz densidad reducida. A partir
de las figuras 7.3(a) y (b) inferimos que la entropía aumenta al considerar
más nodos de la función de onda. Esto equivale, por ejemplo, a movernos
sobre las puntos con círculos rojos como indican las flechas en la figura 7.5.
Actualmente estamos trabajando de manera sistemática en esto.
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Figura 7.5: Entropías mostradas en la figura 7.3 sobre las que se ha esquematizado
cómo la entropía aumenta al considerar en los cálculos correspondientes un número
cada vez mayor de nodos de ψxn,m(x) a n fijo, para ello se deben seguir los círculos
rojos en el sentido que indican las flecha.
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CAPÍTULO 8
Resumen, conclusiones y perspectivas de investigación a
futuro
The way to get good ideas is to get lots
of ideas and throw the bad ones away.
Linus Pauling (1901-1994)
En el marco del avance en nanotecnolgía e información cuántica de las
últimas décadas, nos hemos enfocado en sistemas que pueden ser modela-
dos como sistemas cuánticos de pocos cuerpos y que aceptan un abordaje
común en lo relativo a métodos de resolución y algoritmos computacionales.
Consideramos diferentes Hamiltonianos que modelan átomos, moléculas, io-
nes en trampas, electrones atrapados en puntos cuánticos y distintos tipos
de partículas confinadas. Para estos sistemas estudiamos la estabilidad, io-
nización y/o disociación, localización electrónica, posible interacción con luz
o el contenido de información cuántica de los estados mediante el cálculo de
diferentes entropías. El estudio de este abanico de sistemas cuánticos y sus
comportamientos se hizo utilizando métodos variacionales o exactos para el
cálculo de los autovalores y autoestados del Hamiltoniano o las ocupaciones
y las entropías que se derivan a partir de esas ocupaciones.
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A continuación retomamos las conclusiones de cada capítulo haciendo
hincapié en las perspectivas de investigación a futuro.
Primeramente estudiamos estados característicos de sistemas abiertos en
los que las partículas pueden escapar denominados estados resonantes, ca-
pítulo 2. En el marco de una interpretación probabilística de los estados
resonantes basada en la conservación del número de partículas dentro de
un volumen que varía con el tiempo, obtuvimos una fórmula exacta para el
cálculo de la parte imaginaria del autovalor del estado resonante que se rela-
ciona directamente con el tiempo de vida del estado. El resultado principal
es la obtención en forma exacta de la Ec. (2.22), que a su vez se reduce a
las Ecs. (2.25) y (2.37) para ondas s y p en potenciales centrales, respecti-
vaamente. Estas ecuaciones relacionan la inversa del tiempo de vida Γ, con
otras magnitudes reales como la energía y la densidad de probabilidad del
estado resonante. Gracias a la Ec. (2.22) podemos obtener un valor para Γ
con la misma precisión con la cual obtenemos la energía de la resonancia
sin hacer ningún tipo de ajuste y usando siempre álgebra real [1]. Además,
si bien presentamos los resultados para potenciales de soporte finito, la Ec.
(2.22) es válida en general haciendo, por ejemplo, una expansión perturbativa
sistemática de la función de onda.
Queremos hacer especial énfasis en la simplicidad de nuestro método para
calcular el tiempo de vida de los estados resonantes utilizando únicamente
álgebra real y que no involucra álgebra compleja, ni ajustes de la densidad de
estados como sucede para los métodos utilizados en trabajos previos. Como
perspectiva a futuro de esta línea de investigación, podemos mencionar la
generalización de la Ec. (2.22) a un sistema de pocas partículas con varios
canales presentes ya que el caso analizado en el capítulo 2 corresponde a una
sola partícula con un solo canal.
Luego nos concentramos en átomos confinados en cavidades de fullerenos,
llamados compuestos endohédricos, para los que analizamos la localización
electrónica y la posible presencia de intersecciones cónicas cuando el sistema
es sometido a un campo láser, capítulos 3 y 4.
En el capítulo 3 estudiamos la localización del electrón de valencia de
átomos de H, Li y Na encapsulados en tres moléculas de fullereno distintas:
C80 −D2 − 2, C80 −D5d − 1 y C180 − 0. Nos preguntamos si el compuesto
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endohédrico está formado por un átomo neutro dentro de un fullereno neu-
tro (X@CN) o si el electrón de valencia del átomo encapsulado se localiza
en el cascarón del fullereno dando lugar a un estado de tipo zwitteriónico
(X+@C−N). Para responder esa pregunta, usamos la estructura de las molé-
culas de fullereno y calculamos primero la posición de equilibrio del átomo
endohédrico como el mínimo del potencial de Lennard-Jones clásico de N+1
cuerpos. Obtuvimos que los átomos de Li se ubican más lejos del centro geo-
métrico de la molécula de fullereno que los de H y Na en todos los casos
considerados. Una vez que determinamos la posición del endoátomo, mode-
lamos la molécula de fullereno con un potencial de tipo cascarón atractivo
de corto alcance respetando la forma de la molécula de fullereno. El átomo
encapsulado se modeló con un potencial efectivo de un electrón.
Encontramos que el electrón de valencia del Li y del Na se localizan en
el cascarón del fullereno en forma continua y monótona incluso para valores
muy pequeños de la interacción con el fullereno. Concluimos por lo tanto
que los átomos de Li y Na dentro de la molécula de fullereno se presentan
en un estado de tipo zwitterión, es decir, el compuesto endohédrico tiene la
forma Li+@C−N y Na
+@C−N . Los estados electrónicos del hidrógeno presen-
tan un comportamiento diferente. El estado fundamental del H permanece
inalterado hasta que la atracción que ejerce el fullereno es lo suficientemente
grande. Esto indica que el compuesto endohédrico, en el caso del hidrógeno,
está formado por un átomo neutro dentro de un fullereno neutro H@CN .
Además, un electrón en el primer estado excitado del H, para cierto rango
del parámetro de interacción con la estructura de carbono, se localiza en el
fullereno como una onda s. Al aumentar la atracción el electrón es confinado
en el átomo en un estado similar al estado fundamental del átomo libre. Si la
atracción que ejerce el fullereno sigue aumentando, el electrón se relocaliza
en el fullereno pero con un cambio en el momento angular principal ya que
lo hace como una onda p [2].
Continuamos trabajando con fullerenos endohédricos, capítulo 4. El ob-
jetivo fue estudiar el acoplamiento entre los modos nucleares y electrónicos
en compuestos endohédricos cuando una intersección cónica entre los niveles
electrónicos es inducida por luz, apuntando a la comparación de los espectros
moleculares obtenidos con el principio de Franck-Condon con aquellos obte-
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nidos teniendo en cuenta las intersecciones cónicas. Para ello desarrollamos
las expresiones para el Hamiltoniano molecular del compuesto endohédrico
Li@C60 en ausencia y presencia de un campo láser de luz polarizada lineal.
Aunque no pudimos llegar a resolver el espectro molecular teniendo en cuenta
la intersección cónica, tenemos todos los elementos para calcular los espec-
tros con el principio de Franck-Condon y en una primera aproximación sin
tener en cuenta las intersecciones cónicas.
Las intersecciones cónicas inducidas por luz fueron originalmente observa-
das en la fotoquímica de moléculas orgánicas poliatómicas y han sido recien-
temente estudiados para moléculas diatómicas homonucleares de sodio por
el grupo de Nimrod Moiseyev, Milan Šindelka y Lorenz S. Cederbaum. Si
bien inicialmente pensamos que el compuesto endohédrico presentaría gran-
des similitudes con las moléculas diatómicas homonucleares analizadas por el
grupo de Moiseyev, resultó ser esencialmente diferente. En el caso de molé-
culas diatómicas homonucleares, la simetría de las funciones de onda electró-
nicas permite considerar sólo dos curvas de energía potencial para el núcleo,
mientras que para el compuesto endohédrico el acople en presencia del campo
láser, es de al menos tres estados electrónicos. Además, en el caso considerado
por Moiseyev y coautores, la forma de la matriz del operador dipolar permite
construir bloques diagonales, desacoplar los modos de Floquet y restringirse
al espacio de solo un fotón absorbido o emitido, cosa que para el compuesto
endohédrico no es directa.
Concluimos que aún cuando la resolución del sistema endohédrico some-
tido a un campo láser conlleva algunas dificultades, abre un abanico nuevo de
posibilidades sobre las que seguimos investigando. En este sentido el estudio
presentado en el capítulo 4 se configura como una perspectiva a futuro de lo
hecho en el capítulo 3. Como investigaciones futuras, además del cálculo de
los espectros moleculares, podemos mencionar el análisis del efecto de la pola-
rización de la luz (lineal, circular o elíptica) sobre el espectro molecular. Otra
posibilidad el estudio de la influencia de la presencia de intersecciones cónicas
en la dinámica de la función de onda molecular con posibles alineamientos
del eje de la molécula con el campo externo. También puede ser interesan-
te calcular el cambio en las fases de Berry (fases topológicas) del sistema
molecular al moverse en un contorno cerrado del espacio de configuraciones
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alrededor de la intersección cónica.
A continuación, estudiamos sistemas de partículas fuertemente correla-
cionados: las moléculas de Wigner, análogo en tamaño finito de los cristales
de Wigner que fueron observadas experimentalmente desde el año 2008; el
modelo de Calogero, que contribuyó a la explicación del efecto Hall cuán-
tico fraccionario mediante cuasipartículas llamadas anyones y el modelo de
esferas rígidas, base del gas unidimensional de Tonks–Girardeau observado
experimentalmente en el año 2004, capítulos 5, 6 y 7.
Obtuvimos expresiones analíticas en el límite de interacción fuerte para
las ocupaciones y entropías de información cuántica del estado fundamental
de una molécula de Wigner de dos partículas en una trampa armónica bi-
dimensional anisotrópica, capítulo 5. Nuestro resultado principal es que se
puede determinar la influencia de la anisotropía de la trampa y del rango de
la interacción entre partículas analizando las distintas entropías. Calculamos
la función de onda en el marco de la aproximación armónica para grandes
magnitudes de interacción entre partículas. Una vez que obtuvimos el estado
fundamental, calculamos las ocupaciones haciendo la descomposición de Sch-
midt de la matriz densidad reducida. Las entropías lineal, de von Neumann,
min-entropy, max-entropy y la familia de entropías de Rényi se calcularon
en forma exacta a partir de las ocupaciones en función de los parámetros de
anisotropía y los parámetros del potencial de interacción.
Demostramos que el comportamiento de las entropías respecto al pa-
rámetro de anisotropía puede ser analizado sin considerar el potencial de
interacción y la dependencia respecto al potencial de interacción queda com-
pletamente definida por la frecuencia obtenida mediante la aproximación
armónica del problema unidimensional. Además, generalizamos estos resul-
tados a dimensiones mayores que dos. Encontramos que cuando la frecuencia
permanece finita para interacciones fuertes, las entropías de von Neumann,
min-entropy y la familia de entropías de Rényi adoptan valores finitos para el
modelo anisotrópico y divergen logarítmicamente cuando la trampa es isotró-
pica. La divergencia de las entropías en el caso isotrópico puede ser entendido
sobre la base del principio de incertidumbre de Heisenberg. En el caso an-
isotrópico, las partículas se localizan en los mínimos clásicos del potencial
efectivo del Hamiltoniano relativo formando una molécula de Wigner. Para
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el modelo isotrópico esos mínimos degeneran en un círculo, por lo tanto, no
podemos saber dónde se localizan las partículas y esta pérdida de informa-
ción sobre el sistema se ve reflejada en la divergencia de las entropías. Si la
frecuencia aumenta monótonamente para interacciones grandes entonces las
entropías de von Neumann, min-entropy y la familia de entropías de Rényi
divergen logarítmicamente para cualquier parámetro de anisotropía. Es por
esto que la influencia del potencial de interacción está presente solamente en
la entropía unidimensional.
Para analizar la influencia del alcance del potencial sobre las entropías,
agrupamos las interacciones en potenciales de corto y largo alcance y mos-
tramos las diferencias en los resultados obtenidos para cada grupo. Para los
potenciales de interacción de largo alcance las frecuencias se mantienen fi-
nitas en el límite de interacción fuerte y por lo tanto las entropías de von
Neumann, min-entropy, max-entropy y la familia de entropías de Rényi son
finitas. En cambio, para los potenciales de corto alcance las frecuencias au-
mentan monótonamente en función de la magnitud de interacción y, por ende,
las entropías de von Neumann y de Rényi divergen en el límite de interacción
fuerte. La divergencia de las entropías es una consecuencia de la divergencia
en la incerteza del momento para frecuencias grandes [3].
También demostramos que cuando la frecuencia asociada al potencial de
interacción satisface ω2x = 1/2 las entropías adoptan su valor mínimo igual
a uno. De hecho, las entropías de von Neumann, min-entropy y entropías
de Rényi con α > 1 presentan comportamientos analíticos alrededor de ese
punto, en tanto que, las entropías de Rényi con α < 1 muestran un com-
portamiento no analítico que expone el soporte finito de la matriz densidad
reducida. Para esta frecuencia particular se anulan todas las ocupaciones ex-
cepto las dos ocupaciones más grandes (degeneradas). Un comportamiento
similar fue reportado recientemente por Amico y colaboradores para cadenas
de spin 1/2 [170–172] y por nosotros, para el modelo de Calogero [4] tratado
en el capítulo 6.
Como perspectivas de investigación a futuro puede ser interesante estu-
diar los efectos de la dimensionalidad y la magnitud de interacción sobre
las distintas entropías de dos partículas confinadas que interactúan median-
te algún potencial que depende únicamente de la distancia entre partículas
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tomando, como punto de partida, los resultados obtenidos para la generali-
zación a dimensiones mayores que dos.
Calculamos las entropías de von Neumman y Rényi para el modelo de
Calogero de dos partículas en una y dos dimensiones, capítulo 6. Encon-
tramos que la entropía de von Neumman en el modelo bidimensional con
confinamiento isotrópico es una función monótonamente creciente de la mag-
nitud de interacción que diverge logarítmicamente en el límite de interacción
fuerte pero se mantiene finita en el caso anisotrópico y para el modelo uni-
dimensional. Demostramos también que para valores grandes del parámetro
de anisotropía el sistema bidimensional presenta el mismo comportamiento
que el modelo unidimensional. Siguiendo el mismo procedimiento explicado
en el capítulo 5, mostramos el crossover dimensional de dos a una dimensión
y también que la divergencia en la entropía de von Neumman ocurre sólo en
el caso isotrópico.
Como dijimos antes, encontramos que las entropías de Rényi exponen o
resaltan aquellos valores del parámetro de interacción para los cuales la ma-
triz densidad reducida tiene soporte finito. Nuestros hallazgos concuerdan
con el comportamiento no analítico de las entropías de Rényi en cadenas de
spin 1/2 estudiado recientemente por el grupo de Amico para valores críticos
de los parámetros del Hamiltoniano [162, 170–172] relacionado a la restric-
ción del problema a un espacio de Hilbert más pequeño o truncado. En una
línea similar a la desarrollada por Amico, nosotros mostramos en sistemas
de variables continuas que las entropías de Rényi para valores pequeños de α
tienen un comportamiento no monótono y no analítico en un intervalo alre-
dedor de los valores del parámetro de interacción para los cuales el soporte de
la matriz densidad reducida es finito. Concluimos que la familia de entropías
de Rényi se constituyen como una herramienta fundamental para detectar
aquellos valores de los parámetros de un sistema para los cuales el mismo
posee un número finito de ocupaciones [4].
Los resultados para el modelo bidimensional fermiónico presentan una
interesante particularidad, consecuencia de la doble degeneración del estado
fundamental. Cualquier función en el espacio expandido por combinaciones
lineales de estos estados degenerados da lugar a un estado fundamental con
un valor diferente de la entropía de von Neumann. Al explorar los valores de
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las entropías de von Neumann asociadas a cada uno de esos estados funda-
mentales, encontramos que el estado fermiónico cuya entropía tiene el mismo
comportamiento que la entropía obtenida para el estado fundamental de bo-
sones es aquel estado que también es autoestado del momento angular. Más
aún, la entropía de von Neumann para esos autoestados del momento angular
es la cota superior de todas las entropías asociadas al conjunto de estados
expandidos por todas las combinaciones lineales. Creemos que éste puede
ser un ejemplo particular de un resultado general sobre la entropía de von
Neumann asociada a estados degenerados.
Finalmente, nos preguntamos qué diferencias exhiben las entropías cal-
culadas para partículas con interacción de soporte compacto respecto a las
halladas para interacciones de corto y largo alcance, tratadas en los capítulos
5 y 6. Por este motivo calculamos las diferentes entropías para dos esferas
rígidas, es decir para interacciones de tipo hard core o barrera infinita, que
es un modelo usado para gases bosónicos unidimensionales como el gases de
Tonks–Girardeau observados experimentalmente desde el año 2004 [201, 202],
capítulo 7. Encontramos que para un diámetro finito de las partículas hard
core la entropía de von Neumann se mantiene finita y no diverge a diferencia
de lo que sucede para el estado fundamental de dos partículas que interactúan
mediante potenciales de corto alcance en el límite de interacción fuerte. Mos-
tramos que, si consideramos partículas distinguibles e indistinguibles, tanto
la entropía lineal como la entropía de von Neumann del estado fundamen-
tal es mayor para el caso de partículas indistinguibles respecto al caso de
partículas distinguibles. Consideramos que esto es una consecuencia de que
en el caso distinguible tenemos más información acerca del sistema, como
muestra por ejemplo que las posiciones de las partículas estén restringidas.
Obtuvimos también que, en concordancia con lo visto por otros autores [145],
las entropías aumentan al considerar estados de energías mayores y que pa-
ra un mismo estado la entropía aumenta al incrementar el diámetro de las
partículas.
El análisis de las entropías para dos esferas rígidas es una línea de in-
vestigación abierta sobre la que seguimos trabajando. Encontramos algunas
características que aún no hemos podido explicar del todo, tales como que las
curvas de las entropías lineal y de von Neumann en función del diámetro de
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las partículas para estados excitados muestran un pequeño valle en valores
del diámetro cercanos a cero. Enumeramos además varias perspectivas a fu-
turo, como verificar que la entropía para el caso de partículas distinguibles es
menor a las entropías en el caso de partículas indistinguibles aún al comparar
estados excitados, aclarar el significado físico del mínimo cerca de diámetro
nulo de las entropías para el caso de partículas distinguibles y el significado
del incremento de la entropía al considerar partículas de diámetros mayores
determinando si diverge o no en el límite de diámetros grandes.
Estamos trabajando en la demostración matemática del mapeo del proble-
ma de partículas de un diámetro dado al de partículas puntuales. Este mapeo
es recurrentemente mencionado en la literatura, sin embargo no hemos en-
contrado una demostración rigurosa. Esto podría significar la capacidad de
analizar el sistema para cualquier magnitud de interacción ya que en la refe-
rencia [173] se dan los estados en función de la altura de la barrera de tipo
delta de Dirac y no sólo para barrera infinita. Mostramos incluso algunos
resultados preliminares calculados partiendo de los estados de la referencia
[173], que son consistentes con los valores obtenidos tomando el límite de
diámetro nulo en nuestros cálculos para el modelo de esferas rígidas.
Otra prometedora perspectiva a futuro, es el estudio de la influencia de
los nodos de la función de onda sobre las distintas entropías analizadas.
Comparando las entropías de los estados excitados para partículas puntuales
con los estados de esferas de un diámetro dado, podemos determinar las
diferencias entre resultados obtenidos al incluir más nodos de la función de
onda en la región de integración del cálculo realizado para la obtención de
la matriz densidad reducida. Por los resultados hasta ahora obtenidos y la
tendencia mostrada en la referencia [145] creemos que la entropía aumenta
al considerar más nodos de la función de onda.
Concluimos que desde la mecánica cuántica de pocos cuerpos y combi-
nando una metodología de resolución relativamente simple, como los métodos
variacionales aquí usados, con algunos resultados exactos podemos aportar
a un entendimiento más profundo de sistemas variados tales como: puntos
cuánticos en los que las partículas pueden escapar, compuestos de fullerenos
endohédricos con y sin interacción con luz, moléculas de Wigner y modelos
muy estudiados en el área de materia condensada, como los de Calogero es-
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trechamente relacionado al efecto Hall cuántico fraccionario y el modelo de
esferas rígidas base del gas de Tonks–Girardeau. Como ya dijimos algunas
preguntas continúan abiertas y seguimos trabajando en ellas.
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