Abstract: This paper describes the implementation of a generic wireless joystick control for human adaptive mechatronics applications. The proposed implementation uses state-of-the-art wireless sensor node technology and it is easily installed and modified for the needs of different applications. The inherent drawbacks arising from the use of wireless communications, namely packet losses in the controller-to-actuator link, are tackled by introducing a novel compensation method that contributes to the stability and performance of the manually controlled system. The compensation consists of a human controller identification procedure and PIDPLUS-type of algorithm for decreasing the control effort during packet losses. Furthermore, the issues related to signal noise reduction and filtering at the joystick end are addressed as we propose and embed an advanced filtering scheme in the wireless joystick. The joystick control is tested in two laboratory processes and the proposed compensation algorithm is implemented and tested in a trolley crane simulator. The results will serve as a basis for developing human adaptive mechatronics (HAM) methods for human operated machines with wireless communications.
Introduction

Background
In man-machine processes, the role of a human operator varies from supervisory to direct control. In processes where the human operator is involved in the low level control, the performance of the process depends, on one hand, on the technical condition of the machine, and, on the other hand, on the skills of the human operator. Nowadays, the industrial machines, for example in agriculture, forestry and construction, tend to have performance monitoring or fault diagnosis systems which aim at keeping the technical performance of the machine at a high level. However, these machines cannot obtain optimal performance, if the operator is not skilled enough to perform the work.
During the last two decades, the introduction of fieldbus technology in mobile machinery has enabled efficient data acquisition. These data can be used in performance evaluation tools and applications. An example of such a performance monitoring application is the TimberLink TM system provided by John Deere Forestry Ltd. for forest machines (TimberLink, 2009) . However, as the performance of the machine depends strongly on the human operator, the performance optimisation becomes a complex task. Currently, there is a strong interest in developing data based performance monitoring also considering the operator-machine interaction, and thus including the human skill evaluation (Tervo et al., 2009a) .
Human adaptive mechatronics (HAM) is a promising concept which could also be used in improving the performance of a human-machine system. HAM was proposed by a Tokyo Denki University Center of Excellence project. It is an intelligent system which is able to adapt itself to the individual characteristics of a human operator, and provide assistance to improve the performance (Harashima and Suzuki, 2006) . The applications of HAM range from, for example, robot assisted surgery (Sadahiro et al., 2007) , assist control for human operations (Suzuki et al., 2005) , development of control methods for a capsule robot for internal diagnostics (Yu et al., 2008) , intelligent wheelchair (Jia and Hu, 2009) , and intelligent skill evaluation, assistance and a coaching system for improving the performance of mobile working machines (Tervo et al., 2009a (Tervo et al., , 2009b Palmroth et al., 2009) .
A HAM system could be realised so that the operator's characteristic behaviour is identified from data based on his actions in terms of a mathematical model, which could be, for instance, a transfer function. Then a controller is designed iteratively to compensate for the lags, delays and other deficiencies of the operator to improve the overall performance (Suzuki et al., 2005) .
Remote controls provide the operator the freedom to move around and monitor the process while operating without the uncomfortable and binding cables hanging from the control. Nevertheless, remote controls involve wireless communications, which might induce performance degradations in terms of unpredictable packet losses and errors in the synchronisation between transmitter and receiver ends. For example, if the communications are based on radios operating in the 2.4 GHz industrial-scientificmedical (ISM) band, interference from WLAN devices, ZigBee and Bluetooth networks is inevitable, resulting in occasional communication outages. Using this band is, however, appealing for any worldwide manufacturer of remote controls, since the band is free of licensing costs almost everywhere in the world. Furthermore, several wireless sensor networking platforms use this band for communication and they would also provide means to embed intelligence to the remote control system. When a human operator controls the process over a wireless link from the control lever to the process, the challenges encountered become similar to those seen in the area of wireless networked control systems (WiNCS), an emerging field of research. The communication problems may result in non-constant, non-deterministic time delays, which could even endanger the control system stability. In general, a properly tuned controller can tolerate some amounts of random time delay without significant performance loss (Eriksson, 2008) , but this problem has not been thoroughly researched in the context of HAM systems. Some related results exist, and, for example, the effects of time delay in human operated systems have been studied mainly in the framework of bilateral teleoperation systems. The human operator can be modelled based on separate task execution data, and then the bilateral control system can be designed to tolerate a certain amount of time delay (Lee and Lee, 1992) . However, the early solutions were not designed to guarantee stability under varying time delays. For this purpose, the passivity approach has been proposed. A passive system absorbs more energy than it generates. By using the wave transformation method, the human-machine interface of a bilateral teleoperation system under varying time delay can be made passive with time varying gains. Thus the whole system becomes stable, if the human and the teleoperator itself are passive (Hirche and Buss, 2004) .
A human operator performing a control task can be considered as a controller, and with simplifications, a linear controller. This paper investigates solutions proposed previously for networked control systems under unreliable communications and applies them to improve the stability of a control system, where a human operator is involved in the wireless control loop.
Contributions of the work
This paper describes the architecture of wireless manual control for human operated machines, especially for HAM applications. The purpose of the work is to build a scalable, multi-use control device for machine operators so that the same device could be used for different machines. Moreover, a complete measurement and control system is introduced which is used as a HAM testbed. We also investigate how the problems of wireless networking in real-time control systems could be overcome and we introduce robust filtering techniques, safety logics and a packet loss compensation scheme to attain this goal. We suggest using the MoCoNet platform (Pohjola et al., 2005) for remote data logging when conducting experiments in this setup. The proposed wireless joystick control is implemented in two laboratory-scale processes, which are a laboratory scale trolley crane system and an unstable ball balancing system. Furthermore, we propose a new method for active compensation of varying time delays caused by wireless communications in HAM systems. The problem of network induced varying time delay in remotely controlled human operated machines is studied by using a simulator.
A solution based on the idea of the PIDPLUS algorithm (Blevins and Nixon, 2008 ) is proposed to improve the stability of a human operated system with wireless communication. The proposed method rests on identification of the human operator's transfer function as a PD-type of a controller. During communication losses, the D part of the human control signal is decreased gradually as more packets are lost, to prevent the instability of the system. In addition, a stability criterion based on the jitter margin (Kao and Lincoln, 2004 ) is used to show that the proposed method increases the stability margin of the manual control. The method is implemented and tested in a HAM simulator with a trolley crane model.
Organisation of the paper
This paper is organised as follows. The architecture of the proposed implementation of the wireless control is presented in Section 2. An algorithm for improving the stability of wireless manual control systems by compensation of communications induced delays and losses is proposed in Section 3. Experimental applications for testing the proposed manual control device are introduced in Section 4. The experimental results of applying the proposed control for the case applications are shown in Section 5. The section also presents the results with the proposed delay compensation algorithm obtained using a simulator. Conclusions are presented in Section 6.
2 Architecture and implementation of the wireless manual controller device
Objectives
The first objective of this work has been the development of a universal remote controller for human operated machines.
We will later demonstrate the use of this controller in two particular systems. As the base of wireless communications, we have used sensor nodes with radios operating at the 2.4 GHz ISM band to enable licence-free worldwide use of the proposed platform. The wireless joystick control system can be easily deployed in different machines and processes through standard I/O interfaces. The processing and filtering of the raw joystick measurements is embedded into the transmitter node. The parameters of the adopted processing and filtering algorithms can be easily changed to achieve an optimised control performance for each specific machine or process.
Implementation
Hardware
The implementation of the wireless joystick control system is realised by using two wireless sensor nodes of model U100 Micro.2420 produced by Sensinode Ltd. (2008) . The implemented wireless joystick (transmitter node) and the sensor node used as a receiver are shown in Figure 1 . The Sensinode U100 Micro.2420 node's core is a TI MSP430 microcontroller unit (MCU) with integrated 10 kB RAM and 256 kB flash memory. The MCU is also equipped with an external 500 kB serial data flash memory, and it provides one 12 bits ADC (analogue-to-digital converter), with maximum of eight channels and two 12 bits DACs (digital-to-analogue converter). The radio is an IEEE 802.15.4 compatible Chipcon CC2420 (Chipcon, 2008) transceiver, operating at 2.4 GHz, with a theoretical data rate of 250 kbps. The Micro.2420 node runs the FreeRTOS real-time kernel (FreeRTOS, 2008) . The transmitter node and joystick are both powered by two standard AAA batteries.
Wireless joystick
The wireless joystick control system is composed of two U100 Micro.2420 sensor nodes. In the transmitter node, two channels of the ADC are connected to a two-axis joystick provided by APEM (2008) . The displacement of the stick in the two directions is measured by two different analogue potentiometers. The two values obtained through the two channels of the ADC are processed and filtered in the transmitter node and then transmitted to the receiver node. 
MOVING CENTER
The details of the operations and computation done in the joystick are described in the following.
The transmitter node operates cyclically as described in the block diagram in Figure 2 . It first measures the displacement of the stick in the two directions. The two obtained values are eventually limited into the predefined operating range of the joystick. If at least one of the two measurements differs from the central position more than 10% of the entire available displacement, the joystick is considered to be in the MOVING state. Otherwise, it is in the CENTER state. After collecting the two new measurements, the transmitter node checks that the current state of the joystick has not changed since the potentiometers were last read. The time interval between two consecutive ADC reading operations depends on the state of the joystick in the last two transmissions: it is 50 ms only if they were both marked as CENTER packets, and 10 ms otherwise. This solution makes the control signals sufficiently fast when the joystick moves from the MOVING to the CENTER state. If the joystick has not changed state for five consecutive measurements, the transmitter node calculates the median value for each direction of movement.
Otherwise, if the current state of the joystick differs from the previous one (e.g., when the operator is performing adjustments), the two median values are calculated taking into consideration the last measurements and the ones already stored in the two dedicated buffers. The two median values are then passed through a peak filter which removes from the control signals the high peaks due to the measurement noise of the joystick potentiometers and of the ADC of the transmitter node. This prevents the actuators (e.g., motors) from running as a result of noise. If the change in the control signal between two consecutive values exceeds a predefined threshold, the filter ignores the new value and keeps the old one. If the next control signal value still differs more than the threshold from the last kept value, the output of the peak filter can change up to a predefined percentage (typically 50%) of the difference between the new control signal value and the last kept one. As a result, the peak filter efficiently eliminates the sudden peaks in the signals in real-time, but it can also follow rapid changes that are due to some true changes in the signals.
To further reduce the effect of the measurement noise, exponential smoothing (1) is applied to the control signals.
( )
Here, y f (k) is the filtered signal, y f (k -1) its previous value, y(k) the input signal and α ∈[0,1] is a coefficient of the filter. In the tests presented in the paper, α was set to 0.6.
Heavy filtering would naturally cause lagging in control, hence the relatively small value for α.
Subsequently, the filtered control signals are passed through a cubic curve mapping (2), which allows the operator to perform smooth and small adjustments to the position via a non-linear scaling of the control signals. 
Here y c is the output of the mapping, y f the input, y 0 an offset, and y range the difference between the maximum and minimum measurable values in one direction. The previously presented processing and filtering operations improve the guidance of any control system from two points of view. Firstly, they allow the operator to make smooth and small adjustments without undesirable sudden bursts of the actuators that would decrease the precision and effectiveness of the control. Secondly, they make the acceleration of the actuators smoother, which is important, e.g., when operating heavy loads with a crane.
All the above mentioned filtering techniques are embedded in the joystick node. The processing and filtering of the joystick measurements in the transmitter node takes totally 7.18 ms. Table 1 lists the computation time of the different operations. In each packet transmitted to the receiver node, the first byte indicates the current state of the joystick. With the described procedure and the adopted time intervals, a MOVING packet is transmitted every 50 ms, while a CENTER packet every 250 ms. The information concerning the displacement of the stick in the two directions is updated at the receiver node at a higher frequency when the operator is actually operating the joystick (in the MOVING state). The two different sample and transmission frequencies reduce the number of required radio transmissions, which heavily affect the power consumption of the transmitter node. The effect of the whole preprocessing procedure on the joystick control signals is illustrated in Figure 3 , where raw data from the joystick are compared with the scaled and filtered data. Clearly, the pre-processing algorithm efficiently cuts the measurement noise and smoothens the control signals, without inducing unnecessary lagging or delays.
It is seen in Figure 3 that especially the peak filter cancels efficiently the high peaks caused by measurement noise or by some erroneous burst of the control signal corresponding, for example, to the operator accidentally hitting the stick. The peak filter simultaneously allows fast changes of the control signal if these are actually due to a rapid movement of the stick. 
Receiver node
At the reception of a packet, the receiver node starts counting a T wait time-out. The length of this time-out depends on the current state of the joystick and equals the time interval between two consecutive transmissions. If six consecutive packets are lost, the receiver node reports to the control system that the connection is lost and hence the system may be halted. Upon successful reception of packets, the control signal values provided by the receiver node are scaled in the control system to values suitable for the actuators affecting the process.
Interfaces
Typically, at the receiver node end, the node would communicate the received control signals to the control system via an I/O interface with ADCs and digital I/Os. From this interface, the signals would be led to the actuators, such as motors, through power amplifiers. The simplest way to pass the information from the receiver node to the control system would be connecting the two DACs of the node (one for each direction of movement) to the ADCs of the control system interface. Nevertheless, by doing so, the control signals would be affected by DAC and ADC noise. Instead, in the experiments discussed in detail in Section 5, we have used a digital serial communication scheme between the node and the control system. In this scheme, the receiver node communicates the joystick movements (two times 12 bits) as bits through two digital outputs, of which one is a data line and the other one is a trigger line, to maintain synchronisation. Whenever a packet containing new information about the joystick control values is received at the receiver node, they are communicated through the I/O interface in digital form. First, the data line is updated and the trigger line is set to high for 60 μs in the node digital output, after which the trigger line is set to low for an equivalent time. Then the next bit is communicated in the same way. The computer connected to the node reads the bits with 50 μs intervals and whenever the trigger line has a rising edge (from low to high), the data line is read and the bit is buffered. After 24 consecutive successful bit readings, the control values are interpreted as two 12 bit control signals, after which they are converted into floating point numbers, scaled and forwarded to the actuators. Reading the 24 bits in this way takes approximately 3 ms, which is not significant, because the control signal update cycle is typically 50 ms. The acquisition process of the bits is depicted in Figure 4 . An illustration of how the joystick is integrated with a laboratory process is seen in Figure 5 . If the human operated control system is based on the use of a wireless control device, such as described in the previous section, the control system is prone to packet losses and random time delays due to uncertainties in communications. A human operator can tolerate some time delay without great loss of performance. However, if the time delay varies significantly and the maximum time delay is large, the stability of the system might easily be lost. Therefore, we propose a method for improving the manoeuvrability and stability of a wirelessly operated system by compensation of network delays. The method is based on identification of the first-order dynamics of the human operator. We will use a PD-type of model for the human controller and adjust its parameters during communication outages. The structure of the proposed compensation system is shown in Figure 6 . The dotted boxes and lines are offline operations and the dashed lines are networked communication. The compensation is done at the receiver end of the communication. 
Identification of human controller
The proposed compensation scheme is based, on one hand, on identification of the human controller. One of the simplest transfer function models for modelling a human operator in servo or regulator type task execution is a PD controller with time delay and finite neuromotor dynamics (Ragazzini, 1948) 
where K D and K P are the derivative and proportional gains of the human brain controller, T N is the time constant of the human neuromotor action, and L o is the reaction time delay. The operating point of the system is denoted by the vector ξ and it defines the current conditions and properties of the system, such as mass and rope length in the case of a trolley crane system, which would certainly affect the behaviour of the human controller. However, in this paper, we assume only a single operating point for each system and that the identification can be carried out based on the data gathered during the operation as proposed by Tervo and Koivo (2009) . The discrete-time PD controller equivalent to (3) is:
If the control signal at k given by the human operator is denoted by u(k), and the control error of the system by e(k), then the human controller model H(q -1
) can be described with the difference equation:
which is in the form of an ARX model. The unknown parameters can be obtained by the pseudoinverse method, or alternatively by using the instrumental variable method.
Compensation of network induced time delay
In this paper, the method proposed for compensation of the network induced time delay; in particular the time delay due to lost packets is based on a similar idea as the PIDPLUS controller proposed to tackle the challenges of wireless communications in WirelessHART automation networks (Blevins and Nixon, 2008 
where e(k) and e(k -1) are the error signals corresponding to the previous two measurements. Obviously, the effect of the D term decreases as the communication outage length, i.e., ΔT, increases. In our proposed method, the human controller is modelled as a discrete PD controller, whose P and D components can be separated, given the control error and its derivative. The total control signal is the sum of P and D components. As the derivative action introduces large peaks in the presence of time delay, the PIDPLUS-like algorithm decreases the D component as more and more packets are lost.
In the following, the separation of P and D components from the identified human controller model is described. The separated components of the controller model are used to estimate the P and D components from the true human control signal. Finally, a method for reducing the effect of random time delay due to packet loss is introduced.
Separation of P and D components of human controller model
The identified human controller can be rewritten so that the proportional and derivative components are separated. Consider the discrete-time transfer function (4), where q -d
represents the time delay inherent in human perception and action. The human neuromotor lag is represented by the filter in the denominator of (4). The numerator of (4) is used to obtain the P and D components of the human controller. The control law given by a discrete PD controller can be expressed as follows:
Now consider the numerator of (4) as its own block. The output of the block is:
Rewriting u PD (k) gives:
Therefore, P and D components of the control signal given by the identified controller can be computed by:
The effect of neuromotor lag and time delay are taken into account by feeding the components through the filter:
The final P and D components of the human controller model are thus given by:
Estimation of P and D components of true human controller
Let the human control signal be denoted by u H (k). Assume that this signal is a sum of unknown P and D components u H,P (k) and u H,D (k). Our proposal is to estimate u H,P (k) and u H,D (k) based on computing the shares of P and D components given by the human controller model, and then to use the shares to obtain u H,P (k) and u H,D (k).
There is a challenge in obtaining the shares of P and D components in a reasonable manner, since the values of the components can be of different signs. In this paper, the shares are computed by exploiting vector calculus. If the P and D components are thought of as vectors and the total control signal as the resultant vector, the shares can be obtained as follows:
Thus the P and D components of the true human control signal can be estimated by:
, ,
( ) ( ) ( ).
Compensation of random time delay due to lost packets
When a packet is lost, the components u P (k) and u D (k) are evaluated based on the current value of e(k). Instead of keeping the control signal constant during the interval when no packets are received, the control signal is modified by decreasing the D component.
where k l is the time instant of the last received packet, k -k l is the number of consecutive lost packets at k after k l and h is the sample time. In practice, the new derivative component u D new (k) can be computed simply by dividing the derivative component obtained at k l with the number of packets lost:
The control signal introduced to the system during the communication break is:
At the moment the communication is lost (k l ), the proposed algorithm starts to decrease the control signal as more and more packets are lost, based on the derivative component obtained at k l . When the communication is re-established, at time k b , the signal is increased towards the true human control with the following algorithm.
4 Set k = k + 1 and repeat steps 3 and 4 until the next packet loss.
The learning parameter λ s (0 < λ s < 1) should be chosen so that the control signal would react quickly to the recovery of the communication, but simultaneously large bumps in it could be avoided. The effect of the proposed compensation algorithm is shown in Figure 6 , where the communication is lost at time k = 11. After the first packet is lost, the algorithm starts decreasing the D component of the control signal. In this example, the D component at k = 11 is 0.75 and the P component is 0.25. The value of the learning parameter λ s is 0.8. When the communication is lost, the control signal introduced to the system is purely u C . Once the communication is recovered the control signal is changed gradually towards the true human control value by using the proposed filtering algorithm. One can notice that instead of cutting the control signal directly to zero at k = 15 (the time of communication reestablishment), the filtered signal decreases gradually and reaches the true human control at about k = 19. Thus, large rapid changes in the control signal after the communication recovery are prevented.
Stability analysis using the jitter margin
In order to evaluate the stability of the control system under packet losses, we employ the jitter margin criterion proposed by Kao and Lincoln (2004) . According to the criterion, a continuous-time closed-loop SISO system is stable for any additional time-varying delays δ (t) in the range 0 ≤ δ(t) ≤ δ max , if:
where δ max is the jitter margin, i.e., the maximum value of an abruptly varying time delay that can be added in the closed-loop system determined by G(jω) and H(jω), without the loop becoming unstable. For details, see (Kao and Lincoln, 2004) . In this work, we consider an extension of (18), proposed by Mirkin (2007) , which is applicable if the delay has a sawtooth shape, as is the case with delays due to packet losses. The Mirkin criterion results in a 57% less conservative criterion, where the right side of (18) is simply multiplied by π/2 ≈ 1.57. In order to see how the jitter margin develops during the packet loss, one needs to modify the criterion as follows. Once a new packet is lost, the time delay of the system increases the amount of sample time h. If the time delay of the system without packet losses is denoted by L s , the modified system at nth lost packet after k l becomes:
Note that the dead time L o induced by the human perception and reaction is included in N(jω). By using the division of the human controller into P and D components, the jitter margins after the nth lost packet since k l without and with compensation are obtained by the solutions of the optimisation problems: 
where n = 1,2,...,k b -k l . When the compensation is used, the absolute value of the derivative component is decreased with the lost packets. It is assumed that this will increase the jitter margin up to some point. In this paper, this is only confirmed with numerical analysis of an example control realisation from the experiments.
Experimental applications
In this section, the two systems used for validation of the wireless joystick platform and the packet loss compensation method are presented, whereas the next section discusses the results in detail.
Trolley crane system
Structure of the system
The trolley crane system we have used as the first testbed was developed during 2005 for both educational and research use at the Helsinki University of Technology. The dimensions of the system are 2.5 × 0.8 × 0.6 m and its structure is shown in Figure 8 . It can move the load along the vertical and one horizontal direction. It is controlled by two motors. The trolley motor is attached to the linear actuator and moves the trolley horizontally. The hoist motor, which is attached to the load via rope, moves the load vertically. The hoist motor is placed in the trolley (Misol, 2006; Eriksson et al., 2006) . The trolley position and the rope length are measured with potentiometers and the load angle with an ultrasound system. A Kalman filter is added to the feedback loop of the system to decrease the effects of measurement noise.
Currently, there are two systems to measure the load angle. One is purely based on the use of ultrasound and the other one, developed by Toivonen (2007) , uses both ultrasound and Sensinode U100 Micro.2420 nodes to measure the distance between the load and ultrasound receivers that are located at fixed positions on the back rail of the system (see Figure 8) . The block diagram of the trolley crane control system with the wireless joystick control and data logging tools is shown in Figure 9 . A cascade PID or a fuzzy controller can be used to control the system. Alternatively, the user can choose to control the system manually by using the wireless joystick control proposed in this paper. 
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All the control, filtering and signal processing algorithms of the trolley crane system are implemented in Simulink, from which they are exported to Matlab's xPC Target real-time operating system running on a regular PC. Using Real-Time Workshop and Microsoft Visual Studio 8, the algorithms are automatically converted from Simulink models to executable code. Hence, it is possible to implement any control or signal processing algorithm in Simulink, simulate and test it before actual deployment, and then run exactly the same algorithm on hardware. The automatic code generation also saves the burden of low-level coding and allows quick iteration cycles. This is useful, since the simulation model with all the logic and computation related to angle measurement, cascade PID controllers, fuzzy controller, Kalman filter and required I/O drivers produces over 100,000 lines of code as the model is converted from Simulink to C language.
The data logging tools in the xPC Target real-time operating system are somewhat limited. In the experiments with the trolley crane system, the ultrasound sensors are sampled at 20 kHz to ensure adequate time resolution, and since the data logging runs with the smallest sample time throughout the system, huge amounts of data are quickly stored into the memory of the target computer (i.e., the one running the algorithms). Especially in the development and test phases, several signals from the control system are needed to be stored, and they are all logged with the smallest sample time. For example, when developing the models for the trolley crane system, 20 signals were logged simultaneously at 20 kHz. This makes approximately 3.2 MB of data per second to be stored in the target computer memory. In this way, after a relatively short time the memory would be full.
Due to these problems we opted for using the MoCoNet system (Pohjola et al., 2005) , a platform for remote access to control systems. MoCoNet solves the data logging problem by introducing signal logging blocks in Simulink that allow us to transmit the needed signal samples at any specified sample rate from the target computer to a database over a local area network (LAN) or even internet by using the UDP protocol. The database is located on a separate computer, which is connected to the same LAN as the target computer. The samples of the signals of interest are transmitted from the target computer while the process is running, and no local data logging is required. The amount of data to be logged is only limited by the maximum size of the database, which is obviously larger than the memory size of the target computer.
The MoCoNet interface is implemented as a web page through which the settings of the experiments (or controller parameters) may be updated. The system provides real-time scopes where the signals can be traced while the system is running. Recently, based on the MoCoNet platform, a new simulation tool for networked control systems simulations, called PiccSIM, has been developed (Nethi et al., 2007) . In the experiments with the wireless joystick, the new features included in PiccSIM were used, including model upload over the internet and the improved user interface.
HALVARI -ball balancing system
The ball balancing system has a cart that can move from side to side along two tracks as seen in Figure 10 (see also Figure 5 for a picture of the device). On the cart, there are convex metal rails on which the ball is balanced. The ball angle is limited to ±0.2 rad by the construction. The main objective is to balance the ball in the middle of the rails by moving the cart back and forward with the aid of an electric motor. The secondary goal is to keep the cart horizontally in the middle of the tracks (Ojala and Zenger, 2008) . The system can be controlled by the wireless manual joystick control or a computer. For a human operator the task of balancing the ball with a joystick is extremely difficult as the system is rather fast. In the computer control mode, PID or optimal control can be used, and the implementation is done using the previously mentioned Matlab-based tools. 
Experimental results
One of the objectives of this study was to develop a general purpose wireless joystick control for HAM systems. In this section, we will present and analyse the experimental results of the implemented wireless joystick control from two laboratory-scale processes. Furthermore, we will evaluate and analyse the developed packet loss compensation scheme in a trolley crane simulator. The use of the simulator in the latter case is justified, since the packet loss event is random, but in the simulator the probability of packet loss can be controlled. Hence, the performance of the compensation scheme may be evaluated against the packet loss probability. The results with the ball balancing system consider the overall performance and functionalities of the joystick control, whereas in the trolley crane case we also present in detail how the human controller identification scheme discussed above may be applied based on practice.
Wireless joystick control results
Trolley crane system
In the trolley crane system, we focus on the human controller identification based on the experiments with the wireless joystick control. In the experiment, the operator was asked to compensate for the swinging of the load after an initial acceleration. The rope length was kept constant during the different runs. In this setup, the trolley was first accelerated for 1.5 seconds by a ramp input of slope 0.4 Nm/s, after which the operator had to compensate the resulting load swing (initially approximately ±30°). The operator performed the experiment six times.
As discussed above, human control in a simple motor task execution can be thought as a PD-type controller with finite time delay. Tervo et al. (2009c) identified the transfer function (3) based on the same experiments. In this paper, it is studied whether a higher order transfer function would be more suitable for predicting the human control actions in the trolley crane case. The human controller receives the control error variable e(t) = θ ref ( 
(t). Our goal is thus to find a transfer function (in Laplace domain) G(s) which maps the control error E(s) to human control actions by C(s) = G(s)E(s).
In the estimation phase of parameters, the delay L o was determined by testing different delay values for the chosen model structure. As a result, the best fit was obtained with a delay of six samples, which corresponds to 0.06 s with the sample time 0.01 s. The parameters of the transfer functions of different orders were estimated by using ARX identification. The resulting discrete-time transfer function was transformed into a continuous-time equivalent by using the Tustin-method. As it can be seen from the results in Figure 11 , the third order model gives the best fit to data. The corresponding transfer function is: The results of the identification are shown in Figure 11 . The uppermost plot depicts the load angle over the different trials. It can be observed that the operator is able to compensate for the swinging of the load in about 3 s. The second plot describes the real human control and the control given by the first order model trial by trial. The third plot describes the average human control signal over the trials, and the average simulated control with different models. The last plot describes the sum of squared errors between the true control and the simulated control with different models. For this data set the third order model explained the data best. However, even the first-order model manages to capture the essential dynamic characteristics in the human operation, and thus it can be used in short-time prediction. It should be noticed that the operator model (22) has a non-minimum phase zero at about 200, and a pole at about -231. This might suggest that the delay was not estimated correctly.
However, it is difficult to estimate the delay exactly in this case, because it might be different for different experiment runs. The operator can predict more and more accurately when the control is released and he is allowed to control. Thus, the delay might decrease as the operator learns better the system dynamics. Another interesting point is that the linear transfer functions seem to capture the human operator's dynamics rather well, even though the controlled process is non-linear. 
HALVARI -ball balancing system
The wireless joystick control was also tested with the HALVARI ball balancing system. The same joystick as in the trolley crane case was used in these tests without any modifications to the joystick or the receiver node. Obviously, at the process end, the computer reading the control commands through the I/O board and passing these values to the motors running the system had to be configured properly to attain motor torques in a reasonable range. The receiver node was set to communicate with a computer running a real-time operating system (xPC Target) through an I/O board using the digital communication scheme discussed in Section 2. The computer then controls the motor that eventually moves the cart.
The results of a test run can be seen in Figure 12 , where the ball angle, the cart position and the joystick control signal are presented. The horizontal lines in the figure represent the physical boundaries of the system preventing the ball falling from the cart. It can be clearly seen that there is a small delay in the system from joystick control to cart movement, and there are several reasons for the existence of the delay. Partially, the delay is because of sampling and communication needed to deliver the operator commands with the wireless joystick, but also the motor dynamics and non-linearities affect the overall performance.
Discussion
Implementation of the joystick onto two different target systems was easy, only the scaling factors needed to be set in the control system end. The signal processing and filtering algorithms embedded in the joystick node efficiently remove the effects of noise and thus the manoeuvrability of the joystick operated systems is good. The proposed system architecture enables easy development and testing of HAM tools for real-time use as shown in the example of the human operator transfer function identification in the trolley crane control.
Compensation of network induced time delay
Setting up the experiment
For validating the packet loss compensation method proposed in Section 3, a trolley crane simulator developed for testing the human skill-adaptive control was used (Tervo and Koivo, 2009 ). The trolley crane simulator consists of a load with weight m, which is connected to the trolley (weight M) via a stiff rope (length L). The mass of the rope is assumed to be zero. The trolley can be moved in the horizontal direction by the control force F. The trolley is assumed to be affected by linear friction force (coefficient b) proportional to the velocity. The trolley position is denoted by x and the rope angle by θ. The experimental system is built on Matlab and the dynamics of the trolley crane are implemented in Simulink. In the experiments, the rope length is kept constant for simplicity.
The mathematical model of the trolley crane system is: 
whose parameters are shown in Table 2 . The trolley frictional coefficient was set small so that the system would be more difficult to control. The system equations were discretised and implemented in Simulink to obtain a dynamical simulator of the trolley. A joystick was connected to Simulink via the Joystick Input block available in the Virtual Reality toolbox. The sample time of the system is 0.05 s. In the beginning of the simulation, an initial swing was introduced to the system by using a ramp to accelerate the trolley. After the initial acceleration the joystick control was enabled. The task of the operator was to compensate for the swinging of the load as rapidly as possible. The operator did not have to mind about the position or speed of the trolley. The operator had to perform the task 30 times in each packet loss rate condition with and without the compensation. The conditions and the use of compensator were chosen randomly so that the operator did not know beforehand whether the compensation was in use or what the packet loss rate was. Before the actual test runs the operator trained the task with a significant amount of repetitions. Thus, the effect of learning was compensated.
The value of the learning parameter λ s in the communication recovery filter was set to 0.3. This value enables the return of the control signal rather rapidly to the value obtained from the joystick but it is sensitive enough so that the communication recovery does not introduce additional swinging.
Table 3
Metrics for performance evaluation of the trolley crane system in different conditions
Description Value
Integral of squared error for angle 
∫
The performance of the operator was evaluated by using the metrics shown in Table 3 . The integral metrics as well as θ max are meant for evaluation of the stability and manoeuvrability of the trolley crane system. The execution time measures the performance of the task execution, but it does not account for the manoeuvrability of the joystick control in general.
In addition to the performance metrics shown in Table 3 , this paper proposes using the jitter margin to confirm that the introduced compensation method increases the stability margin of a manual control system with varying time delay.
Results
The first step in the compensation method is to obtain the PD controller-like transfer function representation of the human operator. For the identification, the operator performed five trials under perfect communication conditions. The identification was performed by using the ARX method, and the reaction time delay was obtained by testing several candidates and choosing the one giving the minimum sum of squared error. The transfer function representation of the test subject is: The lower plot is a more detailed representation of the signals during about 7.5-12 s. It can be seen that when the operator returns the control to zero at about 9.5 s, the ZOH-signal still remains at a high level until the next packet reception. On the contrary, the compensation method decreases the black solid signal as the uncertainty of the current state of the system grows with the lost packets. The compensation results with the proposed method are shown in Figure 15 . When comparing the performance with respect to the average execution time T exc the difference emerges with large packet loss probabilities. When the packet loss rate is 0.9 the task is executed about 10 s faster when the compensation is used. Moreover, in one trial the maximum simulation time of 120 s was not enough to perform the task without compensation. Since the compensation decreases the amplitude of the control signal with the number of consecutive packets lost, the average level of control signal is lower when the compensation is used. Therefore, depending on the realisation of the packet loss probability process, one can manage to execute the task rather quickly without compensation even with high packet loss probability. But on the other hand, the stability of the control might be lost because the packet losses are unpredictable for the human operator. This does not happen when the compensation is used, because the compensation algorithm tries to retain the stability margin of the system by reducing the predictive control effort, if the derivative of the control error is high at the time the communication is lost. When looking at ISE criterion of the angle, one can notice that the compensation manages to keep the performance rather stable until the packet loss rate grows over 0.8. Even for packet loss rate of 0.9 the performance is good in comparison with the uncompensated case. From ISS and ISA criteria it can be concluded that especially for high packet loss rates the system behaves more smoothly when the compensation is used. The average distance driven with the trolley after the first stop or direction change D is significantly lower for the compensated case when the packet loss probability is high. The smooth behaviour for the compensated case can be seen especially from the maximum angle θ max obtained during the task execution.
When using the compensation, the value of the maximum angle decreases as the packet loss rate increases. This is because of two reasons: firstly, the compensation prevents larger jumps of the control signal and, secondly, as most packets are lost with high packet loss rate, the average level of the control signal fed to the system is smaller.
Stability analysis
Numerical results of the stability analysis of the proposed compensation algorithm are shown in Figure 14 . The uppermost plot shows the joystick input, the signal obtained by holding the control at the last known value during a communication break (ZOH), and the control signal obtained by the proposed compensation algorithm. The middle plot describes the time course of the assumed P and D terms of the human control signal during the communication break (from 4.15 s to 4.45 s) given by the compensation algorithm. Because the proposed algorithm modifies only the D term of the control signal, the P term remains constant during the communication break. Note that the effect of the communication recovery filter is not accounted for in this analysis, because it is an event-based operator which affects the dynamics of the system only during a short interval after the communication reestablishment. For such an operator the jitter margin analysis performed in this paper would not be valid. One should understand the analysis results so that at each time instant a new packet is lost, the stability of the system can be increased if the derivative control effort is decreased.
The lowermost plot shows the time course of the jitter margins during the communication break, with and without compensation. The jitter margins are computed using (20) for the case without compensation and using (21) for the compensated case. As this paper deals with the packet loss type of delay the jitter margins were increased according to Mirkin (2007) , by π/2. The blue dotted line in the lowermost plot shows the level of sample time h = 0.05 s.
At the time the communication is lost the jitter margin is about δ max = 0.3198 s. This means that the system can tolerate up to 0.3198/h = 0.3198/0.05 ≈ 6.3, that is, six lost packets and still retain stability. When looking at the time course of the jitter margin without compensation, the value becomes less than h = 0.05 s after the sixth lost packet. Because the true system is discrete, the jitter margin less than sample time means that no more packets can be lost. When looking at the time course of the jitter margin when compensation is used, one can note that the jitter margin actually increases at the beginning of the communication break. After the fifth lost packet the jitter margin starts to decrease, but still it is at a considerably high level. 
Discussion
The proposed compensation method decreases the control level based on the last known state of the system, and the prediction of the state of the human operator (with respect to a PD controller model) at the time the last measurement was received. According to the results, the proposed compensation method increases stability in an anti-swing task.
When the proposed compensation method is used, the average control signal level in the system decreases as the probability of successful reception of packets decreases. Thus, the system remains stable with higher packet loss rate than in the case without compensation. The anti-swing task was chosen because it is a basic task in controlling a crane-like process. Therefore, the solutions developed for increasing the manoeuvrability of human controlled process under communication uncertainty have more potential applications than, for example, stabilisation of an inverted pendulum. However, when it comes to an anti-swing task the crane control is a self-stabilising system. Therefore, the benefit of using the compensation method proposed should be evaluated also with a more difficult task, such as the stabilisation of an inverted pendulum.
The advantage of the method proposed in this paper is that it does not require a model of the controlled system. Only the measurements from the response of the system and the operator's control signals are needed. Moreover, the human operator model does not have to be accurate in terms of long-time prediction power, because it is used only to extract the assumed P and D components of the true human control at the time instant the communication is lost. After that the system is driven based on the last known human control, but the derivative component is decreased. It must be emphasised that the measurement or the estimate of the system's state is not needed during the communication breaks.
Another challenge in the current setting is that the effect of the change in the system's operating point (mass, rope length, etc.) should be taken into account better before the method can be fully utilised. One could use some online identification schemes in order to ascertain that the operator's model is valid for the current system. Alternatively, one could use different models for different operating points and use gain scheduling to decide the correct model for the current system. Probably the simplest solution would be, however, using the internal model techniques in identification of the human operator model (in PD form), which would retain the mapping from system parameters to the operator's model parameters. However, this is ongoing work and will be reported in further publications.
Conclusions
We have presented an implementation of a general-use wireless joystick control and suggested appropriate filtering schemes when embedding the algorithms in the controller device. The wireless communication in the joystick application is based on the state-of-the-art wireless sensor networking technology. The benefits of using such technology are related to the availability of the 2.4 GHz band worldwide without additional licensing costs. We have tested the joystick control in two real-life processes. We could successfully identify the human controller characteristics based on the tests performed, as required in HAM applications.
The test systems provided us several challenges that can also be found in many industrial applications such as measurement errors, noise, non-linearities, communication uncertainty, etc. The performance of the joystick device was good throughout the tests. Therefore, the system provides an excellent platform for developing HAM methods for real industrial applications.
In the paper, we have also proposed a mechanism to compensate for the effects of communication losses in the HAM framework. The method is based on first identifying the human controller and then compensating for the packet losses by adjusting the controller parameters at the actuator end. The proposed scheme could both improve the performance of the control task and better the stability of the control system, when losses in communication were experienced.
The ongoing work is focused on developing a good predictive model of a human operator, including the operator's individual characteristics and constraints as well as the constraints set by the mechanical system. The model will be used for design of cooperative, human skill-adaptive control system which adapts its interface to the human skill level and provides feedback for improving the performance.
