Abstract-We show the strength of the Fourier modal method (FMM) for numerically investigating the optical properties of vertical cavities including subwavelength gratings. Three different techniques for determining the resonance frequency and Q-factor of a cavity mode are compared. Based on that, the Fabry-Perot approach has been chosen due to its numerical efficiency. The computational uncertainty in determining the resonance frequency and Q-factor is investigated, showing that the uncertainty in the Q-factor calculation can be a few orders of magnitude larger than that in the resonance frequency calculation. Moreover, a method for reducing 3D simulations to lower-dimensional simulations is suggested, and is shown to enable approximate and fast simulations of certain device parameters. Numerical calculation of the cavity dispersion, which is an important characteristic of vertical cavities, is illustrated. By employing the implemented FMM, it is shown that adiabatic heterostructures designs are advantageous compared to abrupt heterostructures for minimizing the cavity scattering loss.
I. INTRODUCTION
V ERTICAL-cavity surface-emitting lasers (VCSELs) have been suggested as a candidate light source for near-future optical interconnects [1] , [2] . State-of-the-art VCSELs with distributed Bragg reflectors (DBRs) can be power-efficient [3] and be integrated to silicon (Si) [4] . However, using the DBRbased VCSEL structures for chip-level optical interconnects is not feasible, since coupling output light from an vertical cavity into an in-plane Si waveguide is not straightforward, requiring extra efforts such as the preserve of a grating coupler. Recently, a hybrid III-V-on-Si vertical-cavity laser (hybrid VCL) structure has been proposed using a Si high-contrast grating (HCG) reflector, as shown in Fig. 1 [5] . Thanks to its capability of high-speed operation [6] and in-plane light emission [7] , [8] , enabled by the HCG, the hybrid VCL appears promising for Si-integrated photonic circuit applications including chip-level optical interconnects. The HCG is a special class of subwavelength gratings, in which the grating period is close to the incident light wavelength and there is a large refractive-index contrast between the grating bars and surrounding materials [9] . Due to the large refractiveindex contrast, HCGs can provide extraordinary properties that have not been reported for conventional guided-mode resonance (GMR) filters with similar periodicity, such as high reflectivity over a broad bandwidth [9] , [10] , and high qualityfactor (Q-factor) resonances (Q>10 7 ) [11] , [12] . Employing the HCG in VCSELs as reflector maintains or even improves the desirable properties of DBR-based VCSELs such as a small modal volume, a low threshold current and a high powerefficiency [13] . Moreover, it results in novel properties such as MEMS-based efficient wavelength tunability [14] , [15] , strong single-transverse-mode operation [13] , [16] , and engineering of output beam profiles [17] , [18] . Furthermore, it has been recently shown that in-plane heterostructure implemented in HCG-based vertical cavities [19] enables exotic heterostructure configurations [20] , which are attractive for fundamental physics studies [21] .
Even though there are several methods for simulating and modeling a HCG, the simulation of HCG-based vertical cavities, such as hybrid VCL structures, has been usually performed using the finite-difference time-domain (FDTD) method [5] , [7] , [8] , [15] , [16] , [19] . FDTD simulations are powerful for analysis of many types of structures. However, long simulation times and a large amount of memory are required to simulate HCG-based cavities, since the entire simulation domain is large (tens of µm) while the smallest characteristic dimension is small (hundreds of nm). Recently, there have been several attempts to simulate HCG-based cavity structures using the other techniques [22] , [23] . In this work, the Fourier modal method (FMM) is employed, since it is particularly efficient for solving Maxwell's equations in periodic structures. The FMM is a special class of mode expansion techniques (or modal methods). In modal methods, the structure is discretized into layers, the eigenmodes of each layer are determined, and the eigenmodes of adjacent layers are connected using mode matching at interfaces. Modal methods provide valuable insight about the physics of simulated structures by giving direct access to interesting physical parameters such as mode profiles, effective refractive-indices and scattering coefficients in the structure [24] . HCG-based vertical cavities are layered structures and comprise a periodic grating layer, which makes them suitable for simulation using the FMM. Furthermore, in the FMM, several important parameters of interest such as reflectivity/transmissivity and cavity Q-factor are directly obtained without requiring any post-processing of simulation data, which is a strong advantage for numerical studies of HCG-based vertical cavities. Different numerical tweaks such as Li's factorization rule [25] , [26] , and application of structural mirror-reflection symmetries [27] can be implemented to improve the performance of the FMM considerably. Furthermore, absorbing boundary layers or perfectly matched layers (PMLs), implemented as regions of non-linear complex stretched-coordinate, can efficiently reduce the effect of finite computational domain [28] .
In this paper, we report on our in-house simulator based on the FMM, developed for studies of HCG-based cavities, which introduces new features for achieving increased numerical efficiency. Using this simulator, hybrid VCL structures have been numerically studied with emphasis on the analysis of 3D structures. Firstly, the implemented FMM with PML method is introduced briefly. Several different numerical techniques for determining the resonance wavelength and Q-factor of a cavity mode are introduced and compared. Among them, the roundtrip matrix approach appears very efficient for determining several transverse modes of the cavity at once. The numerical convergence of resonance wavelength and Q-factor is also investigated. The Q-factor is found to be much more difficult to accurately simulated than the resonance wavelength and this is explained. Furthermore, a method to simplify 3D simulations to several low-dimensional simulations is also suggested. The methods for computing the cavity dispersion, which is an important characteristic of the HCG-based cavities, is illustrated with a numerical example. Finally, the influence of adiabatic and abrupt in-plane heterostructures on the HCGbased cavity performance in transverse directions is investigated numerically. The reliability and numerical efficiency of the simulator presented in this work has been proven in our recent studies of HCG and related structures [8] , [20] , [29] - [31] .
II. FOURIER MODAL METHOD
The FMM, which is also referred to as the rigorous coupled wave analysis (RCWA), was introduced in early 80s to rigorously solve grating problems [32] . Due to its simplicity and robustness, it was used later for simulating other types of structures such as corrugated waveguides [33] , [34] , optical couplers [34] , plasmonics structures [35] , and photonic crystal (PhC) structures [36] - [38] . In this approach, by assuming a distinct propagation direction, the structure is discretized into layers. For each layer, the eigenmodes including both guided and radiated modes are calculated by solving an eigenvalue problem, which is obtained by expanding the eigenmodes on a basis set of exponential functions. Due to the linearity of Maxwell's equations, the total field in each layer is a summation over all of these eigenmodes. Continuity of transverse electric and magnetic field components at the layer interfaces results in a linear relationship between the mode coefficients in adjacent layers. Solving these equations for the mode coefficients, the field is determined for the entire structure.
A. Conventions
Here, the main physical and mathematical conventions employed in this work are reviewed. The main propagation direction is denoted by the z-direction and is referred to as the longitudinal direction, while the x-, y-directions are referred to as the transverse (or in-plane) directions (c.f. Fig.  1 ). For transverse electric (TE) or transverse magnetic (TM) polarization, the electric field is assumed to be parallel or perpendicular to the grating bars, respectively. All vectors and matrices are indicated by bold letters. Table I shows a list of main conventions employed in this article.
B. Eigenmodes of a Layer
After discretizing the structure into separate layers (the permittivity function of a layer has no spatial variation in the z-direction), the eigenmodes and their propagation constants for each layer are determined. Our starting point is Maxwell's equations for a source-free medium in the frequency domain, assuming exp(+jωt) as the time harmonic dependency. Only linear materials are considered here, i.e. D = 0 r E and B = µ 0 µ r H. It is convenient to work with normalized magnetic field, i.e. H = −j µ 0 / 0 H and normalized coordinate system, i.e. r = k 0 r (or equivalently∇× = k −1 0 ∇×), since two similar equations are then obtained for the electric and magnetic fields as:∇
The PML is implemented as a complex coordinate stretching (which is a kind of coordinate transformation) similar to the implementation in the FDTD technique [39] . Therefore, Maxwell's equations are rewritten with coordinate stretching functions g x and g y for the x-and y-directions [40] . By eliminating the z-component of the electric and magnetic fields, the following equations are obtained for the transverse field components [41] :
where £ HE and £ EH are the differential field operators [42] :
where f x = (∂g x /∂x) −1 and f y = (∂g y /∂y) −1 . The coordinate stretching functions are unity transformations outside the PMLs, i.e. g x = x and g y = y, respectively and they are complex-value functions inside the PMLs, with the imaginary part of the transformation damping the outgoing waves [43] . Here, the coordinate stretching function suggested in Ref. [28] is employed.
In the optical frequency range and for most practical materials, µ r is unity [44] . For each layer, the permittivity function is invariant in the z-direction, i.e. r (x, y, z) = r (x, y). In the FMM, it is assumed that the structure is periodic in both xand y-directions with periodicities of Λ x and Λ y , respectively. Therefore, the permittivity r and coordinate stretching factors f x and f y can be expanded as a 2D Fourier series where each term corresponds to a spatial harmonic. Furthermore, due to Bloch's theorem, a pseudo-periodic Fourier series can be used for expanding the E and H fields. These Fourier series expansions transform Maxwell's differential equations to their matrix representations as [41] :
where the vectors S x , S y , U x and U y contain the Fourier series coefficients of the transverse field components E x , E y , H x andH y , respectively. Matrices P and Q are:
where F x and F y are the Toeplitz matrices defined from the Fourier series coefficients for the functions f x and f y , respectively [40] , and matrices E x , E y and E z are obtained from r as discussed in Ref. [26] . K x and K y are diagonal matrices containing the normalized spatial wavevector components k xm = mλ/Λ x and k yn = nλ/Λ y , respectively. m and n are the Fourier series indices, m = −m x , · · · , −1, 0, 1, · · · m x and n = −n y , · · · , −1, 0, 1, · · · n y , and the total number of Fourier terms are M x = 2m x + 1, N y = 2n y + 1 and N t = M x N y in the x-direction, y-direction and both directions, respectively. All the matrices in Eqs. (5a) and (5b) are squared matrices with the size of N t . By combining these two equations, an expression for {S x , S y } is obtained, and matrix Ω is defined as Ω = PQ. Assuming a z-dependency in the form of exp (γz) for the field components, the differential equations are transformed to an eigenvalue problem for the matrix Ω, which is solved easily by a standard eigenvalue software package (MATLAB in this work):
After solving the eigenvalue problem, eigenvalues
, there are two eigenvalues which share a single eigenvector, and the appropriate sign is chosen as it is discussed in Refs. [45] , [46] . Each γ i is referred to as an eigenmode propagation constant and its corresponding eigenvector (w x,i , w y,i ) as an electric field eigenmode. All the eigenvectors form a matrix W, where eigenvector (w x,i , w y,i ) is the ith column. A diagonal matrix Γ is also defined, where γ i are the diagonal values, and consequently ΩW = WΓ 2 . Furthermore, using Eqs. (4a) and (4b), the magnetic field eigenmode (v x,i , v y,i ) is the ith column of the matrix V = QWΓ −1 . The total field in a layer is a weighted summation of all the eigenmodes with their corresponding propagation constants [41] :
where c p and c n are the expansion coefficient vectors of the propagating waves in positive and negative directions, respectively, and the layer starts at z = z 1 and ends at z = z 2 .
The phase factors, exp [−Γz 1 ] and exp [−Γz 2 ], are introduced to prevent numerical overflow as explained in Ref. [45] . For a given excitation field, c p and c n can be found by employing appropriate boundary conditions as discussed in section II-F.
C. Structural Mirror Symmetries
If the permittivity function is an even function of one of the coordinates, the solution to Maxwell's equations will be either even or odd in that coordinate [44] . Considering only the mirror symmetries of the permittivity function in the transverse directions, four cases are possible for a structure; no symmetry, x-axis mirror symmetry, y-axis mirror symmetry, and simultaneous x-and y-axis mirror symmetries. In the FMM, the mirror symmetries in real space are transferred to the Fourier space [27] , and they can be employed to considerably reduce the simulation effort, i.e. time and memory. With no use of mirror symmetries, the size of the eigenvalue problem of Ω is 2N t and the total number of matrix elements is 4N 2 t . If the structure has mirror symmetry in both transverse directions, the matrix size can be reduced to one fourth. Since the eigenvalue computation time is roughly proportional to the third power of the matrix size, employing the two mirror symmetries results in a factor of 4 3 (= 64) reduction of the computation time. Moreover, the number of matrix elements is reduced by a factor of 4 2 (= 16). The method introduced in Refs. [27] , [47] is implemented in this work to take advantage of the mirror symmetries.
D. Homogeneous Layer Eigenmodes
For a homogeneous layer, i.e. a layer with no variation of the relative permittivity function in transverse directions, the eigenmodes of the layer can be obtained analytically, provided that no PML is included. These eigenmodes correspond to the Rayleigh expansions for diffraction orders [26] . If the PML is implemented, the eigenmodes can not be found analytically anymore. However, if there are several homogeneous layers, a simple relationship can be found between their eigenmodes, as discussed in Ref. [48] for 2D problems. Here, we derive a similar relation for 3D cases. Assume that the eigenvalue problem is solved for free-space and its matrices for the eigenmode electric field and propagation constant are W 0 and Γ 0 , respectively. The eigenvalue problem for determining the eigenmodes of layer with permittivity of r has a solution of (W, Γ), where
If the structure is invariant in one direction, for instance in the y-direction, the 3D problem can be simplified to two individual 2D problems for the TE and TM polarizations. For the TE polarization, the non-zero field components are (E y ,H x ,H z ), while for the TM polarization only (E x , E z ,H y ) are non-zero. The matrix size for a 2D problem is reduced to half, which results in an eight-fold and fourfold reduction of computational time and required memory, respectively. The expressions for the P and Q matrices for the two polarizations can be obtained simply by letting K y = O:
Since Ω is a block diagonal matrix, its eigenvalues are a combination of the eigenvalues of its block matrices Ω 11 and Ω 22 , which correspond to the TM and TE polarization problems, respectively. Without the PML implementation (F x = I), these expressions will be similar to the expressions derived in Refs. [49] , [50] . However, the eigenvalue problem for the TM polarization is found based on the electric field E x (instead of the magnetic fieldH y ).
F. Scattering Matrices
In order to connect the fields in neighboring layers, the continuity of transverse field components, i.e. E x , E y ,H x andH y , at the layer interfaces should be applied. It results in a linear relationship between the field coefficients, c p and c n in two neighboring layers. In a multilayer structure, various algorithms can be used to connect the coefficients, such as transfer matrices [51] , hybrid matrices [52] , admittance matrices [53] , and scattering matrices (S-matrices) [25] , [41] , [54] . Among them, the S-matrices are used widely in the literature, due to various advantages such as elegant physical interpretations, unconditional stability and memory efficiency [41] . There are several variants of S-matrix implementations for the FMM [25] , [41] . In the variant implemented in this work, all the layers are separated by a gap composed of freespace [41] , [54] . As long as the free-space gap thickness is zero, it has no influence on the performance of the structure. The advantage of using the artificial free-space regions, is that the S-matrices of each layer only depends on the layer itself, not on its adjacent layers [41] , [54] . It reduces the numerical effort for the cases where only one layer is changing, since only the S-matrices of that layer should be updated instead of all adjacent layers.
III. RESONANCE WAVELENGTH AND Q-FACTOR
The important characteristics of a resonant optical cavity, are the resonance wavelengths λ r and Q-factors Q of the cavity modes. In this section, several methods for calculating the resonance wavelength and Q-factor, using the FMM, are compared. The advantages and disadvantages of these methods are discussed in section V-B.
A. Quasi-Normal Mode Approach
Since an optical cavity is leaky, it forms an open system, and the eigenmodes of Maxwell's equations have complex frequencies [55] , [56] . These eigenmodes are referred to as quasi-normal modes (QNMs). Using the concept of QNMs provides a convenient framework for working with optical cavities, since the real parts of QNM eigenvalues correspond to the position and the imaginary parts of QNM eigenvalues correspond to Q-factor of the resonances in the spectral transmissivity [57] . In the QNM picture, the optical cavity is viewed as a passive open system with only emission out of the cavity and no waves incident to the cavity. Therefore, outgoing boundary conditions should be satisfied for the QNM. In the FMM, the outgoing boundary condition is satisfied in the zdirection [38] . Using the concept of S-matrices, QNMs can be found as the non-trivial solution of the following equation for c in approaching zero [35] :
which corresponds to the poles of the S −1 matrix. In other words, the QNM complex frequencies are those that make the determinant of the S −1 matrix zero. There is an equivalent method, referred to as the round-trip matrix method, which is easier and more efficient to implement in the FMM compared to the first method [38] . In this approach, the QNMs are found as the eigenmodes of a round-trip matrix U inside the cavity with an eigenvalue of 1. They are found for a complex frequencyω, and the QNMs frequency will be the real part ofω, and their Q-factor are obtained by [58] . The round-trip matrix U is obtained at an arbitrary plane inside the cavity by determining the S-matrices seen to the left S :
B. Fabry-Perot Approach
In this approach, the round-trip matrix method is employed in real frequency domain instead of complex frequency plane of the QNM approach, but the phase of eigenvalue of matrix U is considered [59] . If R r is the eigenvalue of matrix U, the resonance wavelength λ r is found as the wavelength, which makes the phase of R r zero, i.e. arg(R r )=0. This is equivalent to a constructive interference condition for a complete roundtrip inside the cavity. The Q-factor is then obtained as [59] :
where the derivative is evaluated at λ r where arg(R r )=0.
C. Spectral Approach
The most straightforward method for determining the cavity resonances is to consider the reflectivity (or transmissivity) spectrum of an optical cavity, i.e. consider the response to an incident wave. In this method, a notch in the reflectivity spectrum (or a peak in transmissivity spectrum) corresponds to a resonance wavelength. The Q-factor is estimated as the ratio of the resonance wavelength λ r and the full-width halfmaximum (FWHM) bandwidth of the notch (or peak), Q = λ r /∆λ. Regarding the incident wave, one need to ensure that the incident wave can excite the cavity mode, e.g. the incident wave is required to have the same parity as the cavity mode profile. 
IV. LOW-DIMENSIONAL SIMULATIONS
Similar to other numerical techniques, it is highly demanding in terms of time and memory for the FMM to solve Maxwell's equations for a 3D structure. Thus, it remains an important challenge to develop techniques for reducing the computational effort. For a 3D HCG-based vertical cavity, we will show that it is possible to analyze the structure by considering lower-dimensional structures, as illustrated in Fig.  2 . Thus, by performing low-dimensional simulations, one can estimate the cavity loss in each transverse direction separately. This approach is particularly useful for optimizing the in-plane heterostructure design, leading to a huge speed improvement, compared to full 3D simulations. Firstly, a so-called 1.5-dimensional (1.5D) simulation is carried out, where only one period of the HCG is used, and the structure is assumed to be uniform in the y-direction. Indeed, it is a two-dimensional (2D) simulation for a structure with an infinite number of grating periods due to the periodic boundary condition in the x-direction. This 1.5D simulation can be employed to compute the reflectivity, transmissivity and cavity dispersion. For a 2D simulation, a finite number of grating periods is considered as illustrated in Fig. 2(b) , and the structure is assumed to be uniform in the y-direction, similar to the 1.5D case. Absorbing boundary conditions are implemented in the x-direction. A 2D simulation can be employed to estimate the loss in the x-direction, and also to design a heterostructure in this direction. Figure 2 (c) shows a structure used for 2.5-dimensional (2.5D) simulations, in which only a single grating period is considered, similar to the 1.5D structure. However, the structure is not uniform in the y-direction any more, and absorbing boundary conditions are employed in this direction. A 2.5D simulation can be utilized to design an in-plane heterostructure in the y-direction. The photon life-time of an optical cavity quantifies the decay rate of the energy from the cavity, and is related to the Q-factor of the cavity as τ = Q/ω. Photons can escape from the cavity in any direction. Assuming a box surrounding the cavity structure, three photon life-times τ x , τ y and τ z are defined, which quantifies the cavity decay rates corresponding to different propagation directions, in the x-, yor z-directions, respectively. If we assume the cavity losses in different directions are not correlated, a simple relationship is obtained for τ or equivalently the Q-factor as:
where Q i = ωτ i with i=x, y, z are the Q-factors corresponding to the each direction. For a HCG-based cavity, Q z , Q x and Q y can be estimated by performing 1.5D, 2D and 2.5D simulations of the structure, respectively. Furthermore, the resonance wavelength of the cavity can be estimated using the cavity dispersion as discussed in Ref. [20] . Therefore, it is possible to estimate the resonance wavelength and Q-factor of a cavity mode without performing a full 3D simulation.
V. NUMERICAL EXAMPLES
In this section, we provide several numerical simulation examples of HCG-based vertical cavities. The considered structure is the hybrid VCL structure for optical interconnect applications at 1550-nm wavelength reported in Ref. [8] . It consists of a dielectric DBR, an InP active region, and a grating layer formed in the Si layer of an Si-on-insulator (SOI) wafer. The parameters for the structure are summarized in Table II . The HCG is designed to be highly reflective (above 99.9%) for TM-polarized light at 1550-nm wavelength, and having a bandwidth larger than 50 nm. The thickness of the air gap layer between the III-V and low-index gap layer is designed to result in constructive interference, considering the reflection phase of the HCG. If PMLs are required for simulations, the thicknesses are chosen as 0.5 and 2 µm in the x-and ydirections, respectively. If not stated otherwise, the grating layer comprises 14 grating bars with a period of 640 nm and a bar width of 371.2 nm, and is terminated to Si in the xdirection. The grating bars are 6 µm long in the y-direction, where the last 3 µm section has a smaller width of 315.5 nm to form a heterostructure in the y-direction (c.f. Fig. 6 ). Firstly, the convergence behavior of the resonance wavelength and Q-factor of a cavity mode is investigated in both transverse directions, and the difference in the convergence rate of these two quantities is discussed. Secondly, three different numerical techniques for calculating the Q-factor are compared. Next, the validity of low-dimensional simulations is tested for the example HCG-based cavity. Finally, a vertical cavity with an in-plane heterostructure is designed and investigated by using the low-dimensional simulation technique. 
A. Convergence Rates
To confirm the validity of our simulator based on the FMM, the convergence behavior has been investigated by evaluating the resonance wavelength and Q-factor parameters as a function of the total number of Fourier terms N t (=M x N y ). Numerically, if the relative error of the desired parameter is within the acceptable error, we say that the simulation has converged. In this work, the relative error of a parameter is defined with respect to its previous value, which is obtained for the nearest and smaller N t . By performing complete 3D simulations of a HCG-based cavity, it is practically impossible to determine the M x and M y values, which guarantee convergence, due to the very long simulation time required. However, by employing the low-dimensional simulations, one can estimate the required number of Fourier terms in the x-and y-directions separately, and use those numbers for a subsequent 3D simulation. Therefore, we investigate the convergence of resonance wavelength and Q-factor of the fundamental mode for the example HCG-based cavity in 2D and 2.5D simulations as a function of number of Fourier terms in the x-direction, M x , and y-direction, N y , respectively.
Figures 3(a) and (b) illustrate the convergence test of the resonance wavelength and Q-factor of the fundamental cavity mode for 2D simulations. Similarly, Figs. 3(c) and (d) show similar graphs in 2.5D simulations. In both 2D and 2.5D simulations, the convergence rate for Q-factor is lower than that of the resonance wavelength by approximately three orders of magnitude, which has been also reported for other numerical techniques, e.g., FDFD [60] . This can be explained by using the analytic expression for the Q-factor in FabryPerot cavities [61] :
where t eff is the effective cavity length considering the mirror penetration depths, n c,g is the group refractive index of the cavity, and r 1 and r 2 are the reflectivity amplitudes for the two cavity mirrors. If the only uncertainties are in the value of r 1 and r 2 , the uncertainty in the mode Q-factor will be: The uncertainty of the resonance wavelength is approximately three orders of magnitude smaller than for the Q-factor. If the number of Fourier terms is larger than Mx=185 and Ny=87 in the x-and y-directions respectively, the uncertainty in resonance wavelength and Q-factor value will be less than 0.01 and 5 %, respectively.
Therefore, the relative error of the Q-factor is approximately Q-times higher than that of the reflectivity amplitude. On the other hand, the resonance wavelength is determined by the constructive interference condition as λ r = 4πn c t c /(φ 1 + φ 2 − 2mπ), where m is the longitudinal mode order, and φ 1 and φ 2 are the reflectivity phases of mirrors. Using this expression, the uncertainty of the resonance wavelength is on the same order as that of the mirror reflectivity phases. Since the reflectivity phase and amplitude have a similar convergence rate, the Q-factor shows a convergence rate which is lower by its value, compared to the convergence rate of resonance wavelength. Practically, if an uncertainty of 5% for the Qfactor is acceptable, M x =185 and N y =87 are the minimum required number of Fourier terms in the x-and y-directions, respectively. It should be noted that the number of Fourier terms should be increased for an increasing number of grating bars or lengths of the grating bars, in order to obtain a specific relative error in the calculations. For a grating comprising N g grating bars, if M x is chosen to be 14N g +1 the calculation errors empirically does not exceed 5% and 0.01% for the Qfactor and resonance wavelength of cavity mode, respectively.
B. Q-factor Comparison
In this section, the Q-factor and resonance wavelength of the fundamental mode for the example HCG-based cavity are computed with the three methods explained in section III. Although, for this comparison 2D simulations are performed here due the much less required simulation effort, 3D simulations will lead to a similar conclusion. For the QNM approach, the modes are determined by iterating the frequency in the complex plane until the eigenvalue of the matrix U become unity. The resonance wavelength is usually found in less than 10 iterations. But depending on the initial guess for resonance wavelength and the cavity Q-factor, more iterations may be required. For the Fapry-Perot approach, the eigenvalues of the round-trip matrix U are calculated as a function of the real frequency. For the implementation, the eigenvalues R r are computed for several wavelengths close to the estimated resonance wavelength. The resonance wavelength can be then found by interpolation or extrapolation of the eigenvalue phase, to the wavelength where arg(R r ) becomes zero. Figure  4 shows the phase of several eigenvalues of matrix U as a function of wavelength. Each line corresponds to a transverse mode, and its intersection with zero gives the resonance wavelength of that mode. The corresponding mode profile is shown in the inset. Finally, for the spectral approach, the fundamental mode of the HCG-based cavity is excited by a Gaussian wave from the superstrate. The reflectivity and transmissivity spectra are shown in Fig. 4(b) and the normalized field profile at the resonance wavelength is also shown in the inset. Table III compares the simulation results from the three methods. The two methods employing the round-trip matrix U, result in approximately similar values for both the resonance wavelength and Q-factor (their relative difference is less than 10 −7 for the resonance wavelength and 10 −3 for the Q-factor). These negligible differences can be attributed to the round-off errors in the calculations and is less than the uncertainty of the computations. The spectral approach provides a slightly different values compared to other methods, especially for the Q-factor, since the exact value of the FWHM bandwidth is difficult to evaluate for a large Q-factor mode. Although these three methods lead to approximately the same value for the cavity resonance wavelength and Q-factor, they are different from the numerical point of view. The main advantage of the QNM approach is that it can determine the resonance with an inaccurate initial guess for the resonance wavelength. However, this method can only find a single cavity mode for each function call. If there are several closely-spaced resonances, Fabry-Perot approach is much more efficient, since it can find all the resonance wavelengths and their Q-factor in one function call. Therefore, the Fabry-Perot method is suitable for determining several transverse modes of a HCGbased cavity. The spectral method takes the longest time, since it requires a wavelength scan with a fine resolution, particularly for a high Q-factor mode. Furthermore, the incident wave should be able to excite the mode efficiently, which could be difficult for modes with unknown or unusual spatial profiles.
C. Cavity Dispersion
Recently, it has been shown that the dispersion of a vertical cavity, i.e., the relation between the frequency ω and inplane wavevector components k x or k y of a cavity mode, can be engineered by using the HCG as reflector and designing the dispersion of the HCG [20] , [21] , [62] . The dispersion curvature is the second-order derivative of the frequency of a propagating mode with respect to the in-plane wavevector, and its inverse can be interpreted as an effective photon mass along the wavevector direction. As discussed in Ref. [20] , the dispersion curvatures along transverse directions can be engineered in HCG-based vertical cavities to have a specific positive, zero, or negative value. The control of dispersion characteristics opens a way to engineer the enhancement of the spontaneous emission through the Purcell factor [63] or control the properties of polariton lasers [64] . Furthermore, the freedom of engineering the cavity dispersion or equivalently the photon effective mass enables us to realize interesting inplane heterostructures [20] , and plays an important role in controlling the importance of disorder effects as shown for photonic crystal lasers [65] . Here, the method for rigorous calculation of the cavity dispersion is shown for the example HCG-based vertical cavity. For dispersion calculation 1.5D simulation is performed, since a unit cell of the structure is required for computing the dispersion. Figure 5 (a) illustrates the transmissivity contour map of the test HCG-based cavity as a function of the wavelength and incident angle in the x-direction. As explained in section III, the mode resonance frequency ω corresponds to the peak in 
D. Low-Dimensional Simulation Examples
In order to prove the accuracy of low-dimensional simulations in modeling the HCG-based cavity, we perform 2D, 2.5D and 3D simulations of the test structure. Table IV shows the simulation results. By performing a 2D and a 1.5D simulation of the structure to estimate Q 2D and Q z , respectively, Q x can be determined: 1/Q 2D = 1/Q z + 1/Q x . Similarly, a 2.5D simulation estimates Q 2.5D , which determines Q y by using the relation, 1/Q 2.5D = 1/Q z +1/Q y . Then, by inserting the Q x , Q y , and Q z values into Eq. (13b), the total Q-factor Q can be estimated. As shown in Table IV , this Q value determined from low-dimensional simulations agrees well with the Q 3D value that is directly obtained from a 3D simulation. The relative difference between these two Q-factors is less than 1%. In addition, once the band-edge frequency and band-edge curvature are known for the core and cladding of the vertical cavity, the original 3D problem becomes a 2D photonic well problem, from which the resonance wavelengths of the modes can be estimated as explained in Ref. [20] . Therefore, the resonance wavelengths and Q-factor of modes can be estimated without performing a 3D simulation. The time required for performing all 1.5D, 2D and 2.5D simulations is approximately two orders of magnitude shorter than that for a single 3D simulation.
E. In-plane Heterostructure
An in-plane heterostructure can be formed in a HCG-based cavity by introducing variations of the grating parameters in the x-and y-directions, as shown in Fig. 6 [20] . These variations can be realized by changing the grating bar width in the e-beam lithography process. Here, we are particularly interested in photonic well structures for implementing efficient transverse mode confinement, which is essential for laser applications. In this section, it is discussed how to design an effective barrier in the x-direction, with a similar approach being applicable for the y-direction. In a vertical cavity heterostructure, there are three different loss mechanisms; vertical out-coupling loss through mirrors, lateral outcoupling loss through the in-plane barriers, and scattering loss due to the refractive-index perturbation of the cavity by the heterostructure [19] . For our example 2D HCG-based cavity with a heterostructure in the x-direction only, both mirrors are designed to be highly-reflective (reflectivity above 99.99%), which results in a low vertical out-coupling loss. Figure 7(a) shows the Q-factors of two transverse modes as a function of the barrier length L bx for three barrier heights ∆ω. In all cases, the Q-factor saturates as the barrier length L bx increases. A smaller barrier height requires a longer barrier length for saturation, and results in a higher Q-factor since the scattering loss becomes smaller. The barrier length in the transverse directions should be at least several times the barrier penetration depth, in order to have an effective barrier. Otherwise, the optical mode tail will tunnel through the barrier region and leak out, resulting in additional lateral loss. For a large-enough barrier length, a smaller barrier height is advantageous, since it results in a smaller perturbation and consequently less scattering loss. However, it should be noted that the optical mode size will be larger for a smaller barrier height, since it will penetrate farther into the barrier region. The barriers can be formed adiabatically or abruptly, as shown in Figs. 6(a) and (b) , respectively. Figure 7(b) compares the Q-factor of the fundamental mode as a function of mode size, barrier height, and barrier type (abrupt or adiabatic), given the barrier lengths are identical. Comparing Cases 1 and 3 shows that the adiabatic barrier leads to a higher Q-factor and a larger mode size. The higher Q-factor can be attributed to less scattering loss. Comparison of Cases 2 and 3 shows that a smaller barrier height results less scattering loss and a larger mode size.
VI. CONCLUSION
The HCG-based vertical cavity laser is an emerging microcavity structure with promising applications. However, the modeling of its optical characteristics is highly demanding, due to the lack of cylindrical symmetry in the structure, rendering it a genuine 3D problem with vectorial nature. In this work, to tackle this numerical challenge, a fully-vectorial 3D simulator, based on the Fourier modal method, has been implemented and optimized using structural symmetries and absorbing boundary conditions. Using this simulator, several techniques for computing the Q-factor and resonance frequency have been compared, which shows that the Fabry-Perot approach is the most efficient for handling HCG-based cavities with a few transverse modes. It also reveals that the uncertainty in the Q-factor calculations is inherently larger by a factor given by the Q-factor itself compared to the uncertainty of the resonance frequency calculation. Furthermore, a method for analyzing a 3D structure by performing consecutive lower-dimensional simulations, has been proposed and tested. This method can accurately estimate the Q-factor, with much less computational effort, i.e. simulation time and memory, compared to a 3D simulation. Finally, using the numerical techniques discussed here, various in-plane heterostructures for transverse confinement have been investigated, which shows that adiabatically-defined heterostructure reduces the optical loss as well as providing good transvese confinement.
