A b s t r a c t. The main goal of this study is to investigate the asymmetric impact of innovations on volatility in the case of the US and three biggest emerging CEEC-3 markets, using univariate EGARCH approach. We compare empirical results for both the whole sample from Jan 3, 2007 to Dec 30, 2011, and two equal subsamples: the 'down market' period, and the 'up market' period. Pronounced negative asymmetry effects are presented in the case of all markets, and are especially strong in the 'down market' period, which is closely connected with the 2007 US subprime crisis period.
Introduction
The US stock market is found to be the most influential market in the world. The results of many studies support the evidence for US dominance in the international stock markets, and therefore the S&P 500, the main index of the New York Stock Exchange, is universally accepted as a benchmark index, both in the case of developed and emerging markets research (e.g. Eun, Shim, 1989; Hamao et al., 1990; Koutmos, Booth, 1995; Tse et al., 2003; Syriopoulos, 2007; Lee, Stewart, 2010; Baumöhl, Výrost, 2010; Olbryś, 2013) . The recent research evaluates the transmission of the US subprime crisis to both developed and emerging markets. However, the emerging markets responded very strongly to the deteriorating situation in the US financial system and real economy. For example, Dooley's and Hutchson's (2009) regression 'event study' focusing on 15 types of news, indicates that a range of financial and real economic news emanating from the US had statistically and economically large impacts on 14 emerging markets and several news events uniformly moved markets. As a matter of course, there are extremely more 'bad' than 'good' news during the 'crisis' period. Nelson (1991) points out that researchers beginning with Black (1976) found evidence that stock returns are negatively correlated with changes in returns volatility, i.e. volatility tends to rise in response to 'bad news' (excess returns lower than expected) and to fall in response to 'good news' (excess returns higher than expected).
The purpose of this paper is to investigate the asymmetric impact of innovations on volatility in the case of three biggest emerging CEEC-3 1 markets, and (for comparison) for the US stock market, using univariate EGARCH approach (Nelson, 1991) . We try to deal with the 'nonsynchronous trading effect II' by using a 'common trading window' procedure and estimating suitable EGARCH models based on daily open-to-close logarithmic returns for the four major stock market indexes: S&P 500 (New York), WIG (Warsaw), PX (Prague), and BUX (Budapest). The main goal is to obtain an overlapping information set in the case of the CEEC-3 markets, as we test the impact of common 'bad' and 'good' news. We compare empirical results for both the whole sample from Jan 3, 2007 to Dec 30, 2011 and two equal subsamples: Feb 12, 2007 to Mar 9, 2009 as the 'down market' period and Mar 10, 2009 to Mar 10, 2011 as the 'up market' period. We observe pronounced negative asymmetry effects in the case of all markets, especially in the 'down market' period, which is closely connected with the 2007 US subprime crisis period. To the best of author's knowledge, no such comparative investigation has been undertaken for the US and CEEC-3 stock markets.
As mentioned above, the impact of 'bad' and 'good' news is described in terms of univariate EGARCH models while e.g. Büttner and Hayo (2012) advocate to take into consideration 'actual news' in economic sense (e.g. EMU-related news, news from the ECB, and the like) 2 . They analyze the 1 Three biggest emerging Central and Eastern European Countries (CEEC-3), in order of largest population size are: Poland, the Czech Republic, and Hungary (Büttner, Hayo, 2012) .
2 EMU -European Economic and Monetary Union; ECB -European Central Bank.
impact of news on three financial markets in Poland, the Czech Republic, and Hungary. The remainder of the paper is organized as follows. Section 1 specifies a methodological background and a brief literature review. First, we stress the validity of the nonsynchronous trading problem. Next, we present the motivation for the choice of 'down market' and 'up market' subperiods. A brief theoretical framework concerning the EGARCH(p, q) models is also presented. In Section 2, we present the data and an empirical analysis of the asymmetric impact of innovations on volatility in the case of the US developed stock market (as a benchmark market) and the three biggest emerging CEEC-3 markets. Then we discuss the results obtained. Conclusion recalls the main findings and sums them up.
Methodological Background

The Non-Trading Problem
Some studies distinguish between two nonsynchronous trading effect problems. The first problem, called 'nonsynchronous trading effect I', occurs when we analyze one selected domestic stock market. Stock tradings do not occur in a synchronous manner. Different stocks have different trading frequencies, and even for a single stock the trading intensity varies from hour to hour and from day to day. The actual time of last transaction of the stock varies from day to day. As such we incorrectly assume daily returns as an equally spaced time series with a 24-hour interval (Tsay, 2010, p. 232) . The non-trading effect induces potentially serious biases in the moments and comoments of asset returns such as their means, variances, covariances, betas, and autocorrelation and cross-autocorrelation coefficients (e.g. Campbell et al., 1997; Doman, 2011) . The second and potentially serious problem, called 'nonsynchronous trading effect II', occurs when we examine the relations between stock markets in various countries. The national stock markets are operating in diverse time zones with different opening and closing times, thereby making return observations nonsynchronous (Eun, Shim, 1989 ). These differences arise naturally from the fact that trading days in different countries are subject to different national and religious holidays, unexpected events, and so forth (Baumöhl, Výrost, 2010) . This paper investigates the asymmetric impact of innovations on volatility in the case of the three biggest emerging CEEC-3 stock markets, and (for comparison) for the US market. For this reason, we have to deal with the 'nonsynchronous trading effect II'. Many studies attempted various methods to deal with the 'nonsynchronous trading effect II'. Some researchers use weekly or monthly data to avoid the non-trading problem. Such solutions, however, may lead to small sample sizes and cannot capture the information transmission in shorter (daily) timeframes (Baumöhl, Výrost, 2010) . Other papers present various daily data-matching procedures. For example, Hamao et al. (1990) Koutmos, Booth, 1995; Tse et al., 2003; Olbrys, 2013) . Syriopoulos (2007, p. 46) says: '(…) it would have been ideal to use both the open and close stock market prices, in order to reduce potential non-synchronous trading bias between the US and the European stock markets.' In many studies the following approach, also called a 'common trading window', is very popular: the data are collected for the same dates across the stock markets, removing the data for those dates when any series has a missing value due to no trading (e.g. Eun, Shim, 1989; Booth et al., 1997; Olbrys, 2013) .
Motivation for The Choice of Subperiods
In our research, we compare empirical results of asymmetric effects of innovations on volatility in the case of the US and CEEC-3 markets for both the whole sample Syczewska (2010) proposed somewhat different subsamples as 'crisis' ('down market') and 'post-crisis' ('up market') periods, but we advocate Feb 27, 2007 as the beginning of the 'down market' period following Dooley and Hutchison (2009), and March 9, 2009 as the end of the 'down market' period because of the global minimum of the S&P 500 index value in the whole sample achieved on this day. The overall S&P 500 index fell from 1399.04 (Feb 27, 2007 ) to 676.53 (March 9, 2009 ). It lost 51.64% of previous value during the 'down market' period, which is closely connected with the 2007 US subprime crisis period. Dooley and Hutchison (2009) focus their analysis on the links between the US and a broad range of emerging equity markets over a subprime crisis sample period from Feb 2007 to March 2009, including Poland, Hungary, and the Czech Republic amongst others. Mun and Brooks (2012) extend the Dooley's and Hutchison's analysis to a broader set of individual developed and emerging markets, and also extend the whole sample period to Feb 2010 (full 3 years). Frank and Hesse (2009) find that end-February 2007 was a period when early signs of stress began to emerge in global markets prior to the time when the subprime crisis was revealed in mid-2007.
The Exponential GARCH Model
Many researchers documented that stock return volatility tends to rise following 'good' and 'bad' news. This phenomenon was noted both for individual stocks and for market indexes (Braun et al., 1995) . Since Nelson (1991) introduced the univariate Exponential Generalized Autoregressive Conditionally Heteroskedastic (EGARCH) model, some papers employ this model to capture the asymmetric effect of innovations on volatility.
Several studies present various applications of univariate and multivariate EGARCH models. In (Koutmos, Booth, 1995) the transmission mechanism of price and volatility spillovers across the New York, Tokyo and London stock markets from three different time zones is investigated, using the EGARCH approach. Jane and Ding (2009) propose the multivariate extension of Nelson's univariate EGARCH model and compare their model with the existing one given by Koutmos and Booth (1995) . Booth et al. (1997) provide the evidence on price and volatility spillovers among four Scandinavian (Nordic) stock markets. Bhar (2001) applies an extended bivariate EGARCH model to provide evidence of linkages between the equity market and the index futures market in Australia. Reyes (2001) examines volatility transfers between size-based indexes from the Tokyo Stock Exchange, using a bivariate EGARCH model. Tse et al. (2003) employ a bivariate EGARCH model that allows for both mean and variance spillovers between the US and Polish stock markets. Balaban and Bayar (2005) test the relationship between stock market returns and their forecast volatility derived from the symmetric and asymmetric GARCH-type models in 14 countries. Lee and Stewart (2010) examine asymmetric effects on volatility in the case of the Baltic and Nordic major stock indexes, using both univariate and multivariate EGARCH models. Olbrys (2013) investigates the interdependence of price volatility across the US developed stock market and two emerging Central and Eastern European (CEE) markets in Warsaw and Budapest using a multivariate modified EGARCH model.
As a matter of fact, the asymmetric effects of innovations on volatility for one selected domestic stock market could be well described by the univariate EGARCH model, although it is now widely accepted that a multivariate modeling framework (in the case of the group of markets) leads to more relevant empirical models than working with separate univariate models (Bauwens et al., 2006) . But it is worth stressing that the multivariate EGARCH model estimation is particularly difficult due to the large number of estimated parameters.
The univariate time series } { t R can be expressed as:
where:
is the conditional expectation of t R given the past infor-
ε is the innovation of the series at time t .
Nelson's univariate EGARCH(p, q) model can be represented as follows (Tsay, 2010) :
where: (Jane, Ding, 2009 ). For 0 < θ the future conditional variances will increase proportionally more as a result of a negative shock than for a positive shock of the same absolute magnitude (Bollerslev, Mikkelsen, 1996 
Since EGARCH(p, q) = EGARCH(1, 1) is a simple case, Eq. (2) becomes:
Eq. (5) can be rewritten (subscript of 1 α is omitted) and then:
where . 
which measures the time period required for the innovations to be reduced to one-half of their original size. An additional advantage of the EGARCH model is that no parameter restrictions are required to insure positive variances at all times (Fiszeder, 2009 ). model for market i may be written as follows: 
Empirical Results
Data Description and Preliminary Statistics
The raw data consists of daily opening and closing prices of major stock market indexes for New York (S&P 500 index), Warsaw (WIG index), Prague (PX index), and Budapest (BUX index). As mentioned in Introduction, the main goal was to obtain the overlapping information set in the case of the CEEC-3 markets, as we tested the impact of common 'bad' and 'good' news. We used the 'common trading window' procedure and removed the data for those dates when any series has a missing value due to no trading. Thus all the data are collected for the same dates across the four markets and finally there are 1181 observations for each series for the period beginning , ln
we obtain consequently that a daily close-to-close logarithmic return can be expressed as:
, ln ln ln ln
where t C and 1 − t C are the closing prices of days t and ) 1 ( − t , respectively, and t O is the opening price of day t . Note that on a given day t , because the CEEC-3 markets open before the US market, daytime information set from the US market would have an influence on the CEEC-3 markets on the next day. An information set can be seen in broad terms as the set of all information relevant for pricing an asset at a given time (Baumöhl, Výrost, 2010) . Therefore, the information on the opening and closing values of the CEEC-3 and US stock markets indexes does not belong to the same information set, however, the information set for the CEEC-3 markets is overlapping. Table 1 reports summarized statistics for the close-to-close, close-toopen, and open-to-close logarithmic returns for four stock indexes: S&P 500, WIG, PX, and BUX, as well as statistics testing for normality and interdependence. The sample means are not statistically different from zero. The measures for skewness and excess kurtosis show that all return series are negatively skewed and highly leptokurtic with respect to the normal distribution. Likewise, the Doornik-Hansen (2008) test rejects normality for each of the return series at the 5 per cent level of significance. The Ljung--Box (1978) statistic at the lag T q ln ≈ , where T is the number of data points (Tsay, 2010, p. 33) , calculated for both the return and the squared return series, indicates the presence of significant linear and non-linear dependencies, respectively, except the WIG O-C and PX O-C series. The linear dependences may be due to the 'nonsynchronous trading effect I' of the stocks that make up each index (e.g. Campbell et al., 1997) . The non-linear dependences may be due to the autoregressive conditional heteroskedasticity (e.g. Nelson, 1991; Koutmos, Booth, 1995; Booth et al., 1997) . All calculations were done using Gretl 1.9.11 (Adkins, 2012 Ljung-Box (1978) statistics for returns and squared returns, respectively, distributed as χ 2 (q), q≈lnT, where T is the number of data points (Tsay, 2010) . The χ 2 (7) critical value is 14.07 (5%).
Asymmetric Impact of Innovations on Volatility
To examine asymmetric effects between positive and negative index return innovations, we first estimate the univariate AR(1)-EGARCH(1,1) models of the four stock indexes: S&P 500, WIG, PX, and BUX, in the whole sample period from Jan 3, 2007 to Dec 30, 2011. The robust QML (Bollerslev, Wooldridge, 1992) estimates of the parameters of the model (8) are presented in Table 2 4 . Note: the table is based on all sample observations during the period Jan 3, 2007-Dec 30, 2011; * denotes significance at the 5 per cent level; the heteroskedastic consistent standard errors are in parentheses; the variance-covariance matrix of the estimated parameters is based on the QML algorithm; the distribution for the innovations is supposed to be skewed t; ν and λ are conditional density parameters (Lucchetti, Balietti S, 2011, p. 3) ; the asymmetry coefficient is defined in the text; the half-life is defined in the text and represents the time it takes for the shock to reduce its impact by one-half; BIC and AIC are the information criterions; LB(20) and LB 2 (20) denotes the Ljung-Box (1978) statistics for standardized innovations and squared standardized innovations, respectively (Baillie, Bollerslev, 1990) ; numbers in brackets are p-values.
For model checking, the Ljung-Box statistics LB(20) for the standardized innovation process, and LB 2 (20) for the squared standardized innovations were applied (Baillie, Bollerslev, 1990 ). The evidence is that there is no serial correlation or conditional heteroskedasticity in the standardized innovations of the fitted models. The estimated AR(1)-EGARCH(1, 1) models are adequate (Tsay, 2010, p. 146) .
Several results presented in Table 2 Table 2 . For New York, Warsaw, Prague, and Budapest, negative innovations increase volatility considerably more than positive innovations. Our findings suggest that the four stock markets are more sensitive to 'bad' than 'good' news.
The persistence of volatility may be interpreted by using the half-life concept (7), which measures the time it takes for an innovation to reduce its impact by one half. Numerically, the HL coefficients for the New York, Warsaw, Prague, and Budapest indexes are equal to: 31.16, 40.43, 29.79, and 32.66 days, respectively . It is worth stressing that the half-life coefficients are surprisingly high, however Scheicher (2001, p. 37) (Table 2) .
Tables 3a-3b present further analysis, including details about results from the AR(1)-EGARCH(1, 1) models of the four stock indexes in: − the 'down market' period from Feb 27, 2007 to Mar 9, 2009 (Table 3a) , − the 'up market' period from March 10, 2009 to Mar 10, 2011 (Table 3b) . ; * denotes significance at the 5 per cent level; the heteroskedastic consistent standard errors are in parentheses; the variance-covariance matrix of the estimated parameters is based on the QML algorithm; the distribution for the innovations is supposed to be skewed t; ; ν and λ are conditional density parameters (Lucchetti, Balietti S, 2011, p. 3) ; the asymmetry coefficient is defined in the text; the half-life is defined in the text and represents the time it takes for the shock to reduce its impact by one-half; BIC and AIC are the information criterions; LB(20) and LB 2 (20) denotes the Ljung-Box (1978) statistics for standardized innovations and squared standardized innovations, respectively (Baillie, Bollerslev, 1990) ; numbers in brackets are p-values.
The results in Tables 3a-3b clearly show that the asymmetric effects between positive and negative index return innovations are especially strong in the 'down market' period (cf. Note: the table is based on observations during the 'up market' period March 10, 2009-March 10, 2011; * denotes significance at the 5 per cent level; the heteroskedastic consistent standard errors are in parentheses; the variance-covariance matrix of the estimated parameters is based on the QML algorithm; the distribution for the innovations is supposed to be skewed t; ; ν and λ are conditional density parameters (Lucchetti, Balietti S, 2011, p. 3) ; the asymmetry coefficient is defined in the text; the half-life is defined in the text and represents the time it takes for the shock to reduce its impact by one-half; BIC and AIC are the information criterions; LB(20) and LB 2 (20) denotes the Ljung-Box (1978) statistics for standardized innovations and squared standardized innovations, respectively (Baillie, Bollerslev, 1990) ; numbers in brackets are p-values.
As for the 'up market' period the evidence is that the estimated univariate EGARCH models are qualitatively rather poor. Most of the parameters are not statistically significant at the 5 per cent level. Essentially, the research provides evidence that the four markets are not homogeneous regarding the asymmetric impact of innovations on volatility in the 'up market' period, as well as the half-life coefficient size. The asymmetric effects between positive and negative index return innovations are present in the case of three markets (i.e. New York, Warsaw, and Budapest). Suitable halflife coefficients for the New York, Warsaw, Prague, and Budapest indexes are equal to: 23. 55, 42.97, 17.89, and 62 .67 days, and are substantially higher compared those in the 'down market' period. This evidence confirms that the four stock markets are more sensitive to 'bad' than 'good' news.
Conclusions
Our research provides evidence for pronounced asymmetric impact of innovations on volatility in the case of the US and CEEC-3 markets, especially in the 'down market' period (Feb 27, 2007 -March 9, 2009 ). We conclude that negative innovations have a higher impact on volatility than positive innovations. Our findings suggest that the four stock markets are more sensitive to 'bad' than 'good' news.
A possible and interesting direction for further investigation would be an asymmetry effects investigation in the case of the US and CEEC-3 markets, in terms of other asymmetric GARCH-type models (cf. Engle, 2000; Bauwens et al., 2006) .
