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Die vorliegende Arbeit beschäftigt sich mit der laserbasierten Ionenbeschleunigung im Target
Normal Sheath Acceleration (TNSA) Prozess. Verschiedene, eindimensionale Modelle für die
Plasmaexpansion in ein Vakuum, die auf die Pionierarbeit von Gurevich1 zurückgehen, werden
untersucht, um grundlegende Zusammenhänge zwischen den verschiedenen Anfangsgrößen —
wie etwa Elektronenparameter, Laser- und Targeteigenschaften —- und den experimentell beob-
achteten Ionenspektren und den maximalen Ionenenergien abzuleiten.
Die Lösung der Problemstellungen dieser Arbeit erfolgt sowohl analytisch als auch numerisch.
Der entwickelte Hybridcomputercode behandelt die Ionen entsprechend einem Particle-In-Cell
(PIC) Code kinetisch, die Elektronen hingegen werden in einem Gleichgewichtszustand mit dem
elektrischen Potential des Ladungstrennungsfeldes auf der Targetrückseite angenommen.
Im ersten Teil der Arbeit wird der Zusammenhang zweier verschiedener Ansätze zur Beschrei-
bung der heißen Elektronenpopulation innerhalb dieser Modelle untersucht. Hierbei zeigt sich,
dass ein in der Literatur häuﬁg benutzter hydrodynamischer Zugang in der allgemeinen kineti-
schen Beschreibung der Elektronen enthalten ist, unter der Annahme einer bestimmten Klasse
von Phasenraumdichten. Diese Klasse enthält eine stufenförmige Energieverteilung, welche die
Energieerhaltung während der Expansion selbstkonsistent sicherstellt, d.h. die Expansion verläuft
adiabatisch.
Der Einﬂuss einer stufenförmigen Energieverteilung der heißen Elektronen auf den Ionenbe-
schleunigungsprozess wird im zweiten Teil dieser Arbeit untersucht, insbesondere im Vergleich
zu weitverbreiteten adiabatischen Modellen, welche eine anfängliche Maxwellverteilung der hei-
ßen Elektronen annehmen. Die Annahme einer stufenförmigen Energieverteilung, welche deut-
lich von einer Maxwellverteilung abweicht, führt auf eine Skalierung der maximalen Ionenener-
gie als Funktion der Laserintensität, welche um fast eine Größenordnung von dem Skalierungs-
gesetz abweicht, das man unter der Annahme einer anfänglichen Maxwellverteilung erhält. Die
Anwendung der verschiedenen adiabatischen Expansionsmodelle auf Daten von Experimenten
mit ultrakurzen Pulsen (d.h. mit Pulsdauern kürzer als 80fs) zeigt klar, dass sich die Vorhersa-
gen des Expansionsmodelles unter Annahme einer stufenförmigen Energieverteilung gut mit den
experimentellen Resultaten für die maximale Ionenenergien und die Ionenspektren decken, wäh-
rend dies für die Modelle, welche eine anfängliche Maxwellverteilung annehmen, nicht der Fall
ist. Dieses essenzielle Resultat sollte bei der Interpretation von Experimenten in Zukunft berück-
sichtigt werden.
Nach der Betrachtung des Einﬂusses der speziellen Form der Energieverteilung der heißen
Elektronen auf den Prozess der Plasmaexpansion, wird im dritten Teil der Arbeit die Auswirkung
eines anfänglichen Ionendichtegradienten auf der Targetrückseite untersucht. Hierbei behandeln
wir ein Expansionsmodell für ein Target welches einen linearen Dichteabfall auf der Targetrück-
seite besitzt. Das entwickelte analytische Modell ist — unter der Annahme eines empirischen
Zusammenhanges zwischen der Skalenlänge des initialen Dichtegradientens und der initialen
Targetdicke — in der Lage den experimentell beobachteten Zusammenhang zwischen der maxi-
malen Ionenenergie und der initialen Targetdicke zu reproduzieren. Mittels unseres Modells kön-
nen die Auswirkungen eines Laservorpulses auf den Plasmaexpansionsprozess betrachtet werden,
einschließlich der experimentell beobachteten optimalen Targetdicke.
Zusammenfassend haben wir gezeigt, dass nicht nur die qualitativen Eigenschaften des Lasers,
des Targets und der heißen Elektronen — wie etwa die Laserintensität, die Targetdicke, die Tem-
peratur und Dichte der heißen Elektronen — das Ionenspektrum und die maximale Ionenenergie
bestimmen, sondern auch die spezielleren Eigenschaften des Lasers und der heißen Elektronenpo-
pulation — wie etwa der Laservorpuls und die Form der heißen Elektronenverteilung. Mit diesen
Erkenntnissen sind neue Einsichten in die laserbasierte Ionenbeschleunigung möglich, welche in
Zukunft helfen könnten den Beschleunigungsprozess zu optimieren.

Abstract
The present work is dealing with the theoretical description of laser-driven ion acceleration in
the Target Normal Sheath Acceleration (TNSA) process. Various, one-dimensional models de-
scribing the laser-heated plasma expansion into vacuum, which were inspired by the pioneering
work of Gurevich,1 are studied to derive principal relations between the initial conditions of the
laser-target interaction — such as electron parameters, laser and target properties — and the ion
spectra and maximum ion energies which can be observed in experiments.
The solutions of the physical problems considered in this thesis are derived analytically as
well as numerically. The developed hybrid computer code treats the ions kinetically similar to
a Particle-in-Cell (PIC) code, whereas the electrons are assumed to be in equilibrium with the
electric potential of the charge-separation ﬁeld on the rear surface of the target.
In the ﬁrst part of this work, two different approaches for the description of the hot electron
population are compared when applied to these models. It turns out that a hydrodynamic ansatz
for the electron density, which has widely been used in the literature, is contained in the general
kinetic treatment of the electrons under the assumption of a particular class of electron energy
distributions. This class contains a step-like electron energy distribution which self-consistently
ensures energy conservation during the plasma expansion, i.e. the expansion is adiabatic.
The impact of a step-like hot electron energy distribution on the ion acceleration process is
described in the second part of this thesis, with the focus on the comparison to adiabatic plasma
expansion models assuming an initially Maxwellian hot electron distribution. The assumption of
a step-like distribution, which remarkably deviates from a Maxwellian phase space density, leads
to a scaling of the maximum ion energy with the laser intensity which differs by almost one order
of magnitude from the scaling law found for the case of an initially Maxwellian distribution. The
application of the various adiabatic plasma expansion models to the data from ultrashort-pulse
experiments (i.e. with laser pulse durations shorter than 80fs) convincingly shows that the ana-
lytic results of the expansion model assuming a step-like electron energy distribution reproduce
the observed maximum ion energies and the corresponding ion spectra quite well, while this is
not the case for the models assuming Maxwellian electron distributions. This is an essential fact
which has to be considered in the interpretation of future experiments.
After the consideration of the inﬂuence of the particular shape of the hot electron energy distri-
bution on the plasma expansion process, the third part of this work covers the impact of an initial
density gradient at the rear surface of the target. Here, we discuss an expansion model for a target
with an initially linear density ramp at the target rear surface. The developed analytical model is
able — under the assumption of an empirical relation between the scale length of the initial den-
sity gradient and the initial target thickness —- to closely reproduce the experimentally observed
relation between the maximum ion energy and the initial target thickness. By using our model
prepulse effects in the plasma expansion process can be considered, explaining the experimental
observation of an optimal target thickness.
In summary, we show that not only the qualitative parameters of the laser, the target and the
hot electrons — such as the laser intensity, the target thickness, the hot electron temperature and
density — determine the ion spectrum and the maximum ion energy but also the more speciﬁc de-
tails of the laser and the hot electron population — such as the laser prepulse and the shape of the
hot electron distribution. With these ﬁndings, new insights into the laser-driven ion acceleration
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I. Introduction and thesis outline
In physics and applied science, there is a broad interest in the production of highly energetic
ion beams. Beside the use of conventional accelerators, the possibility of laser-plasma-based ion
accelerators has been discussed since the 1970’s.2–5 In the beginning of the 21st century, the
focus on laser-driven acceleration has been renewed by the ﬁrst experiments using short-pulse
high-power lasers6–9 which became widely available at that time. The large interest is mainly
motivated by the remarkable properties of the produced ion beams, which are characterized by
(i) a short duration, which is initially of the order of the laser pulse length,6,8, 10 (ii) a small
divergence angle,11 (iii) a highly laminar ﬂux12,13 and (iv) a large number of ions (e.g., up to
1013 protons14). That makes laser-based ion accelerators a potential and promising source for
various applications in medical physics,15–21 for new diagnostics techniques,22–27 for astrophysi-
cal investigations concerning high-energy matter interactions,28–33 for isotope production,17,34 as
pre-accelerators for conventional accelerators12,35 and for fast ignition.36–43
The primary ion acceleration mechanism in most of the experiments performed so far is the
so-called Target Normal Sheath Acceleration (TNSA), see chapter 1. This process was realized
with short-pulse lasers in the femto- and picosecond range with intensities above 1018 W/cm2
for the ﬁrst time in the beginning of the 21st century by Snavely, Hatchett, Clark, Wilks and
others.6–9 Here, a laser pulse ionizes atoms at the front side of the target, forming a plasma. Due
to the interaction of the laser pulse with that plasma, electrons are accelerated up to relativistic
energies.44,45 These energetic electrons penetrate through the target,46–49 creating a hot electron
cloud at the rear side of target.50 The induced charge separation is the source for a strong, longi-
tudinal electric ﬁeld in the TVm−1 range. It immediately ionizes atoms at the target back side.
Driven by the strong electrostatic ﬁeld, the ions overcome the bonding force and start to expand
into the adjacent vacuum, ﬁnally reaching energies up to several tens of MeV per nucleon.6
Beside the experimental progress achieved in the recent past, the expansion of a plasma into
vacuum has already been investigated theoretically over several decades. On account of the com-
plex physics and the limited computer power during the early stages, the ﬁrst theoretical ap-
proaches are based on a one-dimensional and purely electrostatic description.1,2, 51 Here, one
starts with a plasma, which is composed of a single species of ions and a single population of
electrons. Initially, the spatial ion density ni is modeled by a semi-inﬁnite slab,
ni(t = 0) =
{
ni,0 : x ≤ 0
0 : x > 0 ,
(0.1)
where x and t refer to the spatial coordinate and the time, respectively, while ni,0 denotes the initial
value of the ion number density in the plasma slab(1) . In contrast to the ions, which are initially at
rest, the energy distribution of the laser-heated, hot electrons is assumed to be Maxwellian with
a temperature Te,0 > 0. A central aspect of the pioneering studies1,2, 51 is the assumption that the
electrons arrange themselves in a stationary conﬁguration with the electric potential φ on a time
scale which is small compared to the characteristic time of changes in the ion distribution. Under
(1) Usually, Zi ni,0 is set equal to the initial number density ne,0 of the hot electrons, which has been estimated before
(see chapter 8, especially Eq. (8.3)).
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this assumption, the relation(2)






for the spatial electron density ne can be derived (see Sec. 2.3). Here, ne,0 denotes the hot electron
density in absence of a potential, φ ≡ 0, and e is the elementary charge. In the electrostatic de-
scription, the electric potential is speciﬁed by the Poisson equation. However, due to the coupling
































is used, with vi, Zi and mi denoting the ion ﬂuid velocity, the ion charge state and the ion mass,
respectively. Due to the nonlinear character of the system it is impossible to give an exact an-
alytic solution without any further constraints. However, one can formulate a result1, 2, 51 for
t → ∞. This solution is based on the assumption of quasi-neutrality Zi ni(x) = ne(φ(x)). This
ansatz is motivated by the fact that the initially step-like ion density distribution gets smoother
with increasing time. As a consequence, the electron distribution, which cannot follow strong
local changes in the ion density due to the thermal motion of the electrons, gets closer to that of
the ions.
In the following years, different aspects of the obtained self-similar solution were extensively
studied.2–5,52–56 For example, Mora and Pellat generalized the pioneering work of Gurevich1
for the case of an arbitrary, non-Maxwellian electron energy distribution.56 Although, the quasi-
neutral self-similar solution is useful for the principal understanding of different physical obser-
vations in the TNSA process, e.g., the broad ion energy spectrum,6,8, 57, 58 it is not suitable to
describe the whole plasma expansion process, since it is only valid for large times but diverges
for t → 0.
In order to overcome this limitation, Mora considered the full system (0.3) and gave an empiric
expression for the electric ﬁeld strength at the ion front which is valid for all times.59 Based on it,
relations for different physical quantities are found, as for example for the maximum kinetic en-
ergy as a function of time. Those results were used in many further studies of the TNSA process,
especially in the interpretation of experiments,10,60 see chapter 8. The popularity of the Mora
model is based on its simplicity and the fact that advanced models often give not manageable
explicit results. However, from the theoretical point of view there is a weak point. Due to the
isothermal behavior of the electrons, the kinetic energy of the ions increases towards inﬁnity for
t → ∞. Therefore, the acceleration of the ions has to be terminated at some empirical instant
(2) Note from Eq. (0.2), that the ”temperature”, Te,0, is strictly speaking a thermal energy. However throughout the hole
thesis, the notation ”temperature” is used and the Boltzmann constant k is suppressed.
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of time, see Ref. 10 for example. In order to resolve that problem, the expansion of ﬁnite size
targets was investigated.61,62 In these studies, the total energy of the system is conserved and
the hot electron temperature decreases with time because of the energy transfer from the thermal
energy of the electrons into the kinetic energy of the ions. As a consequence, the maximum ion
energy is limited.
So far, all approaches assumed a Maxwellian electron energy distribution at all instants of
time. However, in general from the physics point of view, there is no a priori reason for the
electrons to preserve an initially Maxwellian distribution since the laser heating of electrons is al-
most collisionless in most TNSA experiments.63 To abolish this limitation, Grismayer and Mora
used the concept of the adiabatic invariant to model the temporal evolution of the electron phase
space density in more detail.64, 65 Here, the electron distribution is not restricted to a special class
of functions. Instead, the algorithm of Ref. 64 describes the correct temporal evolution of an
arbitrary electron energy distribution. Moreover, it preserves automatically the total energy of
the system. Thus it is an alternative approach for the adiabatic plasma expansion, extending the
mentioned studies.61,62 The work of Grismayer and Mora could proﬁt from earlier studies on the
temporal evolution of the electron distribution under the assumption of quasi-neutrality66–68 as
well as from the discussion of the concept of the adiabatic invariants.66 However, they showed
ﬁrst that the ansatz is almost equivalent to a fully dynamic treatment of the electrons by means
of simulations. Consequently, one can model the electron dynamics on the time scale of the ions,
which is an enormous computational advantage.
In parallel, also the inﬂuence of the cold background electrons has been studied. Since the be-
ginnings,4, 53–55 the knowledge has been enlarged in the last decade by works of Kovalev, Passoni,
Tikhonchuk and others.14,68–70 Here, it was shown that the cold electrons can not only increase
the initial ﬁeld strength at the plasma boundary, but they especially dominate the skin depth of
the electric ﬁeld14,71 inside the plasma. The last fact becomes important in the case of ”thin”
targets, which play a central role in the production of quasi-mono-energetic ion beams,72–76 since
the skin depth speciﬁes the value of the target thickness up to which a target may be considered
as ”thin”. However, a detailed analysis77,78 of the expansion process also shows that the proper-
ties of the ion front, which is formed by the most energetic ions, is mainly dominated by the hot
electron population (see Sec. 5.2). For that reason, we will only account for a single hot electron
distribution in this thesis.
Beside the kinetic approach discussed so far, other analytic models were developed. For exam-
ple, Andreev et al. considered a hydrodynamic plasma description.79,80 Starting from the Euler
equation for a perfect ﬂuid, the adiabatic relation for an ideal gas with the adiabatic index κ and
the assumption of massless electrons, one obtains the electron density relation









in contrast to the Maxwellian expression (0.2). By relating the electron density (0.4) to the general
kinetic description of the hot electrons, it turns out that the electron density of the hydrodynamic
approach implies a particular class of phase space densities for the hot electrons81 (see Sec. 6.1).
This class contains a step-like electron energy distribution which self-consistently ensures energy
conservation during the plasma expansion. Therefore, it may serve as another, alternative model
for the adiabatic expansion of a plasma, complementing the studies61,62, 64, 65 mentioned above.
Due to the remarkably different hot electron energy distribution, the acceleration process also
3
INTRODUCTION AND THESIS OUTLINE
shows qualitative differences in comparison to the common case assuming a Maxwellian hot en-
ergy distribution,61,62, 64, 65 as shown in Ref. 82, respectively in Sec. 7.2. Concerning the initial
electron distribution, there are also studies assuming other forms, e.g., a truncated Maxwellian
distribution,83–87 a super-Gaussian distribution68,69 or a Crain distribution,88 and there are still
ongoing debates which form should be used.88,89
Note further, that also alternative analytic models exist. For example, Schreiber et al. evaluated
the electrostatic potential induced by a spot of hot electrons, which are assumed to be situated at
the back side of the target.90 To describe the characteristic properties of the accelerated protons,
they are treated as test-particles in that potential. The model, which has been used in different
studies, e.g. Ref. 91, can been seen as a complementary model to that of Gurevich and followers,
where the protons dominate the electrostatic potential. A short comparison of the test-particle
approach and the plasma slab expansion model is given in Sec. 5.3
In the last decade, considerable progress was made towards the understanding of the TNSA
process, and the related experiments have demonstrated the remarkable properties of the gener-
ated proton/ion beams. However, there are still unresolved challenges. For example, in contrast
to the broad energy spectrum reported by the ﬁrst TNSA experiments6,8 and veriﬁed theoreti-
cally,1, 59 most of the applications require an ion beam with deﬁned energy and narrow spectrum.
In order to realize a peak-like spectrum different ideas were suggested. Probably, the most pop-
ular one is based on targets consisting of multiple ion species (see Sec. 5.3). Here, one can
distinguish between two versions. (i) The ﬁrst one is based on heterogeneous targets, where a
thin layer of light ions (protons) is attached to a layer of heavy ions. These so-called double-
layer targets were originally proposed by Bulanov92 and were experimentally realized for the
ﬁrst time by Hegelich and Schwoerer.93, 94 Thereby, the plasma expansion leads to a peak in the
proton spectrum, which is caused by the so-called Coulomb-Piston effect. Although the principal
mechanism is well understood, analytic calculations69,70, 95, 96 are challenging and often limited
in its validity. Therefore, most of the investigations on double-layer targets are based on numer-
ics.15,71, 97–100 (ii) The other multi-ion species approach is based on homogeneous targets which
consist of several ion species. Experimentally, the idea can be realized using droplets of heavy
water,101 for example. Again, from the theoretical point of view most of the investigations were
done numerically.71,98, 99, 102
In general, a central condition for the production of quasi-monoenergetic peaks is a small
proton density within the initial target.71, 99 Because this is technically hard to realize in case
of double-layer targets, the use of homogeneous foils seems to be the better choice.100,102,103
Another important aspect which inﬂuences the resulting proton spectrum is the transverse di-
mension of the proton source compared to the dimension of the hot electron spot. In order to
get a homogeneous energy spectrum the proton source should be small. Experimentally this
can be realized by microstructured targets.94, 104 Numerically, this was studied by Robinson et
al.73, 105 Another possibility to limit the size of the proton source is given by the use of so-called
mass-limited targets.100,103,106–110 Beside the multi-ion strategy discussed so far, also the use of
multiple laser pulses was studied.111,112 In addition, numerical investigations79,80, 103,113–116 and
experiments74–76,117,118 augur that ultra-thin targets are promising objects for the production of
narrow, high-energy peaks in the ion spectra.
Most of the approaches have in common, that the appearance of narrow ion-energy peaks is
enhanced by laser pulses with a high contrast, i.e., a small prepulse intensity, since an intense
laser prepulse can already initiate an expansion of the rear side of the target before the main pulse
4
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drives the ion acceleration process in the proper sense. In other words, the prepulse leads to an
increase of the ion density scale length at the target rear side present at the beginning of the TNSA
process. According to theoretical studies,119,120 a ﬁnite initial ion density gradient at the target
rear side decreases the maximum electric ﬁeld strength, which in turn leads to lower ion energies.
Also, a large laser prepulse could completely disintegrate a small-scale target. Therefore, a high
laser contrast is essential for experiments with mass-limited targets. The principal inﬂuence of a
laser prepulse as well as of a ﬁnite initial plasma scale length on the maximum ion energy were
widely studied,60,91, 120–123 both experimentally and theoretically.
It can be reasoned that the laser prepulse has an essential impact on the experimentally ob-
served data60,79, 80, 124,125 and there is an optimum target thickness for each set of experimental
conditions, which provides the highest maximum ion energy. It shows that Mora’s model,59 uti-
lizing some empirical estimates10,60, 126 which connect the electron parameters ne,0 and Te,0 as
well as the effective ion acceleration time to the experimentally known quantities, is able to ex-
plain the inﬂuence of the target thickness on the maximum ion energies for targets thicker than
the optimal thickness.10,60 However, this is not the case for targets thinner than this value. To
close this gap, we extended the model of Mora to the case of targets with an initial density gradi-
ent (see part V).
The thesis is structured as follows. In part II, selected terms and deﬁnitions from plasma physics
and laser plasma interactions are recalled. This includes an overview on the TNSA process (chap-
ter 1) as well as an introduction to some theoretical concepts (chapter 2) which are essential for
the further studies in this thesis. Afterwards, in chapter 3 we discuss the central model of this
thesis. In part III, we begin our investigations with the discussion of the well-known Mora model
(chapter 4) as well as some extensions of it (chapter 5). It shows that there are primarily two
degrees of freedom in the model, (i) the initial electron energy distribution and (ii) the initial spa-
tial ion distribution. The models which are discussed in part III assume an initially Maxwellian
electron distribution as well as an initially step-like ion distribution. Later on, we explore the
impact of these assumptions on the ion acceleration process.
In part IV, the role of a step-like hot electron energy distribution in the TNSA process is exam-
ined. We start by analyzing the stationary hydrodynamic description of the hot electron gas with
the stationary kinetic ansatz — two models for the description of the electrons — as a preliminary
consideration (chapter 6). It turns out that the stationary hydrodynamic approach implies a par-
ticular class of non-Maxwellian electron energy distributions, among which the step-like electron
energy distribution plays a special role and may ensure physical self-consistency. Assuming such
a step-like energy distribution, the ion acceleration process is remarkable modiﬁed and the results
might be suitable to explain observed data from ultra-short pulse experiments (chapter 7).
Then, in part V we deal with the initial spatial ion distribution. At ﬁrst, we brieﬂy recall the
application of the existing theoretical models to experimental ﬁndings (chapter 8). In this context,
it shows that the Mora model cannot fully explain the experimentally observed relation between
the maximum proton energy and the initial target thickness. By replacing the initially step-like
ion distribution used in this model by an ion distribution with an initial density gradient one
might be able to reproduce the experimental data. In chapter 9, we discuss the principal effect
of such a density gradient, present a theoretical model which describes the corresponding ion
characteristics, and ﬁnally apply it to published experimental data.
5
II. Basics
1. Laser plasma ion acceleration — the TNSA
process
Schematically, the TNSA process can be divided into three parts127 (see Fig. 1.1).
1 2 3
Figure 1.1.: Sketch illustration of the TNSA process. 1: A high-intensity laser (yellow arrow) irradiates a
solid target (blue) from the left, ionizing the front surface. The plasma starts to expand towards the laser.
A distribution of hot electrons (red dots) is generated in the laser plasma interaction. 2: The hot electrons
penetrate through the target getting inhibited by an internal electric ﬁeld. 3: A part of the hot electrons
escapes at the rear side of the target inducing a strong longitudinal electric ﬁeld which ionizes atoms in
the surface layer and accelerates them in the target normal direction.
(i) Plasma formation and fast electron generation at the target front surface. As
soon as the laser hits the front side of the target, the intense radiation starts to ionize the irra-
diated surface. Since the energy of a single photon for a laser with a wavelength in the red or
infrared spectral range is usually smaller than the work function(1) of the target material, the clas-
sical photoelectric effect plays a negligible role. Hence, a bound electron may be excited by the
absorption of a photon but it cannot overcome the potential barrier. However, for intensities IL
above 1010 W/cm2 multi-photon processes become important.128 In this case, the photon density
is that large that the probability for an exited but still bound electron to absorb another photon
(or even multiple photons sequentially) in a timespan which is smaller or equal to the character-
istic lifetime of its excitation state is increased essentially. If an electron gets unbound in this
stepwise manner, the process is called multi-photon ionization.129–131 For increasing laser inten-
sities,128 IL  1013W/cm2, a noticeable fraction of electrons might even absorb more photons
(1) The energy which is needed to free a bound electron from a solid target.
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than strictly necessary to become unbound. This particular case of multi-photon ionization is
called above-threshold ionization.132–135 For still higher intensities, IL  1014W/cm2, the elec-
tric ﬁeld strength of the laser light becomes comparable to the inner-atomic ﬁeld strength(2) and
modiﬁes the effective electric potential of the bound electrons. As a consequence, the effective
binding energy is lowered and the probability for an electron to tunnel through the potential bar-
rier is increased. This process is called tunneling ionization.136–140 If the laser light is that intense
that the effective binding energy is lowered to zero, the electron is freed immediately, which is
called barrier suppression ionization or alternatively over-the-barrier ionization.141–143
Due to the rapid ionization of the target surface material in the laser focus, a plasma is formed
which starts to expand into the vacuum, i.e. in the opposite direction of laser propagation.9
During the interaction of the laser with the plasma electrons, they may be accelerated up to rela-
tivistic energies.44,45 Here, numerous mechanism for the generation of these hot electrons were
proposed. An overview is given in Refs. 128, 144, 145, for example. While at modest laser in-
tensities between 1012 W/cm2 and 1014 W/cm2 electron heating through collisional effects such
as inverse bremsstrahlung heating145–147 plays a major role, collisionless absorption of laser en-
ergy by the electrons dominates for higher laser intensities.128 In the collisionless regime, several
heating processes were speciﬁed. For short-pulse lasers with intensities above 1015W/cm2 and
an electric ﬁeld component directed normally to the target surface, one considers resonance ab-
sorption145,148–150 and vacuum heating (also called Brunel heating)151–156 as the predominant
absorption mechanisms. In case of intensities above 1018 W/cm2, where the electrons oscillate
in the electric ﬁeld of the laser light with relativistic velocities, the j×B heating157–159 is an-
other important absorption mechanisms.127 Another essential heating process at such high laser
intensities is the so-called ponderomotive electron acceleration in a spatially dependent laser
ﬁeld.128,145,159 Here, the corresponding force is proportional to the spatial gradient of the laser
ﬁeld pressure145 which may be very large in the region of the evanescent ﬁeld at the critical den-
sity.
In the resonance absorption regime, the electric vector of the incident laser ﬁeld lies in the
plane of incidence (P-polarization). The component directed along the density gradient of the
expanding plasma excites an electron plasma wave, which accelerates the electrons towards the
laser source. At sufﬁciently high wave amplitudes, strong particle trapping may occur and the
plasma wave breaks(3) efﬁciently transferring the ﬁeld energy to the particles.128 The accelerated
electrons will be returned then into the dense target by the evolving space charge ﬁeld. If the
scale length of the undercritical plasma is rather short, electron oscillations are directly driven by
the normal laser ﬁeld component. Due to the space charge, this motion becomes anharmonic, and
the electrons may gain energy. That mechanism is known as vacuum heating.
In contrast, relativistic electron oscillations in the transverse electromagnetic ﬁeld of the laser
may also lead to electron acceleration normally to the target surface due to the j×B term in the
Lorentz force. While the inﬂuence of the magnetic ﬁeld is small compared to that of the elec-
tric ﬁeld for modest laser intensities, IL < 1018W/cm2, the j×B force becomes relevant in laser
pulses with relativistic intensities, IL  1018W/cm2. Therefore, the j×B heating mechanism
is also called relativistic j×B heating. Since the longitudinal excursion of the electrons in this
process may exceed the skin depth of the laser ﬁeld, there is no restoring force at higher densities,
(2) About 5 ·109 Vm−1 in case of hydrogen.128
(3) Note that this process is similar to the wakeﬁeld acceleration128 of electrons in an underdense plasma.
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and the electrons will proceed to move into the overcritical part of the target after crossing the
critical density region(4) .
Beside the heating mechanisms mentioned above, there is a hole range of other processes and
models which are discussed in the literature, such as the anomalous skin effect,160–162 sheath
inverse bremsstrahlungs heating,162–164 diffusive heating165 as well as heating through stochas-
tic electron acceleration in ﬂuctuating ﬁelds,166 Landau damping,167 surface plasmon excita-
tion,168–170 wave breaking,171 laser dephasing172 and parametric processes like oscillating-two-
stream or ion acoustic decay instabilities.145
(ii) Electron transport and ﬁeld generation at target rear side. As discussed above,
the heating process generates high-energetic electrons which are pushed into the target. However,
as shown by Bell,46 the ﬂux of electrons cannot stream freely through the target. Since the
energy density of the magnetic ﬁeld associated with the hot electron current would violate the
energy conservation in a typical short-pulse laser experiment by several orders of magnitude.46,128
Instead, the hot electron ﬂux induces a return current of background electrons which leads to a
close-to-zero net current density.46,127,128 While a warm dense plasma could easily provide the
amount of free electrons which is necessary to form the return current, the reduced conductivity
in a cold solid target leads to a considerable limitation of the return current density. Hence,
there is initially an imbalance between the hot and the return current density. As a consequence,
an electric ﬁeld is induced which inhibits the ﬂux of hot electrons, ensuring eventually that the
local net current density is zero again.46 Due to this inhibition of the hot electron ﬂux, the
energetic electrons are stopped over a distance which is small in comparison to the mean free
path corresponding to their initial kinetic energy.46 By considering the electron transport in
more detail, especially by taking multi-dimensional effects into account, the analysis becomes
much more complicated. Here, various processes are observed, for example, ﬁlamentation,47
instabilities48 and collimation49 effects.
In a TNSA experiment, the target thickness is chosen to be smaller than the stopping distance of
the fast electrons. As a consequence, a fraction of the generated hot electrons penetrates through
the whole target leaving it at its rear side. The cloud of hot electrons propagating away from the
target induces a charge separation which creates a strong, longitudinal electrostatic ﬁeld since in
vacuum no return current can be formed. While the most energetic electrons may escape from
the target towards inﬁnity,85,86, 173–175 the majority is stopped by this electric ﬁeld after some
distance beyond the target and returns back into the target. As long as the laser generates new
hot electrons, the processes of electron escaping and electron returning happen simultaneously.
Since the hot electrons are almost collisionless,63 both processes do not inﬂuence each other and
a quasi-stationary(5) sheath of hot electrons is formed at the rear side of target50 which is the
source of a quasi-stationary, longitudinal electrostatic ﬁeld in TVm−1 range.
(iii) Ion acceleration. This strong ﬁeld immediately ionizes atoms at the target rear sur-
face.176 In the strong electric ﬁeld the ions overcome the bounding forces and escape into the
(4) Note the similarity to the vacuum heating process
(5) Here, the notation ”quasi-stationary” refers to the time scale of the electrons. As soon as the plasma starts to expand
the electron conﬁguration as well as the induced electric ﬁeld evolves, of course.
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adjacent vacuum. As a consequence, a conﬁguration of unbound electrons and ions is formed
which may be described as a plasma. Driven by the strong electrostatic ﬁeld, the plasma starts
to expand parallel to the target normal direction, ﬁnally reaching ion energies up to several tens
of MeV per nucleon.6 This last part of the laser-ion acceleration process is called Target Normal
Sheath Acceleration (TNSA)(6) . Since the electric ﬁeld is damped on a nanometer scale length
inside a solid target (see Sec. 5.2), only a few layers of atoms adjacent to the surface get initially
ionized. These parts form the ion front which contains the most energetic particles. As the expan-
sion continues, a rarefaction wave propagates into the target creating a local charge separation at
its front and, hence, inducing an electric ﬁeld which is co-propagating with the rarefaction wave.59
Although this electric ﬁeld is decreasing with time, it is strong enough for a while to ionize further
layers of atoms and accelerate the generated ions. Those ions build the low-energy parts of the
broad ion spectrum usually observed in TNSA experiments.6, 8, 57, 58 Beside the heavy ions of the
actual target material, the plasma normally contains high-energetic protons too which originate
from the target contaminations. Since the thickness of the contamination layer is approximately
equal to the skin depth of the electric ﬁeld, usually of the order of a few nanometers,9, 177 it screens
initially the heavier target atoms and leads to lower maximum energies of the heavy target ions(7) .
This discussion indicates the dependence of the resulting ion spectra on all aspects of the
laser-ion acceleration process. This is evident from the fact that the resulting ion energies de-
pend on the accelerating ﬁeld which is determined by the electron distribution at the target rear
side. The corresponding hot electron characteristics are affected by the electron distribution at
the target front side and the issues of the electron transport. The electron distribution at the target
front side in turn results from the speciﬁc laser-matter interaction. Hence, in order to describe
the TNSA mechanism precisely, one has to account for all aspects of the laser-driven ion accel-
eration process including the inﬂuence of the numerous parameters which describe the laser as
well as the target. However, this seems to be a hopeless task. For example in case of short-pulse
lasers, the plasma density and temperature can vary over many orders of magnitude and the de-
scription of the ionization process asks for non-equilibrium calculations.128 Also, the primary
heating process depends on numerous experimental conditions, such as the laser pulse duration,
the laser intensity, the temporal proﬁle of the laser (including laser prepulse effects), its polar-
ization and angle of incidence, the target material, etc. Furthermore, several mechanisms are not
totally distinguishable and overlap in different aspects. In addition, they may be present simul-
taneously during the laser-matter interaction and the dominant heating mechanism may change
over time as well, since the laser intensity and the properties of the front-side plasma are functions
of time. This statement is underlined by experimental ﬁndings where two different populations
of hot electrons have been observed,178–180 a population moving in the normal direction of the
target front and another population propagating in the laser forward direction. While the ﬁrst pop-
ulation is generated by the low-intensity part of the laser pulse (i.e. the laser prepulse) through
resonance absorption, the second population — containing the most energetic electrons — is gen-
erated by the high-intensity part of the laser pulse through the j×B mechanism.179–182 To make
(6) However, note that since the ion acceleration, part (iii), is not independent of the processes described in parts (i)
and (ii) — see discussion at the end of this chapter — we will sometimes denote the hole laser-ion acceleration
process, parts (i)–(iii), as TNSA.
(7) Thus, to gain higher energies for the heavy ions, the target contaminations have to be removed before the TNSA
experiment starts.176
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things worse, the modeling of the electron transport is a challenge on its own, see Refs. 127,128.
This is due to the fact that most of the electron transport effects discussed above ask for a multi-
dimensional treatment, which is demanding in case of solid targets, since the physical quantities
span many orders of magnitude. From a more sophisticated point of view, also the formation
of the hot electron sheath at the target rear side contains effects which need a multi-dimensional
description, such as electron recirculation,183 the electron fountain effect184–187 and the loss of
the most energetic electrons which escape from the target.85, 86, 173–175
Due to these difﬁculties, there is no model so far which is able to describe all processes con-
tributing to the laser-driven acceleration of ions comprehensively. Instead, all existing models
make assumptions and simpliﬁcations. In this thesis, we consider theoretical models and simu-
lations for the last part of the laser-ion acceleration process — the ion acceleration from the rear
surface of a solid target via TNSA. Here, one usual makes assumptions for the initial electron
energy distribution as well as for the initial spatial ion distribution (at the rear side). In most
plasma expansion models, beginning with the pioneering work of Gurevich,1 one starts with a
Maxwellian hot electron energy distribution and a step-like ion density proﬁle. In the parts III–V,
we deal with the impact of these assumptions on the properties of the ion acceleration process.
Before regarding these aspects, we want to give a brief overview on some theoretical concepts
for the description of a plasma in chapter 2. Afterwards, in chapter 3, the central model will be
introduced which serves as the starting point for the further investigations in the parts III–V.
2. Basic concepts of plasma theory
Laser-plasma experiments up to an intensity of about 1024 W/cm2 may be well described by
the classical ﬁeld theory of electrodynamics(1) . Here, the electromagnetic ﬁelds(2) E and B are














divB =0 . (2.1d)
The charge density ρ and the current density J, which are associated with the charged particles
(ions, electrons), are the source for the electromagnetic ﬁelds(3) . Assuming a plasma with N
point-like particles – hence, reducing the information of a single particle α to its position (rα ,pα)
(1) At intensities above ≈ 1024 W/cm2 quantum electrodynamical effects may become important. Such as photon-
photon interaction.
(2) Notation: bold printed symbols refer to three-dimensional vector quantities.
(3) External ﬁelds, such as a laser pulse, are included in the relations (2.1) via the boundary conditions.
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Zα vα δ (r− rα) , (2.2b)
with δ denoting the Dirac Delta distribution. In the electromagnetic ﬁelds, each charged particle
α is affected by the Lorentz force
FL,α(rα ,vα) = e ·Zα · (E(rα)+vα ×B(rα)) . (2.3)







= FL,α . (2.4b)
Here, pα denotes the momentum of the particle α , which is connected to its velocity vα by
pα = mα γ(vα)vα , (2.5)












From the dynamical point of view, the relations (2.1)–(2.4) form a closed set of equations for the
evolution of the electromagnetic ﬁelds and the motion of the particles. However, in order to de-
scribe laser-plasma experiments with sufﬁcient precision, in general, additional assumptions and
relations have to be applied. For example, collision effects(4) may have to be taken into account.
Also, ionization and recombination processes may have to be considered in the model. Then the
charge numbers become functions of time, Zα = Zα(t).
A simple estimate shows that the modeling of a TNSA experiment by directly applying the
above framework is almost hopeless, since the laser-plasma interaction involves a huge number of
particles. Currently, the fastest supercomputer in the world, the Titan-Cray XK7 at the Oak Ridge
National Laboratory, United States, can perform up to 17590 TeraFLOPS.188 The unit FLOPS
(4) Note: Here, ”collisions” are corrections to the system (2.1)–(2.4) which pay attention to the fact that a point-like
treatment of the particles gets inaccurate when the distance between the particles gets too small, i.e. when the
distance becomes comparable to the actual, physical size of the particles.
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is the short form for Floating Point Operations Per Second and simply measures the number of
basic arithmetic operations on real numbers — such as addition and multiplication — per second.
Roughly spoken, the Titan supercomputer is able to proceed about 1.8 ·1016 basic operations per
second. In comparison, in Ref. 50, which represents a typical experiment involving a laser-foil
interaction, there are about 1.3 ·1017 particles (ions and electrons) involved(5) . To calculate the
motion of these particles in a given electromagnetic ﬁeld for one time step, one would need about
4.7 ·1018 ﬂoating point operations(6) . The standard approach to solve the Maxwell equations is
based on a ﬁnite difference scheme, where the electromagnetic ﬁelds are evaluated on a uniform
grid. The minimum efforts for the determination of the electromagnetic ﬁeld strengths at the par-
ticle positions can be estimated as 5.9 ·1018 per time step(7) . Hence, there are about 1019 ﬂoating
operations necessary for a single time step, which would take the Titan supercomputer about
56s ≈ 1min to carry out these operations. The size of the time step should be chosen in such
a way that it resolves the fastest electron oscillations. Here, these oscillations have a period(8)
of about 1.2 ·10−17 s. According to the Nyquist–Shannon sampling theorem the time step must
have a minimum size of 0.5 ·10−17 s, hence, is of the order of 10−18 s. Normally, the ion accel-
eration takes place on a time scale which is comparable to the laser pulse duration. Assuming
a simulation time of about 280 fs(9) there would be about 2.8 ·105 time steps to perform, which
would take the fastest supercomputer at least 1800 days≈ 5 years. Apart from the enormous
calculation efforts, there are other disadvantages which would arise from a straightforward use
of the system (2.1)–(2.4). For example, it is almost impossible to derive analytic results within
that framework. Another drawback is the enormous amount of data which would be produced by
the straightforward implementation of this approach from which one could only hardly gain the
relevant physical insights.
In order to simplify the situation, different approaches are used. In the context of this thesis,
ﬁrstly, in Sec. 2.1 we will discuss a kinetic description of the plasma particles. In this approach
one reduces the information of the individual particles to a distribution function which only pro-
vides information on averaged quantities of the particles. Then, in Sec. 2.2, the situation will
be simpliﬁed again by the introduction of the hydrodynamic approach. In this ansatz, one tries
to calculate macroscopic quantities characterizing the particle distribution functions instead of
trying to evaluate the distribution functions itself. Finally, in Sec. 2.3, we will discuss a sim-
pliﬁcation of the kinetic approach of Sec. 2.1 for the description of the plasma electrons. The
obtained results are essential for the central model (see chapter 3) of this thesis.
(5) In Ref. 50, titanium foils of a thickness of 6 μm are irradiated. The diameter of the electron spot on the target rear side
is about 42 μm. Based on that, the simulation area should have a minimum size of 6μm×42μm42μm ≈ 104 μm3,
containing about 1.3 ·1017 particles (titanium ions and electrons).
(6) Using the Störmer-Verlet algorithm (see Sec. A.2), the calculation of the Lorentz force needs about 15 steps and the
evaluation of the position and velocity vector needs another 21 operations.
(7) It takes 45 operations to evaluate the electromagnetic ﬁelds at each particle position. However, in the standard
approach one solves the Maxwell equations on a uniform spatial grid. Then the ﬁelds at the particle positions are
obtained by interpolation. The numerical efforts of this procedure are even higher.
(8) According to an electron density of about 1.25 ·1024 cm−3 of fully ionized titanium the electron plasma frequency
is about 6.3 ·1016 Hz, resulting in the given period.





With respect to the problems discussed in chapter 2, one has to simplify the situation. In general,
one therefore chooses a statistical approach. Hence, instead of trying to calculate the information
for each single particle involved in the physical process, one evaluates averaged/ensemble quan-
tities. A common example for such a statistical quantity is the one-particle distribution function
fα(r,p). It determines the probability density for an arbitrary particle of the species(10) α to be
found at the phase space position (r,p). In other words, for a given (small) volume ΔrΔp around
the point (r,p) in the phase space, the probability of ﬁnding an arbitrary particle of the species
α within that volume is given by fα(r,p)ΔrΔp. Mathematically, the accurate derivation of rela-
tions which specify the evolution of the ensemble quantities starting form basic physical models,
such as the system (2.1)–(2.4), is a complex task and the details of that process are beyond the


















= 0 . (2.7)
Concerning Eq. (2.7) different points have to be noted. (i) The electromagnetic ﬁelds, E and B,
are smoothed quantities. Again, they are determined by the Maxwell equations (2.1). However,
the total charge density ρ and the total current density J contained in Eqs. (2.1) are now smoothed











with ρα and Jα being the charge and current density of each single particle species α . Note that
N refers to the number of particle species (in contrast to its meaning in chapter 2). The quantities
ρα and Jα are associated with the distribution function fα via









fα(r,p) dp . (2.8d)
In the context of this discussion, ”smoothed” means that the densities ρ , J and, as a consequence,
the ﬁelds E, B do not contain the micro-scale ﬂuctuations which are caused by the individual
particles. Hence, the electromagnetic ﬁelds and densities occurring in the Eqs. (2.7)–(2.8) are
different from the original ﬁelds and densities speciﬁed via the Eqs. (2.1)–(2.2) and one might
better describe them using extra symbols, such as 〈E〉, 〈B〉,〈ρ〉 and 〈J〉. However, we will use
(10) Note the different meaning of the index α in this context in comparison to the previous discussion, chapter 2.
While in the relations (2.1)–(2.6) the index labels each single particle (independent of its species), here, the index
distinguishes the different particles species.
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the same symbols since it is common practice.
(ii) The Vlasov equation (2.7) is collisionless, i.e. the right-hand side of Eq. (2.7) is identical
to zero. In a more advanced model one might consider the corrections in the particle distributions
fα which arise from the micro-scale interaction of the particles. In this case a collision term
would be added to the right-hand side of Eq. (2.7) (e.g., see Ref. 145). However, for most of the
laser-plasma interactions in the TNSA regime, collisions can be neglected.63
Note that (iii) the fundamental N-particle description (see chapter 2) is formally contained in
the Vlasov model. By setting the initial phase space density fα(t = 0) equal to a sum of Nα
point-like particles




qα δ (xk − xk,0)δ (pk − pk,0) (2.9)
one gets back to the fundamental system of equations (2.1)–(2.4). Here, Nα corresponds to the
number of particles of the species α and (xk,0, pk,0) denotes the initial phase space points of
the particles. The phase space density (2.9) is known as the Klimontovich distribution function.
However, the distribution (2.9) is only of theoretical interest. In order to proﬁt from the kinetic
approach, in praxis, one has to approximate the initial particle distribution (2.9) by a phase space
density with fewer degrees of freedom. For example, this can be achieved by replacing the distri-
bution (2.9) by a smoother function(11) . Another possibility is realized in the PIC approach (see
Sec. A.1). Here, the number of degrees of freedom is ”simply” reduced by summarizing nα real,
physical particles by a single, virtual particle. Thus, the number of virtual particles in the species
α to be modeled is given by Nα/nα < Nα .
Although the degree of complexity is already reduced considerably in the Vlasov approach,
the solution of the system (2.1), (2.7)–(2.8) is still challenging. Mainly due to the Vlasov equa-
tion (2.7), which is a non-linear partial differential equation in the 6-dimensional space r× p.
Hence, in order to evaluate analytical estimates, one has to reduce the complexity of the problem
further. A noticeable simpliﬁcation is achieved by limiting the problem to a one-dimensional
geometry. Thus, all physical quantities may only depend on one spatial coordinate. In this thesis
we will refer to this coordinate as x and the corresponding momentum in this direction is denoted
by p. Moreover, one assumes that there are initially (i) no particles with momenta transverse to
the x-direction, (ii) no transverse electrical ﬁelds and (iii) no magnetic ﬁelds at all. As a conse-
quence of these assumptions, the problem stays one-dimensional and purely electrostatic, with
the electric ﬁeld vector pointing in the x-direction, at all instants of time(12) . In this situation, the





for the electrostatic potential φ , which is related to the electric ﬁeld E in the x direction by E =












= 0 , (2.11a)
(11) Since a smoother function is well described by a smaller number of sampling points, one can reduce the numerical
efforts by evaluating the change in the distribution function at these sampling points.
(12) This follows directly from the equation system (2.1)–(2.4).
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and the distributions fα are now functions in the two-dimensional phase space x× p. In the











= 0 . (2.11b)






with ρα being the charge density of the particle species α , which is connected to the distribution
function fα by
ρα(x) = Zα e
∫
R
fα(x, p) d p . (2.12b)
The set of equations (2.10)–(2.12) forms a closed system for the electrostatic potential φ and
the distribution functions fα . They constitute a one-dimensional kinetic approach for plasma
phenomena, which will serve as the starting point for the further discussions in this thesis, such
as the hydrodynamical approach introduced below (Sec. 2.2) or the Mora model (see Sec. 4.2).
Although the complexity of the system (2.10)–(2.12) is remarkably reduced in comparison to
the starting point, Eqs. (2.1)–(2.4), and is often implemented in simple computer codes (e.g.,
in PIC codes, see chapter A), it is in general still a hard task to ﬁnd analytic results — mainly
due to the nonlinear character of the system. To obtain analytic estimates, one has to simplify the
approach further. Here, the necessary and useful simpliﬁcations depend on the particular physical
phenomena to be described. For example, in Sec. 2.3 we will discuss a special assumption for the
electrons. Based on that, one is able to derive analytical estimates for the maximum ion energy
in an expanding plasma slab (see chapter 4).
2.2. Hydrodynamic approach
A more general simpliﬁcation for the plasma model can be achieved by the introduction of a hy-
drodynamical approach(13) . Here, one is no longer interested in the details of the particle distri-
butions fα . Instead one tries to evaluate the spatial and temporal evolution of several macroscopic
quantities, such as the particle density nα , the mean particle velocity (resp. ﬂuid velocity) vα and
the partial pressure Pα , directly. The corresponding hydrodynamical relation which determines
the evolution of the quantities can be derived from the Vlasov equation (2.11b). To proceed, one




vk(p) fα(x, p) d p , (2.13)
(13) Note that, since the hydrodynamical description is most often used in terms of the ions, which in the present
experiments do not gain relativistic energies, we will concentrate on the nonrelativistic situation.
(14) More generally, one would start from the Vlasov equation (2.7). In this case one would replace the vk term in the




z , with the velocity components v = (vx, vy, vz). Hence, the
moments of the distribution functions than become tensor-like quantities.
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which are related to the macroscopic variables through





Pα = M2α −mα v2α . (2.14c)
Then, by multiplying the Vlasov equation (2.11b) with vk, for k = 0, 1, . . ., and integrating over
R one can derive transport equations which determine the temporal evolution of the moments
Mkα and, hence, of the associated hydrodynamical variables (2.14). The ﬁrst two hydrodynamical



















Form these expressions one can recognize that the continuity equation (2.15a) specifying the
spatial particle density nα , which is associated with M0α , contains the ﬂuid velocity vα , which is
linked to M1α , as another unknown quantity. In turn, the equation of motion (2.15b) determining
vα contains the yet unknown partial pressure Pα , linked to the moment M2α . That illustrates a
general problem. Each relation determining a speciﬁc macroscopic quantity which is linked to a
moment Mkα always contains at least one quantity associated with the next higher moment M
k+1
α
of the distribution function fα . Thus, in this approach one ends by a hierarchal, inﬁnitely large
set of equations. In order to gain proﬁt form the hydrodynamical approach one has to cut-off the
hierarchy at some point. In context of plasma phenomena this is often done utilizing the equation
of state for an ideal gas
Pα = nα Tα (2.16)
and by making assumptions concerning the heat ﬂow within the plasma.145 In other words, by
connecting Pα and nα via an equation of state, one introduces another unknown quantity, namely
the temperature(15) Tα , which has to be determined by another relation. Mostly this is done by
using either the isothermal approach,
Tα = constant = Tα,0 , (2.17a)
with Tα,0 being the initial (and constant) temperature of species α , or by assuming an adiabatic
process, which leads to






(15) As mentioned above, in this thesis we denote the mean thermal energy of the particles by the term ”temperature”.
Although this is strictly spoken not accurate. Hence, Tα is the short form for kΘα , with k being the Boltzmann
constant and Θα denoting the temperature in the classical sense (measured in Kelvin).
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with the initial particle density nα,0 of the species α and κ referring to the adiabatic index(16) .
To summarize, the equations (2.15)–(2.16) together with one of the relations (2.17) form an-
other ansatz for the modeling of plasma phenomena — the hydrodynamical approach. Using this
way to address the physical problems has the advantage of being relatively simple in comparison
to the kinetic model (2.10)–(2.12). However, in some cases the hydrodynamical description is not
suitable, e.g. then wave-breaking effects come into play.119 In this case the particle distribution
cannot longer be characterized by single-valued functions (see discussion in Sec. 9.1). Therefore
the actual description of the plasma particles has to be well adapted to the actual problem.
2.3. Stationary electron model
So far, in the theoretical descriptions we have not distinguished between different kinds of par-
ticle species. Instead, we have treated all particle populations α in exactly the same way. This
approach has the advantage that it is as general as possible. However, it ignores the very different
mass of ions and electrons. This difference in the mass gives rise to a much higher mobility of
the electrons in comparison to the ions. In this section we want to include this aspect into the
theoretical description by introducing a special treatment for the electrons, which will simplify
the approach.
To proceed, we begin with a kinetic description of the electrons, following Sec. 2.1. Here,














= 0 . (2.18)
Now, due to much higher mobility of the electrons in comparison to the ions, one may reason that
the electron distribution fe quickly evolves into a stationary conﬁguration in a time scale which
is small in comparison to the time scale in which the ion conﬁguration changes remarkably.











= 0 . (2.19)
Now, the crux of the matter is that Eq. (2.19) can be solved analytically in terms of the electric
potential. In the general this solution reads as follows




(me γ c2− eφ(x))2−me2 c4
)
. (2.20a)
In the particular situation where the electrons can be treated by the nonrelativistic version of the






(16) The adiabatic ansatz (2.17b) contains the isothermal approach (2.17a) in the limit κ → 1.
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In Eq. (2.20), fe,0 is an arbitrary function which fulﬁlls the symmetry condition fe,0(−p) =
fe,0(p). It is the boundary condition to the stationary Vlasov equation (2.19) and it simply deter-
mines the phase space density at zero potential. Thus one has
fe(x, p)|φ(x)=0 = fe . (2.21)











(me γ c2− eφ(x))2−me2 c4
)
d p (2.22a)
is coupled to the electric potential φ in a nonlinear way. In the nonrelativistic limit (2.20b), one








d p . (2.22b)
As a consequence, the Poisson equation (2.10) becomes nonlinear, too. Beside that, the station-
ary modeling of the electrons leads to another drawback: The temporal evolution of the electron
distribution function is no longer given intrinsically. Instead one has to specify it applying addi-
tional assumptions (see Sec. 5.1).
Since the ﬁrst publications,1, 2, 51 the electron distribution fe,0 is in almost all cases modeled by


















exp(−β γ(p)) . (2.23b)
Here, ne,0 denotes the electron density in absence of a potential (φ ≡ 0) and Te,0 is the electron
temperature. Moreover, K1 is the modiﬁed Bessel function of the second kind and ﬁrst order, γ
denotes the gamma factor and β = me c2/Te,0 refers to the inverse normalized electron temper-
ature. By substituting the Maxwell-Jüttner distribution (2.23b) into the solution (2.20a) of the
stationary Vlasov equation and then evaluating Eq. (2.22), one obtains the relation (0.2),






for the electron density as a function of the potential. This result also holds true in the nonrel-
ativistic version, as one can immediately check by evaluating the corresponding nonrelativistic










(17) That the result (2.24) also holds true in the nonrelativistic case is also obvious from the fact, that the expression is
no function of β at all. Hence, Eq. (2.24) is already the result one gains in the limit β → 0.
(18) Note that, Eq. (2.25) equals Eq. (0.3a) for the case of a single ion species.
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with ρi being the total ion charge density. Relation (2.25) is a particular case of the general
form of the Poisson-Boltzmann equation. To summarize, through the assumption of a stationary
electron conﬁguration on can directly solve the Vlasov equation (2.11) in terms of φ . From that
the number of unknown quantities in the model is reduced and one can focus on the ion dynamics.
In the next sections we will see how some analytic results for the ion acceleration process can be
derived based on these expressions.
3. The central model of high-intensity laser-driven
plasma expansion
Here, we want to outline the central framework of this thesis. It is based on the theoretical
concepts described in chapter. 2 and it is the starting point for the further studies in this thesis.
We start with a plasma consisting of N particle species α . In more detail, one has Ni species
of ions and Ne = N −Ni species of electrons. As a consequences, the ions correspond to the
values α = 1, . . . ,Ni while the electrons are labeled by α = Ni + 1, . . . ,N. Here, the number
of electrons and ions of the several species are assumed to be constant. Hence, ionization and
recombination effects are ignored in this model. Furthermore, the model is one-dimensional.
Following Sec. 2.1, the electromagnetic ﬁelds are reduced to the electrostatic potential φ which




































= 0 . (3.3)
Note that while the spatial ion density nα is evaluated directly in the hydrodynamic ansatz (3.2),




fα(x, p) d p (3.4)
in the kinetic approach (3.3). In case of the electrons we use the stationary approach described
in Sec. 2.3. Here, the phase-space densities fα of the different electron species α at an instant of
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time are coupled to the electric potential at the same instant of time(1) . In this ansatz, the electron













: nonrelativistic limit .
(3.5)
As a consequence, the expression for the spatial electron density, Eq. (3.4), becomes a nonlinear


































To summarize, the model consists of: (i) the nonlinear Poisson equation (3.7). It determines
the electrostatic potential at an instant of time t once the total charge density at time t is known.
The relation is nonlinear due to the coupling of the electron distributions to the potential via
Eq. (3.5). (ii) The relations (3.2), respectively, Eq. (3.3) which describe the evolution of the ion
distributions. To complete the model one further has to specify: (iii) the initial ion distributions
and (iv) the electron phase space densities at zero potential, fα,0, at each instant of time. Note
that from a purely mathematical point of view the functions fα,0 at a speciﬁc instant of time
can be chosen arbitrarily from the phase space densities at an previous point of time. However,
from the physics point of view this is not correct and one has to make further assumptions which
(v) specify the evolution of the functions fα,0. This aspect will be part of Sec. 5.1. A sketch
illustration of the central model is given in Fig. 3.1.
(1) This is contrary to the kinetic approach of the ions, Eq. (3.3), where the electric potential only determines the rate
of change of the phase space density.
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Ion distribution quantities
nα , vα or fα , α = 1, . . . ,Ni
Electron phase space densities at
φ = 0, fα ,0, α = . . . ,Ni+1, . . . ,N




















nα , vα or fα , α = 1, . . . ,Ni
Electron phase space densities at





Figure 3.1.: Flowchart of the central model of this thesis. Starting from the ion distributions and the elec-
tron phase space densities at φ = 0, the electric potential at the current instant of time is calculated. Then,
by using the hydrodynamic equations of motion (3.2) or the Vlasov equation (3.3), respectively, the ion
distributions at the next instant of time can be evaluated. Also, by applying additional assumptions (see
Sec. 5.1), the variation of the electron distributions at φ = 0 can be determined.
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III. Plasma models assuming
Maxwellian hot electrons
4. The free expansion of a plasma slab into vacuum
In this chapter, we will describe the free expansion of a plasma-slab driven by laser-generated hot
electrons. The model we are going to discuss here is a particular case of the general framework
presented in chapter 3. It it used in the theoretical description of numerous experimental studies
(see, e.g., Ref. 10). Following the discussion of chapters 2 and 3, we will ignore the details of
the laser-plasma interaction and the electron transport. Instead we start with a plasma consisting
of a single species of ions and a single population of hot electrons(1) . Here, the ions are assumed
initially to be at rest and their spatial distribution is given by a semi-inﬁnite slab
ni(x) =
{
ni,0 : x ≤ 0
0 : otherwise .
(4.1)
The temporal evolution of the ions will be modeled by the hydrodynamic approach, Eq. (3.2),

















This approach is only suitable as long as the motion is ﬂuid-like. In other words it holds true, as
long as there is no overtaking by particles (no wave-breaking)(2) — or as long as one can at least
neglect these effects. In the physical problem to be discussed here, that is the case.
Following the general model, chapter 3, the hot electrons will be assumed in a stationary con-
ﬁguration with the potential φ . Moreover, their energy distribution is set to be Maxwellian. Thus
the spatial electron density is given by Eq. (2.24) and the Poisson equation becomes the nonlinear














The equations (4.2)–(4.3) form a closed system for the unknown quantities ni, vi and φ . Based
on it, the free expansion of a plasma conﬁguration, such as the semi-inﬁnite plasma-slab (4.1),
can be modeled and different issues of the ion acceleration process can be investigated. This will
(1) In consequence, we will ignore the cold background electrons. Sec. 5.2 will deal with the question in which way
the presence of the cold electrons modiﬁes the expansion process.
(2) See Sec. 9.1 for a discussion of wave-breaking and the associated problems.
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be the topic of this chapter. Firstly, in Sec. 4.1 we will outline a solution of the Eqs. (4.2)–(4.3)
which is valid for large times. Then, in Sec. 4.2 we will give a short summary of Mora’s results,
who derived analytic estimates for the expansion of a plasma slab into vacuum, speciﬁed by the
Eqs. (4.1)–(4.3), by utilizing simulation results.
4.1. The self-similar solution
Although the description of the plasma based on the Eqs. (4.2)–(4.3) is already remarkable sim-
pliﬁed in comparison to our starting point – the three-dimensional N-particle model (2.1)–(2.4) –
it is still impossible to solve the system (4.2)–(4.3) analytically without any further assumptions.
To further simplify the problem, one makes the assumption of quasi-neutrality. In this ansatz,
one assumes that the electron charge density almost neutralizes the ion charge density, hence
ne(x) = Zi ni(x). Due to this relation the equation system (4.2)–(4.3) becomes over-determined(3) .
Therefore, one has to drop one expression. For the reason that the Poisson equation provides no
information under the quasi-neutral condition – except the fact that the electric ﬁeld is constant –
it will be dropped. Instead, φ is determined by the particle densities, ne, resp. ni. Consequently,






















= Zi ni , (4.4c)
instead of trying to solve the original system (4.2)–(4.3) in terms of φ , ni and vi. According to
Refs. 1, 51 the solution of the system (4.4) is given by


















Here, ni,0 = ne,0/Zi is the initial ion density and cs denotes the ion-acoustic velocity, given by
cs =
√
Zi,Te,0/mi. From the self-similar solution (4.5) different physical aspects can be reasoned.







Zi ne,0 e2/ε0 mi being the ion plasma frequency and E0 =
√
ne,0 Te,0/ε0 denoting the
characteristic electric ﬁeld strength of the self-similar solution. Obviously, Eq. (4.6) decreases
(3) The Eqs. (4.2)–(4.3) together with the quasi-neutral condition form a system of four relations for the three unknown
quantities φ , ni and vi.
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. Due to this scaling an particle which is effected by the self-similar ﬁeld will be
gain an inﬁnitely high energy as time goes towards inﬁnity. As we will see in Sec. 4.2, that issue
is still contained in the solution of the exact system (4.2)–(4.3). As a consequence, when using
the model in the interpretation of experiments one has to make empirical assumptions about a
ﬁnite acceleration time (see chapter 8).
























with Ni being the total number of ions. The expression (4.7) describes an exponentially decreasing
spectrum of the kinetic energy ε . Note that for any instant t > 0 there is no maximum ion energy.
(iii) Moreover, one can follow from Eq. (4.5a), that for each instant t > 0 the particles cover the
complete right domain x > 0.
(iv) The population of the ions is a single-valued function vi(x). Hence, at an arbitrary instant t,
there is a unique value vi for each spatial position x. Moreover, the function vi(x) is monotonously
increasing in vi with increasing value of x. Due to this aspect the ions do not overtake each other.
In other words, there are no wave-breaking effects and from that the hydrodynamical description
of the ions is justiﬁed in retrospective. (v) The self-similar solution (4.5) diverges for t → 0.
Hence, the system (4.5) cannot be used as an estimate for the original system (4.2)–(4.3) at this
instant. Moreover, the self-similar solution (4.5) is only valid(4) for x ≥ −cs t, since one has
negative values of vi for positions x <−cs t.
According to the properties (i), (iii) and (v) of the self-similar solution (4.5), it is evident that
it cannot describe the ion acceleration process in all aspects. Therefore, one has to study the
original system (4.2)–(4.3) in more detail. Since the system (4.2)–(4.3) cannot be solved in an
exact analytical way, one relies on numerical solutions and empirical results gained from it. This
will be part of the next section, Sec. 4.2.
4.2. Mora’s model
In this section, we are going to discuss some important aspects of the solution of the system (4.2)–
(4.3), which serves as a model for the ion acceleration process driven by a stationary cloud of hot
Maxwellian electrons (see again, Sec. 2.3). As discussed in the last section, Sec. 4.1, it is not
possible to solve the Eqs. (4.2)–(4.3) analytically. Therefore, Mora studied it numerically.59
Here, we want to shortly summarize some aspects of this study because it serves as the starting
point for further discussions in this thesis.
We begin the discussion by considering the simulation results(5) for the spatial distributions
of the ions and electrons at the two instants t = 0 and ωpi t = 10, see Fig. 4.1a and Fig. 4.1b,
respectively. It is obvious, that at the beginning of the expansion process (t = 0), the quasi-neutral
condition is not fulﬁlled at the ion front (x= 0). From the physics point of view, this gets plausible
by the fact, that the ion density has a jump discontinuity at x = 0. In contrast, the electron
(4) According to numerical solutions of the system (4.2)–(4.3), for an initially step-like ion distribution, Eq. (4.1), there
are no ions with vi < 0 at all.
(5) The simulations were performed with the hybrid code described in Appendix A.
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distribution cannot follow this discontinuity due to the thermal motion of the electrons, which
leads to a smoothing of the spatial electron density(6) . Due to the absence of quasi-neutrality,
the self-similar solution (4.5) cannot describe the expansion at the ion front initially. However,
with increasing time the expansion process smooths the ion distribution and the jump at the ion
front decreases. As a consequence the electron density neutralizes the local changes of the ion
charge density more rapidly. Therefore, the quasi-neutrality is realized with increasing accuracy
for increasing time (see Fig. 4.1b) and, although the quasi-neutral condition is a necessary but not
a sufﬁcient condition for the validity of the self-similar solution (4.5), the simulations show that
the self-similar solution describes the expansion of the plasma-slab quite well over a large spatial
domain for times ωpi t 
 1. This is illustrated in Fig. 4.1c where the self-similar expression for
the ion velocity as a function of x, Eq. (4.5b), is shown against the simulation result.
However, even for large times ωpi t 
 1 the quasi-neutrality condition fails close to the ion
front and the value of the electric ﬁeld is larger than the value (4.6) predicted by the self-similar
solution (see Fig. 4.1d). However, from the simulation one ﬁnds empirically(7) that the ratio of
the electric ﬁeld to the self-similar value is approximately 2 (see Ref. 59). According to that
result, the electric ﬁeld at the ion front Ef is given by
Ef(t) 2E0ωpi t (4.8)
in the asymptotic limit ωpi t 
 1. Beside the asymptotic behavior one is able to calculate the
exact value of the electric ﬁeld at the ion front at t = 0, Ef(0. By integration of the Poisson











which describes empirically the electric ﬁeld strength at the ion front for each instant of time59
and which, in addition, reproduces the relations (4.8) and (4.9). Here, τ = ωpi t/
√
2 exp(1) is a
normalized time. From that the velocity of the ion front
vf = 2cs arcsinh(τ) (4.11)










(6) Mathematically this gets plausible from the fact that the electron density ne is a smooth function of the electric
potential φ . The electric potential in turn is deﬁned by the Poisson equation (2.10), which is a second order
equation for φ . Thus, φ is obtained through a repeated integration. Hence, even in the case that the right hand
side of the Poisson equation (2.10) (containing the ion charge density) has a jump, the electric potential φ is a
differentiable (especially continuous) function, and from that ne is continuous as well.
(7) Beside the pure numerical observation, the ratio can be physically motivated by some arguments.59 However, there
is no exact derivation.
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(a) (b)
(c) (d)
Figure 4.1.: Comparison of the self-similar solution for the expansion of a plasma-slab driven by hot
Maxwellian electrons, Eq. (4.5), against simulation results. As depicted in (a), the quasi-neutrality con-
dition is not fulﬁlled at the ion front at t = 0. Here, the bold green curve corresponds to the ion density
whereas the electron density is depicted by the blue curve. However, as shown in (b), for ωpi t = 10
quasi-neutrality is already achieved in a large domain. In (c), the ion distribution in the phase space is
plotted for ωpi t = 10. Here, the black curve corresponds to the simulation result, whereas the dashed
green curve depicts the self-similar relation (4.5b). Furthermore, in (d) the simulation result (blue curve)
for the electric ﬁeld at ωpi t = 10 is compared with the self-similar result (4.6) (dashed green curve) and
its doubled value (dashed black curve). Obviously, the value of the electric ﬁeld at the ion front (dotted
vertical line) is approximately twice the value of the self-similar solution (4.6).
follow directly by integration. Here, λD =
√
ε0 Te,0/e2 ne,0 denotes the Debye length of the elec-
trons — the length scale at which an electric ﬁeld is approximately damped to 1/exp(1) of its
initial value through the Debye shielding of the electrons.193 The value of the kinetic energy of
the ions at the ion front εf — which is identical with the maximum ion energy — follows directly
from Eq. (4.11),
εf = 2Zi Te,0 arcsinh(τ)2 . (4.13)
As shown in Fig. 4.2, the analytic estimates (4.10) and (4.11) ﬁt the numerical ﬁndings quite
well — actually the deviation is of the oder of one percent for all instants of time. From the
result (4.11) it gets obvious that the maximum ion velocity increases unlimited as the time goes
towards inﬁnity. Hence, there is no ﬁnal maximum ion energy for the expansion of a semi-inﬁnite
plasma slab assuming Maxwellian electrons. Concerning the application of this model for the
theoretical description of experiments this is problematic, since in reality the ﬁnal maximum ion
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(a) (b)
Figure 4.2.: (a) and (b) show Mora’s results59 for the electric ﬁeld strength at the ion front and the ion
front velocity of an expanding semi-inﬁnite plasma slab, respectively. Here, black curves correspond to
simulation results will green curves depict the analytic ﬁndings Eq. (4.10) and Eq. (4.11), respectively.
energy is always ﬁnite, of course. In the Sec. 5.1 we will discuss two approaches to circumvent
this problem by a modiﬁcation of the model presented here.
5. Extensions of the Mora model
In this chapter, we will discuss different extensions and variations of the plasma expansion model
of chapter 4. In Sec. 5.1 two possible variations of the temporal evolution of the hot electron
distribution will be studied. In Sec. 5.2 we will account for the cold electrons and we will shortly
discuss in which way the results are modiﬁed through their presence. Finally, in Sec. 5.3 some
extensions of the model with respect to the ion distribution are discussed.
5.1. Advanced description of the electrons
In chapter 4, the free expansion of a plasma slab under the action of laser-heated electrons has
been studied. For these considerations, the electrons were assumed to have a Maxwellian energy
distribution. Hence, at each instant of time, they were described by the density relation (2.24),






according to Sec. 2.3. In this approach, the temperature of the electrons was constant in time,
Te ≡ Te,0. Therefore we refer to it as the isothermal Maxwellian approach. In this framework
the ﬁnal maximum ion velocity is a divergent function with increasing time. In addition, the total
energy of the system is not conserved. To solve this problem, in a ﬁrst approach, Mora considered
the electron temperature to be a function of time.62 This possible variation of the original model
will be the content of Sec. 5.1.1. However, there is no a priori reason for the electron energy
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distribution to preserve its initial Maxwellian shape during the expansion process. To remove this
weak point, in a second approach, the evolution of an initially Maxwellian energy distribution
into an well deﬁned, but arbitrary energy distribution was investigated.64,65 This ansatz will be
brieﬂy discussed in Sec. 5.1.2.
5.1.1. The adiabatic Maxwellian model
In this subsection, we consider the plasma expansion driven by Maxwellian hot electrons under
the condition of energy conservation. In context of this model, the total energy of the system is
given through the sum of the energy of the electric ﬁeld, the thermal energy of the hot electrons
and the kinetic energy of the ions,62 whereas the kinetic energy of the electrons as well as the
thermal energy of the ions is negligible(1) . As a consequence, the energy gain of the ions has to be
compensated by the energy loss of the electric ﬁeld and the thermal energy of the electrons. Since
a reduction of the thermal energy of the electrons is related to a decreasing electron temperature
(see Eq. (B.43)), the electron temperature is now assumed to be time-dependent,62 Te = Te(t),
and the density relation (5.1) is replaced by the expression






Here, the variation of the temperature is determined in such a way that the total energy of the
system is conserved. To realize the adiabatic Maxwellian model, one furthermore has to change
the initial ion distribution from a semi-inﬁnitely extended plasma slab into a target having a ﬁnite
thickness. Since a semi-inﬁnitely large plasma slab contains an inﬁnitely large number of elec-
trons, the resulting initial thermal energy of the hot electrons is also inﬁnite. As a consequence,
the energy transfer into the ions would not change the temperature of the electrons. Thus, by
starting with a semi-inﬁnite plasma slab, one would end up by the isothermal Maxwellian model
again.
Following Ref. 62, the rate of change in the thermal electron energy εe is given by the work of



















with εe(Te) denoting the thermal energy of the electrons as a function of their temperature. In




me c2 (γ(p)−1) fe(x, p) d p . (5.5)
(1) The ﬁrst statement follows from the fact that the mean electron velocity, i.e the electron ﬂuid velocity, is zero
in the stationary approach, Sec. 2.3, since the electron distribution function fe is symmetric with respect to the
momentum, see Eq. (2.20). Initially, the ion temperature Ti is much smaller than the hot electron temperature Te
— as a consequence of the negligibly direct impact of the laser on the ions. Moreover, the relation Ti  Te also
holds true during the plasma expansion, since one can ignore collisions between the ions as well as between the
ions and the electrons. Thus, one has Ti  Te for all instants, which conﬁrms the second statement.
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Here, ne(φ) is the electron density (5.2) and Z(Te) refers to the internal degrees of freedom of the
electron gas









with β = me c2/Te,0 denoting the inverse normalized electron temperature and Kn being the
modiﬁed Bessel functions of second kind and n-th order. Expectedly, Z(Te) fulﬁlls the rela-
tion limTe→0Z(Te) = 1 (nonrelativistic case). In contrast, in the ultrarelativistic limit, one ﬁnds
limTe→∞Z(Te) = 2. Note that a change in the electron temperature leads to a modiﬁcation in
ne(x), too. As a consequence, the value of Eq. (5.3) — which is the precondition for Eq. (5.4)
— is varied, too. Therefore, the implementation of the above procedure has to be done either
iteratively or implicitly.
Following Ref. 62, the adiabatic approach leads to a temperature scaling of Te ∝ t−2 when
starting from nonrelativistic electron temperatures, i.e. Te,0  mec2 (see Fig. 5.1a). In contrast,
one has Te ∝ t−1 in the ultrarelativistic case, i.e. Te,0 
 mec2 (see Fig. 5.1a). Thus, an increasing
Te,0 leads to a slower decrease of Te. This results from an increase in the internal degrees of
freedom Z of the electron gas with increasing Te,0 (see Eq. (5.7)). The time-dependent electron
temperature leads to a different scaling of the electric ﬁeld strength at the ion front Ef in com-
parison to the isothermal situation. While in the isothermal Maxwellian model the asymptotic
behavior is given by Ef ∝ t−1 (see Eq. (4.8)), in the adiabatic Maxwellian approach one ﬁnds the
relations62 Ef ∝ t−2 and Ef ∝ t−3/2 for nonrelativistic and ultrarelativistic electrons, respectively.
Thus, for an arbitrary value of the electron temperature the electric ﬁeld at the ion front drops
with tn, with n > 3/2. This leads to an asymptotic behavior of the ion front velocity of the form
vﬁnal−1/tm, with m > 1/2. In other words, in contrast to the isothermal case, the maximum ion
velocity has a ﬁnite limiting value vﬁnal for t → ∞. The behavior of the ion front velocity in the
different approaches is shown in Fig. 5.1b.
To describe the motion of ion front in the adiabatic Maxwellian case, we have proposed a gen-
eralization82 of Mora’s ansatz (4.10) for the electric ﬁeld strength at the ion front in the isothermal





with α , β being functions of the normalized target thickness l = L/λD, only. Here, L denotes
the initial target thickness (in physical units) and τ = ωpi t/
√
2 exp(1) is the normalized time.
Starting from simulation results, we found empirically the following ﬁts,
α =
χ1 l3/2+χ2 l2+χ3 l5/2+χ4 l3
1+χ5 l3/2+χ6 l2+χ7 l5/2+χ4 l3
β =
(
η1 l+η2 l3/2+η3 l2
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with the coefﬁcients
(χ j) = (−0.0129981, 0.525472,−0.144767, 0.0325432,
−0.70989, 0.860559,−0.199045)
(η j) = (0.0926025, 5.65707, 0.2323, 12.9501,
2.09728, 0.0701358) .
(5.9b)















By using the relations (5.9) and (5.10) in Eq. (5.8), the deviation |E(t)− Enum(t)|/E0 of the
ansatz (5.8) compared to the simulation values Enum(t) is less than 1% for 0.5λD ≤ L ≤ 500λD.













and for the displacement of the ion front
Δxf(t)
λD

























as functions of time. Here, F is the incomplete elliptic integral of the ﬁrst kind and the coefﬁcients
a and b are given by (α∓
√
α2−4β )/2. By evaluating the limit t →∞ in Eq. (5.11), one obtains
the ﬁnal maximum ion energy,









where K denotes the complete elliptic integral of the ﬁrst kind. Relation (5.13) is in good agree-
ment with Ref. 62, where some alternative, heuristic formulas for vﬁnal for large values of L/λD
are given. In the ultrarelativistic regime an ansatz equivalent to Eq.(5.8) could be made, however,
this was not part of our studies in Ref. 82.
5.1.2. The kinetic Maxwellian model
The adiabatic Maxwellian model62 introduced in Sec. 5.1.1 describes a simple, possible variation
of the original isothermal expansion model1–3 (see Sec. 5.1.1) which ensures the conservation
of the total energy of an expanding plasma-slab with an initially ﬁnite thickness. Especially, the
approach leads to a ﬁnite ﬁnal maximum ion energy. In this approach, the electron distribution
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(a) (b)
Figure 5.1.: Simulation results for the adiabatic expansion of a foil with an initial thickness of 20λD as-
suming different initial electron temperatures. The plot corresponds to an example given by Mora.62 In
(a), the temporal evolution of the electron temperature for three different initial values of Te,0 is depicted
(green curves). In addition, the asymptotic scaling laws Te ∝ t−2 (dotted blue line) and Te ∝ t−1 (dashed
red line) are shown, corresponding to the non- and the ultrarelativistic situation, respectively. In (b), the
ion front velocity is shown for the adiabatic Maxwellian approach (green curves) for the non- and the ul-
trarelativistic case, respectively, in comparison to the isothermal result (red dashed curve). Generally, the
velocity saturates more quickly in the nonrelativistic than in the ultrarelativistic case. Here, the asymp-
totic values are 4.7cs and 6.5cs for the nonrelativistic and the ultrarelativistic case, respectively.
is assumed to be Maxwellian with a time-dependent temperature. However, from the physics
point of view, there is no a priori reason for the electron distribution to preserve its Maxwellian
structure since the hot electrons are almost collisionless.63 An approach — in the following we
refer to it as the kinetic appproach — which remedies that weak point was studied in Ref. 64 by
Grismayer et al. It is based on the concept of the adiabatic invariants194 and allows the initial
electron phase space density to evolve arbitrarily. Following Ref. 81, we will give a short sum-
mary of this concept here.
In the kinetic approach, one starts with an arbitrary one-particle phase space density f (p) =
fe,0(p, t) at an arbitrary instant of time t. Next, one considers the points (p j, f j = f (p j)) corre-
sponding to particles with the momentum p j in absence of a potential, i.e. φ ≡ 0. The different
values p j of the momentum are related to different values ε j of the total energy. Now, one re-
gards the motion of a particle with the total energy ε j in the electrostatic potential φ over a full
period T j of its motion(2) . If the potential φ is time-independent, hence conservative, then the
total energy will be conserved. However, in general, the potential will vary during the time T j
and therefore the total energy of the particle will be changed, ε j → ε j +Δε j = ε ′j. Following











being the mean variation rate of the total energy over a full period
(2) The ﬁnite extent of the ion distribution implies the boundary conditions φ(±∞) = −∞. As a consequence, the
trajectory of an electron j is restricted to the ﬁnitely sized region [x1, x2], with −φ(x1,2) = ε j. Hence, its motion is
periodic as long as the total energy ε j does not decrease too rapidly — in this case the oscillations would become
critically damped or even overdamped.
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d t . (5.14)
Here, x(t) denotes the particle position as a function of time. The variation of the energy values,
e j → e′j, is equivalent to a change in the momenta at φ = 0, p j → p j +Δp j = p′j. In contrast, the
values f j are preserved.64 Therefore, the electron distribution at the instant t ′ = t +Δt is given
by the function f ′ which fulﬁlls the relation f ′(p′(p)) = f (p) for all values of p. The described
procedure is illustrated in Fig. 5.2. As already mentioned, the kinetic approach works for an ar-
bitrary initial phase space density. For example, in part IV we will use the ansatz for a step-like
electron distribution. However, most commonly fe,0 is initially set to a Maxwell distribution. In
this case we refer to the kinetic model as the kinetic Maxwellian approach.
Figure 5.2.: Illustration of the approach64 which describes the modiﬁcation of an electron phase space
density f to the function f ′ during a time step Δt. Here, the function values f j = f (p j) of the electron
distribution are kept constant for arbitrary values p j. In contrast, the values p j are varied by the algo-
rithm, p j → p′j. The ﬁgure is taken from Ref. 81.
In the following, we want to point out some aspects of the kinetic algorithm. (i) Since the vari-
ation Δp of the momentum p is a function of the value p itself, the procedure leads to complex
electron distributions. Note especially that in general, an initially Maxwellian electron energy
distribution is not preserved.64,65 For example, during the expansion of an initially step-like
target with a ﬁnite thickness, an initially Maxwellian electron energy distribution evolves into a
distribution with a pronounced high-energy tail,64, 65 which is plotted in Fig. 5.3. The phase space
density is formed by the following process.
According to Eq. (5.14), the energy variation rate of an electron with an energy ε j has to be
evaluated over a full period of its motion. For a low-energy electron — i.e., ε j ≤ − e · (φ(xf)−
φ(0)), with xf denoting the position of the ion front and x = 0 being the center of the foil — the
turning point(3) xturn of the electron’s period lays close to the ion front or even inside the expand-
ing ion distribution, xturn  xf. Since for x  xf the temporal variation rate of the ion density,
∂ni/∂ t, is comparatively large due to the plasma expansion process, in this domain the electric
potential evolves quickly, too. For that reason, Eq. (5.14) predicts a relatively large absolute
(3) Since the situation is symmetric with respect to x = 0, i.e. ni(x) = ni(−x), etc., we only consider the part of the
motion in the right half space x ≥ 0.
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Figure 5.3.: Electron phase space density at φ = 0, fe,0(p), for the expansion of an foil with an initial
thickness of L/λD = 40 at the instant ωpi t = 30. Here, the results of the kinetic Maxwellian model and
the adiabatic Maxwellian model are depicted by the solid blue and the dashed green curve, respectively.
While the latter corresponds to a Maxwellian distribution, on obtains a non-Maxwellian phase space
density in the kinetic approach.
value. In contrast, in case of a high-energy electron, ε j 
 − e · (φ(xf)−φ(0)), the turning point
of the period is situated far beyond the ion-front, xturn 
 xf. Thus, large parts of the electron’s
motion take place in the domain x > xf. Here, one has ∂ni/∂ t = 0, and, as a consequence, in
this domain the potential is evolving comparatively slowly. With increasing electron energy, this
part of the motion outweighs the inner part of the motion in Eq. (5.14) more and more, since
xturn tends towards inﬁnity in the limit ε j → ∞. Summarizing, high-energy electrons are barely
inﬂuenced by the plasma expansion process in comparison to low-energy electrons, which results
eventually in a pronounced high-energy tail.
(ii) The kinetic approach is equivalent to a fully time-dependent solution of the Vlasov equa-
tion (2.11) for the electrons as long as the changes in the electrostatic potential are not to rapid.
More precisely, the necessary condition64 can be written as T j/tφ  1 for all electrons j, with
tφ = |1/φ ·∂φ/∂ t|−1 being the characteristic time of change in the electrostatic potential.
(iii) In the kinetic model the total energy of the expanding system is conserved. Thus, the
ansatz serves as a model for an adiabatic plasma expansion, too. Therefore, here, we want to
brieﬂy compare the kinetic Maxwellian approach to the adiabatic Maxwellian model for the non-
relativistic case. A more comprehensive discussion is given in Sec. 7.2 and Ref. 82.
In contrast to the adiabatic Maxwellian approach, which predicts a scaling of t−2 for the electric
ﬁeld at the ion front, one observes the scaling law t−n, with 1 < n < 2, in the kinetic version.64
As a consequence, the ﬁnal maximum ion velocity is ﬁnite in both approaches but it saturates
more slowly in the kinetic model (see Fig. 5.4a). The different scaling of the electric ﬁeld at the
ion front in both approaches is caused by a different evolution of the electron temperature at the
ion front.64, 82 Naturally, at t = 0 the situation is identical in both models since the initial electron
distributions are identical, too. However for ωpi t > 0, the situation is different in both models.
Firstly, in the adiabatic Maxwellian model one has a uniform spatial electron temperature distri-
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bution(4) . In contrast, in the kinetic ansatz the local electron temperature is a function of x for
ωpi t > 0 (see Fig. 5.4b and Refs. 64, 65). Here, it shows that the electron temperature in the
inner plasma region x  xf, with xf denoting the position of the ion front, is decreasing quickly,
due to the energy transfer into the kinetic energy of the ions. In contrast, the local temperature
for x  xf decreases more slowly and is signiﬁcantly higher than in the inner regions. Moreover,
for x → ∞ the local electron temperature tends towards its initial value. Note that the local elec-
tron temperature distribution, which has a structure similar to that in the solar corona although
the physical origin is different,65 is caused by the high-energy tail of the electron distribution65
shown in Fig. 5.3.
(a) (b)
Figure 5.4.: Expansion of a foil with an initial thickness of L/λD = 40 in the kinetic Maxwellian model
(solid blue curves) in comparison to the adiabatic Maxwellian model (solid green curve) and the isother-
mal Maxwellian model (dashed red curve). (a) shows the maximum ion velocity. Here, the velocities in
the limit t → ∞ are vmax = 8.6cs and vmax = 5.7cs for the kinetic and the adiabatic Maxwellian model,
respectively, while there is no ﬁnite ﬁnal velocity in the isothermal approach (see Sec. 4.2). In (b), the
spatial distribution of the electron temperature is shown for ωpi t = 30. The positions of the ion front are
depicted by dashed vertical lines in the corresponding colors of the respective models.
The different spatial electron temperature distributions lead to a higher electron tempera-
ture at the ion front in the kinetic approach in comparison to the adiabatic Maxwellian model.
Since, assuming nonrelativistic electrons, the electric ﬁeld strength is generally given by E(t) =√
2/ε0
√
ne(t)Te(t) (see Sec. B.3) and the electron density at the ion front, ne(t), evolves simi-
lar in both approaches (see Sec. 7.2), the slower decrease of the electron temperature induces a
slower decrease of the electric ﬁeld at the ion front in the kinetic approach.
Although the maximum ion velocity evolves different in both approaches, the simulations
also show that its value in the limit t → ∞ is of the same order of magnitude in both mod-
els. Moreover, from Fig. 5.4a it is obvious, that the curves go apart at late times only. This is
especially important for the application on experiments. Here, the effective acceleration time
of the ions, tacc, can be approximated by the time which it takes for the plasma expansion
to become multidimensional (see Sec. 7.3 and Ref. 82). Starting from the isothermal Mora
model,59 this time can be estimated by ωpi tacc = (2 exp(1))1/4
√
De/λD, with De being the
transverse size of the electron spot on the target rear side and λD =
√
ε0 Te,0/e2 ne,0 denot-
(4) This can be veriﬁed by evaluating the local thermal energy of the electrons via Eq. (B.45) for a Maxwellian phase
space density, Eq. (2.23), and ﬁnally applying the relation (B.43) between the local temperature and the local
thermal energy of the electrons.
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ing the hot electron Debye length. Assuming parameters for the hot electrons in the range of
Te,0 ≈ 0.1MeV . . .10MeV and ne,0 ≈ 1020cm−3 . . .1021cm−3, one ﬁnds λD ≈ 0.1μm . . .2.5μm.
Moreover, one has De ≈ 5μm . . .100μm (see Ref. 82). From these values one obtains effective
acceleration times of 2 ≤ ωpi tacc ≥ 50. As shown in Fig. 5.4a, for ωpi t ≤ 50 the maximum ion
velocity is quite similar in both models.
5.2. Inclusion of cold electrons
So far, in all expansion models we have exclusively focused on the hot electrons (5) with some
density ne,h and some mean thermal energy Te,h. However, in reality there is also a cold electron
background density ne,c. Normally, one assumes these electrons to have a Maxwellian energy
distribution with a certain temperature Te,c,0.
Thus, in analogy with the expression (5.1) for the hot electrons, in the stationary model dis-
cussed in Sec. 2.3 the cold electron species is described by the density relation






Here, ne,c,0 is the cold electron density in absence of a potential (φ ≡ 0) and Te,c,0 denotes the





ne,c,0 Te,c,0  ne,h,0 Te,h,0 .
(5.16)
In addition, in order to realize charge neutrality at φ = 0, one sets ne,c,0+ne,h,0 = Zini,0. By taking



















Thus, the expansion of a plasma slab is now modeled by the equations (4.1), (4.2) and (5.17). As
in the case of a single electron species, the coupled system is not analytically solvable. Moreover,
for Te,h,0/Te,c,0 ≥ 5+
√
24 ≈ 10 collisionless shocks appear in the expanding plasma.54,70 As a
consequence, the ﬂuid description for the ions, Eqs. (4.2), is no longer valid and a self-similar
solution does not exist even under the assumption of quasi-neutrality Zi ni ≈ ne,h+ne,c. Since in
a typical laser-plasma foil experiment one has Te,h,0/Te,c,0 > 10, most of the investigations have
(5) Apart from this section, we only have to deal with one electron population, namely the hot one. Thus an extra
index at the hot electron quantities would be redundant. However, here, in order to distinguish clearly between the
two electron populations, we label the quantities referring to the hot electrons with an additional index ”h”, while
quantities corresponding to the cold electrons are labeled with an extra index ”c”.
(6) Following Ref. 14, one can assume the upper limit for the cold electron temperature to be approximately in the
range of 0.1keV . . .1keV. Furthermore, one can assume ne,c,0 ≈ 1023 cm−3 according to a typical solid den-
sity. By assuming the hot electron parameters to be in the range of Te,h,0 ≈ 1MeV . . .10MeV and ne,h,0 ≈
1020 cm−3 . . .1021 cm−3, this motivates the relations (5.16).
35
5. EXTENSIONS OF THE MORA MODEL
to be carried out numerically.



















with the characteristic ﬁeld strength E0 =
√
ne,h,0 Te,h,0/ε0 and φf(0) denoting the initial electric
potential at the ion front, x = 0, for which we ﬁnd
eφf(0) =−ne,h,0 Te,h,0+ne,c,0 Te,c,0ne,h,0+ne,c,0 . (5.19)
In a situation where the cold electron pressure is comparable to that of the hot electrons,
ne,c,0 Te,c,0 ≈ ne,h,0 Te,h,0, Eq. (5.19) reads
eφf(0)≈ −2Te,c,0 , (5.20)





1+ exp(−2) . (5.21)
Otherwise, when the cold electron pressure is negligible, i.e. ne,c,0 Te,c,0  ne,h,0 Te,h,0, one ﬁnds
eφf(0)≈ − ne,h,0ne,c,0 Te,h,0 , (5.22)






1+ exp(−2) ≈ 1, one may conclude that Eq. (5.23) serves as a general expression for
the electric ﬁeld strength in the two-temperature case under the conditions (5.16). By comparing
Eq. (5.23) with the one-temperature situation, Eq. (4.9), one can see that the presence of the cold
electrons enlarges the initial electric ﬁeld strength at the ion front by a factor of
√
exp(1)≈ 1.65.
This is also illustrated in Figs. 5.5a and 5.5b.
Apart from that, the cold electrons also have a remarkable inﬂuence on the skin depth λskin
inside the plasma. Commonly, the skin depth is equated with the length scale on which the
absolute value of the electric ﬁeld drops to 1/exp(1) of its value at the target boundary (x = 0).
Since inside the plasma slab (x< 0) the Poisson equation (5.17) cannot be solved analytically, we
make the empirical ansatz






for x< 0. This ansatz is motivated by numerical studies and it implies immediately the expression







5.2. INCLUSION OF COLD ELECTRONS
for the electric ﬁeld inside the target, with
λskin =−φf(0)Ef(0) . (5.26)








for the skin depth in the case ne,c,0 Te,c,0 ≈ ne,h,0 Te,h,0. Here, λD,h =
√
ε0 Te,h,0/e2 ne,h,0 refers to














By summarizing (5.28) and (5.29) we obtain a skin depth of the order
λskin ≈ ne,h,0ne,c,0 λD,h (5.30)
for the parameter region (5.16). The last result can also be rewritten in terms of the cold electron
Debye length λD,c =
√






According to Eqs. (5.30)–(5.31), we can conclude the relations
λD,c ≤ λskin < λD,h (5.32)
for the parameter region of our interest, Eq. (5.16). From Eq. (5.30) it is obvious that the skin
depth is normally smaller than the hot electron Debye length by several orders of magnitude. The
very different skin depth in the one- and the two-temperature model is illustrated in Figs. 5.5a
and 5.5b. Of course, the difference in the electric ﬁeld is also related to a difference in the
electric potential (see Figs. 5.5c and 5.5d). In addition, since the electric potential and the electron
densities are coupled via Eqs. (5.1) and (5.15), the electron densities are also remarkable different
(see Figs. 5.5e and 5.5f). Especially note that the electric ﬁeld in the two-temperature case leads
to a total displacement of the cold electrons in the region of the skin depth into the target (see Fig.
5.5f).
This result is especially important for ultra-thin targets. Commonly, a target is denoted as
ultra-thin when its thickness is of the order of the skin depth or even less. By only taking the hot
electrons into account and assuming typical values Te,h,0 ≈ 1MeV, ne,h,0 ≈ 1020 cm−3, one would
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Figure 5.5.: The two-temperature case in comparison to the one-temperature case at t = 0. The hot elec-
tron parameters ne,h,0 and Te,h,0 are the same in both cases. In the two-temperature case the cold electron
parameters are ne,c,0 = 100ne,h,0 and Te,c,0 = 10−4 Te,h,0. (a) and (b) show the electric ﬁeld for different
intercepts of the x-axis, (c) and (d) display the corresponding electric potential. Here, the dashed curves
correspond to the one-temperature case while the solid ones depict the case of two electron populations.
In addition, in (a) and (b), the skin depth (measured from x = 0) is marked by the dashed vertical line
for the one-temperature and the two-temperature case, respectively. (e) and (f) depict the spatial electron
densities. Here, the hot electron density of the one-temperature case is depicted by the dashed red curves.
In addition, the solid red and the solid blue curves correspond to the hot and the cold electron density for
the two-temperature case, respectively. The hot and the cold electron density are normalized to ne,h,0 and
ne,c,0, respectively.
expect a skin depth λskin which is of the order of the hot electron Debye length λD,h ≈ 1μm.
However, by considering cold electrons with a density of the order of 1023 cm−3 the actual skin
depth (5.30) is three orders below the hot electron Debye length. Hence, here, an ultra-thin target
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has to have a thickness of the order of nanometers or less. The skin depth is also important
for computer simulations. Commonly, the electric ﬁeld is calculated numerically at the discrete
points of a uniform spatial grid (see Sec. A.4). Assuming a resolution of 10 grid points per skin
depth — in order to resolve the decay of the electric ﬁeld sufﬁciently well — the grid has to
have 10 nodes per micrometer in the one-temperature case. In contrast, one needs about 104 grid
points per micrometer when considering the cold electrons, too. Thus a large simulation area of
the order of O (100μm) implies about 106 nodes for an uniform grid — a large computational
effort.
So far, we have focused on the initial situation assuming a step-like target. Here, we saw that
the initial electric ﬁeld strength at the ion front is enlarged by a factor of≈ 1.65. Based on that one
might expect that the ion acceleration process is also noticeably different for t > 0. Of course, the
cold electrons also inﬂuence the physical results(7) for times t > 0. However utilizing simulation
results, one can see that in the parameter region (5.16) the impact of the cold electrons on the ion
front characteristics is not that large. As shown in Fig. 5.6a the electric ﬁeld at the ion front in the
two-temperature case asymptotically approaches that of the one-temperature case. Hence, despite
the presence of the cold electrons, for ωpi,h t 
 1 the electric ﬁeld strength is approximately
given by twice the self-similar expression (4.6) — equivalently to the one-temperature case (see
Sec. 4.2). According to the evolution of the electric ﬁelds, the difference in the ion front velocities
is decreasing, too. Especially, the velocity in the two-temperature case is signiﬁcantly lower than
the 1.65-fold value of the one-temperature result, for ωpi,h t 
 1 (see Fig. 5.6b). More precisely,
the ratio of the ion front velocities is decreasing from 1.65 to 1, i.e. the relative deviation in the
results tends towards zero. For the example plotted in Fig. 5.6, it is found to be less than 20% for
ωpi,h t 
 1.
The asymptotic equivalence of the one- and the two-temperature case is caused by the behavior
of the hot and cold electron densities. As depicted in Figs. 5.6c and 5.6d, as the ion front expands
into the vacuum, the cold electrons are left behind. In contrast, a fraction of the hot electrons
is co-propagating which almost neutralizes the ion charge. Hence, close to the ion front the hot
electrons dominate the expansion process and the quasi-neutral condition ne,h ≈ Zi ni is fulﬁlled.
As a consequence, at later times, the one-temperature self-similar result (4.5) describes the plasma
expansion quite well.
5.3. Extensions regarding the ion distribution
In the previous sections 5.1–5.2, the original model for the expansion of a plasma slab, introduced
in chapter 4, has been extended with respect to the electrons. First, the description of the temporal
evolution of the hot electron distribution was improved in Sec. 5.1. Then, in Sec. 5.2, the cold
electrons were taken into account. All theses models have in common that they assume a single
ion distribution with an initial step-like density proﬁle. Either in form of a semi-inﬁnite plasma
slab (chapter 4 and Sec. 5.2) or in form of a step-like target with a ﬁnite thickness (Sec. 5.1).
However, there are also studies which deal with an altered initial ion distribution. For example,
in Ref. 195 the expansion of a Gaussian ion density proﬁle is investigated. Another example is
given in Ref. 119, where the inﬂuence of a ﬁnite initial density gradient at the target rear side on
(7) A more detailed analysis of the impact of the cold electrons on the expansion process, especially in terms of the
rarefaction wave and shock waves is given in Refs. 77, 78.
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(a) (b)
(c) (d)
Figure 5.6.: Plasma expansion process assuming two electron populations. In (a) and (b) the evolution
of the electric ﬁeld strength at the ion front and the ion front velocity is shown, respectively, for the two-
temperature case (green curves) in comparison to the one-temperature case (red curves). In addition,
in (a) the electric ﬁeld strength of the one-temperature self-similar solution, 2E0/(ωp,i,h t), is depicted
(dashed black curve). In (b), the dashed black curve corresponds to the 1.65-fold of the one-temperature
velocity. In (c) and (d), the spatial densities of the cold electrons (blue), the hot electrons (red) and the
protons (black) are plotted for the instants ωpi,h t = 0 and ωpi,h t ≈ 15.8.
the plasma expansion is studied. Here, the initial ion distribution is given by a plasma slab with
an exponential gradient at the target boundary. In both studies, the target rear is no longer steep
but has a density gradient lss = |ni/(∂ni/∂x)| > 0. It shows that, in general, this inﬂuences the
plasma expansion process remarkably, including effects as wave breaking and a reduction of the
maximum ion velocity(8) .
In numerous studies — analytical and numerical — another possible extension of the original
expansion model with respect to the ions is investigated: the case of multiple ion species. Here,
the target(9) consists either of a homogeneous mixture of more than one ion species — so called
homogeneous multi-ion species targets71,98, 99, 102 — or the target is composed of several layers
each containing a single ion species — so called multi-layer targets.95–99 In the multi-layer
approach, one operates commonly with two layers — mostly denoted as double-layer targets.
Here, a layer which contains light ions is attached in front of a layer which consists of heavy ions.
A sketch illustration of the two kinds of multi-ion species targets is given in Fig. 5.7. In general,
(8) See Sec. 9.1 for further explanations.
(9) Of course, in principal also a combination of both kinds of multi-ion species targets is possible, i.e., a target com-
posed of several layers where at least one layer consists of multiple ion species.
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(a) (b) (c)
Figure 5.7.: In (a) a homogeneous target is shown. The light and the heavy ion species are uniformly
distributed in the target with initial densities nL,0 and nH,0, respectively. (b) shows a double-layer target.
Here, both ion species are separated in different layers. In (c), the test-particle model is shown, which is a
particular case of (b) assuming nL,0  nH,0 and |xH,L|  λD. Note that: (i) Normally, one sets ZHnH,0 +
ZLnL,0 = ne,0 and ZHnH,0 = ZLnL,0 = ne,0 for (a) and (b), respectively. (ii) In (b), we have set ZH = ZL.
the plasma expansion of multi-ion targets show interesting properties. Especially in the context of
the ion-energy spectra. While in the case of an expanding plasma slab consisting of a single ion
species one obtains an exponentially decaying ion energy spectrum,59 the expansion of a multi-
ion species target can lead, under certain conditions, to the formation of monoenergetic peaks in
the spectra.71,98, 99 Since the most applications rely on the availability of quasi-monoenergetic ion
beams, these models are of great interest. However, in the present work, we will not discuss the
details of multi-ion-species targets. Instead, we will only brieﬂy consider the test-particle model,
which can be seen as a special case of a double-layer target. The test-particle ansatz may serve
as another simple plasma model, which in some sense is complementary to the basic plasma slab
model of chapter 4. In the following, it will be brieﬂy introduced(10) .
In the multi-ion-species approach, the plasma slab (see chapter 4) can be seen as a limiting
case: Starting from a double-layer target, as depicted in Fig. 5.7b), the expansion process will be
equivalent to that of a plasma slab (consisting of light ions only) as long as the rarefaction wave
has not reached the boundary of the two layers at xH,L. Since the rarefaction wave propagates with
a velocity of cs, see Ref. 70, the expansion of both targets will be equivalent for t  − xH,L/cs.
Thus, the plasma slab is obtained from the double-layer target assuming an inﬁnitely thick layer of
light ions, hence, for |xH,L| →∞. In this limit, the light ions dominate the expansion — since they
determine exclusively the electric ﬁeld. Now, the test-particle model is obtained in the opposite
limit, assuming(11) nL,0 → 0 and |xH,L|  λD, see Fig. 5.7c. Here, the heavy ions dominated the
electric ﬁeld and the light ions behave as test-particles. The corresponding ﬁelds are obtained by
the integration of the nonlinear Poisson equation (4.3) in the region x > xf, with xf denoting the
(10) Here, we only discuss the one-dimensional test-particle model. However, there are multi-dimensional versions as
well, see Refs.90, 91, 120 e.g.
(11) Often one also assumes a thin layer of light ions, |xH,L|  λD. However, this condition is not necessary as long as
the ion density nL,0 is low against the local density of the hot electrons ne(x), for all positions x in the layer of the
light ions. In this case, the light ions will behave as test-particles.
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Here, φf refers to the value of the electric potential at the heavy ion front. Commonly, one
considers the heavy ions as immobile, mH 
mL. Then, the heavy ion layer stays step-like on the
time-scale of the light ions, and, as a result, one has xf = 0 and φf =−Te,0/e. Next, the motion of
the light ions is given via the equation of motion for a test-particle in the electric ﬁeld (5.33),
mL x¨ = ZL eE(x) . (5.34)
By solving the above relation, one obtains the position x and the velocity v of the test-particle as










































Here, x(0) refers to the initial position of the test-particle, λD =
√
ε0 Te,0/e2 ne,0 and E0 =√
ne,0 Te,0/ε0 are the Debye length and the characteristic ﬁeld strength associated with the hot
electrons, respectively, and ωpi =
√
ZL ne,0 e2/ε0 mL and cs =
√
ZL Te,0/mL denote the ion plasma
frequency and the ion acoustic velocity for the light ions, respectively. Moreover, erﬁ-1 is the
inverse of the complex error function erﬁ, which is deﬁned as erﬁ(x)= erf(i x)/i, with erf denoting
the error function and i being the imaginary unit. As shown in Fig. 5.8a, the maximum ion
velocity is lower than that of the Mora model. This is caused by a faster decay of the electric
ﬁeld at the ion front. However, for a time domain of ωpi t  25, which is typical for many TNSA
experiments,82 both models lead to a result which is of the same order of magnitude.
Starting from the result (5.35) also the energy spectrum for a layer of test-particles can be
evaluated. Initially, a small interval [x(0),x(0)+Δx(0)] in the light ions layer contains nL,0Δx(0)
particles per area, with nL,0 being the initial light ion density. At time t the velocities of these
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(a) (b)
Figure 5.8.: In (a) and (b) the maximum ion velocity (5.35b) and the ion spectrum (5.38) of the test-
particle model (green curves) are shown in comparison to the results (4.11) and (4.7) of the Mora model
(dashed red curves), respectively. In addition, in (b) black dots correspond to simulation results and
the vertical dashed lines mark the minimum and the maximum energy in the test-particle model, ob-
tained from Eq. (5.35b). Note that: (i) The spectrum of the Mora model is normalized in such a way
that the number of particles per area in between the minimum and maximum energy is equal to that of
the test-particle model. (ii) In (b), the number of ions per unit surface and unit energy is normalized to
nL,0 λD/ZL Te,0 and the plot corresponds to the time ωpi t = 30, with ωpi being the plasma frequency of
the light ions.
particles will lie in the interval [v−Δv,v], with v and v−Δv being the velocities (5.35b) of the
particles which were initially located at x = x(0) and x(0)+Δx(0), respectively(12) . Moreover,





















































Since exp(x2)/erﬁ(x)2 ≈ πx2 exp(−x2), for x 














for values of ε 
 ZL Te,0. The spectrum (5.38) is illustrated in Fig. 5.8b.
(12) Note that the velocity v is strictly monotonically decreasing with increasing x(0). Hence, it comes to overtaking in
the ions. However, if the initial interval Δx(0) is very small than the overtaking happens almost instantaneously at
t = 0.
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IV. Expansion caused by a step-like
electron energy distribution
6. The stationary hydrodynamic approach
A key aspect of the central model (see chapter 3) is the assumption that each electron distribution











= 0 , (6.1)













: nonrelativistic limit ,
(6.2)
for the electron phase space densities under this assumption. As a consequence, the spatial elec-




fα(x, p) d p , (6.3)
are coupled to the electric potential φ by relations of the form nα(φ) and the Poisson equation
















The stationary approach offers the possibility to treat the plasma expansion on the time-scale of
the ions by ignoring the details of the electron dynamics. From a mathematical point of view, it
is the relation nα(φ) which constitutes the advantage of this model.
In the literature,79,80, 196,197 another ansatz has been used which also leads to a relation of the
form nα(φ) for the electrons. In contrast to the discussion above, it is based on a hydrodynamic
description (see Sec. 2.2). Here, we only consider hot electrons. The corresponding hydrody-






















with me denoting the electron mass and Pe and ve referring to the pressure and the ﬂuid velocity
of the electron gas, respectively. As in the kinetic approach one makes the assumption of station-
arity for the electrons, hence, one assumes that the electrons equilibrate instantaneously with the
electric potential. Therefore, we refer to this ansatz as the stationary hydrodynamic approach. In
the context of the hydrodynamic relations (6.5), the instantaneous equilibration of the electrons








As explained in Sec. 2.2, the hydrodynamic description has to be complemented by an equation
of state and a relation which speciﬁes the temperature in terms of the electron density. Here, we
use the equation of state of an ideal gas (2.16),
Pe = ne Te , (6.7)
and the relation (2.17b),






describing an adiabatic process with the adiabatic index κ . By combining Eqs. (6.7) and (6.8)
one obtains the expression









In the last step we used the equation of state (6.7), Pe,0 = ne,0 Te,0, with Pe,0 referring to the
pressure of the electron ﬂuid at the density ne,0 and the temperature Te,0. According to Eq. (6.9),
Pe is a function of ne. Moreover, in context of the model, ne is a function of the potential φ which


















By using Eq. (6.9), the last expression can be integrated analytically. The ﬁnal result reads(1)









In summary, starting form the hydrodynamic equation (6.5b) for the hot electrons, the adiabatic
relation for an ideal gas with adiabatic index κ , Eq. (6.9), and assuming massless electrons one
(1) As usual, we have set the reference value for the potential φ equal to zero. Hence, ne,0 still denotes the value of the
electron density in absence of a potential (φ = 0).
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obtains the expression (6.12). Like the result of the kinetic approach, Eqs. (6.2)–(6.3), the hydro-
dynamic relation Eq. (6.12) relates the electron density to the electric potential by a function of
the form ne = ne(φ).
In a ﬁrst study,81 we investigated (i) the question whether the hydrodynamic result (6.12) is
included in the general kinetic approach (6.2)–(6.3) and (ii) which physical consequences for the
TNSA process will arise from the usage of the relation (6.12). In the context of this thesis, the
ﬁrst aspect will be discussed in Sec. 6.1, while we deal with the second point in Sec. 6.2. First
we discuss the case with nonrelativistic electrons, afterwards this study will be generalized for
relativistic temperatures in Sec. 6.3.
6.1. Relation to the stationary kinetic description of the
electrons
In this section, we relate the stationary hydrodynamic approach to the stationary kinetic approach.
While the hydrodynamic approach is characterized by the density relation (6.12), the correspond-









d p . (6.13)
In the kinetic approach, the hot electron energy distribution at φ = 0, fe,0, plays a central role.
In contrast, in the hydrodynamic description nothing has been assumed about the phase space
density of the hot electrons so far. This information is suppressed in the hydrodynamic approach
since the relations (2.15) constitute expressions for averaged quantities, which are derived by
integration over the particle distribution function (see Eqs. (2.13) and (2.14)). Commonly, one
thinks of a Maxwellian particle distribution when dealing with ﬂuids. This is due to the fact that a
Maxwellian distribution is present in a situation where collisions between the particles dominate
the physical processes. This is normally assumed when ”ﬂuids” are considered. However, as al-
ready mentioned, in context of the TNSA mechanism the hot electrons are almost collisionless.63
Hence, a hydrodynamic description of the hot electrons may become invalid and as demonstrated
below, in this case, the stationary hydrodynamic approach implies a non-Maxwellian energy dis-
tribution.
To prove the formal correspondence of the both approaches and to demonstrate the non-Max-
wellian character of the electron energy distribution which is implied by the stationary hydrody-
namic approach, one has to ﬁnd a speciﬁc electron distribution fe,0 which — when applied in the
kinetic density expression (6.13) — leads to the hydrodynamic electron density relation (6.12).
In other words, one has to invert Eq. (6.13) in terms of fe,0. The inversion of this integral equation













(2) Here, we ﬁrst concentrate on the nonrelativistic case. In Sec. 6.3 we will generalize the result to the relativistic case.
(3) See also Eq. (2.22b).
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Note that Eq. (6.14) is valid for an arbitrary electron density ne,0(φ).
By applying the inversion formula (6.14) to the hydrodynamic result for the electron density,




































where Γ is the common gamma function. It is obvious that the phase space density (6.15) is not






κ −1 . (6.17)
In addition, for κ > 3 one ﬁnds a pole at this maximum. In the isothermal limit κ → 1, however,
the expression (6.15) tends towards the common (non-relativistic) Maxwellian distribution. To
summarize, if one applies the phase space density (6.15) in Eq. (6.13), one ends up with the
















Figure 6.1.: Illustration of the electron phase space density (6.15) which is implied by the hydrodynamic
ansatz (6.12) for different values of κ . Obviously, Eq. (6.15) does not describe Maxwellian distributions.
However, it tends towards a Maxwellian distribution in the limit κ → 1 (dashed line). The ﬁgure is taken
from Ref. 81.
6.2. Equivalence and deviations of the different approaches
Before we are going to discuss further consequences of the hydrodynamic approach, we want to
brieﬂy discuss it in the context of the central model, chapter 3. In Sec. 6.1 we have shown that the
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particular electron energy distribution (6.15) leads to the spatial density relation (6.12) of the hy-
drodynamic approach. Now, in the stationary model this density relation is used for each instant
of time. As a consequence, the stationary hydrodynamic model corresponds to the kinetic model
with an electron phase space density which is time-independently given by the distribution (6.15).
In other words, in the stationary hydrodynamic model the electron distribution is (implicitly) as-
sumed to be constant in time. This is equivalent to the isothermal model discussed in chapter 4
where a Maxwellian electron energy distribution, Eq. (2.23), is assumed at each moment in time.
Thus, in the context of the central model (see chapter 3), the stationary hydrodynamic model
corresponds to the isothermal model with the electron density relation (2.24) replaced by the ex-
pression (6.12).
Generally, the assumption of a time-independent electron distribution is not realistic and can
cause problems. For example, as discussed in Sec. 5.1, if fe,0 is chosen as a Maxwellian dis-
tribution, the total energy of the system diverges as time goes on.59 Due to the fact that the
hydrodynamic approach uses a time-independent electron distribution, one therefore might ask
about the accuracy of this assumption. In order to address this problem, one has to apply the
extended electron model of Grismayer and Mora.64 As discussed earlier in Sec. 5.1.2, applying
this kinetic approach one is able to describe the temporal evolution of an arbitrary electron distri-
bution fe,0.
Here, it is useful to recall the essential property of this model: An electron phase density fe,0(p)
at time t evolves into the distribution f ′e,0(p) at time t+Δt which is given by f ′e,0(p′(p)) = fe,0(p).
Here, p′ has the following meaning: We consider an (arbitrary) electron at time t which has an
momentum p in a region with φ = 0. Now, due to the slowly temporally varying electric potential
φ the total energy of the electron may change in the time step Δt. As a consequence, at time t+Δt
the electron will have a different momentum p′ = p+Δp in the regions of φ = 0. Because the
electron was chosen arbitrarily and the potential is assumed to vary slowly, the change p → p′ in
the momentum effects all electrons having initially the momentum p. Since fe,0(p) is connected
to the total number of electrons with momentum p, one has f ′e,0(p
′) = fe,0(p). It is plausible that
the change Δp in the momentum p is a function of the momentum p itself. Otherwise the phase
space density would experience a global shift and the conservation of the total energy would be
violated. Hence, we have p′ = p′(p) = p+Δp(p). Altogether this leads to the evolution formula
f ′e,0(p
′(p)) = fe,0(p). Mathematically, it corresponds to a dilation of parts of the p-axis while
other parts are contracted. At the same time the f -axis is conserved. As a result, a given function
fe,0(p) will be blurred (see Fig. 5.2).
In other words, generally the kinetic approach does not conserve the initial choice fe,0. Con-
sequently, it also does not conserve the electron distribution (6.15), which leads to the hydrody-
namic spatial density distribution ne(φ), Eq. (6.12). Thus, strictly speaking, the hydrodynamic
ansatz, which is using the relation (6.12) at each instant in time, implies incorrect results for t > 0.
Moreover, the inaccuracy is getting worse with increasing time.
However, there is an exceptional case. For the adiabatic constant κ = 3 the corresponding
function fe,0 is given as













This distribution is a step-like function, also called a waterbag distribution. As one can easily
understand, the variation of such a function according to the concept described above preserves
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the step-like structure. Contrary to that, the energy conservation supposed by the hydrodynamic
approach is violated for κ = 3. This seems plausible due to the fact that the concept64 is energy
conservative and predicts a temporal evolution, which is different from that predicted by the pure
hydrodynamic modeling.
In order to illustrate the incorrect temporal behavior predicted by the hydrodynamic approach
at arbitrary values κ , we have performed two series of simulations with our code (see chapter A).
The ﬁrst set (I) uses κ = 2, while in the second one (II) the coefﬁcient κ equals 3. Each set
of simulations contains a hydrodynamic simulation using the spatial electron density given by
Eq. (6.12) and a kinetic simulation following Ref. 64. Here, the initial electron density fe,0 for
the kinetic simulations was given by Eq. (6.15), with κ = 2 and κ = 3 for the sets (I) and (II),
respectively. The parameters of the simulation were taken from an example in Ref. 64. The
target is located symmetrically relative to the x-axis and has initially a half-width of 20λD, with
λD =
√
ε0 Te,0/ne,0 e2 being the electron Debye length. The initial ion density is ni,0 = 1020/cm3.
The hot electrons are characterized by the parameters ne,0 = Zi ni,0 and Te,0 = 1MeV. Moreover,
no cold background electrons were taken into account as mentioned above. The simulation time
T was always chosen ωpi T = 100, where ωpi =
√
Zi ne,0 e2/ε0 mi is the ion plasma frequency.
As depicted in Figs. 6.2 and 6.3, the initial electric ﬁeld which is obtained from the hydrody-
namic simulations is equal to the corresponding result of the kinetic simulations within both sets.
This is what we expect according to the equivalence of both approaches as discussed in Sec. 6.1.
But with increasing time, the results become more and more different for κ = 2 (see Fig. 6.2). In
contrast, they stay identical (with a small error caused by numerical effects) for κ = 3, which is
evident from Fig. 6.3. Altogether, this comparison illustrates the faultiness of the hydrodynamic
ansatz in the case κ = 3.
6.3. Generalization to relativistic energies
In Sec. 6.2, we pointed out that the hydrodynamic approach with κ = 3 leads to a wrong descrip-
tion of the electron dynamics. In contrast, the step-like electron distribution (κ = 3), correspond-
ing to ne(φ , t) ≡ ne(φ) = ne,0
√
1+2eφ/3Te,0 , automatically guarantees the correct evolution.
This is an interesting property because of the fact that it is in general nearly impossible to give
exact analytic expressions for the electron density at t > 0. However, so far the discussion was
completely based on nonrelativistic relations.
For high-energy electrons with mean energies Te,0  mec2 the results need to be revisited. To
remind, the derivation of Eq. (6.12) involves the Euler equation (6.5b) together with the assump-
tion me → 0 as well as the adiabatic relation P · n−κe = const for an ideal gas. For relativistic
temperatures of the electron gas the derivation has to be modiﬁed. While the right-hand side
of Eq. (6.5b) still holds, the relation P · n−κe = const does not. That is because the derivation
of P · n−κe = const needs the assumption that the parameter κ does not depend on temperature.
Indeed, in the nonrelativistic case κ is only a function of the dimension of the electron plasma.
However in the relativistic theory of an ideal gas, the degrees of freedom Z depend on the tem-
perature as well. Concerning a one-dimensional ideal gas, they are determined by Eq. (5.7),
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Figure 6.2.: Comparison of the stationary kinetic and the stationary hydrodynamic approach for κ = 2.
In (a), (c) and (e) the electrostatic potential is plotted for the instants ωpi t = 0, ωpi t = 20 and ωpi t =
100. The corresponding electric ﬁeld is plotted in (b), (d) and (f) for the same instants of time. Here, the
results of the kinetic simulations are displayed by red curves, for hydrodynamical modeling in black. The
corresponding spatial ion (solid lines) and spatial electron densities (dashed curves) are shown in (g) and
(h) for ωpi t = 20 and ωpi t = 100, respectively. The ﬁgure is taken from Ref. 81.
According to Eq. (6.19), Z varies from 1 in the low-temperature limit to 2 in the case of ultra-high
temperatures. Therefore κ = 1+2/Z does depend on the electron temperature as well.
To avoid the associated difﬁculties, we address the problem from the kinetic point of view
starting from the stationary relativistic Vlasov equation (6.1). Its solutions are given by Eq. (6.2),
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Figure 6.3.: Comparison of the stationary kinetic and the stationary hydrodynamic approach for κ = 3.
The plot legend is identical to Fig. 6.2. The ﬁgure is taken from Ref. 81.








(me γ c2− eφ(x))2−me2 c4
)
d p . (6.20)
unlike the nonrelativistic expression (6.13). Next we are going to rewrite the phase space density
as a function of x and the kinetic energy εkin. This can be done without loss of generality(5) due
(4) See also Eq. (2.22a).
(5) Of course, this is also true in the nonrelativistic limit.
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to the fact that fe,0 is assumed to be symmetric in p (see Sec. 2.3). By introducing the deﬁnition
ge,0(εkin) =
√





1+ εkin/(2me c2) being the relativistic relation between the momen-











Here, we denote the relativistic expression for the electron density by nrele in order to distinguish











for κ = 3 follows from Eq. (6.15).
To get the relativistic equivalent, we make the more general ansatz
ge,0(εkin) =Cne,0 ·Θ(wTe,0− εkin) , (6.24)
with w being a positive function of Te,0, and C some normalization constant. First one identiﬁes
C with help of the initial condition nrele (ψ = 0)
!







·Θ(wTe,0− εkin) . (6.25)

















The phase space density (6.25) is preserved during the plasma expansion according to the kinetic
algorithm discussed above, respectively, in Sec. 5.1.2, independently on the choice of w. There-
fore Eq. (6.26) automatically ensures the correct temporal behavior. From the kinetic point of
view one could choose w arbitrarily. However, in order to connect Eq. (6.26) to the hydrody-
namic approach one has to specify w. To do so, we examine the low- and high-temperature limits
of Eq. (6.26).
For the nonrelativistic approximation, Te,0/me c2  1, the expression (6.26) takes the shortened
form






In the nonrelativistic case one has κ = 3 for a one-dimensional ideal gas and one observes a
correspondence of Eq. (6.27) with Eq. (6.12) for w= 3/2. For an ultrarelativistic one-dimensional
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gas one has Z= 2 and κ = 2. As mentioned above, Eq. (6.12) has to be modiﬁed for temperatures
Te,0 ≈ me c2 because it was initially derived under the assumption that κ is independent on the
electron temperature. However, for Te,0 
 me c2 the variation of κ in Te,0 goes to zero. This
can be seen by calculating the ﬁrst derivative of Eq. (6.19) with respect to Te,0. For that reason
Eq. (6.12) becomes suitable also for Te,0 
 me c2 and one obtains









By comparing the last expression with the asymptotic expansion of Eq. (6.26) for Te,0/me c2 
 1,
which is given by







we ﬁnd w = 2. To summarize, we obtain w = 3/2 for κ = 3 and w = 2 for κ = 2. Although it
is mathematically not a unique choice, both limiting cases together motivate the selection w =
κ(β )/(κ(β )−1) = (2+Z(β ))/2, with Z(β ) given by Eq. (6.19).






















































Figure 6.4.: Plot of the discrepancy Δne(ψ) = nrele −napproxe between the relativistic result for the electron
density, Eq. (6.31), and the quasi-nonrelativistic approximation (6.32). The dotted curve corresponds to
the ultrarelativistic case Te,0 = 100MeV, whereas the dashed curve was calculated for the nonrelativistic
energy Te,0 = 0.01MeV. The ﬁgure is taken from Ref. 81.
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by setting κ = κ(β ) = 1+2/Z(β ) in Eq. (6.12). Thus one has










Here, we want to emphasize the difference between the two expressions (6.12) and (6.32)
which have formally the same structure. Eq. (6.12) is an expression derived by nonrelativistic
relations and it contains the adiabatic constant κ which is determined by the dimension of the
electron gas only. In contrast, Eq. (6.32) is just an empiric ﬁt to Eq. (6.31) which contains the de-
grees of freedom of a one-dimensional ideal gas with temperature Te,0, determined by Eq. (6.19).
Figure 6.4 demonstrates the proper approximation of the relativistic expression (6.31) by the re-
lation (6.32) for arbitrary values β = me c2/Te,0 in between the limiting nonrelativistic (6.27) and
ultrarelativistic (6.29) cases.
7. Plasma expansion properties
In chapter 6, we have shown that the electron density relation of the stationary hydrodynamic
approach (6.12) corresponds to the particular electron energy distribution (6.15). Moreover, we
pointed out that the case of a step-like electron phase space density plays a special role, since
it implies automatically the correct evolution of the electron distribution(1) . For that reason the
plasma expansion driven by this special electron energy distribution is energy-conserving. Hence,
it may serve as an alternative to the adiabatic expansion models assuming an initially Maxwellian
energy distribution,62,64, 65 which were studied in Sec. 5.1. Following our second study,82 in this
chapter we want to investigate the impact of a step-like electron energy distribution on the ion
acceleration process. Firstly, in Sec. 7.1, we are going to derive analytic results for the expan-
sion process assuming a step-like electron energy distribution. In Sec. 7.2 we will compare the
obtained results with the case assuming an initial Maxwell distribution. Finally, in Sec. 7.3, we
will apply the different adiabatic models to experimental data.
7.1. Analytics for step-like distributed electrons
As usual we start the investigations from the central model, chapter 3. According to the discus-
sion of Sec. 5.2 we will ignore the presence of cold electrons since they do not have a noticeable
inﬂuence on the high-energy part of the ion spectrum. Hence, we consider only the hot electron
population which is assumed to have a step-like energy distribution. In order to keep the dis-
cussion as general as possible the hot electrons are treated using the relativistic Vlasov ansatz.
Following Sec. 6.3, the electron density relation is given by Eq. (6.31). However, since the re-
sult is complex — causing difﬁculties in the following analytic calculations — we will use the
(1) In the sense of the kinetic modeling of Ref. 64.
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approximative result (6.32) instead. Thus, the electron density relation is given by









with κ denoting the adiabatic index given via
κ = 1+2/Z (7.1b)
and Z being the degrees of freedom speciﬁed by expression (6.19),









The degrees of freedom increase from Z = 1 to Z = 2 when the electron temperature rises from
Te,0  me c2 (nonrelativistic case) to Te,0 → ∞ (ultrarelativistic case). At the same time, the
adiabatic index is decreasing from κ = 3 to κ = 2. Thus from a practical point of view, only the
domain 2 ≤ κ ≤ 3 turns out to be important for our studies, especially in the Secs. 7.2 and 7.3.
However, in this section we want to keep the analytic results as general as possible assuming
the weaker limitation(2) κ ≥ 1. As in the isothermal model, chapter 4, the ion distribution is
assumed to be step-like at t = 0, i.e. is given by Eq. (4.1), and its evolution will be described by
the hydrodynamic equations (3.2). Hence, we have
ni(x) =
{

























= e · [ne(φ)−Zi ni] . (7.1g)
Following Ref. 56 one can derive a self-similar solution for the system (7.1) under the assumption













































(2) The case κ = 1, which corresponds to the isothermal situation, has to be understood as a limiting process κ → 1.
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with the ion-acoustic velocity cs =
√
Zi Te,0/mi. Note that equations (7.2) are identical with the
self-similar result of Ref. 196. Considering the self-similar solution (7.2) mathematically, it is
valid in the domain(3) −√κ < x/cs t ≤ 2
√
κ/(κ − 1). Also, we would like to point out that
in a general situation the quasi-neutrality condition is a necessary but not a sufﬁcient condition.
However, with respect to the problem discussed here, one may regard it as a sufﬁcient condition,
too(4) . In case of an ion distribution with strong spatial variations the quasi-neutrality condition is
violated, because the electron distribution cannot follow these variations instantaneously due to
the thermal smoothing of the electron density. Hence, the self-similar solution is not suitable as a
model for the expansion of a target with an initially step-like density proﬁle at the very beginning
of the acceleration process. At later times, however, when the ion density proﬁle smoothes out
due to the expansion itself, the relations (7.2) provide a good approximation to the exact solution
of the system (7.1) within the quasi-neutral region (see Fig. 7.1).
(a) (b)
(c) (d)
Figure 7.1.: Comparison of the self-similar solution (7.2) for κ = 3 with the exact solution of the equa-
tions (7.1). (a) and (b) show the spatial particle density distributions of the particles at the instants
ωpi · t = 1 and ωpi · t = 50, respectively. Here, the dashed black and the solid red curves correspond to
the exact electron and ion densities, respectively, whereas the broad green lines represent the self-similar
result (7.2c). In (c) and (d), the exact electric potential (dashed black curve) is compared with the self-
similar relation (7.2a) (broad green curve) for ωpi · t = 1 and ωpi · t = 50, respectively. Note that Zi = 1 is
assumed in the plotted example. The ﬁgure is taken from Ref. 82.
(3) For x > 2
√
κ · cs t/(κ − 1) the solution is continued by φss ≡ − κ Te,0/(e · (κ − 1)) and ni,ss ≡ 0. Here, the ion
velocity vi,ss is not deﬁned due to the absence of ions. Moreover, for x < −
√
κ cs t, the expressions (7.2) become
meaningless. Instead one has vi ≡ 0, ni ≡ ne,0/Zi and φss ≡ 0.
(4) This is different to the situation of part V. There, the initial target has a linear density ramp and the quasi-neutral
condition is initially fulﬁlled quite well. Nevertheless, the self-similar solution describes the plasma expansion
only for large times, ωpi t 
 1.
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While the lower boundary of this quasi-neutral region is approximately given by the position
of the rarefaction wave −√κ cs t, which is identical to the lower boundary of the range of validity
of Eq. (7.2), the upper boundary of the quasi-neutral region is not identical to the upper boundary
2cs t
√
κ/(κ −1) of the self-similar solution (7.2). Instead, it is approximately given by the point
where the local electron Debye length, λD,local =
√
ε0 Te,0/(ne(x)e2), exceeds the scale length lss
of the spatial variation in the ion density (see Refs. 59, 83). By evaluating the local scale length
lss = |ni/(∂ni/∂x)| of the self-similar ion density (7.2c) at the initial target boundary (x = 0),
which we take as a representative position, one ﬁnds lss =
√
κ cs t. Consequently, λD,local exceeds















Zi ne,0 e2/(mi ε0) denoting the ion plasma frequency.
From a physics point of view, Eq. (7.3) is an approximative expression for the position of the
ion front, because the quasi-neutral condition fails here as a result of the jump discontinuity in
the ion density, which the electron density cannot follow directly. According to the self-similar






1− (√κ ωpi t)1−κ) . (7.4)
Note, that Eq. (7.4) equals the velocity at which the upper boundary of the range of validity of
the self-similar solution is propagating in the limit t →∞. In addition, Eq. (7.4) is consistent with
the expression given by Mora59 for κ → 1. By taking the derivative of Eq. (7.4) we deduce the
corresponding scaling of the electric ﬁeld strength at the ion front as
Ef,ss(t) ∝ t−κ . (7.5)
Although the self-similar solution is useful for the investigation of the general properties of
the plasma expansion, it does not allow for a characterization of the complete process. Firstly,
it cannot specify the expansion in the early stages due to the non-negligible violation of quasi-
neutrality. Moreover, even for later times this condition is violated at the ion front. Consequently,
the self-similar solution does not provide a precise deduction of the electric ﬁeld strength at the
ion front. In case of isothermal electrons, κ → 1, Mora circumvented the latter difﬁculty by
utilizing numerical results implying that the electric ﬁeld E(t) at the ion front for ωpi t 
 1 is
approximately twice the value Ef,ss(t) given by the self-similar solution.59 But for parameters
κ = 1, simulations show that the ion front surpasses the upper boundary of the self-similar solu-
tion, 2cs t
√
κ/(κ + 1), at some instant tsur (see Fig. 7.2). Hence, the self-similar solution (7.2)
cannot formally be used to characterize the motion of the ion front also at later times. However,
simulations also reveal saturation in the increase of the ion front velocity when approaching this
moment of surpassing, as it becomes clear from Fig. 7.2d. Therefore, the description of the elec-
tric ﬁeld strength at the ion front beyond the point of surpassing by the self-similar relation does
not introduce an essential error. Summarizing, we may argue that the scaling of the electric ﬁeld
predicted by the self-similar solution (7.5) approximates the evolution of the electric ﬁeld at the
ion front for times ωpi t 
 1 sufﬁciently well, despite the principal restrictions mentioned above.
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(a) (b)
(c) (d)
Figure 7.2.: (a) and (b) show the self-similar electric ﬁeld (bold green) in comparison with simulation
results (black) for κ = 3 at the instants ωpi t = 20 and ωpi t = 50, respectively. Clearly, the ion front —
marked by the dotted black line — surpasses the upper boundary 2cs t
√
κ/(κ − 1) of the self-similar so-
lution (dashed green line) at some instant ωpi · tsur in between 20 and 50. As shown in (c), such an instant
ωpi · tsur exists for each value of κ . In (d), the velocity of the ion front at the instant of surpassing (green
dots) is shown against the ﬁnal velocity of the ion front (black crosses) for different κ . Both velocities
differ by less than 1%. The ﬁgure is taken from Ref. 82.
In order to express the electric ﬁeld at the ion front at all instants of time, we propose — in
analogy to the isothermal ﬁt in Ref. 59 — the generalized expression
Ef(t)≈ Ef(t = 0)(
1+C(κ) · (ωpi t)2
)κ/2 , (7.6)
which obeys the asymptotic behavior (7.5). Here, C(κ) is a function of κ only and Ef(t = 0)
denotes the initial ﬁeld strength at the ion front. The latter value can be determined by integration
of Eq. (7.1g) with the electron density relation (7.1a). Before proceeding, it is useful to specify
the boundary conditions.
First, we set φ ′(±∞) = 0, since we assume there is no electric ﬁeld at inﬁnity. The absence
of an electric ﬁeld at x = ±∞ implies physically that the net charge density at x = ±∞ is zero,
thus ni(±∞) = ne(±∞). With the common choice ni,0 = ne,0 this leads to the boundary values
φ(−∞) = 0 and φ(∞) =−κ/(κ −1). Now, under consideration of the boundary conditions, the
integration from x =−∞ to x = 0 yields
ε0
2











− eni,0 φ(0) . (7.7a)
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In addition, the integration from x = ∞ to x = 0 results in
ε0
2










By combining the Eqs. (7.7), one obtains φ(0) =−Te,0/e. Using that result in Eq. (7.7b), we ﬁnd








For values κ  10, the expression (7.6) properly ﬁts the simulation results, as long as C(κ)
is well chosen. This is demonstrated in Fig. 7.3a for three values of κ . Since relation (7.6) is a
heuristic ﬁt, C(κ) cannot be determined unambiguously. However, a comparison with the best-ﬁt






is a good approximation, as illustrated in Fig. 7.3b. Furthermore, expression (7.6) together with
Eq. (7.9) leads to the ﬁt formula found by Mora for the case κ = 1.
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}
, (7.11)
as functions of time. Here, 2F1 denotes the Gaussian hypergeometric function and λD =√
ε0 Te,0/(ne,0 e2)) refers to the electron Debye length. Relations (7.10) and (7.11) are displayed
in Figs. 7.3c and 7.3d and reproduce the simulation data well. The ﬁt precision decreases slightly
with increasing κ . However, for the relevant values κ ≤ 3 the relative error in v(t) is still less
than 1% for all times t.













]2 κ− κκ−1C(κ) · (κ2−1)2 . (7.13)
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(a) (b)
(c) (d)
Figure 7.3.: In (a), the electric ﬁeld strength at the ion front as a function of time is shown for κ = 2,
3 and 10. Black dots correspond to simulation results, while the green curves represent the analytical
estimate (7.6). (b) displays the best-ﬁt values for C(κ) (black dots) found by simulations in comparison
with Eq. (7.9) (green curve). In (c) and (d), the time dependence of the ion front velocity and its position
are plotted, respectively. The corresponding estimates (7.10) and (7.11) are depicted by green lines, black
dots show the results of simulations. The ﬁgure is taken from Ref. 82.
From Eq. (7.12) it is evident, that the ﬁnal maximum ion velocity is ﬁnite for κ > 1, in contrast
to the isothermal case (κ → 1). This is not surprising, since the step-like electron energy distribu-
tion does have a ﬁnite cut-off energy. As a consequence, the difference of the potential values at
x = −∞ (deep inside the target) and x = ∞ (in vacuum) is ﬁnite and hence the maximum kinetic
energy a test particle can gain is limited, too. The correlation between a ﬁnite cut-off energy
in the electron energy distribution and the limitation of the ﬁnal maximum ion energy has been
studied in the case of a truncated Maxwellian distribution for (i) the free expansion of a plasma
consisting of one ion species83,84 and (ii) the acceleration of light ions, which were assumed as
test particles in the ﬁeld of immobile heavy ions.85–87
As mentioned above and illustrated in Fig. 7.2d, the maximum velocity (7.12) is always greater
than the velocity 2cs
√
κ/(κ −1) of the upper boundary of the self similar solution (7.2). How-
ever, it is interesting to note, that the relative difference between both terms is less then 15% for
all κ ≤ 10. Furthermore, from Eq. (7.12) we can derive the ﬁnal maximum ion energy per charge
number,
εmax/Zi = Te,0 ·χ(κ) . (7.14)
Substituting κ by the number of degrees of freedom Z via Eq. (7.1b) and expressing this param-
eter in terms of the initial electron temperature Te,0 by using Eq. (7.1c), the relation (7.14) will
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depend on Te,0 only. For practical use, we give an approximative expression (see also Fig. 7.4),
εmax/Zi ≈ Te,0 1.36312+4.58725Te,0/MeV0.750591+Te,0/MeV . (7.15)
From this relation one can extract the minorant and majorant functions
1.82Te,0 ≤ εmax/Zi ≤ 4.59Te,0 . (7.16)
Finally, the number of ions per unit energy and unit surface (energy spectrum) can be approxi-

















In the limit κ → 1, this relation reproduces the isothermal result59 (4.7).
(a) (b)
Figure 7.4.: (a) displays the ﬁnal maximum ion energy as a function of the initial electron energy. The
bold green curve corresponds to Eq. (7.14) with κ expressed as a function of the electron temperature
Te,0 by applying the relation κ = 1+ 2/Z and Eq. (5.7). That exact curve is almost perfectly covered by
the approximation (7.15) (dashed black curve). In addition, the minorant and majorant functions (7.16)
are displayed by dotted black lines. (b) shows the energy spectrum for κ = 3 at ωpi · t = 50. The black
dots correspond to the results of a simulation, while the green curve is determined by Eq. (7.17). Here,
the number of ions per unit surface and unit energy is normalized to ni,0 λD/Zi Te,0. The ﬁgure is taken
from Ref. 82.
7.2. Comparison to adiabatic models assuming Maxwellian
electrons
In the following we want to compare the hydrodynamic approach with the adiabatic Maxwellian
model62 (see Sec. 5.1.1) and the kinetic Maxwellian model64 (see Sec. 5.1.2). We again point
out that the essential difference between the different models is the electron energy distribution.
While the hydrodynamic ansatz (7.1a) with κ depending on Te,0 via Eqs. (7.1b) and (7.1c) implies
a step-like phase space density for all instants t ≥ 0 (see Sec. 6.3), in the adiabatic Maxwellian
model the electron energy distribution is Maxwellian for all times t ≥ 0 (see Sec. 5.1.1). We
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recall that the correct temporal evolution of the electron energy distribution in the hydrody-
namic approach is automatically fulﬁlled since the step-like phase space density is conserved
(see Sec. 6.2). For the adiabatic Maxwellian ansatz the evolution is modeled by a time-dependent
electron temperature. Like in the adiabatic Maxwellian model, in the kinetic Maxwellian ap-
proach the electron phase space density is initially given by a Maxwell distribution. However,
due to the treatment of the temporal evolution, the Maxwellian shape of the electron distribu-
tion is in general not preserved for times t > 0 (see Sec. 5.1.2). Despite their different electron
distributions, all these approaches conserve the total energy of the system and are therefore in
principal suitable for the description of an adiabatic plasma expansion. However, because of the
complex interplay between the expansion and the electron cooling this task is complicated within
the Maxwellian models.
(a) (b)
Figure 7.5.: Panels (a) and (b) show the different electron distributions underlying the different models
(nonrelativistic case) for a target with an initial thickness L/λD = 80 at ωpi t = 0 and ωpi t = 50, respec-
tively. The results of the adiabatic and the kinetic Maxwellian approach are depicted by the bold green
and the dashed black curve, respectively, whereas the solid red curve corresponds to the hydrodynamic
approach. Here, fe,0 is normalized to ne,0/
√
2me Te,0. The ﬁgure is taken from Ref. 82.
The various electron distributions, which are illustrated in Fig. 7.5, lead to different behavior
during the ion acceleration process. While no ﬁnite velocity for the ion front exists in the case of
Maxwellian-distributed electrons and half-inﬁnite plasma slabs, we identify the limit (7.12) for a
step-like electron energy distribution. In order to get ﬁnite ion energies in the case of Maxwellian
electrons, one has to operate with foils (i.e. targets of limited thickness). This leads to different
ﬁnal ion energies in dependence on the target thickness, as shown in Fig. 7.6a. In contrast, in the
hydrodynamic approach, the ﬁnal maximum energy of the ions quickly saturates for an increasing
thickness of the foil, as also illustrated in Fig. 7.6a. Moreover, these values are lower by almost
one order of magnitude for foil thicknesses L in the range of λD ≤ L ≤ 100λD, as compared with
the results assuming Maxwellian hot electrons.
The ﬁnal energy in the case of nonrelativistic Maxwell-like electrons is given by Eq. (5.13),
which is approximately equal to εmax/Zi = 2Te,0 ln(0.32L/λD+4.2)2 for L/λD ≥ 20, see Ref. 62.
This expression depends on Te,0 as well as on ne,0 (through λD), whereas the relation (7.14) of the
hydrodynamic model is only a function of the electron temperature Te,0.
To give an explanation for the remarkable difference in the ﬁnal maximum ion energies, pre-
dicted by the Maxwellian and the hydrodynamic approaches, we may exclude differences in
the initial electric ﬁeld strength as an essential reason, because for foils thicker than a few De-
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(a) (b)
Figure 7.6.: (a) shows the ﬁnal maximum ion energy as a function of the initial target thickness L/λD.
Here, the black dots and the blue triangles correspond to the nonrelativistic adiabatic and the kinetic
Maxwellian approach, respectively, whereas the hydrodynamic approach for the nonrelativistic case
(κ = 3) is depicted by the red diamonds. The broad green curve depicts the analytical result for the max-
imum ion energy of the nonrelativistic adiabatic Maxwellian approach, Eq. (5.13). The dashed black
line displays the maximum ion energy for thick targets and nonrelativistic electrons with a step-like en-
ergy distribution (κ = 3), Eq. (7.14). In (b) simulation results for the total initial energy (per area) of the
system as a function of the initial target thickness L/λD are plotted. Here, the black dots correspond to
Maxwell-like distributed electrons, while the red diamonds represent the hydrodynamic approach. The
ﬁgure is taken from Ref. 82.
bye lengths the ratio EMaxwell(t = 0)/Ehydro(t = 0) is given by
√
κκ/(κ−1)/exp(1) (according to
Eqs. (4.9) and (7.8)), which is smaller than 1.4 for arbitrary values of Te,0. Furthermore, the total
energy of the system (initial electric ﬁeld energy + initial thermal energy of the electrons) does
not signiﬁcantly differ for foils with a thickness greater than or equal 10λD (see Fig. 7.6b).
Therefore, the large discrepancy in the ion energies is related to the different temporal behavior
of the electric ﬁeld strength E(t) at the ion front, which is illustrated in Figs. 7.7a and 7.7b. First,
we note that the ﬁelds in both models using Maxwellian electrons are almost identical over tens
of ion plasma periods for thicker foils (see Fig. 7.7a), whereas the adiabatic Maxwellian model
predicts a faster decrease of the accelerating ﬁeld in the case of thinner foils (see Fig. 7.7b). After
ωpi t = 50, in the Maxwellian models the ﬁeld strengths will be reduced by approximately two
orders of magnitude. In contrast, the hydrodynamic model predicts a much faster drop of the
electric ﬁeld — approximately four orders of magnitude during the same time interval.






In general, the above expression fails in the relativistic case(6) . However, for Maxwellian elec-
trons, where fe,0 is given by the Maxwell-Jüttner distribution (2.23b), the result (7.18) is still true,
since the relativistic expression for the electron density and its nonrelativistic limit are identical
(see Sec. 2.3). Moreover, since the relativistic result for the density relation assuming a step-like
(5) In Sec. B.3 we conﬁrm this statement.
(6) This follows from the consideration of Sec. B.3. In order to prove Eq. (7.18) one needs the assumption that the de-
grees of freedom Z are constant. However, in the relativistic case Z becomes a function of the electron temperature
Te and that assumption is violated.
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Figure 7.7.: Simulation results for the electric ﬁeld strength ((a) and (b)), the electron density ((c) and
(d)) and the electron temperature ((e) and (f)) at the ion front as functions of time for targets with initial
thicknesses L/λD = 80 (left column) and L/λD = 2 (right column), respectively. The curves are nor-
malized to the corresponding initial values. The thick green and dashed black curves follow from the
nonrelativistic adiabatic and kinetic Maxwellian models, respectively. The results of the hydrodynamic
ansatz are depicted by the solid red curves. The ﬁgure is taken from Ref. 82.
electron energy distribution, Eq. (6.31), is quite well approximated by the nonrelativistic expres-
sion (6.32), the statement (7.18) is quite well fulﬁlled in this case, too. To summarize, with
respect to the problem to be discussed here, one can apply Eq. (7.18) to express the dependency
of the electric ﬁeld at the ion front on the electron density and temperature at the same point.
Now, as Figs. 7.7c and 7.7d indicate, the temporal behavior of the electron density is similar
for both types of model. Thus, according to Eq. (7.18), the difference in the electric ﬁeld strength
at the ion front should be mainly inﬂuenced by the behavior of the electron temperature at that
position. The graphs in Figs. 7.7e and 7.7f show the evolution of the electron temperature at the
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ion front. Obviously, the cooling process is much more pronounced in the hydrodynamic model.
To give a qualitative explanation for this behavior, we have to keep in mind that the adiabatic
Maxwellian model uses a single, well-deﬁned electron temperature, which is uniform in space,
i.e. Te(x, t) = Te(t). The temporal variation of Te(t) is caused by the transfer of thermal energy
from electrons to kinetic energy of the ions via the electric ﬁeld. At the beginning of the ex-
pansion, the kinetic energy of the ions gained from the electric ﬁeld is almost independent on
the initial foil thickness, because the electric ﬁeld at the ion boundary depends only weakly on
L for L > λD, see Eq. (5.10). However, the total initial thermal energy of the electrons strongly
depends on L (at constant ne,0 and Te,0), because the number of hot electrons increases propor-
tionally with increasing target thickness (7) . Consequently, the relative energy loss of the hot
electrons is smaller for thicker foils. Or, in other words, the temperature Te(t) decreases more
slowly. This argument also illustrates, why the adiabatic Maxwellian model converges into the
isothermal model predicting an inﬁnite maximum ion energy for L → ∞.
In the kinetic Maxwellian model, the temperature is not uniform in space as in the adiabatic
Maxwellian approach (see discussion in Sec. 5.1.2 also). However, the deviation of the electron
phase space density fe,0 from the initial Maxwellian distribution is relatively small in the kinetic
model during the essential acceleration time of the ions. Therefore the evolution of the electric
ﬁeld strength as well as of the electron density and the electron temperature at the ion front are
very similar to that of the adiabatic case during that period of time, ωpi t  10, (see Fig. 7.7).
(a) (b)
Figure 7.8.: (a) and (b) show the simulation results for the spatial electron temperature distribution at
the instants of time ωpi t = 0 and ωpi t = 50, respectively. The bold green and black dashed curves cor-
respond to Maxwellian electrons (adiabatic and kinetic ansatz, respectively), while the red curves show
the results of the hydrodynamic approach (κ = 3). The dashed red and green vertical lines mark the ion
fronts within the hydrodynamic and the adiabatic Maxwellian model, respectively, whereas the dotted
black vertical line corresponds to the kinetic Maxwellian approach. Initially, the target thickness was
L/λD = 80 and the ion front was located at 40λD. The ﬁgure is taken from Ref. 82.
In contrast, the hydrodynamic model gives a local temperature, which is connected to the
spatial electron density distribution by the adiabatic relation Te(x) = Te,0 · (ne(x)/ne,0)κ−1 (see
Ref. 80). As a consequence, the electron temperature drops rapidly at the ion front while the
electron density is decreasing due to the expansion. The obtained effect is much stronger than the
(7) Note that from the experimental point of view, constant values of ne,0 and Te,0 with an increasing target thickness L
imply a constant value of the laser intensity but an increasing focal spot radius and therefore an increasing pulse
power. This follows from the discussion in Sec. 7.3 — see especially Eq. (7.32) for Te,0 and Eq. (7.30) for the
electron plasma frequency (which can be resolved for ne,0).
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reduction of the electron temperature due to the total energy loss of all electrons in the adiabatic
Maxwellian model. The differing properties of the spatial temperature proﬁles of the models are
demonstrated in Fig. 7.8.
7.3. Application of the different adiabatic models to
experimental results
In this section, we will compare the predictions of the plasma expansion models described above
with the results of various experiments. Since PIC simulations commonly predict a Maxwellian
electron distribution generated during the laser-plasma interaction, the observed ion acceleration
is often described by the application of Mora’s model59 with a certain (empirically determined)
acceleration time tacc which is proportional to the laser pulse duration10,126,198 τL (see chapter. 8).
This procedure simply assumes that the laser keeps the electrons in a Maxwellian distribution
with a temperature approximately given by the ponderomotive potential.159 Once the laser pulse
is over, the hot electrons cool down transferring a fraction of their energy to the ions, and the
plasma expansion becomes adiabatic. The maximum ion energy is still increasing in this phase.
Its ﬁnal value will be reached in the limit t → ∞, according to Ref. 62 and Eq. (5.11). However,
this is a purely one-dimensional consideration.
In reality, the acceleration efﬁciency drops as soon as the plasma geometry becomes multi-
dimensional. This happens approximately at the time when the displacement of the ion front
in forward direction, xacc, exceeds the transverse dimension De of the electron spot on the rear
side of the target.50, 99, 199 The limitation of the acceleration distance decreases signiﬁcantly the
resulting ion energies199 in comparison to one-dimensional models used in Refs. 59, 199. Based
on the results of Ref. 59, this time t1D3D can be estimated for protons as





which in physical units reads as
t1D3D [fs] = 134.5
√√√√ De [μm]√
ne,0 [1020cm−3] Te,0 [MeV]
. (7.20)
Following Ref. 10, the size of the electron spot on the rear target surface can approximately be
evaluated with the help of the relation
De = DL+2 tan(θe)L . (7.21)
Here, DL is the laser spot diameter on the target front side, L is the thickness of the target and
θe is the half-opening angle of the electron beam inside the target. According to Ref. 10 one has
θe ≈ 25◦. This value will be used throughout this section. Furthermore, DL ≈ 5μm . . .25μm (e.g.
Ref. 58 and Ref. 6) and normally L  100μm. For the corresponding quantity De we obtain val-
ues within a range of approximately 5μm . . .100μm. Assuming hot electron temperatures in the
range of Te,0 ≈ 0.1MeV . . .10MeV and densities ne,0 ≈ 1020cm−3 . . .1021cm−3, we may calculate
corresponding times t1D3D between 100fs and 2500fs.
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For relatively long laser pulse durations, τL  150fs, and assuming similar focusing condi-
tions, the ion bunch already reaches a longitudinal extent of the order of the transverse size of the
electron spot during the laser pulse duration. Therefore, the acceleration within the subsequent
adiabatic regime is almost negligible and the relation tacc ≈ t1D3D ≈ τL holds. As a result, the
isothermal theory10,59 describes the acceleration process sufﬁciently well.
Although the maximum energy predicted by the isothermal model depends on several experi-
mental quantities, a rough scaling with the laser intensity IL times the square of the laser wave-
length λL can be found, εmaxiso ∝
√
IL λ 2L, as it was given by Clark et al.
200 and conﬁrmed in
other studies.174,199 We may derive this characteristic behavior by inserting relation (7.19) for
the limited acceleration time into the expression for the maximum proton energy of Ref. 59,














Now, applying the estimates of Ref. 10 for the total number of hot electrons generated by the
laser pulse, Ne = η εL/Te,0, and for the hot electron density at the rear side of the target, ne =
4Ne/(π D2e τL c), as well as the relation PL = εL/τL, with the laser pulse power PL and the laser

















Here, η denotes the conversion efﬁciency of laser energy into hot electron energy within the laser
focus. A typical value of the order of 10% (see e.g. Ref. 50) will be used in the estimates below.






























IL λ 2L (7.27)
by relating the pulse power to the laser intensity, PL = π r2L IL. The parameter rL denotes the laser
spot radius at the target front side. In physical units we obtain




IL λ 2L [1018W/cm
2 μm2] . (7.28)
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Hence, we ﬁnd εmaxiso ∝
√
IL λ 2L, in agreement with Ref. 200. Note again, that the scaling has
been found by setting the acceleration distance xacc equal to the transverse size of the electron spot
on the rear side of the target. Moreover, by changing that acceleration distance to some multiple
of the electron spot size, hDe, the result (7.28) would simply become multiplied by this factor h.
The same result would follow from an increase of the normalized focal spot radius by a factor
of h, hrL/λL, while assuming the laser intensity IL to remain constant. Therefore, the particular
value of the acceleration distance xacc does not inﬂuence the qualitative scaling law (7.28).
In the ultrashort-pulses regime τL  100fs the situation is different, because the acceleration
time exceeds the laser pulse duration, tacc ≈ t1D3D > τL. Hence, the adiabatic regime becomes
important, and another scaling for the maximum ion energy should be obtained. This is demon-
strated in Fig. 7.9, which is based on Fig. 7 of Ref. 201, where the results from a large number of
laser-ion acceleration experiments from the last two decades have been collected.
Figure 7.9.: Overview of various experiments performed in the last decades. From the illustration it is
obvious that ultrashort pulse experiments (red dots) show a different scaling than experiments with rel-
atively long laser pulses (blue triangles). Dotted lines with the corresponding color are drawn in both
regions to guide the eye. Experiments with intermediate pulse durations (green diamonds) fall between
both regions. The following experimental data have been used: 1=19, 2=202, 3=124, 4=183, 5=60,
6=6, 7=203, 8=8, 9=121, 10=204, 11=205, 12=206, 13=201, 14=198, 15=207, 16=50, 17=208, 18=209,
19=174, 20=177, 21=210, 22=211, 23=212. The ﬁgure is taken from Ref. 82.
The difference between the two regimes, as shown in Fig. 7.9, was previously discussed also by
Fuchs et al.126 Assuming isothermal Maxwellian electrons and laser pulse durations τL  150fs,
they found empirically a good agreement between experimental data and Eq. (7.22) by setting
the acceleration time proportional to the laser pulse duration τL. In contrast, they determined the
acceleration time to be almost constant for ultra-short pulse durations, τL < 60fs.
One can immediately show that a ﬁxed acceleration time in Eq. (7.22) will result in a de-
pendency of the maximum ion energy on Te,0 only — besides a factor, which contains the laser
wavelength, the conversion efﬁciency and the divergence of the electron beam as well as the ratio
of the target thickness and the laser focal spot radius. To prove this statement, we ﬁrst rewrite the
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by using the above estimates PL = π r2L IL and De = 2rL+2 tan(θe)L. With help of this relation,











which in physical units assuming protons reads








Next, we express the laser intensity IL in Eq. (7.30) in terms of Te,0 by rearranging the relation




1.37 ·1018W/cm2 μm2 −1
)
(7.32)
of Wilks et al.159 By inserting the resulting expression into Eq. (7.22), we immediately conﬁrm
the statement on the pure temperature dependence of the maximum ion energy. It is interesting
to note that exactly the same conclusion for the maximum ion energy can be drawn assuming
step-like distributed electrons, as shown in Eqs. (7.14) and (7.15), respectively. Moreover, the re-
lation (7.14) ﬁts the experimental results in the ultrashort pulse regime quite well (see Fig. 7.10).
To answer the question whether the illustrated agreement is only a consequence of the intrin-
sic adiabatic plasma description in the hydrodynamic model or if it is also related to the shape
of the initial electron distribution, we also checked the experimental data against the results of
the Maxwellian adiabatic modeling (see Sec. 5.1.1). According to the discussion of Sec. 7.2 —
see especially Fig. 7.6a — it is evident that the Maxwellian adiabatic expansion gives a different
scaling. Fig. 7.11 includes curves, which were calculated with help of relation (5.13) for three
different normalized target thicknesses l = L/λD as well as the result from the hydrodynamic
model.
In this context we recall that the applied relations (7.14) and (5.13) express the ﬁnal energy
of the ion front in the limit t,xacc → ∞. In contrast, as discussed earlier in this section, the one-
dimensional expansion — and thus the essential energy gain — occurs over a distance xacc com-
parable to the transverse size De of the electron sheath at the rear side of the target. Therefore, we
have revisited the above comparison between the two models and the experimental data using a
ﬁnite acceleration distance xacc. We found that this limitation in the acceleration process does not
change the general scaling remarkably. Instead the two models still predict two clearly different
scaling laws. In any case the adiabatic Maxwellian model cannot reproduce the scaling implied by
the ultrashort pulse experiments over the complete intensity region (1018W/cm2−1020W/cm2).
In contrast, the experimental data for the maximum ion energy in the ultrashort pulse regime may
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Figure 7.10.: The
√
IL λ 2 -scaling (dashed blue lines) according to Eq. (7.28) is shown for focal radii
rL = {2, 5, 10}λL. In addition, the red curve represents the maximum energy of the ions in the hydrody-
namic ansatz applying Eq. (7.14). The experimental data are identical to those of Fig. 7.9. The ﬁgure is
taken from Ref. 82.
Figure 7.11.: Comparison of the scaling of the maximum ion energy with the laser intensity of the dif-
ferent adiabatic models. The red curve represents the maximum ion energy in the hydrodynamic ansatz,
Eq. (7.14). The dashed blue curves show the ion energies for Maxwellian electrons, Eq. (5.13), for three
normalized foil thicknesses l = L/λD = {5, 25, 100}. The experimental data are identical to those of
Fig. 7.9. Note that (i) the plotted theoretical curves exhibit the maximum energies in the limit t → ∞.
(ii) An increase in the target thickness does not necessarily imply an increase of its normalized value for
a given set of laser parameters (IL, rL, PL, ...), since the Debye length (7.25) depends on the size of the
electron spot on the rear side of the target, which itself changes with the target thickness. The ﬁgure is
taken from Ref. 82.
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be interpreted well by the hydrodynamic approach.
Since the most important difference between both models is the non-Maxwellian electron dis-
tribution in the hydrodynamic approach, this could be an indication for the presence of non-
Maxwellian electron spectra generated in ultrashort pulse interactions. This suggestion is sup-
ported by the statement in Ref. 99, that approximately 100fs are needed to evolve the hot electrons
into an equilibrium distribution, as well as by simulations in Ref. 213, where a non-Maxwellian
distribution has been observed using an ultrashort pulse laser (τL = 60fs). Also we recall here
about the interaction schemes with truncated Maxwellian distributions.83–87,214 This type of en-
ergy distribution functions may be induced by the escape of the fastest electrons from the charge
separation region. A plausible explanation for this possibility follows from the multi-dimensional
nature of the interaction, which does not provide an equilibrium solution for Maxwellian elec-
trons.110 Because of a ﬁnite potential at inﬁnity in this geometry, electrons with kinetic energies
exceeding this potential, can escape from the target and a non-Maxwellian distribution will be
formed.
As a non-Maxwellian electron distribution should also manifest itself in the shape of the pro-
ton spectrum, we checked this aspect using the publications employed in the Figs. 7.9–7.11 and
compared it with the theoretical prediction of the hydrodynamic model, Eq. (7.17), as well as
with the theoretical spectrum evaluated for Maxwellian electrons, Eq. (4.7). As mentioned above
(see, e.g. Secs. 6.1 and 7.1), the hydrodynamic result (7.17) becomes identical with Eq. (4.7) in
the limit κ → 1, where the electron energy spectrum associated with the hydrodynamic ansatz
takes the form of a Maxwellian distribution (see Sec. 6.1). To compare the experimental data
with the theoretical models, we have ﬁtted the expressions (7.17) and (4.7) to the measured data.
In the case of the hydrodynamic model, the adiabatic index κ was used as a ﬁt parameter. The
deviation of its best-ﬁt value κﬁt from unity may be considered as a measure for the deviation of
the electron energy distribution from a Maxwellian one.
In our analysis we noticed that κﬁt is close to 1 for a large number of experiments using rela-
tively long laser pulse durations, τL ≥ 300fs. Hence, the corresponding proton spectra are quite
well described by the theoretical result (4.7) assuming Maxwellian electrons. This is obvious
from the right column of panels in Fig. 7.12, where the best-ﬁt results for the hydrodynamic
expression (solid green lines) are almost identical with the best-ﬁt results for the Maxwellian
case (dashed red curves). In contrast, for numerous ultrashort pulse experiments (τL ≤ 80fs) the
best-ﬁt values for κ are close to numbers(8) 2-3, as illustrated in the left column of Fig. 7.12.
Note again, that the values κ = 2 and κ = 3 correspond to a step-like electron distribution in the
nonrelativistic and ultrarelativistic limit, respectively (see Sec. 6.3).
However, we want to emphasize that this is not necessarily a direct proof for the presence of a
step-like electron energy distribution in those ultrashort pulse experiments, since the shape of the
proton spectra are in reality inﬂuenced by various other aspects, such as the laser prepulse and
multi-dimensional as well as multi-ion species effects. But the results reported above support the
suggestion about the presence of a non-Maxwellian distribution in those experiments. However,
as demonstrated in Fig. 7.13, we found also some exceptional cases in the analysis of the diag-
nosed proton spectra. Nevertheless, we believe that there is some evidence for a non-Maxwellian
distribution in most of the analyzed ultrashort pulse experiments as well as for a Maxwellian
(8) Here we want to remind that values of 2 and 3 for κ are associated with a step-like distribution function in the
ultrarelativistic and the nonrelativistic limit, respectively (see Sec. 7.1).
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Figure 7.12.: Experimental data (black dots) for the proton spectrum from some of the references used in
the Figs. 7.9–7.11. The left column of panels corresponds to ultrashort pulse experiments (τL ≤ 80fs),
the right one concerns experiments with relatively long laser pulse durations (τL ≥ 300fs). The best ﬁt
for the theoretical ion spectrum under the assumption of Maxwellian electrons (4.7) (red dashed curves)
is compared against the corresponding ﬁt of the hydrodynamic result (7.17) (green solid curves). The fol-
lowing data and ﬁt parameters correspond to the different panels: (a) data from Ref. 204, τL = 70fs, IL =
3 · 1018W/cm2, εmax = 0.88MeV, κﬁt = 2.32, (b) data from Ref. 201, τL = 350fs, IL = 3 · 1019W/cm2,
εmax = 18MeV, κﬁt = 1.08, (c) data from Ref. 205, τL = 34fs, IL = 3 · 1019W/cm2, εmax = 4MeV,
κﬁt = 2.19, (d) data from Ref. 211, τL = 600fs, IL = 4 ·1018W/cm2, εmax = 12MeV, κﬁt = 1.24, (e) data
from Ref. 124, τL = 60fs, IL = 7 ·1018W/cm2, εmax = 0.95MeV, κﬁt = 1.79, and (f) data from Ref. 211,
τL = 700fs, IL = 1 ·1019W/cm2, εmax = 20MeV, κﬁt = 0.93. The ﬁgure is taken from Ref. 82.
electron spectrum in the regime with relatively long laser pulse durations. Of course, in reality
the details of the laser pulse as well as of the target parameters are likely to have a noticeable
inﬂuence on the shape of the electron distribution, too. Hence, there is no strictly exclusive de-
pendence of the shape of the electron (and ion) spectra on the pulse duration.
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(a) (b)
Figure 7.13.: Two exceptional cases for the proton spectrum as compared to the default case, Fig. 7.12.
Here, the best-ﬁt for the hydrodynamic expression (7.17) is almost identical to the Maxwellian re-
sult (4.7) for the ultrashort pulse experiment (a), while this is not the case for the experiment using a
relatively long pulse duration (b). The following data and ﬁt parameters correspond to the different pan-
els: (a) data from Ref. 212: τL = 50fs, IL = 1.3 · 1020W/cm2, εmax = 12MeV, κﬁt = 0.88 and (b) data
from Ref. 174: τL = 300fs, IL = 3.7 · 1019W/cm2, εmax = 18MeV, κﬁt = 2.46. The ﬁgure is taken from
Ref. 82.
We also want to point out that — beside the shape of the electron energy distribution — there
could be other explanations for the discrepancy between the results of the plasma expansion
model using a Maxwellian hot electron energy distribution and the experimental results at ul-
trashort laser pulses. A different scaling of the electron temperature as a function of the laser
intensity in the ultrashort pulse regime might be a ﬁrst reason. As shown in Fig. 7.14, the appli-
cation of a slightly lower temperature scaling Te,0(IL λ 2L) — in comparison to the ponderomotive
scaling Te,0,pond(IL λ 2L), given by Eq. (7.32) — in the result of the adiabatic Maxwellian model,
Eq. (5.13), could also explain the energy values observed in the ultrashort pulse regime — which
were reproduced quite well by the hydrodynamic result (7.14) where we have used the pondero-
motive temperature scaling. Note that a deviation of the electron temperature from the broadly
used pondermotive scaling law (7.32) was supposed in Ref. 215 and observed numerically for
ultrashort laser pulses in Ref. 125.
However, we also want to emphasize that this simple explanation has a weak point. From
Fig. 7.14 it is obvious that the obtained alternative temperature scaling is a function of the nor-
malized target thickness L/λD. In a more general sense, the assumption of a stationary electron
distribution — which is essential for the central model (see chapter 3) and, hence, the analytic re-
sults of Sec. 7.1 applied here — may not be fulﬁlled in the ultrashort pulse regime. To overcome
these uncertainties, further investigations of the hot electron spectra — experimentally as well as
theoretically — are necessary.
Furthermore, we want to note that the comparison of the results from numerous experiments,
which were carried out on different laser systems, with respect to the parameter IL λ 2L (as shown
in Fig. 7.9) may be over-simplifying. It is clear that — in addition to the quantity IL λ 2L — numer-
ous other parameters and their complex interplay are likely to inﬂuence the interaction and hence
the maximum ion energy. It has been shown that parameters such as the laser pulse duration,90
the focal spot size and the laser power,216 the temporal shape of the laser beam and its prepulse
intensity,60 the target thickness,10,60 etc., may have an impact on the ion acceleration process.
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Figure 7.14.: The scaling of the electron temperature with the laser intensity, Te,0(IL λ 2L), in relation to the
ponderomotive result Te,0,pond(IL λ 2L), Eq. (7.32), which would lead to equal maximum ion energies in the
adiabatic Maxwellian model as predicted by the hydrodynamic ansatz (7.14) using the common pondero-
motive temperature scaling. The result is shown for three values of the normalized target thickness L/λD.
The ﬁgure is taken from Ref. 82.
Also, we remind that our discussion of experimental ﬁndings and the related intensity scaling
of maximum ion energies refers to laser pulse intensities below 1020W/cm2. Recently performed
experiments at higher laser intensities91 demonstrate a different intensity scaling, if we compare
the observed maximum ion energies with the scaling law for the ultra-short pulse experiments col-
lected in Fig. 7.9 after its extrapolation to higher intensity values. Moreover, the absolute numbers
of the maximum ion energy observed in Ref. 91 are lower by almost one order of magnitude in
comparison with the numbers predicted by the scaling relation (7.15) applied to intensities above
1020W/cm2. The established disagreement might be caused by different characteristics of the
electron heating process at these high laser intensities, for example. Further efforts are needed to
understand this in detail.
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V. Expansion of a target with a linear
density gradient
8. Connection of the Mora model to experiments
and the prepulse inﬂuence
From a theoretical point of view, the Mora model, Sec. 4.2, is an approach which describes impor-
tant characteristics of the plasma expansion quite well, such as the characteristic ﬁeld strengths,
the exponential ion energy spectrum, etc. However, from an experimentalist’s point of view, one
has to notice two important points: (i) The maximum energy (4.13) diverges towards inﬁnity
in the limit t → ∞. Therefore, one has to cut off the acceleration process at an empirical time
tacc in order to obtain a ﬁnite maximum energy as observed in experiments. (ii) One has to re-
late the electron parameters, ne,0 and Te,0, which are usually difﬁcult to measure directly (e.g.
Ref. 50, 217, 218), to the parameters of common access in the experiment, such as the laser and
target parameters. In Ref. 10, both problems have been addressed using simple estimates. In the
following, they will be brieﬂy discussed, since we will use them in our extended model, which
is derived in Sec. 9.2. At the end of this chapter we give some examples for the interpretation of
experimental ﬁndings using the Mora model in combination with those estimates.
Concerning problem (i), Fuchs et al. found empirically the acceleration time tacc to be propor-
tional to the laser pulse duration τL,
tacc ≈ 1.3τL , (8.1a)
see Ref. 10. Later, in Ref. 126 they generalized this result to
tacc ≈ α · (τL+β ) , (8.1b)
with α and β being functions of the laser intensity. However, since we are mainly interested in
qualitative results we will use the ﬁnding (8.1a) throughout this discussion.
To address problem (ii), different assumptions can be used. At ﬁrst, for lasers with relativistic
intensities, IL ≥ 1018W/cm2, one considers the ponderomotive process as the primary electron
heating mechanism. As a consequence, the hot electron temperature Te,0 is connected to the laser
intensity IL and the laser wave length λL via the pondermotive potential,159









1.38 ·1018W/cm2×μm2 . (8.2b)
(1) Sometimes one refers to a0 also as the relativistic amplitude.
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Secondly, the hot electron density ne,0 is evaluated in two steps. (1) The total number of hot
electrons Ne is estimated through an energy balance, Ne = η εL/Te, with εL being the energy in
the laser spot and η being the conversion efﬁciency of that amount of energy into the thermal
energy of the hot electrons. (2) The hot electron density is calculated through the assumption
that the electrons spread uniformly into a volume Ve given by the area Ae of the electron spot
at the rear side of the target times the distance cτL, which is the distance a highly relativistic
electron can propagate as long as new electrons are generated at the front side of the target by
the laser pulse. The spot size Ae in turn can be estimated from the radius of the laser focus at the
front side, rL, the target thickness L and the half-angle divergence of the electron beam, θe, via
Ae = π · (rL+ tanθe ·L)2, cf. Eq. (7.21). Finally, one obtains
ne,0 =
η εL
π cτL Te,0 · (rL+ tan(θe) ·L)2
. (8.3a)
Since the laser intensity and the laser pulse energy within the focus are connected through the







Here, the angle of incidence of the laser on the target is denoted by αin.
Summarizing, according to Ref. 10 the parameters tacc, ne,0 and Te,0 can be estimated from
the quantities rL, λL, IL, τL, αin, L, η and θe by the relations (8.1)–(8.3). The corresponding
substitutions in Eq. (4.13) are straightforward and we write the resulting voluminous relation in
the formal manner
εmax = 2Zi Te,0(λL, IL) · arcsinh





While the quantities rL, IL, λL, τL, L, αin can be determined experimentally through standard
techniques, this is not the case for η and θe. To address this problem, one can use estimates
found by a series of experiments and numerical simulations (e.g., see Refs. 10, 219 for η and
Refs. 184,186,220,221 for θe). However, the results of the different publications vary remarkably,
depending on a number of experimental details. For that reason, η and θe can only be assumed
with a large uncertainty, and one often determines them retrospectively by ﬁtting the analytic
results depending on these parameters to the experimental data. This approach will also be used
below.
The model discussed so far is useful for the interpretation of experiments. Based on it, the
scaling of the maximum ion energy with the experimental quantities can be investigated and
compared to measured data (e.g. Refs. 10, 60). An example is given in Fig. 8.1, where the
measured maximum proton energy for a variation of the thickness of the aluminum foil targets is
plotted. In addition, relation (8.4) is shown for the given experimental parameters rL, IL, λL, τL,
L, αin. Following the discussion above, η and θe were used to ﬁt Eq. (8.4) to the measured data.
The model reproduces the experimental data quite well for relatively thick targets (L > 5μm and
L> 10μm in Figs. 8.1a and 8.1b, respectively). In this region, the experimental data as well as the
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(a) (b)
Figure 8.1.: Plot of measured data (color dots) of the maximum ion energy for various foil thicknesses.
In addition, the maximum ion energy predicted by the Mora model, Eq. (8.4), is plotted (dashed lines).
The quantities η (conversion efﬁciency) and θe (half-opening angle of the electron beam) were used as
ﬁt parameters. To realize these ﬁts, only the data of foils with a thickness greater or equal the optimal
value for the maximal ion energy were taken into account. The experimental data (dots) are taken from
Fig. 1 in Ref. 60 and corresponds to (a) 0.7ns and (b) 2.5ns prepulse duration. The laser parameters are
IL = 1× 1019W/cm2, rL = 2.5μm, τL = 150fs, αin = 30◦, and λL = 800nm. The ratio between the
peak intensity of the laser, IL, and the intensity of the ASE prepulse, IASE — often denoted as the LASER
CONTRAST — is approximately constant throughout the experiments, IL/IASE = 2 ·107. Hence, here the
ASE prepulse intensity is about 5 ·1011 W/cm2. The targets were aluminum foils. The ﬁt parameters in
(a) and (b) are η = 12.4%, θe = 4.5◦ and η = 15.6%, θe = 6.3◦, respectively.
theoretical scaling (8.4) show an increasing maximum ion energy with decreasing foil thickness.
This relation follows from the increasing electron density in the electron sheath on the target rear
side, ne,0, with decreasing L (cf. Eq. (8.3)), which in turn leads to an increasing electric ﬁeld
strength E ∝√ne (see Eq. (7.18) and the following consideration). Furthermore, Fig. 8.1 shows
that in both thickness scans there is an individual optimal thickness Lopt at which the maximum
proton energy is maximal. On the contrary, the result of the original Mora model, Eq. (8.4),
does not lead to a local maximum. Instead it predicts an optimal thickness Lopt ≡ 0. Therefore,
it does not match the experimental data for L < Lopt. From numerous other publications (e.g.
Refs. 10, 60, 79, 80, 124, 125, 222) it follows that experiments always reveal an optimal thickness
of the target.
In the literature, there is a broad agreement that the existence of such an optimal thickness
Lopt > 0 is connected to the presence of a laser prepulse and its impact on the ion acceleration
process.60,121,123 In order to discuss the effect of the prepulse, we start by taking a closer look at
the temporal intensity proﬁle of a laser pulse generated by the POLARIS laser system,223 which
we take as an example for a well-operating high-intensity ultra-short pulse laser. In the ideal
case, the intensity of an ultra-short pulse laser as a function of time would be well described by a
Gaussian proﬁle,








Here, IL refers to the maximum intensity of the laser pulse and τL is the laser pulse duration
(FWHM). For POLARIS, one has IL ≈ 1020W/cm2 and τL ≈ 200fs. According to Eq. (8.5), a
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picosecond before the pulse reaches its maximum intensity one would expect the intensity to be
almost zero, IL(−1ps) ≈ 10−10W/cm2 ≈ 0. In reality, however, this is not the case, as shown
in Fig. 8.2 where a temporal scan of the intensity contrast of POLARIS as measured with a 3rd-
order cross correlator is shown. The part of the laser before the main pulse where the laser has an
intensity remarkably greater than the intensity in the ideal case, Eq. (8.5), is called prepulse.







































Figure 8.2.: Typical temporal laser proﬁle of the POLARIS system. The laser intensity was measured
with a time resolution of about 250 fs and is shown normalized to the laser peak intensity IL, with
IL ≈ 2 ·1020 W/cm2. The zero point on the time axis, i.e. t = 0, coincidences with the peak intensity,
i.e. the main pulse. As exhibited in (a), in front of the main pulse the averaged intensity is slightly in-
creasing from ≈ 10−10 IL to ≈ 10−8 IL during a time period of several nanoseconds. This broad plateau
is connected to the ASE of the laser.60, 223 In addition, the plot shows that the laser intensity is rapidly
ﬂuctuating around the mean laser intensity in the ASE region. However, the peaks have typical a width of
only a few picoseconds and an intensity which deviates less than 1.5 orders of magnitude in comparison
to the averaged local ASE level. As shown in (b), the intensity is increasing from the ASE level up to the
peak intensity in a timespan of about 20 ps to 30 ps. This rise time is greater by approximately two orders
of magnitude than the duration of the main pulse, τL ≈ 200fs (full width at half maximum). The ﬁgures
are taken from Ref. 223.
From Fig. 8.2, one can distinguish between two types of prepulses. (i) As exhibited in Fig. 8.2a,
there is a broad plateau with a width of several nanoseconds. This part of the laser pulse is con-
nected to the ampliﬁed spontaneous emission (ASE) of the laser.60, 223 Here, the pulse has an
almost constant intensity of 10−10-10−8 relative to the peak intensity. Although that may sound
small, one should keep in mind that it corresponds to absolute intensities of 1010−1012W/cm2,
which are sufﬁcient for plasma formation on the target front surface.60,120,122, 123,125,180 (ii)
Eq. (8.5) predicts that the intensity of POLARIS should increase from the ASE level to the peak
intensity over approximately 0.5 ps. As mentioned above, Eq. (8.5) describes an idealized model.
In reality, the rise time is about 20 ps to 30 ps, as shown in Fig. 8.2b. This is due to the non-
compensated, higher-order spectral phase in the laser pulses.
These contrast issues as discussed for POLARIS are typical for basically all high-intensity
laser systems. In the context of laser-driven ion acceleration it was found that primarily the ASE
part of the prepulse has an essential effect on the acceleration process.60,91, 120, 122, 123 Schemati-
cally, the underlying physical model, which is based on the studies 91,181,182, is the following.
For a high-power laser, the ASE prepulse can already induce the formation of a plasma at the
target front side. The ablation pressure of the expanding plasma launches a shock wave normally
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into the target. If the target thickness is small enough, or the prepulse duration is large enough,
the shock wave will reach the target rear side before the main pulse starts the TNSA process. In
this case the shock wave causes plastic deformations and a material blow off at the target rear
side. Thus, the initially sharp-edged target-vacuum transition will be smoothed(2) . Hence, the
ion acceleration induced by the main pulse does not start from an undistorted step-like plasma
slab as assumed in the Mora model, Sec. 4.2. Instead the initial ion distribution at the target rear
side has a density gradient with a scale length lss > 0 and, as a consequence, the ﬁnal maximum
energy of the ions is reduced.119,120,224
In summary, one has two counteracting processes which inﬂuence the variation of the maxi-
mum ion energy as a function of the target thickness. On the one hand, a reduction of the initial
target thickness L increases the electron density in the rear-surface sheath (see Eq. (8.3)) which
leads to an increase in the maximum ion energy εmax (see Eq. (8.4)). On the other hand, if the
target thickness is further reduced, the inﬂuence of the prepulse becomes more and more domi-
nant through the increase of the plasma scale length lss on the rear side of target, which leads to
smaller ion energies (according to Ref. 119). To include such prepulse effects in the analysis of
the ion acceleration process, the Mora model59 needs to be extended. This will be the topic of
next chapter 9.
9. Extension of the Mora model assuming an initial
density gradient
In chapter 8, we discussed the application of the Mora model59 for the description of experimental
results. In this context, it showed that the Mora model is not able to reproduce the complete
experimental data obtained from a series of experiments studying the maximum proton energy
as a function the initial target thickness. As stated, this is a result of the prepulse inﬂuence,
which leads to a density gradient scale length lss > 0 at the target rear side. Here, we will extend
the Mora model to the case of a target with an initially linear density gradient. This chapter is
structured as follows. In Sec. 9.1, we will discuss the inﬂuence of a ﬁnite initial density gradient
on the plasma expansion process and we will study mathematical problems associated with that
topic, especially in the context of the initial shape of the density gradient. Here, it shows that an
(2) Here, we want to mention that, in addition to the reduction of the maximum ion energy, there is a second, multi-
dimensional inﬂuence of the prepulse on the ion acceleration process. Since the shock wave is induced by the
ablation pressure of the prepulse in the laser focus, which usually has a transverse extension smaller than that
of the target front side, the transverse dimension of the shock wave is limited, too. As a consequence of the
ﬁnite extension of the shock wave in the transverse target direction, the deformation of the target on its rear side
is a function of the transverse position, too. Hence, the surfaces of equal densities are no longer plane and the
direction of the density gradient — in other words, the local target normal direction — depends on the transverse
position. Moreover, for a laser which is focused obliquely onto the target,179–182 the most energetic electrons
do not propagate through the target parallel to its normal direction. As a result, the local target normal at the
point where those electrons cross the target rear side is not parallel to the initial target normal direction. As a
consequence, the most energetic ions, which are accelerated parallel to the local target normal by those electrons,
are deﬂected away from the initial target normal direction.178,181,182,207
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initially linear density gradient seems to be a good choice. Afterwards, in Sec. 9.2 we will derive
analytic results for the plasma expansion process assuming a target with an initially linear density
gradient. Finally, in Sec. 9.3, we will apply our extended model to experimental results in order
to show its potential to reproduce the complete experimental data.
9.1. Inﬂuence of an initial density gradient on the ion
acceleration process
We start with the speciﬁcation of the proﬁle of the initial density gradient on the target rear
side. Here, numerous shapes for the gradient are conceivable and the actual form may depend on
the particular experimental conditions. However, in this section we want to concentrate on two
particular shapes, (i) a target with an initial exponential density gradient,
ni(x, t = 0) =
{
ni,0 : x ≤ 0
ni,0 exp(−x/lgrad) : x > 0 ,
(9.1)
as studied by Grismayer and Mora in Ref. 119, and (ii) a target with an initial linear density
gradient,
ni(x, t = 0) =
⎧⎪⎨⎪⎩





: 0 < x ≤ lgrad
0 : lgrad < x .
(9.2)
In case of Eq. (9.1), the quantity lgrad determines the density decay length of the initial plasma. In
contrast, in Eq. (9.2), lgrad refers to the absolute extent of the initial plasma gradient. Following




In general, Eq. (9.3) is a function of x. The exponential gradient (9.1) represents a special case,
since one has lss(x) = lgrad for all x as one can immediately check by applying the deﬁnition (9.3)
to Eq. (9.1). In contrast, for a linear gradient lss depends on x. However, by using the approxima-
tion |∂ni/∂x| ≈
∣∣(ni(lgrad)−ni(0))/lgrad∣∣, one ﬁnds lss(x) ≈ lgrad for the linear gradient as well.
Therefore, we rewrite Eqs. (9.1) and (9.2) in the form
ni(x, t = 0) =
{
ni,0 : x ≤ 0
ni,0 exp(−x/lss) : x > 0 ,
(9.4)
and
ni(x, t = 0) =
⎧⎪⎨⎪⎩
ni,0 : x ≤ 0
ni,0 · (1− x/lss) : 0 < x ≤ lss
0 : lss < x ,
(9.5)
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and we refer to the quantity lss in Eqs. (9.4) and (9.5) as the plasma scale length — despite the
fact that strictly speaking this is only correct for the exponential gradient.
The qualitative impact of a plasma gradient on the plasma expansion process does not depend
on its particular form: The presence of a smooth target-vacuum transition reduces the electric
ﬁeld strength(1) which in turn leads to smaller maximum ion energies.119,120,224 In contrast,
the mathematical modeling and the associated difﬁculties depend crucially on the choice of the
initial density gradient. In the following, we want to explain some of these difﬁculties using the
examples of an ion distribution with an exponential and a linear gradient, speciﬁed by Eqs. (9.4)
and (9.5), respectively.
In general, at the beginning of the expansion process an initial plasma gradient not only reduces
the maximum electric ﬁeld strength on the target rear side but also shifts its position into the target
(see Fig. 9.1). As a consequence, the relation ∂E/∂x > 0 is no longer true for all positions inside
(a) (b)
Figure 9.1.: Electric ﬁeld (green curves) for ion distributions (blue curves) with an initial density gradi-
ent. While (a) corresponds to an exponential density gradient (9.4) with a scale length lss = 10λD, (b)
shows the case of a linear density gradient (9.5) assuming lss = 100λD. The maxima of the electric ﬁeld
are marked by dashed lines. Obviously, for a linear density gradient the electric ﬁeld reaches its maxi-
mum close to the boundary of the ion distribution and is decaying strictly monotonously inside the target.
In contrast, for an exponential density gradient the maximum of the electric ﬁeld is situated well within
the ion distribution and exhibits a broad plateau.
the ion distribution — as it is the case for a step-like target. As a result, at some instant t > 0,
ions from inner plasma regions may catch up and surpass ions which were initially situated in
front of them. This effect is called wave breaking. In this case, the relation between the ion
momentum p and the position x is not longer a single-valued function of the form p(x). Instead
there are points x where two or more values of p exist (see Fig. 9.2e, e.g.). From this, different
mathematical consequences arise: (i) A global hydrodynamical modeling of the ion distribution is
no longer possible. For the fact that the corresponding relations, Eqs. (3.2), assume the existence
of well-deﬁned single-valued functions for the ion density and the ion momentum. (ii) Moreover,
the maximum ion velocity may be reached by different ions at different moments in time (see
Fig. 9.3a). Hence, it is in general not possible to deduce the maximum ion velocity at an arbitrary
instant of time by calculating the trajectory of a single ion. Instead, one has to calculate the
(1) In case of an exponential plasma gradient with a scale length lss which is not too small, lss ≥ λD, the initial maximum
ﬁeld strength is approximately given by Emax(t = 0) = Te,0/lss, see Ref. 119.
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Figure 9.2.: Plot of the ion phase space for different stages of the expansion for targets with different
initial density gradients. Left column: exponential density gradient (9.4) with a scale length lss = 10λD,
right column: linear density gradient (9.5) with lss = 100λD. (a) and (b): before wave breaking (ωpi t = 25
and ωpi t = 5, resp.), (c) and (d): approximately at the time of wave breaking (ωpi t = 40 and ωpi t = 15,
resp.) and (e) and (f): after wave breaking has occurred (ωpi t = 75 and ωpi t = 30, resp.). Apparently,
wave breaking occurs for both gradient shapes. However, the effect is much more pronounced for the
exponential gradient.
motion of numerous ions simultaneously. This is in contrast to the situation of a step-like target,
where the maximum ion velocity is always determined by the ion initially situated at the target
boundary, x = 0. (iii) In addition, wave breaking generally leads to an evolution of the electric
ﬁeld which is more complex than the simple, strictly monotonously deceasing ﬁeld of an initially
step-like target (see Fig. 9.4). This is aggravated by the fact that during the expansion of a target
with an initial density gradient, one has to distinguish between several ﬁelds. The maximum
electric ﬁeld as a function of time, Emax(t), in general does not equal the ﬁeld strength E(t)
which acts on any particular ion. Otherwise this ion would mark the fastest ion for all times,
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(a)
(b) (c)
Figure 9.3.: (a): the initial position x0 of the ions which lead to the maximum ion velocity vmax at differ-
ent times. Here, three examples are shown: a target having an initially exponential gradient (9.4) with
lss = 10λD, as well as the case of an initially linear gradient (9.5) with lss = 10λD and lss = 100λD, re-
spectively. Obviously, in all cases different ions (corresponding to different initial positions x0) determine
the maximum ion velocity at different times. However, the effect of the varying fastest ions is clearly less
pronounced for the linear density gradients. This can also be seen from (b) and (c) where the maximum
ion velocity (red dots) and the velocity of the asymptotically fastest ion is shown (black diamonds) for
an exponential gradient (lss = 10λD) and a linear gradient (lss = 100λD). Clearly, the velocity of the
asymptotically fastest ion is a good approximation for vmax at each moment in time for the case of a lin-
ear gradient, while this is not the case for the exponential gradient.
contrary to the discussion above. Hence, neither the integration of the maximum ﬁeld strength
Emax(t) nor the integration of the electric ﬁeld E(t) acting on any particular ion results in the
maximum ion velocity vmax(t). Instead, the electric ﬁeld strength associated with the maximum
ion velocity, Evmax = mi/(Zi e)∂vmax/∂ t, is only a theoretical construct.
Despite the mentioned difﬁculties, it shows that the plasma expansion far beyond the point of
wave breaking is well described by the self-similar solution.1,2, 51 Although in these studies one
starts form an initially step-like plasma density, this condition is not necessary for the derivation
of that solution. Therefore it is not that surprising that the self-similar solution also describes the
expansion of a plasma with a ﬁnite initial density gradient for late times and it also seems to be
natural that the ﬁnding of Mora59 for the asymptotic electric ﬁeld strength at the ion front, Eq.
(4.8), also holds true. For the case of a linear gradient this is illustrated in Fig. 9.5.
To summarize, wave breaking makes it hard to specify the maximum ion velocity as a function
of time. However, from the simulation results we may conclude that the shift of the maximum
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(a) (b)
Figure 9.4.: Maximum of the electric ﬁeld (dashed black curve) as a function of time for a target with an
exponential (a) and a target with a linear gradient (b). In both cases lss = 10λD was assumed. The electric
ﬁeld acting on the asymptotically fastest ion is depicted by solid red curves. In addition, the electric ﬁeld
which would lead to the observed maximum ion velocity as a function of time, Evmax , is plotted (green
curve). Clearly, the evolution of the ﬁelds in presence of an initial density gradient is much more com-
plex than for an initially step-like target (cf. Fig. 4.2a). However, for a linear density gradient the shape
of the functions is simpler than for those of the exponential gradient. Especially, in the case of a linear
gradient the ﬁeld acting on the asymptotically fastest ion is smooth and decreases monotonously.
(a) (b)
Figure 9.5.: Electric ﬁeld acting on the asymptotically fastest ion (green dots) in comparison to the rela-
tion 2E0/ωpi t (dashed black lines). (a) and (b) correspond to linear density gradients with lss = 10λD and
lss = 100λD, respectively.
of the electric ﬁeld (see Fig. 9.1), the induced wave breaking effect (see Fig. 9.2) as well as the
associated mathematical difﬁculties (see Figs. 9.3 and 9.4) are much more pronounced in the
case of an exponential gradient than for a linear density slope. Indeed, for an initially linear
density gradient, the relative difference between the velocity of the asymptotic fastest ion — the
ion marking the front for ωpi t 
 1, after the wave breaking occurred — and the maximum ion
velocity is less than 5% for all times and all values of the scale length lss. In addition, the shape
of the electric ﬁeld acting on that particular ion is smooth and strictly monotonously decreasing
for all times. For that reason, we will assume that the initial density gradient, induced by the
prepulse, can be well approximated by a linear proﬁle, Eq. (9.5). In addition, we evaluate the
actual maximum ion velocity from the motion of the asymptotically fastest ion and we will use
the term ”ion front” to refer to the ”fastest ion”, as in the case of the expansion of a step-like target,
ignoring the small error one makes by this assumption at the very beginning of the expansion.
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9.2. Expansion model assuming an initially linear density
gradient
In this section, we consider the expansion of an ion distribution with an initially linear gradient,










Here, τ is the normalized time ωpi t/
√
2 exp(1) and α and β are functions of the normalized
initial density gradient scale length lss,n = lss/λD only. The empirical expression (9.6) is motivated
by the following points. (i) It includes the result of Mora,59 Eq. (4.10), for the expansion of a
step-like target — corresponding to the case lss/λD = 0 — by demanding α(lss,n = 0) = 1 and
β (lss,n = 0) = 1. (ii) Eq. (9.6) satisﬁes the asymptotic behavior Ef = 2E0/ωpi t in agreement
with the ﬁnding of Mora,59 see Sec. 4.2. (iii) The expression can be integrated twice, offering
analytical expressions for the maximum ion velocity,
vf(t) = 2cs ·
{
arcsinh [β τ ]+
α −β√















and the propagation distance of the ion front,
















































In addition, Eq. (9.7) directly yields the kinetic ion energy at the ion front,



















To determine the unknown functions α and β a series of simulations with varying value of lss,n
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Note that the relations have been chosen to fulﬁll α(lss,n = 0) = 1 and β (lss,n = 0) = 1. Hence,
the result of Mora59 is included as the limit lss/λD → 0. Furthermore, we want to point out that
α scales with l−1/3ss,n for large values of lss,n. Since the initial electric ﬁeld strength is related to α
via E(t = 0)/E0 =
√
2/exp(1)α (see Eq. (9.6)), Eq. (9.10) implies that the electric ﬁeld scales
with l−1/3ss,n , too.
This asymptotic behavior is also plausible due to the following considerations. The electron
density almost neutralizes the ion density up to the point x∗ close to the ion boundary where the
local Debye length, λD,local(x) = λD
√
ne,0/ne(x), exceeds the plasma scale length, ni/(∂ni/∂x).
By comparing both expressions for the linear density gradient (9.5), one ﬁnds x∗ = lss − λD ·
(lss/λD)1/3. Form that, the local Debye length at x∗ can be written as














as one can immediately prove by inserting the density relation (2.24) into Eq. (9.12). Roughly
speaking, the electron density drops from ne(x∗) to 0 with x increasing from x∗ to lss, which










Since Eq. (9.13) is based on estimates, it is a qualitative result. However, comparing it with











is rather accurate (see the dashed curve in Fig. 9.6a).
Generally, the expressions (9.6)–(9.8) for the electric ﬁeld strength, the velocity and the
propagation distance of the ion front together with the found functions α and β , Eq. (9.10), ﬁt
the simulation ﬁndings quite well, as shown in the Figs. 9.7–9.9.
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(a) (b)
Figure 9.6.: Plot of the best-ﬁt values for α and β (dots) gained from a series of simulations with vary-
ing density gradient scale lengths lss in comparison to the empiric ﬁt functions (9.10) (green curves). In
addition, in (a) the scaling (lss/λD)−1/3 is shown by the dashed blue curve.
(a) (b)
(c) (d)
Figure 9.7.: The ansatz for the electric ﬁeld, Eq. (9.6), with α and β speciﬁed by Eqs. (9.10), is shown
for different values of the plasma scale length lss (green curves) in comparison to simulation results
(black dots). (a)–(d) correspond to lss/λD = {1, 10, 25, 100}, respectively.
9.3. Application of the developed expansion model to
experimental results
In chapter 8, we have discussed how the analytic result for the maximum ion energy derived
for the case of an initially step-like ion distribution, Eq. (4.13), can be used for the description
of experiments. This was achieved by connecting the theoretical quantities ne,0, Te,0, tacc to the
experimental parameters rL, λL, IL, τL, αin, L, η and θe. To utilize the analytic result for the
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(a) (b)
(c) (d)
Figure 9.8.: The analytic relation (9.7) for the maximum ion velocity (green curves), with α and β spec-
iﬁed by Eqs. (9.10), in comparison to simulation results (black dots). (a)–(d) correspond to lss/λD =
{1, 10, 25, 100}, respectively.
maximum ion energy in the case of a target with an initial density gradient, Eq. (9.9), in the inter-
pretation of experiments, one has to extend this discussion due to the presence of the additional
degree of freedom lss. In the following we consider two aspects: (i) The target thickness L is
replaced by the effective target thickness L+ lss. According to Eq. (8.3) this has an impact on the







As a consequence, the ﬁnal maximum ion energy as a function of the experimental parameters is
given by
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(a) (b)
(c) (d)
Figure 9.9.: The propagation distance Δx = x(t)− x(0) of the ion front is shown. Here, the green curves
correspond to the analytic result (9.8), with α and β speciﬁed by Eqs. (9.10), while the black dots repre-














and tacc, Te,0, ne,0, α , β being determined via Eqs. (8.1), (8.2), (9.15), (9.10), respectively. Note
that Eq. (9.16) is equivalent to the result (8.4) of the Mora model.
(ii) Certainly, the size of the plasma extent lss has to be speciﬁed in some way. In this context,
we remind that the plasma gradient on the rear side of the target is induced by the prepulse of
the laser. Since the prepulse irradiates the front of the target, it is evident that its effective impact
on the density gradient on the target rear side is inﬂuenced by the initial target thickness. Thus,
in contrast to the ﬁt parameters η and θe which are assumed to be constant numbers — for
constant laser parameters — lss is a function of the initial target thickness L. Therefore, one has
to make an ansatz for the dependence lss(L). As far as we know, there are no detailed studies
concerning this relation so far. Therefore, in this section we use empirical expressions to close
this gap. In principal, the relation lss(L) has to fulﬁll three conditions: (1) For L → 0 the value
of lss must tend towards a ﬁnite value. This condition is physically evident. (2) In the opposite
limit, L→∞, we demand lss = 0, since the inﬂuence of a realistic prepulse on the rear side of very
thick targets is negligible. (3) The function lss(L) should decrease monotonically with increasing
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target thickness. This assumptions might be not correct for all cases since the actual laser-matter
interaction is very complex. However, from a simplifying point of view this assumption seems
quite reasonable and it is in accordance with the experimental results discussed below.
From a mathematical point of view, numerous relations lss(L) are conceivable. To test the
principal potential of our extended model, in a ﬁrst attempt we use the ansatz
lss(L) = ξ exp(−σ L) . (9.17)
Here, ξ and σ are used as ﬁt parameters. Hence, in comparison to the expression of the Mora
model, (8.4) on has two additional ﬁt parameters which empirically determine the relation be-
tween lss and L. Here, we point out that Eq. (9.17) is a purely empirical ansatz which fulﬁlls the
above conditions and has no further physical motivation. Inserting this ansatz into the expression
for the ﬁnal maximum ion energy (9.16) the experimental data of Ref. 60 is ﬁtted quite well, as
shown in Fig. 9.10 (see solid red and green curves labeled by ”1”).
Another ansatz for lss(L) is motivated by studies on the inﬂuence of the ASE prepulse91,181,182
(see chapter 8 too). As discussed in these studies, the ablation pressure associated with the ASE
prepulse launches a shock wave into the target which propagates at a constant velocity vs parallel
to the target normal direction through the unperturbed target. As soon as it reaches the target
rear surface it causes a deformation of the initially plane surface with a deformation velocity vd.
The deformation process starts at the time t1 when the shock-wave reaches the target rear surface
and it proceeds till the time t2 when the hot electrons associated with the main pulse arrive at the
actual target rear side and induce the TNSA process(2) . By setting t = 0 for the arrival of the
main pulse at the target front side (as in Fig. 8.2), one has t1 =−tASE+L/vs, with tASE being the
ASE prepulse duration, since it takes the time L/vs for the shock wave to propagate through the
so far unperturbed target. Moreover, it takes the time t2 = (L+ lss)/c for the relativistic electron
bunch induced by the main pulse at t = 0 to propagate though the target which has an increased
thickness of L+ lss. Summarizing, the period of time over which the target rear side is expanding
due to the ASE prepulse impact is given by




Since lss is approximately of the same order of magnitude as L and one has vs  c, one can
neglect the ﬁrst compared to the third term in Eq. (9.18). Thus, one has td ≈ tASE −L/vs. As a
result, the ﬁnal extent of the density gradient at the target rear side, lss, reads as
lss = vd td = vd tASE− vdvs L . (9.19)
By introducing the deﬁnitions
ξ = vd tASE (9.20a)
σ = vd/vs (9.20b)
(2) Of course, the deformation of the target continues also for times t > t2. However, since the deformation velocity
vd is typical of the order 103 m/s while the ion velocities associated with the TNSA plasma expansion process
are approximately given by the ion acoustic velocity cs which is of the order 107 m/s, assuming protons and MeV
electrons, one can neglect the deformation process induced by the shock wave for times t > t2.
(3) Remark: The experimental data of Fig. 1 in Ref 60 corresponding to an prepulse duration of 0.5ns is not included,
since Eq. (9.9) cannot be ﬁtted precisely to the data. There are too few data points for values smaller than the
optimal thickness.
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(a) (b)
Figure 9.10.: (a) shows the same experimental data (colored dots) as Fig. 8.1. Hence, the red and green
curves correspond to prepulse durations(3) of tASE = 0.7ns and tASE = 2.5ns, respectively. The ana-
lytic result of Mora’s model for the maximum ion energy, Eq. (8.4), is shown by dashed curves (iden-
tical to Fig. 8.1), the result of the extended model, Eq. (9.16), is depicted by solid curves. Here, curves
labeled by ”1” correspond to the exponential ansatz (9.17) for the relation lss(L), whereas the curves
labeled by ”2” depict the linear ansatz (9.21). (b) shows the ﬁt result for lss(L) for both data sets and
both approaches. Furthermore, the dots mark the values of lss which would exactly lead to the observed
ion energies in Eq. (9.16). Here, diamonds and squares depict the exponential and the linear ansatz,
respectively. Note that the values of lss are slightly different in the exponential and the linear ansatz
since η and θe are slightly different in both approaches, too. The following ﬁt parameters are used. (1)
tASE = 0.7ns. Exp. ansatz: η = 12.2%, θe = 4.4◦, ξ = 12.94μm, σ = 2.24μm−1. Lin. ansatz: η = 11.5%,
θe = 4.1◦, ξ = 4.10μm, σ = 2.48. (2) tASE = 2.5ns. Exp. ansatz: η = 22.2%, θe = 8.8◦, ξ = 5.24μm,
σ = 0.35μm−1. Lin. ansatz: η = 15.7%, θe = 6.3◦, ξ = 3.07μm, σ = 0.49.
in Eq. (9.19), this motivates the linear ansatz
lss(L) =
{
ξ −σ L : for L < Lund = ξ/σ
0 : else .
(9.21)
As in the exponential ansatz (9.17), ξ and σ are used as ﬁt constants. Evidently, the expres-
sion (9.21) depicts a linear dependency between lss and L up to a maximal target thickness
Lund = ξ/σ = vs tASE. For targets with an initial thickness greater than Lund, Eq. (9.21) assumes
that there is no laser prepulse inﬂuence on the target rear side at all (lss = 0) and the TNSA pro-
cess starts from an ideal, undisturbed target rear surface.
As shown in Fig. 9.10 (solid red and green curves labeled by ”2”), by applying the lin-
ear ansatz (9.21) in the expression for the ﬁnal maximum ion energy of the extended model,
Eq. (9.16), the experimental ﬁndings of Ref. 60 are quite well reproduced, too. In comparison to
the results using the exponential ansatz (9.17), the curves for the linear ansatz have a noticeable
salient point. Here, one has L = Lund. Hence, for values larger than Lund the curves correspond to
the result of the Mora model, Eq. (8.4). Beside that, the results in the exponential and the linear
ansatz look quite similar. This is not surprising since both relations predict similar values of the
scale length for similar values of the target thickness (see Fig. 9.10b). This also illustrates that as
long as the ansatz lss(L) fulﬁlls the conditions (1)–(3) discussed above, the results will be qualita-
tively the same. Thus, the particular ansatz is not crucial. However, since the linear ansatz (9.21)
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is based on a physical motivation we have used it to reproduce the further experimental ﬁndings
of Ref. 60 (see Fig. 9.11).
(a) (b)
Figure 9.11.: The experimental data (colored dots) shown in (a) corresponds to Fig. 2 in Ref. 60. Here,
the prepulse duration is constant (2.5ns) while the laser intensities are IL = 1 ·1019 W/cm2 (green),
IL = 1.3 ·1019 W/cm2 (black) and IL = 1.5 ·1019 W/cm2 (red). The corresponding ASE prepulse in-
tensities are approximately 5 ·1011 W/cm2 (green), 6.5 ·1011 W/cm2 (black) and 7.5 ·1011 W/cm2 (red).
The further laser parameters used are identical to Fig. 8.1. The result (9.16) of the extended model is
shown (solid lines) using the linear ansatz (9.21) for lss(L). (b) shows the results for lss(L) for the three
intensities. Here, the squares mark the values of lss which would exactly lead to the observed ion energies
using Eq. (9.16). The following ﬁt parameters are used. IL = 1 ·1019 W/cm2: η = 15.7%, θe = 6.3◦,
ξ = 3.07μm, σ = 0.49. IL = 1.3 ·1019 W/cm2: η = 22.7%, θe = 7.7◦, ξ = 4.906μm, σ = 0.805.
IL = 1.5 ·1019 W/cm2: η = 25.0%, θe = 10.8◦, ξ = 3.940μm, σ = 0.632.
In the last part of this section, we want to mention two essential problems which occurred dur-
ing the application of the above model. (i) From the physical point of view, one would expect the
scale length of the plasma on the target rear side to increase with the prepulse duration as well as
with the prepulse intensity (assuming a constant initial target thickness). This physical picture is
consistent with the ﬁts in Fig. 9.10b. Here, a longer prepulse duration results in a larger values of
lss (see red curves depicting the case tASE = 0.7ns in comparison to the green ones corresponding
to tASE = 2.5ns). However, by considering 9.11b one can recognize that the ﬁt curve correspond-
ing to the highest prepulse intensity (red), IASE ≈ 7.5 ·1011W/cm2, lies in between the curves
depicting the cases IASE ≈ 5 ·1011W/cm2 (green) and IASE ≈ 6.5 ·1011W/cm2 (black). Hence,
here the highest value of IASE does not correspond to the largest values of lss. To exclude the
possibility that this is the result of a qualitatively bad ﬁt — since for the mid-level prepulse inten-
sity of IASE = 6.5 ·1011W/cm2 (black curve) the measured data points show an unexpected local
minimum around L ≈ 3μm —- we have removed that data point in a second attempt. However,
the discrepancy still remains.
(ii) Assuming the linear relation (9.21) for lss(L), one can retrospectively calculate the shock-
wave velocity vs and the deformation velocity vd from the ﬁt constants ξ and σ via the expres-
sions (9.20). For the data shown in Fig. 9.10 one ﬁnds vs = 5.9km/s and vd = 2.4km/s for the
case of a prepulse duration of 0.7ns and vs = 4.4μm/ns and vd = 9.0μm/ns for tASE = 2.5ns.
These values can be compared to theoretical results calculated by Lundh et al. in Ref. 182. In
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with the ablation pressure Pabl related to the prepulse intensity IASE by







Here, c0 and ρ0 denote the sound velocity and the mass density of the unperturbed target ma-
terial, respectively. In addition, αM and ζM are material constants. For αM one ﬁnds numbers
≈ 1 . . .1.7 and ζM is close to 1, see Ref. 182. From the above expressions, one gets the values
vs = 7.3μm/ns and vd = 3.0μm/ns for IASE = 5 ·1011W/cm2 and aluminum (ρ0 = 2.7g/cm3,
c0 = 5.24μm/ns and αM = 1.4). By considering Eqs. (9.22) one can notice a ﬁrst problem. Ob-
viously, the theoretical values only depend on material constants and the prepulse intensity —
but they are not inﬂuenced by tASE. However, vs and vd calculated from the ﬁt parameters are
different for both data sets plotted in Fig. 9.10, although they only differ in tASE but not in IASE.
Furthermore, the theoretical values agree approximately with the values calculated from the ﬁt
parameters for tASE = 0.7ns while there is large discrepancy in the case tASE = 2.5ns.
Since the large discrepancy occurs for the longest prepulse duration, hence, the largest pre-
pulse impact, this might by a hint that the targets with L Lund are strongly distorted or are even
already completely destroyed by the prepulse. In this case, the initial ion distribution assumed
in our extended model, Eq. (9.4) resp. Eq. (9.5) might be an oversimpliﬁed description of the
real situation. In addition, the heating of the target by the laser prepulse128,161 has not yet been
considered. Normally, the heat wave propagates with a velocity which is larger than that of the
shock wave. As a result, the temperature of the target material is changed in front of the shock
wave, which effects the velocity of the shock wave, vs, and the deformation velocity vd as well,
since the density ρ0 and sound velocity c0 in the target material are functions of the temperature.
Thereby, we expect this effect to be more pronounced in case of the long prepulse durations.
Another possible explanation might be given by multi-dimensional effects. For large values of
the scale length — when lss becomes comparable to the transverse extent of the electron spot on
the target rear side — the one-dimensional approximation of the acceleration process becomes
invalid (see also the discussion on multi-dimensional effects in Sec. 7.3). With respect to these
issues, we think that it is necessary to investigate the prepulse inﬂuence on the ion-acceleration
process in more detail — experimentally as well as numerically.
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VI. Conclusion and outlook
The primary part of this thesis was concerning models for the TNSA process. These models
are based on the pioneering work of Gurevich.1 There are two degrees of freedom in this one-
dimensional description of the plasma expansion at the rear surface of a laser-irradiated target:
(i) the initial hot electron energy distribution and (ii) the initial spatial ion distribution. In the
original work as well as in the majority of the following publications usually a Maxwellian hot
electron distribution as well as a step-like target were assumed. In our studies we have investi-
gated the impact of those assumptions on the ion acceleration process. While different aspects of
models assuming Maxwellian electrons were considered in part III, the problems (i) and (ii) have
been discussed in parts IV and V, respectively.
Concerning the inﬂuence of the initial hot electron energy distribution, in chapter 6 we could
show that the use of the density relation in the stationary hydrodynamic approach, Eq. (6.12), for
the modeling of the one-dimensional, collisionless plasma expansion implies a speciﬁc electron
phase space density (6.15). In addition, it was demonstrated that the hydrodynamic approach
in general leads to inaccurate results with increasing time, since the initial electron phase space
density given by Eq. (6.15) evolves with time and its initial shape is not preserved. However,
the choice of the adiabatic index κ = 3 in Eq. (6.12), which implies a step-like form of the hot
electron phase space density, allows to maintain this distribution function over time. As a result,
the choice κ = 3 offers a simple analytic expression for the electron density, which is invariant
in time. Therefore, it is equivalent to a time-dependent modeling of the electrons (as long as
the preconditions of Ref. 64 are suitable with sufﬁcient accuracy). Finally, our initially nonrel-
ativistic analysis for the step-like hot electron energy distribution has been extended to the case
of relativistic electron energies, which are characteristic for TNSA. An approximate expression
for the relativistic electron density was derived, which depends on the number of the degrees of
freedom of the electron gas as a function of the temperature.
Concerning the step-like electron energy distribution beyond this ansatz, it is interesting to in-
vestigate how the process of the ion acceleration changes, if one considers a step-like hot electron
energy distribution instead of a Maxwellian hot electron phase space density. This was the subject
of chapter 7. Here, we calculated a self-similar solution for the adiabatically expanding plasma
assuming a step-like electron energy distribution. It includes the well known self-similar solu-
tion1–3 for the expansion driven by isothermal Maxwellian electrons as a limiting case. Moreover,
we were able to formulate empirical expressions for the electric ﬁeld strength, the velocity and
the position of the ion front. In analogy, we have extended the study of Mora62 describing the
adiabatic expansion of a plasma driven by Maxwellian hot electrons.
Comparing the results of the different models, we have found that the hydrodynamic approach
leads to a remarkably different evolution of the ion acceleration process in comparison with the
models using Maxwellian distributions, even though approximately the same initial parameters
such as temperature, density and total thermal energy of the hot electrons were assumed. Thereby,
it turned out that the different shape of the hot electron energy distribution in the hydrodynam-
ical approach leads to a rapidly dropping electron temperature at the ion front in contrast to the
Maxwellian models — resulting in much lower maximum ion energies.
Furthermore, we have compared our analytical estimates to experimental results considering
the maximum kinetic energy and the spectrum of the accelerated protons. Here, we obtained
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a surprisingly good agreement between results for the maximum ion energy estimated with the
hydrodynamic model (implying a step-like hot electron energy distribution) and the data from
experiments with laser pulse durations shorter than 80fs. The predictions of our model ﬁt to
the measured ion energies in absolute numbers as well as with respect to the intensity scaling.
In contrast, the plasma expansion models which are based on a Maxwellian hot electron energy
distribution do not reproduce the experimentally observed intensity scaling.
Moreover, beside some exceptional examples, in the majority of the analyzed ultrashort-pulse
experiments the measured spectra are more likely described by the theoretical ion spectrum linked
to the hydrodynamic approach rather than by the ion spectrum associated with Maxwellian elec-
trons. Based on these insights we may suspect that non-Maxwellian hot electron energy distribu-
tions are often involved in ultrashort-pulse experiments.
Concerning the non-Maxwellian character of the hot electron spectrum (6.15), the use of a
step-like electron energy distribution at ﬁrst seems to be questionable for the modeling of the
plasma expansion, since numerical simulations often predict Maxwellian electrons. However, in
general the assumption of preserved Maxwellian electron distributions during collisionless adia-
batic cooling may become obsolete. Since groups of electrons with different energies cool down
at different rates, their distribution function will change to a non-Maxwellian form in the absence
of electron-electron collisions65 (see Sec. 5.1.2). In addition, we think that another reason for
the presence of non-Maxwellian hot electron energy distributions in ultrashort-pulse experiments
might be that the electron heating process is too short to allow for the formation of an equilibrium
energy distribution of the electrons. Therefore, we believe that the different shape of the electron
phase space density leads to the observed discrepancy. Hence, we reason that it is necessary to
pay more attention to the particular shape of the hot electron energy distribution in future theo-
retical studies and in experiments. This includes the investigation of the Maxwellian character of
the energy distribution itself, e.g., in dependence on the pulse length of the driving laser beam. It
comprises also the knowledge of the scaling laws for the hot electron temperature in the case of
an obtainable equilibrium distribution function.
Note that ion acceleration in an expanding rareﬁed plasma with non-Maxwellian electrons
was previously analyzed in Ref. 55. A tophat or waterbag hot electron energy distribution was
supposed, for example, in the scheme of ion acceleration from laser-heated nanoclusters.108 In
contrast, the Maxwellian character of the distribution function can be kept in the case of special
initial ion density proﬁles, as it is demonstrated in Refs. 110, 225. The dependence of the mod-
eling results on the assumed distribution function was shown for example in Ref. 69, where the
use of either Maxwellian or super-Gaussian initial electron distributions leads to considerably
different ion spectra.
The inﬂuence of the initial spatial ion distribution is illustrated in part V. Here, we extended
the well-known Mora model (see Sec. 4.2) to the case of a target with a ﬁnite initial ion density
gradient. This modiﬁcation of the initial ion distribution is motivated by experiments studying
the dependency of the ﬁnal maximum ion energy on the initial foil thickness (see Refs. 10, 60,
79, 80, 124, 125, 222, e.g.). It was found that the ﬁnal maximum ion energy increases with de-
creasing foil thickness in case of sufﬁciently thick targets. This is in agreement with the Mora
model in combination with the estimates of Fuchs10 for the electron parameters (see chapter 8).
However, the experiments also show that the ﬁnal maximum energy starts to decrease, if the foil
thickness is further reduced below a certain optimal value. While the Mora model, Eq. (8.4),
does not reproduce this experimental result, our plasma expansion model assuming a target with
95
CONCLUSION
an initial density gradient, Eq. (9.16), is able to describe the experimental ﬁndings. Here, a re-
lation between the scale length of the initial density gradient and the initial foil thickness was
assumed to ﬁt the experimental data, which follows from a simple estimate of the laser prepulse
interaction with the target. This relation should be conﬁrmed in future studies with help of hydro-
simulations.
Although the above model is able to explain the local maximum in the proton energy in depen-
dence on the initial target thickness we want to mention that there are also other effects which
may contributed to this dependency. As discussed by numerous studies,179–182,207 the prepulse
can also lead to a deﬂection of the ion beam from the (initial) target normal direction. Since the
deﬂection of a particular ion depends on its energy as well as on its original position on the target
rear side, the resulting ion spectrum in general depends on the angle under which it has been de-
tected. Hence, the interpretation of experimental data has to be done carefully. Finally, we want
to mention the effect of hot-electron recirculation.183, 226 This is an effect which depends also on
the initial target thickness and may be essential even at very high laser contrast ratios, where the
prepulse impact will be small. It has been proposed that for a target with a thickness smaller than
cτL/2 the resulting hot electron density on the target rear side is enhanced because the hot elec-
trons may return to the laser focal region and will be accelerated in forward direction by the laser
ﬁeld another time. More generally, a thin target, L cτL/2, may lead to repeated interactions of
the same part of the hot electron bunch with the laser, which may result in a modiﬁed hot electron
and ion spectrum.
In summary, the present thesis has shown that not only the qualitative parameters of an ex-
periment — such as the laser intensity and pulse duration, the target thickness, the hot electron
density and temperature — but also more speciﬁc parameters — such as the prepulse charac-
teristics and the hot electron energy distribution — may inﬂuence the ion acceleration process
remarkably. In the following we want to outline some of the problems which occur in context of
the central question ”How should one choose the various experimental parameters (laser/target)
in order to achieve the highest ion energies in the TNSA process?” and we want to give a short
prospective.
From a physical point of view, the search for optimal experimental conditions is very chal-
lenging. For example: (i) Since an undisturbed, steep target rear side is optimal for maximum
ion energies, it also becomes inevitable to realize high-power laser systems with ultra-hight laser
contrast,72, 116, 227 see chapter 8. However, since most laser-contrast enhancement techniques,
such as plasma mirrors, not only lead to a reduction of the laser prepulse intensity but also to a
reduced maximum laser intensity, it is necessary to consider the question how far such techniques
really ensure an increasing maximum ion energy for a particular experiment. (ii) In Sec. 7.3, we
saw that relatively long pulse durations lead to higher maximum ion energies in comparison to
ultrashort pulse durations. However, one should keep in mind that those experiments were com-
pared assuming constant laser intensities. In contrast, for a given laser system normally the laser
pulse energy εL ∝ IL τL is a constant quantity and, as a consequence, the decreasing maximum
ion energy due to the reduced pulse duration might be overcompensated by the increasing laser
intensity. (iii) Starting from the result for the maximum ion energy of the one-dimensional Mora
model, Eq. (8.4), one would expect that decreasing the focal spot size of the laser leads to an
increasing maximum ion energy — as a consequence of an increasing laser intensity. However,
this is a purely one-dimensional consideration. As discussed in Sec. 7.3, in reality the ion ac-
celeration process is almost completely terminated as soon as the plasma expansion on the target
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rear side becomes multi-dimensional. Since this happens when the longitudinal plasma extend is
approximately equal to the transverse size of the electron spot on the target rear side — which is
proportional to the laser focal size, see Eq. (7.21) — these are two counteracting processes.
The points discussed above illustrate exemplary the general complexity in the optimization
of the experimental conditions. However, from a mathematical point of view, the question for
optimal experimental conditions could (in principal) answered rather easily. Starting with an ex-
pression f which maps from the parameter space (IL,εL,PL,rL,τL,λL,L, tASE, IASE,αin,etc.) onto
the maximum ion energy εmax, one has to ﬁnd the global maximum of f under certain constraints.
These constraints include basic physical relations, such as IL = cos(αin)εL/τL π r2L, IL = PL/πr2L,
etc. as well as particular experimental conditions. The latter specify the possible range of the
parameters in the particular experiment as well as further relations between the parameters, as
for example(4) IASE/IL ≈ const. Then, in order to ﬁnd the highest ion energies one could use the
methods of the nonlinear optimization.228–230
However, from a practical point of view there is an elementary problem: so far there is no
single relation which maps from the whole parameter space onto the maximum ion energy. Up
to now, in the interpretation of experiments one most often uses the result of Mora, Eq. (4.13),
together with the estimates of Fuchs et al., Eqs. (8.1)–(8.3), providing the relation (8.4). In chap-
ter 8, we saw that Eq. (8.4) is only suitable in the case of a negligible laser prepulse inﬂuence, thus
for tASE, IASE → 0 or for L → ∞. In contrast, by using the expression (9.16), which is based on
the result (9.9) of our extended model and, again, the estimates of Fuchs et al., Eqs. (8.1)–(8.3),
one is able to include prepulse effects. In other words, the domain on which the relation for the
maximum ion energy is sufﬁciently accurate has been extended to the case tASE, IASE > 0.
However, in our opinion there are a number of weak points which should be addressed in future
studies. (i) The estimate of Fuchs et al. which speciﬁes the effective acceleration time, Eq. (8.1),
was found with help of a series of simulations. It works quite well for the parameters consid-
ered in these simulations. But it is an empirical ﬁt and the data on which it is based are rare
in comparison to the (inﬁnitely) large number of possible variations of experimental conditions.
Therefore, we think that is necessary to search for an alternative relation which determines the
effective acceleration time in a more physical way. A possible ansatz might be the concept that
the effective acceleration distance of the ions is approximately equal to the transverse size of the
hot electron spot on the target rear surface (see Sec. 7.3). In order to study this problem in more
detail we are planning to perform a series of multi-dimensional PIC simulations. (ii) Another
source of uncertainty is the model of Fuchs et al. for the electron transport inside the target and
the effective half-opening angle of the electron beam, θe. Since the estimate (8.3) for the hot
electron density at the target rear side is based on that model, which might be oversimplifying,
further investigations are necessary to remove this uncertainty. (iii) Our extended model contains
an empirical relation for the initial scale length of the plasma on the target rear side, lss, as a func-
tion of the initial target thickness L which has been ﬁtted to the experimental data. Hence, the
unknown relation lss(L) has been determined retrospectively. In order to remedy this weak point a
series of hydro-simulations will be performed in the future. Based on it, we hope to determine the
actual form of lss(L) in dependence of the experimental conditions (tASE, IASE, L, target material,
etc.).
(4) The relation IASE/IL ≈ const expresses the fact that for a particular experiment the prepulse intensity is normally
related to the laser peak intensity via an (almost) constant contrast ratio.
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If one would succeed, the domain on which the relation for the maximum ion energy is work-
ing quite well would be remarkable extended. However, we want to emphasize that afterwards it
would be still not possible to optimize the experimental conditions for the whole range of pos-
sible laser and target parameters. This is due to the reason that the result (9.9) of our extended
model is derived assuming Maxwellian hot electrons. However, as we saw in Sec. 7.3 ultrashort
pulse experiments show evidence for the presence of non-Maxwellian hot electrons. Hence, in
dependence on the laser pulse duration one would need to choose between two different expan-
sion models. From that it is clear that a continuous scan in the parameter ”laser pulse duration” is
not yet possible. With respect to this problem (iv), we think that it is necessary to investigate the
properties of the generated hot electron energy distribution as a function of the laser and target
parameters in more detail. Based on these results, one might be able to connect the two expansion
models discussed in Secs. 4.2 and 7.1, respectively.
Afterwards one might even be able to include these results into our extended model. By solv-
ing this problem (v), our model, which assumes Maxwellian hot electrons, would also include
the case of a non-Maxwellian hot electron energy distribution. Therewith, our extended model
could not only be used in the interpretation of prepulse effects in experiments with relatively long
pulse durations (as shown in Sec. 9.3) but also in experiments with prepulse effects in the ultra-
short pulse regime (i.e. pulse durations shorter than ≈ 80fs). In our opinion, this would be an
important step towards a single relation covering most of the experimental conditions present in
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A. The simulation code
In this chapter, we want to give a brief overview on the computer code which has been written
in context of this thesis. By using the code we are able to perform simple simulations of plasma
phenomena. More precisely, one is able to evaluate the central model of this thesis, which is de-
scribed in chapter 3, numerically. Hence, one can consider physical situations in this framework
without further simpliﬁcations and assumptions. An impossibility using pure analytic calculus.
An schematic overview of the code is plotted in Fig. 3.1. In principal, the code can be divided in
several tasks:
1. Calculation of the spatial ion density from a give phase space density
2. Determination of the electron density as a function of the potential
3. Solving the nonlinear Poisson equation (3.7)
4. Determination of the ion distribution at the next time step
5. Specifying the electron phase space density at the next time step
As common practice, the code works on a ﬁnite grid (see Sec. A.4). Since different standard
computational techniques(1) cannot applied straightforward to nonuniform grids, the code uses
uniform grids only. The restriction to uniform grids has the disadvantage that it leads to a large
number of grid nodes — and hence, to large computational efforts — in a situation one needs a
high (local) spatial grid resolution as well as has a large simulation area.
In the code, the ion distributions are modeled by the kinetic ansatz (see Sec. 2.1, Eq. (2.11b)),
since this approach is more general than the hydrodynamic description. Especially, one is able to
perform simulations which include multi-ion species or complex shaped targets (see Sec. 5.3 and
chapter 9, resp.). Here, in general, the plasma expansion involves overtaking in the ions and a
hydrodynamic approach would fail. In the code, the kinetic treatment of the ions is realized by a
standard Particle-in-Cell (PIC) approach (see Sec. A.1). In the PIC method, the evaluation of the
ion density on the grid (task 1) is realized via a weighting of particles, see Sec. A.1.2. Task 4, the
evaluation of the ion distribution at the next time step involves an interpolation of the electric ﬁeld
strength from the grid nodes to the positions of the particles (see Sec. A.1.2) and the calculation
of the motion of the (virtual) particles, which is central part of the PIC method. In our code, the
evaluation of the motion of the particles is realized by the Störmer-Verlet method (see Sec. A.2).
A simple generalization of this non-relativistic method to the case of relativistic velocities is
given in Sec. A.3. By applying this method the trajectories of the highly relativistic electrons
in the electron kinetic model (Sec. 5.1.2) are obtained. Beside the kinetic approach, also the
standard isothermal model (Sec. 5.1), the adiabatic model (Sec. 5.1.1) and the stationary hydro-
dynamic description of the electrons (chapter 6) are included in the code. Together, these methods
(1) In more detail, a meaningful weighting of the PIC particles (see Sec. A.1.2) to a nonuniform grid is a hard task.
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represent task 5 in the schema — the modeling of the temporal evolution of the electron phase
space density. Task 2, the calculation of the spatial electron density ne starting from a given elec-
tron phase space density fe is done by a straightforward numerical integration of Eq. (2.22).
The numerical solution of nonlinear Poisson equation (task 3) is described in Sec. A.4. Here,
one ﬁrst determines a nonlinear system of equations for the electric potential at the grid points
via the Finite Element Method. Then, an iterative scheme — the so called Newton Method — is
used to solve that system of equations.
Ion distributions quantities
nα , vα or fα , α = 1, . . . ,Ni
Electron phase space densities at
φ = 0, fα,0, α = . . . ,Ni+1, . . . ,N




















nα , vα or fα , α = 1, . . . ,Ni
Electron phase space densities at








Figure A.1.: Plot of the central model of chapter 3 and the different parts (1-5) of the code.
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A.1. The Particle-in-Cell (PIC) approach
Here, the Particle-in-Cell (PIC) approach is brieﬂy explained. First, in Sec. A.1.1 the concept
of virtual particles is introduced. It constitutes the main idea behind the PIC ansatz and offers
a simple possibility to calculate the temporal evolution of the ion phase space density. Second,
since our computer code operates on a spatial grid, one has to extrapolate the spatial particle
densities to the grid nodes as well as to interpolate the electric ﬁeld strength from the grid nodes
to the particle positions. This task will be the topic of Sec. A.1.2.
A.1.1. The concept











= 0 . (A.1)
Hence, we formulate a computational strategy which allows to (approximately) calculate the tem-
poral evolution of a initial ion phase density fα . For this purpose, we use a PIC approach.128,231–233
The idea behind this is the following. Roughly speaking, one starts by approximating a given
phase space density through a sum of N virtual particles(2) . Then, in order to calculate the evo-
lution of the ion distribution, one does not solve the Vlasov equation (A.1) directly (by using
ﬁnite difference schemes, etc.). Instead, one assumes that the pseudo particles behave like real,
point-like particles. Thus, the virtual particles will be propagated along the trajectories of point-
like particles. As a consequence, the phase space density at an arbitrary instant of time is simply
given by the sum over the pseudo particles at this instant of time.
Another point of view on the concept beyond the PIC approach is the following. Strictly speak-
ing, in reality the ion distribution function fα is a sum of Nα point-like particles (cf. Eq. (2.9)).
Here, Nα refers to the real, total number of ions of the species α in the plasma. Now, in order
to calculate an exact solution of the Vlasov equation (A.1), one ”simply” has to solve the equa-
tions of motion for all Nα ions. However, due to the fact that Nα is too large for most plasmas
of interest (see chapter 2), one replaces a number of n = Nα/N real, adjacent ions by a single
virtual particle. Then, instead of solving the equations of motion for the n individual particles,
one only propagates the single virtual particle as a representative for the n real particles. This
approximation is quite good as long as the size of the virtual particle in the phase space, ΔxΔp, is
small enough. Due to the fact that initially adjacent ions stay adjacent as long as the micro-scale
ﬁeld ﬂuctuations are negligible (hence, the electric ﬁeld is smooth and almost constant over the
size of the virtual particle) and the time of propagation is not too large.
In the following, we want to explain the PIC concept a little more in detail. For this pur-
pose, one ﬁrst has to ﬁnd an approximation fKα,0 of pseudo particles to the initial ion phase space
density(3) fα(t = 0). More precisely, fKα,0 is assumed to have the form




Kμ(x, p) . (A.2)
(2) Alternatively, the virtual particles will also be denoted as pseudo particles or macro particles.
(3) Beyond this paragraph we will not distinguish between fKα and fα . Instead we will use the term fα , independently
of which function is meant.
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Here, Kμ denotes the particle shape function of the μ-th pseudo particle. Commonly, the shape
functions have a simple mathematical structure (polynomials, etc.). In addition, the pseudo par-
ticles should have a small extent in the phase space. Hence, the diameters diam(ωμ) of their
supports
ωμ = supp(Kμ) =
{
(x, p) : Kμ(x, p) = 0
}
(A.3)
should be as small as possible(4) . The center of ωμ — which we identify with the initial position
of the μ-th virtual particle in the phase space — will be denoted by (xμ ,0, pμ,0). In principal, the
shape functions can individually be chosen for each pseudo particle μ . However, for practical
reasons one usually uses a deﬁnition which is independent of μ ,
Kμ(x, p) = αμ S(x− xμ,0, p− pμ,0) . (A.4)
Here, S denotes the general particle shape function and αμ is a real number. Therewith, the





αμ S(x− xμ,0, p− pμ,0) . (A.5)





Θ(Δx−2 |x|) ·Θ(Δp−2 |p|) , (A.6)
with Θ referring to the Heaviside-Theta function and Δx and Δp denoting the width of pseudo-
particle in the x- and p-direction, respectively (see Fig. A.2).
After the initial distribution fKα,0 is speciﬁed, the solution of the Vlasov equation (A.1) is ob-
tained by calculating the trajectories (xμ(t), pμ(t)) of the virtual particles. As mentioned above,
for this purpose, one considers the virtual particles as real, point-like particles with a speciﬁc










= qα E(xμ(t), t) , (A.7b)
with the initial conditions
xμ(0) = xμ,0 (A.7c)
pμ(0) = pμ,0 . (A.7d)
(4) The smaller one chooses the support of the Kμ the better the numerical solution of the Vlasov equation (A.1) will
be. However, we cannot make the support ωμ to small. Since the supports of the different functions Kμ should
overlap. Otherwise the approximation of fα ,0(x, p) by fKα ,0(x, p) would be to rough. As a consequence, in general,
there is only one possibility to ensure both issues, a good approximation and small supports: By making the
number of pseudo particles N large enough.
(5) Here, the particle shape function S is normalized in the way that
∫
R2 S(x, p) dx d p = 1.
(6) Note that Eqs. (A.7) constitute nonrelativistic expressions, in coincidence with the nonrelativistic version of the
Vlasov equation, Eq. (A.1).
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(a) (b)
(c)
Figure A.2.: Approximation of a smooth ion phase space density by a sum of step-like kernel functions.
For this purpose one deﬁnes an uniform overlay on a domain Ω in the phase space through a set of rect-
angular shaped areas ωμ (see (a)). On each domain ωμ , one speciﬁes a step-like Kernel function (see (b))
in such a way that the initial, smooth phase space density is quite well approximated by the sum over all
Kernel functions (see (c)).
Then, according to the PIC approach, the ion distribution at an arbitrary instant of time t is given
by
fα(t,x, p)≈ fKα (t,x, p) , (A.8)
with




Kμ(x− (xμ(t)− xμ,0), p− (pμ(t)− pμ,0)) . (A.9)
By using a general shape function S Eq. (A.9) becomes




αμ S(x− xμ(t), p− pμ(t)) . (A.10)
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αμ S(x− xμ,0, p− pμ,0)




αμ S(x− xμ(t), p− pμ(t))
Direct solution via Solution via
Vlasov Eq. (A.1) PIC Eqs. (A.7)
Figure A.3.: Schematic plot of the PIC approach. To solve the Vlasov equation (A.1), we do not choose a
direct way (dashed arrow) by using ﬁnite difference schemes, etc. Instead we apply the PIC ansatz. Here,
one approximates the initial phase space density by a sum of "pseudo particles" (cf. Eq. (A.2)) and then
evolves the ensemble of pseudo particles by evaluating Eqs. (A.7) (solid arrows).
A schematically plot of the PIC approach is shown in Fig. A.3. The main computational effort
of the PIC approach is the numerical calculation of the particle trajectories (A.7). In the code,
we address this problem by the so-called Störmer-Verlet algorithm, which is an example for a
nonrelativistic particle stepper(7) . This method will be the topic of Sec. A.2.
A.1.2. Weighting of particle and grid quantities
In the last section, Sec. A.1.1, we introduced the PIC concept. In this approach, the main task
is the solution of the equations of motion (A.7) for the pseudo particles. To proceed, one has to
know the force which acts on each pseudo particle μ . However, in general the electrical ﬁeld
is not given at the particle positions xμ . Since the code operates on a discrete, spatial grid, the
electric ﬁeld will only be calculated at the grid points (see Sec. A.4). As a consequence, one has
to interpolate the values of the electric ﬁeld from the grid nodes to the particle positions. Even
before, in oder to evaluate the electric ﬁeld at the grid nodes by solving Eq. (3.7), one has to
specify the charge density which is created by the pseudo particles at these grid nodes.
In this section, we brieﬂy address these two problems, (i) the interpolation of the electric
ﬁeld strength from the grid nodes to the particle positions and (ii) the extrapolation of the particle
(7) In case of the ions a nonrelativistic method is sufﬁcient because the velocities are small compared to the speed of
light. However, the PIC ansatz works also for the relativistic Vlasov equation. Then, one has to use the relativistic
equations of motion of the particles instead, see Sec. A.3.
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density to the grid nodes. The process by which particle and grid quantities are connected through
inter- and extrapolation is called weighting. From a numerical point of view, the details of these
problems can be very complex. Especially in case of nonuniform grids. Therefore, we perform
simulations only on uniform grids — although other parts of the code can deal with arbitrary
grids, such as the implemented nonlinear Poisson solver (see Sec. A.4), for example. Here,
we will only brieﬂy describe the interpolation and extrapolation method which is used in our
simulations. An introduction to more advanced methods is given in Ref.,233 for example.
In the code, we in general use a linear interpolation ansatz. Hence, if yi and yi+1 denote the
values of an arbitrary physical quantity y at the grid nodes i and i+ 1 with the positions xi and




· (x− xi) . (A.11)
Here, Δx = xi+1 − xi refers to the spacing of the grid. This interpolation scheme (A.11) is used
to evaluate the electric ﬁeld which acts on a pseudo particle located in the grid interval [xi,xi+1]
(task (i)) and is illustrated in Fig. A.4a.
Concerning task (ii), we note that we use a linear weighting, too. Although this is technical
not mandatory, it shows that it is desirable for numerical purposes to use the same scheme for
both tasks.233 The linear extrapolation works as follows. Since the grid has a spacing of Δx, the
pseudo particles are assumed to have a spatial width Δx, too. Moreover, following Sec. A.1.1 we
use step-like particles in the code (see Eq. (A.6)). Thus, the particle density n is assumed to be
constant at the domain of the particle, n(x) = nμ = const for x in [xμ −Δx/2,xμ +Δx/2]. Clearly,
the pseudo particle μ represent a total number of Nμ = nμ Δx (real) particles.
Now, in the linear ansatz, the fraction Nμ,i of the total number of particles, Nμ , which lays
closer to the grid node i than to the grid point i+1 will be related to the node i. In addition, the
remaining amount Nμ,i+1 = Nμ −Nμ,i will be related to the node i+1. This partition of the PIC
particle is shown in Fig. A.4b. After a short calculus one ﬁnds
Nμ,i = Nμ ·
(








Under the assumption that the particle numbers Nμ,i and Nμ,i+1 create the spatial densities nμ,i =
Nμ,i/Δx and nμ,i+1 = Nμ,i+1/Δx at the nodes i and i+1, respectively, one obtains
nμ,i = nμ ·
(








while there is no contribution to other nodes, hence, nμ,k = 0 for k = i, i+ 1. From the above
relations one can directly see the mentioned linear dependency on xμ . This procedure is repeated
for all pseudo particles μ . Finally, the (total) spatial particle density at the grid nodes i implied
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(a) (b)
Figure A.4.: The interpolation of the electric ﬁeld is shown in (a). Starting from the values Ei and Ei+1 at
the grid nodes i and i+ 1, respectively, the electric ﬁeld Eμ at the position xμ of the pseudo particle μ is
obtained by a linear weighting, according to Eq. (A.11). In addition, the spatial densities nμ,i and nμ,i+1
at the nodes i and i+ 1, respectively, which are associated with the pseudo particle μ , are obtained by a
linear weighting, too, see (b). Here, the fraction of the μ-th pseudo particle which lays closer to the node
i (blue shaped) is assigned to the node i, while the remaining part (green shaped) — for which the node
i+ 1 is the nearest grid point — is assigned to the node i+ 1. As a consequence, a linear dependency of
the assigned spatial densities nμ,i and nμ,i+1 is obtained, see Eq. (A.13).
A.2. The Störmer Verlet algorithm
In this section, we want to discuss a numerical scheme for the calculation of the equations of
motion of the particles, Eqs. (A.7). In the code, we address this problem with the velocity-form
of the Störmer Verlet method.234 Note that this algorithm is valid for nonrelativistic velocities,
only. This is sufﬁcient for our purpose, since in the code we are going to use this method only for
the ions, which do not gain relativistic energies in the TNSA experiments performed so far. Later
on, in Sec. A.3, we will generalize this method to relativistic velocities. Therewith, one will be
able to calculate the trajectories of the laser-heated, relativistic electron, too.
We start with a particle of mass m in a given force ﬁeld F(x, t). Note that we assume explicitly
that the force is not a function of the particle momentum(8) . In order to specify the trajectory of









= F(x(t), t) . (A.15b)
As usual, the set of equations is completed by the initial conditions
x(tk) = xk (A.15c)
p(tk) = pk , (A.15d)
(8) For particular cases, there exist variations of the Störmer Verlet method which can deal with a force which depends
on the particle momentum, see Ref.234
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with (xk, pk) being the phase space point of the particle at the initial point in time tk. The Störmer
Verlet method solves the Eqs. (A.15) in the following way. One starts by calculating the position
xk+1 of the particle at the next instant of time tk+1 = tk +Δt, with Δt being a small time step, via







Here, Fk = F(xk, tk) denotes the force which acts on the particle at tk. For k > 0, Fk is already
know from the previous iteration of the Störmer Verlet method. At the initial point of time, t = t0,
the force has to be evaluated in an auxiliary calculation. In the next step, the force at the position
xk+1 and the time tk+1 is determined,
Fk+1 = F(xk+1, tk+1) . (A.16b)
Finally, the momentum pk+1 at the time tk+1 is evaluated by
pk+1 = pk +
1
2
(Fk +Fk+1) Δt . (A.16c)
A schematic ﬂowchart of the Störmer Verlet method is shown in Fig. A.5.
Figure A.5.: Schematic plot of the nonrelativistic Velocity Störmer Verlet Integration (A.16).
A.3. A relativistic particle-stepper
In this section, we want to extend the Störmer Verlet method (A.16) to the case of relativistic
velocities. In the code, this extended form is used for the calculation of the trajectories of the
electrons in the kinetic algorithm(9) of Sec. 5.1.2. We start the discussion on the relativistic
(9) Of course, from a numerical point of view one could also use the nonrelativistic equations of motion, as it was done
in the original publication.64 However, with respect to the large electron temperatures Te,0  me c2 this ansatz is
physical questionable.
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= F(x(t), t) , (A.17b)
with the initial conditions
x(tk) = xk (A.17c)
p(tk) = pk . (A.17d)
The set of equations describe the motion of a particle with mass m which experiences the force
F . In the context of special relativity dynamics, it experiences an acceleration a = F/m seen in
its current inertial frame. Of course, the set of equations (A.17) cannot be solved for an arbitrary
function F . Therefore as usual, in the numerical approach one divides the motion of the particle
into small pieces and assumes the force F to be constant at each piece of motion. The analytic
solution of Eqs. (A.17) for a constant force Fk is given by
















p(t) = pk +Fk ·Δt , (A.18b)
with Δt = t− tk.
Now, we bring this result together with the scheme of the Störmer Verlet method, Eqs. (A.16).
Therewith, one obtains a simple, relativistic particle stepper. Similar to Eq. (A.16), one starts by
calculating the position of the particle at t = tk+1, xk+1, via
















where Fk = F(xk, tk) is the force which acts on the particle at tk. In the next step, the force at the
position xk+1 and the instant tk+1 is evaluated,
Fk+1 = F(xk+1, tk+1) . (A.19b)
Finally, the momentum pk+1 at time tk+1 is obtained by
pk+1 = pk +
1
2
(Fk +Fk+1) Δt . (A.19c)
A schematic ﬂowchart of the relativistic particle stepper is shown in Fig. A.6. At least, we
want to point out two facts. (i) Although the relativistic particle stepper (A.19) is based on
the (nonrelativistic) Störmer-Verlet method, it is not symplectic(10) at all — in contrast to the
nonrelativistic version (A.16). (ii) In the limit vk = pk/(mγ(pk))  c, the algorithm (A.19)
converges into the nonrelativistic Störmer Verlet method (A.16).
(10) A symplectic algorithm conserves the volume of a given (small) phase space element, see Ref. 234. Due to this
property a symplectic method has several advantages, such as a long-time stability.
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Figure A.6.: Flowchart of the relativistic particle stepper (A.19) used in the code. The algorithm is based
on the (nonrelativistic) Velocity Verlet Integration (A.16) (cf. Fig. A.5).
A.4. Solution of the nonlinear Poisson equation

















Before we can address this problem, we have to take a closer look at the boundary conditions of
Eq. (A.20). Due to the fact that there are no electrical ﬁelds at inﬁnity, the boundary conditions(11)
are given by
φ ′(−∞) = 0 (A.21a)
φ ′(+∞) = 0 . (A.21b)
However, since in a computer code one cannot handle an inﬁnitely large domain, in general, the
boundary conditions (A.21) have to replaced by relations for a ﬁnite computational domain Ω=
[xmin,xmax], with xmin, xmax being real numbers. Here, we chose the computational boundaries xmin
(11) The form (A.21) is denoted as Neumann boundary conditions. In general, Neumann conditions do not specify the
solution uniquely. In more detail, if φ is a solution then φ +C is a solution, too, with C being a constant. However,
for Eq. (A.20) the solution is uniquely deﬁned, since a shift φ → φ +C would violated the global charge neutrality
which is implied by the boundary conditions (A.21).
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and xmax that large that the spatial ion densities nα are constant(12) outside of the computational
domain. Hence, we assume n′α(x) = 0 for all x, with x ≤ xmin ∨ x ≥ xmax and all ion species
α . Therewith, Eq. (A.20) can be integrated once and, under the consideration of the boundary
conditions (A.21), we get the expressions
ε0
2


























Here, Fα(φ) denotes an antiderivative of the electron density nα(φ) with respect to φ . Moreover,

















Since the boundary conditions (A.22) might be complicated, one often alternatively uses the
simple but strictly speaking not accurate boundary conditions
φ ′(xmin) = 0 (A.23a)
φ ′(xmax) = 0 . (A.23b)
In summary, one has to evaluate a solution of Eq. (A.20) on the ﬁnite domainΩ under the bound-
ary conditions (A.22) or (A.23).
In order to solve the Poisson equation numerically different techniques are known. Maybe
the most common and simple one is the so-called Finite Difference Method (FDM). In this ap-
proach, the domain Ω is discretized by a uniform grid with n nodes i (see Fig. A.7) and the
central task is the calculation of the function values φi = φ(xi) at the positions of the grid nodes,
xi = xmin+ i · (xmax−xmin)/(n−1). For this purpose, the differential operator ∂ 2/∂x2 is replaced







(12) While in the case of a ﬁnite target one has nα (x) ≡ 0 for all x outside the target and all ion species α , in the case
of a semi-ﬁnite plasma slab (see chapter 4) one does not have nα (x) ≡ 0 in general. Therefore, we use the less
restrictive condition nα (x)≡ const for all x outside the computational domain and all ion species α .
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for i = 1, . . . ,n− 1. The n− 2 relations together with the Neumann boundary conditions at x =
xmin and xmax form a complete set of n nonlinear equations for the n unknown values φi. The
FDM is a simple and commonly used numerical method. However, it has some drawbacks. It is
hardly to generalize to nonuniform grids or to multidimensional problems on complex domains
Ω. In addition, it leads to convergence problems in case of rapidly varying ion densities (e.g. in
case of Dirac-delta distributions). Due to that reason, we will address the solution of the Poisson
equation (A.20) by another approach which is much more ﬂexible and powerful than the FDM.
For this purpose, we reformulate the above problem. At ﬁrst, we multiply Eq. (A.20) with an
arbitrary, integrable function u. Then, by integrating the obtained expression over the domain Ω,










ρ dx . (A.26)
















ρ dx . (A.27)
The last relation is often denoted as the weak formulation, while the original problem (A.20) is
called strong formulation. The weak formulation has to be understood in the following sense:
One has to ﬁnd a function φ which fulﬁlls the relation (A.27) for every function u. Clearly, every
solution of the strong problem is a solution of the weak formulation, too. Strictly speaking, the
reverse statement is not true. This is obvious since it is sufﬁcient for φ to be once differentiable
in order to be a possible solution of the weak formulation. In contrast, a solution of the strong
formulation has to be twice differentiable. Hence, there exist solutions of Eq. (A.27) in cases
when Eq. (A.20) does not have solutions at all. However, if the functions φ and u are sufﬁciently
smooth, both formulations are equivalent.
Regarding the weak formulation from a mathematical point of view, one has to specify the
functions space H in which the functions φ and u are contained. Normally, H is a Sobolov
space235,236 which contains a inﬁnite number of elements. Of course, for numerical purposes one
has to operate on a ﬁnite function space H n, with a dimension n<∞ instead. As a consequence,
the numerical solution is in general only an approximation to the exact solution, since H n ⊂H .
To ﬁnd the approximative solution φ we will use the Galerkin method. In this method, one starts
by deﬁning a basis {u j}nj=1 of the function space H n. Therewith, the numerical solution φ may




c j u j, with c j being real coefﬁcients. Moreover,
since Eq. (A.27) is linear in u, it is sufﬁcient for φ to fulﬁll the expression (A.27) for the n basis
function u j in order to ensure that Eq. (A.27) is true for all functions u in H n. Thus, in order to
















ρ dx = 0 , (A.28)
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for i = 1, . . . ,n. These relations form a set of n equations for the n unknown coefﬁcients ci. By
using the notations c = (c0,c1, . . . ,cn−1) and y = (y0,y1, . . . ,yn−1), it can be written in a more
compact form as y(c) = 0. Clearly, although the Galerkin method is founded on an entirely
different approach in comparison to the FDM, in both cases the main computational effort is the
solution of a system pf nonlinear equations.
The quality of the numerical approximation depends strongly on the choice of the set of basis
functions ui, respectively, the subsetH n which is spanned by the basis ui. Hence, it is in principal
a good strategy to adapt the basis to the given problem. However, since in praxis this can be a
hard task without already knowing the exact solution of the problem (in which case a numerical
solution would become obsolete), we choose a more general strategy to deﬁne a basis, the so-
called Finite Element Method (FEM). As the FDM, it is based on a spatial grid. Although the
FEM can easily implied on nonuniform grids, we again assume an uniform grid with n nodes
which covers the domain Ω = [xmin,xmax]. Hence, the interval length is given by Δx = (xmax −
xmin)/(n− 1) and the nodes are located at xi = xmin + i · (xmax − xmin)/(n− 1). A central aspect
of the FEM is use basis functions with a small support. In more detail, one uses functions ui(x)
with the properties
ui(xi)> 0 (A.29a)
ui(x)≡ 0 ∀x : x ≤ xi−1∨ x ≥ xi+1 . (A.29b)
A basis function of that kind is called Finite Element Function(13) . In addition, in our case, the
ﬁnite element function must be steady but not necessary differentiable(14) . Hence, the functions
must be elements of C0. A simple function ui which fulﬁlls the above conditions is the triangular




Δx : xi−1 ≤ x ≤ xi
xi+1−x
Δx : xi ≤ x ≤ xi+1
0 : else .
(A.30)
In order to solve the resulting nonlinear equation system (A.28) we use the Newton method. It is a
Figure A.7.: The plot shows an uniform grid with n nodes i, i = 0,1, . . . ,n− 1, on the domain Ω =
[xmin,xmax]. In addition, the triangular ﬁnite element function ui, Eq. (A.30), is shown.
standard, iterative technique which works in the following way. First, an initial coefﬁcient vector
c0 for the solution of the nonlinear equation system y(c) = 0 is guessed. Since c0 is normally
not the exact solution of the system, there will by a residuum vector d0 = y(c0), with ‖d0‖ > 0.
(13) Sometimes, one denotes such a basis function shortly as an "element". However, other authors refer by "element"
to the intervals in the domain or they denote the function as well as the interval as a "Finite Element".
(14) There are other types of differential equations, where the corresponding weak formulation needs functions u j which
lay in the class Cn, with n > 0.
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In the next step, an iterated coefﬁcient vector c1 is evaluated via c1 = c0 + J−1(c0) ·d0. Here, J


























and J−1(c0) denotes the inverse of J at the point c0. In the Newton method, the iteration
ck+1 = ck + J−1(ck) ·dk (A.32)
is repeated until the norm ‖dk‖ of the residuum vector is smaller than a certain, small value ε (15) .
Due to the fact that the numerical calculation of a large inverse matrix is elaborate, we perform the
Newton iteration (A.32) in a slightly different form. Instead of evaluating J−1, in each iteration
we solve the system of linear equations
J · (ck+1− ck) = dk , (A.33)
for the unknown coefﬁcient vector ck+1. From a numerical point of view, the calculation of J
and the solution of the system of linear equations J · (ck+1− ck) = dk are the costly parts of the
Newton method. Especially, the solution of the linear equation system (A.33) via a standard




operations. Which implies large nu-
merical efforts in the case of grids with several thousand nodes. However, here, we proﬁt form
the FEM approach. Due to the small support of the elements (A.29), the system of nonlinear
equations (A.28) has a special structure. Namely, the i-th equation does only depend on the co-






∗ ∗ ∗ 0
. . . . . . . . .
∗ ∗ ∗
. . . . . . . . .





Here, the ∗ symbols refer to the only nonzero elements of the Jacobi matrix. Now, a system of
linear equations for a sparse matrix can efﬁciently solved by applying iterative methods, such
as Krylov subspace methods.237, 238 These methods only need O (n) operations per iteration and
the usually converge to sufﬁcient precision in a few iterations. In the code, we use a precondi-
tioned form of the biconjugate gradient stabilized (BiCGSTAB) method (see Ref. 238), since this
(15) In the code, we usually use ε = 10−8 for the absolute precision.
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method converged most quickly in comparison to the other iterative methods which we tested.
In summary, in order to solve the nonlinear Poisson equation (A.20) together with the boundary
conditions (A.22) numerically, we use the Galerkin method (A.28), which is a ﬁnite-dimensional
approximation of the weak formulation (A.27) of the original problem (A.22). The Galerkin ap-
proach (A.28) leads to a nonlinear equation system which can be solved with the Newton method.
Since we set the basis functions ui in Eq. (A.28) equal to the ﬁnite element functions (A.30), the
corresponding Jacobi matrix (A.31) is a sparse matrix and the system of linear equations (A.33),
which is the central task of the Newton method, can be solved efﬁciently using an iterative method
(preconditioned BiCGSTAB method).
B. Maths
B.1. Inversion of the integral equation (6.13)








d p , (B.1)
will involve Fourier and inverse Fourier transforms, here, we ﬁrst recall the classical deﬁnitions
of the Fourier transform and of its inverse operation.
Deﬁnition 1 (Fourier transform) The Fourier transform Fx [ f ] (ω) of a function f with respect
to the variable x into a function g of the variable ω is given by





f (x) exp(i xω) dx . (B.2)
Deﬁnition 2 (Inverse Fourier transform) The inverse Fourier transform F −1ω [g] (x) of a func-
tion g with respect to the variable ω into a function f of the variable x is given by





g(ω) exp(− iω x) dω . (B.3)
In order to solve the integral equation (B.1), we proceed as follows. First we note that when
assuming a Maxwellian distribution fe,0, the resulting electron density is given by an exponential
















see Sec. 2.3. Here, ψ is an abbreviation for the product eφ , since this product often appears in
the following derivation. Next, we introduce the parameter iβ = 1/Te,0 with the imaginary unit
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i, set ne,0 = 1/
√












⇐⇒ ne(ψ) = χ(β )√
2π
exp( iβ ψ) . (B.5)
In the next step, we integrate the above expressions over β from −∞ to ∞. With the assumption,













⇐⇒ ne(ψ) =Fβ [χ(β )] (ψ) .
(B.6)
The relations (B.6) contain the Fourier transforms of the functions
√
iβ χ(β ) and χ(β ), respec-
tively, relative to the variable β . Applying the deﬁnition of the inverse Fourier transform to the
right-hand side of Eq. (B.6), one gains an explicit expression for the function χ ,
χ(β ) =F −1ψ [ne(ψ)] (β ) , (B.7)












⇐⇒ ne(ψ) . (B.8)
The above result constitutes an inversion formula for the relation (B.1). Thus, for an arbitrary













gives the corresponding electron phase space density fe,0. Note that although the inversion for-
mula (B.9) was derived using the classical expressions (B.2) and (B.3) for the Fourier transform
and its inverse, this approach remains still valid in the generalized sense of Fourier transforms
on tempered distributions. This is important in the ﬁnal step, where we are going to simplify the
result.
Since the relation contains a product, one might suggest to use the convolution theorem. Un-
fortunately, the application of the convolution theorem the context with tempered distributions is
a complex task. For this reason, we choose a different way. First, we introduce a special class of
spatial electron densities, which are given by Lorentz functions




ε2+(ψ −ζ )2 , (B.10)
with ε being a positive real number and ζ an arbitrary potential. Using Eq. (B.9) one ﬁnds the
corresponding phase space densities
























n̂ εe(ψ −ζ ) ⇐⇒ f εe,0(p,ζ ) . (B.12)
Now, due to the linearity of Eq. (B.1) in fe,0, we directly obtain the relation
∞∫
−∞
n̂ εe(ψ −ζ )ne(ζ ) dζ ⇐⇒
∞∫
−∞
f εe,0(p,ζ )ne(ζ ) dζ (B.13)
by multiplying Eq. (B.12) with an arbitrary spatial density ne(ζ ) and integrating over ζ . Next we
take the limit ε → 0 of Eq. (B.13). The left-hand side of Eq. (B.13) is simply given by ne(ψ),
because Eq. (B.10) converges in the sense of distributions to the Dirac δ -distribution for ε → 0.
Therefore, we derive the following expression






f εe,0(p,ζ )ne(ζ ) dζ . (B.15)
At this point we emphasize that the result (B.15) is equivalent to Eq. (B.9). In the last step of the
simpliﬁcation one has to evaluate the above limit. This step has to be done carefully because of
the complex roots in Eq. (B.15). Since the evaluation is extensive, it is outsourced to Sec. B.2













The above result is a compact inversion formula for the density relation(2) (B.1).
B.2. Evaluation of the limit in Eq. (B.15)
This section deals with the evaluation of the limit in Eq. (B.15), which led to the central inversion





f εe,0(p,ζ )ne(ζ ) dζ , (B.17)
with




















(2) Note again, that it is just a reformulation of the interim ﬁndings Eq. (B.9) and Eq. (B.15). Hence, all relations are
equivalent.
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ζ − z dζ , (B.20)
which deﬁnes a function on the complex plane C. Here, Γ is an interval on the real axis,
Γ = {ζ +0 · i : ζa ≤ ζ ≤ ζb}, and f is a holomorphic function on C which fulﬁlls additionally
the Hölder condition ‖ f (x)− f (y)‖ ≤ H · ‖x− y‖αH for all x, y on Γ, with some constants H > 0
and 0 < αH ≤ 1.
In the context of the evaluation of Eq. (B.17), the most important issue of Eq. (B.20) is that
Figure B.1.: The function Φ(z), Eq. (B.20), resp., Eq. (B.27), is deﬁned on the complex domain C. Γ is
an interval on the real axis, with Γ = [ζa,ζb] and ζ0 is a point in between ζa and ζb. Further, Ω− and Ω+
refer to the left- and the right-hand region of Γ around the point ζ0. The sequences of points z−k and z
+
k
converges from the left- and the right-hand side against the point ζ0, respectively.
Φ jumps at Γ. More precisely, let {z+k }∞k=0 be a sequence of points in the right region Ω+ of
Γ, which tends towards a point ζ0 on Γ for k1 → ∞. Equivalent, {z−k }∞k=0 denotes a sequence of
points tending towards ζ0 from the left-hand region Ω−. Then, one has





denoting the limits of Φ when approaching ζ0 from the right- and left-hand side, respectively.
According to Eq. (B.21), the one-sided limits of Φ are distinct — or in other words Φ jumps on
Γ. In order to prove Eq. (B.21) one could simply apply the Cauchy integral formula. However,
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this would not work in the more general case which we will consider below. For this reason, we




f (ζ )− f (z)
ζ − z dζ︸ ︷︷ ︸
T1




ζ − z dζ︸ ︷︷ ︸
T2
. (B.23)
As discussed in Ref. 239, the integrand in T1 is a holomorphic function for each z ∈ C\Γ. Fur-




T+1 (ζ0)−T−1 (ζ0) = 0 . (B.24)
The term T2 can be integrated to
T2(z) = ln(ζ − z)|Γ = ln‖ζ − z‖+ i · arg(ζ − z)|Γ =
ln‖ζb− z‖+ i · arg(ζb− z)− ln‖ζa− z‖− i · arg(ζa− z) .
(B.25)
Here, we want to recall a central issue of the argument function arg(z). While it is smooth on
C\R−, it jumps along the negative real axis R− from π to −π , if one crosses R− with a positive
orientation. More precisely, one has lim
ε→0
arg(ζ ± i ·ε) =±π for all ζ < 0. As a consequence, one
ﬁnds
T+2 (ζ0) = ln‖ζb−ζ0‖+ i ·0− ln‖ζa−ζ0‖− i ·π (B.26a)
and
T−2 (ζ0) = ln‖ζb−ζ0‖+ i ·0− ln‖ζa−ζ0‖+ i ·π . (B.26b)
Summarizing Eqs. (B.24) and (B.26), one obtains the jump relation (B.21).





(ζ − z)κ dζ , (B.27)




f (ζ )− f (z)
(ζ − z)κ dζ︸ ︷︷ ︸
T1




(ζ − z)κ dζ︸ ︷︷ ︸
T2
. (B.28)
The term T2 can be handled similar to the procedure above. The integration yields
T2(z) =
1






1−κ · ‖ζ − z‖





1−κ · ‖ζb− z‖
1−κ · exp(i · (1−κ) · arg(ζb− z))−
1
1−κ · ‖ζa− z‖
1−κ · exp(i · (1−κ) · arg(ζa− z)) .
(B.29)
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1−κ · exp(i · (1−κ) ·0)−
1
1−κ · ‖ζa−ζ0‖






1−κ · exp(i · (1−κ) ·0)−
1
1−κ · ‖ζa−ζ0‖
1−κ · exp(−i · (1−κ) ·π) .
(B.31)
Thus, one has
T+2 (ζ0)−T−2 (ζ0) =−
2 i
1−κ · ‖ζa−ζ0‖
1−κ · sin((1−κ) ·π) =
− 2 i
1−κ · ‖ζa−ζ0‖
1−κ · sin(κ π) .
(B.32)




f (ζ )− f (z)
(ζ − z)κ dζ +
ζb∫
ζ0
f (ζ )− f (z)
(ζ − z)κ dζ =
ζ0∫
ζa
f (ζ )− f (z)





f (ζ )− f (z)




Assuming ζ > ζ0, one has lim
k→0
arg(ζ − z+k ) = 0 as well as limk→0arg(ζ − z
−
k ) = 0. Thus, one ﬁnds
T+1,2(ζ0)−T−1,2(ζ0) = 0 under the condition that the improper integral
ζb∫
ζ0
f (ζ )− f (ζ0)
(ζ −ζ0)κ
dζ (B.34)
exists. This is guaranteed for αH −κ >−1. In contrast, for ζ < ζ0 the relations lim
k→0
arg(ζ −z+k ) =
π and lim
k→0




f (ζ )− f (ζ0)
‖ζ −ζ0‖κ
dζ − exp(iκ π)
ζ0∫
ζa
f (ζ )− f (ζ0)
‖ζ −ζ0‖κ
dζ =
−2 i · sin(κ π) ·
ζ0∫
ζa






for the jump characteristic of the term T1,1. Altogether, one ﬁnds the result











which is valid(3) for κ < 1+αH . The case κ = 1 is included by taking the corresponding limit in
Eq. (B.36).
Now, by comparing the expression (B.17) with the general expression for Φ(z), Eq. (B.27),
one can rewrite Eq. (B.17) as
fe,0(p) =Φ+(ζ0)−Φ−(ζ0) , (B.37)
by setting κ = 3/2, Γ= R, ζ0 =−p2/(2me) and





in Eq. (B.27). Then, by using the expression (B.36), we ﬁnally conﬁrm the result (B.19) (resp.
Eq. (6.14)).
B.3. Proof of Eq. (7.18)






Here, we want to remind that the above expression assumes nonrelativistic electrons. As dis-
cussed in Sec. 7.2, in the relativistic case Eq. (B.39) (resp. Eq. (7.18)) in general fails.





= e · [ne(φ)−Zi ni] . (B.40)







= H(φ) . (B.41)
Here, H is an antiderivative of ene(φ), thus, ∂H(φ)/∂φ = ene(φ). By comparing Eqs. (B.39)
and (B.41) we ﬁnd H(φ) = ne(φ)Te(φ). This implies that if Eq. (B.39) is a true statement then
ne Te has to be an antiderivative of ne,
∂
∂φ
[ne(φ)Te(φ)] = ene(φ) . (B.42)
(3) We want to note that the limitΦ+(ζ0)−Φ−(ζ0)might exist in the case κ ≥ 1+αH . However, it cannot be calculated
using Eq. (B.36), since the integral on the right-hand side is not improper integrable any more.
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ne Te , (B.43)
with Z referring to the degrees of freedom, Eq. (7.1c),









Following Ref. 191, the thermal energy for an electron population with the phase space density




fe εkin d p . (B.45)
Since we only consider the nonrelativistic limit, one has Z= 1 and εkin(p) = p2/2me. Expressing









d p , (B.46)









⎤⎦= ene(φ) , (B.47)
with r =
√



























fe,0(r(φ , p)) d p = ne(φ) . (B.50)
Next, integration by parts results in
− p fe,0(r(φ , p))|∞−∞+
∫
R
fe,0(r(φ , p)) d p = ne(φ) . (B.51)
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Since the ﬁrst term on the left-hand side of Eq. (B.51) is zero(4) and the second term is exactly the
deﬁnition of the spatial electron density in the nonrelativistic limit, Eq. (B.46), the relation (B.51)
is true. This in turn conﬁrms the proposition (B.42) and, consequently, the statement (B.39) (resp.
Eq. (7.18)).
(4) To ensure the existence of the electron density (2.22b), the electron phase space density fe,0 has to be absolutely
integrable on R implying lim
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