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Abstract
Random tilings of geometrical shapes with dominos or lozenges
have been a rich source of universal statistical distributions. This
paper deals with domino tilings of checker board rectangular shapes
such that the top two and bottom two adjacent squares have the same
orientation and the two most left and two most right ones as well. It
forces these so-called “skew-Aztec rectangles” to have cuts on either
side. For large sizes of the domain and upon an appropriate scaling
of the location of the cuts, one finds split tacnodes between liquid re-
gions with two distinct adjacent frozen phases descending into the tac-
node. Zooming about such split tacnodes, filaments appear between
the liquid patches evolving in a bricklike sea of dimers of another type.
This work shows that the random fluctuations in a neighborhood of
the split tacnode are governed asymptotically by the discrete tacn-
ode kernel, providing strong evidence that this kernel is a universal
discrete-continuous limiting kernel occurring naturally whenever we
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have double interlacing pattern. The analysis involves the inversion
of a singular Toeplitz matrix which leads to considerable difficulties.
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1 Introduction
Random tiling models have been much investigated recently. In these models
we tile a domain with tiles of a certain form possibly with different weights at
different positions, typically we tile with lozenges or dominos. In many cases
these models can also be thought of as dimer models on certain finite bipartite
graphs. We are typically interested in limits when the size of the tiling region
grows to infinity, and in the limit it is possible to look at the tiling patterns
at different scales. To these tiling or dimer models we can also associate a
height function, an integer valued function on the faces of the dimer model
graph, which gives an interpretation of the dimer model as a random surface.
At the global scale this height function converges to a deterministic limiting
height function solving a variational problem, [15], and the region typically
splits into domains with different phases. Phases refer to the different types
of local limits, limiting Gibbs measures, that can be obtained. It has been
shown in [27] that in a large class of dimer models these fall into three types,
frozen, liquid (or rough) and gas (or smooth). In this paper we are only
concerned with a model that has no gas phase. It appears, [1], [26], that
for a large class of dimer models in a domain, the boundary between the
solid and liquid phases (arctic curves) is, asymptotically for the size going to
infinity, a smooth curve possibly with singularities and some special points.
It is shown in [1] that in this class of tiling models the only singularities for
the arctic curve are a cusp singularity, a tacnode or a tangency point of the
arctic curve with the boundary of the domain (turning points). We have
not verified that the model analyzed in this paper satisfies the conditions in
[1]. Visually speaking, this means: the liquid region consists of patches in
the domain, which may touch the boundary of the domain (turning points),
which may intersect each other (leading to cusps along the arctic curve) or
which may merely touch (tacnodes); touching can occur in two different ways:
a soft and a split tacnode. At a soft tacnode we have the same frozen phase
(same type of tiles) at both sides of the tacnode, whereas at a split tacnode,
we have different frozen phases on the two sides. For a nice survey on random
tilings, see [20].
It is of great interest to study the random fluctuations around these limit
shapes. Inside the liquid patches the height function is conjectured to fluc-
tuate according to a Gaussian Free Field. This has been shown in a number
of cases see e.g. [25, 12, 16, 14, 13, 11]. We can also consider the fluctu-
ations of the dimers at the interface between the liquid and frozen phases,
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or at the at points where the liquid region touches the boundary or another
liquid region. These type of limits fall naturally into two types depending on
whether one rescales in just one direction, a discrete-continuous limit, or in
both directions, a continuous-continuous limit, see [23] for a discussion.
There are three basic continuous-continuous limits. At generic points
of the boundary of a liquid region the dimers fluctuate according to the
Airy kernel process, [28, 21, 31, 18], at a cusp they behave as the Pearcey
process, [30, 2], and at a soft tacnode the fluctuations are described by the
(continuous) tacnode kernel, [5]. The kernel for the soft tacnode process, was
given in the context of non-intersecting random walks [4], nonintersecting
Brownian motions [22] and in the context of overlapping Aztec diamonds
in [5]. When an Airy process interacts with a boundary, a different process
appears, which is called a hard tacnode process; see Ferrari-Veto˝ [19].
There are also three basic discrete-continuous limits. At turning points
the natural limit process is given by the GUE-minor process (or GUE-corner
process), [24, 29], at split cusp points with two different frozen phases inside
the cusp, we get the Cusp-Airy process, [17]. Zooming about a split tacn-
ode between the liquid regions one observes non-intersecting paths of dimers
of definite types; they form filaments between liquid patches evolving in a
bricklike sea of dimers of another type [3],[6],[7]. Here the limiting kernel is
the discrete tacnode kernel. All these three cases are discrete in one direction
and continuous in the other. Based on the classification of the regularity of
the height function it is conjectured in [1] that the six interface processes
discussed above are all that can occur in a large class of dimer models.
The following questions arise about the asymptotic statistical fluctuations
of the paths, when the size tends to infinity:
(i) Does the discrete tacnode kernel indeed deserve the “universality” label?
(ii) Is this a “master kernel”, from which all the existing kernels mentioned
above can be derived by appropriate scaling limits?
As to question (i), the discrete tacnode kernel was found in the context of
lozenge tilings of non-convex domains [6, 7]. The GUE-minor kernel describes
a one-sided pattern of interlacing particles, whereas the discrete tacnode
kernel describes a double interlacing pattern, see also [9]. The analysis was
based on Skew-Young Tableaux of shape λ\µ, filled with numbers 1, . . . , N
for large N when the size of both, λ and µ, grow appropriately with N ;
these tableaux fluctuate according the discrete tacnode kernel [6]. A special
instance of the discrete tacnode kernel already appeared in the context of
two overlapping Aztec diamonds [3] called the double Aztec diamond. In the
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present study it is shown that the same kernel appears in domino tilings of
skew-Aztec rectangles, a model generalizing two overlapping Aztec diamonds,
see Theorem 2.2. This is strong evidence that the discrete tacnode kernel
is a universal limiting kernel that naturally occurs whenever we have double
interlacing pattern of the type encountered here. The approach in this paper
is completely different from that in [6, 7]. Here, we base the analysis on
the approach in section 2.2.3 in [23], where the difficulty is to invert a finite
Toeplitz matrix. In the model studied here the symbol of this Toeplitz matrix
has a zero at zero or infinity which leads to considerable technical difficulties.
The question (ii) is largely open. In a subsequent publication, we will
show that an appropriate double scaling limit of the discrete tacnode kernel
gives the Cusp-Airy kernel, see Theorem 2.3 below.
2 Skew-Aztec Rectangles: geometry and
main results
A skew-Aztec rectangle is a domain D of width n > 0 and length m+M ≥ 1
with two cuts (nonconvexities) symmetric about the middle of the rectangle
along the sides ∂DR and ∂DL, where ∂DU , ∂DR, ∂DD, ∂DL denote the Up,
Right, Down and Left sides of the rectangle; see Fig. 1. The number m
denotes the number of white squares and M the number of blue squares on
the ∂DR and the ∂DL-side. Assume m ≥ 0 and M ≥ 1. Notice that cuts are
unavoidable, if the top two and bottom two adjacent squares of the rectangle
have the same orientation (blue-white) and the two most left and two most
right as well ( blue
white
) (as in Fig.1), unlike a regular Aztec diamond, where they
have opposite orientations and thus no cuts.
We need two different system of coordinates on the skew-Aztec rectangle
(with different origins): (ξ, η) and (s, u) related by
(ξ, η)→ (s, u) = (η+1, 1
2
(η−ξ+1)) ,with−1 ≤ ξ ≤ 2(m+M), −2 ≤ η ≤ 2n+1
(1)
The middle of the most left boundary of the diamond serves as origin of
the (ξ, η) system, while the origin of the (s, u)-system is at (ξ, η) = (0,−1).
The middle of the blue squares are at (ξ, η) ∈ 2Z × (2Z + 1), with 0 ≤
ξ ≤ 2(m + M − 1) and −1 ≤ η ≤ 2n. In (s, u) coordinates, they are at
(s, u) ∈ 2Z× Z, with 0 ≤ s ≤ 2n and −(m+M − 1) ≤ u ≤ n. One defines
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two crucial integers
∆ := n−m ∈ Z, (2)
and (the second formula in (3) follows at once from (2))
σ := n− (m+M − n) + 1 = n−M + ∆ + 1 ∈ Z. (3)
∆ measures how much the Aztec rectangle differs from two overlapping Aztec
diamonds (usual ones) and σ measures the “amount of overlap”, if one were
to ignore the cuts and view the Aztec rectangle as two overlapping diamonds.
Thus σ is the number of even points ξ between the coordinates (and includ-
ing) ξ = 2n and ξ = 2(m + M − n). Notice that σ can be negative, when
two separated diamonds are connected with white and blue squares. In [5],
we considered two usual Aztec diamonds overlapping each other; then it is
easily seen that m = n and so ∆ = 0.
Also consider the strip {ρ} formed by the ρ+ 1 lines ξ ∈ 2Z through the
black squares between (and including) the lines ξ = 2(M − 1) and ξ = 2m
defined by the cuts, with
ρ := |m− (M − 1)|. (4)
Fig. 1 gives an illustration for m ≥M − 1 and Fig. 2 for m < M − 1.
Consider a covering of the skew-Aztec rectangle by means of dominos,
horizontal ones with the blue square to the left or to the right (HL, HR)
and vertical ones with the blue square on the upper-side or on the down-side
(VU , VD); see Fig. 5. Let these dominos be decorated as follows (as in Fig.
5): (i) with red lines and red dots, (ii) with blue lines and blue dots and for
(iii) with green lines and green dots. Each domino carries an appropriately
chosen height function, also indicated in Fig. 5, such that the red, blue and
red lines are level lines of height h+ 1
2
, for the corresponding height function.
It is easily seen that, given any domino covering by any of these sets (i),
(ii) (resp. (iii)), this produces a set of n+m red/blue (nonintersecting) level
lines (resp. M green level lines extending all the way from the left edge of
the blue (resp. white) boundary squares along ∂DU and ∂DL to the right
edge of the white (resp. blue) boundary squares along ∂DR and ∂DD. It is
easily seen that the heights along the boundaries is specified, the same for
(i) and (ii) and different for (iii), but also fixed. For each of the models,
the red, blue and green dots are intersection points (slightly moved to the
middle of the blue square) of the level lines with the lines {ξ ∈ 2Z} for (i)
and {η ∈ Zodd} for (ii) and (iii). Notice the duality of the blue paths and
the green path (Fig. 5 (ii) and (iii)). This duality interchanges the tiles HR
and HL and the tiles VU and VD; it amounts to a rotation by 180
o.
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Fig. 1: skew-Aztec rectangle with m ≥M−1, ∆ < 0 and coordinates (ξ, η) and
(s, u). Here n = 8, m = 10, M = 3, ∆ = −2, ρ = 8, σ = 4, r = σ−∆ = 6.
Fig. 2: skew-Aztec rectangle with m < M − 1 and ∆ > 0, with height
function along the boundary, with nonintersecting red paths (level lines).
Here n = 8, m = 5, M = 8, ∆ = 3, ρ = 2, , σ = 4, r = ∆ = 3 .
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Fig. 3: Same Aztec rectangle as in Fig.1 with strip {ρ} and with height function
along the boundary, with nonintersecting red paths and the corresponding
red point process Pred.
Fig. 4: Same Aztec rectangle as in Fig. 1, with nonintersecting green paths,
starting and ending at contiguous points and the corresponding green point
process Pgreen. The red and green paths in Figs. 3&4 are dual of each other.
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HL VU HR VD
Green Red Y ellow Blue Point process
(i) PRed
red path
∩{ξ ∈ 2Z}
h h h
h+ 1 h+ 1 h+ 1
h h
h + 1 h
h + 1 h + 1
h h h
h h h
h h
h h + 1
h + 1 h + 1⇑ Kasteleyn
(ii) PBlue
h h h
h+ 1 h+ 1 h+ 1
h h
h + 1 h
h + 1 h + 1
h h h
h h h
h h
h h + 1
h + 1 h + 1
blue path
∩{η ∈ Zodd}
⇑ Duality
(iii) PGreen
h h h
h h h
h + 1 h + 1
h + 1 h
h h
h+ 1 h+ 1 h+ 1
h h h
h+ 1 h+ 1
h h + 1
h h
green path
∩{η ∈ Zodd}m
(iv) PGreen
from green paths, Fig. 4
to paths in Fig. 7
Fig. 5: Dominos with 4 different orientations: two horizontal ones with
blue square to the left/right (HL, HR) and two vertical ones with blue square
up/down (VU , VD). Three different point processes PRed, PBlue, PGreen, asso-
ciated with the intersection of the level lines (for the given height functions)
with the lines {ξ ∈ 2Z} and {η ∈ 2Z+ 1}.
This also shows for each of the cases the one-to-one correspondence be-
tween the decorated red, blue, green tilings of D and the red, blue, green
level lines; see e.g., [21, 5].
Notice from Fig.4, that the M green paths leave from and end up at con-
tiguous points, whereas the n+m red/blue paths leave from a non-contiguous
set. In [3], we called the green paths inliers, and the red/blue paths outliers.
Putting the customary probability on the tilings by giving the weight
0 < a ≤ 1 on vertical dominos and weight 1 on horizontal dominos, one
obtains three point processes PRed, PBlue, PGreen of red, blue and green dots.
This purpose of this paper will be to show that PRed is a determinantal
point process, of which an appropriate asymptotic limit will be given by the
discrete tacnode kernel LdTacr,ρ,β as in (9).
Notice that Aztec rectangles may not always be tilable; they will be in
the cases below. Also we shall express ρ, r in terms of the basic geometrical
data n, m, M .
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(i) (ii)
(iii) (iv)
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Fig. 6. Simulations: (courtesy of Sunil Chhita)
Fig. type n m M ρ r ∆ = n−m filaments
(i) m ≥M − 1 100 150 90 61 11 ∆ < 0 all but blue
(ii) m < M − 1 104 100 121 20 4 ∆ > 0 all but yellow
(iii) m ≥M − 1 190 150 150 1 41 ∆ > 0 all but blue
(iv) m ≥M − 1 100 99 95 5 6 ∆ > 0 all but blue
Theorem 2.1 The skew-Aztec rectangle D is tilable iff
Case 1: 1 ≤M ≤ min(m,n+ 1)
or Case 2: 0 ≤ m ≤ min(M − 1, n). (5)
The associated point process PRed consists of r (red) dots on each of the ρ+ 1
lines ξ ∈ 2Z within the strip {ρ} of width ρ, with the number of dots per line
increasing one-by-one on either side of the strip, up to n, where
ρ = |m− (M − 1)|
= |σ − 2∆| and
r = max(n− (M − 1), n−m)
= max(σ −∆,∆). (6)
To be more specific, we have
Case 1. ρ = m− (M − 1) = σ−2∆ ≥ 1 and r = n−(M−1) = σ−∆ ≥ 0
Case 2. ρ = (M − 1)−m = 2∆− σ ≥ 0 and r = n−m = ∆ ≥ 0.
(7)
Remark 1: Throughout the paper we deal with case 1 of Theorem 2.1 and
∆ ≤ 0; for this case ρ and r are given by (7), with ρ ≥ r ≥ 1. Setting
throughout κ := −∆ ≥ 0, we have r = κ+ σ, ρ = κ+ r.
One then introduces the following discrete-continuous scaling into
Kredn,r,ρ(ξ1, η1; ξ2, η2), letting n → ∞ and keeping r = n − M + 1 and
ρ = m−M + 1 fixed:
scaling : ξi := 2m−2τi, ηi := n−1 +yi
√
n, a = 1 +
β√
n
,
∆η
2
=
dy
2
√
n (8)
For τi ∈ Z and yi ∈ R, the discrete tacnode kernel depending on the
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geometric parameters ρ, r and the scaling parameter β, is as follows:
LdTacr,ρ,β(τ1, y1; τ2, y2) = −Hτ1−τ2(y1 − y2)
+
∮
Γ0
du
(2pii)2
∮
↑L0+
dv
v − u
uρ−τ1
vρ−τ2
e−
u2
2
+(β+y1)u
e−
v2
2
+(β+y2)v
Θr(u, v)
Θr(0, 0)
+
∮
Γ0
du
(2pii)2
∮
↑L0+
dv
v − u
uτ2
vτ1
e−
u2
2
+(β−y2)u
e−
v2
2
+(β−y1)v
Θr(u, v)
Θr(0, 0)
+
∮
↑L0+
du
(2pii)2
∮
↑L0+
dv
u−τ1
vρ−τ2
e
u2
2
−(β−y1)u
e−
v2
2
+(β+y2)v
Θ+r−1(u, v)
Θr(0, 0)
−
∮
Γ0
du
(2pii)2
∮
Γ0
dv
uρ−τ1
v−τ2
e−
u2
2
+(β+y1)u
e
v2
2
−(β−y2)v
Θ−r+1(u, v)
Θr(0, 0)
(9)
where Γ0 = small circle about 0 and ↑ L0+ = upgoing vertical line in C to
the right of Γ0. The Heaviside function and the functions Θr appearing in
(9) are as follows:
Hm(z) :=
zm−1
(m− 1)!1z≥01m≥1, (Heaviside function). (10)
Θr(u, v) :=
1
r!
[
r∏
1
∮
↑L0+
ew
2
α−2βwα
wρα
(
v−wα
u−wα
)
dwα
2pii
]
∆2r (w1, . . . , wr)
Θ±r∓1(u, v) :=
1
(r∓ 1)!
[
r∓1∏
1
∮
↑L0+
ew
2
α−2βwα
wρα
((u−wα) (v−wα))±1 dwα
2pii
]
∆2r∓1(w1, . . . , wr∓1).
(11)
The next Theorem shows the universality of the tacnode kernel: it is
identical to the asymptotics obtained in the very different context of lozenge
tilings of hexagons with nonconvexities and skew Young diagrams; see [6, 7].
From [9, 10], the distribution of the red dots along the oblique lines ξ ∈ 2Z is
known, including their joint distributions and, in the case ∆ = 0, it is related
to coupled random matrices for a certain coupling [9].
Theorem 2.2 Given the scaling (8) in the situation of remark 1 (just after
formula (7)) the kernel Kredn,r,ρ tends asymptotically for n → ∞ to LdTac as
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given in (9), where τi = m− ξi2 ∈ Z and yi ∈ R,
lim
t→0
2(−a) η1−η22
1 + a2
( a√
n
)
ξ2−ξ1
2 Kredn,r,ρ(ξ1, η1; ξ2, η2)
∆η2
2
∣∣∣
scaling
= LdTacr,ρ,β(τ1, y1; τ2, y2)dy2
The case κ = −∆ = 0 has been completely studied in [5]. We conjecture
that the same limiting statement (Theorem 2.2) holds for case 1 and ∆ > 0;
then ρ < r. For case 2 of Theorem 2.1, we expect the limit to be the same
kernel LdTacr,ρ,β, but instead with ρ = (M − 1)−m and r = n−m.
Outline of the paper: One first computes the inlier kernel
Kgreenn,r,ρ(s1, u1; s2, u2) in the coordinates (s, u) of Fig. 1. The fact that ∆ 6= 0 is
responsible for the presence of a Toeplitz determinant for a singular symbol,
a special instance of a Fisher-Hartwig singularity. This can be remedied, in
the case ∆ < 0 by blowing up the singularity ζ−∆ → ∏−∆1 (1− ζλi ), followed
by integration with regard to a measure dµ(λ). The next step is deduce
the outlier kernel Kbluen,r,ρ(s1, u1; s2, u2) by duality and to deduce from it the
Kredn,r,ρ(ξ1, η1; ξ2, η2). This is done by computing the inverse of the Kasteleyn
adjacency matrix from Kbluen,r,ρ in the (ξ, η)-coordinates of Fig 1; see also (1).
The Kredn,r,ρ will then be given in (68) and in (89 after inserting the new scale.
In section 5, we reduce what seems an infinite-dimensional problem to a
finite-dimensional one. This enables us to give in section 6 an integral repre-
sentation of the kernel and to pull through the dµ(λ)-integration mentioned
earlier. In the end one is led to a quite simple kernel (section 8); contours
have to be interchanged appropriately to be able to take a limit (section 9).
Section 9 deals with the final limit.
In [6] we conjectured that LdTac is also a master kernel; i.e., all the kernels
and corresponding statistics obtained at critical points of the arctic boundary
in tiling models are appropriate scaling limits of the discrete tacnode kernel
LdTac. Such a prominent example is the cusp-Airy kernel Lcusp−Airy, which
appears near a split-cusp of the arctic boundary, where the frozen region
splits into two regions; see [17]. We shall need the Airy-like function, for
τ ∈ Z and given the contour ↖↗ =∞e4pii/3 to ∞e2pii/3,
Aτ (u) =
∮
↖
↗
zτdz
2pii
e−
z3
3
+uz.
We state the following Theorem, which will be shown in a subsequent
publication [8]. It deals with the limit of the discrete tacnode kernel to the
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cusp-Airy kernel for β = 0 and ρ = 0 (i.e., the strip {ρ} reduces to one line
ξ = 2m or, what is the same, τ = 0). It describes the statistical behavior
of the red dots at a distance
√
2r along the lines τ ∈ Z, when r → ∞. The
tip of the cusp belongs to the line τ = 0 in that regime. Fig. 6(iii) gives an
example of a split cusp for ρ = 1 instead. So, zooming about the split cusp,
one finds:
Theorem 2.3 Setting1
L˜dTac(τ1, y1; τ2, y2) := (
√
2)τ1−τ2−1LdTacr,ρ,β(τ1,−
y1√
2
; τ2,− y2√
2
)
∣∣∣
ρ=0,β=0
,
the following limit holds:
lim
r→∞
(−r τ1−τ26 )L˜dTac(τ1, y1; τ2, y2)
∣∣∣
yi=2
√
r+
ξi
r1/6
= Lcusp−Airy(τ1, ξ1; τ2, ξ2)
where
Lcusp−Airy := −Hτ1−τ2(ξ1 − ξ2) + (−1)τ2
∫ ∞
0
A−τ1(ξ1 + λ)Aτ2(ξ2 + λ)dλ
for τ1, τ2 ∈ Z, except for τ1 ≥ 0 and τ2 < 0, for which the expression is more
complicated; see [17].
3 Tilability and the numbers ρ, r
Proof of Theorem 2.1: Consider consecutive green paths pii (as in Fig.4)
starting from ai and ending at bi. Here we pick the i = 0th as the closest
to the sides ∂DU and ∂DR (see Fig.1), for i = 1 the closest to the path pi0,
etc..., up to i = M − 1. To visualize this, we make the (s, u)-coordinates
rectangular and define (x, y) = (s− 1
2
, u), thus transforming these green level
lines pii into the ones of Fig. 6, where we used the path transformation given
in Fig.5(iii).
In the (x, y)-coordinates, ak = (−1,−k) and bk = (2n,∆ − k) with 0 ≤
k ≤ M − 1, together with the corresponding paths pik−1 as in Fig.7. For
tilability we first need
n ≥ ∆ = n−m, and so m ≥ 0, (12)
1Together with the change yi → − yi√2 , one rescales all integration variables u, v, w as
u→ √2u, v → √2v, w → √2w.
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since otherwise the point b0 could not be reached by pi0.
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s
u
a0{u = 0} =
a1{u = −1} =
aM−1{u = −M + 1} =
u = n
b0 = {u = ∆}
bm−1 = {u=∆−m}
bM−1={u=∆−M+1}
u = −m−M + 1
= ∆− (M + n) + 1
A0
A1
A2
A3
A4
Am−1
Am
x = −1 0 1 2 3 2∆ . . . 2n
B B B B B B B B BA A A A A A A A
Fig. 7: Special set of nonintersecting green paths connecting ai and bi for
0 ≤ i ≤M − 1 in (x, y) = (s− 1
2
, u) coordinates (inlier paths as in Fig.4 and
(s, u)-coordinates as in Fig.1) for n = 8, m = 6, M = 10 and so ∆ = 2.
The consecutive nonintersecting paths pii are maximal up to (2n, n) and
down to (2n,∆), and up to (2n−2, n−2) and down to A1 to reach (2n,∆−1)
and so so forth for the next one. The dropdown stretches, moving from the
right to left, have length n−∆ = m, m− 1, m− 2, . . . . We now distinguish
two cases:
Case 1: m ≥ M ≥ 1. Then the lowest points Ak of the vertical stretches
have coordinates Ak = A0 − (2k, k) = (2n,∆) − (2k, k) for 0 ≤ k ≤ M − 1.
Then, since ∆ = n−m, we have
AM−1 = A0 −
(
2(M − 1),M − 1) = (2(n−M + 1), n−m−M + 1).
If AM−1 would belong to the grid, that would prove the existence of
M nonintersecting paths. So, belonging to the grid implies a condi-
tion on both coordinates: u = n − m − M + 1 ≥ −m − M + 1 =
{the u-coordinate of the lowest line of the grid}, which is automatic (since
n ≥ 1), and x = n−M + 1 ≥ 0, which is a condition.
Case 2: 0 ≤ m < M . Then, again moving from the right to the left (assum-
ing m > 0), the vertical down-stretches of the M paths pik will have length
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m − k > 0 for 0 ≤ k ≤ m − 1, with the down-stretch of path pim having
0-length for k = m. The coordinates of the lowest points of these stretches
have coordinate Ak = A0 − (2k, k) for 0 ≤ k ≤ m and so
Am = A0 − (2m,m) =
(
2(n−m), n− 2m),
which also must belong to the grid; i.e., n− 2m ≥ −m−M + 1, which this
time is automatic from the Case 2-condition M −m > 0 and also we must
have n −m = ∆ ≥ 0, which together with the case 1-condition amounts to
condition (5). In the extreme case m = 0, all the paths will move in parallel
to the top M locations along the line x = 2n and so will have no vertical
stretches. The necessity of these conditions follows from the fact that if the
rectangle D is tilable, then in either case r ≥ 0, as will be discussed below.
To prove (6), we reconsider the two cases:
Case 1: Here the strip has width
ρ = m− (M − 1) = σ − 2∆ ≥ 1.
The second identity follows from substituting n and M from (2) and (3). The
number of red dots along ξ ∈ 2Z equals the number of intersection points of
the lines ξ ∈ 2Z with the red paths and also equals the difference of heights
along the lines ξ ∈ 2Z, measured between ∂DL and ∂DR; see Fig. 2 and Fig.
5(i). The following table gives three distinct regions: the lines, above, within
and below the strip {ρ}.
lines ξ ∈ 2Z heights along ∂DL heights along ∂DR height difference
0 ≤ ξ ≤ 2(M−1) h = n 0 ≤ h ≤ m− ρ = M − 1 h : n→ n−M+1
2(M−1) ≤ ξ ≤ 2m n ≤ h ≤ n+ ρ M−1 ≤ h ≤ m=M−1+ρ h = n−M + 1
2m ≤ ξ ≤ 2(m+M) n+ ρ ≤ h ≤ n+m h = m h : n−M+1→ n
This table tells us that the number of red dots is minimal and equals r =
n −M + 1 ≥ 0 within {ρ} (i.e., along the lines 2(M − 1) ≤ ξ ≤ 2m) and
increases by 1, each time one moves away from the strip to reach n along
∂DU and ∂DD. The second identity for r in (6) follows from substituting M
from (3) in n−M + 1, and so we also have,
r = −∆ + σ and ρ = −∆ + r. (13)
Case 2: Here the two lines ξ = 2m and ξ = 2M − 2 through the cuts
determine a strip of width
ρ = (M − 1)−m = 2∆− σ ≥ 0, (14)
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using the same substitution as before. Here we have the following table:
lines ξ ∈ 2Z heights along ∂DL heights along ∂DR height difference
0 ≤ ξ ≤ 2m h = n 0 ≤ h ≤ m h : n→ n−m
2m ≤ ξ ≤ 2(M − 1) h = n h = m h = n−m = ∆
2(M − 1) ≤ ξ ≤ 2(m+M) n ≤ h ≤ n+m h = m h : n−m→ n
The table shows that within the strip the number of dots per line ξ ∈ 2Z
equals n −m = ∆ ≥ 0, and, as before, the number increases by 1 on either
side of the strip {ρ}, to reach n. This ends the proof of Theorem 2.1.
4 A singular Toeplitz determinant and the
kernels Kgreenn,r,ρ, K
blue
n,r,ρ and K
red
n,r,ρ
Throughout this paper we define the following radii,
a < ρ0 < ρ1 < σ1 < σ2 < R < ρ2 < ρ3 < a
−1, (15)
together with the corresponding contours γρ0 ⊂ γρ1 ⊂ γσ1 ⊂ · · · ⊂ γρ3 about
0 having those radii. A contour slightly larger (resp. slightly smaller) than,
say, γσ2 or γR,... but not containing any additional pole (resp. but not losing
any pole), is denoted by γ+σ2 , γ
+
R ,...(resp. γ
−
σ2
, γ−R ,...) Moreover for v ∈ C, for
λ = (λ1, . . . , λκ) ∈ Cκ the contours Γ0, Γv, Γλ, . . . denote small circles about
0, v, and all the λi,..., containing no other pole than the points mentioned.
4.1 The kernel Kgreenn,r,ρ for contiguous start- and end-
points as an integral of another kernel
Theorem 4.5 is the main statement of this section: it shows that the Kgreenn,r,ρ, as
in (55), can be expressed as an integral operator L˜ of another kernel Kgreen(λ),
as in (56), depending on parameters λ = (λ1, . . . , λκ). The operator L˜, given
in (29), amounts to integration versus a measure (28).
We follow the machinery from [5, 21], see also [23], sections 4.2 and 4.5.
The difference in the model studied here compared to that of the previous
papers is that the final points have been shifted by ∆. We refer to the
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covering with tiles as in Fig. 5(iii) and the nonintersecting paths as in Fig.
4. In rectangular coordinates, as depicted in Fig. 6, these paths run between:
Initial points 1− i, 1 ≤ i ≤M
Final points 1− j + ∆, 1 ≤ j ≤M, (16)
by means of (1−az)-steps (A-steps) and (1− a
z
)−1-steps (B-steps). Therefore
the transitions involving consecutive steps are given by
ϕs1,s2(ζ) =
(1 + aζ)[
s2
2
]−[ s1
2
]
(1− a
ζ
)(s2−[
s2
2
])−(s1−[ s12 ])
, 0 ≤ s1 < s2 ≤ 2n+ 1 (17)
One deduces ϕ0,2n+1(ζ) and one defines related functions:
ϕ2n+1(ζ) := ϕ0,2n+1(ζ) =
(1 + aζ)n
(1− a
ζ
)n+1
, ρ(u) := (1 + au)n(1− a
u
)n+1
(18)
The Fourier transform of ϕs1,s2 will play an important role:
ps1,s2(u1, u2) := 1s1<s2
∮
γρ1
ζu1−u2ϕs1,s2(ζ)
dζ
2piiζ
=: 1s1<s2ϕ̂s1,s2(u1, u2). (19)
According to Johansson [23], using the LGV-Theorem, the (inlier) kernel
Kgreenn,r,ρ =: K
green is given by
Kgreen(s1, u1; s2, u2)
= −1s1<s2ϕ̂s1,s2(u1, u2) +
M∑
i,j=1
ϕ̂s1,2n+1(u1, 1− i+ ∆)(A−1)ijϕ̂0,s2(1− j, u2)
(20)
for 0 < s1, s2 < 2n+ 1 by taking into account the initial and final points (16)
and where A is the M ×M matrix
A = (Aij)1≤i,j≤M , with Aij := ϕ̂0,2n+1(0, i− j + ∆).
Notice that ϕ̂s1,2n+1(u1, 1− i+ ∆) can be written:
ϕ̂s1,2n+1(u1, 1−i+∆) =
∮
γρ1
ζu1−(1−i+∆)ϕs1,2n+1(ζ)
dζ
2piiζ
=
∮
γρ1
ζu1−(1−i)ψs1,2n+1(ζ)
dζ
2piiζ
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where
ψs1,s2(ζ) :=
{
ϕs1,s2(ζ) for s2 < 2n+ 1
ζ−∆ ϕs1,s2(ζ) for s2 = 2n+ 1
(21)
For a given analytic function f(z) and an integer p ≥ 1, define the Toeplitz
determinant
Dp(f) = det
(
f̂i−j
)
1≤i,j≤p
, with f̂k =
∮
γ1
dζ
2piiζ
f(ζ)
ζk
=
∫ 2pi
0
dθ
2pi
f(θ)e−ikθ
Proposition 4.1 (Johansson[23]) The inlier kernel Kgreen as in (20) can be
expressed in terms of a ratio of Toeplitz determinants:
Kgreen(s1, u1; s2, u2) = −1s1<s2ps1;s2(u1, u2) + K˜green(s1, u1; s2, u2) (22)
where (a < ρ1 < σ1 < σ2 < ρ2 < a
−1)
K˜green(s1, u1; s2, u2)
=
∫
γρ1
dz
2piiz
∫
γρ2
dw
2piiw
zu1
wu2
ψs1,2n+1(z)ψ0,s2(w)
DM−1
[
ψ0,2n+1(ζ)
(
1− ζ
w
) (
1− z
ζ
)]
DM [ψ0,2n+1(ζ)]
.
(23)
Proof: Since the expression ϕs1,s2 is a product of functions admitting a
Wiener-Hopf factorization, the kernel (20) can be written as a double in-
tegral involving a ratio of Toeplitz determinants; for details see [23].
We need to express the ratio of these two Toeplitz determinants in terms
of integrals involving Fredholm determinants. The symbol ψs1,2n+1 of the
Toeplitz matrix appearing in (21) has a winding number due to ζκ (special
instance of Fisher-Hartwig singularity). We remove this singularity ζκ by
blowing it up to the following, using parameters 0 6= λi ∈ C:
pλ(ζ) :=
Pλ(ζ)∏κ
1 λi
:=
κ∏
1
(
1− ζ
λj
)
. (24)
We define two additional λ-dependent functions
ϕ
(λ)
2n+1(ζ) := ϕ0,2n+1(ζ)pλ(ζ), and ρλ(u) := ρ(u)pλ(u). (25)
ga := (1 + a
2)n(n+1) and g(λ)a := pλ(a)
n+1ga = ga
(
Pλ(a)∏κ
1 λi
)n+1
(26)
The Toeplitz determinants of ζ±κf(ζ) and pλ(ζ±1)f(ζ) are related as follows:
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Lemma 4.2 The following Toeplitz determinant identity holds:
Dp[ζ
±κf(ζ)] = (−1)κp
∮
Γκ0
κ∏
1
λpjdλj
2piiλj
Dp
[
pλ(ζ
±1)f(ζ)
]
.
Proof: For any integer κ ≥ 1, and λ = (λ1, . . . , λκ),
f (λ)(ζ) = f(ζ)
κ∏
j=1
(λj − ζ±1), with f (0)(ζ) = (−1)κζ±κf(ζ), (27)
and so we have that f̂
(0)
j = (−1)κf̂j∓κ. Then taking residues at λj = 0 for
1 ≤ j ≤ κ of each of the entries and using (27), one finds for an arbitrary
contour Γ0 about 0,
(−1)κp
∮
Γκ0
κ∏
1
dλj
2piiλj
Dp
[
Pλ(ζ
±1)f(ζ)
]
= (−1)κp
∮
Γκ0
κ∏
1
dλj
2piiλj
det
(
f̂
(λ)
i−j
)
1≤i,j≤p
= Dp
[
ζ±κf(ζ)
]
,
ending the proof of Lemma 4.2.
Given ga as in (26), define the measure dµ˜(λ), where one uses M − 1 =
n− r, with r ≥ 0,
dµ˜(λ) = g(λ)a
κ∏
j=1
λM−1j dλj
2pii
= ga
κ∏
j=1
dλj(λj − a)n+1
2piiλr+1j
(28)
and also an operator L˜, in terms of the kernel K
(λ)
k,` (0, 0) defined in (32)
below, 2
L˜(f) =
∫
γκR
dµ˜(λ) det(I −K(λ)k,` (0, 0))≥Mf(λ). (29)
Lemma 4.3 The following holds for a < σ1 < σ2 < R, for |z| < σ1 < σ2 <
|w|, for |z| < a−1 and for |z| < all |λj|: (remember footnote 2)
DM−1
[
ζκϕ0,2n+1(ζ)(1− ζw )(1− zζ )
]
DM [ζκϕ0,2n+1(ζ)]
=
(−1)κ(1− a
w
)n+1
(1 + az)n(1− z
w
)
× 1
L˜(1)
∮
γκR
dµ˜(λ)
Pλ(z)
det(1−K(λ)k,` (w−1, z))≥M−1,
(30)
2For any integer p and kernel Kk,`, we abbreviate det(I−Kk,`)k,`≥p := det(I−Kk,`)≥p.
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where
K
(λ)
k,` (w
−1, z) :=
∮
γσ1
(−1)k+`du
(2pii)2
∮
γσ2
dv
v − u
u`
vk+1
(1− u
w
)(1− z
v
)
(1− v
w
)(1− z
u
)
ρλ(u)
ρλ(v)
= K
(λ)
k+1,`+1(0, 0)− (z − w)h(1)k+1(w−1, λ)
1
z
h
(2)
`+1(z, λ)
(31)
with, for k, ` ≥ 0,
K
(λ)
k,` (0, 0) :=
∮
γσ1
du
(2pii)2
∮
γσ2
dv
v − u
u`
vk+1
ρλ(u)
ρλ(v)
(32)
h
(1)
i (w
−1;λ) := −
∮
γσ2
dv
2pii(v − w)(−v)i+1ρλ(v)
h
(2)
i (z;λ) := −z
∮
γσ1
(−u)iρλ(u)du
2pii(u− z) .
(33)
We also have
DM
[
ϕ
(λ)
0,2n+1
]
= g(λ)a det
(
1−K(λ)k,` (0, 0)
)
≥M
and DM [ψ0,2n+1] = (−1)κM L˜(1)
(34)
Proof: Define the function χt,s(u) and its Toeplitz determinant:
χt,s(u) := e
∑∞
j=1(tju
j+sju
−j) and τp(t, s) := Dp[χt,−s(u)]. (35)
Considering now the loci
L :
{
jtj = −n(−a)j
−jsj = (n+ 1)aj,
}
and L(λ) :
 jtj = −n(−a)
j −
∑
`
λ−j`
−jsj = (n+ 1)aj
 . (36)
Then for a < |u| < λ`,
χt,s(u)
∣∣∣
L
= ρ(u), χt,−s(u)
∣∣∣
L
= ϕ2n+1(u)
χt,s(u)
∣∣∣
L(λ)
= ρλ(u), χt,−s(u)
∣∣∣
L(λ)
= ϕ
(λ)
2n+1(u).
(37)
By Borodin-Okounkov one has
τp(t, s) = Z(t, s) det(1−KBO(t, s))≥p, with Z(t, s) := e−
∑∞
1 jtjsj , (38)
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for the kernel
KBO(t, s)k,` =
1
(2pii)2
∮
γσ1
du
∮
γσ2
dv
v − u
u`
vk+1
χt,s(u)
χt,s(v)
(39)
We also have, using |z| < |w| , a < |w|, |z| < a−1 and |z| < all |λi|, that3
Z(t− [w−1], s+ [z])
Z(t, s)
∣∣∣
L(λ)
= e
∑∞
j=1(sjw
−j−tjzj+ 1j (z/w)j)
∣∣∣
L(λ)
=
(1− a
w
)n+1p−1λ (z)
(1 + az)n(1− z
w
)
Z(t, s)
∣∣∣
L(λ)
= e−
∑∞
1 jtjsj
∣∣∣
L(λ)
= g(λ)a .
(40)
Moreover, as long as a < |z| < |u| < |v| < |w| and |v| < all |λj|, we have
thus for a < σ1 < σ2 < R, with |λj| in the annulus between σ2 and R:
(−1)k+`K(λ)k,` (w−1, z)
:= KBO(t− [w−1], s+ [z])k,`
∣∣∣
L(λ)
=
∮
γσ1
du
(2pii)2
∮
γσ2
dv
v − u
u`
vk+1
(1− uw )(1− zv )
(1− vw )(1− zu )
χt,s(u)
χt,s(v)
∣∣∣
L(λ)
=
∮
γσ1
du
(2pii)2
∮
γσ2
dv
v − u
u`
vk+1
(1− uw )(1− zv )
(1− vw )(1− zu )
ρ(λ)(u)
ρ(λ)(v)
=: (−1)k+`
(
K
(λ)
k+1,`+1(0, 0)− (z − w)h(1)k+1(w−1, λ)
1
z
h
(2)
`+1(z, λ)
)
(41)
and
(−1)k+`K(λ)k,` (0, 0) := KBO(t, s)k,`
∣∣∣
L(λ)
=
∮
γσ1
du
(2pii)2
∮
γσ2
dv
v − u
u`
vk+1
ρλ(u)
ρλ(v)
,
(42)
using in the last equality of (41), formula (33) and the identity
u`
vk+1
1
v − u
(1− u
w
)(1− z
v
)
(1− v
w
)(1− z
u
)
=
u`+1
vk+2
(
1
v − u +
z − w
(u− z)(v − w)
)
.
Applying a shift to formula (35), we have on the one hand the formula
τp(t− [w−1], s+ [z])
∣∣∣
L(λ)
= Dp[(1− ζw )(1− zζ )χt,−s(ζ)]
∣∣∣
L(λ)
= Dp
[
ϕ
(λ)
2n+1(ζ)(1−
ζ
w
)(1− z
ζ
)
] (43)
3 For α ∈ C, we define [α] = (α, α22 , α
3
3 , . . . ) ∈ C∞.
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τp(t, s)
∣∣∣
L(λ)
= Dp[χt,−s(ζ)]
∣∣∣
L(λ)
= Dp
[
ϕ
(λ)
2n+1(ζ)
]
(44)
and on the other hand, using the BO formula (38), formula (41) and (40),
we have for all |λj|>a, |λj| > |z|, |z| < |w|, a< |w|, |z| < a−1, (see footnote
2)
τp(t− [w−1], s+ [z])
∣∣∣
L(λ)
= Z(t− [w−1], s+ [z]) det(1−KBO(t− [w−1], s+ [z]))≥p
∣∣∣
L(λ)
= Z(t, s)
∣∣∣
L(λ)
(1− a
w
)n+1p−1λ (z)
(1 + az)n(1− z
w
)
det(1−K(λ)k,` (w−1, z))≥p
= g(λ)a
(1− a
w
)n+1p−1λ (z)
(1 + az)n(1− z
w
)
det(1−K(λ)k,` (w−1, z))≥p.
(45)
τp(t, s)
∣∣∣
L(λ)
= Z(t, s) det(1−KBO(t, s))≥p
∣∣∣
L(λ)
= gλa det(1−K(λ)k,` (0, 0))≥p
(46)
Then applying Lemma 4.2 and equating (43) and (45) and using the expres-
sion g
(λ)
a as in (25), we obtain the following, upon setting p = M − 1
DM−1
[
ζκϕ2n+1(ζ)(1− ζ
w
)(1− z
ζ
)
]
= (−1)κ(M−1)
∮
γκR
(
κ∏
j=1
λM−1j dλj
2piiλj
)
DM−1
[
ϕ
(λ)
2n+1(ζ)(1−
ζ
w
)(1− z
ζ
)
]
=
(−1)κ(M−1)(1− a
w
)n+1
(1 + az)n(1− z
w
)
∮
γκR
(
κ∏
j=1
λM−1j dλj
2pii
)
g
(λ)
a
Pλ(z)
det(1−K(λ)k,` (w−1, z))≥M−1
(47)
Moreover, equating the right hand sides of (44) and (46) and setting p = M ,
we find the first formula of (34). Using Lemma 4.2 on the expression below,
using the first formula of (34) and the definition (28) of the measure dµ˜, we
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have for p = M ,
DM [ψ0,2n+1(ζ)] = DM [ζ
κϕ0,2n+1(ζ)]
= (−1)κM
∮
γκR
(
κ∏
j=1
λMj dλj
2piiλj
)
DM
[
ϕ
(λ)
2n+1(ζ)
]
= (−1)κM
∮
γκR
(
κ∏
j=1
λM−1j dλj
2pii
)
gλa det(1−K(λ)k,` (0, 0))≥M
= (−1)κM
∮
γκR
dµ˜(λ) det(1−K(λ)k,` (0, 0))≥M = (−1)κM L˜(1),
(48)
proving the second formula of (34).
So, computing the ratio of (47) and (48) leads at once to expression (30),
with the kernel K
(λ)
k,` (w
−1, z) as in (31) and using the measure dµ˜ as defined
in (28), thus ending the proof of Lemma 4.3.
We shall need the following lemma:
Lemma 4.4 For M ≥ 1, we have for R < ρ:
(−1)κ
∮
γκR
κ∏
1
λM−1j dλj
2pii
DM
[
ϕ
(λ)
0,2n+1
] ∮
γρ
zu1−u2+κdz
2piizPλ(z)
= 1{u1=u2}
∮
γκR
κ∏
1
λMj dλj
2piiλj
DM
[
ϕ
(λ)
0,2n+1
]
,
(49)
which is the same as,
(−1)κ
L˜
(∮
γρ
zu1−u2−∆
2piizPλ(z)
)
L˜(1)
= 1{u1=u2}.
(50)
Proof: Expanding the product in (−z)κPλ(z)−1 =
∏κ
1(1− λiz )−1 in powers of
z, using homogeneous symmetric functions hr(λ) of degree r and h0=1, we
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have, for |λi| < ρ and
(−1)κ
∮
γρ
dz
2piiz
zu1−u2+κ
Pλ(z)
=
∮
γρ
zu1−u2dz
2piiz
κ∏
1
(1− λi
z
)−1
=
∮
γρ
zu1−u2dz
2piiz
∑
r≥0
hr(λ)
zr
= 1u1≥u2hu1−u2(λ),
(51)
Inserting this expression (51) in the left hand side of (49) and using the
explicit expression for the Toeplitz matrix, one finds, assuming u1 − u2 > 0,
and distributing the
∏κ
1 λj over the M columns of the Toeplitz matrix (using
(24)),∮
γκR
( κ∏
1
λMj dλj
2pii
)hu1−u2(λ)∏κ
1 λj
det
(∮
ϕ2n+1(ζ)dζ
2piiζ i−j+1
Pλ(ζ)∏κ
1 λi
)
1≤i,j≤M
=
∮
γκR
(
κ∏
1
dλj
2pii
)
hu1−u2(λ1, . . . , λκ)∏κ
1 λj
det
(∮
ϕ2n+1(ζ)dζ
2piiζ i−j+1
Pλ(ζ)
)
1≤i,j≤M
= 0
The latter equals 0, because each term in (
∏κ
1 λ
−1
j )hu1−u2(λ1, . . . , λκ) has at
least one λα appearing only in the numerator (or not at all) and not at all in
the denominator. Moreover a typical term in the expansion of the determi-
nant will be an M -fold integral in ζ1, . . . , ζM containing
∏M
k=1
∏κ
i=1(λi − ζk),
which is holomorphic in the λi’s. Therefore the λα-integration of that term
vanishes and so does the integral of the Toeplitz determinant. Therefore
the only contribution of the first integral on the LHS of (49) will come
from u1 = u2 in the indicator function 1{u1≥u2}, establishing formula (49)
of Lemma 4.4.
In order to compute the kernel Kgreen(s1, u1; s2, u2) as in (22), we need to
introduce the following functions:
G(s)u (z) :=
zu−1ψs,2n+1(z)
(1 + az)nPλ(z)
, F (s)u (w) =
(1− a
w
)n+1ψ0,s(w)
wu
, (52)
and the following transforms, remembering |z| < σ1 < σ2 < |w| from the
inequalities in Lemma 4.3,
a(s)u (k) :=
∮
γρ2
F (s)u (w)h
(1)
k (w
−1, λ)
dw
2pii
and b(s)u (`) :=
∮
γρ1
G(s)u (z)h
(2)
` (z, λ)
dz
2piiz
.
(53)
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Considering the radii σ2 < R < ρ2 < ρ3 < a
−1 and the further contour Γλ
(see (15) and below), define for δ = 0, 1,
S
(λ)
δ (s1, u1; s2, u2) :=
∮
γρ2
dw
2pii
∮
γρ3−Γλ
dz
2pii
F
(s2)
u2 (w)G
(s1)
u1 (z)
z − w
(
1 + a2
w − a
)δ
(54)
a
(s)
u,δ(k) :=
∮
γρ2
dw
2pii
F (s)u (w)h
(1)
k (w
−1, λ)
(
1 + a2
w − a
)δ
with a
(s)
u,0(k) = a
(s)
u (k).
Proposition 4.5 Picking the contours γρ1 , . . . and the contour Γλ as in
(15), the kernel Kgreen reads, for si, ui ∈ Z:
Kgreen(s1, u1; s2, u2) =
L˜
L˜(1)
(
Kgreen(λ)(s1, u1; s2, u2)
)
, (55)
where
Kgreen(λ) =− 1s1<s2ps1,s2(u1, u2)
+ (−1)κ
{∫
γρ1
dz
2pii
∫
γρ2
dw
2pii
F
(s2)
u2 (w)G
(s1)
u1 (z)
w − z − 1
+
det(I −K(λ)(0, 0)− a(s2)u2 ⊗ b(s1)u1 )≥M
det(I −K(λ)(0, 0))≥M
}
.
(56)
Then setting s1 = s2 = n (even), which is the half-way point on the s-axis
within the Aztec rectangle, one finds
Kgreen(λ)(n, u1;n, u2)
= 1u1=u2 − (−1)κ
[
S
(λ)
0 (n, u1;n, u2) +
〈(
I −Kλ(0,0)
)−1
≥M a
(n)
u2
, b(n)u1
〉
≥M
]
.
(57)
Proof: In order to prove formula (55), we put the expression (30), together
with (31) (be aware of the shift of the indices k, `), into the equation below,
with a < ρ1 < σ1 < σ2 < ρ2 < R. Since the λ-integration encounters a
pole in the z-variable, but none in the w-variable, one can take a < ρ1 <
σ1 < σ2 < R < ρ2. We further need the following identity for a trace-class
operator A: (see [5])
det(I −A+ ca(w)⊗ b(z)) = (1− c) det(I −A) + c det(I −A+ a(w)⊗ b(z))
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for A = K(λ)(0, 0) , c = w − z , a = h(1)(w−1, λ) , b = h(2)(z,λ)
(−z) and then use
another identity for a trace class operator A, for continuous functions F (w),
G(z) on |w| = r2 and |z| = r1 and for vectors a(w), b(z) depending on w and
z: ∫
|z|=r1
dz
2pii
∫
|w|=r2
dw
2pii
F (w)G(z) det
(
I − A+ a(w)⊗ b(z)
)
= det
(
I − A+
(∫
|w|=r2
F (w)a(w)
dw
2pii
)
⊗
(∫
|z|=r1
G(z)b(z)
dz
2pii
))
+
[(∫
|w|=r2
F (w)
dw
2pii
)(∫
|z|=r1
G(z)
dz
2pii
)
− 1
]
det(I − A).
This gives for K˜green, as in (23), using moreover (34):
K˜green(s1, u1; s2, u2)
=
∮
γρ1
dz
2piiz
∮
γρ2
dw
2piiw
zu1
wu2
ψs1,2n+1(z)ψ0,s2(w)
DM−1
[
ψ0,2n+1(ζ)
(
1− ζw
)(
1− zζ
)]
DM [ψ0,2n+1(ζ)]
=
(−1)κ
L˜(1)
∮
γκR
dµ˜(λ)
∮
γρ1
dz
2pii
∮
γρ2
dw
2pii
G
(s1)
u1 (z)F
(s2)
u2 (w)
w − z
× det
[
1−K(λ)k,` (0, 0) + (w − z)h(1)k (w−1, λ)(− 1z )h(2)` (z, λ)
]
≥M
,
=
(−1)κ
L˜ (1)
∮
γκR
dµ˜(λ)
×

det
[
1−K(λ)(0, 0)
]
≥M
(∮
γρ1
dz
2pii
∮
γρ2
dw
2pii
G
(s1)
u1 (z)F
(s2)
u2 (w)
w − z − 1
)
+ det
[
1−K(λ)(0, 0)−
∮
γρ2
F (s2)u2 (w)h
(1)(w−1, λ)
dw
2pii
⊗
∮
γρ1
G(s1)u1 (z)h
(2)(z, λ)
dz
2piiz
]
≥M
.

(58)
Formula (55) then follows from dividing the expression in curly brackets by
det
[
1−K(λ)(0, 0)]≥M and using the definitions (53).
Next we prove formula (57). We pick the contours as announced in the
statement of Proposition 4.5. Deforming the contour γρ1 into γρ3 picks up a
residue when traversing γρ2 and γR, the latter containing the λi’s. Therefore
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we have∮
γρ1
dz
2pii
∮
γρ2
dw
2pii
F
(n)
u2 (w)G
(n)
u1 (z)
w − z
=
∮
γρ3−Γλ
dz
2pii
∮
γρ2
dw
2pii
F
(n)
u2 (w)G
(n)
u1 (z)
w − z +
∮
γρ2
dw
2pii
F (n)u2 (w)G
(n)
u1
(w).
Taking into account the definitions (52) of F and G, together with the ones
(25) of ψ0,n and ψn,2n+1, one computes∮
γρ2
dw
2pii
F (n)u2 (w)G
(n)
u1
(w) =
∮
γρ2
dw
2piiw
wu1−u2+κ
Pλ(w)
.
Remember formula (50) requires R < ρ2. So, hitting the latter with L˜, one
finds that for |λi| < ρ2,
(−1)κ
L˜ (1)
L˜
(∮
γρ2
dz
2pii
F (n)u2 (z)G
(n)
u1
(z)
)
=
(−1)κ
L˜ (1)
L˜
(∮
γρ2
zu1−u2−∆dz
2piizPλ(z)
)
= 1{u1=u2}
and so, using the notation (54) for S
(λ)
0 ,
(−1)κ
L˜ (1)
L˜
(∮
γρ1
dz
2pii
∮
γρ2
dw
2pii
F
(n)
u2 (w)G
(n)
u1 (z)
w − z
)
= 1{u1=u2} −
(−1)κ
L˜ (1)
L˜
(
S
(λ)
0 (n, u1;n, u2)
)
.
(59)
One then substitutes the expression (59) into (55) for s1 = s2 = n even, and
then the identity (for detA 6= 0)
det(A− b⊗ c)
detA
= det(I − (A−1b)⊗ c) = 1− 〈A−1b, c〉,
leads to formula (57), thus concluding the proof of Proposition 4.5.
4.2 The dual kernel Kbluen,r,ρ of the point process along
η ∈ 2Z+ 1
Given the formal multiplication
f(x) ∗x g(x) =
∑
x∈Z
f(x)g(x), (60)
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the following statement holds and can be found in [5]:
Lemma 4.6 The extended outlier kernel Kblue := Kbluen,r,ρ is given in terms of
the outlier kernel Kbluen,r,ρ at level n (even) by
Kblue(s1, u1; s2, u2)
=− 1s2<s1ϕ̂s1,s2(u1, u2) + ϕ̂s1,n(u1, •) ∗• K
blue
(n, •;n, ◦) ∗◦ ϕ̂n,s2(◦, u2)
(61)
with the kernel Kbluen,r,ρ given by duality in terms of K
green
n,r,ρ at level n:
Kblue(n, u1;n, u2) = 1u1=u2 −K
green
(n, u1;n, u2). (62)
Proposition 4.7 For even 4 n , the kernel Kblue is given by the following
expression,
Kblue(s1, u1; s2, u2) =
L˜
L˜(1)
Kblue(λ)(s1, u1; s2, u2) (63)
where
Kblue(λ)(s1, u1; s2, u2) = −1s2<s1ϕ̂s1,s2(u2 − u1)
+ (−1)κ
[
S
(λ)
0 (s1, u1; s2, u2) +
〈(
I −Kλ(0, 0))−1≥M a(s2)u2 , b(s1)u1 〉≥M
]
(64)
Proof: Given the Fourier transform defined about a contour Γ0,a about 0 and
a, where z = a is a pole of g(z),
ĝ(x) =
∮
Γ0,a
dz
2piiz
g(z)
zx
,
one checks the following Fourier operations:
ĝ1(x− u1) ∗x ĝ2(u2 − x) = (̂g1g2)(u2 − u1)
z±x ∗x F̂ (±x) = z±x ∗x
∮
dw
2piiw
w∓xF (w) =
∮
dw
2piiw
∑
u∈Z
( z
w
)u
F (w) = F (z).
(65)
4actually true for n odd as well.
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One first substitutes (62) in the right hand side of (61), and the one uses
formula (57) for Kgreen(n, u1;n, u2). Next, pull the operation ∗ ∗ through
the operator L˜λ, the z and w integrations and the bracket 〈 , 〉; from (65),
one has
z−v ∗v ϕ̂n,s(y − v) = z−yϕn,s(z), ϕ̂s,n(u− x) ∗u zu = zxϕs,n(z).
One concludes that, since ϕ̂s,n(u1, v) ∗v ψn,2n+1(v, u2) =
ψs,2n+1(u1, u2), ψ0,n(u1, v) ∗v ϕ̂n,s(v, u2) = ψ0,s(u1, u2), taking into ac-
count (52), (53) and (54),
ϕ̂s1,n(u1, v) ∗v
 G
(n)
v (z)
b
(n)
v
 =
 G
(s1)
u1 (z)
b
(s1)
u1
 ,
 F
(n)
v (w)
a
(n)
v
 ∗v ϕ̂n,s2(v, u2)=
 F
(s2)
u2 (w)
a
(s2)
u2
 .
establishing formula (64) for Kbluen,r,ρ, ending the proof of Proposition 4.7.
4.3 The outlier kernel Kredn,r,ρ of the point process along
ξ ∈ 2Z
In this section we deduce the Kred in terms of the kernel Kblue .
Proposition 4.8 Given that Kredn,r,ρ is expressed in (ξ, η) coordinates, whereas
Kbluen,r,ρ is expressed in (s, u)-coordinates, the following holds:
B1 B2
Kredn,r,ρ
(
,
)
= Kbluen,r,ρ
(
,
)
− aKbluen,r,ρ
(
,
)B2 W1 B2 W ′1
with W1 ∈ and W ′1 ∈
B1 W1
B1
W ′1
(66)
Expressed in (s, u)-coordinates, taking into account the change of variables5
(1), the blue squares Bi for i = 1, 2 and the white squares W1 and W
′
1 read:
Bi : (ξi, ηi)⇔ (2si, ui) = (ηi + 1, 12(ηi − ξi + 1))
5Since the middle of the blue squares are given by (ξ, η) ∈ 2Z× (2Z+ 1), it is advan-
tageous to replace si by 2si in the map (1); see comments following (1).
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W1 = B1 + (1, 0), W
′
1 = B1 − (1, 1), in (s, u)-coordinates. (67)
Coordinatewise, one finds
Kredn,r,ρ(ξ1, η1; ξ2, η2) = Kblue (2s2, u2; 2s1+1, u1)− aKblue (2s2, u2; 2s1−1, u1−1)
=
L˜
L˜(1)
(−K(λ)0 + (−1)κK(λ)1 )(ξ1, η1; ξ2, η2),
(68)
where
K(λ)0 = (1 + a2)1ξ1<ξ2
∫
Γ0,a
dz
2pii
z(ξ1−ξ2)/2
(1 + az)
η1−η2
2
−1
(z − a) η1−η22 +1
K(λ)1 =
Sλ1 (2s2, u2; 2s1−1, u1−1)
+
〈(
I −Kλ(0, 0))−1≥M a(2s1−1)u1−1,1 , b(2s2)u2 〉≥M
 , (69)
in terms of the notation (54) for Sλ1 and a
(s)
u,1. In formulas (68) and (69) one
must view the (2si, ui) as expressed in the (ξi, ηi) variables via (67).
Proof: The proof of (66) or (67) requires Lemma 4.9 below, together with
Kenyon’s Theorem; for details, see [3]. To check the explicit expression
(68), one puts the expression (64) into the first equality in (68). The linear
combination in (68) leads to a linear combination on the S
(λ)
0 , which itself
requires knowing a linear combination of the Fu’s defined in (52). So one
checks the following:
F (2s+1)u (w)− aF (2s−1)u−1 (w) =
1 + a2
w − aF
(2s−1)
u−1 (w),
and so for the Sλ and aδ as in (53), one has:
Sλ0 (2s2, u2; 2s1+1, u1)−Sλ0 (2s2, u2; 2s1−1, u1 − 1) = S(λ)1 (2s2, u2; 2s1−1, u1 − 1)
a2s1+1u1,0 −aa2s1−1u1−1,0 = a2s1−1u1−1,1,
which establishes formulas (68) and (69) for the kernel and which ends the
proof of Proposition 4.8.
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Lemma 4.9 In the graph dual to the tiling, let the white points be w =
(w1, w2) and black points b = (b1, b2); then we have for the inverse Kasteleyn
matrix
K−1Kast
(
(w1, w2), (b1, b2)
)
= −(−1)(w1−w2+b1−b2+2)/4
×Kbluen,r,ρ
(
b2 + 1,
b2 − b1 + 1
2
, w2 + 1,
w2 − w1 + 1
2
)
.
(70)
Proof: The proof proceeds along the lines of [3], with extra-care taken with
regard to the location of the boundary terms in this more general situation.
A crucial part of the argument is that Kbluen,r,ρ = −Kgreenn,r,ρ = expression (20) off
the diagonal.
5 From Kredn,r,ρ to the rescaled kernel Ln,r,ρ
5.1 The new scale and various rescaled functions
Remember the various integration contours a < ρ1 < σ1 < σ2 < R < ρ2 <
ρ3 < a
−1. Setting the integration variables v = atv′, u = atu′, w = atw′, z =
atz′, and λ = atλ′, we introduce the same scaling as in (8), but, much later
in section 10, with τi = xi +m− n = xi + κ and yi replaced by yi√2 ,
n = t−2, a = 1 + βt, ξi :=
2
t2
− 2xi, ηi := 1
t2
+
yi
√
2
t
− 1. (71)
η being odd along the blue tiles, the difference ∆η = 2 and so
1 =
∆η2
2
=
dy2
t
√
2
. (72)
Then the map (67) together with the scaling (71) implies that whenever ui
and si appear, as in (67), (68) and (69), they must be replaced by
2si = ηi + 1 =
1
t2
+ yi
√
2
t
, ui =
1
2
(ηi − ξi + 1) = 12(−
1
t2
+
yi
√
2
t
+ 2xi)
(73)
Putting the scaling above in the expression ρ(u), defined in (25), leads to the
following t-dependent polynomial h(z) := (−tz)n+1ρ(atz) in z, allowing the
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following decomposition (omitting the ′ in z′) and having the following limit
for large n = t−2:
h(z) :=
(
(1− tz)n+1
ψ
)(
(1 + a2zt)nψ
)
=: h0(z)h1(z) = e
−z2+2βz(1 +O(t))
(74)
with
h0(z) =
(1− tz)n+1
ψ
=
n+1∑
i=0
αiz
i, with α0 =
1
ψ
and αr = 1,
ψ :=
∫
Γ0
(1− tλ)n+1dλ
2piiλr+1
=
(
n+ 1
r
)
(−t)r ' (−1/t)
r
r!
,
1
ψ
= h0(0) ' r!(−t)r.
(75)
The Fourier coefficients of h(z), as in (74) will play an important role; indeed,
consider the power series about z = 0:
h(z) =
∞∑
i=0
hˆiz
i, with ĥi =
∮
Γ0
dz h(z)
2piizi+1
and h(0) = ĥ0 = 1
1
h(z)
=
∞∑
i=0
eiz
i =
∞∑
i=0
ˆ( 1
h
)
i
zi, with ei =
∮
Γ0
dz
2piizi+1h(z)
, and e0 = 1.
(76)
and thus 1 = (
∑∞
i=0 ĥiz
i)(
∑∞
j=0 ejz
j). The following integrals will also play
an important role:
Ei =
∮
γσ2
dz
2piizi+1h(z)
. (77)
Define for α ≥ 1, the matrix Eα and its inverse Hα (from(76)), with e0 =
ĥ0 = 1,
Eα :=

e0
e1 e0 O
...
. . .
eα−1 . . . e1 e0
 and Hα := E−1α =

ĥ0
ĥ1 ĥ0 O
...
ĥα−1 ĥα−2 . . . ĥ0
 .
(78)
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We shall also need the permutation matrix of size α,
Pα :=

1
O 1
1 O
1
 , with det(Pα) = (−1)α(α−1)2 . (79)
For 1 ≤ i ≤ r, the ith column-vector of the matrix PrHr will be denoted by
ĥr−i =
 ĥr−i(0)...
ĥr−i(r− 1)
 =
 ĥr−i...
ĥ1−i
 , where ĥr−i(`) := hˆr−i−` for 0 ≤ ` ≤ r− 1,
(80)
and so from HαEα = Iα, we have
(ĥr−1, ĥr−2, . . . , ĥ0)ErPr = 1r. (81)
We now define the following expressions in terms of the rescaled variables
u′, v′, z′ (omitting the ′’s and later the indices xi, yi in the the expressions
Fx1,y1 , Gx2,y2)
h(z) = (1 + a2tz)n(1− tz)n+1 = e−z2+2βz(1 +O(t)) =: h˜(z)(1 +O(t))
F(v) := Fx1,y1(v) = v
−x1(1 + a2tv)s1−1(1− tv)n−s1
= v−x1e−
1
2
v2+(β+y1
√
2)v(1 +O(t)) =: F˜1(v)(1 +O(t))
G(z) = Gx2,y2(z) = z
−x2−κ(1 + a2tz)s2(1− tz)n+1−s2
= z−x2−κe−
1
2
z2+(β+y2
√
2)z(1 +O(t)) =: G˜2(z)(1 +O(t)).
(82)
The expressions (82) enable us to define the following measures, depending
on the polynomials Pλ(u) =
∏κ
1(λi − u) only (as in (24)) :
dαi(u) :=

Pλ(u)du
2piiui+1
for 0 ≤ i ≤ κ−1
(−F)(u)du
2pii
for i = κ
, dβj(v) :=

vr−j−1dv
2piih(v)Pλ(v)
for 0 ≤ j ≤ r−1
Φ(v)dv
2piih(v)Pλ(v)
for j = r
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dθr(v) :=
dv
2piiG(v)Pλ(v)
,where Φ(v) :=
∮
γ
σ+2
h(u)du
2piiG(u)(v − u) , for |v| < σ
+
2 .
(83)
It will be useful to define
dα̂i(u) with Pλ(u) removed for 0 ≤ i ≤ κ− 1
dβ̂j(v) and dθ̂r(v) with 1/Pλ(v) removed for 0 ≤ j ≤ r.
(84)
5.2 The rescaled kernel Ln,τ,ρ as a dµ(λ)-integration of
another kernel L(λ)
The rescaling enables us to define a new measure dµ(λ) in terms of h0(λ),
as defined in (75), and a new operator L, compared to dµ˜(λ) in (28) and L˜
in (29)
dµ(λ) :=
κ∏
j=1
dµ(λj) :=
κ∏
j=1
h0(λj)dλj
2piiλr+1j
=
κ∏
j=1
(
1
ψ
(1− tλj)n+1dλj
2piiλj
r+1
)
, (85)
L(f) :=
∮
γκR
dµ(λ) det(I −K(λ))≥0f(λ), (86)
where K(λ) := K(λ)(0, 0) will be defined in (91) below. One checks that∮
Γ0
dµ(λ) = 1. (87)
Proposition 5.1 For −∆ = κ > 0, the kernel (68) of Proposition 4.8 reads
as follows, upon inserting the scaling (71) :
Kredn,r,ρ(ξ1, η1; ξ2, η2)
∆η2
2
= (−1)s2−s1au2−u1tx2−x1Ln,τ,ρ(x1, y1;x2, y2)
√
2dy2
1+a2
2
(88)
where L = Ln,τ,ρ(x1, y1;x2, y2)
L = −L0+(−1)κ (L1 + L2) , with L = L
L(1)
(
L(λ)
)
and L(λ) =
2∑
i=0
L(λ)i (89)
36
with (remember s1 − s2 = (y1−y2)
√
2
t
)
−L(λ)0 (x1, y1;x2, y2) = 1x1>x2
∮
γρ1
F(u)du
2piiuκG(u)
=
∮
γρ1
1x1>x2du
2piiux1−x2
(1+a2tu)s1−s2−1
(1−tu)s1−s2+1
L(λ)1 (x1, y1;x2, y2) = −S(λ)
L(λ)2 (x1, y1;x2, y2) = −cλκ+1 +
〈
(1−K(λ)(0, 0))−1≥0Aλx1,y1 , Bλx2,y2
〉
,
(90)
where for k, ` ≥ 0, (keeping in mind the radii: a < ρ1 < σ1 < σ2 < R <
R+ < ρ2 < ρ3 < a
−1), upon setting K(∞)k,` = K
(∞)
k,` (0, 0)
K
(λ)
k,` (0, 0) =
∮
γσ1
h(u)du
(2pii)2ur−`
∮
γσ2
vr−k−1dv
(v − u)h(v)
Pλ(u)
Pλ(v)
=: K
(∞)
k,` −
κ∑
i=1
bλi (k)hˆr−`−i
Bλx2,y2(`) =
∮
γρ1
du
(2pii)2G(u)
∮
γσ1
h(v)dv
(v−u)vr−`
Pλ(v)
Pλ(u)
=: B∞x2,y2(`) +
κ∑
i=1
cλi hˆr−`−i
S(λ) = −
∮
γρ2
dακ(u)
∮
γρ3
dθr(v)
v − u ,
(91)
and for 1 ≤ i ≤ κ and j ≥ 0: (see notation (76), (77) for ei and Ei)
cλi =
∮
Γ0
dw
2piiwi
∮
γρ1
du
2piiG(u)
Pλ(w)
Pλ(u)
− 1
w − u and c
λ
κ+1 :=
∮
γρ2
dακ(u)
∮
Γλ
dθr(v)
v − u
bλi (j) =
∮
γσ2
ur−j−1du
2piih(u)
∮
Γ0
dw
2piiwi
Pλ(w)
Pλ(u)
− 1
w − u , for j ≥ 0
=
∮
Γ0
dαi−1(u)
∮
γσ2−Γ+0
dβj(v)
u− v − ei+j−r + Ei+j−r, for 0 ≤ j ≤ r− 1,
bλκ+1(j) := A
λ
x1,y1(j) =
∮
γρ2
F(u)du
(2pii)2
∮
γσ2
vr−j−1dv
(v − u)h(v)Pλ(v) , for j ≥ 0,
=
∮
γρ2
dακ(u)
∮
γσ2−Γ+0
dβj(v)
u− v , for 0 ≤ j ≤ r− 1.
(92)
Notice that K
(λ)
k,` (0, 0) = 0 for ` ≥ r.
Proof: Inserting the scaling (71) in the expression (69) for K(0), one finds
−K(0) ∆η2
2
= (−1)s2−s1au2−u1tx2−x1
∮
γρ1
F(w)dw
2piiwκG(w)
√
2dy2
1+a2
2
.
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Next the expressions which appear in the kernel Kredn,r,ρ as in (68) with the
scaling (71) give:
1 + a2
w − aF
2s1−1
u1−1 (w) = (−1)n−s1(1 + a2)a−u1t−x1Fs1,u1(w′)
G2s2u2 (v) = (−1)n+1−s2
au2+κ−1tx2+κ
Pλ(v′)Gs2,u2(v′)
,
From (69) and (54), it follows that, using n−M = r− 1,
S
(λ)
1 (2s2, u2;2s1 − 1, u1 − 1)
=: (−1)s2−s1−1(1 + a2)au2−u1+κtx2−x1+κ+1(Sλs2s1 + cλκ+1)
(93)
a
(2s1−1)
u1−1,1 (k)
∣∣∣
k=M+k′
=(−1)s1+k+1(1 + a2)a−u1−ktn−x1−k+1
κ∏
1
λ′i
×
∮
γρ2
Fx1,y1(w
′)dw′
(2pii)2
∮
γσ2
v′n−kdv′
(v′ − w′)h(v′)Pλ(v′)
∣∣∣
k=M+k′
=(−1)s1+k+1(1 + a2)a−u1−ktn−x1−k+1
(
κ∏
1
λ′i
)
Aλx1,y1(k
′)
b(2s2)u2 (`)
∣∣∣
`=M+`′
:= (−1)s2+`+1au2+`+κt−n+x2+`+κ 1∏κ
1 λ
′
i
×
∮
γρ1
dz′
(2pii)2Gx2,y2(z
′)
∮
γσ1
h(u′)du′
(u′ − z′)u′n+1−`
Pλ(u
′)
Pλ(z′)
∣∣∣
`=M+`′
:= (−1)s2+`+1au2+`t−n+x2+` 1∏κ
1 λ
′
i
Bλx2,y2(`
′)
(94)
where Aλx1,y1(k
′) and Bλx2,y2(`
′) are as in (91) and (92). For future use we
rename Aλx1,y1 = bκ+1 and use the measures (83); this is only valid in the
range 0 ≤ j ≤ r − 1, since the dβj integral is pole-free at 0. To show
the second formula for Bλx2,y2(`) in (91), notice the following expression is a
polynomial of degree κ− 1 in v,
Pλ(v)
Pλ(u)
− 1
v − u =
1
v − u
(
κ∏
1
(1 +
v − u
u− λi )− 1
)
=
κ∑
1
Di(u, λ)v
i−1 (95)
with coefficients
Di(u, λ) =
∮
Γ0
dw
2piiwi
Pλ(w)
Pλ(u)
− 1
w − u . (96)
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Using formula (95) for the Di(u, λ) as in (96), we find the triple integral
below, where the last integral about γσ1 can obviously be replaced by Γ0,
Bλx2,y2(`)−B∞x2,y2(`) =
κ∑
i=1
∮
Γ0
dw
2piiwi
∮
γρ1
du
2piiGr(u)
Pλ(w)
Pλ(u)
− 1
w − u
∮
γσ1→Γ0
h(v)dv
2piivr−`−i+1
=:
κ∑
i=1
cλi hˆr−`−i for 0 ≤ ` ≤ r− 1
with cλi as in (92). In vector notation, this reads:
B(λ) = B(∞) +
κ∑
i=1
cλi
˜ˆ
hr−i. (97)
with understanding that here
˜ˆ
hr−i = (hˆr−i, . . . , hˆ1−i, hˆ−i, . . . )> ∈ C∞ extends
the vector hˆr−i ∈ Cr to an infinite vector by adding hˆ−i = hˆ−1−i = · · · = 0’s.
Using the scaling u = atu′ and v = atv′, the kernel (32) for k, ` ≥ 0, can
be expressed as follows, again using n−M = r− 1,
K
(λ)
k+M,`+M(0, 0)
:=
∮
γσ1
(−1)k+`du
(2pii)2
∮
γσ2
dv
v − u
u`+M
vk+M+1
ρλ(u)
ρλ(v)
= (−at)`−k
∮
γσ1
du′
(2pii)2
∮
γσ2
dv′
v′ − u′
v′r−k−1
u′r−`
h(u′)Pλ(u′)
h(v′)Pλ(v′)
=: (−at)`−kK(λ)k,` (0, 0)
(98)
The second formula for K
(λ)
k,` (0, 0) in (91) follows from (95) and (96), where
again the v-integration about γσ1 can be replaced by one about Γ0,
K
(λ)
k,` (0, 0)−K(∞)k,` (0, 0) for 0 ≤ k and 0 ≤ ` ≤ r− 1
= −
∮
γσ2
ur−k−1du
2piih(u)
∮
γσ1
h(v)dv
2piivr−`
Pλ(v)
Pλ(u)
− 1
v − u
= −
κ−1∑
i=0
∮
γσ2
ur−k−1du
(2pii)3h(u)
∮
Γ0
dw
wi+1
Pλ(w)
Pλ(u)
−1
w−u
∮
γσ1→Γ0
h(v)dv
vr−`−i
= −
κ∑
i=1
bλi (k)hˆr−`−i.
This establishes the first formula (92) for bλi (j). The previous formula reads
in matrix notation as follows:
K(λ)(0, 0) = K(∞)(0, 0)−
κ∑
i=1
b˜λi ⊗ ˜ˆhr−i. (99)
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Using the measures (83), the expressions Ei as in (77), working out the
residue of w−i−1(w − u)−1 about w = 0, one finds6 for 0 ≤ i ≤ κ − 1 and
0 ≤ j ≤ r− 1 only:
bλi+1(j) =
∮
Γ0
dw
2piiwi+1
∮
γσ2
ur−j−1du
2piih(u)
Pλ(w)
Pλ(u)
w − u +
∮
γσ2
ur−j−1du
2piiui+1h(u)
=
∮
Γ0
dαi(w)
∮
γσ2
dβj(u)
w − u + Ei+j−r+1
=
∮
Γ0
dαi(w)
∮
γσ2−Γ0+
dβj(u)
w − u +
∮
Γ0
dαi(w)
∮
Γ0+
dβj(u)
w − u + Ei+j−r+1
=
∮
Γ0
dαi(w)
∮
γσ2−Γ+0
dβj(u)
w − u − ei+j−r+1 + Ei+j−r+1,
(100)
establishing the second formula (92) for bλi (j) in the range 0 ≤ j ≤ r − 1.
We now compute, using M = n− r+ 1, remembering K(λ) := K(λ)(0, 0) and
setting λi = atλ
′
i,
L˜( f(λ)∏κ
1 λi
)
L˜(1)
=
∫
γκR
κ∏
j=1
(λj − a)n+1dλj
2piiλr+2j
det(I −K(λ))≥0f(λ)∫
γκR
κ∏
j=1
(λj − a)n+1dλj
2piiλr+1j
det(I −K(λ))≥0
=
1
(at)κ
∫
γκR
dµ(λ′)∏κ
1 λ
′
j
det(I −K(λ))≥0f(atλ′)∫
γκR
dµ(λ′) det(I −K(λ))≥0
=:
1
(at)κ
L(f(atλ
′)∏κ
1 λ
′
i
)
L(1)
,
(101)
using the definition (86) of L.We now check, upon inserting the expressions
f = Sλ1 , as in (54), and f =(the inner-product (90)) into (101) and using the
formulas (93) and (94),:
(−1)κ
L˜(
Sλ1 )∏κ
1 λi
)
L˜(1)
∆η
2
= (−1)s2−s1−κau2−u1tx2−x1L(−S(λ)− c
λ
κ+1)
L(1)
√
2dy 1+a
2
2
6Notice that for 0 ≤ k ≤ κ− 1 and 0 ≤ ` ≤ r− 1. ∮
Γ0
dαk(u)
∮
Γ0+
dβ`(v)
u−v = −ek+`−r+1
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and
(−1)κ
L˜(1)
L˜
〈(
I −K(λ)(0, 0))−1≥M a(2s1−1)u1−1,1∏κ
1 λi
, b(2s2)u2
〉
≥M
∆η
2
= (−1)s2−s1−κau2−u1tx2−x1L
(〈
(1−K(λ))−1≥0Aλx1,y1 , Bλx2,y2
〉)
L (1)
√
2dy 1+a
2
2
.
(102)
This proves formula (88) in Proposition 5.1.
6 Reduction from an infinite to a finite-
dimensional problem
Since K∞k` = 0 for ` ≥ r, we write K∞k` as a block matrix, with K1 being
square of size r, and K2 of size (∞, r); so we have
(K∞k,`)0≤k,`≤∞ =
(
K1 0
K2 0
)
, (I −K∞)−1 =
(
(I −K1)−1 0
K2(I −K1)−1 I
)
,
and so
det(I −K∞) = det(I−K1), (I −K∞>)−1 =
(
(I−K>1 )−1 (I−K>1 )−1K>2
0 I
)
.
(103)
Decomposing B∞ into a column vector B1 of size r and B2 of size ∞, we
define B∞K
>
and bλK1i
B∞ =
(
B1
B2
)
, B∞K
>
:= (I −K∞>)−1B∞, bλK1i = (1−K1)−1bλi , (104)
we have
B∞K
>
:= (I −K>)−1B∞ = (I −K>)−1
(
B1
B2
)
=
(
(I −K>1 )−1(B1 +K>2 B2)
B2
)
=:
(
B∞K
>
1
B∞K
>
2
)
.
(105)
Introducing the notation [
∑
i≥0 aiz
i][0,`] :=
∑`
i=0 aiz
i and [
∑
i≥0 aiz
i]` := a`.
and using (105), we define the following expression for 1 ≤ i ≤ κ+ 1 :
c′λi :=
〈
b˜λi ,B
∞K>
〉
[r,∞]
− cλi =
∞∑
`=r
bλi (`)B2(`)− cλi . (106)
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Remembering the notation (80) for hˆr−i, but extended as an infinite vector
by adding 0’s, define the α× β matrix for 1 ≤ α ≤ κ+ 1 and 0 ≤ β ≤ r,
Nα,β :=
(〈
bλK1i , hˆr−j−1
〉)
1≤i≤α
0≤j≤β−1
=
 (b
λK1
1 )
>
...
(bλK1α )
>
(hˆr−1, . . . , hˆr−β) .
(107)
The following square matrices of sizes κ and r will also be useful: (κ+σ = r)
Nκ := Nκ,κ, N
′
r :=
(
Nκ,r
Oσ,r
)
. (108)
Also remember the radii a < ρ1 < σ1 < σ2 < R < R+ < ρ2 < ρ3 < a
−1.
Lemma 6.1 The following holds :
[
ErPr(1−K>1 )
]
i,j
= −
∮
γσ2−Γ0
dβ̂j(v)
vi+1
for 0 ≤ i, j ≤ r− 1
[
ErPr(−B1 −K>2 B2)
]
i
= −
∮
γσ2−Γ0
dβ̂r(v)
vi+1
for 0 ≤ i ≤ r− 1
(1−δi,κ)
[
ErPr(1−K>1 )
]
i,j
+ b
(λ)
i+1(j) =
∮
Γ
(i)
0
dαi(u)
∮
γσ2−Γ+0
dβj(v)
u− v for
{
0≤i≤κ
0≤j≤r−1
(109)
c′i+1 − (1− δi,κ)
(
ErPr(B1 +K
>
2 B2)
)
(i) for 0 ≤ i ≤ κ
=
∮
Γ
(i)
0
dαi(u)
[∮
γσ2−Γ+0
dβr(v)
u− v + δi,κ
∮
γ+R
dθr(v)
u− v
]
,
(110)
where Γ
(i)
0 stands for
Γ
(i)
0 = 10≤i≤κ−1Γ0 + 1i=κγρ2 . (111)
The first and third equation in (109) can be summarized by the following
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r× r-matrix identity:
(Ir +N
′
r)ErPr(I −K>1 ) =

(∮
Γ0
dα̂i(ui)
∮
γσ2−Γ+0
dβ̂j(vj)
ui − vj
Pλ(ui)
Pλ(vj)
)
0≤i≤κ−1
0≤j≤r−1
(
−
∮
γσ2−Γ0
dβ̂j(vj)
vi+1j
)
κ≤i≤r−1
0≤j≤r−1

.
(112)
Remark 2: The entries of the matrix (112) involve dβ̂j(vj) integrations about
the annulus γσ2 − Γ+0 , which contains only one pole vj = 1/t, the pole of
h−1(v); the λi ∈ γR being outside γσ2 − Γ+0 . See Fig 7. The latter contour
will have to be understood as nested annuli: γsjrj 3 vj of radii sκ−1 < · · · <
s0 <
1
t
< r0 < · · · < rκ−1 < σ2, depending on the index 0 ≤ j ≤ r− 1. This
will play a role in the proof of Proposition 8.4. The same remark holds for
the dα̂i(ui) integration about Γ0, although here it turns out not to play any
role.
Proof: To establish the expression below for (K1Er)k` for 0 ≤ k, ` ≤ r − 1,
one uses formula (99) for the kernel K∞; one notices that in ∗= below we can
replace γσ1 → Γ0, since σ1 < σ2 and the integrand has a pole at 0 only. One
also uses:[
1
h
]
[0,k]
(η) =
k∑
i=0
eiη
i = ηk+1
k∑
j=0
ek−j
ηj+1
, and so h(η)
[
1
h
]
[0,k]
(η) = 1+ak+1η
k+1+. . . ,
(113)
the latter being a convergent series in Γ0. Altogether this gives us, using
(113) above:
(K1Er)k,` =
r−1∑
i=`
(K1)k,iei−` =
r−1−`∑
i=0
(K1)k,`+iei
∗
=
∮
γσ2
dζ ζr−k−1
(2pii)2h(ζ)
∮
γσ1→Γ0
dη h(η)
(ζ − η)ηr−`
r−1−`∑
i=0
ηiei
=
∮
γσ2
dζ ζr−k−1
(2pii)2h(ζ)
∮
Γ0
dη
(ζ − η)ηr−`h(η)
[
1
h(η)
]
[0,r−`−1]
=
∮
γσ2
dζ ζr−k−1
2piih(ζ) ζ
`−r = Ek−`
and so, we have
[(1−K1)Er]i,j = ei−j−Ei−j, and so
[
ErPr(1−K>1 )
]
i,j
= ei+j−r+1−Ei+j−r+1.
(114)
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The first identity in (109) then follows from using the expressions (76), (77)
and the definition (84) of dβ̂i. The third identity in (109) follows from (114)
combined with the expressions (92) for bλi+1(j) for 0 ≤ i ≤ κ− 1.
We now prove the second identity of (109). To begin with, we compute
(B1 + K
>
2 B2)(`). For 0 ≤ ` ≤ r − 1, one has, using the fact that the v-
integral in
∗
= has a pole at v = u only, and using the fact that passing
the ζ ∈ γσ2 contour inside γρ1 goes through two contours, the γσ1 and γρ1-
contours, yielding two residues in
∗∗∗
= , one canceling with B∞(`) and another
being7 = 0, since ` ≤ r − 1. So, we need (remember ρ1 < σ1 < σ2)
(B1 +K
>
2 B2)(`) = B
∞(`) +
∞∑
j=r
(K2)j,`B
∞(j)
∗
= B∞(`) +
∮
γσ1
h(η)dη
(2pii)4ηr−`
∮
γσ2
dζ
(ζ − η)h(ζ)
∮
γρ1
du
G(u)
∮
γσ1
h(v)dv
(v−u)
(ζ − v)−1︷ ︸︸ ︷
ζr−1
vr
∞∑
j=r
(
v
ζ
)j
︸ ︷︷ ︸
h(u)
ζ−u
∗∗
= B∞(`) +
∮
γσ1
h(η)dη
(2pii)3ηr−`
∮
γσ2
dζ
(ζ − η)h(ζ)
∮
γρ1
h(u)du
(ζ − u)G(u)
∗∗∗
= B∞(`) +
∮
γσ1
h(η)dη
(2pii)3ηr−`
∮
γ
ρ−1
dζ
(ζ − η)h(ζ)
∮
γρ1
h(u)du
(ζ − u)G(u)
+
∮
γσ1
h(η)dη
(2pii)2ηr−`
∮
γρ1
du
(u− η)G(u)︸ ︷︷ ︸
=−B∞(`)
+
∮
γσ1
dη
(2pii)2ηr−`
∮
γρ1
h(u)du
(η − u)G(u)︸ ︷︷ ︸
=0
∗∗∗∗
=
∮
γσ1
η`−rh(η)dη
(2pii)3
∮
γ
ρ−1
dζ
(ζ − η)h(ζ)
∮
γρ1
h(u)du
(ζ − u)G(u) .
Next we have that for 0 ≤ ` ≤ r− 1,(
Pr(B1 +K
>
2 B2)
)
(`) = (B1 +K
>
2 B2)(r− `− 1);
7Indeed, for |u| < σ1, we have for α ≥ 1,∮
γσ1
dη
2piiηα(η − u) = 0
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then using (113) and (Er)i`, we have (remember the contours below (15))(
ErPr(B1 +K
>
2 B2)
)
(i)
=
∮
γ
ρ
−
1
dζ
(2pii)3h(ζ)
∮
γρ1
h(u)du
(ζ − u)G(u)
∮
γσ1
dη
(ζ − η)
(
h(η)
k∑
`=0
ei−`
η`+1
)
=
∮
γ
ρ
−
1
dζ
(2pii)3h(ζ)
∮
γρ1
h(u)du
(ζ − u)G(u)
∮
γσ1→Γ0+Γζ
dη
(ζ − η)ηi+1h(η)
[
1
h
]
[0,i]
(η)
=
∮
γ
ρ
−
1
dζ
(2pii)3h(ζ)
∮
γρ1
h(u)du
(ζ − u)G(u)
∮
Γ0
dη
(ζ − η)ηi+1h(η)
[
1
h
]
[0,i]
(η)
+
∮
γ
ρ
−
1
dζ
(2pii)3h(ζ)
∮
γρ1
h(u)du
(ζ − u)G(u)
∮
Γζ
dη
(ζ − η)ηi+1h(η)
[
1
h
]
[0,i]
(η)
∗
=
∮
γ
ρ−1
dζ
(2pii)2ζ i+1h(ζ)
∮
γρ1→γ+σ2
h(u)du
(ζ − u)G(u)︸ ︷︷ ︸
(1′)
−
∮
γρ1
h(u)du
(2pii)2G(u)
∮
γ
ρ−1
→Γ0
[
1
h
]
[0,i]
(ζ)dζ
(ζ − u)ζ i+1
=
∮
γσ2−Γ0
dβ̂r(ζ)
ζ i+1
(replacing γρ1 in (1
′) above by γσ2+),
(115)
upon replacing in the first expression in
∗
= above the contour γρ1 by γσ+2 and
next upon replacing in the second expression the contour γρ−1 by Γ0 and then
the finite series
[
1
h
]
[0,i]
by the convergent series 1
h
. This ends the proof of the
second identity of (115).
For future use, yet another way of writing the last expression in (115),
is to write the contribution from the Γ0-contour differently, namely multiply
the ζ-integrand above and below by the polynomial P ελ(ζ) for ε = 0 or 1,
and represent Φ(ζ)
h(ζ)P ελ(ζ)
as a residue about u = ζ and then replace Γζ by Γ0+,
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yielding another representation for (115),
(1′)+
∮
Γ0
P ελ(ζ)dζ
2piiζ i+1
∮
Γζ→Γ0+
Φ(u)du
h(u)P ελ(u)(ζ − u)
= (1′) +
∮
Γ0
dα̂i(ζ)
∮
Γ0+
dβ̂r(u)
ζ − u = (1
′) +
∮
Γ0
dαi(ζ)
∮
Γ0+
dβr(u)
ζ − u .
(116)
We now prove identity (110). For 0 ≤ i ≤ κ− 1, c′i+1 is defined in (106),
B2(`) in (91) and (104), ci+1 in (92). The measures dαi and dβj are defined
in (83). Then the fourth equality is obtained from the third by writing the
triple integral as a difference of two such integrals, one works out the −1
w−u
part and one replaces in the last integral z → u and u→ ζ,
cλ
′
i+1 =
∞∑
`=r
bλi+1(`)B2(`)− cλi+1
=
∮
Γ0
dw
2piiwi+1
∮
γσ2
du
2piih(u)
Pλ(w)
Pλ(u)
−1
w−u
∮
γρ1
dz
(2pii)2G(z)
h(z)
u−z︷ ︸︸ ︷
∮
γσ1
h(v)dv
(v−z)
(u−v)−1︷ ︸︸ ︷(
1
u
∞∑
`=r
v`−r
u`−r
)
− cλi+1︸︷︷︸
∗
=
∮
Γ0
dw
2piiwi+1
∮
γσ2
du
2piih(u)
Pλ(w)
Pλ(u)
− 1
w − u
∮
γρ1 → γσ2+
cancels∗
h(z)dz
2pii(u− z)G(z)
=
∮
Γ0
dαi(w)
∮
γσ2
dβr(u)
w − u +
∮
γσ2
dζ
(2pii)2ζ i+1h(ζ)
∮
γσ2+
h(u)du
(ζ − u)G(u)︸ ︷︷ ︸
(1)
(117)
Then subtracting from (117) the last alternative expression (116) for(
ErPr(B1 +K
>
2 B2)
)
(i), one sees that the double integrals (1) and (1’) in
these expressions cancel and one obtains identity (110) for 0 ≤ i < κ in
Lemma 6.1. Finally, for i = κ, we have from (91), (92), (83) and from
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summing the geometric series, as in (117):
c′λκ+1 :=
∞∑
`=r
bλκ+1(`)B2(`)− cλκ+1
=
∮
γσ2
du
2piih(u)Pλ(u)
∮
γρ2
F(v)dv
2pii(u− v)
∮
γρ1
dw
(2pii)2G(w)
h(w)
u−w︷ ︸︸ ︷∮
γσ1
h(z)dz
(z − w)
1
u− z −c
λ
κ+1
=
∮
γσ2
du
2piih(u)Pλ(u)
∮
γρ2
F(v)dv
2pii(u− v)
∮
γσ2+
h(w)dw
2pii(u− w)G(w)
+
(∮
γσ2
+
∮
Γλ︸ ︷︷ ︸∮
γR+
) du
2piiG(u)Pλ(u)
∮
γρ2
F(v)dv
2pii(u− v)
=
∮
γρ2
dακ(v)
[∮
γσ2−Γ+0
dβr(u)
v − u +
∮
γR+
dθr(u)
v − u
]
,
since dβr(u) is pole-free at u = 0.
To finally prove (112), using the definition (107) of Nα,r for 0 ≤ α ≤ κ+1,
we have:
Nα,rErPr =
 (b
λK1
1 )
>
...
(bλK1α )
>
(ĥr−1, . . . , ĥ0)ErPr =
 (b
λK1
1 )
>
...
(bλK1α )
>
 Ir
=
 (b
λK1
1 )
>
...
(bλK1α )
>
 = (b(λ)i (j)) 1≤i≤α
0≤j≤r−1
(I −K>1 )−1,
and so, we deduce the following identity, involving N′r as in (108),
(Ir +N
′
r)ErPr(I −K>1 ) = ErPr(I −K>1 ) +
(
(b
(λ)
i+1(j)) 0≤i≤κ−1
0≤j≤r−1
Oσ,r
)
, (118)
which by the first and third identity in (109) leads to the matrix identity
(112). Fore future use, we replace the dummy integration variables u and v
by ui and vj according to the rows and columns and one replaces the measures
dαi and dβj by dα̂i and dβ̂j, at the expense of having the λ-dependent poly-
nomials Pλ(u) and Pλ(v) appear (see (84)). This ends the proof of Lemma
6.1.
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7 An integral representation of the L-kernel
In Proposition 5.1 we found the expression for the kernel L = L
L(1)
(Lλ) in
terms of a λ-dependent kernel Lλ, where the operator L essentially amounts
to dµ(λ)-integration. The main difficulty stems from the presence of an
innerproduct between two λ-dependent infinite vectors, which in addition
contain a resolvent; see (90). So, the main goal of this section is to first
express this innerproduct as a determinant of a matrix Mκ+1 of size κ + 1
(119), still containing innerproducts; secondly to enlarge the matrix to size
r + 1 in order to remove the innerproducts by row and column operations.
Finally one takes out the (λ-free) dα̂i(ui) rowwise and dβ̂j(vj)-integrations
columnwise from the matrix, ending up with being able to pull the dµ(λ)-
integration all the way to the right; this leads to having to dµ(λ)-integrate
pure rational functions (123) in λ, ui and vj. So, the main point of this
section is the integral representation (126) in Proposition 7.2.
Remembering the definition (107) of Nκ =
(〈
b
(λ)K
i+1 , hˆr−j−1
〉)
0≤i,j≤κ−1
,
we define an additional matrix of size κ+ 1,
Mκ+1 =

?0
Iκ +Nκ
...
?κ−1〈
bλK1κ+1, hˆr−1
〉
. . .
〈
bλK1κ+1, hˆr−κ
〉
?κ

, (119)
with
?i :=
〈
bλi+1,B
∞K>
〉
[0,r−1]
+ c′i+1 for 0 ≤ i ≤ κ.
Remember the kernel L in (89) involves the two expressions (120) below:
Lemma 7.1 Each of the following expressions have a determinantal repre-
sentation, being aware that K(λ) = K(λ)(0, 0) and det(I−K∞) = det(I−K1),
(see (91) and (103)):
det(I −K(λ))
det(I −K∞) = det(I +Nκ)
det(I −Kλ)
det(I −K∞)
(
〈(I −Kλ)−1Aλ,Bλ〉≥0 − c(λ)κ+1
)
= det(Mκ+1).
(120)
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Proof: Using the identity for vectors ei, fj ∈ Cm (in the application, m =∞)
det(Ir +
α∑
i=1
ei ⊗ fi) = det (Iα + (〈ei, fj〉)1≤i,j≤α) ,
one checks
det(I −K(λ)) = det
(
Ir −K(λ)1 O
−K(λ)2 I∞
)
= det(Ir −K(λ)1 )
= det(I −K1 +
κ∑
i=1
bλi ⊗ hˆr−i)
= det(I −K1) det(Ir +
κ∑
i=1
b
(λ)K1
i ⊗ hˆr−i) = det(I −K1) det(Iκ +Nκ)
establishing the first identity of (120). Next, using the identity
〈(I −K)−1A,B〉 = det(I −K + A⊗B)− det(I −K)
det(I −K) , (121)
it further follows that from (99) and (97)8,
det(I −Kλ)
det(I −K∞)
(
〈(I −Kλ)−1Aλ,Bλ〉≥0 − c(λ)κ+1
)
=
1
det(I −K∞)
(
det(I−K(λ) + Aλ ⊗Bλ)− det(I −Kλ)(1 + c(λ)κ+1)
)
=
1
det(I −K∞)

det
(
I −K(∞) +
κ∑
i=1
b˜λi ⊗ ˜ˆhr−i +A(λ) ⊗
[
B(∞) +
κ∑
i=1
cλi
˜ˆ
hr−i
])
− det
(
I −K∞ +
κ∑
i=1
b˜λi ⊗ ˜ˆhr−i
)
(1 + c
(λ)
κ+1)

= det
1 +
κ∑
i=1
b˜λKi ⊗ ˜ˆhr−i︸︷︷︸
=:f˜i
+b˜λKκ+1 ⊗
[
B(∞) +
κ∑
i=1
cλi
˜ˆ
hr−i
]
︸ ︷︷ ︸
=:f˜κ+1

− det
1 + κ∑
i=1
b˜λKi ⊗ ˜ˆhr−i︸︷︷︸
=:f˜i
 (1 + c(λ)κ+1)
8Set vK = (1−K∞)−1v for v ∈ C∞.
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= det
(
1 + 〈b˜λKi , f˜j〉1≤i,j≤κ+1
)− det(1 + 〈b˜λKi , f˜j〉1≤i,j≤κ)(1 + c(λ)κ+1)
∗
= det

 01κ ...
0 . . . −c(λ)κ+1
+ 〈b˜λKi , f˜j〉1≤i,j≤κ+1

∗∗
= det(Mκ+1)
(122)
Equality
∗∗
= above is obtained from the matrix in
∗
=, by subtracting from the
last column 〈b˜λKi , f˜κ+1〉1≤i≤κ+1 a linear combination of the first κ columns,
after using the definition (106) of c′λi , and by moving (I −K)−1 to the other
side of the inner-product, by using the definition (105) of B∞K
>
and finally
by replacing the infinite vectors b˜λi ,B
∞K> by finite r-vectors bλi , (B
∞K>)1 =
B∞K
>
1 , . . . , since the inner-product is taken in the range [0, r − 1]; to be
precise, for 1 ≤ i ≤ κ+ 1:
〈
b˜λKi , f˜κ+1
〉
−
κ∑
j=1
c
(λ)
j
(〈
b˜λKi ,
˜̂
hr−j
〉
+ δij
)
for 1 ≤ i ≤ κ〈
b˜λKκ+1, f˜κ+1
〉
− cλκ+1 −
κ∑
j=1
c
(λ)
j
〈
b˜λKκ+1,
˜̂
hr−j
〉

=
〈
b˜λKi ,B
∞
〉
− cλi =
〈
bλi ,B
∞K>
1
〉
[0,r−1]
+ c′λi ,
which is the last column of Mκ+1 in (119), after using 〈b˜λKi , f˜j〉 = 〈bλK1i , hˆr−j〉
for 1 ≤ i ≤ κ+ 1 and 1 ≤ j ≤ κ ≤ r. This ends the proof of Lemma 7.1.
We now set:
V (λ)r (u; v) := V
(λ)
r (u0, . . . , uκ−1; v0, . . . , vr−1)
:=
(
κ−1∏
i=0
Pλ(ui)
)
det

(
1
ui−vj
1
Pλ(vj)
)
0≤i≤κ−1
0≤j≤r−1(
1
vr−ij
)
0≤i≤σ−1
0≤j≤r−1

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V
(λ)
r+1 (u; v) = V
(λ)
r+1 (u0, . . . , uκ; v0, . . . , vr)
:=
(
κ−1∏
i=0
Pλ(ui)
)
det

(
1
ui−vj
1
Pλ(vj)
)
0≤i≤κ
0≤j≤r(
1
vr−ij
)
0≤i≤σ−1
0≤j≤r
 . (123)
Lemma 7.1 tells us that using the definition (86) of L, the ratios (120) and
the matrices Nκ and Mκ+1 defined in (119),
L(1) = det(1−K1)
∮
γκR
dµ(λ) det (1 +Nκ)
L(−S(λ)) = det(1−K1)
∮
γκR
dµ(λ) det (1 +Nκ) (−S(λ))
L
(
〈(I −Kλ)−1Aλ,Bλ〉≥0 − c(λ)κ+1
)
= det(1−K1)
∮
γκR
dµ(λ) det(Mκ+1).
(124)
Proposition 7.2 The first expression (124) and the sum of the second and
third expression (124) turn into multiple integrals, involving the measures
(83) and the determinants (123), setting γ := r(r−1)
2
+ σ(σ+1)
2
, remembering
the notation (111) for Γ
(i)
0 , and the contours with radii a < ρ1 < σ1 < σ2 <
R < R+ < ρ2 < ρ3 < a
−1 and the nesting of vj-contours (Remark 2 after
Lemma 6.1),
L(1) = (−1)γ
 ∏
0≤i≤κ−1
0≤j≤r−1
∮
Γ0
dα̂i(ui)
∮
γσ2−Γ+0
dβ̂j(vj)
∮
γκR
dµ(λ)V (λ)r (u; v),
(125)
L
(
−S(λ) + 〈(I −Kλ)−1Aλ, Bλ〉≥0 − cλκ+1
)
= L1 + L2 := (−1)γ
×

−
∮
γρ2
dακ(uκ)
∮
γρ3−γR+
dθ̂r(vr)
uκ−vr
 ∏
0≤i≤κ−1
0≤j≤r−1
∮
Γ0
dα̂i(ui)
∮
γσ2−Γ+0
dβ̂j(vj)

×
∮
γκR
dµ(λ)
V
(λ)
r (u; v)
Pλ(vr)
+ (−1)σ
 ∏
0≤i≤κ
0≤j≤r
∮
Γ
(i)
0
dα̂i(ui)
∮
γσ2−Γ+0
dβ̂j(vj)
∮
γκR
dµ(λ)V
(λ)
r+1(u; v)

.
(126)
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So, referring to (89), we have in terms of (125) and (126),
L = −L0 + (−1)κ (L1 + L2) = −L0 + (−1)κL1 + L2
L(1)
. (127)
The multiple integrals above will have to be understood as in Remark 2, fol-
lowing expression (112).
Proof: Computation of det(Iκ +Nκ):
(i) κ ≤ r: One enlarges the matrix Iκ + Nκ (see (108)) to a matrix of size
r with same determinant, one multiplies and divides by the determinants
detErPr = (−1) r(r−1)2 and det(Ir − K>1 ) and one uses the matrix identity
(112). Then one pulls out the dα̂i and dβ̂j-integrations from the rows and
columns of the determinant of the matrix (112) and one permutes the rows
of the lower part of the matrix (112) (producing σ(σ−1)
2
+ σ sign changes),
yielding a representation as a multiple integral of the matrix V
(λ)
r (u; v) as in
(123):
det(Iκ +Nκ) = det
 Iκ +Nκ 〈b(λ)K1i+1 , hˆr−j−1〉 0≤i≤κ−1
κ≤j≤r−1
Oσ,κ Iσ
 = det (Ir +N′r)
=
det(I −K1)−1
detErPr
det
[
(Ir +N
′
r)ErPr(I −K>1 )
]
=
(−1)γ
det(I −K1)
 ∏
0≤i≤κ−1
0≤j≤r−1
∮
Γ0
dα̂i(ui)
∮
γσ2−Γ0
dβ̂j(vj)
V (λ)r (u; v).
(128)
(ii) κ > r : Setting s = −σ = κ− r > 0, the matrix (Iκ +Nκ) has then the
following form, since hˆr−j−1 = 0 for j ≥ r,
Iκ +Nκ =
 Ir +Nr Or,s〈
b
(λ)K1
i+1 , hˆr−j−1
〉
r≤i≤κ−1
0≤j≤r−1
Is

and so
det(Iκ +Nκ) = det(Ir +Nr),
which reduces the problem to formula (128) evaluated at κ = r. So, multi-
plying this expression (128) with det(1 − K1), using (124) and integrating
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with regard to dµ(λ) gives the first formula (125), using (91) and (83) for
S(λ), and
L(−S(λ)) = (−1)γ−1
∮
γρ2
dακ(uκ)
∮
γρ3
dθ̂r(vr)
uκ − vr
×
 ∏
0≤i≤κ−1
0≤j≤r−1
∮
Γ0
dα̂i(ui)
∮
γσ2−Γ0
dβ̂j(vj)
∮
γκR
dµ(λ)
V
(λ)
r (u; v)
P (vr)
(129)
Computation of det(Mκ+1):
(i) κ ≤ r: We define two matrices A and A′ of size r + 1:
AA′ :=
(
EP(I −K>1 ) Or,1
O1,r 1
) Ir
−B˜∞K>0
...
−B˜∞K>1r−1
O1,r 1

with
detA detA′ = (−1) r(r−1)2 det(I −K1)
One embeds the matrix Mκ+1 (see (119)), in a larger matrix of size r+ 1, as
before, one moves the κ+ 1th row and column to last position in the matrix
∗
= below, one multiplies the matrix to the right by A, which acts on the
Ir + N
′
r-part and on the last row, giving the matrix to the right of
??
=, using
the representation (118). Then one multiplies by the matrix A′, which has
the effect of removing the inner-product in the terms ?i’s (as in (119)), at
the expense of introducing −ErPr(B1 +K>1 B2) in the right hand column. In
???
= one goes back to the expression (118). So, one finds
det Mκ+1
∗
= det
 Mκ+1
〈
b
(λ)K1
i+1 , hˆr−j−1
〉
0≤i≤κ
κ≤j≤r−1
Oσ,κ Iσ

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=
(−1) r(r−1)2
det(I −K1) det


Ir +N
′
r
?0
...
?κ−1
0
...
0〈
b
(λ)K1
κ+1 , hˆr−j−1
〉
0≤j≤r−1
?κ

AA′

??
=
(−1) r(r−1)2
det(I−K1) det

ErPr(I −K>1 ) +
(
(b
(λ)
i+1(j)) 0≤i≤κ−1
0≤j≤r−1
Oσ,r
) ?0...
?κ−1
0
...
0
b
(λ)
κ+1(0) . . . . . . b
(λ)
κ+1(r−1) ?κ

A′
???
=
(−1) r(r−1)2
det(I−K1) det

(Ir +N
′
r)ErPr(I−K>1 ) ErPr(−B1−K>1 B2) +

c′1
...
c′κ
Oσ,1

b
(λ)
κ+1(0) . . .b
(λ)
κ+1(r−1) c′κ+1

One then uses again identity (110), (112) and (92), one permutes as before
the rows κ+ 1, . . . , r and one takes out the −sign. Then the new expression
obtained has a last column which can be written as a sum of two columns:
(∮
Γ
(i)
0
dαi(ui)
∮
γσ2−Γ+0
dβr(vr)
ui−vr
)
0≤i≤κ−1(∮
γσ2−Γ+0
dβ̂r(vr)
vr−ir
)
0≤i≤σ−1∮
Γ
(κ)
0
dακ(uκ)
∮
γσ2−Γ+0
dβr(vr)
uκ−vr

+

0
...
0∮
Γ
(κ)
0
dακ(uκ)
∮
γ+R
dθr(vr)
uκ−vr

and so the determinant above can be written as the sum of two determinants,
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with γ as in (128),
=
(−1)γ
det(I −K1)

det

(∮
Γ
(i)
0
dαi(ui)
∮
γσ2−Γ+0
dβj(vj)
ui−vj
)
0≤i≤κ−1
0≤j≤r
(∮
γσ2−Γ+0
dβ̂j(vj)
vr−ij
)
0≤i≤σ−1
0≤j≤r(∮
Γ
(κ)
0
dακ(uκ)
∮
γσ2−Γ+0
dβj(vj)
uκ−vj
)
0≤j≤r

+
∮
Γ
(κ)
0
dακ(uκ)
∮
γ+R
dθr(vr)
uκ − vr
× det

(∮
Γ0
dαi(ui)
∮
γσ2−Γ+0
dβj(vj)
ui−vj
)
0≤i≤κ−1
0≤j≤r−1
(∮
γσ2−Γ0
dβ̂j(vj)
vr−ij
)
0≤i≤σ−1
0≤j≤r−1


One then moves the last row of the first determinant above σ steps up, at
the expense of (−1)σ. One then finds:
=
(−1)γ−σ
det(I −K1)
×

 ∏
0≤i≤κ
0≤j≤r
∮
Γ
(i)
0
dα̂i(ui)
∮
γσ2−Γ+0
dβ̂j(vj)
V (λ)r+1(u; v)
+ (−1)σ
∮
Γ
(κ)
0
dακ(uκ)
∮
γ+R
dθ̂r(vr)
uκ−vr
×
 ∏
0≤i≤κ−1
0≤j≤r−1
∮
Γ0
dα̂i(ui)
∮
γσ2−Γ+0
dβ̂j(vj)
 V (λ)r (u; v)
Pλ(vr)

.
(130)
Multiplying the expression (130) with det(1−K1), using (124) and integrat-
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ing with regard to dµ(λ) gives (131) below:
L
(
〈(I − K˜λ)−1Aλ, Bλ〉≥0 − cλκ+1
)
= (−1)γ−σ
×

 ∏
0≤i≤κ
0≤j≤r
∮
Γ
(i)
0
dα̂i(ui)
∮
γσ2−Γ+0
dβ̂j(vj)
∮
γκR
dµ(λ)V
(λ)
r+1(u; v)
+ (−1)σ
∮
Γ
(κ)
0
dακ(uκ)
∮
γ+R
dθ̂r(vr)
uκ−vr
×
 ∏
0≤i≤κ−1
0≤j≤r−1
∮
Γ0
dα̂i(ui)
∮
γσ2−Γ+0
dβ̂j(vj)
∮
γκR
dµ(λ)
V
(λ)
r (u; v)
Pλ(vr)

.
(131)
Finally, adding formulas (129) and (131) and noticing that the integral
L(−S(λ)) as in (129) appears in (131), except for a different contour in
the dθ̂r(vr)-integral, we obtain expression (126).
(ii) κ > r: One proceeds like case (ii) in the computation of det(Iκ + Nκ),
after formula (128). One shifts both the rth column and row to the end
and goes on as above. One then finds s = −σ = κ − r > 0 zero-columns,
except for Is, as before. Then take the determinant about Is, yielding (126)
for κ = r, establishing Proposition 7.2.
8 The
∏κ−1
i=0 dα̂i and
∏κ−1
j=0 dβ̂j integrations
The first point of this section (Proposition 8.1) is to show that the∏κ−1
i=0 dα̂i(ui) integration about Γ0 of a Vandermonde ∆κ(u) times a func-
tion amounts to evaluating that function at u = 0. The second similar
point (Proposition 8.4) is to show that the
∏κ−1
i=0 dβ̂j(vj) integration about
γσ2 − Γ0 3 1/t of a Vandermonde times a product of appropriate powers of
h0(vj)∏
i6=j(vj−vi) vanishes.
Proposition 8.1 Given a function F (u0, . . . , um−1; v) holomorphic in the
ui’s at the origin and depending on another set of variables v, then the fol-
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lowing identity holds for 1 ≤ ` ≤ m:
`−1∏
i=0
∮
Γ0
dα̂i(ui)∆m(u0, . . . , um−1)F (u0, . . . , um−1; v)
= (−1) `(`−1)2
(
m−1∏
i=`
(−ui)`
)
∆m−`(u`, . . . , um−1)F (
`︷ ︸︸ ︷
0, . . . , 0, u`, . . . , um−1; v)
= (−1)m(m−1)2 F (0, . . . , 0; v), if ` = m
(132)
Proof: The identity (132) holds for ` = 1. Assuming it holds for ` ≥ 1, we
now prove the identity for `+ 1. If one denotes the right hand side of (132)
by I`(u`, . . . , um−1)F (0, . . . , 0, u`, . . . , um−1; v), one computes the following,
noticing that the expression in
∗
= has a simple pole at u` = 0:∮
Γ0
du`
2piiu`+1`
I`(u`, . . . , um−1)F (0, . . . , 0, u`, . . . , um−1; v)
∗
=
∮
Γ0
du`
2piiu`+1`
(−1) `(`−1)2 (−u`)`
(
m−1∏
i=`+1
(−ui)`(u` − ui)
)
∆(u`+1, . . . , um−1)
× F (0, . . . , 0, u`, . . . , ur−1; v)
= I`+1F (0, . . . , 0︸ ︷︷ ︸
`+1
, u`+1, . . . , ur−1; v),
ending the proof of Proposition 8.1.
Remembering the notation [
∑
i≥0 aiz
i][0,`] :=
∑`
i=0 aiz
i and
[
∑
i≥0 aiz
i]` := a`, we state and prove the following Lemma :
Lemma 8.2 For f(λ) =
∑
i≥0 aiλ
i, we have
for |ζ| < |λ|∮
γR
dλf(λ)ζr+1
2pii(λ− ζ)λr+1 =
∮
γR
dλ
2pii
∑
k≥0
akλ
k
∑
i≥r+1
ζ i
λi+1
=
∑
i≥r+1
aiζ
i = f(ζ)−[f(ζ)][0,r],
for |ζ| > |λ| ∮
γR
dλf(λ)ζr+1
2pii(λ− ζ)λr+1 = −ζ
r+1
r∑
i=0
ar−i
ζ i+1
= −[f(ζ)][0,r].
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Remember Pλ(u) as in (24), the measure dµ(λ) =
h0(λ)dλ
2piiλr+1
as in (85), with∮
Γ0
dµ(λ) = 1, and with h0(z) =
1
ψ
(1 − tz)n+1 = 1
ψ
+ α1z + · · · + zr + . . . .
Setting for ε = 0 or 1, and arbitrary variables v0, . . . , vκ,
Qκ+ε(v) :=
κ−1+ε∏
0
(v − vj) (133)
we have:
Lemma 8.3 For |vi| < R, with 0 ≤ i ≤ κ − 1 and |vκ| > R, we have for
u = (u0, . . . , uκ−1) and ε = 0 or 1:
Λ(ε) :=
∮
ΓR
dµ(λ)
(λ− vκ)ε
κ−1∏
k=0
λ− uk
λ− vk
∣∣∣
u=0
=
1
σ!
(
d
dz
)σ [h0(z)][0,σ]
Qκ+ε(z)
∣∣∣
z=0
+
κ−1∑
i=0
h0(vi)
vσ+1i Q
′
κ+ε(vi)
=: (Λ
(ε)
0 + Λ
(ε)
1 )(v0, . . . , vκ−1+ε).
(134)
If |vκ| < R and ε = 1, then the same formula holds, except that the sum in
Λ
(ε)
1 ranges from 0 to κ.
Proof: We integrate identity
1
(λ− vr)ε
κ−1∏
k=0
λ− uk
λ− vk =
κ−1+ε∑
i=0
∏κ−1
j=0 (vi − uj)
(λ− vi)Q′κ+ε(vi)
+ 1− ε. (135)
with respect to dµ(λ) and set u = 0, taking into account the notation before
formula (133). One uses the first formula of Lemma 8.2 for the |vi| < R and
the second one for |vκ| > R and also the fact that r = κ+ σ (6), yielding:∮
ΓR
dµ(λ)
(λ− vκ)ε
κ−1∏
i=0
λ− ui
λ− vi
∣∣∣
u=0
=
∮
ΓR
h0(λ)dλ
2piiλr+1
(
κ−1+ε∑
i=0
∏κ−1
j=0 (vi − uj)
(λ− vi)Q′κ+ε(vi)
+ 1− ε
)∣∣∣
u=0
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=
κ−1∑
i=0
(
h0(vi)− [h0(vi)][0,r]
)∏κ−1
j=0 (vi−uj)
vr+1i Q
′
κ+ε(vi)
− ε
(
[h0(vκ)][0,r]
)∏κ−1
j=0 (vκ−uj)
vr+1κ Q
′
κ+ε(vκ)
∣∣∣
u=0
+1−ε
=
κ−1∑
i=0
h0(vi)
vσ+1i Q
′
κ+ε(vi)
−
∮
Γ(v0,...,vκ−1)+ε{vκ}+(1−ε)Γ∞
[h0(z)][0,r]dz
2piizσ+1Qκ+ε(z)
=
κ−1∑
i=0
h0(vi)
vσ+1i Q
′
κ+ε(vi)
+
∮
Γ0
[h0(z)][0,r]dz
2piizσ+1Qκ+ε(z)
=
κ−1∑
i=0
h0(vi)
vσ+1i Q
′
κ+ε(vi)
+
1
σ!
(
d
dz
)σ
[h0(z)][0,σ]
Qκ+ε(z)
∣∣∣
z=0
.
establishing (134). The case |vκ| < R and ε = 1 follows readily, except that
the first sum ranges from 0 to κ.
We will need the following Proposition, remembering from (134) that for
k = 0, 1, we have Λ
(ε)
k := Λ
(ε)
k (v0, . . . , vκ−1+ε) and set Λ
(ε)
1 =:
∑κ−1
i=0 Λ
(ε)
1,vi
.
Proposition 8.4 Given κ arbitrary distinct integers 0 ≤ m` ≤ r − 1, the
following holds:(
κ−1∏
`=0
∮
γσ2−Γ0
dβ̂m`(v`)
vr`
)
∆r(v)
[
(Λ
(ε)
0 +
κ−1∑
i=0
Λ
(ε)
1,vi
)κ − (Λ(ε)0 )κ
]
= 0. (136)
Proof: We give the proof for ε = 0. At first remember Remark 2 and the
comment, following (112) and (127). It is advantageous to make a coordinate
change vj → uj = 1/t − vj, turning the nested annuli γsj ,rj , mentioned in
Remark 2, after deformations to circles Ci, with increasing radii, having the
property that ui ∈ Ci, ui+1 /∈ Ci.
Notice that the two expressions below have a piece in common for any
0 ≤ ` ≤ κ− 1:
∆(u0, . . . , ur−1) = ∆`(u0, . . . , u`−1)
∏
0≤i≤`−1
(ui − u`)
∏
0≤i≤`−1
`+1≤k≤r−1
(ui − uk)∆r−`(u`, . . . , ur−1)
Q′κ(u`) =
∏
0≤i≤`−1
(u` − ui)
∏
`+1≤i≤κ−1
(u` − ui).
(137)
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One expands the power in the square bracket of (136), using the partition∑α+1
i=1 ki = κ, with 1 ≤ ki ≤ κ and kα+1 < κ, and using numbers 0 ≤ `1 <
`2 < . . . `α ≤ κ− 1. Then removing all integrations, but the first `1 + 1 ones,
we find, omitting the subscript 1 in `1,(∏`
j=0
∮
γsj ,rj
dvj
2piiv
mj+1
j h(vj)
)
∆r(v)Λ
kα+1
0
α∏
i=1
(Λ1,v`i )
ki (138)
Noticing that in u-coordinates, h0(v) = (tu)
n+1 and h(v) = un+1(1 +
a2 − a2tu)n, the expression (138) above reads in the new ui-coordinates for
` ≤ κ− 1: (leaving out multiplicative constants)
∏`
j=0
∮
Cj
gj(uj)duj
2piiun+1j
(
un+1`∏
0≤i<`(u` − ui)
)k1 ∏
0≤i≤`−1
(u` − ui)
×∆`(u0, . . . , u`−1)F (u`+1, . . . , ur−1).
(139)
From the integration point of view the variables u`+1, . . . , ur−1 can be viewed
as constants and will also be dropped. Expanding
∏`
j=0 gj(uj) as a power
series in the monomials
∏`1
j=0 u
αj
j , inserting this series in the expression, one
needs to consider each term in this sum; so a typical term, after moving the
u`-integration up-front, reads as follows (set u`1 = u and k1 = k):∮
C`
u
(n+1)(k−1)+α`
` du`
2pii
`−1∏
j=0
∮
Cj
duj
2piiu
n+1−αj
j (u` − uj)k−1
det
(
uij
)
0≤j,i≤`−1
∗
=
∮
C`
u(n+1)(k−1)+α`du
2pii
det
(∮
Cj
zi+αj−n−1dz
2pii(u − z)k−1
)
0≤j,i≤`−1
=
∮
C`1
u(n+1)(k−1)+α`du
2pii
det

(
k+n−αj−i−2
k−2
)
uk+n−αj−i−1

0≤j,i≤`−1
=
1
`(k − 2)! det ((n− i− αj + k − 2)k−2)0≤j,i≤`−1
∮
Γ0
u
∑`
0 αi− `(`−1)2 du
2piiu(n−`+1)(`−k+1)
(140)
Equality
∗
= latter is obtained by distributing the uj-integration over the rows
and after replacing the dummy uj ∈ Cj’s (now about unrelated circles) by
variables z ∈ Γ0. Then one works out the integral9 inside the determinant.
9Using the integration
∮
Γ0
dz
2piizm+1(u−z)k−1 =
(m+k−2k−2 )
um+k−1 .
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Notice that each entry in the matrix above, (140), can be written as a poly-
nomial
∑k−2
β=0(−i)βcβ(αj) of degree k − 2 in −i ; therefore each column is a
linear combination of k − 1 columns, implying that the matrix has det = 0,
if k− 1 < `. So, it remains to consider the case where k ≥ `+ 1, which splits
into two cases: either `− k + 1 < 0 or `− k + 1 = 0.
Case `−k+1 < 0. The integral in (140) has zero residue for n large enough,
since αi ≥ 0 for 0 ≤ `, k ≤ r.
Case `− k+ 1 = 0. Then the integral in (140) would be 6= 0 if the exponent
∑`
0
αi − `(`− 1)
2
= −1. (141)
This equality implies that for some 0 ≤ i 6= i′ < ` we must have αi = αi′ and
thus two identical columns imply that the determinant above = 0. Indeed,
after putting the integers αi in increasing order, if no two one would be
identical, one would have
αi ≥ αi−1 + 1, for 1 ≤ i ≤ `− 1,
implying that αi ≥ α0 + i for 1 ≤ i ≤ `− 1. Therefore (141) can be written:
−1 = α` +
`−1∑
0
αi − `(`− 1)
2
≥ α` +
`−1∑
0
i+ `α0 − `(`− 1)
2
= α` + `α0 ≥ 0,
a contradiction! So if (141) holds, two αi’s must be equal (none being α`),
implying the vanishing of the determinant in (140). This ends the proof of
Proposition 8.4.
9 The Ln,r,ρ-kernel in its simple form
The purpose of this section is to perform the dµ(λ) integrations in the kernel
L, as in (127), containing the multiple integrals (125) and (126). They involve
the determinants V
(λ)
r (u, v) and V
(λ)
r+1 (u, v), which will be expanded according
to the σ last rows. The κ-fold dµ(λ) integration turns into the κth power
of a single dµ(λ)-integration about γR (done in Lemmas 8.2 and 8.3), for
which only the “leading term” survives, using Schur expansion arguments
for symmetric functions. Then applying Propositions 8.1 and 8.4 to the
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∏κ−1
i=0 dα̂i-integration about Γ0 and the
∏κ−1
i=0 dβ̂i-integration about γσ2 − Γ0
leads to an enormous collapse. It finally gives a simple expression (144) for
the kernel, which unfortunately is still not in the appropriate form to do the
asymptotics. Putting this kernel in an appropriate form will be done in the
next section.
Define
Ω1(u, v) :=
(
r−1∏
`=0
∮
γσ2−Γ0
du`
2piiuκ+`+1` h(u`)
u` − v
u` − u
)
∆r(u0, . . . , ur−1), (142)
and set Ω1 = Ω1(0, 0). Also, remember the kernel L = Ln,τ,ρ(x1, y1;x2, y2)
from (127), with Li defined in (126):
L = −L0 + (−1)κ (L1 + L2) = −L0 + (−1)κL1 + L2
L(1)
, (143)
Proposition 9.1 The Li-parts of the kernel read as follows: where (remem-
ber Φ(v) =
∮
γσ2+
h(u)du
2piiG(u)(v−u) from (83) )
−L0 = 1x1>x2
∮
γρ1
F(u)du
2piiuκG(u)
(−1)κ(L1+L2) = −
∮
γρ2
urF(u)du
2pii
∮
γσ2−Γ0
Φ(v)dv
2piih(v)vρ
Ω1(u, v)
(u−v)Ω1 −
∮
γρ2
F(u)du
2piiuκG(u)
(144)
The two expressions (125) and (126) in Proposition (7.2) contain promi-
nently the two integrals appearing in the Lemma below, with usual contours
of radii a < ρ1 < σ1 < σ2 < R < R+ < ρ2 < ρ3 < a
−1:
Lemma 9.2 The following multiple integrals can be evaluated in terms of
the functions F, Φ and Ω1(u, v). Set ε = 0 or = 1. So we have : ∏
0≤i≤κ−1
0≤j≤r−1
∮
Γ0
dα̂i(ui)
∮
γσ2−Γ+0
dβ̂j(vj)
∮
γκR
dµ(λ)
V
(λ)
r (u; v)
(Pλ(vr))ε
=
(−1)κ(κ−1)2
(−vr)εκψκΩ1(0, 0), for vr ∈ γρ3 − γ
+
R .
(145)
62
and so, from (125) and (126),
L(1) =
(−1)γ+κ(κ−1)2
ψκ
Ω1(0, 0)
(−1)κL1 = −(−1)
γ+
κ(κ−1)
2
ψκ
∮
γρ2
dακ(uκ)
∮
γρ3−γR+
dθ̂r(vr)
vκr (uκ−vr)
Ω1(0, 0).
(146)
Also 10 (here vr is integrated about γσ2 − Γ+0 )
(−1)κL2 =(−1)γ+κ+σ
 ∏
0≤i≤κ
0≤j≤r
∮
Γ
(i)
0
dα̂i(ui)
∮
γσ2−Γ+0
dβ̂j(vj)
∮
ΓκR
dµ(λ)V
(λ)
r+1 (u; v)
=
(−1)γ+?
ψκ
∮
γρ2
urF(u)du
2pii
∮
γσ2−Γ0
Φ(v)dv
2piih(v)vρ
Ω1(u, v)
(u− v) .
(147)
Proof: Step 1. Proof of identities (145) and (146). Expanding
the determinant V
(λ)
r (u; v) in the expression below as a sum of products
of determinants of sizes κ and σ, upon using the partitions of the indices
J := (0, . . . , r− 1) = Jσ ∪ Jκ, with the corresponding variables vJ , vJκ , vJσ ,
and noticing that the integrand of the integral
∮
γκR
decouples, we find (after
dividing and multiplying by ∆κ(u)) ∏
0≤i≤κ−1
0≤j≤r−1
∮
Γ0
dα̂i(ui)
∮
γσ2−Γ0
dβ̂j(vj)
∮
γκR
dµ(λ)
V
(λ)
r (u; v)
(Pλ(vr))ε
(148)
=
(
κ−1∏
i=0
∮
Γ0
dα̂i(ui)
)
∆κ(u)
r−1∏
j=0
∮
γσ2−Γ0
dβ̂j(vj)
∑
Jκ
(−1)ε(Jκ)
×
det
(
1
ui−vj
)
0≤i≤κ−1
j∈Jκ
∆κ(u)︸ ︷︷ ︸
∗
det(vi−rj ) 0≤i≤σ−1
j∈Jσ︸ ︷︷ ︸
∗∗

∮
γR
dµ(λ)
(λ− vr)ε
∏κ−1
i=0 (λ− ui)∏
j∈Jκ(λ− vj)︸ ︷︷ ︸
(∗∗∗)

κ
10(−1)? = (−1)κ+ (κ+1)(κ+2)2 +(r+1)κ+κσ+r+σ and (−1)(r+1)κ+κσ+r+σ = (−1)κ and
(κ+1)(κ+2)
2 − κ(κ−1)2 = 2κ+ 1
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At first, we use a standard identity for (∗) and the fact that ∏j∈J vj =∏
j∈Jσ vj
∏
j∈Jκ vj for (∗∗). Moreover, the integral (∗∗∗) above is exactly like
(134), but applied to to the variables (v0, . . . , vκ−1) → vJκ and vκ → vr; we
will need to evaluate this integral at u = 0. This gives us:
(∗) = 1
∆κ(u)
det
(
1
ui − vj
)
0≤i≤κ−1
j∈Jκ
= (−1) 12κ(κ+1) ∆κ(vJκ)∏
0≤i≤κ−1
j∈Jκ
(vj − ui) ,
= (−1) 12κ(κ+1) ∆κ(vJκ)∏
j∈Jκ v
κ
j
, for u = 0
(∗∗) = ∆σ(vJσ)
∏
j∈Jκ v
σ
j∏
j∈Jσ v
κ
j
∏r−1
j=0 v
σ
j
, and (∗ ∗ ∗)∣∣
u=0
= (Λ
(ε)
0 + Λ
(ε)
1 )(vJκ , εvr).
(149)
Therefore the right hand side of the expression (148) has the form(∏κ−1
i=0
∮
Γ0
dα̂i(ui)
)
∆κ(u)F (u0, . . . , uκ−1; v), with dα̂i(ui) = dui2piiui+1i
, exactly
as in the last line of (132) in Proposition 8.1, setting m = κ. So, the expres-
sion (148) simplifies to, using (149), (remember κ+ σ = r)
(−1) 12κ(κ+1)
(
r−1∏
j=0
∮
γσ2−Γ0
dβ̂j(vj)
vκ+σj
)
×
∑
Jκ
(−1)ε(Jκ)∆κ(vJκ)∆σ(vJσ)
(∏
j∈Jκ
vσj
)[
(Λ
(ε)
0 + Λ
(ε)
1 )(vJκ , εvr)
]κ
(150)
The claim is that all terms in the expansion of the κth power of the square
bracket have integral= 0, except for the (Λ
(ε)
0 )
κ-term. For convenience replace
the vJκ-variables by (v1, . . . , vκ), having for effect to change the j-label in the
dβ̂j(vj)-integrals to some 0 ≤ mj ≤ r − 1. Then Proposition 8.4 shows
that the κth power of the square bracket in (150) can simply be replaced by[
(Λ
(ε)
0 (vJκ , εvr)
]κ
.
Consider now the corresponding polynomials QJ(z) =
∏
i∈J(z− vi), with
QJ = QJκQJσ to the partitions J = Jκ ∪ Jσ mentioned before. The εj(vJ),
cj(vJ), and the aj(vJ) below are symmetric polynomials in the respective
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variables. So we have, using (75):
1
QJ∪εvr(z)
=
∞∑
j=0
cj(vJ ,εvr)
j!
zj, with
{
( d
dz
)j 1
QJ∪εvr (z)
∣∣
z=0
= cj(vJ , εr)
c0(vJ∪εr) =
(−1)r+ε∏r−1+ε
0 vi
QJσ =
∏
i∈Jσ
(z−vi)=
σ∑
i=0
zσ−iεi(−vJσ),with
{
( d
dz
)kQJσ
∣∣
z=0
= k!εσ−k(−vJσ),
ε0 = 1
h0(z) =
n+1∑
0
αiz
i, with
(
d
dz
)i
h0
∣∣
z=0
= i!αi and α0 =
1
ψ
and so11
Λ
(ε)
0 =
1
σ!
(
d
dz
)σ [h0(z)][0,σ]
QJκ∪εvr(z)
∣∣∣
z=0
=
1
σ!
(
d
dz
)σ
h0(z)
QJκ∪εvr(z)
∣∣∣
z=0
=
1
σ!
∑
i+j+k=σ
(
σ
i j k
)(
d
dz
)i
h0
(
d
dz
)j
1
QJκ∪εvr(z)
(
d
dz
)k
QJσ
∣∣∣
z=0
=
c
(ε)
0
σ!
σ∑
k=0
k!εσ−k(−vJσ )
 ∑
i+j=σ−k
(
σ
i j k
)
i!αicj(vJκ∪εvr)
c
(ε)
0

= cε0
(
α0 +
σ∑
i=1
aεi (vJκ)εi(vJσ )
)
= (−1)
r+ε∏r−1+ε
0 vi
(
1
ψ
+
σ∑
i=1
aεi (vJκ)εi(vJσ )
)
,
(151)
where the first term is obtained by setting k = σ.
Based on the Pieri formula, we will be using the following expansion of
products of γith powers of symmetric functions in Schur polynomials Sλ(vJσ),
where
∑σ
i=0 γi = κ, γi ≥ 0:
σ∏
1
εi(vJσ)
γi =
∑
0≤λ1≤
∑σ
1 γi=κ−γ0
0<λ>1 ≤σ, |λ|≤
∑σ
1 iγi
Cλ(κ− γ0)Sλ(vJσ), (152)
and by the Jacobi-Trudy formula,
Sλ(vJσ) =
det
(
vλi+σ−ij
)
1≤i≤σ
j∈Jσ
det
(
vσ−ij
)
1≤i≤σ
j∈Jσ
= (−1) 12σ(σ−1)
(∏
j∈Jσ
vσj
)
det
(
vλi−ij
)
1≤i≤σ
j∈Jσ
∆σ(vJσ)
.
(153)
11It is understood that εvr does not appear when ε = 0.
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So, expanding the κth power of Λ
(ε)
0 and using (152) and (153), one finds a
leading term corresponding to γ0 = κ and further terms for 0 ≤ γ0 < κ:
Λ
(ε)κ
0 =
(−1)(r+ε)κ∏r−1+ε
j=0 v
κ
j
ακ0 + ∑∑σ
0 γi=κ−1
0≤γ0<κ
(
κ
γ0 . . . γσ
) σ∏
0
(aεiεi(vJσ))
γi

=
(−1)(r+ε)κ∏r−1+ε
j=0 v
κ
j
ακ0 + (−1) 12σ(σ−1)(∏j∈Jσ vσj )∆σ(vJσ)
∑
∑σ
0 γi=κ
0≤γ0<κ
(
κ
γ0 . . . γσ
) σ∏
0
(aεi )
γi
×
∑
0≤λ1≤κ−γ0>0
0<λ>1 ≤σ,
Cλ(κ− γ0)det
(
vλi−ij
)
1≤i≤σ
j∈Jσ
 =: (−1)(r+ε)κvεκr ∏r−1j=0 vκj (ακ0 +R)
(154)
Substituting Λ
(ε)κ
0 of (154) in (150), one looks separately at the two pieces,
first ακ0 and then R. The first one reads, using the underbracket in (150),
(−1)(r+ε)κ+ 12κ(κ+1)
(
α0
vεr
)κ(r−1∏
j=0
∮
γσ2−Γ0
dβ̂j(vj)
v2κ+σj
)∑
Jκ
(−1)ε(Jκ)
(∏
j∈Jκ
vσj
)
∆κ(vJκ)∆σ(vJσ)
= (−1)(σ+r+ε)κ+ 12κ(κ+1)
(
α0
vεr
)κ(r−1∏
j=0
∮
γσ2−Γ0
dβ̂j(vj)
v2κ+σj
)
∆r(v)
= (−1)κ(κ−1)2
(
1
(−vr)εψ
)κ
Ω1(0, 0),
using (83), with (−1)(σ+r+ε)κ+ 12κ(κ+1) = (−1) 12κ(κ−1)+κε. The second term of
(150) containing R reads as follows, up to signs and factors containing vr,
1
vεκr
∑
∑σ
0 γi=κ
0≤γ0<κ
(
κ
γ0 . . . γσ
)
αγ00
(
r−1∏
j=0
∮
γσ2−Γ0
dβ̂j(vj)
v2κj
)
σ∏
1
aγii
∑
0≤λ1≤κ−γ0>0
0<λ>1 ≤σ
Cλ
×
∑
Jκ
(−1)ε(Jκ)∆κ(vJκ) det(vλi−ij ) 1≤i≤σ
j∈Jσ
;
the sum on the second line is a determinant of a matrix with two equal rows,
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since λ1 ≤ κ− γ0 ≤ κ and therefore it vanishes:
∑
Jκ
(−1)ε(Jκ)∆κ(vJκ) det(vλi−ij ) 1≤i≤σ
j∈Jσ
= det

v0j
...
vκ−1j
vλ1−1j
...
vλσ−σj

j∈Jσ
= 0.
This ends the proof of identity (145). Identities (146) follow at once from
the expressions (125) and (126) for L(1) and L1.
Step 2. Proof of identity (147). Indeed, using now the partitions
Jσ ∪ Jκ+1 of the indices (0, . . . , r) and setting J cσ = Jκ+1, the determinant
Vr+1(u; v), as in (123), can be expanded in a similar way as before and thus
the integral expression in (147) can be written as follows:
(−1)γ+σL2
=
∮
γρ2
dακ(uκ)
 ∏
0≤i≤κ−1
0≤j≤r
∮
Γ0
dα̂i(ui)
∮
γσ2−Γ+0
dβ̂j(vj)
∮
γκR
dµ(λ)V
(λ)
r+1 (u; v)
=
∮
γρ2
dακ(uκ)
(
κ−1∏
i=0
∮
Γ0
dα̂i(ui)
)
∆κ(u)
(
r∏
j=0
∮
γσ2−Γ0
dβ̂j(vj)
)∑
Jκ
(−1)ε(Jκ)
×
det
(
1
ui−vj
)
0≤i≤κ
j∈Jκ+1
∆κ(u)︸ ︷︷ ︸
∗
det(vi−rj ) 0≤i≤σ−1
j∈Jσ︸ ︷︷ ︸
∗∗
(∮
γ
R
dµ(λ)
∏κ−1
0 (λ− ui)∏
j∈Jκ+1(λ− vj)
)κ
︸ ︷︷ ︸
∗∗∗
.
(155)
In the same way as before, using (154) and using the same sequence of
arguments, one computes the following expressions evaluated at u := (u0 =
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· · · = uκ−1) = 0:
(∗)
∣∣∣
u=0
= (−1) 12 (κ+1)(κ+2) ∆κ+1(vJκ+1 )∆κ+1(u)∏
0≤i≤κ
j∈Jκ+1
(vj−ui)∆κ(u)
∣∣∣
u=0
, (∗∗) = ∆σ(vJσ )∏
j∈Jσ (v
κ
j v
σ
j )
= (−1) 12 (κ+1)(κ+2) ∆κ+1(vJκ+1 )u
κ
κ
∏
j∈Jσ (v
κ
j (vj−uκ))∏r
j=0(v
κ
j (vj−uκ))
(∗ ∗ ∗)
∣∣∣
u=0
= (c′0)
κ
(
α0 +
σ∑
i=1
a′iεi(vJσ)
)κ
, with

a′i = a
′
i(v0, . . . , vr)
α0 = h(0) =
1
ψ
, ε0 = 1
c′0 =
(−1)(r+1)∏r
j=0 vj
=
(−1)(r+1)κ∏r
j=0 v
κ
j
ακ0 + ∑∑σ
0 γi=κ
0≤γ0<κ
(
κ
γ0 . . . γσ
) σ∏
0
(a′iεi(vJσ))
γi

=
(−1)(r+1)κ∏r
j=0 v
κ
j
ακ0 + (−1) 12σ(σ−1)(∏j∈Jσ vσj )∆σ(vJσ)
∑
∑σ
0 γi=κ
0≤γ0<κ
(
κ
γ0 . . . γσ
) σ∏
0
(a′i)
γi
×
∑
0≤λ1≤κ−γ0>0
0<λ>1 ≤σ,
Cλ(κ− γ0)det
(
vλi−ij
)
1≤i≤σ
j∈Jσ
 =: (−1)(r+1)κ∏r
j=0 v
κ
j
(ακ0 +R
′).
As before, using Propositions 8.1 and the same argument as before concerning
the dβ̂j-integrations, and inserting the product of these three formulas into
the previous formula, the latter expression is a sum of expressions depending
on γi and partitions λj, with 0 ≤ λ1 ≤
∑σ
1 γi = κ − γ0 for 0 ≤ γ0 ≤ κ; the
first term corresponds to γ0 = κ, implying all λi = 0. This gives us in either
case, up to a multiplicative constant, = 1 when γ0 = κ:
(−1)
(κ+1)(κ+2)
2 +(r+1)κ
ψκ
∮
γρ2
uκκdακ(uκ)
(
r∏
j=0
∮
γσ2−Γ0
dβ̂j(vj)
v2κj (vj − uκ)
)
×
∑
Jσ
(−1)ε(Jσ)∆κ+1(vJκ+1) det
[
vλi−ij (vj − uκ)
]
i=σ,...,1
j∈Jσ
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= (−1)
(κ+1)(κ+2)
2 +(r+1)κ
ψκ
∮
γρ2
uκκdακ(uκ)
(
r∏
j=0
∮
γσ2−Γ0
dβ̂j(vj)
v2κj (vj − uκ)
)
det

v0j
...
vκj
vλσ−σj (vj − uκ)
...
vλ1−1j (vj − uκ)

0≤j≤r
,
=

(−1)
(κ+1)(κ+2)
2 +(r+1)κ+κσ+r
ψκ
∮
γρ2
urF(u)du
2pii
∮
γσ2−Γ0
Φ(v)dv
2piih(v)vρ
Ω1(u, v)
(u− v) , if γ0 = κ
0, if 0 ≤ γ0 < κ
The last equality follows from noticing that the determinant above vanishes,
unless all λj = 0 (since λ1 ≤ κ − γ0). In the latter case, the determinant
above equals, after row operations :
(−1)κσuσκ∏r
j=0 v
σ
j
∆r+1(v) =
(−1)κσuσκ∏r
j=0 v
σ
j
∆r(v)
r−1∏
j=0
(vr − vj) = (−1)
κσ+ruσκ∏r
j=0 v
σ
j
∆r(v)
r−1∏
j=0
(vj − vr).
Then one replaces the integration variables uκ and vr by u and v in the last
equality. This yields the desired expression for (155) and thus (147) for L2.
Proof of Proposition 9.1: The ratios of the integrals (−1)κL1 and L(1) in
(146) and the ratios of (−1)κL2 in (147) and L(1) in (146), one finds
(−1)κ L1
L(1)
= −
∮
γρ2
dακ(u)
∮
γρ3−γ+R
dθ̂r(v)
vκ(u− v)
=
∮
γρ2
duF(u)
∮
γρ3−γ+R
dv
2piiG(v)vκ(u− v) = −
∮
γρ2
F(u)du
2piiuκG(u)
(−1)κ L2
L(1)
=
(−1)??
Ω1(0, 0)
∮
γρ2
urF(u)du
2pii
∮
γσ2−Γ0
Φ(v)dv
2piih(v)vρ
Ω1(u, v)
(u− v) ,
with (−1)?? = (−1)κ+ (κ+1)(κ+2)2 −κ(κ−1)2 +(r+1)κ+κσ+r+σ = −1 using footnote 10.
The single integral for L1
L(1)
comes from working out the integral about γρ3 −
γ+R . Summing up these two expressions gives formula (144) and thus ends
the proof of Proposition 9.1.
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10 Preparing the Ln,r,ρ- kernel for asymp-
totics
In order to perform the asymptotics, we must express the contour integrals
in L (as in (144)) in terms of only two contour integrals, namely Γ0 3 0 and
γσ2−Γ0 3 1/t. Indeed, 0 and 1/t are the only poles of the integrands of kernel
(144). Doing so transforms the simple kernel (144) into a more complicated
one L = −L′0 +
∑4
i=1 L′i with the L′i’s as in (160).
To do so, we define the following functions:
Ω(u, v) =
(−1) r(r−1)2
r!
(
r−1∏
`=0
∮
γσ2−Γ0
dv`
2piivρ`h(v`)
v − v`
u− v`
)
∆2r (v0, . . . , vr−1)
Ω±r∓1(u, v) =
(−1) r(r−1)2
(r∓ 1)!
(
r−1∓1∏
`=0
∮
γσ2−Γ0
((u− v`)(v − v`))±1dv`
2piivρ`h(v`)
)
∆2r∓1(v0, . . . , vr−1∓1),
(156)
and the following auxiliary functions:
Ω1(u, v) :=
(
r−1∏
`=0
∮
γσ2−Γ0
du`
2piiuκ+`+1` h(u`)
u` − v
u` − u
)
∆r(u0, . . . , ur−1)
Ω
(k)
2 (u) :=
r−1∏
`=0
` 6=k
∮
γσ2−Γ0
du`
2piiuκ+`+1` h(u`)
∆r(u0, . . . , uk−1, u, uk+1, . . . , ur−1).
(157)
The kernel L as in (143) contains a nested triple integral depending on
Ω1(u, v), itself a r-uple integral, with h,F,G behaving for t → 0 as indi-
cated in (82). From Fig. the following contours can be replaced by new ones
(with Γ˜+ slightly larger than Γ˜):
γσ2 − Γ0 → Γ˜ and γρ2 or γσ+2 → Γ˜
+ + Γ−0 . (158)
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Γ−0
Γ0
Γ−0
γσ2
γρ2 γρ2
1
t
1
t
γσ2 − Γ0 = Γ˜
Fig. 8: Turning the contour γσ2 − Γ0 into a semicircle Γ˜ of radius 1/t2
and containing 1/t, to the right of Γ−0 .
Proposition 10.1 The kernel L = Ln,r,ρ(x1, y1;x2, y2) has the following
form:
L = −L′0 +
4∑
i=1
L′i, (159)
where (h, F and G are defined in (82))
−L′0 := −1x1>x21y1≥y2
∮
Γ0
F(w)dw
2piiwκG(w)
− 1x1>x21y1=y2 (−a
2t)x1−x2−1
1+a−2
L′1 + L′2 :=
∮
Γ−0
du
(2pii)2
∮
Γ˜
dv
u− v
(
urF(u)
vρG(v)
+
h
G
(u)
vκ h
F
(v)
)
Ω(u, v)
Ω(0, 0)
L′3 := −
∮
Γ˜
du
(2pii)2
∮
Γ˜
dv
u−κ F
h
(u)
vρG(v)
Ω+r−1(u, v)
Ω(0, 0)
L′4 :=
∮
Γ−0
du
(2pii)2
∮
Γ−0
dv
urF(u)
G
h
(v)
Ω−r+1(u, v)
Ω(0, 0)
.
(160)
Before proving this proposition, we need the following Lemma:
Lemma 10.2 The following identities hold:
(i) Ω1(u, v) = Ω(u, v)
(ii)
r−1∑
k=0
Ω
(k)
2 (v)
uk+1−r
= Ω+r−1(u, v)
(iii)
∮
γσ2−Γ0
dw
2piiwρh(w)
Ω(u,w)
(w − u)(w − v) = Ω
−
r+1(u, v)
(iv)
∮
γσ2−Γ0
dw
2piiwρh(w)
Ω+r−1(v, w)
(w − u) =
Ω(u, v)− Ω(0, 0)
u− v .
(161)
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Proof: At first we prove (161)(i); indeed, remembering ρ = r + κ,
Ω1(u, v) =
(
r−1∏
`=0
∮
γσ2−Γ0
du`
2piiuκ+`+1` h(u`)
v − u`
u− u`
)
∆r(u0, . . . , ur−1)
=
(
r−1∏
`=0
∮
γσ2−Γ0
du`
2piiuκ+1` h(u`)
v − u`
u− u`
)(
r−1∏
`=0
u−``
)
︸ ︷︷ ︸
∗
∆r(u0, . . . , ur−1)
=
(−1) r(r−1)2
r!
(
r−1∏
`=0
∮
γσ2−Γ0
du`
2piiuκ+r` h(u`)
v − u`
u− u`
)
∆r(u0, . . . , ur−1)2
= Ω(u, v);
the presence of the Vandermonde ∆r following the expression (∗) above en-
ables us to replace this product by
1
r!
det(u−ji )0≤i,j≤r−1 =
(−1) r(r−1)2
r!
r−1∏
`=0
(
1
ur−1`
)
∆r(u0, . . . , ur−1).
Proof of (161)(ii): Upon relabeling,
v` =
{
u`, 0 ≤ ` ≤ k − 1
u`+1, k ≤ ` < r− 1
and λ`(k) =
{
`, 0 ≤ ` ≤ k − 1
`+ 1, k ≤ ` ≤ r− 1 ,
the Vandermonde below reads
∆r(u0, . . . , uk−1, u, uk+1, . . . , ur−1) = (−1)r−k−1
r−2∏
`=0
(u− v`)∆r−1(v0, . . . , vr−2),
and Ω
(k)
2 becomes
Ω
(k)
2 (u) = (−1)r−k−1

r−2∏
`=0
∮
γσ2−Γ0
(u− v`)dv`
2piivκ+1` h(v`)
1
v
λ`(k)
`︸ ︷︷ ︸
∗
∆r−1(v0, . . . , vr−2).
(162)
Notice that in the integral above the ratio (∗) can be replaced, as before, by
a Vandermonde; one then uses the representation of Schur polynomials Sλ
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as a ratio of Vandermonde-like determinants:
1
(r− 1)! det
(
1
v
λj(k)
i
)
0≤i,j≤r−1
=
1
(r− 1)!∆r−1(
1
v0
, . . . ,
1
vr−2
)S1r−k−1(
1
v0
, . . . ,
1
vr−2
)
=
(−1) (r−1)(r−2)2
(r− 1)!
(
r−2∏
`=0
1
vr−2`
)
∆r−1(v0, . . . , vr−2)S1r−k−1(
1
v0
, . . . ,
1
vr−2
),
(163)
where the S1r−k−1 = er−1−k are elementary symmetric polynomials:
r−1∑
k=0
(−w)r−k−1er−1−k( 1
v0
, . . . ,
1
vr−2
) =
r−1∏
`=0
(
1− w
v`
)
= (−1)r−1
(
r−1∏
`=0
1
v`
(w − v`)
)
.
(164)
Then the generating function of Ω
(k)
2 , as in (162), with (163) and (164) in-
serted, reads
r−1∑
k=0
Ω
(k)
2 (u)
wk+1−r
=
(−1) r(r−12
(r− 1)!
(
r−2∏
`=0
∮
(u− v`)(w − v`)dv`
2piivκ+r` h(v`)
)
∆2r−1(v0, . . . , vr−2) = Ω
+
r−1(u,w),
remembering from (13) that κ+ r = ρ; this establishes (161)(ii).
Proof of (161)(iii): the expression on the left hand side of (iii), upon
inserting Ω(u,w) as in (156), upon calling w = vr, and upon using
∆2r (v0, . . . , vr−1)
∏r−1
`=0(vr−v`) = ∆2r+1(v0, . . . , vr)
∏r−1
`=0(vr−v`)−1 can be writ-
ten as
(−1) r(r−1)2
r!
(
r∏
`=0
∮
γσ2−Γ0
dv`
2piivρ`h(v`)(u− v`)
)
(v − vr)−1∏r
i=0
i 6=r
(vr − vi)︸ ︷︷ ︸
∗
∆2r+1(v0, . . . , vr−1, vr).
In the expression (*), the variable vr is singled out; by symmetry of the
variables v1, . . . , vr, one may as well single out any vk and in particular replace
the expression (*) by
1
r + 1
r∑
k=0
1
v − vk
r∏
i=0
i 6=k
1
vk − vi =
1
r+1∏r
i=0(v − vi)
.
Doing so establishes at once formula (161)(iii).
73
Proof of (161)(iv): similarly the expression on the left hand side, with Ω+r−1
inserted read as follows, upon renaming w = vr−1:
(−1) r(r−1)2
(r− 1)!

r−1∏
`=0
∮
γσ2−Γ0
dv`
2piivρ`h(v`)
1
(vr−1 − u)
r−1∏
i=0
i6=r−1
v − vi
vr−1 − vi︸ ︷︷ ︸
∗
∆2r(v0, . . . , vr−1).
(165)
In the expression (*), the variable vr−1 is singled out and can by symmetry
of the remaining integrand, be replaced by the following sum:
1
r
r−1∑
i=0
i6=k
1
vk − u
r∏
i=0
i 6=k
v − vi
vk − vi =
∏r−1
i=0
v−vi
u−vi − 1
r(u− v) .
This insertion in expression (165) establishes identity ( 161)((iv)) and finishes
the proof of Lemma 10.2.
Proof of Proposition 10.1: Remember from (89), (143) and Proposition 9.1,
the following formula
L = −L0 + (−1)κ (L1 + L2) , (166)
with (where γσ2 − Γ0 ' Γ˜ and so γρ2 ' Γ˜+ + Γ−0 , with Γ˜+ is slightly larger
than Γ˜ from Fig.)
(−1)κ(L1+L2) =−
∮
γρ2'Γ˜++Γ−0
urF(u)du
2pii
∮
γσ2−Γ0'Γ˜
Φ(v)dv
2piih(v)vρ
Ω1(u, v)
(u−v)Ω1(0, 0)
−
∮
γρ2
F(u)du
2piiuκG(u)
.
(167)
The first line in (167) equals the first line in the formula (168) below. Indeed,
the u-integration on the first line of (144) involves an integration about Γ−0
and one about Γ˜+, the latter containing u = v and u = vj for 0 ≤ j ≤
r − 1, coming from Ω1(u, v). So the u ∈ Γ˜+-integration decomposes into an
integration about u = v and a contour Γ(v) := Γ(v0, . . . , vr−1) =
∑r−1
`=0 Γv` ,
with v /∈ Γ(v) and Γv` a small contour about v`. This yields the following
expression for (144), after interchanging the u and v-integrations and using
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κ = ρ− r:
=
(∗)︷ ︸︸ ︷
1
Ω1(0, 0)
∮
γσ2−Γ0
Φ(v)dv
2piivρh(v)
(−E1(v)− E2(v))−
(∗∗)︷ ︸︸ ︷∮
γσ2−Γ0
Φ(v)dv
2piivκh(v)
F(v)−
∗∗∗︷ ︸︸ ︷∮
γρ2
F(u)du
2piiuκG(u)
(168)
where
E1(v) :=
∮
Γ−0
F(u)urdu
2pii(u− v)Ω1(u, v)
E2(v) :=
∮
Γ(v)
F(u)urdu
2pii(u− v)
(
r−1∏
j=0
∮
Γ˜
dvj
2piivj+κ+1j h(vj)
v − vj
u− vj
)
∆r(v0, . . . , vr−1),
(169)
with
E2(v) =
r−1∑
`=0
∮
Γ˜
dv`F(v`)v
r
`
2piiv`+κ+1` h(v`)
v − v`
v` − v
r−1∏
j=0
j 6=`
∮
Γ˜
dvj
2piivj+κ+1j h(vj)

r−1∏
j=0
j 6=`
v − vj
v` − vj
∆r(v0, . . . , vr−1)
∗
= −
∮
Γ˜
dwF(w)
2piiwκh(w)
r−1∑
`=0
wr−`−1
r−1∏
j=0
j 6=`
∮
Γ˜
dvj
2piivj+κ+1j h(vj)

×∆r(v0, . . . , v`−1, v, v`+1, . . . , vr−1)
= −
∮
Γ˜
dwF(w)
2piiwκh(w)
r−1∑
`=0
Ω
(`)
2 (v)
w`+1−r
= −
∮
Γ˜
dwF(w)
2piiwκh(w)
Ω+r−1(w, v),
where v` in the expression
∗
= can be replaced by w, because v` in the integrand
is a dummy and thus the summand is really independent of v`, although it
does depend on the index `.
Moreover the integrals (∗) and (∗∗) in (168), with the integral Φ(v) as in
(83) substituted, have the form (for an integer α ≥ 0 and J(v) standing for
E1(v) + E2(v) or F(v)), up to a constant Ω1(0, 0),∮
γσ2−Γ0
dvJ(v)
2piivαh(v)
∮
γσ2+
h(u)du
2piiG(u)(v − u)
=
[∮
Γ˜
dv
2piivαh(v)
∮
Γ−0
h(u)du
2piiG(u)(v − u) −
∮
Γ˜
dv
2piivαG(v)
]
J(v),
(170)
since the u-integral can be decomposed into γσ2−Γ0 ' Γ˜ and γσ+2 ' Γ˜+ +Γ
+
0 ;
one carries out the integral about u = v and and one keeps the integral about
u = 0.
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One now applies (170) to J(v) = E1(v) + E2(v), as in (169). Doing so,
the expression (∗) in (168) reads, upon systematically replacing Ω1(u, v) by
Ω(u, v) by virtue of identity (161(i), and using all the remaining identities in
Lemma 10.2,
(168)(∗) = 1
Ω(0, 0)
[∮
Γ˜
dv
2piivρh(v)
∮
Γ−0
h(u)du
2piiG(u)(v − u) −
∮
Γ˜
dv
2piivρG(v)
]
×
(∮
Γ−0
F(w)wrdw
2pii(v − w)Ω(w, v) +
∮
Γ˜
F(w)dw
2piiwκh(w)
Ω+r−1(w, v)
)
=
∮
Γ−0
h(u)du
2piiG(u)

∮
Γ−0
F(w)wrdw
2pii
∮
Γ˜
dv
2piivρh(v)
Ω(w, v)
(v−u)(v−w)Ω(0, 0)︸ ︷︷ ︸
(4)
=
Ω
−
r+1
(w,u)
Ω(0,0)
+
∮
Γ˜
F(w)dw
2piiwκh(w)
∮
Γ˜
dv
2piivρh(v)
Ω+r−1(w, v)
(v − u)Ω(0, 0)︸ ︷︷ ︸
(2)
= 1u−w (
Ω(u,w)
Ω(0,0)
−1)

+
∮
Γ˜
dv
2piivρG(v)

∮
Γ−0
F(w)wrdw
2pii(w − v)
Ω(w, v)
Ω︸ ︷︷ ︸
(1)
−
∮
Γ˜
F(w)dw
2piiwκh(w)
Ω+r−1(w, v)
Ω︸ ︷︷ ︸
(3)
 ..
(171)
To deal with the remaining expressions −(∗∗) − (∗ ∗ ∗) in (168), one again
applies (170) to J(v) = F(v), and one remembers that γρ2 ' Γ˜+ + Γ−0 which
gives after replacing v → w and in the last integral u→ w,
−(∗∗)− (∗ ∗ ∗) = −
∮
Γ˜
F(w)dw
2piiwκh(w)
∮
Γ−0
h(u)du
2piiG(u)(w − u) +
(∮
Γ˜
−
∮
γρ2
)
F(w)dw
2piiwκG(w)
= −
∮
Γ−0
F(w)dw
2piiwκG(w)
+
∮
Γ˜
F(w)dw
2piiwκh(w)
∮
Γ−0
h(u)du
2piiG(u)(u− w) .
(172)
Adding the two contributions (171) and (172), renaming integration variables
and noticing the cancellation of the term containing − 1
u−w in
(2)
= of (171) with
the second term of (172) gives formula (159), except for the L′0-term:
L = L = −L′0 +
4∑
i=1
L′i =
(
−L0 −
∮
Γ−0
F(w)dw
2piiwκG(w)
)
+
4∑
1
L′i, (173)
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To deal with the L′0-term above, one notices that, from (90), the integral
about Γ−0 can be preceded by 1x1>x2 , because the integrand has no residue
for x1 ≤ x2, justifying ∗=. Also ∗∗= is valid, because for y1 < y2 the integrand
has no residue at u = t−1. Next one moves the contour Γ˜ to −Γ0 − Γ(− 1a2t),
since the integrand has no pole at ∞. Given that y1 ≥ y2, the integrand has
a residue at u = a−2t−1, only when y1 = y2, with value given in
∗∗∗
= below:
−L′0 := 1x1>x2
∮
γρ1
F(u)du
2piiuκG(u)
−
∮
Γ−0
F(w)dw
2piiwκG(w)
∗
= 1x1>x2
∮
Γ˜
F(w)dw
2piiwκG(w)
∗∗
= 1x1>x21y1≥y2
∮
Γ˜→−Γ0−Γ(− 1
a2t
)
F(w)dw
2piiwκG(w)
∗∗∗
= −1x1>x21y1≥y2
∮
Γ0
F(w)dw
2piiwκG(w)
− 1x1>x21y1=y2 (−a
2t)x1−x2−1
1+a−2 ,
ending the proof of Proposition 10.1.
11 The limit of Ln,r,ρ to the discrete tacnode
kernel LdTacr,ρ,β
Proposition 11.1 The following limit holds:
lim
n→∞
Ln,r,ρ(x1, y1;x2, y2)
∣∣∣xi=τi−κ
yi=
y′
i√
2
= LdTacr,ρ,β(τ1, y′1; τ2, y′2). (174)
Proof of Proposition 11.1: One takes the limit of the kernel
Ln,τ,ρ(x1, y1;x2, y2) = −L′0 +
∑4
i=1 L′i as in (159), with L′i as in (160)
and the Ω’s as in (156) and (157). Then one reads off from (175) below the
limits of the corresponding untilded functions (82) and the limit below to
the Heaviside function (10),
h˜(u) = e−u
2+2βu, urF˜(u) = ur−x1e−
1
2
u2+(β+y1
√
2)u, vρG˜(v) = vr−x2e−
1
2
v2+(β+y2
√
2)v
vκ h˜
F˜
(v) = vx1+κe−
v2
2
+v(β−y1
√
2), h˜
G˜
(u) = ux2+κe−
u2
2
+u(β−y2
√
2), F˜(v)
vκG˜(v)
= e
v(y1−y2)
√
2
vx1−x2 ,
1x1>x21y1≥y2
∮
Γ0
F˜(v)
2piivκG˜(v)
= Hx1−x2(
√
2(y1 − y2)).
(175)
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Also notice that the distribution 1y1=y2 in the second term of −L′0 tends to
0. One then uses, besides ρ = κ + r, the changes of variables yi → y′i and
xi → τi, given by yi = y
′
i√
2
and xi + κ = τi; and so r− xi = ρ− τi. The kernel
Ln,τ,ρ contains several integrals about the contour Γ˜, as in Fig. 6. It consists
on the one hand of a half circle, which we choose to have radius 1/t2, so that
the integral about the half circle tends to 0. On the other hand the integral
over the vertical part of Γ˜ tends to ↓ L0+, a downgoing vertical line in C to
the right of Γ0. This at once establishes the limit statement (174).
Proof of Theorem 2.2: The limit statement of Theorem 2.2 follows immedi-
ately from Proposition 11.1, combined with the relation (88) between the two
kernels Kredn,r,ρ(ξ1, η1; ξ2, η2) and Ln,r,ρ(x1, y1;x2, y2), and omitting the primes.
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