We propose new algorithms for numerical integration of the equations of motion for classical spin systems with fixed spatial site positions. The algorithms are derived on the basis of a mid-point scheme in conjunction with the multiple time staging propagation. Contrary to existing predictorcorrector and decomposition approaches, the algorithms introduced preserve all the integrals of motion inherent in the basic equations. As is demonstrated for a lattice ferromagnet model, the present approach appears to be more efficient even over the recently developed decomposition method.
for such a system can be cast in the form where J ij is the exchange integral for a pair (i, j) of spins, λ is the exchange anisotropy parameter, and C denotes the strength of single-site field anisotropy. At C = 0, Eq. (1) represents the isotropic (λ = 1) or anisotropic (λ = 1) Heisenberg ferro-or the corresponding antiferro-magnet for J > 0 and J < 0, respectively. For λ = C = 0, Eq. (1) reduces to the XY model. We do not restrict ourselves to lattice systems with the nearest-neighbor interaction, and the results presented below can be used for continuum models with arbitrary spatial spin distributions as well. Therefore, we indicate explicitly by the subscripts i, j that the exchange integral J ij depends on spatial positions (which are fixed but not necessarily periodic) of spin sites.
The dynamic properties of the system can be obtained from MD simulations by numerical integrating the following equations of motion [8] [9] [10] [11] [12] [13] :
where Ω i = − ) denotes the local Larmor frequency. Since the effect of collective thermal excitations (e.g., phonons) is not described by the Hamiltonian (1), Monte-Carlo (MC) simulations must be employed additionally [13] to generate equilibrium configurations as initial conditions to Eq. (2). This procedure is justified by the fact that in magnetic systems the characteristic time intervals corresponding to varying spin variables are much shorter than typical time scales of the thermal excitations.
In view of the symmetry J ij = J ji , it follows from Eqs. (1) and (2) that the total energy E ≡ H is an integral of motion, i.e. dE/dt = 0. The magnetization M = i s i is also conserved during the spin evolution of the isotropic Heisenberg model. For the anisotropic case (λ = 1 and/or C = 0) only the component M z of M will unchange in time. In addition, the structure of Eq. (2) imposes also the conservation of individual spin lengths. Existing MD algorithms do not fulfill these conservation laws simultaneously. Thus, in order to reproduce the dynamical behavior properly it is required that the deviations of conservative quantities from their exact values to remain within an acceptable level of precision. This leads to obvious limitations on the size of time steps which can be used in MD simulations.
It would, therefore, be very desirable to derive algorithms which conserve all the integrals of motion exactly or, at least, within machine accuracy.
The basic idea of our approach consists in the following. Suppose that an initial spin configuration {s i (t)} has been specified and we would like to obtain values of s i at time t + τ within O(τ 3 ) truncation terms, where τ denotes the step size. This can be realized using a mid-point scheme,
The time derivative can be determined applying the usual interpolation formulaṡ i (t+ τ /2) = 1 2
Such a formula, however, does not maintain the unit norm of s i (t + τ ) and thus needs in modifications. Sinceṡ i depends on both the local frequency Ω i and spin orientation s i , it is more natural to apply the interpolation with respect to these two dynamical variables separately rather than to the functionṡ i as a whole. In doing so we obtainṡ
, resulting in the implicit spin propagation
As far as the mid-step frequencyΩ It can be shown readily that for the isotropic model the magnetization is conserved exactly during the spin dynamics propagation given by Eq. (3). Indeed, summation of Eq.
(3) over the spin numbers and taking into account the explicit expression forΩ
The term ∆M (n) is canceled because of the invariance of the double sum with respect to the transformation i ↔ j, and of the obvious equality a×b + b×a = 0 which is valid for arbitrary vectors a and b. Thus, M(t + τ ) = M(t) within each iteration. The proof of the conservation M z (t + τ ) = M z (t) for the anisotropic case is similar.
Another important feature of the mid-point propagation is that it conserves the total energy within machine accuracy O(ε), where ε denotes the iterative precision, i.e., |s
To show this, let us perform a scalar multiplication of Eq. (3) with
[
Then using the equality [a×b]·a = 0 one obtains
where O(ε) terms have been neglected. Summing up the last relation leads to
The term ∆E is canceled again because of the linear dependency of Ω i on spin components, and of the symmetry J ij = J ji , so that E(t+τ ) = E(t)+O(ε). The uncertainty ε can be reduced to a negligibly small value at a given τ by adjusting the number l > 1 of iterations for Eq. (3). The rapid convergence ε → +0 is guaranteed by the power dependence ε ∼ O(τ l+2 ) and by the smallness of τ . Of course, the iterative solutions require additional computational efforts, but they are compensated completely by using larger time steps. For instance, spending the same amount of computer time, we could try to reduce the energy deviations within only one iteration by decreasing the time step to τ /l. This way, however, is very inefficient because then the deviations will behave like O((τ /l) 3 ) and, thus, decrease with increasing l much more slower than the power dependence O(τ l+2 ), in other words
An additional surprising property of the mid-point integration is the conservation of spin lengths. Implicit evaluations given by Eq. (3) achieve this conservation in iterative sense, i.e., |S i (t + τ )| = 1 + O(ε). In order to maintain spin lengths exactly, the iteration process should be reconstructed. Considering the quantityΩ
as a parameter, Eq. (3) can be solved analytically,
and further iterated because of the explicit dependence ofΩ i on spin orientations {s i (t+τ )}.
Obviously, such a modified iterative scheme will conserve the magnetization and total energy (to within machine accuracy) like the usual spin evaluation (3) (since Eq. (4) A way to construct higher-order versions of the MPSD integrator lies in employing a multiple staging technique used earlier [13] in the framework of the ST approach. We have realized that this technique is applicable for our approach too and obtained the following result
where the coefficients ξ p are chosen at a given number P in such a way to provide the highest possible value for m. The desired fourth-order (m = 4) algorithm (MPSD4) can be directly derived from Eq. (5) using P = 5 and the coefficients ξ 1 = ξ 2 = ξ 4 = ξ 5 ≡ ξ = 1/(4 − 4 1/3 ), and ξ 3 = 1 − 4ξ. That is very interesting, these coefficients coincide with those obtained within the ST decomposition of exponential operators [16] .
Clearly, the fourth-order version is energy-and magnetization-preserving and conserves spin lengths (since the conservations are achieved at each stage p). The solutions generated by the MPSD/MPSD4 algorithms are also time reversible (because past and future values of s i and Ω i enter symmetrically into the interpolated functionṡ i , and because ξ p appear symmetrically in Eq. (5)). The reproduction of the last feature is particularly important as well since the numerical stability of an algorithm is directly connected with its time reversibility [17] .
In our MD simulations we considered a simple cubic lattice in d integrated using the Adams-Bashforth-Moulton (ABM) predictor-corrector integrator [7] at τ * = τ J/h = 0.01, the ST decomposition schemes [13] of the second (STD) and forth (STD4) orders at τ * = 0.04 and 0.2, respectively, as well as using our MPSD and MPSD4 algorithms (Eqs. (4) and (5)) at τ * = 0.04, 0.1, 0.2, and 0.4.
Examples on the total energy E * = E/J and magnetization M z conservations are shown in Fig. 1 . The huge energy drift (see dashed curve in Fig. 1a) indicates clearly that the ABM algorithm is unsuitable for long-duration observations even at the smallest time step. This is explained by the irreversibility of the ABM integrator and the fact that it destroys the unit norm of spin lengths. At the same time, the STD/STD4 algorithms allow much larger step sizes, that is in the self-consistency with a conclusion of Ref. [13] . Three iterations were sufficient for the STD algorithm to obtain a level of energy conservation presented in Fig. 1a . Correspondingly 5 and 6 iterations were required for the STD and STD4 algorithms to conserve the total energy within machine accuracy (ε ∼ 10 −9 in our program code). The STD/STD4 integrators, however, do not conserve the magnetization (see Fig. 1b Taking into account that the number l increases with increasing τ slower than linearly, these algorithms will lead to an improvement efficiency of the computations. Of course, we cannot apply too large step sizes (τ * ∼ 1), because then the microscopic solutions will deviate considerably from exact trajectories. The final decision on using the biggest possible values of step sizes for the MPSD/MPSD4 algorithms can be done in each specific case by direct MD measurements of macroscopic observable quantities.
Our measurements were performed for the dynamic structure factor However, if very high precision is required, the fourth-order schemes become more efficient, because then the truncation errors decrease more rapidly with decreasing the step size.
In the conclusion we point out that alternative algorithms for classical spin dynamics 
