Conjugate Points and Shocks in Nonlinear Optimal Control by Frankowska, H. & Caroff, N.
Conjugate Points and Shocks in 
Nonlinear Optimal Control
Frankowska, H. and Caroff, N.
IIASA Working Paper
WP-94-056
July 1994 
Frankowska, H. and Caroff, N. (1994) Conjugate Points and Shocks in Nonlinear Optimal Control. IIASA Working Paper. 
WP-94-056 Copyright © 1994 by the author(s). http://pure.iiasa.ac.at/4155/ 
Working Papers on work of the International Institute for Applied Systems Analysis receive only limited review. Views or 
opinions expressed herein do not necessarily represent those of the Institute, its National Member Organizations, or other 
organizations supporting the work. All rights reserved. Permission to make digital or hard copies of all or part of this work 
for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial 
advantage. All copies must bear this notice and the full citation on the first page. For other purposes, to republish, to post on 
servers or to redistribute to lists, permission must be sought by contacting repository@iiasa.ac.at 
Working Paper 
Conjugate Points and Shocks in 
Nonlinear Optimal Control 
H. Frankowska 
N. Carofl 
WP-94-56 
July 1994 
aIIASA International Institute for Applied Systems Analysis A-2361 Laxenburg Austria Telephone: +43 2236 71521 Telex: 079 137 iiasa a Telefax: +43 2236 71313 
Conjugate Points and Shocks in 
Nonlinear Optimal Control 
WP-94-56 
July, 1994 
Working Papers are interim reports on work of the International Institute for Applied 
Systems Analysis and have received only limited review. Views or opinions expressed 
herein do not necessarily represent those of the Institute or of its National Member 
Organizations. 
OllASA International Institute for Applied Systems Analysis A-2361 Laxenburg Austria 
lbd Telephone: +43 2236 71521 Telex: 079 137 iiasa a Telefax: +43 2236 71313 
Conjugate Points and Shocks in Nonlinear 
Optimal Control 
Hklkne Frankowska Nathalie Caroff 
CNRS, CEREMADE,  Department of Mathematics, 
Universite' Paris-Dauphine Universite' de Bordeauz 11 
75775 Paris Cedez 16, France Bordeauz, France 
Foreword 
In this paper the authors use the method of characteristics to extend the 
Jacobi conjugate points theory to the Bolza problem arising in nonlinear 
optimal control. This yields necessary and sufficient optimality conditions 
for weak and strong local minima stated in terms of the existence of a 
solution to  a corresponding matrix Riccati differential equation. The same 
approach allows to investigate as well smoothness of the value function. 
Key Words: Hamilton- Jacobi-Bellman equation, characteristics, con- 
jugate point, necessary and sufficient conditions for optimality, Riccati dif- 
ferential equation, shock, value function, weak local minimum. 
AMS (MOS) Subject Classification: 35B37,35L67,49K15, 49L05, 
49L20 
1 Introduction 
Consider the Hamilton-Jacobi equation 
The classical method of characteristics applied to  this equation exhibits 
shocks, which justify that its solutions should be nonsmooth. Then different 
criteria are used to get continuous (or even discontinuous) solutions, by 
eliminating some "pieces" of characteristics (cf. the entropy and Rankine- 
Hugoniot conditions [15] or the properties of one sided limits [7]). In this 
paper we shall consider the Hamiltonian H associated to the Bolza problem 
in optimal control theory. Then, in the same way than [6], the solution to 
(1) is the value function of the Bolza problem, which may be nonsmooth. To 
study characteristics of (1) in the context of optimal control is particularly 
rewarding because the characteristic system 
is Pontryagin's first order necessary condition for optimality, which performs 
in the optimal control theory the same role as the Euler-Lagrange equation 
in the calculus of variations. 
As long as there is no shock the value function remains smooth and 
characteristics are the optimal state-costate pairs. What happens when a 
shock does occur? We provide an answer based on the use of conjugate point 
along a solution (x, p) to (2). 
To be more precise consider the Bolza problem 
minimize 1; L(t, x(t), u(t)) dt + p(x(T)) (3) 
over trajectory-control pairs (x, u) of the control system 
It is well known that any optimal trajectory-control pair @ , T i )  of the above 
problem satisfies the maximum principle : There exists an absolutely contin- 
uous function p : [to, TI -+ Rn such that ( B ,  p), called optimal state-costate 
pair, solves the Hamiltonian system 
where H : [0, TI x Rn x Rn + R is given by 
In general, the system (5) does not have an unique solution because the ini- 
tial condition for p(.) at to is not known. For this very reason, the necessary 
condition for optimality given by the maximum principle is not sufficient. 
In the other words, ( f ,p )  solves the characteristic system (2) for z~ = ?F(T). 
But since only the initial condition for f at to is fixed and since a shock 
may happen, i.e. two different characteristics (zi,pi), i = 1,2 may verify 
zi(to) = zo, so that the necessary condition (5) is not sufficient. 
It can, however, be shown that p ( - )  may be chosen in such way that 
-p(to) is equal to  the gradient with respect to z of the cost function V : 
[0, TI x Rn + R associated to the above problem provided %(to, zo) does 
exist. We may consider then the Cauchy problem 
When VH is locally Lipschitz, it has at most one solution and, in this way, 
the necessary condition (5) becomes a sufficient one. When V(to, -) is not 
differentiable at zo, the gradient of V has to be replaced by any element from 
the Painlev&-Kuratowski upper limit Limsupx,xo,t,to { g ( t ,  z))  to express 
sufficient conditions for optimality (see section 6). An easy consequence of 
the above is the following interesting behavior of solutions to  (1): V(to, .) is 
differentiable at zo if and only if the optimal trajectory of the Bolza problem 
(3), (4) is unique. 
Optimal solutions help to distinguish between "the good and the bad" 
characteristics. Indeed, when H is strictly convex in the last variable and V 
is semiconcave, which happens under an appropriate smoothness of data (see 
for instance [3,4]), then for all t > to, V is differentiable at (t, ~ ( t ) ) ,  i.e. the 
optimal trajectory enters immediately into the domain of differentiability of 
V (see section 6). Consequently, for all t > to, p(t) = - E ( t ,  ~ ( t ) ) .  The first 
results in this direction in the context of Mayer's problem were obtained in 
131- 
In this paper we go beyond the necessary condition (5), by further in- 
vestigating characteristics of (2). Namely, we associate to  a given solution 
(x,p) of (2) the matrix Riccati differential equation 
(7) 
whose solution P(.) may escape to infinity in a finite time t < T. This equa- 
tion was used in [2] to  investigate the global regularity of the value function 
and sufficiency of (5) to provide global minimum to the Bolza problem. We 
define the conjugate point (to T )  along (x,p) by 
t, = inf {P is defined on [t, TI) 
t€[to,Tl 
If t, > to, then IIP(t)ll -+ +oo when t -+ t,+. 
The conjugate point performs an identical role than the Jacobi conjugate 
point in the calculus of variations [11,12]. Namely, we introduce the notion 
of weak (respectively strong) local minimum of (3), (4) by saying that a 
trajectory-control pair (z,E) is a weak (resp. strong) local minimum if and 
only if there exists E > 0 such that for every trajectory-control pair (3, u) of 
the control system (4) satisfying llxt - ZtI(Ll(to,T) < E (resp. 113 - Zllm < E) 
we have 
and show that results similar to  the Jacobi conjugate points theory hold true 
also in this context. We underline that our notion of weak local minimum is 
different from those used in [13,14,18,19]. We prefer it for several reasons. 
On one hand the maximum principle in this case is exactly (5), while in the 
above papers another (localized) necessary conditions, not related to  charac- 
teristics, are given and it is often required that E is an interior control. Also 
in [16,20] two different Hamiltonians are considered, one to state sufficient 
conditions and a different one to formulate necessary ones, while here we 
use only the Hamiltonian defined by (6). 
In contrast with the classical calculus of variations (and [18,19]), our 
results rely on the dynamic programming principle rather than the compu- 
tation of second order variations (with respect to controls) and consideration 
of a Jacobi equation, as it was done in [13,14,18,19], where the interested 
reader can get as well a further bibliography on this subject. Relations be- 
tween properties of solutions to the Jacobi and Riccati equations were often 
observed both in the calculus of variations and optimal control (see for in- 
stance [12,13,17]). However the global existence of a solution to  the Riccati 
equation here is rather related to the preservation of the regularity of the 
value function along optimal solutions, than with the Jacobi equation. 
The outline of the paper is as follows. Section 2 is devoted to the re- 
lationship between the matrix Riccati differential equations and shocks of 
characteristics. Section 3 provides necessary and sufficient conditions for 
local minima of the Bolza problem. Smoothness of the value function is 
investigated in section 4. 
2 Matrix Riccati Equations and Shocks 
We relate here the absence of shocks of the Hamilton-Jacobi-Bellman equa- 
tion with the existence of solutions to matrix Riccati differential equations. 
For this aim we shall use the following tool: 
Definition 2.1 For a locally Lipschitz around xo E Rn function + : Rn H 
R define the compact set 
~*+(xo)  = Limsup,,,, {V+(x)) 
where Limsup denotes the upper set-valued limit (see for instance [I]). 
Theorem 2.2 ([S]) Consider a locally Lipschitz around xo E Rn function 
+ : Rn H R. If a*+(xo) is a singleton, then + is diflerentiable at xo. 
Let H : [0, TI x Rn x Rn I+ R be such that H(t,  -, .) is differentiable. 
We associate to it the Hamiltonian system 
It is called complete if for every (to, xo,po) E [O,T] x Rn x Rn, the 
solution to ( 8 )  is unique and defined on [0, TI. The Hamiltonian system ( 8 )  
is complete if for instance 
V r > 0 ,  3 7, E L1(O, T )  such that for almost every t E [0,  TI, 
(9) 
( t ,  ., -) is y,(t) - Lipschitz on B,(O) x B,(O) 
and has a linear growth: for some k E L1(O,T) 
Example - Consider 
where U is a finite dimensional space and let R ( t ,  x )  E L(U, U )  be self-adjoint 
and positive for every ( t ,  x )  E [0, TI x Rn. Define 
Then it is not difficult to check that 
An appropriate smoothness off ( t ,  .), g(t ,  .), l ( t ,  .), R ( t ,  .)-I implies differentiabi- 
lity of H ( t ,  ., .) and completeness of the associated Hamiltonian system. 
Consider II, : Rn H Rn and the Hamiltonian system 
Definition 2.3 The system (10)  has a shock at time to if there exist two 
solutions (x; ,p;) ( - ) ,  i = 1,2 of (10) such that 
Theorem 2.4 Assume that 11, is locally Lipschitt on an open set 0,  H ( t ,  -, .) 
is twice continuously diflerentiable, the Hamiltonian system (8) is complete 
and (9) holds true. Define the sets 
Mt (0 )  = { ( ~ ( t ) ,  ~ ( t ) )  I ( z ,  P )  solves ( l o ) ,  zT E 0 )  
where t E [O,T]. Then the following two statements are equivalent: 
i )  V t E [0, T I ,  the set 
Dt = { x ( t )  I ( x , p )  solves ( l o ) ,  X T  E 0 )  
is  open and M t ( R )  is the gmph of a locally Lipschitt function. 
ii) V ( x , p )  solving (10)  on [O,T] and PT E d*11,(x~), the matrix Riccati 
equation 
(11)  
has a solution on [0, T I .  
Furthermore, i f  i )  (or  equivalently i i ))  holds true, then 
11, is differentiable M t ( R )  is the graph of a differentiable function 
11, E C' M t ( R )  is the graph of a C' - function 
Corollary 2.5 Under all assumptions of Theorem 2.4, suppose that Q = 
Rn and that for every ( x , p )  solving (10)  on [O,T] and PT E d*+(x(T)) ,  the 
matrix Riccati equation (11)  has a solution on [0, T I .  Then the Hamiltonian 
system (10)  has no shock in  [O,T]. 
The proof uses the variational equation of ODE to express the tangent 
space to Mt(Q)  at ( x ( t ) ,  p( t ) ) .  
3 Bolza Optimal Control Problem 
Consider the Bolza minimization problem 
over solution-control pairs ( x ,  u )  of the control system 
where to E [O,T], xo E Rn, U is a complete separable metric space, 
are continuous functions. We denote by U the set of all measurable controls 
u : [O,T] o U and by x ( - ;  to, xo, u )  the solution to  (12)  starting at  time 
to from the initial condition xo and corresponding t o  the control u( . )  E U 
(the assumptions we shall impose below imply that it is a t  most unique). In 
general not to every u E U corresponds such a solution. For all ( to ,  xo, u )  E 
[O,T] x Rn x U set 
@(to, 2 0 ,  u )  = L( t ,  x ( t ;  to, xo, u ) ,  u ( t ) )d t  + v ( x ( T ;  to, xo, 4) 1; 
if this expression is well defined and @(to,  xo, u )  = + oo otherwise. 
The value function associated to  the Bolza problem (P) is given by 
when ( to ,  x o )  range over [0, TI x Rn. 
Definition 3.1 A trajectory-control pair (z, E) of (12)  is called weakly lo- 
cally optimal for the problem ( P )  i f  there exists E > 0 such that for every 
trajectory-control pair ( x ,  u )  of (12)  
It is called strongly locally optimal if there exists E > 0 such that for every 
trajectory-control pair ( 2 ,  u)  of (12)  
It is optimal i f  E can be taken equal to too. 
To express necessary conditions for optimality we use the maximum prin- 
ciple in its Hamiltonian form with the Hamiltonian H defined by (6). 
Proposition 3.2 ([9]) Assume that H(t,  ., -) is differentiable. Then 
and 
Throughout the paper we will use the following (global) hypothesis con- 
cerning the dynamics and the Hamiltonian, although in many theorems 
below such assumptions are needed only around a reference trajectory. 
HI )  V r > 0, 3 k, E L1(O,T) such that for almost every t E [O,T], 
V u E U, (f (t, ., u), L(t, ., u)) is k,(t) - Lipschitz on B,(O) 
Hz) The functions cp, f (t, ., u), L(t, -, u) are differentiable for all u E U 
H3) For all ( t ,x) E [O,T] x Rn, the set 
{(f(t, 2, u), L(t, x , ~ )  + T) 1 u E U, r 5. 0) is closed and convex 
H4) The Lipschitz condition (9) holds true 
H5) The Hamiltonian system (8) is complete 
Hs) The Hamiltonian H is continuous in all variables 
H7) The partial derivative is continuous in all variables 
From Proposition 3.2 it follows that if the assumptions H4) and H5) are 
satisfied and H (., 0,O) is integrable, then there exists a t  least one trajectory- 
control pair of (12) such that t w L(t, x(t), u(t)) is integrable. Thus, if in 
addition L and cp are bounded from below, then V(to,xo) is finite for all 
(to, xo). 
Theorem 3.3 (First Order Necessary Conditions) Assume HI)-H3) 
and let (?i;,~) be a weakly locally optimal trajectory-control pair of (P). If 
H(t , - , - )  is diflerentiable, then there exists p : [to,T] w Rn such that ( ~ , p )  
solves the Hamiltonian system (5). 
The proof uses the ideas similar to the one from [9] but adapted to the weak 
minima and Proposition 3.2. 
Definition 3.4 (Conjugate  Point)  Let ( x , p )  be a solution to the Hamil- 
tonian system ( 2 )  and P be the solution to the matriz Riccati differential 
equation (7). A point t, E [O,T] is called conjugate to T along ( x , p )  i f  and 
only i f  P is well defined on ] t c ,T]  and can not be extended (by continuity) 
0. [ t c ,  TI. 
From Proposition 3.2 it follows that, for every solution ( x , p )  of the 
Hamiltonian system ( 2 )  if there exist two controls u l ,  u2 corresponding to 
x ,  then 
Thus the cost associated to ( x , p )  does not depend on the choice of the 
corresponding control. 
Theo rem 3.5 Assume H 4 ) -  H 7 ) ,  that cp E C 2  and H ( t ,  ., -) is twice contin- 
uously differentiable. Let (Z,P) be a solution to (2) and ?i be a corresponding 
control. If there is no conjugate to T along ( Z , p )  i n  the time interval [to,T], 
then ( Z ,  %) provides a strong local minimum to the problem ( P ) .  
The proof uses the method of characteristics and the dynamic programming 
principle associated to  (1). 
Corollary 3.6 Assume H4) -H7) ,  that cp E C 2  and H ( t ,  -, -) is twice contin- 
uously differentiable. Let ( 2 , F )  be a solution to (2) and ?i be a corresponding 
control. If cpU(f(T)) 2 0 and g ( t , Z ( t ) , p ( t ) )  5 0 for all t E [to, TI, then 
(z,%) provides a strong local minimum to the problem ( P ) .  
Since a trajectory-control pair providing a strong local minimum is a weak 
local minimum as well, the sufficient condition can be applied to study weak 
local minima. We next give a necessary condition for a trajectory-control 
pair to be a weak local minimum, which (of course) is also necessary for 
strong local minima. 
Theo rem 3.7 Assume H I ) ,  H I ) ,  that H ( t , x ,  .) is strictly convex and 
apZ 
is continuous. Further suppose that cp" is locally Lipschitz and for every 
r > 0 there exists 1, E L1(O,T) such that for all u E U and almost all 
t E [O,T], 
d f  d L  d2H 
~ ( t ,  ., u ) , %(t ,  *, u) ,  ( t ,  ., .) are l,(t) - Lipschitz d(x ,  pI2 
on the ball of center zero and mdius r.  
Consider a solution ( z , p )  to (2) and a corresponding control ti. If there 
exists a conjugate point tc > to ,  along ( x ,p ) ,  then ( x , ~ )  is not weakly locally 
optimal for the problem (P). 
The proof uses several technical lemmas given below and the Taylor decom- 
position of the cost functional 9. 
Consider the system 
d2H d2H 
u' = -0, dxdp 4 9 ,  p(t))U + +t, ~ ( t ) ,  p(f))V, u ( T )  = Id 
(13) 
Then P(s )  = V(s)U(s)- '  for all s €It,, TI and thus U(tc)  is singular. Fix 
WT E Rn of norm one such that U(tc)wT = 0 and let ( w ,  q) be the solution 
to  
Lemma 3.8 There exists 7 > 0 such that for all t < tc  suficiently close to 
t c 
(q( t) ,  w ( t ) )  5 -7 IIw(t)ll 
Consider to 5 t < t ,  sufficiently close to t ,  and denote by (xh ,ph)  the 
solution to  the Hamiltonian system (8) with to = t ,  zo = x ( t )  + hw(t )  and 
pa = p(t) + hq(t). From Proposition 3.2 there exists uh E U such that xh 
solves the system 
Y' = f ( s ,  Y uh(s)) ( I 5 )  
and ph solves the linear system 
d f  d L  
- P' = %(s,  ~ h ( s ) ,  u ~ ( J ) ) * P  - az(s,  x h ( ~ ) ,  ~ h ( 3 ) )  ( I 6 )  
Denote by Fh the solution to (16)  satisfying ph(T)  = - V v ( x h ( T ) ) .  
Lemma 3.9 There exists M2 2 0 independent from t such that for all small 
h > O  
- v ( 4 T ) )  - hT ( ( P ( T ) ,  z'(T)) - H ( T ,  3 4 ~ 1 7  P ( T ) ) )  d~ 
There exists M3 > 0  independent from t such that for all small h  > 0  
4 Smoothness of the Value Function 
We shall use the following generalization of the derivative. 
Definition 4.1 ([I]) Consider an  extended function g : Rn -, R U {+oo). 
The contingent hypoderivative of g at xo E Dom(g) i n  the direction v E Rn 
is defined by 
The superdifferential of  g at xo is the closed, convex, possibly empty set 
d+g(zo> = { P  E Rnl v v E Rn, D19(20)(v) 2 ( P ,  2))) 
For globally optimal solutions we have an extension of Theorem 3.3: 
Theorem 4.2 (Costate and Gradients of the Value Function) Assume 
H I )  - H 3 )  and let (T ,E)  be an optimal trajectory-control pair of ( P ) .  If 
H ( t ,  ., -) is diflerentiable, then there exists p : [to, TI w Rn such that ( F , p )  
solves the Hamiltonian system ( 5 )  and 
where d+Vx(t, x )  denotes the superdiflerential of V( t ,  .) at x .  Consequently, 
i f  V(to, .) is dilgemntiable at xo, then the optimal trajectory of ( P )  is  unique. 
If i n  addition V is  locally Lipschitz around Graph(T), then for a.e. t E 
[to, T I ,  
( H ( t , T ( t ) , p ( t ) ) ,  -p( t ) )  E d+V( t ,  Z ( t ) )  
The proof is similar to [ l o ] ,  where the Mayer problem was considered. The 
above theorem and corollary 2.5 imply the following result. 
Theorem 4.3 Assume H I )  - H 7 ) ,  that cp E C 2  and H ( t ,  .,.) is twice con- 
tinuously dilgerentiable. Further assume that for every ( to ,  xo )  € [0, TI x Rn 
the problem ( P )  has an optimal solution. If for every solution ( f , ~ )  of 
( 2 )  there is no conjugate to T i n  the time interval [to,T] along (F,P),  then 
V E C1([ to ,T]  x Rn), V ( t , - )  E C 2  and 
Corollary 4.4 If all the assumptions of Theorem 4.2 hold true and V is  lo- 
cally Lipschitz around Graph@), then for almost all t € [to, TI, d+V( t ,  ~ ( t ) )  # 
0 and 
v (p t ,  P X )  E d+V( t ,  f ( t ) ) ,  -P* + H ( t ,  f ( t ) ,  -px) = 0 
The proof proceeds as in [3] where a similar result was proved for the Mayer 
problem. 
Theorem 4.5 (Sufficient Condition for Global Optimality) Assume H I ) -  
H 5 ) ,  that H(.,O,O) is integrable, V is  locally Lipschitz around ( ? O , ~ o )  E 
[0, TI x Rn and for every ( to ,  xo )  near ( T O , f o )  the problem ( P )  has an opti- 
mal solution. Then for every 
the solution ( x ,  p)  to ( 8 )  with (to, xo, po) replaced by (To, Fo, po) is  so that z 
is optimal for the problem ( P ) .  
To prove this result we use Theorem 4.2 and the fact that the limit of optimal 
solutions is again an optimal solution. 
R e m a r k  - Sufficient conditions for local Lipschitz continuity of the 
value function and for the existence of optimal solutions for (P) can be found 
in [2,4,8]. 
Since the value function satisfies the Hamilton-Jacobi equation ( 1 )  at 
points of differentiability Theorems 4.5 and 2.2 yield 
Corollary 4.6 (Uniqueness  a n d  Regularity) Under all the assumptions 
of Theorem 4.5 suppose that ( P )  has a unique optimal tmjectory z(.) for the 
initial time To and the initial condition To. Then V(To7 .) is diflerentiable at 
To and the set d,*V(TO7?Fo) is a singleton. Moreover i f  H 6 )  is satisfied and 
for every x near To the set-valued maps L(., x ,  U )  and f (., x ,  U )  are upper 
semicontinuous, then V is diflerentiable at (To,To) and the set d*V(TO7To) 
is a singleton. 
Furtermore we deduce from Theorem 4.5 and the variational equation of 
ODE the following 
Corollary 4.7 (Preservat ion of Smoothness  of Value Function) Assume 
H1)  
- H 5 ) ,  that H(-,O,O) is integmble, V is locally Lipschitz and for every 
( to ,  xo)  E [O,T] x Rn the problem ( P )  has an optimal solution. Let T be 
an optimal tmjectory of ( P )  for the initial time To and the initial condition 
- 
20. 
If V(To, .) is diflerentiable (resp. twice diflerentiable) at To,  then for all 
t > to, V ( t ,  -) is diflerentiable (resp. twice diflerentiable) at ~ ( t ) .  Further- 
more, i f  V(To7 .) is C 1  (resp. C 2 )  around 30, then for all t > to also V ( t ,  .) 
is C1 (resp. C 2 )  around ~ ( t ) .  
When the Hamiltonian H is strictly convex in the last variable, then the 
sufficient condition of Theorem 4.5 is necessary as well. 
T h e o r e m  4.8 Assume H I )  - H s ) ,  that V is locally Lipschitz and ( P )  has 
an optimal solution for all ( to ,  xo)  E [0, TI x Rn. Further suppose that 
H ( t , x ,  .) is strictly convex and for every x the set-valued maps L(. ,x ,  U )  
and f ( a ,  x ,  U) are upper semicontinuous. Let ( Z ,  E) be a trajectory-control 
pair of the system (12) .  
Then ( T ,  a) is optimal if  and only if there exists po E -d,*V(to, xo)  such 
that for the solution ( x , p )  to the Hamiltonian system (8) we have x = Z. 
P r o o f  - The implication + follows from Theorem 4.5. Assume next 
that f  is optimal. By Corollary 4.4 for almost all t > to,  d+V( t ,  f ( t ) )  # 0 
and 
v (pt ,  P X )  E a + v ( t , z ( t ) ) ,  -pt + H ( t , Z ( t ) ,  -px) = 0 
If H ( t ,  f ( t ) ,  .) is strictly convex, then from the last equality it follows that 
for almost all t > to, d + V ( t , ~ ( t ) )  is a singleton. By the Hamilton-Jacobi 
equality satisfied by the value function and Hs), for all ( t ,  z )  
But d+V(t ,  f ( t ) )  c Ei d*V(t,?F(t)) (see for instance [3]) .  Using again that 
H ( t ,  f ( t ) ,  .) is strictly convex we get 
for all t  > to. Consider p as in Theorem 4.2. Thus for almost all t > 
to, -p( t )  E d , * V ( t , ~ ( t ) ) .  To end the proof it is enough to  consider a se- 
quence t ;  -t to+. Since p(t;) -t p(to) we obtain that -p(to) E d,*V(to, f( to)) .  
Corol lary  4.9 Under all the assumptions of Theorem 4.8 suppose i n  ad- 
dition that d+V( t ,  z )  = =d*V(t ,  z )  for all ( t ,  z )  E]to,T[xRn. If Z  is  an 
optimal solution to  the problem ( P ) ,  then for all t  € ] t o , T [ ,  V is dijferen- 
tia ble at ( t ,  f ( t ) ) .  
R e m a r k  - The above assumption about superdifferentials of V holds 
true in particular whenever V is semiconcave. Definition and sufficient con- 
ditions for semiconcavity of V (which are just smoothness assumptions on 
the data) can be found in [4] and for the Mayer problem in [3]. 
P r o o f  - Since d + V ( t , z )  = = d * V ( t , z )  for all ( t , z )  E ] ~ o , T [ x R ~ ,  
by the proof of Theorem 4.8 for almost every t  > to, i% d * V ( t , f ( t ) )  is a 
singleton. This and Theorem 2.2 imply that V is differentiable a t  ( t ,  ~ ( t ) )  
for a.e. t E [to,  TI. From Corollary 4.7 we deduce that for all t  > to, V( t ,  a) is 
differentiable at ~ ( t ) .  Hence, by Theorem 4.2, for all t  > to ,  the restriction 
of f  to the time interval [t, TI is the unique optimal trajectory of problem 
(P) with ( to ,  z o )  replaced by ( t , f ( t ) ) .  Corollary 4.6 ends the proof. 
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