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Стрімкий розвиток обчислювальних технологій, поява сучасних кіберзагроз з 
ознаками гібридності та синергізму висуває жорсткі вимоги до економічної скла-
дової національної безпеки держави та особливо процесам забезпечення кібербез-
пеки функціонування економіки. Індустрія кібербезпеки намагається відповідати 
вимогам сьогодення, впроваджуючи нові і більш досконалі технології і методи га-
рантування безпеки, однак вважається, що такий універсальний підхід недоста-
тній. Дослідження присвячено вирішенню об’єктивного протиріччя між зроста-
ючими на практиці вимогами до забезпечення відповідного рівня кібербезпеки ко-
нтурів бізнес-процесів при одночасному збільшені кількості та технологічній 
складності загроз кібербезпеці. При цьому слід враховувати набуття загрозами 
ознак гібридності з одного боку, та недосконалістю, а подекуди й відсутністю 
методології моделювання поведінки взаємодіючих агентів систем безпеки. Однак 
це не дозволяє своєчасно прогнозувати майбутні дії зловмисників, а як резуль-
тат – визначати необхідний рівень інвестицій в систему безпеки, що забезпечить 
необхідний рівень кібербезпеки. 
В роботі запропонована Концепція моделювання поведінки взаємодіючих аге-
нтів, базис якої становить трирівнева структура моделювання суб’єктів та біз-
нес-процесів контурів функціонування організації та системи безпеки, що базу-
ється на моделюванні поведінки антагоністичних агентів. Запропонована мето-
дологія моделювання поведінки взаємодіючих агентів, яка заснована на Концепції 
поведінки антагоністичних агентів, дозволяє оцінити та підвищити поточний 
рівень безпеки за рахунок зменшення у 1,76 разів кількості реалізації гібридних за-
гроз, що забезпечує зменшення збитків у 1,65 рази та збільшення часу вибору за-
собів протистояння за рахунок скорочення на 38 % часу для ідентифікації загрози 
в онлайн режимі. 
Ключові слова: кібербезпека, антагоністичні агенти, методологія моделю-
вання, рефлексивний агент, мультиагентні системи, контур бізнес-процесів. 
 
1. Вступ 
Оскільки світ стає все більш технологічним і залежним від комп'ютерів для 
моніторингу життєвих функцій або ведення бізнесу, важливість забезпечення без-






Найбільш мінливий аспект кібератаки  це самі зловмисники. Моделювання 
тільки мережі може показати її слабки місця та потенційні атаки, які можуть бути 
реалізовани взагалі. Але це не дає ніякої інформації про те, які саме атаки можуть 
бути реалізовані зловмисниками, виходячи з їхньої точки зору. Оскільки кожна 
людина індивідуальна, процес, при якому зловмисник буде атакувати мережу, бу-
де відрізнятися для кожного зловмисника. Розуміння відмінностей між зловмис-
никами і їх поведінкою можна використовувати для аналізу наслідків атак, а потім 
для раннього виявлення і прогнозування. 
Моделюючи кібератаки, орієнтуючись на те, як реальний кібер-атакуючий бу-
де приймати рішення, ґрунтуючись на навичках, правилах і знаннях, можна синте-
зувати дані про поведінку зловмисника, які інакше було б важко досягти. Поєднан-
ня генерації атак, заснованої на правилах і знаннях, забезпечує надійні і різноманіт-
ні покоління траєкторій атак, в той же час забезпечуючи реалістичні результати, 
оскільки правила і знання постійно координуються між собою. Це означає, що пра-
вила не можуть застосовуватися, якщо знання недостатньо розвинені, а гнучкість 
знань не може бути використана, якщо правила занадто обмежені. Застосування цієї 
схеми до імітаційного моделювання дозволяє глибше зрозуміти, як впливають бага-
то різних типів зловмисників, аналізуючи типи виконуваних атак і маючи можли-
вість дізнатися, що зловмисникові необхідно було знати для виконання атак. Потім, 
нарешті, слід звернутися до можливого кінцевого користувача, який намагається 
захистити свої мережі від атак, про які не думали тестери проникнення, або інших 
інструментів, які не мають інструментів для захисту. Це дає більш глибоке розумін-
ня того, як використовуються вразливості і як вони можуть вплинути на мережу до 
того, як атака може статися, і тоді з цим можна щось зробити. Індустрія кібербезпе-
ки намагається відповідати вимогам сьогодення, впроваджуючи нові і більш доско-
налі технології і методи забезпечення безпеки. Сучасні методи дослідження кібер-
загроз зазвичай виконуються за допомогою статичного аналізу вразливостей мережі 
і системи. Але лише деякі звертаються до найбільш мінливої і найбільш важливої 
частини проблеми  самих зловмисників. Людський фактор, що лежить в основі 
кібербезпеки, дозволяє краще зрозуміти цю проблему і висуває на перший план по-
ведінку осіб, як ключовий фактор, що викликає найбільшу стурбованість. Людсь-
кий елемент в основі кібербезпеки  це те, що робить кіберпростір складною, адап-
тивною системою. Для підвищення кібербезпеки необхідний всеосяжний, міждис-
циплінарний, комплексний підхід, що поєднує технічний і поведінковий елементи. 
Тому створення науково-обґрунтованої методології моделювання процесів поведін-
ки агентів у системах безпеки є актуальною науково-прикладною проблемою, що 
має теоретичне і практичне значення. 
 
2. Аналіз літературних даних і формулювання проблеми 
За останні роки були проведені дослідження, присвячені динаміці кібератак 







проведені дослідження з використання вразливостей в мережі для виявлення мож-
ливих і реалістичних шляхів атаки [1–6]. Так, у [1] наведені конкретні приклади 
проведення масштабних кібератак. У роботі [2] аналізується тенденція викорис-
тання сторонніх постачальників послуг для отримання доступу до організацій-
жертв. Нова парадигма аналізу графа атак, яка доповнює традиційне графоцентрі-
ческое уявлення, засноване на матрицях суміжності графів, представлена у [3]. 
Питанням прогнозування потенційних атак на основі атак, що спостерігаються, 
присвячена робота [4]. У [5] наведено приклад байєсовської мережі на основі по-
точної моделі графа безпеки. Марковська модель змінної довжини, яка фіксує 
особливості треків атак, що дозволяє прогнозувати ймовірні наступні дії при по-
точних атаках, аналізується у [6]. Слід зазначити, що недоліком наведених робіт є 
те, що ці методи враховують тільки вразливості в мережі, але не виявляють реаль-
них відмінностей між типами зловмисників. В інших роботах це питання розгля-
далося шляхом моделювання можливостей противників [7] або застосування ме-
тодології теорії ігор [8] для моделювання атакуючого і захисника. Жоден з цих 
методів не моделює зловмисника на основі інформації, яку зловмисник отримує в 
ході атаки, хоча вона грає важливу роль в прийнятті рішень щодо реалізації атаки. 
Ця концепцію добре реалізується в методах агентного моделювання в інструменті 
імітаційного моделювання поведінки зловмисника NeSSi2 (NeSSi  Network Secu-
rity Simulator) [9] і в моделі поведінки атакуючого в моделюванні сценарію бага-
тоступінчастої атаки (MASS  multistage attack scenario simulation) [10]. Однак ме-
тоди агентного моделювання не забезпечують структуру, в якій зловмисник отри-
мує конкретні деталі про цілі і зможе динамічно змінювати цілі та стратегії під час 
атаки. Цей вид заснованого на знаннях проектування для моделювання зловмис-
ника дозволяє гнучко описувати кібератаки, що дає можливість моделювати проа-
ктивну і реактивну поведінка учасників кіберконфлікту. 
В роботах [10, 11] моделювання виконувалось для аналізу можливих кібе-
ратак, які можуть статися в мережі. Основна увага в роботі приділяється моделю-
ванню поведінки кібер-зловмисника таким чином, щоб можна було гнучко описа-
ти множину різних типів зловмисників, зберігаючи при цьому розумний реалізм в 
типах атак, які можуть бути виконані. Моделювання процесів прийняття рішень 
зловмисником з точки зору рефлексивного управління, більш схоже на те, як на-
справді думає зловмисник. Це дозволяє зрозуміти відмінності, які мають різні зло-
вмисники в одній мережі, або те, як один зловмисник може вплинути на різні типи 
мереж. Така гнучкість може допомогти полегшити навички і час, необхідний для 
виконання такого типу аналізу. Основна мета полягає в розробці структури для 
моделювання процесу прийняття рішення зловмисником, заснованого як на дете-
рмінованих факторах, таких як мережа і знання, так і на імовірнісних факторах. 
Такая структура дозволяють враховувати випадковість при моделюванні. Хоча ме-
та полягає не в тому, щоб мати можливість всебічно змоделювати кожен тип по-
ведінки зловмисника, а в тому, щоб визначити, що саме необхідно моделювати 






Аналітика кіберзагроз є відносно молодою галуззю і різноманітна за типами 
підходів, що застосовуються для виконання прогнозованого аналізу кібератак. Ці 
підходи складаються з оцінки та пом'якшення вразливостей, аналітичних підходів, 
таких як використання графів атак і теорії ігор, а також математичного та іміта-
ційного моделювання кібератак. Кожен з підходів має свої переваги і недоліки, і 
один підхід не обов'язково кращий за інший через складність прогнозування, в пе-
ршу чергу, людської поведінки. В даний час для аналізу супротивника використу-
вують математичні моделі, такі як графи атак, онтології атак або симуляції, моделі 
теорії ігор або мультиагентні моделі. 
Метою тесту на проникнення в мережу є виявлення потенційних слабких 
місць в мережі, доступної для потенційного зловмисника. Знаючи уразливості ме-
режі, тестувальник/зловмисник може використовувати їх для подальшого проник-
нення в мережу для отримання додаткової інформації. Тестер проникнення буде 
використовувати цю інформацію, щоб виявити більше вразливостей, поки зловми-
сники не вичерпали всі свої можливі варіанти. Для цього розробляється так званий 
граф атак, який являє собою сукупність всіх можливих шляхів, за якими зловмис-
ник може слідувати в мережі. Цей процес традиційно виконувався вручну зловми-
сником або групою аналітиків і може виявитися процесом виснажливим. У [12] 
процес формалізовано, щоб автоматично генерувати вичерпний набір можливих 
графів атак для даної мережі. Графи атак генеруються з використанням опису ме-
режі і знань зловмисника про цю мережі, а потім опису набору станів, які опису-
ють реальні атаки, які можуть статися. У [12] була змодельована мережа з двох 
хостів з IDS (IDS – Intrusion detecytion system) і фаєрволом. В результаті було 
отримано графік атаки з 5948 вузлів з 68364 ребрами, який надзвичайно великий 
для дуже небагатьох типів атак і нереально малої мережі. Цей метод аналізу не є 
гнучким, масштабованим або простим для використання, що необхідно для успі-
шної оцінки слабких сторін мережі. 
З огляду на розмір мережі, слід зазначити, що число можливих шляхів атаки 
може бути надзвичайно великою. В роботі [13] запропоновано два методи, щоб 
визначити, які графи атак найбільш критичні, а які найбільш ефективні. Автома-
тична генерація графа атак вимагає моделювання всіх можливих типів атак. У 
статті [13] розглянув всього 4 можливих типи атак.  
В [14] описане використання графів атак для генерації шаблонів попереджень 
IDS, щоб допомогти в прогнозуванні майбутніх і триваючих атак. Використовую-
чи ці графи атак і знання області кібератак, можна оцінити ймовірність досягнення 
цілей атаки для прогнозування майбутніх атак. Цей метод вимагає, щоб кожен 
граф атак був перетворений в мережу, і експерт з кібербезпеки проаналізував її 
для визначення ймовірності успішного завершення кібератаки. У цього підходу є 
дві проблеми: перші атаки, які не строго слідують плану атаки, не можуть бути 
змодельовані, і ймовірність заснована виключно на досвіді експерта. У [13, 14] ви-
значаються тільки різні шляхи, за якими може піти зловмисник, а не те, чи буде 







У [15] автори усунули невизначеність варіації атак, успішність і точність да-
них сенсорних попереджень шляхом об'єднання графів атак з байесовськими ме-
режами. Це призвело до створення реальних баз даних про уразливість, таких як 
Національна База Даних Вразливостей (NVD  National Vulnerability Database) і 
Загальна Система Оцінки Вразливостей (CVSS  Common Vulnerability Scoring 
System). Використаннея реальних даних з ціх баз дає основу для розрахунку ймо-
вірності без необхідності експертних знань для кожної функції. 
У [16, 17] оцінюється генерація графа атак в реальному часі для прогнозування 
ймовірності наступних кроків зловмисника на основі різних порушень безпеки. Ви-
ходячи з порушень безпеки, можна визначити базовий рівень навичок зловмисника, 
який потім можна використовувати з CVSS для визначення можливості наступних 
кроків на основі положення зловмисника в мережі. Загальною проблемою між вище-
згаданими роботами є розробка графа базової атаки, який описує сценарій і цілі зло-
вмисника. З використанням перерахування і класифікації шаблонів загальних атак 
(CAPEC – Common Attack Pattern Enumeration and Classification) від MITRE, в [18, 19] 
згенеровані графи атак на основі реальних сценаріїв. Ці сценарії використовуються 
для отримання більш реалістичних прогнозів і інших графів атак.  
У роботах [12–19] аналізується безпека мережі на основі можливих атак, які 
можуть бути реалізовані в мережі при одному або декількох сценаріях. У цих випад-
ках сценарії чітко визначено, і різні зловмисники можуть переслідувати одну і ту ж 
мету, і неважливо, успішні вони чи ні. Розуміння впливу зловмисника на мережу ду-
же важливе, тому що насправді не всі вразливості можуть бути закриті, а деякі мо-
жуть розставити пріоритети, які вразливості необхідно усунути з плином часу. При-
пустимо, що існує експлойт, який може бути виконаний будь-якою людиною і який 
може здійснити шкідливий вплив на мережу. У цьому випадку він повинен мати 
більш високий пріоритет, ніж експлойт, який тільки 1 % атакуючих може виконати 
на некритичній машині. У публікаціях [15, 17–19] показане використання загально-
доступних даних сценаріїв кібератак для створення шляхів атаки, які були визначені 
як реалістичні, але не враховували навички або поведінку зловмисника. Сучасні ме-
тоди прогнозування кібератак стали більше уваги приділяти питанням поведінки 
зловмисників і процесам прийняття рішень, які зловмисник приймає під час здійс-
нення атаки. Публікації в науковій періодиці можна умовно розділити на дві катего-
рії. До першої катеогрії належать публікації, орієнтовані на методи моделювання по-
ведінки взаємодіючих агентів. До другої  публікації, орієнтовані на поведінкові ас-
пекти функціонування агентів систем безпеки, і більш точно  на процеси прийняття 
рішень. Увага до використання теорії ігор пояснюється тим фактом, що саме ця тео-
рія є основою для агентного моделювання в умовах конфлікту [20, 21]. Рис. 1 демон-
струє результати аналізу сучасних підходів до моделювання поведінки агентів, до 
основних переваг яких відносяться наступні: 
– відображення в моделі цілеспрямованості поведінки агентів, а також спро-






– можливість моделювати як поведінку окремого агенту, так і взаємодію між 
різними агентами, які становлять модель; 
– здатність агентів до навчання. 
 







НЕЧІТКА ЛОГІКА ГЕНЕТИЧНІ АЛГОРИТМИ ЗАСНОВАНІ НА ЗНАННЯХ
МАРКОВСЬКІ ЛАНЦЮГИ НЕЙРО-НЕЧІТКА ЛОГІКА
+ +
Контексти, де є люди з 
високим рівнем взаємодії і 
гетерогенності.
Складність змоделювати 
психологію людини, коли 




явищ, Задається природний 
опис системи. Гнучкість





Контексти, де люди 










психологію людини, коли 




Контексти, в яких 
переслідується більше однієї 
мети. Контексти, в яких 
повинні навчати штучні 
нейронні мережі.
Рішення генетичного 










не вчиться на помилках, якщо 
зворотний зв'язок з 
користувачем і обслуговування 
людиною не є частиною його 
постійного розвитку.
– 
Може бути легко переведена на 
комп'ютерні мови. База знань 




Контексти, де присутні гетерогенні 
агенти. Контексти, де ми повинні 
моделювати приховані аспекти, які ми 
не можемо спостерігати безпосередньо
Неможливо моделювати взаємодії. 
Засновані на стохастичних законах. 
Марковські ланцюги не включають 
здібності до навчання
– 
Висока надійність (95%) Результати 
аналізу марковських моделей готові для 
використані для графічної презентації.
+ +
Контексти, в яких недостатньо 
нечіткої логіки і нейронної 
мережі для опису ситуації
Обмеженість підходів нечіткої 
логіки і штучних нейронних 
мереж, Сумніви в якості 
підходу. Сумісність між 
нечіткою логікою та штучними 
нейронними мережами – 
Високо масштабовані. Виявлення 
людської поведінки в складній сцени. 
Може бути досягнуто радикальне 
скорочення даних і програмного / 
апаратного забезпечення
+
Контексти, в яких неможливо 
визначити деякі відносини 
між входом і виходом.
Штучні нейронні мережі 
працюють краще, немає 
необхідності в 
перепрограмуванні
Контексти, в яких людям 
доводиться вибирати між більш 
ніж двома альтернативами. 
Нечітка логіка вирішує 
складні проблеми. Простий 











В роботах [22–24] авторами пропонуються підходи щодо оцінки якості обслу-
говування на основі багатофакторного аналізу та поточного стану інформаційної 
безпеки організації. Але при цьому не враховуються можливі превентивні дії на 
основі моделювання та оцінки можливостей як нападника, так и сторони захисту.  
Таким чином, аналіз можливостей забезпечення як безпеки контуру бізнес-
процесів, так і задач моделювання поведінки антагоністичних агентів, показав на-
ступне – одночасно з великою кількістю робіт, присвячених питанням безпеки біз-
нес-процесів організації, залишається невирішеною проблема створення цілісної 
методології моделювання. Впровадження такої методології на практиці сприятиме 
стійкому та стабільному розвитку систем безпеки будь-якого рівня, на основі мо-
делювання поведінкових характеристик функціонування агентів системи безпеки.  
Відсутність на сьогодні відповідної методології обумовлено наявністю про-
тиріччя, яке визначається наступним чином. Практика вимагає від теорії пошуку 
нових підходів до забезпечення кібернетичної та інформаційної безпеки контуру 
бізнес-процесів в умовах зростання кількості загроз при одночасному зростанні їх 
технологічної складності. 
 
3. Мета і задачі дослідження 
Метою роботи є розробка просторово-часової структури методології моделю-
вання поведінки антагоністичних агентів системи безпеки на основі запропонова-
них моделей, методів та алгоритмів, які дозволяють визначити критичну точку рі-
вня ефективного інвестування в систему безпеки, забезпечити ефективну проти-
дію сучасним гібридним загрозам на елементи структури контуру бізнес-процесів, 
підвищити рівень безпеки організації за рахунок ефективного рівня інвестуванні в 
систему безпеки. 
Для досягнення мети роботи необхідно вирішити наступні завдання: 
 виявити особливості моделювання поведінки взаємодіючих агентів систем 
безпеки в умовах кіберконфлікту; 
– розробити концепцію моделювання поведінки взаємодіючих агентів; 
– розробити просторово-часову структуру методології моделювання поведін-
ки взаємодіючих агентів; 
– провести верифікацію запропонованої методології на основі імітаційного 
моделювання. 
 
4. Виявлення особливостей моделювання поведінки взаємодіючих аген-
тів систем безпеки в умовах кіберконфлікту 
При розробці програм імітації поведінки агентів необхідно відповісти на пи-
тання, як моделювати процеси прийняття рішень агентами в системі безпеки.  
У обчислювальній соціальній науці в цілому і в області Агентного Соціального 
Моделювання (ABSM – agent-based social modeling), зокрема, ведеться постійна дис-
кусія про те, як найкраще моделювати прийняття рішень людиною. Причина цього 






є досить простими [25]. Як і в будь-якій хорошій науковій моделі, при моделюванні 
поведінки людей об’єкти, що моделюються, повинні аналізуватися з точки зору тіль-
ки тих властивостей, які мають відношення до даного сценарію поведінки. 
Тому виникає питання: “Що таке хороша (обчислювальна) модель людини (і 
прийняття рішень їм) для конкретного дослідницького питання?” Для ABSM було 
розроблено велику кількість архітектур і моделей, які намагаються представити 
процес прийняття рішень людиною. Незважаючи на спільну мету, кожна архітек-
тура має дещо різні цілі і, як наслідок, включає різні припущення і спрощення. 
Тому знання цих відмінностей важливо при виборі моделі прийняття рішень аген-
том в ABSM. 
Щоб мати можливість обговорити придатність різних архітектур агентів для 
різних типів ABSM, необхідно відповісти на питання, які типи ABSM існують і які 
з них представляють інтерес для спільноти ABSM. 
Одна з попередніх спроб класифікації ABSM була зроблена у [26]. У роботі 
виділяються п'ять аспектів високого рівня, за якими можна класифікувати ABSM в 
цілому, в тому числі, наприклад, ступінь, в якій ABSM намагається включити де-
талізацію конкретних цілей. Останній з цих вимірів стосується агентів (і прийнят-
тя рішень), порівнюючи ABSM за складністю агентів, яких вони моделюють. Згід-
но Гілберту, ця складність агентів може варіюватися від «архітектур системи про-
дукцій» (тобто агентів, які слідують простим правилам IF-THEN) до агентів зі 
складною когнітивною архітектурою, такими як SOAR (Security Orchestration, Au-
tomation and Response) символічна когнітивна архітектура) або ACT-R (Adaptive 
Control of Thought – Rational). Розглядаючи придатність різних архітектур для різ-
них питань дослідження, у [27] робиться висновок, що більш прості моделі агентів 
стають в нагоді, коли метою є прогнозування поведінки організації в цілому. Тоді 
як для точного уявлення необхідні складні і більш когнітивні точні архітектури 
для прогнозування поведінкі на рівні окремих осіб або невеликих груп.  
В роботі [28] пропонується три категорії моделей: 
 фізичні моделі, які передбачають, що люди взаємно реагують на поточні 
(і/або минулі) взаємодії; 
 економічні моделі, які передбачають, що люди реагують на свої майбутні 
очікування і приймають рішення егоїстичним чином; 
 соціологічні моделі, які передбачають, що люди реагують на власні і чужі 
очікування (а також на свій минулий досвід). 
У класифікації [28] прості архітектури агентів, такі як продукційні системи, 
засновані на правилах, найкраще підходять для фізичних моделей, а складність і 
можливості агентів повинні будуть зрости при переході до соціологічних моделей. 
У цих соціологічних моделях акцент на моделюванні соціальної (людської) взає-
модії може зажадати, щоб агент міг сприймати соціальну мережу, в яку він вбудо-







Підводячи підсумок, слід виділити два основних виміри, які є корисними для 
розрізнення агентських архітектур: 
 когнітивний рівень агентів, тобто вони є суто реактивними або натхненни-
ми психологічно або неврологічно (щоб моделювати прийняття рішеня людиною 
якомога точніше); 
 соціальний рівень агентів, тобто ступінь, в якій вони здатні розрізняти від-
носини в соціальних мережах (і статус), на які рівні спілкування вони здатні, чи 
мають вони теорію мислення або в якій мірі вони здатні сприймати складні соціа-
льні поняття. 
Ще один спосіб класифікації ABSM з точки зору областей застосування наве-
дено в [29]. У якості прикладів областей застосування наведені наступні: поява і 
колективна поведінка, розвиток, навчання, норми, ринки, інституційний дизайн і 
(соціальні) мережі. 
Іншими кандидатами на розміри для розрізнення агентських архітектур є: 
 здібність агентів міркувати про (соціальні) норми, інститути і організаційні 
структури; який вплив чинять норми, політика, інститути та організаційні струк-
тури на продуктивність системи на макрорівні; і як проектувати нормативні стру-
ктури, які підтримують цілі розробника систем (або інших зацікавлених сторін); 
 здатність агентів вчитися і, якщо так, на якому рівні вони можуть вчитися; 
наприклад, чи здатні агенти дізнаватися тільки про кращі значення своїх функцій 
прийняття рішень і чи можуть вони вивчати нові правила прийняття рішень. 
Отже, слід додати ще два виміри: вимір норми і вимір навчання. 
Останній вимір, який пропонується дослідниками для використання, це афек-
тивний рівень, який здатний висловити агент. Більшість знайдених категорій ана-
логічні [29]. Вони також включають емоції в якості області дослідження. 
Підводячи підсумок, можна виділити п’ять основних вимірів, які наведені у 
рис. 2, для класифікації роботи ABSM в цілому і, отже, для визначення архітекту-
ри агентів. 
На рис. 3 наведені основі архітектури ABSM, відповідні моделі та рівні їх за-
стосування.  
Системи продукційних правил є символьними системами [31], які складають-
ся з набору поведінкових “IF-THEN-правил” [30], і являють собою архітектуру об-
робки інформації на основі зіставлення шаблонів. 
Основні компоненти, з яких складаються системи продукційних правил та ви-
значають, які дії вибираються агентом на основі вхідних даних (так званий цикл 
прямого розпізнавання [32]), наведено на рис. 3. 
Переваги: 
 простота з точки зору розуміння зв’язку між правилами і їх результатами; 
 наявність зручних графічних засобів для представлення процесів прийняття 







 неповна адекватність для моделювання людської поведінки; 
 агенти систем продукційних правил, як правило, не здатні до афективної 
поведінки, розуміння норм і реакції на них, розгляду соціальних структур (вклю-
чаючи спілкування) або вивчення нових правил або оновлення існуючих; 
 можливість моделювати поведінку агенту тільки за рахунок великої склад-
ності і використання багатьох правил; 
 збільшення ймовірність виникнення конфліктів між правилами при зрос-
тання їх кількості; 
 тривалий час обчислень в умовах великої кількості правил прийняття рішень. 
 
ОСНОВНІ ВИМІРИ АГЕНТНОГО СОЦІАЛЬНОГО 
МОДЕЛЮВАННЯ
КОГНІТИВНІ
Який тип когнітивного рівня допускає 
архітектура агента: реактивні агенти, 
дорадчі агенти, прості когнітивні 
агенти або агенти, натхненні 
психологічно або неврологічно?
АФЕКТИВНІ
Яка ступінь уявлення емоцій (якщо 
взагалі є) можлива в різних 
архітектурах?
СОЦІАЛЬНІ
Чи дозволяють агентські архітектури 
агентів, здатних розрізняти відносини 
соціальних мереж (і статус), які рівні 
комунікації можуть бути представлені і в 
якій мірі можна використовувати 
архітектури для представлення складних 




Який тип навчання агентів 
підтримується агентськими 
архітектурою?
Якою мірою архітектури дозволяють 
моделювати агентів, здатних явно 
міркувати про формальні і соціальних 




Рис. 2. Основні виміри класифікації роботи ABSM 
 
Модель “Віра-Бажання-Намір” (BDI) та емоційний BDI (eBDI) є однією з 
найпопулярніших моделей прийняття рішень агентами в агентському оточен-
ні [33]. Модель особливо популярна для побудови систем міркувань для складних 
завдань в динамічних середовищах [34]. 
На відміну від системи продукційних правил, основна ідея BDI (Belief-







міркувань. Як випливає з назви, модель BDI зосереджена навколо трьох психічних 




ОСНОВНІ РІВНІ МОДЕЛЕЙ ABSM
Переконання - засвоєна 
інформація, яку агент має про 
середовище функціонування
Бажання - всі можливі стану 
справ, які агент хотів би 
виконати
Намір - прихильність певним 
курсам дій для досягнення 
конкретної мети











Емоційний BDI (eBDI) 
Діють через зміну 
множини їх переконань і 
встановлення бажань 















Психологічні і неврологічні 
моделі
представляють поведінку 







Гібридні підходи, які враховують евристику, 
а також правила обмірковування і 
реактивних продукцій, можуть бути більш 
придатними.
Когнітивний рівень
Підхід оснований на емоційної архітектурі, 
тобто коли справа доходить до рівня 
відповідності, може бути використане 
інформування про архітектуру агентів
Афективний рівень
Підхід фокусуються на представленні 
людського мозку з метою аналізу соціальної 
динаміки і моделей глобального рівня, що 




Підхід, який включає два типи норм: 
соціальні норми і правові норми, та політику
Нормативний рівень
Підхід від простого оновлення значень 
змінних в правилах, до вивчення стратегій 










У табл. 1 наведені переваги та недоліки BDI-моделі в залежності від цілей ви-
користання (моделювання) [37-40]. 
 
Таблиця 1 









Реалістичність, адаптується до поведінки на мік-








Правильний рівень абстракції людської поведінки 
Поінформованість, співробітництво в змішаних 
командах людина-агент 





Точна реалістична поведінка для кращого зану-
рення в гру 









Правдоподібна людська поведінка: занурення, ви-
клик 
Швидке рішення при невизначенності і неповної 
інформації 
Правильний рівень абстракції для відображення 
реальних стратегій гравців 
Масштабованість, про-
дуктивність 




Інтуїтивне пояснення поведінки за допомогою 
вбудованих концепцій психології (B, D, I) 




Реалістичне пізнання, необхідне для доказу мікро-
, макро- зв'язків і складних соціально-когнітивних 
явищ 
Не потрібен реалізм і 
складність для доказу 
більш простої гіпотези 
Відкриття Низька 
Реалістична детальна модель поведінки для вияв-
лення неінтуітівних ефектів і мікро-, макро- зв'яз-
ків в адаптивних динамічних складних системах 
Більш складне розумін-




Нормативні моделі [41]. У BDI агенти діють через зміну множини переко-
нань і встановлення бажань досягти певного стану справ (для якого агенти потім 
вибирають конкретні наміри у формі планів, які вони хочуть виконати). Поведінка 
агентів зумовлена виключно їхніми внутрішніми мотиваторами, такими як пере-
конання і бажання. Перевагою нормативних моделей було використання додатко-
вого елемента, що впливав на міркування агента. На відміну від переконань і ба-
жань, цей елемент був зовнішніми по відношенню до агента, і він враховував нор-
ми поведінки, що були встановлені в середовищі, в якому знаходився агент. Тому 
такі елементи розглядалися як зовнішні мотиватори, а агентів в системі називали 







Умисні нормативні агенти зосереджені на ідеї, що соціальні норми повинні 
бути залучені в процес прийняття рішень агентом [42]. Тобто автономні агенти 
повинні мати можливість міркувати, спілкуватися і вести переговори про норми, в 
тому числі вирішувати, чи порушувати соціальні норми, якщо вони несприятливі 
для комерційних агентів.  
Перевагами цієї моделі є: 
 можливість представлення соціальних норм не просто як обмеження та зов-
нішні фіксовані правила в архітектурі агента [43], а й як ментальних об’єктів. Ці 
об’єкти мають своє власне ментальне уявлення і взаємодіють з іншими менталь-
ними об’єктами (наприклад, переконаннями і бажаннями) і планами агента [44];  
 виділення окремих рівнів архитектури агента. Перший рівень становить рі-
вень управління взаємодією, який управляє взаємодією агента з іншими агентами 
(за допомогою зв'язку), а також загальним середовищем. Другий рівень  рівень 
інформаційного обслуговування, в якому зберігається інформація агента про на-
вколишнє середовище (інформація про світ), про інших агентів і про агентське су-
спільство в цілому. До третього рівня належить рівень управління процесом, на 
якому відбувається обробка інформації і обґрунтування рішень. 
Це дозволяє з одного боку розглядати відповідні процеси як відносно незале-
жні, а з другого – як різні прояви одного загального процесу поведінки агенту; 
 можливість відображати семантичні відмінності між різними видами інфо-
рмації (три рівня інформації: один рівень об'єкта і два метарівня). Рівень об'єкта 
включає інформацію, в яку вірить агент. Перший метарівень містить інформацію 
про те, як обробляти вхідну інформацію на основі її контексту. Мета-
метаінформація визначає, як внутрішні процеси агента можуть бути змінені і за 
яких обставин. 
До недоліка слід віднести наступний: 
 поява додаткового рівня складності, пов’язаного з тим, що норми, які засво-
їв агент, можуть впливати як на генерацію, так і на вибір намірів. 
Когнітивні моделі [45] і моделі соціального моделювання, незважаючи на те, 
що вони часто переслідують одну і ту ж мету (тобто представляють поведінку 
осіб, які приймають рішення), схильні мати інше уявлення про те, що є гарною 
моделлю для прийняття рішень людиною. 
У якості недоліка зазначається, що дослідники соціальних симуляцій часто 
зосереджуються лише на моделях агентів, спеціально адаптованих до поставлено-
го завдання, що обмежує реалізм і застосовність соціального моделювання. 
Переваги цього класу моделей наглядно проявляються у вигляді результатів 
когнітивних процесів, а саме побудови так званих когнітивних карт: 
 наочність факторів, які впливають на процес прийняття рішень; 
 наочність зв’язків меж факторами (не тільки якісних, але й кількісних); 
 можливість проводити так зване когнітивне моделювання, змінюючи вагу 






Психологічні і неврологічні моделі часто називають когнітивними архітекту-
рами. Однак, оскільки вони мають іншу спрямованість, ніж «когнітивні архітекту-
ри», які були згадані, вони виділені в окрему групу. Основна відмінність та пере-
вага полягає в тому, що їх архітектури враховують передбачувані структурні влас-
тивості людського мозку. 
Модельний людський процесор (MHP – model human processor) [46, 47] засно-
ваний на синтезі когнітивної науки і взаємодії людини з комп'ютером. Перевою 
Модельного Людського Процесора є те, що він включає в себе докладні специфі-
кації тривалості дій і когнітивної обробки і розбиває складні дії на докладні мале-
нькі кроки, які можна проаналізувати. Це дозволяє розробникам систем прогнозу-
вати час, який потрібен людині для виконання завдання, уникаючи необхідності 
проводити експерименти з людьми-учасниками. 
Перевагою архітектури CLARION [48] є наступне: 
 використання гібридних нейронних мереж для моделювання задач в когні-
тивній та соціальній психології, а також для реалізації інтелектуальних систем 
штучного інтелекту. Це дозволяє відносно легко реалізувати архітектури даного 
класу на будь яких платформах штучних нейронних мереж; 
 наявність вбудованої мотиваційної структури і метакогнітивних конструкцій; 
 наявність двох дихотомій: явного та неявного уявлення, орієнтованого на 
дію, а не подання; 
 об'єднання навчання як зверху вниз, так і знизу вгору; 
 включення до складу ряду функціональних підсистем, які значно розши-
рюють як сферу застосування архітектури, так і множини процесів, які підлягають 
моделюванню. Основними з таки підсистем є наступні. Підсистема, орієнтована на 
дію, яка виконує контроль всіх дій. Підсистема баз дій здійснює підтримку знань, 
як явних, так і неявних. Мотиваційна підсистема забезпечує основну мотивацію 
для сприйняття, дії і пізнання. Метакогнітивна підсистема здійснює динамічний 
моніторинг та управління і операцій всіх підсистем. 
Таким чином, архітектура CLARION об'єднує реактивні процедури, загальні 
правила, навчання і прийняття рішень для розробки універсальних агентів, які на-
вчаються в певних умовах і узагальнюють отримані знання в різних середовищах. 
SOAR [49]  це символічна когнітивна архітектура, яка реалізує прийняття 
рішень як цілеспрямовану поведінку, що включає пошук в проблемному просторі і 
вивчення результатів. 
Переваги цієї архитектури: 
 розглядання процесів прийняття рішень як поєднання пошуку в проблем-
ному просторі, так і вивчення отриманих результатів (тобто системи з зворотним 
зв’зком); 
 поєднання результатів вивчення людської поведінки (дескриптивні моделі) 







 використання в архітектурі системи двох видів пам’яті: символічної довго-
строкової пам'яті (продукційні правила), і короткочасної (робочої) пам'яті (струк-
тура графа, щоб дозволяє подання об'єктів з властивостями, а також відносинами); 
 можливість застосовувати правила паралельно, витягуючи кілька фрагмен-
тів знань одночасно; 
 наявність додаткових контекстно-залежних знань для процесу прийняття 
рішень; 
 розподіл операторів по декільком правилам, що дозволяє гнучко представ-
ляти знання про операторів, а також постійно оновлювати структури знань для 
операторів, дозволяючи перевизначати оператори, якщо цього вимагають обста-
вини [50, 51]. 
Перераховані моделі можуть використовуватися на різних рівнях застосуван-
ня, як наведено на рис. 3. Для більш детального ознайомлення з рівнями викорис-
тання моделей можна звернутися за посиланнями [5255]. 
 
5. Розробка концепцію моделювання поведінки взаємодіючих агентів 
Для прогнозування можливої поведінки нападника, обґрунтування вибору за-
собів протидії на системному рівні кіберзагрозам та розрахунку необхідної суми 
інвестицій у кібербезпеку з відповідним розподілом на напрямках та часу інвесту-
вання запропонована концепція моделювання поведінки агентів систем безпеки, 
яка реалізується на трьох рівнях (рівень системи безпеки, рівень індивідуальних 
агентів, рівень групи агентів) та спрямована на гарантоване забезпечення безпеки 
бізнес-процесів організації, що дозволяє створити контур бізнес-процесів системи 
безпеки (рис. 4).  
Для формального опису модельного базісу концепції моделювання поведінки 
агентів систем безпеки було використано наступні позначення. 
Для моделі онотології: C – множина, елементи якої називаються поняттями; 
HC – ієрархія концепцій; R – множина, елементи якої називаються відносинами; 
:  rel R C C  – функція, яка співвідносить концепції не таксономічно; 
: dom R C  – функція, яка задає предметну область R, а     2:range R rel R  за-
дає його діапазон. 
Для моделі прийняття рішень та навчання: w – конкретна ситуація; W – 
множина всіх можливих ситуацій; DMi – рішення, яке приймається i-м агентом. 
Для моделі самоорганізації:  – структура системи;  – функція системи; Rw – 
відносини емерджентності; G – множина цілей; A – відносини адаптивності; P – 










































































КОНТУР БІЗНЕС-ПРОЦЕСІВ СИСТЕМИ БЕЗПЕКИ
 
 
Рис. 4. Концепція моделювання поведінки агентів систем безпеки 
 
Визначені такі дефініції: 
– дефініція 1. Критичні бізнес-процеси – процеси, неналежні організації яких 
або недотримання вимог до їх виконання можуть становити фактичну або потенційну 
небезпеку для забезпечення якості продукції і, отже, для ефективності бізнесу; 
– дефініція 2. Контур бізнес-процесів організації – сукупність інформацій-
них ресурсів та пов’язаних з ними бізнес-процесів, виконання яких у заданій пос-
лідовності забезпечує досягнення мети організації 
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де SBP – контур бізнес-процесів як множина бізнес-процесів, кожен з яких являє со-
бою: SBpi – i-й бізнес процес, заданий структурою зв’язків окремих бізнес-операцій, 
які виконуються в певній послідовності; IRBPi – сукупність інформаційних ресурсів i-
го бізнес-процесу; TBPi – сукупність загроз, що діють на i-й бізнес-процес; 
– дефініція 3. Контур бізнес-процесів системи безпеки – сукупність бізнес-
процесів та необхідних для них ресурсів, виконання яких забезпечує нормальне 
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де SBP – контур бізнес-процесів системи безпеки як множина бізнес-процесів, ко-
жен з яких являє собою: SBSi – i-й бізнес-процес, заданий структурою зв’язків ок-
ремих бізнес-операцій, які виконуються в певній послідовності в системі безпеки; 
IRBSi – сукупність інформаційних ресурсів, що захищаються i-м бізнес-процесом 
системи безпеки; TBSi – сукупність загроз, захист від яких забезпечує i-й бізнес-
процес системи безпеки. 
Контур бізнес-процесів системи безпеки поєднує бізнес-процеси: управ-
ління безпекою, забезпечення безпеки, реалізацію, планування, перевірку та 
удосконалення. 
На першому рівні Концепції використовується запропонована онтологічна 
модель як носій знань про конфліктно-коопераційні взаємодії агентів системи без-
пеки. Формалізована модель онтології пропонується у такому вигляді:  
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де C – множина, елементи якої називаються поняттями; HC:HC – ієрархія концеп-
цій, при ; CH C C  R – множина, елементи якої називаються відносинами, C та 
R не перетинаються; :  rel R C C  – функція, яка співвідносить концепції не так-
сономічно; : dom R C  – функція, з     1: dom R rel R  задає предметну об-
ласть R, а R C  з     2:range R rel R  задає його діапазон. Для    1 2,rel R C C  
записуємо  1 2, ;R C C  AO – набір аксіом онтології, виражений на відповідній 
логічній мові. 
Аналіз класифікатора існуючих загроз, який запропонований в роботі [56], 
дозволив сформулювати відношення гібридності та синергетичності загроз залеж-
но від їх типу та спрямованості. У класифікатор загроз введено платформу 
вартісних показників атак, що дозволяє оцінювати загрози з точки зору економіч-
ної ефективності їх використання та протидії їм. Запропонована шкала 
вимірювання вартості збитків для експертного оцінювання у вигляді: {незначний, 
низький, середній, високий, критичний}. Позначимо: i – поточний номер загрози
  1 ,
N
i  k – поточний номер експерта, який виконував оцінку   1 .
K
k  Середнє зна-
чення оцінки експертами вартості збитків за всіма загрозами для певного контуру 
бізнес-процесів для захісників, та вартості здійснення всієї множини атак для зло-

























































де K – кількість експертів, M – кількість бізнес-операцій, на які може бути спрямо-
вана загроза, αj – коефіцієнт критичності бізнес-процесу, до якого належить 
відповідна бізнес-операція, pijk – оцінка k-м експертом вартості збитків від i-ї за-
грози j-му бізнес-процесу (верхній індекс визначає A – зловмисника, D – захісни-
ка), cijk – аналогічно для вартості здійснення загроз. 
На другому рівні Концепції розглядаються питання поведінки окремих 
суб'єктів системи безпеки та будуються моделі їх поведінки, а саме моделі прий-
няття рішень  DMRM  та моделі навчання  LRM :  , . DM LR R RM M M  
На третьому рівні Концепції моделі попереднього рівня використовуються 
для побудови моделей групової поведінки, а саме моделей координації, адаптації 
та самоорганізації:  , , . C A SOG G G GM M M M  
Таким чином, розроблена концепція моделювання поведінки взаємодіючих 
агентів, базис якої становить трирівнева структура моделювання суб'єктів та біз-
нес-процесів контурів функціонування організації та системи безпеки. Запропоно-
вана концепція відрізняється від існуючих використанням синергетичної моделі 
загроз при формуванні напрямків захисту інформаційних ресурсів контуру бізнес-
процесів. 
 
6. Розробка просторово-часової структури методології моделювання по-
ведінки взаємодіючих агентів 
Виходячи з цілі методології, вона повинна відображати процеси поведінки з 
двох боків. З одного боку відображати процеси, які пов’язані з поведінкою та осо-
бливостями окремого агенту системи безпеки. А з другого боку – поведінки та 
процесів, які виникають як результат сумісного функціонування агентів. При цьо-
му необхідно приділити увагу моделюванню середовища функціонування агентів, 
бо таке оточення є носієм системоутворюючих функцій, що суттєво впливають на 
поведінку тієї чи іншої сторони конфлікту та їх характеристики.  
В межах запропонованої концепції формується послідовність розробки моде-
лей, методів та алгоритмів, що складають її. Процес побудови методології склада-
ється з 5 етапів. 
Етап 1. Аналіз контурів БП та можливих атак на них 
 







де SBP – контур бізнес-процесів як множина бізнес-процесів, кожен з яких пред-
ставляє собою: SBpi – i-й бізнес процес. заданий структурою зв’язків окремих біз-
нес-операцій, які виконуються в певній послідовності; IRBPi – сукупність інформа-
ційних ресурсів i-го бізнес-процесу; TBPi – сукупність загроз, що діють на i-й біз-
нес-процес. 
Етап 2. Розробка моделей рівня індивідуальних агентів системи безпеки 
 
 , , DM LA A AM M M               (6) 
 
де MA – модель окремого агента; 
DM
AM  – модель прийняття рішень агентом; 
L
AM  – 
модель навчання агента. 
Етап 3. Розробка моделей рівня групи агентів системи безпеки 
 
 , , B LG R RM M M  
 
де MG – модель групи агентів; 
B
RM  – модель поведінки групи агентів; 
L
RM  – модель 
навчання групи агентів. 
Етап 4. Розробка моделей загальносистемного рівня 
 
 , , С SOS S SM M M  
 
де MS – модель загальносистемного рівня; 
С
SM  – моделі координації; 
SO
SM  – мо-
дель самоорганізації. 











Tr K K              (7) 
 
де AiK  – рейтинговий коефіцієнт (важливості) реалізації загрози i-му інформацій-
ному ресурсу; DjK – рейтинговий коефіцієнт (важливості) вибудовування захисту j-
го інформаційного ресурса. 
Далі будуть наведені відповідні множини моделей, методів та алгоритмів, які 
формують той чи інший рівень методології, з коротким описом контенту цього рі-
вня. Зрозуміло, що на всі процеси, які відбуваються в контурах бізнес-процесів, 
безпеку яких забезпечують агенти системи безпеки, суттєво впливають загрози, 
які спрямовані на порушення нормального функціонування бізнес-процесів. За-
грози реалізуються через здійснення атак на всі складові безпеки, а саме, кібер-






нтурів бізнес-процесів як основної цілі спрямованих не неї загроз, необхідно по-
чинати з аналізу саме загроз, сукупність яких з відповідними показниками відо-
бражає класифікатор. Відповідність класифікатора загроз всім моделям, методам 
та алгоритмам методології визначає та гарантує ефективність використання мето-
дології моделювання поведінки агентів системи безпеки в цілому. Таким чином, 
аналіз контуру бізнес-процесів необхідно починати з аналізу та вдосконалення 
класифікатора загроз. В класифікатор загроз до існуючих платформ 14 додано 
нову платформу  платформу вартісних показників атак. Це дозволяє оцінювати 
загрози з точки зору економічної ефективності їх реалізації і протидії їм. Вдоско-
налений таким чином класифікатор загроз безпеці інформаційних ресурсів на від-
міну від існуючих містить показники вартості здійснення загрози та протидії за-
грозі. Використання вдосконаленого класифікатора дозволяє також оцінити ймо-
вірність реалізації тієї чи іншої загрози та розробити ефективну оборонну страте-
гію (рис. 5). 
Позначки на рис. 5 мають наступний зміст: 
– для моделі онтології: C – множина, елементи якої називаються поняттями; 
HC – ієрархія концепцій; R – множина, елементи якої називаються відносинами; 
:  rel R C C  – функція, яка співвідносить концепції не таксономічно; 
: dom R C– функція, яка задає предметну область R, а     2:range R rel R  за-
дає його діапазон; 
– для моделі контуру бізнес-процесів опис позначок було наведено раніше; 
– для класифікатору загроз: i – поточний номер загрози   1 ,
N
i  k – поточний 
номер експерта, який виконував оцінку   1 ;
K
k . ,AkP  
A
kC  – середні значення оцінки 
експертами ймовірнгості та вартості здійснення атак за всіма загрозами; ,DkP  
D
kС  – 
аналогічні оцінки для захісників; K – кількість експертів, M – кількість бізнес-
операцій, на які може бути спрямована загроза, αj – коефіцієнт критичності бізнес-
процесу, до якого належить відповідна бізнес-операція. 
Результуючою моделлю першого рівня методології є модель онтології взає-
мин між агентами сторін кіберконфлікта, яку можна розглядати як носій знань 
щодо предметної області. Для побудови моделі було використано підхід автомати-
зованої побудови онтології на основі різних наукових джерел (планарних текстів) 
TextToOnto. Модель онтології поведінки агентів в умовах конфлікту містить базо-
ві поняття процесів взаємодії агентів систем безпеки, а також поняття, що відо-
бражають взаємодію агентів протистояння, а не технічні сторони кіберконфлікту. 
Така спрямованість онтологічної моделі дозволяє обґрунтувати вибір моделі пове-
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1.1. Формування метричних 
коефіцієнтів експертами
1.2. Формування ідентифікаторів 
загроз
1.3. Вибір вагових коефіцієнтів  αi 




1.5. Визначення реалізації загроз на 
послугу безпеки: C, I, A, Au 
1.6. Визначення сумарної загрози за 
складовими безпеки: ІБ, КБ, БІ 
1.7 Визначення узагальненої 
синергетичної  загрози
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Платформа 1: класифікація загроз за складовими 
безпеки: (01) – кібербезпека, (02) – інформаційна 
безпека, (03) – безпека інформації  
Платформа 2: класифікація загроз за характером 
спрямованості: нормативно правовий (01), 
організаційний (02), інженерно-технічний (03).  
Платформа 3: класифікація загроз відповідно до 
послуг безпеки: конфіденційність (01), цілісність 
(02), доступність (03), автентичність (04).
Платформа 5: класифікація загроз за рівнями 
збитку: критичний (01), високий (02), середній 
(03), низький (04), незначний (05)
Платформа 4: класифікація загроз за рівнями 
ієрархії інфраструктури контуру бізнес-процесів: 
FL – фізичний рівень (01), NL –  мережевий 
рівень (02), OSL –  рівень операційних систем 
(ОС) (03), DBL –  рівень систем управління 
базами даних (04), BL –  рівень технологічних 
застосунків та сервісів (05).
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1.8. Визначення узагальненої 
синергетичної загрози з урахуванням 
гібридності 
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На рівні індивідуальних агентів базової моделлю є модель рефлексивного 
агента (рис. 6). Основним припущеннім побудови моделі є припущення, що особо, 
що приймає рішення, розглядається як інформаційний канал. В цьому випадку ос-
новні показники його функціонування можна отримати за допомогою теорії інфо-
рмації. До таких відносяться пропускна спроможність, генерування, блокування та 
координація інформації. Ці показники можуть використовуватися як для індивіду-
ального агента, так і для групи агентів. 
На рис. 6 використовуються наступні позначки: w – конкретна ситуація; W – 
множина всіх можливих ситуацій; DMi – рішення, яке приймається i-м агентом; ai – 
дії i-го агента; Gi – цілі, які переслідує i-й агент; e(DMi) – помилка агента, коли його 
рішення не відповідає його цілі; fi – функція оцінки ситуації агентом; cf – функція ко-
ординації рішення i-го агента з рішенням інших агентів оточення; hi – функція вибо-
ру протидії загрозі; ch – функція координації вибору з вибором інших агентів. 
Базовою функцією агента системи безпеки є функція прийняття рішень. Ці 
рішення можуть стосуватися як процесів оцінки ситуація та визначення типу за-
гроз, так і визначення засобів протидії. Запропонована на цьому рівні базова мо-
дель прийняття рішення окремим агентом реалізує процес прийняття рішення на 
двох стадіях. Кожна з цих стадій (оцінка ситуації і вибір засобів протидії) перед-
бачає узгодження сформованої оцінки з оцінками інших осіб, що приймають рі-
шення. Присутність в динамічній моделі поведінки індивідуального агента проце-
сів обміну інформацією на всіх стадіях прийняття рішення з іншими співпрацюю-
чими агентами на відміну від існуючих моделей є суттєвою відмінністю. Враху-
вання такої особливості поведінки при прийнятті рішення значно впливає на ефек-
тивність процесів захисту контуру бізнес-процесів від кібернападу в умовах гібри-
дних загроз. Такий обмін можна розглядати як основу для формування сценаріїв 
групової поведінки. 
Другою особливістю моделі є можливість призначення рівня рефлексії, що 
дозволяє стороні протистояння будувати у себе модель можливої поведінки про-
тидії сторони конфлікту. Так, нульовий рівень рефлексії свідчить про те, що у аге-
нта безпеки немає ніякої інформації відносно агентського оточення протистояння. 
Тоді як вже перший рівень рефлексії вказує на те, що у агента є уявлення про фун-
кціонування в оточенні інших агентів. Другий рівень вказує, що протилежна сто-
рона конфлікту також є рефлексивною, тобто моє модель поведінки протилежной 
сторони, і так далі. Рекурсивна модель рефлексивного агента містить моделі пове-
дінки сторони нападу та дозволяє моделювати ймовірні дії зловмисників, і таким 
чином прогнозувати наслідки від прийнятих рішень стороною захисту. Аналіз ре-
флексивних здібностей агентів показую, що недоцільно реалізовувати рефлексію 
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Другою особливістю моделі індивідуального агента системи безпеки є мож-
ливість врахування процесів навчання в процесі протидії кіберзагрозам. В проце-
сах навчання також знаходять відображення рефлексивні властивості агентів. В 
традиційних моделях навчання можна накопичувати інформацію про зміну пове-
дінки протилежної сторони конфлікту і будувати прогнози відносно дій протиле-
жної сторони конфлікту. Тобто власна поведінка здійснюється в рамках формаль-
ної теорії прийняття рішень як гра проти пасивної природи. А навчання в умовах 
протидії активній стороні конфлікту враховує, що супротивник є активним аген-
том, має власні цілі і реагує, виходячи з власних цілей та враховуючи попередні 
дії супротивника. Тобто протилежна сторона є активною і також реалізує процес 
навчання, тобто вибір реакції повинен аналізуватися на базі теорії ігор та з ураху-
ванням рефлексивних здібностей агента.  
Таким чином, на рівні індивідуальних агентів запропоновано моделі навчання 
рефлексивних агентів, які відрізняються від моделей традиційного навчання тим, 
що враховують зміну поведінки агентів навколишнього середовища. Для оцінки 
якості навчання та динамічності процесів запропоновано використання наступних 
показників: швидкість змін рішень агенту, коефіцієнт змін, коефіцієнт утримання, 
та узагальнюючий коефіцієнт волатильності. Запропоновані коефіцієнти показу-
ють, як довго агент буде дотримуватися прийнятого рішення, готовність агенту 
переглянути прийняте раніше рішення та його здатність швидко реагувати на змі-
ни в оточуючому середовище протистояння. 
На відміну від існуючих, запропонована модель навчання агентів враховує 
мультиагентне середовище функціонування, що дозволяє реалізувати адаптацію 
поведінки агента у динамічному середовищі. Іншими словами, при навчанні агент 
враховує той факт, що він знаходиться в процесі протистояння з активним супро-
тивником. Активний супротивник може мати свої цілі, характеризується відповід-
ним рівнем раціональності, ита має здібності для навчання. 
Для розробки моделей ІІІ-го рівня методології модель поведінки окремого 
агенту модифікована таким чином, щоб враховувати динаміку процесів і взаємодії 
окремих агентів. Тобто реакція агента формується не тільки під впливом отрима-
них результатів аналізу ситуації, а й з урахуванням аналогичних рішень, прийня-
тих агентами динамічного оточення (рис. 7).  
На рис. 7 застосовано наступні позначення: W={wi} – множина станів прос-
тору протистояння (інформація про кібератаки); A={ai} – множина дій, які може 
здійснити агент; Z={zj} – множина станів, в яких може перебувати агент; 
        1 , , i i i i iz t f z t u t w t  – функція переходів;     ij ij iu t g z t   функція агре-
гування;         , 1 , , i i i i iC c z t z t u t w t  – функція локальних витрат; 
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Рівень групи агентів повинен містити різноманітні методи координації у гру-
пах агентів безпеки. Різні методи координації поведінки агентів пояснюються тим 
фактом, що метод враховує рівень рефлексивності агента. Так метод координації 
без комунікації відображає той факт, що агент має 0-й рівень рефлексивності, тоб-
то це агент, який ніяким чином не враховує функціонування серед подібних аген-
тів. Метод координації з абстрацією, навпаки, використовується в тому випадку, 
коли агент будує у себе модель поведінки супротивника, який в свою чергу, також 
моє модель поведінки супротивника. Застосування різних методів координації до-
зволяє організувати співробітництво між агентами системи безпеки для забезпе-
чення задач кіберзахисту в досить широкому діапазоні умов функціонування. 
Застосування запропонованих характеристик оцінки ефективності функціо-
нування агентів може бути продемонстровано на прикладі двох структур взаємодії 
агентів. Перша структура  паралельна, коли агенти працюють спільно, можливо 
незалежно, координуючи свої дії самостійно. 
У другій структурі  один з агентів займається координацією роботи двох 
других агентів. Знання конкретних характеристик агентів, зокрема їх ефективності 
приймати рішення і координувати роботу, дозволить зробити висновок  яка зі 
структур є більш ефективною з точки зору продуктивності групи агентів. 
Методика оцінки ефективності структури взаємодії групи агентів безпеки до-
зволяє обґрунтувати вибір структури взаємодії, а також розподілити функції захи-
сту ресурсів бізнес-процесів, що забезпечує підвищення рівня захищеності конту-
ру бізнес-процесів. На відміну від існуючих, запропонована методика розглядає 
агента як переробника інформації з відповідними характеристиками та базується 
на процесах обробки інформації та відповідних характеристиках ефективності фу-
нкціонування системи безпеки. 
Завершуюча модель самоорганізації поєднує моделі структури та функцій си-
стеми безпеки, відношення емерджентності та адаптивності, а також такі множини 
як множини цілей, елементів пам’яті, моментів часу та вхідних впливів. Модель 
самоорганізації забезпечує побудову робастної системи безпеки в умовах синерге-
тичних та гібридних загроз, базується на синергії удосконалених моделей, та за-
безпечує емерджентні властивості бізнес-процесів в контурі безпеки. Можливість 
агрегування моделей, які орієнтуються на гібридні та сінергетичні загрози, суттєво 
відрізняє її від відомих аналогічних моделей (рис. 8).  
На рис. 8 для моделі самоорганізації використані наступні позначення:  – 
структура системи;  – функція системи; Rw – відноини емерджентності; G – мно-
жина цілей; A – відносини адаптивності; P – множина елементів пам’яті;  – мно-
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Основною метою розробки методології моделювання поведінки агентів є під-
вищення рівня захищеності контуру бізнес-процесів організації. Це здійснюється 
за рахунок отримання оцінки ймовірності здійснення тієї чи іншої атаки на бізнес-
процеси та інформаційні ресурси, що забезпечують їх функціонування. Запропо-
нований алгоритм оцінювання економічної ефективності загрози то протидії їм 
дозволяє визначити найбільш ймовірні загрози, спрямовані на порушення безпеки 
інформаційних ресурсів. Як результат цього  економічно обґрунтувати розподіл 
обмежених коштів між різними інформаційними ресурсами та бізнес-процесами, 
які вимагають захисту. Запропонований алгоритм визначення найбільш вірогідної 
загрози дозволяє організувати ефективний розподіл обмежених коштів для захис-
ту ресурсів контуру бізнес-процесів. Це здійснюється на основі використання ре-
зультатів моделювання поведінки кооперативно-антагоністічних агентів, для ви-
значення і оцінки ймовірності реалізації загрози. Модель визначення найбільш ві-
рогідної загрози дозволяє організувати ефективний розподіл обмежених коштів 
для захисту ресурсів контуру бізнес-процесів на основі використання результатів 
моделювання поведінки кооперативно-антогоністічних агентів для визначення і 
розрахунку ймовірності реалізації загрози. Запропонований алгоритм оцінки вра-
ховує можливі рішення щодо проведення атаки та протидії їй, що приймаються 
всіма сторонами кіберконфлікту в умовах синергетичності та гібридності загроз. 
Тобто врахування рішень всіх сторін конфлікту, які мають рефлексивні властивос-
ті, та відображають вартісні показникі ресурсів, що підлягають захисту, та вартос-
ті здійснення атаки, є суттєвою відмінністю запропонованого алгоритму. В ре-
зультаті цього алгоритм дозволяє виявити той діапазон ресурсів, що є найбільш 
імовірним для здійснення кібератак (рис. 9). Метод оцінки безпеки грунтується на 
припущенні, що оцінка безпеки описується гаусовим законом. 
Позначення на рис. 8 мають наступний сенс: ARTr  – множина потенційних за-
гроз, реалізація яких ефективна для атакуючого; Tri – загроза i-му інформаційному 
ресурсу; AiP  – оцінка вартості успішності реалізації атаки на i-й ресурс бізнес-
процесу з боку атакуючого; AiC  – вартість проведення атаки на i-й ресурс бізнес-
процесу з боку атакуючого; DCTr – множина загроз, проти яких доцільно з точки зо-
ру вартості здійснювати захист;
D
iP  – оцінка вартості втрати i-го інформаційного 
ресурсу для сторони захисту; 
D
iC  – вартість захисту i-го інформаційного ресурсу 
для сторони захисту; 
A
iK  – рейтинговий коефіцієнт (важливості) реалізації загрози 
i-му інформаційному ресурсу; M – потужність (кількість елементів) множини віді-
браних потенційно ефективних загроз для атакуючої сторони; DjK – рейтинговий 
коефіцієнт (важливості) вибудовування захисту j-го інформаційного ресурсу. 
Запропонована методологія базується на сумісному використанні всієї наве-







використання моделей, методів та алгоритмів призводить до синергетичного ефе-
кту в процесі моделювання. Методологія дозволяє прогнозувати можливу поведі-
нку нападаючої сторони, обґрунтувати вибір засобів протидії на системному рівні 
кіберзагрозам та розрахувати необхідні суми інвестицій у кібербезпеку з відповід-
ним розподілом за складовими безпеки та часом інвестування. Графічне зобра-
ження рівнів репрезентації моделей, методів та алгоритмів як складових методо-
логії моделюваннях поведінки агентів наведено на рис. 10. 
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Алгоритм оцінювання економічної ефективності загрози та протидії їм 
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Таким чином, запропонована методологія моделювання поведінки взаємоді-
ючих агентів, базис якої становить трирівнева структура моделювання суб’єктів і 
бізнес-процесів контурів системи безпеки та функціонування організацій, дозво-
ляє підвищити рівень захищеності контуру бізнес-процесів за рахунок зменшення 
у 1,76 разів кількості реалізації гібридних загроз, що забезпечує зменшення збит-
ків у 1,65 рази та збільшення часу вибору засобів протистояння за рахунок скоро-
чення на 38 % часу для ідентифікації загрози в онлайн режимі.  
 
7. Проведення верифікації запропонованої методології на основі іміта-
ційного моделювання 
Для проведення верифікації моделей поведінки, розроблених в межах запро-
понованої методології моделювання були використані різні умови проведення та 
протидії атакам на контур бізнес-процесів. Імітаційне моделювання виконувалось 
для бізнес-процесів банківської, як однієї з систем, яка з одного боку є найбільш 
привабливою для здійснення атак, а з другого боку має детально розроблені біз-
нес-процеси здійснення основних функцій системи. 
В якості підстави імітаційного моделювання розглядалися умови, які визна-
чають так званий базовий прогін. Ці умови мають на увазі, перш за все, рівність 
можливостей для нападників і захисників і певне базове значення часу переми-
кання на інший вектор атак. Умови для кожного сценарію формувалися на основі 
базового прогону, інформаційної асиметрії можливостей захисника/атакуючого і 
значень вектору безпеки. Ці три умови були обрані з наступних причин. 
По-перше, базовий сценарій показує поведінку системи, коли можливості сторін 
і значення цінності векторів атаки рівні. Це дозволяє реалізовувати стратегії “найсла-
бкішої ланки” (WL – weakest link), а також “чекай та спостерігай” (WAS – wait and 
see) як в умовах визначеності, так і невизначеності при прийнятті рішень. 
По-друге, можливості захисників і зловмисників визначають, наскільки ймо-
вірно, що зловмисники будуть використовувати вектори атак в рамках стратегії 
WL, і наскільки ймовірно, що захисники будуть реагувати на порушення, ґрунту-
ючись на стратегії WAS. Якщо у атакуючого ресурси вище, ніж у захисника, він 
зможе реалізувати атаки за різними векторами. З іншого боку, більш високі мож-
ливості захисників означають, що захисники зможуть блокувати всі вхідні атаки. 
Це означає відсутність реакції на порушення (так як вони ніколи не реалізуються) 
і, отже, відсутність використання стратегії WAS. 
Нарешті, асиметрія в значенні векторів атак надає аналізу більшу реалістич-
ність, оскільки в дійсності вектори безпеки мають різні значення вагових коефіці-
єнтів, що визначають цінність того ресурсу, на який спрямована відповідна атака. 
Тому, коли порушення відбуваються по вектору з великою вагою, це може приз-
вести до більшої або меншої шкоди в продуктивності захисника в залежності від 
значення такого вектору. 
Простір сценаріїв являє собою множину альтернативних умов по відношенню 






асиметричні можливості і значення асиметричного вектору щодо базового сцена-
рію з невизначеністю, яка дорівнює нулю і трьох рівнів невизначеності, класифі-
кованих як низька, середня і висока невизначеність. 
У якості об'єкту захисту банківської системи розглядалися контури бізнес-
процесів системи стратегичного управляння бінку, системи управління бізнес-
процесами банку, системи управління персоналом та організаційної структури 
банку, системи менеджмента якості банку, системи управління проектами, систе-
ми управління ризиками та системи управляння маркетингом. 
Опис основних змінних, що використовуються в імітаційних моделях сцена-
ріїв поведінки агентів контурів бізнес-процесів, та обмеження запропонованих 
моделей наведені в [57]. Детальний опис множини сценаріїв, які моделювалися в 
межах запропонованої методології, наведено в [58]. 
Значно скоротити фінансові витрати на організацію захисту об'єктів критич-
ної інфраструктури як від звичайних, так і від гібридних атак, можливо наступним 
чином. По-перше, при запобіганні помилок при організації заходів з протидії кібе-
ратакам, по-друге, при виявленні помилок при виборі неадекватного методу про-
тистояння атаки та поведінки протидіючої сторони на етапах, що передують реалі-
зації атаки. Цільова установка, яка виникає при цьому, повинна зосереджуватися 
на пошуку адекватних моделей поведінки конфліктуючих агентів в умовах мож-
ливого кіберконфлікту, не чекаючи його реалізації. 
Моделювання сукупності сценаріїв поведінки агентів системи безпеки було 
проведено за допомогою середовища візуального системного моделювання 
PowerSim. 
Прогін базового сценарію показує, що атаки успішні, починаючи з вектору A, 
як показує початковий період (рис. 11). Однак зловмисники перемикаються на на-
ступну найслабшу ланку, коли захисник виправляє недоліки безпеки, а нападник 




Рис. 11. Базовий прогін. Розподіл атак по векторах (частка від загальної кількості) 
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Мета сценарію асиметричних можливостей показати поведінку агентів, коли 
у одного з супротивників більше ресурсів, ніж у іншого, і який вплив цієї поведін-
ки на успішні атаки і фінансові результати обох сторін. Нижче наведені припу-
щення, які розглядаються в сценарії асиметричних можливостей: 
 можливості захисників  1000 одиниць; 
 можливості атакуючих  100±20; 
 значення векторів безпеки однакові і дорівнюють одиниці. 
При подальшому моделюванні і аналізі поведінки взаємодіючих агентів бу-
демо враховувати, що для успішного відбиття атаки потрібно набагато більше мо-
жливостей, ніж для її організації та проведення. Для параметрів, використаних в 
процесі моделювання сценаріїв поведінки, це співвідношення становить приблиз-
но 10 до 1. 
У разі успішних атак, якщо можливості захисників значно перевершують мо-
жливості атакуючих, успішних атак не відбувається. Навпаки, коли можливості 
зловмисників перевершують деякий рівень, відповідний граничного рівня можли-
вого відображення захисниками, атакуючі будуть постійно використовувати всі 
вектори атак. 
Особливий інтерес представляє поведінка взаємодіючих агентів при перетині 
зазначеного рівня співвідношення засобів атакуючих та захисників. 
При співвідношенні можливостей атакуючі-захисники 125:1000 можливостей 
атакуючих досить для проведення успішних атак по всім векторам. При цьому пе-
ремикання між векторами атак відбувається досить інтенсивне, що не дає можли-
вості стороні захисту своєчасно реагувати, визначити і забезпечити захист найсла-
бшої ланки (рис. 12). Точку перетину фінансових показників захисників та 
зловмисників можна трактувати як точку критичності зламу системи безпеки. 
Вона відповідає стану протистояння, коли фінансові показники захисників 
починають різки зменьшуватися у той час, коли прибуток сторони нападу хочь і 
повільно, але зрозрає. Іншими словами, можливостей захісників не вистачає для 
захисту будь якого ресурсу контуру бізнес-процесів. 
При збільшені засобів сторони захисту стає можливим здійснювати захист 
все більшої кількості ресурсів. Рис. 13 демонструє виникнення точки критичності 
відновлення системи захисту, коли фінансові показники системи безпеки 
починають перевищувати показники сторони нападу і демонструють стійку 
тенденцію на збільшення. 
Рис. 14–16 наочно демонструє динаміку співвідношення фінансових показни-
ків сторін протистояння. При збільшенні можливостей сторони захисту проміжок 
часу, коли здійснюються успішні атаки, стає все меншим. А при певному співвід-
ношенні настає переломний момент, коли захисники спроможні відбивати все бі-














Рис. 13. Виникнення точки критичності відновлення системи безпеки при достат-
ніх ресурсах 
 
Отримані співвідношення дозволяють оцінити необхідний рівень інвестицій в 
кіберзахист для часткового або повного блокування атак на систему. Можна при-
пустити, що отримані співвідношення (при налаштуванні моделі на конкретні 














































































































умови проведення кібератак) можуть використовуватися для оцінки можливостей 




Рис. 14. Динаміки фінансових показників сторін протистояння (у. о.), співвідно-




Рис. 15. Динаміки фінансових показників сторін протистояння (у. о.), співвідно-
шення можливостей 93:1000 
 


























Рис. 16. Динаміки фінансових показників сторін протистояння (у. о.), співвідно-
шення можливостей 94:1000 
 
8. Обговорення результатів дослідження методології з використанням 
запропонованих моделей, методів та алгоритмів 
Запропонована методологія з наведеною просторово-часовою структурою до-
зволяє підвищити рівень захищеності контуру бізнес-процесів за рахунок зменшення 
кількості реалізації гібридних загроз. Захисники приймають інвестиційні рішення, 
ґрунтуючись на даних про успішні атаки. Це означає, що атаки повинні бути припи-
нені через деякий час або тому, що вони були відбиті, або робляться спроби знайти 




Рис. 17. Реактивне реагування на кіберзагрози 
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Основна мета сценарію збільшення часу перемикання між атаками полягає в 
тому, щоб збільшити час перемикання на інший вектор атак. Тому захисник “збе-
рігає” звіти про успішні атаки протягом більш тривалого часу, щоб витягти з них 
більше інформації і в результаті зменшити невизначеність, пов'язану з майбутніми 




Рис. 18. Проактивне реагування на кіберзагрози 
 
На рис. 19 наведені дані, які демонструють, що при збільшенні інтервалу на 
перемикання з одного вектора загроз на інший у 2 рази, кількість успішних атак 
зменшується у 1,76 разів. Подальше збільшення часу перемикання практично не 
впливає на зменшення кількості успішних атак. 
При збільшені рівня безпеки контуру бізнес-процесів за рахунок додаткового 
фінансування час перемикання може бути збільшено до 3 разів (рис. 20). 
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Рис. 20. Зведені дані про успішні атаки в залежності від часу перемикання між ве-
кторами загроз при збільшені рівня безпеки 
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Основна мета сценарію збільшення часу перемикання між атаками полягає в 
тому, щоб збільшити час перемикання на інший вектор атак. Тому захисник “збе-
рігає” звіти про успішні атаки протягом більш тривалого часу, щоб витягти з них 
більше інформації і в результаті зменшити невизначеність, пов'язану з майбутніми 
атаками. 
Це досягається за рахунок скорочення часу для ідентифікації загрози в онлайн 
режимі при використанні множини моделей та методів методології для прогнозуван-
ня найбільш ймовіриних загроз. Як результат, це забезпечує зменшення збитків та 
збільшення часу на вибір засобів протистояння. 
Запропонована методологія дозволяє знайти той мінімальний рівень інвестуван-
ня в засоби захисту, який забезпечує появу точки критичності відновення системи 
безпеки (рис. 9). Виконання сценарного моделювання дозволяє продемонструвати 
зв’язок між співвідношенням коштів у сторін протистояння та динамікою критичних 
точок зламу та відновлення системи безпеки (рис. 14–16).  
Запропонована модель дозволяє визначити критичну точку рівня ефективно-
го інвестування в систему безпеки, забезпечити ефективну протидію сучасним 
гібридним загрозам на елементи структури контуру бізнес-процесів, підвищити 
рівень безпеки організації за рахунок ефективного рівня інвестуванні в систему 
безпеки. Було виявлено залежність рівня захищеності контуру бізнес-процесів си-
стеми безпеки від часу перемикання з захисту одного вектора безпеки на інший. 
Виявлена залежність існує в інтервалі співвідношення ресурсів сторін захисту та 
протидії, при якому можуть здійснюватися атаки та застосовуватися засоби про-
тидії їм. Найбільш явно це проявляється в невеликому діапазоні рівноваги можли-
востей захисників та зловмисників. На рис.17 показана динаміка успішних атак у 
разі реактивного реагування на атаки, а на рис. 18  при проактивному реагуванні, 
коли інтервал перемикання з одного вектора атак на інший зростає. На рис. 19 
наведені дані, які демонструють, що при збільшенні інтервалу на перемикання з 
одного вектора загроз на інший у 2 рази, кількість успішних атак зменшується у 
1,76 разів (з 3485 до 1975). Подальше збільшення часу перемикання практично не 
впливає на зменшення кількості успішних атак. 
Таким чином, запропонована методологія дозволяє прогнозувати можливу по-
ведінку нападаючої сторони, обґрунтувати вибір засобів протидії на системному рів-
ні кіберзагрозам та розрахувати необхідні суми інвестицій у кібербезпеку з відповід-
ним розподілом за складовими безпеки та часом інвестування. 
Однак для її використання потрібно володіння навичками не тільки математич-
ного моделювання, але й імітаційного моделювання. Сценарії поведінки агентів вбу-
довані в наведені моделі, і тому для реалізації нових сценаріїв поведінки необхідно 
розробити нові, чи модифікувати існуючи моделі, що не завжди буває можливим. 
В якості напрямку продовження наведеного дослідження можна запропонувати 
використання підходу, пов’язаного з ситуаційним управлінням. На відміну від існу-
ючої системи управління безпекою системи бізнес-процесів, в основу якої покладені 






равління можна розглядати як управління по прецедентам. Центральним об’єктом 
становиться поняття ситуації, яке поєднує поточний стан системи, наявні ресурси та 
можливі дії тієї чи іншої сторони. Модель ситуації покладена основу побудови бази 
ситуацій, для якої необхідно розробити відповідні методи поповнення опису ситуа-
цій, узагальнення та класифікацію ситуацій, а також розробку мови опису ситуацій. 
Поняття сценарію та його опис є невід’ємною частиною управління по прецедентам. 
Питання процедур прийняття рішень, планування в просторі задач та ситуацій пот-
ребують практичного втілення в системах безпеки. При цьому слід вказати, що мето-
ди ситуаційного управління орієнтовані на використання в таких умовах, коли побу-
дова математичної моделі об’єкта чи суб’єкта управління неможлива чи є вкрай тру-
домісткою. При цьому ці методи від самого початку враховують присутність людини 
у контурі управління та його суб’єктивність сприйняття процесів, що відбуваються, 
та його характеристик при прийнятті рішень і поведінки в системах безпеки. 
В умовах постквантового періоду, появи повномасштабного квантового ком-
п'ютера гостро становіться питання які механізми зможуть забезпечити превенти-
вні мери. Однім з перспективних напрямків, на думку фахівців НІСТ США, є ви-
користання крипто-кодових конструкцій Мак-Еліса і Нідеррайтера. Практичні ал-
горитми забезпечення основних послуг безпеки: конфіденційність, цілісність і ав-
тентичність запропоновані в роботах [59–61]. Такий підхід з урахуванням їх коме-
рційної реалізації не містить кріптозакладок і забезпечує не тільки необхідний рі-
вень криптостійкості, але і вірогідність, оперативність переданих даних. Таким 
чином, синтез заснований на запропонованій методології з перспективними алго-
ритмами забезпечення послуг безпеки дозволить істотно знизити можливості реа-
лізації загроз на контур безпеки бізнес-процесів організації. 
 
9. Висновки 
1. Виявлені особливості моделювання поведінки взаємодіючих агентів систем 
безпеки в умовах кіберконфлікту, що дозволило визначити мінімально необхідні 
множини моделей, методів та алгоритмів, які забезпечують ефективне моделю-
вання для оцінки необхідних засобів забезпечення відповідного рівня безпеки кон-
туру бізнес-процесів. Множини моделей, методів та алгоритмів дозволяють про-
гнозувати можливу поведінку нападника та необхідні суми інвестицій щодо об-
ґрунтування вибору засобів протидії сучасним загрозам. 
2. Розроблена концепцію моделювання поведінки взаємодіючих агентів, ба-
зис якої становить трирівнева структура моделювання суб’єктів та бізнес-процесів 
контурів функціонування організації та системи безпеки, що базується на моделю-
ванні поведінки антагоністичних агентів. Концепція може застосовуватися для 
прогнозування можливої поведінки нападника, обґрунтування вибору засобів про-
тидії на системному рівні кіберзагрозам та розрахунку необхідної суми інвестицій 
у кібербезпеку з відповідним розподілом на напрямках та часу інвестування. 
3. Розроблена методологія моделювання поведінки антагоністичних агентів 







ни, обґрунтувати вибір засобів протидії на системному рівні кіберзагрозам та роз-
рахувати необхідні суми інвестицій у кібербезпеку з відповідним розподілом за 
складовими безпеки та часом інвестування. Просторово-часова структура методо-
логії моделювання поведінки антагоністичних агентів системи безпеки визначає 
відповідні моделі, методи та алгоритми. 
4. Проведено верифікацію запропонованої методології на основі імітаційного 
моделювання трьох сценаріїв поведінки агентів системи безпеки: базового сценарію, 
сценарію асиметричних можливостей та сценарію зміни часу перемикання з одного 
вектору загроз на інший. Верифікація продемонструвала практичну можливість за-
стосування розробленої методології для забезпечення необхідного рівня захисту кон-
туру бізнес-процесів при обмежених коштах на інвестування засобів захисту. 
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