In this paper, a three parameters generalization of the power Lindley distribution is introduced. This includes as special cases the power Lindley and Lindley distribution.The new distribution exhibits decreasing, increasing and bathtub hazard rate depending on its parameters. Several statistical properties of the distribution are explored. Then, a bivariate version of the proposed distribution is derived. Finally, three real data applications illustrate the performance of our proposed distribution.
Introduction
The Lindley distribution with probability density function (pdf) A random variable with pdf (2) is said to have the power Lindley (PL) distribution. This article offers a distribution which generalizes the power Lindley distribution is based on certain mixture of two Stacy gamma distributions. The study discusses various properties of the new model. The paper is organized as follows: Section 2 introduces a generalized power Lindley (GPL) distribution and presents its basic properties including the behaviour of the density and hazard rate functions, and some results on stochastic orderings. The moments of GPL distribution and its characteristic function are derived in Section 3. Mean residual function is obtained in Section 4. The Lorenz curve and Bonferroni curve are obtained in Section 5. Section 6 presents certain characterizations of GPL distribution and then the estimation of parameters is discussed in Section 7. We also proposed an algorithm for generating random data from the new distribution in Section 8. In Section 9, we present the simulation issues of the GPL distribution. Some applications of the GPL distribution and comparison with other distributions, are given in Section 10.
Definition and some properties of GPL
In this section, we introduce a GPL distribution and study its basic properties. Assume 
We say that the random variable X has a GPL distribution, if X has the density function defined by (4) and use the notation GPL(
).
Special cases of the GPL distribution
The GPL distribution has a number of distributions as special cases as follows:
(a) For   = , the GPL distribution reduces to PL distribution (2) with parameters  and 
Shape
In this section, we discuss the shape characteristics of pdf (4) . The behavior of its pdf at 0 = x and at  are as follows:
It is clear that if
; i.e., the pdf is log-concave and hence unimodal. The hazard rate function of the random variable
) is 
has different behaviours depending on its parameters. Lemma 2.1 shows that the distribution can have increasing hazard rate (IFR) for a special case. 
Stochastic Orders
A random variable X is said to be stochastically smaller than 
Moments and associated measures
The r th moment of the GPL distribution is given by
Note that when 1 = =   , i.e., in the case of Lindley distribution, the above expression simply reduces to 
The skewness and kurtosis measures can be obtained from the expressions Table 1 gives some properties of the GPL distribution for some values of the parameters. 
Characteristic function
In this subsection, the characteristic function of the GPL distribution is derived. We know that
Hence using (9) , the characteristic function of the GPL distribution is given by
is the imaginary number.
Mean residual life function
In this section, the mean residual life function of the GPL distribution is given. Another important representation for a random variable is the mean residual life (MRL) function defined by , ) (
The MRL function as well as failure rate function is very important since each of them can determine a unique corresponding life time distribution.
Lemma 4.1
The MRL function of the GPL distribution is
and thus with some elementary algebraic calculations, the proof is completed.
Lorenz and Bonferroni curves
In this section, we give the Lorenz and Bonferroni curves for our proposed distribution. 
Lorenz curve
The Lorenz curve for a positive random variable X is defined as the graph of the ratio The rest of the proof is straightforward.
Bonferroni curve
The Bonferroni curve has many applications not only in Economics to study income and poverty, but also in other fields like reliability, medicine and insurance. The Therefore the Bonferroni curve of F that follows the GPL distribution can be obtained via the expression 
Characterizations of GPL distribution
In designing a stochastic model for a particular modeling problem, an investigator will be vitally interested to know if their model fits the requirements of a specific underlying probability distribution. To this end, the investigator will rely on the characterizations of the selected distribution. Generally speaking, the problem of characterizing a distribution is an important problem in various fields and has recently attracted the attention of many researchers. Consequently, various characterization results have been reported in the literature. These characterizations have been established in many different directions. The present section deals with the characterizations of GPL distribution. These characterizations are based on a simple relationship between two truncated moments. Our characterization results presented here will employ an interesting result due to Glänzel [(1987) ] (Theorem 6.1 below). The advantage of the characterizations given here is that, cdf F need not have a closed form and are given in terms of an integral whose integrand depends on the solution of a first order differential equation, which can serve as a bridge between probability and differential equation. 
This stability theorem makes sure that the convergence of distribution functions is reflected by corresponding convergence of the functions g , h and  , respectively.
Remark 6.2 ( )
a In Theorem 6.1, the interval H need not be closed since the condition is only on the interior of .
H ( )
b Clearly, Theorem 6.1 can be stated in terms of two functions g and  by taking ( ) 1
, provided that the cdf F has a closed form, which will reduce the condition given in Theorem 6.1 to
However, adding an extra function will give a lot more flexibility, as far as its application is concerned. 
Different methods for estimating
In this section, the maximum likelihood and the minimum spacing distance estimators are discussed and compared.
Maximum likelihood estimation
In this subsection, the maximum likelihood estimators of GPL(
is a random sample from the GPL distribution, then the log-likelihood function, ) , , (
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where
The maximum likelihood estimates ˆ, ˆ and ˆ for the parameters  ,  ,  , respectively, can be obtained by solving iteratively Equations (11)-(13).
Minimum spacing distance estimator
In this subsection, we provide the minimum spacing distance estimator (MSDE) of the generalized power Lindley distribution. Let
with support on R . Let the order statistics be denoted by , which are called "absolute" and "absolute-log" distance, respectively. The corresponding estimators are called "minimum spacing absolute distance estimator" (MSADE) and "minimum spacing absolute-log distance estimator" (MSALDE). This method was originally explored by Torabi [(2008)] and it is used quite successfully for the generalized power Lindley distribution.
Simulation method for the GPL distribution
The density function of the GPL distribution can be written in terms of the generalized gamma density function as . For each sample size, we compute the MLE's, MME's, MSADE's and MSALDE's of the parameters. We repeat this process 1000 times and compute the average estimate (AE) and MSE. The results are reported in Table 2 . Comparing the performance of all the estimators, it is observed that for all methods, the MSE's decrease as the sample size increases. Note that, the performances of the MSADE's are the best as far as the MSE is concerned, but after this method, the MLE's and the MME's performances are considerable. Considering all the points, we recommend to use the MSADE for estimating of parameters.
Applications
In this section, we use three real data sets to show that the generalized power Lindley distribution can be a better model than the power Lindley and Lindley distributions. In order to compare the models, estimates of the parameters of the distributions, Akaike
and Hannan-Quinn information criterion
L is the value of the likelihood function evaluated at the parameter estimates, n is the number of observations and k is the number of estimated parameters. For fitting a data set, the best model is a model with the smallest value of AIC, BIC, CAIC and HQIC. We can also perform formal goodness-offit tests in order to verify which distribution fits better to these data. We apply Kolmogorov-Smirnov (KS), Anderson-Darling (AD) and Cramer Von Mises (CVM) statistics, where small values of theses statistics for models indicate that these models could be chosen as the best model to fit the data. These statistics evaluations were implemented using the R software through the commands test ks. , test ad. and test cvm.
(for the last two commands, the package nortest is required).
The first data set represents the maintenance data with 52 observations reported on data concerning the Oits IQ Scores for 52 non-White males hired by a large insurance company in 1971, Roberts [(1988 The second data set represents the number of successive failures for the air conditioning system of each member in a fleet of 13 Boeing 720 jet airplanes reported in Proschan [(1963) ]. See the listed below:
The third data set consists Kevlar 49/Epoxy Strands Failure at 0.7 Stress Level Andrews [(1985) ]. The data is presented the listed below: Estimates of the parameters of GPL distribution, AICs, BICs, CAICs, HQICs, Kolmogorov-Smirnov, Anderson-Darling and Cramer Von Mises statistics are given in Tables 5, 6 and 7 for data sets 1-3, respectively. From these tables, we conclude that the GPL distribution provides a better fit to this data than the PL and Lindley distributions. The plots of the empirical and theoretical density and cumulative distribution function (cdf) (left plots) and Q-Q and P-P plots (Right plots) are given in Figures 3-5 . These figures show again that the GPL distribution gives a good fit for these data. 
