Abstract. The mixed polynomial matrix, introduced as a convenient mathematical tool for the description of physical/engineering dynamical systems, is a polynomial matrix of which the coefficients are classified into fixed constants and independent parameters. The valuated matroid, invented by Dress and Wenzel [Appl. Math. Lett., 3 (1990), pp. 33-35], is a combinatorial abstraction of the degree of minors (subdeterminants) of a polynomial matrix. We discuss a number of implications of the recent developments in the theory of valuated matroids in the context of polynomial matrix theory. In particular, we apply the valuated matroid intersection theorem to the analysis of the degree of the determinant of a mixed polynomial matrix to obtain a novel duality identity together with an efficient algorithm.
1. Introduction. Matrices consisting of polynomials or rational functions play fundamental roles in various branches in engineering (Gohberg, Lancaster, and Rodman [22] ). For example, in dynamical system theory (Rosenbrock [51] , Vidyasagar [59] ), a linear time-invariant system is described by a polynomial matrix called the system matrix (the Laplace transform of the state-space equations) or by a rational function matrix called the transfer function matrix. Therefore, it is often the case that the degrees of minors (subdeterminants) of such a matrix have essential engineering significance (see section 2). The objective of this paper is to contribute to the combinatorial theory of matrices (Brualdi and Ryser [3] , Edmonds [12] ) by investigating the combinatorial aspects of the degree of minors of a polynomial/rational matrix using recent results on valuated matroids. Let A(s) = (A ij (s)) be an m × n rational function matrix with A ij (s) being a rational function in s with coefficients from a certain field F (typically the real number field R). Denote by R and C the row set and the column set of A. In this paper we are interested in the highest degree of a minor (subdeterminant) of order k of A(s): where δ(∅, ∅) = ω(R) = 0 and δ(I, J) = −∞ unless |I| = |J|. A combinatorial property of the function ω (equivalently, of δ) has been abstracted by Dress and Wenzel [10] , [11] as the concept of valuated matroid. A valuated matroid is a pair M = (V, ω) of a finite set V and a function ω : 2 V → R ∪ {−∞} such that B = {B ⊆ V | ω(B) = −∞} is nonempty and that the following exchange property holds:
( It has turned out that valuated matroids afford a nice combinatorial framework to which the optimization algorithms established for matroids generalize naturally (see Welsh [60] , White [61] for matroid theory; Faigle [15] , Fujishige [18] , Lawler [32] for combinatorial optimization on matroids; and Iri [27] , Murota [34] , Recski [49] for application of matroids). Variants of greedy algorithms work for maximizing a matroid valuation, as has been shown by Dress and Wenzel [10] as well as by Dress and Terhalle [7, 8, 9] and Murota [39] . (These greedy-type algorithms are similar to, but not the same as, those in Korte, Lovász, and Schrader [31] .) The weighted matroid intersection problem has been extended by Murota [41, 42] to the valuated matroid intersection problem with natural extensions of optimality criteria and algorithms. The essence of the present paper is an application of these results on the valuated matroid intersection problem to mixed polynomial matrices (or rather, it was the analysis of mixed polynomial matrices that had motivated the present author to investigate the valuated matroid intersection problem).
The concept of mixed polynomial matrix was introduced by Murota [34] (see also Murota and Iri [45] ) as a convenient mathematical tool for the description of physical/engineering (linear time-invariant) dynamical systems. Let K be a subfield of a field F . A polynomial matrix A(s) over F (i.e., A ij (s) ∈ F [s]) is called a mixed polynomial matrix with respect to F /K if
for some integer N ≥ 0, where (MP-Q) Q k (k = 0, 1, . . . , N ) are matrices over K , and (MP-T) T k (k = 0, 1, . . . , N ) are matrices over F such that the set of their nonzero entries is algebraically independent over K . The assumption (MP-T) means that we can regard the nonzero entries of T k (k = 0, 1, . . . , N ) as independent parameters. Example 1.1. For an illustration of the definition above, here is a concrete example of 2 × 3 mixed polynomial matrix:
A(s) = Here we assume {α 1 , α 2 , α 3 } to be algebraically independent over Q (field of rational numbers). Then we may take K = Q and F = Q(α 1 , α 2 , α 3 ) (field of rational functions in α 1 , α 2 , α 3 over Q). 
, too large for an exhaustive search for maximization. Fortunately, however, the functions δ Q (I, J) = deg s det Q[I, J] and δ T (I, J) = deg s det T [I, J] enjoy a nice combinatorial property, each defining a valuated matroid, as explained above. Moreover, this maximization problem can be rewritten as a valuated matroid intersection problem, for which efficient (polynomial-time) algorithms have been developed. This approach to the computation of deg s det A extends to the computation of δ k (A) for a specified k. It is one of the main objectives of this paper to describe a concrete procedure for efficiently computing δ k (A) for a mixed polynomial matrix A.
This paper is organized as follows. In section 2 we justify our interest in δ k by explaining significances of δ k in engineering context. In section 3 we summarize relevant facts on valuated matroids and indicate their implications in engineering applications. Sections 4 and 5 compose the main part of the paper. We derive new identities for δ k and determine the coefficient of the highest degree term of det A with reference to the combinatorial canonical form of a layered mixed matrix. In section 5 we describe the algorithm for δ k together with a worked-out example.
Remark 1.1. Already in [33, 34] (before the invention of valuated matroids), the present author was interested in the degree of the determinant of a mixed polynomial matrix and designed an efficient algorithm by making use of the results on the matroid intersection problem. It was possible to avoid valuated matroids because of a stronger assumption imposed on Q(s): (MP-Q ′ ) Every nonvanishing subdeterminant of Q(s) is a monomial in s over K . It was discussed at full length that this stronger assumption could be justified in engineering applications for a physical reason that can be categorized as a kind of dimensional analysis. See also an expository article [40] . Remark 1.2. The problem of computing δ k (A) has attracted considerable research interest. See Bujakiewicz [4] , Commault, Dion, and Perez [6] , Hovelaque, Commault, and Dion [26] , Reinschke [50] , Suda, Wan, and Ueno [52] , Svaricek [53, 54] , and van der Woude [65] for graph-theoretic approaches; Murota [37, 38] and Iwata, Murota, and Sakuta [30] for combinatorial relaxation algorithms based on graph-theoretic methods; Murota and van der Woude [47] for a matroid-theoretic approach; and Dress and Terhalle [7, 8] and Murota [39] for valuated matroid-theoretic approaches. A recent paper of Iwata and Murota [29] affords a combinatorial relaxation algorithm based on the results of the present paper.
Degree of subdeterminants.
In this section we dwell on the significance of δ k (A) = max |I|=|J|=k deg s det A[I, J] in engineering context in order to motivate and justify our present interest in δ k . The reader may go on to section 3 as the subsequent technical developments are independent of this section.
2.1. Kronecker form of a matrix pencil. A linear time-invariant dynamical system can be expressed most naturally in a descriptor form Eẋ(t) = F x(t) + Gu(t), y(t) = Hx(t) (2.1) with "state" x(t) ∈ R N , input u(t), and output y(t). When described in the frequency domain, the coefficient matrix is given by
Here it is natural to assume that sE − F is a regular pencil, i.e., that det(sE − F ) = 0, while E can be singular. Then δ N (sE − F ) represents the dynamical degree [25] (the number of independent initial conditions that can be imposed), which is equal to the dimension of the equivalent state-space equations.
For an n × n regular matrix pencil A(s) in general, more detailed information can be obtained from the sequence δ k (A) (k = 1, 2, . . . , n). As is well known (Gantmacher [19] ), a regular pencil can be brought into the Kronecker form by means of "strict equivalence" as follows.
Theorem 2.1 (Kronecker form). Assume that F is an algebraically closed field of characteristic zero (e.g., F = C (complex numbers)), and let A(s) be an n × n regular pencil. There exist nonsingular constant matrices P and Q such that
B is an m 0 × m 0 constant matrix, and N m (s) denotes an m × m bidiagonal matrix defined by
The matrices N m k (s) (k = 1, . . . , b) are called the nilpotent blocks, and the number m 1 = max 1≤k≤b m k is the index of nilpotency.
Apart from the matrix B, the structural indices of the Kronecker form, i.e., the integers b, m 0 , m 1 , . . . , m b , can be determined from δ k (A) (k = 1, 2, . . . , n) by
(where b = n if such k does not exist) and by
Formulae (2.3) and (2.4) can be derived easily from (2.2) (cf. Murota [38] ).
In the literature of numerical analysis a system of equations consisting of a mixture of differential and algebraic relations is often abbreviated to DAE. For a linear timeinvariant DAE in general, say Ax = b with A = A(s) being a nonsingular polynomial matrix in s, the index is defined by
Here it should be clear that each entry (A −1 ) ji of A −1 is a rational function in s. An alternative expression is
When deg s A ij = 0 or 1 for all (i, j) with A ij = 0, as in (2.1), the index ν(A) agrees with the index of nilpotency of A as a matrix pencil; namely, we have ν(A) = m 1 .
The solution x to Ax = b is of course given by x = A −1 b, and therefore ν(A) − 1 equals the highest order of the derivatives of the input b that can possibly appear in the solution x. As such, a high index indicates the difficulty in numerical solution of the DAE, and sometimes even the inadequacy in mathematical modeling. See Brenan, Campbell, and Petzold [2] , Gear [20, 21] Since the proper rational functions form a Euclidean ring, any proper rational matrix can be brought into the Smith form (Newman [48] ), which is sometimes referred to as the structure at infinity in the control literature. From this we see further that any rational matrix can be brought into the Smith-McMillan form at infinity, as stated below (Verghese and Kailath [58] ).
Theorem 2.2 (Smith-McMillan form at infinity). Let A(s) be a rational function matrix. There exist biproper matrices U (s) and V (s) such that
r = rankA(s), and t k = t k (A) (k = 1, . . . , r) are integers with t 1 ≥ · · · ≥ t r . Furthermore, t k can be expressed in terms of the minors of A as
where δ k (A) is defined by (1.1) and δ 0 (A) = 0 by convention.
The integers t k (k = 1, . . . , r), uniquely determined by (2.5), are referred to as the contents at infinity (Verghese and Kailath [58] ). If they are positive, t k (k = 1, . . . , r) are the orders of the poles at infinity; if negative, −t k (k = 1, . . . , r) are the orders of the zeroes at infinity.
A (proper) rational function matrix typically appears as the transfer function matrix of a linear time-invariant dynamical system. The transfer function matrix of the descriptor system (2.1) is given by
provided that det(sE − F ) = 0 (while E can be singular). The Smith-McMillan form at infinity of P (s) has control-theoretic significances (Commault and Dion [5] , Hautus [24] , Svaricek [54] , Verghese and Kailath [58] ).
In such a case it is desirable to express the Smith-McMillan form at infinity of P (s) directly from the matrices E, F , G, and H, without referring to the entries of P (s) explicitly. From the well-known formula
where H ′ denotes a submatrix of H with k rows and G ′ is a submatrix of G with k columns, it follows that 
2.3. Causal splitting for autoregressive models. In the behavioral approach of Willems [62, 63] to dynamical systems, no a priori distinction is made between inputs and outputs in the description of a dynamical system, but they are distinguished only a posteriori in view of the causality implied by the description. The maximum degree of determinants plays an important role in this connection.
To be specific, let (w j (t) | t = 0, 1, 2, . . .) (j = 1, . . . , n) be n sequences, each indexed by Z + = {t ∈ Z | t ≥ 0}. We consider here an autoregressive (AR) model, in which we assume that they are subject to a system of m homogeneous difference equations
with constant coefficients A ijk . Denoting by s the backward time shift, i.e., s · w j (t) = w j (t + 1), the above equation can be rewritten as A(s)w(t) = 0 with
. . , m; j = 1, . . . , n) and w(t) = (w j (t) | j = 1, . . . , n). The variables w j are called external variables, which are to be divided into two parts, inputs and outputs, so that (in the Z-domain) the outputs can be computed from the inputs as well as their initial values using proper transfer matrices. The number of outputs is equal to the rank of A(s), say r, and consequently, that of inputs is n − r. Such a splitting of n external variables into inputs and outputs is named a causal splitting by van der Woude [66] .
In case r = m, a causal splitting is tantamount to a splitting of the column set Let us call B ⊆ C A a dynamical base of a polynomial matrix A(s) if (B, C A − B) is a causal splitting. In section 3.1 we will see that the family of dynamical bases of a given matrix possesses a nice combinatorial property, forming the basis family of a matroid.
3. Valuated matroid. In this section we summarize relevant facts on valuated matroids and discuss their implications for polynomial/rational matrices.
3.1. Definition. As is already mentioned in the introduction, a valuated matroid is a pair M = (V, ω) of a finite set V and a function ω :
is nonempty and that the following exchange property holds:
and
If this is the case, B satisfies the following simultaneous exchange property:
, and accordingly B forms the basis family of a matroid. Therefore, we can alternatively say that a valuated matroid is a triple M = (V, B, ω), where (V, B) is a matroid (defined in terms of the basis family) and ω : B → R is a function satisfying (MV).
Our interest in valuated matroids originates from the fact that a rational function matrix A(s) defines a valuated matroid. Let A(s) be an m × n matrix of rank m with each entry being a rational function in a variable s, and let M A = (C A , B A ) denote the (linear) matroid [60, 61] defined on the column set C A of A(s) by the linear independence of the column vectors. Namely,
where R A denotes the row set of A. Then ω A : B A → Z defined by
satisfies the exchange axiom (MV) above (see Dress and Wenzel [11] for the proof). The valuated matroid explained in Introduction (cf., (1.3), (1.4)) is a variant of this construction.
3.2. Maximization in a valuated matroid. Let M = (V, B, ω) be a valuated matroid. For B ∈ B, u ∈ B, and v ∈ V − B we define
The first lemma is most fundamental, showing the local optimality implies the global optimality.
Lemma 3.1 (Dress and Wenzel [10, 11] 
When applied to a rational function matrix, this lemma yields the following. It is remarked that the second statement below is implicit in Willems [62] and van der Woude [64] (cf., Theorem 2.3).
Lemma 3.2. For M A = (C A , B A , ω A ) associated with a rational matrix A(s) of row-full rank, we have the following.
(
(The right-hand side designates the degree of the (u, v) entry of the rational matrix
is again a valuated matroid, called a similarity transformation of M. For M A = (C A , B A , ω A ) associated with a rational matrix A(s), this operation corresponds to multiplying a diagonal matrix diag (s; p) = diag (s p1 , . . . , s pn ) from the right.
The following theorem characterizes a valuated matroid as a family of matroids. The "only if" part is immediate from (MV), as observed by Dress and Wenzel [11] . As explained in section 2.3, a causal splitting for A(s) consists of finding a base
We have named such B a dynamical base. Combination of Lemma 3.2 and Theorem 3.3 reveals that the set of dynamical bases indeed forms the basis family of a matroid on C A . This observation suggests a promising research direction toward optimization on and enumeration of dynamical bases using general results obtained in matroid theory [15, 18, 32] .
Lemma 3.4. For M A = (C A , B A , ω A ) associated with a rational matrix A(s) of row-full rank, the matroid defined by the maximizers of ω A agrees with the linear matroid defined on C A by a constant matrix
where B is a maximizer of ω A . (The matroid defined on C A by A * B is independent of the choice of B.)
Proof. The proof is immediate from Lemma 3.2.
Let R and C be disjoint finite sets and δ : 2 R × 2 C → R ∪ {−∞} be a map such that
for some valuated matroid (R ∪ C, ω) with ω(R) = −∞. Such triple (R, C, δ) is called a valuated bimatroid in [39] . Define
Note that δ(∅, ∅) = −∞, and δ(I, J) = −∞ only if (I, J) ∈ S. Theorem 3.5 (Murota [39] ). The sequence (δ 0 , δ 1 , . . . , δ r ) is concave, i.e.,
Theorem 3.6 justifies the following incremental greedy algorithm for computing δ k for k = 0, 1, . . . , r. This algorithm involves O(r|R| |C|) evaluations of δ to compute the whole sequence (δ 0 , δ 1 , · · · , δ r ).
Greedy algorithm for δ k (k = 1, 2, . . .).
The iteration stops when δ(I k , J k ) = −∞, and then r = k − 1. See [39] for another algorithm to compute (δ 0 , δ 1 , . . . , δ r ).
Given a rational matrix A(s) we can naturally define a valuated bimatroid (R A , C A , δ A ) by
The associated valuated matroid in (3.7) is given by ω A of (3.3) for an m × (m + n) matrix A = (I m A). In this special case the nesting property stated in Theorem 3.6 has been observed, though in a slightly weaker form, by Svaricek [53] , [54, Satz 6.23] along with the greedy algorithm above.
3.3. Valuated independent assignment problem. The valuated independent assignment problem is defined as follows. Suppose we are given a bipartite graph
, and a weight function w : E → R.
Valuated independent assignment problem. Find a matching M (⊆ E) that maximizes
subject to the constraint
where ∂ + M (resp., ∂ − M ) denotes the set of vertices in V + (resp., V − ) incident to M . A matching M satisfying the constraint (3.10) is called an independent assignment. Clearly the two matroids must have the same rank for the feasibility of this problem.
The above problem reduces to the independent assignment problem of Iri and Tomizawa [28] if the valuations are trivial with ω ± (B) = 0 for B ∈ B ± , and reduces further to the conventional assignment problem (cf., e.g., Lawler [32] ) if the matroids are trivial or free with B ± = 2
The following theorem gives an optimality criterion in (1), referring to the existence of a "potential" function, whereas its reformulation in (2) reveals its duality nature. This is a natural extension of the corresponding result [28] for the ordinary (independent) assignment problem.
Theorem 3.7 (Murota [41] ). (1) An independent assignment M in G is optimal for the valuated independent assignment problem (3.9)-(3.10) if and only if there exists a "potential" function p :
is the restriction of p to V ± , and ω
is the similarity transformation defined in (3.6); namely,
(3) If ω + , ω − , and w are all integer-valued, the potential p in (1) and (2) can be chosen to be integer-valued.
(4) Let p be a potential that satisfies (i)-(iii) above for some (optimal) independent assignment M = M 0 . An independent assignment M ′ is optimal if and only if it satisfies (i)-(iii) (with M replaced by M ′ ). Remark 3.1 Just as the weighted matroid intersection problem may be regarded as being equivalent to the independent assignment problem, the following problem is equivalent to the valuated independent assignment problem (see [41] for other equivalent problems).
Valuated matroid intersection problem. Given a pair of valuated matroids
2 ) defined on a common ground set V , and a weight function w : V → R, find a common base B ∈ B 1 ∩ B 2 that maximizes w(B) + ω 1 (B) + ω 2 (B). The optimality criterion of Theorem 3.7, when adapted to this problem, gives a generalization of the well-known optimality criterion [13, 14, 16, 17, 32] for the weighted matroid intersection problem.
The duality result in Theorem 3.7 above admits a linear algebraic interpretation for a triple matrix product as follows, although the author is not yet aware of its engineering applications.
Theorem 3.8. Assume that a matrix product A(s) = Q 1 (s)T (s)Q 2 (s) is nonsingular, where Q 1 (s) (resp., Q 2 (s)) is a k × m (resp., n × k) rational matrix over a field K , and T (s) is an m × n rational matrix over an extension field F (⊇ K ) such that the set of the coefficients is algebraically independent over K . Then there exist k × k nonsingular rational matrices S 1 (s), S 2 (s) and diagonal matrices diag (s; p) = diag (s p1 , . . . , s pm ), diag (s; q) = diag (s q1 , . . . , s qn ) with p ∈ Z m and q ∈ Z n such that
and the matricesQ
First, by the Cauchy-Binet formula, we have
where Q 1 [ * , I] designates the k × k submatrix of Q 1 with column set I and the whole row set, and similarly for Q 2 [J, * ]. There is no numerical cancellation in the summation above by virtue of the assumed algebraic independence of the coefficients in T (s), and hence
Next, consider a valuated independent assignment problem defined as follows. The vertex sets V + and V − are the row set and the column set of T (s), respectively, and E = {(i, j) | T ij (s) = 0}. The valuated matroids attached to V + and V − are those defined by Q 1 (s) and Q 2 (s) as in (3.3) , and the weight w ij of an edge (i, j) ∈ E is defined by w ij = deg s T ij (s). Note that the maximum value of (i,j)∈M w ij over all matchings M with I = ∂ + M and
Then we see from the above identity that deg s det A is equal to the maximum value of Ω(M ) over all independent assignment M . Let M be an optimal independent assignment and put I = ∂ + M and
is the restriction of p to I and similarly for q J ∈ Z J .
The conditions (i), (ii) and (iii) in Theorem 3.7(1), coupled with Lemma 3.2, imply the properness ofT (s),Q 1 (s), andQ 2 (s), respectively.
Remark 3.2. The close relationship between the triple matrix product and the independent assignment problem through the Binet-Cauchy formula was first observed by Tomizawa and Iri [55, 56] . To be more precise, the rank of A = Q 1 T Q 2 was expressed in [55] as the maximum size of an independent matching, whereas the degree of the determinant of A(s) = Q 1 T (s)Q 2 with constant matrices Q i (i = 1, 2) was represented in [56] as the optimal value of an independent assignment. Our present contribution lies in an extension to the more general case with polynomial matrices Q i (s) (i = 1, 2) by means of valuated matroids, and also in an explicit statement concerning the transformation into proper matrices. where (M-Q) Q is a matrix over K (i.e., Q ij ∈ K ), and (M-T) T is a matrix over F (i.e., T ij ∈ F ) such that the set of its nonzero entries is algebraically independent over K . A mixed matrix A of (4.1) is called a layered mixed matrix (or an LM matrix) if the nonzero rows of Q and T are disjoint. In other words, A is an LM matrix if it can be put into the following form with a permutation of rows:
where Q and T satisfy (M-Q) and (M-T) above, respectively.
Though an LM-matrix is a special case of mixed matrix, the class of LM matrices is as general as the class of mixed matrices both in theory and in application. With an m × n mixed matrix A = Q + T we associate a (2m) × (m + n) LM matrix
where diag (t 1 , . . . , t m ) is a diagonal matrix with "new" variables t 1 , . . . , t m (∈ F ). Such transformation often works in the analysis of a mixed matrix by way of an LM-matrix. For example, if we are interested in the rank of A, we may instead compute the rank of A and use the relation rankA = rank A − m.
A polynomial matrix A(s) over F (i.e., A ij (s) ∈ F [s]) is called a mixed polynomial matrix with respect to F /K if
for some integer N ≥ 0, where (MP-Q) Q k (k = 0, 1, . . . , N ) are matrices over K , and (MP-T) T k (k = 0, 1, . . . , N ) are matrices over F such that the set of their nonzero entries is algebraically independent over K . A mixed polynomial matrix with respect to F /K is a mixed matrix with respect to
where Q(s) and T (s) satisfy (MP-Q) and (MP-T) above, respectively. We denote by R Q and R T the row sets of Q(s), and T (s), respectively, whereas the column sets of A(s), Q(s), and T (s), are identified and denoted by C. We put m Q = |R Q |, m T = |R T |, n = |C|. Obviously, an LM-polynomial matrix with respect to F /K is an LM-matrix with respect to F (s)/K (s).
The concepts of (layered) mixed (polynomial) matrices were introduced in Murota and Iri [45] , Murota, Iri, and Nakamura [46] , and Murota [34] as mathematical tools for the structural/combinatorial analysis of engineering systems. See [36] and [40] for surveys; the former deals with mathematical properties of (layered) mixed matrices while the latter explains engineering motivations.
Basic identities.
We present basic identities concerning the degree of the determinant of (layered) mixed polynomial matrices, which are easy to derive from (MP-Q), (MP-T), and the Laplace expansion of determinants. They will be upgraded in section 5.1 to novel identities of deeper mathematical content.
Recall that R and C denote the row set and the column set of A(s), respectively, and Q[I, J], e.g., denotes the submatrix of Q with row set I and column set J. Proof. By the Laplace expansion [19] we see
Since the degree of a sum is bounded by the maximum degree of a summand, we obtain
where the inequality turns into an equality provided the highest-degree terms do not cancel one another. The algebraic independence of the nonzero coefficients in T (s) ensures this. The above theorem immediately yields a similar identity for an LM-polynomial matrix A(s) = (
Q(s) T (s)
). Recall that R Q and R T denote the row sets of Q(s) and T (s), respectively, and C denotes the column sets of A(s), Q(s), and T (s).
Theorem 4.2. For a square LM-polynomial matrix A(s) = ( In what follows we focus on an LM-polynomial matrix A(s) and consider a variant of δ k (A). Namely, for A(s) = ( 
We prefer to work with δ LM k (A) for an LM-polynomial matrix A(s) rather than to deal directly with δ k (A) for a mixed polynomial matrix A(s) = Q(s) + T (s). This is because (i) any algorithm for δ LM k can be used to compute δ k (A) for a general mixed polynomial matrix A(s) (as explained below), and (ii) our algorithm description is much simpler for δ 
where t 1 , . . . , t m (∈ F ) are "new" variables, and
where R A and C A denote the row set and the column set of A(s), and hence those of Q(s). The following lemma reveals the relation between δ k (A) and δ LM k ( A). Lemma 4.3. Let A(s) be a mixed polynomial matrix and A(s) be the associated LM-polynomial matrix defined by (4.10). Then we have
which is obtained from A(s) by putting t i = 1 (i = 1, . . . , m). It is obtained from A(s) also by dividing the (m + i)th row by t i (i = 1, . . . , m) and redefining T ij (s)/t i to be T ij (s). The latter fact implies δ
is defined similarly to (4.8), although this is a slight abuse of notation since A(s) is not an LM-polynomial matrix.)
We denote the row sets (column sets) of A, Q, and T by R A , R Q , and R T (by C A , C Q , and C T ), respectively, where R Q and R T (C Q and C T ) have natural one-to-one correspondence with R A (with C A ). Also we denote the row sets and the column sets of A, by R = R Q ∪ R T and C = R A ∪ C A , as indicated in (4.12).
If J ⊇ R A , we have
Hence, taking the maximum of this expression over all I and J with |I| = |J|−m Q = k and J ⊇ R A , we see that
It remains to be shown that the extra constraint "J ⊇ R A " can be removed without affecting the maximum value. Fix I ⊆ R T and let J ⊆ R A ∪ C A be a maximizer of
is a proper rational matrix. This claim implies, by Lemma 3.2, that J is an optimum solution to the maximization problem without the constraint "J ⊇ R A ."
The claim can be proven as follows. Denoting by I Q and I A the copies of I in R Q and R A , respectively, we partition the matrix
with the obvious shorthand notations D 1 , Q 11 , T 11 , etc. for the relevant submatrices of diag (s d1 , . . . , s dm ), Q(s), T (s), etc. By row transformations we obtain the following sequence of matrices:
This shows
Here 
It is easy to verify that ) can be reduced to solving a valuated independent assignment problem. We denote by M Q = (C Q , B Q , ω Q ) the valuated matroid associated with Q(s) as (3.2) and (3.3) ; namely,
(B ∈ B Q ). (4.14)
Here and henceforth C Q = {j Q | j ∈ C} denotes a disjoint copy of the column set C of A (with j Q ∈ C Q denoting the copy of j ∈ C), whereas R Q and R T mean, as before, the row sets of Q(s) and T (s), respectively; |R Q | = m Q , |R T | = m T , and |C| = n.
We consider a valuated independent assignment problem defined on a bipartite graph G = (V + , V − ; E) with V + = R T ∪ C Q , V − = C, and E = E T ∪ E Q , where
The valuated matroids
and V − are defined by
The weight w ij of an edge (i, j) ∈ E is defined by
Note the dependence of M ± on k as well as the independence of G and w of k. We then have the following characterization of δ LM k (A) in terms of the optimal value of the valuated independent assignment problem. Recall the notation Ω(M ) of (3.9) for the value of an independent assignment M . ) and an integer k .8) coincides with the optimal value of the valuated independent assignment problem defined above. That is,
where the right-hand side is defined to be −∞ if there exists no independent assignment M .
Proof. Define
which is the function to be maximized in the expression (4.9) for δ LM k (A). By virtue of the algebraic independence of the nonzero coefficients in T (s), the second term, deg s det T [I, J −B], is equal to the maximum weight (with respect to w ij ) of a matching of size |I| = |J − B| in the bipartite graph (R T , C; E T ) that covers I and J − B. Given (I, J, B) with |I| = k and ∆(I, J, B) > −∞, we can construct an independent assignment M such that (4.18) and that M ∩ E T is a maximum weight k-matching in the graph (R T , C; E T ) that covers I and J − B. Example 4.2. The valuated independent assignment problem associated with a 4 × 5 LM-polynomial matrix
with k = 2 is illustrated in Fig. 1 . This matrix is essentially the same as A(s) in Example 4.1, but the columns and the rows are now indexed as C = {x 1 , x 2 , x 3 , x 4 , x 5 } and R T = {f 1 , f 2 } and accordingly
, w(M ) = 1 + 2 = 3, and therefore Ω(M ) = 5 + 3 = 8, which agrees with δ LM 2 (A) = 8. In Section 5.2 we will come back to this example to explain the algorithm.
Novel identities.
The basic identities on the degree of subdeterminants presented in section 4.2 are upgraded here to novel identities of duality nature. They are obtained from the duality result (Theorem 3.7) on the valuated independent assignment problem, i.e., the optimality criterion involving a potential function. Besides this, the potential will be used extensively also in the algorithm in section 5, and furthermore it will play a crucial role in section 4.5 in determining the coefficient of the highest-degree term of det A(s).
Consider the valuated independent assignment problem associated with A(s), introduced in section 4.3. Let M be an optimal independent assignment, (I, J, B) be defined by (4.18), and p : R T ∪ C ∪ C Q → Z be a potential function guaranteed in Theorem 3.7.
We may assume that p(j Q ) = p(j) for j ∈ C (where j Q ∈ C Q denotes the copy of j ∈ C). To see this, first note that p(j Q ) ≥ p(j) for j ∈ C and the equality holds if (j Q , j) ∈ M . For j ∈ C with (j Q , j) ∈ M , we can redefine p(j Q ) to p(j), since (j Q , j) is the only arc going out of j Q and its weight w j Q j is zero. Define q ∈ Z R T and p ∈ Z C by
Then the conditions (i)-(iii) in Theorem 3.7(1) are expressed as follows:
where q(I) = i∈ q i and p(J) = j∈J p j . These conditions imply
Thus we obtain the following theorem. Theorem 4.5. For an LM-polynomial matrix A(s) = (
) and an integer k such that δ LM k (A) > −∞, the following identity holds true:
where the minimum is taken over all
Proof. Let (I, J, B) be as above. For any (q ′ , p ′ ) with q
whereas the inequalities turn into equalities for (q ′ , p ′ ) = (q, p), as in (4.26). With q, p, and B above, we can transform the matrix A(s) to another LMpolynomial matrix that is somehow canonical with respect to δ
−1 , where p B is the restriction of p to B, and define
The conditions (4.21)-(4.23) mean that
is a proper matrix, in which T • 2 (s) admits a transversal consisting of entries of degree zero. Obviously, (4.30) in which all the three terms are equal to zero. From this we obtain the following theorem.
Theorem 4.6. For an LM-polynomial matrix A(s) = (
) and an integer k such that δ
Here we can impose onĀ an additional condition:
), which is also an LM-polynomial matrix. Proof. The first identity (4.31) follows from (4.30). The second identity (4.32) is due to (4.26) combined with δ
. Example 4.3. We illustrate the above argument for the LM-polynomial matrix A(s) of (4.19) with k = 2. The vectors p ∈ Z C and q ∈ Z R T of (4.20) are given by p = (−1, −1, −3, −4, −3) and q = (4, 3). Accordingly we havē
for which (4.31) holds true with δ LM 2 (Ā) = 9 = 9 + 0. Recall from Example 4.3 that I = {f 1 , f 2 }, J = {x 1 , x 2 , x 3 , x 5 }, B = {x 1Q , x 3Q }. The matrix A(s) of (4.28) is equal to
In section 5.2 we will come back to this example and explain how the vectors p and q can be found (see the variable p in Fig. 4, in particular) .
As corollaries to Theorem 4.6 we obtain the following two theorems, which should be compared to Theorem 4.2 and Theorem 4.1, respectively.
Theorem 4.7. For a nonsingular LM-polynomial matrix A(s) = (
), there exists p ∈ Z C such that
where it should be clear thatĀ(s) = (Q ), which is also an LM-polynomial matrix.
Proof. Apply Theorem 4.6 with k = m T = n − m Q to obtain p ∈ Z C . The row transformation by diag (s; −q) is not necessary in the case of k = m T .
Theorem 4.8. For a nonsingular mixed polynomial matrix A(s) = Q(s) + T (s), there exist p R ∈ Z R and p C ∈ Z C such that
where it should be clear thatĀ(s) =Q(s) +T (s), which is also a mixed polynomial matrix.
Proof. Apply Theorem 4.7 to the associated LM-polynomial matrix (4.10) to obtain p ∈ Z R∪C . Denote by p R and p C the restrictions of p to R and to C, respectively. Then put p R = d − p R and p C = p C , where d ∈ Z R is the vector of exponents in (4.10).
Leading coefficient.
For a nonsingular LM-polynomial matrix A(s) with respect to F /K , det A(s) is a polynomial in s with coefficients from F . If we denote by T the set of nonzero coefficients in T (s), we see that the coefficients in det A(s) are polynomials in T over K . Recall that T ⊆ F and T is algebraically independent over K (cf. (MP-T) in section 4.1).
In this section we are interested in the leading coefficient (= the coefficient of the highest-degree term) of det A(s), which we denote by η(T ) ∈ K [T ] (= ring of polynomials in T over K ). Namely,
where l.c.(·) means the leading coefficient of a polynomial in s, and n is the size of the matrix. The following argument shows, among others, that we can determine which variables of T appear in η(T ) by means of arithmetic operations in K (s) without involving T . Recall A(s) of (4.28), where I = R T and J = C, and define a constant matrix
which is a nonsingular LM-matrix with respect to F /K . It is noted that the matrix A * depends on the choice of (q, p, B). Since
where o(1) denotes a term that vanishes as s → ∞, we see that
For an LM-matrix in general, a block-triangular canonical form is known to exist (Murota [34] , Murota, Iri, and Nakamura [46] ). The canonical form is called the combinatorial canonical form (CCF) of the LM-matrix, and can be computed in O(n 3 log n) time with arithmetic operations in the subfield. Furthermore, it is known [35] that the factorization of the determinant of an LM-matrix is given through the irreducible diagonal components of its CCF. See [36] for a survey on the CCF.
Using these general results we see the following. 1. A variable t ∈ T appears in η(T ) if and only if t is contained in an irreducible diagonal block of the CCF of the LM-matrix A * . Hence, once A(s) is known, the set of variables of T that are contained in η(T ) can be computed in O(n 3 log n) time with arithmetic operations in K . 2. The irreducible factors of η(T ), as a polynomial in T over K , are given by the determinants of the irreducible components in the CCF of A * . Hence, once A(s) is known, the irreducibility of η(T ) in K [T ] can be determined in O(n 3 log n) time with arithmetic operations in K . Example 4.4. Consider the 4 × 4 submatrix of the LM-polynomial matrix A(s) of (4.19) with column set J = {x 1 , x 2 , x 3 , x 5 }. We have T = {t 1 , t 2 , α 2 , α 3 }. By direct calculation we see
and therefore η(T ) = −α 2 t 2 . On the other hand, the matrix A * (cf. (4.33)) and its CCF (which happens to be triangular) are given by
We have det A * = −α 2 t 2 , in agreement with η(T ) (up to a constant factor). The variables, α 2 and t 2 , appearing in the diagonal blocks agree with those variables contained in η(T ).
Algorithm.
5.1. Algorithm description. In section 4.3 we have explained how to reduce the computation of δ LM k (A) to solving a valuated independent assignment problem. Here we will provide an algorithm for δ LM k (A) by adapting the augmenting algorithm of Murota [42] for a general valuated independent assignment problem. Our algorithm computes δ LM k (A) successively for k = 0, 1, 2, . . . , k max , where k max is the maximum k with δ LM k (A) > −∞. As described in section 4.3, the associated valuated independent assignment problem is defined on the bipartite graph G = (V
, where C Q is a disjoint copy of C (with j Q ∈ C Q denoting the copy of j ∈ C), and
The algorithm maintains a pair (M, B) of a matching M ⊆ E T ∪ E Q and a base B ∈ B Q (⊆ 2 C Q ) that maximizes
subject to the constraint that ∂ + (M ∩ E Q ) = B and M is of a specified size. We put
With reference to (M, B) it constructs an auxiliary directed graph G = G (M,B) = ( V , E) with vertex set V = R T ∪ C Q ∪ C and arc set E = E T ∪ E Q ∪ E + ∪ M • , where
It should be emphasized that the arcs in E + have both ends in C Q and that the arcs in
We define the entrance S + ⊆ V and the exit S − ⊆ V by
Note that no vertex in C Q belongs to the entrance S + .
We define the arc length γ = γ (M,B) : E → Z by
where
, compatibly with the notation (3.4). By Lemma 3.2 we can compute ω Q (B, i Q , j Q ) by means of pivoting operations on Q(s), namely, for
Suppose there is a shortest path in G (M,B) from the entrance S + to the exit S − with respect to the arc length γ, and let L be (the set of arcs on) a shortest path from S + to S − having the smallest number of arcs. Then we can update (M, B) to (M , B) by
In fact, M is obviously a matching with ∂ + (M ∩ E Q ) = B and |M | = |M | + 1, and furthermore, it can be shown [42] that B ∈ B Q and (M , B) maximizes Ω ′′ (M , B) under these constraints.
Our algorithm for δ LM k (A) repeats finding a shortest path and updating (M, B) as follows.
Outline of the algorithm.
Starting from a maximum-weight base B ∈ B Q with respect to ω Q and the corresponding matching Just as the primal-dual algorithm for the ordinary minimum-cost flow problem and the independent assignment problem, the algorithm outlined above can be made more efficient by the explicit use of a potential function on the auxiliary graph G = ( V , E). To this end we maintain p : V → Z that satisfies
It is remarked that the existence of such p implies the optimality of (M, B) with respect to Ω ′′ of (5.1). In fact, for any ( where the nonnegativity of γ p is due to (5.5)-(5.11). It can be shown [42] that p satisfies the conditions (5.5)-(5.11).
To compute ω Q (B, i Q , j Q ) we use two matrices (or two-dimensional arrays) P = P (s) and S = S(s), as well as a vector (or one-dimensional array) base. The array P represents an m Q × n matrix of rational functions in s over K , where P = Q at the beginning of the algorithm (Step 1 below) . The other array S is an m Q × m Q matrix of rational functions in s over K , which is set to the unit (identity) matrix in Step 1. Variable base is a vector of size m Q , which represents a mapping (correspondence): R Q → C ∪ {0}. We also use a scalar (integer-valued) variable δ Q to compute ω Q (B).
The following algorithm computes δ 2 ), by means of the standard graph algorithms; see, e.g., [1] . For the updates of P in Steps 2 and 4, the algorithm assumes the availability of arithmetic operations on rational functions in a single variable s over the subfield K . It is emphasized that no arithmetic operations are done on the T -part, so that no rational function operations involving coefficients in T (which are independent symbols) are needed.
The updates of P are the standard pivoting operations [19] , the total number of which is bounded by O(|R| 2 |C| k max ). Note that pivoting operations are required for each arc (i Q , j Q ) ∈ L ∩ E + (see Step 4) . The sparsity of P should be taken into account in actual implementations of the algorithm.
The matrix S(s) gives the inverse of Q[R Q , B], which is often useful (see, e.g., the proof of Theorem 4.6). When S(s) is not needed, it may simply be eliminated from the computation without any side effect.
Example.
The algorithm above is illustrated here for the 4 × 5 LM-polynomial matrix A(s) of (4.19):
A(s) = 
