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Fo¨rster theory describes electronic exciton energy migration in molecular assemblies
as an incoherent hopping process between donor and acceptor molecules. The rate is
expressed in terms of the overlap integral between donor fluorescence and acceptor
absorption spectra. Typical time scales for systems like photosynthetic antennae are
on the order of a few picoseconds. Prior to transfer it is assumed that the initially
excited donor molecule has equilibrated with respect to the local environment. How-
ever, upon excitation and during the equilibration phase the state of the system needs
to be described by the full density matrix, including coherences between donor and
acceptor states. While being intuitively clear, addressing this regime experimentally
has been a challenge until the recently reported advances in Fluorescence Detected
Two-Dimensional Spectroscopy (FD2DS). Here, we demonstrate using fourth order
perturbation theory, the conditions for the presence of donor-acceptor coherence in-
duced cross-peaks at zero waiting time between the first and the second pair of pulses.
The approach is illustrated for a heterodimer model which facilitates an analytical
solution.
a)Electronic mail: oliver.kuehn@uni-rostock.de
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I. INTRODUCTION
Fo¨rster theory is the corner-stone of the quantum mechanical modeling of resonant exci-
tation energy transfer between chromophores in molecular assemblies.1 Originally developed
to describe energy transfer between alike molecules in solution,2 it has found widespread
applications in nanoscale systems ranging from self-assembled aggregates to photosynthetic
pigment-protein complexes.3–5 It reduces the transport problem to the determination of the
Golden Rule type transfer rate between a donor (D) and an acceptor (A), which can be
expressed in terms of the overlap integral between the donor’s emission and the acceptor’s
absorption spectrum. Originally, Fo¨rster theory had been developed to describe interacting
molecules. To accommodate situations where the transfer occurs between pigment pools,
where each pool is hosting a delocalized excitation possibly extending over several nanome-
ters, standard Fo¨rster theory has been modified to include the interaction between collective
dipoles.6
Fo¨rster theory is based on a number of assumptions, such as the weak coupling and
Markovian limit. This is also reflected in the typical time scales, i.e. for local equilibration,
τequi, and transfer, τtrans. For τequi  τtrans, the actual transfer starts from a thermalized
D state. The populations of the D and A states follow from a Pauli Master Equation,
which defines an incoherent model for the energy flow in DA systems. However, going
back to the derivation of the Pauli Master Equation, which starts from the Liouville-von
Neumann equation for the reduced density operator, one notices that coherences between D
and A have been neglected, which is appropriate in the spirit of the time scale separation
mentioned above. On the other hand, the initial (laser) excitation prepares an eigenstate or a
superposition of delocalized eigenstates of the DA system. Whether or not this delocalization
is relevant depends, of course, on the relation between Coulomb and system-bath coupling.
Being interested in cases where such a delocalization is relevant, there must be a regime
where coherence density matrix elements between D and A play a role. This raises the
question how this transient effect can be observed and characterized or, in other words,
what happens before the Fo¨rster regime sets in.
Ultrafast spectroscopy, particularly transient absorption7 and photon echo 2D spec-
troscopy (PE2DS)8,9 is well suited for studies of sub-picosecond dynamics. However, precise
measurements of the phenomena and processes at the timescales shorter than the pulse
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length used in experiment is a challenge. During the pulse overlap non-resonant signals
from the environment (solvent or protein, e.g.) can significantly distort or even dominate
the signal. Recent developments in incoherent action detected coherent multidimensional
spectroscopies (for a comparison of various two-dimensional (2D) spectroscopies see Ref. 10)
has changed this situation. The key point is that the incoherent signal (e.g., fluorescence)
from the sample and the environment can easily be separated.11 Various incoherent action
signals have been applied to measure coherent spectra. For instance, photoelectron emis-
sion microscopy was used in 2D nanoscopy, revealing localization of light by a rough metal
surface.12 Photocurrent detected 2D spectroscopy has provided valuable information about
photoinduced processes in quantum well13 and quantum dot based materials.14 Fluorescence
detected 2D spectroscopy (FD2DS) was used to investigate the conformation of molecular
dimer complexes15,16 as well as photosynthetic antenna systems.17 In all these approaches
four collinear laser pulses bring the system to an excited state, which can generate the
incoherent signals as photocurrent or fluorescence. Such incoherent signals do not carry
directionality of the phase matching. Instead phase cycling or phase modulation of the four
pulses is used to separate the different signal contributions. In conventional PE2DS the
signal is dispersed in a spectrometer, which directly provides the detection frequency of the
2D representation. In FD2DS the ”detection frequency” is obtained by taking an additional
Fourier transform over the time delay between the third and fourth pulse.
Due to the difference in experimental setup, PE2DS and FD2DS carry different informa-
tion. The theory of PE2DS is well-established.18 The different contributions to the signal
(ground state bleach (GSB), stimulated emission (SE), and excited state absorption (ESA))
are usually analyzed in terms of double-sided Feynman diagrams.19 In particular, cross-
peaks, where excitation and detection frequencies are different, are known to carry informa-
tion about coherent couplings between transitions and, as a function of the population delay
time, T2, about population flow. However, assessing the coherent couplings is hampered
by the above mentioned difficulties to access the T2 ≈ 0 regime as well as the fact that
GSB/SE and ESA contribute with different signs, which could lead to strong distortions
or even cancellation of the signal. In passing we note that for larger population times the
different contributions to PE2DS can be disentangled using polarized pulse sequences.20
Recent application of FD2DS to the photosynthetic antenna complex LH2 of purple bac-
teria has revealed a cross-peak at T2 = 0 indicating coherent coupling between the otherwise
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weakly interacting B800 and B850 pigment pools.17 Such a feature had not unequivocally
been observed with PE2DS before (see, e.g., Refs. 21 and 22). In Ref. 17 this was attributed
to the fact that in LH2 rapid exciton-exciton annihilation leads to cancellation of ESA con-
tributions to the FD2DS signal such that clean GSB can be observed at T2 = 0. In the
present contribution we aim to substantiate this argument by developing a perturbative
expression for the FD2DS signal. In order to facilitate an analytical solution, the general
formalism is specified to the case of a molecular heterodimer whose dynamics is described
by means of a simple rate model. This model captures by no means the physics of LH2
or other light harvesting complexes with their complicated band structure but allows us to
demonstrate some general aspects of FD2DS applied to systems of coupled chromophores.
The theoretical model is outlined in Section II, starting with the Feynman diagram analysis
of the fourth-order signal in Section II A. Next the rate model is introduced and analytical
expressions for the signal are given in Section II B and discussed in Section III. Finally,
conclusions are presented in Section IV.
II. THEORETICAL MODEL
A. Feynman Diagrams for 4th Order Populations
In the following we will consider the Frenkel exciton model of a heterodimer with local
states |D〉 and |A〉 having excitation energies ED and EA, respectively, and Coulomb coupling
J . The difference in local excitation energies is given by ∆E = ED − EA. The dimer is
coupled via its transition dipole moments dD0 ≡ dD and dA0 ≡ dA to some external field E(t).
The Hamiltonian in terms of the one-exciton, |ξ = ±〉 , and two-exciton, |σ〉, eigenstates is
given by (cf. Fig. 1)
H =
∑
ξ=±
Eξ|ξ〉〈ξ|+ Eσ|σ〉〈σ| − E(t)d , (1)
with the dipole operator connecting ground and one-exciton states as well as one- and two-
exciton states
d =
∑
ξ=±
(dξ0|ξ〉〈0|+ dσξ|σ〉〈ξ|) + h.c. (2)
The one-exciton states can be expressed in terms of the local D and A states according to
|ξ〉 = CD(ξ)|D〉 + CA(ξ)|A〉; the coefficients as well as the one-exciton energies are given
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in the Supplementary Material (Suppl. Mat.). For the heterodimer there is a single two-
exciton state |σ〉 = |D〉|A〉 having energy Eσ = E+ +E− = ED +EA. The transition dipole
moments are given by
dξ0 = CD(ξ)dD + CA(ξ)dA , (3)
dσξ = C
∗
D(ξ)dA + C
∗
A(ξ)dD . (4)
FIG. 1. Level scheme for heterodimer model with relaxation rates. For brevity we introduced
ω± = ω±0 = (E± − E0)/~ and d± = d±0. Note that it holds ωσ± = ω∓ as well as dσ± = d∓
(assuming dA = dD).
In FD2DS experiments four laser pulses interact with the sample as sketched in Fig. 2.
The observable is the time-integrated fluorescence with any time information coming solely
from the timing of the four pulses. Thus it should not be confused with time-resolved
fluorescence detection as studied, e.g., in Ref. 23 for a weakly coupled heterodimer system.
According to our model (cf. Fig. 1) the one-exciton states decay radiatively with rates γfl±.
For the coupled system and assuming that the energy splitting of the one-exciton states is
much larger than the thermal energy, only the lower one-exciton state will be fluorescing.
The equilibration between the one-exciton states, i.e. the transition |+〉 → |−〉, shall proceed
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tT1 T2 T3
φ1 φ2 φ3 φ4
FIG. 2. Pulse sequence and the times characterizing the maximum of the pulse envelope cor-
responding to Eqs. (9) and (10). Also sketched is the fluorescence (red shaded area), which is
integrated in the present detection scheme.
with a rate k+. In addition the four pulse interactions can populate the two-exciton state,
which can radiatively decay into the one-exciton states with rates γfl±. Note that in principle
there could be a direct two-photon emission leading to the ground state. This is, however,
a rather unlikely process and therefore will be neglected. Competing with the radiative
decay of the two-exciton state is the nonradiative deactivation via annihilation with rates
kσ±. The nonradiative decay of the two-exciton state is a consequence of the coupling to
local doubly excited states, which rapidly decay via nonadiabatic transitions. The details of
this coupling are strongly dependent on the energetic mismatch and the ratio of transition
dipole moments for the delocalized two-exciton state and the local doubly excited state.24–28
In passing we note that one can also view the process of annihilation as a sequence of exciton
fusion and nonadiabatic deactivation at a certain chromophore.29 In any case, to keep the
model simple, we will discuss the two decay channels of the two-exciton state in terms of
the ratio between the respective rates, kσ± and γfl±, only.
In analogy to PE2DS the absorptive signal in rotating wave approximation can be split
into a rephasing and a nonrephasing part, i.e.
S(ω1, T2, ω3) =S
(R)(−ω1, T2, ω3) + S(NR)(ω1, T2, ω3) (5)
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with
S(R)(−ω1, T2, ω3) =
∫
dT1dT3e
−iω1T1+iω3T3
∫ ∞
0
dtP
(R)
f (t, T3, T2, T1) (6)
and S(NR)(ω1, T2, ω3) alike. Here, we defined
Pf (t, T3, T2, T1) = P
(R)
f (t, T3, T2, T1) + P
(NR)
f (t, T3, T2, T1) (7)
with Pf (t) = Pf (t, T3, T2, T1) being the population of the fluorescent state |f〉 in fourth-order
with respect to the incoming laser fields at detection time t. It depends parametrically on
the delay times, Ti, of the fields. Further, in Eq. (6) we assumed a time-integrated detection
of the fluorescence.
These experimental conditions have been previously studied by solving equations of mo-
tion including the external fields as well as their phase modulation explicitly.30 Here, we
will use an alternative approach, which is based on response functions. Using fourth-order
time-dependent perturbation theory one obtains (see Suppl. Mat.)
Pf (t) =
∫ ∞
0
dtddt3dt2dt1E(t− td)E(t− td − t3)E(t− td − t3 − t2)
×E(t− td − t3 − t2 − t1)Rf (td, t3, t2, t1) . (8)
Here, we introduced the fourth-order response function, Rf (td, t3, t2, t1), which can be ex-
pressed in terms of 14 double sided Feynman diagrams, see Fig. 3.
In order to proceed, we single out rephasing and non-rephasing contributions by defining
the rephasing field
E(t) = E˜
{E(t+ T3 + T2 + T1)eiω1(t+T3+T2+T1)+iφ1 + E(t+ T3 + T2)e−iω2(t+T3+T2)−iφ2
+E(t+ T3)e−iω3(t+T3)−iφ3 + E(t)eiω4t+iφ4
}
(9)
and the non-rephasing field
E(t) = E˜
{E(t+ T3 + T2 + T1)e−iω1(t+T3+T2+T1)−iφ1 + E(t+ T3 + T2)eiω2(t+T3+T2)+iφ2
+E(t+ T3)e−iω3(t+T3)−iφ3 + E(t)eiω4t+iφ4
}
. (10)
Here, the φi are the phases imprinted on the fields and the Ti are the times characterizing
the maximum of the pulse envelopes, E(t) (cf. Fig 2). The rephasing and nonrephasing
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FIG. 3. Feynman diagrams corresponding to Eq. (8) (the full set of diagrams is obtained by adding
the respective hermitian conjugates). The horizontal lines with a dot can represent either and in-
or outgoing arrow, depending on the actual interaction scheme (see Fig. 4). The outgoing red
arrows stand for the fluorescence from state |f〉. The labels a, b, c, d denote any eigenstate |ξ〉 or
|σ〉.
contribution is detected at ΦR = φ1 − φ2 − φ3 + φ4 and ΦNR = −φ1 + φ2 − φ3 + φ4,
respectively.
Invoking the impulsive limit, E(t) ∼ δ(t), we obtain
P
(R)
f (td, t3, t2, t1) = E˜
4eiΦRR(R)f (td, T3, T2, T1) , (11)
P
(NR)
f (td, t3, t2, t1) = E˜
4eiΦNRR(NR)f (td, T3, T2, T1) . (12)
The response functions for the heterodimer model are given as (note that in the impulsive
limit one has Ti = ti and t = td)
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R(R)f (td, t3, t2, t1) =R(III)f (td, t3, t2, t1) +R(IV)f (td, t3, t2, t1)
+R
(V∗)
f (td, t3, t2, t1) +R
(VI∗)
f (td, t3, t2, t1) , (13)
R(NR)f (td, t3, t2, t1) =R(II
∗)
f (td, t3, t2, t1) +R
(IV∗)
j (td, t3, t2, t1)
+R
(V)
f (td, t3, t2, t1) +R
(VII)
f (td, t3, t2, t1) (14)
and presented in terms of Feynman diagrams in Fig. 4.
Note that the FD2DS detection is not sensitive to coherences generated by the last pulse,
i.e. after the four interactions all diagrams end in a population density matrix element.
B. Rate Model Analysis
Next, the general model developed in the previous subsection is specified to the simple
rate model describing the radiative and non-radiative population flow in the heterodimer
according to Fig. 1. In addition, we will assume a simple lineshape model, where the one-
exciton and two-exciton transitions are homogeneously broadened by a rate γ± and γσ±,
respectively. Thus, for the rephasing contributions one obtains
R
(III)
f (td, t3, t2, t1) =
∑
ξ,ξ′,σ
dξdξ′dσξ′dξσ Pσ→f (td)e−iωσξt3−γσξt3eiωξt1−γξt1
× e−δξ,ξ′kξt2−(1−δξ,ξ′ )(iωξξ′+γξξ′ )t2 , (15)
R
(IV)
f (td, t3, t2, t1) =−
∑
ξ,ξ′,σ
dξdξ′dσξ′dσξ Pξ→f (td)e−iωσξt3−γσξt3eiωξt1−γξt1
× e−δξ,ξ′kξt2−(1−δξ,ξ′ )(iωξξ′+γξξ′ )t2 , (16)
R
(V∗)
f (td, t3, t2, t1) =−
∑
ξ,ξ′
|dξ′|2|dξ|2Pξ′→f (td)e−iωξ′ t3−γξ′ t3eiωξt1−γξt1
× e−δξ,ξ′kξt2−(1−δξ,ξ′ )(iωξξ′+γξξ′ )t2 , (17)
R
(VI∗)
f (td, t3, t2, t1) =−
∑
ξ,ξ′
|dξ′|2|dξ|2Pξ′→f (td)e−iωξ′ t3−γξ′ t3eiωξt1−γξt1 . (18)
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(III) (IV) (V*) (VI*)
(II*) (IV*) (V) (VII)
(a) Rephasing Diagrams
(b) Nonrephasing Diagrams
tim
e
tim
e
FIG. 4. All fourth-order Feynman diagrams corresponding to the rephasing (a) and nonrephasing
(b) contribution to Eq. (13) and (14), respectively, for the heterodimer model. The grey arrow
denotes a relaxation process from the state after the final field interaction to the fluorescent state.
Note that diagrams (III), (IV), (II∗), and (V) can be classified as being of ESA type, whereas (V∗),
(IV∗) are of SE type, and (VI∗) as well as (VII) are of GSB type.
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The non-rephasing contributions read
R
(II∗)
f (td, t3, t2, t1) =
∑
ξ,ξ′,σ
dξdξ′dσξ′dξσ Pσ→f (td)e−iωσξ′ t3−γσξ′ t3e−iωξt1−γξt1
× e−δξ,ξ′kξt2−(1−δξ,ξ′ )(−iωξξ′+γξ′ξ)t2 , (19)
R
(IV∗)
f (td, t3, t2, t1) =−
∑
ξ,ξ′
|dξ|2|dξ′|2Pξ→f (td)e−iωξt3−γξt3e−iωξt1−γξt1
× e−δξ,ξ′kξt2−(1−δξ,ξ′ )(−iωξξ′+γξ′ξ)t2 , (20)
R
(V)
f (td, t3, t2, t1) =−
∑
ξ,ξ′,σ
dξdξ′dσξ′dσξ Pξ′→f (td)e−iωσξ′ t3−γσξt3e−iωξt1−γξt1
× e−δξ,ξ′kξt2−(1−δξ,ξ′ )(−iωξξ′+γξ′ξ)t2 , (21)
R
(VII)
f (td, t3, t2, t1) =−
∑
ξ,ξ′
|dξ′|2|dξ|2Pξ′→f (td)e−iωξ′ t3−γξ′ t3e−iωξt1−γξt1 . (22)
Here, we introduced the functions Pσ→f (td) and Pξ→f (td), which describe the relaxation of
the two-exciton and one-exciton state, respectively, to the fluorescent state f (grey arrows
in Fig. 4). Specific expressions can be obtained by considering the rate model according to
Fig. 1
dPσ
dt
=− (Γσ+ + Γσ−)Pσ , (23)
dP+
dt
=Γσ+Pσ − Γ+P+ , (24)
dP−
dt
=Γσ−Pσ + k+P+ − γfl−P− , (25)
with P± and Pσ being the populations of the respective states. Further, Γσ± = kσ± + γfl∓
denote the sum of nonradiative (kσ±) and radiative (γfl±) decay rates of state |σ〉 to state
|±〉 and Γ+ = k+ + γfl+ the sum of the decay rates of state |+〉.
The system of rate equations (23-25) can be solved analytically. Thereby, the initial con-
ditions have to be chosen according to the considered processes, i.e. Pσ→f (td) and Pξ→f (td).
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Specifically, we obtain for the three fluorescence channels f = (−,+, σ)
P−→−(td) = P−(t) for Pσ(0) = 0, P+(0) = 0, P−(0) = 1 ,
P+→+(td) = P+(t) for Pσ(0) = 0, P+(0) = 1, P−(0) = 0 ,
P+→−(td) = P−(t) for Pσ(0) = 0, P+(0) = 1, P−(0) = 0 ,
Pσ→σ(td) = Pσ(t) for Pσ(0) = 1, P+(0) = 0, P−(0) = 0 ,
Pσ→+(td) = P+(t) for Pσ(0) = 1, P+(0) = 0, P−(0) = 0 ,
Pσ→−(td) = P−(t) for Pσ(0) = 1, P+(0) = 0, P−(0) = 0 .
The analytical solutions of Eqs. (23-25) subject to these initial conditions are given in the
Suppl. Mat.
The 2D spectrum features two diagonal peaks, (ω1, ω3) = (±,±), as well as two off-
diagonal cross-peaks (ω1, ω3) = (±,∓). The contributions to these peaks can be calculated
using the general Feynman diagrams in Fig. 4. In the following, we only consider the case
t2 = 0 (zero waiting time) for simplicity.
The derivation of the signal will be sketched for the cross-peak at (ω1, ω3) = (+,−);
expressions for the other peaks are given in the Suppl. Mat. Using ωσ+ = ω− we obtain for
the case f = −
R(R)− (td, t3, t2 = 0, t1) =e−i(−ω+t1+ω−t3)
{−e−γ−t3−γ+t1|d+|2|d−|2P−→−(td)
− e−γ−t3−γ+t1|d+|2|d−|2P−→−(td)
+ e−γσ+t3−γ+t1|d+|2|dσ+|2Pσ→−(td)
− e−γσ+t3−γ+t1|d+|2|dσ+|2P+→−(td)
+ e−γσ+t3−γ+t1d+d−dσ+dσ−Pσ→−(td)
−e−γσ+t3−γ+t1d+d−dσ+dσ−P+→−(td)
}
, (26)
R(NR)− (td, t3, t2 = 0, t1) =e−i(ω+t1+ω−t3)
{−e−γ−t3−γ+t1|d+|2|d−|2P−→−(td)
+ e−γσ+t3−γ+t1|d+|2|dσ+|2Pσ→−(td)
− e−γσ+t3−γ+t1 |d+|2|dσ+|2 P+→−(td)} , (27)
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and for the case f = +
R(R)+ (td, t3, t2 = 0, t1) =e−i(−ω+t1+ω−t3)
{
e−γσ+t3−γ+t1|d+|2|dσ+|2Pσ→+(td)
− e−γσ+t3−γ+t1|d+|2|dσ+|2P+→+(td)
− e−γσ+t3−γ+t1d+d−dσ+dσ−P+→+(td)
+e−γσ+t3−γ+t1d+d−dσ+dσ−Pσ→+(td)
}
, (28)
R(NR)+ (td, t3, t2 = 0, t1) =e−i(ω+t1+ω−t3)
{
e−γσ+t3−γ+t1 |d+|2|dσ+|2Pσ→+(td)
− e−γσ+t3−γ+t1|d+|2|dσ+|2 P+→+(td)} , (29)
and, finally, for f = σ
R(R)σ (td, t3, t2 = 0, t1) =e−i(−ω+t1+ω−t3)
{
e−γσ+t3−γ+t1|d+|2|dσ+|2Pσ→σ(td)
+e−γσ+t3−γ+t1d+d−dσ+dσ−Pσ→σ(td)
}
, (30)
R(NR)σ (td, t3, t2 = 0, t1) =e−i(ω+t1+ω−t3)e−γσ+t3−γ+t1|d+|2|dσ+|2Pσ→σ(td) . (31)
The signal is obtained after insertion of the solutions of the rate equations, integration with
respect to the detection type, and taking the Fourier transform. Introducing Lorentzian
type lineshape functions for the real part of the absorptive 2D spectra and assuming for
simplicity γσ+ = γ+ and γσ− = γ− yields
S˜(ω1, ω3) = Re[S(ω1, T2 = 0, ω3)] =
− |d+|2|d−|2
(
2L+,−(ω1, ω3) + L
(R)
+,−(ω1, ω3)
) ∞∫
0
dtP−→−(t)
+
(
|d+|2|dσ+|2L+,−(ω1, ω3) + d+dσ+d−dσ−L(R)+,−(ω1, ω3)
)
×
∞∫
0
dt(2Pσ→σ(t) + Pσ→+(t) + Pσ→−(t)− P+→+(t)− P+→−(t)) , (32)
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with
L
(NR)
a,b (ω1, ω3) =Re
∫
dT1dT3e
i(ω1−ωa)T1+(iω3−ωb)T3e−γaT1−γbT3
=
−(ω1 − ωa)(ω3 − ωb) + γaγb
[(ω1 − ωa)2 + γ2a][(ω3 − ωb)2 + γ2b ]
, (33)
L
(R)
a,b (ω1, ω3) =Re
∫
dT1dT3e
i(−ω1+ωa)T1+i(ω3−ωb)T3e−γaT1−γbT3
=
(ω1 − ωa)(ω3 − ωb) + γaγb
[(ω1 − ωa)2 + γ2a][(ω3 − ωb)2 + γ2b ]
, (34)
La,b(ω1, ω3) =L
(R)
a,b (ω1, ω3) + L
(NR)
a,b (ω1, ω3)
=
2γaγb
[(ω1 − ωa)2 + γ2a][(ω3 − ωb)2 + γ2b ]
. (35)
Note the appearance of the term 2Pσ→σ(t) in Eq. (32), where the factor two accounts for
the emission of two photons. Within our model this factor is due to the separation of the
pathways for diagrams III and II∗ according to the different final states.
In general the fluorescence lifetime for typical chromophores is on the order of a few
nanoseconds, whereas the intraband relaxation between one-exciton states is of the order
of some hundreds of femtoseconds to a few picoseconds.31,32 The excited state absorption
often features a broad band in the range of the two-exciton states.33,34 Given an appreciable
density of states there should be always a coupling between the two types of transitions.
As a consequence the nonradiative, i.e. annihilation, rate is large, leading to time scales
of a few hundred femtoseconds.35–37 Hence, for coupled chromophores we can assume that
kσ± ' k+  γfl± holds. In any case the experimental detection time is of the order of tens
of nanoseconds, which justifies the upper integration limit t→∞ in Eq. (6).
The total signal in the limit of fast annihilation and rapid transfer, kσ± ' k+  γfl±
yields
∞∫
0
dtPσ→σ(t),
∞∫
0
dtPσ→+(t),
∞∫
0
dtP+→+(t) 
∞∫
0
dtP+→−(t) =
∞∫
0
dtPσ→−(t) (see Suppl.
Mat.). Thus, the second term in Eq. (32), which is due to ESA is negligible compared to
the first term. The signal is solely due to GSB/SE contributions (first term) and reads
S˜(ω1, ω3) =− 1
γfl−
{
2|d−|4L−,−(ω1, ω3) + |d−|2|d+|2L(NR)−,− (ω1, ω3)
+ 2|d+|4L+,+(ω1, ω3) + |d−|2|d+|2L(NR)+,+ (ω1, ω3)
+ |d−|2|d+|2(L+,−(ω1, ω3) + L(R)+,−(−ω1, ω3))
+ |d−|2|d+|2(L−,+(ω1, ω3) + L(R)−,+(−ω1, ω3))
}
. (36)
14
However, in case of no coupling (J = 0), the one-exciton states decouple (k+ = 0) and
there is no mixing between two-exciton state and the local doubly excited states such that
kσ± = 0. In this case the only deactivation channel for the two-exciton state is fluorescence
with rates γfl±. Hence, all time integrals (ESA, GSB and SE) contribute to Eq. (32). In this
case contributions to cross-peaks with different sign cancels out exactly (see Suppl. Mat.).
The signal has only diagonal contributions given by
S˜(ω1, ω3) =− 2|d−|
4L−,−(ω1, ω3)
γfl−
− 2|d+|
4L+,+(ω1, ω3)
γfl+
. (37)
Equations (36) and (37) constitute the main result of this paper.
III. DISCUSSION
An overview on the FD2DS signal is provided in Fig. 5 for cases with and without
Coulomb coupling. We have chosen a H-dimer configuration (J > 0), for a J-dimer (J < 0)
the spectrum has to be mirrored at the anti-diagonal (cf. Fig. 6 below). The parameter
2J/∆E = 0.1 has been chosen only for the sake of having clearly separated peaks. However,
the situation can be considered as being representative for various systems ranging from the
B800 and B850 pigment pools in LH217 to chromophore dyads such as studied in Ref. 16.
Of course, the simple heterodimer is far from mimicking the real LH2 with its intricate
multilevel structure.38 Remarkably, the spectrum at J 6= 0 resembles the one reported in
Ref. 17. Most notably, there are clear cross-peaks, which can be attributed to the effect of
coupling of the local transitions.
Using Eq. (36) and assuming equal broadenings the dependence of the peak heights
on the coupling strength can be addressed in more detail. The diagonal peaks scale like
2|d±|4+|d+|2|d−|2 whereas the cross-peaks depend on |d+|2|d−|2. Assuming equal monomeric
transition strengths, the dependencies of these peak amplitudes on the coupling strength are
shown in Fig. 6. In case of a H-dimer the signal at the lower diagonal diminishes whereas
that of the upper diagonal increases with coupling strength. For a J-type dimer the situation
is just the opposite. Inspecting the cross-peaks we notice that their intensity is equal and
decreases with coupling strength, independent on the sign of J . This is a consequence of the
fact that the Feynman diagrams involve a pathway via a state, which becomes increasingly
15
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FIG. 5. FD2DS signal (in arb. units) according to Eqs. (36) and (37) for dA = dD and γ+ = γ− =
0.3∆E. Upper panel J = 0, lower panel 2J/∆E = 0.1.
dark with stronger coupling. As a note in caution we should emphasize that the limit of
a perfect H-dimer 2J/∆E → ∞ is not covered by the present model. In this case one has
|d−|2 → 0 and thus no fluorescence. However, the focus of the present work is on the limit
of weak coupling and thus the perfect H-dimer case is not considered further on.
As noted above the case of J = 0 requires special attention. According to Eq. (37) the
diagonal peaks scale like |d±|4, i.e. similar to the case of non-vanishing coupling. As can be
seen in Fig. 5 the cross-peaks carry no intensity due to cancellation of different Feynman
diagrams. In Fig. 6 the limit J → 0 is not included since our model does not provide a
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FIG. 6. Dependence of diagonal and off-diagonal peaks in the signal according to Eq. (36) for
dA = dD on the Coulomb coupling. The grey area indicates the fact that the model leading to
Eq. (36) breaks down for 2J/∆E → 0.
continuous description. The latter would require to take into account the mixing between
two-exciton states and localized double excitations as well as a description of the rate for
nonadiabatic transitions,29 which is beyond the scope of the present approach.
IV. CONCLUSIONS
In the present contribution, we have developed a response function approach, which in
combination with a simple rate model for population flow, yielded analytical expression
for FD2DS signals. It has been shown that FD2DS is capable of revealing the initially
delocalized excitation of coupled chromophores. Thus, FD2DS gives a means to address
the dynamical regime before incoherent Fo¨rster transfer sets in. The key point is that
cross-peaks at population time zero are determined by GSB contributions only, which is
in contrast to PE2DS. In order to demonstrate this, the developed formalism has been
applied to a heterodimer system, which allowed to study the dependence of the signal on
the Coulomb coupling in detail. Interestingly, since for the heterodimer the amplitude of
the cross-peaks is proportional the product of the absolute values of the transition dipole
17
moments of the upper and lower exciton state, it decreases with increasing coupling strength.
This result must be considered as being special and a consequence of the high symmetry of
the model system.
There is a wealth of systems in natural and artificial photosynthesis, where exciton trans-
port between pigment pools is believed to occur by means of the Fo¨rster mechanism.4–6,39,40
There is no point in challenging this well-established picture. However, the initially delocal-
ized excitation could have a functional role such as to direct excitation energy flow between
weakly coupled pigment pools.41 In order to better understand and possibly exploit initial
delocalization in artificial light-harvesting, FD2DS could become an indispensable tool.
While the developed response function approach is rather general, there is plenty of
room for improvement as far as the actual dynamics is concerned. On the level of a simple
rate model, one could include the J → 0 limit. This would require to incorporate local
doubly excited state and respective rates for exciton fusion and internal conversion.29,42 On
a more elaborate level, the response function could be obtained by direct propagation using,
e.g., multilevel Redfield theory43 or the more sophisticated hierarchy equations of motion
approach44,45 This would also give access to effects of coherent exciton-vibrational dynamics,
which have been shown to be important even in case of Fo¨rster transfer.46
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