GaAs/AlGaAs量子構造における伝導特性 by Takahashi Motoi









Graduate School of Science
Department of Physics
Tohoku University





I would like to acknowledge for many people. At first, Prof. Yoshiro Hirayama spooned me
up to the quantum physics field. He gave me many chances to challenge for related research.
He moreover allowed me to go international conferences, which makes me having expanded
view of points. Although it took long long time to be better researcher, he continued to take a
look of my activity.
I also grateful thank for Mohammad Hamzah Fauzi-san. He mainly supported my
experiment, discussed about recent current of research, and took care for experimental
instruments. Fortunately, I succeeded to fabricate good samples, and I could contribute to his
experiments. I’m not sure that the sample has enough value compared with what he gave me.
Katsumi Nagase-san and Ken Sato-san helped about fabrication technique. They have
great knowledge and skill for fabrication. If they were not here, I could not succeed to start
measurement. I thank Tomosuke Aono-sensei, from Ibaraki University, Anirban Basak-san
and Bhaskaran Muralidharan-sensei, from Indian Institute of Technology Bombay, for the
collaboration. They discussed friendly and certainly about my research. I would like to thank
K. Muraki, NTT Basic research Lab., for providing high-quality wafers for this study.
David Guy Austing, Sergei Studenikin, Alex Bogan, Louis Gaudreau, Marek Korkusinski,
Piotr Zawadzki, Jason Phoenix, Andy Sachrajda, and some other people from National
research Council of Canada, gave me a very big chance to experience great internship in
Ottawa. Especially Guy and Sergei kindly took care of me for not only the research but also
daily life in Canada. In addition, I’m very grad to be published our work. In connection
with this, I also thank for Lisa Tracy, John Reno, and Terry Hargett, from Sandia National
Laboratories, for providing a lateral GaAs/AlGaAs double quantum dot device.
I thank students who include already graduated, and staffs in Solid-State Quantum
Transport Group, too. Go Yusa-sensei is one of my target person who published good spin
coherence control measurement. Toru Tomimatsu-san supported to attend some conferences,
and sometimes we discussed long time. The classes, who are Masahiro Matsura, Takafumi
Masuda, Annisa Norhidayati, Wang Yihao, Futa Koike, Akinori Kamiyama, Takeshi Sobue,
Kensaku Masuda, Haruka Ito, Hinami Nakano, Ryusei Sato, and Yutaro Suda helped each
iv
other and enjoyed research together. I also thank for every graduated people from this
laboratory to spend memorial life.
I wish to thank the members of my dissertation committee: Prof. Katsumi Tanigaki, Prof.
Masami Terauchi, Naokazu Shibata-sensei, and Prof. Shozo Suto for taking their time and
review of this thesis.
I was supported financially by Graduate Program of Spintronics (GP-Spin) at Thohoku
University for four years. Its officers kindly helped the basis of research life.
Finally, I would like to thank again to my father, my mother and sister to support me
since the very beginning.
Abstract
The role of semiconductor becomes more important in modern society. Especially, GaAs/AlGaAs
has played important role in semiconductor spintronics. GaAs/AlGaAs heterojunction forms
2 dimensional systems, for electron or hole, which show quantum transport characteristics at
very low temperature. I utilized the devices made from GaAs/AlGaAs, which are so-called
quantum point contact (QPC) and quantum dots (QD). I fabricated and measured the QPC
device with electron system, and I measured the QD device with hole system.
We estimate the potential shape of the one-dimensional channel based on Landauer-
Büttiker model to clarify the characteristics of triple-gated quantum point contact (QPC)
which is expected to suppress disorder effect compared with the conventional QPCs. We also
find the important role of disorder; however, the one-dimensional channel seems to be longer
for the device with longer fabricated length and increases with the center gate bias in case of
the triple-gate QPC, suggesting important role of the center gate.
We utilize electric dipole spin resonance (EDSR) to demonstrate electrical tunability of
the hole g-factor in a gated GaAs double-dot device. This tunability is a consequence of the
strong spin-orbit interaction (SOI) in the GaAs valence band. EDSR is used to demonstrate
that the gap separating the two lowest energy states changes its character from a charge-like
to a spin-like excitation as a function of interdot detuning or magnetic field. In the spin-like
regime, the gap can be characterized by the effective g-factor, which differs from the bulk
value owing to spin-charge hybridization, and can be tuned smoothly and sensitively by gate
voltages and the magnetic field.
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Chapter 1
Background of research and Theory
1.1 Historical context
The role of semiconductor becomes more important, and it is expanding that the field requires
semiconductor, for example; physics, optics, power electronics, spintronics, computing and
so on. Especially, semiconductor is one of the most useful material to perform as a memory
[1]. The memory of semiconductor is required faster switching and smaller scale. The
technique of micro-fabrication improves the requirement, which has followed "Moore’s law"
for a few decades [2]. According to the Moore’s law, the size of memory become a half
smaller with respect to about 2 years. In other words, it becomes possible to fabricate twice
circuit on the same space. Actually that happened until 2010, however the Moore’s law
is slower along years now. There are some reasons; the physical limit of fabrication, the
increasing of leakage current, in addition it requires much cost of development. Therefore
recently, a lot of research about new architecture is advanced.
One of the candidate to achieve next generation is quantum devices. Quantum structure
behaves much different physics compared with classical one. It is possible that same
space is by utilizing quantum characteristics. This is because of the principle of quantum
superposition. It shows not only the signal of "0" and "1" but also the between of them.
Therefore, whereas classical computer is formulated that the number of bit n forms 2n states,
quantum computer is formulated that the number of quantum bit (qubit) m can form xm states.
There are some types of quantum computing such as quantum annealing and universal gate
quantum computing [3] [4]. In these situations, the systems are so-called superconducting
qubit which utilize Cooper pair for coherent controlling [5]. However, these superconducting
qubit can solve only special situation such as an optimization problem [6]. On the other
hand, spin rotation is also an example to behave as qubits, which is so-called spin qubit. The
spin qubit can be controlled by electric field [7], magnetic field [8], photon [9], and so on.
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Compared to the superconducting qubit, the spin qubit has longer coherent time [10], fast
rotations [11], and established fabrication techniques of semiconductor. Therefore, spin qubit
is suitable for an element in quantum processor and quantum memory.
Devices which can make spin qubit come true are quantum point contact and quantum dot.
These devices can form nano-structures such as quasi one-dimensional and zero-dimensional
systems. In these systems, spin manipulation technique can be done for electron spins and
nuclear spins. For examples, the electron spin resonance (ESR) and the nuclear magnetic
resonance (NMR) are possible to apply for quantum computing [12] [13]. Recently, these
techniques are utilized in the low-dimensional systems [14] [15] [16]. And now, it is also
important to study the fundamental physics in low-dimensional systems to achieve next
innovations.
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1.2 Physics of low dimensional systems
GaAs is well known semiconductor material which has comparatively good electron mobility
[17] [18]. Figure 1.1 shows the simplified band structure of GaAs. The energy gap of GaAs
between the conduction band and valence band for electron is 1.42 eV. GaAs substrate has
high resistance, which allows us to prevent the leak current. From these profiles, GaAs is
utilized for the element that requires fast response and low power electronics. GaAs also
can form hole system, and there are heavy holes and light holes in valence band. These two
energy bands are touching at the Γ-point.
GaAs is applied for electronic devices; for example, various transistors such as HEMT
(High Electron Mobility Transistor) [19], solar cells [20], red diode laser, and so on. In
addition, GaAs is piezoelectric element which is converter between force and voltage. This
property can be used for the sensor of force [21]. However, this characteristic makes us to
need to take care of the ground during cooling sample (as explained in Appendix A.1).
Fig. 1.1 Band structure and carrier concentration of GaAs at 300 K [22], where Eg is energy
gap between conductance band and valence band at Γ-valley, EL is energy at L-valley, EX is
energy at X-valley, and ESO is energy gap between heavy and light holes band and split-off
band at Γ-valley.
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1.2.1 2 dimensional electron system
If electrons are confined in z-axis, they can move in x − y plane, which is so-called 2
dimensional electron system (2DES). 2DES is demonstrated by utilizing the surface of liquid
Helium at first [23]. Recently, the heterostructure of semiconductor and single graphene are
utilized because they are easy to fabricate and control electrically. Especially, we focus on
GaAs/AlGaAs heterostructure.
The wafer of GaAs/AlGaAs heterostructure is fabricated by molecular beam epitaxy
method (MBE) [24]. AlGaAs is compound crystal of GaAs and AlAs. In the case of
AlxGa1−xAs, the energy gap depends on the composition ratio x. The energy gap of
AlxGa1−xAs is written by Eg = 1.424+ 1.247x eV [25], when the composition ratio is
less than 0.45. I utilized Al0.3Ga0.7As for every measurement, therefore the energy gap of
AlGaAs is 1.80 eV. Therefore, the energy gap difference between GaAs and AlGaAs is about
400 meV. Especially in the conduction band, the energy difference of GaAs/AlGaAs hetero-
junction is about 20 meV. Therefore, the energy potential of GaAs/AlGaAs heterojunction
forms 2DEG (see Figure 1.2). The number of carrier in GaAs is very small, however electron
behaves as a carrier when the Si-doped layer is inserted above 2DEG. In addition, our wafer
has back-gate or global accumulation gate with super lattice structure. Then, we can control
the carrier density, and we can form higher quality of 2DES.
Fig. 1.2 Effective potential for electrons in the conduction band in a typical GaAs/AlGaAs
heterostructure with remote doping. GaAs layer forms quantum well because of the gaps
between AlGaAs layers.[26]
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For the hole system, the 2D confinement plays very important role, which is the splitting
of heavy hole and light hole energy bands and anti-crossing. The wave functions in the bulk
are given in terms of p-orbitals. The heavy hole is linear combinations of xy-plane, and be
oriented normal to z-axis. On the other hand, the light hole has inverted profile which is
linear combination of z-axis. Therefore, the heavy hole has lower energy and the light hole
has higher energy at k = 0 in a 2D system. However, the energy of heavy hole increases more
rapidly than light hole, and it results in the anti-crossing of these bands because of coupling.
Fig. 1.3 Simple model of holes in a quantum well. The heavy holes have the lower energy at
k = 0 but their energy rises more rapidly with k so the two bands cross. Coupling between
the bands leads to "anti-crossing" behaviour instead, shown by the dashed line.[27]
To perform quantum transport characteristics, we need to achieve very low tempera-
ture and low dimensional system. Temperature, in other words phonon, may cause noise
for electron. Figure 1.4 (a) shows temperature dependence of the electron mobility with
high-purity bulk GaAs. The mobility increases by decreasing temperature until 10 K, how-
ever it decreases less than 10 K. This is because ionized impurity dominants the transport
characteristics.
On the other hand, the mobility doesn’t decrease below 10 K with GaAs/AlGaAs het-
erostructure (see Figure 1.4 (b)). Compared with bulk GaAs, the ionized impurity doesn’t
affect the mobility dependence. This is because the impurity can be doped far from 2DEG by
improvement of the growth techniques. This remote doping enabled to achieve mobility of
more than 1,000 m2/Vs.
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Fig. 1.4 (a) Experimental temperature variation of the mobility of a high-purity GaAs VPE
sample and calculated mobility curves for each scattering process acting separately and for
all scattering processes combined [17]. (b) Temperature dependence of the electron mobility
in GaAs/AlGaAs heterostructure, where d is the spacer width between 2DEG and doping
layer. [18]
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1.3 Quantum Point Contact
A quantum point contact (QPC) is one of the simplest mesoscopic device and it forms
quasi-one dimensional system [28] [29] [30]. The general fabrication of QPCs utilizes metal
Schottky gates on 2DES (as I mentioned before). The gates can deplete electron by applying
negative bias (see Figure 1.5). The depleted regimes confine the energy potential in y-axis,
then the width of channel becomes narrower and the resistance of the device increases. Just
before separating 2DES, two electron reservoir is connected by very narrow point, it is the
origin of calling "point contact". When the 2DES is separated completely, the resistance of
the device become infinity, that is so-called pinch-off. The first demonstration of QPC was
done by van Wees et al. in 1988 [28].
Fig. 1.5 Schematic of a quantum point contact [30]. The point contact is formed when a
negative voltage is applied to the metal Schottky gate above 2 dimensional electron gas.
1.3.1 Transport characteristics
The transport characteristics of QPCs show quantized plateau on the conductance curve (see
Figure 1.6). The quantized conductance is written as G = 2e2/h×N, where e is elementary
charge, h is Plank constant and N is integer corresponding to the number of one-dimensional
channel below the Fermi energy. The QPCs are used as a building block of many quantum
devices. They are also useful for detecting fundamental physical property. For example, a
QPC can sensitively detect a charge in a quantum dot as a charge in the current through QPC
located nearby the quantum dot [31]. The sensitivity of a QPC detector is defined by the
slope of conductance curve so that the steeper conductance slope results in the higher charge
sensitivity. As expected by the fundamental theory [29] [32] and discussed later, the steeper
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conductance slope is expected for the longer channel without impurity effects. Therefore it is
required to form the long channel QPC less affected by a random potential of impurities.
Fig. 1.6 Conductance of a quantum point contact as a function of gate voltage [28]
Next, I would like to show the quantization of conductance in ideal one-dimensional
system [26]. The ideal one-dimensional wire doesn’t have the width, and the length is long






If the energy distribution in the channel is parabola-like, the energy is written by




Then, the states propagate from left to right (from right to left) when kx is positive (negative).
Where En is the energy which contributes vertical quantization mode of the one-dimensional
channel.
Now, I focus on the current which is contributed by the electron of (n,kx) state. The
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Here, ex is unit vector to the current flow. Normalized L is equal to the kx, and it can be








Therefore, the current density is a function of minute changed kx. This equation is equal to
the equation in fluid mechanics j = ρv, when the charge density is ρ =−|e|dkx|χn(y,z)|2/2π .





















. In addition, we can convert the minute change of kx to the energy dkx = dE∂kx/∂En(kx),





Here, the kx-value is positive when the minute change of the current density is negative, and
vice versa. Therefore, the current density in one-dimensional system depends on not the
absolute value of the energy but the variation.
The current density is converted to the current to discuss later. The current density is
integrated in the vertical direction of the wire to convert to the function of the energy change.





The linear constant |e|/h shows quantum magnetic flux φ0, and dE/|e| is unit voltage.
Therefore now, we can predict the quantized unit G0 = 2e2/h. We can estimate the total
current in one-dimensional wire by integrating for the energy from equation 1.4. The Fermi-
Dirac distribution function is equal between two reservoir if they are thermal equilibrium
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and the total current becomes 0. However, if the thermal equilibrium state is broken by







dE[ fL(E)− fR(E)]. (1.5)










When the external voltage is small enough, in other words µL(E)−µR(E) = |e|VSD ≪ kBT ,





















Here, the Fermi-Dirac distribution function is equal to 1 to focus on the energy En when
the energy is small enough compare with the Fermi energy. That means n depends on the
number of occupied modes. On the other hand, when the energy is larger than the Fermi
energy, the Fermi-Dirac distribution function is equal to 0. Then, n has no occupied mode,
and it doesn’t contribute to the conductance value. With considering the spin degeneracy gs
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Finally the quantized constant 2 e
2
h is available. Where N is the number of occupied modes.
N increases when the channel width extends, then it can be written by N ≈ 2W/λF, where
λF is Fermi wave length.
Fig. 1.7 Conductance as a function of gate voltage according to eq. 1.7, assuming that the
mode energies shift down proportional to the gate voltage. [26]
Figure 1.7 shows the conductance as a function of gate voltage Vg according to the
equation 1.7. Solid line shows in case of the temperature is lower than the spacing between
the mode energies, and the conductance curve shows step-like function. On the other hand,
dashed line shows in case of the temperature is higher than that spacing, and the conductance
curve is smeared. This feature of the solid line explains well the experimental results in Fig.
1.6.
1.3.2 0.7 structure
Despite of the simple device, there remain puzzles in the transport characteristics of QPCs
after more than three decades has been passed since the first demonstration of the QPC [28].
The most interesting issue is the shoulder structure around G = 0.7×G0 in the conductance
curve [33].
The so-called 0.7 structure is caused by electron-electron interaction and the potential
shape in the QPC might play an important role. Figures 1.8 show examples of 0.7 structure
as a function of (a) magnetic field and (b) temperature. Fig. 1.8 (a) clearly shows that 0.7
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structure shifts to the 0.5×G0 by increasing magnetic field. That results in 0.7 structure
caused by spontaneous spin polarization at ground state[34]. On the other hand, it is not
clarified the temperature dependence as shown in Fig. 1.8 (b). It seems that the 0.7 structure
becomes stronger with increasing temperature. This results can’t be explained by only
spontaneous spin polarization effect [35].
I would like to introduce two papers. First, localized electron density affects to the
electron-electron interaction [36]. This is calculated results without spin-orbit interaction.
Second, the 0.7 structure changes by the number of localized electron which comes from
Kondo effect [37]. They utilized multiple gates, which includes three series QPCs, and
controlled the length of one-dimensional channel. Then, periodic appearance of 0.7 structures
is observed. Kondo effect depends on the number of magnetic impurity is odd or even,
therefore 0.7 structure appears periodic, the paper explains. Although there is a diversity
of views, they are contradicting each other and the situation is still far from the complete
understanding.
Fig. 1.8 (a) The evolution of the structure at 0.7 x G0 into a step at 2e2/h in a parallel
magnetic field B|| = 0-13 T, in steps of 1 T. (b) Temperature dependence of the 0.7 structure
compared to the quantized plateau at 2e2/h [33]
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1.3.3 Fabry-Pèrot interference
Conductance oscillations on the quantized plateaus shown in Figure 1.9 seems to be the
Fabry-Pèrot (FP) resonance [38]. This FP resonance is usually used optics with two half-
mirrors. In quasi-one dimensional system, the half-mirrors correspond to the edge of the
potential shape and photon corresponds to the electron. FP resonance can be observed if
electron reflects and interferes at the edge of potential which includes the flat region of the
QPC potential. FP-like structure can’t be observed without center-gate. Therefore, there is
possibility that triple-gated structure may have characteristical potential shape. To clarify this,
we utilize LB model to compare with conventional QPC structure and triple-gated structure
in the chapter 3.
Fig. 1.9 The linear conductance G at T = 300 mK as a function of VSG for different center-
gate voltage VCG. Left-side panel schematically illustrates the triple-gate layout used in the
experiment.[38]
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1.4 Quantum dot
1.4.1 Artificial Atoms
A Quantum dot (QD) is 0-dimensional system which is expanded from QPC. At the first
time, QD is so-called artificial atoms [39] [40]. It is surprisingly that the first demonstration
of the artificial atoms in 1993, nevertheless quantum point contacts are reported in 1988.
Figure 1.10 (a) shows a schematic of the device which can form artificial atoms, or QD. The
gate structure is more complicated than QPC structure, and the potential shape is shown in
Fig 1.10 (b). There is pocket-like structure, and electrons are trapped. The electrons must
tunnel through potential barriers caused by the two constrictions.
QD structure can be fabricated in the z-axis, which is so-called vertical quantum dot [39]
[41] [42]. The vertical QD can be confined easier than lateral gate structure by applying shell
gate. However, it is more difficult to fabricate and gate controllability is less versatility.
Fig. 1.10 (a) Schematic of two-prove atom (b) A potential similar to the one in the controlled-
barrier atom.[39]
1.4.2 Coulomb blockade
Figure 1.11 (a) shows one example of the transport characteristics through QD. The QD gate
structure has two QPCs (in Fig. 1.11 (a) (inset)). These two QPCs are connected in series.
They deplete the electrons and confine in x-axis. The y-axis confinement is done by plunger
gates (PG). The number of electron in the potential pocket decreases by applying higher
plunger gate voltage. Then, the conductance values appear when a electron go through the
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QD structure. Therefore, the peaks in Fig. 1.11 (a) mean the electron flow one by one. That
blocking current effect is so-called Coulomb-blockade.
Figure 1.11 (b) shows differential conductance as a function of plunger gate voltage
and source-drain bias. Black regime corresponds to the conductance is 0. White regions
corresponds to the appearance of current. The number of the electron is written in the
diamond structures. If the source-drain bias is not zero, the peak of Coulomb-blockade
becomes wider.
Fig. 1.11 (a) Coulomb-blockade conductance peaks as a function of plunger gate voltage at B
= 0 and with a back-gate voltage Vbg = -4.5 V.[43] (inset) Scanning Force Microscopy image
of the surface gates defining the QD. (b) Differential conductance at B = 0 T
The charge of QD is also observed by utilizing QPC as a charge detector [31] [44]
[45]. If the QPC is set the conductance value between 0-1.0 x G0, the conductance reacts
the electrostatic potential in QD, sensitively. Figure 1.12 shows the resistance of charge
detector as a function of plunger gate voltage. The resistance, which is corresponding to
the left axis, increases with some oscillations. This fluctuations directly corresponds to the
Coulomb-blockade oscillations. This fluctuations are more sensitive than the conductance of
Coulomb-blockade. Especially, this charge sensor observes the change of charge in QD even
in the regime where it is difficult to see the current in QD directly with large potential barrier.
In other words, it is hard to observe the single electron regime without QPC charge detection.
In addition, this QPC sensitivity is decided by the quality of QPC, therefore it is important to
improve the device quality of QD with QPC.
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Fig. 1.12 (a) CB oscillations of conductance vs gate voltage through the dot, together with the
resistance of the split gate detector circuit. (b) The change in dot potential calculated from
the detector resistance. The overall negative slope is an artifact of the calibration procedure.
(inset) A schematic diagram of the gate structure. [44]
1.4.3 Double quantum dot
To achieve the spin qubit device, it is required to increase the number of quantum dots. For
example, double quantum dot (DQD) has different characteristics compared with single
QD[31] [46]. Figure 1.13 (a) shows a SEM image of DQD structure. White circles indicate
the two quantum dots. White arrows show the possible current paths. A bias voltage VDOT
can be applied between source 2 and drain 1, leading to current through the dots IDOT . In
addition, a bias voltage VSD1 (VSD2) between source1 (source 2) and drain 1 (drain 2), yields
a current IQPC through the left (right) QPC as a charge detector.
Fig. 1.13 (b) shows charge stability diagram of double quantum dot, which detail will be
explained in Section 4.3.2. The structure is so-called honeycomb structure. This is the effect
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that the conductance resonates as a function of two plunger gate voltages for each left and
right dot. The white labels indicate the number of electrons in the left and right dot.
Fig. 1.13 (a) SEM image of the metal surface gates. (b) Charge stability diagram of the DQD,




Fabrication is very important process for good experiment which tend to be cared not so much.
It takes about 2 weeks to fabricate the sample from cutting wafer to wire bonding, however it is
rare to success at once. The important points to increase the success rate are doing individual
process carefully, understanding the background of the fabrication, setting conditions in
advance and so on. Therefore, I would like to write down the technics of fabrication here for
the people who are related the fabrication of semiconductor nanostructure.
2.1 Hall bar structure
2.1.1 Cutting wafer
Our samples were fabricated on GaAs/AlGaAs heterostructure wafer. My laboratory has
some types of wafer. Some of them were provided from NTT basic research laboratory,
I would like to great appreciate for it again here. These wafers from NTT perform high
mobility more than 100m2/Vs. Good mobility wafers as high as possible are required to
discuss the characteristics of fundamental quantum transport physics. Figure 2.1 (a) shows
simplified wafer structure, and Fig. 2.1 (b) shows a picture of GaAs wafer.
At first, we cut off a chip from the wafer by diamond cutter. The size of the chip is defined
by the size of device and the number of sample. We utilize cleavage effect to cut wafer,
however we should take care enough. The cleavage effect may happen at the accidental
damage, too. We therefore make the long enough line of the chip.
After cutting, we fabricate the sample by utilizing some chemicals. We must clean up the
surface of the chip to remove dust and frag of the wafer just before reacting with chemicals.
We usually use acetone and IPA (isopropyl alcohol) to clean up the surface in a draft. Acetone
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Fig. 2.1 (a) Schematic of simplified wafer structure without any process (b) Picture of GaAs
wafer
Fig. 2.2 (a) Layout of Hall bar structure written by autoCAD (b) Zoomed Hall bar structure
in the red dashed rectangle in (a). Yellow boxes correspond to the Ohmic contacts.
and IPA can remove fats and oils well, especially Acetone is a little stronger. After reacting
with Acetone for 5 minutes and IPA for 3 minutes, the wafer is washed by pure water for
1 minute to remove Acetone and IPA. After that, we blow N2 gas and insert the chip into
thermostat for 5 min at 110◦C to dry well.
2.1.2 Etching
Our usual device design is 2.2 mm x 1.4 mm (see Figure 2.2). This shape of the device is
so-called Hall bar. It has 6 Ohmic pads and central rectangle 30 um x 90 um. The Hall bar
structure is fabricated by wet etching. 16 devices are fabricated on a chip at once.
We utilize the diluted developer; 351:H2O = 1:5. 351 developer is an aqueous alkaline
solution for commercially available positive resists. It has been optimized for water fabrica-
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tion and other microelectronic applications for which high-speed and resolution are required.
After cleaning the chip, we coat positive resist S1813G (propylene glycol methyl and ether
acetate) by using spin coater in shading clean room. Spin coater applies resist uniformly.
However, it is not completely equal because the chip is not circle but rectangle. Therefore,
the edge of the chip tend to keep the resist by surface tension. That is one of the big reason
for unstable fabrication. After coating, we pre-bake the resist by thermostat for 3 min at
110◦C for a good adhesive between resist and the chip surface.
We use photolithography to draw patterns of the Hall bar structure for etching. We
prepare a mask of the pattern in advance by using EB lithography as mentioned later. The
limitation of the fabrication scale is about a few micro meter. The resist is exposed for 8 sec.
We put the chip into the developer for 40 sec, and wash by pure water for 1 min. After that,
we post-bake the resist for 20 min at 110 C to set less reacting. In addition, development
usually makes the wafer ragged. We utilize Semico clean 23 to polish the surface of the chip.
We put the chip into Semico clean 23 for 1 min with shaking, and wash it in pure water for 1
min. In this case, it is better to shake during polishing to react the wafer to Semico clean 23
equally.
We utilize the diluted etchant; H2SO4. The etchant is cooled down about 10◦C by constant
temperature bath to keep the reaction slower. The etching rate always changes around 7-9
nm/sec because of season temperature and so on. During etching, we need to use draft to
exchange atmosphere for safety. However, it causes the temperature fluctuation even in the
constant temperature bath, especially Summer. It is noteworthy that it is better not to shake
the chip during etching. This is because to decrease human error, that means shaking depends
on an individual. The etching is very sensitive process and this reaction is much faster than
Semico clean 23 case, therefore we should pay attention enough for that. Another important
point is to check etching rate in advance. The etching rate is unstable as I mentioned before,
therefore we should check the depth after etching in almost same conditions as post-etching.
The target of etching depth depends on the wafer structure. In our case, our wafer includes
super lattice structure below quantum well. If it is too deep, below super lattice structure,
the leakage current can be induced easier from backgate. If it is too shallow, above quantum
well, the 2DES has connection with bulk of the wafer. Therefore, the target of etching depth
is between quantum well and super lattice structure. In my one case, the quantum well places
160-180 nm from the surface of wafer, and super lattice places 20 nm deeper below the 2DES.
Therefore, the target of etching depth is 180-200 nm. After etching, the chip is cleaned by
acetone, IPA and pure water to remove the resist.
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Fig. 2.3 Schematic of etching (a) Photoresist is coated uniformly on the wafer by spin coater
(b) Photoresist is exposed by photolithography (c) Developed photoresist by 351 developer
(d) Etched and cleaned wafer
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2.2 Ohmic contact
We utilize AuGe for Ohmic contact. GaAs and AlGaAs can be annealed with AuGe. At
low temperature, semiconductor behaves like insulator, and annealed regimes can induce
current into the 2DES directly. In addition, we also put thin Ni between AuGe and the
wafer to prevent too much alloying. The alloying of AuGe penetrates the heterostructure like
spikes[47] [48]. Figure 2.4 shows the yield as a function of the Ni thickness2.4. Ni layer
creates diffusion barrier for Au by forming NiAs and NiGa clusters, thereby preventing Au
spikes. This method relates the yield of back gate leakage, and the best thickness of Ni is 5
nm.
Fig. 2.4 Yield of back gate as a function of the thickness tNi of the initial Ni layer. A
thinner (0.8 µm) SL barrier was used for this experiment. Annealing temperature is fixed at
430◦C.[49]
We coat S1813G resist by spin coater, exposure the pattern of Ohmic contacts by pho-
tolithography, develop it by 351 developer, and clean the surface by Semico clean 23 same
as before. After that, we put the chip in the chamber of electron beam (EB) evaporator in
vacuum (about 1.0 x 10−5 Pa). EB evaporator can melt the metal material by EB selectively
and by resistance heating the W boat, selectively. First, 5 nm of Ni is evaporated by EB.
Second, A few grams of AuGe is evaporated by resistance heating. This amount depends on
the depth of the 2DES from the surface of wafer. In my one case, the amount of AuGe is
24 Sample Fabrication
2.8 g. Finally, about 40 nm of Ni is evaporated by EB. This Ni can prevent the oxidation of
AuGe. Totally, the thickness of Ohmic contacts is about 450 nm.
After evaporating metals, the resist and unnecessary metal should be removed, which
method is so-called lift-off. We use acetone to dissolve the resist. However, the lift-off takes
long time because the unnecessary metal keeps out the chemical. We usually put the chip in
acetone for more than 2 hours. After that, we spray the acetone to remove the resist enough,
and examine with a microscope. We need to pay attention at this time. This is because the
metal adhere the surface of wafer easily if the chip dried up. Acetone is very easy to dry,
therefore we put the chip in acetone during examination with a microscope. When we can
confirm the lift-off, we wash the chip by pure water for 1 min.
Next step is annealing, that is also very sensitive process. The probability of success is
regarded as about 50 %. This is because it is difficult to match the balance between leakage
and contact. Figure 2.5 shows annealing temperature dependence of Ohmic resistance. The
resistance decrease with increasing annealing temperature because of better contact between
Ohmic pads and 2DES. However, too high annealing temperature causes a little higher
contact resistance as shown in Fig. 2.5. Furthermore, the alloying of Ohmic pads penetrates
too deep at higher temperature, and the leakage current of back gate flows easier. For these
reasons, we usually set annealing temperature 420◦C for 1 min increasing and 1 min keeping.
We use H2 gas for forming gas, which prevent the oxidation of the surface of the chip.
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Fig. 2.5 Contact resistance as a function of the annealing temperature Tanneal . Triangles,
diamonds, and circles represent samples with initial Ni layer thicknesses of tNi = 0, 5, and 10
nm, respectively. Solid and dashed lines are numerical averages of the data.[49]
Fig. 2.6 Schematic of Ohmic contact and annealing (a) After development (b) Ni and AuGe
is evaporated by EB evaporator. (c) After lift-off (d) Ohmic contact is formed by annealing.
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2.3 QPC gate structure
The QPC metal Schottky gates are fabricated by utilizing electron beam lithography (EBL).
EBL can draw nanostructure such as QPC, nanowire, QD and so on. In our case, the
limitation of the fabrication scale is about a few nano meters. We set the acceleration voltage
of electron at 20 kV. This value is a little bit smaller than usual, because EB may damage
the wafer and it would become harder to observe good quantum transport characteristics.
We use poly methyl methacrylate (PMMA) for the resist, which has less reactivity for the
room right than S1813G and good reactivity for EB. We usually check the fabricated QPC
structure by scanning electron microscope (SEM) in advance. This is because the fabricated
QPC structures are not same as drawn by auto-CAD. The EB has proximity effect, and it
causes to draw thicker structure.
Fig. 2.7 (a) Layout of QPC structure on the Hall bar. Pink lines correspond to the QPC
gates drown by EBL. Yellow lines correspond to the electrode for QPC gates drown by
photolithography. (b) Zoomed QPC structure in the red rectangle in (a).
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After cleaning the chip, we coat PMMA on the chip by spin coater, and it is baked on hot
plate for 1 min at 180◦C. We expose the chip and draw QPC structure by EBL, and develop it
by diluted methyl isobutyl ketone (MIBK); MIBK:IPA = 2:1, in a constant temperature bath
for 40 sec at 24◦C. And then, the chip is washed by IPA for 30 sec. We put the chip in a EB
evaporator and evaporate Ti and Au for metal Schottky gates. Ti is used as a glue between
the Au and the surface of the wafer. We usually put Ti with 5 nm and Au with 50 nm. Finally,
we put the chip in Acetone for lift-off same as Ohmic pads for more than 2 hours, and spray
it by Acetone. It is a little harder to examine QPC structure with microscope, but it is better
to do that because the lift-off is more difficult than Ohmic pads. After confirming QPC gates,
we wash the chip by pure water for 1 min.
Fig. 2.8 Schematic of QPC gates fabrication (a) Etched wafer (b) Photoresist PMMA is
applied on the wafer by spin coater. (c) PMMA is exposed by EBL. (d) PMMA is developed
by MIBK. (e) QPC gates of Ti/Au are evaporated by EB evaporator. (f) After lift-off
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2.3.1 QPC electrode
To apply the voltage from outside to the QPC gates, we need to put electrode. The thickness
of the QPC electrode is about 500 nm because of mesa etching. However, that thickness
is too large to evaporate metal with using single resist. Therefore, we use double layers of
resist, PMGI-SF9 (polymethilglutarimide) and S1813G.
At first, we coat PMGI-SF9 by spin coater and bake it by hot plate for 3 min at 160◦C.
After that, the chip is exposed by ultraviolet light for 2 min 30 sec to make the resist hard.
Next step is to coat S1813G, pre-bake by thermostat for 3 min at 110◦C, and exposure by
photolithography for 8 sec. The development is also required twice. First developing, we use
diluted 351 developer for 40 sec and wash it by pure water for 1 min. Second developing, we
use MFCD-26 developer (90-99 % water and 1-5 % tetramethylammonium hydroxide) for
20 sec. The reactivity of this developer is faster than 351 developer, therefore we need to pay
attention especially. After that, we wash the chip by pure water for 30 sec, and spray pure
water for 30 sec. This is because the developed regimes are deeper than usual. We evaporate
Ti/Au by EB evaporator for QPC electrode. The thickness of Ti is 10 nm and Au is 500 nm
as I mentioned. Finally, we use remover 1165 (1-methyl-2-pyrrolidinone and pyrrolidinone
compound) for lift-off. The double resists is too thick to remove therefore we usually put the
chip in the remover for one night. We need to spray the remover to the chip well enough, and
we clean it by Acetone for 1 min and pure water for 1min.
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Fig. 2.9 Schematic of QPC electrode fabrication (a) Double resists are applied by spin coater.
(b) Top resist is exposed by photolithography. (c) Top resist is developed. (d) Bottom resist
is developed. (e) QPC electrode of Ti/Au is evaporated by EB evaporator. (f) After lift-off
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2.4 Sampling
The last step of fabrication is sampling, which includes scribing the chip to devices, putting
each devices on chip carriers, and wire-bonding. The chip is scribed by scriber, which process
also utilize the cleavage effect same as wafer cutting. However, a device is much smaller
than the chip. Therefore, we should plow enough. During scribing, it is better to put resists
on the chip to prevent from fragment of the wafer.
After cleaning each devices, we put a device on a chip carrier. Chip cattier is made
from insulator and coated by Au (see Figure 2.10 (b)). It has 8 or 16 pins to connect with
measurement system. We use Ag paste to glue the device on the chip carrier. This is because
our wafer has back gate structure, and we need to apply voltage from the bottom of the
device. The amount of Ag paste is also important because too much Ag paste may touch the
side of device. To dry up the Ag paste and make it harder, we put the samples in thermostat
for 60 min at 120◦C.
Finally, we bond wires from the chip carrier to the device by wire-bonder. The thickness
of the wire is 0.001 mm. We use Au for the wire because the wire have a role to introduce
not only current but also heat. After sampling, we put them in vacuum desiccator to prevent
oxidation.
Fig. 2.10 (a) schematic of fabricated device (b) The device is put on the chip carrier by Ag
paste, and Au wire is bonded by wire-bonder.
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2.5 Result of fabricated sample
Figure 2.11 shows an example of the conductance as a function of split gate voltage measured
in a fabricated sample. We observed clear quantized plateaus even more than 10 ×G0. The
conductance values come to shift a little bit lower at higher quantized plateaus. This is
because higher conductance is more affected by series resistance.
Fig. 2.11 An example of quantized conductance measured in a fabricated sample
I finally fabricated a thousand devices however succeeded samples can be counted. The
possibility of success is about 10 %, and almost of them already died. There are some
reasons; sensitive to the ground, piezoelectric, easy to peel gates, and so on. These reasons
could be avoided if the sample kept cooling at base temperature of refrigerator.

Chapter 3
Effective Confinement Potential in
Triple-gate Quantum Point Contacts
The transport characteristics are largely affected by the potential landscape in quantum
systems such as quantum point contacts (QPCs). Recently, it is reported that effective channel
length of the QPC doesn’t depend on the fabricated device length at conventional split gate
QPCs, due to a dominant role of disorder. Here, we estimate the potential shape of the
one-dimensional channel based on Landauer-Büttiker model to clarify the characteristics of
triple-gate QPC which is expected to suppress disorder effect compared with the conventional
QPCs. We also find the important role of disorder; however, the one-dimensional channel
seems to be longer for the device with longer fabricated length in case of the triple-gate QPC,
suggesting important role of the center gate.
3.1 Landauer-Büttiker model
To analyze the conductance curvature, we utilized a simple potential model, Landauer-
Büttiker (LB) model [29]. LB model can explain many experimental results [50] [51]. In LB










where V0 is the electrostatic potential at the center of QPC and m∗ is effective mass of electron
in GaAs. The conductance curve is defined by two parameters. The first parameter, ωy, is
related with a separation of one-dimensional subband, h̄ωy, and determines interval between
the quantized plateau in the conductance curves. The second parameter, ωx, determines how
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steep the slope is. The effect of the finite temperature cannot negligible when the slope
becomes very steep.













As I mentioned in the section 1.3.1, the Fermi-Dirac distribution function is equal to 1 when





I assumed that the mode n is determined in a way of electron flow. However, the current is











Therefore, the transmission probability is 1/2 when the energy is E = h̄ωy(m+1/2)+Ez,
and the transmission probability decreases exponentially when the energy is smaller than
E = h̄ωy(m+1/2)+Ez. The observation of clear quantized plateaus is possible only in the
case that ωy/ωx is much longer than 1.
Fig. 3.1 The schematic potential shape of LB model [52]
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3.1.1 Impurity effect
Recently, there was an important report, where disorder potential affects to the effective
channel length (Leff) of QPCs even in high quality devices (in Figure 3.2[51]). In that paper,
QPC devices with seven different fabricated length and width combinations were checked
and the Leff values were estimated from the theoretical fitting to the experimentally obtained
conductance curves. Figure 3.2 (a) shows an example of the fitting between experimental
result (solid line) and simulated results based on LB model (dashed line). It is avoided to fit
including 0.7 structure, therefore the fitting based on 2nd slope. They estimated Leff values
from this fitting as a function of Lfab (see Fig. 3.2 (b)). It is surprisingly that the Leff is almost
independent of the fabricated channel length. The disorder effects dominate the effective
potential shape in the QPCs.
Fig. 3.2 (a) Experimentally measured conductance as a function of split gate voltage, for an
example device (solid line). The dashed line shows a fit to the data using a modified saddle-
point model. (b) Effective length of the potential barrier Le f f as a function of fabricated
channel length L f ab. The diamonds and error bars represent the average value and the average
error, respectively. [51]
3.2 Triple-gated structure
One possibility to change such situation is a use of triple-gated QPCs, where we have
additional center gate (CG) between the usual split gates (SGs) (see figure 3.3 (a)). This
triple-gated structure is expected effective to decrease disorder effects [53] [54] [38]. The CG
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can directly control the electron density of the channel in the QPC. The higher electron density
and metal gate at the center can screen the disorder potentials. Our previous experiments
for the QPC devices fabricated on relatively low-mobility (µ = 30m2/Vs at the electron
density of n = 2.0 × 1015 m2) wafer in fig. 3.3 (b) showed that disorder in the device
results in conductance without clear quantized characteristics at zero center gate bias (Vcg).
However, a positive Vcg increases the electron density in the channel, resulting in enhanced
one-dimensional subband energy spacing [54]. Consequently, the potential fluctuation by
the disorder is suppressed, leading to the prominent quantized conductance even for such
low-quality QPC devices [38].
Fig. 3.3 (a) Schematic illustration of device structure (left) and SEM image of the fine gate
pattern (right). [53](b) Conductance curves as a function of VSG with and without center gate.
Black lines are measured by devices without center gate (S1 and S2). Red lines are measured
by a device with center gate, where the voltages of center gate (VCG) are 0.0 V (right) and
0.4 V (left). [55]
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We expect the triple-gated structures can improve fundamental transport characteristics
of the QPCs. In this paper, we discuss how the triple-gated structures change the potential
shape and Leff in the QPC channel from both experimental and theoretical approaches.
3.3 Measurement setup
3.3.1 Device structure
Our devices were fabricated on GaAs/AlGaAs heterostructure with a 20-nm-wide modulation-
doped quantum well. The center of the quantum well is located 175 nm from the surface.
The low temperature electron mobility of the starting wafer is µ = 84.5m2/Vs at n =
1.0×1015 m−2. Although the mobility is not as high as wafer used in the reference [51], it is
much higher than that used in reference [38] and enough to see clear quantized characteristics
in a wide range of gate bias parameters as discussed later. (wafer structure more detailed)
Fig. 3.4 Schematic of the wafer structure which is provided by NTT basic research laboratory
Figure 3.5 (a) and (b) show the schematic picture and SEM image of the center part of the
triple-gated QPC. Our devices have four gates to control potential shape of the QPC, which
are two SGs, CG and back gate (BG). We fabricated two types of devices with SG length
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of L f ab = 400 and 800 nm, to compare characteristics with different fabricated (nominal)
length.
Fig. 3.5 (a) Schematic of a triple-gated QPC (b) SEM picture of the center part of the
triple-gated QPC
3.3.2 Conductance plots with triple-gated QPC
Figure 3.6 (a) to (d) show examples of the experimental results of the conductance curves.
We measured devices under zero magnetic field at 500 mK in a dilution refrigerator. We
swept the voltage of SG (Vsg), where the same Vsg was applied to the both sides of the split
gate, and stepped Vcg or Vbg in two different fabricated lengths. The conductance curves
become clearer with increasing Vcg or Vbg as expected. To clarify the transport characteristic,
it is necessary to analyze the conductance curves with theoretical model. It is noteworthy that
the shift of pinch-off Vsg values with Vcg step is not equal in some parts in Fig. 3.6 (a) and
(b), reflecting electron capture or escape from the defect (probably surface defect) nearby
QPC. We excuse these regimes from the detailed analysis, a detailed comparison between
experimental and theoretical curves, discussed in the following parts of the paper.
3.3 Measurement setup 39
Fig. 3.6 Conductance plots with sweeping the voltage of split gates (Vsg) (a) with stepping
Vcg for Lfab = 400nm QPC device at Vbg = 3.0V, (b) with stepping Vcg for Lfab = 400nm
device at Vbg = 4.5V, (c) with stepping Vcg for Lfab = 800nm device at Vbg = 3.0V, and (d)
with stepping Vbg for Lfab = 800nm device at Vcg = 0.5V.
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3.4 Analysis by utilizing LB model
3.4.1 Estimation of subbands separation
Before analyzing the experimental results, it is needed to convert the voltage applied to
the split gates, Vsg, to energy. We measured the trans-conductance, which are differential
conductance with respect to Vsg, in the certain DC source-drain bias, Vsd [56] [57]. Figure
3.7 (a) to (d) show the experimental results of trans-conductance plot at a couple of different
combinations of Vbg and Vcg for both 400 nm and 800 nm length QPC devices. The white
lines indicate positions of the conductance slopes and the black areas correspond to the
quantized plateaus.
We calculated the lever arm, α = eVSD/∆Vsg, which is the converting factor from Vsg
value to energy, from the diamond-like features of the white trans-conductance lines. By
using the determined α parameter, we obtained Ωy = h̄ωy, energy separation between one-
dimensional subbands. We calculated Ωy values for some typical trans-conductance plots
(examples are shown in Fig. 3.7 (a)-(d)), and the results are plotted in Figure 3.8. The Ωy
values increase with Vcg but little correlation with Vbg. Based on the linear dependence shown
in Fig. 3.8, Ωy values for other gate biases are estimated by using linear interpolation. It is
also clear from Fig. 3.7 (a)-(d) that Ωy decreases for the higher quantized plateau.
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Fig. 3.7 (a), (b), (c), and (d) Trans-conductance plots as a function of split-gate voltage Vsg
and source-drain bias VSD at (a) Vbg = 3.0V, Vcg = 1.0V, Lfab = 400nm (b) Vbg = 1.5V,
Vcg = 1.0V, Lfab = 400nm (c) Vbg = 3.0V, Vcg = 0.5V, Lfab = 400nm (d) Vbg = 1.5V,
Vcg = 0.9V, Lfab = 800nm
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Fig. 3.8 Linear estimation of Ωy as a function of Vcg. The error bars are estimated by utilizing
least square method along transconductance lines.
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3.4.2 Ideal simulation of LB model
Figure 3.9 indicates conductance and differential conductance as a function of Vsg. They are
theoretically calculated for the ideal saddle shape potential by using experimentally-estimated
Ωy and α values. Here, Ωx is stepped from 1.0 to 4.0 meV with 1 meV interval. The smaller
Ωx results in the steeper conductance change with the higher peak value of the differential
conductance as expected from the theory. Slight differences in the calculated results between
the first, second and third slopes in Fig. 3.9 come from the different Ωy value used for the
conductance calculation for the different slope.
Fig. 3.9 Conductance plots (dashed line) and differential conductance plots (solid line) based
on LB model. Ωx-values are shifted from 1.0 meV (lower peak of differential conductance)
to 4.0 meV (higher peak of differential conductance).
3.4.3 Fitting experimental results to LB model
In the next step, we estimated Ωx value by comparing the theoretical conductance curve with
the experimentally obtained curve. Figure 3.10 (a) shows typical example of the conductance
curve obtained for Vbg = 3.0V and Vcg = 1.0V for 800 nm fabricated-length QPC. Fig.
3.10 (b) shows differential conductance curve of Fig. 3.10 (a) with respect to the VSG. The
fitting was carried out by using the differential conductance curve for not only the first slope
to the first quantized plateau but the second (third) slope to the second (third) plateau to
avoid disturbance arising from the 0.7 structure. We used two different methods for the
fitting. In the first method, we fitted the theoretical-obtained differential-conductance curves
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Fig. 3.10 (a) Fitting example between theoretical and experimental results of conductance
plots (b) Fitting example between theoretical and experimental results of differential conduc-
tance plots
to the experimentally obtained curves as shown in solid lines (blue, green and purple) in
Fig. 3.10 (b) and estimated Ωx from the FWHM of the fitted curves. In the second method,
we estimated Ωx from the maximum value of the differential conductance. The maximum
value appears at 0.5, 1.5 and 2.5 ×G0 for the theoretical curve, where G0 = 2e2/h. The
experimentally obtained maximum is not always appear at exactly 0.5, 1.5 and 2.5 ×G0;
however, we estimated Ωx from the maximum value. As shown later, two methods basically
give us the same tendency. There is well-known 0.7 structure just before the first plateau.
It appears as a shoulder in the differential conductance curve in Fig. 3.10 (b); however, the
obtained Ωx value from the FWHM and peak differential conductance is not largely disturbed
by the existence of the 0.7 structure as shown in Fig. 3.10 (a) and (b).
3.4.4 Estimation of effective length
We estimated the effective QPC length, Leff, from the calculated Ωx for QPC devices with two
different fabricated (nominal) lengths. The effective length was estimated by Leff =
√
h̄/mωx.
Figures 3.11 and 3.12 (a) show the Vcg dependence of the estimated Ωx and Leff at Vbg = 3.0V
for the device with Lfab = 400nm. Figures 3.11 and 3.12 (b) show the Vcg dependence of
Leff for Lfab = 800nm device. Here, Vbg is 3.0 V. As shown in Fig. 3.6, the almost constant
interval with Vcg step was disturbed in some Vcg values, especially for Lfab = 400nm device.
As already mentioned, we do not estimate Ωx and Leff in these regime to avoid artifact coming
from the change of charge condition during the conductance curve measurement.
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Fig. 3.11 Vcg dependence of estimated Ωx as a function of Vcg at (a) Lfab = 400nm, and
Vbg = 3.0V (b) Lfab = 800nm, and Vbg = 3.0V. Closed plots are corresponding to the results
estimated by FWHM, and Opened plots are corresponding to the results estimated by peak
height.
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Fig. 3.12 Vcg dependence of calculated Leff from Fig. 3.11 as a function of Vcg at (a)
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The obtained Leff values are higher than those reported in reference [51] in spite of
the mobility of the staring wafer is slightly lower than that in [51]. This probably suggest
effect of the center-gate on QPC conductance. The center-gate weaken the impurity-induced
potential fluctuation even when Vcg is not largely positive. Furthermore, Leff-values for the
second and the third slopes were always lower than those of the first slope. For the 400 nm
device shown in Fig. 3.11 and 3.12 (a), Ωx was almost independent of Vcg. On the other
hand, Fig. 3.11 and 3.12 (b) obviously showed systematic change of the Ωx and Leff as a
function of Vcg. The Leff was increased with Vcg and reached more than 60 nm at Vcg of 0.5
V and saturated above Vcg = 0.5 V. The obtained Leff values become twice longer than the
values of Vcg = 0 V and also the values obtained for 400 nm QPC device.
The almost constant Leff independent of the bias parameters for the 400 nm device
suggests a strong contribution of potential fluctuation as demonstrated in reference [51].
However, the results obtained for 800 nm device shows still center gate contribute to increase
in Leff. Up to Vcg = 0.5 V, Leff clearly increases with fabricated (nominal) length. Although
experimental results are demonstrated not for many devices, the results in Fig. 3.11 indicate
that the center-gate has important contribution to control saddle-point potential governing
the QPC conductance. The reason why Ωx and Leff are almost constant for Vcg for the shorter
device can be explained by the fact that fabricated length is 400 nm and the fabricated width
is 300 + 200 + 300 = 800 nm. The confinement near the pinch-off is close to the “point” even
without potential fluctuation, and the Leff at the saddle point becomes small in dependent of
Vcg. This point will be discussed further in the next section.
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3.5 Davis-Larkin-Sukhorukov model
Fig. 3.13 (a) and (b) show a simulation result of potential shape, which were calculated by A.
Basak from IIT Bombay. This result is based on Davis-Larkin-Sukhorukov (DLS) model
[58]. If we assume certain conditions, this potential can be calculated analytically. Assuming
that there are no charges under the surface, the potential is governed by the Laplace equation,
∇2φ = 0. A Mixed Boundary Condition is used as described below,
φ(x,y,0) =Vg under gate
φ(x,y,0) = 0 otherwise
∂φ(x,y,z)
∂ z
= 0 at z → ∞
The potential for a rectangular metal gate bound by L < x < R and B < y < T is given as,
φ(x,y,d)
Vg











u2 + v2 +d2
By using equation 3.4, on a number of rectangle comprising of different gates with different
voltages we can find out the 2D potential at a certain distance d from the surface caused by
those gates.
Fig. 3.13 (a) Simulated potential shape by utilizing DLS model (b) The potential shape of
DLS model from the top of view
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Figure 3.14 (a) and (b) show the comparison between experimental results (blue dots)
and simulated results based on DLS model (solid lines) for the first slope. For the titled
Ωx to the potential obtained by DLS model, the values slightly increase with increasing Vcg
for both Lfab not as we expected. We guess this is because higher density under the center
gate need more negative Vsg to pinch-off. Therefore, it is not straightforward whether Vcg
increase or decrease the Ωx. In addition, this DLS model takes only electrostatic into account.
However, it is possible to say that the experimental results of the first conductance slope can
not be explained by the electrostatic alone. On the other point of view, the experiment shows
almost same results as simulation for Lfab = 400nm. For the Lfab = 800nm results, similar
dependence appears more than Vcg = 0.5V regime. However, it is clear that Leff-values show
different dependence less than Vcg = 0.5V regime. We need more elaborated simulation to
compare the detailed characteristics between experiment and theory. However, simple DLS
model indicates the potential landscape becomes closer to "point" near the pinch-off.
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Fig. 3.14 Ωx (left vertical axis) and Leff (right vertical axis) as a function of Vcg at (a)
Lfab = 400nm, and Vbg = 3.0V (b) Lfab = 800nm, and Vbg = 3.0V. Blue dots correspond to
the experimental results for the first slope, and black solid lines correspond to the simulated
results based on the DLS model.
Chapter 4
Electrically tunable effective g-factor of a
single hole in a lateral GaAs/AlGaAs
quantum dot
We utilize electric dipole spin resonance (EDSR) to demonstrate electrical tunability of the
hole g-factor in a gated GaAs double-dot device, a long-time goal of the spin qubit field. This
tunability is a consequence of the strong spin-orbit interaction (SOI) in the GaAs valence
band. The SOI enables a spin-flip interdot tunneling, which, in combination with the simple
spin-conserving charge transport leads to the formation of hybrid spin-orbit molecular states,
whose spectral content can be tuned by gate voltages. EDSR is used to demonstrate that
the gap separating the two lowest energy states changes its character from a charge-like to
a spin-like excitation as a function of interdot detuning or magnetic field. In the spin-like
regime, the gap can be characterized by the effective g-factor, which differs from the bulk
value owing to spin-charge hybridization, and can be tuned smoothly and sensitively by gate
voltages and the magnetic field.
This work was done during my internship of graduate program in Spintronics at the
National Research Council (NRC) in Canada. I would like to gratefully acknowledge
the Quantum Physics group at the NRC to give me the opportunity to contribute to these
experiments, and the Sandia National Laboratories for kindly providing the hole spin-qubit
device*. In addition, this work was published in Nature Communications Physics: Sergei
*This work was performed in part at the Center for Integrated Nanotechnologies, a U.S. DOE, Office of
Basic Energy Sciences user facility, and Sandia National Laboratories, a multi-mission laboratory managed and
operated by National Technology and Engineering Solutions of Sandia, LLC., a wholly owned subsidiary of
Honeywell International, Inc., for the U.S. Department of Energy’s National Nuclear Security Administration
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Studenikin, Marek Korkusinski, Motoi Takahashi, Jordan Ducatel, Aviv Padawer-Blatt,
Alex Bogan, D. Guy Austing, Louis Gaudreau, Piotr Zawadzki, Andrew Sachrajda, Yoshiro
Hirayama, Lisa Tracy, John Reno & Terry Hargett, Communications Physics 2, 159 (2019).
4.1 Hole spin-qubit
The motivation for developing the hole spin-qubit plat form is based on the attractive
features of holes in a direct band gap semiconductor such as GaAs. Hole system has some
advantage which is compared with electron system. First advantage is a predicted reduced
hyperfine interaction between hole and nuclear spins. It is possible the interaction makes
spin coherence unstable and improves coherence times (T1,T ∗2 ) [59]. The other advantage
is effective heavy hole g-factor that is in situ unable with B-field direction [60]. It is useful
for spin-photon hybrid devices in direct band gap materials such as GaAs. Other advantages
are; large spin-orbit interaction for fast sub-nanosecond spin qubit gate operations [61] [62],
no valley degeneracy issue as with conduction band electrons in Si and Ge, and optically
active transitions for developing hybrid spin-photon quantum devices. Therefore, the hole
spin-qubit has attached interests to improve quantum information application.
4.2 Electric Dipole Spin Resonance
EDSR is a method to manipulate spin coherence with electric field. Figure 4.1 shows a
schematic of EDSR effect. Spin degeneracy resolves when the magnetic field is applied.
Then, energy state is separated, which is so-called Zeeman splitting. When we set ground
spin level (down spin) below Fermi energy (EF), the current is blocked by Coulomb blockade.
However, the hole is manipulated by applying micro wave of bias into the local metal gate.
Then the excited spin level (up spin) can induce the current. One of the important point
is, hole spin rotates via EDSR process using local gate. This method is utilized for some
electron systems [63] [64] and hole system on Si nanowire [65]. Here we apply this method
to a single hole confined in a GaAs DQD, in which the SOI leads to strong spin-flip tunneling
between dots.
under contract DE-NA-0003525. Any subjective views or opinions that might be expressed in the paper do not
necessarily represent the views of the U.S. Department of Energy or the United States Government.
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Fig. 4.1 Schematic of EDSR effect
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4.3 Measurement setup
4.3.1 Device structure
This device was provided by Sandia National Laboratories (SNL) [66]. GaAs/AlGaAs het-
erostructure is also good basement to fabricate two-dimensional hole gas (2DHG). However,
the experiments on holes are relatively few than on electrons. This is because of not only the
difficulty of fabrication but also the instability of hole system.
The wafer is fabricated on undoped high-mobility two dimensional hole gasses. This is
because the heterostructure modulation doping later was a possible candidate for the origin of
the electrical instability. Figure 4.2 (a) shows a sketch of the device structure used to create
the 2DHS, consisting of a GaAs/AlGaAs heterostructure, ALD Al2O3 dielectric layer, and
global accumulation gate. The upper Al gate is used to accumulate holes at the GaAs/AlGaAs
interface, 100 nm below the heterostructures surface. The heterostructure consists of a 300
nm GaAs buffer layer, a superlattice of 300 repeats of 3 nm of GaAs = 10 nm of AlGaAs,
1000 nm of GaAs, 100 nm AlGaAs, and a 10 nm GaAs cap. The entire structure is grown at
a temperature T = 630C.
In Fig. 4.2 (b) and (c), we show Hall measurements for a bulk 2D device at T = 4K. For
this device, the Al2O3 layer thickness is 244 nm. Fig. 4.2 (b) shows density p versus Al
upper gate voltage VTG, determined via low B-field Hall resistivity measurements. A linear fit
to the data yields a slope of -1.30 1011 cm2/V. This capacitance can be explained by assuming
a relative permitivity of 11.5 for the AlGaAs barrier and 7.2 for the Al2O3 layer. Fig. 4.2 (c)
shows Hall mobility versus density p, where the resistivity is determined from van der Pauw
measurements. We note that the mobilities at T = 4 K may be limited by phonon scattering
and are likely to increase as the temperature is lowered.
Figure 4.3 shows SEM image of the DQD device. Bright gray regimes show surface
metal gates (C, 1T, 3T, 3B, 4T, 4B, and S), and the yellow boxes show Ohmic contacts.
DQD can be studied using current IDOT (5T and 5B) and/or ICS (0T and 0B) measured by
amplifiers. The metal gates forms lateral DQD by depletion of the 2DHS. 4T and C (4B and
C) gates can control the Coulomb barrier between hole reservoir and the left (right) dot. 1T
and C gates can control the strength of the coupling between dots. 3T (3B) gate can control
the occupation of hole in the left (right) dot. S gate forms QPC as a charge detector.
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Fig. 4.2 (a)Sketch of undoped 2DHS device structure, showng GaAs/AlGaAs heterostructure,
Al2O3 dielectric, and global accumulator gate. (b) Measured 2D Hall effect density vs. global
accumulation gate voltage at T = 4K. (c) Mobility vs. 2D density [66]
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Fig. 4.3 SEM picture of the DQD gates. C, 1T, 3T, 3B, 4T, 4B, and S show the metal Schottky
gates. 5T, 5B, 0T, and 0B show the Ohmic contacts.
4.3.2 Stability Diagram
The first aim to initialize the device was forming the single hole regime. The first mea-
surement in this device was running individual gates and QPC tests at 100 mK. The global
accumulation gate was set to -7.9 V (R = 9kΩ). Furthermore, we confirmed every gates and
QPCs work well. Next step was to form one big QD. We swept 4B and stepped 4T, which
is "balance" diagram, to find a few hole regime. We also changed the 3T and 3B voltages
to modify the potential balance. Figure 4.4 (a) shows an example of balance diagram, and
Figure 4.4 (b) shows the Coulomb blockade along the line in Fig. 4.4 (a). We measured more
than 100 diagrams to adjust the balance of gates. We changed not only 3T and 3B gates but
also 1T, 4T, 4B, and C gates because each gates have mutual interference.
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Fig. 4.4 (a) An example of balance diagram as a function of gate 3T and 3B voltages. (b)
Coulomb blockade along the vertical dashed line in (a)
Finally, we confirmed forming the single hole regime as Figure 4.5 (a) and (b). We call
this diagram "charge stability diagram". Fig. 4.5 (a) is measured by transport (IDOT) at low
source-drain voltage VSD = 50µV at B = 0T. Fig. 4.5 (b) is measured by charge sensor (ICS)
with the QPC of 3B and S gates. It is hard to confirm completely the single hole regime by
transport. However charge sensing makes it much clearer the number of hole as Fig. 4.5
(b) showing (NL,NR). Unlike in other previous studies [62], the diagram shows the strong
coupling between quantum dots. It results in a curved single hole charge addition line (dashed
rectangle in Fig. 4.5 (a)). This is in contrast to the weak interdot tunneling case, in which
the transport signature consists typically only of a so-called triple point, occurring at gate
voltages corresponding to the exact energy resonance of the single hole levels of individual
dots. In addition, the distance between (0,0) and (1,1) directly shows spin tunneling, and the
value is 2t = 120µeV.
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Fig. 4.5 (a) Stability diagram measured by transport through DQD IDOT (b) Derivative
stability diagram measured by charge detector ICS
Next step is to apply higher VSD to the 5T contact to clarify the energy diagram. Figure
4.6 (a) shows the derivative transport dIDOT/dV3T at VSD = 1mV and B = 0T. The structure
is so-called bias triangle [45], which is evolved from the triple points of the number of dots;
(0,0), (0,1), and (1,0).
Fig. 4.6 High-bias transport triangle in the derivative dIDOT/dVL at (a) B = 0 T (b) B = 2 T.
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4.3.3 Magnetic field dependence
Magnetic field forms Zeeman splitting which is needed to estimate effective g-factor. Zeeman
energy is written by EZ = g∗µBB, where g∗ is the bulk g-factor and µB is the Bohr magneton.
Figure 4.7 shows magnetic field dependence along the blue cutting line in Fig. 4.6 (b). Each
state starts to separate from B = 1 T because of removing degeneracy. In this case, DQD has
strong coupling and asymmetric, therefore the values of separation are not completely equal.
Fig. 4.7 Zeeman splitting as a function of B-field and gate 3T voltage indicated white arrow
in Fig. 4.6 (a).
Figure 4.8 (a) shows stability diagram at B = 2T, and the other parameters are same as
Fig. 4.6 (b). The transport features in the single hole current stripe marked by white arrows
arise from the four-level system, ground state (GS), first excited state (ES1), ES2, and ES3,
probed by a single hole. These levels correspond to the white arrows in Fig. 4.6 (b). Figure
4.8 (b), (c), and (d) show the level diagrams. The levels of left (right) dot are controlled 3T
(3B) gate. The higher positive gate voltage makes the levels higher position in that diagrams.
To observe the EDSR resonance, as I mentioned section 4.2, GS should be lower position
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than Fermi energy of drain-side. Therefore, it can be expected that EDSR signal would be
observed along (b) to (c) in Fig. 4.8 (a).
Fig. 4.8 High-bias transport triangle at B = 2.0 T. (b), (c), and (d) The level diagrams indicated
at the points in (a).
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4.4 Observation of EDSR
We applied electric micro-wave (MW) voltage to the 3B gate. EDSR signal would appear
when the micro-wave energy is h f = EZ = g∗µBB. At first, we swept the MW frequency
from 50 GHz to 10 GHz along Fig. 4.8 (b) to (c) (Figure 4.9 (a)). We observed additional
peak structure and it has frequency dependence. We also observed the peak structure of
B-field dependence (Figure 4.9 (b)). We concluded the peak is real EDSR signal from these
results.
Fig. 4.9 (a) Derivative transport as a function of MW frequency f and gate 3T voltage along
the arrow in Fig. 4.6 (a) at B = 2 T. (b) Transport current as a function of B-field at f = 32.34
GHz indicated at the point in (a).
Figure 4.10 shows a demonstration of EDSR in high bias transport triangle with frequency
f = 37.12 GHz at B = 2.5 T. The additional structure can be observed in green circle
compared with Fig. 4.10 resulting from the EDSR process. As I mentioned before, the
current should be blocked around the outside of triangle because of Coulomb blockade
between the GS and drain-side reservoir. However, that signal obviously show the current
flowing through the ES1. The white dashed line in Fig. 4.10 corresponds the detuning ε .
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Fig. 4.10 High-bias transport triangle for a single hole at B = 2.5T and f = 40.62 GHz. The
EDSR signal appears in the green circle.
The other point of view is EDSR signal can’t be observed along the edge of triangle. If
the signal appeared depending on only the Zeeman splitting, the signal would be observed
along the edge of the triangle everywhere. This is because spin-flip tunneling by SOI forms
characteristical structure of energy diagram. Figure 4.11 shows detuning dependence of the
energy diagram at B = 2 T. Black solid lines correspond to the down-spin and red solid lines
correspond to the up-spin. There are spin-flip tunneling gaps at the crossing points came
from SOI. (Dashed lines correspond to the case without spin-flip tunneling.) This structure
causes the flat-like region between ES1 and ES2 around ε = 0. The EDSR signal occurs
between GS and ES1 therefore the energy gap is decided at a detuning point.
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Fig. 4.11 The energy diagram of each states; GS, ES1, and so on, as a function of detuning.
There is anticrossing points between ES1 and ES2 because of spin-flip tunneling tSF.
From Fig. 4.11, the resonance signal should also be observed at negative detuning region.
Figure 4.12 shows the derivative high bias transport triangle (dIDOT/dV3T ) at f = 37.12 GHz
and B = 2.5 T. We observed two signal lines at both side of zero detuning, however these
origin of process are different. Here, the EDSR signal can be observed along the line (pointed
by white arrow) even in the triangle. This is because the rate of tunneling from GS into the
drain is smaller (%) than that from ES1 (%) [67], and therefore in an enhancement of the
tunneling current.
The positive detuning regime (right side of ε = 0) is already explained as a normal EDSR
process. On the other hand, the negative detuning regime (left side of ε = 0) doesn’t remain
any energy state in principle. At this detuning, there are no state at left dot, however only
GS of right dot remains below the Fermi energy of source-side. Furthermore, these two dots
have strong coupling, therefore excited hole can go through the state of left dot.
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Fig. 4.12 High-bias transport triangle as the derivative dIDOT/dVL at B = 2.5 T. White dashed
line is corresponding to the detuning ε = 0.
We can estimate the effective g-factor from the equation of h f = ge f f µBB at one frequency
and B-field. Figure 4.13 shows B-field dependence of the MW frequency at the point of large
detuning. At the large detuning situation, we can ignore the effect of spin-flip tunneling.
Therefor, the dependence appears as a linear. We calculate the value of effective g-factor is
ge f f = 1.25±0.03, which value is reasonable compared with the bulk value of g∗ = 1.44.
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Fig. 4.13 EDSR signal as a function of B-field and MW frequency at large detuning.
4.4.1 Magnetic field dependence of EDSR peak
To clarify the detail of effective g-factor, we measure the detuning as a function of the B-field
dependence at f = 39.64 GHz (Figure 4.14). The measured detuning line is shown as the
white dashed line in Fig. 4.10. The B-filed can be converted to the effective g-factor directly
with a constant MW frequency. The result is not as we expected that EDSR signal doesn’t
appear just around ge f f = 1.25 but appear even different ge f f more than B-field is 2.3 T.
To understand this structure, Figure 4.15 (a) and (b) show the detuning dependence of
energy diagram. The B-field is set (a) B < 2t(= 4tSF) corresponding to the lower B-field
regime and (b) B > 2t(= 4tSF) corresponding to the higher B-field regime, where t is spin-
conserving tunneling and tSF is spin-flip tunneling. In the case of Fig. 4.15 (a), the excitation
occurs between down-spin of the GS and up-spin of the ES1. This process is regarded as a
real EDSR signal. On the other hand in the case of Fig. 4.15 (b), the signal comes from the
excitation between down-spin of the GS and down-spin of the ES1. It is not EDSR process
but LZS-like process [68]. We call (a) state as "spin-like" and (b) state as "charge-like". That
B-field of detuning directly shows the transition from the spin-like state to the charge-like
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Fig. 4.14 EDSR signal as a function of B-field and detuning V3T &3B for f = 39.64 GHz.
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Fig. 4.15 Energy diagrams as a function of detuning. (a) B-field is set to follow the fomula
EZ < 2t(= 4tSF). This "spin-like" regime is indicated at the blue star point in Fig. 4.14. (b)
B-field is set to follow the fomula EZ > 2t(= 4tSF). This "charge-like" regime is indicated at
the green cross point in Fig. 4.14.
state. In addition, the value of ge f f changes almost 30 %. That means it depends on not only
B-field but also gate voltage.
As I mentioned before, the signal can be observed at opposite detuning regime. Figure
4.16 (a) shows a B-field dependence of long range detuning. As you can see, two curvature
can be observed. These two curve never across at higher B-field because of the constant
MW frequency. Figure 4.16 (b) shows a theoretical simulation of the B-field depnedence of
the detuning at different energy gaps between the GS and the ES1. The distance between
two curvatures becomes closer by decreasing ∆E. The touching point of two curvatures is
∆E = 120µeV . This value corresponds the energy gap of ε = 0 directly, and we can estimate
the value of spin-conserving tunneling 2t.
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Fig. 4.16 (a) Two EDSR signal as a function of B-field and detuning at f = 35.58 GHz.
(b) The constant-energy contours corresponding to a fixed energy gap as a function of the
detuning and the B-field at t = 60µeVandtSF = 30µeV. The difference of the gap between
the lines of different color is 10 µeV.
4.4.2 Frequency dependence of EDSR peak
From previous discussion, it is possible to observe the detuning dependence of the energy
gap between states by changing MW frequency at constant B-field. Figure 4.17 (a) shows
the MW frequency dependence of the detuning at B = 2.5T . The white cross mark is the
minimum frequency, which corresponds to the energy gap at ε = 0. Figure 4.17 (b) show
the B-field dependence of the minimum MW frequency. There are three regimes in this
figure. First, the minimum frequency increases by applying B-field from 1 T to 2 T. This is
conventional Zeeman splitting effect. Second, the minimum frequency is constant from 2
T to 3 T. This is caused by the anticrossing between ES1 and ES2 as I mentioned before.
Third, the minimum frequency decreases by applying B-field from 3T and more. In principle,
the value of minimum frequency is saturated, because the energy gap between Gs and ES1,
corresponding to the spin-conserving tunneling, is independent on the B-field in this regime.
This is due to the decrease of both tunneling matrix elements resulting from diamagnetic
effects [62].
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Fig. 4.17 (a) EDSR signal as a function of MW frequency and detuning at B = 2.5 T. (b)
Minimum frequency, which is corresponding to the white cross mark in (a), as a function of
B-field.
To extend the situation, we change the coupling between two dots. This is because to
observe manipulated signal and to control QD more symmetric. We applied more positive
voltage to the C gate, and the potential barrier becomes stronger. Figure 4.18 shows the
high-bias transport triangle as the derivative dIDOT/dVL at B = 2.0 T. We observed clearer
two triangles, and one of them was hidden by current spectrum. Furthermore, the triangle
structure is also sharper, especially the edge of triangle looks straight compared with Fig.
4.6 (b). Although the coupling is weaker, the EDSR signal can be observed even in negative
detuning regime.
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Fig. 4.18 High-bias transport triangle with weaker coupling between QDs as the derivative
dIDOT/dVL at B = 2.0 T.
In such a situation of weaker coupling, we observed the additional structure in the MW
frequency dependence as shown in Figure 4.19 (a). We observed the EDSR signal as a
function of MW frequency same as Fig. 4.17 (a) in f = 12-33 GHz. However, unexpected
resonance signal appears more than 33 GHz. That might be the observation of the resonance
signal between not only GS and ES1 but also ES1 and ES2. Fig. 4.19 (b) shows simulated
energy diagram like Fig. 4.11. Solid lines include the effect of spin-flip tunneling tSF , and
dashed lines don’t include the tSF . Figure 4.17 (c) shows the energy gaps ∆(E) as a function
of detuning. Line colors are corresponding to the arrows in Fig. 4.19 (b). Olive line is
corresponding to the ∆(E) between GS and ES1, purple line is corresponding to the ∆(E)
between GS and ES2, blue line is corresponding to the ∆(E) between ES1 and ES2, and red
line is corresponding to the ∆(E) between GS and ES3. Olive and purple lines explain well
the signal in Fig. 4.19 (a). To observe the red line, we need to apply more MW frequency,
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therefore it is difficult to observe that signal, now. On the other hand, it is possible that blue
line is indicated in Fig. 4.19 (a) below 10 GHz.
Fig. 4.19 (a) EDSR signal with weaker coupling between QDs as a function of MW frequency
and detuning at B = 1.8 T. (b) simulated energy diagram as a function of detuning. (c) Energy





I would like to conclude my studies. I fabricated good working samples. These samples are
used for not only my studies but also some laboratory members [69][70].
I confirmed the transport characteristics are largely affected by the potential landscape in
triple-gated QPCs. The Le f f values of a triple-gated QPC become almost twice longer by
increasing Vcg. It is noteworthy that the Le f f values are higher than those reported for the
structures without center gate in spite of the mobility is slightly lower. These results probably
suggest effect of the center-gate which weaken the impurity-induced potential fluctuation.
I also tried to measure EDSR in a lateral GaAs/AlGaAs double quantum dot device. A
single heavy hole spin system has been realize in the strong tunnel coupling regime and
EDSR has been observed. The characteristics are strongly influenced by the spin-orbit
interaction which induces spin-flip resonance. It is demonstrated that heavy hole effective
g-factor can be tuned by a gate. In addition, a hybrid spin-charge system is realized where
the EDSR can be continuously tuned from "spin-like" to "charge-like" regime.
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To observe the quantization, it is required to achieve very low temperature. Dilution refrig-
erator is one of the best instrument to do that[71] [72]. The phases of mixture (3He-4He)
are separated below 0.87 K. We can evaporate only 3He by setting the boundary surface of
mixture about 1K. Then, the system can be cooled down by the heat of evaporation.
Pure 4He obeys Boson statistics and undergoes a transition to superfluid at 2.17 K. On the
other hand, pure 3He obeys Fermi statistics and the Pauli Exclusion principle which prevents
3He from undergoing a superfluid transition until much lower temperatures at which the spins
pair up and then obey Boson statistics. The superfluid transition temperature of a 3He-4He
mixture depends on the 3He concentration as in the Fig. A.1 (a) below left. From point A
in Fig. A.1 (a), this is cooled down to the temperature at point B, it undergoes a superfluid
transition. If we cool the mixture further to point C, it separates into two phases with the
3He-rich phase floating on top of the heavier 4He-rich phase below right. The 4He-rich phase
contains 6.4 % 3He all the way down to 0 K. This finite solubility of 3He in 4He is the key to
dilution refrigeration.
Figure A.1 (b) shows the schematic of the dilution refrigerator. We put sample on the
bottom of refrigerator at room temperature to prevent the sample from the piezoelectric
voltage. From the room temperature (about 300 K), the system is cooled down by pre-cooling
method until about 10 K. The pre-cool line removes the need for an IVC. Instead a small
amount of mixture is circulated through the pre-cool loop using the membrane pump. A
pre-cool line makes the sample exchange much easier and faster with no need to use indium
seals and thus reducing risk for developing cold leaks. Circulating mixture through the low
impedance pre-coop line also allows for good temperature control at higher.
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Fig. A.1 (a) Phase transition of 3He-4He mixtures (b) Schematic of dilution refrigerator
After pre-cooling, the system is cooled down to exchange heat between 1 K pod and
mixture. If the temperature reach below about 2 K, the mixture starts to condense. Condensed
mixture fills mixing chamber, which can exchange the heat with MC plate. The mixing
chamber connects to a still line, which distils the 3He from the 4He due to the difference in
vapour pressure. Heat is applied to the still (otherwise it will quickly cool to a temperature
where the vapour pressure is so low that the circulation stops). If the still temperature is too
high, the vapour pressure of 4He will become significant. Circulating too much 4He will
reduce the dilution process efficiency. A 3 He fraction of about 90 % in the circulated gas is
acceptable, resulting in an optimal still temperature of 0.7-0.8 K.
The minimum temperature of our dilution refrigerator is about 13 mK. However, that
temperature is not in the sample but just on the refrigerator system. This is because we mea-
sure the temperature of MC plate. However, the sample is put on the bottom of refrigerator,
then there are is distances between MC plate and sample. Therefore, the electron temperature
in the sample becomes about 100 mK by thermal conductivity.
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A.2 Measurement circuit
The transport characteristics of QPC are measured by conventional constant current method
(in Figure A.2 (a)). We utilized Wave Factory 1974 to induce AC current into the sample.
Then, the current value is measured by LI 5660-Amplifier which amplifies the signal of
source-drain voltage. There are two resistance between the WF and the sample. Near WF, the
resistance of 50 MΩ is connected to prevent the large current induces to the source contact
of sample. The resistance of 100 kΩ is connected in parallel of Amp.1 to measure the VSD.
The conductance of QPC is measured by Amp.2. It is connected with QPC between two
reservoirs. The drain contact is connected to the ground, and it is same electrostatics of WF.
Figure A.2 (b) shows the circuit of DQD measurement. The transports of IDOT and ICS
are measured by DC current. The ratios show inserted resistances. The current is induced to
the source contact, and measured by 1211-Amplifier which is connected to the drain contact.
This circuit makes it easier to control the VDC, to confirm single-hole regime identified, to
measure the Coulomb diamond, and so on.
Fig. A.2 Schematic of measurement circuits (a) QPC measurement at Tohoku University (b)
DQD measurement at NRC of Canada
84 Measurement Setup
A.3 Simulation
I utilize the Python software to simulate the Landauer-Büttiker model. The Python script is
as follows.
from __future__ import division
import numpy as np
import matplotlib.pyplot as plt
import re
from pylab import *
import numpy as np
import matplotlib.pyplot as plt
from scipy import integrate
from mpl_toolkits.mplot3d import Axes3D
from scipy.optimize import curve_fit
import timeit
import warnings




h = 4.135667662E-15 #Planck constant(eVs)
hbar = 6.582119514E-16 #Dirac constant(eVs)
e = -1.60218E-19 #Elementary charge(C)
meff = 0.067*9.10938356E-31 #Effective mass(kg)
kb = 8.6173303E-5 #Boltzmann’s constant(eV/K)
fn = "Times New Roman" # font
’’’cariables’’’
Vcg = 0.65 #the voltage of center-gate(V)
Vbg = 4.5 #the voltagge of back-gate(V)
delta = 0.246 #the rength of first plateau(V)
Ox1 = 1.76 #
Ox2 = 1.77 #ranges of omegax(meV)
Onum = 11 #number of plotting points





def interpolated_intercept(x, y1, y2):
"""Find the intercept of two curves, given by the same x data"""
def intercept(point1, point2, point3, point4):
"""find the intersection between two lines
the first line is defined by the line between point1 and point2
the first line is defined by the line between point3 and point4
each point is an (x,y) tuple.
So, for example, you can find the intersection between
intercept((0,0), (1,1), (0,1), (1,0)) = (0.5, 0.5)
Returns: the intercept, in (x,y) format
"""
def line(p1, p2):
A = (p1[1] - p2[1])
B = (p2[0] - p1[0])
C = (p1[0]*p2[1] - p2[0]*p1[1])
return A, B, -C
def intersection(L1, L2):
D = L1[0] * L2[1] - L1[1] * L2[0]
Dx = L1[2] * L2[1] - L1[1] * L2[2]
Dy = L1[0] * L2[2] - L1[2] * L2[0]
x = Dx / D
y = Dy / D
return x,y
L1 = line([point1[0],point1[1]], [point2[0],point2[1]])
L2 = line([point3[0],point3[1]], [point4[0],point4[1]])
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R = intersection(L1, L2)
return R
idx = np.argwhere(np.diff(np.sign(y1 - y2)) != 0)
xc, yc = intercept((x[idx], y1[idx]),((x[idx+1], y1[idx+1])),
((x[idx], y2[idx])), ((x[idx+1], y2[idx+1])))
return xc,yc
’’’equations’’’
omegay = (Vcg*2.67602+3.09592)/1000 #estimated 1st omegay from Vcg
#omegay = (Vcg*2.11429+2.70571)/1000 #estimated 2nd omegay from Vcg












’’’calculate Half Width of Half Maximum’’’
def main():




repeat = np.linspace(Ox1*1.0E-3, Ox2*1.0E-3,Onum)
#calcurate range of omegax




plt.plot(v, y1, mec=’none’, lw=1)
plt.plot(v, y2, mec=’none’, lw=1)
idx = np.argwhere(np.diff(np.sign(y1 - y2)) != 0)
#plt.plot(v[idx], y1[idx], ’ms’, ms=7)
xc, yc = interpolated_intercept(v,y1,y2)
plt.plot(xc, yc, ’co’, ms=5)
print (width-min(p for p in (xc+(delta/2))*1000 if p > 0),’mV’,
’\u03A9x:’,r*1000,’meV’)
plt.tick_params(labelsize=15) # font size of axis scale
plt.xlabel("$\it{E}\ (meV)$", fontsize=24, fontname=fn) # label of x axis
plt.ylabel("$\it{G}\’ (2\it{e}^2/\it{h})$", fontsize=24, fontname=fn)
# label of y axis
plt.ylim(ymin=0)
stop = timeit.default_timer()
print(’Time: ’, stop-start, ’sec’)
#plt.show()
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