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We study heat generation and transport properties for solids in the presence of arbitrary time-
dependent force. Using nonequilibrium Green’s function (NEGF) approach we present an exact
analytical expression of heat current for the linear system. We found that the current can be
expressed in terms of the displacement of the atoms in the center and the self energy of the heat
bath. We carry out the calculation for periodic driven force and study the dependence of steady
state current with frequency and system size for one and two-dimensional systems. We obtain an
explicit solution of current for one-dimensional linear chain connected with Rubin bath. We found
that the heat current is related to the density of states of the system and is independent of the bath
temperature in ballistic transport. The baths can absorb energy only when the external frequency
lies within the phonon band frequency. We also discuss the effect due to nonlinear interactions in
the center.
PACS numbers: 05.40.-a, 44.10.+i, 91.45.Rg, 05.70.Ln
I. INTRODUCTION
In recent years, the understanding of heat transport
in mesoscopic systems has drawn a lot of attention be-
cause of their interesting physical properties and vast
applications ranging from nanosize electronic devices to
thermal transistors. In addition there has been a great
deal of interest to study how to manipulate and control
heat. Different theoretical models have been proposed
to control thermal transport [1–3]. Several experimental
works have also been carried out [4, 5]. To understand
the generic features of these systems numerous studies
have been done using nonequilibrium Green’s functions
(NEGF) [6–9], generalized Langevin equation [10, 11] and
quantum master equation [12, 13] approach.
The energy transport in general can be achieved as a
response to the temperature gradient or chemical poten-
tial gradients and in the linear response regime is gov-
erned by Fourier’s law [10, 14, 15] for diffusive systems.
It is also expected that time-dependent external force can
induce directed heat transport between the leads at the
same temperature or even in the presence of temperature
gradient [16–18]. However, whether all energy driven by
external force can be transmitted to the reservoir or not
is a valid question. Recent study on driven quantum
Langevin model for any arbitrary time-dependent poten-
tial shows that the energy dissipation flow to thermal
environment is related to the violation of the fluctuation-
response relation [19, 20]. Understanding the general
features of current is therefore one of the main goals in
nonequilibrium statistical physics.
For systems driven arbitrarily far from equilibrium it
is possible to relate the work done during the nonequi-
librium process with the free energy difference between
two equilibrium states through Jarzynski’s equality (JE)
[21, 22] which states that
〈e−βW 〉 = e−β∆F , (1)
where W is the work done (here the work done is due to
external time-dependent force) and ∆F is the difference
of free energy between final and initial equilibrium states.
The average is over the work distribution function P (W )
and β = 1/(kBT ). If P (W ) is Gaussian then it can be
shown for classical systems that 〈W 〉 = ∆F + βσ2W /2
where σ2W = 〈W 2〉− 〈W 〉2 is the variance. An important
point to realize in this case is that even if the average
work 〈W 〉 is independent of temperature the variance in-
creases linearly with temperature. Finding explicit forms
of the nonequilibrium distribution functions and hence-
forth averages for different systems is of obvious interest
to verify JE [23–25].
In this paper we investigate the influence of the exter-
nal time-dependent force on a harmonic system which is
connected with heat baths and analyze the energy current
with the applied frequency and system size. We explore
the effect on current due to two different types of heat
baths, Rubin [26] and Ohmic [27]. We discuss briefly that
one-dimensional linear chain model can not be used as a
heat pump. To obtain the expression for current and to
examine the underlying physical process we use NEGF
method. Aiming for an exact analytical solution of cur-
rent we consider special form of time-dependent potential
which is linear in system’s position coordinates.
The paper is organized as follows. In the next section,
we introduce our model and derive the expression of en-
ergy current in time domain which in general is true for
any form of time-dependent force and also in any dimen-
sion. In Sec. III we choose periodic driven force and
study steady state properties for one-dimensional (1D)
linear chain and two-dimensional (2D) square lattice. We
present an explicit solution for current in one-dimensional
linear chain which is connected to Rubin baths. In Sec.
IV we discuss the effect on heat current due to nonlin-
ear interaction in the center. Finally we conclude with a
short discussion in Sec. V.
2II. THE MODEL
We consider an insulating solid where only the vibra-
tional degrees of freedom plays important role for heat
transport. Our model consists of a finite harmonic center
which we denote by C, coupled to two heat baths (L and
R) kept at temperatures TL and TR. For the heat baths
we consider the standard model of an infinite collection
of oscillators. Let the displacement from some equilib-
rium position for the j-th degree of freedom in the region
α be uαj , α = L,C,R. The Hamiltonian is given by
H = HL +HC +HR +HLC +HRC + V(t), (2)
where
Hα = 1
2
(u˙α)T u˙α +
1
2
(uα)TKαuα, α = L,C,R
HαC = (uα)TV αCuC , α = L,R
(3)
where superscript T denotes matrix transpose, uα is a
column vector consisting of all the displacement vari-
ables in region α, and u˙α is the corresponding conju-
gate momentum. Kα is the spring constant matrix and
V αC = (V Cα)T (α = L,R) is the coupling matrix of the
leads to the central region. V(t) is the time-dependent
external potential which depends only on the center atom
variables. In this case the potential has a particular form
−θ(t − t0)fT (t)uC and f(t) is the time dependent force
vector acting only on center atoms. The force can be in
the form of an applied electromagnetic field. For sim-
plicity we have set all the atomic masses to 1, but the
formulas can be used for variable masses with a transfor-
mation uj → xj√mj . We assume that at t < t0 the sys-
tem is under a known nonequilibrium steady state ρ with
respect to the Hamiltonian H0 where H0 is the Hamil-
tonian without the time-dependent potential V(t). For
t ≥ t0 the time-dependent force drives the system into
a nonequilibrium state. We are interested in calculating
the current going from the left lead to the center.
The energy current flowing out of the left lead is given
by
IL(t) = −
〈
dHL(t)
dt
〉
=
i
~
〈[HL(t),H(t)]〉 , (4)
where the average is with respect to the density operator
ρ defined above. The operators are in Heisenberg pic-
ture. The position and momentum operators obey the
canonical commutation relation[
uαj (t), u˙
β
k (t)
]
= i~ δjk δ
αβ , α, β = L,C,R. (5)
Equation(4) therefore becomes
IL(t) =
〈
u˙TL(t)V
LCuC(t)
〉
= i~Tr
[
∂
∂t′
G<LC(t
′, t)V CL
]
t′=t
(6)
t0 t
2
1
FIG. 1: The complex-time contour in the Keldysh formalism.
The path of the contour begins at time t0, goes to time t, and
then goes back to time t = t0. τ1 and τ2 are complex-time
variables along the contour.
Since [u˙L(t), uC(t)] = 0, the above equation can also be
written as
IL = i~Tr
[
∂
∂t′
G>LC(t
′, t)V CL
]
t′=t
, (7)
which after symmetrization finally reduces to
IL = i~Tr
[
∂
∂t′
G¯LC(t
′, t)V CL
]
t′=t
, (8)
where G¯(t, t′) = 12 [G
<(t, t′) +G>(t, t′)]. The lesser (G<)
and greater (G>) Green’s functions are defined as
GLC,<jk (t, t
′) = − i
~
〈
uCk (t
′)uLj (t)
〉
GLC,>jk (t, t
′) = − i
~
〈
uLj (t)u
C
k (t
′)
〉
. (9)
Equation (8) is the primary equation we use to calcu-
late for current flowing out of the left lead. To compute
the current we need to determine GLC . Our main task
would be to eliminate the reference to the lead Green’s
functions in terms of the Green’s functions of the cen-
tral region. We use contour-ordered Green’s function,
defined on a Keldysh contour [7, 28–30] (see Fig. 1) from
t0 to t and back. The contour ordered Green’s function
can be mapped onto four different normal time Green’s
functions by Gσσ
′
(t, t′) = limǫ→0+ G(t+ iǫσ, t
′ + iǫσ′),
where σ = ±(1), and G++ = Gt is the time ordered
Green’s function, G−− = Gt¯ is the anti-time ordered
Green’s function, G+− = G<, and G−+ = G>. The
retarded Green’s function is given by Gr = Gt − G<,
and the advanced by Ga = G< − Gt¯. These relations
also hold for the self energy discussed below. It can be
shown from the equations of motion that the contour or-
dered Green’s function for this model satisfies the equa-
tion GCL(τ, τ
′) =
∫
dτ ′′GCC(τ, τ
′′)V CLgL(τ
′′, τ ′), where
the integral is along the contour. The function gL is the
contour ordered Green’s function for the semi-infinite free
left lead in equilibrium at temperature TL. Using Lan-
greth’s theorem [30] in Eq. (8) we can get
IL(t) = i~Tr
[∫ ∞
t0
dt′′
∂
∂t′
[
GrCC(t, t
′′)Σ¯L(t
′′ − t′)
+ G¯CC(t, t
′′)ΣaL(t
′′ − t′)
]
t′=t
]
, (10)
3with ΣL = V
CLgLV
LC being the self energy due to the
interaction with the left lead. The important point to
note is that GCC does not have time-translational in-
variance because of the presence of time-dependent force
whereas the surface Green’s function gLobeys this invari-
ance as it is calculated at equilibrium. Our main task now
is to calculate the center Green’s function.
Let us first consider the one-point contour-ordered
Green’s function for the center which is defined as [7]
GCj (τ) = −
i
~
〈TcuCj (τ)〉, (11)
where Tc is the contour-ordering operator. For one-
point Green’s function contour ordering is not important.
uCi (τ) is the operator in the Heisenberg picture. Trans-
forming to the interaction picture with respect to the
Hamiltonian H0 and taking the interaction Hamiltonian
as V(t) = −θ(t − t0)fT (t)uC we can write the contour
ordered Green’s function as
GCj (τ) = −
i
~
〈
Tcu
C
j (τ)e
∑
k
i
~
∫
dτ ′fk(τ
′)uk(τ
′)
〉
G0
, (12)
where G0 is the Green’s function calculated with the
HamiltonianH0. Now if we expand the exponential func-
tion, the terms with odd numbers of uC will be zero since
the average is with respect to a quadratic Hamiltonian.
So the expression will contain terms with even number of
uC(τ) and odd number of f(τ) and finally can be written
in the matrix form as
GC(τ) =
i
~
∫
dτ ′G0(τ, τ
′)f(τ ′) + higher order terms,
(13)
(For notational simplicity we have omitted the super-
script CC on the two-point Green’s function of center).
In Fig. 2 we draw Feynman diagrams for GCi (τ) upto
third order of force. The contribution from the first di-
agram is nonzero. However, all the higher order terms
contain the same type of vacuum diagrams which are
zero. Vacuum diagram in this case is defined as a dia-
gram where all variables are integrated and the result is
independent of space or time. The expression for such a
diagram in terms of contour variable can be written as∫ ∫
dτdτ ′fT (τ)GCC0 (τ, τ
′)f(τ ′)
=
∑
σ,σ′
∫ ∫
σdt σ′dt′fσ(t)TGσ,σ
′
0 (t, t
′)fσ
′
(t′). (14)
The last line is obtained by going to the real time using
Langreth’s rule. Since the driven force f does not depend
on the branch index f+(t) = f−(t) = f(t), we can take
the summation inside and obtain [7]∑
σ,σ′
σσ′Gσ,σ
′
0 = G
t
0 +G
t¯
0 −G<0 −G>0 = 0. (15)
So the above expression is zero. Similarly all the
higher order diagrams doesn’t contribute to the one-point
+ higher order terms+
Fj Fj Fl Fm
FIG. 2: The Feynman diagram for one-point Green’s function
of the center in the presence of time-dependent force.
Green’s function. So the exact expression for 〈uC(τ)〉 is
now given by
〈uC(τ)〉 = −
∫
dτ ′G0(τ, τ
′)f(τ ′). (16)
From this expression it is also clear that 〈uC(τ)〉 does not
depend on the branch index i.e.
〈
u+C(t)
〉
=
〈
u−C(t)
〉
. So
in real time we obtain
〈uC(t)〉 = −
∫
dt′Gr0(t− t′)f(t′). (17)
where Gr0 is the retarded Green’s function and is defined
as
Gr0,jk(t, t
′) = − i
~
θ(t− t′)〈[uCj (t), uCk (t′)]〉. (18)
It is also related to the response function in the linear
response theory. In fact, the same result, Eq. (17), can
also be derived from the standard linear response theory.
Similarly the two-point Green’s function in the interac-
tion picture is also calculated using the definition and is
given by
Gjk(τ, τ
′) = − i
~
〈TcuCj (τ)uCk (τ ′)e
∑
m
i
~
∫
dτ ′′fm(τ
′′)um(τ
′′)〉G0 .
(19)
As discussed above we can expand the exponential and
the terms greater then O(f2) vanishes as they contain
same type of vacuum diagrams. The exact expression
can be written as
Gjk(τ, τ
′) = G0,jk(τ, τ
′)− i
~
∑
ms
∫
dτ1dτ2G0,jm(τ, τ1)
G0,ks(τ
′, τ2)fm(τ1)fs(τ2). (20)
In terms of 〈uC(τ)〉 the center Green’s function now be-
come
G(τ, τ ′) = G0(τ, τ
′)− i
~
〈uC(τ)〉〈uC(τ ′)〉T . (21)
From the above equation we can write G = G0+δG with
δG = − i
~
〈uC(τ)〉〈uC(τ ′)〉T . Now using the property of
〈uC(τ)〉 we can write
δG++ = δG+− = δG−+ = δG−− (22)
which implies that δGr = δGa = 0 and δG< = δG> =
δG¯ = − i
~
〈uC(t)〉〈uC(t′)〉T . So using Eq. (10) the expres-
4sion for the current reduces to
IL(t) = i~Tr
[
∂
∂t′
∫ t
t0
dt′′
[
Σ¯L(t
′ − t′′)Ga0(t′′, t)
+ ΣrL(t
′ − t′′)G¯0(t′′, t)
]
t′=t
]
+ Tr
[∫ t
t0
dt′′〈uC(t)〉〈uC(t′′)〉T ∂
∂t′
ΣaL(t
′′ − t′)
]
t′=t
(23)
= IsL(t) + I
d
L(t).
By writing IL(t) in this form it is clear that the contri-
bution to the energy current is separated into two parts.
IdL(t) is the current due to driven force and I
s
L(t) is due
to the temperature difference between the heat baths. In
the long time limit i.e, t → ∞, IsL(t) is the steady-state
heat flux and is given by the Landauer like formula [7]
IsL =
1
4π
∫ ∞
−∞
dω ~ωT[ω] (fL − fR) (24)
where fα = 1/(e
βα~ω − 1) is the Bose-Einstein distribu-
tion function where βα = 1/(kBTα), T[ω] is known as
the transmission function and is given by the Caroli for-
mula T[ω] = Tr[Gr0ΓLG
a
0ΓR] with Γα = i(Σ
r
α − Σaα) and
Ga0 [ω] =
[
Gr0[ω]
]†
, α = L,R. The separation of energy
current into two parts is possible because the system is
linear and the driving force is not correlated with the
heat baths.
If we take the two heat baths to be at the same tem-
perature, i.e, ∆T = TL − TR = 0, then IsL is zero. So
in the linear case the final expression for current with
∆T = 0 is
IdL(t) = Tr
[∫ t
t0
dt′′〈uC(t)〉〈uC(t′′)〉T ∂
∂t′
ΣaL(t
′′, t′)
]
t′=t
(25)
where ΣaL(t
′′ − t′) = 0 if t′′ − t′ ≥ 0. This is the central
equation which can be used to calculate the current both
in transient state as well as in steady state with arbitrary
form of force. This expression is true for systems with
finite heat baths and also in higher dimensions.
In the following we will consider situation for ∆T = 0
and use Eq. (25) to calculate the current. We take a
particular form of force which is oscillatory and carry
out calculation for 1D linear chain and 2D square lattice
for two types of heat baths (1) Rubin bath and (2) Ohmic
bath.
III. PERIODIC DRIVEN FORCE
We consider the form of force given by f(t) = f0e
−iΩt+
c.c where f0 is a column vector with complex ampli-
tude and Ω is the driven frequency. Then from Eq. (17)
〈uC(t)〉 can be written as
〈uC(t)〉 = Gr0[Ω]f0e−iΩt + c.c. (26)
where Gr0[Ω] is given by
Gr0[Ω] =
[
(Ω + iη)2I −KC − ΣL[Ω]− ΣR[Ω]
]−1
(27)
with η → 0+ and I is the identity matrix. We set
t0 → −∞ for steady state oscillation and finally average
over a time period I¯L =
1
τ
∫ τ
0 IL(t) dt where τ = 2π/Ω is
the time period of the driving field, we finally get from
Eq. (25),
I¯L = −ΩS[Ω], (28)
S[Ω] = Tr(Gr0[Ω]f0f
†
0G
a
0 [Ω]ΓL[Ω]), (29)
Since ΩS[Ω] is always positive the current is flowing into
the lead. The average rate of work done is positive and
consistent with the second law of thermodynamics. For
this particular case the same result can also be obtained
using linear response theory. We can write Eq. (28) in
another form by using the following relation between Gr0
and Ga0
Gr0[Ω]−Ga0 [Ω] = −i Gr0[Ω]
(
ΓL[Ω] + ΓR[Ω]
)
Ga0 [Ω] (30)
then we can write
I¯L = −I¯C − I¯R (31)
which is a consequence of energy conservation and I¯C =
iΩTr
[
(Gr0[ω]−Ga0 [Ω])f0f †0
]
.
It is important to note that the above expression
(Eq. (29)) contains Gr0, ΓL which are independent of tem-
perature. So in the ballistic case the current is indepen-
dent of the temperature of the heat bath. However, the
higher moments of current, for example 〈I2L〉, in general
do depend on temperature.
For the Hamiltonian given in Eq. (2) it is also possible
to calculate work done by the external time-dependent
force which is given byW = − ∫ τ0 dtf˙T (t)uc(t) where the
dot refers to derivative with respect to time. Using this
definition one can then calculate 〈W 〉 and 〈W 2〉 and can
verify JE [24]. Following this definition, P (W ) is Gaus-
sian and equivalent statement of JE classically reduces
to 〈W 〉 = β2
[〈W 2〉− 〈W 〉2]. Since the integration is over
a time period τ = 2π/Ω the initial and final equilibrium
states are the same and hence ∆F = 0. It is also impor-
tant to realize that if we define W ′ = − ∫ τ0 IL(t) dt then
it does not satisfy Jarzynski equality and P (W ′) is not
Gaussian. However the relation between first and second
moment come out to be the same classically.
The first and second moment of W ′ (only the driven
force contribution) can be written down explicitly
〈W ′〉 = τ ΩS[Ω]
〈W ′2〉 − 〈W ′〉2 = τ ~Ω2 S[Ω]
[(
1 + 2 fL(Ω)
)− 2T[Ω]×(
fL(Ω)− fR(Ω)
)]
. (32)
When the leads are at the same temperature, we have,
〈W ′2〉 − 〈W ′〉2 = ~Ω(1 + 2 fL(Ω)) 〈W ′〉, (33)
which classically reduces to 〈W ′2〉 − 〈W ′〉2 = 2
β
〈W ′〉.
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FIG. 3: Energy current I¯L as a function applied frequency
for different system size of one-dimensional chain with force
fj(t) = (−1)
jfoe
−iΩt + c.c. (a) NC=4, (b) NC=6, (c) NC=8,
(d) NC=10. K=1 eV/(uA˚
2).
A. Application to 1D chain
1. Rubin bath
Here we consider a 1D chain with inter-particle spring
constant K. We divide the full infinite system into three
parts, the center, the left and the right lead. The leads
are at the same temperature with the center. We drive
the center with the force f(t) and evaluate Eq. (25). The
classical equation of motion for the center atoms is given
by
u¨j = K
(
uj−1− 2uj + uj+1
)
+ fj(t), 1 ≤ j ≤ NC (34)
where NC is the number of particles in the center. The
leads obey similar equations with fj(t) = 0. The equi-
librium Green’s functions satisfy time-translational in-
variance and hence Fourier’s transform exists. In fre-
quency space the retarded Green’s function for the semi-
infinite linear chain can be obtained by solving [31]
[(Ω + iη)2 − K˜]Gr0 = I, where matrix K˜ which is infi-
nite in both directions is 2K on the diagonal and −K
on the first off-diagonals. The solution is translationally
invariant in space index and is given by
Gr0,jk[Ω] =
λ|j−k|
K(λ− 1
λ
)
, (35)
with λ = − ω¯2K ± 12K
√
ω¯2 − 4K2 and ω¯ = (Ω+ iη)2− 2K,
Choosing between plus and minus sign by |λ| ≤ 1. The
surface Green’s function in frequency space is given by
ΣrL[Ω] = −Kλ. It is clear from the expression of λ that
it is complex within the range 0 ≤ Ω ≤ 2
√
K and is real
outside this range. Hence ΓL is zero outside the phonon
band.
Here we consider the force fj(t) = f
j
oe
−iΩt+c.c. where
f jo = (−1)jf0 which also mimic the structure of a crystal
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FIG. 4: Energy current I¯L as a function applied frequency
for different system sizes of one-dimensional linear chain with
force fj(t) = (−1)
jfoe
−iΩt + c.c. (a) NC=1, (b) NC=3, (c)
NC=5, (d) NC=7. K=1 eV/(uA˚
2).
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FIG. 5: Energy current I¯L versus length of the center for
different applied frequencies for one-dimensional linear chain.
Here (a) Ω=0.39, (b) Ω=0.78, (c) Ω=0.98, (d) Ω=1.40. The
frequencies are given in 1014(Hz) unit. The other parameters
same as in Fig. 3 .
having alternate charges at the sites. For this force the
expression for current is
I¯L =

−
Ωf2o
2K
(
1−(−1)NC cos(NC q)
)
sin q
(
1+cos q
) , for 0 ≤ Ω ≤ 2√K,
0, for Ω ≥ 2√K.
(36)
I¯L is of order 1 and q is given by the dispersion relation
Ω2 = 2K(1− cos q).
In Fig. 3 and Fig. 4, we plot energy current as a func-
tion of applied frequency for different system size. The
value of force constant is chosen as K = 1 eV/(uA˚2) and
f0 = 1nN in all our calculation. In Fig. 4, the current
is nonzero even at zero frequency because the system as
a whole is not charge neutral. For NC = 1 the cur-
6rent I¯L is proportional to the density of states (DOS).
More importantly the current is exactly zero when the
applied frequency matches with the normal mode fre-
quency of the system and the corresponding wave number
is given by for even NC , q = 2πn/NC and for odd NC ,
q = (2n+1)π/NC with n = 0, 1, ..., NC−1 . Therefore the
number of resonance peaks and number of zero’s depends
on the eigenfrequencies and hence on the size of the cen-
ter system. The average current diverges at Ω = 2
√
K
as the DOS of the full system diverges at the maximum
frequency of the whole system. For Ω ≥ 2
√
K the system
does not allow energy to pass through. Similarly one can
calculate the right lead current IR and the expression is
the same with Eq. (36). Since we apply force on all the
atoms of the center by symmetry argument we can say
that the total input current IC divides into two equal
parts and goes into the leads i.e. |IL| = |IR| = |IC |/2.
In Fig. 5, we give results for energy current as a func-
tion of total number of particles in the center for differ-
ent values of external frequency. For finite systems the
current oscillates with system size and depending on the
values of Ω it shows periodicity with respect to NC . The
maximum amplitude of the average current is fixed and
is proportional to Ωf2o /2K.
2. Ohmic bath
Here we consider the center system to be connected
with two Ohmic baths. The difference between Rubin
and Ohmic bath is that, the self energy in this case is
approximated as Σ[Ω] = iγΩ where γ is the friction coef-
ficient. More precisely the ΣL and ΣR matrices are given
by
ΣlmL = i γ Ω δlm δl1,
ΣlmR = i γ Ω δlm δlN . (37)
Using the form of the Green’s function in Eq. (27) and
after some bit of algebraic simplifications, we obtain the
following results
I¯L = 2 γ Ω
2 f20 |g[Ω]|2 (38)
where
g[Ω] =
NC∑
j=1
(−1)j+1Gr1j [Ω] (39)
From the above expression and Eq. (27) it is clear that
energy current depends on the denominator A[Ω] =
|det[D[Ω]]|2 whereD[Ω] = (Ω2 I−KC−iΩΓL−iΩΓR) is
NC×NC matrix. The matrix elements are given byDij =
δi,j
(
Ω2 − 2K − iΩ γ(δi,1 + δi,N )
) − K δi,j+1 − K δi,j−1.
If we denote PNC [Ω] = det(Ω
2 −KC) to be the charac-
teristic polynomial of the matrix KC with NC particles
then it can be shown that [32]
A[Ω] =
[
PNC [Ω]− γ2Ω2PNC−2[Ω]
]2
+ 4γ2Ω2 P 2NC−1[Ω],
(40)
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FIG. 6: Energy current I¯L as a function applied frequency
for different values of friction coefficient γ of one-dimensional
linear chain with force fj(t) = (−1)
jfoe
−iΩt+c.c. (a) γ=0.01,
(b) γ=0.5, (c) γ=3.0, (d) γ=5.0. K=1 eV/(uA˚2) and NC =8.
where PNC−1[Ω] is the polynomial of the (NC−1)×(NC−
1) force constant matrix KC with first row and column
or last row and column taken out from KC and similarly
PNC−2[Ω] is the polynomial of the (NC − 2)× (NC − 2)
matrix by taking out the first and last rows and columns
from KC . The resonance and the zero’s of current cor-
responds to the minimum and maximum value of A[Ω]
respectively. It is difficult to obtain explicit solution in
this case. However the equation become simple for small
and large value of γ, the friction coefficient. For small
friction it is clear from Eq. (40) that A[Ω] = P 2NC [Ω]. So
the resonant frequencies depends on NC eigenfrequencies
of the force constant matrix KC . In the opposite limit
i.e, for large γ we obtain A[Ω] = P 2NC−2[Ω]. So depend-
ing on the value of γ the resonance peaks shift from NC
to NC − 2.
In Fig. 6, we plot the current with applied frequency
for different values of damping coefficient γ. The value of
γ is chosen in proper units. The zero values of the current
is same as in Rubin’s case. However there is a gradual
shift in the resonance peak depending on the parameter
γ. The current doesn’t diverge at Ω = 2
√
K and the
width of the peaks depends of γ. We check numerically
the behavior of I¯L with system length and we found that
the behavior is similar with Rubin baths. In this case
also we have |IL| = |IR| = |IC |/2.
Similar Ohmic model was also investigated by Marathe
et. al [33] forNC = 2 where they conclude that this model
cannot work either as a heat pump or as a heat engine.
Our calculation agrees with their results.
It is also possible to calculate current in the over-
damped regime by dropping the term (Ω+ iη)2 in Gr[Ω]
given in Eq. (27). In this regime for N = 1 our result
agrees with the result obtained in Ref. 25 for magnetic
field B = 0.
73. Comparison between Rubin and Ohmic bath for driving
force on single site
As we have seen that if we apply force on all the atoms
of the center because of the symmetry of the problem
if we interchange the left and right lead (which we as-
sume to be the same) the value of the current should
not change and hence we have the only possible solution
|IL| = |IR| = |IC |/2. But this is not the case, at least
for Ohmic bath, if we apply force on a single or multi-
particles but not on all.
If we consider the force on the αth particle as fi(t) =
δiα
(
f i0 e
−iΩt + c.c
)
then for the Rubin bath case using
Eq. (28) and Eq. (29) we get
I¯L = −2ΩK Im(λ) fα0 (fα0 )∗ |G0,α1|2
I¯R = −2ΩK Im(λ) fα0 (fα0 )∗ |G0,Nα|2 (41)
Using the solution for Gr0[Ω] given in Eq. (35) we obtain
I¯L = I¯R =
{
− Ω2K sin q fα0 (fα0 )∗, for 0 ≤ Ω ≤ 2
√
K,
0, for Ω ≥ 2√K.
(42)
which says that, because the full system is translationally
invariant in space, the magnitude of current does not
depend on which site the force is applied and hence |IL| =
|IR| = |IC |/2 is the only possible solution. The result is
similar with NC = 1 in Eq. (36).
However,this scenario is not valid for Ohmic bath. In
this case the full translational symmetry is broken and
hence applying force on different sites generate different
magnitudes of current on left and right lead. In Fig. 7, we
plot the heat current I¯L and I¯R for one-dimensional chain
as a function applied driving frequency at different sites.
Clearly I¯L and I¯R are different in magnitudes. Hence by
applying force on different sites it is possible to control
current in both the leads for Ohmic case.
4. Heat pump
Heat pump by definition transfers heat from cooler
region to hotter region. One-dimensional linear system
with force applying on any number of sites fails to work
as a heat pump. To understand the reasoning we may
consider Eq. (23) which says that heat current I¯L is a
sum of two parts. If we assume TL > TR then the first
term in Eq. (23) which gives the steady state heat flux
due to temperature difference is positive, i.e, current goes
from left to right lead and the driving term which does
not depend on temperature, always contribute a negative
value to both I¯L and I¯R. Hence I¯R is always negative in-
dependent of whether we apply force on one site or on all
the sites. So it is not possible to transfer heat from right
lead to left lead in this case.
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FIG. 7: Energy current I¯L and I¯R as a function of applied
frequency for driven force at different site of one-dimensional
chain connected to Ohmic bath. (a) and (b) are for α=1 and
(c) and (d) are for α = 3, NC =16. K = 1 eV/(uA˚
2).
B. Application to 2D square lattice : Rubin Bath
In this case we consider a square lattice with force con-
stant K both in x and y direction. We take a small part
of the full infinite system which is square in shape and
call it the center and rest is treated as a bath and is kept
at a constant temperature with the center. The classi-
cal equation of motion for the x-component of the center
atoms is given by
u¨xj,k = Ku
x
j−1,k − 4Kuxj,k +Kuxj+1,k +Kuxj,k+1
+ Kuxj,k−1 + f
x
k (t), 1 ≤ j, k ≤ NC ;
(43)
and similar equation for the y-component. The total
number of particles in the center is N2C . The retarded
Green’s function for the full system is given by [34]
Grl l′ [Ω] =
1
N2
∑
k
ei(Rl−Rl′).k
Ω2 − 2K [2− cos(kxa)− cos(kya)] ,
(44)
where l = l2 + (l1 − 1)N and l′ = l′2 + (l′1 − 1)N , Rl =
l1a1 + l2a2, Rl′ = l
′
1a1 + l
′
2a2 and N is the total number
of particle in the full system, k is the wave-vector and it’s
components are given by kx =
2πnx
Na
, ky =
2πny
Na
where a
is the lattice constant. a1 and a2 are the primitive lattice
vectors. In the large N limit, i.e., N →∞, one can write
Gr
ll′
[Ω] =
1
2π
∫ π
−π
dqy cos(n2qy)L(qy), (45)
where n1 = l
′
1 − l1, n2 = l′2 − l2 and
L(qy) =
1
2π
∫ π
−π
dqx
ein1qx
Ω2 − 2K [2− cos(qx)− cos(qy)] .
(46)
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FIG. 8: Energy current I¯ as a function applied frequency
for different system size of square lattice with force Fj(t) =
(−1)jf0e
−iΩt + c.c. (a) NC=4, (b) NC=6, (c) NC=8, (d)
NC=10. K = 1 eV/(uA˚
2).
This integral can be done using the contour integration
technique and can be written as
L(qy) =
λn1
K(λ− 1
λ
)
, (47)
with λ = − ω¯2K ±
√
(ω¯2−4K2)
2K and ω¯ = Ω
2 − 2K (2 −
cos(qy)
)
. The choice between plus and minus sign de-
pends on |λ| ≤ 1. In this case the explicit expression
for Σr,aL [Ω] is not known. However, by knowing G
r
ll′
[Ω]
we can compute the self energy of the infinite 2D square
lattice with a removed square part using the following
equation
ΣrL[Ω] = (Ω + iη)
2 −KC −
[
Gr0[Ω]
]−1
. (48)
We can obtain ΓL from the above expression as ΓL[Ω] =
−2 Im(ΣrL[Ω]) = 2 Im[Gr0[Ω]]−1.
In Fig. 8 we plot the average current going out of the
center with frequency where the force is in both in x and
y direction with same magnitude (f0 = 1nN) and is given
by fj(t) = (−1)jf0e−iΩt + c.c. The behavior of average
current in this case is quite similar to the 1D case. The
oscillation also increases withNC and the value of current
goes to minimum when the applied frequency matches
with the normal mode frequencies of the full system.
In Fig. 9 we plot the current with system size and it
is found that the current oscillates with NC and it also
shows a periodic pattern depending on the value of Ω.
I¯L is roughly proportional to N
2
C , the total number of
particles in the center.
IV. NONLINEAR INTERACTION AT THE
CENTER
It is possible to study the effect due to nonlinear inter-
action in the center for this model. In this case we assume
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FIG. 9: Energy current I¯ versus size of the center for different
applied frequencies for two-dimensional square lattice. Here
(a) Ω=0.10, (b) Ω=1.47, (c) Ω=0.98, (d) Ω=0.39. The fre-
quencies are given in units of 1014(Hz). The other parameters
same as in Fig. 3.
that both the force and the cubic interaction switched on
at t = −∞. So using contour-ordered Green’s function
and interaction picture the center Green’s function can
be written as
Gjl(τ, τ
′) = − i
~
〈Tτuj(τ)ul(τ ′)e
∑
m
i
~
∫
dτ ′′fm(τ
′′)um(τ
′′)
e−
i
~
∫
dτ ′′′HIn(τ
′′′)〉G0 . (49)
We take cubic potential which is
Hn(τ) =
1
3
∑
jkl
∫
dτ ′
∫
dτ ′′Tjkl(τ, τ
′, τ ′′)uj(τ)uk(τ
′)ul(τ
′′)
(50)
where Tjkl(τ, τ
′, τ ′′) = Tjklδ(τ, τ
′)δ(τ, τ ′′). If we expand
the nonlinear interaction the first term gives us our old
linear result. The first nonzero contribution comes from
the second term of both the nonlinear potential and the
force. The expression for the Green’s function in first
order of force is given by
Gmn(τ, τ
′) = −1
3
(− i
~
)3
∫
dτ ′′
∫
dτ1
∫
dτ2
∫
dτ3∑
jklo
〈Tτum(τ)un(τ ′)fo(τ ′′)uo(τ ′′)
Tjkl(τ1, τ2, τ3)uj(τ1)uk(τ2)ul(τ3)〉G0 . (51)
Since the density operator is quadratic we can use Wick’s
theorem and finally we get 15 possible terms which gives
rise to three independent Feynman diagrams. The final
expression combining all these diagrams is
IL(t) =
1
4π2
∑
jklmno
Tjkl
∫ ∞
−∞
dω′
∫ ∞
−∞
dω′′~ω′e−iω
′′tGrjo[ω
′′]
fo[ω
′′]
(
Grml[ω
′ + ω′′]Grkn[ω
′]Σ¯nm[ω
′] +Grml[ω
′ + ω′′]
G¯kn[ω
′]Σanm[ω
′] + G¯ml[ω
′ + ω′′]Gakn[ω
′]Σanm[ω
′]
)
(52)
9From this expression it is clear that in the steady state
there is no contribution to current to the linear order
in f if we consider a cubic inter atomic potential. To
see the effect due to nonlinearity and also temperature
dependent heat current it is important to go to higher
order in force and also of the nonlinear potential.
V. CONCLUSION
In summary, we present an exact analytical expression
of energy current for driven linear system in time do-
main. The energy current is written in terms of the dis-
placement of the center atoms and self energy of the heat
bath. We study the properties of energy current for two
different types of heat baths with different forms of self
energy Σ. We obtain an explicit expression of current for
one-dimensional linear chain, connected to Rubin baths,
exploring the translational symmetry of the full system.
We discuss the similarities and differences between Ru-
bin and Ohmic bath when the force is applied on all sites
or on single site. We also relate the time integral of left
lead current with work and discuss that this particular
definition does not obey JE. However, we find that the
relation between first and second moment of work in both
cases are same, classically. It will be interesting to study
the general features of current using Eq. (25) with other
forms of time dependent forces. The effect on current
and heat pumping due to nonlinear interaction in higher
order of force are worthy of further explorations.
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