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I. INTRODUCTION 
A. Statement of the Problem 
This dissertation is concerned with the problem of examining the 
residuals remaining after a conventional least-squares analysis of the 
data under an assumed linear model has been completed. To be more specific, 
it deals with the methods of examining the residuals which are defined as 
follows: Let be the set of n observed numbers, {a^ } a set of p 
unknown parameters, {x^ ^^ } a set of np known constants and {e^ } a set of 
n identically distributed N(0,a^ ) errors. Suppose that the fitted model 
The set of residuals {z^ } are defined by the n equations 
=1 - - ^ 1 -
where the {a^ } are those values which minimize the quantity 
n 
y y  ^ 2 
Q = L {y -  ^ a. X, . 
i=l j=l  ^
Clearly, the magnitude and structure of the residuals can shed some 
light on the adequacies of the model, if one can develop objective ways of 
examining them. 
The related problem of finding appropriate transformations of the 
observed {y^ } if the residuals warrant the rejection of the original model 
is also examined. 
Two distinct techniques for doing this will be developed. The first 
of these depends on the definition of.a family of transformations and the 
2 
use of the principle of maximum likelihood estimation to find the 
appropriate member of the family. The second procedure selects the 
monotone transformation which maximizes the correlation between the 
ordered residuals and the normal order statistics. 
B. Review of Literature 
The classical least-squares estimates of the {a^ } are unquestionably 
satisfactory under the conditions described in Section A. This set of 
conditions will be referred to as the ideal statistical conditions, or 
simply as the ideal conditions. Statisticians have long been interested 
in the problem of detecting departures from the ideal conditions. 
One popular approach to this problem has led to the development of 
a set of techniques commonly grouped under the heading of "Rejection of 
Outliers". A historical outline of the progress in this area may be 
found in recent papers by Anscombe (1960) and Grubbs (1950). The 
statistical properties of several criteria for rejecting outliers under 
two relatively distinct mathematical models are discussed in papers by 
Dixon (1950) and Grubbs (1950). In both models it is assumed that in a 
2 
sample of n observations, all but a few are drawn from a N(u , a ) 
population. Under one of the models, the remaining observations are 
2 
assumed to be from a N(w' , a ) population, and under the other, from 
2 
a N(y, a' ) population. The problem of examining outliers has been 
dealt with by both of these authors as something in the nature of a 
test of significance. The treatment in the paper by Anscombe (1960), 
however, is based on the principle that rules for rejecting outliers are 
3 
not significance tests. The argument is that the statistician may not be 
interested in studying whether spurious values occur or not, but rather 
in guarding himself from their adverse effects. The paper is directed 
chiefly at the problem of examining the mean square error of estimators 
following application of a rejection rule. Dixon (1960) demonstrated 
that satisfactory estimates of the mean could be obtained from normal 
samples if one or more extreme values were discarded. The cost was a 
small loss of efficiency. 
An alternative to the practice of rejecting outliers is to modify 
them. Dixon (1960) has investigated the merits of a technique usually 
credited to C. P. Winsor in which extreme values are replaced with the 
next largest (or smallest) observation. He found that the cost of this 
procedure was also only a small loss of efficiency for estimates of the 
mean when samples were from a normal population. 
The technique of modifying extreme values rather than rejecting 
them outright was extended by Tukey (_1962) to the case where the data 
is in the form of an r x c array. The extension is not completely 
straightforward because of difficulties in determining which values 
must be modified. Basically the approach is to fit a general mean, 
row effects and column effects, calculate the residuals, order them, 
plot them against typical values for normal order statistics, draw a 
straight line through the result and finally modify the observations 
which correspond to residuals that deviate too much from the line. 
This procedure is valuable for detecting cases in which the error 
deviations come from a distribution other than the normal as well as 
cases in which several of the observed numbers are outliers. 
4 
Another approach, which was first developed by Tukey (1949) for the 
r X c table is to perform a test for non-additivity. This was extended 
to more complex classifications by Moore and Tukey (1954) and Tukey (1955). 
The test is based on a method for removing a special contrast with one 
degree of freedom from the complete set of error contrasts and comparing 
it with an error mean square computed from the remaining error contrasts. 
V 2 
The test statistic is a function of the quantity 2 . 
Additional techniques for examining the residuals in order to detect 
various types of deviations from the ideal conditions, based on the third 
and fourth powers of the residauls are developed in papers by Anscombe 
(1961) and Anscombe and Tukey (1963). Anscombe (1961) uses the ratio of 
the sum of the cubes of the residuals to the cube of the estimated 
standard deviation to develop a test statistic which is analogous to the 
g^  statistic discussed by Fisher (1958) for the simple random sample. 
Anscombe (1961) also uses the ratio of the fourth moment of the residuals 
to the square of the second moment to generate a statistic analogous to 
Fisher's gg statistic. The difference between the statistics discussed 
by Anscombe (1961) and those discussed by Fisher (1958) is that the latter 
apply only to the simple homogeneous sample, while the former are avail­
able for more general patterns of observations. 
Anscombe (1955) presents a discussion of the statistic J z? Y. as 
i i 3, 
a measure of heteroscedasticity. Some of the properties of this statistic 
are presented in more detail by Anscombe (,1961). This statistic was 
suggested on the basis of an examination of the plot of the against 
the {Y^ } on a scatter diagram. Since one of the first steps in any 
5 
examination of the residuals is to make sure that the sum is zero and 
since ^  z.(Y.) = 0 , it follows that the ordinate (residuals) will have 
i  ^  ^
zero mean and zero linear component of regression on the . If the 
variance of the original {y^ } changes progressively with the mean, the 
variance of the {z^ } will change progressively with the {Y^  ^and the 
points may have a wedge-shaped outline, suggesting the statistic. It 
should also be mentioned that if there appears to be a curvilinear 
relationship between the {z^ } and the {Y^ } , attention is immediately 
directed to the statistic I z. Y. . This leads to Tukey's test for 
i  ^  ^
non-additivity. 
The problem of finding a suitable transformation of the data if 
non-additivity is detected is discussed in papers by Tukey (1949) , Moore 
and Tukey (1954), Tukey (1957) and Anscombe (1961). The approach is to 
find a transformation which will reduce the test statistic for Tukey's 
test for non-additivity to a satisfactory level. An alternative approach 
to the problem was presented in a paper by Box and Cox (1964). This 
approach involves the use of the maximum likelihood principle to choose 
a particular member of the family of power transformations. A third 
approach to the problem, which allows a much more general family of 
transformations has recently been explored in an unpublished paper by 
Kruskal. The procedure used in this paper is based on finding the mono­
tone transformation which minimizes a squared-residual criterion. The 
minimization is accomplished by using iterative numerical techniques. 
II. MOMENTS OF THE RESIDUALS WHEN SAMPLING 
FROM AN INFINITE POPULATION 
A. Introduction 
In this chapter it will be assumed that a set of n numbers, denoted 
by {y.} have been observed. It will also be assumed that the model 
1 
+ e^ (2.1) 
for i = 1, 2, ..., n is appropriate, where {a^ } is a set of p unknown 
parameters, a set of np known constants and {e^ } a set of n 
independent and identically distributed errors. The set of residuals 
{z^ } are defined by the n equations 
P . 
2. = - I a. X (2.2) 
1 1 j^ l J 13 
where the {oy} are those values which minimize the quantity 
p 
Q = I fYi - I • (2.3) 
i=l  ^ j=l J 
By setting the p partials of Q with respect to the_elements of {oy} 
equal to zero one obtains^ the equations 
n n 
ji \ ==4 = J, "i =« • 
for j =1, 2 p. Since the {x^ }^ are known constants, this set of 
linear functions can be solved for the {a^ .} in terms of the {y\}. It 
follows that the n quantities defined by the linear functions 
for i = 1, 2, n are also linear function of the {y\}. Consequently 
the {z^ } defined by (2.2) are linear functions of the {y^ } and can be 
written as 
n 
i^ = I y. (2.5) 
j=l  ^^  
for i = 1, 2, ..., n. 
The purpose of this chapter is to develop a method for obtaining 
the expected value of expressions like 
m m n 
n Z = n [I q. . y.] 
1=1'' -a a=l j=l a*' 
in a compact form in terms of the moments of the {y\}. The method to 
be developed is valid even when some or all of the {i^  ^are unequal. 
The formulas are most conveniently given in terms of the cumulants of 
the rather than in terms of moments. Formulas to convert cumulants 
to moments and vice versa can be found in Kendall (1952). 
B. Preliminary Definitions and Concepts 
In this chapter the expression will be used to denote the m-th 
cumulant and the m-th moment about zero of the {y^ }. It will be 
assumed throughout that the distribution of the {y^ } is such that all 
moments mentioned exist. 
It is shown in Kendall (1952) that 
" il {^ ) j 
where the second summation is over all non-negative values of the {a^ } 
such that 
1^^ 1 ^7p2 \Pr ™ • (2-7) 
An alternative form is 
• î(&) '(§)--(&)" a,uj;..a^ ! • 
where the summation extends over all non-negative sets of {a^ } such that 
m 
I ja = m (2.9) 
j=l  ^
The {a^ } are readily obtained from the partitions of m . a^  is the 
number of times the integer j occurs among the parts in a given 
partition of m . For example. 
.  (h.) il +&) _4_ 
4 \1! / 4! \l! / \2! / 2!1! 
. (J)' » .&)(S)rfr 
= KJ + 6 K + 3Kg + 4K^ K^  + . 
Now recall that if c is a constant and x a random variable then the 
m-th cumulant of cx is c™'times the m-th cumulant of x . Also if x and 
y are independent random variables then the m-th cumulant of their sum 
9 
is equal to the sum of the m-th cumulants of x and y . Consequently, 
if K (z.) represents the m-th cumulant of z. and K the m-th cumulant 
m X 1 m 
of e^  then 
E[z»] -
2 !  I  I  m !  I  . .  . a ^ l  
where the initial summation in both of these expressions is over all non-
negative sets of {a^ } subject to the condition that 
m I ja = m . 
3=1  ^
This can be written more compactly as 
An example of the use of this expansion is 
E[Zj.] = I + 3(| qij)(I q^ )^ + (| q_) . 
The purpose of this chapter is to show that there exists a direct 
extension to the case where the i subscripts may be unequal. If one 
10 
defines 
Sq = 0 
®1 = ^ 1 
s, . + Za, 
= + Zag 
s = s , + ma 
m m-1 m 
then this extension will be shown to be 
' ' s ,+r 
m m 
E[ n =1 ] = Il I2 ^ 
r=l \  ^r=l 
• / "r-l" 
I i n q 
1 
K 
 ^ i j \ h=s^ -r+l h? 
K (2.12) 
m 
= Z2 A  ^ i 
I j 
2 \ h=s^ -r+l "'h^  
K 
where is over all non-negative integral {a^ } subject to the condition 
11 
that 
m 
 ^ ra_. = m 
r=l 
and ^ 2 is over all possible distinct assignments, denoted by the , 
m 
of the {i } subscripts to J a groups in which a contain one element, 
 ^ r=l  ^
a^  contain two elements, ... and a^  contain m elements. The permutations 
of groups of £'s and permutations of A's within groups of &'s are not 
distinguished. 
2 
The meaning of this can be clarified by examining E[z^  z^ ,] and 
E[z. z., z^ „] where i, i' and i" are all unequal and comparing with the 
3 
value for E[z^ ] given previously. 
E[Zi z., z.„] = I  q.j q.,j q.,.. K3 + 
j (1 V'j) + (1 'ij ^ i"j) ( l  'i':) 
A 'i'j V'j) " i i j j  % 
(3 6 (1 
and 
12 
E[4 =1,] = î Si'j K3 + 1^ 1 q^ .-j 
+ 2 (1 
C. Proof of General Expansion 
The purpose of the present section is to establish the validity of 
the expression 
m 
r!x 
m -^1+r 
I n q 
j V  ^
11 : j j \h=s^ -r+l ""h^  
(2.13) 
where the sum is over all non-negative integral {a^ } subject to the 
condition that 
m 
y ra = m 
r=l  ^
and the sum ^  is over all possible distinct assignments, denoted by the 
m 
{£, } , of the i subscripts of the J a groups in which a contain 
h r r=l  ^  ^
one element each, a^  contain two elements each, ... and a^  contain m 
elements. The {s^  ^are defined by the series of equations 
r 
s„ = I ia with s = 0 . 
 ^ i=l  ^ " 
13 
The permutation of groups of Jl's and permutations within groups of 
are not distinguished. There is no restriction on the nature {i^ } , 
i.e., they may or may not all be distinct. 
The procedure used is to obtain the appropriate term, i.e., the 
m 
coefficient of n t in the joint moment generating function of the 
r=l  ^
{z^  }. 
r 
This function is defined to be 
M(z. ... z. ) = E 
1^ m^ 
m 
Z t z. 
r=l  ^ r^ (2  
However z. = T q. . e. . Therefore, 
r^ j r^: J 
Hence 
m n 
\ ' il ''y' 
m 
- I 'j 
M(z. ... z. ) = E 
1^ m^ 
r Z V. e. 
J ' ' 
However, the moment generating function of e^  is defined as 
14 
ve. 2 3 
E[e 3^ = 1 + V + ~ + — + ... 
2 3 
^/l^"^^2 2r"^S3r--- ' 
where and are the n'th moment and cumulant, respectively, of e^  . 
For independent {e } , it follows immediately that j 
a V ) K +-^(Z vh K +-i(Z vh K ... 
M(z. ... z. ) = e  ^  ^  ^  ^ (2.15) 
1^ m^ 
1 2, 
= 1 + {(J vj +^ (I V.) + ...} 
+  ^Cl ) ^1 + jr(I Vj) + ...}' 
+ ^  {(I V.) +-^(1 vp Kg + ...}-
+ . . . 
« - n m 
' " 'À ^  Â 'v'" 
* ^  ' Jl * Jl 'Jl 'V'" 
15 
Under the usual condition that J q.. = 0 (the residuals sum to zero), 
j 
the coefficient of is zero in the above expression. The result 
is that the above expression can be written with the subscript h 
starting from 2 rather than 1. The expected value of the product 
m m 
n z. is obtained by picking out the coefficients of II t . On 
r=l r^ r=l 
m 
expanding the above expression the term H t will be seen to occur 
r=l  ^
among the terms derived from each of the first m lines. The 
coefficient of H t^  in the series of terms from the first line is 
1 r r m! , 
l!l!...l! Si j ••• (li • j=i i m 
The coefficient of n t in the series of terms from the second line is 
r 
IL r-L 1 T r T -21 A f y _£i_ ^  . i 
2! ^ 2! (m-2) ! 1!1! 
r r 2) ! 
il-i '^ 2 'Vz 
j J  2^^ m-2 ' 
m z 
where over the possible associations of the {i^ } subscripts and the 
subscripts. Similarly the coefficient of U t^  in the series of 
terms from the third line is 
16 
n n 
\ i 2  • • •  •  
The series of terms from the fourth line will yield two expressions, 
one containing K.K , and the other containing K„K„K 4 m-4 ° 2 2 m-4 
However, the sequence of terms obtained in this process is identical 
to that given on the right hand side of (2.13). Consequently, the 
desired relationship is established. Since the {i^  ^subscripts were not 
restricted, it follows that the results are also valid for all cases where 
some of these values may be equal. In fact, in the special case where 
all {ij.) subscripts are equal was established earlier by a simpler 
argument. 
It has been assumed that Y q.. =0 for all values of i . -The 
2  " J  
modifications of the results to allow more general {q^ }^ are obvious 
and will not be given. 
D. Moments of the Residuals 
The formula derived in the previous section yields the expected 
value of all powers and products of the residuals in terms of cumulants. 
For terms of order ten or less, these can be converted to expansions in 
terms of moments by using formulas given in Kendall (1952). If higher 
order terms are required, the general conversion formula must be used. 
The general formula derived above will now be used to obtain some 
of the moments of the residuals needed most frequently. It will be assumed 
that the original model was such that the residuals always sum to zero. 
17 
E[zJ] = I qj. 
and more generally 
EtVi'l = I 'ij "i'j ^ 2 • 
EUJ] . I K3 , 
E[Zj 2%,] " Î qy Sl'j ^ 3^ 
and 
E[z^  Z^ l z^ ,,] = I( 
j i^j ^ i'j S • 
E[zJ] 
-1 
3(1 
j %3>^  4 ' 
E[z? z^ ,3 = 1 ^ ij Si'j K4 + 3(1 j 
Qij ^ i'j) ^ 2 ' 
E[zJ zj,] = 1 
j 
2 2 
'^ ij K4 + [(I j 
qJj)C| qy) + 2(1 lij Sl'j)'] 4 ' 
E]zJ z^ , z^ „] = 1 
j Si"j ^
4 + [(I q.ij)(I Si'j Qi"j) 
J ] 
+ 2(^  i^j 2^ 
and 
18 
'^ 2 'S "4' " I  '^ 23 
"I Si^ : %3''| 
19 
III. A MEASURE OF SKEWNESS WHEN A LINEAR MODEL HOLDS 
• A. Introduction 
The statistic 
Z.J 
Si = i (3.1) 
where 
and 
n _ 
has been proposed by Anscombe (1961) as a suitable criterion to test 
whether the errors in the original observations are from a skewed 
distribution. In the same paper it is shown that if the errors are 
NID(0, ah then; 
1. The mean or expected value of is zero. 
2 2. The exact variance, equal to the expected value of (g^ ï is 
3 • 2 
+ "ii 4ii Sjj] V 
[E q3.]2 (v+2)(v+4) 
ij J 
where 
V  ^
'  = h • 
20 
3 3. The expected value of (g^ ) is zero 
4. The exact expression for the expected value of (g^ )^  is 
108 3  ^
1  q  
(v+2)(v+4)(v+5)(v+8)(v+lO)[ Z q?.]^  ( -ij 
ij 
i.jfk.h ijLh ''j'* 
•'j'' "j: 
^ "" ^ "ii "Jj 1 
" 4 (i^  "13 "ii "33 ) J 
The object of the present chapter is to examine the behavior of 
when the assumption of normally distributed errors is relaxed. 
The assumptions are that an additive model holds and that the errors 
are identically distributed, independent random variables. It will also 
be assumed that the error distribution is such that the required moments 
exist.. The method of approach will be to replace by a series 
approximation and then examine the properties of this series. Moments 
of this series can then be evaluated, using the methods developed in 
Chapter II. 
21 
B. Theoretical Development 
The derivation in this section will be restricted to the case where 
n 
the sampling scheme or experimental design is such that ^  q.. = 0 for all 
i 
j and q^  ^is constant for all i. The first condition is true for all 
classification models, and is a consequence of the fact that the parameter 
set can be chosen so that one parameter is a general mean and enters with 
coefficient one. It implies that the residuals sum to zero. If this 
restriction is not satisfied, a first step in the examination of the residuals 
2 2 
could well be to consider the statistic (Zz^ ) /(Zz^  ). Properties of this 
statistic are not considered in this thesis though the same reasoning could 
be applied. The second restriction implies that the residuals have equal 
variances, under the assumption of homogeneous errors. Consequently one 
can write 
2 
E I = VUg , 
where V = T q?. . 
ij 
Let 
Ô = I - vy2 . 
n 2 
Then if ^  q., f 0 , one can write 
ij 
a  qZ )3/2(E zj) 
ij J 
(3.2) 
22 
Now recall that [l +  ^can be expanded into a converging 
power series if |^ J~| < 1 • Since the variance of 6 is equal to 
2 
where is the fourth cumulant of the distribution of the errors, it 
follows that 
One can surmise therefore, if the number of degrees of freedom for error is 
at all appreciable e.g. greater than 5, say, that the probability of 
 ^1 is small, so that the expansion is a reasonable approximation. 
There are, however, non-trivial theoretical obscurities about such approxi­
mations which are widely used in statistical reasoning. 
It follows that an approximation for g^  obtained by expanding 
[l + and retaining the first four terms, is 
VU2 
( I q?.)3/2 (Z z?) 
* ii  ^
(Z qj )(VU L 2 
ij  ^
15 6^  35 5? ] •  
More accurate approximations can be obtained by retaining more terms in 
* 
the series expansion. The expected value of g^  is equal to 
23 
(Z 
U-J2 
<s q^ Xvuj)^  
ij  ^
E i l  zj] (3.4) 
- a  
3\ E[(E zJ)(E zj)] - vy^  E[Z zj] 
_j 
• W 
- (s) 
E[(E ZJ)(J: ZJ)(E ZJ)] - 2(VW2) E[(E zj) (E zj)] + E[E zj] 
[e[(E ZJ)(E Z )^(E ZJ)(E zJ)] - 3(^ 2) E[(E ZJ)(E ZJ)(E ZJ) ] 
+ E[(E zJ)(E zj)] - (vwg)^  E[E zj]] j 
The necessary product moments of the residuals can be evaluated by 
using the method developed in Chapter II. Since the expected values of 
the product moments of the residuals will involve special functions of 
the a special system of notation will be used for these terms. 
This will consist of symbolic expressions like (112)(1233) used to 
represent the function 
• U21 %  1 "'^'2 S h  \ i z  • 
24 
Similarly (111)(22) will be used to denote the function 
I I <Z j )(Z Si j ) -
The association immediately becomes obvious if one notices the corres­
pondence between the numbers in the symbolic expressions and the 
numerical subscripts on the first or i subscripts on the {q^ }^ elements. 
The parentheses are used to specify the second or j subscript on the 
{q_} elements. 
From the results in Chapter II it follows immediately that 
E[J zj] = I E[zJ] (3.5) 
=  Ï  S  +  3 ( 1  ) ( I  q ^ .  )  K  K  
i j J il 1^ 32 2 
+ (I Sij )(Z %% )(I 911 ) *1 
il 2 2  2^ 33 3^ 
- l  "ij S 
. = (111) Kg . 
Any term involving can be dropped because it is always associated 
with the term (% q,.) which was assumed to be zero. The next term 
j 
required by (3.4) is the expected value of (J z^ )(J z^ ) . 
25 
E[Z z? )(I zj )] = I I E[2^  zJ ] (3.6) 
1% 1 2^ 2 il ^ 2 il 2 
= (11122) Kg + [(111)(22) + 6(112)(12) K . 
The term (122)(11) in the coefficient on was discarded since 
it denotes the sum 
II I (%! j q? j )(I j ) , 
i l  ±2 h 2 1 ig 12 
which is zero under the restrictions put onto the elements. 
The term (111)(22) can only occur once since there is only one assign­
ment of the 3 subscripts and 2 i^  subscripts to 2 sets with the first 
containing 3 i^ 's and the second 2 ig's. Similarly (112)(12) has the 
coefficient 6 since 3 i^ 's and 2 i^ 's can be assigned to a set contain­
ing 2 and one i^  and another set containing one i^  and one i^  in 
6 ways. The coefficient on (122) (11) would be 3 since the odd i^  can 
be selected in 3 ways. A check to see that all terms have been 
accounted for is obtained by adding the numerical coefficients. The 
coefficient on (111)(22) is one, on (112)(12) is 6 and on (122)(11) 
is 3. The sum 1 + 6 + 3 = 10 is the number of ways 5 objects can be 
assigned to groups of 3 and 2, i.e., 37^  . 
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E[(I 2% )(Z zj )(I zj )] (3.7) 
il 1 2^ 2 3^ 3 
= (1112233) K_ + [2(11122X33) + 4(11123) (23) + 12(11233) (12) ] 
+ [(111)(2233) + 12(112)(1233) + 12(123)(1123)] K 
+ [(111)(22)(33) + 2(111)(23)(23) + 12(112)(12)(33) 
+ 24(112)(13)(23) + 24(123)(12)(13)] • 
The teina (11122)(33) appears with the coefficient 2 in the above 
expressions because the 2 terms (11122)(33) and (11133)(22) are 
numerically equal and differ only in that the subscripts on the {q..} 
elements are permuted. Other equivalent expressions have been combined 
in the same manner. 
Note that the complete coefficient on is 
[2(11122)(33) + 4(11123)(23) + 12(11233)(12) + 3(12233)(11)]. 
The last term can be deleted since it represents a sum which is equal to 
zero. As a check, one notes that 2 + 4 + 12 + 3= 21= . 
Similarly the complete coefficient on is 
[(111)(2233) + 12(112)(1233) + 12(123)(1123) + 6(122)(1133) 
+ 4(223)(1113)] 
and 1+12 +12 +6+4= 35= . A similar sum is available in 
each case and was computed as a check to ensure that no non-zero terms 
were neglected. 
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E[(I 4 )(I z? )(I z? )(I z? )] = (111223344) K. (3.8) 
±1 il i, i2 i, I3 ±4 I4 
+ [3(1112233)(44) + 12(1112234)(34) + 18(1122334)(14)] 
+ [(111)(223344) + 18(112)(123344) + 36(123)(112344) 
+ 8(234)(111234)] 
+ [3(11122)(3344) + 12(11123)(2344) + 24(11234)(1234) 
+ 36(11223)(1344) + 36(12234)(1134)] 
+ [72(12)(13)(12344) + 72(12)(23)(11344) + 36(12)(33)(11244) 
+ 72(12)(34)(11234) + 3(22)(33)(11144) + 12(22)(34)(11134) 
+ 6(23)(23)(11144) + 24(23)(34)(11124)] K 
+ [3(111)(22)(3344) + 12(111)(23)(2344) + 18(112^ (12)(3344) 
+ 72(112)(13)(2344) + 72(112)(23)(1344) + 36(112)(33) (1244) 
+ 72(112)(34)(1234) + 144(123)(12)(1344) + 144(123)(14)(1234) 
+ 144(123) (24) (1134) + 36(123) (44) (1123) + 72-(234) (12) (1134) ] 
+ [4(111)(234)(234) + 72(112)(134)(234) + 24(123)(124)(134)] 
+ [(111) (22) (33) (44) + 6(111) (23) (23) (44) + 8(111) (23) (24) (34) 
+ 18(112)(12)(33)(44) + 36(112)(13)(34)(34) + 72(112)(13)(23)(44) 
+ 144(112)(13)(24)(34) + 72(123)(12)(13)(44) + 288(123)(12)(14)(34) 
+ 48(234)(12)(13)(14)] . 
Some of the expressions given above can be shortened by applying 
the fact that the } were restricted by two side conditions. 
However, if this is done, much of the symmetry in the expressions is 
lost. By letting v = q../n for all i and applying the restriction 
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 ^q. = 0 for all j, (3.6) can be rewritten as 
i 
E( I  4 ) (Z  )  
1^ 2^ 
= J (111) + (v+6)(lll) K3K2 . (3.9) 
(3.7) can be rewritten as 
E[(% 4 )(Z 4 )(I =i ) (3.10) 
1^ 2^ 3^ 
2 2 
= (g (111) Ky + [2p^ ) (111) + 16g (111)] KgKg 
2 
+ [(^ ) (111) + 12 (g (111) + 12(123) (1123)] 
+ [v^ (lll) + 14v(lll) +"'48(111)] K3K2 . 
(3.8) can be rewritten as 
E[(I z? )(Z z? )(Z z? )(I z? )] C3.ll) 
1 2 3 4 
3 2 
= (g (111) Kg + (3V+30) g) (111) 
2 
+ [(v+18) g (111) + 36 0 (123) (1123) + 8(111222)] 
2 
+ [(3V+48) 0 (111) + 24(11234)(1234) + 36 g (123)(1123)] 
+ [240 0(111) + 54v0 (111) + 3v^ 0 (111)] 
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3 2 
+ [360 [g (111) + 54v(^ ) (111) + 3^  (111) + 12g (111) 
+ (360+ 35v) (123) (1123)] 
+ [4(111)(222) + 72(112)(134)(234) + 24(123)(124)(134)] 
+ [v^ (lll) + 24v^ (lll) + 188v(lll) + 480(111)] . 
These results can be summarized by the equation 
E[g*] {(111) K (3.12) 
 ^ (111)y2 
- 0^  [(g (111) Kg + (v+6)(ill) K3K2 - v(lll) KgKgjEv K^ ] 
+ (f) (lU) s + "(;) (lH) s Kj 
2 
+ {0 (111) + 12 Q (111) + 12(123) (1123)} 
-1 
+ {2v(lll) + 48(111)} Kg]' 
- (f) (111) S + 30(5)' ""iS 
2 2 
+ {vf-l (111) + 18(-1 (111) + 36 M (123)(1123) + 8(111222)} K,K_ 
'•n' n^ n' 0 j 
2 2 
t {3vg (111) + 48 g (111) + 36 g) (123) (1123) 
+ 24(11234)(1234)} K^ K^  
30 
+ {240[g (111) + 6v(g (111)} 
2 
+ ( 360 [g (111) + 30^  (111) + 360(123) (1123)} 
+ (4(111)(222) + 72(112)(134)(234) + 24(123)(124)(134)1 
+ {24v(lll) + 480(111)} K^ K^ Hv K^ ]"^  
C. Application to Specific Designs 
In order to apply these results to a specific design, the 6 functions 
(111), (123)(1123), (111222), (1234)(11234), (112)(134)(234) and 
(123)(124)(134) must be evaluated. These are given in Table 1 for the 
simple random sample of size n and for the b x t classification in Table 
2. 
An examination of (3.12) in conjunction with Table 1 indicates that 
for a simple sample of n the 6 term leads to a contribution of order 
2 
zero in n, the S term leads to a contribution of order minus one in n 
3 
and the 6 term leads to a contribution of order minus 2 in n. 
The technique used to evaluate these functions will be illustrated 
for the function (123)(124)(134) for the simple random sample. In this 
case we know that 
~ " n i f j and 
q.. = for all i. 
x^i n 
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Table 1. Values of selected symmetric function 
of the {q^ j} for the simple random sample of size n. 
Function Value 
.2 
(111) g (n-DECn-l)"^  - 1] 
4 
(123)(1123) 0 (n-l)[(n-l)2 _ 1]% 
5 
(111222) 0 (n-l)^ [(n-l)^  - 1]^  
(1234) (11234) 0^ (n-l)[(n-l)^  - (n-1)^  + (n-1) -1] 
1 2 , 
(112)(134)(234) g) (n-l)(n-2)^  
1 3 9 (123)(124)(134) g (n-1)(n-3)[(n-1)^ - 1] 
Table 2. Values of selected symmetric functions of 
the {q^ j} for the b x t cross classification. 
Function Value 
2 2 
(111) 0 (b-l)[(b-l)2 _ l](-i] (t-l)[(t-l)2 - 1] 
(123) (1123) fg)^ (b-l)[(b-l)2 - l]2(^ )*(t-l)[(t-l)2 - 1] 
(111222) 0 (b-l)2[(b_l)2 _ l]2(i) (t-l)2[(t-l)2 - 1] 
(1234)(11234) 0 (b-l)[(b-l)4 - (b-l)^  + (b-1) - 1] x 
0 (t-l)[(t-l)^  - (t-1)^  + (t-1) - 1] 
2 2 
(112) (134) (234) 0 (b-l)(b-2)^ 0 (t-l)(t-2)^  
1 3 o 
(123) (124) (134) (p) (b-l)(b-3)[(b-l)^  - 1] % 
1 3 o 
(t-l)(t-3)](t-l)^  - 1] 
2 
2 
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It follows from the definition that 
(123)(124)(134) = I I  M (I q, . qi . q^  . )(I q^  . q^  . q, , ) 
i^  i2 ig i^  1^^ 1 2^ 1 3^ 1 jg 1^ 2 2^^ 2 2^ 
(I T T qi z ) (3.13) 
. in Jo •'•QJO J3 1^^ 3 V3 ^ 3^ 
By interchanging the order of summations and using the fact that 
7 q - . qi - = qi • > this can be reduced to 
 ^ k^j k^i ' 
I I I 1 '^ i i i^ i i^ i i i i 
il jg jg 1^ 1 1^ 2 H^ 3 1^^ 2 1^^ 3 J2J3 
This in turn can be written as 
ijji 33 '^ 1^ 1 ""Va \h ''^ 2^ : 
* 3^  jj I3 "31^ 2 "^ 1^ 3 "^ 2^ 3 
I2 jj ^ 1^^ 2 ^ 1^^ 3 '^ 1^ 2 '^ 1^ 3 "*^ 2^ 3 
"  ^ I2 J3 "^ 1^ 2 3^2:] 
1^ ^ 1 h h %^ 3 ''^ 1^ 2 '^ 1^ 3 ''^ 2^ : 
(3.14) 
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I  I  I  
Jl ^ 2 ^ 3 1^^ 2 1^^ 3 2^^ 3 
= (^ ) I I I Qj j Qj j Qj j 
jg 2^^ 3 1^^ 2 1^^ 3 
+ I I I q: j q: , q, . 
Jl jg 33 1^^ 2 1^^ 3 2^^ 3 
= 0 I ï  Qj j + I I I Qj j q! j Qj j 
jg jg 2^^ 3 jg 1^^ 2 1^^ 3 2^^ 3 
= 0 (n-l)[(n-l)^  - 1] + I  I qj . qj . q. . 
jg 1^^ 2 1^^ 3 2^^ 3 
+ % 2 4j j 4j j 
32 jg 2^^ 2 J2J3 
= - 0 (n-1) [ (n-1)^ -1] + 0 I I q2 q 
h  ^3 2^:3 
+ (•^ ~) (~) (n-1) [ (n-1) ^ -1] 
= [(r^ ) - §) (n-1) [ (n-1) ^ - 1] + (i) I I I q q 
Jl 32 3^ 1^^ 3 2^^ 3 
" I2 I3 '^ 2^ 3 
= - n " © ^ © • Cn-l)[(n-l)^  - 1] 
3 
= (—} (n-3)(n-1)[(n-1)^  - 1] 
n^' 
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Other functions of the are evaluated by similar manipulations. 
The symmetric functions of the {q^ }^ for the b x t cross classifi­
cation are immediately available from the corresponding functions for 
the simple random sample. The residual corresponding to an element in 
row i and column j can be written as 
^ij • t "b fi'j' • 
It follows that the covariance between the residual corresponding to 
row i, column j and row i' and column j' is equal to 
'ii' i«il' -f'jj' "ii' -b>"jj' -1' 
where 6^  ^= 1 if h = k and zero otherwise. The matrix Q consisting of 
the {q^ j} can then be written in the form 
"(b) - Ï J»)) 0 "(t) - T J(t)) 
where 1^ ^^  and are the b x b and t x t identity matrices, 
and are the b x b and t x t matrices of ones and 0 denotes the 
direct product of the 2 matrices. If one thinks of Q as a scalar times 
the variance-covariance matrix of the residuals it is immediately clear 
that each element q^  ^will consist of the product of a term depending 
on the row classification of the 2 residuals and a term depending on 
the column classification. Consequently the symmetric functions of 
the {q^ j^} will factor into the product of the symmetric functions 
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which can be evaluated separately. Each will have the same form or 
the corresponding function for the simple random sample with n replaced by 
b and t respectively. 
The extension to n-way arrays of values is immediately obvious and will 
not be discussed. Unfortunately this simplicity does not exist for designs 
which do not possess a balanced complete structure. The problem is that it 
is difficult to write an explicit function for the elements of the Q matrix. 
The difficulties are well illustrated by the Latin square design. The 
of the matrix Q is equal to a constant times the correlation between 
the residuals corresponding to observation i and observation j. This 
correlation depends not only on the relative row and column positions of 
the observations but also on whether they are subject to identical treat­
ments. This latter, however, is a function of the particular Latin square 
selected when the experiment was performed. 
For the balanced incomplete block design the elements of Q are functions 
of the relationships among the observed values. Consequently it was not 
possible to obtain manageable expressions for the elements of Q. 
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D. Numerical Example 
For the simple random sample of size n (3.12) can be put into the 
form 
= n 
(n-1)(n-2) u \3/2 
(n-1)(n-2) 
n 
(3.15) 
- ©  (n-1) Kg + 6n 
(n-1) - 1 
J L n^  Kg -
(n-1)^  K^  + 16n(n-l) K + n(n-l)^  K^ K + 12n(2n-3) 
+ 2n^ (n+23) K_I^  (n-2) 
Ln^ (n-l) Kg ] 
21 
16y 
(n-1)^  Kg + 30n(n-l)2 % 
+ ^ n(n+l7)(n-1) + 44n(n-l)^  K^ K^  
+ ^ 3n(n+15)(n-l)2 + 36n(n-1)(n-2) + 24(n-l)^  + 24^  K^ K^  
+ 6n^ (n-l)(n+29) + 4n^ (n^  + 21n - 52) K^  
+ 24n^ (n+18) K^ Kg (n-2) 
n^ (n-l)^  Kg 
From the form of (3.15) it is clear that as n becomes very large 
3/2 
the measure of skewness will approach K^ /Kg . However, smaller n 
values will tend to reduce the measure of skewness. Since the last term 
of (3.15) is only of order n ^  rather large values of n will be needed 
in order to provide a reasonable approximation to E[g^ ] for 
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distributions in which the higher cumulants become large. It is 
immediately obvious from the form of (3.15) that the expected value 
of will be zero for a symmetrical distribution. As an example of 
* 
the expected value of g^  when the errors are not symmetrically 
distributed, (3.15) will be evaluated for a simple random sample of 100 
observations with errors drawn from a gamma distribution with 
parameters r and X. 
it 
The characteristic function of this distribution is (1 ——) 
and the cumulant generating function is 
- r l n a - f )  =  r f +  +  .  ( 3 . 1 6 )  
The m'th cumulant can be obtained immediately as the coefficient of 
(it)* 
ml • 
Consequently: 
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6!r 
For a sample of 100 one obtains 
E[g*] = 1.90r"l/2 _ i.50r"^ /2 - .Zlr"^ /^  _ .09r"^ ''^  . (3.17) 
The negative terms in the expression are largely due to the effects of 
the large values of K^ , Kg, and Kg . It is interesting to note that 
as r becomes large (3.17) will approach zero. This corresponds to the 
fact that the gamma distribution tends towards symmetry as r increases. 
When sampling from the normal Fisher (1958) has shown that the 
variance of g^  is 
6nCn-l) 
(n-2) (n+1) (n+3) 
For a sample of 100 this is equal to .058 . 
A measure of the power of a test based on g^  can be obtained by 
evaluating (3.17) for several values of r and comparing with the standard 
2 deviation of the statistic under the ideal conditions of NID(0, a ) 
errors. For r = 4, E[g^ ] is .65 or 2 1/2 times the standard deviation for 
samples from the normal. For r = 9, the expected value becomes .58 and 
for r = 25 it becomes .37 , indicating that for samples of one hundre, one 
probably has a reasonable chance of rejecting populations whose shape is 
similar to the gamma with- r = 9 . Larger samples will be needed if 
sensitivity to gamma distributions with larger r values cjesiyed, 
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E. Higher Moments of the Measure of Skewness 
The methods described in the previous sections can be extended to 
obtain higher moments. However, when this is done, certain difficulties 
arise. The most important of these is the excessive number of terms 
which appear in various expressions and must be considered. An attempt 
to examine the variance of g^  for non-normal errors was abandoned because 
of this reason. 
The approach used was to obtain an approximate expression for 
2 E[g^ ] and use it in conjunction with the expression for the mean of g^  
2 
to obtain the variance. Following (3.2), [g^ ] can be written as 
(Z q?\)3 (Z z3)2 
ij i 
(E qu )2 (v; )3 
ij  ^
1 + 
vu. 
-3 (3.18) 
and this expression approximated by 
(E q2j)3 (Z 
(E qj (vp^ )^  
5 3^ 
vvi vu. 
(3.19) 
Writing 6 as ^  n^d collecting terms leads to 
2 '  (E q2j)3 (Z 
(Z q^ )^: (vw,): 
20 - 45 
+ 36! 
E z 
2 \  2  
- 10 
(3.20) 
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c 
In order to compute the expected value of expression (3.20), the 
expected value of the 4 terms, (J z^ )^  , (J z^ )^  zp , 
(2 z^ )^  (^  Zj)^  and (J z?)^  (^  must be evaluated. The first two 
of these quantities can be obtained easily. 
E[I zl , I zp = (111222) Kg 
+ [6(1112)(22) + 9(1122)(12)] 
+ [(111)(222) + 9(112)(122) 
+ [9(11)(12)(22) + 6(12)(12)(12)] . 
E[I zl , I , I z^ ] = (11122233) Kg 
+ [(111222) (33) + 12(111223)(23) + 6(111233)(22) + 9(112233)(12)] 
+ [6(1112)(2233) + 2(1113)(2223) + 9(1122)(1233) 
+ 18(1123)(1223)] KJ . 
+ [18(2233)(11)(12) + 12(2223)(11)(13) + 6(1222)(11)(33) 
+ 18(1233)(12)(12) + 72(1223)(12)(13) + 9(1122)(12)(33) 
+ 12(1222)(13)(13) + 9(1233)(11)(22) + 36(1223)(11)(23) 
+ 18(1122)(13)(23)] 
+ [(111)(222)(33) + 12(111)(223)(23) + 6(111)(233)(22) + 9(112)(122)(33) 
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+ 72(112)(123)(23) + 18(112)(133)(22) + 36(112)(223)(13) 
+ 36(112)(233)(12) + 36(113)(123)(22) + 18(113)(223)(12) 
+ 36(123) (123) (12)] 
+ [2(111)(22233) + 18(112)(12233) + 12(113)(12223) + 18(123)(11223) 
+ 6(133)(11222)] ' 
+ [9(11)(12)(22)(33) + 36(11)(12)(23)(23) + 18(11)(13)(22)(23) 
+ 6(12)(12)(12)(33) + 36(12)(12)(13)(23)] . 
These expressions are written in full generality and can be 
reduced considerably by using the fact that J q.. = 0 and 
i 
y q?. = V . However, all terms and their coefficients must be evaluated 
I  
in order to check that no term has been omitted. 
The expected value of [^   ^ , J  ^z^ ] was obtained 
but will not be reproduced here. It is sufficient to point out that 
the coefficient of KgKg involved 5 terms, of involved 7 terms, of 
KgK^  involved 10 terms, of involved 18 terms, of involved 
58 terms, and so on. 
The expected value of (^  z^ ^^  (J z^ )^  was not obtained because of 
the excessively large number of terms involved. The magnitude of the 
number of terms can be surmised by considering the coefficient of 
2 3 
KgKg as an example. The problem is to enumerate the ways in which 
the collection of integers (111222334455) can be assigned to two sets 
42 
of three and three sets of two. Enumeration shows that there are 32 
distinct triples and 15 pairs. Sets of 2 triples and 3 pairs can be 
00 X qq x lA X 17 
assembled in  ^ x 359,040 distinct ways. These 
must then be examined in order to select those assignments which are 
valid, i.e., involve exactly 3 ones, 3 twos, 2 threes, 2 fours and 
2 fives as well as to pick out those which are actually identical and 
only represent permutations of the digits. 
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IV. A MEASURE OF KURTOSIS TOEN ADDITIVITY HOLDS 
• A. Introduction 
In Chapter II techniques for evaluating the moments of the residuals 
in terms of the moments of the distribution of the errors in the original 
observations were developed. In Chapter III these techniques were used 
to examine the behavior of the first scale-invarient shape coefficient 
of the error distribution, measuring skewness. The purpose of this 
chapter is to use the same techniques to examine a commonly used 
measure of kurtosis. The chapter will conclude with an example dealing 
with the case where the errors are independent samples from a mixture of 
two normal populations with unequal variances. 
B. The Measure of Kurtosis 
A commonly used measure of kurtosis is the statistic 
(4.1) 
where 
(4.2) 
and 
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2 r 2. 
s = 2 z./v 
i  ^
(4.3) 
provided that D ^  0 . 
{z^ } and {q^ .} are defined as in the previous chapters. 
Since both D and the second term in (4.1) are functions of the 
design and are known without error, they can be ignored while developing 
an approximation for g^  . 
For the remainder of this chapter will be taken to mean the m'th 
moment about the mean for the errors in the observed values. Consequently 
(4.3) becomes the estimate of one can write 
The validity of this expression follows from the fact that is a 
variance and hence non-zero and v can be assumed to be positive integer. 
The right hand term in (4.5) can now be expanded to yield 
a = I z? - vwg . (4.4) 
1 
It follows that 
(4.5) 
same 
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This series expansion can be extended to any number of terms. The 
expected value of ^  zt 5™ will be of order n^  while v is of the 
order of magnitude as n . Consequently it is always possible to find a 
value of n sufficiently large that the last terms retained in the series 
will contribute very little. For the purpose of the examination in this 
chapter the expansion will be terminated with the cubic term in 6 . 
One can write 
4 2 
3E[E zj (E z^  - VP )2] 
'  ^
(4.7) 
where 
C = 
4E[E zj (E Zj -
3V (E qj.) 
v+2 
- C 
For the case where the residuals are assumed to have zero sum and 
variances equal to_ v/n one can,write 
(4.8) 
n(v+2) 
and 
D = I q^ . - . (4.9) 
n^ (v+2) 
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(4.7) can also be written in the form 
, 20E[(Z zJ)(Z zh] 
lOEEZ zj]  ^— (4.10 
* 
go = 
2 D 
15E[(E z^ )a zh^ ] 3E[(E 2^ (1 zh^ ] 
+ C 
It is clear from (4.7) and (4.10) that the expected values of four 
different polynomial functions of the residuals must be evaluated. This 
can be done using the techniques developed in Chapter II. However, 
calculations will be performed only for the special case discussed in the 
next section. 
C. Sampling from Symmetric Distributions 
The expected values of the residuals required in (4.7) and (4.10) 
will now be evaluated for the case where the e^  are independent 
random samples from a symmetric population. Attention will eventually 
2 be restricted to a population consisting of a fraction p from N(0, 
2 
and (1-p) from N(0, Og) . The rational for choosing this distribution 
is that it is often appropriate to assume that a fraction of the 
observations, though unbiased, are subject to errors of considerably 
larger magnitude than the remainder. 
Using the system of notation developed in Chapter III we have; 
E[% zj] = (1111) + 3(11) (11) Kg . (4.11) 
E[(I zj)(l Zjl] = (111122) Kg (4.12) 
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+ [(nil) (22) + 8(1112) (12) + 6(1122) (11)] K 
+ [3(11)(11)(22) + 12(11)(12)(12)] Kg . 
E[(I 2^)(I Zj)(Z z^)] = (11112233) Kg (4.13) 
+ [2(111122)(33) + 4(111123)(23) + 6(112233)(11) + 16(111223)(13)] 
+ [(nil) (2233) + 16(1112) (1233) + 6(1122) (1133) + 12(1123) (1123)] 
+ [(1111)(22)(33) + 2(1111)(23)(23) + 16(1112)(12)(33) + 32(1112)(13)(23) 
+ 12(1122)(11)(33) + 24(1122)(13)(13) + 48(1223)(11)(13) + 3(2233)(11)(11) 
+ 24(1123)(11)(23) + 48(1123)(12)(13)] 
+ [3(11)(11)(22)(33) + 24(11)(12)(12)(33) + 6(11)(11)(23)(23) 
+ 48(11)(12)(13)(23) + 24(12)(12)(13)(13)] K* . 
E[(I 4^(1 Zj)(I z^)(I (4.14) 
= (1111223344) K^q + [3(11112233)(44) + 12(11112234)(34) 
+ 24(11123344)(12) + 6(11223344)(11)] KgK^ 
+ [3(111122)(3344) + 12(111123)(2344) + 48(111223)(1344) 
+ 32(111234)(1234) + 18(112233)(1144) + 72(112344)(1123) 
+ 24(122334)(1114) + (223344)(1111)] 
+ [3(111122)(33)(44) + 6(111122)(34)(34) + 12(111123)(23)(44) 
+ 24(111123)(24)(34) + 48(111223)(13)(44) + 96(111223)(14)(34) 
+ 96(111234)(12)(34) + 18(112233)(11)(44) + 36(112233)(14)(14) 
+ 72(122334)(11)(14) + 3(223344)(11)(11) + 72(112234)(11)(34) 
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+ 144(112234)(13)(14)] 
+ [3(1111)(2233)(44) + 12(1111)(2234)(34) + 48(1112)(1233)(44) 
+ 96 (1112)(1334)(24) + 96(1112)(1234)(34) + 24(1112)(3344)(12) 
+ 96(1112)(2334)(14) + 144(1122)(1334)(14) + 18(1122)(3344)(11) 
+ 18(1122)(1133)(44) + 288(1123)(1244)(13) + 288(1123)(1234)(14) 
+ 72(1123)(2344)(11) + 144(1123)(1124)(34) + 72(1223)(1344)(11) 
+ 36(1123)(1123)(44) + 48(1234)(1234)(11) + 72(1122)(1134)(34)] 
+ [(1111)(22)(33)(44) + 6(1111)(22)(34)(34) + 8(1111)(23)(24)(34) 
+ 48(1112)(12)(34)(34) + 24(1112)(12)(33)(44) + 96(1112)(13)(23)(44) 
+ 192(1112)(13)(24)(34) + 18(1122)(11)(33)(44) + 36(1122)(11)(34)(34) 
+ 72(1122)(13)(13)(44) + 144(1122)(13)(14)(34) + 124(1223)(11)(13)(44) 
+ 288(1223)(11)(14)(34) + 288(1223)(13)(14)(14) + 9(2233)(11)(11)(44) 
+ 36(2233)(11)(14)(14) + 36(2234)(11)(11)(34) + 144(2234)(11)(13)(14) 
+ 288(1234)(11)(12)(34) + 192(1234)(12)(13)(14) + 72(1123)(11)(23)(44) 
+ 144(1123)(11)(24)(34) + 144(1123)(12)(13)(44) + 576(1123)(12)(14)(34) 
+ 144(1123)(14)(14)(23)] 
+ [3(11)(11)(22) (33)(44) + 18(11)(11)(22)(34)(34) + 24(11)(11)(23)(24)(34) 
+ 36(11)(12)(12)(33)(44) + 72(11)(12)(12)(34)(34) + 144(11)(12)(13)(23) (44) 
+ 288(11)(12)(13)(24)(34) + 72(12)(12)(13)(13)(44) 
+ 288(12)(12)(13)(14)(34)] . 
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If all the residuals are assumed to have zero sum and variance 
v/n then the foregoing can be simplified considerably. (4.11) can be 
written as 
2 
E[I zj] = (1111) + -^  Kg . (4.15) 
(4.12) can be written as 
E[(I z-Xl Zj)] = ^  (1111) Kg (4.16) 
2 
+ [8(1111) + v(llll) + eQ v] K^ Kg 
+  [ 3 ( g  +  1 2 g  V ]  K ^  .  
(4.13) can be written as 
E[(l z4)(Z z^ )(Z z^ )] (4.17) 
2 3 
= © (1111) Kg + [2g v(llll) + 20g (1111) + 60 V] % 
3 
+ [0 v(llll) + 160 (1111) +60 V + 12(1123) (1123)] 
2 2 
+ [v^  (1111) + 18v(llll) + 80(1111) + 15(-1 + 96(-1 v] K,kJ 
n' n^' 4 2 
+ 0 + 30 0 + 72 0} v] . 
(4.14) can be written as 
E[(Z \)(Z \nl 2%)] (4.18) 
3 2 2 4 
= 0 (1111) \o + [30) v(llll) + 360) (1111) + 60 V] KgKg 
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2 2 
+ [4 A v(llll) + 72 A (1111) + 12[-) v(llll) 
"•n' n' *11' 
4 
+ 72[-] (1123)(1123) + 32(111234)(1234) + 18[~] v] K,K, 
n o 4 
+ [3 0 v^ (llll) + 66 0 v(llll) + 360 0 (1111) 
+ 180(J)\ + 21 g)' v^ l 
+ [840 v(llll) + 6240 (1111) + 3 0 v^ (llll) 
+ 432(1123)(1123) + 36v(1123)(1123) 
+ 360V + 36 v^ l 
+ [v^ (llll) + 30v^ (llll) + 296v(llll) + 960(1111) 
+ 270^  + 3960)^  + 14400) v] 
+ [30 + 540 + 312 0 + 576 0 v] . 
In order to apply these formulas to a specific design the four 
quantities v, (1111), (1123)(1123) and (111234)(1234) must be evaluated. 
For the simple random sample of size n , 
V = n - 1 , 
(1111) = , (4.19) 
n 
(1123) (1123) =  ^ , (4.20) 
n 
and 
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(111234)(1234) = + (*"5) -
n n n 
(4.21) 
For a two-way cross classification consisting of r rows and c 
columns, 
V = (r-l)(c-l) , 
(1111) = j ^(c-l)[(c-l) + 1]^   ^ (4.22) 
(1123) (1123) = (r-2) + "2) j x 
|(c-l)^ c-2) +^ (c_l)(c2_2) ^   ^ (4.23) 
and 
(111234)(1234) = + (^ -1) - r(r-l) (r-2)  ^x 
(c-l)G + (c-1) - c(c-l)2(c_2)2 
c^  
(4.24) 
When samples are drawn from a mixture of two normal distributions, 
the first 10 cumulants can be obtained readily by evaluating the moments 
of the composite distribution and substituting into the formulas given 
2 by Kendall (1952). If a variate e is drawn from a N(0, a^ ) population 
2 
with probability p and from N(0, o^ ) population 1-p then the first 10 
moments are: 
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E[e] = 0 
E[e^ ] = pa^  + (l-p)02 "• 
E[e^ ] = 0 . 
E[e^ ] = 3[pa^  + (l-p)^ ^^ ] • 
E[e^ ] = 15[pa^  + (l-p)a^ ] . 
E[e^ ] = 0 . 
E[e^ ] = 105[pa® = (l-p)Og] . 
E[e*] = 0 
E[e^ °] = 945[pa^ ° + (l-p)G^ ]^ . 
The first 5 non-zero cumulants are; 
Kg = po^  + (1-P)f^ 2 • (4.25) 
= 3p(l-p)(Oi-o2)2 . (4.26) 
Kg = 15p(l-p)(l- 2 p ) .  (4.27) 
Kg = 105p(l-p)(l-6p+6p2)(o2_p2)4 ^  (4.28) 
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K^ q = 945p(l-p)(l-2p)(l-12p+12p2)(G2_c2)5 . (4.29) 
D. Numerical Examples 
Because of the complexity of the equations developed, it was 
decided to use numerical techniques to study the behavior of the 
2 2 
approximation for for varying values of p,  ^• For 
simplicity these computations will be performed for the simple random 
sample, though the extension to the two-way table is straight-forward. 
Consider first the behavior of g^  for ~ ^  n and p taking 
on the values 100, 200 and 300 and .95, .90 and .80 respectively. The 
results of the computations are given in Table 3. 
Table 3. Values Obtained for the Approximation 
For the Measure of Kurtosis When Og/Oi = 2. 
 ^ p = .95 p = .90 p = .80 
100 .544 .975 1.175 
200 .796 1.214 1.491 
300 .859 1.298 1.567 
The magnitude of these values can be judged by comparison with the 
mean and variance under ideal statistical conditions. The appropriate 
formulas are given by Anscombe (1961), The mean is always zero. For a 
simple random sample of size 100, the variance of g^  is .224. For simple 
samples of size 200 and 300 the variances are .116 and ,0782. 
The influence of changes in the ratio can be observed in 
54 
Table 4. This table shows the values obtained from a simple random 
sample of 300, with p taking on the values .95, .90 and .80, while 
the ratio of standard derivations took on the values 1., 2., 3. and 4. 
The case for o^  = Og was included in order to indicate the degree to 
which the approximate value agreed with the known exact value, zero. 
Table 4. Values Obtained for the Approximation for 
The Measure of Kurtosis for Random Samples of 300. 
1. - 2. 3. 4. 
P 
.95 -.002 .859 3.560 5.676 
.90 — .002 1.298 4.424 7.118 
.80 —.002 1.567 4.126 6.006 
Under the ideal statistical conditions the standard deviation of 
the measure of kurtosis for the simple random sample of 300 is .28. The 
decrease evident in the lower right corner of the table may be due in part 
to a deficiency in the expansion. For example, for n = 300, = 1, 
G2 " 4 and p = .8 , 
E[% z^ ] = 46,274 , 
E[Z zf(E z? - vp,)] 
 ^ ' 
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E[2 (Z 
^  =  1 5 8 1  
and 
E[E (E - vy_)^ ] 
\  .  6 6 9  .  
(v%2)3 
This sequence suggests that if the next term in the series expansion 
were computed, it could influence the results to a minor extent. 
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V. SOME RESULTS UNDER M ALTERNATIVE MODEL 
•A. Introduction 
In the previous chapter the properties of the residuals were 
examined under an assumed linear model incorporating an error term 
from some infinite population. In this chapter the emphasis will shift 
to an examination of the residuals for a randomized block design when 
additivity holds. Kempthome (1952) has developed the appropriate 
model for the case where t treatments are applied at random to the t 
plots in each of b blocks, with the restriction that there is exactly 
one treatment per plot, each treatment occurs in every block, and 
additivity holds. The model is 
y i ^  =  y  +  3 i  +  .  ( 5  
where 3^  is the effect due to block i , T. is the effect due to block 
j , e,, is the effect due to plot k in block i and 6.. is a random 
IK Ij 
variable equal to unity if treatment k occurs on plot j in block i and 
zero otherwise. Also T g. = 0 , T T. = 0 and T =0 for all i . 
i  ^ j : k 
The model can be extended easily to the case where the treatments 
are applied to a random sample of t plots from a population of n in each 
block. Increasing n under this formulation causes a decrease in the 
correlation between errors in the same block, with the limiting case 
being independence. The model now becomes 
n 
i^j ; + 91-+ Tj + (5 
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The only random elements in the model are the {6^ } . Their 
joint distribution is completely specified by the randomization 
procedure. The first and second moments are 
(5.3) 
If V ' 
Wy 6,, J,] 
— if i=i' , j=j' + k=k' 
E[6jJ E[ô^ , ,] if iH' 
ij 1 J -
= 0 if i=i* , j=j' , kfk' 
=0 if i=i' , jfj' , k=k' 
n(n-l) if i=i' , jfj' , kfk' 
(5.4) 
It follows that 
n 
E[y..] = E[u + 3. + T. .+ 6.. = y + g. + T. . (5.5) 
Suitable estimates of p , 3^  and are y.. , y^ . - y.. and y.^  - y.. 
respectively for all values of i and j. These can be combined to provide 
an improved estimate of the response due to treatment j on block i. This 
estimate is 
y.. = y- + y-. - y-' • 
ij  ^ J 
(5.6) 
This estimate is unbiased since 
58 
b t 
' b j, Cfi-' + t .1^  - à G'yij] » 
= y + 3^  + . 
The residuals can now be defined by the equations 
=i: - fij - fij ' 'ij - ?!- - y-j + y-- «• 
for i=l, 2, ..., b and j=l, 2, ..., t . It follows immediately that 
these residuals have zero expectation. 
B. Variances and Covariances 
Equation (5.8) can be rewritten as 
" Jl krt 
- I (t «jk - 1) I bt 'jk • "hk 
where 
= 4^ (c 'ij - " 
and 
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'ij 
I . 1 if i.j 
( = 0 if ifj . 
Substituting (5.2) into (5.9) leads to the equation 
°il "j" 'Jl ^ 
Since the {a^ }^ are known numbers determined by the size of the experiment, 
it is obvious that E[z^ j] = 0 . 
Consequently all moments can be derived by obtaining the expected values 
of the appropriate products of residuals. 
To simplify the presentation let 
y ,k 
~ , ^  i2 ik k=l 
for all i and 1 . It follows that 
^3 " I ~ ^h|l 
The properties of the {6^ .} stated in (5.4) immediately imply that 
ij 
^^ ®ij " ^'"^ k-l (5.12) 
= E[[ S^ . di'j, =i'k *i'j' ^ ik ^ i»k' ^ 
= 6^ 1, djj, (-) I - 6^ 1, (1-Gjj,)(^ (^ _i)) I 
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= «u' «jj' "l - «li' 4 
2 X r 2 
where a. = —- / e., . For the remainder of this section it will be 
1 n-1 ^  ik 
assumed that the within block variances are equal and 
ài =ik °  ^• 
This result is an immediate contrast to the infinite error model dis­
cussed in the previous chapters in which the errors associated with two 
observations were uncorrelated. However, the covariance structure of 
the residuals is identical under the two models. This can be shown as 
follows : 
For observations in the same block 
.y.] = E[(I [e.^  - (5^ ) a,.,, - (^ ) 
(E[4I-(^) J 4) 2 
hfi 
2 
ih' 
+ J, *j'%' (- 4' - 4)[6) 
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For observations in different blocks 
ElZy Zj/j,] " e[(I  \jil) 
</, 'Vr - (w? h,Z., 
- I - (pi) 4z - (bfe) G-'a + (bfe) j. 4" 
î^ i' 
J, 
fi' 
= I  ^ j Z  *j'A ( - (b^ ) + (b^ ] (b-2)(^ ) a^ ) 
+ ^j'r ( [6)(n) (i) 
ih' 
= Ajj' ( - b:i + (b^ ) ^^ -2)) 0^ 
-1 2 
= b-1 *jj' * • 
Substituting a^  ^= (t 6^  ^- 1) into the above results completes 
the derivation 
(b-l)(t 5 , - 1) 
EUi. .y,]-. i2 
• bt 
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and 
-(t 6.-I - 1) 2 
"^ 
when ifi' . These two equations can be combined into the one equation 
(b 6.., - l)(t 6 , - 1) 2 
E[z.. z.,.,] = , (5.13) 
iJ 1 J bt 
The identical formula holds for the infinite error model. 
C. Third Order Moments 
It was shown in the previous section that the finite error structure 
did not affect the variance-covariance structure of the residuals. The 
object of this section is to show that the same statement applies to the 
third order moments. In order to do this certain preliminary results are 
required. First 
= — if &=&'=&" and k=k'=k" 
E[«i. 
n(n-l) 
1 
n(n-l)(n-2) 
= 0 otherwise . 
if and k=kVk" 
if all Z f and all kf 
The fact that the randomization is performed independently in each block 
ensures that E[e., e.,., e,„.„] = 0 if ifi' , ifi" or i^ i" • XJ X J X J 
Consequently only the term E[e^ j e_, 6^ ,^,] need be derived. 
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"ij' ''ij" (5.14) 
= I m% ^ly 6^ .„1 4 
+ 3 terms like EIsJ^  «y, «y..] 4l, ®ik' 
k#k' 
k^.k'k" 'ij' 'ij"' ^ ik ^ ik' ^ ik" 
all # 
' *jj' ':j" <n' I 4 
- [«.., a-«j.„) + «jj. (i-«jj,) + «jj" a-fijj.)] I 4k 
+ 2[(l-6.j.)(l-5.^ „)(l-6.,,„)l I 4u 
' ['jj' V - n "jj' + *]]" 'j 'j") + (n-lKn-2) Z 4k " 
If it is assumed that the third order moments of the plot within 
block errors are equal and 
I (n-1)(n-2) ^ "ik "3 
then (5.14) can be written as 
E[e^j ®I (5.15) 
'jj" - n + *jj" + 'j'j+ -2' *3 ' 
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All possible third order moments can now be obtained by reasonably 
simple algebra and use of equation (5.15). 
E[z^ j (5.16) 
= (Cit - (bk) [*1%, - (îèï) j. 
- (Â) 
" i - (bfe) j. 
+ 3 terms like  ^ {E[e?^  e.^ J - E[eJ^  e^ ,^)} 
all f 
1 3 y 
hH '^•®hJl ®hJl' h^a"]} 
i *ji *j'A .^ 3 3^ 
b(b-l)(b-2) 
(b-1)' 
The case where two residuals are from one block and one from a 
second block leads to a similar equation. Here one obtains 
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E [z. . Zj.i z. (5.17) 
= Z ^ } i  ^ y i  ( • (w) + (b^) ='*1'%: 
- (À) J «4» 
4V 
+ 3 terns like a.^ ^j";' EI®-^ «i%'] 
!L^V 
+ (pï) stsi'a Si'a'] - (pï) ^  
#i' 
+ ='3"r G'*la :!&' ^ U"l 
'all ^  
2 3 
+ B[e.,^  2;,,, e,.j„] - (^ ) E[e^  ^e^ „]} 
4' 
i v v . v .iai^ " 3 -
The case where all residuals are from"different blocks follows the 
same pattern. 
aii^ i^ ^^ ij =i'j' " I j^'A (^ -1)^  
Equations (5.16), (5.17) and (5.18) can be combined into the one 
equation 
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E[z. . z. I , z.(5.19) J-J X J i- J 
~ i "^ ii" b(b-l)(b-2) - [4^ , (1-5^ .^ .,) 
+ 6..,I (1-6..I ) + 5., (1-6 ,)] b(b-2) + 2(1-6 ,) (1-6 ,,) (1-6 , „)b} 
Jl.X XX X X XX XX - XX X X 
«3 • 
However, from the definition of a.. it follows that 
1] 
- 3j:" - + Gjj" + 'i'j") + 
Collecting terms in (5.19) leads to the final result 
1 3 
E[Zj.j z^ .j, z^ iij.i] = (^ ) [t 6jj, 6jj„ - t (6jj, + 6_„ + 6jj„) + 2t] 
[b^  6ii, - b^ (ô^ ,^ + 6^ „^ + 6^ ,^ ,,) + 2b] . (5.20) 
One of the more interesting features of this result is the fact that 
n does not appear. This implies that the third order moments are not 
influenced by restricting the number of possible errors. This holds 
even though the plot within block errors are correlated under this model 
and were independent under the former. 
A summary of the expected values of the ten possible third order 
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Table 5. Summary of Expected Values of Third Order Moments 
Moment Restrictions Expected Value 
on Subscripts 
3 
E[z? ] - (^ ) (t^ -3t^ +2t) (b^ -3b^ +2b) K ij-* b^t/ 
ij 
'ij 'I'jl 
'ij 'ij' ^ i'jl iW.jîîj' (î^ ) 
3 
E[zJ, 2.,,] jfj' - (—) (t^ -2t) (b^ -3b^ +2b) K, 
3 
E[z^ .. z.., z^ ..„] all jf 0 (2t)(b^ -3b^ +2b) 
3 
E[zJ. z.,.] ifi' - 0 (t^ -3t^ +2t) (b^ -2b) 
3 
E[z^ j z^ r,,] (t^ -2t) (b^ -2b) 
3 
E[z. z , z , ] ifi',jfj' i (t^ -2t) (b^ -2b) K-
1 3 
EEz^ j z.j, z^ ,.„] i^ i',all - (^ ) (2t)(b^ -2b) 
3 
E[z^ j z^ ,j z^ wj] all i^  (t^ -3t^ +2t)(2b) 
3 
B[z^ j z^ ,^  z^ ,y, ] all i - [^ ) (t^ -2^ )(2b) 
2 
\iji z^ nj,,] all i^ ,all jf (-i^ ) 
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moments possible among the residuals in a randomized block design is 
given in Table 5. These moments can be contrasted with the expected 
values of these moments under the assumption of independent normal 
errors. The moments all have zero expectations under this alternate 
model. 
D. Fourth Order Moments 
The previous two sections demonstrated that the second and third 
order moments do not depend on n, the number of plots per block. 
This, however, does not hold for the fourth order moments. Since there 
is a total of 25 different fourth order moments, only one, the expected 
value of the fourth power of the residuals will be obtained. The method 
employed is similar to that used in sections B and C. 
The first step is to obtain the moments of the btn random variables 
1^ 2^ 3^ 4^ 
1 
n 
n(n-l) 
1 
n(n-l) 
1 
if k^ =k^ =k^ =k^ , 
if k^ =k^ =k^ k^^ , 
if k^ =k^ T^ k^ =k^ , 
(5.21) 
n(n-l)(n-2) 
 ^ 1 
n(n-l)(n-2)(n-3) 
= 0 
if other 
k's and &'s are unequal 
if all k's and all &'s are 
unequal 
otherwise 
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Also E[(S (5.22) 
2 3 ^^*4 
] if • 
Finally expressions in which one of the i subscripts differs from all 
others can be ignored since the randomization and hence the errors are 
independent in different blocks. 
In the following derivation it will be assumed that j2> and 
j. are all unequal. It will also be assumed that the second and fourth 
moments of the plot within block errors are similar enough that they can 
be treated as equal. In particular let 
and 
In general 
(5.23) 
From this the special cases follow: 
(5.24) 
(5.25) 
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"'4^ 4]^] ' lA: 4 - S4] 
i^ij' (n-l)(n-2) " " ^2' 
i^jg ®ij3 (n-1) (n-2) (n-3)^ '' ^ 2 ~ ^  ^ 4^  
If i^ i^2 then 
«\3l \i^ 2^^ 4^  ° 
' 'ih \h\\ '%2 'V2" '% 'ZH 
It follows that 
and 
2 2 2 
%% %j2' "^ '2. 
"'\j/V2%:l %:2' " '2 
In equation (5.32) the restriction also applies. 
Now write 
Et^ jl • E[(I aj«[Si* - bfe 
71 
4  ,  , 4  
J + (îèr) + 3(*) EC^ l E[e^ , 
A 
+ «(6/ «4' j, 
1 '"2' " h/1 "'"1 "^ '2' 
hL& ^'^ "1' '^ '*2' 
+ ^ tbfe) j. G[=h«i V2' 
1 '"2' " Wi "W 
^ hi hi ''H' 
î'h 
+ hi hi "'"^4 "^"2' 4 
A 
+ "X'hl^"^^2' 
+ «(b^ ) Etcia^  ^ itj'hl ^ '^ "1 "^ "2'^  
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all ^  
+ j. -
+ (w) "its' ji 
^ ^(bèr)' j, «^.1V3I 
fh 
" jl h& "^'2' 
A 
*1'*2'*3''4 "^2 '^•3 '"•'^ 1 "2 ^ "3 '^•4' 
all f 
4  
+ W J, G'*hli '"2 '"3 X' 
+ «[pr)' j, "'X H' 
•" jl Jh ^ '•^h '^°"3 
fh 
= I a 
I • 
+ (bi: •} I s, + 
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3bC2b-3') 
. (b-1)^  , 
+ 4 1 3b(2b-3) (n-1) 
. (b-l)3 
*1^ *2 
+ 3 
(b-1)-
Vh 
+ 
2b(2b-3) 
_ (b-1)-
+ 6 I 
i i^^ 2 *j&3 j (n-1) (n-2)  ^L-l^  - n S^ ] 
I 
all # 
- 6 )  b(2b-3) 
L (b-1)J J 
4 + 6) 2bC2b-3) 
L (b-l)3 J 
•" "3^ 3 '3^ 1 (=-l)(=-2)(n-3) + 
all f 
W. 
3b(2b-3) 
(b-l)3 , 
= I n^ Cn+1) (n-1)(n-2)(n-3) [1 + 
3n^  
2)(n-3) 
' q 
• 
{ (n-2'Kn-3)] + (wJ 
4} 
3 
•) ] s, 
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+ ^ (a + (ajxLs)": + (6) J 4 
b(2b-3) 
(b-1)-
• I -
Now define 
* K, = n^  (n+1) S, — 3n 4 (n-1)(n-2)(n-3) 4 (n-2)(n-3) 2 
Also recall that S =—  ^e?. = cr^  . With these definitions (5.33) 
2 n ik n 
can be rewritten as 
I _'(ÏÏI 
(5.34) 
-3n 
•2)(n-3) II + (bk) 1S4 
[: + Cbk) ] 
+ 3 b(2b-3) 
L (b-1)-
- I 4. + tÀ)'l < 
I . -3n [1 + (^ ) ] (n-2)(n-3) 
 ^ n(n-2) (u-3)  ^° 
+ 3 (bèï) • 
The fact that a.. 
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- 1) permits (5.34) to be 
written as 
E[Zij] = [1 + (b-l)3][l + (t-l)3] K* (5.35) 
+ 3 [1 + (b-1)^ ] 
b t • 
n^ -3 
n(n-2) (n-3) 
n • 
(n-2)(n-3) 
+ 3 / . 
b^ t^  
As n becomes large approaches the fourth cumulant of the error 
distribution and E[z^ ]^ approaches 
+ (b-l)^ ][l + (t-l)3] K 
b*t*  ^
+ 3 / . 
trt 
This agrees with the expected value of the fourth power of the residuals 
obtained by Anscombe (1961). The second term in the expression on the 
right hand side of (5.35) is of interest. Clearly, this term will go 
to the zero as n becomes large. Except for the constant term which is 
always positive and can be written as 
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(n-2)(n-3) 
n 
(n-2)(n-3) 
n (! --&) Fr)' 4 - \ 
n 
(n-2)(n-3) 
2 
From the definitions of and it follows that > Sg . Also 
the term (— + —v + -%) > 0 for integral values of n >_ 1 . 
 ^ n^  n"* n* 
Consequently the whole expression will always be negative for n > 3 . 
It follows that the fourth moment of the residuals is reduced slightly 
by this term under the finite error model. 
The variance of the square of the residuals can be obtained 
immediately from (5.35) by using the fact that 
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VI. TESTS FOR NON-ADDITIVITY 
A. Introduction 
Properties of the residuals under two competing models were examined 
in the previous chapters. In this chapter some tests for non-additivity 
in the r x c table with one observation per cell will be developed. The 
approach is to partition the error sum of squares into two independent 
terms in such a manner that one of them will be inflated relative to the 
other if non-additivity is present. . -
Before proceeding with the development of the various tests for non-
additivity, certain preliminary results regarding the partitioning of the 
total sum of squares are required. In matrix notation one can write a 
linear model as 
y = X 3 + e (6.1) 
where y is the n x 1 vector of observations, X is the n x p matrix of 
known constants, 3 is a p x 1 vector of unknown parameters and e is an 
n X 1 vector of unknown errors. It will be assumed that the matrix X is 
of rank p. If the rank of X is less than p, the formula (X'X) ^  will 
denote a conditional or generalized inverse of X'X and p will be used 
for its rank. 
Under the assumption that the elements of the vector e are 
independent with mean zero and equal variance, the Gauss-Markoff theorem 
states that the best linear unbiased estimate of the elements of the 
vector X 3 are given by the equation 
X 3 = X(X'X) X'y (6.2) 
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Since the rank of X was assumed to be p , (p < n) it follows that the 
/\ 
vector X 3 spans a p-dimensional subspace of the n-dimensional space 
spanned by the original observations. Consequently, the practice of 
estimating the elements of X g is really a procedure for partitioning 
the space spanned by the observations into two parts. One of these 
is referred to as the estimation space and is spanned by X(X'X) ^  x'y 
and the other the error space, spanned by 
y - X(X'X)"^  X'y = [I - X(X'X)"^  X'] y . (6.3) 
It follows from the equation 
X(X'X)"^ X' [I - X(X'X)"^  X'] = 0 (6.4) 
that the two spaces are orthogonal. Further, if it is assumed that e is 
multivariate normal then tests of hypotheses about the parameters can be 
constructed by comparing functions from the parameter space with functions 
of the residuals in the error space. 
If the model specified in (6.1) is in fact correct, i.e., additivity 
holds, then the error space will be perfectly free of the effects of the 
parameters. If, however, this is not true then one should be able to 
use information about the parameters, i.e., their estimates to compute 
a contrast among the residuals which would account for a disproportion­
ately large fraction of the error sum of squares. Under the assumptions 
of additivity and normal independent errors, the conditional distribution 
of the ratio of the sum of squares due to any special contrast selected 
on the basis of the parameter estimates and the remaining portion of the 
error sum of squares is that of a constant times an F variate with 
79 
1 and n - p - 1 degrees of freedom. However, the unconditional distribution 
is the same F distribution, because the conditional distribution is function­
ally independent of the conditioning variables. 
Let 
z = [l - X(X'X)~^  X'] y (6.5) 
where x and y are defined as in (6.1) and I is the n X n identity 
matrix. Also assume that 
z = H 0 + e* (6.6) 
where H is a known n x q matrix of rank q, which may or may not depend 
 ^ * 
on 6, 6 is a q x 1 vector of unknown parameters, e is an n x 1 
multivariate normal vector with mean zero and variance-covariance matrix 
Q = [l - X(X'X)~^  X'] . 
If -S is the sum of squares due to fitting 0 in the model (6.6), then 
2  ^S/o has, conditionally on X 3, a chi-square distribution with q degrees 
of freedom under the hypothesis that 0 = 0 if H'X(X'X) ^ X' = 0 (a null 
matrix). This is seen by noting that z'H(H'H) ^ H'z equals y'Q'H(H'H) ^ H'Qy. 
2 
Theorem 4.7 of Graybill states that y'Ay is distributed as X if A is 
2 —1 iderapotent when V(y) is a I. The matrix Q'H(H'H) H* Q is indeed idempotent ' 
because 
Q'H(H'H)"^  H'Q = [l - X(X'X)~^  X'] H(H'H)"^  H' [l - X(X'X)"^  X'] 
which equals H(H'H) ^  H' under the condition H'X(X'X) ^  = 0. Also 
H(H'H) ^  H' is clearly idempotent. 
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Various tests for non-additivity can be obtained as special cases 
of the above theorem. A common test due to Tukey (1949), Moore and 
Tukey (1954) and Tukey (1955) is an example. This test and a number 
of modifications obtained by making different choices for the matrix 
H and the vector G will be discussed in the remainder of this chapter. 
B. Tukey's Test for Non-additivity 
Tukey's test for non-additivity can be motivated by assuming that 
a non-linear function of the additive is observed. It is 
assumed further that this function can be represented adequately by 
h(y^ ) = y\ + (l)(y^  - y^ )^  (6.7) 
where denotes the expected value of y^  for i = 1, 2, ..., n . Under 
these conditions it is shown by Anscombe (1961) that the statistic 
. . : 
f 2—2 (6.8) 
where the {are the elements of the vector X(X'X) ^  X'y and the {q^ }^ 
are the elements of the matrix I - X(X'X) ^  X' , is a rough estimate of 
<p . It is also shown that 
(I Z, 1^)2 
1 
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is a one-degree-of-freedom component which can be removed from the 
residual sum of squares, leaving an independent remainder of n - p - 1 
degrees of freedom. The ratio of these two components constitutes 
Tukey's test for non-additivity. 
ÏVhen the data is obtained from an r x c table with one observation 
per cell, the formula to compute the sum of squares due to non-
additivity simplifies considerably. Let 
y = p + a + 6 + e (6.9) 
-LJ J -^ J 
be the model for the observations, where the {a^ } and {gy} are the 
deviations due to row and column effects respectively and y the over-all 
mean. Now define 
z = y - y - y + y (6.10) 
ij  ^j • *3 • • 
for ail i = 1, 2, r and j = 1, 2,,..., c . The sum of squares due to 
non-additivity for Tukey's test can then be written in the more familiar 
form 
[ 2 z (y - y ) (y . - y ) ] ^ 
,, -Lj X* •• # J •• 
(6.11) 
[z (y^ - y )^][2 (y - - y )^] 
i j 
Scheffé (1959) uses a slightly different approach to motivate Tukey's 
test for the two-way table. He begins with the model 
+ e. + Y.j + ey 
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Ideally he would like to test whether all = 0 . This, however, is 
not possible. Consequently, he restricts the interaction term to be of 
the form 
where G is a constant. 
The complete model then becomes 
'ij - w + + Gj + G + ey . 
At this point one might be tempted to use a least squares procedure 
to estimate all parameters simultaneously. While this would lead to 
satisfactory estimates of the parameters, it does not lead to any 
simple tests of hypothesis. The approach used by Scheffé is to estimate 
y , {a^ } and {gy} by least squares, pretend that these estimates are the 
real parameters and proceed to estimate G . A test for G , which is 
really Tukey's test is then obtained, first conditionally and then un­
conditionally on the initial set of parameter estimates. 
These two arguments leading to the same test are both given here, 
since both types of reasoning will be used to motivate some of the 
tests to be developed. 
C. Other Tests for Non-additivity 
The remainder of this chapter will be restricted to the r x c 
classification with one observation per cell. If non-additivity is 
present, the most general model is 
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y _ = y + + 3^  + (6.12) 
where a =3 = y. = y . = 0 . 
!• . j 
The notation used here is that if a dot replaces a subscript then an 
average has been taken over that subscript. This model, however, is of 
little interest since it is not possible to use it to test for possible 
non-additivity. However, an approach along the lines followed by Scheffé 
is possible. Assume that is a function of and 3j • The model 
can then be written as 
y = p +  a  +  3 .  +  f (a .  ,  3 . )  +  e  .  (6 ,13)  
J-J i J X J XJ 
Assume further that the function f can be replaced by a polynomial of 
degree m . This means that 
m m~h , , I 
'ij " Jo h.lo 
for all i = 1, 2 r and j = 1, 2, ..., c . However, the linear 
dependencies among the {y^ }^ give rise to some restrictions on the {A^ ,^} 
If is used to represent Z and 3  ^ to represent I 3  ^ then one can 
write 
= y, . .  -  y, .  -  y .  + Y (6 .15)  
Xj Xj X« * J • • 
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Of course, = 0 
The model can now be written as 
iff-rl m-h 
y = H + a + e + I I A , (a - o )(6 - g ) + e . (6.15) 
1 J ^=1 h'=l 1 J 
This model immediately suggests a series of tests for non-additivity, 
motivated along the lines used by Scheffé (1959). Tukey's test is 
obtained by taking m = 2 . For m = 3 (6.16) becomes 
- p + 0.. + Sj + o.<ej - 8^ ) 
+ A (aj - «2)6 + e . (6.17) 
Estimates for and 3^  are obtained as the deviations of the appropriate 
row and column means from the grand mean. The residuals can be written 
as 
z.. = y.. - y. - y . + y (6.18) 
ij 1J 1 • * J • • 
= A^  ^ + A^ 2 GiCBj - 6^ ) + A^ iOs^  _ a h ^ .  
+ e . . - e .  - e , + e  
ij 1. .J 
If the {a^ } and {gy} in (6.18) are replaced by their estimates, the 
theorem proved in section A of this chapter can be applied, to obtain 
a test for non-additivity with 3 degrees of freedom. The sum of squares 
due to non-additivity is equal to 
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A A A A A A A A Q 
N = Ai^ (Z 8.) + A^ i^l Zy «,(6^  - e')) 
A . A « O A 
+ *21(2 ^ lj(«i - )Gj) (6.19) 
where and A^  ^are the solutions to the least squares equation 
r  
I 0% I BjCSj _ ;:) Z - af)Bj 
A «) AO A n A g A AO AO 9 A A A A A A AO A A 
Z «2 gZcgZ - gZ) Z - gZ) Z *1 Bj(o2 _ o2)(B2 _ g^) 
A AO AO AO A A AO A< 2 \  A Art A A AO A A ^ A A 
Za.(aJ-a^)6^ Z «. 3. (aj - a^) (g^^ - g^) [(at - ah gj 
11 
12 
 ^"il "i »3 
A AO A A 
z :ij «icg; - g:) 
O A A A ! ZyCo, - a )6^ 
(6.20) 
If S = y z,, then the statistic 
(r-1) (c-1) - 3 ^  JL 
3 S-N 
has an F distribution with 3 and (r-1)(c-1) - 3 degrees of freedom under 
the null hypothesis that = A^  ^~ ^ £1 ~ ^  * 
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A similar test for non-additivity can be derived if it is assumed 
that the effects are additive, i.e. 
Pij = y + «i + 3^  , (6.21) 
but that the experimenter observes 
y^ j = , (6.22) 
where f can be approximated by the series expansion 
yy = Wij + + «l'y + • (6.23) 
This model can be rewritten as 
= [y + <|)U^  + <Sp^  + (4 + 36;) («2 + 3^ ) + g(o3 + g^ )] (6.24) 
. + [(1 + 2<{)U + 3ôy^ )a^  + (cj) + 36y) (a^  - a^ ) 4- 6(a? - a^ ) ] 
+ [(1 + 2*w + 35p2)g +(<!) + 36;) (gj - g^ ) + 6(gj - g^ )] 
+ [(2(j) + 66y)a^  g^  + 3ôa^ (g? - g^ ) + 36(a^  - o^ jg^ ] . 
2 
If the terms (<(i + 36;) and 6 are small relative to (1 + 2(j)y + 36; ), 
then (6.24) can be approximated by the model 
yi^  = ; + A^ Q + AQ^  Gj + 1^2 "i^ j^ ~ ® ) 
+ A2i(aJ - o2)gj + e.j 
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where the are constants. This model leads to the same test for 
non-additivity as the one spelled out in (6.17). 
A slightly different series of tests for non-additivity can be 
obtained by simply defining the sum of squares due to non-additivity 
as the portion of the total variation in the residuals accounted for by 
regression on a series of terms like for all i and j . For example, 
a test for non-additivity with 3 degrees of freedom is obtained by finding 
the portion of the variation in the residuals accounted for by 
«i gj , gj and simultaneously. The test statistic is 
(r-l)(c-l) - 3 ^  N 
3 S_N* 
where S = T z.. , 
L 1] 
N l^l^ Z ^ ij "i •*" ®21^  ^^ ij "i i^j "i <6.25) 
and and B^  ^are solutions to the equation 
ÛI r 
ûi 
111 I ^ ^ ij °i 
21 
_ A 9 
 ^'ij °i 
} 'ij "i 1 
An alternative series of tests can be obtained by extracting 
(6 .26)  
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contrasts among the {z^ }^ on the basis of the ranks of the {a^ } 
and {0.} . If for example {L(a).} represent the ranks of {a.} and ] 1 
{L(g)j} the ranks of {g^ } , then a valid test for non-additivity can 
be based on the statistic 
* 
Crc-r-c) T 
* 
S-T 
, J 144(: 2 . L(a> L(8). 
«hare S. - I 2 and I - (c-L ' 
D. À Numerical Example 
The technique for constructing a test for non-additivity with more 
than one degree of freedom will be illustrated with the following set 
of data. 
2.134 1.135 2.296 9.231 7.699 6.372 
-2.172 .531 5.448 9.461 9.343 7.092 
7.729 2.059 .371 6.354 8.257 5.944 
4.462 5.610 7.507 1.090 - 9.658 5.352 
3.960 6.897 7.582 9.705 7.109 11.719 
4.319 8.121 9.146 10.352 7.613 9.151 
This data was constructed, using the model 
''ij " "ij •'ife "ij 
where = y + and the {e^ }^ are NID(0,9) . The values for the 
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{a^ } are -2.0, -1.0, 0.0, .5, 1.0 and 1.5, for the {Ey} are -2.0, -1.0, 
-.5, .5, 1.0 and 2,0 and y = 5. The mean of the 36 synthetic observations 
is 6.073. The excess over the true mean, which happens to be known in 
this case is a reflection of the non-additivity present. The estimated 
row effects are -1.252, -1.123, -.954, -.460, 1.756 and 2.044. The 
estimated column effects are -2.668, -2.014, -.681, 1.626, 2.207 and 
1.532. The analysis of variance for the data is as follows: 
Source of Variation S.S. d.f. M.S. 
Rows 67.407 5 13.481 
Columns 128.989 5 25.798 
Error 192.511 25 7.700 
Total 388.907 
This analysis indicates a significant column effect. The residuals 
remaining after the removal of the mean, row effects and column effects 
are given in the following array. 
- .009 -1.662 -1.835 2.794 .681 .029 
-4.454 -2.405 1.179 2.885 2.186 .610 
5.278 -1.046 -4.067 - .391 .931 - .707 
1.517 2.011 2.575 -6.149 1.838 -1.793 
-1.201 1.082 .434 .250 -2.927 2.358 
-1.130 2.018 1.710 .609 -2.711 - .498 
The sum of squares due to non-additivity for Tukey's test is equal 
to 8.549/7.665 = 1.115. However, the model 
i^j = ; + «i + Bj + a. e. + a. (3^  - 3^ ) + - a.h&. + e. . 
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leads to a test for non-additivity with 3 and 24 degrees of freedom. 
For this set of data the matrix equation given in (6.20) becomes 
r  \ \ 
241.50 
- 99.32 
502.39 
- 99.32 
297.68 
- 84.47 
205.39 
- 84.47 
234.53 
V 
^11 -45.44 
to
 
-61.03 
^21 
1 to
 
The solutions for A^ 2 2^1 -.861,508, -.310,400 and .641,692 
respectively. The sum of squares due to non-additivity obtained by 
substituting into (6.19) is 57.937. The resulting F ratio with 3 and 
22 degrees of freedom is 19.312/6.117 = 3.157. This value is significant 
at the 5% level, indicating the presence of non-additivity which was not 
detected by Tukey's test. 
E. Power of Tests for Non-additivity 
The power of Tukey's test for non-additivity has been studied 
rather extensively by Hogben (1963) and Ghosh and Sharma (1963). Also, 
it is a simple matter to verify that the statistics proposed in section 
C of this chapter are distributed as F ratios with appropriate degrees 
of freedom under the null hypothesis of additivity and normal independent 
errors. In general, the distributions under the alternative hypothesis 
of non-additivity appear to be intractable. An exception is the series 
of tests based on the ranks of the estimated marginal effects. 
The procedure for computing the power of a test for non-additivity 
based on the ranks of the marginal totals will be developed by means of 
a specific example. However, the relatively simple extensions to more 
general cases will be pointed out at various stages. 
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Let {R(a)^ } be the r integers representing the ranks of the observed 
{a^ } . Similarly, let {R(3)^ } be the c integers representing the ranks 
of the {gj} . A series of tests for non-additivity can be obtained by 
partitioning the error sum of squares into portions reflecting the 
regression on functions of the {R(a).} and {R(3).} and a remainder. 
In particular, several sums of squares due to non-additivity which are 
independent under the hypothesis of additivity can be obtained from the 
regression of the residuals on the orthogonal polynomials based on the 
ranks. For example, let {L(r)^ } and {Q(r)^ } represent the linear and 
quadratic contrasts based on the ranks of the {a^ } and {L(c)^ } and 
{Q(c)j} the corresponding contrasts based on the ranks of the {3^ } . 
A sum of squares with one degree of freedom, which will be inflated if 
non-additivity is present is 
[I L(r)^  
[Z L^ (r)^ ][E lf(c) ] 
Three other terms, each with one degree of freedom, are 
[E z.. L(r) Q(c) 
ij J- J 
(6.28) 
[Z L^ (r).][Z qfcc) ] ' 
(6.29) 
[E z Q(r) L(c) 
2 2 (6.30) 
[E qr(r).][E ir(c)j] 
and 
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U  Q(r)^  Q(c)j]^  
; = .  (6.31) 
[Z qr(r),][Z Q^ (c).] 
1 J 
It is clear that the total error sum of squares can be broken down into 
a series of (r-1)(c-1) components which are all independent if an additive 
model holds. 
The statement that (6.28) represents a sum of squares with one degree 
of freedom can be readily verified. Under the assumption of additivity 
the linear function 
L = I z L(r) L(c) (6.32) 
ij 3 3 
has a normal distribution with mean zero and variance equal to 
( I L^ (r) )( I L^ (c) ) . 
i=l 1=1  ^
The zero mean follows from the fact that the have zero mean and 
are independent of the {L(r)^ } and {L(c)^ } (which are functions of the 
row and column effects). Normality follows from the normality of the 
residuals. The statement about the variance can be verified as follows: 
Var( [ z L(r) L(c) |{L(r) } , {L(c) }) (6.33) 
J J 
= I L^ (r)^  L^ (c)j Var(z_) |{L(r)^ } , {L(c)j} 
+ 11 L(r) L(r) , L^ (c) Cov(z z , )| {L(r) } , {L(c) } 
j ^ J 
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+ I I L^ (r). L(c) L(c) , Cov(z z ,)|{L(r) } , {L(c).} 
i j ' 1 J J 1 J 
+ I Ï L(r) L(r) ., L(c) L(c) , Cov(z z ,.,)|{L(r) } , {L(c). 
1 1 3  2  ij 1 J 1 J 
Since the z_ are independent of the marginal totals and hence the {L(r)^ } 
and {L(c).} it follows that the conditional variances are equal to the 
J 
unconditional variances. Now. 
Var(...) . (r-1)(c-1) 
ij rc 
Cov(Zy,2.,.> Wl' 
Cov(Zy,Zy,) j/j' 
and 
Cov(z_,z^ ,^ ,) = ^  • 
Inserting these values into (6.33) leads to the desired result. 
Similar justification can be advanced for (6.29), (6.30) and (6.31). 
It should be pointed out that among the rc residuals, a set of (r-1)(c-1) 
orthogonal linear contrasts with unit variance can be constructed. Under 
the hypothesis of an additive model and normal independent errors these 
have identical N(0,1) distributions. These can be examined by means of 
any one of several techniques to provide evidence of the tenability of 
this hypothesis. When non-additivity is present the expected value of 
L defined in (6.32) will not be zero. In fact, it will be 
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where g is some constant and and denote the {a^ } and 
{gj} respectively, in some order. 
It follows that for fixed values of {L(r)^ } and {L(c)^ } 
N (6.34) 
has a non-central x -distribution with one degree of freedom and non-
centrality parameter equal to 
21 r 
S 
 ^ ^ L^ (r)^  L2(c)jj (6.35) 
Let 
E= I  
IJ 
ij 
be the error sum of squares under the additive model. It is shown by 
2 2 
Ghosh and Sharma (1963) that E/a has a non-central % -distribution with 
(r-1)(c-1) degrees of freedom and non-centrality parameter 
1  V  2  y  . 2 ,  2  
j 
I a? I 3^ /a^  , under the model y = v + a. + 3. + g a. 0. + e., and 
 ^ J 1 J 1] 
normal, identically distributed errors. This holds regardless of whether 
the marginal values are fixed or not. It follows that (E-N')/a^  has a non-
2 
central % -distribution with (rc-r-c) degrees of freedom and non-centrality 
parameter 
2 
-S— A 
2 ^ 2 
a 
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2 L(r) a 
Li 
2 L"(r) 
i  ^
Z L(c) e 
J i*  ^
2 L^ (c)• 
Lj 
(6.36) 
for fixed {L(r)^ } and {L(c)j} . It follows immediately from Schwartz's 
inequality that this expression will always be positive. 
Now form the statistic 
T - N'(rc-r-c) 
E-N' (6.37) 
Since the numerator and denominator are independent for fixed {L(r)^ } 
and {L(c)j} it follows that conditionally T has a doubly non-central 
F-distribution with one and (rc-r-c) degrees of freedom and non-centrality 
2 , 
g K 
2 , 
g X, 
parameters and when g?^ 0 . When g=0 , T has a central 
o o 
F-distribution with one and (rc-r-c) degrees of freedom. The hypothesis 
that g=0 is rejected if the realized value of the statistic is larger 
than some prechosen upper tail percentage point of the F-distribution 
with one and (rc-r-c) degrees of freedom. 
The statistic 
t = T/(rc-r-c) 
has the probability density 
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p+q 
exp (5.38) 
p! q! + p, %(rc-r-c) + q} + P + q 
for 0 ^  t " and fixed {L(r)^ } and {L(c)^ } . is the beta 
function. The unconditional distribution of t can now be obtained by 
multiplying the above density by the density of {L(r)^ } and {L(c)^ } 
and then integrating to obtain the marginal density of t . 
From the manner in which {L(r)^ } and {L(c)^ } were defined it 
follows that these sets can consist of only r! and c! sets of values 
respectively corresponding to the possible rankings of the r and c 
marginal means. Hence, the marginal density function of t is 
obtained by summing over the probabilities with which the various sets 
{L(r)^ } and {L(c)^ } can occur. 
It can be seen from (6.38) that the density of t depends on {L(r)^ } 
and {L(c).} only through the values of and \ . Hence if the 
conditional density of t is denoted by 
F*(g, 
then the unconditional density can be denoted by 
(6.39) 
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where f(X^  ^, denotes the probability with which the k-th and the 
h-th realizations {L(r^ )} and {L(c)^ } occur i.e., the probability with 
which the given arrangement of marginal means will occur. The power of 
the test for a given value of g is then given by the integral 
/ F(g, a , t) dt 
to 
where t^  is chosen so that the desired level of significance is achieved 
by the test. Since the summations in (6.39) involve only a finite 
number of terms, these summations can be carried out prior to the 
integration. From the nature of 
F (g, a , 
we see that this amounts to evaluating the moments 
2Y« I [I °i]' 
z 4 1  
[ I  ' '"'i] [ I  ^  
I": °i]^  » 
[z L (r),j Q L (c) J 
m 
for various values of m and n. It follows that 
X? x'l 
p!q! 
i_2J 
(1+t) %(r-l)(c-1) + p + q B{% + p, ^ (r-l)(c-l) + q} 
for 0 ^  t ^  00 . This is recognized as a series of beta functions with 
appropriate weights. 
F. Numerical Examples of Power Calculations 
Under the assumption of normally distributed errors the probability 
of obtaining a given {L(r)^ } is simply the probability that the r row 
means will have the appropriate ranks. These means are independent 
2 
with means , i=l, 2, ..., r and variance a /c . The probability of 
a given {L(c)^ } is obtained in the same manner. 
The actual numerical methods needed to obtain the values for the 
multivariate normal integrals are outlined in the appendix. Unfortunately 
the values obtained depend on the true row and column effects. Once these 
probabilities have been obtained it is a relatively simple matter to 
obtain the values for E[X™ . 
If tg denotes the value which t must exceed in order to yield a test 
2 
of appropriate size then the power of the test for given values of a and 
g is defined as 
99 -, 
f F(g, a , t) dt = exp 
'o 
_ _g_ z 
p,q=0\2a 
m l  A^] 
/ 
.p-% dt . 
t + P + q B{% + p, %(rc-r-c) + q} 
piql 
(6.42) 
The numerical values for these integrals can be obtained from Pearson's 
tables of the incomplete beta function if one makes the transformation 
u = and obtains 1+t 
/ 
,p-% 
dt . / uP-^  a-„)%fec-r-=)+<l-l _ (6.43) 
u 0 
Since a large number of incomplete beta values were needed and 
rather extensive interpolation in the table was required it was decided 
to use a quick method of computing the necessary values given by 
Muller (1930). The accuracy of the method was checked by evaluating the 
incomplete beta function at a grid of points in the table in the region 
of interest and then comparing the tabular and computed values. The 
method proved to be quite satisfactory. The details of the method are 
given in the appendix. 
A section of the power curve for a test of non-additivity for a 
5x5 table was evaluated and is given in Figure 1. The main effects 
used to compute the curve were 
Power Curve 
for Best Test i;.-- -ii: 
rejecting 
Power Curve for 
Test Based on Ranks 
of Marginal Totals 
null 
hypothesis 
•Hi 1! fJili 
2' 2 
Non-centrality parameter g /2a 
Figure 1. Power Curve for Test of Non-Additivity Based on Ranks in a 5 X 5 Table 
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= - 1.16 = 3^  
*2 = - = ^ 2 
a3 = 0 . B, 
"4 = "5 = ^ 4 
ot^  = 1.16 = . 
2 
A value of a =2.5 and a 5% significance level were used. Only a 
certain portion of the power curve is given since the nature of the 
methods of computation is such that many more terms, must be retained in 
2 
some of the approximations in order to yield accurate results for -s-r 
2a 
larger than .6. Since the expense of computing would increase consider­
ably if more terms were retained and since the portion of the curve 
displayed was thought to be the most important, it was decided to 
tenninate the calculations. 
For the sake of comparison the power curve for "best" test for 
non-additivity was also calculated. This same "best" test was also 
used by Hogben (1963) to provide a standard by which to evaluate Tukey's 
test for non-additivity. This "best" test is motivated by the following 
considerations : 
In the framework of the model 
y^  ^= U + Oi + + g 3^  + e^  
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2 
and the are independent N(0,a ) Tukey's test for non-additivity is 
a test of the composite hypothesis that g = 0. A natural idealization 
of this is the case when all the parameters in the model except g are 
known. In this case the model would be rewritten as 
= yij - U (6.44) 
= g Oi 3. + e.. 
The least squares estimate of g is 
ij i j 
g = ^  Ô Ô- . (6.45) 
S af E 3 
1 J 
In this case the are independent normal with mean g 3^  and 
2 ^ 2  2  
variance a . Therefore g/a is normally distributed with mean g/a 
and variance ô • It follows that • /Z a? E 3? has mean 
z O? I : 
i " j ' 
e / 2 2 / E a, E 3. and unit variance. The power of the best test obtained in 
a 1 3 
this manner is equal to 
Pr /e S 3j| > T^jg} (6.46) 
where T^  is chosen so that 
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Pr / E aj S 3^1 > Tjg = o} 
is equal to some predetermined value. This probability can be 
evaluated easily using tables of the cumulative normal. It may be 
noted that as r and c increase the power of this "best" test will 
improve since / Z a? and / E 3^  will both tend to increase. An 
examination of Figure 1 indicates that the performance of the test 
based on the ranks of the marginal totals is very satisfactory. 
A more general test for non-additivity based on the ranks of the 
means will now be discussed. This test is motivated by the same 
considerations as the test for non-additivity based on a sum of squares 
with more than one degree of freedom for non-additivity. The discussion 
will again be in terms of an example with indications of the modifications 
needed for further extensions. Consider first replacing {L(r)^ } by 
{QCr)^ } where {Q(r)^ } is the set of coefficients for orthogonal 
polynomials of second degree for r observed values. The second degree 
polynomial coefficients were chosen in this case for the sake of 
definiteness. Third, fourth or even higher order polynomial coefficients 
could be chosen provided they are defined and appear realistic. 
Now consider the linear function of the residuals 
I L(c) Q(r) z 
ij -  ^  ^
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Since the {z^ }^ have a normal distribution it follows that the above 
contrast also has a normal distribution. The covariance between the 
two functions 
I L(r) L(c) 2 and J Q(r) L(c) z 
ij  ^ J ij 1 • J iJ 
is equal to 
I I L(r) Q(r) , L(c) L(c) , Cov(z z.,,) 
j j I J J •'•J i J 
= I L(c) L(c) { I L(r) Q(r) , Cov(z.. z.,.)} 
j J J ii'  ^ 1 J 
+ I L(c) L(c) , { I L(r) Q(r) , Cov(z z , ,)} 
J J ii'  ^  ^ iJ 1 J 
= I L(c) L(c) q L(r) Q(r) 2^ (6 
. ' J J  ^  ^^ 
- I L(r). Q(r) ,-^^0^} 
ifi'  ^  ^
+ I L(c). L(c)j q L(r) . Q(r).,-^  ^
3 
= 0 
since % L(r)^  = | Q(r)^  = J L(r)^  Q(r)^  = 0 
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Hence the two functions are independent. By the same type of argument 
it can be shown that any pair of functions 
I A(r) B(c) z and J A'(r) B'(c) z 
ij J ij  ^ J 
are independent if either {A(r)^ } and {A'(r)^ } are the coefficients for 
the orthogonal polynomials for r points are of unequal degree or {B(c).} 
and {B'(c)j} are the coefficients for the orthogonal polynomials for c 
points are of unequal degree. It follows that under the same conditions 
the two sums of squares 
2 
A(r), B(=), .q 
[z A^ r),j ["z 
and 
AHr), B(=), .yj 
[i '"'"'"'{I [• 
are independently distributed with non-central % -distributions with one 
degree of freedom each and non-centrality parameters 
2 _ 2 
2 
.2 
ACr). ». 
: A^ (r). 
[5 'j] 
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and 
2 
£_ 
Z A'(r). a. 
i  ^  ^
Z B(c). 3. 
j  ^  ^
Z A'^ (r) 
i  ^
E ETXc), 
Li -
sum 
respectively for fixed ranking of the marginal means. These non-
centrality parameters are computed under the assumption of a model of 
the type z. = y + a. 3. + g «• + e , By this device the error 
•»»J J J 
of squares can be broken up into a total of (r-1)(c-1) independent sums 
of squares. 
Since these sums of squares are independent "they can be pooled 
at will and the non-centrality parameters of the corresponding 
2 
X -distribution will add accordingly. Consequently one can obtain a sum 
of squares due to non-additivity with any number of degrees of freedom 
£ (r-1)(c-1) . 
A section of the power curve for a test of non-additivity of 
the type 
yy - il + + 6, + g «i 
x — Ij 2, ...) 5, j = 1, 2, ..., 5 
with 4 and 12 degrees of. freedom has been computed. The main effects 
for this example were = 3^  = -1.16, ^ 2 ~ ^ 2 ~ Og = Gg = 0 » 
2 
= 3^  = .5, Oj = 3^  = 1.16. a was equal to 2.5 and a 5% level of 
test was used. The four sums of squares which were pooled to form the 
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sum of squares due to non-additivity were 
2 
Z z.. L(r) L(c). 
ij  ^  ^[
j^ E L^ (r)^  2 L^ (c)jj 
[l. «"='3] 
[l «"=>3] 
'ij 
and 
E 2 Q(r) Q(c) 
_ij  ^
[: : Q (r)i 2 Q (c) 
Li . 
{L(r)^ } and {L(c)^ } are the coefficients for the first degree orthogonal 
polynomial values for r and c points respectively. {Q(r)^ } and {Q(c)^ } 
are the coefficients for the second degree orthogonal polynomial values. 
The non-centrality parameter for — = (sum of squares due to non-
2 ^ 
additivity) / cr was 
4  ^ - 4  
a a  
E L(r)^  
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Z L ( c ) .  gj E L(r)^  
2 L (r)^  Z L (c) js L^ (r). 
Z Q(c)j gj 
Z Q (c)j 
2 Q(r). g j |z L(c)j gjj jÊ Q(r)^  a.j jz Q(c)^  gj 
2 Q (rX. jz L^ (c).j I^ Z Q^ r). |z Q2(c).j 
The test statistic in this case is 
T = N (r-1)(c-l) - â 
4(E-N*) 
where E = % (y - y - y . + y )' 
• • i J JL » # J • • 
N 
The statistic t =  ^has probability density 
E-N 
exp i - Z »i Z Z 
\  2 a  )^ p=0 q=0\2a / 
E j^ A^ CZ Z gj -
p'.q! B{2+p, %(r-l) (c-l)-2+q} 
(1+t) %(r-l)(c-l) + p + q 
A graph of the power curve is given in Figure 2 . The power curve for 
the ideal test given in Figure 1 is repeated here even though the 
comparison is not strictly fair. Also the model used for the computa­
tions is appropriate only for a test for non-additivity with one degree 
of freedom, based only on the first degree orthogonal polynomials, since 
the non-additivity is contributed by the term g 8^  g. . If the non-
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additivity had been contributed by a term like g a. 3. + h a? 3. 
2 2 2 J J 
+ k a 3 + m a 3. , then the four degree of freedom test would have 
 ^ J 3^ 
been appropriate, and would have shown up more favorably. In a sense 
the extra degrees of freedom weaken the test by diluting the effect of 
increasing g . 
Ili 
Power Curve 
for  Best  Test  :  
Prob. 
mi m 
rejecting 
i Power Curve for  
;  Test  with Four 
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null 
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3. 4. 
2~ ? g /2a 
Figure 2. Power Curve for Test of Non-Additivity with Four Degrees of Freedom 
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VII. ESTIMATING TRANSFORMATIONS 
A. Introduction 
It is common practice in the analysis of data to assume that the 
observations are independent and normally distributed with constant 
variance and expected value specified by a model which is linear in 
the parameters. In the previous chapters techniques for examining 
the residuals, with the aim of detecting deviations from these 
assumptions were developed. The emphasis in this chapter is on finding 
transformations which will modify the observed data in an attempt to 
satisfy the assumptions. The general notion is to restrict attention 
to transformations indexed by unknown parameters and then estimate these 
by the method of maximum likelihood. The emphasis is on the family of 
transformations given by 
y^  = ln(x^  + a) (7.1) 
though some mention is made of the more general family 
i^ (^ i • (7.2) 
Of course the first can be shown to be a special limiting case of 
the latter, and the two treated as one family. However, this will not 
be done in this thesis. 
B. Review of Previous Work 
One of the earliest writers to attempt to solve the problem posed 
in this chapter was Cohen (1951). The approach taken by this author 
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was to write the likelihood as 
r 9 -n/2 II _i ( /ln(x -ta)-y\^  ) 
(2-ÏÏ0 ) n (x^  + a) expj- % J > 
L(a,p,o) =  ^if all x^  > -a, ff > 0 and -«• < p < » (7.3) 
0 otherwise , 
compute the partial derivatives with respect to the three unknown 
parameters and then use an iterative technique to solve the resulting 
non-linear equations. Hill (1963) showed that one need not arrive at 
useful estimates of the parameters by this method, since there exists 
a path in the three dimensional parameter space, along which L(a,iJ,a) 
continues to increase, regardless of the observed {x^ } . Hill concluded 
by showing that more suitable estimates of the parameters could be 
obtained if one assumed appropriate prior distributions for the 
parameters and invoked a Bayesian type argument. The prior distribution 
is chosen so that parameter values in the area where the likelihood 
becomes unbounded are eliminated from consideration. 
The major empahsis in Hill's paper however, is to estimate the 
parameters in the three parameter lognormal distribution rather than 
to find a transformation. In his formulation the a in (7.3) represented 
a threshold for the phenomenon being studied. 
In a recent paper, in which the emphasis was on finding a trans­
formation, Box and Cox (1964) failed to recognize the problem of an 
unbounded likelihood. An approach suggested by these authors was to 
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carry out the maximization of the likelihood in two steps. The first 
step was based on the fact that for a fixed a , (7.3) is maximized by 
equating y and a to the mean and standard deviation of the {y\} defined 
by the equations 
y^  = ln(x^  + a) for i = 1, 2, ...n . 
These values, however, depend on a and must be denoted by u(ct) and 
a(a) . Substituting these into (7.3), and taking logarithms leads to 
ln^ L(a,y(a), a (a))) 
= constant - n ln^ a(a)j - ^  In^ x^ +a^  . (7.4) 
The second step consists of finding the value for a which maximizes (7.4). 
The suggested procedure is to evaluate and plot ln^ L(a,u(a),0(a))^  for 
series of values of a , and then read off the maximizing value for a . 
Unfortunately the authors failed to realize that, as shown by Hill (1963), 
(7.4) becomes infinitely large as -a approaches x^ ^^  , However, it 
often happens that there exists a value for a , such that 
ln^ L(a,vi(a), a(a))^  is at a local maximum. This fact was exploited in a 
recent paper by Barter and Moore (1965). They proposed an iterative 
method to solve the non-linear equations obtained by computing the partial 
derivatives of the logarithm of (7.3) with respect to each of the three 
parameters. They state that a local maximum may fail to exist, 
especially when dealing with small samples. When this happens they 
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suggest that the smallest observed value (and those equal to it) be 
discarded and the iterative procedure repeated. However, a is still 
restricted to being less than all the observed {%\} . Consequently 
the likelihood is bounded and a maximum attained. 
A common feature of all of the references cited above is that the 
analysis is performed as though the observations are perfect, i.e., 
recorded without error. It has recently been argued by Kempthorne (1956) 
that all observations are subject to a grouping error, actually 
specified by the scientist and hence are in fact discrete. It follows 
that a properly defined likelihood function is a bounded function of 
whatever unknown parameters are involved. Also, the powerful theorems 
concerning maximum likelihood estimation in the case of observations 
from a multinomial distribution apply. 
If A represents the size of the intervals into which the data are 
grouped in the course of the experiment and it is assumed that the 
underlying distribution is the three parameter lognormal then the 
correct form of the likelihood is 
r .fi  
K n (Pi) "• 
L(a,y,ff) = <( if -a < (i'+%)A where i' is the min. i (7 « 5) 
for which f^  ^  0 
0 otherwise , 
V. 
where K is a constant. 
(i+^ )A 
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 ^max((i-%)A, -a) 
where -a < (i+%)A , a > 0 and -» < y < » 
 ^ 0 otherwise, 
and is the number of observations recorded as equal to Ai . 
It is obvious from the above definition that for a fixed grouping 
error, the {p^ } are functions of the parameters a, y and a . Since p^  ^  1 
for all i , it follows that L(a,ii,a) defined by (7.5) is a bounded, 
continuous function of the three parameters. Consequently, it can be 
maximized. It is shown by Kendall and Stuart (1961) that the values 
which maximize the likelihood function are consistent estimates of the 
unknown parameters. For small sample sizes, however, there is no 
guarantee that the solution will be unique, though it has been shown 
by Huzurbazar (1948) that ultimately, as n increases, there is a unique 
consistent solution. Also it has been shown by Cramér (1946) that if 
the first two partial derivatives of the likelihood function exist in 
an interval about the true parameter values and the expected value of 
matrix of second partials exists and is non-singular then, the maximum 
likelihood estimates are asymptotically multivariate normal with 
variance-covariance matrix equal to the negative of the inverse of the 
expected value of the matrix of second partials. 
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C. The Likelihood when Grouping Errors are Ignored 
The likelihood, as one is led to define it, when grouping errors 
are ignored will be examined in some detail in this section. For a 
simple random sample of n observations, the likelihood under these 
conditions is written as 
This function has been examined in considerable detail by Hill (1953). 
For example, he points out that this function approaches zero as any one 
of the" parameters is allowed to approach the extreme values in its range. 
- 00 , vhile the other two parameters are held constant. However, he 
also shows that there exists a path (a,u(a) , a(a)) along which 
L(a,vi(a) , a(a)) as defined by (7.6) goes to infinity. The two quantities 
y(a) and a(a) are the values for y and a which maximize (7.6) for a fixed 
a . These are simply the mean and standard deviation of the transformed . 
observations. It is a simple matter to show that 
L(oi,y,a) = if all x^  > -a , o > 0, - » < y < « (7.6) 
0 if otherwise. 
i.e., y approaches ± <*>, a approaches 0 or + » or a approaches -x^ _.^  or 
(7.7) 
= K - n[y(o) + ln(a(a))] 
where K is a constant and can be ignored. 
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In order to examine some features of the likelihood in more detail, 
under ideal conditions, an artificial sample was constructed with 
a = -3, p = 1.5 and a = .5 . The 'observations' were assumed to be 
accurate to the nearest unit and were recorded as 3.5, 4.5, ..., 27.5 . 
These data are reproduced in Table 6. The frequency assigned to each 
Table 6. Artificial Data Sample from the 
Three-Parameter Lognormal with a = -3, y = 1.5 and a = .5 
Value Frequency Value Frequency 
3.5 13 16.5 53 
4.5 524 17.5 35 
5.5 1582 18.5 24 
6.5 1971 19.5 16 
7.5 1781 20.5 ' 11 
8.5 1319 21.5 8 
9.5 943 22.5 5 
10.5 637 23.5 4 
11.5 407 24.5 3 
12.5 286 25.5 2 
13.5 178 26.5 1 
14.5 115 27.5 1 
15.5 78 Total 9997 
value is proportional to the probability of a true observation being in 
the interval of unit length about the recorded value. 
For this sample, (7.7) has a relative maximum at a = -2.7, 
y = 1.57 and = .224 . These values clearly do not agree with true 
2 
values which are known to be a = -3, y = 1.5 and a = .25 . It is 
interesting to note that while (7.7) is not maximized at a = -3, the 
2 
corresponding values for y and a at that point are 1.496 and .2598. 
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The behavior of the likelihood in the neighborhood of the relative 
maximum was examined by computing the quantity 
-9997[y(a) + In a(a)] 
for a ranging from -3.4 to -1.6 by steps of .1 . These computations are 
summarized in Table 7. Clearly the method advocated by Harter and Moore 
(1966) would select the estimates a = -2.7, y = 1.57 and a = .473. 
Table 7. Likelihood in the Neighborhood of the 
Relative Maximum when Grouping Errors are Ignored 
a -9997rTi (a)+lna(a) 1 u(a) "9 o^ a^) 
-3.4 
-8372. 1.3851 .33446 
—3.3 -8293. 1.4147 .31027 
-3.2 -8255. 1.4429 .29101 
-3.1 -8232. 1.4699 .27444 
-3.0 -8217. 1.4959 .25978 
-2.9 -8209. 1.5211 .24661 
-2.8 -8205. 1.5455 .23468 
-2.7 -8203. 1.5691 .22378 
-2.6 -8205. 1.5921 .21377 
-2.5 -8207. 1.6144 .20455 
-2.4 -8211. 1.6361 .19601 
-2.3 -8216. 1.6573 .18807 
-2.2 -8222. 1.6779 .18068 
—2* 1 -8229. 1.6981 .17378 
—2.0 -8237. 1.7178 .16732 
-1.9 -8244. 1.7370 .16126 
-1.8 -8253. 1.7559 .15556 
-1.7 -8262. 1.7743 .15019 
-1.6 -8271. 1.7924 .14513 
It is shown by Hill (1963) that as a approaches -3.5, the likelihood 
will increase. This is demonstrated with the series of calculations 
presented in Table 8. 
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Table 8. Behavior of the Likelihood as 
-a Approaches x =3.5 
mxn 
-9997 Fvi (a)+lng (a) 1 
-3.5 + 10"4 -17,095. 
-3.5 + 10~^ ° -26,482. 
-3.5 + 10"^ °° -35,879. 
-3.5 + lO'lOOO -27,822. 
-3.5 + lO'ZOOO -4,819. 
Both Barter and Moore (1966) and Hill (1963) recognized this problem. 
The former simply recommended that the unreasonable parameter estimater 
giving rise to the large likelihood simply be disallowed. Hill (1963) 
chose to accomplish this by using a Bayesian type argument. 
D. Likelihood when Grouping Errors are Recognized 
When it is recognized that all observations are in fact discrete, 
with a grouping error specified by the methods used to obtain the data, 
one is immediately led to the definition of the likelihood given in (7.5). 
As mentioned previously this function is bounded for all values of the 
parameters. Also, it is continuous and the limiting value is zero when 
any of the parameters approaches the limits of its range. Consequently, 
it is known that the function can be maximized, though it is difficult to 
manipulate, and it is impossible to find an analytic solution for the 
maximum likelihood estimates, i.e., the values which maximize the 
function. However, estimates can be obtained by examining the surface 
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with numerical techniques. 
The function defined in (7.5) was examined in detail for the data 
given in Table 6. If f^  represents the frequency with which i is 
observed, then (7.5) becomes 
ln(x+a)-}j|' 
max(i-%,-a) 
for -a < 3.5, a > 0 and -» < y < « 
and zero otherwise. 
K is a constant term which does not depend on the three parameters. 
Because of the complexity of (7.8) the quantity 
L = In L(a,vi,a) - In K (7.9) 
was maximized for selected values of a by using an iterative technique 
developed by Powell (1964). The results of these computations are shown 
in Table 9. 
An examination of the results reveals that the likelihood attains 
its maximum at a = -3.0, a = .498 and p = 1.499. These values are 
extremely close to the known true values, a = -3., a = .5 and p = 1.5 . 
The very rapid increase in the value of the likelihood as a advanced 
from -3.1 to -3. caused some concern and was investigated more 
thoroughly. The logarithm of the likelihood function (minus a constant 
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Table 9. The Likelihood Function for Selected Values 
of a when Grouping Errors are taken into Account 
a c(a) li(a) 
* 
L 
-3.999 .661 1.204 -22713. 
-3.995 .660 1.205 -22711. 
-3.990 .658 1.206 -22710. 
-3.970 .656 1.216 -22703. 
-3.950 .650 1.220 -22696. 
-3.930 .645 1.228 -22690. 
-3.910 .640 1.234 -22684. 
-3.9 .637 1.239 -22682. 
-3.8 .617 1.273 -22657. 
-3.2 .601 1.307 -22638. 
-3.6 .581 1.336 -22623. 
-3.5 .566 1.366 -22612. 
-3.4 .548 1.397 -22605. 
-3.3 .535 1.423 -22601. 
-3.2 .522 1.452 -22599." 
-3.1 .509 1.477 -22599. 
-3.0 .498 1.499 -22388. 
-2.9 .486 1.524 -22389. 
-2.8 .478 1.549 -22391. 
-2.7 . 466 1.571 -22394. 
-2.6 .457 1.594 -22399-
-2.5 .446 1.616 -22405. 
-2.4 .438 1.639 -22411. 
-2.3 .430 1.660 -22418. 
-2.2 .421 1.680 -22426. 
-2.1 .413 1.699 -22434. 
-2.0 .406 1.719 -22442. 
-1.9 .397 1.738 -22451. 
-1.8 .392 1.758 -22460. 
-1.7 .385 1.774 -22470. 
-1.6 .379 1.793 -22479. 
-1.5 .372 1.812 -22489. 
-1.4 .367 1.829 -22498. 
-1.3 .362 1.845 -22508. 
-1.2 .355 1.862 -22518. 
-1.5 .350 1.878 -22528. 
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Table 10. Logar : m of the Likelihood I\inus a Constant Term 
fo;: Selected Parameter Values 
a y r.--3.10 et=-3. 05 (——3,00 a=-2.95 
.498 -22504.3 -22601.1 -.2393.0 -22403.4 
.500 .22603.1 -22600.7 -22392.9 -22404.1 
.502 -22602.1 -22600.6 -22392.8 -22405.1 
,485 .504 -22601.3 -22600.7 -22393.3 -22406.2 
.506 -22601.1 -22601.2 -22394.0 -22407.6 
.508 -22600.8 -22601.8 -22394.5 -22409.4 
.510 -22600.9 -22602.9 -22396.4 -22411.3 
498 -22606.4 -22600.8 -22390.5 -22398.7 
500 -22605.2 -22600.4 -22390.6 -22399.3 
502 -22604.2 -22600.3 -22390.8 -22400.3 
504 -22603.3 -22600.3 -22391.2 -22401.6 
506 -22603.1 -22601.1 -22391.9 -22403.1 
508 -22602.9 -22601.6 -22393.0 -22404.9 
510 -22603.1 -22602.7 -22394.1 -22407.0 
498 -22609.5 -22601.5 -22389.4 -22395.0 
500 -22608.2 -22601.1 -22389.1 -22395.7 
502 -22607.2 -22600.8 -22389.4 -22396.7 
504 -22606.5 -22601.2 -22389.9 -22398.0 
506 -22606.1 -22601.5 -22390.6 -22399.5 
508 -22606.0 -22602.2 -22391.6 -22401.4 
510 -22606.0 -22603.4 -22393.1 -22403.4 
.498 -22613.6 -22603.0 -22388.7 -22392.1 
.500 -22612.2 -22602.6 -22388.7 -22392.7 
.502 -22611.2 -22602.5 -22389.0 -22393.9 
.504 -22610.6 -22602.7 -22389.6 -22395.3 
.506 -22610.2 -22603.1 -22390.4 -22396.9 
.508 -22609.7 -22604.1 -22391.4 -22398.6 
.510 -22610.1 -22604.9 -22392.7 -22400.8 
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term) was evaluated at a grid of points. These calculations are 
summarized in Table 10, The extremely steep drop in the likelihood 
between ct = -3.05 and a = -3.00 is again evident in this table. 
The maximum attained in Table 9 does not occur on this table because 
that point did not happen to coincide with one of the grid points. 
The maximum on the grid is -22388.7 and corresponds to the parameter 
values a = -3.00, a = 1.500 and y = .500. 
An examination of the likelihood which made allowance for the 
grouping error in the data used by Hill (1963) 
highlighted the major difficulty with this method. A thorough examin­
ation of the surface, using a computer which carried 19 binary bits per 
word (equivalent to slightly more than 5 decimal digits) indicated that 
the maximum likelihood estimates were a = -3.22, p = 1.76 and 
"2 
a = .074. The corresponding estimates obtained by Hill were -1.59, 
2.01 and .042 (-4- Hill's y = -4-(-2.41) = -1.59). A careful evaluation 
of the likelihood function incorporating the grouping error, using 15 
place tables of the normal integral and logarithms indicated that Hill's 
solution actually lead to a slightly larger likelihood. The difficulty 
was caused by the one out-lying observation in the data. It appears 
that in order to use this method successfully one must have access to a 
computer which carries a large number of digits of accuracy, and use 
very accurate routines to compute integrals and logarithms. It is also 
interesting to note that both sets of parameter estimates obtained 
2 
above lead to large % values suggesting either that the three-parameter 
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lognormal does not fit the data, or that the correct parameter estimates 
have not been obtained. 
E. Locating the Maximum of the Likelihood Function 
Since powerful procedures and associated computer programs for 
maximizing (or minimizing) functions of several variables are still 
quite novel, it was decided to include a discussion of the method used 
for this problem. The program used is a Fortran II adaptation of one 
originally written by Powell (1964). One of the features of the method 
used in this program is that the derivatives of the function are never 
calculated. 
Assume that a function of m parameters is to be maximized. Each 
iteration of the procedure commences with a search along m linearly in­
dependent directions , ..., , starting from an initial 
approximation to the answer. Initially the directions are the 
co-ordinate directions, so that the first iteration is identical to the 
method which changes one .parameter at a time. However, each iteration 
defines a new direction Ç , and the directions for the next iteration 
are > •••» 5^  , • The procedure for choosing the new direction 
each iteration is such that the conjugate directions are generated. If 
a quadratic function is being maximized the method is such that after 
m iterations all the directions are mutually conjugate and the next 
iteration will yield the exact optimum. 
The program, however, is more complex than is indicated above in 
order to ensure reasonable rates of convergence for more general functions. 
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One of the modifications is to allow a direction other than to be 
discarded, so that the new direction will always contain an appreciable 
component of the direction which is lost. This prevents the procedure 
from generating nearly dependent directions. 
The second modification of the procedure concerns the stopping 
rule. The basic stopping rule is to assume convergence when an 
iteration causes each variable to change by less than the accuracy 
specified by the user. This has been modified however, so that when 
this criterion is satisfied, say at point A, each variable is increased 
by 100 times the specified accuracy. The normal procedure for maximization 
is then carried on until all changes are again less than the specified 
accuracy. Let the resulting point be B. The maximum on the line 
connecting A and B is then located. Call this C. Now if all components 
on the lines joining C with A and B are less than the specified accuracy, 
the procedure is terminated. If this is not the case, is replaced 
by the direction specified by A and C. This modification allows the 
procedure to get away from a region where the function changes very 
slowly. 
The method used to compute the normal integrals is described in 
Hastings (1955). The approximation, as given there has an absolute 
error < 10 ^  to a range of more than six standard deviations from the 
mean. However, this would be reduced somewhat by the limitations of 
the computer. The logarithms were also computed using an approximation 
from Hastings (1955). In-order to prevent difficulties in the computer. 
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allowance had to be made for the occurrance of zero and possibly even 
negative (very small in absolute value) probabilities due to 
inaccuracies in the approximation and truncation errors. The procedure 
adopted was to test for a zero or negative probability value before 
computing the logarithm. If either of these occurred, the probability 
was set equal to (.1)^  ^, 
F. Variances and Covariances of the Maximum Likelihood Estimates 
Clearly it is not possible to obtain exact expressions for the 
variances and covariances of the estimates of the three parameters in 
(7.5). However, it is well known that for large samples the maximum 
likelihood estimates u , a and a will be asymptotically multivariate 
normal with means y , a and a and variance covariance matrix equal to 
the negative of the inverse of the expected value of the matrix of 
partial derivatives 
C 2 S In L 
a/ 
3^ 1n L 
3vi9a 
9^ 1n L 
3]i3a 
3^ 1n L 
3)i3cr 
3^ 1n L 
3a^  
3^ 1n L 
3o3o 
2 3 In L 
3ii3a 
3^ 1n L 
3a3a 
3^ 1n L 
3a^  / 
(7.10) 
If the constant K is ignored, (7.5) can be rewritten as 
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ln(Cli:^ )AH-a)-ii \ 
* • 1 
L*(a,y,a) = n j STZT dx } (7.11) 
ln(max( (i-%) A,-a)+a)-vi 
a 
where CT>0,-<»<y<<»,-ct< (i'+%)A and i' is the minimum value of i 
for which  ^0 . Otherwise L (o,p,o) is defined as zero, f^  is the 
number of times the value Ai has been observed in the sample. 
If one defines 
x 
G(x) - Ij —i_ exp - y^ /2 dy 
/lir 
then 
I n  L *  =  I  f ^  I n [ G ( 7 . 1 2 )  
g(ln(max((i-%)A, -a)+a)-y^ j 
a 
Since L defined by (7.10) and L defined by (7.5) differ by a constant 
which does not depend on any parameters, the partial derivatives of the 
logarithms of the two terms will be equal. 
* 
The first partial derivatives of In L are; 
* 
3 In L 
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(7.13) 
3Q ^ln((i+%)A+a)-y^  g g ^ln(max((i-^ )A, -a)+a)-u^  
3M 9p 
g^ ln((i+%)A+a)-u^  _ g^ ln(max((i-%)A, -a)+a)-u^  
where 
5p 
-1 
/2^ a 
exp - . 
3 In L 
3ff (7.14) 
gQ^ ln((i+%)A+a)-y^  gg^ ln(max((i-%)A, -a)+a)-u^  ^
3a 3a 
'1^1 S 
g^ ln((i+%)A+a)-n^  _ g^ ln(max((i-%)A, -a)+ot)-y^  
where 
35(iaiïH., 
. la(x)-u ^  . %{lat£hM.}' 
vs;?" 
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* 
Sin L 
3a 
(7.15) 
g^^ ln((i+%)A+a)-u^  ^^ ^^ ln(max(Ci-%)A, -ct)+a)-vi^ -N 
• ^ i 
where 
3a 3a 
^^ln((l+%)A+a)-v^ _ g^ln(max((i-%)A.-a)-p^ 
3G(ia!^ ) 
CCi*.%)û+a)c 
exp _ %{l^ (x)-W}2 
for  (i±2^)A > -a  .  For the special  case where ( i-%)A < -a  ,  
^^ln(max((i-%)A, -a)+a)-u^ 
= g^ ln(-a+a)-u^  
= 0 , 
3G(^ (^0)-P) 
—Û— = ° •' 
The s ix second part ial  derivatives of In L are;  
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a^ ln L* 
a/ 
(7.16) 
= i 
3 
3y 
g2g^In(max((!-%)A, -a)+a)-y^'  
By 
^^ lti((i+%)A+a)--u^  _ g^ ln(max((i-3<)A, -a)+a)-'u^  
^^^ln((i+%)A+a)-y^ ^^^ln(max((i-%)A,-a)+a)-u^ 
i 
à]i 9U 
g ^ l i i (( i+%)A+a)-u^ _ g^ln(max((i-%)A. -a)-u^ 
> 
where 
8^ G(-^ =2ls}zli) 
3U 
ln(x)-y .  aG(l*(%)-P) 
S^ ln L* 
9,2 
(7.17) 
^g2g^li i(( i+%)A+a)-u^ g2g^ln(max((i-%)A, -a)+a)-u^ 
-1^1 X 
3 a 3a 
^^In((i+%)A+g)-u _ ^^ln(max((i-%)A, -a)-u^ 
> 
v. 
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where 
aQ^ln((i+%)A+a)-M^ ^^^ln(max((i-^g) ,  -a)+a)-u^ 
8a 90 
g^ ln((i+%)A+a)-Uj _ g^ ln(max((i-%)A, -a)-y^  
g2G(ln(x)-}j^  QG^ ln(x) 
ln(x)-y - 3a 
30 30 
3^ 1n L* 
3a2 
(7.18) 
32g^ ln((i+%)A+a)-u^  g2^  ^In(max((i-%)A, -a)+a)-y^  
= Z f i  < 
3a 3a 
^^ ln((i+%)A+a)-y^  _ ^^ ln(max((i-%)A, -a)+a)-y^  
r 
- i h  
gG^ lii((i+%)A+a)-u^  gg^ ln(max((l-%)A,-a)-y^  ^
3a 3a 
G^^ ln((i+%)A+a)-u^  _ g^ ln(max((i-%)A, -a)+a)-u^  
where 
3a 
3G [ln((i±%)A+a)-y]2_o2 
3a 1 
for (i±%)A > -a . For the special case where (i-%)A < -a , G is a 
gZg 
constant, equal to zero and hence —»— = 0 . 
3o 
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)^ ln L* 
3p9a (7.19) 
2^g^ ln((i+%)A+a)-vi^  2^^ 1^n(max((i-%)A, -a)+a)-u^  
= I fi 
BJJSct 3y8cr 
g^ In((i+%)A+g)-u^  ^^ In(max((i-%)A,-a)+a)-M^  
g^^ ln((i+^ )A+a)-y^  j^ l^ii(max((i-^ )A, -a)+a)--u^  
3y 8u 
^^ ln((i+%)A+a)-U^  _ ^^ ln(max((i-%)A, -a)+a)-u^  
^^ l^n((i+^ )A+a)-u^  l^n(max((l-^ )A, -a)-u^  
3a 3a 
^^ ln((i+%)A+a)-u^  _ ^^ ln(max((i-%)A, -a)-u^  
where 
g2^ ^^ xa(x)-p^  
3li3a 
2 a 
. ^(In(x)-u) -g j 
3% ,3 
9^ 1n L* 
8y3a 
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(7.20) 
g2g^ ln((i+%)A+a)-u^  g2^ l^n(max((i-^ g)A, -a)-y^  
9y9a 3y9a 
i j „ ,ln((i+%)A+a)-u. ,lii(max((i-%)A, -a)+a)-y. 
• ' a ' " I 9y9a  ^
gg^ ln((i+%)A+a)-ii^  ^^ l^n(max((i-%)A, -a)-y^  
- I f  
9a 9a 
i 1^ ^ l^n( (i+%)A4-a)-y^  _ ^^ ln(max((i-^ )A, -a)+a)-y^  
g g ^ln((i+^ )A+a)-y^  l^n(max((i-3g) A, -a)+a)-y^  
9p 3y 
g^ ln((i+3g)A+a)-y^  _ ^^ lii(max((i-%)A, -a)-y^  
where 
9g g(ln(x)-y) 
9y9a 3a 
. [ln(x)-y] 
9^ 111 L* 
9a9a 
g2g^ ln((l+%)A+a)-y^  g2^ l^n(max((i-%)A. -a)+a)-u^  
9a3a 3oi9a 
g^ ln((i+%)A+a)-u^  _ (max((!-%)A, -a)+a)-y^  
(7.21) 
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ag^ InC (i+%)A+a)-iJ^  gg ^ ln(max((i-%)A, -a)+a)-y^  
3a 3a 
^^ ln((i+%)A+a)-y^  _ ^^ ln(max((i-%)A, -a)+a)-y^  
2g^ ln((i+%)A+g)-y^  ^^ l^n(max((i-%)A, -a)+a)-u^  
3ct 3a 
g^ ln((i+%)A+a)-Wj _ ^^ ln(max((i-%)A, -a)H-a)-u^  
where 
g2g l^n^ 2lliL) Qg(ln(x) 
. ^ ln(x)-y+gj 
3a3a 3a 2 
a 
Obviously the expected values of expressions (7.16) to (7.21) 
cannot be obtained for arbitrary values of the parameters. However, 
consistent estimates of these quantities can be obtained by substituting 
the maximum likelihood estimates for the parameters and evaluating the 
indicated sums for the sample data. 
G. Numerical Results 
In order to provide some insight into the behavior of the variances 
and covariances of the maximum likelihood estimates for large samples, 
the expected value of the six second order partials, given by equations 
(7.16) to (7.21) were evaluated numerically for w = 1.5, a = .5 and 
a = 3. These calculations were repeated with a series of six different 
grouping errors, i.e., A values. The expected values were obtained by 
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substituting the assumed parameter values in the functions, replacing 
f^  by the probability that an observation will fall in the interval 
(i-ïi)A < X < (i+%)A and performing the indicated summation. Of course, 
it is assumed that any of these numbers would be recorded as equal to 
Ai. Also the calculations were set up so that the point x = 3. 
corresponded exactly to the lower endpoint of a grouping interval. 
It is to be remembered that if one thinks in terms of a sample of size 
n, then the calculations need to be increased by a factor of n. These 
computations are summarized in Table 11. 
Table 11. Expected value of Second Order Partial 
Derivatives of the Three Parameter Lognormal Distribution 
A 
3^ 1n L* 
3y^  
2 * 
s In L S^ ln L* 
3a^  
2 * 3 In L 
3ii3a 
3^ 1n L* 
8p3a 
S^ ln L* 
3a3a 
3. -3.45700 -5.45209 -.23368 .56876 .78307 .40255 
2. -3.68055 -6.54644 -.30840 .38733 .87537 .66431 
1. -3.90088 -7.27573 -.36202 .14611 .95765 .84352 
.5 -3.97330 -7.72033 -.39392 .01898 .99567 .95846 
.3 -3.99002 -7.83718 -.40379 -.01382 1.00535 .99123 
.2 -3.99538 -7.87629 -.40733 -.02500 1.00859 1.00266 
For a fixed A the variance-covariance matrix of the limiting 
multivariate normal distribution of the three maximum likelihood 
estimates can be obtained by inverting the negative of the matrix of 
expected second order partials and dividing by n, the sample size. 
20.415,08 
9.492,14 
81.636,47 
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For A = 3. the resulting matrix is 
1^6.630,26 . 6.701,87 67.272,26 
1/n I 6.701,87 2.910,95 27.472,37 
67.272,26 27.472,37 277.033,50 
For A = 2. the matrix is 
5.378,66 2.389,91 
1/n I 2.389,91 1.257,39 
20.415,08 9.492,14 
and for A = 1. the matrix is 
1.476,47 
.849,34 
5.884,68 
These three matrices indicate the trend in the variances and 
covariances as A becomes smaller. As one would expect, all variances 
are becoming smaller, and especially the variance of a . A striking 
feature of this series of matrices is the extremely large variances 
of n and a . The trend in the elements of the matrix continues, as 
indicated for the next three A values. 
3.297,85 
1/n 1.476,47 
12.163,97 
12.163,97 
5.884,68 
48.650,97 
137 
For A = .5 the matrix is 
2.855,03 • 1.293,70 
1/n I 1.293,70 .771,80 
10.364,15 5.147,87 
10.364,16 
5.147,87 
41.260,67 
2.685,21 
1/n 1.219,46 
9.679,07 
9.679,07 
4.849,92 
38.480,74 
For A = .3 the matrix is 
1.219,46 
.738,86 
4.849,92 
Finally for A = .2 the matrix is 
2.623,84 • 1.192,38 
1/n I 1.192,38 .726,78 
9.432,03 4.741,48 
As pointed out previously, a striking feature of these matrices 
is the large variances of p and a . For comparison consider the 
asymptotic variance-covariance matrix of the maximum likelihood 
estimates of p and a for the usual two parameter lognormal distri­
bution when the grouping error is ignored. In this case the variance-
covariance matrix is 
9.432,03 
4.741,48 
37.481,24 
1/n I 2 
0 ^ 
\ 
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For a = .5 this matrix becomes 
Now to show that the inflated variances for y and a were due to 
the a parameter, consider what happens when it is assumed that a is 
known and the grouping error is introduced. The following series of 
variance covariance matrices results : 
For A = 3. 
1/n 
For A = 2. 
For A = 1. 
1/n 
For A = .5 
1/n 
.294,32 
.030,70 
.030,70 
.186,62 
.273,40 
016,17 
.016,18 
153,71 
.256,55 
.005,15 
005,15 
.137,55 
.251,68 
.000,62 
.000,62 
.129,53 
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For A = .3 
l/n 
.250,63 • -.000,44 
-.000,44 .127,60 
For A = .2 
l/n 
.250,29 
-.000,79 
-.000,79 
.126,97 
This series of matrices indicates the trend towards the matrix 
for the case where there is no grouping error. Also the elements are 
of the correct order of magnitude. 
Another interesting feature of the three parameter case is the 
large correlation induced between y and a . For the six values of A 
ranging from A = 3 to A = .2 the correlation takes on the values .963, 
.919, .882, .872, .866 and finally .863. By contrast, this correlation 
has the value of .130 when a is known and A = 3. 
The above series of calculations demonstrates clearly the effect 
of the grouping error in causing an increase in the variance of the 
estimates. This is particularly marked when the threshold parameter 
a is unknown. A sample from the distribution considered above will 
have a mean approximately equal to 8.1 and a variance of 7.3. Hence the 
error A — 3. which amounts to slightly more than one standard 
deviation has destroyed almost all the information about a present in 
the sample. In fact even with A = .2, i.e., a grouping interval of 
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less than one tenth of one standard error, the variance of a is still 
appreciable. Alternatively the effect of the grouping error appears to 
be much less drastic when a is known. 
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VIII. TRANSFORMATIONS WHICH MAXIMIZE THE CORRELATION 
BETWEEN RESIDUALS AND THE NORMAL ORDER STATISTICS 
A. Introduction 
When dealing with relatively simple problems, such as estimating 
a location parameter, and it is desirable to eliminate the effects of 
gross outliers, a natural practice is to remove an equal number of the 
largest and smallest observations and then proceed as if the trimmed 
sample were the whole sample. Tukey (1962) discusses a modification of 
this which he calls Winsorizing, which is simply to replace any outlying 
value by the nearest number recorded for an observation which is not 
seriously suspect. While the first procedure is simply a rejection 
technique, the latter can be thought of as a monotone transformation. 
The process of Winsorizing does not extend directly to data sets 
having a more complex structure than the simple random sample. The 
problem is that while there is a simple relationship between the order­
ing of the observations and the errors involved, this is not true for 
more complex data structures. For example, in, a two-way array, one 
observation may be larger than another, either because of the effects 
of a large positive error, or because of larger row and column effects. 
Tukey (1962) describes a method of analysis for the two-way array 
in which the effect that particular deviatons are permitted to have 
on the final estimates are modified according to the size of the 
deviation. Large deviations have negligible effects and small deviations 
are permitted larger effects. The major problem in this method is to 
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decide when a value deviates too much from the main body of the data. 
The procedure adopted is to fit row and column means, calculate 
residuals of apparent deviations, order them, plot them against typical 
values for normal order statistics, draw a straight line through the 
result and then use the distance which values lie off the line as a 
measure of the amount of deviation. 
The technique to be developed in this chapter is similar to the 
above in that ordered residuals are compared with typical values for 
normal order statistics. The object will be to find a monotone 
transformation of the data which maximizes the correlation between the 
ordered residuals and the order statistics. The motivation is that in 
the course of an experiment, a scale for measuring the phenomenon of 
interest must be chosen. If this scale is chosen correctly, the 
residuals remaining after fitting a linear model will be normally 
distributed. This, however, will not be the case if an incorrect scale 
was selected. Consequently, a criterion to use for finding a trans­
formation is that it modify the scale of measurement so that the 
residuals are normally distributed. Ideally one should compare the 
ordered residuals to the normal order statistics from a correlated 
sample. However, these order statistics are not available. Also, if 
the ratio of error degrees of freedom to degrees of freedom for 
effects is large, the correlation between residuals will tend to 
become small on the average, and the order statistics from a simple 
sample used as an approximation. 
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B. Description of the Method 
Let {y.}' be the n observed numbers arranged so that y. < y. if 
1 1 — J 
i < j . Let {ri^ } be the set of n variables obtained from the observed 
numbers by means of a monotone transformation. It follows that 
n. < n. if i < j . The aim will be to choose a transformation which 
J 
results in the {ri^ } satisfying the ideal statistical conditions, i.e., 
additive model and normal independent errors. 
The procedure will be illustrated in this chapter by considering 
a function of the form 
= y^  + byj (8.1) 
where the choice of b depends on the {y\} and is chosen so that is 
always less than if y^  is less than y^  . b is chosen subject to the 
above restrictions so as to maximize the correlation between the ordered 
residuals and the normal order statistics for a sample of size n . 
The method can be extended immediately to a function of the type 
= y^ . + by^  + cy^  (8.2) 
or even higher order polynomials, with restrictions on the parameters 
ensuring that the transformation is monotone for the observed set of 
data. However, only the simpler case given in (8.1) will be discussed 
here. 
For the function given by (8.1) the suggested procedure for 
finding b is to compute the correlation between the ordered residuals 
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and the n normal order statistics for a series of choices for b and 
then interpolating to determine the optimum. The calculations are 
simple and straight-forward. For a given b value, use (8.1) to 
compute the - Perform the analysis on these transformed values 
and obtain the set of residuals {z.} . From these obtain the ordered 
A * & 
set tz.} where z. < z. if i < i . Then compute the correlation between 
1 1 — 3 
the and the norm^  order statistics for a sample of size n . After 
performing these calculations for a series of b values, the optimum can 
be deduced. Now let b be the optimum value. Compute the set {ri^ } 
* 
corresponding to b and plot the values against the observed {y\} . 
This graph will then suggest the appropriate form of the transformation. 
This step can be eliminated if one is willing to accept (8.1) as the 
transformation. However, the plot outlined above will often suggest a 
more conventional transformation, such as the square root or the 
logarithm. 
C. Numerical Examples 
In order to demonstrate the procedure outlined above a set of 
data was constructed and analyzed much as an experimenter would. The 
basic data consisted of 16 observations for a 2^  experiment in which 
p=10,A=6,B=4, C=4,AB=2 and all other effects and inter­
actions were zero. Independent normal errors with mean zero and 
variance 1 were attached to the values. The resulting synthetic data 
are as follows: 
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(1) = 4.33 c = 7.56 d = 3.86 cd = 7.58 
a = 8.15 ac = 11.00 ad = 9.08 acd = 12.59 
b = 5.67 be = 10.60 bd = 5.50 bed = 10.08 
ab = 15.05 abc = 17.18 abd = 14.37 abed = 17.97 
An analysis of variance on this 'true' data using the three and 
four factor interactions as errors indicated that A, B, AB and C were 
all significant at the 1% level and AD is just significant at the 5% 
level. This is essentially what one would expect. 
Now assume that the experimenter read his numbers on an incorrect 
scale and observed: 
* 
(1) = 19 c = 57 d = 15 cd =57 
a = 66 ac = 121 ad = 82 acd = 158 
b = 32 be = 113 bd = 30 bed = 102 
ab = 227 abc = 123 abd = 206 abed = 323 
These numbers were obtained from the synthetic data by squaring 
the numbers. An analysis of variance of this data using the three and 
four factor interactions for error yields a test for A which is signifi­
cant at the 1% level, a test for B significant at the 5% level and non­
significant values for the other effects and interactions. As far as 
the experimenter is concerned there has been a loss of information due to 
the use of the incorrect scale even if he is not aware of this fact. 
From here on all analyses are based on the assumptions that the 
three and four factor interactions measure error. This does not agree 
with the true state of affairs which we know exists since the data were 
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artificially constructed. However, this should tend to make the 
simulation of a real world situation more realistic. 
The order statistics for a sample of 16 from the normal distribution 
are —1.7, —1.3, —1.0, —.8,—.6, —.4, —.2, —.1, .1, .2, .4, .6, .8, 1.0, 
1.3 and 1.7. 
The correlations between the residuals obtained from the analysis 
2 
of the values y^  + by^  for i = 1, 16 assuming that three and four 
factors interactions were error contrasts and the normal order 
statistics were calculated for various values of b . The following 
array of values was obtained; 
b Correlation squared x 13.58 
-.0018 13.10 
-.0016 13.26 
-.0014 13.25 
-.0010 12.77 
0 12.01 
.0010 12.13 
.0024 12.48 
.003 12.56 
.004 12.71 
.005 12.80 
.006 12.87 
As the b value was increased the value of the square of the 
correlation coefficient approached 12.87/13.58. Consequently the 
maximum value is obtained at b = -.0016. The final transformed values 
are given in the following table: 
(1) = 18.36 c = 51.88 d = 14.68 cd = 51.88 
a = 58.96 ac = 97.64 ad = 71.28 acd = 118.00 
b = 30-.40 be = 92.52 bd = 28.56 bed = 85.36 
ab = 144.60 abc = 98.84 abc = 138.16 abed = 156.12 
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Figure 3 shows the final transformed values plotted against the 
original values. This graph strongly suggests that a square root 
transformation be applied to the data. From the manner in which the 
data were constructed it is clear that this yields numbers which satisfy 
the ideal statistical conditions. 
For a second example the same basic set of numbers was used again. 
However, this time it was assumed that the experimenter had recorded 
the positive square roots of the correct values. 
These 'observed' values were; 
(1) = 21 c = 28 d = 20 cd = 28 
a = 28 ac = 33 ad = 30 acd = 36 
b = 24 be = 33 bd = 24 bed = 32 
ab = 39 abc = 42 abd = 38 abed = 42 
These values were obtained from the original set by computing the 
square root and multiplying by 10. The analysis was again performed 
in the same manner as the above example. The series of values given in 
Table 12 was obtained. 
The value of the squared coefficient of correlation approaches 
13.236/13.56 as b increases. Table 12 indicates a relative maximum at 
b = " . This is equivalent to a transformation which squares all values. 
This is in perfect agreement with the way in which the data was 
constructed. However, there is a maximum at b = -.034. The array of 
2 transformed variables obtained with the transformation = y^  - .034 y^  
is as follows: 
(1) = 6.01 c = 1.34 d = 6.4 cd = 1.34 
a = 1.34 ac = -4.03 ad = -.6 acd = -8.06 
b = 4.42 be = -4.03 bd = 4.42 bed = -2.82 
ab = -12.71 abc = -17.98 abd = -11.10 abed = -17.98 
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Figure 3. Results of Computations with Data for 
which the Square Root Transformation is Correct 
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Table 12. Correlation Between Ordered Residuals and Normal 
Order Statistics for Various Transformations 
b Correlation squared x 13.58 
-1.000 11.13 
-.500 13.25 
-.100 13.30 
-.050 13.37 
-.040 13.386 
-.037 13.393 
-.036 13.394 
-.035 13.395 
-.034 13.396 
-.033 13.394 
-.030 13.383 
-.020 12.06 
-.010 10.81 
0 12.65 
.010 12.93 
.050 13.14 
.100 13.18 
1.000 13.230 
2.000 13.233 
5.000 13.235 
A graph of these values against the corresponding 'observed' values 
is shown in Figure 4. The abscissa consists of the 'observed' values and 
the ordinate the transformed values. The graph suggests that the values 
be transformed by squaring them. This again is in perfect agreement 
with the known facts for the data. 
150 
18 20 22 24 26 28 30 32 34 36 38 40 42 
'Observed' data values 
Figure 4. Results of Computations with Data for 
which the Square is the Correct Transformation 
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IX. SUMMARY AND CONCLUSIONS 
In this thesis a number of methods for examining the residuals 
after a conventional analysis of variance or least-squares fittings 
have been explored. A procedure for finding the moments of the 
residuals has been developed for the case where a linear model holds 
and the errors are independent random variables form a common 
distribution. Rules for writing the expected value of products of 
powers of the residuals in terms of the cumulants of the error 
distribution are given. If the expected values are to be expressed 
in terms of moments rather than cumulants, a further substitution is 
needed. Formulas for the conversion of the first ten cumulants to 
moments are given in Kendall (1952). Third and fourth order moments 
have also been obtained for the residuals when the derived linear 
model with additive block and treatment effects is appropriate. 
Properties of two statistics designed to measure departures from 
ideal statistical conditions (identically distributed, independent 
normal errors) have been studied under specific non-ideal conditions. 
One is the first scale-invarient shape coefficient of the residuals 
measuring skewness. The behavior of this statistic is examined for 
the case where the errors are independent samples from the Gamma 
distribution. The second statistic is the first scale-invarient 
shape coefficient of the residuals measuring kurtosis. It is 
examined in some detail for the case where the errors are independently 
drawn from a mixture of two normal distributions with unequal variances. 
The expected value of the statistic is examined for the effects of 
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changes in the relative sizes of the variances in the two populations 
and the relative proportions of the two distributions in the mixture. 
In Chapter VI a series of tests for non-additivity with more than 
one degree of freedom is developed for the r x c table of observations. 
Procedures for computing the power of some of these tests are 
developed. 
In Chapter VII the possibility of using maximum likelihood 
estimation procedures for obtaining transformations which would yield 
a distribution conforming to the ideal statistical conditions were 
examined. It was found that for the system of power transformations 
considered in this study, explicit allowance had to be made for the 
fact that the recorded number must be treated as representing a value 
in a certain finite interval. If this grouping error was not taken 
into account, it was shown that the likelihood could be increased 
without limit by means of suitable choices of values for the parameters. 
Numerical techniques were required to obtain the maximum likelihood 
estimates. The effect of varying the grouping interval on the 
asymptotic variances and covariances of the three parameters in the 
simple random sample was investigated. The variances were found to 
increase rather rapidly as the interval was increased. This was 
especially marked for the estimate of the third or threshold parameter. 
It was also noted that if this parameter was assumed known, then the 
asymptotic variances of the estimates of y and a were reduced 
considerably. 
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In Chapter VIII an iterative procedure for finding a suitable 
monotone transformation of the data was developed. This procedure 
was based on a method for finding the transformation which maximized 
the correlation between the ordered residuals and the normal order 
statistics. Several numerical examples demonstrating the procedure 
are given. 
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XII. APPENDIX A 
A METHOD FOR FINDING THE PROBABILITY OF OBSERVING SPECIFIC 
RANKINGS OF NORMAL VARIABLES 
Let {x^ } i = 1, 2, ..., 5 be independent uncorrelated normal 
variables with means and variance 1. The probability that on a 
given trial we will observe the ranking x. >x. >x. >x. >x. 
1^ 2^ 3^ 4^ 5^ 
where i^ , i^ , i^ , i^  and i^  represent a permutation of the first five 
integers is equal to the probability that the four variables 
y-i = %(%. - X ), y = %(x. - X ), y„ = %(x - x ) and 
X 1^ 2^  ^ 2^ 3  ^ 3^ 4 
y. = %(x. - X. ) will all be positive. Since the {x.} have continuous 
4 x^  X 
distributions, the probability that any two values will be exactly equal 
is zero and hence can be ignored. The joint distribution of the {y\} 
is multivariate normal with mean vector 
- y . ) ^ 
1 2 
hCv. - y.. ) 
2^ 3^ 
kiv. - y. ) 
3^ \ 
- M. ) 
 ^ 4^ "-5 / 
and variance-covariance matrix 
159 
1 
-% 0 0 
1 0 
0 1 
0 0 1 
Let the vector of means he denoted by 
4 can be written Then the probability that y^  > 0 for i = 1, , 
4 4 . . 
d = r r r r . I l o ^y ay dy 
° ° ° ° TT /7 i=l j=l 1 1 J J X / J 
where represents the ij-th element of the inverse of 
f 1 
-% 0 0 
1 
-% 0 
0 1 
-% 
. 0 0 
-% 1 
This can be written more conveniently as 
4 - C 'l "2" ^ 3' '"î'i % •'>'3 
But this is equal to 
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00 0^0 00 00 
d = MVB(0, 0, 0, 0, Z) dy^ dy^ dy, dy^ 
Now let <j)(t^ , t^ , t^ , t^ ) be the corresponding characteristic function 
defined as 
*(%!' ^ 2' ^ 3' ^ 4) " L C C C exp{it^  y^  + it^  y^  + it^  y^  + it^  y^ } 
• M7N(0, 0, 0, 0, Z) dy^  dy^  dy^  dy^  
exp{- %(t^  + t^  + t^  + t^  - t^  t^  - t^  t^  - ^ 2 C4)} 
2 2 2 2 
= exp{- t^ } • exp{- % t^ } • exp{- % t^ } • exp{- ^  t^ } 
• exp{^  t^  t^ } • exp{2g t^  t^ } • exp{Jg t^  t^ } 
since all other correlations are zero. Now, since 
exp{% t t } = I ikf TT Ci , 
J r=0 i J 
it follows that 
(j)(t^ , tg, t^ , t^ ) = exp{- k t^ } exp{- % t^ } exp{- % t^ } exp{- % t^ } 
By using the inversion formula for characteristic functions given by 
Crâmer (1946), one can write 
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Oû OO 00 CO 
4 = Zv Zv Zv Zv 0, 0, 0, E) dy dy dy dy 
1 2 3 4 X  ^ J H 
, 1 ^ 4  0 0  C O  ^ 0 0  0 0  0 0  0 0  O O  
• (S') '^ 2^ ^ 3 '^ ='3 4^  '^ 4^ z. L U U »(Cl. '3-
• exp{- it^  - it^  - it^  - it^ } dt^  dt^  dt^  dt^  
00 00 CO  ^
;; z; ;; % s  ^  ^  ^
Y 1:3! • ''- '1^   ^4 - "1 •"=] 
• LZ ^ 2 ^ e%p{- % tj - itj y^ } 
CO 2^^ 3 2 
Zoo 3^ Gxp{- % Cg - ±t^  yg} dtg 
L t/ exp{- % tj - it^  y^ } dt^  . 
Now if we let f(x) be the function 1/y^  e then H^ (x), the 
r-th Hermite polynomial is defined, as 
J r 
H^ f(x) = (- -^ ) fix) . 
Also, 
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exp{- ^  t - itx} t dt = 
9 (-ix) 
/ exp{- % t - itx} dt 
r —00 
= i^  f exp{- h - itx} dt 
= (2n)(-i)^  H^ (x) f(x) , 
and 
-V f(-v) 
It follows directly that. 
00 CO 00 X +r„+r„ 
- -s % 4"/='. 4o 4o 4o ^ 
r,! r^ i r,: ' (?2) 
• 3^ (73) • 3^ ('4) «"4' 
" " " ' r-+r„-h:, , 
- 4o 4o 4o VW 'r,-: 
\^ +r2-l^ "^ 2^  ^ ("*2) ^ r^ -hr^ -l "^^ 3^  * 
The validity of the interchanging of the order of summation and 
integration in the above derivation follows from the fact that the 
series are uniformly convergent on any closed interval and the individual 
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terms are continuous. It is sho^ ra. by Kendall (1941) that the series 
obtained in the above manner does indeed converge, though in general 
the convergence depends on the size of the correlation and may be very 
slow. In the examples considered in this thesis, convergence was only 
moderately rapid and several hundred terms had to be computed. The 
necessary values for the expression H^ (v) f(v) can be obtained from 
Tables of the Error Function and Its First Twenty Derivatives, 
published by the Harvard University Press (1952), though in this case 
they were computed using the relation 
H^ (v) f(v) = H^ _^ (v) f(v) - (r-1) H^ _2(v) f(v), since such a large 
number of terms were needed. H^ Cv) f(v) is defined as f(v) and 
H^ (v) f(v) as f(x) dx. The accuracy of these computations was checked 
by evaluating a large number of terms in the area of interest and compar­
ing the results with the tables. Agreement was to the sixth or seventh 
decimal place in almost all cases. 
Only the case of 5 independent variables with unit variances has 
been discussed. The extension to more than 5 variables is obvious and 
need not be discussed.. Similarly the extension to correlated variables 
follows easily since the variance-covariance matrix of the vector of 
differences can be computed. 
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XIII. APPENDIX B 
EVALUATION OF THE INCOMPLETE BETA FUNCTION 
In the course of the computations for the power curves in Chapter 
VI it was necessary to evaluate the incomplete Beta function for a 
large number of parameter values. Rather than obtain these by inter­
polating in existing tables, it was decided to use a method outlined 
the accuracy of the method the values were computed at a grid of points 
corresponding to points in existing tables and compared. The computed 
and the tabulated values agreed to five or more decimal places. 
The formula use in the computations is obtained by truncating the 
series 
Since 0 ^  x _< 1 it follows that this series will always converge. The 
series will always converge. The infinite series was terminated at 
by Muller (1930) to compute the necessary values. In order to check 
(u-iv) (u-Hv4-l) 2 
(u+1)(u+2)  ^X + ... 
(u4v) (u+v+1) ... Cu-fv+38) 39 
(u+1)(u+2) ... (u+39)  ^
The series expansion for I^ (u,v) is derived by repeated use of the 
equation 
/  ^(1-%)^  ^  dx = ^  x^  (1-x)^  + / x^  (1-x)^  ^  dx . 
This equation can be derived simply by writing 
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/  ^(1-x)^  ^  dx = /  ^(1-x)^  dx + / x^  (1-x)^  ^  dx 
and integrating by parts to obtain 
 ^x^  (l-x)''- + ^ / x^  (1-x)^  ^  dx + / x? (1-x)^  ^  dx 
= ^  x^  (1-x)^  + / x^  (1-x)^  ^  dx . 
The necessary Gamma function values were built up in the computer, 
using the relation 
and reading in the initial values. 
