This paper concerns the two-dimensional Navier-Stokes equations in a Lipschitz domain with nonhomogeneous boundary condition u = ' on @ . Assuming ' 2 L 1 (@ ), we establish the existence of the universal attractor, and show that its dimension is bounded by c 1 G + c 2 Re 3=2 , where G is the Grashof number and Re the Reynolds number.
where f 2 L 2 ( ) and ' 2 L 1 (@ ) are time-independent functions. We consider this equation in an appropriate Hilbert space and show that there is an attractor A which all solutions approach as t ! 1. Furthermore, we show that this attractor has nite Hausdor and fractal dimensions and establish that dimA c 1 G + c 2 Re 3=2 + 1 (1.3) where G is the Grashof number, Re is the Reynolds number, and c 1 ; c 2 are nondimensional constants depending on . The main interest of this work lies in our assumptions on the domain occupied by the uid as well as on the nonhomogeneous boundary data '. Indeed, we will only assume that is a (simply connected)
Lipschitz domain in R 2 and ' 2 L 1 (@ ); ' n = 0 a.e. on @ (1.4) where n is the outward unit normal to @ . Such assumptions are much more physically realistic than the ones in the existing estimates. In particular, our study covers the classical driven cavity model where = (0; 1) (0; 1) is a square and ' = (1; 0) on (0; 1) f1g; ' = (0; 0) otherwise.
The study of attractors for the Navier-Stokes equations has received considerable attention in recent years in an attempt to understand turbulence and chaos mathematically. In the case that is smooth and ' = 0, the dimension estimate (1.3) is well-known. We refer the reader to 6, 3, 5] and Temam's monograph 14] for further references.
Recently, it was shown by A. Ilyin 8] that, if ' = 0, the estimate dim A c G in fact is valid for arbitrary domains in R 2 with nite measures. For ows driven by boundary conditions, (1.3) was established by A. Miranville and X. Wang 9] under the assumptions that @ 2 C 3 and jr'j 2 L 1 (@ ). The present work extends the result of Miranville and Wang to the nonsmooth setting.
The paper is organized as follows. In section 2, we reduce the problem (1.1)-(1.2) to the Navier-Stokes equations with homogeneous boundary condition. This will be done by constructing a function (background ow) such that div = 0 in and = ' on @ .
(1.5)
The basic idea of our construction, which is motivated by the work of MiranvilleWang, is to localize the solution of the Stokes system with boundary data ' to a "-neighborhood of @ . Let v = u ? where u is a solution of (1. In section 3, we establish the existence, uniqueness, and regularity of solutions to ( 
Proof. Note that, by (2.11), (2.7) and (2.5),
To estimate the second term, by (2.12), we may assume dist(x; @ ) c 2 ". Since g = 0 on @ ; jg(x)j C"krgk L 1 ( ) = C"kuk L 1 ( ) . Thus, by (2.10) and (2.5),
Proposition 2.14 Let 
where the last inequality is a consequence of (2.4)-(2.5) and real interpolation.
Since for any x 2 with dist(x; @ ) c 2 " and jx ? Qj
The proof is complete. Clearly, supp F fx 2 ; c 1 " dist(x; @ ) c 2 "g = (@ ) " and jFj C q " + ru
Using (2.4), we have Z
where we have used (g) " C"(rg) " . The estimate of kFk L 2 ( ) now follows.
We now set v = u ? where u is a solution of (1.1). Using (2.17), we see that
3 Regularity of Solutions to (2.18)
We begin with a list of notation. We estimate each term on the right-hand side of (3.5) separately. First we use (3.3), (2.12) and (3.4) to obtain jb(v m ; ; v m )j Z jv m j jr j jv m j dx
and c is so small that 
Finally, by (3.3)-(3.4) and (2.12),
This, together with (3.5), (3.8) 
where we also used the Cauchy inequality in the second inequality. 
The estimates (3.11) and (3.12) show that fv m (t)g is a bounded set in L 1 ((0; T); H)\ 
We are now in a position to prove 
where we also used jFj 2 Ck'k L 2 (@ ) =" 3=2 (Proposition 2.16). In particular, S(t) is uniformly di erentiable on X.
We remark that, with (4.4), Theorem 4.6 follows from the usual energy estimates exactly as in the classical case ' = 0 (see 14, Section 6.8]).
Our next result gives the estimate for the dimension of the attractor. Recall that G, the Grashof number and Re, the Reynolds number are de ned in (1.10). It remains to estimate de ned by (4.10). 
where " is de ned in (3.7). It follows that C 2 ( jfj 2 p
Hence,
where the constants depend on the scale-invariant quantities j j 1=2 =j@ j and (j j 1 ) ?1 .
Finally, by (3.7), 
