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JUMP FORMULAS FOR SINGULAR INTEGRALS AND LAYER
POTENTIALS ON RECTIFIABLE SETS
XAVIER TOLSA
Abstract. In this paper the jump formulas for the double layer potential and other singular
integrals are proved for arbitrary rectifiable sets, by defining suitable non-tangential limits. The
arguments are quite straightforward and only require some Caldero´n-Zygmund techniques.
1. Introduction
Let K : Rn+1 → R (or K : Rn+1 → Rn+1) be an odd Caldero´n-Zygmund kernel of homo-
geneity −n. That is, K satisfies the estimate
(1.1) |K(x)| ≤
C
|x|n
for x 6= 0,
and there exists some η > 0 such that
(1.2) |K(x)−K(x+ y)| ≤ C
|y|η
|x|n+η
if |y| ≤ 12 |x|,
and moreover K is of the form K(x) =
Ω(x)
|x|n
, with Ω : Rn+1 → Rn+1 being homogeneous of
degree 0. Given a signed Radon measure ν in Rn+1 we denote
Tν(x) =
∫
K(x− y) dν(y),
whenever the integral makes sense, and for ε > 0
Tεν(x) =
∫
|x−y|>ε
K(x− y) dν(y)
and also
T∗ν(x) = sup
ε>0
|Tεν(x) and pv Tν(x) = lim
ε→0
Tεν(x),
whenever the last limit exists.
Given a positive Radon measure µ, we consider the operators Tµ, Tµ,ε, Tµ,∗ defined by
Tµf = T (fµ), Tµ,εf = Tε(fµ), Tµ,∗f = T∗(fµ),
for f ∈ L1loc(µ). As usual, one says that Tµ is bounded in L
p(µ) if the operators Tµ,ε are
bounded in Lp(µ) uniformly on ε > 0. Analogously, T is bounded from the space of (signed)
finite Radon measures M(Rn+1) to L1,∞(µ) if the operators Tε are bounded from M(R
n+1)
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to L1,∞(µ) uniformly on ε > 0. That is, there exists some constant C such that for all
ν ∈M(Rn+1), all ε > 0, and all λ > 0,
µ
({
x ∈ Rn+1 : |Tεν(x)| > λ
})
≤ C
‖ν‖
λ
.
Recall that if µ satisfies the polynomial growth condition
µ(B(x, r)) ≤ C rn for all x ∈ Rn+1, r > 0,
then the L2(µ) boundedness of Tµ implies the L
p(µ) boundedness of Tµ and Tµ,∗ for 1 < p <∞,
and also the boundedness from M(Rn+1) to L1,∞(µ), by results essentially due to Nazarov,
Treil and Volberg in the non-doubling setting (see Chapter 2 of [To2], for example).
A set E ⊂ Rn+1 is called n-rectifiable if there is a collection of n-dimensional Lipschitz
(possibly rotated) graphs Γk ⊂ R
n+1 such that
Hn
(
E \
⋃
k≥1 Γk
)
= 0.
An equivalent definition (that will be used below) is obtained if the graphs are required to be
C1 and with maximal slope as close to 0 as wished.
As shown by Mas [Ma], for any n-rectifiable set E ⊂ Rn+1 and any measure ν ∈ M(Rn+1),
if the kernel K is odd and C2 away from the origin and satisfies
(1.3) |∇jK(x)| ≤
C
|x|n+j
for j = 0, 1, 2 and x 6= 0,
then pv Tν(x) exists for Hn-a.e. x ∈ E. Previously, under the same assumptions in [To1] it
was proved that if µ is uniformly n-rectifiable, then Tµ is bounded in L
2(µ). Under stronger
smoothness conditions on the kernel, this had been proved previously by David and Semmes
[DS].
In this paper we will see how one can prove a very general form of the jump formulas (also
known as Plemelj formulas in the case of the Cauchy transform) for the operators described
above. Recall that these formulas play an important role in the solution of the Dirichlet
problem by the method of layer potentials. To state precisely our results we need to introduce
some additional notation. For a point x ∈ Rn+1, a unit vector u, and an aperture parameter
a ∈ (0, 1) we consider the one sided cone with axis in the direction of u defined by
Xa(x, u) =
{
y ∈ Rn+1 : (y − x) · u > a|y − x|
}
.
We say that E has a classical tangent n-plane at x ∈ E if there exists a unit vector u such
that, for all a ∈ (0, 1), there exists some r0 > 0 such that
E ∩
(
Xa(x, u) ∪Xa(x,−u)
)
∩B(x, r) = ∅ for 0 < r ≤ r0.
The n-plane L orthogonal to u through x is called a (classical) tangent n-plane at x.
We say that E has an approximate tangent n-plane at x ∈ E if there exists a unit vector u
such that, for all a ∈ (0, 1),
lim
r→0
Hn
(
E ∩
(
Xa(x, u) ∪Xa(x,−u)
)
∩B(x, r)
)
rn
= 0.
The n-plane L orthogonal to u through x is called approximate tangent n-plane.
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If Hn(E) < ∞ (or Hn|E is locally finite) and E is n-rectifiable, it is well known that there
is a unique approximate tangent n-plane at Hn-a.e. x ∈ E. We denote by Lx the approximate
tangent n-plane at x and by Nx a unit vector orthogonal to Lx. We also write
X+a (x) = Xa(x,Nx), X
−
a (x) = Xa(x,−Nx), Xa(x) = X
+
a (x) ∪X
−
a (x).
As mentioned above, the n-plane Lx is uniquely defined for H
n-a.e. x ∈ E. On the other
hand, for Hn-a.e. x ∈ E there are two possible choices for Nx, depending on the sense of the
normal to Lx that one chooses. For us, the choice x 7→ Nx does not matter as soon as it is
Hn-measurable (or Borel, say if E is Borel). Notice that any y ∈ X+a (x) ∪X
−
a (x) satisfies
dist(y, Lx) > a |y − x| > 0.
Fix b ∈ (0, a), so that B¯(y, b|y − x|) ∩ Lx = ∅ for all y ∈ X
+
a (x) ∪ X
−
a (x). We define the
non-tangential limits
(1.4) T+ν(x) = lim
X+a (x)∋y→x
Tb|x−y|ν(y), T
−ν(x) = lim
X−a (x)∋y→x
Tb|x−y|ν(y),
whenever they exist. Note that we use the truncated operators Tb|x−y| in these definitions,
which may appear rather unusual.
Our main result is the following.
Theorem 1.1. Let T be the operator associated with an odd Caldero´n-Zygmund kernel of
homogeneity −n satisfying (1.3), C2 away from the origin. Let E ⊂ Rn+1 be an n-rectifiable
set and let ν ∈M(Rn+1). For fixed a ∈ (0, 1) and b ∈ (0, a) as above, the non-tangential limits
T+ν(x) and T−ν(x) exist Hn-a.e. x ∈ E and moreover the following identities hold Hn-a.e.
x ∈ E too:
(1.5)
1
2
(
T+ν(x) + T−ν(x)
)
= pv Tν(x),
and
(1.6)
1
2
(
T+ν(x)− T−ν(x)
)
= CK(Nx) f(x),
where f is the density
f(x) =
dν
dHn|E
(x),
and CK(Nx) is defined by
(1.7) CK(Nx) =
∫
L(Nx)
Ω(y +Nx)− Ω(y −Nx)
2(|y|2 + 1)n/2
dHn(y),
where L(Nx) is the hyperplane orthogonal to Nx through the origin.
Some remarks are in order:
• Write ν = νabs+ νs, where νabs is absolutely continuous with respect to H
n|E and νs is
singular with respect to Hn|E . Then, for H
n-a.e. x ∈ E,
dν
dHn|E
(x) =
dνabs
dHn|E
(x).
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• If E has a classical tangent n-plane at x and supp ν ⊂ E, then
(1.8) T+ν(x) = lim
X+a (x)∋y→x
Tν(y), T−ν(x) = lim
X−a (x)∋y→x
Tν(y),
because, for any r > 0 small enough, B¯(y, b|x− y|)∩E = ∅ for all y ∈ Xa(x)∩B(x, r)
and thus Tb|x−y|ν(y) = Tν(y). The identities in (1.8) may fail (even at H
n-a.e. x ∈ E)
if there is not a classical tangent. It is not difficult to construct an example showing
this.
Notice that if E is n-AD regular and rectifiable, then any approximate tangent n-
plane is also a classical tangent n-plane.
• Theorem 1.1 is also valid for any operator T associated with a kernel satisfying (1.1)
and (1.2), assuming that for any n-dimensional Lipschitz graph Γ (possibly rotated)
the operator THn|Γ is bounded in L
2(Hn|Γ) and that pv TH
n|Γ∩E exists H
n-a.e. in Γ
for all E ⊂ Γ with Hn(E) <∞.
• If THn|E is bounded in L
2(Hn|E), then the jump formulas (1.5) and (1.6) can be ex-
tended to any f ∈ Lp(Hn|E), 1 ≤ p <∞, by very standard arguments, just by replacing
ν by f Hn|E .
• Theorem 1.1 can be extended to n-rectifiable sets E ⊂ Rd with n < d − 1. In this
case, given an approximate tangent n-plane Lx at x ∈ E, there are infinitely many unit
vectors orthogonal to Lx. Then we just fix one such vector Nx, we define Xa(x,Nx) as
above and we denote
Xa(x,Nx, Lx) = Xa(x,Nx) ∩ [Lx, Nx],
where [Lx, Nx] is the affine (n+ 1)-plane that contains Lx and x+Nx. We set
X+a (x) = Xa(x,Nx, Lx), X
−
a (x) = Xa(x,−Nx, Lx),
and define T+ν(x), T−ν(x) as in (1.4). Then Theorem 1.1 still holds, with the same
proof essentially, with the integral in (1.7) over the n-plane parallel to Lx through the
origin.
• When K is the n-dimensional Riesz kernel, i.e.,
K(x) =
x
|x|n+1
, Ω(x) =
x
|x|
,
for all y ∈ L(Nx) we have
Ω(y +Nx)− Ω(y −Nx) =
y +Nx
|y +Nx|
−
y −Nx
|y −Nx|
=
2Nx
(|y|2 + 1)1/2
and thus
CK(Nx) =
∫
L(Nx)
Nx
(|y|2 + 1)(n+1)/2
dHn(y)
= Nx
∫
Rn
1
(|y|2 + 1)(n+1)/2
dHn(y) =
pi(n+1)/2
Γ
(
n+1
2
) Nx = ωn
2
Nx,
where we assumed Hn to be defined so that it coincides with n-dimensional Lebesgue
measure in Rn and ωn is the n-dimensional volume of the unit sphere in R
n+1.
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So in the case of the double layer potential, defined by
RHn|Ef(x) =
1
ωn
∫
x− y
|x− y|n+1
Ny f(y) dH
n|E ,
by applying (1.5) and (1.6) to the vectorial measure f(y)Ny dH
n|E(y), it follows that
1
2
(
R+Hn|Ef(x) +R
−
Hn|E
f(x)
)
= pvRHn|Ef(x),
and
1
2
(
R+Hn|Ef(x)−R
−
Hn|E
f(x)
)
=
1
2
Nx ·Nx f(x) =
1
2
f(x)
for Hn-a.e. x ∈ E.
• For an odd integer j ≥ 1, consider the kernel K in the complex plane defined by
K(z) =
zj
|z|j+1
, Ω(z) =
zj
|z|j
,
for z ∈ C \ {0}. Then we have, for z ∈ L(Nx),
Ω(z +Nx)− Ω(z −Nx) =
(z +Nx)
j − (z −Nx)
j
(|z|2 + 1)j/2
= N jx
(
z
Nx
+ 1
)j
−
(
z
Nx
− 1
)j
(|z|2 + 1)j/2
Hence, using the change of variable given by the rotation y = z/(iNx) (which transforms
LNx into R), we obtain
CK(Nx) =
∫
R
N jx
(
iy + 1
)j
−
(
iy − 1
)j
2(y2 + 1)(j+1)/2
dy =
(iNx)
j
2
∫
R
(
y − i
)j
−
(
y + i
)j
(y − i)(j+1)/2(y + i)(j+1)/2
dy
=
(iNx)
j
2
∫
R
((
y − i
)(j−1)/2
(y + i)(j+1)/2
−
(
y + i
)(j−1)/2
(y − i)(j+1)/2
)
dy.
By the residue theorem, it is easy to check that the last integral equals 2pii, and thus
CK(Nx) = pii
j+1N jx = (−1)
(j+1)/2piN jx.
Some of the known proofs of the jump formulas for the Cauchy and Riesz transforms suggest
that one needs to use complex analysis or Clifford analysis to deduce them (see [To2] or [HMT],
for example), and E has to coincide with the boundary of a “reasonable” domain. For example,
in [HMT] the authors ask these domains to have locally finite perimeter and their boundaries
to be uniformly rectifiable. The proof of Theorem 1.1 in the present paper is of real variable
nature and avoids such assumptions. I think that this approach is rather elementary and has
its own interest, even in the case when one asks E to be as in [HMT] and the result is not new.
An important tool for the proof of Theorem 1.1 is the boundedness of the maximal singular
integrals from M(Rn+1) to L1,∞(µ), which allows an easy reduction of the proof to the case
where E is a subset of a C1 graph. As far as I know, the idea of using the boundedness from
M(Rn+1) to L1,∞(µ) in connection with principal values for singular integrals stems from a
paper from Mattila and Melnikov [MM] on the existence of principal values for the Cauchy
transform. See [To2, Chapter 8] for a more modern exposition of such techniques.
6 XAVIER TOLSA
2. Proof of Theorem 1.1
In the arguments below we allow all the implicit constants in the relation . to depend on
the Caldero´n-Zygmund constants of the kernel and also on the aperture parameter a and on
the constant b.
To prove the theorem we can assume that E is a compact subset of a C1 (possibly rotated)
graph Γ ⊂ Rn+1 with slope at most 1/10. Further, it is enough to prove that for, Hn-a.e.
x ∈ E,
(2.1) lim
X+a (x)∋y→x
(
Tb|x−y|ν(y) + Tb|x−y|ν(2x− y)
)
= 2pv Tν(x),
and that
(2.2) lim
X+a (x)∋y→x
(
Tb|x−y|ν(y)− Tb|x−y|ν(2x− y)
)
= 2CK(Nx) f(x),
with CK(Nx) and f as defined in the statement of the theorem. Notice that 2x− y is the point
symmetric to y with respect to x, and thus it belongs to X−a (x) if y ∈ X
+
a (x). In fact, from
the preceding identities one deduces that T+ν(x) ≡ limX+a (x)∋y→x Tb|x−y|ν(y) exists for H
n-a.e.
x ∈ E and that
(2.3) T+ν(x) = pv Tν(x) + CK(Nx) f(x).
It is immediate to check also that T−ν(x) ≡ limX+a (x)∋y→x Tb|x−y|ν(2x− y) and thus, again by
(2.1) and (2.2), it exists and
(2.4) T−ν(x) = pv Tν(x)− CK(Nx) f(x).
Clearly, (2.3) and (2.4) are equivalent to (1.5) and (1.6).
To prove (2.1) and (2.2), write µ = Hn|E , y
∗
x = 2x − y. For a given δ > 0 we consider the
maximal operators
Sδν(x) = sup
y∈X+a (x),|x−y|≤δ
∣∣∣ pv Tν(x)− 1
2
(
Tb|x−y|ν(y) + Tb|x−y|ν(y
∗
x)
)∣∣∣,
S˜δν(x) = sup
y∈X+a (x),|x−y|≤δ
∣∣∣CK(Nx)dνabs
dµ
(x)−
1
2
(
Tb|x−y|ν(y)− Tb|x−y|ν(y
∗
x)
)∣∣∣.
By standard arguments, it suffices to show that, for all λ > 0,
(2.5) µ
({
x ∈ E : Sδν(x) + S˜δν(x) > λ
})
→ 0 as δ → 0.
Note first that Sδ and S˜δ are subadditive. Moreover, they are bounded from M(R
n+1) to
L1,∞(µ) uniformly on δ > 0. Indeed, for all x ∈ Γ and y ∈ X+a (x), by standard estimates,
|Tb|x−y|ν(y)|+ |Tb|x−y|ν(y
∗
x)| . T∗ν(x) +Mnν(x),
where Mn is the maximal operator Mnν(x) = supr>0
|ν|(B(x, r))
rn
. Hence,
Sδν(x) . T∗ν(x) +Mnν(x)
for all x ∈ Γ. Since both T∗ and Mn are bounded from M(R
n+1) to L1,∞(µ), the same holds
for Sδ. Regarding S˜δ, we argue analogously and take also into account that, by the smoothness
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of Ω(·), it holds that CK(Nx) is uniformly bounded, and thus∥∥∥CK(Nx)dνabs
dµ
∥∥∥
L1(µ)
. ‖νabs‖ ≤ ‖ν‖.
Given an arbitrary ε > 0, let τ > 0 be such that |ν|(Uτ (E) \E) ≤ ε, where Uτ (E) stands for
the open τ -neighborhood of E. Write
µ
({
x ∈ E :Sδν(x) + S˜δν(x) > λ
})
≤ µ
({
x ∈ E : Sδ(χ(Uτ (E))cν)(x) + S˜δ(χ(Uτ (E))cν)(x) > λ/3
})
+ µ
({
x ∈ E : Sδ(χUτ (E)\Eν)(x) + S˜δ(χUτ (E)\Eν)(x) > λ/3
})
+ µ
({
x ∈ E : Sδ(χEν)(x) + S˜δ(χEν)(x) > λ/3
})
=: A1(δ) +A2(δ) +A3(δ).
By the continuity of T (χ(Uτ (E))cν) in Uτ/2(E) and the fact that |(χ(Uτ (E))cνabs)|(E) = 0, it
follows easily that A1(δ) = 0 for δ small enough (depending on τ and thus on ε). Also, by the
boundedness of Sδ and S˜δ from M(R
n+1) to L1,∞(µ),
A2(δ) .
|ν|(Uτ (E) \E)
λ
.
ε
λ
.
To estimate A3(δ), let V be an open set such that µ(V ) < ε and |νs|(V
c) = 0, and consider
a compact set K ⊂ V ∩E such that |ν|(V ∩E \K) ≤ ε. Also, take a compactly supported C1
function g on Γ such that ∥∥∥χE dνabs
dµ
− g
∥∥∥
L1(µ)
≤ ε.
Then we split
χEν = gµ+ (χEνabs − gµ) + χV ∩E\Kνs + χKνs.
We have
µ
(
A3(δ)
)
≤ µ
({
x ∈ E : Sδ(gµ)(x) + S˜δ(gµ)(x) > λ/12
})
+ µ
({
x ∈ E : Sδ(χEνabs − gµ)(x) + S˜δ(χEνabs − gµ)(x) > λ/12
})
+ µ
({
x ∈ E : Sδ(χV ∩E\Kνs)(x) + S˜δ(χV ∩E\Kνs)(x) > λ/12
})
+ µ
({
x ∈ E \ V : Sδ(χKνs)(x) + S˜δ(χKνs)(x) > λ/12
})
+ µ(V )
=: B1(δ) +B2(δ) +B3(δ) +B4(δ) + µ(V ).
Again by the boundedness of Sδ and S˜δ from M(R
n+1) to L1,∞(µ),
B2(δ) +B3(δ) .
1
λ
∥∥∥χE dνabs
dµ
− g
∥∥∥
L1(µ)
+
|ν|(V ∩ E \K)
λ
.
ε
λ
.
Also, by continuity, B4(δ) = 0 for δ small enough.
Summarizing, we have shown that
µ
({
x ∈ E : Sδν(x) + S˜δν(x) > λ
})
. µ
({
x ∈ E : Sδ(gµ)(x) + S˜δ(gµ)(x) > λ/12
})
+ ε+
ε
λ
for δ small enough. We will prove now that, for every x ∈ E for which pv Tµg(x) exists,
Sδ(gµ)(x) + S˜δ(gµ)(x)→ 0 as δ → 0.
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This will imply that
µ
({
x ∈ E : Sδ(gµ)(x) + S˜δ(gµ)(x) > λ/12
})
≤ ε
for δ small enough and will conclude the proof of (2.5).
First we deal with Sδ(gµ)(x). So fix x ∈ E such that pv Tµg(x) exists, and given ε > 0 let
δ > 0 be small enough so that
(2.6) |pv T (gµ)(x)− TAδ(gµ)(x)| ≤ ε,
for some A≫ 1 to be fixed below. For a fixed y ∈ X+a (x), with |x− y| ≤ δ, denote dy = |x− y|
and observe that Tbdy(gµ)(y) = T (gµ)(y) and Tbdy(gµ)(y
∗
x) = T (gµ)(y
∗
x) for δ small enough
(depending on the continuity of the tangent at x), because gµ is supported on Γ, which is a
C1 graph. Write∣∣∣ pv T (gµ)(x) − 1
2
(
Tbdy(gµ)(y) + Tbdyν(y
∗
x)
)∣∣∣ ≤ ∣∣pv T (gµ)(x) − TAdy(gµ)(x)∣∣
+
1
2
∣∣T (χB¯(x,Ady)cgµ)(x) − T (χB¯(x,Ady)cgµ)(y)∣∣
+
1
2
∣∣T (χB¯(x,Ady)cgµ)(x) − T (χB¯(x,Ady)cgµ)(y∗x)∣∣
+
1
2
∣∣T (χB¯(x,Ady)gµ)(y) + T (χB¯(x,Ady)gµ)(y∗x)∣∣.
The first term on the right hand side is smaller or equal that ε. The second one satisfies
(2.7)
∣∣T (χB¯(x,Ady)cgµ)(x) − T (χB¯(x,Ady)cgµ)(y)∣∣ . 1A ‖g‖∞,
by standard estimates, taking into account that |x − y| = dy ≤
1
Adist(x, supp(χB¯(x,Ady)cgµ))
and the polynomial growth of µ. Indeed, we just have to write∣∣T (χB¯(x,Ady)cgµ)(x) − T (χB¯(x,Ady)cgµ)(y)∣∣ . ∫
B¯(x,Ady)c
∣∣K(x− z)−K(y − z)∣∣ |g(z)| dµ(z)
. ‖g‖∞
∫
B¯(x,Ady)c
|x− y|
|x− z|n+1
dµ(z)
and estimate the last integral by splitting the domain of integration into annuli centered at x,
say. The same estimate holds replacing y by y∗x, and thus choosing A = ε
−1 we get
(2.8)
∣∣∣ pv T (gµ)(x) − 1
2
(
Tbdy(gµ)(y) + Tbdyν(y
∗
x)
)∣∣∣
≤ ε+Cε ‖g‖∞ +
1
2
∣∣T (χB¯(x,Ady)gµ)(y) + T (χB¯(x,Ady)gµ)(y∗x)∣∣.
To estimate the last term above we write
∣∣T (χB¯(x,Ady)gµ)(y) + T (χB¯(x,Ady)gµ)(y∗x)∣∣ ≤ |g(x)|∣∣T (χB¯(x,Ady)µ)(y) + T (χB¯(x,Ady)µ)(y∗x)∣∣
(2.9)
+
∣∣T (χB¯(x,Ady)(g − g(x))µ)(y)∣∣
+
∣∣T (χB¯(x,Ady)(g − g(x))µ)(y∗x)∣∣.
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It is immediate to check that the two last summands on the right hand side are bounded above
by
(2.10)
C sup
z∈B¯(x,Ady)
|g(z) − g(x)|
µ(B(x,Ady))
dny
. An sup
z∈B¯(x,Aδ)
|g(z) − g(x)| = ε−n sup
z∈B¯(x,Aδ)
|g(z) − g(x)|.
By the continuity of g, the right hand side is at most ε if δ is small enough.
Hence it just remains to estimate the first term on the right hand side of (2.9). We will
compare this term to the analogous one replacing µ by Hn|Lx (recall that Lx is the tangent
n-plane of Γ at x). Notice that the reflection Rx : z 7→ 2x − z leaves invariant the measure
Hn|Lx (i.e., the image measure Rx#H
n|Lx equals H
n|Lx) and also the ball B(x,Ady). Thus,
T (χB¯(x,Ady)H
n|Lx)(y
∗
x) =
∫
B(x,Ady)
K(y∗x − z) dH
n|Lx(z)
=
∫
B(x,Ady)
K(y∗x − z) dRx#H
n|Lx(z)
=
∫
B(x,Ady)
K(y∗x − (2x− z)) dH
n|Lx(z)
=
∫
B(x,Ady)
K(z − y) dHn|Lx(z) = −T (χB¯(x,Ady)H
n|Lx)(y),
by the antisymmetry of K. Thus,
∣∣T (χB¯(x,Ady)µ)(y) + T (χB¯(x,Ady)µ)(y∗x)∣∣(2.11)
=
∣∣(T (χB¯(x,Ady)µ)(y) + T (χB¯(x,Ady)µ)(y∗x))− (T (χB¯(x,Ady)Hn|Lx)(y) + T (χB¯(x,Ady)Hn|Lx)(y∗x))∣∣
≤
∣∣T (χB¯(x,Ady)µ)(y)− T (χB¯(x,Ady)Hn|Lx)(y)∣∣ + ∣∣T (χB¯(x,Ady)µ)(y∗x)− T (χB¯(x,Ady)Hn|Lx)(y∗x)∣∣.
We will now estimate the first term on the right hand side of (2.11). To show that this is
small is a routine task. Since Γ is the graph of a C1 function, there is some δ > 0 small enough
such that, for all w ∈ Γ ∩B(x, δ), the angle between the tangent planes Lw and Lx is at most
A−n−1ε. As a consequence, Γ∩B(x, δ) coincides with the graph of a C1 function Fx : Lx → R
with slope at most CA−n−1ε. More precisely, denoting by Π the orthogonal projection on Lx
and writing F˜x(z) = z + Fx(z)Nx for z ∈ Lx, we have
Γ ∩B(x, δ) = F˜x(Π(Γ ∩B(x, δ))),
with ‖∇Fx‖∞ . CA
−n−1ε. Then we can write
T (χB¯(x,Ady)µ)(y) =
∫
Π(B¯(x,Ady)∩Γ)
K(y − F˜x(z)) dΠ#H
n|Γ(z).
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Therefore,∣∣T (χB¯(x,Ady)µ)(y)− T (χB¯(x,Ady)Hn|Lx)(y)∣∣
≤
∣∣∣∣ ∫
Π(B¯(x,Ady)∩Γ)
(
K(y − F˜x(z)) −K(y − z)
)
dΠ#(Hn|Γ)(z)
∣∣∣∣
+
∣∣∣∣ ∫
Π(B¯(x,Ady)∩Γ)
K(y − z) d(Π#(Hn|Γ)−H
n|Lx)(z)
∣∣∣∣
+Hn
(
(B¯(x,Ady) ∩ Lx) \ (Π(B¯(x,Ady) ∩ Γ))
)
sup
z∈Lx
|K(y − z)|
=: I1 + I2 + I3.
Since |y − z| & |y − x| = dy for z ∈ Lx, we derive
sup
z∈Lx
|K(y − z)| .
1
dny
.
Observe also that, by the fact that the slope of Fx is at most A
−n−1ε, for all w ∈ Γ∩B(x,Ady),
dist(w,Lx) . A
−n−1εAdy = A
−nε dy.
Then it easily follows that, for some absolute constant C
Hn
(
(B¯(x,Ady) ∩ Lx) \Π(B¯(x,Ady) ∩ Γ)
)
≤ Hn
(
B(x,Ady) ∩ Lx \B(x,Ady − CA
−nε dy)
)
. ε dny ,
and thus I3 . ε. Also, taking into account that
dΠ#(Hn|Γ)(z) =
(
1 + |∇Fx(z)|
2
)1/2
dHn|Lx(z)
and again that ‖∇Fx‖∞ . A
−n−1ε, we derive
I2 . sup
z∈Lx
|K(y − z)|A−n−1εHn(B(x,Ady) ∩ Lx) .
1
dny
A−n−1ε (Ady)
n ≤ ε.
Concerning I1, we use the fact that for z ∈ Π(B¯(x,Ady) ∩ Γ),
|z − F˜x(z)| . A
−n−1εAdy ≤ A
−nεdy ≪ |y − z|,
and thus ∣∣K(y − F˜x(z)) −K(y − z)∣∣ . |F˜x(z) − z|
|y − z|n+1
.
A−nεdy
dn+1y
=
A−nε
dny
.
Hence,
I1 .
A−nε
dny
µ(B¯(x,Ady)) . ε.
So we have shown that ∣∣T (χB¯(x,Ady)µ)(y)− T (χB¯(x,Ady)Hn|Lx)(y)∣∣ . ε
for δ small enough. The same estimates above work replacing y by y∗x, and thus by (2.11) it
follows that ∣∣T (χB¯(x,Ady)µ)(y) + T (χB¯(x,Ady)µ)(y∗x)∣∣ . ε.
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Together with (2.8) and (2.9) (and recalling also that the last two terms in (2.9) are bounded
by ε), we deduce that, for all y ∈ Xa(x) ∩B(x, δ),∣∣∣ pv T (gµ)(x) − 1
2
(
Tbdy(gµ)(y) + Tbdyν(y
∗
x)
)∣∣∣ ≤ ε+ Cε ‖g‖∞
for δ small enough, which proves that Sδ(gµ)(x)→ 0 as δ → 0, as wished.
Next we have to show that S˜δ(gµ)(x) → 0 as δ → 0. Again we take A = ε
−1 and δ small
enough and we fix y ∈ X+a (x), with |x− y| = dy ≤ δ. We want to show that∣∣∣CK(Nx)g(x) − 1
2
(
T (gµ)(y)− T (gµ)(y∗x)
)∣∣∣ ≤ ε
if δ is small enough, depending on ε. First we write∣∣∣CK(Nx)g(x)− 1
2
(
T (gµ)(y) − T (gµ)(y∗x)
)∣∣∣(2.12)
≤
∣∣∣CK(Nx)g(x) − 1
2
(
T (χB¯(x,Ady)gµ)(y)− T (χB¯(x,Ady)gµ)(y
∗
x)
)∣∣∣
+
1
2
∣∣T (χB¯(x,Ady)cgµ)(y) − T (χB¯(x,Ady)cgµ)(y∗x)∣∣.
Arguing as in (2.7) we deduce that∣∣T (χB¯(x,Ady)cgµ)(y)− T (χB¯(x,Ady)cgµ)(y∗x)∣∣ . 1A ‖g‖∞ = ε ‖g‖∞.
Concerning the first term on the right hand side of (2.12) we split∣∣∣CK(Nx)g(x) − 1
2
(
T (χB¯(x,Ady)gµ)(y)− T (χB¯(x,Ady)gµ)(y
∗
x)
)∣∣∣
≤
1
2
∣∣T (χB¯(x,Ady)(g − g(x))µ)(y)∣∣ + 12 ∣∣T (χB¯(x,Ady)(g − g(x))µ)(y∗x)∣∣
+
1
2
|g(x)|
∣∣T (χB¯(x,Ady)µ)(y)− T (χB¯(x,Ady)Hn|Lx)(y)∣∣
+
1
2
|g(x)|
∣∣T (χB¯(x,Ady)µ)(y∗x)− T (χB¯(x,Ady)Hn|Lx)(y∗x)∣∣
+ |g(x)|
∣∣∣CK(Nx)− 1
2
(
T (χB¯(x,Ady)H
n|Lx)(y)− T (χB¯(x,Ady)H
n|Lx)(y
∗
x)
)∣∣∣
= J1 + J2 + J3 + J4 + J5.
The terms J1 and J2 coincide with the last two terms on the right hand of (2.9) (modulo the
factor 12), which are bounded above by ε if δ is small enough, as shown in (2.10). Also, the
terms J3 and J4 coincide with the last two terms in (2.11) (except for the factor
1
2 |g(x)|) and,
as shown above, they do not exceed |g(x)|ε if δ is small enough too. So altogether we obtain∣∣∣CK(Nx)g(x) − 1
2
(
T (gµ)(y)− T (gµ)(y∗x)
)∣∣∣ ≤ C ε ‖g‖∞ + J5.
It remains to estimate J5. To this end, we write
J5 ≤ |g(x)|
∣∣∣CK(Nx)− 1
2
(
THn|Lx(y)− TH
n|Lx(y
∗
x)
)∣∣∣(2.13)
+
1
2
|g(x)|
∣∣T (χB¯(x,Ady)cHn|Lx)(y)− T (χB¯(x,Ady)cHn|Lx)(y∗x)∣∣.
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Indeed, above one should understand THn|Lx(y) − TH
n|Lx(y
∗
x) and T (χB¯(x,Ady)cH
n|Lx)(y) −
T (χB¯(x,Ady)cH
n|Lx)(y
∗
x) in a “BMO sense”. As in the estimate (2.7), by standard estimates we
get ∣∣T (χB¯(x,Ady)cHn|Lx)(y)− T (χB¯(x,Ady)cHn|Lx)(y∗x)∣∣ . 1A = ε.
Finally we will show that the first term on the right hand side of (2.13) vanishes. First note
that if y˜ ∈ Rn+1 is any point which equals the translation of y along any direction parallel to
Lx, then
THn|Lx(y)− TH
n|Lx(y˜) = 0.
In other words, the function THn|Lx (which we should understand in a suitable BMO sense) is
invariant by translations parallel to Lx. Therefore, when computing TH
n|Lx(y)− TH
n|Lx(y
∗
x)
we can assume that y and y∗x are of the form
y = x+ tNx and y
∗
x = x− tNx, for some t > 0.
Then, using also the fact that K is a convolution kernel
THn|Lx(y)− TH
n|Lx(y
∗
x) = TH
n|Lx(x+ tNx)− TH
n|Lx(x− tNx)
= THn|L(Nx)(tNx)− TH
n|L(Nx)(tNx)
(recall that L(Nx) is the n-plane parallel to Lx through the origin). Taking now into account
that K is homogeneous of degree −n, it follows that
THn|Lx(y)− TH
n|Lx(y
∗
x) = TH
n|L(Nx)(Nx)− TH
n|L(Nx)(Nx).
By the definition (1.7), the right hand equals CK(Nx) and thus the first term on the right hand
side of (2.13) vanishes, as wished.
Gathering the estimates above we deduce that∣∣∣CK(Nx)g(x) − 1
2
(
T (χB¯(x,Ady)gµ)(y) − T (χB¯(x,Ady)gµ)(y
∗
x)
)∣∣∣ . ε+ ε ‖g‖∞
for all y ∈ X+a (x) ∩ B(x, δ) if δ is small enough, which proves that S˜δ(x) → 0 as δ → 0 and
concludes the proof of the theorem.
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