We present a novel framework inspired by the Immersed Boundary Method for predicting the fluid-structure interaction of complex structures immersed in flows with moderate to high Reynolds numbers.
The dynamic behavior of a deformable structure is simulated in a finite element framework by adopting a fully implicit scheme for its temporal integration. It allows for mechanical constitutive laws including nonhomogeneous and fiber-reinforced materials.
The Navier-Stokes equations for the incompressible flow are discretized with high-order finite differences which allow for the direct numerical simulation of laminar, transitional and turbulent flows.
The structure and the flow solvers are coupled by using an L 2 -projection method for the transfer of velocities and forces between the fluid grid and the solid mesh. This strategy allows for the numerical solution of coupled large scale
Introduction
Over the past decades, Fluid-Structure Interaction (FSI) [1, 2, 3] analysis of the cardiovascular system and, in particular, of heart valves has become an increasingly active area of research [4, 5, 6, 7, 8, 9] . The main difficulties related to numerical simulation of FSI problems are: (a) the existence of a two-field problem where the two phases (i.e. fluid and structure) are separated by a common boundary whose position is an unknown of the problem (geometrical nonlinearity); (b) the treatment of the interface conditions ensuring the continuity of the velocity and the stress across the interface [10] ; (c) the interaction with thin and/or bulky solid structures which may exhibit large deformations, and (d) the simulation of moderate-to high-Reynolds-number flows involving transition from laminar to turbulent flow. Moreover, high-fidelity simulations of complex and large-scale problems, such as the interaction between blood flow and heart valves, demand for the development of high-performance numerical libraries. Such libraries are optimized for modern supercomputers by ensuring a high level of parallelism, scalability, flexibility, and efficiency.
In literature, several approaches have been developed for FSI simulations, which can be classified in boundary-fitted [11] and embedded-boundary methods [12, 13] .
In boundary-fitted methods, the fluid subproblem is solved in a moving spatial domain where the Navier-Stokes equations are formulated in an Arbitrary Lagrangian Eulerian framework [11, 14] while the solid structure is usually analyzed in a Lagrangian fashion. Although this approach is known to produce accurate results at the interface between solid and fluid, the fluid grid may become severely distorted for scenarios that involve large displacements and/or rotations, such that the numerical stability of the coupled problem and the accuracy of the solution can be affected. In particular, in heart valve simulations, it can become computationally very expensive to preserve good mesh quality because the movement of the valve leaflets and their contact during valve closure change the topology of the fluid domain.
In order to circumvent those difficulties, embedded-boundary approaches such as the Immersed Boundary Method (IBM) have been introduced for simulating the complex dynamics of the heart. The main characteristic of this approach is the representation of the immersed structure by a force density term in the Navier-Stokes equations.
In the original IBM Peskin [2] adopted a finite difference scheme for the spatial discretization of the fluid subproblem and a Lagrangian model with one-dimensional fiber-like elements for the structure. The solid and the fluid subproblems were coupled by interaction equations involving a smoothed approximation of the Dirac-delta function to interpolate data between Eulerian flow and Lagrangian structure variables.
Since the original development of this method by Peskin, a large number of modified approaches were proposed to simulate flow over geometries on nonconforming grids.
Devendran and Peskin [15] developed an energy functional based version of the conventional IBM that allows for a nodal approximation of the elastic forces generated by an immersed hyperelastic material via a finite element type approximation. Griffith et al. [16] introduced a version of the IBM describing the solid body motion via standard Lagrangian finite element methods. Rather than spreading forces from the nodes of the Lagrangian mesh and interpolating velocities to those mesh nodes, forces are spread from (and velocities are interpolated to) dynamically selected quadrature points defined within the Lagrangian structural elements.
Other approaches include the potential embedded method whose main idea is modelling the structure via a potential energy and the sharp-interface methodology [17, 18] where the use of a multidimensional ghost-cell technique allows to satisfy the boundary conditions precisely, avoiding spurious spreading of boundary forcing into the fluid.
In the Immersed Finite Element Method (IFEM) the discretization of both the fluid and the solid subproblems are formulated in a finite element fashion [19, 20, 13] . Glowinski et al. [20] adopted the reproducing kernel particle method (RKPM) to approximate the Dirac-delta distribution for interpolating the fluid velocities from Eulerian (fluid) to Lagrangian (structure) coordinates and spreading the interaction forces from the solid mesh to the fluid grid. Boffi et al. [19] introduced natural interpolation operators between fluid and structure discrete spaces. Baaijens et al. [21] proposed the mortar element method for imposing a velocity continuity on the FSI interface with the use of Lagrangian multipliers. This approach was generalized by Hesch et al. [22] for enforcing the velocity constraint over the entire overlapping region between fluid and solid domain. A very similar approach based on Nitsche's Method [23] was proposed by Kamensky et al. [4] with the difference of restricting the coupling to the structure boundary.
In this work, we describe a novel FSI formulation based on the IBM. We employ a finite difference method for discretizing the incompressible flow and couple it with a finite element method for the full elastodynamics equations of the structural problem by using an L 2 -projection approach for handling the interface conditions [24] , namely the velocity continuity and force exchange.
The framework is capable of coping with general constitutive characteristics (including anisotropic materials) and complex flow configurations.
The algorithmic framework allows for the transfer of discrete fields between unstructured and structured meshes, which can be arbitrarily distributed among processors. This ensures convergence, efficiency, flexibility, load balancing, and accuracy without requiring a priori information on the relation between the different meshes. Therefore, the approach introduced in this work is well suited for coupling already existing flow and structure solvers (legacy solvers).
The main novelties of the proposed method may be summarized as follows:
1. The transfer of data between the Eulerian finite difference grid of the fluid and the Lagrangian finite element mesh of the structure is achieved by a fully variational approach, which does not require the use of pointwise interpolation schemes as in the classical IBM.
2. The solid motion is modelled by solving the elastodynamics equation via a fully implicit time-integration scheme, whereas other implementations of IBM derive the motion of the solid structure from the fluid velocity field [16] or describe it through simplified kinematic equations [18] .
3. The use of a high-order Navier-Stokes solver allows for direct numerical simulations (DNS) of laminar, transitional and turbulent flows.
For constructing the transfer operator a partition of unity is assigned to each point of the fluid grid [25] , i.e. basis functions are attached to the fluid grid.
We further introduce a new analytical benchmark problem for the verification of the correct implementation of inertial forces.
The article is divided into five sections. Following this introduction, the fundamental equations governing the FSI problem are presented (Section 2). The second part of Section 2 is dedicated to the description of the coupling strategy and provides details about the variational transfer. Section 3 describes the entire framework and illustrates the FSI algorithm with a flow chart. Numerical results for various benchmark problems are presented and analyzed in Section 4. Finally, some concluding remarks are drawn in Section 5. Appendix A gives mathematical details of the inertial benchmark used in Section 4.
Solid, Fluid and Interaction Problem Formulations and Discretizations
This section provides an overview of the equations governing the FSI problem. We adopt a Lagrangian specification of the immersed structure and a Here the boundary ∂ Ωs is split into nonoverlapping Neumann Γ n s and Dirichlet Γ d s boundaries.
Eulerian specification of the fluid.
Solid Dynamics Formulation
Let Ω s ⊂ R 3 be a bounded Lipschitz domain. We refer to a body of mass 
Governing Equations. As customary in solid dynamics, the solid subproblem is described in terms of the mapping χ. The total Lagrangian specification of the elastodynamics balance equations for the solid domain is:
Here ρ s is the mass density per unit undeformed volume, u s = u s ( x, t) is the displacement field, P = P ( x, t) is the first Piola-Kirchhoff stress tensor, and ∇ · is the divergence operator computed in the reference configuration.
For a hyperelastic material the first Piola-Kirchhoff stress tensor P = ∂Ψ/∂F is related to the deformation through a constitutive equation derived from a given scalar energy function Ψ. In this paper we will consider the Saint-VenantKirchhoff constitutive relation, Ψ I , and the fiber-reinforced model proposed by
Holzapfel [26] , Ψ II , which read as follows:
Here E = ( F T F − I)/2 is the Green-Lagrangian strain tensor, tr(·) is the trace operator, λ s , µ s and k ij are the constitutive parameters, andĪ 1 ,Ī 4,1 andĪ 4,2 , are modified invariants defined as
with the unit vectors g 0,1 and g 0,2 denoting the fiber orientation, J := det( F ) being the determinant of the deformation gradient tensor and C := F T F being the right Cauchy-Green strain tensor.
In order to fulfill the incompressibility condition, the penalty technique is employed. In this method, a volumetric energy term
added to the expression of the strain energy function Ψ with κ representing the penalty coefficient.
Equation (1) must be supplied with initial conditions for the displacement field and the velocity field:
where u s0 and v s0 are given initial data, and with suitable boundary conditions.
After splitting the boundary ∂ Ω s into the Neumann Γ 
where n s is the outward normal and b is a prescribed boundary datum.
Weak Formulation. Introducing the space of admissible test functions as
where H 1 ( Ω s ) is the Sobolev space of weakly differentiable functions, the weak formulation of the elastodynamics balance equations (1) reads:
Spatial Discretization. We assume that the solid domain Ω s can be approximated by a discrete domain Ω h s and the associated mesh
For the spatial discretization, we consider first-order finite elements for which the corresponding function space is defined as
where P 1 is the space of linear polynomials defined on each element E s ∈ T h s . Hence, the Galerkin formulation of the solid subproblem (7) reads: 
where u s = [ u s,i ] is the vector of the unknowns of the problem, M is the mass matrix and K is the vector of nonlinear internal forces defined as follows:
Time Discretization. The Newmark scheme [27, 28] is adopted for the temporal discretization of the solid subproblem. Hence the discretized equation of motion
(1) for a given discrete time step n reads:
with
Equation (10) together with the following approximations: 
Fluid Dynamics Formulation
The fluid dynamics subproblem is formulated in an Eulerian specification where a bounded domain Ω f is considered.
Governing Equations. In the domain Ω f , the Navier-Stokes equations for incompressible flow in nondimensional form are
where the dimensional quantities have been nondimensionalized according to:
Here, v f is the fluid velocity vector field, x is the coordinate vector with compo- We introduce the notations D for the divergence operator, L v f for the linear viscous term, G p f for the pressure gradient and N for all other terms in Equation (13a) except the temporal derivative. As such the Navier-Stokes equations can be written in matrix operator form as:
Time Discretization. Although our framework allows also for a semi-implicit time integration scheme, an explicit low-storage third-order three-stage RungeKutta method [29] is adopted for the time discretization of the fluid subproblem.
Because the source force term in the FSI formulation (see Section 2.3) imposes a time step restriction which is more stringent than the CFL-like (CourantFriedrichs-Lewy) stability condition arising from the viscous term [30] , the computational cost of an implicit treatment of the viscous term cannot be justified by a larger time step size.
The use of the explicit time integrator leads to a coupled system of linear equations for the velocity v
and the pressure p
at the subtime step m = {1, 2, 3} which reads: where I is an identity matrix, q contains the right-hand side arising from the low storage Runge-Kutta scheme and c m is the Runge-Kutta stage coefficient.
Spatial Discretization. We use finite differences of high convergence order (sixthorder) on a rectilinear structured grid for the spatial discretization of Equation (15) [31] . This leads to a linear system of equations of the form:
Here the matrices D and G are the spatial discretization of the operators D and G, respectively, q is the discrete representation of the right-hand side q and the discrete identity matrix J also contains the values of the velocity boundary conditions. We work with four subgrids, one for each velocity component and We can derive an equation for the pressure by forming the Schur complement of Equation (16):
The Poisson problem (17) is solved with the iterative Krylov subspace method BiCGstab with right preconditioning by a V -cycle geometric multigrid preconditioner of Gauss-Seidel type [31] . To aid convergence we compute the left null-space of the pressure operator and project it onto the column space of the operator as described in [31, 32] .
Implementation. The described numerical approach is implemented in the NavierStokes solver IMPACT which is thoroughly validated and has been used for several complex flow configurations [33, 34, 35] . More details on this solver can be found in [31] .
Fluid-Structure Coupling
The coupling between the discretizations of the fluid and the solid subproblems is established by enforcing congruent velocities at the interface Γ fsi between fluid and structure ( Figure 3 ) and by adding a force density term to the Navier-Stokes equations to account for the immersed solid structure. The strong formulation of the FSI problem reads as follows: where ∂Ω f is the boundary of the fluid domain and
the reaction force density generated by the immersed solid. It is computed as:
Equations (18) are supplied with initial conditions for the displacement and velocity field of the solid structure and for the velocity field of the fluid domain:
Variational Transfer: the L 2 -Projection Approach. The coupling between fluid and structure requires the transfer of the velocities v f and the force density In the classical IBM, the coupling between the two types of variables involves a smoothed approximation of the Dirac-delta function. It is well known that such an approach can suffer from poor volume conservation [2, 3] . This manifests itself as an apparent fluid leak at fluid-structure interfaces, which occurs even though the Lagrangian structure moves at the local fluid velocity. This leaking can be observed as a numerical artifact that appears when the fluid element size is much smaller than that of the structure. A heuristic estimation of mesh ratio of two is recommended to prevent leaking [36] .
In this work, the finite difference discretization of the fluid dynamics subproblem and the finite element discretization of the solid dynamics subproblem are coupled by means of L 2 -projections. This coupling approach allows for the transfer of discrete fields between unstructured and structured discretized domains in a transparent, efficient, and flexible way.
The use of the L 2 -projection approach requires to attach Lagrangian basis functions to the finite difference grid [37] , and to define the corresponding auxiliary finite element space as 
where I h denotes the overlapping region between fluid grid and structure mesh, 
Equation (23) can be written in algebraic form:
where w s and v f are vectors of coefficients entries w h,i s and v
f . In the present case S is square-shaped, thus one may compute the transfer operator T as:
To reduce the computational cost required to compute the inverse of the matrix S, dual basis functions may be adopted for the functional space M h fsi . In this case the functional space is spanned by a set of functions which are biorthogonal to the basis functions of V h s with respect to the L 2 inner product:
The usage of the dual basis functions corresponds to replacing the standard L 2 -projection with the local approximation (Equation (27)) which we call 'pseudo' L 2 -projection. This choice allows for a more efficient evaluation of the transfer operator T since the matrix S becomes diagonal. Finally, we use the transpose operator T T to transfer the reaction forces from the solid mesh to the fluid grid:
Here f fsi is obtained by making nondimensional the L 2 -projection of the vector
s ) corresponding to the reaction force f fsi defined in Equation (19) . The transfer operator is assembled as follows: (I) detect the overlapping region by means of a tree-search algorithm, (II) generate the quadrature points for integrating in the intersecting region, (III) compute the local element-wise contributions for the operators B and S by means of numerical quadrature rules and (IV) finally assemble the two mortar matrices. The current implementation of the procedure described in [24] generates quadrature points exclusively for piecewise affine meshes. The necessity of transferring data in the current configuration of the solid mesh T h s motivates the choice of P 1 elements for the discretization of solid subproblem.
Remark. In the classical IBM, the evaluation of the dynamic terms in the solid structure in Equation (18a) is carried out using the difference between the solid and the fluid densities ρ s − ρ f [22] . Here, this difference in density is only applied to the boundary Γ fsi , because we enforce the displacement from the flow field only on the boundary Γ fsi . Further, we choose not to eliminate the fluid stress terms at the interface with the solid domains from the Navier-Stokes equations (Equation (18b)), because the fluid stresses are typically considered negligible compared to the solid stresses imposed on the interface Γ fsi [22] .
Fluid-Structure Interaction algorithm
For solving the discretized FSI problem we adopt a segregated approach with a fixed point (Picard) iteration at each time step. To ensure numerical stability in time of the coupled nonlinear FSI system ( Figure 5 ), the system is solved to a sufficient spatial accuracy in each time step.
For a given time step n and given a starting solution at the Picard iteration p = l with l ∈ N, the FSI algorithm determines the solution at the next time step n + 1 as follows:
Step 1: Transfer the fluid velocity from the fluid grid to the current configuration of the solid mesh.
Step 2: Compute the displacement field of the solid structure on the interface Γ fsi and use it as a boundary condition for the elastodynamics equations (9).
Step 3: Solve the elastodynamics equations (9) and compute the reaction force f fsi,l .
Step 4: Transfer the reaction force f fsi,l from the current configuration of the solid mesh to the fluid grid.
Step 5: Solve the Navier-Stokes equations (18b),(18c) by using the force f fsi,l as source term to get the new velocity value v f,l .
Step 6: Compute residual norms of the difference between the two latest available sets of FSI force terms and compare them with a given threshold as follows:
Absolute convergence criterion
Relative convergence criterion
Start a new Picard iteration if neither of these conditions are satisfied.
Advance to a new time step if one of the two criteria is satisfied.
Implementation. The FSI algorithm is implemented in the finite element framework MOOSE and includes an interface with the library MOONoLith (https:
//bitbucket.org/zulianp/par_moonolith) and the flow solver IMPACT.
Step 1
Step 2
Step 3
Step 5
Compute residual norms and check for convergence
Step 6
Converged? 
Numerical Results
A series of numerical simulations are presented in order to demonstrate the accuracy, robustness and flexibility of the developed computational framework.
We present examples for moderately high Reynolds numbers. All computations have been performed on the Piz Daint supercomputer at CSCS (Lugano, Switzerland), a hybrid Cray XC40/XC50 system with a total of 5320 hybrid (GPU/CPU) compute nodes equipped with a 12-core 64-bit Intel Haswell CPU (Intel Xeon E5-2690 v3), an NVIDIA Tesla P100 with 64 GB of hybrid memory.
Turek-Hron FSI benchmark
In this section, we present results for the Turek-Hron FSI benchmark [38] of an incompressible flow past an elastic solid structure. A parabolic velocity profile v 0 (x, t)
is enforced upstream of the structure by adding a fringe forcing term [39] to the right-hand side of the Navier-Stokes equations. The fringe force acts in the region x start < x < x end and is defined by the function λ(x):
and 
We performed tests for two parameter sets (Table 1) . Set I corresponds to the FSI3 benchmark in [38] . It has matching fluid and solid densities and we employ a Saint-Venant-Kirchhoff material model. Set II uses different material properties for the circle and the rectangular tail. This last numerical example demonstrates that our FSI framework can also handle non homogenous material properties for the solid structure. sin(2π · f · t + φ) + M ] and the retrieved values can be found in Table 2 Figure 8b and their values can be found in Table 2 . All quantities agree well with the results obtained with other numerical methods applied to the same problem [38] . lift and drag forces for parameter set I (Table 1) .
We further consider another set of parameters (set II, Table 1 Figure 9b , and the corresponding quantities of interest, i.e. amplitude and frequency, can be found in Table 2 . (Table 1) . 
Convergence Studies
The Turek-Hron FSI3 benchmark is solved on a series of refined meshes to study convergence in space. The fluid domain is discretized on an M × N cartesian grid, and the Lagrangian domain is discretized using a mesh of linear elements (P 1 ) with a space discretization step equal to h si = {1.5 · 10 −3 , 3.10 ·
. The sizes of the resulting fluid grids and solid meshes are reported in Table 3 . is computed with respect to the reference solution θ r obtained with the highest resolution ( Table 3) . As can be observed in Figure 10 the displacement field shows a convergence rate between first and second order, whereas fluid pressure and velocity fields converge nearly quadratically.
The convergence in time is analyzed by adopting the finest spatial grid for fluid and solid and a time discretization parameter ∆t equal to {5 · 10 −5 , 2.5 · Figure 11 show that second order convergence rate is obtained for the variables.
Flow-induced oscillation of an inert plate
In this section, we present a benchmark for the treatment of inertial forces.
This benchmark has an exact analytical solution (details are given in the Ap- 
(a) Solid displacement errors. 
(a) Solid displacement errors. To this aim, the nondimensional forcing term in the fringe region is modified as follows:
In order to study the motion of the inert plate as a function of the parameter β, we consider physical parameters for three different test cases as indicated in Table 4 We use P 1 finite elements for the space discretization of the solid subproblem and, as for the Turek-Hron benchmark, attach bilinear basis functions (Q 1 ) to the fluid grid. The fluid domain is discretized using a 2048 × 129 Cartesian grid whereas the solid domain is discretized with a triangular mesh with a space discretization step equal to h s = 0.001. analytical one (solid line) very well for all the three tests cases. Table 5 
Towards cardiovascular applications: Elastic beam in a 3D fluid channel
It is well known that human soft tissue is highly deformable and characterized by nonlinear and anisotropic behavior which requires the use of suitable anisotropic hyperelastic fiber-reinforced constitutive models. To this aim, we illustrate the capabilities of our FSI framework with a three-dimensional application consisting of an elastic beam immersed in a channel flow. We employ the constitutive law proposed by Holzapfel (Equation (3) depicted in Figure 15a show uniformly distributed stresses.
Finally, Figure 15b depicts the same beam together with streamlines and isosurfaces for vortical structures (λ 2 -criterion, [40] ). Both streamlines and 
Conclusion
In this paper we have proposed a novel FSI framework based on the IBM. The main contribution consists of three key advancements with respect to existing immersed methodologies.
First, the use of L 2 -projections for the transfer of discrete data fields between nonconforming overlapping meshes ensures a modular and flexible coupling of independent flow and structure solvers based on different schemes for the time and space discretization. The current implementation of the variational transfer is based on piecewise affine meshes which allow for an efficient generation of the quadrature points for integrating in the intersection region. The proposed methodology can be extended to nonaffine meshes if high-order elements are adopted for the discretization of the solid subproblem.
Second, the description of the solid motion by the elastodynamics equations is solved via a fully implicit time integration scheme, which yields a robust scheme for structural dynamics.
Third, the use of high-order finite difference methods for the flow solver allows for the DNS of laminar, transitional and turbulent flows interacting with complex structures.
The benchmark results validate the framework with respect to the elastodynamics formulation, the flow solver, the fluid-structure interaction and the treatment of solid inertia. Furthermore, they demonstrate its capability of combining complex materials with flows at moderately high Reynolds numbers.
The method is shown to be second-order accurate by means of a mesh-and time step-refinement study.
The present framework is thus able to solve the FSI of hyperelastic, nonhomogeneous and anisotropic structures, immersed in incompressible laminar, transitional or turbulent flow. This makes it a promising tool for biomedical applications such as cardiovascular flow systems. We start considering the case of a viscous fluid near a wall, driven by an oscillating pressure gradient. With assumption of laminar flow and thus nearly parallel streamlines we can drop the advective term in the Navier-Stokes equations. Moreover, since the plate is supposed to be infinitely wide and long, the flow is invariant along the x-direction, i.e
Acknowledgments

∂(·)
∂x and from the continuity we see that ∂u ∂x = 0. The unsteady Navier-Stokes equations reduce to:
The motion of the solid plate is forced by the viscous forces as follows:
Here 2δ s is the thickness of the plate, and τ is the shear stress applied from the fluid to the solid. Moreover, the following conditions have to be fulfilled on the fluid-structure interface:
By assuming the flow driven from a periodic pressure gradient, i.e. The magnitude |A| and the phase spectrum φ(A) of the amplitude ratio A(β)
are shown in Figure A. 16.
