In this paper we are concerned with singularly perturbed variational problems involving the curl functional, which arise in the mathematical theory of liquid crystals. The asymptotic behavior of the minimizers in the singular limiting process is discussed, which is closely related to the variational problems for curl functional under various constraints.
I. INTRODUCTION
In this paper we study variational problems which arise naturally in the mathematical theory of liquid crystals. The main focus is to study the asymptotic behavior of minimizers of the variational problems where the curl functional is dominant. Before stating our problems and main results in this paper, we shall explain our motivation first.
The phase transition phenomenon is an important topic in the mathematical theory of liquid crystals. Several mathematical models for phase transitions from nematic to smectic A based on order parameter theory were proposed by de Gennes, 1,2 also see McMillan. 3 In recent years various simplified mathematical models have been posed based on singular perturbation theory in calculus of variation, see for instance Refs. 4, 5, 6.
In the classical Oseen-Frank theory, nematic phase of liquid crystals can be described by a director field n:⍀→S 2 , which is a minimizer of the following Oseen-Frank energy functional, Here the k i are material constants, k 1 ,k 2 ,k 3 Ͼ0. In this paper we shall only consider the Dirichlet boundary conditions. The last term ͓tr(ٌn) 2 Ϫ(div n) 2 ͔ will be dropped, since it is a divergence term and can be reduced to a surface integral. So, in the following we shall assume W OF ͑ n,ٌn͒ϭ k 1 2 ͉div n͉ 2 ϩ k 2 2 ͉n•curl n͉ 2 ϩ k 3 2 ͉nٙcurl n͉ 2 .
It is well-known that Oseen-Frank model has been used successfully to describe the point defects of nematic liquid crystals. But, to describe line defects one may need to use Ericksen Here s is a scale function called the degree of orientation.
It is believed that, the Ericksen's model and its varieties may be useful to describe the transitions of liquid crystals from the nematic phase to smectic A phase. By dropping various not very important terms in the Ericksen's functional, one is led to the following simplified energy functional
͑1.1͒
where uϭsn and k 2 is large. 6 The function satisfies the following condition:
is a positive C 1 function and lim s→ϱ ͑s͒ϭϩϱ.
͑1.2͒
It is expected that, as k 2 →ϱ, the asymptotic behavior of minimizers of ͑1.1͒ under suitable boundary conditions will provide a mathematical representation of the phase transition process of liquid crystals from nematic phase to smectic A phase. For this purpose, one may also use a slightly different model 
͑1.3͒
The limiting behavior of minimizers of W(u) or I(u) as k 2 →ϱ is not at all clear. Several basic mathematical questions are open.
Let us first consider functional ͑1.1͒. We assume that ⍀ is a smooth bounded domain in R n , nϭ2,3. Given u 0 H 1/2 (‫ץ‬⍀)പL ϱ (‫ץ‬⍀), denote H͑⍀,u 0 ͒ϭ͕uH 1 ͑ ⍀,R n ͒:uϭu 0 on ‫ץ‬⍀͖.
Fix k 1 Ͼ0 and denote by u(k 2 ) a minimizer of W in H(⍀,u 0 ). Our general problem is ͑Q1͒. As k 2 →ϩϱ, how to derive sharp estimates of the minimal energy W(u(k 2 )), and to study the asymptotic behavior of minimizers? Inspecting the functional W, one may guess that, curl u(k 2 ) should be approximately zero since k 2 is very large. So it is natural to ask ͑Q1.1͒. As k 2 →ϩϱ, will the total energy W(u(k 2 )) remain bounded?
If the answer to ͑Q1.1͒ is yes, then one further asks the following: ͑Q1.2͒. As k 2 →ϩϱ, does the corresponding minimizer u(k 2 ) converge (in some sense) to a limit which is a minimizer or stationary point of the following functional:
͑1.4͒
with curl uϭ0? These two questions, posed in Ref. 6 , are closely related to the minimization problem of the curl functional,
It is surprising to us that R(u 0 ) is achieved for every u 0 given, as stated in the following: 
Using Theorem 1 we can prove that, as k 2 →ϱ, there is a sequence of minimizers u(k 2 ) which converges to a minimizer ū of the curl functional F. Furthermore, ū minimizes J 0 , as defined in ͑1.4͒, among all the minimizers of the curl functional. 
Remark 1.2:
It can be seen from the proof of Theorems 1 and 2 in Sec. II that the condition that ⍀ is simply connected is only used to guarantee that R(u 0 ) is achieved.
As a consequence we find that, if R(u 0 )ϭ0, then we have positive answers to ͑Q1.1͒ and ͑Q1.2͒. Hence it is interesting to know the conditions under which R(u 0 )ϭ0 holds. Several results are given in Sec. II.
Similar results for the functional I(u) which is defined in ͑1.3͒ are also true, and can be proved by using Theorem 1.
In the following, we let (s)ϭ(1Ϫs
When we fix k 1 and , and let k 2 go to ϩϱ, the asymptotic behavior of minimizers has been given by Theorem 2. Now we ask ͑Q2͒. What is the limiting behavior of the minimizers of W(•,k 1 ,k 2 ,) as we send both and k 2 to ϩϱ, with growing faster than k 2 ? For convenience we choose a proper scaling and consider the following functional:
͑1.7͒
where Ӷ1. Assume ͉u 0 ͉ϭ1 a.e. on ‫ץ‬⍀ and denote
uϭu 0 on ‫ץ‬⍀.
͑1.8͒
We are interested in the asymptotic behavior of minimizers ͕u ͖ of E as →0. Intuitively, there is a close relation between the asymptotic behavior of u , and the existence of minimizers of the curl functional among all the unit vector fields. To make this observation clear, we introduce several notations. Assume ⍀ is a bounded smooth domain in R n , nϭ2,3. Assume ͉u 0 (x)͉ϵ1. Denote
If a unit vector field v is a minimizer of
Note that Eq. ͑1.9͒ implies that curl 2 v is parallel to v everywhere. If R h (u 0 ) is achieved in H(⍀,S nϪ1 ,u 0 ), we denote by ⌺ h (u 0 ) the set of all such minimizers of R h (u 0 ), that is,
Our next theorem indicates that, if R h (u 0 ) is achieved in H(⍀,u 0 ), then the asymptotic behavior of ͕u ͖ is simple. In fact, u converges to ũ as →0, and ũ is a minimizer of R h (u 0 ). If the minimizers of R h (u 0 ) are not unique, then the limit ũ has the least energy ͐ ⍀ ٌ͉ũ͉ 2 dx among all the minimizers of R h (u 0 ). 
F͑u͒.
Note that
, and in case R h (u 0 ) is not achieved, the minimizer of E converges to a minimizer of R l (u 0 ).
Due to the complexity of these problems, in this paper we only discuss the special case where the domain is the unit disk in the plane. We assume that u 0 makes a constant angle 0 with the normal vector of ‫ץ‬D, i.e.,
Without loss of generality we assume 0р 0 р/2. Note that when 0 ϭ0, u 0 ϭx/͉x͉ on ‫ץ‬D, which is in the outer normal direction; and when 0 ϭ/2, u 0 ϭ(Ϫx 2 ,x 1 ) on ‫ץ‬D, which is in the tangential direction. We shall prove that R h (u 0 ) is not achieved but R l (u 0 ) is achieved, and the minimizer u of the functional E converges weakly to the minimizer of R l (u 0 ). 
Both R(u 0 ) and R l (u 0 ) are achieved, but R h (u 0 ) is not achieved. Two special cases are particularly interesting. When 0 ϭ/2, u 0 is a tangential field on ‫ץ‬D. We will see that for any planar domain ⍀ and any tangential field u 0 , R l ͑ u 0 ͒у4, and the equality holds if and only if ⍀ is a disk, see Corollary 3.4 for more details. In general, given a vector field u 0 defined on ‫ץ‬⍀, we say that u 0 can be extended to become a central field, if there exists a ͑single-valued or multiple-valued͒ function which satisfies ͑1.13͒ on ⍀‫͕گ‬P͖, such that e i ϭu 0 on ‫ץ‬⍀, where P is a point in ⍀. Therefore the characteristic lines of ͑1.13͒ starting from (‫ץ‬⍀,͉ ‫ץ‬⍀ ) intersect with each other at one point only. It is easy to show that, if u 0 can be extended to become a central field in ⍀, then R l (u 0 )ϭ0. In Sec. III we will discuss the characterization of curl-free unit planar vector fields from the view point of diffeomorphism.
The other interesting case where the variational problems for functionals F and E can be thoroughly discussed is when ⍀ is a cylindrical domain. Since a related problem has been treated in Ref. 9 , so we shall not present the results here. We mention that the variational problems in circular cylinders of various related functionals have been studied by Cladis and Kléman, 10 Mayer, 11 Bethuel, Brezis, Coleman, and Hélein, 12 Mizel, Poccato, and Virga. 13 We should also mention that, the mathematical theory of liquid crystals has been studied by many authors, see for instance, Ambrosio, 14, 15 Aviles and Giga, 4, 16 Ambrosio and Virga, 17 Brezis, 18 Chou, 19 Hardt and Kinderlehrer, 5 Hardt, Kinderlehrer, and Lin, 20 Hardt and Lin, 21 Lin, 6, 22, 23 Calderer and Palffy-Muhoray, 24 Calderer, Liu, and Voss
27
, and the references therein. This paper is organized as follows: In Sec. II we discuss the variational problem for the functional W(u). Theorems 1 and 2 will be proven there. In Sec. III we discuss the variational problem for E and F in general domains, and prove Theorem 3. We also study the characterization of curl-free unit planar vector fields. In Sec. IV we discuss the variational problems for E and F in a disk in R 2 , and our special interest is on the case when R h (u 0 ) is not achieved but R l (u 0 ) is achieved.
II. VARIATIONAL PROBLEMS FOR FUNCTIONAL W IN GENERAL DOMAINS
In this section we discuss the asymptotic behavior, as k 2 →ϩϱ, of the minimizers of the functional W given in ͑1.1͒. In particular, we shall prove Theorems 1 and 2. For convenience we assume ⍀ is a smooth bounded domain in R 3 . Our arguments also work for two dimensional domains. Denote 1/k 2 ϭ 2 and rewrite W as
͑2.1͒
where k 1 and are positive constants with being very small, and (s) is a smooth function
3 ):uϭu 0 on ‫ץ‬⍀͖, and set
We denote a minimizer of W in H(⍀,u 0 ) by u . As mentioned in the Introduction, we shall prove that, for a sequence n goes to 0, there is a subsequence, which we still write as ͕ n ͖, such that the corresponding u n converges to a minimizer of the curl functional. Therefore we begin with discussions of the curl functional. Denote by the unit outer normal to ‫ץ‬⍀. Define
, which is equivalent to the usual H 1 norm in this space. Lemma 2.1: For all wH (⍀;div), it holds that
where ⌸ is the second fundamental form of ‫ץ‬⍀.
Proof: In the following we denote by ͗•,•͘ the inner product in R 3 .
Step 1. First we assume that wC 2 (⍀ )പH (⍀;div). Since, ͉curl w͉ 2 ϭdiv͑wٙcurl w͒Ϫw⌬wϩwٌ͑div w͒ and div wϭ0 in ⍀, we have
͑2.3͒
Now we prove that on the boundary ‫ץ‬⍀,
Fix a point P‫ץ‬⍀. Without loss of generality we may assume PϭO, the origin. After rotating the coordinates we may assume that, at the point P, ϭ(0,0,1). Since w•ϭ0 on ‫ץ‬⍀ we see that w( P)ϭ(w 1 ( P),w 2 ( P),0). So at P we have
When x is near P and on the boundary ‫ץ‬⍀, the unit outer normal can be represented by
where xЈϭ(x 1 ,x 2 ), and ␣ 1 ,␣ 2 are the principal curvatures of ‫ץ‬⍀ at P. Since w•ϭ0 on ‫ץ‬⍀ we have
Since ϭ(0,0,1) at the point P, we have ٌ( P)ϭ0. It follows from ͑2.5͒ that, at the point P,
This verifies ͑2.4͒. Now ͑2.2͒ follows from ͑2.3͒ and ͑2.4͒.
Step 2. Next we assume wH (⍀;div).
We can write wϭw 1 1 ϩw 2 2 , where ( 1 , 2 ) is the orthogonal tangent field of ‫ץ‬⍀, and 
for all wH (⍀;div).
Proof: When ⍀ is convex, ⌸ (w,w)р0 for all wH (⍀;div). Hence ͑2.2͒ implies
On the other hand, by the Sobolev embedding theorem,
Thus ͑2.6͒ follows from ͑2.2͒. ᮀ Now we are ready to prove Theorem 1.
Proof of Theorem 1:
Step 1. For any uH 1 (⍀,R 3 ), we can decompose u such that uϭvϩٌ, where v H 1 (⍀;div) and H 2 (⍀) is a solution of the following Neumann problem:
Note that is unique modulo an additive constant. We may assume
It is easily seen that
for all f H 1 (⍀). By the choice of , it is obvious that vϭuϪٌH (⍀;div).
Step 2. Recall the definition R(u 0 ) in ͑1.5͒. Let ͕u n ͖ʚH(⍀,u 0 ) be a minimizing sequence of R(u 0 ). As in Step 1, we decompose u n as u n ϭv n ϩٌ n , where v n H (⍀;div) and n is the solution of ͑2.7͒ with u replaced by u n . Then we have
͑2.9͒
Proof of Claim 1: Suppose (2.9) were false. Then we may assume
Set w n ϭv n /C n . We have two cases to consider. Case 1: ͐ ⍀ ͉w n ͉ 2 dxуa 0 for a 0 Ͼ0 and all nу1. In this case, we denote
By Poincaré inequality we have
Passing to a subsequence we may assume w n →w weakly in H 1 (⍀,R 3 ). Therefore curl w n →curl w weakly in L 2 (⍀,R 3 ). On the other hand, curl w n →0 strongly in L 2 (⍀,R 3 ). Thus curl w ϭ0. Since ⍀ is simply connected, there exists a function fH 2 (⍀) such that w ϭٌ f. Now we see that w n ϭw n ϩw ᠪ n ϭٌ fϩٌh n ϩg n , where h n ϭw ᠪ n •x, and g n →0 weakly in H 1 (⍀,R 3 ). Hence u n ϭٌ n ϩv n ϭٌ n ϩٌ͑C n fϩC n h n ͒ϩC n g n .
It follows from ͑2.8͒ that
Therefore,
which is a contradiction. Case 2: ͐ ⍀ ͉w n ͉ 2 dx→0 as n→ϱ.
In this case we have w n →0 weakly in H 1 (⍀,R 3 ) and strongly in L 2 (‫ץ‬⍀). Thus
Thus Claim 1 is true.
Step 3. Now we show that R(u 0 ) is achieved. Denote
From ͑2.9͒ and Poincaré inequality we have
Therefore we have, after passing to a subsequence, ṽ n →ṽ weakly in H 1 (⍀,R 3 ) and weakly in H 1/2 (‫ץ‬⍀). Denote
Now we consider the following minimization problem:
By choosing ϭ f n as a test function, we see that n Ͻϱ. Since the functional involved is convex, we see that a minimizer exists, which is denoted by n . Then ٌ n ϭٌ f n on ‫ץ‬⍀ and
(‫ץ‬⍀). Thus ͕ n ͖ is bounded and ͕ n ͖ is bounded in
Therefore, we may assume that n → weakly in H 2 ,ٌ͉ ‫ץ‬⍀ ϭu 0 Ϫṽ͉ ‫ץ‬⍀ . Set ũϭṽϩٌ. Then ũ͉ ‫ץ‬⍀ ϭu 0 , curl ũϭcurl ṽ, and
That is, ũH(⍀,u 0 ) is a minimizer of R(u 0 ).
Step 4. Assume u, vH(⍀,u 0 ) are minimizers of R(u 0 ). Then curl(uϪv)ϭ0 a.e. in ⍀.
In fact, for 0Ͻ␣Ͻ1,␤ϭ1Ϫ␣, set wϭ␣uϩ␤v. Then wH(⍀,u 0 ), and we have
Thus curl uϭC curl v a.e. in ⍀ for some constant CϾ0. Then
Therefore Cϭ1 and curl uϭcurl v a.e. in ⍀.
Step 5. Recall that ⍀ is simply connected. Now we show that the set ⌺(u 0 ) of all the minimizers of R(u 0 ) is given by ͑1.6͒.
If u and v are both minimizers of R(u 0 ), then from Step 4, there is H 2 (⍀) such that v ϭuϩٌ, and ⌬ϭ0 on ‫ץ‬⍀.
Fix a minimizer ū of R(u 0 ). Then we see ͑1.6͒ is true. The proof of Theorem 1 is now complete. ᮀ In the following we show that, among all the minimizers of the curl functional, there exists a vector field u which has the least value of J 0 (u), where J 0 is defined in ͑1.4͒.
Set
Obviously a(u 0 )рb(u 0 ). Proof: For uϭūϩٌ⌺(u 0 ),
is a minimizing sequence of J 0 on ⌺(u 0 ). Then ūϩٌ n is bounded in H 1 (⍀). Passing to a subsequence we have ٌ n →ٌ weakly in H 1 and strongly in L 2 (‫ץ‬⍀). Thus ٌ ϭ0 on ‫ץ‬⍀.
Denote u n ϭūϩٌ n , and ũϭūϩٌ . Then u n →ũ weakly in H 1 (⍀,R 3 ) and strongly in L p (⍀,R 3 ) for all 1ϽpϽ6, and
Since the function satisfies the condition ͑1.2͒, we have
Therefore J 0 (ũ)ϭinf u⌺(u 0 ) J 0 (u). ᮀ Replacing ū by ũ if necessary, we always assume that the vector field ū in ͑1.6͒ satisfies
In the following we show the existence of minimizers of the functional W given in ͑2.1͒ before we prove Theorem 2. Recall the definition of the minimum value A (u 0 ) given at the beginning of this section.
Theorem 2.4: For every uH(⍀,u 0 ) we have
Hence,
Let ū be a minimizer of the curl functional that satisfies ͑2.11͒. Then
Thus,
So,
We also have
Sending to 0 we find lim sup
Since у0, we find that ͕u ͖ is bounded in H Therefore,
Now we see that u* also satisfies ͑2.11͒. We may assume u*ϭū. So, u →ū weakly in H 1 ͑ ⍀,R 3 ͒, and J 0 ͑ u ͒→b͑ u 0 ͒ϭJ 0 ͑ ū ͒.
Next we compute Corollary 2.5 also indicates that, it is interesting to find the exact conditions under which R(u 0 )ϭ0. The rest of this section is devoted to this problem. We will give a necessary and sufficient condition for R(u 0 )ϭ0 in the two-dimensional case. We shall see that in the threedimensional case more geometric and topology conditions will be involved.
First we consider planar domains. 
Hence ͑2.13͒ holds true.
In the following we assume ͑2.13͒ holds. We shall construct a function C kϩ1 (⍀ ) such that ٌϭg on ‫ץ‬⍀.
Let g 1 be any C k extension of g, that is, g 1 C k (⍀ ,R 2 ) and g 1 ϭg on ‫ץ‬⍀. Let 1 be the solution of the following equation:
and ͐ ⍀ 1 dxϭ0. Then 1 C kϩ1 (⍀ ). Set g 2 ϭg 1 Ϫٌ 1 . Then
Hence g 2 ϭ(g 2 •) on ‫ץ‬⍀.
On each curve ⌫ j :zϭz j (s),0рsрL j , we define a function j C kϩ1 ͓0,L j ͔ satisfying following conditions:
Note that j is unique, and
Since g 2 ϭgϪٌ 1 on ‫ץ‬⍀, using the condition ͑2.13͒ we find j (L j )ϭ j (0)ϭ0. Now we define a function on ‫ץ‬⍀ by where ⌬ and div are the Laplacian and divergence operators on ‫ץ‬⍀. Note that g C 1ϩ␣ (‫ץ‬⍀,R 3 ). Hence div g C ␣ (‫ץ‬⍀). Using the elliptic estimates on ‫ץ‬⍀ we find that C 2ϩ␣ (‫ץ‬⍀). Therefore, curl ͑ g ͒ϭcurl ͑ ٌ ͒ϭ0 on ‫ץ‬⍀.
This verifies ͑2.15͒. ᮀ
III. VARIATIONAL PROBLEMS FOR FUNCTIONAL E AND F IN GENERAL DOMAINS
In this section we discuss the variational problem for the functional E defined in ͑1.7͒. We begin this section with the proof of Theorem 3 stated in Sec. I.
Proof of Theorem 3:
Denote by u a minimizer of E . Obviously
͑3.1͒
By the assumption R h (u 0 ) is achieved. So ⌺ h (u 0 ), the set of minimizers of R h (u 0 ), is not empty. Without loss of generality we assume u 0 is not a constant vector. Then a h (u 0 )Ͼ0, where a h (u 0 ) is defined in ͑1.10͒. So we can choose v ⌺ h (u 0 ) such that
Note that ͉v ͉ϭ1. Then
͑3.2͒
Combining ͑3.1͒ and ͑3.2͒ we get
Passing to a subsequence we may assume u →ũ weakly in W 1,2 (⍀,R n ), ͉ũ(x)͉ϭ1 a.e. in ⍀. Hence ũH(⍀,S nϪ1 ,u 0 ) and
Using ͑3.2͒, ͑3.3͒ we compute
This and ͑3.3͒ together imply that
Hence u →ũ strongly in W 1,2 (⍀,R n ). ᮀ As an application of Theorem 3, we consider the variational problems for E on the unit ball B in R 3 under a spherically symmetric boundary condition on ‫ץ‬B. In the spherical coordinates ͑,,͒, a unit vector field v defined on B can be written as vϭcos cos e ϩcos sin e ϩsin e .
͑3.5͒
If v is in the form of ͑3.5͒ with and depending only on , then we call v a unit vector field with spherical symmetry. For such vector fields we assume and satisfy the following boundary conditions on the sphere, ͑1 ͒ϭ 0 , ͑1͒ϭ 0 .
Denote u 0 ϭcos 0 cos 0 e ϩcos 0 sin 0 e ϩsin 0 e .
͑3.6͒
Then we can show the following: Proof: Obviously, if u 0 ϭϮx on ‫ץ‬B, then R h (u 0 )ϭ0 and vϭϮx/͉x͉ is a minimizer.
In the following we assume R h (u 0 ) is achieved by v, which is a unit vector field with spherical symmetry. In the spherical coordinates ͑, , ͒, v can be written in the form of ͑3.5͒, where ϭ() and ϭ(). (B) such that w ϭٌ. Hence ٌ͉͉ϭ1 in B, ٌϭx on ‫ץ‬B.
͑3.9͒
The solution of ͑3.9͒ is determined by the characteristic equations,
Using the boundary condition in ͑3.9͒ we find that each characteristic line is a ray from the center, and along each ray ٌϭu 0 (x/͉x͉)ϭx/͉x͉. So wϭvϭx/͉x͉. Using Theorem 3 we see that u →x/͉x͉ strongly in W 
Especially if u 0 is a unit tangential field on ‫ץ‬⍀, then
using Hölder inequality we obtain the lower bound. ᮀ Lemma 3.3 has an interesting consequence. 
The equality holds if and only if ⍀ is a disk.
Proof: The first statement is the consequence of Lemma 3.3 and the isoperimetric inequality. In the proof of Theorem 4 we shall show that, when ⍀ is a disk and u 0 is a unit tangential field, R l (u 0 )ϭ4 and is achieved, see Sec. IV. Therefore, the second conclusion is true. ᮀ Even though Lemma 3.3 gives a lower bound of R(u 0 ) for any tangential vector field u 0 , we cannot prove whether R l (u 0 ) is achievable in general case at moment. We cannot even show it is achievable when R l (u 0 )ϭ0. On the other hand, we can show that, if u 0 is parallel to the normal vector field on ‫ץ‬⍀, or more general, if u 0 can be extended to become a central field ͑for the definition see Sec. I͒, then R l (u 0 )ϭ0 and is achieved. See Corollary 2.7 for the related statement for R(u 0 ).
In the following we shall discuss this issue further from the diffeomorphism point of view. For simplicity we only consider the two-dimensional case. We begin our discussion with a special case. Assume u is a unit vector field which can be written as uϭe i for some function . Here (y 2 ) and V(y 2 ) are determined by the boundary condition of u. Hence, curl u only depends on one variable. Locally we can always write a unit vector field u as uϭe i , but this may not hold in the entire domain ⍀. Nevertheless, the above intuitive discussion is still helpful, which yields the conclusions for general case. The conditions for curl uϭ0 for the general case will be presented in Proposition 3.5, and the conditions for curl 2 u to be parallel to u will be given in Proposition 3.6. In the following, for a smooth map F, we denote by DF the Frechet differential of F, and by det ͑DF͒ the determinant of DF. 
Step 2. Now assume curl uϭ0 in ⍀, and assume there is a change of variables xϭF(y) satisfying ‫ץ‬F͑ y ͒ ‫ץ‬y 1 ϭu͑x ͒, and det͑DF͒ 0 in ⍀. The lemma is proved. ᮀ
IV. VARIATIONAL PROBLEMS FOR E and F IN A DISK
In this section we discuss the variational problems for the functional E on a disk D in the plane, and prove Theorem 4. In this section we denote e r ϭ x r ϭe i , e ϭ 1 r ͑ Ϫx 2 ,x 1 ͒ϭe i͑ϩ/2͒ .
Throughout this section we assume that u 0 is a unit vector field on ‫ץ‬D which makes a constant angle 0 with the outer normal. Without loss of generality we assume 0р 0 р/2. In the polar coordinates we can write u 0 ϭe i͓ϩ 0 ͔ , see ͑1.11͒. 
