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Abst ract - -We shall employ some fixed-point theorems for operators on a cone to obtain existence 
criteria for (at least) three positive solutions of the following continuous and discrete systems of 
boundary value problems: 
(-1)n~-P~y~ni)(t) = a~(t)hi(yl(t),y2(t) . . . . .  ym(t)), t E (0, 1), 
y~J)(0)=0, O<j<pi -1 ;  y~J)(1)=0, O<j<ni -P i -1 ,  
i - -  1 ,2 , . . . ,m 
and 
( -1 )  ~-p, A~yi(k) = Fi(k, ~l(k), ~2(k) . . . . .  ~m(k)), 
AJyi(0) ---- 0, 0<j~p i -1 ;  AJy i (T+pi+ l )=O,  
i=  1,2, . . . ,m,  
k e {0, 1 . . . . .  T}, 
O<j<n-p i -1 ,  
where ~ = (Yi, AYi, • • •, /kn- ly i ) ,  1 < i < m. As an application of the results obtained, we establish 
the existence of (at least) three positive radial solutions for a system of partial difference quations. 
Examples are included to illustrate the usefulness of the various criteria obtained. (~) 2000 Elsevier 
Science Ltd. All rights reserved. 
Keywords - -Pos i t i ve  solutions, Systems of boundary value problems, Conjugate boundary condi- 
tions, Radial solutions. 
1.  INTRODUCTION 
Let i , j  ( j  > i) be integers. We shall denote the discrete interval Z[i, j ]  = { i , i  + 1, . . . , j} .  
For a nonnegative integer n, we also define the factorial expression k(n) v In- l (k  - i) with ~--- 1 1 i=0 k 
k (0) = 1. As usual, A is the forward difference operator with stepsize 1. Given positive in- 
tegers m and n, other notations used include y = (y l ,Y2 , . . .  ,ym), ~) = (Y1,~)2,... ,ym) where 
Y~ = (Yi, AY~,.-.,An-lY~), 1 < i < m, and 
x = (x11, x12 . . . .  , z ln ,  z21, x22 , . . . ,  x2~, • • •, xml ,  x ,~2, . . . ,  x ,~n),  (~ nc'~n). 
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In this paper, we shall consider the continuous and discrete systems of conjugate boundary 
value problems 
(-1)n~-P~y~n~)(t) = ai(t)hi(y(t)), t E (0, 1), (1.1) 
y(J)[o) " (J)/1 ~ i ~ =0,  0_<j_<pi - -1;  Yi ~ j=0,  O<i<ni - -p i - -1 ,  (1.2) 
and 
a%(0)  = 0, 
(-1) '~-P'Anyi(k) = Fi(k,~l(k)), k E Z[0,T], (1.3) 
0_<j_<p i -1 ;  AJy i (T+p i+I )=O,  0_<j<n-p~- l ,  (1.4) 
where i = 1, 2 , . . . ,  m. It is assumed, in (1.1),(1.2), that ni _> 2 and 1 _< Pi ~_ ni - 1, 1 < i < m; 
and in (1.3),(1.4), that n _> 2, 1 _< p~ _< n - 1, 1 < i < m, and T > minl<i<mpi. 
By a positive solution y of (1.1),(1.2), we mean y E c(nl)(O, 1) × C(n:)(0, 1) x ...  x c(n")(0, 1) 
satisfying (1.1),(1.2) and yi(t) >_ O, 1 < i < m for t E [0, 1]. Denote I = Z[O,T+n]. Analogously, 
y is a positive solution of (1.3),(1.4) i fy  E C(I)  m = C(I)  ×. . .  × C(I)  (m times) fulfills (1.3),(1.4) 
and yi(k) >_ 0, l< i<mforkE I .  
The main aim of this paper is to develop existence criteria for (at least) three positive solutions 
of systems (1.1),(1.2) and (1.3),(1.4). Further, we also provide estimates on the norms of these 
positive solutions. The technique involves the use of some fixed-point theorems for operators on 
a cone. Finally, we employ the results obtained to show the existence of (at least) three positive 
radial solutions for a system of partial difference quations. 
The present work is motivated by both practical and theoretical interests. In fact, the boundary 
value problems considered model a wide spectrum of nonlinear phenomena such as gas diffusion 
through porous media, nonlinear diffusion generated by nonlinear sources, thermal self-ignition 
of a chemically active mixture of gases in a vessel, catalysis theory, chemically reacting systems, 
adiabatic tubular reactor processes, spreading of infectious diseases as well as concentration 
in chemical or biological problems. In addition, applications also occur in nonlinear elliptic 
problems in annular egions and singular boundary value problems. See [1-11] and the references 
cited therein. It is frequent that in all these applications, only positive solutions are meaningful. 
Many recent investigations [1,12-16] have dealt with the existence of one, two, and three positive 
solutions for several different types of single boundary value problems (i.e., m = 1). Our work not 
only develops the literature further to systems of boundary value problems, but also extends and 
complements other single- and double-solution results for systems of boundary value problems 
[17-28]. 
The plan of the paper is as follows. In Section 2, we shall state the necessary fixed-point 
theorems and provide some properties of certain Green's functions which are needed later. The 
existence of triple positive solutions for (1.1),(1.2) and (1.3),(1.4) is, respectively, discussed in 
Sections 3 and 4. Finally, in Section 5, we apply the results obtained earlier to a system of partial 
difference quations. 
2. PREL IMINARIES  
Let B be a Banach space equipped with the norm ]I' II. 
DEFINITION 2.1. Let C( C B) be a nonempty closed convex set. We say that C is a cone provided 
the following conditions are satisfied. 
(a) I f  y E C and a >_ O, then ay E C. 
(b) I f  y E C and -y  E C, then y = O. 
The cone C induces an ordering G on B. For y, z E B, we write y <_ z if and only if  z - y E C. 
I f  y, z E B with y < z, we let (y, z) denote the closed order interval given by (y, z) = {b E B I 
y<_b<z}.  
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DEFINITION 2.2. Let C(C B) be a cone. A map ¢ is a nonnegative continuous concave functional 
on C if the following conditions are satisfied: 
(a) ~b : C --* [0, oo) is continuous; 
(b) ¢ (ay  + (1 - a)z) > a~b(y) + (1 - a)¢(z)  for ali y, z • C and 0 < a < 1. 
With C and ~b defined as above and a, ~, 7 > 0, we shall introduce the following notations: 
C(a) = {y • C[[[yl[ < a} and C(~b, j3,7) = {Y • C [~b(y) _> j3, [[yH <- 3'}. 
The following fixed-point heorems are needed later. 
THEOREM 2.1. (See [29,30].) Let A be a bounded closed convex subset of B. Assume that 
A1, A2 are disjoint closed convex subsets of A and U1, U2 are nonempty open subsets of A with 
U1 C A1 and U2 c A2. 
Suppose that S : A --* A is completely continuous and the following conditions hold: 
(a) S(A1) C A1 and S(A2) C A2; 
(b) S has no fixed points in (A~\U~) U (A2\U2). 
Then, S has (at least) three fixed points yl, y2, and y3 such that 
yl • U1, y2 • U2, and y3 • A\(A1 U A2). (2.1) 
THEOREM 2.2. (See [30,31].) Let C(C B) be a cone, and p > 0 be given. Assume that ¢ is 
a nonnegative continuous concave functional on C such that ¢(y) < [[Y[I for all y • C(p), and 
let S : C(p) --~ C(p) be a completely continuous operator. Suppose that there exist numbers 
a, ~3, % where0<a<i3<7<_psuchthat  
(a) {y • C(¢ ,~,7)  [ ~b(y) > fl} ¢ 0, and ¢(Sy)  > t3 for all y • C(¢,t3,7); 
(b) IISyll < ~ for a11 y • C(c~); 
(c) ~b(Sy) > j3 for all y • C(¢,j3, p) with IlSyl[ > 7. 
Then, S has (at least) three fixed points yl, y2, and y3 in C(p). Further, we have 
yl • C(oz), y2 • {y • C(¢,~,p) I ¢(Y) ::> ~}, and y3 • C(p)\ (C(¢,~,p) u O(a)). (2.2) 
To obtain a solution for (1.1),(1.2), we require a mapping whose kernel gi(t, s) is the Green's 
function of the boundary value problem (1.2), 
(n'~ [0,1]. y~ (t) = o, t•  
The Green's function gi(t, s) can be explicitly expressed as [32] 
f 
~(t, s) = / 
k 
Further, it is 
p~l [m~- j (n i _p i+~-_ l "~ ] tJ(-s)ni -j-1 ._ . 
,=o L ,=o \ r i t ' ]  ~,(1 - - t )  n, P,., 
m-~- I  [n i -~l-5 (Pi +v-1  ~ (1 t~ r] ( t -  1)J(i- S) ni-j-1 
3=o L ,=0 \ r ] .  - . ] ~ _ - ~  t",  
known that [1] 
(-1)n'-"g~(t, s) > 0, (t, s) • (0,1) × (0,1). 
For each s E [0, 1], we shall denote 
Ilgi(',s)[I = sup" [gi(t,s)l = sup (-1)'~-P~gi(t,s). 
te[O,l] t~[O,l] 
O<s<t < 1, 
(2.3) 
o<t<s < 1. 
(2.4) 
(2.5) 
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Next, to obtain a solution for (1.3),(1.4), we require an operator with kernel Gi(k, ~) which is 
the Green's function of the boundary value problem (1.4), 
any~ik) = 0, k • Z[0,T]. 
\ 
From [13], we have 
p~l [pi~--l(n_pi+r_l~ k(j+r) ] (__e__ 1)(n_j_l) 
j=o [ Co " n~ " (T + n--Z-~n-p,+~) ] ~ . ( g - ~  
x (T  + n - k)( -pd, O<f<k-1 ,  
Vi(k'e)= -n-~-~-l[n-p~j-l(Pi+v-l~ (T+p i+ j+T-k ) ( J+ ' ) ] (  l~J (2.6) 
(T + p~ - 2)(n-J- 1) k (p'), k < f < T. 
x j ! (n - j -  1)! 
Moreover, it is known that [33] 
(-1)n-P'Gi(k,g) >_ O, 
( -1 ) " -v 'a~(k ,e )  > o) 
For each £ • Z[O,T], we shall denote 
(k, g) • I x Z[0, T], 
(k,e) • Z~, ,T  + pi] x Z[0, T]. 
(z7) 
IIG¢(., g)II = maxk6I e)l = n~.'~z(-1)n-P'Gi(k, £). (2.8) 
The following lemmas present some inequalities for the Green's functions gi(t, s) and Gi(k, ~) 
which will be used in later sections. 
LEMMA 2.1. (See [33].) Let 5 e (0, 1/2) be given. For (t, s) • [6, 1 - 6] x [0, 1], we have 
(-1)n'-P'g~(t, s) >_ O~,illg~(', s)[[, 
where 0 < O~,i < 1 is a constant given by 
O~,i = min {bi(pi) . min{ca(pi), ci(ni -p i  - 1)}, bi(pi - 1). min{ci(pi - 1), ci(ni -p , )}} ,  
and the functions bi and ci axe defined as 
(ni 1) m-I  
bi(r) = rr(n i _ r - 1) n,-r-1 and ci(r) = 6r(1 - 6) m-r-1.  
LEMMA 2.2. (See [33].) Let #i = max{pi, ni -P i}  and vi = min{p i ,n i -  Pi}. 
[0, 1] X [0, 1], we have 
(-1)n'-P'gi(t, s) <_ 
21.~i - -  1 
(#i - 1)!(ni - #i)! Is(1 - s)] ~' =_ ¢~(s). 
For (t, s) E 
LEMMA 2.3. (See [33].) Let j 6 Z~i,  T +pi] be given. For (k, ~) 6 Z[j, T +pi] x Z[0, T], we have 
(-1)n-P'Gi(k,g) >_ Kj,~IIGi(.,g)I I,
where 0 < Kj,i < 1 is a constant given by 
Kj,i -- min ~ minkez[j,T+p,] a(pi + 1,k) minkez[j,T+p,] a(pi, k) 
( maXk6z[j,T+pd a(pi + 1, k) ' maXk6z[j,T+pd a(pi, k) J ' 
and the function a is defined as 
a(r,k) = k(~-l)(T + n - k) (n-r). 
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3. TRIPLE POSIT IVE SOLUTIONS FOR (1.1),(1.2) 
With respect o systems (1.1),(1.2), it is assumed that ai and hi, 1 < i < m are continuous 
functions uch that 
(A1) hi :[0, oo) m --* [0, oo) and hi(y1, Y2, . . . ,  ym) is nondecreasing with respect o each yj, 1 <_ 
j<m;  
(A2) ai is nonnegative and is not identically zero on any nondegenerate subinterval of (0, 1); 
(A3) f01[s(1 - 8)]min{p"nl-pl}gi(s ) ds < 00. 
For a fixed 6 • (0, 1/2), we introduce the constants 
[1 fo 1 qi = sup ( -1)n'-P'gi(t ,  s)ai(s) ds = Ilgi(', s)llai(s) ds, 
re[o,1] JO 
1 < i < m, (3.1) 
and 
~0 
1 
ri = min (-1)n'-P'gi(t ,  s)ai(s) ds, 1 < i < m. (3.2) 
tE[a,z-~] 
To begin, we shall consider the Banach space 
B = {y = (y l ,y2 , . . . ,ym) I  yi • C[0,1], 1 < i < m} 
with the norm Ilyll = maxl_<i___m lydo, where lyilo = supte[O,l] lyi(t)l, 1 < i < m. Let 
C={y•B ly i ( t )>0,  t• [0 ,1 ] ,  l< i<m}.  
Clearly, C is a cone in B. 
Let the operator S : C --* B be defined by 
sy(t)  = (sly(t) ,  Ny( t ) , . . . ,  stay(t)), t e [o, 1], 
where 
/o Siy(t) = (-1)n'-P'gi(t ,  s)ai(s)hi(y(s)) ds, t • [0, 1], 1 < i < m. (3.3) 
To obtain a positive solution of (1.1),(1.2), we shall seek a fixed point of the operator S in the 
cone C. It is noted that 
f0 
1 
ISiylo = sup ISiy(t)l = Ilgi(.,s)llai(s)hi(y(s))ds, 
tE[o,1] 
1 < i < m. (3.4) 
First, we shall show that the operator S is compact on the cone C. Let us consider the case 
when ai, 1 < i < m are unbounded in a deleted right neighborhood of 0 and also in a deleted 
left neighborhood of 1. For j E {1,2,3, . . .} ,  define aid : [0,1] - .  N by 
1 1 
1 <t< J 
a i j ( t )=  ai(t), j + l - -3+1 '  
ai ' j+----T- - 
Further, let the operator Sj : C --* B be defined by 
sJy(,)_- t•  t0,11, 
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where 
~o 1 S~y(t) = (-1)n' -P 'g~(t ,  s)a. , j (s)h.(y(s))  ds, t • [0,1], l<r<m.  
It is standard that for each j, S j is a compact operator on C. Let N > 0 and y • C(N). Then, 
using (A1) and Lemma 2.2, we find for 1 < i < m, 
S~y(t) - &y(t) <_ ~l(-1)'~-P~g~(t, s)lai,j(s ) - ai(s) lhi(y(s))ds 
f 
l/j+l 
= (-1)n~-p~gi(t,s)lai,j(s) - ai(s) lhi(y(s))ds 
Jo 
+ -1)n~-P'gi(t, s)la~,j(s ) - ai(s)[hi(y(s)) ds 
/j+l 
_ [f01/j+l a~(  1 ) ai(s) < h i (N ,g , . . . ,g )  ¢i(s) ~ - ds 
+ ~/:+ ¢i(s)ai(j-~)-ai(s)ds]. 
Now, the integrability of ¢i(s)ai(s) (Condition (A3)) implies that S~ converges uniformly to & 
on C(N). Hence, Si is compact on C and so is S. 
Next, it is clear from (2.4), (A1), (A2), and (3.3) that for y • C, we have &y(t) > O, t • 
[0, 1], 1 < i < m. Thus, Sy • C and we have shown that S maps C into itself. Also, the standard 
arguments yield that S is completely continuous. 
LEMMA 3.1. Suppose that there exists a number b > O, such that 
b 
h i (y )<- - ,  y•[O,b] m, 1 < i<m.  (3.5) 
qi 
Then, 
s (5(b)) c_ C(b) c 5(b). (3.6) 
PROOF. Let y • C(b). Then, Yi • [0, b], 1 < i  < m, and so y • [0, b] m. Applying (3.3), (2.5), 
(3.5), and (3.1), we get 
~0 
1 
Siy(t) <_ Ilgi(', s)llai(s)hi(y(s)) ds 
~o 1 b ds b, < Ilgi("s)llai(s) qi t E [0,1], l< i<m.  
It follows readily that llSyll < b, and hence, Sy E C(b). This immediately gives (3.6). 
THEOREM 3.1. Let (f E (0, 1/2) be fixed. Suppose that there exist numbers a, 8, 7 with 0 < a < 
< "~ such that the following hold for each 1 < i < m: 
(P) hi(y) < a/qi, £or y E [0, aim; 
(Q) one of the following holds: 
(Q1) limsupyl,y 2 ..... ym-.c~(hi(yl,Y2,.. . ,Ym))/Yj < 1/qi for some j( i)  E {1, 2, . . . ,  m}; 
(Q2) there exists a number ~(> ~,) such that hi(y) < ~/qi for y E [0,~]m; 
(a) hi(y) > 13/ri for y • [~,7] m. 
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Then, system (1.1),(1.2) has (at least) three positive solutions yl, y2, and y3 such that 
}IY'II < a; y~(t) > B, t e [5, I - ~], i < i < m; 
[[y3[[ > a and min min y~(t) < B. i<i<_m te[~,i-~] 
(3.7) 
PROOF. We shall employ Theorem 2.2. First, we shall prove that Condition (Q) implies the 
existence of a number p where p > ~/such that 
s(C(p)) cO(p). (3.s) 
Suppose that (Q2) holds. Then, by Lemma 3.1 we immediately have (3.8) where we pick p = 7]. 
Suppose now that (Q1) is satisfied. Then, for each I < i < m, there exist Ni > 0 and ei < 1/qi 
such that 
h~(yl, Y2,..., Vm) 
< ei, Yl, Y~,..., Ym > Ni.  (3.9) 
Yj 
Define Mi = maxve[0,N~lm hi(y), 1 < i < m. In view of (3.9), it is clear that for each 1 < i < m 
and some j(i) E {1,2,. . .  ,m}, 
hi(y) <_Mi+¢iyj, y>_O. (3.10) 
Now, pick numbers Pi, 1 < i < m so that 
pi>max "r,M~ ~-e i  
and let 
p = max Pi. 
For y E C'(p) and t E [0,1], using (3.10), (3.1), (3.11), and (3.12), we get 
11 Siy(t) <_ [[gi(., s)l[ai(s)hi(y(s)) ds 
11 
< Ilg&, s)llm(s)(M~ + eip) ds 
= qi(Mi + eip) 
< qi [pi (1 -  ei) + eiP] 
<_ q~ [p (1 -  ~i) + cip] = p, i< i<m.  
Hence, IISy[[ < p and so Sy E C(p). Relation (3.8) follows immediately. 
Let ¢ : C - ,  [0, oo) be defined by 
(3.11) 
(3.12) 
¢(y) = min min yr(t). 
l<r<_m te[&l-~] 
Clearly, ¢ is a nonnegative continuous concave functional on C and ~b(y) < [lY[I for all y E C. 
We shall verify that Condition (a) of Theorem P..2 is satisfied. In fact, it is obvious that 
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Next, let y • C(¢,~,~,). Then, ~ < ~b(y) < IMI -< ~, and hence, y(s) • [~,7] m for s • [0, 1]. In 
view of Condition (R) and (3.2), it follows that 
~(Sy) = rain min S~y(t) 
l<r<m tel5,1--5] 
fO x = min min (-1)n'-p'gr(t,s)ar(s)hr(y(s))ds l<r<m tE[5,1--5] 
/o 1 > min min (-1)~'-P'g.(t, s)a.(s) ds 
l<~-<m rE[5,1-5] 
= rain /3=/3. 
l<T<m 
Therefore, we have shown that ~b(Sy) >/3 for all y • C(¢, ~, 7). 
Next, by Lemma 3.1 and Condition (P), we have S(C(a)) C C(c 0. Hence, Condition (b) of 
Theorem 2.2 is fulfilled. 
Finally, we shall show that Condition (c) of Theorem 2.2 holds. Let 7 be sufficiently large so 
that 
7 > ~" max []SyI[ , (> ~), (3.13) 
- ycc(e,~,p), IlSyll>~ minl<,<m O~,~IS~ylo 
where 0~,~ is defined in Lemma 2.1. Let y • C(~b, D, p) with I!SyiI > 7. Using Lemma 2.t, (3.4), 
and (3.13), we find 
gz(Sy) = min min f ]1 l<_r<_m tE[5,1-5] JO (--1)n~-p~ gr(t' s)ar(s)hr(y(s)) ds 
/o' _> min Oe, .  IIg.(',s)lla.(s)h.(y(s))ds 
l<r<m 
= min O~,r]SrYIo 
l<v<m 
= mi  ~ IS.ylo 
l<~-~m "~,~ ii-]]-g~yll II Syll 
min,<,<m O&.,-IS.Ylo > .,/> ,2. 
IlSyll 
Hence, we have proved that ¢(Sy) > ~ for all y • C(¢,~,p) with I]Syil > 7. 
It now follows from Theorem 2.2 that system (1.1),(1.2) has (at least) three positive solutions 
yl, y2, y3 • ~(p) satisfying (2.2). It is easy to see that here (2.2) reduces to (3.7). 
The following example dwells upon the importance of Theorem 3.1. 
EXAMPLE 3.1. Consider the system 
24 
Y~4)(t) - 1+t5(1 - t)hhl(yl,Y2), 
720 
--y~6l(t ) -- l+th(l_t)hh2(Yl,Y2), 
yl(O)=y~(O)=yl(1)=y~(1)=O, 
y2(O)=y~(O)=y~(O)=y2(1)=y;(1)=y~(1)=O, 
t • (0,1),  
t e (0,1), (3.14) 
where 
hl(yl,y2)=h2(yl,y2)= I 
1 + YlY2, Yl,Y2 <_ 166, 
1+166y2, Y1_>166, 
1+166yl,  Y1_<166, 
1 + 1662, Yl,Y2 >_ 166. 
Y2 _< 166, 
Y2 _> 166, 
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Here, rn -- 2, y = (Yl,Y2), (nl ,Pl)  = (4,2), (n2,P2) --- (6,3), ai(t) = 2411 + t5 (1 -  t)s] -i, 
and a2(t) = 72011 + ts(1 - t)5] - i .  It is clear that Hypotheses (A1)-(A3) are satisfied. Using 
expression (2.3), we find 
/o 1 ~(t) -- ( -1)nl -P lg l ( t ,  s)al(s) ds 
= - (1  + 2t)g + s2(1 - t)2ai(s)ds 
+ ~i [-(3- 2 t )~-~ + (~2 t)] (1- s)2t2ai(s)ds. 
Pick 5 = 1/4. By direct computation, we get 
~( t )=~a( l~ =0.06246 and r l=  min ~(t )=~( l~ =0.03514. ql = sup 
tE[0,1] ~ "~ ] tE[1/4,3/4] \4} 
Similarly, we obtain q2 -- 0.01561 and r2 = 0.006588. 
We shall show that the conditions of Theorem 3.1 are fulfilled. First, we shall obtain an a such 
that Condition (P) is satisfied. To ensure that (P) holds, we set 
hi(y) < 1 + a 2 < min -~ = ~---, - r=1,2 qr qi y E [0, c~] 2, i = 1, 2. 
The above inequality is true for 
0.06271 < a < 15.94. (3.15) 
Next, we observed that Condition (Q1) holds as 
lim hi(y) _ lim --1+1662 =0,  i=1 ,2 .  
yl ,y2"*oo Yl  yl ,y2"*oo Yl  
Finally, we shall obtain an j3 and an 7 so that Condition (R) is met. There are two cases to 
consider. 
CASE 1. ~ ~ 166. Then, (R) is fulfilled provided that 
hi(y) > l + 82 > max ~ 
- -  r=l,2 r r  r2 
The above inequality holds for 
151.8 <_/~ < 166. 
Subsequently, we may take "~ > 166. 
CASE 2. f~ ~ 166. In this case, (R) holds if we set 
hi(y) = 1 + 1662 > max - 
r=l,2 r v r2 ' 
which is equivalent to 
yE[~, 'y]  2, i=1,2. 
y e [Z,~]2, i = 1,2,  
(3.16) 
166 <_ f~ _< 181.5. (3.17) 
Hence, we may pick ~/> 181.5. 
By Theorem 3.1, system (3.14) 
that (3.7)holds. In view of (3.15) and (3.16), it follows from (3.7) that 
ll  ll 
Ily3N > 15.94 and min min y3(t) < 151.8. 
~=1,2 te[1/4,3/4] 
has (at least) three positive solutions yi, y2, and y3 such 
(3.18) 
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On the other hand, using (3.15) and (3.17), we may also conclude that system (3.14) has (at 
least) three positive solutions yl, y4, and y5 such that 
HY111<0"06271; Y4(t)>181.5, tE  [4 ,3 ] ,  i----1,2; 
Ily~ll > 15.94 and min min yh(t) < 166. i=1,2 tE[1/4,3/4] 
(3.19) 
It is possible that y2(y3) may coincide with ya(yh). In fact, one known positive solution is 
(yl(t),y2(t)) = (t2(1 -t)2,t3(1 - t )3) .  We observe that Iiyll = lyll0 = 0.0625 falls within the 
ranges given in (3.18) and (3.19). 
4. TR IPLE  POSIT IVE  SOLUTIONS FOR (1 .3 ) , (1 .4 )  
With respect to system (1.3),(1.4), we assume that there exist continuous functions fi : 
[0, oo) m --* [0, co) and u~,v~ : Z[0,T] --~ R, 1 _< i _< m such that the following hold for each 
l< i<m:  
(A4) for k E Z[0,T] and x = (x11,. . . ,x l~,. . . ,Xm1,. . . ,Xm~) with Zll,X21,...,Xml E [0, oo), 
F~(k,x) 
ui(k) ~_ fi(Xll,X21,...,Xmi) ~- vi(k); 
(A5) ui is nonnegative on Z[0, T] and is not identically zero on Z~v~, T]. 
We also introduce the constants 
Qi = mea ~~-~(-1)n-p'Gi(k, g)vi(£) = 
~=0 
T 
IIG~(., e)llv~(e), 1 < i < m, (4.1) 
e=O 
and 
T 
Ri= min ~ (-1)n-P~G~(k,~)ui(~), 
kEZ[minj pj,TTmax# pj] ~ ~:=mlnj pj
where mini p j  -~ min l< j<mPj  and maxj pj  = maxl<_j_m p j .  
In this section, we shall consider the Banach space 
1 < i < m, (4.2) 
B = {y = (Y l ,y2, . . . ,  ym) lye: Z - ,  ~¢} 
with the norm Ilyll -- maxl%t_<m lY~10, where ly~10 -- maxkei ly~(k)l, 1 < i < m. Let 
C= {YeB lY i (k )>O,  ke I ,  l< i<m}.  
It is noted that C is a cone in B. 
Define the operator E : C --* B by 
Ey(k) = (Ely(k), E2y(k), . . . ,  Emy(k)), k E I, 
where 
T 
Eiy(k) = E( -1 )~-P ,  Gi(k,e)Fi(e,~(e)), k e I, 1 < i < m. (4.3) 
~=0 
Obviously, to obtain a positive solution of (1.3),(1.4), we shall seek a fixed point of the operator E
in the cone C. 
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It follows from (2.7) and (A4) that for y E C, 
T 
Z(-1)"-,,a,(k, e)u,(e)si(w(e), w(e),..., <_ E,v(k) 
~=0 
T 
<_ a,(k, e)v,(e)y,(v,(e), w(e),..., vm(e)), 
~=0 
Further, it is obvious from (4.4), (2.7), and (A5) that for y E C, 
kE I ,  l< i<m.  
(4.4) 
T 
Eiy(k) >_ y~(-1)~-,'G,(k,e)~,(e)f,(y(e)) > o, 
l=0 
kE I ,  l< i<m.  
Hence, Ey E C and we have shown that E maps C into itself. Also, since we are in the discrete 
context, it is immediate that E is completely continuous. 
LEMMA 4.1. Suppose that there exists a number b > 0 such that 
b 
f i (Y )<-~,  yE[O,b] m, 1<i<m.  (4.5) 
Then, 
PROOF. 
E (O(b)) c C(b) c 4(b). 
Let y E ¢(b). So y E [0, b] m. Using (4.4), (2.8), (4.5), and (4.1), we find for k E I, 
(4.6) 
T 
Eiy(k) < y~( -1)n-P 'G i (k ,  f)vi(f)f i(y(e)) 
£=0 
T 
< ~ IlCh(., elllv,(elA(y(e)) 
T b 
< ~,  IIa,(.,e)llv,(e)~ = b, 
~=0 
1<iKm.  
Thus, HEyH < b and we have Ey E C(b). Relation (4.6) follows immediately. 
THEOREM 4.1. Suppose that there ex/st numbers c~, fl, ~/ with 0 < a < fl < ~ such that the 
following hold for each 1 < i < m: 
(A) A(y) < ~/q~ rot y e [0, ~lm; 
(B) one of the following holds: 
(B1) limsupm,y 2 ..... ~m-~oo(fi(Yl, Y2,. . . ,Ym))/Yj  < 1/Qi for some j( i) E {1, 2,. . . ,  m}; 
(B2) there exists a number 77(> ~/) such that fi(y) < ~l/Qi for y E [0, ~/]m; 
(C) f l /Ri < fi(Y) < "r/Qi/:or y E [fl, 3,] m. 
Then, system (1.3),(1.4) has (at least) three positive solutions yl, y2, and y3 such that 
[- l 
m;  
(4.7) 
where for a real number b the function ~b : I --* R m is defined by 
( (b,b, . . . ,b) ,  
qOb(k) (o,o,...,o), 
k E Z[min jp j ,T  + maxj pj], 
k E I\Z[minj pj, T + maxj pj]. 
(4.8) 
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PROOF. We shall apply Theorem 2.1. First, by Lemma 4.1 and Condition (A), it is clear that 
E (C(a)) c_ C(a) c C(a). (4.9) 
Next, we shall show that Cond~ion (B) leads to the existence of a number A where A > ~/such 
that 
E (C'(A)) c O(A). (4.10) 
Obviously, if (B2) holds, then by Lemma 4.1 we have (4.10) with A = ~. If (B1) is satisfied, then 
for each 1 < i < m, there exist Ki > 0 and (i < 1/Qi such that 
f i (Yl ,Y2,. . . ,Ym) 
Yj 
< ~i, Yl, Y2,..., Ym > Ki. (4.11) 
Let Li = maxye[0,K~],,~ fi(Y), 
some j(i) • {1,2, . . . ,m},  
1 < i < m. Noting (4.11), it follows that for each 1 < i < m and 
fi(Y) <_ Li + ~ yj, y > O. (4.12) 
Now, let Ai, 1 < i < m be numbers atisfying 
)~i>max{9' ,  Li(-~i -~i) -1} (4.13) 
and define 
A= max Ai. (4.14) 
l< i<m 
For y • C(A) and k • I, an application of (4.4), (2.8), (4.12), (4.1), (4.13), and (4.14), successively 
provides 
Eiy(k) 
T 
g=0 
T 
<- E IlGi("e)llvi(g)(Li ÷ ~iyj(e)) 
g=0 
T 
<- E IIGi("~)llvi(g)(ii + ~iA) 
g=O 
= Qi(Li + ~iA) 
< Q~ [~ (~-~ - ~) + ~A] 
_< @ [A (~-~)+~]  =~, l< i<m.  
Therefore, IIEyll < A or Ey c C(A). Relation (4.10) is now immediate. 
Let 
A = C(A), A1 ---- {~P~, ~-y), U 1 = interior of A1, 
A: = C(a), and Us = C(a). 
Then, by (4.10) and (4.9), respectively, we have E(A) C A and E(A2) C A2. Further, (4.9) also 
provides E(A2) c_ U2 from which it follows immediately that E has no fixed points in A2\U2. To 
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apply Theorem 2.1, it remains to show that E(A1) C A1 and E has no fixed points in AI\U1. 
Let y E A1. It follows from definition (4.8) that 
[m, ] y~(e) e [~,~l, e~z npj ,T+ m~xpj ; 
(4.15) 
yi(~) = 0, gEZ\Z[mi jnpj ,T+maxpj] ,  l< i<m.  
In view of Condition (C) and (4.15), we find 
R---~/~ <fi(Y(~))< "Y~-~' [r~ ] g e Z npj,T + maxpj , l< i<m.  (4.16) 
Further, Condition (A) and (4.15) provide 
g E Z\Z [~mpj,T + mjaxpj] , l< i<m,  f~(y(~)) < Q,  
which, on combining with (4.16), gives 
{~ ~} 7 gc I ,  l< i<m.  (4.17) fi(Y(g)) < max , = Q-~, 
Now, using (4.4), (4.16), and (4.2), we obtain for k e Z[minj pj, T + maxj pj], 
T 
Eiy(k) > E (-1)n-p~Gi(k'~)ui(g)fi(Y(~)) 
~-----minj pj 
T 
> E (-1)u-p'Gi(k'g)ui(g)-~i 
(4.18) ~=minj pj 
T 
min E (-1)n-PzGi(k'e)Iti(e)~i 
~" kEZ[minj pj,Tq-rnaxj pj] ~=minj pj 
=~, l< i<m.  
Also, an application of (4.4), (4.17), and (4.1) yields for k G Z[miny pj, T + maxj pj], 
T T 
E~y(k) < ~ IIG~(.,e)llvde)f~(y(e)) < ~ IIG~(.,~)llv~(~), Qi - 7- (4.19) 
t?=O ~=0 
Coupling (4.18) and (4.19), we have 
< Eiy(k) < % 
which, on noting (4.8), provides 
l< i<m,  
F 1 
~a~(k) < Ey(k) < qa~(k), k E Z [~np j ,T  + mjaxpj] . 
Further, it is clear from the boundary conditions (1.4) that 
Eiy( k ) = O, k c I \  Z ~i, T + pi] , 1 < i < m. 
(4.20) 
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Since I\Z~o~, T + pi] D_ I \Z[minj  pj, T + maxj pj], 1 < i < m, it follows that 
Ey(k) =(0,0 , . . . ,0 ) ,  (4.21) 
Combining (4.20) and (4.21), we have Ey • U1. This means that E(A1) C_ U1 C A1 and E has 
no fixed points in AI\U1. 
We conclude by Theorem 2.1 that system (1.3),(1.4) has (at least) three positive solutions 
yl, y2, y3 • C(A) such that (2.1) holds. It is obvious that (2.1) reduces to (4.7). 
We shall now consider a special case of (1.3),(1.4), namely, system (1.4), 
(-1)n-p~Anyi(k) = di(k)f*(y(k)), k • Z[0, T], (1.3') 
where i = 1, 2 , . . . ,  m. With respect o system (1.3)', (1.4), it is assumed that fi* and di, 1 < i < m 
are continuous functions such that 
(A6) f * :  [0, (x~) m ~ [0, c~); 
(A7) di is nonnegative on Z[0, T] and is not identically zero on Z[pi, T]. 
REMARK 4.1. All the previous relations and results in Section 4 are valid with fi = f* and 
ui ~- vi --di, l< i<m.  
It is noted that now Ei defined in (4.3) becomes 
T 
Eiy(k) = ~-~(-1)n-P'Gi(k,g)di(l)f.~(y(g)), k • I, (4.22) 
~==0 
and 
T 
[Eiylo = n~[E iy(k) ]  = ~ ][Gi(.,e)[[di(i)f~(y(e)). (4.23) 
~=0 
We also introduce the constants 
T 
R~ -- min ~-~(-1)n-P~Gi(k,i)di(g), 
kEZ[pi,Tq-p~] £=0 
1 < i < m. (4.24) 
THEOREM 4.2. Suppose that there exist numbers a, ~, ~ with 0 < a < ]3 < ~/ such that for each 
1 < i < m, Conditions (A) and (B) of Theorem 4.1 are satisfied (with fi = f~ and vi = di), and 
(D) f ; (y)  > ~/R~ for y e [t3,~f] m. 
Then, system (1.3)', (1.4) has (at least) threepositive solutions yl, y2, and y3 such that 
j[yl][ < a; y~(k) > Z, keZ~i ,T+pi ] ,  l< i<m;  
Ily31[ > a and min min y3(k) </3. (4.25) 
l <i'(rn kEZ~v~,T-bp~] 
PROOF. We shall make use of Theorem 2.2. As seen from the proof of Theorem 4.1, Condition (B) 
leads to the existence of a number A(> 7) such that (4.10) holds. Thus, we have E : C(A) --~ C(A). 
Define ¢ : C --~ [0, oo) by 
¢ (y )= min min y~(k). 
l '~r (m kEZ[p~,Tq-p~] 
Obviously, ~b is a nonnegative continuous concave functional on C such that ¢(y) < [[y[[ for all 
yEC.  
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We shall now show that Condition (a) of Theorem 2.2 is fulfilled. Indeed, we have 
½ /3 /3 +----3') • (y • I >/3} o. 
v(k )= ~ 3", 2 ' "' 2 (4.26) 
Next, let y • C(¢,/3, 3'). Then,/3 < Ilyll -< 3' and so y(g) • [/3, 3']rn for g • I. Noting this as well 
as Condition (D) and (4.24), we find 
¢(Ev)  = 
> 
-- min 
l<~-<rn  
T 
min min E~y(k)= min min E(-1)"-P'G~(k,g)d~(g)f*(y(g)) 
l<~-<m keZ[p~,T+p~] l<r<m keZ[pT,T+p~] e=0 
T 
min min ~f"(-1)~-P'G,.(k,g)d~(g)--~ 
l<r<m keZ[p~,T+p~] ~=0 
/3=/3. 
Thus, ¢(Ey) >/3 for all y • C(¢,/3, 3')- 
Further, we observe from the proof of Theorem 4.1 that Condition (A) gives rise to (4.9). 
Hence, Condition (b) of Theorem 2.2 is satisfied. 
It remains to show that Condition (c) of Theorem 2.2 holds. Let 3' be large enough so that 
HEYl] , (>/3), (4.27) 3, >/3.  max 
- -  yeC(¢ ,B , )Q ,  HEyH>7 minl<r<m Kp,,~IE~yIo 
where Kp,,~ is given in Lemma 2.3. For y e C(~b,/3, ~) with I[Eyll > 3', an application of 
Lemma 2.3, (4.23), and (4.27) yields 
T 
¢(Ey) = min min .~-~(-1)n-P'Gr(k,g)dr(g)f.~(y(g)) 
l< ' r<m kEZ[p~-,T+p.r] ~=0 
T 
~-- l<mTi<nm E KP.,rI[Gr( " g) ]ldr(g)f; (Y(g)  
g=0 
= min Kp,,~lE~ylo 
l<~-<rn  
= min Kp,,-r lEvY]° 
l<~<m IIEyll IIEYll 
> min Kp, ~-lEvY]°- >/3. 
, HZy l t  7 - l<~-<rn 
Hence, ¢(Ey) >/3 for all y E C(~b,/3, A) with IIEyll > 7. 
By Theorem 2.2, system (1.3)', (1.4) has (at least) three positive solutions yl, y2,y3 E C(A) 
such that (2.2) holds. It is obvious that (2.2) reduces to (4.25). 
REMARK 4.2. Since R~ > Rilu,=d~, 1 <_ i <_ m, we see that (D) is a weaker condition than 
(c)ls~=z, , ,=v,=d, .  
The following two examples illustrate the applicability of Theorems 4.1 and 4.2. 
EXAMPLE 4.1. Consider the system 
-A3yl(k)  = F1 (k, Yl, Ayx, A2yl, Y2, Ay2, A2y2), 
-A3y2(k) = F2 (k, y i, LXyi, A2VI, Y2, Aye, LX~y~), 
yi(0) = Ayi(0) = yi(8) = 0, 
k e z[0, 51, 
k e Z[0, 51, 
i = 1, 2, 
(4.28) 
552 P . J .Y .  WONG 
where for i -- 1, 2, 
Fi (k, yl, Ayl ,  A 2yl, Y2, Ay2, A2y2) 
(1 + k) [(min{yl, y2} - 110) 0.95 -b 21 s in( l l l  min{yl, y2})[] 
= - [(min{yl, Y2} - 110) 0.95 + I s in ( l l l  min{yÂ, Y2})[], 
(1 + k)(1 + 2 Isin 1112I) - (1 + Isin 11121) ,
Yl,Y2 >_ 111, 
otherwise. 
We have m --- 2, y -- (Yl,Y2), T -- 5, and (n, pl,p2) = (3,2,2). Note that the functions Fi 
cannot be separated into the form di(k)f~(y). Thus, we can only use Theorem 4.1. 
Let, for i = 1, 2, 
(min{yl, Y2} - 110) 0.95 + I s in ( l l l  min{yl, y2})l, Yl, Y2 _> 111, 
fi(Y) ---- 1 + [sin 11121, otherwise. 
Then, for i -- 1, 2, 
_ { 
k~ (min{yl, Y2} - 110) 0.95 + 2[ s in( l l l  min{yl, y2})l 
(1 + , ~ ~ - 2 } - - - ~  ; T s ~ ~ : y 2 - ~  - 1, 
k" 1 + 2[ sin 1112[ 
(1+)  i~- ' i s~ - 1, 
and so we may pick 
yl, Y2 _> 111, 
otherwise 
ui(k) = 1 + k -  1 = k, vi(k) = (1 + k )2 -  1 = 2k + 1, i = 1,2. 
Clearly, Hypotheses (A4) and (A5) are satisfied. Further, using expression (2.6), we compute 
that  
5 5 
Qi = max ~-~(-1)3-p~Gi(k,~.)v~(~) = -~-~G~(6,~)vi(e) = 55, i = 1,2 
keg[o,s] e=o ~=o 
and 
5 5 
Ri= min ~-'~(-1)3-p~Gi(k,e)u~(g) 
kEZ[2,7] t=2 g=2 
= 
First, by taking a = 111, we see that for y E [0,a] 2, 
= 1.964, i = 1,2. 
o~ 
f i(y) _< 2 < ~ = 2.018, i=1 ,2 .  
Thus, Condition (A) is fulfilled. 
Next, Condition (B1) is satisfied since 
lim f~(Y-----~)= lim (min{yl 'Y2}- l lO)° '95-b ls in( l l lmin{y1'Y2})[=O,  i=  1,2. 
yl ,y2--~oo Y2 yl,y2--*oo Y2 
It remains to find some D and 3' such that Condition (C) holds. Since D,3' > a -- 111, it is 
clear that 
(13- 110) 0.95 < f/(y) < (3' - 110) 0.95 + 1, y E [f~,3']2, i -- 1,2. 
Therefore, (C) is satisfied provided that for i = 1, 2, 
f~ 3" R-~- < 03 - 110)°95 and (3' - 110) 0.95 4- 1 < Q--~-.. 
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Solving the above inequalities, we get 
330.1 <_ ~ _< 7.292 x 105 and 7 > 6.416 x 1034. (4.29) 
Hence, Condit ion (C) holds for any ~3 and V within the above ranges. 
Now, we conclude by Theorem 4.1 that  system (4.28) has (at least) three positive solutions 
yl ,  y2, and y3 such that  (4.7) holds. In view of (4.29) from (4.7), we further obtain 
7.292 × 105 < yl(k) < 6.416 x 1034, k • Z[2,7], i = 1,2; Ily2ll <111; 
jly3jl > 111 and ~7.292X105 ~ y3 ~ ~6.416x1034. 
EXAMPLE 4 .2 .  Consider the system 
6 
-A3y i (k )  -- 1 + cosa[k(k - 1)(8 - k)] 2 f*(Yl, Y2), 
y~(0) = Aye(o) = y~(8) = 0, 
k • z [0 ,  5], 
i=  1,2, 
(4.30) 
where for i = 1, 2, 
1 + COS 4 YlY2, 
f~(Yl, Y2) ~--- exp(yl  - 111) + cos 4 YlY2, 
exp(6) + cos 4 117y2, 
Yl -< 111, 
111 < Yl -< 117, 
Yl _> 117. 
In this example, we have m = 2, y = (yl,y2), T = 5, (n,pl,p2) = (3,2,2), and 
6 
di(k) = 1 + cos4[k(k - 1)(8 - k)] 2' i = 1, 2. 
Clearly, Hypotheses (A6) and (A7) are fulfilled. From (2.6), we compute that  
5 5 
Qi = - E Gi(6, g)di(g) = 43.34, R~ = - E Gi(2, g)di(g) = 13.04, 
g=O e=o 
i=  1,2. 
We shall employ Theorem 4.2. First, pick a = 111 so that  for y E [0, a] 2, 
f*(y) ~ 2 < ~ = 2.561, i = 1,2, 
i.e., (A) is satisfied. 
Next, since 
lim f~(Y) - lim exp(6) -[- COS 4 117y2 = 0, i = 1, 2, 
yl ,y2""*Oo Y2 yl ,y2""*oo Y2 
Condit ion (B1) is met. 
We shall now find some j3 and V such that  Condition (D) is fulfilled. 
CASE 1. 111 < ~3 < 117. Then, in order that  (D) holds, we set for y E [t3, ~]2, 
f*(y) >_ exp(fl - 111) > ~. ,  i = 1,2. 
The above inequality is satisfied if 
113.2 </3  _< 117. (4.31) 
We may take ~ > 117. 
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CASE 2. /3 > 117. Then, (D) is met provided that for y E [/~,~/]2, 
f * (y )  > exp(6) > ~-7,, i = 1, 2. 
This is true if 
117 _</3 _< 5260. (4.32) 
Thus, we may choose ~/> 5260. 
By Theorem 4.2, system (4.30) has (at least) three positive solutions yl, y2, and y3 such that 
(4.25) holds. Noting (4.31), it follows from (4.25) that 
Hyll[ < 111; y2(k) > 117, k E Z[2,7], i = 1,2; 
tly3[[ > 111 and min min y3(k) < 113.2. (4.33) 
~=1,2 kez[2,T] 
Likewise, in view of (4.32), we see that system (4.30) has (at least) three positive solutions yl, ya, 
and y5 satisfying 
Ilyllt < 111; y~(k) > 5260, k E Z[2,7], i = 1,2; 
Ily511 > 111 and min min ySi(k ) < 117. (4.34) 
i=1,2 kEZ[2,T] 
It is noted that y2(y3) may coincide with y4(y5). In fact, one positive solution is y l (k )  = y2(k) = 
k (k  - 1)(8 - k) and ]]yi] = 60 falls within the ranges given in (4.33) and (4.34). 
5. RADIAL SOLUTIONS FOR 
PARTIAL DIFFERENCE EQUATIONS 
In this section, we shall use the following notations: 
-- (k l , . . . ,  k,~), where kj E N, 
a= kl k, eZ[O, rl , U= 
r----1 
l< j<n,  
7"=1 
For 1 _< q < n, define the partial difference operator Aq as 
Aqz  (k )  = z(k l ,  . . . , kq - l ,  kq + 1, k.q+l, . . . , kn) - Z(kl ,  . . . , kn) 
and for n > 2, Aqz(l¢) = Aq(A~-lz(I¢)). 
Let Q be a nonempty subset of {1, 2 , . . . ,  n}. We shall consider the system 
z 
qEQ 
A~wi(0,0, . . . ,0) = 0, O<j<_p~- l ,  qEQ,  (5.1) 
A~wi (k )=0,  /¢EAi, O<_ j<n-p i -1 ,  qEQ,  
i -- 1 ,2 , . . . ,m.  
It is assumed that f* and Di, 1 < i < m are continuous functions uch that (A6) is satisfied and 
(A8) Di : fl -* [0, c~), Di is not identically zero on Pi, and there exists some continuous function 
di : Z[0, T] --* [0, oc) so that 
By using the results obtained earlier, we shall establish the existence of (at least) three positive 
radial solutions for system (5.1). Formally, we have the following defi.nition. 
Triple Positive Solutions 555 
DEFINITION 5.1. We say that  w(k) = (Wl(k),w2(k),.. .  ,Wrn(k)) is a radial solution of (5.1) if 
and only if 
(a) w(/¢) is defined for/¢ E U; 
(b) w(k) satisfies (5.1); 
(c) there exist functions yi, 1 < i < m defined on I such that 
wi(k )=Y i (~kT- )  kEN, X<i<m.  
THEOREM 5.1. 
i<m.  
~<w i '@)<% EkT-EZ npj,T+maxpj 
7-=1 
a@)  <a,  ~:EU, l< i<m;  Wi 
max maxw3 @)>a 
l<i<m kEU 
Let the conditions of Theorem 4.1 be satisfied with fi = f* and ui -- vi = di, 1 <_ 
Then, system (5.1) has (at least) three positive radial solutions w 1, w 2, and w 3 such that 
l< i<m;  
and @ ~ W 3 ~ ~,, 
E kT- E Z "npj ,T + maxpj , 
7-=1 
] kT- ~ I \ z  np j , r  + ma~p, . 
7"=1 
where for a real number b the function ~b : U --* R m is defined by 
(0,0,...,0), 
(5.2) 
(5.3) 
We shall prove that W L : (wl,L W2,... , L  W L) is a (positive) radial solution of system (5.1). 
To begin, noting (5.4), we see that for 0 _< j _< n and 1 < i < m, 
AJy~ k, Z ( -1 ) "  j L = a Yi kT -+ j -a  
7-=1 .=0 (5.5) 
J E(_lV{J~wL(ki," , kq_ l ,kq_[_ j  G, kq+l ' kn ) j L (~)  -- ~ AqW i~G] i . . . . .  ' 
a=O 
where q E {1, 2, . . . ,  n} is arbitrary. 
Next, using (A8),(5.4) and the fact that yL is a solution of (1.3)', (1.4), we get for /¢ E ~ and 
l< i<m,  
(5.6) 
= (-1)~-,,zxny~ k~ 
= (--I)~-P'AqWL @) ", 
1 < i < m. (5.4) 
PROOF. By Theorem 4.1, system (1.3)', (1.4) has (at least) three positive solutions yl, y2, and y3 
fulfilling (4.7). 
Let L E {1, 2, 3}. Define, for ]¢ E U, 
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where the last equality is due to (5.5)]j=n and q E (1, 2, . . . ,  n} is arbitrary. Summing (5.6) over 
q E Q, we immediately obtain 
( _ l )n -p ,~ n L L 
kE~, l< i<m.  
Further ,  an appl icat ion of (5.5) and the fact that  yL fulfills the boundary  condit ions (1.4) yields 
for l< i<m,  
j L Aqwi(O,O,...,O)=AJyL(O):O, O<_j<_pi--1, qEQ (5.s) 
and for/¢ E Ai, 
Aqwij L (~)  =AjyL(T+pi+l )=O,  O<j<n-pi-1,_  qEQ.  (5.9) 
-- (Wl,  w2 , . . .  , w L )  is indeed a (posit ive) radial  Having establ ished (5.7)-(5.9), we see that  W L L L 
solut ion of (5.1). Further,  relation (5.2) follows from (4.7) and (5.4). The proof of the theorem 
is complete. 
THEOREM 5.2. Let  the Conditions of  Theorem 4.2 hold. Then, system (5.1) has (at least) three 
posit ive radial solutions w 1, w 2, and w 3 such that 
1 (~)< (~, kEU,  l< i<m;  w i 
n 
 k -EZ[p,,r+pi] l< i<m;  (5.10) W i 
" r : l  
maxw3(k~, \ ] >(~ and min min w3(k~-, z <8. max 
l( i<rn kEU l~i~rn ~¢=1 k~eZ[p~,T+p~] 
PROOF. Here, we employ Theorem 4.2 and a similar argument as in the proof of Theorem 5.1. 
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