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1 Introduction
The field of particles physics aims to understand the fundamental particles in our universe
and the manner in which they interact. The most successful theory for their description is
called the standard model of particle physics. Developed, tested and refined over many
decades, it is not only able to describe the known particles but was also able to predict the
existence of, as of then, undiscovered particles, which were all later observed. For a long
time, the last of these undiscovered particles was the Higgs boson, whose prediction is a
consequence of a mechanism to explain the observed masses of the particles. It was finally
discovered in 2012 by the ATLAS and CMS experiments at the Large Hadron Collider
(LHC) at CERN [1–3]. In the Higgs mechanism, the fundamental particles acquire their
mass through interaction with the Higgs field. However, not all of these interactions have
been directly observed yet, leaving open the questions whether the mechanism is the whole
source of the particle masses and whether the interaction has the predicted structure. And
although, with the observation of the Higgs boson, the standard model is now complete,
there are many phenomena in nature that are not explained by the standard model. This
suggests that the standard model in its current form has to be extended or superseded by
a more fundamental theory of nature.
To study the properties of particles or to discover new particles, experiments have to be
conducted. The Large Hadron Collider at CERN is currently the most powerful particle
collider, allowing access to the highest energies ever achieved in a laboratory setting. With
it, two proton beams are accelerated up to energies of 6.5 TeV and subsequently brought to
collision to conduct scattering experiments. The particles created in these collisions are
measured and analyzed by the ALICE, ATLAS, CMS and LHCb experiments.
In the standard model, the interaction between the Higgs boson and fermions is a Yukawa
interaction with a coupling strength proportional to the mass of the interacting fermions.
Since the top quark is the heaviest known particle, processes involving the interaction
between a Higgs boson and top quarks are of special interest for a study of the Yukawa
interaction. While the decay of a Higgs boson into a top quark-antiquark pair is not
possible, the Yukawa coupling can be accessed by studying the production of a Higgs boson
in association with one or more top quarks. The cross section for the production of a
Higgs boson in association with a top quark-antiquark pair (ttH) is directly related to the
absolute value of the Yukawa coupling constant. A Higgs boson can also be produced in
association with a single top quark (tH). Although the cross section for tH production
is much smaller than that for ttH production, it is sensitive to the sign of the Yukawa
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coupling constant relative to the sign of the coupling constant for the interaction between
a Higgs boson and vector bosons.
In this thesis, data recorded with the Compact Muon Solenoid (CMS) experiment at the
LHC are analyzed to study the production of ttH with the subsequent decay of the Higgs
boson into a bottom quark-antiquark pair (ttH(bb)) and a semi-leptonic decay of the top
quark-antiquark pair in proton-proton collisions at a center-of-mass energy of 13 TeV. To
measure the production cross section of this process, compatible events are selected from
data corresponding to an integrated luminosity of 77.4 fb−1. Top quarks almost always
decay to a bottom quark and a W boson, which in turn decays to either a quark-antiquark
pair or a lepton and a neutrino. Events are therefore required to contain one lepton and
multiple jets, several of which are required to be compatible with originating from bottom
quarks. The sample of selected events contains a large background of top quark-antiquark
pair production with an irreducible component consisting of top quark-antiquark pairs
produced in association with bottom quark-antiquark pairs. To increase the sensitivity
to ttH(bb) production, phase space regions enriched in signal events are constructed
using multivariate analysis methods. The numbers of events observed in these regions
are compared to predictions made by the standard model to extract the cross section
for ttH(bb) production relative to its standard model prediction. The analysis in the
semi-leptonic decay channel of the top quark-antiquark pair is subsequently combined with
analyses performed in other decay channels of the top quark-antiquark pair to further
increase the sensitivity to ttH(bb) production. The results of the analysis had already been
published prior to this thesis, albeit in less detail, in Refs. [4, 5].
In Chapter 2, the necessary theoretical foundation is established. The standard model
and the Higgs mechanism are introduced, the prediction of observables at the LHC is
discussed and the relevant production and decay modes of the Higgs boson and the top
quark are discussed. In Chapter 3, a brief introduction to the LHC at CERN and the CMS
experiment is given. The statistical methodology for the comparison of recorded data to
simulated data and the calculation of the results of the analysis is discussed in Chapter 4.
This is followed by a description of the multivariate analysis methods relevant to this thesis
in Chapter 5. In Chapter 6, the reconstruction, calibration and identification of physics
objects, such as jets and leptons, are discussed. Furthermore, the identification of b jets,
the triggers used for the selection of events and corrections applied to simulated data are
discussed. The details of the ttH(bb) analysis are discussed in Chapter 7. This includes
a discussion of the event selection, the samples of recorded and simulated data, as well
as the separation of signal and background events with the help of multivariate methods.
The systematic uncertainties affecting the analysis are discussed in Chapter 8. The results
of the analysis are presented in Chapter 9. First, results of the ttH(bb) analysis in the
semi-leptonic decay channel of the top quark-antiquark pair are discussed, followed by a
discussion of the combination with the analyses in the other decay channels. Subsequently,
combinations with other Higgs boson analyses performed by the CMS Collaboration and
results of other analyses of the top-Higgs Yukawa coupling are discussed. In Chapter 10,
projections for future ttH(bb) analyses at the planned High Luminosity LHC are performed
and studies, performed by students at the Karlsruhe Institute of Technology (KIT), on the
improvement of the ttH(bb) analysis are discussed. In the final Chapter 11, a summary of
the analyses is given and conclusions are drawn.
2
2 Theoretical foundations
The best known description of the fundamental particles and their interactions is given
by the standard model of particle physics (henceforth only called the standard model or
SM). It is an experimentally well tested theory and, as of today, no significant deviations
from the predictions made by the SM have been observed. Several particles have been first
predicted by the standard model for reasons of mathematical consistency and have been
experimentally observed only later. One of these particles is the Higgs boson, which is
studied in this thesis.
Section 2.1 aims to give a brief overview over the standard model, motivate the introduction
of the Higgs boson and introduce important concepts. In this thesis, the production of a
Higgs boson in association with a top quark-antiquark pair (ttH) is studied using scattering
experiments performed at the LHC. A brief description about the calculation of cross
sections for processes occurring at hadron colliders such as the LHC will be given in Sec. 2.2.
The data produced in scattering experiments is usually compared to theoretical predictions
with the help of simulated events. The generation of simulated data will be discussed in
Sec. 2.3. For the analysis of the ttH process it is necessary to understand how top quarks
and Higgs bosons can be produced at the LHC and how they decay. A discussion about
top quark processes at the LHC will be given in Sec. 2.4. This is followed by a discussion
about Higgs boson production and decay modes in Sec. 2.5.
Throughout this thesis the common convention 𝑐 = ~ = 1 is followed.
2.1 The Standard Model
The standard model of particle physics (SM) is a theory describing all known fundamental
particles and their interactions. The particles are classified into two groups depending on
their spin: fermions and bosons. Fermions have half-integer spin and will be discussed in
the first part of this section. The particles of the standard model interact through four
fundamental forces. These are the gravitational force as well as the electromagnetic, weak
and strong interactions. In the SM the electromagnetic, weak and strong interactions are
mediated by gauge bosons and mathematically described in a unified theoretical framework.
The gauge bosons have a spin of one and will be introduced in the second part of this
section. The fourth force, gravity, can, as of today, not be described in the same theoretical
framework as the other interactions. The standard model therefore only describes the
electromagnetic, weak and strong interactions. The effect of gravitation on the fundamental
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particles can be neglected at the energies accessible with currently existing experiments.
The discussion of the history and properties of the fermions and bosons is based on Ref. [6].
The mathematical formulation of the SM is in the form of quantum field theories (QFTs).
In this framework, particles are represented by quantum fields, quantized excitations of
which are interpreted as individual particles. The interactions of the fields are expressed in
the Lagrangian density of the theory with which the dynamics of the fields can be derived.
In the third part of this section, a brief overview of the QFT describing the electromagnetic,
weak and strong interactions is given. As will be seen, the unified description of the
electromagnetic and weak interactions will give rise to an additional spin-0 boson: the
Higgs boson.
2.1.1 Fermions
The fermions of the SM consist of six quarks, three charged leptons and three neutrinos.
They are summarized in Tab. 2.1 and differ in their masses as well as in the types of charges
they carry. For each fermion there exists a corresponding antiparticle with the same mass
but opposite charges. All particles carrying electric charge interact electromagnetically.
Particles carrying color charge interact via the strong interaction. All left-handed fermions
and right-handed antifermions carry the charge of the weak interaction called weak isospin.
For the right-handed fermions and left-handed antifermions the weak isospin is zero and
they do not interact via the weak interaction. The quarks as well as the charged leptons
and neutrinos are grouped into three generations based on their behavior with regard to
the weak interaction. Charged leptons and neutrinos only interact weakly with charged
leptons and neutrinos of the same generation and the weak interaction between quarks of
the same generation is stronger than that between quarks of different generations.
For unknown reasons the masses of the fermions differ drastically. The top quark, for
example, has a mass of about 173 GeV [7] and is about 170 times heavier than the proton,
whereas the masses of the neutrinos are very small. For these, only upper limits can be
calculated based on the observation of neutrino oscillations, described in Refs. [8,9] or direct
measurements such as for example with the KATRIN experiment, described in Ref. [10],
in which an upper limit of 1.1 eV at the 90% confidence level was found for the lightest
neutrino.
Only the fermions of the first generation are stable. Those of higher generations ultimately
decay to stable fermions. Furthermore, quarks cannot be observed as free particles and
always form bound states called hadrons. The most stable ones of these are the proton
made out of two up quarks and one down quark, and the neutron made out of one up
quark and two down quarks. For this reason, ordinary macroscopic matter consists of
protons, neutrons and electrons. Not surprisingly protons, neutrons and electrons were
therefore, together with the photon, the first particles that had been known. Later, the
electron neutrino was added to explain the energy spectrum observed in 𝛽-decays. The
list of known particles was further extended by the muon, muon neutrino and the pion,
which were all discovered in astroparticle experiments. Following this, a whole “zoo” of
new particles was discovered. It was observed that the properties of these particles could
be explained if they were bound states of either two or three undiscovered particles with
fractional electric charge, which were called up quark, down quark and strange quark as
discussed in Refs. [11,12]. The existence of quarks was later confirmed by deep-inelastic
scattering experiments, described in Ref. [13]. The charm quark was postulated to explain
observed anomalies of flavor-changing neutral currents and was later discovered by two
independent experiments, which is described in Refs. [14–17]. This was followed by the
discovery of the 𝜏 -lepton, described in Ref. [18] and the bottom quark, described in Ref. [19].
Then in the year 1995 the top quark was discovered by the CDF and DØ Collaborations at
4
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Table 2.1: The three generations of fermions of the standard model. The electric charge,
weak isospin 𝑇3 and color determine by which interactions they interact. Only
left-handed fermions and right-handed antifermions carry T3 ̸= 0. The right-
handed fermions and left-handed antifermions are isospin singlets with T3 = 0.
For masses without indicated uncertainties, the corresponding uncertainties
were too small to reasonably be displayed in this table. Information taken from
Ref. [7].
particle gen. electric charge T3 color mass
up (u) 1 2/3 1/2 r,g,b 2.2+0.5−0.3 MeV
down (d) 1 −1/3 −1/2 r,g,b 4.7+0.5−0.2 MeV
electron neutrino (𝜈𝑒) 1 0 1/2 none < 1.1 eV
electron (e) 1 −1 −1/2 none 0.511 MeV
charm (c) 2 2/3 1/2 r,g,b 1.27± 0.02 GeV
strange (s) 2 −1/3 −1/2 r,g,b 93+11−5 MeV
muon neutrino (𝜈𝜇) 2 0 1/2 none < 0.19 MeV
muon (𝜇) 2 −1 −1/2 none 105.7 MeV
top (t) 3 2/3 1/2 r,g,b 172.76± 0.30 GeV
bottom (b) 3 −1/3 −1/2 r,g,b 4.18+0.03−0.02 GeV
tau neutrino (𝜈𝜏 ) 3 0 1/2 none < 18.2 MeV
tau (𝜏) 3 −1 −1/2 none 1776.86± 0.12 MeV
the Tevatron collider as described in Refs. [20,21]. The last known fermion to be discovered
was the 𝜏 -neutrino, as discussed in Ref. [22].
2.1.2 Gauge bosons and interactions
The particles of the standard model interact via the electromagnetic, weak and strong
interactions which are mediated by so-called gauge bosons with spin 1. The properties of
the gauge bosons are summarized in Tab. 2.2.
The electromagnetic interaction is described by a relativistic quantum field theory called
quantum electrodynamics (QED), which is described in Refs. [23–25]. It is mediated by the
massless photon. Since the photon is massless and does not carry electromagnetic charge
itself, the range of the electromagnetic interaction is infinite.
The weak interaction is mediated by the Z boson and the W± bosons. The charge of
the weak interaction is called weak isospin 𝑇3 and depends on the chirality, i.e. the “the
handedness”, of the fermions, a phenomenon called parity violation, which was observed
in Ref. [26]. The chirality of a fermion is defined by the 1± 𝛾5 operator and for particles
moving at the speed of light it is identical to the helicity which is the projection of the
spin on the direction of the momentum. Only left-handed fermions and right-handed
antifermions carry weak isospin 𝑇3 ≠ 0 and can interact with the W± and Z bosons.
Therefore the weak interaction also separately violates the charge symmetry. For example,
under the parity transformation, a left-handed fermion, which carries weak isospin and
therefore interacts via the weak interaction, turns into a right-handed fermion which does
not carry weak isospin. Similarly, under the charge transformation the left-handed fermion
turns into a left-handed antifermion, which also does not carry weak isospin. Under the
5
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simultaneous transformation of charge and parity, however, a left-handed fermion turns
into a right-handed antifermion, which does carry weak isospin and interacts in the same
way as the left-handed fermion. Therefore the weak interaction conserves CP-symmetry, at
least in the lepton sector as will be discussed in a moment. The W± bosons interact either
with a lepton and a neutrino of the same generation or with a pair of quarks with different
isospins. This leads to the interesting effect that leptons and neutrinos are able to transition
into each other given that they are of the same generation. Similarly, up-type quarks and
down-type quarks are able to transition into each other. The relative probabilities for
the transitions between quark flavors are described by the Cabibbo-Kobayashi-Maskawa
(CKM) matrix, which is discussed in Refs. [7, 27, 28]. It is a unitary 3× 3 matrix with a
complex phase. The absolute values of the elements of this matrix can be measured in
experiments, such as those summarized in Ref. [7] and are found to be⎛⎝|𝑉ud| |𝑉us| |𝑉ub||𝑉cd| |𝑉cs| |𝑉cb|
|𝑉td| |𝑉ts| |𝑉tb|
⎞⎠ =







The probabilities for transitions in the same generation are shown in the diagonal elements
and are significantly larger than those in the off-diagonal elements describing transitions
into other generations. This complex phase allows the weak interaction to violate the
CP-symmetry in the quark sector since it changes its sign under simultaneous charge and
parity transformation. The rates for processes involving interference terms with the CKM
matrix elements are then different for the same process after CP-transformation. CP
violation can be observed in experiments, for example in the oscillation between neutral
kaons and their antiparticles or in the decays of kaons, as described in Refs. [29,30]. The
Z boson always interacts with pairs of particles and corresponding antiparticles. The Z
boson carries 𝑇3 = 0 while the W± bosons carry a weak isospin of 𝑇3 = ±1 as well as
electromagnetic charge. Therefore W bosons can interact with each other, the Z boson
and the photon as long as all quantum numbers are conserved, giving rise to interaction
vertices involving three or four of these gauge bosons. The W and Z bosons have large
masses, which together with their ability to interact with each other, leads to a very short
range for the weak interaction. The quantum field theory describing the weak interaction
is formulated together with the electromagnetic interaction in a unified theory as described
in Refs. [31–33]. This unification also requires the existence of a new particle called the
Higgs boson, which was postulated in Refs. [34–36] and later observed by the CMS and
ATLAS experiments at the LHC as described in Refs. [1–3]. The Higgs mechanism and the
Higgs boson will be discussed further below.
The strong interaction is mediated by gluons and affects all particles carrying color charge.
There are three types of color charge, often called red, green and blue. Quarks carry
one type of color and antiquarks carry anticolor, while gluons carry a combination of
color and different anticolor and can therefore interact with each other. A property of
the strong interaction called color confinement implies that only particles in color singlet
states can be observed. These can be reached in bound states of a quark and an antiquark
with equal color and anticolor (mesons) or in bound states of three quarks with all three
colors (baryons) 1. As a consequence, quarks cannot be observed on their own. The energy
required to separate a single quark from such a bound state increases with the separation
distance until it exceeds the energy required for the production of a new quark-antiquark
pair. These then recombine with the separated quark and the bound state to again form
color singlet states. The interactions of gluons with each other also leads to an effect
called asymptotic freedom where the strength of the strong coupling constant decreases
1This requirement of color neutral singlet states is reminiscent to the behavior of the real primary colors
when mixed together.
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with increasing energy. For this reason quarks with high energies can be approximately
described as free quarks. The strong interaction is described by the theory of quantum
chromodynamics (QCD) which is discussed in Refs. [37–39].
2.1.3 Qauntum field theories and the Higgs mechanism
In the following a brief overview of the mathematical formulation of the SM is given,
with the aim to motivate the Higgs mechanism. If not otherwise stated, the presented
information is based on Refs. [6,40]. A more thorough discussion of the SM and an overview
over its current status is given in Ref. [7].
The SM is formulated in terms of relativistic quantum field theories, or more specifically in
terms of gauge theories. Particles are interpreted as excitations of quantum fields which are
represented by field operators 𝜑(𝑥), where 𝑥 denotes a coordinate in four-dimensional space-
time. The dynamics and interactions of the fields are described by the scalar Lagrangian
density 2:




The equations of motion for the fields are obtained by application of Hamilton’s principle,










As an example, in a theory with one scalar field with a mass 𝑚 and an no interactions the






and application of the Euler-Lagrange equation results in the equation of motion, called
Klein-Gordon equation, for such a field,
(𝜕𝜇𝜕𝜇 −𝑚2)𝜑 = 0. (2.5)
In gauge theories it is required that the Lagrangian is invariant under local transformations
of some theory specific symmetry group. To make usable predictions, the theories should
be renormalizable, which means that all observable quantities can be calculated to finite
values. Renormalization and renormalizability will not be discussed here, but it was shown
that gauge theories are renormalizable [41,42]. In the following the gauge theories of the
standard model will be introduced.
2The Lagrangian density is colloquially also simply called Lagrangian although the Lagrangian is already
defined as 𝐿 =
∫︀
ℒ d3𝑥.
Table 2.2: The gauge bosons of the standard model. Indicated are which particles mediate
which interaction and which charges they carry. The gluons always carry two
color charges, one color and a different anticolor. All gauge bosons have spin 1.
Information taken from Ref. [7].
particle interaction charge isospin T3 color mass
photon (𝛾) electromagnetic 0 0 none –
W± electroweak ±𝑒 ±1 none 80.379± 0.012 GeV
Z electroweak 0 0 none 91.1876± 0.0021 GeV




The electrodynamic interaction between charged fermions is described by quantum electro-
dynamics (QED), which is a gauge theory with the symmetry group U(1). The fermions
are represented by four-component Dirac spinors 𝜓(𝑥), which can be decomposed into
operators that create or annihilate particles or antiparticles of different momenta and spin.
For one fermion with a mass 𝑚, the Lagrangian density describing the dynamics without
interactions is given by
ℒD = 𝜓(𝑥)(i𝛾𝜇𝜕𝜇 −𝑚)𝜓(𝑥), (2.6)
where the 𝛾𝜇 are the Dirac matrices. The equation of motion for this field is the well known
Dirac equation
(i𝛾𝜇𝜕𝜇 −𝑚)𝜓 = 0. (2.7)
The Lagrangian density should be invariant under transformations of the local U(1)




To make the Lagrangian density invariant under the local transformation, the derivative
𝜕𝜇 is replaced by the covariant derivative
𝜕𝜇 → 𝐷𝜇 = [𝜕𝜇 + i𝑞𝐴𝜇(𝑥)], (2.10)
which transforms in the same way as the field 𝜓(𝑥) and adds a new term to the Lagrangian:
ℒI = −𝑞𝜓(𝑥)𝛾𝜇𝐴𝜇𝜓(𝑥). (2.11)
Terms with multiple fields correspond to interactions between the fields with strengths
corresponding to their numerical coefficients. In this case, it is the interaction between a
fermion field, an antifermion field and the vector field 𝐴𝜇 with coupling constant 𝑞. The
introduced field 𝐴𝜇 is a vector field (it has spin 1) and has to transform as
𝐴𝜇(𝑥)→ 𝐴𝜇(𝑥) + 𝜕𝜇𝛼(𝑥) (2.12)
for the Lagrangian density to be invariant under the local transformation. The dynamics








with 𝐹𝜇𝜈 ≡ 𝜕𝜇𝐴𝜈 − 𝜕𝜈𝐴𝜇. Application of the Euler-Lagrange equation results in the Proca




𝐴𝜈 = 0. (2.14)
The Lagrangian density ℒA is invariant under the local gauge transformation if the mass
of the particle 𝐴𝜇 is zero. The full Lagrangian density of the gauge theory is then
ℒQED = ℒD + ℒA + ℒI = 𝜓(𝑥)(i𝛾𝜇𝜕𝜇 −𝑚)𝜓(𝑥)−
1
16𝜋𝐹
𝜇𝜈𝐹𝜇𝜈 − 𝑞𝜓𝛾𝜇(𝑥)𝐴𝜇𝜓(𝑥). (2.15)
Therefore the requirement of invariance under U(1) symmetry leads to the introduction of
a massless spin 1 boson 𝐴𝜇, the photon, that couples to a fermion and an antifermion with
a strength 𝑞, the electric charge.
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Quantum chromodynamics
The strong interaction is described by quantum chromodynamics (QCD), which is a non-
abelian gauge theory with a SU(3) symmetry group and is discussed in Refs. [37–39]. Quarks
are spin 12 fermions and represented by Dirac spinors. In contrast to QED there are now




⎞⎟⎠ , Ψ̄(𝑥) = (𝜓r(x), 𝜓g(x), 𝜓b(x)), (2.16)




Ψ̄𝑓 (𝑥)(i𝛾𝜇𝜕𝜇 −𝑚)Ψ𝑓 (𝑥) (2.17)
where the sum is performed over all flavors. The SU(3) is generated by the eight Gell-Mann
matrices 𝜆𝑖 and local transformations of the fields can be written as
Ψ𝑓 (𝑥)→ 𝑒−i𝑔s
∑︀7




𝑖=0 𝜆𝑖𝛼𝑖(𝑥)Ψ̄𝑓 (𝑥). (2.19)
To make the Lagrangian density gauge invariant, the normal derivative 𝜕𝜇 is replaced by a
covariant derivative




where the 𝐺𝜇,𝑖(𝑥) are vector fields called gluons. They have to transform as
𝐺𝜇,𝑖(𝑥)→ 𝐺𝜇,𝑖(𝑥) + 𝜕𝜇𝛼𝑖(𝑥) + 𝑔s𝑓𝑖𝑗𝑘𝛼𝑗(𝑥)𝐺𝜇,𝑘(𝑥) (2.21)












𝑖 (𝑥) + 𝑔s𝑓𝑖𝑗𝑘𝐺𝜇,𝑗(𝑥)𝐺𝜈,𝑘(𝑥). (2.23)
The complete Lagrangian density of QCD is then
ℒQCD = ℒD + ℒG + ℒI. (2.24)
Fully expanding this Lagrangian density leads to terms describing interactions between
a gluon, a quark and an antiquark of the same flavor and opposite color, meaning that





During the formulation of a gauge theory describing the weak interaction several complica-
tions arise. From experimental observation it is known that only left-handed particles (and
right-handed antiparticles) have isospin |𝑇3| = 12 and interact weakly while right-handed
particles (and left-handed antiparticles) are isospin singlets with 𝑇3 = 0, thereby violating
parity. Interactions with the W boson occur between charged leptons and neutrinos of
the same family and between up-type quarks and down-type quarks, while interactions
with the Z boson only involve pairs of particles of opposite charge. This suggests that the
symmetry group should be the SU(2) for the weak isospin 𝑇3. Furthermore, the W and Z
bosons have a finite mass.
The chiral components of a Dirac spinor can be projected by
𝜓R/L(𝑥) = 12(1± 𝛾
5)𝜓(𝑥). (2.25)
The fermions are then grouped into left-handed isospin doublets and right-handed isospin











, (𝑒)R, (𝑢)R, (𝑑)R. (2.26)
Right-handed neutrinos do not interact with anything in the standard model and might
therefore be treated as non-existing.
Assuming zero neutrino masses, the Lagrangian density for one generation of leptons can
be written as







where the coordinate dependence of the 𝜓(𝑥) is omitted and the notation /𝜕 = 𝛾𝜇𝜕𝜇 is
introduced. The Lagrangian density for quarks is similar with the exception that there
are also right-handed quark singlets. It is found that this Lagrangian density cannot be
made invariant under local SU(2) symmetry while the masses of the fermions are finite. If
the fermions were massless one could introduce an appropriate covariant derivative leading
to three vector fields. As before, the vector fields have to be massless to make their own
Proca Lagrangian density invariant under local SU(2) transformations. It is however known
that the fermions as well as the bosons have finite masses. This problem is solved by
first formulating the theory for massless particles and then generating the particle masses
through the Higgs mechanism.







the Lagrangian density for the now massless fermions can be rewritten as




The Lagrangian density is invariant under global SU(2) transformations where right-handed
singlets transform as isoscalars
𝜓R → 𝜓R (2.30)









with the 𝜏j denoting the Pauli matrices, which are the generators of SU(2), and the Einstein
summation convention being used. The Lagrangian density is also invariant under the
global U(1) transformation
𝜓 → 𝑒i𝛽𝑌 𝜓,𝜓 → 𝑒−i𝛽𝑌 𝜓, (2.33)
where 𝜓 stands for any lepton field. The quantity 𝑌 is called hypercharge and is connected
to the electric charge and the third component of isospin via
𝑌 = 2(𝑄− 𝑇3) (2.34)
Together with the invariance under global SU(2)×U(1) transformations this suggests that
this is a theory describing the weak interaction together with the electrodynamic interaction.
To make the theory invariant under local the SU(2)×U(1) transformations, the transforma-
tions are first rewritten as
ΨLl → 𝑒i
𝜏j




𝜓𝑅 → 𝜓𝑅. (2.37)
and
𝜓 → 𝑒i𝑔′𝛽(𝑥)𝑌 𝜓, (2.38)
𝜓 → 𝑒−i𝑔′𝛽(𝑥)𝑌 𝜓. (2.39)
Then covariant derivatives are introduced as








for the local SU(2) transformation and
𝐷𝜇𝜓Rl = [𝜕𝜇 − i𝑔′𝑌 𝐵𝜇]𝜓Rl , (2.41)
𝐷𝜇𝜓𝑅𝜈l = 𝜕
𝜇𝜓𝑅𝜈l (2.42)
for the local U(1) transformation of the right-handed electrons and neutrinos. Together
with the Proca Lagrangian densities for the four massless vector fields 𝑊𝜇𝑗 and 𝐵𝜇 the
total Lagrangian density is
ℒ =ℒD + ℒI + ℒG



















𝜇𝑊 𝜈j − 𝑔𝜖jkl𝑊𝜇,k𝑊𝜈,l (2.44)
and
𝐵𝜇𝜈 = 𝜕𝜈𝐵𝜇 − 𝜕𝜇𝐵𝜈 . (2.45)
This contains terms describing interactions between the vector fields and the left-handed
isospin doublets or right-handed leptons, but not with right handed neutrinos. It also
contains interactions between three and four vector bosons.
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Figure 2.1: Illustration of the “Mexican hat potential”, a two dimensional analogue of the
potential used in electroweak symmetry breaking. Taken from Ref. [43].
Electroweak symmetry breaking and the Higgs mechanism
The particles described by the above Lagrangian density are still massless. To change this,
an isospin doublet of complex scalar fields is introduced as
Φ = (𝜑a, 𝜑b)T. (2.46)
Complex scalar fields describe spinless charged particles. Under local SU(2)×U(1) transfor-
mations this field transforms the same way as ΨLl and with a covariant derivative defined
as






which is analogous to that for the field ΨLl a gauge invariant Lagrangian density for the
field Φ can be written as
ℒH = [𝐷𝜇Φ]†[𝐷𝜇Φ]− 𝜇2Φ†Φ− 𝜆[Φ†Φ]2. (2.48)
The last two terms in this Lagrangian density correspond to the potential of the field.
For 𝜆 > 0 and 𝜇2 < 0 the potential has infinitely many ground states and for each such
ground state the field is non-zero. This is illustrated by a two-dimensional analogue of this
potential, the so-called “Mexican hat potential”, as shown in Fig. 2.1. Since the vacuum
should be at one specific ground state (and particles are the excitations of the fields about
that ground state) one specific ground state is chosen. This spontaneously breaks the
SU(2)×U(1) symmetry of the Lagrangian density. For the reason of notational clarity the









This choice is arbitrary and does not change the physics since all ground states are connected
through a global phase transformation. The parameter 𝑣 is called vacuum expectation





𝑣 + ℎ+ i𝜂3
)︃
. (2.50)
The field ℎ is called the Higgs field, has a mass of 𝑚ℎ =
√
2𝜆𝑣2 and its excitation is
called the Higgs boson. The fields 𝜂𝑖 are massless scalar fields called Goldstone bosons
and are unphysical as discussed in Ref. [44]. The Goldstone bosons can be eliminated by
performing a U(1) gauge transformation, which is allowed since the electroweak theory is
12
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invariant under SU(2)×U(1) transformations. However, as a result of this transformation,
the degrees of freedom of the Goldstone bosons are passed on to the gauge fields 𝐵𝜇 and
𝑊𝜇,j which leads to their masses. The fields 𝐵𝜇 and 𝑊𝜇,j are not actually the fields of the
gauge bosons observed in experiments. These are given by linear combinations of the fields













(𝑔𝐵𝜇 + 𝑔′𝑊𝜇,3). (2.53)
After the spontaneous symmetry breaking the Lagrangian density of the electroweak theory
ℒ = ℒD + ℒI + ℒG + ℒH (2.54)
contains terms describing interactions between the W±, Z bosons and the Higgs boson ℎ.
It also includes interaction terms ∝ 𝑉 𝜇𝑉𝜇 which have the form of mass terms, where 𝑉
denotes one of the vector bosons. Expansion of the Lagrangian shows that the W± bosons




𝑔2 + 𝑔′2. The













and sin2 𝜃W ≈ 0.231 as listed in Ref. [7]. For the photon 𝐴 there is no such interaction term
with the Higgs boson and the photon therefore remains massless (the symmetry of the
electromagnetic U(1) has not been broken). Interactions between the fermions and the W±,
Z bosons or the 𝐴 are also present as before. There are also terms for trilinear Higgs boson
self-interaction with strength ∝ 𝜆𝑣 and quartic Higgs boson self-interaction with strength
∝ 𝜆. This leads to the observation that all parameters of this model are interconnected via
the vacuum expectation value 𝑣 and can be independently measured. The masses of the
W and Z bosons can be measured and their coupling constants 𝑔 and 𝑔′ can be measured
from weak interactions. The mass of the Higgs boson can be measured and the parameter
𝜆 can, while difficult, be measured in analyses of the Higgs self-interaction.
This mechanism, in which the masses of the gauge bosons are generated through spontaneous
symmetry breaking, is called the Englert-Brout-Higgs-Guralnik-Hagen-Kibble mechanism
(or more concise simply Higgs mechanism) and was first developed in 1964, as described
in Refs. [34–36], based on the concept of spontaneous symmetry breaking discussed in
Refs. [45, 46].
Fermion masses
The masses of the fermions can also be obtained by interaction with the Higgs boson. This
is achieved by introducing Yukawa interaction terms (see Ref. [47]) between the fields of
the fermions and the isospin doublet Φ. For leptons the Lagrangian density for this is
ℒY = −𝑦l[Ψ̄Ll 𝜓Rl Φ + Φ†𝜓Rl ΨLl ], (2.57)
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𝑦l(𝑣 + ℎ)[𝜓Ll 𝜓Rl + 𝜓Rl 𝜓Ll ] = −
1√
2
𝑦l(𝑣 + ℎ)𝜓𝜓. (2.58)
Therefore, the leptons have a mass of 𝑚𝑙 = 1√2𝑦𝑙𝑣, where 𝑦𝑙 is called the Yukawa coupling
constant, and interact with the Higgs boson with a coupling strength of 𝑔Hll = 1√2𝑦l =
𝑚l
𝑣
while the neutrinos remain massless. Similar mass terms and interactions can be derived
for quarks. Since up-type quarks are also massive this is more complicated and requires the
introduction of the Cabibbo–Kobayashi–Maskawa (CKM) matrix, described above. With
this the flavor eigenstates of the quarks (𝑑′, 𝑠′, 𝑏′) are not the mass eigenstates (𝑑, 𝑠, 𝑏) of









This mass generation mechanism can be tested by measuring processes in which the Higgs
boson interacts with fermions. Since the interaction strength is proportional to the mass of
the fermion, the top quark is a good candidate for this.
As of now, the masses of the neutrinos are not generated with this mechanism and their
origin is still studied.
2.1.4 Matrix elements and Feynman diagrams
As was pointed out, products of three or more fields in the Lagrangian density describe
interactions of particles. The probability for incoming particles to interact in some way
resulting in the production of outgoing particles is given by the scattering cross section
(this is also the case for particle decays). The scattering cross section depends on the initial
state, the phase space available for the final state and on the squared matrix element |ℳ|2
of the process and can be calculated with Fermi’s golden rule, which is explained in for
example Ref. [6], as
𝜎 = 2𝜋|ℳ𝑖→𝑓 |2 · 𝜌. (2.60)
Here 𝑖 and 𝑓 denote the initial and final states and 𝜌 is the final-state phase space. The
matrix element for a process can be calculated in perturbation theory from the Lagrangian
density. The different terms in the perturbative expansion are often visualized by Feynman
diagrams.
During the calculation of the matrix elements a complication arises in that the coupling
constants and masses appearing in the Lagrangian densities are not actually the quantities
measured in experiments. These depend on the energy scale at which the interaction takes
place. As it turns out, the coupling constant in QED increases with increasing energy
while for QCD it increases with decreasing energy. This behavior is caused by the group
structure of the theories. Since for low energies the QCD coupling constant 𝛼s turns large,
for sufficiently low energies results depending on QCD cannot be calculated in perturbation
theory where the matrix element is expanded in 𝛼s. The “running” of the QCD coupling
constant also results in the observation, that at low energies, strongly interacting particles
are confined to bound states, while they can be treated as asymptotically free at high
energies. In the calculation of the matrix elements this running of the coupling constants
is accounted for by higher order terms. However, since the series is only calculated to a
finite order, it has to be taken into account in another way. This is done by treating the
coupling constants as functions of the energy scale at which the calculation is performed
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and approximating their value by evolving the coupling to this scale from a set scale called
the “renormalization scale” 𝜇2𝑅, for which it is set to have a specific value (for example
through measurement), as for example explained in Refs. [40,48]. This, however, results
in the observation that the calculated results depend on the chosen renormalization scale,
which is usually taken into account as an uncertainty on the results.
2.1.5 Open questions
Although the presented theories describe most of the physics of the standard model, several
open questions remain unanswered, and might require explanations beyond the standard
model. Observation of galactic rotation curves implies that a large part of galactic matter
is made of dark matter which could be explained by yet unknown, weakly interacting
particles. Another open question concerns the origin of the matter/antimatter imbalance
in our universe. The current cosmological model requires a process of CP-violation to
generate this imbalance and the known sources of CP-violation are insufficient to explain
the large imbalance. The question whether the hierarchy of the largely different fermion
masses is caused by chance or by an underlying theory also remains unanswered. While
the SM can explain the electromagnetic, weak and strong interactions, there is no known
theory with which gravity can be described in a consistent manner together with the other
interactions. Of course there are many more issues and listing them all would exceed the
scope of this discussion. These questions suggest that the SM needs to be extended or
replaced by a more fundamental underlying theory. A prominent candidate for such a
theory beyond the standard model is supersymmetry (SUSY), which predicts a number of
new particles that could be produced at the LHC experiments.
2.2 Cross sections for hadron colliders
An important tool for the study of the standard model are particle colliders where particles
are accelerated to high energies to conduct scattering experiments. The ttH(bb) analysis is
performed with data of scattering events produced at the LHC, one such particle accelerator,
which are recorded by the CMS experiment, a detector system to measure the results
of these scattering experiments. Both are discussed in Ch. 3. At the LHC protons are
accelerated and brought to collision to induce proton-proton interactions. The rate with
which a process occurs in this scattering experiments is given by
dN
dt = 𝜎 · 𝐿 (2.61)
where 𝜎 denotes the cross section of the process and 𝐿 is a quantity called instantaneous
luminosity describing the flux of protons available for the interactions (see Ch. 3). The
cross sections for such processes can in principle be calculated perturbatively up to a
finite order, currently usually up to next-to-leading order or sometimes even next-to-
next-to-leading order. But since protons are composite particles made up of partons,
additional complications arise in that the initial-state particles in the hard scattering
process are actually the partons inside the protons. The probability to interact with a
specific parton with a momentum fraction 𝑥 when probing a proton at an energy scale
𝜇2 is described by parton density functions (PDFs) 𝑓(𝑥, 𝜇2). The description is usually
given either in the so-called four flavor scheme (4FS) or the five flavor scheme (5FS). In
the 4FS the PDFs do not include bottom or top quarks in their description of the sea
quarks of the proton. In the 5FS the PDFs include the bottom quark but not the top
quark. PDFs are constructed from measurements at various scales using data from various
scattering experiments. To evaluate them at different scales, they can be evolved using the
Dokshitzer–Gribov–Lipatov–Altarelli–Parisi (DGLAP) equations described in Ref. [49–51].
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Figure 2.2: Parton distribution functions (PDFs) describing the probability to find a parton
with a fraction 𝑥 of the proton momentum at a scale 𝜇2 for 𝜇2 = 10 GeV
(left) and 𝜇2 = 104 GeV (right). These PDFs are provided by the NNPDF
Collaboration as described in Ref. [53].
PDFs are provided by multiple research groups and in multiple variations differing in the
data they use and how they are derived. An overview over the derivation of PDFs and
the commonly used sets is given in Ref. [52]. A PDF at different scales, derived by the
NNPDF Collaboration as described in Ref. [53], is shown in Fig. 2.2. At both scales, the up
and down valence quarks have the highest probabilities to be found for large momentum
fractions 𝑥. The probabilities to find sea quarks or gluons increases with increasing scale 𝜇.
With the proton structure accounted for, cross sections for processes at the LHC can be
calculated as








d𝑥𝑗𝑓𝑖(𝑥𝑖, 𝜇2F)𝑓𝑗(𝑥𝑗 , 𝜇2F)?̂?(𝑝𝑖𝑝𝑗 → 𝑓). (2.62)
Here 𝑝1 and 𝑝2 are the momenta of the two protons, the 𝑥𝑖 are the fractions of the proton
momenta carried by parton 𝑖, the 𝑝𝑖 are the momenta of the partons, the 𝑓𝑖(𝑥𝑖, 𝜇2F) are the
PDFs for this type of parton and ?̂?(𝑝𝑖𝑝𝑗 → 𝑓) denotes the partonic cross section for the
process. The sum is performed over all partons described by the PDFs. The scale 𝜇F is
called factorization scale and defines the energy at which the interaction is factorized into
a low energy soft part described by the PDFs and a high energy hard part described by
the partonic cross section, as described in Ref. [54].
A similar factorization approach is used for the description of the decays of the particles
produced in the interactions. The quarks and gluons in the final state can decay into
or emit additional quarks and gluons. This leads to a spray of color-charged particles,
called parton shower. While the partons in the parton shower have high energies this can
be calculated by perturbation theory, but once the energies are too low the description
is based on the Altarelli-Parisi splitting functions and Sudakov form-factors, described
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in Refs. [51, 54, 55]. Finally, since quarks and gluons cannot be observed on their own
they combine to bound states in a process called hadronization. This is usually described
using phenomenological models. Due to momentum conservation, the directions of the
quarks and gluons created in the partonic interaction impart their momenta on their decay
products and their radiated gluons leading to cone-shaped jets of hadrons and other decay
products around the directions of the original hard partons.
2.3 Simulation of collision events
To make comparisons between the predictions of a theory and the data recorded in
scattering experiments, it is often necessary to generate samples of simulated data. For
one, the predictions have to be made in the form of observables that can be measured
in the scattering experiments, such as the distribution of jet energies. Therefore, the
predictions need to include the previously discussed parton shower and hadronization. The
calculations of cross sections already include many integrations over internal momenta
and the PDFs. Furthermore, the splittings in the parton shower are described by the
probabilistic Altarelli-Parisi splitting functions and Sudakov form-factors, described in
Refs. [51, 54, 55]. This suggests the use of Monte Carlo (MC) methods, described in
Refs. [56, 57] for these calculations. In this scheme individual events are simulated by
sampling from probability distribution functions. The number of events in the whole
final-state phase space (or some part of it) then corresponds to the total (or fiducial)
cross section of the simulated process. This method has the additional advantage that it
allows the simulation of the detector response to individual events. Such simulations are
performed in multiple steps, as shown in Fig. 2.3. A very simplistic overview over these
steps will be given in the following while a more in-depth description of the simulation of
events with MC methods is given for example in Refs. [58, 59].
First a partonic final state is generated based on the PDFs and the matrix element of the
process. The matrix element is only calculated to finite order, today usually to leading
(LO) or next-to-leading (NLO) order in 𝛼QCD. The software responsible for this step is
called matrix element generator.
Next the parton shower is simulated. First, the radiation of additional gluons from initial-
or final-state partons is simulated. Then radiation of gluons or the splitting of gluons into
quark-antiquark pairs is simulated for each particle. This process is repeated until the
energies of the particles in the shower are low enough that the strong coupling constant is
large enough to allow for the formation of hadrons. When the energies are high enough
the splittings and radiation can be calculated using matrix elements. For lower energies
the parton shower is described by the Altarelli-Parisi splitting functions and Sudakov
form-factors. A complication arises in that additional gluon radiation can also arise from
the matrix element generator. In such cases it is important to note that hard emissions are
usually better described by the matrix element generator while soft or collinear emissions
are better described by the parton shower simulation. The matrix element generator and
the parton shower simulation are therefore combined using matching and merging schemes
such as the MLM and FxFx schemes described in Refs. [60,61]. It also has to be considered
that the remnants of the two protons, i.e. the partons not interacting in the hard scattering,
are still color charged particles and contribute additional particles to the parton shower. In
addition, the accelerated protons at the LHC travel in packets called bunches of about 109
protons, as will be discussed in Ch. 3 and instead of only two protons two whole bunches are
brought to collision. This leads to multiple proton-proton interactions per bunch collision
but usually at most one proton-proton interaction has a large enough momentum transfer
to result in an interesting hard scattering event. The other proton-proton interactions are
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called pileup and are taken into account by simulating additional proton-proton interactions
and adding the resulting particles to the event.
After the parton shower is concluded the hadronization is simulated. All additional quark-
antiquark pairs are created from the remaining gluons and the quarks and antiquarks
are combined to form hadrons. Since the energies of the particles are very low at this
point, phenomenological models are used such as the Lund string model or the cluster
hadronization model which are discussed in Refs. [62,63]. Finally, the decays of all particles
are simulated.
After all simulation steps are performed, the simulated event contains the same typical
composition of particles as those in real proton-proton collisions. Events simulated in this
manner are called particle level events.
The steps of the event simulation are implemented in various software packages. The
event simulation is usually performed either using one software package for all steps or
using one package for the matrix element level simulation and another for the subsequent
parton shower and hadronization steps. Commonly used matrix element generators include
the MadGraph5_aMC@NLO [64], Powheg [65–67] and OpenLoops [68, 69] genera-
tors. General-purpose event generators that can be used for all simulation steps include
Sherpa [70], Pythia [71] and HERWIG [72, 73] where the last two are often used only
for the parton shower and hadronization steps. Each of these generators has different
capabilities and advantages and disadvantages for the simulation of different processes.
Even a rudimentary discussion of these would severely exceed the scope of this thesis.
After the samples of the events are generated, there is usually another step that simulates
the response of the detector. For the CMS detector this is performed using the GEANT
software package described in Ref. [74]. This involves the simulation of the interactions of
the particles produced in the collision with a detailed model of the CMS detector and the
simulation of the readout electronics. Afterwards the simulated events can be reconstructed
and analyzed in the same way as real events. Comparisons are then made between data
simulated with the detector response taken into account and data recorded in the real
detector. The detector simulation is computationally intensive and has the disadvantage
that observables measured and reconstructed by the CMS experiment cannot be easily
compared to data simulated by theoreticians outside of the experiments. It is possible
to unfold the measured data back to the particle level. This is however accompanied by
different issues as is explained in for example Ref. [75].
2.4 The top quark
The top quark is the heaviest known particle with a mass of 172.76± 0.30 GeV, as listed in
Ref. [7], and was discovered in 1995 by the CDF and DØ Collaborations at the Tevatron
collider as described in Refs. [20, 21]. Since its mass is so much higher than the mass of
the bottom quark and the relevant element of the CKM matrix 𝑉tb ≈ 1 top quarks almost
immediately decay to a bottom quark and a W boson. It is the only quark not found in
bound states since it decays too fast. This also allows the top quark to impart its spin to
its decay products. The spin correlation between top quark-antiquark pairs is sensitive to
effects caused by physics beyond the standard model and can be studied as was done in
Refs. [77, 78]. Furthermore, since the coupling strength between fermions and the Higgs
boson is proportional to the fermion mass, the top quark is of special interest for the study
of the Higgs sector. The origin of hierarchy of fermion masses with the dominant top mass
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Figure 2.3: Illustration of the event simulation process. Starting from the bottom first
partons are sampled from the PDFs then the hard subprocess is generated.
This is followed by a simulation of the parton shower, the hadronization and
the decay of the resulting particles. Taken from Ref. [76].
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Figure 2.4: The leading order Feynman diagrams for the production of top quark-antiquark
pairs. Taken from Ref. [88].
for the observed value of 𝑣 ≈ 246 GeV [7]. It is not known whether this value is required by
some underlying theory or whether it is a coincidence. Through its interaction with the
Higgs boson, the top quark also occurs in loop corrections of many processes. Additionally,
many BSM models allow the decay of new postulated particles to top quarks. Finally, the
production of top quarks is an important background in many analyses at the LHC. For
ttH analyses it plays the role of the dominant background.
2.4.1 Top quark production
At the LHC, top quarks can be produced in pairs (tt) via the strong interaction or as single
top quarks via the weak interaction. Of special importance for ttH(bb) analyses is the case
where top quark-antiquark pairs are produced with additional b quarks in the final state.
In the following different production channels are discussed.
tt production
The production of top quark-antiquark pairs (tt) is the dominant top quark production
process at the LHC. The leading order Feynman diagrams for this process are shown in
Fig. 2.4. At the LHC top quark-antiquark pairs are usually produced in association with






−35.06(pdf + 𝛼s) pb, (2.64)
calculated at NNLO+NNLL accuracy as is described in Refs. [79–85] for a top quark mass
of 172.5 GeV. Recent measurements of this value by the CMS and ATLAS Collaborations
are summarized in Fig. 2.5 where it can be seen that the predicted cross section describes
nature well. Differential cross sections for tt production have also been studied, for example
in Refs. [86, 87] and found to be predicted reasonably well.
tt̄+bb̄ production
The production of a top quark-antiquark pair in association with a highly energetic bottom
quark-antiquark pair is called tt̄+bb̄ production. This can occur for example when the
hard-scattering is mediated by gluons radiated from sea bottom quarks, the bottom quarks
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Figure 2.5: Summary of measurements of the top quark-antiquark pair production cross-
section at 13 TeV performed by the ATLAS and CMS Collaborations. Results
are compared to the prediction calculated in Refs. [79–85]. The uncertainty
band on the prediction represents uncertainties due to renormalization and










Figure 2.6: A leading order Feynman diagram for the production of tt̄+bb̄. Taken from
Ref. [90].
then leaving the protons, or when initial- or final-state radiation splits into a bb pair. This
process is of special importance to ttH(bb) analyses since it leads to the same final-state
particle content as the ttH(bb) process. The production of tt in association with charm
quarks (tt̄+cc̄) is also challenging for ttH(bb) analyses since, as will be discussed in Ch. 6,
the experimental distinction between bottom quarks and charm quarks is difficult. A
representative leading order Feynman diagram for tt̄+bb̄ production with an initial-state
gluon splitting into the bottom quark-antiquark pair is shown in Fig. 2.6.
The prediction of tt̄+bb̄ production is challenging due to multiple reasons that are discussed
in Refs [91,92]. First, the leading order matrix element already depends on 𝛼s(𝜇R)4 making
the process very sensitive to variations of the renormalization scale. The process also
combines very different energy scales in that the top quarks are heavy and tt is produced
at energy scale on the order of 500 GeV while the bottom quarks are much lighter and have
lower momenta on the order of 50 GeV. Additional complications arise since additional
bottom quarks (and b jets) can also arise from final-state gluon splittings during the parton
shower. A hard scattering cross section for tt̄+bb̄ production can be calculated at NLO
accuracy either using the 4FS or the 5FS.
In Ref. [91] it is argued that the calculations involve large terms of the form 𝛼s ln (𝑚t/𝑚b)
related to collinear gluon splittings in the initial state. In 5FS calculations these are
automatically resummed to all orders inside the PDF. However, since the bottom quarks
are massless, the 5FS matrix element diverges due to collinear singularities in cases where
the bottom quarks have insufficient momenta or angular separation. For this phase space
region the bottom quarks have to be generated during the parton shower, which usually
leads to a worse description of their kinematic properties.
In the 4FS on the other hand, the bottom quarks are massive and can be generated in the
matrix element in the whole phase space. In Ref. [91] it is also argued that the 𝛼s ln (𝑚t/𝑚b)
terms do not have a large effect on the prediction of tt̄+bb̄. Therefore it is suggested to
calculate the tt̄+bb̄ predictions in the 4FS. A similar conclusion is reached in Ref. [92].
The difference between 5FS predictions, where additional b jets (those not coming from the
top quark decays) only originate from bottom quarks produced by the parton shower, and
4FS predictions where the bottom quarks and jets originate also3 from the matrix element,
is shown in Fig. 2.7. Shown are ratios of differential pp→ tt+b-jets cross sections for the
number of additional b jets and the Δ𝑅 between the two b jets with the highest momenta,
calculated in the 4F (𝜎tt̄bb̄) and 5F (𝜎tt̄) schemes using the (N)LO+PS generators Sherpa
and Powheg+Pythia. As can be seen, the differences between the generators and the
4FS and 5FS calculations are smaller for NLO calculations. In the bottom ratio plots it
can also be seen that even at NLO precision differences between 4FS and 5FS calculations
remain.
3In addition to the bottom quarks from the matrix element, additional bottom quarks can also still be
produced from g → bb̄ splittings in the parton shower
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Figure 11. Predictions for pp → tt̄ + b-jets at √s=13 TeV: distributions in the inclusive number
of additional b-jets (a), the pT of the first b-jet (b) and the first light jet (c) with ttb cuts, and in
the pT of the second b-jet with ttbb cuts (d). The various ratio plots compare tt̄ + b-jet observ-
ables as described in LOPS (blue) and NLOPS (red) simulations based on pp → tt̄bb̄ or pp → tt̄
matrix elements in Powheg+Pythia or Sherpa. In the ratios shown in the upper and middle
frame Powheg predictions are normalised to Sherpa ones for the case of pp → tt̄bb̄ and pp → tt̄
simulations, respectively. The third frame displays the ratio of tt̄ to tt̄bb̄ Powheg predictions. For
all ratios the numerator and denominator are evaluated at the same order, and uncertainties are
applied only to the numerator. They correspond to the combination in quadrature of hdamp and
hbzd variations with the uncertainties due to the modelling of g → bb̄ splittings and the choice of
αS and scalup in Pythia (see Sections 3.2–3.3). Top quarks are kept stable throughout.
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Figure 12. Distributions in the pT of the second b-jet (a) in the pT of the first light jet (b), and in
the invariant mass (c) and the ∆R separation (d) of the first two b-jets with ttbb cuts throughout.
Predictions and uncertainties as in Fig. 11.
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(b)
Figure 2.7: Ratios of differential p → tt+b-jets cross ecti n predictions at a center-of-mass
energy of 13 TeV for: (a) the number of additional b jets and (b) the Δ𝑅 between
the two b jets with the highest momenta. The cross sections were calculated in
the 4F (𝜎tt̄bb̄) and 5F (𝜎tt̄) schemes using the (N)LO+PS generators Sherpa
and Powheg+Pythia. Uncertainty bands include uncertainties on 𝛼s and
parton shower parameters. Taken from Ref. [91].
Multiple calculations of the inclusive tt̄+bb̄ cross section have been performed for various
center-of-mass energies and phase spaces at (N)LO accuracy in the four or five flavor
scheme and are discussed in Refs. [91, 93–98]. A comparison between these analyses shows
the uncertainties on tt̄+bb̄ production ranging from 20% to 40%. A recent NLO+PS





where the uncertainty orresponds to the uncertainties on the renormalization and factor-
ization scales, as described in Ref [91].
The production of tt̄+bb̄ in the context of ttH(bb) analyses was studied in Ref. [99–101].
Measurements of tt̄+bb̄ production have also been performed by the ATLAS and CMS
Collaborations as described in Refs. [102–105] with uncertainties ranging from 13 to 36%.
Fig. 2.8 shows the measured cross sections of three CMS analyses in comparison to various
predictions. It can be seen that the measured cross sections are consistently higher than
the predicted ones. The numerical values of the measured cross sections for the shown
analyses are:
𝜎tt̄+bb̄,alljet = 5.5± 3.3( stat.)
+1.6
−1.3(sys .) pb, (2.66)
𝜎tt̄+bb̄,dilep = 2.9± 0.1(stat.)± 0.5(syst.) pb, (2.67)
𝜎tt̄+bb̄,semilep = 4.7± 0.2(stat.)± 0.6(syst.) pb. (2.68)
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Figure 2.8: Measured tt̄+bb̄ cross sections with respect to various predictions. Taken from
Ref. [106].
Single t production
The production of a single top quark mediated by a W boson is also possible at the LHC.
Three production channels are distinguished by the virtuality of the W boson: t-channel,
s-channel and tW-channel production. Leading-order Feynman diagrams for the three
channels are shown in Fig. 2.9. For a center-of-mass energy of 13 TeV, the cross sections for
the production of single t events in these channels are
𝜎t,t−channel = 216.99+6.62−4.64( scale)
+6.16
−6.16(pdf + 𝛼s) pb, (2.69)
𝜎t,s−channel = 10.32+0.29−0.24( scale)
+0.27
−0.27(pdf + 𝛼s) pb, (2.70)
𝜎t,tW−channel = 71.7± 1.80( scale)± 3.40(pdf + 𝛼s) pb, (2.71)
as calculated in Ref. [107–111].
2.4.2 Top quark decays
The top quark has a very short lifetime of about 10−25 s and decays almost immediately
after being created without forming any bound states. Since the relevant element of the
CKM matrix 𝑉tb is approximately one, a top quark almost always decays into a bottom
quark and a W boson. The W boson subsequently decays into either a quark-antiquark pair
with a branching ratio of 67.4% or a lepton and a neutrino with a branching ratio of 32.6%,
as stated in Ref. [7]. For this reason the decays of single top quarks and top quark-antiquark
pairs are characterized by the decay products of the W bosons. In hadronic tt decays, with
a branching ratio of 45.7%, both W bosons decay into quarks. In the dileptonic tt decay,
with a branching ratio of 10.5%, both W boson decay into leptons and neutrinos. The case
in which one W boson decays into quarks and the other into a lepton and neutrino is called
semileptonic and has a branching ratio of 43.8%.
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Figure 2.9: Exemplary leading order Feynman diagrams for single t production in the
t-channel (a), the tW-channel (b) and the s-channel (d). Taken from Ref. [88].
2.5 The Higgs boson
The Higgs boson, predicted by the electroweak theory, was the last missing piece of the
standard model to be discovered. In the standard model the mass of the Higgs boson is not
uniquely determined, but can be constrained through the interactions of the Higgs boson
with the other particles. Searches for the Higgs boson had been performed at the Large
Electron Positron (LEP) and Tevatron colliders but were only able to further constrain
the allowed mass range, as discussed in Refs. [112–114]. In 2012 a particle with a mass of
around 125 GeV and the characteristics of the Higgs boson was finally discovered at the
LHC as described in Refs. [1–3]. Since then, a vast amount of analyses of this particle have
been performed leading to the conclusion that it is indeed the Higgs boson predicted by the
standard model. The currently best estimate for its mass is 125.10± 0.14 GeV calculated
from combinations of different measurements as stated in Ref. [7].
Several theories of physics beyond the standard model predict changes to the properties of
the Higgs boson and its couplings to the standard model particles, such as for example
those described in Ref. [115–119].
To study deviations of the coupling constants from the standard model, the so-called
𝜅-framework is introduced in Refs. [92,120]. For a generic process involving the Higgs boson
the product of production cross section 𝜎 and branching ratio ℬ is













thereby effectively describing the deviation from the standard model. For example the
𝜎 · ℬ of the ttH(bb) process can then be written as









































































Figure 2.10: Higgs production cross sections as a function of the center-of-mass energy.
Taken from Ref. [92].
2.5.1 Higgs production at the LHC
At the LHC the Higgs boson can be produced through multiple modes. A summary
of the production cross sections in various modes as a function of the center-of-mass
energy is shown in Fig. 2.10. The modes with the highest cross sections are gluon-gluon
fusion, vector boson fusion, associated production with a vector boson and associated
production with a top quark-antiquark pair. A recent measurement of these cross sections
by the CMS Collaboration is shown in Fig. 2.12. The results are expressed in terms of
the signal-strength modifier 𝜇 = 𝜎/𝜎SM and are calculated from a combination of various
measurements, including those discussed in this thesis. As can be seen, no significant
deviations from the SM prediction can be observed. The individual production modes are
further discussed in the following.
Gluon-gluon fusion
At a center-of-mass energy of 13 TeV the dominant production mode is gluon-gluon fusion
(ggF), shown in the figure as pp → H. A Feynman diagram for this process is shown
in Fig. 2.11 (a). The Higgs boson is produced from initial-state gluons via a fermion
loop, dominated by the top quark due to its large mass. Since no additional particles are
produced in association with the Higgs boson, analysis of this mode can be challenging.
Vector boson fusion
The production via vector boson fusion (VBF) has the second highest cross section and is
shown in Fig. 2.11 (b) and denoted as pp→ qqH in Fig. 2.10. Here the Higgs boson couples
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Figure 2.11: Feynman diagrams for the four most important Higgs production channels
at the LHC: (a) gluon-gluon fusion (ggF) (pp→ H), (b) vector boson fusion
(VBF) (pp→ qqH), (c) associated production with a vector boson (VH) and
associated production with a top quark-antiquark pair (ttH). Taken from
Ref. [121].
to vector bosons radiated from two initial-state quarks. The VBF process results in two
additional quarks in the final state.
Associated production with vector bosons
The cross section for production in association with vector bosons (VH) is shown in Fig. 2.10
separately for WH and ZH production. An exemplary Feynman diagram of this process
is shown in Fig. 2.11 (c). Two initial-state quarks form a virtual vector boson which then
radiates a Higgs boson. This process has the third highest cross section. It can also occur
at a hypothetical lepton-antilepton collider with sufficient energies. In that case, if the
final-state vector boson can be well reconstructed, for example in case it is a Z boson
decaying to muons, the mass of the Higgs boson can be precisely measured.
ttH production
The production mode of the Higgs boson with the fourth highest cross section and that
most relevant to this thesis is the associated production with a top quark-antiquark pair
(ttH). As shown in Fig. 2.11 (d), in this process the Higgs boson couples to a fermion and
the final state includes a fermion-antifermion pair. The leading-order matrix elements
for this process, such as the one shown in the Feynman diagram, are proportional to the
Yukawa coupling ℳ∝ 𝑦f . A measurement of the cross section of ttH is therefore a probe
for the top Yukawa coupling constant 𝑦t. Since the Yukawa coupling between the Higgs
boson and fermions is proportional to the mass this interaction is most likely for top quarks.
The cross section for ttH production calculated to NLO accuracy and including electroweak





−0.0181(pdf + 𝛼s) pb. (2.75)
27
2 Theoretical foundations












 (13 TeV)-135.9-137 fb
Observed
 syst)⊕ (stat σ1±
 (syst)σ1±
 (stat)σ1±






Figure 2.12: Measured signal-strength modifiers 𝜇 = 𝜎/𝜎SM for different production modes
of the Higgs boson. Taken from Ref. [122].
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Although the mass of the bottom quark is much smaller, for kinematic reasons the production
in association with bottom quarks (bb̄H) has a similar cross section. It is however much
more challenging to analyze. Compared to bb̄H, the ttH process has the advantage that
events including two top quarks can be relatively well identified via the decay products of
the top quarks. The signal-strength modifiers for ttH production and the top-Higgs Yukawa
coupling have been measured by the ATLAS and CMS Collaborations by combining the
results of analyses targeting different decay channels, including the analyses described in
this thesis. The results of this measurement will be discussed in Ch. 9.
Production in association with a single top quark
It is also possible to produce the Higgs boson in association with a single top quark. This
mode has a much smaller cross section than the other production modes. It can occur in
three channels: tHq where an additional light quark is in the final state, tHW where the
top quark and Higgs boson are produced in association with an additional W boson and
tHb in which the final state includes an additional b quark. The cross sections for these
processes are calculated at NLO accuracy as described in Ref. [92]. They are:
𝜎tHq = 74.26+4.83−10.92(scale)
+2.60
−2.75(pdf + 𝛼s) fb, (2.76)
𝜎tHW = 15.17+0.74−1.02(scale)± 0.96(pdf + 𝛼s) fb, (2.77)
𝜎tHb = 2.875+0.069−0.052(scale)± 0.63(pdf + 𝛼s) fb. (2.78)
Measurements of tH production are interesting since the interference effects between
contributing Feynman diagrams depend on the relative sign between the couplings of the
Higgs boson to the top quark and the W boson. This is further studied in for example
Refs. [88, 121].
2.5.2 Higgs boson decays
The Higgs boson can decay in a multitude of ways since it interacts directly with all massive
particles and indirectly through loops with massless particles. The branching fractions
of these decays depend on the interaction strength and the phase space available to the
decay products. The predicted branching fractions for different modes as a function of
the Higgs boson mass (the observed Higgs boson mass is 125.10 ± 0.14 GeV) are shown
in Fig. 2.13. At the observed mass, the dominant decay mode is the decay to two bottom
quarks H → bb̄ with a branching fraction of about 0.583 ± 0.004 as stated in Ref. [92].
Since over half of all Higgs bosons decay to bottom quarks and since bottom quarks can
be relatively well identified, this decay channel is popular for Higgs boson analyses. It is
also the decay channel targeted by the analysis in this theses. This is followed by decays
to two W bosons and to two gluons, the latter via fermion loops with large contributions
from top quarks. While the decays into two Z bosons or photons have relatively small
branching fractions, their experimental signatures are rather cleanly identifiable. For this
reason these decay channels had an important part in the discovery of the Higgs boson.
Several decay channels have been measured by the CMS Collaboration by combination
of several analyses, including the one described in this thesis. The results are shown in



















































Figure 2.13: Predicted branching fractions of the Higgs boson as a function of the Higgs
boson mass. Taken from Ref. [92].
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Figure 2.14: Measured signal-strength modifiers 𝜇 = ℬ/ℬSM for different decay modes of























































































































































































































Figure 2.15: Leading-order Feynman diagram for the production of ttH with the subsequent
H→ b̄b decay and semileptonic decay of the top quark-antiquark pair. Taken
from Ref. [4].
2.6 The ttH(bb) process
To study the interaction between the Higgs boson and fermions, processes involving this
interaction have to be measured. As was discussed, processes involving the top quark
are especially suited for this since the top quark has the largest mass of all fermions and
therefore the strongest interaction. The process studied in this thesis is the production of
the Higgs boson in association with a top quark-antiquark pair with a subsequent decay of
the Higgs boson into a bottom quark-antiquark pair (ttH(bb)) and a semileptonic decay of
the top quark-antiquark pair. This is motivated by the observation that the production of
ttH has the largest production cross section of all Higgs boson processes involving the top
quark and the Higgs boson decay into bottom quarks has the largest branching fraction.
While the hadronic decay of the top quark-antiquark pair has the largest branching fraction,
the existence of the lepton in the semileptonic decay allows for a purer event selection
and has a branching fraction that is only a little bit smaller. A Feynman diagram of this
process is shown in Fig. 2.15. The cross section for ttH(bb) production is given by the cross
section of ttH production times the branching fraction for the H→ bb̄ decay:




−0.013(pdf + 𝛼s) pb. (2.79)
as listed in Ref. [92].
The main background for ttH(bb) analyses is tt production. Its cross section is about one
order of magnitude higher than that of ttH(bb) production. Of special importance is tt̄+bb̄
production since it has the same final state as the signal process and therefore constitutes
an irreducible background. To still be able to measure ttH(bb) with large significances, the
signal is usually separated from the background with the help of separating observables
(discriminants) constructed using multivariate analysis methods, as is discussed in Ch. 5
and Ch. 7 in the context of this thesis.
The process has been studied at both the CMS experiment and the ATLAS experiment.
The feasibility of searches for ttH(bb) with the ATLAS and CMS experiments had been
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studied even before the LHC began operations, for example in Refs. [123–126]. Analyses
of ttH(bb) production have been performed in the semileptonic and dileptonic tt decay
channels using 5.1 fb−1 of data recorded at a center-of-mass energy of 7 TeV and 19.7 fb−1
of data recorded at a center-of-mass energy of 8 TeV as described in Refs. [127,128]. For the
extraction of the signal, i.e. the separation of the signal events from the background events,
artificial neural networks and boosted decision trees are used. The analyzed channels were
combined with analyses targeting other Higgs boson decay channels to exploit correlations
of uncertainties between them, resulting in an observed signal-strength modifier of
?̂?ttH(bb) = 0.7± 1.9, (2.80)
which is well compatible with a background-only hypothesis in which the ttH(bb) process
does not exist. Therefore upper limits at the 95% confidence level4 were calculated as
𝜇ttH(bb) ≤ 4.1 while an upper limit of 𝜇ttH(bb) ≤ 3.5
+1.5
−1.0 was expected for the background-
only hypothesis. The data recorded at a center-of-mass energy of 8 TeV were also analyzed
in the semileptonic, dileptonic and hadronic tt decay channels using a matrix-element




and an observed (expected) upper limit of 𝜇ttH(bb) ≤ 4.2 (3.3
+1.6
−1.0) presenting therefore a
more sensitive approach. An analysis using 20.3 fb−1 of data recorded at a center-of-mass
energy of 8 TeV in the semileptonic and dileptonic tt decay channels was performed by the
ATLAS Collaboration using neural networks, with a matrix-element method being used to
calculate input features for the neural networks, as described in Ref. [90]. This resulted in
an observed signal-strength modifier of
?̂?ttH(bb) = 1.5± 1.1 (2.82)
and an observed (expected) upper limit of 𝜇ttH(bb) ≤ 3.4 (2.2 ± 0.8). This analysis was
combined with an analysis in the hadronic tt decay channel, using boosted decision trees
for the signal extraction, and other Higgs boson decay channels, described in Ref. [130],
resulting in
?̂?ttH(bb) = 1.4± 1.0 (2.83)
and an observed (expected) upper limit of 𝜇ttH(bb) ≤ 3.3 (2.1
+0.9
−0.6). All presented analyses
performed during LHC Run 1 were neither able to observe nor to exclude the existence of
ttH(bb) production.
A search for ttH(bb) was also performed by the CMS Collaboration using the first 2.7 fb−1
of data recorded in the year 2015 at a center-of-mass energy of 13 TeV. The analysis was
performed in the semileptonic and dileptonic tt decay channels as described in Ref [131].
The signal extraction was performed using a combination of boosted decision trees and a
matrix element method. Depending on the phase space, the separating observable was either
obtained using a boosted decision tree with the output of the matrix element method used
as input feature or the matrix element method was combined with the boosted decision trees
to construct two-dimensional separating observables. This analysis also featured a special
“boosted” phase space region enriched in events where the top quarks had high transverse
momenta. In this boosted region, the top quarks can be more efficiently reconstructed than
in other non-boosted regions, allowing for a more efficient event reconstruction and signal
separation using boosted decision trees. The studies of this technique in preparation of this
4If not stated otherwise, quoted upper limits are always derived at the 95% confidence level.
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analysis are described in Refs. [132–135]. The result of this analysis is a signal-strength
modifier of
?̂?ttH(bb) = −2.0± 1.8 (2.84)
and an observed (expected) upper limit of 𝜇ttH(bb) ≤ 2.6 (3.6
+1.6
−1.1). The signal-strength
modifier was found to be negative and compatible with the background-only hypothesis.
The negativity of the signal-strength modifier was attributed to statistical fluctuations.
The analyses in this thesis analyze data recorded in the years 2016 and 2017 at a center-of-
mass energy of 13 TeV. Nevertheless, a preliminary analysis of the first 12.9 fb−1 of data
recorded in the year 2016 was performed and is discussed in Ref. [136]. In this analysis the
signal separation was achieved using a two-dimensional separating observable combining a
matrix element method and boosted decision trees, as in the previous analysis. The analysis
in the boosted region was omitted due to the required computational and calibration efforts
and the low expected impact on the result. Preparatory studies for the analysis in the




with an observed (expected) upper limit of 𝜇ttH(bb) ≤ 1.5 (1.7
+0.7
−0.5) with a clearly improved
increase in sensitivity compared to the previous analysis. The negativity of the signal-
strength modifier was again attributed to statistical fluctuations.
Results of the ttH(bb) analyses performed by the CMS and ATLAS Collaborations with
all data recorded in the years 2016 and 2017 will be discussed in Ch. 9.
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To test how well physical theories such as the standard model describe nature and to
measure quantities not predicted by the models it is necessary to conduct experiments. In
high energy physics such experiments often are conducted at particle accelerators where
particles of various types are accelerated to high energies and then brought to collision
with either a fixed target or with other accelerated particles. The analysis of the ttH(bb)
process presented in this thesis is performed using data, recorded with the Compact Muon
Solenoid (CMS) experiment, of proton-proton collisions occurring at the Large Hadron
Collider (LHC) at CERN. The LHC is currently the accelerator providing the highest
center-of-mass energies and the only accelerator where the direct production of a Higgs
boson in association with a top quark-antiquark pair is possible while the CMS experiment
is a detector system designed to detect, reconstruct and measure all particles occurring
in collisions at the LHC. The LHC is discussed in Sec. 3.1 of this chapter, followed by a
description of the CMS experiment in Sec. 3.2.
3.1 The Large Hadron Collider
The LHC is a hadron storage ring and collider at the European Organization for Nuclear
Research (CERN) near Geneva (Switzerland). It is situated below ground underneath the
border region between France and Switzerland in a tunnel with about 27 km circumference,
formerly housing the Large Electron Positron collider (LEP). In it protons and ions of
heavy elements can be accelerated to the, as of yet, highest achieved energies. The LHC is
described in detail in Ref. [140] and further information about CERN is given in Ref. [141].
Protons are first accelerated using a chain of pre-accelerators and then injected into the
LHC where they are further accelerated to energies of up to 7 TeV using superconducting
radio frequency cavities. Inside the LHC the protons travel in two spatially separated beam
pipes in opposite directions. For technical reasons the protons do not travel in a continuous
beam, but instead are separated into packets called bunches. Each bunch contains on the
order of 1011 protons and up to 2808 bunches with a minimal bunch spacing of 25 ns can be
filled into each LHC beam pipe. The beams of protons are forced to follow the ring-shape
using superconducting dipole magnets and focused with superconducting quadrupole and
higher-order magnets. After the desired energy is reached, the protons are not further
accelerated and the radio frequency cavities only compensate the energy the protons lose
from synchrotron radiation. Protons are not continually filled into the LHC, instead a
single fill with the required number of bunches and the number of protons per bunch is
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filled into the storage ring. These are then circulated and collided until the density and
quality of the beam degrades below a threshold, usually after several hours, at which point
the beams are discarded and the cycle begins again.
At four interaction points magnets are used to bend and focus the beams to bring them
to collision, allowing interactions between protons of the two beams. The protons in
both beams are accelerated to identical energies of up to 7 TeV resulting in center-of-mass
energies of up to 14 TeV for these interactions. To measure the particles that are produced
in these collisions large experiments are situated at these four interaction points. These
are the ALICE experiment, described in Ref. [142], the LHCb experiment, described in
Ref. [143] and the ATLAS and CMS experiments, described in Refs. [144,145]. The ALICE
experiment is specialized in the observation of collisions of heavy nuclei and the study of
the strong interaction and the quark-gluon plasma. The detector of the LHCb experiment
is designed to study rare B hadrons and CP-violation but has since extended its physics
program to other measurements benefiting from its very good vertex reconstruction. The
ATLAS and CMS experiments employ multipurpose detectors to study the interactions of
the standard model and to search for new physics.
To allow for the precise study of the standard model and observation of rare processes a large
number of proton-proton collisions is required. The total rate of proton-proton collisions
depends on the total proton-proton cross section 𝜎pp and a quantity called instantaneous
luminosity that measures how many proton-proton pairs per unit time come near enough
to each other to meaningfully interact. This instantaneous luminosity is explained in
Refs. [146,147] and defined as:
𝐿 = 𝑓𝑛𝑁1𝑁24𝜋𝜎𝑥𝜎𝑦
. (3.1)
Here, 𝑓 is the revolution frequency, 𝑛 the number of bunches, 𝑁1 and 𝑁2 denote the
number of protons per bunch and 𝜎𝑥 and 𝜎𝑦 are the spreads of the bunches perpendicular
to the directions of flight at the interactions points. Additional effects such as those arising
from the crossing angle of the beams and possible non-gaussian shape of the bunches are
neglected in the above equation. The rate of proton-proton interactions is then given by
d𝑁
d𝑡 = 𝜎pp · 𝐿. (3.2)
The instantaneous luminosity can be measured as is explained for example for the mea-
surement by the CMS experiment in Ref. [148, 149] in which a precision of 2.5% is reached.
The LHC is designed to provide instantaneous luminosities of up to 1034cm−2s−1 for
proton-proton collisions with protons of 7 TeV energy, although in practice for runs with
6.5 TeV protons about double that value was reached as stated in Ref. [150].
A measure of the total luminosity over a given time is often used to characterize the size of




usually measured in units of inverse femtobarn with 1 fb−1 = 10−39cm−2. The expected
number of collisions with inelastic proton-proton scattering resulting in a specific process
can then be calculated by
𝑁 = 𝐿 · 𝜎 (3.4)
with the production cross section 𝜎 for the process.
The LHC first started operations in 2008 but an accident involving the destruction of several
dipole magnets led to a delay for the start of the physics program until 2010. Between 2010
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CMS Integrated Luminosity Delivered, pp
Figure 3.1: Integrated luminosities delivered to the CMS experiment during proton-proton
runs. Taken from Ref. [150].
and 2012, a time-frame called LHC Run 1, the LHC delivered integrated luminosities of
6.1 fb−1 and 23.3 fb−1 at center-of-mass energies of 7 TeV and 8 TeV, respectively. After this
successful first run the LHC was shut down for two years and received various improvements
to allow higher energies. Operations continued in 2015, beginning LHC Run 2, which
continued until 2018 and during which the LHC delivered an integrated luminosity of
158.6 fb−1 at a center-of-mass energy of 13 TeV and a higher instantaneous luminosity. The
integrated luminosities for proton-proton runs at these center-of-mass energies are shown
Fig. 3.1. The LHC also performed proton-proton runs with lower center-of-mass energies
for development or commissioning purposes, as well as runs with proton-lead or lead-lead
collisions. The integrated luminosities of all runs recorded by the CMS experiment can be
found in Ref. [150].
After the successful completion of Run 2 the LHC was again shut down to make additional
improvements for the upcoming Run 3 with a center-of-mass energy of 14 TeV which is
planned to begin in 2021 and end in 2024 as stated in Ref. [151]. After Run 3 the LHC is
scheduled to be upgraded into the High Luminosity LHC (HL-LHC), discussed for example
in Ref. [152], with even higher instantaneous luminosities with the goal to accumulate
3000 fb−1 of proton-proton collisions at a center-of-mass energy of 14 TeV after several
years of run-time.
3.2 The CMS Experiment
The Compact Muon Solenoid experiment is a multipurpose detector system designed and
operated by the CMS Collaboration. A full description of the CMS experiment is given in
Ref. [145]. It consists of several subdetectors that are layered around one of the interactions
points of the LHC with the purpose of detecting and measuring all particles arising in the
proton-proton interactions. An overview over the CMS detector as installed in the year
2018 is given in Fig. 3.2.
The whole detector is about 28.7 m long, has a diameter of about 15 m and weighs about
14,000 tons. The layered cylindrical design is motivated by the properties of the various
particles that can arise from the collisions. As will be discussed in Ch. 6, not all particles
are able to travel through the whole detector and are instead absorbed by the material
of certain subdetectors. So subdetectors targeting different kinds of particles have to be
situated in a specific order from the interaction point which lies in the center of the detector
and to which protons are guided within beam pipes.
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Figure 3.2: Overview over the CMS detector. The interaction point and the beam pipes are
situated in the center and surrounded by the tracker system, the electromagnetic
and hadron calorimeters, the solenoid magnet and finally the muon detector
systems which are embedded in a iron return yoke guiding the magnetic field.
Taken from Refs. [153,154].
Going outward the first subdetector system is the tracking system whose purpose is
the measurement of the trajectories of all charged particles occurring in the collisions.
Surrounding this are the electromagnetic and hadron calorimeters that measure the energies
of electromagnetically and hadronically interacting particles, respectively. Around all of
these systems winds the coil of the superconducting solenoid magnet. It has a diameter of
6 m, a length of 12.5 m and is capable of producing a magnetic field of 3.8 T inside the coil.
The purpose of the magnetic field is to bend electromagnetically charged particles via the
Lorentz force, thereby allowing the calculation of their momenta from the curvature of their
trajectories. The outermost subdetectors are the muon systems designed to identify and
measure the momenta of muons. They are embedded within an iron support structure that
also serves as flux-return yoke guiding the magnetic field outside of the solenoid magnet. A
brief overview of these subdetectors is given in Secs. 3.2.2 to 3.2.5.
The nominal bunch spacing of 25 ns of the LHC corresponds to a bunch crossing frequency
of 40 MHz. With current technology it is impossible to fully read-out and store the
information of all channels of the CMS detector for each bunch crossing. Fortunately the
cross sections of interesting processes are small compared to the total proton-proton cross
section. Therefore, as is briefly discussed in Sec. 3.2.2, a two-tiered trigger system is used
to identify and store only interesting bunch crossings.
Finally, this chapter concludes in Sec. 3.2.6 with a brief note about the processing of the
data recorded with the CMS detector and used in this thesis. The reconstruction of particles
detected with the CMS detector will be discussed in Ch. 6.
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3.2.1 The coordinate system
The coordinate system used at the CMS experiment is a right-handed Cartesian coordinate
system centered on the interaction point. The x-axis points from the interaction point
towards the center of the LHC ring, the y-axis points upwards and the z-axis points in
the direction of the counter-clockwise moving beam towards the Jura mountains near
CERN. The orientation around the z-axis is measured with the azimutal angle 𝜑 with 𝜑 = 0
pointing in the direction of the x-axis and the orientation around the x-axis is measured
with the polar angle 𝜃 with 𝜃 = 0 pointing in positive z direction. The two beams have
equal and opposite momenta in the z-direction and the protons have negligible momenta in
the x- and y-directions. The protons themselves are however composite particles made up
of partons and the fractions of the proton momenta carried by the partons are not known.
Therefore the center-of-mass of the partonic interactions can move along the z-axis with a
non-zero momentum in the laboratory frame and only the transverse component of the




𝑝2x + 𝑝2y. (3.5)
To describe the polar angle of the particles with respect to the partonic center-of-mass







which goes to zero for particles with 𝑝z = 0 and to ±∞ for particles with 𝑝T ≈ 0.
Furthermore, differences between the rapidities of two particles are invariant under Lorentz-
boosts in the z-direction, making the rapidity a good quantity to measure angles between
particles. For highly relativistic particles with 𝑚≪ 𝑝, such as most of those produced in
the proton-proton collisions, the rapidity reduces to the pseudorapidity 𝜂 defined as





thereby avoiding the immeasurable 𝑝z momentum.
A measure often used for the angular separation between two particles is the quantity Δ𝑅
calculated from their differences in the azimutal angle and the pseudorapidity as
Δ𝑅 =
√︁
(Δ𝜃)2 + (Δ𝜂)2. (3.8)
3.2.2 The tracking system
The innermost subdetector is the tracking system with the purpose of measuring the
tracks, i.e. the trajectories, of electromagnetically charged particles. Due to the strong
magnetic field inside the solenoid, the tracks of the particles are bent. A measurement
of the curvature of these tracks allows the reconstruction of the particle momenta. The
precise measurement of the tracks also allows the reconstruction of the interaction and
decay vertices of such particles, which can be used to identify different kinds of particles
as will be discussed in Ch. 6. For the measurement of the tracks, each particle has to be
detected multiple times along its trajectories, and the positions of these detections need
to be measured precisely. The tracking system therefore consists of multiple layers of
finely segmented silicon sensors installed inside a cylindrical shape around the interaction
point. The detection of the particles is achieved by forming a p-n junction out of positively
and negatively doped silicon to which a bias voltage is applied in reverse-bias direction
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Figure 3.3: Layout of the CMS tracking system after the phase 1 upgrade. The interaction
point is in the lower left corner. Closest to the interaction point are the silicon
pixel detectors shown in green. Surrounding these are single- and double-sided
silicon strip detectors shown in red and blue respectively. Taken from Ref. [158].
thereby creating a large depletion region. Charged particles traversing this region lead to
the creation of electron-hole pairs, inducing a current, which is amplified and measured.
A sketch of the layout of the tracking system is shown in Fig. 3.3.
The innermost layers consist of silicon pixel detectors made up of pixels with a size of
100𝜇m by 150𝜇m. Due to the high flux of particles and therefore high occupancy of the
pixels, each pixel is designed to be read-out individually allowing a precise determination of
the detection in three dimensions. Up until the end of the year 2016, 66 million pixels were
arranged in three cylindrical layers around the interaction point in the barrel section and
two disks in each of the two endcap sections. Between 2016 and 2017 the so-called phase-1
upgrade was performed during which the pixel detectors were upgraded and partially
replaced as described in Ref. [155]. The replacement of old pixel detectors was due to
radiation damage caused by the high flux of energetic particles. In addition, additional
pixel detectors were installed to improve the track reconstruction in light of increasing
instantaneous luminosities. For this, an additional layer was inserted in the barrel section,
moving the existing layers further outward. An additional layer was also inserted in each
of the two endcaps extending the coverage of the pixel detector from |𝜂| < 2.4 to |𝜂| < 2.5.
With this the total number of pixels was brought to 124 million.
Further away from the interaction point the flux of particles is lower and the tracking
system consists of 15,148 silicon strip detector modules with about 9.6 million read-out
channels in total. They are arranged in 10 cylindrical layers in the barrel section and 12
disks in the endcaps, as shown in Fig. 3.3, providing a coverage of |𝜂| < 2.5. The strips in
the barrel section are oriented to provide a precise measurement of the 𝑟 − 𝜑 coordinate
while those in the endcap modules provide a precise measurement of the 𝑧 − 𝜑 direction.
Several modules are double-sided with small relative angles between both sides, thereby
providing a third component to the position of the particle.
A full description of the tracking system is given in Refs. [145,156,157]
3.2.3 The electromagnetic calorimeter
The energies of photons and electromagnetically charged particles are measured with the
electromagnetic calorimeter (ECAL) system described in Refs. [145, 159]. The ECAL is
a system of homogeneous calorimeters consisting of 75,848 transparent lead tungstate
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Figure 3.4: Layout of the CMS ECAL system consisting of lead tungstate crystals (PBWO4)
crystals. It is subdivided in a barrel (EB) and endcap (EE) detector. In the
endcap region an addition preshower detector is installed. Taken from Ref. [160].
(PBWO4) crystals that are arranged around the tracking detector as depicted in Fig. 3.4.
Electromagnetically charged particles and photons are absorbed in the crystal, thereby
creating electromagnetic showers that result in scintillation light. Since the intensity of this
light is proportional to the energy of the absorbed particle, a measurement of the light leads
to a measurement of the particle energy. Using optical fibers, the scintillation light is led to
photodetectors where it is measured. The ECAL is divided into a barrel section covering a
region of |𝜂| < 1.479 and endcap section covering a region of 1.479 < |𝜂| < 3.0. The crystals
are segmented allowing the determination of the position of an energy measurement. The
length of the crystals corresponds to 25.8𝑋0 in the barrel and 24.7𝑋0 in the endcap sections,
where 𝑋0, called radiation length, is the distance over which an electron loses all but 1/𝑒 of
its energy. A large depth in radiation lengths is important to fully absorb the energy of the
particles. In the region of 1.653 < |𝜂| < 2.6 a preshower detector is installed, consisting of
a two-layer sampling calorimeter constructed from lead absorbers and silicon strip sensors.
Its purpose is the detection of photons produced in the decays of neutral pions.
3.2.4 The hadron calorimeter
The energies of strongly interacting particles are measured with the hadron calorimeter
(HCAL) system described in Refs. [145,161]. The HCAL is a system of sampling calorimeters
consisting of alternating layers of brass absorber material and plastic scintillators. Strongly
interacting particles cause hadronic showers in the brass absorber material, which extend
outside of the brass layers into the scintillation layers. These showers contain particles that
can induce electromagnetic showers leading to the production of measurable scintillation
light in the plastic scintillators. The intensity of this light is again proportional to the
energy of the absorbed strongly interacting particle. The layout of the HCAL system is
shown in Fig. 3.5.
The hadron barrel (HB) and hadron endcap (HE) systems are located outside the ECAL
and inside the coil of the solenoid magnet. The HB covers a range of |𝜂| < 1.3 while the
HE covers 1.3 < |𝜂| < 3.0 The total depths of the HB and HE in terms of the nuclear
interaction length 𝜆 vary as a function of 𝜂 between 5.82𝜆 and 10.6𝜆. The ECAL crystals
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Figure 3.5: Layout of the CMS HCAL system with its subdetector systems: the hadron
barrel (HB) and hadron endcap (HE) detectors inside the coil of the solenoid
magnet as well as the hadron outer (HO) detector outside the coil of the solenoid
magnet. In the very forward region an additional hadron forward (HF) detector
is installed. Taken from Ref. [145].
in front of the HCAL add another 1.1𝜆. In the barrel region the combined depth of the
ECAL and HB is not enough to fully stop all strongly interacting particles. Since the
depth of the HB is constrained by the radius of the magnet coil, an additional hadronic
outer (HO) calorimeter system is installed outside of the coil. The HB, HE and HO are
segmented to allow for position determination of the measured energies. The HB, HE
and HO systems are complemented by the hadron forward (HF) system covering the very
foreward range of 3.0 < |𝜂| < 5.0 where the particle flux is very high. To withstand this
the HF consists of steel absorber material interspersed with quartz fibers as scintillators.
3.2.5 The muon system
Muons with energies typical at the LHC are minimal ionizing particles and therefore only
deposit small amounts of energy in detector materials. While most electromagnetically
and strongly interacting particles are completely stopped by the calorimeters, such muons
can escape the calorimeters and traverse further outward. Their detection is performed
by the muon system described in Refs. [145,162]. Since they are usually the only particles
detected by the muon system, muons are easily identified. The muon system consists of
multiple detectors that are installed inside the iron of the flux-return yoke and cover a
range of |𝜂| < 2.4. An overview over the muon system is shown in Fig. 3.6. Three types
of detectors are used, drift tubes (DT), cathode strip chambers (CSC) and resistive plate
chambers (RPC). All three of these are gaseous detectors where muons are detected by the
measurement of the charged particles they create when ionizing the gas. Their performance
is discussed in Refs. [163,164]. In the barrel region with |𝜂| < 1.2 the rate of muons is low
and the magnetic field is rather uniform. In this region DTs with good time and position
resolutions are used. In the forward region the rate of muons is higher and the magnetic
field more non-uniform. Here CSCs with an excellent position resolution and a slightly
worse time resolution are used, covering a region of 0.9 < |𝜂| < 2.4. In both regions RPCs
are used. Their position resolution is low compared to DTs and CSCs but they have a
good time resolution.
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Figure 3.6: Layout of the CMS muon system consisting of drift tubes (DT) in the barrel
region, cathode strip chambers (CSC) in the endcap region and resistive plate
chambers (RPC) in both regions. Taken from Ref. [163].
3.2.6 The trigger system
Not only one but several inelastic proton-proton interaction events occur during a typical
bunch crossing. For the nominal instantaneous luminosity of 1034cm−2s−1 and an inelastic
proton-proton cross section of 𝜎inelastic = 69.2 mb (see for example Ref. [165]) an average of
17 inelastic proton-proton collision events occur per bunch crossing, although in practice
the instantaneous luminosity and the number of these pileup interactions is even higher, as
can be seen in Ref. [150]. As a result the amount of data produced by the CMS detector
per bunch crossing is of the order of 1 MByte as discussed in Ref. [145]. With a bunch
crossing frequency of 40 MHz this results in more data than could be realistically stored.
Fortunately most bunch crossings do not result in interesting events 1. To exploit this fact
a very fast selection is implemented in form of a two-tiered trigger system that is described
in detail in Refs. [145,166–168].
The first stage is called L1 trigger and has to decide within 3.2𝜇s if an event should be
discarded or kept for further analysis. During this time, the information of the event is
buffered inside the detector components. To achieve this, the L1 trigger is implemented as
parallelized as possible using custom-designed electronics such as field programmable gate
arrays (FPGAs) or application-specific integrated circuits (ASICs). To minimize latency
effects on decision time the components of the L1 trigger are partly installed inside the
CMS detector and partly in a nearby service cavern. The trigger decision is based on a
combination of data from the calorimeters and muon system. Muon detector hits are first
compared to nearby muon hits to identify possible tracks and then combined in a global
muon trigger system that collects all identified muon tracks and ranks them according to
their reconstruction quality. At the same time energy clusters are calculated from nearby
calorimeter cells and compared to threshold values. The global calorimeter trigger then
combines all interesting energy clusters to calculate global observables and to identify
1Each bunch crossing usually only contains at most one interesting interaction event. For the remainder
of this thesis the term event will denote all of the recorded data associated with a single bunch crossing
while the term pileup will denote all proton-proton interactions in an event except the single interesting
one which is usually that with the highest total energy imparted on its final-state particles.
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candidates for jets, leptons and photons. Finally, the information is combined in the global
trigger, which compares the identified objects to a list of 128 simple selection criteria.
If the event is kept the detector is read out and the full data of the event is sent to the high
level trigger (HLT) which is a software trigger run on a nearby computing cluster. With the
HLT the event is reconstructed using fast and optimized reconstruction methods, similar
to those described in Ch. 6. This includes the clustering of jets and the reconstruction
and identification of electron, muon, 𝜏 or photon candidates. To reduce the time until the
HLT trigger decision is made, the reconstruction of the event is structured around so-called
HLT trigger paths. These are predefined lists of processing steps of increasing complexity
that implement both the reconstruction and the selection of objects as well as the event
selection with the purpose of avoiding unnecessary computations. The list of HLT trigger
paths is called the trigger menu and created to accommodate a large number of physics
analyses performed at the CMS experiment.
3.2.7 Computing
The experiments at the LHC require a huge amount of computing capacity and data storage.
The large amount of data recorded with the experiments have to be reconstructed and
securely stored. In addition, even larger samples of simulated data have to be generated in
computationally intensive processes. Both recorded and simulated data have to be stored
and made available to researchers around the world. The physics analyses performed by
these researchers require additional processing power and storage space. All this is achieved
with the use of a worldwide network of computing centers called the Worldwide LHC
Computing Grid (WLCG), which is described in Refs. [169,170].
Both the reconstruction of the raw data as well as the creation of different data samples
usable by analysts is performed using the CMS software (CMSSW) framework which is
documented in Refs. [171,172]. The CMSSW framework is also used for the first processing
steps of the data used in the ttH(bb) analysis described in this thesis. Subsequent processing
steps are performed using the ROOT framework, which is described in Ref. [173] and which
was originally developed for the usage of data recorded by the LHC experiments, as well as
the KERAS and Tensorflow packages, which are discussed in Refs. [174,175]. Statistical
analyses of the data, discussed in Ch. 4 and Ch. 9, are performed using ROOT as well as
the RooStats and RooFit software packages, which are described in Refs. [176,177].
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By comparing the number of events observed in recorded data to that predicted by a
physical model, inferences about the content of recorded data can be made. To make such
inferences quantifiable and to reliably differentiate between different possible conclusions
such comparisons are performed using rigorous statistical hypothesis tests.
In the context of searches for undiscovered physical processes, the tested hypotheses usually
are the background-only hypothesis, consisting of the predictions made by the standard
model without the new process, and a signal+background hypothesis for which the new
process is added to the background. For both hypotheses a test statistic is constructed that
quantifies, and increases with, the disagreement between the observed data and the data
that would be expected if the hypothesis were true. Next, the p-values for the hypotheses
are calculated, defined as the probability that, given the hypothesis is true, the found or
an even larger test statistic value is observed. A hypothesis is rejected if this probability
is below a predetermined confidence level which is usually denoted 𝛼 and often chosen as
𝛼 = 0.05.
In searches for a new process, the presence of the process usually leads to an increased
number of events compared to the prediction by the background-only hypothesis. Such
searches therefore usually entail a selection of a suitable phase space and the application of
signal enhancing methods with the goal to make the analysis as statistically significant as
possible, i.e. to make the p-value for the background-only hypothesis as small as possible
in the presence of the signal process. The significance of the disagreement between the
observed data and the background-only hypothesis is usually presented in terms of the
p-value for the background-only hypothesis.
For measurements of a physical parameter, such as a cross section, the decision to be made
is not between a background-only and a signal+background hypothesis but instead one
between many hypotheses: one for each possible value of the parameter.
A concise introduction to statistical hypothesis tests is given for example in Refs. [75,178] and
statistical methods in the context of particle physics are discussed in Ref. [7]. All statistical
calculations are performed using the CMS Higgs combination software, documented in
Ref. [179], which implements a statistical framework that was developed by the ATLAS and
CMS Collaborations and is described in Ref. [180]. The software package is based on the
ROOT, RooStats and RooFit software packages that are described in Refs. [173,176,177].
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Section 4.1 introduces the statistical model used for the ttH(bb) analysis. This is followed
by discussions about the calculation of the significance of a possible signal in Sec. 4.2,
the measurement of the signal in Sec. 4.3 and a short discussion about the calculation of
expected results in Sec. 4.4.
4.1 Statistical model for the ttH(bb) analysis
Statistical analyses in high energy physics are usually performed counting the number of
events in a specific phase space and comparing the number of events in recorded data to
that expected from a specific model. Since the cross sections of relevant processes are
small and the number of experiments is large (in most proton-proton collisions at the LHC
nothing very interesting happens) the probability to observe 𝑛 events in data, given an
expected number of events 𝜆, follows a Poisson distribution. Often one is not interested
in the number of events in a single phase space region, but instead in the distribution of
an observable, in which case the events are filled into a histogram with 𝑚 bins 𝑖. The
probability for the observation of the data is then given by the product of the Poisson








with 𝑛 = (𝑛1, ..., 𝑛𝑚bins) and 𝜆 = (𝜆1, ..., 𝜆𝑚bins) being the observed and expected numbers
of events in each histogram bin. The expected number of events is the sum of different
processes such as one signal process 𝑠 and various background processes 𝑏𝑗 . In the ttH(bb)
analysis the measured quantity is the signal-strength modifier 𝜇 defined as the ratio of the





The expected number of events in bin 𝑖 is then given by




where the signal-strength modifier is the same parameter for all bins (it is correlated between
all bins) and scales the expected numbers of signal events in all bins simultaneously. The
signal-strength modifier is now the only parameter defining the physics model and the
probability 𝑃 (𝑛|𝜇) can be interpreted as a likelihood function 𝐿(𝜇) for the parameter 𝜇,
which can be maximized with respect to 𝜇 to find the value ?̂? that best describes the
observed data.
In reality, the predictions for the numbers of events 𝑠𝑖 and 𝑏𝑖𝑗 are subject to systematic
uncertainties, such as uncertainties on the calculated standard model cross sections or
uncertainties on the acceptance and efficiency of the detector. To account for this, an
additional continuous nuisance parameter 𝜃 is introduced for each uncertainty and the
parameters become functions of the nuisance parameters: 𝑠𝑖(𝜃) and 𝑏𝑖𝑗(𝜃). The nuisance
parameters are usually only correlated between specific bins or only affect specific processes.
For each nuisance parameter a systematic probability density function (p.d.f.) 𝑝(̃︀𝜃|𝜃),
describing the probability to observe a value ̃︀𝜃 if the true value is 𝜃, is multiplied to the
likelihood function 𝐿(𝜇). For the construction of the 𝑝(̃︀𝜃|𝜃) it is assumed that a systematic
uncertainty arises from a real or imaginary auxiliary measurement with posterior p.d.f.
𝜌(𝜃|̃︀𝜃) where 𝜃 is the true value of the nuisance parameter and ̃︀𝜃 is the measured value, as
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discussed in Ref. [180]. With this, the “measured” uncertainties can be related directly to
the widths of the systematic probability density functions.
The type of systematic p.d.f. that is used depends on how the uncertainty affects the
predicted distributions. Rate changing uncertainties affect only the normalization of a
process and should not be able to change the normalization to negative values. For their












with a mode and mean of approximately 1 for ̃︀𝜃 = 1 and a standard deviation of ln(𝜅).
The parameter 𝜅 can then be identified with a relative uncertainty as 𝜅 = 1 + 𝛿𝜃/𝜃.
The probabilities for 𝜃 to be larger or smaller by a factor of 𝜅𝑛 are identical and follow
gaussian tail probabilities, i.e. the ±1𝜎 interval around the mode contains 68% of the
area under the curve. For uncertainties that affect the shape of a distribution a template
morphing approach is used, as described in Refs. [181,182]. For each nuisance parameter,
two additional template histograms are created for which the nuisance parameter is varied
up or down by one standard deviation. The effects on the numbers of events in affected
bins as a function of the nuisance parameter 𝜃 are calculated by vertical interpolation
between the two systematic template histograms. For this nuisance parameter a standard
normal distribution is used as probability density function. If the normalizations of those
histograms differ from the nominal histogram, the normalization is factorized and treated
as an additional rate uncertainty with log-normal p.d.f. for the same nuisance parameter 𝜃.










To calculate the significance of an observed signal with respect to the background-only
hypothesis, a hypothesis test is performed. For this, a test statistic 𝑞𝜇 for a given value of
𝜇 is defined as:
𝑞𝜇 = −2 ln
𝐿(𝑛|𝜇, ?̂?𝜇)
𝐿(𝑛|?̂?, ?̂?)
, with 0 ≤ ?̂?. (4.6)
Here ?̂? and ?̂? are those parameter values that maximize the likelihood globally and ?̂?𝜇
are the estimates for 𝜃 for which the likelihood is maximized given a fixed value of 𝜇. For
practical reasons, instead of a maximization, a minimization of the negative log-likelihood
− ln𝐿(𝑛|𝜇,𝜃) is performed, yielding the same results. The test statistic is defined as a
likelihood-ratio since those provide the best statistical power for tests of simple hypotheses,
as stated by the Neyman-Pearson lemma discussed in Ref. [183]. Large values of this test
statistic correspond to a large disagreement between the observed data and the hypothesis
defined by the choice of 𝜇.
As discussed above, the p-value is defined as the probability to find a test statistic value at









The function 𝑓(𝑞𝜇|𝜇, ?̂?
obs
𝜇 ) is the p.d.f. for the test statistic 𝑞𝜇 given the hypothesis 𝜇,
where ?̂?obs𝜇 indicates that the hypothesis contains the maximum likelihood estimates of the
nuisance parameters obtained from a fit with a fixed value of 𝜇. In the case at hand, the
tested hypothesis is the background-only hypothesis with 𝜇 = 0 and the needed p.d.f. is
𝑓(𝑞0|0, ?̂?
obs
0 ). The construction of the p.d.f. requires the simulation of a large amount of
pseudodata by sampling the post-fit probability density functions of the nuisance parameters
for a background-only fit, which is computationally expensive. Fortunately, as discussed
in Ref. [184], the p.d.f. can be approximated analytically in the limit of large numbers of
events and the p-value can then be calculated as
𝑝 = 1− Φ(√𝑞0) (4.8)
where Φ is the cumulative distribution function of a standard gaussian distribution.
By convention the p-value is translated to a significance Z in such a way that the 1− 𝑝
quantile of the standard normal distribution equals Z standard deviations (or 𝑍𝜎) above
the mean. The significance is then calculated from the p-value as
𝑍 = Φ−1(1− 𝑝). (4.9)
where Φ−1 is the inverse of the cumulative distribution function of a standard gaussian
distribution. In this scheme, a significance of 3𝜎 corresponds to a p-value of about
1.35× 10−3 and is by convention the threshold to claim evidence for a process, while an
observation or discovery requires a higher threshold of 5𝜎 or a p-value of 2.87× 10−7.
4.3 Parameter estimation
To obtain estimates for the parameters 𝜇 and 𝜃 the predicted distributions are fitted to
the data by maximizing the likelihood function 𝐿(𝑛|𝜇,𝜃) with respect to all parameters 𝜇
and 𝜃 at once.
To find the uncertainty on the estimated value of a parameter, the negative log-likelihood
is scanned as a function of the parameter while all other parameters are profiled, meaning
that for each scanned parameter value, the negative log-likelihood is minimized with respect
to all other parameters, as discussed for example in Ref. [185]. This can be interpreted as a
test of the hypothesis of the scanned parameter value against the hypothesis of the best-fit
parameter hypothesis and would necessitate the calculation of the test statistic defined in
Eq. 4.6 for each scanned parameter value. The test statistic as a function of the scanned
parameter will usually have the approximate form of a parabola with a minimum and a
value of zero at the best-fit value of the parameter. According to Wilk’s theorem, introduced
in Ref. [186], in the case at hand and in the limit of a large number of events, the probability
distribution of the test statistic can be approximated by a 𝜒2 distribution with one degree
of freedom, as discussed for example in Ref. [7]. The 𝑆𝜎 confidence intervals around the
minimum of the test statistic are then given by the parameter values that increase the test
statistic by 𝑆2. Therefore, the 𝑆𝜎 confidence intervals for the profile likelihood estimate
are given as those values closest to the minimum for which the negative log-likelihood
takes on the values 𝐿+ 𝑆2/2. In practice only the calculation of the uncertainty on the
signal-strength parameter is performed this way while the post-fit uncertainties on the
nuisance parameters are estimated from the Hessian matrix at the global minimum. They
are often constrained to values smaller than their pre-fit values since additional information
about them is gained.
Since the negative log-likelihood is also minimized with respect to the nuisance parameters,
they usually take on different values after the fit compared to their values before the fit.
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The differences between the pre-fit and post-fit values normalized to the pre-fit uncertainty
are called pulls. As will be discussed in Ch. 9, the ttH(bb) analysis not only contains
bins enriched in signal events but also purposefully constructed bins enriched in various
background processes. These serve as control regions with which nuisance parameters
are measured and constrained. If these regions are sufficiently large compared to the
signal regions, the simultaneous fit of all parameters leads to corrections of the background
prediction, as well as a reduction of its uncertainties in the signal enriched bins.
4.4 Expected results
To avoid biases on the final results, the ttH(bb) analysis is designed in a “blinded” fashion,
as are most analyses. That means that all design choices and optimization procedures are
performed using simulated data only. To gauge the sensitivity that can be expected of the
analysis, results are also calculated using simulated pseudodata. For this, one could in
principle simulate many sets of pseudodata in which the signal and background predictions
are smeared around their pre-fit uncertainties. However, as explained in Ref. [184], if the
statistical analysis is performed with a large enough number of events, only one such set of
pseudodata, that with the median values of all smeared nuisance parameters, needs to be
generated for each signal hypothesis. This median set of pseudodata is called “Asimov”
pseudodata and is introduced in Ref. [184]. Since the central values of the uncertainties
correspond to their best-estimated values and the smearing of the nuisance parameters is
performed based on the estimated uncertainties of the nuisance parameters, the Asimov
pseudodata are the data with the central values of the parameters, i.e. the nominal
predictions for the background and the signal hypothesis.
The expected best-fit estimate for the signal-strength modifier and its uncertainty are
calculated as described above, only with the Asimov data instead of recorded data. The
expected significance and expected upper limits 1 are calculated as the median of the
distribution of results for all sets of pseudodata, which corresponds to the result with the
Asimov data. Uncertainties on the expected significance and upper limits are calculated
as the results at 𝑆𝜎 quantiles around the median, which can be calculated from the
uncertainties on the smeared nuisance parameters, as described in Ref. [184].
The expected significances quoted in Ch. 9 are calculated with post-fit background-only
pseudodata. This set of pseudodata is obtained by estimating the post-fit values and
uncertainties of the nuisance parameters through a background-only fit to recorded data, and
then constructing Asimov pseudodata using the post-fit values of the nuisance parameters.
1Upper limits are not calculated for the results in this thesis. However, several upper limits calculated in
other analyses are quoted. They are calculated using the CLS prescription as discussed in Ref. [180].
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5 Multivariate analysis methods
To measure ttH(bb) with large precision it is necessary to select samples of events enriched
in ttH(bb) events from data. As will be explained in Ch. 7, the first step for this is to
select events based on the number of leptons, jets and other simple observables. However,
the phase space thus defined also contains a large number of non-ttH(bb) background
events. To further enrich the selected sample, events that likely originate from the signal
process are separated from those resembling background processes using more sophisticated
observables. In some analyses it is for example possible to achieve this by reconstructing the
invariant mass of a searched-for particle and subsequent selection of only events around the
peak of that mass. Unfortunately, since ttH(bb) events contain a large number of particles
in the final state and the mass reconstructed from background events mimics that of the
signal process, such a mass observable is not feasible for the separation between signal
and background events. Instead, several observables, which themselves do not separate
between signal and background that well, are combined into better suited observables
using multivariate analysis (MVA) methods. The employed MVA methods achieve this by
simultaneously evaluating all included observables and exploiting correlations between them
in a manner not easily achievable by hand. The constructed observables then allow the
classification of the events as belonging to signal or background processes. MVA methods
are also used for the classification of jets according to the flavor of the parton whence they
originate, as will be discussed in Sec. 6.6.
The term multivariate analysis methods encompasses a vast number of different methods
to analyze and explore data. Commonly used methods for classification tasks include
boosted decision trees, support vector machines, linear discriminant analysis, artificial
neural networks and more. An introduction the MVA methods and a discussion of the
important methods is given in for example Ref. [187].
As will be discussed in Sec. 7.5, ANNs are used for the ttH(bb) analysis in the single-lepton
channel. In Sec. 5.1, the general concept of constructing MVAs for classification tasks is
discussed with a focus on the application for the ttH(bb) analysis. An introduction to
artificial neural networks is given in Sec. 5.2. The architecture and training procedure
of the ANNs used in the ttH(bb) analysis will be further discussed in the same Sec. 7.5.
Although they are not directly used for the results in this thesis, BDTs are a commonly
used alternative, had been considered during the design of the analysis strategy and are
mentioned at several points throughout this thesis. For this reason a brief introduction to
the main idea behind them will be given in Sec. 5.3.
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5.1 General Concept
Both boosted decision trees and artificial neural networks consist of a model (a complicated
function) with which an often unknown target function is approximated from input data
and an algorithmic prescription for the choice of the parameters of the model.
The target function can in principle take many forms. For classification tasks it is a function
that maps a vector 𝑥 = (𝑥1, ..., 𝑥𝑛) of 𝑛 input features to an output vector 𝑦 = (𝑦1, ..., 𝑦𝑚)
of m classes, where the value of a component 𝑦𝑖 can be interpreted as how likely it is
that the input vector belongs to class 𝑖. In the ttH(bb) analysis the input features are
observables of the events (or properties of jets) and the 𝑚 output classes are signal and
background processes (or the flavors of jets). Ideally, the model would classify an event
with total certainty and only one component of 𝑦 would take on a value of one while the
other components would be zero. In practice, all components take on finite values. In
such cases the classification is performed by assigning the event to that class for which the
component takes on the highest value.
The parameters of the model are chosen using a supervised learning algorithm, a procedure
called training. For this, the parameters are first set to initial values. Then the model is
evaluated on a sample of events for which the true class 𝑦𝑖 is known. This sample is called
the training sample and is selected from simulated data. Next, a loss function (sometimes
also called cost function), that quantifies the deviation between the predicted classes and
the true classes over the whole sample, is defined. Such a loss function is for example given










(𝑦𝑘𝑗 − 𝑦𝑘𝑗)2. (5.1)
The parameters of the model are then updated to minimize the loss function. After this
update the procedure is repeated with a new batch of events. This is repeated until the loss
function converges to a stable value or a maximum number of iterations is reached. After
the training is complete, the performance of the model is evaluated on an independent
validation sample.
A common issue encountered when training classification models is that the model can
learn the statistical fluctuations occurring in the training sample. This is called overfitting
(or overtraining or generalization error) and results in a better performance on the training
sample than on other samples. This mostly occurs if the size of the training sample is small
and the number of parameters is large, similar to how overfitting can occur when fitting a
polynomial of high order to a small set of data points. If, due to statistical fluctuations, the
multidimensional distribution of training data is now different from that of an independent
sample, events in the second sample will be assigned wrong classes more often. Several
techniques can be applied to avoid overfitting. In addition to making sure that the training
sample is of sufficient size and the model not too large, overtraining can also be avoided by
training in batches, adding regularization parameters to the loss function or not training
the whole model at once. Such measures can on the other hand degrade the performance
of the classifier more than necessary. The choice of the model and training procedure is
therefore an important and difficult task. A related effect, called domain adaption error,
occurs if the training data is systematically different from that to which the model is
applied. This can be the case if the simulated samples used for the training do not reflect
the real physics encountered in recorded data. This illustrates the importance of using well
modeled simulated data for the training.
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Figure 5.1: Illustration of an artificial neuron. The input features 𝑥𝑖 are multiplied by
weights 𝑤𝑖 and summed. A bias weight 𝑏 is added and the sum is passed
through an activation function 𝜙 to produce the output 𝑜.
5.2 Artificial neural networks
Artificial neural networks are, as their name suggests, networks of artificial neurons modeled
after biological neurons and brains. There are various types of ANNs depending on the
functions of the neurons, the network structure and how information flows through the
network. The networks used in the ttH(bb) analysis are feed-forward networks called
multilayer perceptrons and are among the simplest network realizations.
The basic building block of the networks is a neuron. In a biological neuron, input signals
arriving through multiple dendrites are summed and if that sum reaches a certain threshold
an output signal is generated. This behavior is modeled in an artificial neuron, illustrated
in Fig. 5.1. The components of the input feature vector 𝑥 are first multiplied by weights to
account for differences in the importance of the features and then summed. The threshold
behaviour is modeled by adding a bias weight 𝑏 and applying an activation function 𝜙.









The weights 𝑤𝑖 are free parameters of the model that are chosen by training of the model.
To create more complex models multiple layers of neurons are connected to create a network
as illustrated in Fig. 5.2. The input features make up the input layer and are passed to
all neurons of the first hidden layer. Their outputs are then connected to the following
layer, and so on. The number of hidden layers and the number of neurons per layer are
adjusted to suit the task at hand. Similarly, the activation function for the neurons has to
be chosen. Commonly used ones for neurons in the hidden layer include the exponential
linear unit (ELU), described in Ref. [188] and defined as
𝜙ELU(𝑥) =
{︃
𝑥, for 𝑥 ≥ 0
𝛼(𝑒𝑥 − 1), for 𝑥 < 0,
(5.3)
with 𝛼 > 0 being an adjustable parameter, the rectified linear unit (ReLU), discussed in
Ref [189] defined as
𝜙ReLU(𝑥) =
{︃
𝑥, for 𝑥 ≥ 0
0, for 𝑥 < 0,
(5.4)
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and a function called leaky ReLU, described in Ref. [190] and defined as
𝜙leakyReLU(𝑥) =
{︃
𝑥, for 𝑥 ≥ 0
𝛽𝑥, for 𝑥 < 0,
(5.5)
with an adjustable parameter 𝛽. As can be seen they differ in how they treat inputs of
𝑥 < 0. Another common activation function is the sigmoid function defined as
𝜙sigmoid(𝑥) =
1
1 + 𝑒−𝑥 . (5.6)
These activation functions are depicted in Fig. 5.3. For the relevant case of classification
into multiple classes, each class is represented by one output neuron. The activation
function used for these output neurons is the softmax function, discussed in Ref. [189]. For






where the sum is performed over all output neurons to ensure that the sum of all values
predicted by the output neurons equals one.
For the training of the ANN, i.e. the choosing of the weights, the distributions of the input
features are first transformed to have a mean value of zero and a standard deviation of one1.
This is done to avoid large differences in the numerical values entering the neurons. Next
the initial weights are randomly set to small values such as suggested in Refs. [191, 192].
The loss function to be minimized is the categorical cross entropy, which is discussed in
Ref. [187] and defined as




[𝑜𝑖 log(𝑜𝑖) + (1− 𝑜𝑖) log(1− 𝑜𝑗)] (5.8)
where 𝑜𝑖 and 𝑜𝑖 denote the true and predicted values for the class and the sum is performed
over all classes. To avoid overtraining, an additional regularization term is added to the





where the sum is performed over all weights in the model and the parameter 𝜆 is an
adjustable hyperparameter. This regularization term serves to suppress large weights of
single neurons.
The training is performed iteratively with batches of events from the training sample, the
batch size itself being an adjustable hyperparameter. After each batch the loss function is
calculated and the weights of the model are updated using a gradient descent method:




where 𝑤𝑘𝑖𝑗 denotes the weight for the input 𝑖 in neuron 𝑗 of layer 𝑘 and 𝜅 is a hyperparameter












1The same transformation is of course used during the application of the fully-trained ANN on unknown
events.
54







Figure 2.2.: The basic setup of an articial neural network. Each input variable gives rise to a neuron in the input
layer, which are all connected to every neuron in the hidden layer. In the same way every neuron in the hidden
layer is connected to the output neuron.
which transforms the input x to an interval of −1 to 1. All neurons of the hidden layer are then
mapped in the same way to the single neuron of the last layer, the so-called output layer, to

















The weights need to be determined in the training step of the network to achieve the desired
outcome. For each training iteration the network result is compared to the target, which is
either +1 or −1 for signal and background events, respectively. The set of weights ~w is then
adjusted in such a way that an error function








for a given number of events N is minimized. Here, ~xi are the input values for event i , yi is
the achieved response of the network, δi the desired output and ϵ a regularization factor. This
method of adjusting the weights of the network is called back propagation [91]. Finding the
minimum of the error function is an optimization problem, which can be solved by dierent
approaches. For the ANN in this thesis, the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algo-
rithm [92–95] is used to nd the best possible weights. The algorithm is a quasi-Newton method
in which the Hessian matrix does not need to be computed directly, which saves a signicant
amount of time in a non-linear optimization problem.
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Figure 5.2: Illustration of an artificial neural network with one hidden layer. The input
features in the input layer are all connected to the neurons of the hidden layer,
which are all connected to the output layer. Taken from Ref. [121]
To increase the training speed, the derivatives are calculated iteratively using the back-
propagation-of-errors algorithm discussed in Ref. [194]. To further reduce overtraining the
dropout method, described in Ref. [195], is employed. With this method each neuron is
deactivated for the current iteration with a probability that is an adjustable hyperparameter.
After each full pass over the training sample, called an epoch, the order of events in the
training sample is randomized and the ANN is evaluated on an independent test sample.
The training is performed until a maximum number of epochs is reached, the loss function
is not reduced for several epochs or the loss function evaluated on the training and test
samples diverges by more than a set threshold.
5.3 B osted decision tre s
Boosted decision trees (BDTs) are discussed in Refs. [187,196] and their model consists of
an ensemble of decision trees, where each decision tre is a sequence of binary d cision .
Such a decision tree is illustrated in Fig. 5.4. BDTs are constructed by training an ensemble
of single decision trees in such a way that each additional tree corrects the prediction made
by the whole ensemble. The number of trees in the ensemble, the number of decisions
per tree as well as several parameters controlling the training procedure are so-called
hyperparameters and can be adjusted to optimize the performance and overtraining. For
the analysis of data recorded in the year 2016, decision trees are trained to classify events
either as ttH events or as tt events using the TMVA toolkit described in Ref [196, 197].
Since during the design of the analysis it was observed that the trained BDTs perform worse
than ANNs, the analysis presented in this thesis uses only ANNs as discussed in Sec. 7.5.
Therefore the BDTs are not further discussed here and further information about their
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Figure 5.3: Different activation functions. Taken from Ref. [88]
general implementation in the context of a ttH(bb) analysis and optimization procedure is
described in Ref. [134].
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8.13 Boosted Decision and Regression Trees 115
Figure 18: Schematic view of a decision tree. Starting from the root node, a sequence of binary splits using
the discriminating variables xi is applied to the data. Each split uses the variable that at this node gives the
best separation between signal and background when being cut on. The same variable may thus be used at
several nodes, while others might not be used at all. The leaf nodes at the bottom end of the tree are labeled
“S” for signal and “B” for background depending on the majority of events that end up in the respective
nodes. For regression trees, the node splitting is performed on the variable that gives the maximum decrease
in the average squared error when attributing a constant value of the target variable as output of the node,
given by the average of the training events in the corresponding (leaf) node (see Sec. 8.13.3).
8.13.1 Booking options
The boosted decision (regression) treee (BDT) classifier is booked via the command:
factory->BookMethod( Types::kBDT, "BDT", "<options>" );
Code Example 51: Booking of the BDT classifier: the first argument is a predefined enumerator, the second
argument is a user-defined string identifier, and the third argument is the configuration options string.
Individual options are separated by a ’:’. See Sec. 3.1.5 for more information on the booking.
Several configuration options are available to customize the BDT classifier. They are summarized
in Option Tables 25 and 27 and described in more detail in Sec. 8.13.2.
Figure 5.4: Illustration a decision tree. Even s are classified as either signal (S) or
background (B) after a sequence of binary decisions based on four features




Most of the stable particles created in the proton-proton collisions within the CMS detector
interact with the detector material leading to signals in the readout electronics. Analyses of
proton-proton collisions usually require knowledge of the particles created in the scattering
event and therefore require the reconstruction of the particles from the detected signals.
In this chapter, the reconstruction and identification of the jets, leptons and other basic
objects used in the analysis of ttH(bb) production is discussed.
Depending on their nature, different kinds of particles interact with different parts of the
detector, as illustrated in Fig. 6.1. Neutral hadrons, for example, will not significantly
interact with the tracker or electromagnetic calorimeters, but will deposit most of their
energy into the hadronic calorimeters. Charged particles interact with the sensitive material
in the tracker, leaving hits along their trajectories. Charged hadrons and electrons will then
be stopped in the electromagnetic calorimeters, depositing their energy, whereas muons
with sufficient energy will only deposit a small amount of energy into the calorimeters and
will traverse through the whole detector to the muon detectors.
The reconstruction of particles is based on the measurements in the different subdetectors
and begins with reconstructions of the tracks of charged particles, as will be discussed in
Sec. 6.1 and the reconstruction of energy clusters in the calorimeters will be discussed in
Sec. 6.2. The tracks and clusters are combined using the particle flow algorithm, which will
be discussed in Sec. 6.3, to reconstruct candidates for neutral or charged hadrons, electrons,
muons, and photons from the collections of hits and energy deposits.
The reconstruction and identification of photons and leptons will be described in Sec. 6.4.
As was discussed in Ch. 2, quarks and gluons created in the collision events undergo
hadronization and form cone-shaped sprays of stable particles called jets. The reconstruction,
identification and calibration of the jets used in this thesis will be discussed in Sec. 6.5.
Jets originating from bottom quarks are of special interest for the analysis of ttH(bb)
production. They can be identified using multivariate methods which will be discussed in
Sec. 6.6.
Neutrinos or certain particles hypothesized by theories beyond the standard model can
escape the detector without interacting with the sensitive material. This will lead to an
imbalance in the energy deposited transverse to the beam axis which is called missing
transverse momentum, which is reconstructed as described in Sec. 6.7.
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Charged Hadron (e.g. Pion)
Muon
Photon
Neutral Hadron (e.g. Neutron)
Figure 6.1: Slice of the CMS detector illustrating the behavior of different particles and the
response of the various subdetectors. The trajectories of electrically charged
particles are curved in the magnetic field of the CMS detector. Electrically
charged particles interact with the silicon tracker, the muon detectors and the
electromagnetic calorimeters. While charged hadrons, electrons and photons
are stopped by the electromagnetic calorimeters, muons only deposit small
amounts of energy and are able to traverse to the muon systems, aiding in their
identification. Hadrons deposit energy in the hadronic calorimeters. Taken
from Ref. [198].
To test the predictions made by theories such as the standard model, the data recorded
with the CMS experiment is compared to simulated data. The generation process of these
samples includes a simulation of the response of the detector up to the signals induced
in the readout electronics, after which the simulated events can be reconstructed in the
same way as is done for real data events. These simulations, however, are not perfect,
causing not only differences in the event contents themselves, but also in the efficiencies for
the reconstruction, identification and energy measurements of the particles and jets. The
corrections applied to simulated samples to improve their description of the data will be
discussed in Sec. 6.9.
6.1 Tracks and Vertices
When electrically charged particles pass through the CMS detector they can produce signals
(hits) in the layers of the silicon tracker from which their tracks can be reconstructed. Highly
energetic muons leaving the detector can also produce hits in the muon detectors. Due to
the magnetic field, the tracks are curved with the curvature depending on the momentum,
the mass and the charge of the particles. A reconstruction of the tracks therefore allows
a measurement of the momenta and charges of the particles. Points where one or more
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tracks originate (vertices) are of interest not only to identify tracks originating from the
hard scattering interaction (primary vertex), but also for the identification of particles
such as 𝜏 -leptons or B-hadrons, as will be discussed in Sec. 6.6. At current experimental
conditions each bunch crossing can lead to thousands of hits and tracks. This makes the
reconstruction of tracks with a high efficiency and low rate of fake tracks, which are tracks
that are reconstructed from unrelated hits, a rather difficult and computationally intensive
problem.
6.1.1 Hit reconstruction in the silicon tracker
The first step in reconstructing particle tracks is the reconstruction of hits in the silicon
pixel tracker and the silicon strip tracker, which is described in detail Ref. [199]. Due to
the fine segmentation of the tracker detectors, traversing particles will in general deposit
charge clusters in neighboring pixels or strips. This effect is called charge sharing and
can be exploited to improve the position resolution beyond the pixel or strip widths. The
clusters themselves are usually sufficiently separated to identify them as belonging to one
traversing particle. The reconstruction also takes into account the Lorentz drift of the
charge caused by the magnetic field.
Hit reconstruction in the pixel detector
The positions of hits in the pixel detector are reconstructed from clusters of pixels with
signals above a, for each pixel specific, noise threshold. A comparably fast algorithm
reconstructs hits that are used for the seeding of the track finding algorithm and estimates
their position from the geometric center of the cluster, the asymmetry of the charge
distribution and the Lorentz drift of the created charges in the magnetic field. For the
final track reconstruction, the hit position is estimated by fitting templates of cluster
charge distributions to the observed charge distribution. The templates are derived using
simulated tracks with various angles and also take into account changes to the charge
collection and Lorentz drift due to radiation damage accumulated by the sensor material
during its lifetime. The uncertainty on the hit position is estimated from the distribution
of the difference between the reconstructed and actual hit position of simulated tracks.
Hit reconstruction in the strip detector
Similar to the treatment of the pixel detector, strip channels need to have read-out
charges above adjustable thresholds to reduce noise. The clusters from which the hits
are reconstructed are seeded by channels with a high signal-to-noise-ratio. Surrounding
channels are added to these clusters if they pass a less strict signal-to-noise threshold. Hits
in the strip detector are reconstructed from clusters of strips with high signal-to-noise
ratios. The position of the cluster is calculated as the charge-weighted average of the strip
channel positions and is corrected to account for Lorentz drift of the charge as well as
a charge collection efficiency at the sensor backplanes. The uncertainty on the cluster
position is estimated from the expected width of the cluster based on the incident angle.
6.1.2 Hit reconstruction in the muon detectors
The CMS detector contains three different types of gaseous detectors specialized in the
detection of muons: drift tube chambers (DTs), cathode strip chambers (CSCs), and
resistive plate chambers (RPCs). The method of hit reconstruction differs for these three
types of detectors and is explained in detail in Refs. [163,164]. For the DTs the hit position
is calculated from the position of the wires that registered a signal and the drift time of the
electrons in the gas. The CSCs contain wires as well as finely segmented cathode strips.
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The azimutal and radial position of the muon hit is calculated from the positions of the
wires and strips that collected the induced charge. In RPCs, the produced electrons can be
detected by multiple cathode strips and the hit position is calculated as the arithmetic
mean of all affected strips. While the RPCs are single-layer chambers that can only register
one hit per traversing muon, the CSCs and DTs are multi-layer detectors where muons
can leave multiple hits. These are later used to reconstruct segments of muon tracks. For
each detector element, the spatial resolution of the hits is calculated from the distributions
of the residuals between registered hits and fitted track segments that were reconstructed
with other detector elements. The spatial resolution is found to be in the range of 45𝜇m
to 1.38 cm depending on the type and position of the detector.
6.1.3 Track finding
Once the hits are reconstructed, track finding algorithms are used to reconstruct the
trajectories of charged hadrons, electrons and muons. Since electrons have a high probability
to emit bremsstrahlung photons in the tracker and muons allow the inclusion of hits in
the muon systems, their trajectories are reconstructed with different methods that will be
briefly introduced in the following paragraphs.
Iterative Tracking
The track finding algorithm is based on an iterative application of a combinatorial Kalman
filter as described in Refs [200–203]. In each iteration, tracks are reconstructed in four
stages which are detailed in Refs. [198,199].
In the first stage, track seeds are generated from small numbers of hits. The seeding
requirements for each iteration are chosen to target specific kinds of particle trajectories.
The first iteration, for example, targets prompt particles with high transverse momenta
and requires hits in three consecutive layers of the inner pixel detector that are compatible
with a high momentum track passing very near to the interaction point, while the sixth
iteration targets very displaced tracks and requires seeds in two or three strip layers.
In the second stage, the initial track candidates are layer-wise extrapolated along plausible
trajectories to search for additional compatible hits, taking into account Coulomb scattering,
energy losses and the uncertainty on the hit position. For each compatible additional
hit, a new track candidate is created. After this, the trajectories of the track candidates
are updated and the search is extended to the next layer. In the third stage, the track
candidates are refitted multiple times, taking into account hit uncertainties, multiple
scattering, energy losses and the inhomogeneities of the magnetic field, while also removing
possible hits that were wrongly assigned to the track candidate. This leads to a smoothing
of the trajectory and the best possible estimates of the track parameters and uncertainties.
In the fourth and final stage, track candidates are discarded if they do not pass certain
criteria such as the goodness of the fit or the number of associated hits. Any ambiguities
in the assignment of hits to tracks are resolved by only keeping the best fitting track
candidates.
To improve the track finding efficiency and to reduce the misreconstruction rate, especially
for trajectories with low momentum, the combinatorial Kalman filter approach is performed
multiple times. After each iteration, hits assigned to found tracks are removed from the
collection of considered hits and the seeding requirements and the final track quality
criteria are adjusted. The improvement to the track finding efficiency and reduction of the
misreconstruction rate, due to the iterative approach is shown in Fig. 6.2.
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Figure 6.2: Efficiency (left) and misreconstruction rate (right) of the non-iterative approach
(black squares), the iterative approach with only those iterations that include
pixel hits in the seeds (green triangles) and the iterative approach with all
iterations considered (red circles), as a function of the track 𝑝T. The values
were calculated for simulated charged hadrons in multijet events without pileup
interactions. Only tracks with |𝜂| < 2.5 are considered. Taken from Ref. [198].
Electron tracks
Electrons lose a large amount of energy through bremsstrahlung when traversing through
the tracker material. Since this energy loss is non-gaussian, the Kalman filter approach
is ill-suited for electron tracks which are instead reconstructed with a refined approach
described in Refs. [198,199]. With this approach, electron track seeds are generated with
two methods. The first method targets isolated electrons with large bremsstrahlung losses
and searches for seeds compatible with clusters of ECAL energy deposits of similar 𝜂 but
different 𝜑 coordinates under the assumption that these are caused by the bremsstrahlung
photons and the electron itself. The second method is targeted at electrons where the
emitted bremsstrahlung cannot be as easily identified, such as electrons inside of jets or
very low momentum electrons. Here electron track seeds are generated from previously
reconstructed tracks that either pass by a compatible ECAL energy deposit or have a
bad track fit quality or missing hits which could be caused by bremsstrahlung emission.
Starting from these seeds, electron candidate tracks are then found using the Kalman filter
approach with relaxed conditions on the track quality. Finally, a track fit for the electron
tracks is performed using the Gaussian Sum Filter approach that takes into account the
expected energy loss of the electrons as described in Ref. [204].
Muon tracks
Muons generate hits not only in the silicon tracker but also in the muon detector systems.
To combine both systems, muons are reconstructed in three ways, each using a Kalman
filter approach for the track finding. Standalone-muon tracks are muon tracks that are
reconstructed from only the hits in the muon systems. For global-muon tracks each
standalone-muon track is matched to a track in the silicon tracker, and for tracker-muon
tracks previously found tracks are extrapolated and matched to hits in the muon systems.
Most muons are found to be reconstructed as global-muon tracks as well as tracker-muon
tracks, and the combination of the tracker and the muon systems ensures a high purity
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of reconstructed muon candidates as well as a good momentum resolution as discussed in
Refs. [164,198].
6.1.4 Primary-vertex reconstruction
Given the previously fitted tracks, the number, positions and associated uncertainties
of the proton-proton interaction vertices in each event are reconstructed as discussed in
Ref. [199]. For this, first all tracks compatible with being produced in the interaction region
are selected. Then these tracks are clustered into spatially distinct interaction vertices
using a deterministic annealing procedure, described in Ref. [205]. Finally the parameters
of each clustered vertex are fitted using an adaptive vertex fitter, which is discussed in
Ref. [206]. In subsequent steps the knowledge of the fitted vertices is used. For this only
vertices that pass certain quality criteria are considered:
∙ the vertex has to be derived from tracks (in case no tracks are found the nominal
interaction point is taken as vertex) and the vertex fit has to have a 𝜒2/𝑛dof > 0,
∙ the number of degrees of freedom in the vertex fit has to be larger than 4,
∙ the distance from the nominal interaction point in the 𝑧-direction has to be smaller
than 24 cm,
∙ the distance from the nominal interaction point in the 𝑥− 𝑦-direction (perpendicular
to the beam axis) has to be smaller than 2 cm.
Since the process of interest in this analysis involves highly energetic and heavy particles,
the vertex with the highest energy, determined by the scalar sum of the transverse momenta
of all particles that can be matched to this vertex using their tracks, is denoted as the
primary vertex and it is assumed that the interaction of interest originates from this vertex.
All other vertices in the event are regarded as corresponding to pileup interactions.
6.2 Calorimeter clusters
Charged particles such as photons, electrons and charged hadrons are stopped or deposit
energy in the ECAL while charged and neutral hadrons deposit their energy in the HCAL.
By measuring the positions and energies of the deposits it is possible to infer the energy,
direction and type of the corresponding particle. Often the energy is not deposited in a
single calorimeter cell but in several adjacent cells. To collect the energy of adjacent cells
and to distinguish between groups caused by different particles, a clustering algorithm is
used, as described in Ref. [198]. The clustering is performed separately for the different
calorimeter subdetectors: ECAL barrel and endcaps, HCAL barrel and endcaps, and the
preshower detectors. Depositions in the hadronic forward calorimeter are not clustered,
instead each cell is treated as a single cluster.
The clustering starts by identifying cells that have energy deposits above a certain threshold
and above adjacent cells. Next, topological clusters are grown from these cluster seeds
by adding adjacent cells. The position and energy of the particle causing a cluster is
determined by fitting a gaussian energy profile to the energy deposits. In case a topological
cluster includes multiple cluster seeds it is assumed that each cluster seed is caused by a
particle and that the energy of each cell in the topological cluster is the sum of the energies
of all particles. To resolve this, a gaussian-mixture model is used for the fit to the energy
deposits, where instead of only one gaussian, a sum of multiple gaussians is used. The
accurate measurement of the calorimeter cluster energies is important since they are for
example the only way to detect and measure neutral hadrons in the events. Therefore the
absolute and relative energy responses of the calorimeter clusters needs to be well-calibrated.
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This calibration is performed using particles coming from test beam experiments, cosmic
showers, radioactive sources, as well as simulated and recorded collision data as is discussed
in Refs. [198,207].
6.3 Particle Flow
As was discussed above, different types of particles interact with different subdetector
systems. Charged hadrons for example will leave a track in the tracker, as well as
energy deposits in the ECAL and HCAL, while neutral hadrons mostly deposit energy
in the HCAL with only a small amount in the ECAL. Combining the information from
different subdetectors therefore allows for an improved identification of particles. In
addition, the combination of track information and calorimeter information leads to
a better measurement of the particle momenta and energies. The combination of the
information of the subdetectors is performed with the particle flow (PF) algorithm, which
is discussed in detail in Ref. [198].
The algorithm links tracks and calorimeter clusters based on separation in the (𝜂, 𝜑) plane
and classifies all recorded signals as either muon, electron, charged hadron, neutral hadron
or photon candidates. For this, tracks are linked to calorimeter clusters by extrapolating
the track into the calorimeters. Clusters in one calorimeter system are linked to clusters
in another calorimeter system if the cluster in the system with the finer granularity lies
within the cluster of the coarser system. In case multiple links are possible, only those with
the smallest distance are chosen. Once a particle candidate is identified, all linked objects
are removed for the reconstruction of the remaining candidates. This is repeated until all
tracks and calorimeter clusters are assigned to a particle candidate.
Muon candidates are identified first based on the previously reconstructed muon tracks
and linked ECAL clusters. Isolated muons are identified mainly due to the existence
of a global-muon track. For non-isolated muons additional criteria are required for the
muon tracks. Since muons only lose a small amount of energy in the calorimeters the
muon-candidate momentum is mainly measured by the tracks. Next electrons and isolated
photons are identified. Photons are identified by requiring the presence of an ECAL cluster,
the absence of a track and that less than 10% of the ECAL energy is present in associated
HCAL clusters. Photons also can undergo conversion to e+e− pairs in the tracker material.
These photons are identified by the presence of two compatible tracks that usually start in
outward lying tracker layers. Electrons require the presence of a track, an ECAL cluster
and again that less than 10% of the ECAL energy is present in associated HCAL clusters.
In addition, the PF algorithm adds compatible ECAL clusters and conversion photons,
caused by bremsstrahlung, to the electron candidates. Electrons furthermore have to
pass additional criteria on the track quality and track-ECAL distance to be identified as
such. The remaining tracks and clusters give rise to charged hadrons, neutral hadrons
and non-isolated photons. Inside the tracker acceptance, ECAL clusters with no linked
tracks are identified as photons while HCAL clusters with no linked tracks are identified as
neutral hadrons. The now remaining HCAL clusters are linked to one or more tracks and
might also be linked to several ECAL clusters. Each of the tracks gives rise to a charged
hadron and depending on the ratios of the energies of the tracks and the calorimeter
clusters, additional neutral hadrons and photons may be identified. Outside of the tracker
acceptance (|𝜂| > 2.5) neutral and charged hadrons cannot be distinguished.
There, ECAL clusters without linked HCAL clusters are identified as photons. The energies
of all identified particle candidates are calculated by an optimized approach from a mixture
of the track momenta and calorimeter-cluster energies.
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6.4 Lepton reconstruction and identification
Instead of directly using all electrons and muons identified by the PF algorithm, the
analyses described in this thesis only select those that fulfill additional criteria designed to
remove those candidates that are falsely reconstructed or do not come from the primary
interaction of interest (such as leptons arising in the decays of hadrons). These additional
identification criteria differ slightly for data recorded in the years 2016 or 2017 and are
described in the following.
6.4.1 Electrons
All electrons used in this analysis are required to be reconstructed by the PF algorithm as
electron candidates. The energies of electrons tend to be not fully accounted for in the
ECAL clusters due to leakage of the shower into ECAL cells not connected to the cluster
or leakage into other detector components. To correct this, a regression of the electron
energy is performed using a multivariate analysis method as described in Ref. [208]. For
electrons in simulated data the measured energy is slightly biased compared to data and
the resolution of the energy measurement is slightly better. This is accounted for by scaling
and smearing the measured momentum by a small amount.
Then, electrons are selected for the analysis if they have a transverse momentum of
𝑝T > 30 GeV and a pseudorapidity of |𝜂| < 2.1(2.4) for data recorded in 2016 and 2017
respectively.
Furthermore, electrons have to fulfill additional requirements which are described below
and explained in further detail in Refs. [4, 5, 208]. Electrons are discarded if they are
detected in the transition region between the endcap and the barrel calorimeters at
1.4442 < |𝜂| < 1.5560. The electrons of interest in this analysis are expected to be isolated
with the only hadronic activity in their vicinity coming from the underlying event and
pileup. To ensure this, an effective-area-corrected isolation variable that measures the












Here, 𝑝T denotes the transverse momenta of different particles identified by the PF algorithm.
The superscripts denote the considered particles being neutral hadrons (NH), charged
particles (CH) or photons (PH). The parameter 𝐴 stands for an effective area depending on
the electron 𝜂 and 𝜌 for the energy density of neutral hadronic activity caused by pileup in
the event. The last term therefore accounts for neutral hadronic activity in the event that
is not accounted for by the previous terms. The sums are performed over all particles in a
cone around the electron with radius Δ𝑅 < 0.3. Then a relative isolation 𝐼rel is defined as
the ratio of the effective-area-corrected isolation Iso𝑒 and the transverse momentum of the
electron. Electrons recorded in 2016 are required to have a relative isolation of 𝐼erel < 0.06
and for electrons recorded in 2017 the relative isolation has to be 𝐼erel < 0.036 if the electron
was detected in the barrel and 𝐼erel < 0.094 if it was detected in the endcap region of the
tracker. In addition, electrons are required to fulfill cuts on variables describing the angular
separation between their track and the associated ECAL cluster (Δ𝜂, Δ𝜑), the lateral
extension of the electromagnetic shower detected by 5× 5 ECAL crystals centered around
the peak of the energy distribution (𝜎𝜂𝜂), the difference between the track momentum and
the ECAL cluster energy (| 1𝐸 −
1
𝑝 |), and the ratio of energy deposited in the HCAL and the
ECAL (𝐻/𝐸). In all cases the electron track is allowed to have at most one hit missing in
the inner tracker. The values of all selection criteria differ for electrons reconstructed in
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Figure 6.3: Efficiencies for (a) the reconstruction of electrons as a function of the 𝜂 of
the associated ECAL supercluster and (b) the identification of electrons as a
function of the 𝑝T and 𝜂 of the electron. The top panels show the efficiencies in
recorded data while the bottom panels show the ratio between the efficiencies
in recorded and simulated data. The efficiencies are measured in data recorded
in the year 2016. Taken from Ref. [209]
the barrel and endcap regions of the detector and are listed in Tab. 6.1. Different values
of these selection criteria for the years 2016 and 2017 are motivated by changes to the
detector, especially the upgrade of the silicon tracker, and the operating conditions. The
measured efficiencies of the reconstruction and identification criteria of electrons are shown
in Fig. 6.3 and Fig. 6.4 for data recorded in the years 2016 and 2017 respectively. They
are measured using a tag-and-probe method as described in Ref. [209,210]. As shown in
the figures, the efficiencies depend on the 𝑝T and 𝜂 of the electrons and are different for
recorded and simulated data. These sometimes large differences are corrected as described
in Sec. 6.9.4.
Table 6.1: Criteria for the selection of electrons.
2016 2017
Variable barrel (|𝜂| ≤ 1.479) endcap (|𝜂| ≥ 1.479) barrel (|𝜂| ≤ 1.479) endcap (|𝜂| ≥ 1.479)
𝑝T> (GeV) 30 30 30 30
|𝜂|< 2.1 2.1 2.4 2.4
𝐼erel < 0.06 0.06 0.036 0.094
Δ𝜂 < 0.00308 0.00605 0.00353 0.00567
Δ𝜑 < 0.0816 0.0394 0.0499 0.0165





|< (GeV−1) 0.0129 0.0129 0.0278 0.0158
𝐻/𝐸 < 0.0414 0.0641 0.026 0.026
6.4.2 Muons
Possible misalignment of the detector and uncertainties on the knowledge about the magnetic
field can lead to biases and differences in the momentum measurement of reconstructed
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Figure 6.4: Efficiencies for (a) the reconstruction and (b) the identification of electrons
recorded in the year 2017 as a function of the 𝑝T and 𝜂 of the electron. The
top panels show the efficiencies in recorded data while the bottom panels show
the ratio between the efficiencies in recorded and simulated data. Taken from
Ref. [210]
muons in simulated and recorded data. These biases can be corrected using so-called
Rochester corrections, discussed in Ref. [211], which effectively change the curvature of the
muon tracks. For muons in simulated data the corrections also decrease the resolution of
the momentum measurement. For the relevant muons in this analysis the corrections to the
track curvature and therefore the 𝑝T are smaller than 1% and the momentum resolution in
simulated data is decreased by about 5%. For the muons in data recorded in the year 2016
such corrections were applied, whereas they had not yet been derived for muons in data
recorded in the year 2017. The effect of these corrections on the ttH(bb) analyses in this
thesis is however expected to be small.
Similar to electrons, additional requirements are posed for the selection of muons. All
selected muons are required to be reconstructed by the PF algorithm as muon candidates
and have a transverse momentum of 𝑝T > 26(29) GeV and a pseudorapidity of |𝜂| < 2.1(2.4)
for data recorded in the years 2016 and 2017 respectively. Muons also have to pass a cut

















Here, 𝑝T denotes the transverse momenta of different particles identified by the PF
algorithm and the superscripts denote the considered particles being neutral hadrons
(NH), charged hadrons (CH), photons (PH) or charged hadrons identified as coming from
pileup interactions (PU). The sums are performed over all particles in a cone around the
muon with radius Δ𝑅 < 0.4. Muons recorded in both years 2016 and 2017 are required
to have relative isolation of 𝐼𝜇rel < 0.15. To further purify the sample of selected muons
they have to fulfill the tight muon ID which is further explained in Ref. [164]. This ID
requires that muons are reconstructed as both a tracker-muon and a global-muon, where
the global-muon-track fit has a 𝜒2/𝑛dof < 10. Furthermore, the tracks have to have at
least one hit in a pixel layer and at least 6 hits in any tracker layers. Finally, the impact
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Figure 6.5: Efficiencies for (a) the identification of muons and (b) the isolation of the
previously identified muons as a function of 𝜂 of the muon. The efficiencies
are shown for recorded and simulated data in the year 2016. The error bars
indicate statistical uncertainties. Taken from Ref. [212]
and 𝑑z < 5 mm in the 𝑧 direction. Efficiencies of the isolation and identification criteria are
measured using a tag-and-probe method (see Ref. [212,213]) and shown for simulated and
recorded data for the year 2016 in Fig. 6.5 and for the year 2017 in Fig. 6.6. The efficiencies
depend on the 𝜂 of the muons. Differences between recorded and observed data are visible,
they are however smaller than for the efficiencies of the electrons shown in the previous
section. The differences are corrected as described in Sec. 6.9.4.
6.5 Jets
Due to the properties of the strong interaction, quarks and gluons cannot be observed as
free particles but only as color neutral bound states. For this reason, all quarks and gluons
produced in collision events undergo a process called parton showering where a cascade of
additional strongly interacting particles are radiated. Since only color neutral particles
can be observed in nature all particles created in this parton shower then form neutral
hadrons in a process called hadronization1. Most of the color neutral particles created this
way are not stable and will further decay to stable particles. All resulting particles will
move roughly in the same direction and the ensemble is called a jet. Due to momentum
conservation the total energy, momentum and direction of these jets correspond to the
energies, momenta and directions of the original quarks and gluons that were their cause,
and with the detection of all these particles one could in principle reconstruct the original
quark and gluon. This however is complicated by the fact that there are usually multiple
jets in an event that might overlap, and that there usually is additional hadronic activity
from pileup interactions. Therefore even if one detects all decay products, the assignment
of these to individual jets is a difficult problem.
In experiments this problem is solved by clustering all decay products into jets using jet
clustering algorithms. Usually experimental data is compared to theoretical predictions
or simulated data. Since the constituent makeup of a jet is caused by a probabilistic
process where the splitting of constituent partons in soft or collinear partons is rather
1A notable exception to this phenomenon is the top quark which almost instantly decays to a b-quark and
a W-boson. These decay products however result in jets.
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Figure 6.6: Efficiencies for (a) the identification of muons and (b) the isolation of the
previously identified muons as a function of 𝜂 of the muon. The efficiencies
are shown for recorded and simulated data in the year 2017. The error bars
indicate statistical uncertainties. Taken from Ref. [213]
ambiguous and hard to describe by theoretical calculations, comparisons between prediction
and experiment are usually performed with jet observables. It is therefore of importance
that the jet algorithms are insensitive to soft or collinear parton splittings, which is called
infrared and collinear safety, respectively. There are many different jet algorithms that
fulfill the requirement of infrared and collinear safety. Of special interest here are sequential
recombination algorithms where, starting from a seed particle, additional particles are
sequentially added to the jet until a cut-off requirement is fulfilled. Some of these algorithms
have the advantageous property that the recombination steps often correspond to the
splittings and decays inside the shower, which can aide in studies that analyze the jet
substructure. The various sequential recombination algorithms differ mainly in the choice
of the seed particle and in the order of the sequential recombinations, their computational
complexity, as well as their suitability to different investigated particle decays and energy
regimes. The result is that the different jet algorithms also result in jets with, for example,
differently shaped cones. An overview over different jet clustering algorithms is given in
Ref. [214].
6.5.1 The anti-𝑘T algorithm
The jets used for the analyses described in this thesis are clustered with the anti-𝑘T
algorithm, described in Ref. [215], with a radius parameter of 𝑅 = 0.4 using the FastJet
software package, which is described in Ref. [216]. Such jets will be denoted as AK4-jets for
the remainder of this thesis. The anti-𝑘T algorithm is a sequential recombination algorithm
and is infrared and collinear safe. Starting with a collection of particles to be clustered the
algorithm proceeds in three steps:
1. For each pair of input particles 𝑖 and 𝑗 with their respective transverse momenta 𝑝T,𝑖









where Δ𝑅𝑖𝑗 is the distance of these particles in the (𝜂, 𝜑) plane. The parameter
𝑅 denotes the choosable radius parameter that steers at which angular distances
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particles are recombined and roughly corresponds to the radius of the resulting jets.
The parameter 𝛼 controls how the transverse momenta of the particles is taken into
account in the recombination. For the anti-𝑘T algorithm it is set to 𝛼 = −1, while for
example values of 𝛼 = +1 or 𝛼 = 0 lead to the 𝑘T and Cambridge/Aachen algorithms.
Also calculated is the so-called particle-beam distance for each input particle as:
𝑑𝑖B = 𝑝2𝛼T,𝑖. (6.4)
2. From all calculated distances 𝑑𝑖𝑗 and 𝑑𝑖B the smallest one is determined.
3. In case the minimal distance is found to be 𝑑𝑖𝑗 , the corresponding particles 𝑖 and 𝑗 are
removed from the input collection. Their four-momenta are then added to create a
single new particle that is added to the input collection. In case the minimal distance
is a 𝑑𝑖B the particle 𝑖 is called a jet and removed from the input collection. In either
case the algorithm continues with step 1. and an updated list of input particles.
If there are no more particles in the input collection, all jets have been clustered and the
algorithm terminates.
The jets used in this thesis are clustered from all particles previously found with the particle
flow algorithm. To mitigate the effect of pileup a method called charged-hadron subtraction
(CHS) is used and which is described in Refs. [165, 198]. For this, charged hadrons that
likely originate from pileup interactions are identified by matching their tracks to pileup
vertices. Those charged hadrons are then removed from the collection of input particles
before the clustering algorithm is performed.
6.5.2 Jet energy calibration
After the clustering of a jet using the particle flow candidates measured in the detector,
its energy should be equal to the energy of the underlying jet made up of the particles
that ultimately originated in the hard scattering process. However, this is not necessarily
the case. The response of the detector is not linear for jet constituents of different 𝑝T and
flavors and even varies from detector element to detector element. Particles originating
from pileup interactions and detector noise can further influence the measured jet energy.
Therefore, the jet energy scale (JES) of the measured jets is calibrated using a procedure
comprised of multiple steps, which will be briefly described in the following and which is
described in detail in Ref. [217,218]. Detailed information about the procedures and their
performance in LHC Run 2 are given in Refs. [219]. The calibration is applied by scaling
the four-momenta of the jets by calibration factors that usually depend on their 𝜂 and 𝑝T
values. For the determination of the correction factors the jets are first corrected using
all correction factors derived in previous steps. In the following, the term reco-level jet
denotes a jet clustered from constituents originating from the particle flow algorithm and
therefore ultimately from measurements by the detector, whereas a particle-level jet is a jet
that is clustered from the actual particles 2.
The first step of the calibration procedure is called L1 and it has the purpose to remove the
contribution to jet energy caused by detector noise and particles originating from pileup
interactions. During the jet clustering procedure the application of the CHS procedure
already removed charged hadrons that could be matched to pileup interactions. However,
contributions from neutral hadrons still remain. In addition, there is a contribution of the
so-called out-of-time pileup which is the misattribution of energy deposits from previous or
subsequent bunch crossings to the current one and which is mainly caused by the finite
2Particle-level jets are obviously only available for simulated data.
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decay time of the signals in the calorimeters. To account for this, an offset depending on
the 𝑝T, 𝜂 and area of the jet, as well as the offset energy density of the event is subtracted
from the 𝑝T of the jet. The offset energy density describes the energy per area not coming
from the hard interaction and is determined for each event by adding a large number of
particles with infinitesimal momentum called ghosts and then clustering jets. Most of the
jets will then only contain such ghosts and their energy corresponds to the energy coming
from pileup interactions. The offset energy density is then defined as the median of the
energy per jet area of all jets, as is discussed in Ref. [220]. The correction factors are derived
from simulated QCD multijet events by comparing the same event with and without the
addition of simulated pileup interactions. Small differences between the measured energy
offset densities in data recorded with the CMS detector and in simulated data remain and
are determined by comparing measurements taken with a random trigger. Due to this, the
applied L1 corrections slightly differ for recorded data and simulated data.
The second step is called L2L3 3 and accounts for the 𝑝T dependence of the calorimeter
response and tracking efficiency, as well as an observed non-uniformity of the response for
different 𝜂 values. The corrections are derived by matching reco-level jets in simulated QCD
multijet events to their corresponding particle-level jets and comparing their transverse
momenta. The L2L3 correction factors are parameterized in 𝑝T and 𝜂 and calculated as
the ratio of the average 𝑝T of all reco-level jets to the average 𝑝T of all particle-level jets in
this 𝑝T and 𝜂 bin.
The third calibration step is called L2L3Residual and accounts for any remaining differences
between recorded and simulated data after the previous steps have been applied. It is only
applied to recorded data and split into two parts. The first step corrects jets with large
pseudorapidities relative to jets produced in the more central and better calibrated region
of the detector. The correction factors are derived using dijet events in which one jet (called
tag jet) has a pseudorapidity of |𝜂| < 1.3 while the other jet (probe jet) is unconstrained in
pseudorapidity. Since the events are dijet events, the transverse momenta of the two jets
should balance and any imbalance could be caused by the jet energy scale. The correction
factors are then calculated in such a way as to make the jet momenta equal when they are
applied to the probe jet. The derivation also takes into account effects that lead to genuine
momentum imbalances such as different resolutions of the energy measurements of the
two jets and additional hadronic activity in the events. It further takes into account small
dependencies of the correction factors on the average 𝑝T of the jet pair. The correction
factors are derived as a function of 𝑝T and 𝜂 of the probe jet. The second part corrects
the absolute scale of the jet 𝑝T in recorded data to that in simulated data by comparing
the jet-energy response, determined by the difference of the measured jet 𝑝T to a well
reconstructed reference object using a 𝑝T-balance method, between recorded and simulated
data. For this, Z(→ ee) + jet, Z(→ 𝜇𝜇) + jet and 𝛾 + jet events are used, in which the
Z-boson or photon momenta can be reconstructed and used as the respective reference
objects. The calibration of data recorded in the year 2016 additionally uses QCD multijet
events in which a high momentum jet recoils against multiple jets. This correction is only
derived for jets with |𝜂| < 1.3.
The fourth and final calibration step is called L5 and corrects differences between jets
originating from particles of different flavors or gluons. Particles of different flavors produce
jets with different radial energy distributions and particle contents. Since the previous
correction levels are derived using samples with flavor compositions different than the flavor
compositions present in specific phase spaces, additional correction factors are derived for
specific flavor compositions and even jets of specific flavor (in case of simulated jets). For
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Figure 6.7: Average value of the ratio of the measured 𝑝T of reco-level jets to the 𝑝T of
their matched particle-level jets for different levels of JES calibration: before
any corrections (a), after the L1 corrections (b) and after all levels (c). The
parameter 𝜇 denotes the average number of pileup interactions per bunch
crossing. The jets are clustered in QCD multijet events, simulated with a
center-of-mass energy of 8 TeV, and clustered with the anti-𝑘T algorithm with
a radius parameter of 𝑅 = 0.5. The applied jet energy corrections are those
derived for data recorded in LHC run 1. Taken from Ref. [217].
the determination of these flavor-specific correction factors, samples with different flavor
compositions are compared. The resulting correction factors are small and not used in
this thesis. But uncertainties on the JES associated with the uncertainty of the flavor
compositions of the samples used in the JES determination will be used in this thesis as
will be discussed in chapter 8.
The effect of the JES calibration on the observed jet momenta is illustrated in Fig. 6.7,
where the average ratio of the 𝑝T of reco-level jets and the 𝑝T of their matched particle-level
jets is shown before any corrections are applied and after the jets are corrected only with
the L1 correction or corrected with all JES levels.
All jets used in the analyses in this thesis are corrected using the L1 and L2L3 corrections
and jets in recorded data are additionally corrected using the L2L3Residual corrections.
Since the detector and run conditions change over time, the JES correction factors are
determined separately for simulated data for the years 2016 and 2017 and in even smaller
intervals for recorded data.
6.5.3 Jet Identification
Not all jets reconstructed and calibrated with the methods described above are used for
the selection of events and further analyses in this thesis.
To remove jets that are clustered from noise, are badly reconstructed or are actually other
objects that are reconstructed as jets, several quality criteria are required to be fulfilled.
These criteria are chosen to only remove the unwanted jets and to retain almost all real
and well reconstructed jets, as further discussed in Ref. [165]. They are listed in Table 6.2
and pose requirements on the number of hadronic and neutral constituents clustered in the
jets as well as the energy fractions coming from neutral and charged constituents. The
criteria differ slightly for the data recorded in 2016 and 2017, reflecting changes to the
detector and operating conditions.
Although the effects of pileup interactions on the jets in an event are already mitigated
by the previously discussed CHS method and L1 JES corrections, the possibility remains,
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Table 6.2: Quality criteria for the selection of jets to be considered in the analyses, separately
optimized for data recorded in the years 2016 and 2017.
Variable 2016 2017
Neutral hadron fraction < 0.99 < 0.9
Charged hadron fraction > 0 > 0
Neutral electromagnetic fraction < 0.99 < 0.9
Charged electromagnetic fraction < 0.99 -
Number of constituents > 1 > 1
Charged particle multiplicity > 0 > 0
and increases with the number of pileup interactions, that jets are clustered from con-
stituents only coming from pileup interactions. Such jets are called pileup jets. To identify
and subsequently reject such pileup jets various observables are combined into a single
discriminant using boosted decision trees (BDTs) as described in detail in Ref. [165]. These
observables describe the number of charged and neutral constituents, the fraction of energy
associated with the primary vertex, the number of reconstructed vertices in the event, the
radial distribution of energy as well as the shape of the jets. In non-pileup jets a large
fraction of charged constituent energy should be associated to the primary vertex of the
hard scattering process and constituents with large energy fractions should lie nearer to
the jet axis as compared to pileup jets, for which the energy is more spread out in radial
direction. A dedicated BDT is trained for data recorded in each year using simulated data.
The need and effect of the BDT-based pileup-jet rejection is illustrated in Fig. 6.8. Shown
are the ratios of all jets and only pileup jets to the number of jets originating from hard
scattering as a function of the number of proton-proton interactions in an event, before and
after the application of the BDT-based pileup-jet rejection. The study is performed using
Drell-Yan events simulated for the conditions of the detector in the year 2018. Although
these conditions differ from those for the analyses of data recorded in the years 2016 and
2017, the BDT-based rejection and its performance are similar.
Jets are also removed if a previously identified lepton is within a radius of 0.4 in the (𝜂, 𝜑)
plane to the jet axis to avoid jets that include constituents that actually belong to the well
reconstructed leptons.
Finally, jets are only selected if they have a transverse momentum of 𝑝T > 30 GeV and a
pseudorapidity of |𝜂| < 2.4.
6.6 Identification of b jets
A large number of events recorded by the CMS detector contain the same number of jets
as expected from ttH(bb) production, but a significantly smaller fraction of events contain
four b jets. With identification of such b jets, it is possible to predominantly select events
containing b jets and thereby discarding a large number of background events. In addition,
it is also possible to assign jets in selected events to whether they likely originate from
the decays of the Higgs boson or the top quarks. The identification of b jets is performed
using b-tagging algorithms and jets that are identified as such are called b tagged. Multiple
b-tagging algorithms are used in the analyses of data recorded by the CMS experiment,
two of which are used in the context of this thesis. The general principle of b tagging and
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Figure 6.8: The ratios of the total number of jets with |𝜂| < 2.5 and 𝑝T > 20 GeV over
number of jets form hard scattering interactions before (yellow) and after (black)
applying the BDT-based pileup-jet rejection as a number of the proton-proton
interactions in the event. Also shown are the ratios for only pileup jets before
(green) and after (red) the rejection. The chosen working point corresponds to
95% efficiency. Taken from Ref. [221].
the algorithms used at the CMS experiment are discussed in the following. If not stated
otherwise the information is based on the very detailed discussion of b tagging with the
CMS detector found in Ref. [222]. In the following discussion it is helpful to distinguish
between b jets and those originating from c quarks (c jets) or from lighter quarks or gluons
(udsg jets). The identification of jets originating from top quarks is also possible with
dedicated algorithms, but these algorithms differ in their working principle and will not be
discussed here.
6.6.1 Principle of b tagging
The identification of b jets is based on several characteristics that set them apart from
other jets and that are a result of the nature of the bottom quark. Since bottom quarks
are lighter than top quarks and since flavor is conserved in QCD and QED interactions
bottom quarks can only decay to an up or a charm quark and a W boson. These decays
are described by the rather small off-diagonal elements of the CKM matrix (see Ch. 2)
resulting in small transition amplitudes and a long lifetime of the bottom quark. Since
it does not immediately decay, it hadronizes to a B meson which also has a long lifetime
of around 1.5 ps, as listed in Ref. [7] and which can travel several millimeters inside the
detector before it decays. This leads to the creation of a decay vertex that is spatially
separated from the primary interaction vertex as illustrated in Fig. 6.9. The tracker of
the CMS detector is designed to be able to reconstruct such secondary vertices (SV) that
occur inside the tracker from displaced tracks that have a large impact parameter (IP) to














Figure 6.9: A secondary vertex occurring inside of a jet from the decay of a b or c hadron.
The resulting charged-particle tracks are displaced with respect to the primary
interaction vertex (PV) and therefore have a large impact parameter (IP) value.
Taken from Ref. [222].
center-of-mass energy of 13 TeV containing three jets of which two include reconstructed
secondary vertices. Both of these jets are b tagged using a b-tagging algorithm. Most of the
other hadrons that occur inside of jets either have much longer or much shorter lifetimes
leading to their almost immediate decay, for which the vertex cannot be distinguished from
the primary vertex, or their survival until they are absorbed by the calorimeters. Similar to
b jets, c jets with D mesons formed from c quarks also have a comparable lifetime of about
1 ps, as stated in Ref. [7]. The occurrence of a secondary vertex inside a jet is therefore a
strong indication that the jet is a b or c jet. In addition, hadrons including b and c quarks
have a relatively large mass compared to the masses of their decay products, which as a
result have on average larger transverse momenta relative to the jet axis compared to the
constituents of udsg jets. Such b and c jets therefore also have a different radial energy
profile than udsg jets. Finally, decays of B and D mesons can include leptons in the final
state, as listed in Ref. [7], therefore b and c jets can include soft leptons with momenta
lower than the leptons expected from hard scattering interactions of interest. In summary,
b jets have many characteristics that make them distinguishable from udsg jets. Since c
jets share many of these characteristics they also can be distinguished from udsg jets but
the distinction between b and c jets is more difficult, as will be seen later.
6.6.2 B-tagging algorithms
Observables describing the previously discussed jet characteristics can be used to distinguish
between b, c and udsg jets. The combination of several observables using multivariate
analysis methods however leads to much more powerful discriminants as is done for the
b-tagging algorithms used at the CMS experiment. For the analyses in this thesis two
different b-tagging algorithms are used. For the analyses of the data recorded in the year
2016 the CSVv2 algorithm is used while for the analysis of the data recorded in the year
2017 the DeepCSV algorithm is used which was more developed at this point.
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Figure 6.10: An event recorded in the year 2016 at a center-of-mass energy of 13 TeV
containing three jets (shaded yellow) of which two include secondary vertices
(black dots) with associated tracks (black lines). All reconstructed primary
vertices (most of them from pileup interactions) are shown as yellow dots
while the green lines indicate charge particle tracks with a 𝑝T > 0.5 GeV. The
dimensions are given in cm. Taken from Ref. [223].
Both of these algorithms use artificial neural networks (ANNs, see also Ch. 5) to distinguish
between different jet flavors. The ANNs are trained on simulated data and both use the
same jet observables as input features. The input features include variables describing the
displacement to the primary vertex of the SV, the multiplicity, mass and jet energy fraction
of the SV, the impact parameters of the tracks to the primary and secondary vertices, the
momenta and energy ratios of the tracks and lastly the 𝑝T and 𝜂 of the jets themselves.
For the training of the ANNs, simulated data is used for which the true flavor of a jet is
defined using a ghost association method, which is described in Ref. [220]. For this, the jets
are not only clustered from the constituents reconstructed by the particle flow algorithm.
Instead the collection of clusterable constituents also include the b and c hadrons (available
since this is simulated data with truth information) before they decay. To avoid any biases
in the clustering order, the momenta of the b and c hadrons are scaled to a very small
number. As a result the clustered jets are the same as if they had not included these
so-called ghosts but the jets now include the ghost hadrons as their constituents. True b
jets are now defined as those jets containing at least one b hadron, c jets as those with no
b hadrons but at least one c hadron and udsg jets as those without neither b nor c hadrons.
The training of the ANNs is also performed in a way as to not introduce biases depending
on the 𝑝T or 𝜂 of the jets.
The CSVv2 algorithm uses binary ANNs trained to distinguish between b jets and other
jets. The resulting discriminant distribution of the CSVv2 algorithm is shown in Fig. 6.11
for a sample of simulated tt events generated using the conditions for data taken in the
year 2016. As expected, b jets can be well separated from udsg jets but less so from c jets.
The DeepCSV algorithm uses a more sophisticated ANN and is designed to not only
distinguish between b jets and udsg jets, but also between them and c jets as well as jets
containing more than one b or c hadrons (bb and cc jets). To achieve this it contains more
layers and more neurons as well as five outputs, one for each target jet class. The five output
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discriminants are constructed in such a way as to give the probability for a jet to belong
to the respective class, with all of them summing to one. For the ttH(bb) analyses the b
jet and bb jet discriminant outputs are summed to a single one. The output discriminant
distributions are shown in Fig. 6.12 for a sample of simulated tt events generated using the
conditions for data taken in the year 2016. As can be seen the b and c jet outputs serve to
identify b and c jets and the udsg output identifies udsg jets as intended.
Fig. 6.13 shows the receiver operating characteristic (ROC) curve of the two b-tagging
algorithms evaluated with simulated tt events generated using the conditions for data taken
in the year 2016. It shows the misidentification probability for c and udsg jets and the
identification efficiency for b jets for a fictive selection cut on the b-tagging discriminant
output. It also shows the same curves for various other b-tagging algorithms which are
described in Ref. [222] and not further discussed here. As can be seen, for a given b
jet efficiency of for example 60%, the DeepCSV tagger has a smaller misidentification
probability for both udsg jets and c jets than the CSVv2 tagger (not to be confused with
the CSVv2(AVR) tagger). The misidentification probabilities for c jets are however worse
than for udsg jets. As discussed in Ch. 3, the CMS detector was upgraded in the year
2017 including an improvement to the silicon tracker. This improvement leads to an
improvement in tracking efficiency which in turn leads to an improvement in the b-tagging
performance. This is shown for simulated tt events in Fig. 6.14 where the DeepCSV ROC
curve is compared for the phase 0 detector as in the year 2016 and for the phase 1 detector
in the year 2017. Also shown is the ROC curve of the DeepFlavor b-tagging algorithm,
which is an even more sophisticated method that was developed after the analyses in this
thesis had been finished.
For the analyses in this thesis a jet is declared as b tagged if the respective discriminant
value exceeds a value defined by a mistag probability for udsg jets of approximately 1%.
For the CSVv2 tagger used for the analysis of the data recorded in the year 2016 this is at
a discriminant value of 0.8484 and corresponds to an efficiency for tagging b (c) jets of
≈ 65%(10%). For the DeepCSV tagger used for the analysis of the data recorded in the
year 2017 the same udsg misidentification probability is at a discriminant value of 0.4941
for the sum of the b and bb jet ANN outputs. This corresponds to an efficiency for tagging
b (c) jets of ≈ 76%(18%). The chosen working points for the b-tagging algorithms will also
be called medium working points in the remainder of this thesis.
6.7 Missing transverse momentum
Particles that originate from the hard scattering interaction but leave the detector without
being detected, such as the neutrinos from leptonic top-quark decays, produce an imbalance
in the total transverse momentum with respect to all detected particles of the interaction.
This imbalance can be quantified by a quantity called missing transverse momentum
(also called MET or /⃗𝐸) and is defined in Ref. [198]. It is calculated as the component
transverse to the beam axis of the vectorial sum of the transverse momenta of all particles





The corrections to the JES discussed above are propagated to the missing transverse
momentum. For this, all particles contained in jets are first removed from the /⃗𝐸 sum
and then the four momenta of the corrected jets are added again. It is also observed
that the missing transverse momentum has a sinusoidal modulation in 𝜑, possibly due to
misalignment of the detector. An additional correction is applied to the missing transverse
































Figure 6.11: Distribution of the CSVv2 discriminant values for jets of different flavors in
simulated tt events. The distributions for the different flavors are normalized
to unit area to make shape comparisons easier. All jets without a selected
track and secondary vertex are assigned a negative discriminant value and
filled into the first bin. Taken from Ref. [222].
6.8 Triggers
As discussed in Ch. 3, events during data taking are only recorded by the CMS detector if
they are accepted by at least one trigger path. During the generation of simulated data,
the trigger system and its decisions are also simulated. Any trigger selections can therefore
be applied to recorded as well as simulated data. There are many different triggers paths,
many of them overlapping, designed to target specific events and suiting various kinds of
analyses. The ttH(bb) analyses discussed in this thesis target events with semileptonically
decaying tt pairs. Therefore, the triggers are chosen to select events containing one electron
or muon. Although there are many other processes that contain one lepton, they can later
be suppressed by additional requirements on the jets and their b-tagging discriminant
values. Trigger paths can be prescaled, meaning that only a set fraction of events accepted
by a trigger are recorded. For triggers targeting standard model processes with large cross
sections this is a reasonable approach to reduce the number of recorded events to levels
manageable by the computing system. However, the cross section for ttH(bb) production
is small and therefore none of the chosen triggers is prescaled.
Events recorded in the year 2016 need to be accepted by a single-muon trigger requiring
the presence of an isolated muon with a transverse momentum of 𝑝T > 24 GeV or a
single-electron trigger requiring the presence of a well-identified and isolated electron with
a transverse momentum of 𝑝T > 27 GeV. The efficiencies of both triggers as function of
the lepton 𝑝T is shown in Fig. 6.15. The efficiencies are measured using a tag-and-probe
method with Z → ee(𝜇𝜇) events where the tag lepton has to fulfill strict identification
criteria. As can be seen the efficiencies increase with the 𝑝T of the lepton until they reach
a plateau. In the case of the single-muon trigger it can also be seen that the efficiencies
differ for simulated (denoted by MC in the figure) and recorded data. Such differences are























































































































































































Figure 6.12: Distributions of the discriminant values of the DeepCSV algorithm. The
distributions (a)–(e) are the output values of the ANN targeting (a) b jets, (b)
bb jets, (c) c jets, (d) cc jets and (e) udsg jets while the last distribution (f)
shows the sum of the b and bb jet outputs. All jets without a selected track
and secondary vertex are assigned a negative discriminant value and filled into
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Figure 6.13: Receiver operating characteristic curve for various b-tagging algorithms evalu-
ated with simulated tt events generated with the conditions of the detector in
the year 2016. Taken from Ref. [222].
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Figure 6.14: Receiver operating characteristic (ROC) curve for the DeepCSV algorithm
evaluated with simulated tt events generated for the detector conditions in
the years 3016 (phase 0) and 2017 (phase 1). Also shown is the ROC curve of
the DeepFlavor algorithm for phase1. Taken from Ref. [224].
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Figure 6.15: Efficiencies as a function of lepton 𝑝T for the triggers used for the analysis of
data recorded in the year 2016 for: (a) the single-electron trigger [226] and (b)
the single-muon trigger. Taken from Ref. [225].
cuts on the lepton 𝑝T of 30(26) GeV for the electrons and muons respectively lie within the
region of rising efficiency. Additional information can be found in Ref. [225,226].
For events recorded in the year 2017 different triggers are available. The triggers targeting
single electron events are a simple single-electron trigger requiring the presence of one
isolated and well-identified electron with 𝑝T > 35 GeV or an electron-jet trigger requiring
one isolated and well-identified electron with 𝑝T > 28 GeV and |𝜂| < 2.1 as well as
𝐻T > 150 GeV (𝐻T denoting the scalar sum of the transverse momenta of all jets with
𝑝T > 30 GeV, |𝜂| < 2.5) as discussed in Ref. [227]. The simple single-electron trigger with a
requirement of 𝑝T > 35 GeV has the lowest 𝑝T threshold of all un-prescaled single-electron
triggers. Its exclusive usage would decrease the number of selected ttH events by a large
amount. To still reach events with lower electron 𝑝T the simple trigger is complemented by
the electron-jet trigger with an additional requirement on the 𝑝T of the jets in the event
that is easily fulfilled by the energetic jets expected in ttH(bb) production.
The triggers targeting single muon events require the presence of one isolated muon with
𝑝T > 24 GeV and |𝜂| < 2.1 or one isolated muon with 𝑝T > 27 GeV. Both triggers were
chosen because one of them was prescaled for a part of the data taking period.
6.9 Corrections for simulated data
At the time the simulated data are generated, the condition of the CMS detector during
data taking might not be known with sufficient precision and might even change over time.
Other effects might be very difficult to model by the simulation software. As a result
simulated and recorded data differ in various ways, several of which can have large impacts
on the ttH(bb) analyses. To reduce the differences between recorded and simulated data,
additional correction steps are performed on simulated data. These are usually implemented
as event weights that are individually calculated for each event, thereby changing the
fraction the event contributes to the prediction of the simulated sample. The corrections
applied for the ttH(bb) analyses in this thesis are discussed in the following.
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6.9.1 JES and JER
After properly applying the JES corrections described above, the measured energies and
momenta of jets in recorded and simulated data should be comparable. It is however
observed that the resolution with which the jet energy is measured (JER) is worse in
recorded data than simulated data. The JER is measured in recorded and simulated dijet
events using an asymmetry method, as described in Ref. [217,218]. For this, an asymmetry
in measured jet 𝑝T is defined as
𝒜 = 𝑝T,1 − 𝑝T,2
𝑝T,1 + 𝑝T,2
(6.6)
where 𝑝T,1 and 𝑝T,2 denote the 𝑝T of the two jets. If both jets have similar 𝜂 values the
width of the distribution of 𝒜 is correlated to the energy resolution of a single jet. To
account for the observed differences the jet energy resolution in simulated data is decreased
by a smearing procedure discussed in Ref. [228]. In case a particle-level jet can be matched
to the reco-level jet that should be corrected, the jet four momentum is scaled by a factor
of






where the 𝑝recoT and 𝑝
particle
T stand for the 𝑝T of the reco-level and particle-level jet respectively
and the 𝑠JER(𝜂reco) is a scale factor that depends on the 𝜂 of the reco-level jet. The scale
factors 𝑠JER(𝜂reco) are derived from the previously measured JER in recorded and simulated
data as well as the true JER in simulated data defined as the distribution of the ratio of
reco-level to particle-level jet 𝑝T. In case that no particle-level jet can be matched to the
reco-level jet, the reco-level jet is scaled by an amount randomly generated based on the
measured JER in recorded and simulated data. For this the scaling factor is calculated as
𝑐JER = 1 +𝒩 (0, 𝜎JER(𝑝recoT , 𝜂reco, 𝜌))
√︁
max(𝑠2JER(𝜂reco)− 1) (6.8)
where the 𝑝recoT , 𝜂reco and 𝑠JER(𝜂reco) are the same as above and 𝜎JER(𝑝recoT , 𝜂recoT , 𝜌) is the
JER measured for simulated jets parameterized as a function of jet 𝑝T, 𝜂 and the hadronic
activity coming from pileup interaction in the event. The 𝒩 (0, 𝜎) denotes a randomly
generated number with a Gaussian distribution around the mean 0 and the width 𝜎. In
both cases the resulting scale factor is truncated at zero to avoid negative jet energies. The
determined JER scale factors 𝜎JER(𝑝recoT , 𝜂recoT , 𝜌) are shown in Fig. 6.16 for data recorded
in the years 2016, 2017 and 2018. As can be seen, the scale factors tend to be larger than
one. As a result the JER correction has the effect to increase the differences between
reco-level and particle-level transverse momenta.
6.9.2 b-tagging scale factors
The b-tagging algorithms employed in this thesis use various observables as inputs, several
of which might not be modeled well by the generators used to create simulated data.
Indeed, it is observed that jets with a given 𝑝T, 𝜂 and flavor have a different probability
to be assigned a specific b-tagging discriminant value in recorded than in simulated data
for both the CSVv2 and DeepCSV algorithms. This results in a difference in b-tagging
efficiency as well as a difference in the shape of the discriminant distributions. Since both
of these are important for the ttH(bb) analyses, simulated events are reweighted according
to their 𝑝T, 𝜂, b-tagging discriminant value and flavor, where the flavor of a simulated jet is
defined using a ghost association procedure described in Sec. 6.6.2. The procedure for the
derivation of these b-tagging scale factors is similar for the CSVv2 and DeepCSV b-tagging
algorithms, is described in detail in Ref. [222] and will be sketched for the example of the
CSVv2 case in the following.
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Figure 6.16: Measured JER scale factor as a function of 𝜂 for data recorded in the years
2016-2018. The markers indicate the central values while the shaded areas
indicate the corresponding total uncertainties. Taken from Ref. [219].
The scale factors are derived for udsg jets and b jets in phase space regions enriched in
these jets using a tag-and-probe approach. No scale factors are derived for c jets due
to the difficulty of defining a suitable phase space region. For the b-jet scale factors, a
sample enriched in dileptonically decaying tt events with exactly two jets is selected. One
of the jets in the event is called the tag jet and needs to pass the medium working point
of the CSVv2 tagger (see Sec. 6.6.2). The other jet is the probe jet. After this selection
the selected sample consists to 87% of tt, 6% of single top and 7% of Z+jets events. For
the udsg-jet scale factors, a sample enriched in Z+jets events is selected in which the Z
boson decays to two leptons and with exactly two jets. Here, the tag jet is not allowed
to pass the loose working point, which has a b-tagging efficiency lower than the medium
working point. The selected sample consists of 99.9% Z+jets events. The same selections
are applied to simulated events. The b-tagging discriminant distributions of the probe jets
in simulated data are normalized to the ones observed in recorded data.
Then the scale factors are derived in bins of 𝑝T and 𝜂 as well as the b-tagging discriminant
value of the probe jets. In the b jet region, the contribution of udsg-flavor jets is estimated
from simulated data, removed from the simulated data and subtracted from the recorded
data. During this calculation true c jets are treated as true b jets. The analogue operation
is performed for the udsg region where now the contributions from b and c jets are removed.
The scale factors for each bin of 𝑝T, 𝜂 and b-tagging discriminant value are then calculated
such as to obtain the same number of events in simulated and recorded data. For the b





where the 𝐷 and 𝑀 stand for the bin content in recorded and simulated data respectively
and the subscripts udsg or b indicate the flavor of the probe jet. Due to the subtraction of
b jets, the scale factors derived for udsg jets will be influenced by the scale factors for b
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Figure 6.17: Distribution of the CSVv2 discriminant values before (left) and after (right)
the application of the b-tagging scale factors. The distribution is shown for a
sample of semileptonically decaying tt events with exactly four jets of which
two have to pass the medium working point of the CSVv2 algorithm. The
hatched band shows the statistical uncertainty (left), and the total uncertainty
(right) in the measured scale factors. The simulation is normalized to the
total number of data events. The bin below 0 contains the jets with a default
discriminant value. Taken from Ref. [222].
jets and vice versa. To account for this the procedure is performed iteratively with the
first iteration not taking into account the scale factors. For subsequent iterations the scale
factors of the previous iteration are applied to the probe jets before the subtraction. The
iterations are performed until the resulting scale factors converge. To mitigate the effect of
statistical fluctuations on the result, the final scale factors are parameterized as function of
the b-tagging discriminant value using a 6th order polynomial for the udsg-jet scale factors
and a smooth interpolation for the b-jet scale factors. The procedure is affected by several
uncertainties related to the simulation-based event estimation and the parameterization.
These are of great importance in the ttH(bb) analyses and will be further discussed in
Ch. 8.
For the application of the scale factors to simulated data, a scale factor is retrieved for
each jet in an event, all scale factors are multiplied and the product is applied as a weight
to the event. For this purpose c jets have a scale factor of unity. The effect of applying
scale factor is shown for the CSVv2 b-tagging algorithm in Fig. 6.17 where it can be seen
that they improve the agreement between simulated and recorded data.
6.9.3 Pileup reweighting
The number of pileup interactions in a bunch crossing depends on the total inelastic
proton-proton cross section and the instantaneous luminosity, which in turn depends on the
conditions of the beam during data taking and usually changes during the data taking period.
For proton-proton collisions inside the CMS detector the inelastic proton-proton cross
section is found to be 𝜎inelastic = 69.2 mb in Ref. [165]. Since pileup introduces additional
particles into an event and can be mitigated only to a certain extent, the amount of pileup
in an event has an influence on most observables. It is therefore important that the number
of pileup interactions is modeled well in simulated data. The samples of simulated data
for the years 2016 and 2017 had however been generated before the data in the respective
years was fully recorded and the number of simultaneous proton-proton interactions could
not be realistically simulated. To correct the simulated data, the distribution of pileup
85
6 Analysis Objects
interactions is reweighted to match that observed in recorded data. In simulated data this
distribution is known since the number of pileup interactions is stored for each event. Since
not every pileup interaction will be reconstructed, the distribution in recorded data has to
be estimated from the instantaneous luminosity measured for each luminosity section of
the data taking period. The average number of pileup interactions 𝜇 per bunch crossing in





where 𝑓 is the number of bunch crossings per unit time (the instantaneous luminosity is
also measured by unit time). The number of pileup interactions for an event in this bunch
crossing will then be distributed around the average 𝜇 according to a Poisson distribution.
This way the distribution of all events can be constructed.
6.9.4 Lepton scale factors
The reconstruction and identification efficiencies for electrons and muons are found to be
different for recorded and simulated events, as is shown in Sec. 6.4 and in more detail in
Refs. [209,210,212,213]. To alleviate the disagreement, scale factors are derived and applied
to simulated data. First, the efficiency of the quantity that is to be corrected is measured in
bins of the 𝑝T and 𝜂 of the lepton (or in some cases the 𝜂 of the supercluster associated to
an electron) using tag-and-probe methods on a sample of recorded or simulated Z→ ee(𝜇𝜇)
events. The observed differences between recorded and simulated data are taken as scale
factors that are then used as weights for simulated events. For muons recorded in the years
2016 and 2017 the scale factors correct the modeling of the identification and the isolation
criteria. In addition, for muons recorded in the year 2016 scale factors are also applied
for the tracking efficiency. These tracking efficiency scale factors were not yet available
at the date of the publication of the analysis of the data recorded in the year 2017. For
electrons, scale factors correcting the modeling of the reconstruction and the identification
are applied for data recorded in both years.
For the electrons (muons) relevant for this thesis the scale factors take on values of up to
10%(5%). The associated uncertainties are smaller and on the order of a few percent.
6.9.5 Trigger scale factors
As can be seen in Fig. 6.15b, the efficiency of the single-muon trigger used for the analysis
of data taken in the year 2016 differs between recorded and simulated data. Similar
differences are found for the other triggers in both years. To reduce the disagreement
between simulated and recorded data, scale factors are derived that are used to reweight
the simulated events.
For the single-electron trigger used in the year 2016, the efficiencies for recorded and
simulated data are measured using a tag-and-probe method on a sample of Z → ee(𝜇𝜇)
events. The tag-electron is required to be well reconstructed and the efficiencies are
measured for the probe-electron. The scale factors are then calculated in bins of electron 𝑝T
and 𝜂 as the ratio of the trigger efficiencies measured in recorded and simulated data. For
the electron triggers used in the year 2017, the scale factors are derived for the combination
of both triggers (using a logical OR operator) using a reference-trigger method. Here, the
trigger efficiencies are calculated with respect to an uncorrelated reference trigger. In this
case the reference trigger is a combination of single-muon triggers requiring isolated muons
with a 𝑝T > 24 GeV. The efficiencies are measured using a sample enriched in dileptonically
decaying tt events that are accepted by the single-muon triggers and that contain one muon
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and one electron, both of which have to be well-identified and isolated. The efficiency of




where 𝑛(ref) denotes the number of events passing the reference trigger while 𝑛(ref, probe)
denotes the number of events passing the probe trigger as well as the reference trigger. The
scale factors are again calculated in bins of electron 𝑝T and 𝜂 as the ratio of the trigger
efficiencies measured in recorded and simulated data.
For the single-muon triggers the scale factors are derived for both years using a tag-and-
probe method, described in Ref. [164], analogous to the one used for the single-electron
trigger in the year 2016.
For events used in the ttH(bb) analyses the scale factors can change the number of predicted
events by up to 20% for the single-electron triggers and up to 10% for the single-muon
triggers, showing the importance of this correction to simulated data. The associated
uncertainties of the scale factors are, however, of the order of 1-3%.
6.9.6 L1 prefiring scale factors
The L1 trigger system is explained in Ref. [166] and is designed decentralized and hierar-
chically to minimize the time needed for its decisions. Trigger decisions are first made
by local groups of nearby detector components based on simple criteria. A local ECAL
trigger, for example, could fire based on the energy sum of several nearby ECAL crystals.
If such a local trigger is fired the information is passed to the next level which combines
the information of multiple local groups and then passes it to the global trigger that makes
the final decision.
Degradation of ECAL crystals in the foreward region of the detector, caused by the
accumulation of radiation damage over time, resulted in an issue regarding the association
of ECAL deposits to the correct bunch crossing. For some events large ECAL deposits in
the region between 2.0 < 𝜂 < 3.0 were associated with the previous instead of the current
bunch crossing. As a result the L1 trigger could prefire one bunch crossing early. The L1
trigger is, however, not allowed to accept events based on the same local groups in two
consecutive bunch crossings. This led to the effect that affected events effectively vetoed
themselves during data taking. Although the effect already occurred during data taking in
the year 2016 it was only reported during the analysis of the data recorded in the year 2017.
This effect is therefore not taken into account in the analysis of data recorded in the year
2016 and also not present in any simulated data for either years. To account for the effect
in the analysis of data recorded in the year 2017, simulated events are reweighted according
to their probability to self-veto. The correction is implemented in the ttH(bb) analysis
as scale factors that decrease the number of predicted events in the analysis categories
(see Ch. 7). The scale factors are calculated for all background processes together and
separately for the signal process. Differences between the signal and the background scale
factors are found to be very small. The effect of the scaling is a decrease of about 2-3% in




In order to search for ttH production, proton-proton collision data that have been recorded
with the CMS detector in the years 2016 and 2017 during LHC Run 2 at a center-of-mass
energy of
√
𝑠 = 13 TeV, are analyzed. Originally, the data taken in 2016 were analyzed first
and independently from the data taken in 2017, which were analyzed a year later, resulting
in three different publications of the results, which were presented in Refs. [4, 5, 229]. The
overall strategies of all analyses are very similar but still differ in various details. For one,
the experimental conditions during both data taking periods differed due to upgrades to
the CMS detector. In addition, the analysis methods applied in the analysis of the 2016
data had since then undergone further development and refinement.
These measurements of ttH(bb) production include all decay modes of top quark-antiquark
pairs. Although the work performed in this thesis concerns the single-lepton (SL) channel,
where top quark-antiquark pairs decay semileptonically, the analysis of this channel was
studied with the whole ttH(bb) analysis in mind and in close collaboration with the analyses
of the channels targeting the other tt decay modes (dileptonically (DL) or fully-hadronically
(FH) decaying top quark-antiquark pairs). The general analysis strategy is similar for
the analyses of 2016 and 2017 data and is discussed in Sec. 7.1. It is also similar for all
three tt decay channels, but will only be described in detail for the analyses in the SL
channel. The samples of simulated and recorded data that are used for the analyses in SL
channel are discussed in Sec. 7.2. Not all events recorded with the CMS detector are of
interest for a ttH(bb) analysis. The selection criteria of events included in the analyses are
discussed in Sec. 7.3. Samples of simulated data are used in these analyses to train artificial
neural networks (ANNs) to discriminate between signal and background processes and to
predict the expected contributions and kinematic distributions of signal and background
processes in a given phase space. To this end it is of importance to verify whether the
simulated data describe the real data reasonably well. Such comparisons are performed on
a rather general level in Sec. 7.4. The design of the ANNs that are used to discriminate
between signal and background processes, the observables used as their input features and
the validation of the description of these input features by simulated data is described in
Sec. 7.5. The distributions of the outputs of these ANNs will later be used as templates in a
binned maximum likelihood fit to extract the signal contribution in data (see Ch. 4). These
templates are shown in Sec. 7.6. Following this discussion of the single-lepton channel, the
analyses of the dileptonic and fully-hadronic channels are briefly summarized in Sec. 7.7.
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7.1 General analysis strategy
For the relevant center-of-mass energy of 13 TeV the predicted production ttH cross section
𝜎(ttH) = 507+35−50 fb, as calculated in Ref. [92], is much smaller than the total inelastic proton-
proton cross section of about 80 mb, which is given in Refs. [230,231]. Therefore, the first
step in all analyses is to select from the recorded data the events that are compatible with
ttH production and a subsequent decay of the Higgs boson into a bottom quark-antiquark
pair.
Events are required to fulfill several selection criteria designed to construct signal regions
enriched in signal events or control regions enriched in certain background processes. First,
during data taking, events need to be accepted by triggers that require the presence of
either one or two electrons and/or muons, several jets, a certain amount of total transverse
energy or combinations thereof. Next, the recorded events are reconstructed using more
sophisticated methods than allowed by the time-sensitive online-reconstruction used for the
trigger system. During this step, jets are clustered and b-jets are identified, as discussed in
Ch. 6. Events are further selected based on the multiplicities and kinematics of leptons,
jets and b-tagged jets they contain. These selection criteria are motivated by the number
of final-state objects one would expect from ttH(bb) production and the top quark decay
modes. For example, events in the dilepton channel should contain exactly two well
reconstructed leptons with high transverse momenta and a minimum of missing transverse
momentum to account for the neutrinos of the W-boson decays, as well as four b-tagged jets
(two from the decaying top quarks and two from the decaying Higgs boson). However, these
requirements are generally relaxed to account for acceptance or efficiency effects. All event
selection criteria are chosen in such a way as to ensure that events can be unambiguously
selected into only one analysis channel. To further suppress background contributions,
additional channel specific selection criteria are applied depending on the channel. This
will be discussed for the SL channel later in this chapter.
After the event selection, the samples of data still mostly consist of various background
processes, although with a larger contribution of ttH events than before the selection. The
dominant background in all channels stems from the production of top quark-antiquark
pairs with additional jets (referred to as tt+jets). Of special interest is the case where the
top quark-antiquark pair is produced with two additional b jets. Since the particles in the
final state of this process are the same as in the ttH(bb) process and the properties of the
resulting jets are very similar to those found in ttH(bb), this particular background process
cannot be easily discarded by selection criteria and is an irreducible background to these
analyses. In the FH channel, a large background contribution consists of QCD multijet
production, whereas in the SL and DL channels this process is effectively suppressed by the
requirement that the events contain isolated leptons. The remaining background originates
from the production of: single top quarks with additional jets (referred to as single t), W
bosons or Z/𝛾⋆ bosons with additional jets (referred to as W+jets and Z+jets, or commonly
referred to as V+jets), top quark-antiquark pairs in association with a W or Z boson (tt+W
and tt+Z or commonly referred to tt+V), and pairs of vector bosons (WW, ZZ, WZ or
commonly referred to as diboson).
The ttH(bb) signal contribution in the selected samples is still very small compared to
the background processes. For the measurement of the ttH signal strength with a high
significance it is, however, necessary to find regions of phase space in which the contribution
of ttH production is sufficiently large compared to the total number of events. In all three
channels this is achieved using multivariate analysis methods that combine multiple weakly
separating observables into a single one that better distinguishes between the signal and
background processes. In the analyses of the SL channel, artificial neural networks (ANNs)
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are trained to distinguish between ttH(bb) and several classes of tt events, where the latter
are defined by the flavors of the additional jets that do not originate from the top quark
decays. Other backgrounds are not considered, since they tend to behave less signal-like
than tt events and can be well separated using ANNs trained against tt events. It has
proven beneficial to train separate ANNs depending on the multiplicity of jets in the events,
since different jet multiplicities allow for different observables to be exploited in the training.
The trained ANNs are then evaluated on recorded and simulated data alike, resulting in an
unambiguous classification for each event to either be a ttH(bb) event or one of the classes
of tt events. For each predicted class and jet multiplicity, distributions are constructed by
filling the ANN output values of the events assigned to the class into a histogram. The
distributions of each class are enriched in events of the targeted class and each distribution
in turn has regions that are even more enriched in the specific class. The histograms of the
distributions are created separately for recorded data and simulated data for the ttH and
the various background processes. Finally, the histograms of simulated data are jointly fit
to the corresponding histograms of recorded data using a maximum likelihood fit, as will
be further explained in Ch. 9.
7.2 Recorded and simulated data
In the following the samples of recorded and simulated data used for the analysis in the SL
channel are discussed.
7.2.1 Recorded data
The analyses of ttH(bb) are performed with data recorded in 2016 and 2017, corresponding
to integrated luminosities of 35.9 fb−1 and 41.5 fb−1, respectively. During the operation of
the CMS experiment temporary malfunctions of individual detector components can occur.
Events recorded at a time in which such a malfunction was registered are discarded.
7.2.2 Simulated samples
Several samples of simulated data are utilized for the prediction of signal and background
contributions to the selected data, for the study of reconstruction or selection efficiencies
and for the training of the ANNs. All simulated samples are created using Monte Carlo
event generators (see Sec. 2.3) with either leading-order (LO) or next-to-leading-order
(NLO) accuracy depending on the simulated process. Where applicable the mass of the
Higgs boson is set to 125 GeV and the mass of the top quark to 172.5 GeV. For the
samples used in the analyses of the data recorded in the year 2016 (2017) the proton
structure is described by the NNPDF3.0 (NNPDF3.1) parton density functions in the
5FS, described in Ref. [53], and the parton shower, the hadronization and the underlying
event are simulated using Pythia (v.8.200) (Pythia (v.8.2.3.0)), which is described in
Ref. [71]. The simulated properties of the underlying event are adjusted to describe data
using empirically derived “tunes”. The samples used in the analysis of the data recorded in
the year 2016 are simulated using the CUETP8M2T4 tune, described in Ref. [232], in case
of the ttH, tt and single top samples and the CUETP8M1 tune, described in Ref. [233] for
all other processes. For the samples used in the analysis of the data recorded in the year
2016 the CP5 tune, discussed in Ref. [234], is used. Additional proton-proton interactions
in the same bunch crossing (pileup) are simulated by adding minimum-bias events using
the appropriate version of the Pythia generator. The event simulation is finalized with a
detailed simulation of the interactions of the particles with the CMS detector based on
Geant4 (v.9.4), described in Ref. [74], which allows simulated events to be analyzed in the
same way as events recorded in the CMS detector. The simulated samples are generated
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independently for the analyses of the 2016 and 2017 data, with the simulation of pileup
and the detector reflecting the conditions in the respective data taking periods.
The simulation of ttH production with all decay channels of the Higgs boson is per-
formed at NLO accuracy with the Powheg (v.2) event generator, which is described in
Refs. [65–67,235]. The tt+jets background and the contributions from t- and tW-channel
production to the single top background are simulated at NLO using Powheg (v.2)
as is discussed in Ref. [236, 237]. The tt+W and tt+Z backgrounds and the s-channel
contribution to the single top background are simulated at NLO accuracy using Mad-
Graph5_aMC@NLO (v.2.2.2), described in Ref. [64]. The W+jets and Z+jets pro-
cesses are generated at LO accuracy using MadGraph5_aMC@NLO (v.2.2.2) or
MadGraph5_aMC@NLO (v.2.4.2) with the MLM prescription to match the matrix-
element final state to the parton shower, as discussed in Ref. [60]. For the tt+W simulation
the matrix-element final state is matched to the parton shower using the FxFx scheme,
which is discussed in Ref. [61]. Events for the WW, ZZ and WZ processes are simulated at
LO accuracy using Pythia (v.8.200) or Pythia (v.8.2.3.0) for the analyses of the data
recorded in the years 2016 and 2017 respectively.
All simulated samples are normalized to the expected number of events for an integrated
luminosity of 35.9 fb−1 or 41.5 fb−1 according to the production cross sections and branch-
ing fractions predicted by the standard model for the center-of-mass energy of 13 TeV.
These predicted cross sections are calculated to at least NLO accuracy with the mass of
the top quark set to 172.5 GeV and the mass of the Higgs boson set to 125 GeV where
appropriate. The calculations are accompanied by uncertainties related to the choice of
the renormalization and factorization scales, the parton density functions and the strong
coupling constants. As will be discussed in Ch. 8, these uncertainties will be considered
during the fits of simulated data to recorded data. The normalization is implemented
by weighting each simulated event with the predicted cross section divided by the total
number of simulated events in the sample before any selection is applied.





−0.0181(pdf + 𝛼s) pb for a Higgs boson mass of 125.0 GeV, cal-
culated at NLO accuracy in QCD and including electroweak corrections as provided in
Ref. [92]. The sample is split into subsamples based on the Higgs boson decays of the
simulated events. The normalization of the ttH(bb) part is adjusted to account for the
H→ bb branching fraction ℬH→bb predicted by the standard model as given in Ref. [92].
The branching fractions of the other decay channels are predicted by the generators of
the sample, there sum is however scaled to 1− ℬH→bb. Only a very small amount of ttH
events with Higgs boson decays into particles other than bottom quarks will survive the
event selection. Therefore, the possible mismodelling caused by this approach should have
negligible effects on the analysis and the result.
The predicted cross section for tt production is calculated at NNLO accuracy with re-
summation of soft gluon terms to next-to-next-to-leading-logarithmic accuracy as 𝜎tt =
831.76+19.77−29.20(scale)
+35.06
−35.06(pdf + 𝛼s) pb, as described in Refs. [79–85]. The events in the
simulated tt sample are normalized according to this production cross section and the
branching fractions of the top quark given in Ref. [7]. To allow for a more sophisticated
treatment of tt̄+bb̄ production in the analysis, the tt sample is further divided into sub-
samples according to the flavor of the additional jets not originating from the decay of
the top quark-antiquark pairs. For this consideration, the flavor of a jet is defined using a
ghost hadron procedure previously described in Sec. 6.6.2. The tt̄+bb̄ sample consists of
events containing two or more additional b jets. In case events contain only one additional
b jet, but that jet contains two or more b hadrons they are sorted into a tt̄+2b sample
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instead. This can occur for example when the bottom quarks originate from the splitting
of a gluon with a large momentum and are merged into one jet. The tt̄+b sample consists
of events with exactly one additional b jet containing exactly one b hadron, which can be
caused by the other b hadron being produced outside of the acceptance of the detector.
Events containing no additional b jets, but containing one or more c jets are labeled as
tt̄+cc̄ events and all other events are labeled as tt + light flavor events.
The predicted cross sections for t- and s-channel single top production are calculated at
NLO accuracy as described in Refs. [107–109], and for the tW-channel at approximate
NNLO accuracy, as described in Refs. [109–111]. For the prediction of both the tt+W and
the tt+Z processes, two samples are simulated. The background from tt+W and tt+Z is
estimated using samples of events where the W or Z bosons decay into quarks or leptons.
The samples are normalized according to production cross sections calculated at NLO
accuracy as provided in Ref. [238] and the branching fractions for the W- or Z-boson decays
given in Ref. [7]. For the W+jets and Z+jets processes only events with W-boson decays
to a lepton and a neutrino or Z-boson decays to leptons are considered since the other
decay modes can be neglected due to the requirement that selected events contain a lepton.
The samples of W+jets and Z+jets events are normalized to cross sections calculated at
NNLO accuracy using the FEWZ (v.3.1) program as described in Refs. [239, 240]. The
cross section for the WW background is calculated at NNLO accuracy and those for the
WZ and ZZ backgrounds are calculated at NLO accuracy using the MCSM framework
as described in Refs. [241–244]. Contributions from QCD multijet production and other
processes are very small and are neglected for the further analyses. All cross section values
are listed in Tab. 7.1.
Finally, all samples of simulated data are corrected to account for known differences between
simulated data and recorded data as described in Sec. 6.9.
7.3 Event selection
All events considered in the analyses have to fulfill several selection criteria. First the events
have to be accepted by at least one of the several triggers discussed in Sec. 6.8 and which
require the events to contain one electron or muon with high transverse momentum. Next,
events have to pass a series of filters that reject events with badly reconstructed particle
flow candidates, events in which known noise patterns occurred or events in which there
are particles originating from interactions of the beam with the beampipe or remaining gas
(so called beam-halo interactions). Accepted events have to contain a well reconstructed
primary vertex as described in Sec. 6.1.4.
All events have to further pass a selection designed to only retain events compatible
with ttH(bb) while rejecting most other events. For this, events have to contain exactly
one well-reconstructed electron or muon, as defined in Sec. 6.4, with a sufficiently large
transverse energy to account for the lepton expected by the semileptonically decaying top
quark-antiquark pair. Events in which the tt decay produces a 𝜏 lepton that in turn decays
into an electron or muon are also accepted. For the analysis of data recorded in the year
2016, events have to contain either one electron with 𝑝T > 30 GeV and |𝜂| < 2.1 or a muon
with 𝑝T > 26 GeV and |𝜂| < 2.1. They are not allowed to contain any additional electrons
or muons with 𝑝T > 15 GeV and |𝜂| < 2.4. Events recorded in the year 2017 have to contain
either one electron with 𝑝T > 30 GeV and |𝜂| < 2.4 or a muon with 𝑝T > 29 GeV and
|𝜂| < 2.4 and similarly no additional leptons with 𝑝T > 15 GeV and |𝜂| < 2.4. The selection
thresholds differ between both years due to an adjustment to the trigger thresholds related
to a higher instantaneous luminosity during the year 2017. To account for the presence
of the neutrino, events recorded in both years are required to have a missing transverse
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Table 7.1: Calculated cross sections and associated uncertainties used for the normalization
of the samples of simulated data.







single (anti-)top s-channel, W → l𝜈 3.36 +0.09−0.08(scale)
+0.09
−0.09(pdf+𝛼s) [7, 107–109]
single top t-channel 136.02 +4.09−2.92(scale)
+3.52
−3.52(pdf+𝛼s) [107–109]
single anti-top t-channel 80.95 +2.53−1.71(scale)
+3.18
−3.18(pdf+𝛼s) [107–109]
single top tW-channel 35.85 +0.90−0.90(scale)
+1.70
−1.70(pdf+𝛼s) [109–111]
single anti-top tW-channel 35.85 +0.90−0.90(scale)
+1.70
−1.70(pdf+𝛼s) [109–111]
tt+W (W → 𝑙𝜈) 0.210 +13%−11.6%(scale)
+1.7%
−1.3%(pdf+𝛼s) [7, 238]
tt+W (W → 𝑞𝑞) 0.435 +13%−11.6%(scale)
+1.7%
−1.3%(pdf+𝛼s) [7, 238]
tt+Z (Z → 𝑙𝑙/𝜈𝜈) 0.263 +10.3%−11.7%(scale)
+2.0%
−2.5%(pdf+𝛼s) [7, 238]
tt+Z (Z → 𝑞𝑞) 0.611 +10.3%−11.7%(scale)
+2.0%
−2.5%(pdf+𝛼s) [7, 238]
W+jets (W → 𝑙𝜈) 61526.7 +497.1−264.6(scale)±2312.7(pdf+𝛼s) [239,240]
Z+jets (Z → 𝑙𝑙, 𝑚𝑙𝑙 > 50 GeV), 6077.22 ±121.5(scale) ± 14.78(pdf) [239,240]
WW 118.7 +2.5%−2.2% [241]
WZ (𝑚𝑙𝑙 > 12 GeV) 65.54 ±2.37(scale) ±2.88(pdf) [242–244]
ZZ (𝑚𝑙𝑙 > 12 GeV) 15.83 ±0.51(scale) ±0.59(pdf) [242–244]
momentum of at least 20 GeV (see Sec. 6.7). Events recorded in both years have to contain
at least four well-identified jets with 𝑝T > 30 GeV and |𝜂| < 2.4, at least two of which have
to be b tagged at the medium working point. The expected number of jets in ttH(bb)
events with H → bb and semileptonically decaying top quark-antiquark pairs is six, of
which four should be b jets. To allow for some of those jets to fail their selection criteria or
to fall out of the detector acceptance, as well as to allow for the construction of a larger
control region enriched in tt events, the analysis also accepts events with less jets.
The phase space defined by this baseline selection serves as a control region containing
mostly tt + light flavor events with which the general modeling of the recorded data by
simulated data is studied. The actual analyses of the ttH(bb) process are performed on a
smaller phase space requiring an additional b-tagged jet and in which the tt + light flavor
contribution is much smaller. The selection criteria for the jets and b tagging are further
discussed in Sec. 6.5 and Sec. 6.6. All selection criteria are summarized in Tab. 7.2.
Although this event selection is designed to select ttH(bb) events, the selected sample also
contains a small amount of ttH events with Higgs decays to particles other than bottom
quarks. If not stated otherwise, all observables denoted by ttH always contain the targeted
ttH(bb) events as well as these small amount of tt̄H(non-bb) events.
7.4 Quality of simulated data
To study the quality of the description of the recorded data by the simulated data the
baseline selection, requiring at least four jets of which two have to be b tagged, is used.
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Table 7.2: Event selection criteria for the analysis of events recorded in the years 2016 and
2017.
2016 2017
Event filters pass pass
Number of primary vertices 1 1
/⃗𝐸 (GeV) > 20 > 20
Number of leptons 1 1
𝑝T of electron (muon) (GeV) > 30(26) > 30(29)
|𝜂| of electron (muon) < 2.1(2.1) < 2.4(2.4)
𝑝T of additional electrons (muons) (GeV) < 15(15) < 15(15)
|𝜂| of additional electrons (muons) > 2.4(2.4) > 2.4(2.4)
Number of jets > 4 > 4
𝑝T of jets (GeV) > 30 > 30
|𝜂| of jets < 2.4 < 2.4
Number of b-tagged jets (baseline) > 2 > 2
Number of b-tagged jets (analysis) > 3 > 3
The numbers of events selected from recorded data and the predicted numbers of events of
the various simulated processes are shown in Tab. 7.3 and Tab. 7.4 for data recorded in
the years 2016 and 2017, respectively. The total number of selected events is predicted
reasonably well by the simulation. The largest contribution stems from the tt + light flavor,
tt̄+cc̄ and single t processes while ttH has only a very small contribution.
The observed and predicted multiplicities of jets and b-tagged jets are shown for both
years in Fig. 7.1. The distributions predicted from simulated data describe the distributions
observed in recorded data within their uncertainties. As can be seen, many events contain
additional jets not coming from tt or ttH systems, several of which are even btagged. They
also show that tt + light flavor events tend to have a small number of b-tagged jets while
the contribution from tt + heavy flavor and ttH increases with the number of b-tagged
jets. No single bin of these distributions, or even the combination of jet and b-tagged jets
multiplicity selection, contains a large enough fraction of ttH events to extract the signal
yield from observed data with a high significance. As will be discussed in the next section,
regions with even larger signal-to-background ratios are constructed using ANNs, based on
a multitude of observables. Most of these observables describe the momenta of jets and
leptons, the angles between them and b-tagging discriminants of the jets. Distributions of
the momenta and pseudorapidities of the jets and the momentum of the lepton in events are
shown in Fig. 7.2 while the missing transverse momentum, the scalar sum of the transverse
momenta of all jets and the average Δ𝜂 between jets are shown in Fig. 7.3. Jets and
leptons in ttH events tend to have higher transverse momenta and lie more centrally in the
detector. In addition, the jets in ttH events tend to be more spread out, the events are
more isotropic. In the distributions the simulated data models the recorded data within its
uncertainties. Figure 7.4 shows the distributions of the b-tagging discriminant outputs of
the jets. While for the analysis of data recorded in the year 2016 the CSVv2 algorithm is
used, the analysis of the data recorded in the year 2017 uses the DeepCSV algorithm as
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Table 7.3: Number of events observed in data recorded in the year 2016 and predicted by
corresponding simulations after the baseline selection requiring one lepton and
at least 4 jets of which at least 2 have to be b tagged. The quoted uncertainties
are statistical uncertainties only.
Process 2016









Total background 622466± 263
ttH 1232± 2
Data 610556
Table 7.4: Number of events observed in data recorded in the year 2017 and predicted by
corresponding simulations after the coarse selection requiring one lepton and at
least 4 jets of which at least 2 have to be b tagged. The quoted uncertainties
correspond to statistical and systematic uncertainties (excluding the additional
tt + heavy flavor rate uncertainty) and are further discussed in Ch. 8.
Process 2017














described in Sec. 6.6. Since ttH(bb) and tt̄+bb̄ events tend to have many b jets this is an
important observable to distinguish such events from tt + light flavor and other background
processes. The distributions are well modeled in the relevant region of high b-tagging
discriminant output values. Distributions of other quantities can be found in Appendix A.
7.5 Multivariate analysis
To further increase the sensitivity to ttH, a multivariate analysis with ANNs is performed.
For this, only events with at least three b-tagged jets are considered. Events with only
two b-tagged jets are enriched in tt + light flavor and discarded for the remainder of the
analyses. A general overview over ANNs and an explanation of the terms is given in Ch. 5
and here only the specifics relevant to the analyses will be discussed.
During the development of the analyses, various strategies had been tested and compared
such as different ANN designs, the usage of Boosted Decision trees, the usage of single
discriminating variables or combinations thereof. Several of these studies are discussed in
Refs. [137,245–248]. The presented strategy was chosen based on the expected results of
the full ttH analyses.
7.5.1 Design of ANNs
The ANNs are designed to classify events as one of six processes: ttH, tt + light flavor,
tt̄+cc̄, tt̄+bb̄, tt̄+2b or tt̄+b. Compared to a classification into either ttH or background
events, this multiclass approach has the benefit that it results in six regions, each of them
enriched in one of these six processes. Since a perfect separation between the processes is
not feasible, the resulting regions enriched in ttH will have contributions of all background
process. Each of the five background processes is in turn affected by different dominant
systematic uncertainties. With the construction of regions dedicated to each process the
relevant uncertainties can be better constrained during the combined fit to data (discussed in
Ch. 9), leading to smaller uncertainties in the ttH region. To achieve this sixfold separation
multiclass ANNs are used, with each ANN having six output nodes: one for each process
(henceforth labeled as ttH-node, tt + light flavor-node etc.). The loss function that is
minimized during the ANN training is the categorical cross-entropy discussed in Sec. 5.2.
As a result, each event that is evaluated with a given ANN gets assigned six output values
which can be interpreted as the probability of the event to belong to each class. Since each
event should only be used once in the analysis, each event gets assigned to the class for
which the output node takes on the highest value. This is illustrated in Fig. 7.5. Events
are only filled in the distribution to which they have the highest probability to belong to
and the value of an event in the distribution is another measure that they belong to the
corresponding class. In a ttH-node distribution, for example, all events have the highest
probabilities to belong to the ttH class instead of the other classes, and those events that
are very ttH-like accumulate on the right-hand side of the distribution, while those that are
less ttH-like accumulate on the left-hand side. The distributions of the node output values
of all events that are assigned to the respective classes serve as discriminant distributions
that will be fit to data to extract the ttH signal strength. This approach therefore results
in six discriminant distributions per ANN. The resulting distributions are shown in Sec. 7.6.
The ANNs are trained using simulated data for which the true class of an event is known, as
described in Sec. 5.2. For the training only ttH(bb) and tt events are considered, omitting
the other background processes and signal events where the Higgs boson decays to particles
other than pairs of bottom quarks. To minimize effects from overtraining these samples
are only used for this purpose and are not considered for the further analyses and the
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Figure 7.1: Multiplicities of jets (left) and b-tagged jets (right) in data recorded in the years
2016 (top) and 2017 (bottom) after the baseline selection. The distributions
observed in recorded data are represented by the black markers. The expected
background contributions are shown as stacks of filled histograms. The expected
distributions for the ttH process as blue line which is additionally scaled to the
integral of the background for better visibility. For the 2016 distributions the
last bins contain all events with 10 (5) or more jets (b-tagged jets). The hatched
uncertainty bands contain statistical and systematic uncertainties added in
quadrature, excluding the additional 50% rate uncertainty on tt + heavy flavor
(see Ch. 8). The bottom panels show the ratio of data to the background
prediction. Taken from [4,5].
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Figure 7.2: Transverse momenta (top) and pseudorapidities (middle) of jets as well as
the transverse momenta of leptons (bottom) in data recorded in the years
2016 (left) and 2017 (right) after the baseline selection. The distributions
observed in recorded data are shown as black markers, the expected background
contributions as stacks of histograms and the ttH process as blue line which
is additionally scaled to the integral of the background for better visibility.
The hatched uncertainty bands contain statistical and systematic uncertainties
added in quadrature, excluding those affecting only the rate. The bottom
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Figure 7.3: Missing transverse momentum (top), the scalar sum of the transverse momenta
of all jets (middle) and the average Δ𝜂 between two jets (bottom) in data
recorded in the years 2016 (left) and 2017 (right) after the baseline selection
((1 l,≥ 4 jets,≥ 2 b-tags)). The distributions observed in recorded data are
shown as black markers, the expected background contributions as stacks of
histograms and the ttH process as blue line, which is additionally scaled to the
integral of the background for better visibility. The hatched uncertainty bands
contain statistical and systematic uncertainties added in quadrature, excluding
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Figure 7.4: B-tagging discriminant value for jets in data recorded in the years 2016 (left)
and 2017 (right) after the baseline selection. The analysis of the data recorded
in 2016 uses the CSVv2 algorithm while for the data recorded in 2017 the
DeepCSV algorithm is used. The distributions observed in recorded data are
shown as black markers, the expected background contributions as stacks of
histograms and the ttH process as blue line which is additionally scaled to the
integral of the background for better visibility. The hatched uncertainty bands
contain statistical and systematic uncertainties added in quadrature, excluding
those affecting only the rate. The bottom panels show the ratio of data to the
background prediction.
Figure 7.5: Illustration of the ANN strategy. Events are classified by the ANN based
on their input features (Variables). The events are assigned six values that
correspond to the probabilities to belong to the ttH or tt classes. They are
subsequently classified as belonging to the class for which this output takes on
the highest value. Taken from Ref. [248].
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to mitigate overtraining of certain classes due to a too small number of available events.
During the training, the samples are further split into three parts, the training sample, for
which the loss function is minimized, the validation sample, on which the result is evaluated
after each training epoch, and the test sample, which is used to control the early stopping
of the procedure. The events of each class that are used for training are reweighted to sum
to unity, therefore assigning equal importance to each class during the ANN training.
Separate ANNs are trained for the analyses of data recorded in the years 2016 and 2017. In
addition, to accommodate differences in event properties and reconstructable observables,
the events are split into three categories based on the number of jets: (4 jets,≥ 3 b-tags),
(5 jets,≥ 3 b-tags) and (≥ 6 jets,≥ 3 b-tags). For each of these categories a dedicated ANN
is trained. The input features used for the different ANNs are discussed in the following
section.
For the analysis of the data recorded in the year 2016, the ANNs are implemented using
the TensorFlow package [175]. The training of each ANN is performed in two stages. In
the first stage an ANN is trained to recognize whether a given event contains b quarks
from the decays of the top quarks, the W bosons or additional b quarks. In the second
stage, the network is extended by additional layers, with the first of these layers being
connected to all layers of the first stage as well as the input features. The ANN is then
trained to distinguish between the six processes as described above. For the hidden layers
the ELU function is used as activation function while the softmax function is used as
activation function in the final classification layer. To avoid overtraining, dropout and L2
regularization are used. As a minimization algorithm the ADAM optimizer with an initial
learning rate of 10−4 is chosen, which is described in Ref. [249]. The training is performed
using batches of 5000 events over a maximum of 500 epochs. Beginning after 50 epochs the
training is stopped early if the performance on the test and validation samples differs by
more than 2%. The architecture and hyperparameters of all three networks are optimized
for the performance on the test sample and the chosen values are summarized in Tab. 7.5.
The design of the ANN and studies motivating the two-stage approach are discussed in
further detail in Ref. [248].
For the analysis of the data recorded in the year 2017 a simpler design with additional
hidden layers instead of the two-stage approach is chosen. The ANNs are implemented using
the Keras and Tensorflow packages which are discussed in Refs. [174,175]. The activation
functions are again ELU for the hidden layers and softmax for the classification layer. To
avoid overtraining, dropout and L2 regularization are used and the chosen minimizer is
the ADAM algorithm with an initial learning rate of 10−4. The training is performed in
batches of 5000 events with identical early stopping criteria as for the 2016 ANNs. The
architecture and chosen hyperparameters are summarized in Tab. 7.6.
7.5.2 Input variables and validation
The ANNs achieve their separation power by combining the information of many different
weakly separating input features and the correlations between them. Therefore, even
observables that on a first glance seem very similar between the classes can aid in the
separation if they are included in an ANN. The input features used for the ANNs in the
ttH(bb) analyses are chosen based on a two stage approach.
In the first step, a list of all observables that should differ between ttH and the background
processes is created. This includes, for example, observables describing angles between
objects, masses and momenta of reconstructed objects such as candidates for the Higgs
boson and variables such as the scalar sum of the transverse momenta of all jets (compare
Fig 7.3). Then, other observables that are not directly separating but that can aid in
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Table 7.5: Architecture and hyperparameters of the ANNs in the analysis categories with
(4 jets,≥ 3 b-tags), (5 jets,≥ 3 b-tags) and (≥ 6 jets,≥ 3 b-tags) used for the anal-
ysis of the data recorded in the year 2016.
(4 jets, ≥ 3 b-tags) (5 jets, ≥ 3 b-tags) (≥ 6 jets, ≥ 3 b-tags)
hidden layers (stage 1) 2 2 2
hidden layers (stage 2) 2 1 2
nodes per hidden layer (stage 1) 100 100 100
nodes per hidden layer (stage 2) 100 100 100
loss function cross-entropy cross-entropy cross-entropy
dropout percentage 0.7 0.7 0.7
L2 regularisation 10−5 10−5 10−5
batch size 5000 5000 5000
optimizer Adam(10−4) Adam(10−4) Adam(10−4)
activation function (hidden) ELU ELU ELU
activation function (classification) softmax softmax softmax
early stopping percentage 2% 2% 2%
early stopping minimal epochs 50 50 50
number of input variables 36 44 42
Table 7.6: Architecture and hyperparameters of the ANNs in the analysis categories with
(4 jets,≥ 3 b-tags), (5 jets,≥ 3 b-tags) and (≥ 6 jets,≥ 3 b-tags) used for the anal-
ysis of the data recorded in the year 2017.
(4 jets, ≥ 3 b-tags) (5 jets, ≥ 3 b-tags) (≥ 6 jets, ≥ 3 b-tags)
hidden layers 3 3 3
nodes per hidden layer 100 100 100
loss function cross-entropy cross-entropy cross-entropy
dropout percentage 0.5 0.5 0.5
L2 regularisation 10−5 10−5 10−5
batch size 5000 5000 5000
optimizer Adam(10−4) Adam(10−4) Adam(10−4)
activation function (hidden) ELU ELU ELU
activation function (classification) softmax softmax softmax
early stopping percentage 2% 2% 2%
early stopping minimal epochs 50 50 50
number of input variables 14 15 11
103
7 Analysis strategy
combination with already included observables are added. For the analysis of the data
recorded in the year 2017, a preselection of input features is performed. For this, the ANNs
are trained with all chosen features. Then for each feature the total sum of the magnitudes
of the weights that are connected to the feature in the first layer is calculated. This is
interpreted as a value of the importance of the feature, with more important features leading
to larger weights. Only the 20 features with the largest sum of weights are considered
further. It was observed that the performance of the ANNs does not decrease by a large
amount when removing the other features deemed less important by the method.
In the second step, all observables that are not sufficiently well described by simulated
data are discarded. This is necessary since the ANNs pick up on even small features of the
training data, which – if not correctly modeled – can lead to large differences in the ANN
response to simulated and recorded data.
A multitude of observables are considered, and ultimately chosen, as input features and a
discussion of every single one of them would be outside the scope of this thesis. However,
they can be grouped into a small number of classes that follow similar considerations:
∙ 𝑝T and mass variables:
Due to the large mass of the Higgs boson, objects originating from the ttH process tend
to have higher transverse momenta compared to those originating in tt production or
other backgrounds. To reflect this, the input features include the 𝑝T and 𝜂 of the
four jets with the highest transverse momenta, the 𝑝T and 𝜂 of the lepton and the
missing transverse momentum (to account for the neutrino). Several input features
are constructed from the combination of such observables such as the scalar sum of
the transverse momenta of all (b-tagged) jets 𝐻(𝑏)T and the ratio of 𝐻
(𝑏)
T to the total
energy of all jets or the combined 𝑝T of the pair of (b-tagged) jets closest to each
other in Δ𝑅.
Several input features are constructed to account for the masses of the top quarks,
the Higgs boson, the W bosons or the whole ttH system. These include the total
invariant mass of all jets, the lepton and the missing transverse energy, as well as the
invariant mass of the trijet system with the highest transverse energy. In addition, the
average invariant mass of all (b-tagged) jet pairs is included. The average invariant
mass of all b-tagged jet pairs in (4 jets,≥ 3 b-tags) events is shown in Fig. 7.6a.
The invariant mass of the pair of the two b-tagged jets that are closest to each other
and for the pair for which the invariant mass is closest to the Higgs boson mass is
also considered. Another input feature stems from a reconstruction of the ttH system.
For this, the tt system is reconstructed by finding the jet-to-particle assignment
that minimizes a 𝜒2 cost function. If there are two unassigned b-tagged jets they
are reconstructed as the Higgs boson and their invariant mass is taken as an input
feature.
∙ angular variables:
Several input features describe the minimal, maximal and average angles Δ𝑅 and
Δ𝜂 between (b-tagged) jets or the jets and the lepton. Especially the angles between
b-tagged jets are of interest since the angle between b jets coming from a Higgs boson
tends to be smaller than for those coming from a gluon with a comparable momentum.
In addition, the angles between non-tagged jets, b-tagged jets and the lepton are
used since those particles tend to be closer to each other when originating from an
energetic top quark. The distribution of the Δ𝑅 between the pair of b-tagged jets
closest to each other in (≥ 6 jets,≥ 3 b-tags) events is shown in Fig. 7.6b.
∙ b-tagging:
Since ttH(bb) events contain more b jets than most background events several b-
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tagging related input features are chosen. These include the b-tagging discriminant
values of the four jets with the highest transverse momenta, the four highest b-tagging
discriminant values of all jets, as well as the average discriminant value of all (b-
tagged) jets. This is complemented by a b-tagging likelihood ratio that is designed
to discriminate between events with four b jets and events with only two b jets and
that is further described in Ref. [129]. The b-tagging likelihood ratio is shown for
(≥ 6 jets,≥ 3 b-tags) events in Fig. 7.6c.
∙ event shape:
These variables describe the overall shape of the events. The sphericity 𝑆, transverse
sphericity 𝑆T and aplanarity 𝐴 are calculated from the sphericity tensor as described
in Ref. [250]. It is a 3× 3 matrix with eigenvalues 𝜆1, 𝜆2 and 𝜆3 with 𝜆1 > 𝜆2 > 𝜆3










where the sum is performed over all jets 𝑖 and 𝛼 and 𝛽 denote the 𝑥, 𝑦 and 𝑧
components of the jet momenta. The sphericity 𝑆 and aplanarity 𝐴 are calculated,
as described in Ref. [251], as 𝑆 = 32(𝜆2 + 𝜆3) and 𝐴 =
3
2𝜆3 respectively. In addition, a
transverse sphericity 𝑆T is defined as 2𝜆2𝜆2+𝜆1 as described in Ref. [252]. As their name
suggests they describe how spherical or planar a given event is. The sphericity has
a value of one for isotropic events and the aplanarity has a value of zero for planar
events. The sphericity is exemplarily shown for (5 jets,≥ 3 b-tags) events in Fig. 7.6d.
The transverse sphericity describes how spherical or “pencil-shaped” an event is and
has a value of zero for pencil-shaped events. Due to the large mass of the ttH system
and the large number of resulting jets, ttH events tend to be more spherical and
aplanar compared to tt events.
The observable 𝐶 is defined as the ratio of the scalar sum of the transverse momenta









The first Fox-Wolfram moments 𝐻0, 𝐻1, 𝐻2, 𝐻3 and 𝐻4 are used as possible input
features. They are defined in Refs. [253, 254] and describe on how many axis the
energy in an event flows.
∙ Matrix element method:
An important and strongly discriminating feature is the so-called matrix-element-
method (MEM) discriminant which takes into account the full leading-order parton-
level dynamics of the ttH and tt̄+bb̄ processes. A detailed description of the method
is given in Refs. [4,129]. The discriminating feature, simply called MEM in this thesis,
is defined as the ratio of probability density values for a hypothesis ℋ of the event




where the ?⃗? are the four vectors and b-tagging discriminant values of the objects in
the event and the numerical factor of 0.1 was found empirically well suited for the
discrimination task at hand.
The probability density values 𝑝(?⃗?|ℋ) are calculated as the sum of cross sections for








The cross sections are calculated based on the leading-order matrix element of the
hypothesized process, where the production via gluon-gluon fusion is assumed and
where the partonic scattering amplitude is provided by OpenLoops [68,69]. Particles
in the hypothesized final state are assigned to jets or leptons in the event, with the
restriction that the four b quarks have to be assigned to the four most b-jet-like jets
(as found using the b-tagging likelihood ratio mentioned above). For each possible
assignment, the cross section is calculated, integrating over unassigned particles.
For the assignment of the particles to jets it is assumed that the jet four-vector
corresponds to the particle four-vector within the jet energy resolution, over which
an integration is performed. The probability density value 𝑝(?⃗?|ℋ) is then the squared
sum of the squared scattering amplitudes of all assignments. The MEM discriminant
is itself an observable that strongly separates between ttH(bb) and tt̄+bb̄ events. It
is shown for events recorded in the year 2017 in Fig. 7.7.
All input features have to be sufficiently well modeled to be used in the ANN training.
This is ensured by a statistical validation procedure. For each input feature and for each
pair of input features, the respective one-dimensional or two-dimensional distributions are
constructed from simulated and recorded data. Then, for each distribution a goodness-of-fit
test is performed by fitting the distributions of simulated data to those of recorded data.
The goodness-of-fit tests are based on the saturated-model approach, which is described
in Ref. [255] and implemented in the CMS Higgs combination software as described in
Ref. [256]. For the fits the full fit model with all uncertainties as described in Ch. 8 is
used and the signal strength modifier is fixed to one. For the calculation of the p-values,
the distributions of the test statistics are constructed using pseudodata sampled from
the post-fit probability density functions of the nuisance parameters. If the p-value of
any of the fits involving a specific variable is below 0.05 the variable is discarded. The
validation is performed separately for each year and for each of the categories defined by
the multiplicities of jets and b-tagged jets.
The final list of all chosen input features used in the ANN training is given in Tables 7.7
and 7.8 and their distributions are shown in Appendix B.
7.6 Final discriminants
The discriminant distributions that result from the ANN trainings are depicted in Ap-
pendix E. The discriminant distributions for events with at least six jets recorded in the
year 2017 are also shown in Fig. 7.8. Each of the distributions defined by an ANN node is
compared to the other distributions, enriched in the process that the node targeted. In the
ttH-nodes the discrimination between ttH and the background processes is clearly visible.
The discrimination between ttH and tt̄+bb̄ is worse than the discrimination between ttH
and the other background processes. The distributions of simulated data describe the
recorded data within their uncertainties. The numbers of events that are assigned to each
node are tabulated in Appendix E.
7.7 Summary of analyses in the DL and FH channels
The general strategies of the analyses in the DL and FH channels are similar to the one for
SL channel. However, owing to the differences in the targeted final states, each of these
analyses presents unique challenges that lead to differences compared to the SL channel
analyses. The analyses of data recorded in the years 2016 and 2017 in the DL channel
are described in more detail in Refs. [4, 5] and the ones in the FH channel in Refs. [5, 229].
Nevertheless, since the results presented in Ch. 9 are based on the combination of the
SL channel with the other two channels, the analyses will be briefly summarized in the
following.
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Figure 7.6: Exemplary input features used in the ANNs for the analysis of data recorded
in the year 2017. Shown are (a) the average dijet mass of b-tagged jets in
(4 jets,≥ 3 b-tags) events, (b) the Δ𝑅 between the pair of b-tagged jets closest
to each other in (≥ 6 jets,≥ 3 b-tags) events, (c) the b-tagging likelihood ratio in
(≥ 6 jets,≥ 3 b-tags) events and (d) the sphericity in (5 jets,≥ 3 b-tags) events.
The distributions observed in recorded data are shown as black markers, the
expected background contributions as stacks of histograms and the ttH process
as blue line which is additionally scaled to the integral of the background
for better visibility. The hatched uncertainty bands contain statistical and
systematic uncertainties added in quadrature, excluding those affecting only the
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Figure 7.7: Matrix element method (MEM) discriminant in the (4 jets,≥ 3 b-tags),
(5 jets,≥ 3 b-tags) and (≥ 6 jets,≥ 3 b-tags) categories for events recorded in
the year 2017. The distributions observed in recorded data are shown as black
markers, the expected background contributions as stacks of histograms and
the ttH process as blue line which is additionally scaled to the integral of the
background for better visibility. The hatched uncertainty bands contain statisti-
cal and systematic uncertainties added in quadrature, excluding those affecting
only the rate. The bottom panels show the ratio of data to the background
prediction.
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Table 7.7: Input variables used for the training of the ANNs. Variables used in a spe-
cific analysis category are denoted by a “+” and unused variables by a “−”.



























































𝑝T(jet 1) 𝑝T of the highest-𝑝T jet + + - - + -
𝜂(jet 1) 𝜂 of the highest-𝑝T jet - + + - - -
𝑑(jet 1) b-tagging discriminant of the highest-𝑝T jet + + + - - -
𝑝T(jet 2) 𝑝T of the second highest-𝑝T jet - + - - - -
𝜂(jet 2) 𝜂 of the second highest-𝑝T jet + + + - - -
𝑑(jet 2) b-tagging discriminant of the second highest-𝑝T jet + + + - - -
𝑝T(jet 3) 𝑝T of the third highest-𝑝T jet - + - - + -
𝜂(jet 3) 𝜂 of the third highest-𝑝T jet + + + - - -
𝑑(jet 3) b-tagging discriminant of the third highest-𝑝T jet + + + - - -
𝑝T(jet 4) 𝑝T of the fourth highest-𝑝T jet + + - - - -
𝜂(jet 4) 𝜂 of the fourth highest-𝑝T jet + + + - - -
𝑑(jet 4) b-tagging discriminant of the fourth highest-𝑝T jet + - + + - -
𝑝T(lep) 𝑝T of the lepton - + + - - -
𝜂(lep) 𝜂 of the lepton + - + - - -
𝑑avgj average b-tagging discriminant value of all jets + + + + + +








mean squared deviation of the b-tagging discriminant values
of b-tagged jets to the average b-tagging discriminant value of
all b-tagged jets
+ + + + - +
𝑑maxj maximal b-tagging discriminant value of all jets + + + - - -
𝑑maxb maximal b-tagging discriminant value of b-tagged jets + + + - - -
𝑑minj minimal b-tagging discriminant value of all jets + + + - - -
𝑑minb minimal b-tagging discriminant value of b-tagged jets + + + + + -
𝑑2 second highest b-tagging discriminant value of all jets + + + + + +
𝑁b(tight) number of b-tagged jets at the tight b-tagging working point
with 0.1% mistag rate
+ + + + + -
BLR likelihood ratio discriminating between 4 b quark jets and 2 b
quark jets events
+ + + + - +
BLRtrans transformed BLR defined as ln[BLR/(1.0 − BLR)] + + + + - +
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Table 7.8: Input variables used for the training of the ANNs. Variables used in a spe-
cific analysis category are denoted by a “+” and unused variables by a “−”.



























































Δ𝑅minj,j minimal Δ𝑅 between any two jets + + + - - -
Δ𝑅minb,b minimal Δ𝑅 between any two b-tagged jets + + + - - +
Δ𝑅maxj,j largest Δ𝑅 between any two jets - + - - + -
Δ𝑅maxb,b largest Δ𝑅 between any two b-tagged jets - - + - - -
Δ𝜂avgb,b average Δ𝜂 between b-tagged jets - - + - - -
Δ𝑅avgb,b average Δ𝑅 between b-tagged jets - + + - + +
Δ𝑅minlep,j minimal Δ𝑅 between lepton and any jet + + - - - -
Δ𝑅minlep,b minimal Δ𝑅 between lepton and any b-tagged jet - + + - + -
𝑚minΔ𝑅lep,b mass of lepton and b-tagged jet closest in Δ𝑅 + + + - - +
𝑚minΔ𝑅b,b mass of b-tagged jets closest in Δ𝑅 + + + - + -
𝑚avg
𝑏,𝑏
average mass of all pairs of b-tagged jets - - - + - -
𝑚avgj average mass of all jets + + + - - +
(𝑚2)avgb average squared mass of all b-tagged jets + - + - - -
𝑚closest to 125b,b mass of pair of b-tagged jets closest to 125GeV - + + - - -
MEM matrix element method discriminant + + + + + +
𝐻jT scalar sum of jet 𝑝T - + - - - -
𝐻bT scalar sum of 𝑝T of all b-tagged jets + + + + + +
𝐶j 𝐻jT divided by the sum of the energies of all jets - - + - - -
𝐶b 𝐻bT divided by the sum of the energies of all b-tagged jets - - + - - -
𝐴j 32 𝜆3 where 𝜆𝑖 are the eigenvalues of the momentum tensor
built with jets [250,251]
- + + - - -
𝐴b 32 𝜆3 where 𝜆𝑖 are the eigenvalues of the momentum tensor
built with b-tagged jets [250,251]
+ + + - - -
𝑆j 32 (𝜆2 + 𝜆3) where 𝜆𝑖 are the eigenvalues of the momentum
tensor built with jets [250,251]
+ + + + + -
𝑆b 32 (𝜆2 + 𝜆3) where 𝜆𝑖 are the eigenvalues of the momentum
tensor built with b-tagged jets [250,251]




where 𝜆𝑖 are the eigenvalues of the momentum tensor
built with jets [250,252]




where 𝜆𝑖 are the eigenvalues of the momentum tensor
built with b-tagged jets [250,252]
+ + + - - -
𝐻2 second Fox–Wolfram moment [253,254] - + - - - -
𝐻3 third Fox–Wolfram moment [253,254] + + - - - -
𝐻4 fourth Fox–Wolfram moment [253,254] + - + - - -
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Figure 7.8: ANN discriminant distributions for (≥ 6 jets,≥ 3 b-tags) events recorded in the
year 2017 before the fit to data. The distributions observed in recorded data
are shown as black markers, the expected background contributions as stacks of
histograms and the ttH process as blue lines and which are additionally scaled
by a factor of 15 for better visibility. The hatched uncertainty bands show the




Analyses in the DL channel
In the DL channel, selected events have to be accepted by triggers that require the presence
of either two electrons, two muons or one electron and one muon. Next, events have to
contain exactly two well-reconstructed and isolated leptons with large transverse momenta,
the invariant mass of which has to be sufficiently different from the Z-boson mass in case
of two same-flavor leptons. In addition, events recorded in the year 2016 are required to
contain at least 4 jets of which at least three are b tagged, while events recorded in the
year 2017 are required to contain at least three jets of which at least two have to be b
tagged. Although the requirement of the second lepton leads to a sample with a higher
signal purity it also leads to a much smaller number of selected events compared to the SL
channel. This results in a larger impact of the statistical uncertainties and also to smaller
samples of events available for the training of the multivariate methods 1.
For the analysis of the data recorded in the year 2016, boosted decision trees (BDTs)
are trained to separate between ttH and all of tt. For events with exactly 3 b-tagged
jets, the final discriminant that is fitted to data is the output of the BDT, while events
with more than three b-tagged jets are sub-categorized by a BDT into a signal-like and
a background-like sub-category in which the MEM is used as final discriminant. For the
analysis of data recorded in the year 2017, selected events are first sorted into five categories
according to their jet and b-tagged jet multiplicities. Then in each category a BDT is
trained so separate ttH from tt events, with the MEM discriminant used as input feature
for the BDTs. This approach was chosen from several studied approaches based on the
expected results. ANNs were observed to not perform better than BDTs while being more
susceptible to overtraining.
Analyses in the FH channel
For events to be selected into the FH channel, they have to be accepted by a combination
of triggers that target events with a large amount of 𝐻T and at least four jets, of which
several should to be b tagged. Events are not allowed to contain any well-reconstructed
leptons that could come from the decays of top quarks. In addition, all selected events are
required to contain at least seven jets of which at least three have to be b tagged. To only
select events that likely contain top quarks, at least one pair of untagged jets has to have
an invariant mass compatible with the W-boson mass.
The fully-hadronic tt decay has the largest branching fraction of the three decay channels,
leading to a large number of selected ttH events. Unfortunately the requirement that
no leptons are to be present in the events also leads to a large background from QCD
multijet production. To reduce the QCD multijet background, a quark-gluon-likelihood-
ratio (QGLR) discriminant is constructed that distinguishes between events containing
light-flavor jets originating from W-boson decays and those where the light-flavor jets
originate from gluons. It is based on a quark-gluon-likelihood function that calculates the
likelihood for a specific jet to either be a quark or a gluon jet based on the differences in
particle multiplicity, collimation and fragmentation between quark and gluon jets [257,258].
The QGLR is then constructed as the ratio of quark-gluon-likelihood functions under the
hypothesis that 𝑁 light flavor jets in the event originate from quarks or gluons, where
𝑁 depends on the number of jets and b-tagged jets in the event. It is shown for events
recorded in the year 2017 and with at least six jets of which at least two are b-tagged jets
in Fig. 7.9a. For events to be considered in the analysis, their QGLR value has to exceed
0.5.
1The smaller sample size available for training can in principal be avoided by creating more simulated
events, which however is computationally costly.
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Figure 7.9: Observables used for the rejection of QCD multijet events in the FH channel.
Shown are (a) the QGLR calculated for events with at least six jets of which at
least two are b tagged and not including the three b-tagged jets with the highest
b-tagging discriminant values in the calculation, and (b) maximal Δ𝜂 of each
jet to any other jet in the event, averaged over all jets in the event, calculated
for events with eight jets of which at least 4 are b tagged. The distributions
observed in recorded data are shown as black markers, the expected background
contributions as stacks of histograms and the ttH process as blue line which is
additionally scaled by a factor of 15 for better visibility. The hatched uncertainty
bands contain statistical and systematic uncertainties added in quadrature,
excluding the additional 50% rate uncertainty on tt + heavy flavor discussed in
Ch. 8. The bottom panels show the ratio of data to the background prediction.
Taken from Ref. [5].
For the analysis of data recorded in the year 2017, events from QCD multijet production
are further suppressed by an additional selection on the maximal Δ𝜂 of each jet to any
other jet in the event, averaged over all jets in the event. The distribution of this quantity
is shown in Fig. 7.9b where it can be seen that in QCD multijet events the jets tend to be
separated further from each other in 𝜂 than in ttH events. After this selection steps the
dominant backgrounds are a still sizable number of events from QCD multijet production
followed by tt production.
Next, the selected events are categorized according to their jet and b-tagged jet multiplicities
and in each category the MEM discriminant is used as final discriminant. Although the
MEM is constructed to distinguish between ttH(bb) and tt̄+bb̄, it was found to also be
able to separate ttH(bb) from tt + light flavor and QCD multijet production.
With the exception of the QCD multijet background, the background contribution is
predicted from simulated data. QCD multijet production is however notoriously difficult to
predict using simulated data. Instead the MEM distributions for QCD multijet production
are predicted from control regions defined by exactly two b-tagged jets at the medium
working point and at least three b-tagged jets at a looser working point. The normalization




The analyses discussed in this thesis are based on experimental measurements and are
therefore subject to systematic uncertainties. Their correct estimation and treatment are
crucial for the validity of the final result.
As was discussed in Ch. 4, in the binned maximum likelihood approach that is used to fit the
predicted ANN distributions to those derived on data, sources of systematic uncertainties
are treated as constrained nuisance parameters with normal or log-normal probability
density functions corresponding to the uncertainty with which they are known.
In this scheme, systematic uncertainties are implemented either as rate or as shape uncer-
tainty. Rate uncertainties are used for systematic uncertainty sources that affect the overall
predicted number of events of one or more processes, such as cross sections or integrated
luminosities. Uncertainty values for rate uncertainties discussed in this chapter correspond
to one standard deviation estimates and are mapped to the one standard deviation quantiles
of the probability density functions of their respective nuisance parameters.
Shape uncertainties are used for systematic uncertainties that depend on the properties of
the individual events and affect each bin of the ANN distributions differently. They are
implemented using additional template histograms that represent the ANN shapes if the
uncertainty source in question would be one standard deviation larger or smaller than for
the nominal prediction. These templates are then mapped to the one standard deviation
quantiles of the probability density functions of their respective nuisance parameters. The
distributions of simulated data can then be adjusted by the fit by interpolating between
the nominal distributions and the uncertainty templates. In most cases the additional
template histograms are constructed using event weights that change the predicted rate
of specific events, whereas the uncertainties affecting the jet energy calibration affect the
momenta of the jets themselves, prompting a complete reanalysis of the data.
All systematic uncertainties can be classified into either experimental uncertainties that
reflect the uncertainties associated with the measurement of the events in the CMS detector
or modeling uncertainties associated with the simulation of the simulated data. A list of all
systematic uncertainties is given in Tab. 8.1. The individual sources of experimental and
modeling uncertainties are discussed in Sec. 8.1 and Sec. 8.2 respectively. Several systematic
uncertainty sources are shared between the analyses of the data recorded in the years 2016
and 2017. In such cases the systematic uncertainties are fully correlated when fitting both
analyses together, as discussed in Sec. 8.3.
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Table 8.1: Systematic uncertainties, their type and which processes are affected by them.
Source Type Remarks
Integrated luminosity rate Signal and all backgrounds
Lepton identification/isolation shape Signal and all backgrounds
Trigger efficiency shape Signal and all backgrounds
Trigger prefiring correction rate Signal and all backgrounds
Pileup shape Signal and all backgrounds
Jet energy scale shape Signal and all backgrounds
Jet energy resolution shape Signal and all backgrounds
b-tag HF shape Signal and all backgrounds
b-tag HF linear shape Signal and all backgrounds
b-tag HF quadratic shape Signal and all backgrounds
b-tag LF shape Signal and all backgrounds
b-tag LF linear shape Signal and all backgrounds
b-tag LF quadratic shape Signal and all backgrounds
b-tag C linear shape Signal and all backgrounds
b-tag C quadratic shape Signal and all backgrounds
Renorm./fact. scales (ttH) rate Scale uncertainty of NLO ttH prediction
Renorm./fact. scales (tt) rate Scale uncertainty of NNLO tt prediction
tt + heavy flavor cross sections rate Additional 50% rate uncertainty of tt + heavy flavor predictions
Renorm./fact. scales (t) rate Scale uncertainty of NLO single t prediction
Renorm./fact. scales (V) rate Scale uncertainty of NNLO W+jet and Z+jet prediction
Renorm./fact. scales (VV) rate Scale uncertainty of NLO diboson prediction
PDF (𝑔𝑔) rate PDF uncertainty for 𝑔𝑔 initiated processes except ttH
PDF (𝑔𝑔 ttH) rate PDF uncertainty for ttH
PDF (𝑞𝑞) rate PDF uncertainty of 𝑞𝑞 initiated processes (tt+W,W,Z)
PDF (𝑞𝑔) rate PDF uncertainty of 𝑞𝑔 initiated processes (single t)
PDF shape variations (ttH, tt) shape Based on the NNPDF variations, same for ttH and tt subpro-
cesses
𝜇R scale (tt) shape Renormalization scale uncertainty of the tt matrix element gen-
erator (Powheg), correlated between tt subprocesses
𝜇F scale (tt) shape Factorization scale uncertainty of the tt matrix element genera-
tor (Powheg), correlated between tt subprocesses
PS scale: ISR (tt) shape Initial-state radiation uncertainty of the PS for tt simulation,
uncorrelated between tt subprocesses
PS scale: FSR (tt) shape Final-state radiation uncertainty of the PS for tt simulation ,
uncorrelated between tt subprocesses
ME-PS matching (tt) rate NLO ME to PS matching tt simulation, uncorrelated between
tt subprocesses
Underlying event (tt) rate Underlying event for tt simulation, uncorrelated between tt sub-
processes
size of simulated samples shape Statistical uncertainty of the signal and background prediction





The jet energy scale and resolution corrections, described in Sections 6.5.2 and 6.9.1, are
derived using a plethora of samples of recorded and simulated data. Hence, the calibration
corrections are subject to several uncertainties related to the size and purity of the selected
samples, the reconstruction efficiencies of the jets and the modeling of the simulated data.
For the analyses described in this thesis, one uncertainty on the jet energy resolution and
26 uncertainties on the jet energy scale are considered. All of these are implemented as
shape changing uncertainties. For the creation of the corresponding template histograms
all samples of simulated data are reprocessed with modified JER smearing or JES scaling
factors. Therefore the momenta of all jets in a given event are changed with respect to
the nominal JER and JES corrections. These changes are then propagated through the
event selection, the calculation of the input features, including the MEM discriminant, and
finally the ANNs.
For the JER uncertainty, the smearing of the simulated jets described in Sec. 6.9.1 is
performed with different JER factors corresponding to the uncertainty of the resolution
measured in data. Only a single JER uncertainty is used, meaning the uncertainties for
different 𝑝T and 𝜂 regions are fully correlated.
The total JES uncertainty is split into 26 different uncertainties that either affect different
𝜂 regions or correspond to different uncertainty sources. The usage of the different
uncertainties is motivated by the observation that different uncertainties affect the analysis
regions and processes differently. Since a full discussion of these uncertainties would exceed
the scope of this thesis while a short description would not be illuminating, only their names
will be listed in the following. A full description and discussion of each uncertainty is given
in Ref. [218]. The sequences of letters “BB”, “EC1”, “EC2” and “HF” that can be found
inside square brackets in the names of several uncertainties denote that the uncertainty
affects one of several 𝜂 regions: “BB” for |𝜂| < 1.3, “EC1” for 1.3 < |𝜂| < 2.5, “EC2” for
2.5 < |𝜂| < 3.0 and “HF” for |𝜂| > 3.0. While selected jets in the ttH(bb) analyses are
required to have 𝜂 < 2.4, the uncertainties for the regions with larger 𝜂 can still affect the


































































































Figure 8.1: JES uncertainties by source group and total uncertainty, calculated from the
individual uncertainty sources by quadratic addition, as a function of jet 𝜂
(left) and jet 𝑝T (right) for data recorded in the year 2017. Also shown is the
total uncertainty of Run 1 without the time and flavor dependent components.





The magnitudes of the uncertainties as a function of 𝑝T and 𝜂 of jets are shown in Fig. 8.1.
Here several uncertainties, such as for example all uncertainties related to the absolute scale
part of the L2L3Residual correction, are combined by quadratic addition. Comparable
figures for data recorded in the year 2016 are given in Ref. [219]. As can be seen, for the
jets selected in this thesis the total uncertainty due to JES is about 1–2%.
b-tagging scale factors
As was discussed in Sec. 6.9.2, simulated data are corrected to account for an observed
difference in the efficiency of the b-tagging algorithm compared to recorded data. The
scale factors used for this correction are parameterized as functions of the 𝑝T, 𝜂, b-tagging
discriminant values and the true flavor of jets in the simulated events. They are derived
based on samples enriched in b jets or udsg jets, as discussed in Sec. 6.9.2, and therefore
affected by systematic uncertainties as described in Ref. [222]. These uncertainties are
implemented in the form of additional scale factors which will be described in the following.
Since they depend on the properties of individual jets in the events and will therefore
change the shape of kinematic observables, their effects on the ttH(bb) analyses are taken
into account by creating additional template histograms using these additional scale factors
instead of the central ones.
During the derivation of the scale factors, contributions of udsg (b) jets to the b-tagging dis-
criminant distributions for b (udsg) jets are estimated and subtracted using simulated data
and are therefore subject to the uncertainties of these simulated data. To account for this,
two systematic uncertainties are introduced, representing variations of the contamination
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of either udsg jets in the b jet sample (b-tag HF) or of b jets in the udsg enriched sample
(b-tag LF). They are estimated by increasing or decreasing the contamination by 20% and
refitting the scale factors. Therefore, in this scheme, a ±1𝜎 variation of the corresponding
nuisance parameter corresponds to a ±20% change in the predicted fraction of jets of the
contaminating flavor. By construction, these uncertainties have the largest effect on the
scale factors of the flavors of their respective enriched regions (e.g. b-tag HF on b jets).
However, due to the iterative fitting procedure they also have a smaller effect on jets of the
other flavor class.
The statistical uncertainty caused by the limited size of the selected samples is considered
using four uncertainties, two each for the udsg jet and b jet scale factors. They account
for statistical fluctuations that would either tilt the b-tagging discriminant distribution or
change the number of events in the middle of the distribution compared to its edges. For
their estimation a linear function 𝑓1(𝑥) = 1− 2𝑥 and a quadratic function
𝑓2(𝑥) = 1 − 6𝑥(1 − 𝑥) are introduced, parameterizing the tilting and bending of the
discriminant distribution respectively. The initial scale factors are varied according to the
statistical fluctuations in the bins of the discriminant distribution and the values of these
functions. Finally, the scale factors are refitted resulting in two additional pairs of scale
factors for each flavor class that envelop the statistical fluctuations around the nominal
scale factors (b-tag LF linear, b-tag LF quadratic, b-tag HF linear and b-tag HF quadratic).
Since the b-tagging scale factors are derived as a function of the jet 𝑝T, they naturally
depend on the jet energy scale calibration. To account for this, additional scale factors are
derived for each variation of the jet energy calibration discussed in the previous section.
Whenever a JEC uncertainty is considered by variation of a jet four-momentum, for example
during the creation of the ANN discriminant histograms for the JEC uncertainties, the
corresponding b-tagging scale factor is applied instead of the central b-tagging scale factor.
The uncertainties affecting the b jet and udsg jet scale flavors are derived independently and
treated as uncorrelated. Since for the c jets the central scale factor values are taken to be
unity, additional larger uncertainties are estimated for these jets. For this, all uncertainties
for b jets are doubled and added in quadrature. Then, the scale factors for c jets are
calculated using a linear and a quadratic function similar to the procedure for the statistical
uncertainties described above resulting in two additional uncorrelated uncertainties: b-tag
C linear and b-tag C quadratic. However, instead of the statistical uncertainty in a given
bin, the total uncertainty of the bin as calculated from the b-jet scale factors is used.
Lepton and trigger scale factors
As described in Sections 6.9.4 and 6.9.5, the scale factors for the correction of the lepton
isolation, the lepton identification efficiencies as well as the trigger are calculated using
tag-and-probe methods. They are affected by several uncertainties related to the sizes
of the samples, the uncertainty on their selection efficiencies and the modeling of the
simulated data as discussed in Refs. [164,208]. For leptons used in the ttH(bb) analyses,
the total uncertainties on each individual scale factor type are on the order of 1–2% and
have a negligible effect on the result. Therefore, uncertainties of all electron and muon
scale factors are treated as fully correlated for each lepton but uncorrelated for electrons
and muons. To this end, for each individual scale factor its systematic and statistical
uncertainties are added in quadrature. Then the scale factors are simultaneously varied in
the same direction and template histograms are created where the varied scale factors are
applied instead of the central ones. This results in one uncertainty for electrons (electron
identification) and one for muons (muon identification).
The total uncertainties on the trigger scale factors are similarly small and found to be on
the order of 1–3%. They are taken to be uncorrelated between the electron and muon
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triggers, resulting in two uncertainties (electron trigger and muon trigger) and implemented
using additional template histograms.
Since the scale factors of each event depend on the kinematics of the leptons, these
uncertainties can in principle lead to changes in the shapes of observables. It is however
found that the ANNs are rather insensitive to small changes in the lepton kinematics and
therefore the shape changes are very small.
Pileup reweighting
The scale factors used to reweight the distribution of pileup interactions are calculated based
on the inelastic proton-proton cross section as described in Sec. 6.9.3. The uncertainty on
this cross section is estimated to be 4.6% and taken into account by recalculating the pileup
scale factors with a cross section varied by this amount. The corresponding uncertainty is
denoted simply as pileup and implemented by creating addition template histograms with
the varied scale factors instead of the central ones.
L1 prefiring scale factors
For the analysis of data recorded in the year 2017 so-called L1 prefiring corrections are
applied by decreasing the expected number of events based on the probabilities that events
self-veto, as described in Sec. 6.9.6. The corresponding uncertainty is denoted L1 prefire and
is implemented as a rate changing uncertainty. It is estimated by recalculating the change
in the event yields with the probabilities varied within their uncertainties as measured on
recorded data. The uncertainty is found to change the number of events by about 0.5–1%
depending on the process and the analysis category.
Integrated luminosity measurement
All samples of simulated data are normalized to integrated luminosities of 35.9 fb−1 (2016) or
41.5 fb−1 (2017). The integrated luminosity is measured during the data taking as described
in Refs. [148,259] and is therefore subject to systematic and statistical uncertainties. For
the year 2016 the total uncertainty on integrated luminosity is found to be 2.5% while for
the year 2017 it is found to be 2.3%. This uncertainty is implemented as a rate changing
uncertainty.
Size of simulated samples
The template histograms for simulated data are created by taking individual simulated
events, evaluating their ANN outputs, reweighting them using all appropriate scale factors
and then filling them into the respective bins of the histograms. Since the bins are filled
with individual events and the production of an event that could be filled into a given bin
is a probabilistic process, the number of unweighted events in each bin follows a Poisson
distribution as for events in recorded data. For unweighted events (such as those in recorded
data) the statistical uncertainty of a given bin is the square root of the variance, with the
variance being equal to the expected value, which, for this purpose, is given by the bin





Here the sum is performed over the events 𝑖 in the bin. In case the events 𝑖 are weighted by














with Var(𝑥) being the variance of 𝑥. This reflects that the bin content predicted by a
large number of events with small weights has a smaller uncertainty than the same bin
content predicted by a small number of events with large weights. Since the number of
accessible resources is finite, the number of simulated events is also finite and this statistical
uncertainty of the simulated samples has to be taken into account. This uncertainty is
especially important when the number of simulated events in a histogram bin is small and
even more so if the cross section of the simulated process is large and only a small fraction
of the events pass the event selection, as is for example the case for V+jets events.
In the ttH(bb) analyses this uncertainty is implemented based on the Barlow-Beeston
method, which is introduced in Ref. [260]. For each bin in each ANN distribution and for
each simulated process, an additional uncertainty is introduced that corresponds to the
statistical uncertainty of this process in this bin. The corresponding nuisance parameters
are constrained using a Poisson distribution with the nominal number of events as mean.
These uncertainties are implemented by duplicating the nominal template histograms twice
and increasing or decreasing the bin contents by the statistical uncertainties calculated
with Eq. 8.2. This leads to a very large number of additional uncertainties: 4465 and 6460
for the analyses of the data recorded in the years 2016 and 2017 respectively.
Since for many bins these uncertainties are negligible and such a large number of uncer-
tainties leads to instabilities of the fit and excessive runtimes, a simplification method is
used that merges many of the uncertainties as described in Refs. [182,261]. For each bin
the total number of events 𝑛tot, their total uncertainty 𝜎tot and the effective number of
events 𝑛effective = 𝑛2tot/𝜎2tot are calculated. If the effective number of events is above an
adjustable threshold, a combined uncertainty is created for that bin with a gaussian prior
for the nuisance parameter. Otherwise the standard Barlow-Beeston method is retained.
Several thresholds were tested and it was found that a threshold of zero (all bins use




All samples of simulated data are normalized to the standard model cross sections of the
described processes, as was discussed in Ch. 7. Uncertainties on these cross sections stem
from uncertainties regarding the used parton density functions, the value of the strong
coupling constant 𝛼s, as well as the choices of the renormalization and factorization scales,
as was discussed in Ch. 2. The uncertainties on the renormalization and factorization
scales are treated fully correlated, as are those of the parton density functions and the
strong coupling constant. They are listed together with the central values in Tab. 7.1.
The procedures with which each uncertainty is estimated can be found in the relevant
references given in Sec. 7.2. If the same uncertainty source affects multiple processes, the
uncertainty is treated as fully correlated among the relevant processes. Such is the case
for, for example, the renormalization and factorization scales of the tt, tt+Z and tt+W
processes. With regards to the parton-density-function and 𝛼s uncertainties, processes are
classified according to their dominant initial states (𝑔𝑔, 𝑞𝑔 or 𝑞𝑞) and the uncertainties
of processes with similar dominant initial states are treated as fully correlated. The
uncertainties affecting the ttH signal process are not correlated to any other processes.
The resulting correlation scheme and the size of the uncertainties as a percentage of the
predicted number of events are shown in Tab. 8.2.
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Table 8.2: Uncertainties on the cross sections used for the normalization of the simulated
samples. The values are gives as percentage of the nominal cross section values.
Uncertainties in the same column affect multiple processes and are treated as
fully correlated.
Process
pdf + 𝛼𝑠 Renorm./fact. scales
𝑔𝑔ttH 𝑔𝑔 𝑞𝑞 𝑞𝑔 𝑡𝑡 𝑡 𝑉 𝑉 𝑉 𝑡𝑡𝐻
ttH 3.6% - - - - - - - -9.2%/+5.8%
tt+jets - 4% - - -4%/+2% - - - -
tt+W - - 2% - -12%/+13% - - - -
tt+Z - 3% - - -12%/+10% - - - -
single t - - - 3% - -2%/+3% - - -
V+jets - - 4% - - - 1% - -
WW/WZ/ZZ - - 2% - - - - 2% -
Renormalization and factorization scale uncertainties
The choice of the renormalization scale 𝜇R and factorization scale 𝜇F used by the matrix-
element generator during the generation of the simulated samples is rather arbitrary. To
reflect this, uncertainties are introduced where both scales are increased or decreased
independently by factors of 0.5 or 2.0. These variations are implemented with weights
that are generated during the matrix-element level simulation step. Additional template
histograms are created for these uncertainties by multiplying the overall weight of each event
by the corresponding uncertainty weight. Since the overall change of the normalization
caused by variation of these scales is already accounted for by the cross section uncertainties
described in the paragraph above, the uncertainty histograms are normalized to the integrals
of the nominal histograms, leaving only the changes of the shapes of the observables. The
renormalization and factorization scale uncertainties are only applied to the tt background
and treated as fully correlated between the five tt subprocesses. For all other processes the
change to the shape of the observables is neglected.
Initial- and final-state radiation during the parton shower
The simulation of initial- (ISR) and final-state (FSR) radiation during the parton shower
simulation, discussed in Ch. 2, is sensitive to the strong coupling constant 𝛼S. Uncertainties
on 𝛼S are taken into account by additional shape changing uncertainties where renormal-
ization scales used in the calculation of the ISR and FSR are varied up or down by a factor
of two, as described in Ref. [262]. The uncertainties on the ISR and FSR are treated as
separate uncorrelated uncertainties. Furthermore, they are only taken into account for the
five tt subprocesses and the uncertainties for each subprocess are treated as uncorrelated,
motivated by the observation that the additional heavy flavor jets predominantly stem
from additional radiation.
For the analysis of the data recorded in the year 2016 the template histograms are created
using additional simulated samples for which the value of the renormalization scale for
either the ISR or FSR simulation is varied. The size of these dedicated samples is much
smaller than the size of the nominal samples, leading to large statistical fluctuations that
can overshadow the actual effect of the uncertainty in the bins of the template histograms.
In several cases this leads to bins where both the up and down variation change the
predicted number of events in the same direction. To avoid this issue the uncertainties
are instead estimated conservatively by the change of the predicted number of events as a
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function of the jet multiplicity. For each considered jet multiplicity class and process the
change of the predicted number of events is compared to the statistical uncertainty of this
prediction. In case the up and down variations change the number of events in opposite
direction, the larger value of either the predicted change or its statistical uncertainty is
used as uncertainty. If the variations change the number of events in the same direction,
the larger change is compared to its statistical uncertainty, where again the larger value
of either the change itself or its statistical uncertainty is taken as final uncertainty for
this direction. For the opposite direction, the statistical uncertainty of the corresponding
change in the number of events is used. As a result, the number of events for each jet
multiplicity class is assigned a well defined two-sided uncertainty. The jet multiplicity
dependent uncertainties are finally correlated between all jet multiplicities to account for
migration effects since changes in the ISR or FSR can lead to changes in the number of
jets.
For the analysis of the data recorded in the year 2017, improvements of the simulation
procedure allowed for the implementation of event weights reflecting the ISR and FSR
uncertainties, similar to the 𝜇R and 𝜇F scales discussed above. For this analysis the
additional template histograms are created using these event weights.
ME-PS matching
During the simulation of events, real-emission radiation can originate from the matrix
element as well as the parton shower simulation. When interfacing a matrix element
simulation with a parton shower simulation, care has to be taken that the overall high-𝑝T
radiation matches observable data. The Powheg generator, described in Refs. [65–67],
matches the matrix element calculation and the parton shower simulation using a scheme
in which real-emission radiation is dampened depending on its transverse momentum. The
parameter that controls this dampening is called ℎdamp and effectively regulates high-𝑝T
radiation.
For the simulated samples of tt events the choice of this parameter is taken into account
by an additional uncertainty, uncorrelated for each tt subprocess. During the simulation
the nominal parameter is set to ℎdamp = 1.58𝑚t where 𝑚t denotes the mass of the top
quark. For the estimation of the uncertainty additional samples are generated with values
of ℎdamp = 1.0𝑚t and ℎdamp = 2.24𝑚t. For both the analyses of the data recorded in
the year 2016 and the year 2017 the sizes of the additional samples are limited, leading
to sizable statistical uncertainties on the predicted number of events in the bins of the
corresponding template histograms. For the analysis of data recorded in 2016, ℎdamp is
treated with the same approach as for the ISR and FSR uncertainties. In the analysis of
data recorded in 2017, the statistical uncertainties of the uncertainty histograms are even
larger. In this case the ME-PS matching uncertainty is estimated independently for each
ANN node by averaging the changes of the numbers of predicted events caused by the up
and down variations of the ℎdamp parameter. These averages are then taken as symmetric
rate uncertainties for each ANN node, changing the predicted numbers of events by about
5-10%. The uncertainties of all ANN nodes are correlated among identical processes.
Underlying-event tune
The effects on the simulated samples due to uncertainties of the underlying-event tune are
estimated using additional samples in which the parameters of the tune are varied from their
nominal values. The sizes of the additional samples are again limited and the uncertainties
are implemented in the same way as those of the ℎdamp parameter. The uncertainty is only
applied to the prediction of the tt subprocesses and treated as uncorrelated among them.
123
8 Systematic Uncertainties
A more detailed description of the tune and the corresponding uncertainties can be found
in Ref. [232].
PDF uncertainties
The uncertainties of the PDF sets used for the generation of the simulated samples are
taken into account using event weights. These weights are calculated on a per-event basis
from additional replica PDF sets that are provided with the nominal PDF sets, as discussed
in Refs. [53,263]. First, a distribution of the central PDF weight and all 100 replica PDF
weights is created. By construction, the median of this distribution corresponds to the
central PDF weight. The weights corresponding to the up and down variations are then
calculated as the 68% quantiles around the median. The resulting event weights are used to
construct additional template histograms. Since the effect of the PDF uncertainties on the
normalization is already considered by the cross section uncertainties described above, the
resulting template histograms are normalized to the integrals of the corresponding nominal
histograms. The PDF uncertainties are only considered for the ttH and tt subprocesses
and are correlated among these processes.
tt + heavy flavor modeling
As was discussed before, tt + heavy flavor production, especially tt̄+bb̄, is an irreducible
and in many ANN nodes dominant background process for this analysis, and since the
prediction of the tt subprocesses is taken from simulated data their correct description is
of utmost importance. The production of tt̄+bb̄ was discussed in Sec. 2.4.1 where it was
found that the description is challenging and that currently available simulations tend to
underestimate the production cross section.
To study the effect of the description of kinematic observables on the ttH(bb) analysis, dif-
ferent predictions are compared. For this, shapes of the ANN discriminant distributions and
of important input features are evaluated using samples of simulated data, generated with
different MC generators. As was discussed in Sec. 7.2 of the previous chapter, the sample of
tt̄+bb̄ events used in the analysis is obtained from a simulation of tt+jets production with
Powheg+Pythia in the 5-flavor scheme (5FS). This is compared to dedicated samples of
tt̄+bb̄ events that were created in the 4-flavor scheme (4FS) using Sherpa, discussed in
Ref. [70], interfaced with OpenLoops, discussed in Ref. [69], in the case of the 2016 data
analysis, as well as Powheg interfaced with OpenLoops (4FS), Powheg interfaced with
Helac (5FS), which is discussed in Ref. [264], and MadGraph5_aMC@NLO (5FS) in
the case of the 2017 data analysis. It is found that the shapes predicted by the nominal
Powheg+Pythia simulation are compatible with those of the alternative simulations
within statistical uncertainties.
Inclusive cross sections for tt̄+bb̄ production at a center-of-mass energy of 13 TeV have
been previously measured with uncertainties ranging from 13% to 36%, as discussed in
Refs. [102–105] and in Sec. 2.4. In these studies it was found that the 5FS tt+jets simulation
generated with Powheg+Pythia predicted a smaller tt̄+bb̄ cross section than the one
measured in recorded data, although the predicted cross section values were still compatible
with the measured values within their uncertainties. Theoretical calculations with NLO
accuracy at center-of-mass energies of 8 TeV and 13 TeV found uncertainties of 20% to 40%
for the tt̄+bb̄ cross section, as described in Refs. [91, 93–98].
Since these results show that the shape of the tt + heavy flavor processes is rather well
described, whereas the tt̄+bb̄ cross section has large uncertainties, additional normalization
uncertainties are introduced in the ttH analyses. For this, each of the four tt + heavy flavor
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processes is assigned an additional 50% rate uncertainty, in addition to the overall cross
section uncertainties affecting all tt subprocesses.
To verify that the full uncertainty model including these additional tt + heavy flavor
uncertainties is able to cover possible mismodelling of the tt̄+bb̄ process without the
introduction of large biases in the fit results, the predicted ANN distributions are fitted
together to simulated toy data. These tests are performed separately for the analyses of
data recorded in the years 2016 and 2017. In one test case, the simulated toy data are
constructed by replacing the tt+ ≥ 1b parts (in case of the 2016 data analysis) or the tt̄+bb̄
part (in case of the 2017 data analysis) with any of the available alternative predictions.
The ttH contribution to the toy data is either set to 0 (no signal) or to 1 (SM signal). In
all cases the fit model is able to recover the injected signal strength with only small biases
that are fully covered by the uncertainty. In another test performed for the analysis of
the data recorded in the year 2016, the nominal tt̄+bb̄ shape is scaled by a factor of 1.3,
corresponding to a larger than predicted tt̄+bb̄ cross section as found in the discussed
measurements. The ttH contribution to the toy data is set to 1 (SM signal). In this case,
the fit model is able to recover the injected signal strength within 5%, while for multiple
repetitions of this test using toy data sampled from the modified toy data the mean bias
was found to be 2%. It is also found that a reduction of the additional tt + heavy flavor
uncertainties to 35% does not reduce the uncertainty on the measured signal strength while
increasing the bias on the recovered signal strength to 7%. An increase of the additional
tt + heavy flavor uncertainties to 100% on the other hand reduces the bias to only 2%
while also increasing the uncertainty on the signal strength by 5%. The chosen value of
50% for the additional tt + heavy flavor uncertainties is taken as an acceptable compromise
between accuracy and precision of the measurement. Several of the discussed studies and
additional ones are discussed in greater detail in Ref. [265].
Finally, other measurements of ttH(bb) introduce additional uncertainties constructed
from the differences between different MC generators, for example in Ref. [266], instead
of the additional tt + heavy flavor uncertainties used in this thesis. This approach is
not chosen in this thesis since in such a setup, pulls away from the central values of the
corresponding nuisance parameters are not clear to interpret, whereas pulls of the additional
tt + heavy flavor nuisance parameters can be interpreted as changes to the rates of the
tt + heavy flavor processes.
8.3 Correlation of 2016 and 2017 uncertainties
Almost all systematic uncertainties are considered for both the analyses of the data recorded
in the years 2016 and 2017 and several of them share the same source for both analyses. In
these cases, the uncertainties are treated as fully correlated for the combined analysis of the
data of both years. The correlated uncertainties are listed in Tab. 8.3. The uncertainties
on the inclusive cross sections are treated as fully correlated since the same calculations are
used for the normalization of the samples for both years. The pileup uncertainty stems from
the uncertainty of the inelastic proton-proton cross section which is also identical for both
years. The shape uncertainties due to the choice of the renormalization and factorization
scales used for the simulation of the tt samples is correlated since the same matrix-element
generator is used with identical settings. Several of the JES uncertainties are correlated
between the years following the recommendation of the jet energy calibration group of the
CMS collaboration. All other uncertainties are treated as fully uncorrelated since they
were either derived using different samples or affect different generators or algorithms.
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9 Results and Interpretation
To measure the fraction of ttH(bb) events in the selected data, the ANN discriminant
distributions of simulated data are fitted to those of recorded data using a binned profile
likelihood method (see Ch. 4). Although the analysis phase space and ANNs are specifically
constructed to select ttH(bb) events, a very small number of ttH events with Higgs boson
decays to particles other than bottom quarks are also selected. For the final results this
tt̄H(non-bb) contribution will not be further distinguished from the ttH(bb) contribution,
instead the results will be calculated for the joint ttH process assuming standard model
couplings for branching fractions of the Higgs boson. The predicted ANN discriminant
distributions for signal and background processes are initially normalized to their respective
standard model cross sections. Systematic uncertainties affecting the normalization of
the processes or the shapes of the distributions are implemented as constrained nuisance
parameters with normal or log-normal probability density functions as discussed in Ch. 8.
The normalization of the ttH process is additionally scaled by an unconstrained parameter
called signal-strength modifier and denoted 𝜇. Initially this parameter is set to a value of 1
corresponding to the standard model cross section. During the fit to data the signal-strength
modifier and the nuisance parameters are varied simultaneously to maximize the likelihood
function. The best-fit value of 𝜇 can then be interpreted as the ratio of the measured
ttH cross section with respect to the standard model ttH cross section: 𝜇 = 𝜎/𝜎SM. As
discussed in Ch. 4, the uncertainties on 𝜇 are estimated as the closest values of 𝜇 ±Δ𝜇
for which the profile likelihood test statistic increases by a value of 1 with respect to the
global minimum of the test statistic.
Results of the ttH(bb) analyses in the single-lepton (SL) channel are studied in Sec. 9.1.
The combination with the analyses in the fully-hadronic (FH) and dilepton (DL) channels
are discussed in Sec. 9.2. As was discussed before, the analysis presented in this thesis
was developed in close collaboration with members of the CMS Collaboration. The main
results presented for the SL channel and the combinations with the DL and FH channels
have been previously published in Refs. [4,5], in which however a less detailed discussion of
the SL channel results has been given.
The analysis of ttH(bb) production in the SL channel has also included in combinations
performed by the CMS Collaboration in which analyses targeting different Higgs boson
production and decay modes are jointly fit to data. These combinations and their results
will be discussed in Sec. 9.3. Finally, measurements of ttH(bb) production and the coupling
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of the Higgs boson to the top quark, to which the ttH(bb) analyses in this thesis contribute,
are compared to similar measurements in Sec. 9.4.
9.1 Results in the single-lepton channel
The joint fit of the ANN discriminant distributions for the analysis of data recorded in the









where the statistical uncertainty is calculated by freezing all systematic nuisance parameters
to their respective post-fit values and the systematic uncertainties is calculated by subtract-
ing the statistical component quadratically from the total uncertainty. In comparison, for
a fit to pseudodata with a standard model ttH cross section the expected signal-strength
modifier and total uncertainty is ?̂?SL,2016,exp. = 1.00+0.59−0.56. This corresponds to an observed
(expected) significance of 1.7𝜎 (1.9𝜎) above the background-only hypothesis.
For the analysis of the data recorded in the year 2017 the resulting best-fit signal-strength









with an expected signal-strength modifier and total uncertainty of ?̂?SL,2017,exp. = 1.00+0.45−0.43.
This corresponds to an observed (expected) significance of 3.3𝜎 (1.9𝜎).
For the combination of both analyses, correlating the nuisance parameters as described in









with an expected signal-strength modifier and total uncertainty of ?̂?SL,2017,exp. = 1.00+0.37−0.34,
corresponding to an observed (expected) significance of 3.3𝜎 (2.7𝜎). The fit results are
summarized together with the results of the individual analysis categories in Fig. 9.1. The
results for the combined fits are all compatible with the standard model.
Figure 9.2 shows the distribution of the ANN output in the ttH node for events with at
least 6 jets in data recorded in the year 2017 before the fit to data (Fig. 9.2a), after a
signal+background fit of only this distribution (Fig. 9.2b), after background-only (Fig. 9.2c)
and signal+background (Fig. 9.2d) fits of all distributions simultaneously to 2017 data, and
a joint signal+background fit of all distributions to 2016 and 2017 data (Fig. 9.2e).
The addition of the ttH signal, shown as blue line before and as blue histogram after the fit
to data, improves the fit of simulated data to recorded data, as can be seen when comparing
the distributions in Fig. 9.2a , in Fig. 9.2c and Fig. 9.2d. In addition, the total uncertainty
on the background before the fit in Fig. 9.2a is greatly reduced after the fit to data recorded
in the year 2017 in Fig. 9.2d and is even further reduced after the combined fit in Fig. 9.2e.
This reduction of the total uncertainty is due to constraints of the nuisance parameters
which are mainly caused by the addition of the background enriched distributions, as can
be seen by comparison to the fit of only the ttH node distribution in Fig. 9.2b. All ANN
distributions before and after the fits to data can be found in Appendix C. The numbers of
simulated and recorded events before and after the joint fit to data are given in Appendix E.
To investigate how different classes of uncertainties contribute to the total uncertainty,
all nuisance parameters are grouped into three distinct classes: experimental uncertain-
ties, theory uncertainties and uncertainties related to the size of the simulated samples.
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 (2017) (13 TeV)-1 (2016) + 41.5 fb-135.9 fb
    syststat    tot      µ
 -0.42
+0.44   -0.27
+0.27   -0.50
+0.52 0.84 
 -0.50
+0.56   -0.26
+0.26   -0.56
+0.62 1.84 
 -0.32
+0.36   -0.19
+0.19   -0.37
+0.41 1.22 
Figure 9.1: Best-fit values of the signal-strength modifier 𝜇 for the analyses of data recorded
in the years 2016 and 2017. The total uncertainties (outer error bar) at the
68% confidence level and the statistical uncertainties (inner error bar) are also
shown.
Experimental uncertainties related to either b tagging or the jet energy calibration are
further grouped into sub-classes as are theory uncertainties related to the ttH modeling or
the tt + heavy flavor modeling. The contribution of all uncertainty classes is estimated by
fixing the nuisance parameters of that class to their post-fit values, repeating the fit to
data and then quadratically subtracting the resulting uncertainty of that fit from the total
uncertainty of the fit with all nuisance parameters included. The statistical uncertainty
is calculated by freezing all nuisance parameters to their post-fit values. The breakdown
of the contributions is shown in Tab. 9.1 for the joint fit to 2016 and 2017 data. The
uncertainties of the classes do not add to the total uncertainty due to correlations between
uncertainties from different classes. The total systematic uncertainty 𝜎syst = +0.36−0.32 is larger
than the statistical uncertainty 𝜎stat = ±0.19, with the total uncertainty being 𝜎syst = +0.41−0.37.
The largest contribution to the systematic uncertainty stems from the modeling of the
signal and background processes with 𝜎theory = +0.28−0.24, while the experimental uncertain-
ties and the uncertainty due to the limited size of the simulated samples have smaller
effects with 𝜎exp. = ±0.14 and 𝜎sample size = +0.13−0.14, respectively. The uncertainties only
affecting the tt + heavy flavor modeling, consisting of the additional 50%, normalization
uncertainties discussed in Sec. 8.2 and parton shower related uncertainties, have with
𝜎tt+heavy flavor mod. = ±0.20 the largest contribution of all modeling uncertainties. The
uncertainties affecting the other processes have minor effects. Another large contribution
stems from the uncertainty on the cross section for ttH production with 𝜎signal mod. = +0.16−0.07.
The largest contributions to the experimental uncertainties are from uncertainties related
to b tagging, with 𝜎b tag = +0.1−0.11, and the jet energy calibration with 𝜎JEC =
+0.08
−0.09 while
the other experimental uncertainties, such as those related to the triggers or the leptons,
have smaller contributions. The effects of the different sources of uncertainties follow a
similar pattern as was expected by a fit to simulated data. The results for the fits to data
recorded either in the year 2016 or 2016 can be found in Appendix D.1 and show similar
behavior.
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Figure 9.2: ANN discriminant distribution of the ttH node in the (≥ 6 jets,≥ 3 b-tags)
category of 2017 data analysis: (a) before the fit to data , (b) after a sig-
nal+background (s+b) fit of only this node, (c) after a background-only (b-only)
fit of all ANN nodes to 2017 data, (d) after a s+b fit of all ANN nodes to
2017 data, and (e) after a s+b fit of all ANN nodes to 2016 and 2017 data.
Recorded data are shown as black markers, the expected background as stacks
of histograms and the ttH process as blue line (histogram) before (after) the fit
to data. The ttH process is additionally scaled by a factor of 15 before the fit.
The hatched uncertainty bands show the total uncertainty before and after the
fit to data.
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Table 9.1: Contributions of different classes of uncertainties to the total uncertainty for the
joint fit to the data recorded in the years 2016 and 2017. The expected value
is calculated for a standard model signal+background prediction. The quoted
uncertainties Δ𝜇 are obtained by fixing the uncertainties in the class to their
post-fit values, repeating the fit, and quadratically subtracting the obtained
uncertainty from the uncertainty of the full fit.
Uncertainty source ±Δ𝜇 (observed) ±Δ𝜇 (expected)
Total experimental +0.14/-0.14 +0.12/-0.11
b tagging +0.1/-0.11 +0.07/-0.06
jet energy scale +0.08/-0.09 +0.09/-0.08
Total theory +0.28/-0.24 +0.24/-0.21
signal modeling +0.16/-0.07 +0.14/-0.05
parton shower (PS) +0.11/-0.11 +0.1/-0.1
tt + heavy flavor model (50% norm. + PS) +0.2/-0.2 +0.17/-0.17
tt + heavy flavor add. 50% norm. +0.12/-0.12 +0.1/-0.11
Total theory & experimental +0.34/-0.31 +0.31/-0.28
Size of simulated samples +0.13/-0.14 +0.11/-0.11
Total systematic +0.36/-0.32 +0.32/-0.29
Statistical +0.19/-0.19 +0.18/-0.18
Total +0.41/-0.37 +0.37/-0.34
The behavior of the nuisance parameters can be further investigated by looking at their
post-fit values, their constraints and their correlations. The normalized difference of the
post-fit value of a nuisance parameter and its pre-fit value is called pull and is calculated
as:
pull = 𝜃post-fit − 𝜃pre-fit
𝜎pre-fit
. (9.4)
The constraint of a nuisance parameter is defined as the ratio of its post-fit uncertainty




The pulls and constraints of all nuisance parameters, except those related to the size of the
simulated samples, are shown in Fig. 9.3 for the joint fit to data recorded in the years 2016
and 2017. The pulls and constraints for the fits to data recorded in the years 2016 and
2017 and for the joint fit are shown in Appendix D.2 in groupings for better visibility.
Nearly all nuisance parameters are slightly constrained and pulled away from their initial
values by at most one standard deviation in terms of their post-fit uncertainty. Large pulls
and constraints can be observed for nuisance parameters of the b-tagging uncertainties and
additional tt + heavy flavor normalization uncertainties, which is not unexpected since the
ttH(bb) analyses are especially sensitive to b tagging and tt + heavy flavor processes.
131







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Prefit B-only fit S+B fit
Private Work CMS  (13 TeV)-177.4 fb
Figure 9.3: Pulls and constraints of the nuisances parameters for the combined fit to
data recorded in the years 2016 and 2017. For better visibility the nuisance
parameters related to the statistical uncertainty of the simulated samples are
omitted.
Large pulls can also be observed for nuisance parameters related to the conservatively
estimated uncertainties on the initial- and final-state radiation as well as the underlying
event.
The nuisance parameters of the additional tt + heavy flavor normalization uncertainties are
separately shown in Fig. 9.4. Those nuisance parameters of the additional tt + heavy flavor
normalization uncertainties are all pulled upwards, reflecting larger than predicted numbers
of tt + heavy flavor events in the data. This could be related to the observation that
previous measurements of tt̄+bb̄ production consistently measured more tt̄+bb̄ events than
predicted by the Powheg+Pythia simulation, as was discussed in Sec. 8.2. Since tt̄+bb̄
production is an irreducible background for ttH(bb) and the shapes of the tt̄+bb̄ process
look somewhat similar to the shapes of the signal process, large correlation coefficients
could be expected between nuisance parameters controlling the tt + heavy flavor modeling
and the signal-strength modifier. This in turn could lead to the nuisance parameters
hiding signal or the signal-strength modifier being used to account for shortcomings of the
tt + heavy flavor modeling.
For further investigation, the constrained nuisance parameter for the tt̄+bb̄ normalization
is replaced by an unconstrained parameter 𝜇tt̄+bb̄. The result of this now 2-dimensional fit
is shown in Fig. 9.5 in the form of the distribution of the profile likelihood test statistic.
As can be seen, the tt̄+bb̄ signal strength is fitted to a value of about 𝜇tt̄+bb̄ ≈ 1.48
+0.19
−0.21
which is consistent with the results of the dedicated tt̄+bb̄ measurements discussed in
Sec. 2.4.1. The ttH and tt̄+bb̄ signal-strength modifiers are only weakly anti-correlated
with a correlation coefficient of 𝑐 = −0.14. Similar tests are performed for the tt̄+2b, tt̄+b
processes as well as for the sum of the tt̄+bb̄, tt̄+2b and tt̄+b processes. The corresponding
figures are shown in Appendix D.3. This suggests that the pulls of the tt + heavy flavor
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Figure 9.4: Pulls and constraints of the nuisances parameters related to the normalization
of the tt + heavy flavor processes for the joint fit to data recorded in the years
2016 and 2017.
normalization are due to an increase of tt + heavy flavor production with respect to the
predicted values
Returning to the fit with a single signal-strength modifier 𝜇ttH, correlation coefficients
between the signal strength modifier and several nuisance parameters are calculated from
the covariance matrix of the fit and are shown in Fig. 9.6. Since the number of nuisance
parameters in the fit is high, only a selected view are shown. Those are the twenty
nuisance parameters with the strongest correlations to the signal-strength modifier and the
twenty nuisance parameters with the strongest correlations among themselves. The signal-
strength modifier 𝜇 is only moderately correlated to the nuisance parameters. The strongest
correlations can be observed between nuisance parameters related to the tt + heavy flavor
normalization, the parton shower simulation and the renormalization and factorization
scales. This can be understood by the observation that, due to the conservative approach
for their construction – explained in Ch. 8– the parton shower and scale uncertainties have
only small effects on the shapes of the distributions and somewhat large effects on the
normalization. As discussed in Sec. 8.2, the limitation due to the sample size is less severe
for the analysis of the 2017 data. The correlation coefficients for the individual fits to data
recorded in the years 2016 and 2017 are shown in Appendix D.4.
The presented studies suggest that the tt + heavy flavor background is modeled by the
corresponding nuisance parameters and that they do not introduce a bias to the fitted
signal strength.
Another measure of correlation between the signal-strength modifier and a nuisance
parameter is given by the impact Δ?̂?. It is calculated as the difference between the
nominal best-fit value ?̂? and the value obtained when freezing the nuisance parameter
to its post-fit value plus or minus its post-fit uncertainty. It therefore shows how much
the result would change if the central value of the nuisance parameter would be larger
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Figure 9.5: Profile likelihood test statistic values for a fit with two signal-strength modifiers:
one for ttH and one for tt̄+bb̄ production. The 50% normalization uncertainty
for tt̄+bb̄ production is removed for this purpose. All other nuisance parameters
are profiled.
or smaller by one standard deviation. The impacts of the 20 nuisance parameters with
the largest impacts for the combined analysis of data recorded in both years are shown in
Fig. 9.7. Impact parameters for the other nuisance parameters and the individual analyses
are shown in the Appendix. D.5. The nuisance parameter with the largest impact is the
renormalization and factorization scale uncertainty on the ttH cross section, followed by
the additional tt̄+bb̄ normalization uncertainty. Fixing either of these to their upper or
lower uncertainty bounds changes the resulting signal-strength modifier by up to 0.12
or about 10%. Other important uncertainties are related to the other tt + heavy flavor
normalizations, the modeling of the tt background (normalization and parton shower), b
tagging of udsg jets and c jets, as well as the statistical uncertainty of the simulated events
in the ttH ANN nodes.
In summary, trends in the nuisance parameters are well understood and their impacts,
while not the detailed order, are found as to be expected.
9.2 Combination with other ttH(bb) channels
While the previous results for the analyses in the single-lepton channel represent the main
result of this thesis, the analyses were developed in close collaboration with the analyses
targeting dileptonically (DL) and fully hadronically (FH) decaying top quark-antiquark
pairs, which are summarized in Sec. 7.7 and discussed in detail in Refs. [4, 5, 229]. The
ANN distributions of the SL analyses are combined with the corresponding discriminant
distributions of these other analyses in combined fits to reduce the statistical uncertainty
and to exploit correlations between nuisance parameters shared between the analyses. All
uncertainties affecting all three channels are treated as fully correlated for this purpose.
The results of the separate analyses for the years 2016 and 2017 in the three channels
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Figure 9.6: Correlation coefficients of the signal-strength modifier and several nuisance
parameters for the combined fit to data recorded in the years 2016 and 2017.
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Figure 9.7: Impacts of the 20 nuisance parameters with the largest impacts on the signal-
strength modifier for the combined fit to the data recorded in the years 2016
and 2017. The impacts of the nuisance parameters are shown on the right hand
side of the figure while their pulls and constraints are shown in the middle
column.
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are summarized in Fig. 9.8a while combinations of these analyses are shown in Fig. 9.8b.










with an expected signal-strength modifier and total uncertainty of ?̂?2016,exp. = 1.00+0.50−0.47,
corresponding to an observed (expected) significance of 2.0𝜎 (2.4𝜎) above the background-










with an expected result of ?̂?2017,exp. = 1.00+0.38−0.36. This corresponds to an observed (expected)
significance of 3.7𝜎 (2.6𝜎) above the background-only hypothesis. Finally, the combination









For this case the expected result is ?̂?2016+2017exp. = 1.00+0.31−0.29 and the observed (expected)
significance is found to be 3.9𝜎 (3.5𝜎) above the background-only hypothesis, thereby
establishing evidence for ttH production in the H → bb decay channel. The results are
again compatible with the standard model Higgs boson.
Comparing the statistical and systematic uncertainties of the individual channels with those
of the combination reveals that not only the statistical but also the systematic components
are reduced. By combining the analyses, additional phase space regions are added through
which nuisance parameters can be better constrained. Affected by this are, for example,
nuisance parameters related to the jet energy calibration since the FH channel contains
large numbers of jets and is sensitive to their modeling. Uncertainties related to b tagging,
on the other hand, can be well measured by the SL and DL channels since they contain
purer samples of b jets than the FH analysis.
9.3 Combination with other analyses by the CMS Collabora-
tion
The analyses described in this thesis have been included in several combination studies
performed by the CMS Collaboration, in which several analyses of Higgs boson production
are jointly fit to data to consistently measure the couplings of the Higgs boson. The strength
of the Higgs boson decay to bottom quarks can be measured in analyses targeting this
decay such as, for example, ttH(bb) or analyses of the associated production with vector
bosons and subsequent H→ bb decay. If independently analyzed, their results will however
strongly depend on the assumed coupling of the Higgs boson in the production process
since they always measure a process involving the couplings of both the production and
the decay interaction, in the case of ttH(bb) for example the top-quark and bottom-quark
Yukawa couplings. By simultaneously measuring the production process in a joint fit with
an analysis targeting this production but a different decay, for example tt̄H,H → 𝜏+𝜏−
this dependency can be reduced. The analyses discussed in the following combine multiple
analyses of different Higgs boson production and decay channels in a multidimensional
joint fit to data in which all coupling modifiers are treated as independent unconstrained
parameters. They are parameterized either as signal-strength modifiers and branching
fractions or as coupling-strength modifiers in the 𝜅 framework, which was introduced in
Ch. 2 and is discussed in detail in Refs. [92, 120]. The ANN distributions predicted for
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Figure 9.8: Best-fit values of the signal-strength modifier 𝜇 for the analyses in the single-
lepton (SL), dilepton (DL) and fully-hadronic (FH) channels of data recorded
in the years 2016 and 2017. Shown are the results for the individual analyses
(a) and for combinations of the channels (b). The total uncertainties (outer
error bar) at the 68% confidence level and the statistical uncertainties (inner
error bar) are also shown. The figure of the combined result (b) was taken from
Ref. [5].
ttH(bb) process are for example scaled by two modifiers, one for the top-Higgs coupling
and one for the bottom-Higgs coupling. For this purpose, the ttH(bb) analyses provide
separate template histograms for ttH production with different Higgs boson decay channels.
In the joint fits to data, nuisance parameters are correlated between different analysis
channels if appropriate and all included analyses are performed on distinct non-overlapping
phase space regions.
9.3.1 ttH combination
To measure the production of ttH independent from assumed Higgs boson branching
fractions, the analyses in the SL, DL and FH channels of data recorded in the year
2016 have been combined with analyses targeting the decay of the Higgs boson to two
photons (H → 𝛾𝛾), the decay of the Higgs boson to 𝜏 leptons or vector bosons (H →
𝜏+𝜏−,WW*,ZZ*) as well as corresponding analyses performed earlier at center-of-mass
energies of 7 TeV and 8 TeV, as described in Ref. [267]. The combination increases the
sensitivity of individual analyses through the reduction of the statistical uncertainty and
the correlation of systematic uncertainties.
















compatible with the standard model Higgs boson. The total systematic uncertainty is split
into experimental and theory uncertainties for the modeling of the signal and background
processes. The addition of other channels sensitive to ttH clearly increases the sensitivity
to ttH production compared to the results measured in the SL channel (Eq. 9.1) and the
combined analysis (Eq. 9.6) of data recorded in the year 2016. This gain in sensitivity
is due to multiple factors. For one, the branching fraction of H → bb is only about
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Figure 9.9: (a) Best-fit values of the signal-strength modifiers of the individual channels
and the combined results for a combination of different ttH analyses performed
at center-of-mass energies of 7 TeV, 8 TeV and 13 TeV. The uncertainties cor-
responding to one and two standard deviations are shown as blue and red
bands. (b) Profile likelihood test statistic 𝑞 as a function of 𝜇ttH for all analysis
channels. Taken from Ref. [267].
0.58 and the number of tt̄H(non-bb) events selected in the ttH(bb) analyses is minute.
The combination with the other analyses greatly increases the acceptance for ttH events.
The appropriate correlation of uncertainties between the analyses leads to reductions of
systematic uncertainties since the different analyses provide different control regions for
the measurement of the corresponding nuisance parameters. In addition, the reliance on
the description of the tt + heavy flavor background and the associated large uncertainties
is reduced.
The result corresponds to an observed (expected) significance of 5.2𝜎 (4.2𝜎) above the
background-only hypothesis and therefore by convention establishes the observation of ttH
production by the CMS collaboration. The results of the different channels included in
this combination are shown in Fig. 9.9a and the distribution of the profile likelihood test
statistic is shown in Fig. 9.9b.
The ttH(bb) analyses of data recorded in the years 2016 and 2017 have also been included
in an analysis studying the coupling constants of the Higgs boson, which is described
in Ref. [122]. Several analyses performed with data recorded in the years 2016, 2017
and 2018 at a center-of-mass energy of 13 TeV and with integrated luminosities of up to
137fb−1 are combined. The included analyses target a multitude of different production
and decay channels of the Higgs boson. This includes analyses targeting ttH production
as well as production of a Higgs boson via gluon-gluon fusion, vector boson fusion or
production in association with a vector boson. Targeted decay channels include H→ bb,












which is an improvement compared to the previous combination (Eq. 9.9). The combination
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Figure 9.10: Best-fit value of the signal-strength modifier for the H→ bb process for the
five individual production modes considered, as well as the overall combined
result. The total and systematic uncertainties are indicated by blue and red
uncertainty bands. Taken from Ref. [269].
expressed in terms of the 𝜅-framework, which is discussed in Ch. 2 and Ref. [268]. For the
standard model 𝜅t takes on a value of unity, making the result therefore compatible.
9.3.2 H→ bb combination
The analyses in the SL and DL channels of data recorded in the year 2016 have also
been combined with other analyses targeting the H→ bb decay channel resulting in the
observation of the H → bb process, as described in Ref. [269]. Besides the SL and DL
ttH(bb) analyses, this combination includes their corresponding pendants performed on
data recorded at center-of-mass energies of 7 TeV and 8 TeV as well as analyses targeting
production of a Higgs boson via gluon-gluon fusion, vector boson fusion or in association
with a vector boson, which have been performed at center-of-mass energies of 7 TeV, 8 TeV
and 13 TeV (years 2016 and 2017). The combination results in a signal-strength modifier
for the H→ bb process of
?̂?H→bb = 1.04
+0.20
−0.20(tot.) [± 0.14(stat.) ± 0.14(syst.)] (9.12)
corresponding to an observed (expected) significance of 5.6𝜎 (5.5𝜎) above the background-
only hypothesis. The results for all included analysis channels are summarized in Fig. 9.10.
The most sensitive contributing channels are the WH and ZH channels followed by the ttH
channel.
The coupling constant measurement described in the previous Sec. 9.3.1 and Ref. [122] also








While still compatible with the previous H → bb result (and the standard model) it is
noticeable that the result of this combination has the same sensitivity as the direct H→ bb
measurement, which included more channels and data, for example data recorded in both
the years 2016 and 2017 instead of only the year 2016. The direct measurement does,
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however, not include data recorded at 7 TeV and 8 TeV for the analyses in the VH channels,
which in the previous H→ bb combination increased the observed (expected) significances
for only the VH channel from 4.4𝜎 (4.2𝜎) to 4.8𝜎 (4.9𝜎). Together with the observation
that the VH channels are important for the sensitivity to H→ bb this could explain the
similar sensitivities.
9.4 Comparison with other analyses
The ttH(bb) results of this thesis are further compared to other measurements of ttH(bb)
production.
The coupling constant measurement by the CMS Collaboration described in Ref. [122]
included the ttH(bb) analyses described in this thesis in its combined fit and measured the








The small difference compared to the result of the direct ttH(bb) measurement presented
above (Eq. 9.8) is due to the combination with analyses targeting either tt̄H(non-bb) or
H → bb decays with other production channels. As was discussed, in this study the
couplings to the bottom quark and the top quark are both measured simultaneously.
Therefore the measurement of the these couplings in other production and decay channels
influences the result for ttH(bb) production.
The ttH(bb) signal strength has also been measured by the ATLAS Collaboration in the
SL and DL channels using data recorded in the year 2016 at a center-of-mass energy of









In this analysis, the signal is separated from the background using boosted decision trees
(BDTs) instead of ANNs as in this thesis. Input features for the BDTs include a discriminant
calculated with a matrix element method and observables calculated from a BDT based
reconstruction of the ttH system. In the fit model of the ttH(bb) analysis of this thesis, the
tt+heavy flavor background is modeled by assigning very large normalization uncertainties
to each of four tt̄+bb̄, tt̄+b tt̄+2b and tt̄+cc̄ subprocesses. In the analysis by the ATLAS
Collaboration, the background is modeled by introducing unconstrained parameters for the
normalization of the tt̄+cc̄ and tt̄+ ≥ 1b processes and additional nuisance parameters that
can change the shapes of these processes are derived from comparison between different
simulations, thereby allowing the nuisance parameters to morph to shape predicted from
the nominal simulation to that of another simulation. The relative fractions of tt̄+bb̄,
tt̄+b, tt̄+2b and tt̄+ ≥ 3b events within the tt̄+ ≥ 1b process are controlled by nuisance
parameters derived through variation of the renormalization and factorization scales of the
nominal simulation and differences between PDF sets.
This analysis had then been combined with measurements of other Higgs boson production
and decay channels, including tH(bb̄), performed on data recorded in the years 2016, 2017
and 2018, described in Refs. [270,271], resulting in a value for the signal-strength modifier








Since ttH(bb) + tH(bb̄) production involves two processes, it cannot be directly compared
to a measurement of ttH(bb) production alone. However, both processes are sensitive
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to the top-quark Yukawa coupling, the tH(bb̄) process even to the sign. In the case of
the standard model coupling structure, a deviation from the predicted magnitude of the
coupling constant should affect the production cross sections of both processes in a related
way. In practice, analyses of tH(bb̄) and ttH(bb) often feature a sizable acceptance for the
respective other process.
As previously discussed, the ttH(bb) analyses had been combined with other Higgs boson
measurements, described in Ref. [122], yielding a measurement of the coupling of the Higgs











For this measurement the tH process was fixed to its standard model prediction since
no dedicated analysis categories were included. Furthermore, it was assumed that no
contributions from physics beyond the standard model exist, and the loop contributions
occurring in ggH, H→ gg and H→ 𝛾𝛾 were treated as effective vertices parameterized by
effective coupling strength modifiers. A comparable analysis with similar assumptions by




was found. In this analysis, the tH process is included and the sign of 𝜅t is allowed to be
negative. A negative sign is, however, excluded with an observed (expected) significance of
2.9𝜎 (2.7𝜎) standard deviations. Another measurement of 𝜅t was provided by an analysis by
the CMS Collaboration performed on data recorded in the year 2016 targeting tH production,
as described in Ref. [272]. Here, the coupling of the Higgs boson to vector bosons was fixed
to its standard model value 𝜅V = 1 and contribution from ttH events were considered. As
can be seen in Fig. 9.11, the profile likelihood test statistic has two minima approximately
corresponding to values 𝜅t;CMS,ttH+tH,neg. = −0.7
+0.2
−0.2 and 𝜅t;CMS,ttH+tH,pos. = 1.5
+0.6
−0.5. The
positive value is favored over the negative value by about 1.5 standard deviations.
Recently, a novel method to access the top-Higgs Yukawa coupling constant 𝑦t was proposed
based on the observation that near the threshold for production of top quark-antiquark
pairs, the cross section for tt production is sensitive to higher order corrections involving
the coupling of the Higgs boson to top quarks, and therefore the Yukawa coupling constant.
This is further discussed in Refs. [273–275].
The “traditional” coupling constant measurements in the 𝜅 framework have the disadvantage
that they need to consider assumptions about the coupling of the Higgs boson to all other
fermions and vector bosons, which for the tt production studied in this method only
contribute via even higher order corrections 1. Analyses based on this approach have been
carried out by the CMS Collaboration in the form of double-differential cross section
measurements of the tt cross section as a function of the invariant tt mass and the
pseudorapidity between the top quark-antiquark pair, as described in Refs. [277,278]. For
better comparability, with other analyses the measured quantity is defined as the ratio of
the observed coupling constant to its standard model value of 𝑌t = 𝑦t/𝑦t,SM and is therefore
equal to 𝜅t. In the first analysis performed on data recorded in the year 2016 the coupling
constant modifier was found to be 𝑌t = 1.07+0.34−0.43, while in the second analysis performed
on data recorded in the years 2016, 2017 and 2018 it was found to be
𝑌t = 1.16+0.24−0.35. (9.19)
1Limits on 𝑦t independent of the other couplings can also be derived by analyzing the production of four
top quarks, to which ttH, H → tt is a contribution, as is done in Ref. [276]. This a rare process with a
very small cross section, which can however be increased by physics beyond the standard model.
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Figure 9.11: Scan of the profile likelihood test statistic as a function of 𝜅t with a fixed
𝜅V = 1. The observed test statistic is shown as solid black line. Also shown
are observed test statistics of individual contributing channels and values
expected from simulation. Taken from Ref. [272].
While these results are not as sensitive as those obtained by the coupling measurements in
Higgs boson production and decays, they are compatible and more importantly derived
using an independent method, serving as important cross check. In summary, several
measurements of ttH(bb) production and of the coupling of the Higgs boson to the top
quark have been performed, all showing compatibility with the standard model value of
the top-Higgs Yukawa coupling.
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Analyses of the data recorded during LHC Run 2, i.e. in the years 2016, 2017 and 2018,
have led to the observation of the ttH production and H→ bb decay processes. In addition,
measurements of the signal-strength modifier for the ttH(bb) process and the Yukawa
coupling constant between the Higgs boson and the top quark have been performed. The
precision of these measurements is limited by the amount of available data, the analysis
methods employed, as well as experimental and theory uncertainties. As was seen, the
measured values for the Yukawa coupling constant and the ttH(bb) signal-strength modifier
are well compatible with the standard model predictions, thereby reducing the parameter
space of models of physics beyond the standard model. In the continuing search for physics
beyond the standard model it is therefore now of interest to further increase the precision
of such measurements of the Higgs sector of the SM.
To achieve this goal, the LHC and accompanying experiments will be upgraded to reach
higher center-of-mass energies and higher instantaneous luminosities. In the first step,
currently underway, the center-of-mass energy will be increased to 14 TeV. The recording
of data is planned to resume in 2022 with the goal to record about 300 fb−1 of data.
Subsequently, the LHC will be upgraded again to the High Luminosity LHC (HL-LHC),
reaching an instantaneous luminosity of 5× 1034 cm−2s−1, as described in Ref. [279]. It is
planned for the HL-LHC to resume operations in the year 2027 with the ultimate goal to
accumulate 4000 fb−1 of data after several years of run-time. The increased instantaneous
luminosity presents a challenging experimental environment with up to 200 proton-proton
collisions per bunch crossing. This necessitates extensive upgrades to the detectors of the
experiments, which for the CMS detector are described in Refs. [280–284]. Studies of the
object performance for the future CMS detector are discussed in Ref. [285].
The prospects of Higgs physics analyses at the HL-LHC have been studied extensively, as
detailed in Ref. [286] 1. This includes extrapolations of existing analyses to higher integrated
luminosities taking into account expected improvements to systematic uncertainties. In
Sec. 10.1, such projections for the measurement of ttH(bb) production and the top-Higgs
Yukawa coupling based on the ttH(bb) analyses in the SL and DL channels of data recorded
in the year 2016 are discussed.
Sensitivity to ttH(bb) production cannot only be gained through increased integrated
luminosities, but also through improvements to the analysis strategy itself. After the
1The report also includes studies of Higgs physics at a proposed 27 TeV hadron collider called the High
Energy LHC.
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publication of the results of the ttH(bb) analyses in Refs. [4, 5] the analysis of the data
recorded in the year 2018 began. In addition, the data recorded in the years 2016 and 2017
is currently being re-analyzed to not only benefit from improvements to the reconstruction
and calibration of the physics objects, but to also capitalize on such improvements to the
analysis strategy. Several studies on possible improvements are discussed in Sec. 10.2.
10.1 Projection studies
In the following, projection studies of analysis of ttH(bb) production are discussed. In
Sec. 10.1.1 the methodology of these studies is described. This is followed by a discussion
of the obtained results in Sec. 10.1.2.
10.1.1 Method
Since the HL-LHC will have a center-of-mass energy of 14 TeV and the CMS detector
will have different properties any prediction of attainable results would ideally encompass
simulation of collisions at a center-of-mass energy of 14 TeV recorded with a simulation of
the future CMS detector, followed by a complete analysis of this data. The production
of such data would however be prohibitively time consuming. Therefore the projections
of the ttH(bb) analysis to higher integrated luminosities are instead performed by scaling
the template histograms of kinematic distributions of the simulated data of the existing
analysis of the data recorded in the year 2016 (Ref. [4]), originally derived for an integrated
luminosity of 35.9 fb−1, to higher integrated luminosities. In addition, several assumptions
are made on the evolution of the systematic uncertainties to account for the changes of the
CMS detector. For each studied value of integrated luminosity, pseudodata is constructed
by summing the scaled background distributions and additionally adding the equally
scaled signal distribution for a standard model value of 𝜇ttH(bb) = 1. The scaled template
histograms are then fitted to the pseudodata and the uncertainty of the resulting signal-
strength modifier is interpreted as a measure of the sensitivity. With this procedure the
statistical component of the total uncertainty is already taken into account and is expected
to scale with 1/
√
𝑅 where 𝑅 is the ratio of the targeted integrated luminosity divided by
35.9 fb−1. Results are calculated for two separate scenarios. In the first one, called “Run 2
systematic uncertainties” or “S1”, all systematic uncertainties remain as they were for the
original ttH(bb) analysis. In the second scenario, called “YR18 systematic uncertainties”
or “S2”, the systematic uncertainties are reduced based on studies and recommendations by
theoreticians and the ATLAS and CMS Collaborations. Theory uncertainties are reduced
by a factor of two motivated by the assumption that higher order calculations will be
feasible in the future, as discussed in Ref. [286], and by an expected improvement to the
measurement of parton density functions with HL-LHC data, as discussed in Ref. [287].
The treatment of experimental uncertainties is based on studies performed by relevant
detector and object experts of the CMS Collaboration, taking into account the future
CMS detector, run conditions and expected improvements to reconstruction methods, as
discussed in Refs. [285,286,288]. Based on this, all systematic uncertainties are scaled with
1/
√
𝑅 down to a minimum value motivated by the assumption that most experimental
uncertainties are derived using recorded data. The minimal values of the experimental
uncertainties are given in Tab. 10.1. As a further simplification it is assumed that the size
of all simulated samples will be sufficiently large and corresponding uncertainties are not
considered for the projection studies.
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Table 10.1: Sources of systematic uncertainty, their size during LHC Run 2 and the floor
to which they are scaled in the projection scenario S2. Taken from Ref. [288].
2. Extrapolation procedure 3
Table 1 summarises the Run 2 uncertainties for which a minimum value is set in S2. System-
atic uncertainties in the identification and isolation efficiencies for electrons and muons are
expected to be reduced to approximately 0.5%. The hadronic τ lepton (τh) identification un-
certainty is assumed to be reduced to approximately 2.5%. The uncertainty in the overall jet
energy scale (JES) is expected to reach approximately 1% precision for jets with pT > 30 GeV,
driven primarily by improvements in the absolute scale and jet flavour calibrations. The miss-
ing transverse momentum uncertainty is obtained by propagating the JES uncertainties in its
computation, yielding a reduction by up to a half of the Run 2 uncertainty. For the identification
of b-tagged jets the uncertainty in the selection efficiency of b (c) quarks, and in misidentifying
a light jet is expected to remain similar to the current level, with only the statistical component
reducing with increasing integrated luminosity. The uncertainty in the integrated luminosity
of the data sample could be reduced down to 1% thanks to a better understanding of the cali-
bration and fit models employed in its determination, and making use of the finer granularity
and impr ved lectronics of the upgraded detectors.
Table 1: The sources of systematic uncertainty for which minimum values are applied in S2.
Source Component Run 2 uncertainty Projection minimum uncertainty
Muon ID 1–2% 0.5%
Electron ID 1–2% 0.5%
Photon ID 0.5–2% 0.25–1%
Hadronic tau ID 6% 2.5%
Jet energy scale Absolute 0.5% 0.1–0.2%
Relative 0.1–3% 0.1–0.5%
Pileup 0–2% Same as Run 2
Method and sample 0.5–5% No limit
Jet flavour 1.5% 0.75%
Time stability 0.2% No limit
Jet energy res. Varies with pT and η Half of Run 2
MET scale Varies with analysis selection Half of Run 2
b-Tagging b-/c-jets (syst.) Varies with pT and η Same as Run 2
light mis-tag (syst.) Varies with pT and η Same as Run 2
b-/c-jets (stat.) Varies with pT and η No limit
light mis-tag (stat.) Varies with pT and η No limit
Integrated lumi. 2.5% 1%
Theoretical uncertainties follow the prescriptions of the LHC Yellow Report 4 [15] in S1 and and
are halved in S2 to account for future theoretical developments. In both scenarios the intrin-
sic statistical uncertainty on any measurement scales with 1/
√
RL, where RL is the projected
integrated luminosity divided by that of the Run 2 analysis.
2.1 Statistical treatment
The results in this note are calculated using the standard statistical methods employed by the
ATLAS and CMS Collaborations and described in detail in [16]. These are implemented in the
ROOFIT [17] and ROOSTATS [18] software frameworks.
Expected uncertainties on parameters of interest (POIs), denoted~α, are defined as the 1σ con-
fidence level (CL) intervals determined using the profile likelihood ratio test statistic q(~α) [19],
in which experimental and theoretical uncertainties are incorporated via nuisance parameters
~θ:
10.1.2 Result
Projection of the ttH(bb) measurement
The results for the projection of the uncertainty of the ttH(bb) measurement are shown for
both scenarios in Fig. 10.1. Shown are the total uncertainty as well as the contribution of
following sources and groups:
1. Stat: statistical uncertainty;
2. SigTh: theory uncertainties related to the normalization and simulation of the
predicted ttH signal events;
3. BkgTh: theory uncertainties related to the normalization and simulation of the
predicted background events. This includes the additional tt + heavy flavor 50%
normalization uncertainties;
a) Add. tt+HF XS: additional 50% normalization uncertainties on the tt +
heavy flavor processes, previously discussed in Ch. 8.2;
4. Exp: experimental uncertainties;
a) Luminosity: uncertainty on the measurement of the integrated luminosity;
b) B tagging: uncertainties related to b tagging;
c) JES: uncertainties related to the jet energy scale.
All other uncertainties, i.e. uncertainties related to identification and reconstruction of
leptons, the trigger efficiencies and the jet energy resolution, have only a minor effect on
the result and are not shown as separate groups. The contribution of the uncertainty
groups in percent relative to the fitted signal-strength modifier 𝜇ttH(bb) = 1 are shown in
Tab. 10.2. For the scenario S1 the total uncertainty is reduced from 0.49% for an integrated
luminosity of 35.9 fb−1 to 0.11% for an integrated luminosity of 3000 fb−1 and for scenario
S2 it is reduced from 0.46% to 0.07% for the same integrated luminosities, or about 10% in
both cases 2. The difference between the results for scenarios S1 and S2 for the integrated
2The result for an integrated luminosity of 35.9 fb−1 and scenario S1 slightly differs from that presented in
Ch. 9 due to the removal of the uncertainties related to the size of the simulated samples.
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luminosity of 35.9 fb−1 is caused by the reduction of the theory uncertainties by a factor
of two in scenario S2 3. As can be seen in Fig. 10.1 the statistical uncertainty decreases
with increasing integrated luminosity as expected. The contributions of the experimental
uncertainties and the uncertainty due to the modeling of the background similarly decrease
with increasing integrated luminosity due to the ability of the fit to better constrain the
related nuisance parameters. The uncertainty related to JES behaves similar for both
scenarios, indicating that the reduced JES components do not have a large effect on the
final result. The uncertainty on the integrated luminosity is decreased between scenarios S1
and S2 but does, as expected, not further decrease with rising integrated luminosities since
the analysis lacks the power to constrain this already small uncertainty. In the previous
chapter it was discussed that the ttH(bb) analysis is well able to constrain b-tagging
uncertainties due to the importance of b tagging in the analysis, which is also visible here.
Furthermore, the contribution of the b-tagging uncertainties decreases between scenarios S1
and S2, showing that the ttH(bb) analysis can benefit from improvements to the precision
of b tagging.
The analysis is also highly sensitive to the modeling of the background, especially of the
tt+heavy flavor processes. While the background modeling is the dominant uncertainty for
the integrated luminosity of 35.9 fb−1 it can be strongly constrained for higher integrated
luminosities. With an integrated luminosity of 3000 fb−1 the uncertainty related to the
tt + heavy flavor modeling is constrained to less than 1% in both scenarios. This indicates
that the result is sensitive to even minute mismodelling of the tt + heavy flavor processes
and that the current approach with the additional 50% normalization uncertainties will be
insufficient. With an integrated luminosity of 300 fb−1 the tt + heavy flavor uncertainties
are already constrained to several percent, motivating the introduction of such an improved
model already at this point. Motivated by, amongst other things, this projection study, a
new background model is being developed by the CMS Collaboration for an analysis of the
data recorded in the year 2018, and reanalysis of the data recorded in the years 2016 and
2017 as well as in preparation for LHC Run 3. By construction, the uncertainty related to
the theory modeling is halved going from scenario S1 to scenario S2 and its constraints do
not strongly increase with integrated luminosity. This is expected since the uncertainties
are directly correlated to the unconstrained signal-strength modifier. The signal model
uncertainties become dominant uncertainties at an integrated luminosity of 300 fb−1 in
scenario S1 and at an integrated luminosity of 3000 fb−1 in scenario S2. Therefore, with
higher integrated luminosity, measurements of ttH(bb) become limited by the prediction of
the signal process and could be improved with more precise predictions.
With the presented results it can be roughly estimated that for both scenarios, the ttH(bb)
process could be observed with about five to six standard deviations above the background-
only hypothesis with an integrated luminosity of 300 fb−1.
This study does not take into account improvements to the analysis methodology itself. As
discussed in this thesis, the analysis of the data recorded in the year 2017 is performed with
different ANNs, an improved b-tagging algorithm and improvements to the uncertainty
model, namely to the uncertainties related to the initial- and final-state radiation simulation.
The expected result for the combination of the SL and DL channels of the analysis of data
recorded in the year 2017 with an integrated luminosity of 41.5 fb−1 is ?̂?SL+DL,2017,exp. =
1.00+0.40−0.37. The uncertainty of this result is smaller than the uncertainties of about 0.46 and
0.44 projected for scenarios S1 and S2, as can be seen in Fig. 10.1a. For the combination of
the SL and DL analysis of data recorded in the years 2016 and 2017, corresponding to a total
integrated luminosity of 77.4 fb−1, the expected result is ?̂?SL+DL,2016+2017,exp. = 1.00+0.33−0.30
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Figure 10.1: Expected uncertainties on the ttH(bb) signal-strength modifier 𝜇ttH(bb) as a
function of the integrated luminosity for: (a) uncertainty scenario S1 with
“Run 2 systematic uncertainties” and (b) uncertainty scenario S2 with “YR18
systematic uncertainties”. Shown are the total uncertainty in black and
different groups of uncertainties. Taken from Ref. [288].
and is also below the value predicted by the projection. This consideration illustrates that
additional sensitivity can be gained not only by an increase in the size of the analyzed
sample but also by an improvement of the analysis methods. How the observed improvement
ultimately translates to the precision with an integrated luminosity of 3000 fb−1 is not
studied since the projection study was performed before the analysis of the data recorded
in the year 2017 was performed. In addition, it is likely that additional improvements to
methodology will be developed for the analysis of the full HL-LHC data.
Table 10.2: Contribution of different groups of uncertainties to the total expected uncer-
tainty on the ttH(bb) signal-strength modifier 𝜇ttH(bb) at different integrated
luminosities for uncertainty scenarios S1 (Run 2 systematic uncertainties) and
S2 (YR18 systematic uncertainties). The uncertainties are quoted in percent
relative to 𝜇ttH(bb) = 1. Taken from Ref. [288].


































+HF XSt  add. t
Exp
  Luminosity






































+HF XSt  add. t
Exp
  Luminosity




 = 13 TeVs CMS Projection
Figure 7: Expected uncertainties on the ttH signal st ngth as a function of the integrated lu-
minosity under the S1 (left, with Run 2 systematic uncertainties [27]) and S2 (right, with YR18
systematic uncertainties) scenarios. Shown are the total uncertainty (black) and contributions
of different groups of uncertainties. Results with 35.9 fb−1 are intended for comparison with
the projections to igher luminositi s and differ in parts from [27] f r consistency with the pro-
jected results: uncertainties due to the limited number of MC events ave b en omitted nd
theory systematic uncertainties have been halved in case of the scenario S2.
Table 5: Breakdown of the contributions to the expected uncertainties on the ttH signal-strength
µ at different luminosities for S1 (with Run 2 systematic uncertainties [27]) and S2 (with YR18
systematic uncertai ties). The uncertai ties are given in percent relative to µ = 1. Results with
35.9 fb−1 are intended for compariso with the projections to higher luminositi s nd differ
in parts from [27] for consistency with the projected results: uncertainties due to the limited
number of MC events have been omitted and theory systematic uncertainties have been halved
in case of the scenario S2.
S1 S2
Source 35.9 fb−1 300 fb−1 3000 fb−1 35.9 fb−1 300 fb−1 3000 fb−1
Total 48.7 20.4 11.1 46.1 17.6 7.3
Stat 26.7 9.3 2.9 26.7 9.3 2.9
SigTh 10.8 9.3 8.7 5.0 4.5 4.4
BkgTh 28.6 10.3 4.1 25.6 9.6 3.5
Add. tt+HF XS 14.6 2.6 0.8 16.5 4.1 0.7
Exp 17.4 8.7 4.2 16.6 6.7 2.6
Luminosity 1.6 1.8 1.8 0.5 0.7 0.8
B tagging 12.0 6.1 2.8 10.8 4.4 1.6
JES 10.9 4.5 1.6 11.3 4.4 1.6
Projection of the Higgs combination
The SL, DL and FH channel ttH(bb) analyses of the data recorded in the year 2016 have
been included by the CMS Collaboration in a combination with other analyses of data
recorded in the year 2016 targeting other Higgs production and decay channels. The
projection of the combination is described in Ref. [288] and is based on the combination
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described in Ref. [289]. It was performed in a similar manner as the combination previously
discussed in Sec. 9.3. A noteworthy detail of the combination is that the nuisance parameters
of the additional 50% uncertainties on tt + heavy flavor production were not allowed to
be constrained by more than a factor of 2 (3) for the scenarios S1 (S2) to reflect the
expected theory improvement. This is therefore a more conservative approach than chosen
for the ttH(bb) projection. The combination results in an estimated uncertainty on the
signal-strength modifier for ttH production of 14.7% (10.7%) for an integrated luminosity
300 fb−1 and scenario S1 (S2). For an integrated luminosity of 3000 fb−1 the uncertainty is
reduced to 9.9% for scenario S1 and 6.2% for scenario S2. The combination also predicts
precisions of 8% and 6% for the measurement of 𝜅t in the scenarios S1 and S2 with
an integrated luminosity 300 fb−1 and 5.5% and 3.5% with an integrated luminosity of
3000 fb−1. Results for the signal-strength modifiers of other production and decay channels
as well as other 𝜅-framework coupling parameters can be found in Ref. [289].
This combination by the CMS Collaboration has been further combined with a similar
combination by the ATLAS Collaboration to obtain estimates of the ultimate precision
reachable by the HL-LHC program, as described in Ref. [286]. In the CMS-only combination
the uncertainty of one parameter of interest was derived with a multi-dimensional fit of
all observables at once, whereby all other unconstrained parameters were profiled. The
combination of the CMS and ATLAS results were however calculated one parameter at
a time using the BLUE method described in Ref. [290]. Taking into account correlations
between parameters was found to underestimate the uncertainties with respect to a
future scenario in which the ATLAS and CMS Collaborations will have agreed on a more
consistent treatment of theory uncertainties. Therefore a more conservative approach
was chosen in which such correlations were not taken into account. The experimental
and statistical components of the uncertainty of a parameter of interest were treated as
completely uncorrelated between both experiments, while the signal and background theory
uncertainties were treated as fully correlated. The results by the ATLAS Collaboration
were calculated for a center-of-mass energy of 14 TeV, while those of the CMS Collaboration
were calculated for a center-of-mass energy of 13 TeV. The effect of this on the combined
results was found to be small.
For an integrated luminosity of 3000 fb−1 and scenario S2 the combination finds an estimated
precision for the ttH(bb) cross section of 10.7% dominated by theory uncertainties. This
result interestingly is worse than that obtained by the projection of the SL and DL channels
described above. This difference could be caused by several factors. The result by the
ATLAS Collaboration (14.2%) is slightly worse than the standalone result of the CMS
Collaboration (10.8%). In addition the result of the CMS Collaboration included the
analysis in the FH channel and employs a different treatment of nuisance parameters such
as those for the tt + heavy flavor normalization. For the inclusive ttH production cross
section the combination finds a precision of 4.3%, again dominated by theory uncertainties.
Finally, results are also calculated for the parameters of the 𝜅-framework and shown in
Fig. 10.2. The predicted precision of the measurement of 𝜅t for an integrated luminosity of
3000 fb−1 and scenario S2 is found to be 3.4%, which is dominated by theory uncertainties.
Since at this point the theory uncertainty clearly dominates, the combination of the ATLAS
and CMS measurements does not lead to a significant increase of sensitivity.
In summary, for a realistic scenario and an amount of data recorded at the HL-LHC
corresponding to an integrated luminosity of 3000 fb−1, the ttH(bb) cross section is predicted
to be measurable with a precision of about 10%, while the coupling of the Higgs boson to
the top quark is predicted to be measurable with a precision of about 3.5%.
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Fig. 30: (left) Summary plot showing the total expected ±1σ uncertainties in S2 (with YR18 systematic
uncertainties) on the coupling modifier parameters for ATLAS (blue) and CMS (red). The filled coloured
box corresponds to the statistical and experimental systematic uncertainties, while the hatched grey area
represent the additional contribution to the total uncertainty due to theoretical systematic uncertainties.
(right) Summary plot showing the total expected ±1σ uncertainties in S2 (with YR18 systematic uncer-
tainties) on the coupling modifier parameters for the combination of ATLAS and CMS extrapolations.
For each measurement, the total uncertainty is indicated by a grey box while the statistical, experimental
and theory uncertainties are indicated by a blue, green and red line respectively.
a simple scaling of the cross sections and luminosities is applied, which is a fair assessment with the
current systematic uncertainties and assuming that the experimental performance and systematic uncer-
tainties are unchanged with respect to the current LHC experiments. Two scenarios are then assumed
for the theoretical and modelling systematic uncertainties on the signal and backgrounds. The first (S2)
is the foreseen baseline scenario at HL-LHC, and the second (S2′) is a scenario where theoretical and
modelling systematic uncertainties are halved, which in many cases would correspond to uncertainties
roughly four times smaller than for current Run 2 analyses. It should be noted that HL-LHC measure-
ments, whose precision is limited by systematic uncertainties, would also improve for S2’. The results
of these projections are reported in Table 40.
2.8 Higgs couplings precision overview in the Kappa-framework and the nonlinear EFT24
After the discovery of the Higgs boson at the LHC, the first exploration of the couplings of the new
particle at Run I and Run II has achieved an overall precision at the level of ten percent. One of the main
goals of Higgs studies at the HL-LHC or HE-LHC will be to push the sensitivity to deviations in the
Higgs couplings close to the percent level.
In this section we study the projected precision that would be possible at such high luminosity
and high energy extensions of the LHC from a global fit to modifications of the different single-Higgs
couplings. Other important goals of the Higgs physics program at the HL/HE-LHC, such as extend-
ing/complementing the studies of the total rates with the information from differential distributions, or
getting access to the Higgs trilinear coupling, will be covered in other parts of this document.
In order to study single-Higgs couplings, we introduce a parametrisation, the nonlinear EFT, that
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a simple scaling of the cross sections and luminosities is applied, which is a fair assessment with the
current systematic uncertainties and assuming that the experimental performance and systematic uncer-
tainties are unchanged with respect to the current LHC experiments. Two scenarios are then assumed
for the theoretical and modelling systematic uncertainties on the signal and backgrounds. The first (S2)
is the foreseen baseline scenario at HL-LHC, and the second (S2′) is a scenario where theoretical and
modelling systematic uncertainties are halved, which in many cases would correspond to uncertainties
roughly four times smaller than for current Run 2 analyses. It should be noted that HL-LHC measure-
ments, whose precision is limited by systematic uncertainties, would also improve for S2’. The results
of these projections are reported in Table 40.
2.8 Higgs couplings precision overview in the Kappa-framework and the nonlinear EFT24
After the discovery of the Higgs boson at the LHC, the first exploration of the couplings of the new
particle at Run I and Run II has achieved an overall precision at the level of ten percent. One of the main
goals of Higgs studies at the HL-LHC or HE-LHC will be to push the sensitivity to deviations in the
Higgs couplings close to the percent level.
In this section we study the projected precision that would be possible at such high luminosity
and high energy extensions of the LHC from a global fit to modifications of the different single-Higgs
couplings. Other important goals of the Higgs physics program at the HL/HE-LHC, such as extend-
ing/complementing the studies of the total rates with the information from differential distributions, or
getting access to the Higgs trilinear coupling, will be covered in other parts of this document.
In order to study single-Higgs couplings, we introduce a parametrisation, the nonlinear EFT, that
24 Contacts: J. de Blas, O. Catà, O. Eberhardt, C. Krause
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Figure 10.2: Expected uncertainties on the parameters of the 𝜅-framework for scenario
S2 with “YR18 systematic uncertainties” and an integrated luminosity of
3000 fb−1. (a) Results by the ATLAS and CMS Collaborations. (b) Results of
the combination of the individual results. Taken from Ref. [286].
10.2 Improvements to the ttH(bb) analysis
Multiple studies on possible improve ents of future ttH(bb) analyses in the single-lepton
channel have been conducted by students of the Karlsruhe Institute of Technology (KIT)
and will be briefly discussed in the following. These studies focused on the description of
tt+heavy flavor production, the handling of systematic uncertainties in the statistical model
or possible gains to sensitivity through the adoption of more sophisticated multivariate
analysis ethods or exploration of new phase space regions. In addition, the measurement
of ttH(bb) production in the framework of simplified template cross sections, described in
Ref. [92], was explored.
10.2.1 tt̄+bb̄ modeling
The description of the background due to tt + heavy flavor production is of utmost impor-
tance to the analysis of ttH(bb) production. In Sec. 2.4 it was discussed, that the description
of tt̄+bb̄ production should be more accurate using 4FS simulations, in which the additional
b jets also originate from the matrix element calculation, that previous measurements of
tt̄+bb̄ production consistently observed a tt̄+bb̄ cross section larger than predicted, and
that the uncertain ies of measurements a well s theoretical calcul ions are sizable. As
was discussed in Chs. 7 and 8, in the current analyses this background is modeled us n
simulated events of a 5FS Powheg+Pythia imulation of tt+jets production, normalize
to a NNLO+NNLL production cross section, in which he additional b jets are described
by the parton shower simulation. Large normalizati n uncertain ie are introduced for
the tt + heavy flavor background subprocesses and the parton shower related uncertainties
are decorrelated between the subprocesses. It was found that the shapes of the ANN
distributions predicted by the current simulation are compatible with predictions made by
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other simulations and that this uncertainty treatment is sufficient for the analyses of the
data recorded in the years 2016 and 2017. The projection study discussed in the previous
section, however, indicates that, for a higher integrated luminosity, this approach might
not be flexible enough to account for a mismodelling of the tt + heavy flavor background.
An improvement to the tt + heavy flavor modeling is studied in Ref. [101] in which the
tt̄+bb̄, tt̄+2b and tt̄+b events in the 5FS sample are replaced by events obtained using a
4FS Powheg simulation of tt̄+bb̄ production. The total normalization of the replaced
events is kept identical so that this merging procedure only changes the relative fractions
of the three subprocesses and distributions of kinematic observables. It is found that this
procedure does not change the expected sensitivity of the ttH(bb) analysis while the impact
of parton shower related uncertainties is decreased and the impact of scale uncertainties
on tt + heavy flavor production are increased. This study demonstrates the feasibility of
improving the background modeling by using a 4FS simulation for the tt + heavy flavor
description while retaining a 5FS simulation for the remaining tt+jets background. This
procedure should therefore be adopted by future ttH(bb) analyses.
Since ANNs combine kinematic observables in a highly non-trivial way, differences between
the predictions made by different simulations can lead to different ANN discriminant
distributions. An ANN trained with, for example, tt̄+bb̄ events generated with a 5FS
simulation could have a different response to tt̄+bb̄ events in recorded data if those
were better described by a 4FS simulation. This could lead to a biased measurement
of the signal-strength modifier. In Refs. [291, 292] a method called adversarial neural
networks is studied to construct ANNs that perform similar on different tt̄+bb̄ predictions.
For this, an additional “adversary” ANN is introduced to distinguish between different
tt̄+bb̄ predictions, in the tested cases the nominal 5FS simulation and an alternative 4FS
simulation, based on the output of the classification ANN. If the adversary ANN is able to
distinguish between the simulations, the classification ANN produces different results for
the two simulations. The training of both ANNs is performed alternatingly and the loss
function of the classification ANN is penalized depending on ability of the adversary ANN
to predict the tt̄+bb̄ simulation.
In Ref. [291] it is shown that the adversarial approach leads to more similar distributions
for the two tt̄+bb̄ predictions. For a multiclass ANN, similar to the one used in the ttH(bb)
analysis, this study is, however, not able to demonstrate a reduction of the bias on the
signal-strength modifier when the predictions made with one tt̄+bb̄ simulation are fit to
pseudodata created with another tt̄+bb̄ simulation.
In Ref. [292] a simpler binary classification ANN is used to distinguish between ttH and
tt̄+bb̄ and it is shown that the adversarial approach leads to a small reduction of the
bias on the signal-strength modifier. While the adversarial approach is interesting and
well motivated, it requires additional studies before it can be effectively used in ttH(bb)
analyses.
10.2.2 ANNs and uncertainties
While the output of the ANNs in this thesis can be interpreted as the probability of an
event to belong to a given class, there is no measure as to how certain the calculated output
value is, i.e. how large the confidence interval around the output value is. A repetition of
the training with different seeds for the random number generators will result in slightly
different output values. This randomness could be considered a systematic uncertainty of
the method. The output values should also be less certain if the considered events are from
a phase space region with a small representation in the training sample. In Refs. [293, 294]
a method called Bayesian neural networks (BNNs), with which the uncertainty on the
output values can be quantified, is studied in the context of a ttH(bb) analysis. In BNNs
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each trainable parameter is replaced by probability density function (p.d.f.) with trainable
mean and standard deviation, that reflects the uncertainty on each trainable parameter.
The output value of a given event is then calculated by sampling a single value from each
p.d.f. The central value of the prediction for an event and its associated uncertainty are
then obtained as the mean and standard deviation of a distribution of many output values.
In Ref. [293] it is shown that this approach leads to uncertainties that reflect the randomness
of the model, and that these uncertainties also increase when the training data is different
from the data on which the BNN is applied. It is also be possible to train the BNNs with
additional events with systematic variations. The application of BNNs for the analysis of
ttH(bb) production is interesting, especially since the uncertainties reflect differences in
the training and application samples and the possible inclusion of uncertainty variations in
the training sample, and should be further studied. How the resulting uncertainties can be
used in the ttH(bb) analysis also requires further investigation. Since an ANN is just a
function for the calculation of a new observable, a naive addition of this uncertainty to the
statistical model might not be correct. It could, however, be useful during the optimization
of the analysis strategy.
10.2.3 Improvements to signal and background separation
Several studies have been performed to improve the separation between signal and back-
ground events and thereby increase the sensitivity to ttH(bb) production.
Sufficiently large ANNs should in principle be able to separate between signal and back-
ground using only simple kinematic observables. The training of such networks is however
technically difficult. When using not too complicated and easier to train ANNs, as in the
current analysis, the ability to separate between signal and background strongly depends
on the chosen input features. A reconstruction of the Higgs boson, the top quarks or even
the whole ttH system leads to powerful input features 4. The classic method to reconstruct
such particles is the 𝜒2 method in which different permutations of jets, leptons and the
missing transverse momentum are assigned to the targeted final-state particles and the
best permutation is chosen based on the observed and expected masses of the involved
particles. In Ref. [295] an ANN based reconstruction of the tt system is studied. Similar to
the 𝜒2 method, jets, leptons and the missing transverse energy are assigned to the particles
expected from a semileptonic tt decay. The best permutation is, however, chosen based on
an ANN with observables of the reconstructed system used as input features. It is found
that the reconstruction efficiency in tt events can be improved compared to the 𝜒2 method
by about 17% from an efficiency of 27% to an efficiency of 32%. A similar approach for
the reconstruction of the Higgs boson is studied in Ref. [296] where it is found that the
reconstruction efficiency in ttH events increases by about 100% from about 17% to about
33%. An ANN based reconstruction of the ttH system still has to be studied as does the
effect of this reconstruction on the full ttH(bb) analysis.
An entirely different approach for the improvement of the multivariate methods is studied in
Refs. [297,298], in whicIn the following, projection studies of analysis of ttH(bb) production
are discussed. In Sec. 10.1.1 the methodology of these studies is described. This is followed
by a discussion of the obtained results in Sec. 10.1.2.h the issue of the trainability of ANNs
using only basic input features is solved using convolutional neural networks (CNNs), which
are discussed for example in Ref. [189]. CNNs are usually employed in image processing and
based on the idea that the neurons in the first layers of an ANN do not need to consider all
pixels of an image (the input features) at once, but only nearby ones and that the learned
4The input features of the current ttH(bb) analysis include for example several observables related to the
invariant mass of pairs of bottom quarks, i.e. candidates for a Higgs boson.
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correlations between nearby pixels, called filters, can be useful for different parts of the
image. This idea results in the implementation of multiple filters that learn to extract
different specific features from a limited set of pixels, for example the detection of an edge in
an area of 8× 8 pixels, which are then passed on to subsequent layers of the network. This
idea can be used in the analysis of events recorded with a particle detector, as discussed
for example in Ref. [299] in the context of jet identification. The application of CNNs in
the ttH(bb) analysis is explored by interpreting the jets measured in the detector as a
picture in the 𝜂 − 𝜑 plane with the momentum or the b-tagging discriminant value being
the intensity of a color. Different variations of CNNs with multiple filters and subsequent
feed-forward ANNs are trained to separate between ttH and tt events. The studies find
that, for the purpose of the separation between ttH and tt events, simple feed-forward
ANNs perform equally or better to the tested CNNs. Several possible improvements are
however suggested in Refs. [297,298], which could be investigated in further studies.
10.2.4 Analysis in the boosted region
Final-state particles originating from a ttH interaction tend to have slightly higher transverse
momenta than those originating from a tt process. Therefore, by selecting events containing
jets with large transverse momenta, a phase space region is constructed that is relativIn
the following, projection studies of analysis of ttH(bb) production are discussed. In Sec.
10.1.1 the methodology of these studies is described. This is followed by a discussion of
the obtained results in Sec. 10.1.2.ely enriched in ttH events. If the required transverse
momenta are sufficiently high, the decay products of the top quarks and the Higgs boson
are merged into fat jets which can be identified and tagged using dedicated substructure
algorithms. An analysis in this “boosted” region had been previously performed with data
recorded in the year 2016 as described in Refs. [131,132]. It was found that the resulting
phase space contained only a small number of events and that the resulting increase in
sensitivity was small compared to the large amount of additional time consumed by the
calibration and optimization of the analysis in this region. An analysis in the boosted
region might, however, become more interesting with increased integrated luminosity and
a higher center-of-mass energy in LHC Run 3. In a study described in Ref. [300], simulated
ttH and tt, produced at a center-of-mass energy of 13 TeV, are analyzed. The difference
of this study to the previous studies lies in the usage of a different kind of fat jet that
is already clustered and calibrated by the CMS Collaboration. It is found that, using
optimized jet identification criteria, a signal-to-background ratio of about 8% is reached
while in about 18% of the selected events the hadronically decaying top quark and the
Higgs boson are identified correctly, thereby demonstrating the feasibility of the boosted
region with this new fat jets. While the analysis of the data recorded in the full LHC
Run 2 might already benefit of the analysis in the boosted region, it should be definitely
considered for analyses during LHC Run 3.
10.2.5 Simplified template cross sections
To further study the Higgs boson it is of interest to measure differential cross sections of
various production modes. The ATLAS and CMS Collaborations, as well as theoreticians,
agreed to conduct and interpret such measurements in the framework of simplified tem-
plate cross sections (STXS), which are discussed in Ref. [92]. In differential cross section
measurements, the predicted distribution of an observable, for example the reconstructed
Higgs boson 𝑝T, is usually fit to recorded data and then unfolded to particle or parton level.
This can be difficult for measurements of processes such as ttH production, which cannot
easily reconstruct such distributions and require the excessive use of MVAs to extract the
signal, for which the discriminant bins cannot be easily extrapolated to the full phase space
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Figure 10.3: The five STXS bins in 𝑝T of the Higgs boson at the generator level to be used
for a measurement of the differential ttH cross section within the framework of
simplified template cross sections. The dashed line in the last bin symbolizes
an optional additional bin. Taken from Ref. [301].
or unfolded in a way useful to theoreticians. To still be able to measure unfolded and
extrapolated cross sections, the STXS framework is used. In this framework, multiple bins
of an observable, for example the Higgs boson 𝑝T, are defined on a generator level. The ttH
sample is then split into subsamples according to these STXS bins and each sub-sample is
treated as separate process with its own unconstrained parameter in the fit of the MVA
discriminant distributions to data. This allows the use of the advanced MVA methods
while measuring the ttH cross section in different bins of Higgs boson 𝑝T at the generator
level. The implementation of the STXS framework in the context of the ttH(bb) analysis
is studied in Ref. [301]. Multiple definitions of Higgs boson 𝑝T STXS bins and different
methods to construct ANNs resulting in discriminant bins enriched in these STXS bins are
studied with the goal to optimize the sensitivity to all STXS bins.
These studies served as input to discussions by the LHC Higgs cross section working group
(see Ref. [302]) which settled on a STXS binning with five bins in 𝑝T of the Higgs boson at
the generator level: 0–60 GeV; 60–120 GeV; 120–200 GeV; 200–300 GeV; 300–∞ GeV with
an optional additional bin above 450 GeV. This binning scheme is depicted in Fig. 10.3. In
Ref. [301] it is found that, for this binning, the best results for all STXS bins are reached by
using a combination of two ANNs. The first ANN is a multiclass ANN trained to separate
between ttH signal events and background events, as in the current ttH(bb) analysis, and
the second ANN is trained to further separate all events classified as ttH events into the
five STXS bins. With this two-ANN approach, the cross sections of the STXS bins are
expected to be measured with a precision between 100% and 200%, depending on the STXS
bin, with 41.5fb−1 of data recorded at a center-of-mass energy of 13 TeV. The studied
approach should be used in the analysis of the data recorded in LHC Run 2.
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10.3 Summary
It was seen that, with the integrated luminosities available at the HL-LHC, ttH(bb)
production and the Yukawa coupling could be measured with precisions of a few percent.
An analysis with higher integrated luminosities, however, requires a new and improved
model for the prediction of the tt + heavy flavor background. Several studies on such an
improved background model, as well as general improvements to the analysis strategy
have been conducted by students at the Karlsruhe Institute of Technology (KIT). The
implementation of several studied improvements is viable and suggests improvements
already in the near-term future for analyses with lower integrated luminosities, such as
those of the full LHC Run 2 or LHC Run 3.
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After many decades of experimental searches for the Higgs boson, the last missing piece of
the standard model, it was finally discovered in 2012 by the ATLAS and CMS experiments
at the LHC. In the standard model bosons, quarks and leptons acquire their masses through
the Higgs mechanism. The interaction of the Higgs boson with a quark or lepton is a
Yukawa interaction with a coupling strength proportional to the mass of the fermion.
Although the Higgs boson itself was discovered, the Yukawa interactions still have to be
scrutinized. And although there have been no new particles discovered yet, many open
issues remain, such as the nature of dark matter or a unification of the standard model
with gravity. Many theories for physics beyond the standard model have been proposed
to solve such issues and several of these predict different Yukawa coupling constants or
mechanisms for the fermion masses.
Prime candidates for a study of the Yukawa interactions are processes involving top quarks,
since the high mass of the top quarks leads to high interaction strengths and cross sections.
The process with the highest predicted cross section suitable for direct measurements is the
production of a Higgs boson in association with a top quark-antiquark pair (ttH). Other
suitable processes to study are those involving bottom quarks or 𝜏 leptons since those are
the fermions with the next highest masses. In the case of the bottom quark, the coupling
constant is accessible through the measurement of the branching fraction for H → bb̄
decays or the associated production bb̄H, the latter of which is challenging to analyze.
In this thesis, a measurement of ttH(bb) production with semileptonic tt decays was
presented. The analysis was performed with data of proton-proton collisions at a center-
of-mass energy of 13 TeV recorded by the CMS experiment at the LHC in the years 2016
and 2017, corresponding to an integrated luminosity of 77.4 fb−1. The data was analyzed
using artificial neural networks to suppress backgrounds and construct phase space regions
enriched in signal. By comparing the prediction of the standard model to the observed data







is found. This value is compatible with the standard model prediction for ttH(bb) pro-
duction and corresponds to an observed (expected) significance of 3.3𝜎 (2.7𝜎) above the
background-only hypothesis and therefore evidence for ttH(bb) production. The measure-
ment is limited by systematic uncertainties, the most important being those related to
the prediction of an irreducible background consisting of tt̄+bb̄ production. To further
increase the sensitivity, the analysis was combined with corresponding analyses targeting
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dileptonic and fully hadronic tt decays. This combination found a signal-strength modi-







, corresponding to an observed
(expected) significance of 3.9𝜎 (3.5𝜎) above the background-only hypothesis.
The analysis of ttH(bb) production presented in this thesis has been included in combi-
nations with other analyses of the H→ bb̄ or ttH processes performed by the CMS Col-
laboration. The result of this was the observation of the H→ bb̄ decay with an observed
(expected) significance of 5.6𝜎 (5.5𝜎) above the background-only hypothesis, as well as
the observation of ttH production with an observed (expected) significance of 5.2𝜎 (4.2𝜎)
above the background-only hypothesis. In both cases the signal-strength modifiers were
compatible with the standard model within one standard deviation.
While the production of ttH was observed it is still of interest to observe ttH(bb) production
independently. The LHC is expected to continue operations in 2021 with a center-of-mass
energy of 14 TeV, starting LHC Run 3. In the year 2027, the LHC is planned to be upgraded
to the High-Luminosity LHC and an integrated luminosity of 3000 fb−1 is expected to
be recorded after about a decade of runtime. To assess the potential for future ttH(bb)
analyses, projection studies were performed. Based on the SL and DL channel analyses of
the data recorded in the year 2016, expected results were calculated for different values
of integrated luminosities and possible improvements in the description of background
processes and experimental uncertainties. It was found that the uncertainty of this ttH(bb)
measurement could be expected to be reduced to about 10% with an integrated luminosity
of 3000 fb−1. At this point the dominant uncertainties will be related to the prediction of
the signal process itself. The now dominant background uncertainties could be constrained
to 1%, making the analysis highly sensitive to mismodelling of the background. It was
also found that with an integrated luminosity of only 300 fb−1 the ttH(bb) analyses should
be able to observe the process with a significance of 5𝜎, well within the reach of LHC
Run 3. These projections did however take into account neither the analysis in the hadronic
channel, nor the higher cross sections at 14 TeV or possible improvements to the analysis
methods.
In light of these results, several studies performed by students at the Karlsruhe Institute
of Technology (KIT) were discussed, showing promising results regarding improvements
to the background modeling, the multivariate analysis methods, the analysis of ttH with
events with high transverse momenta and the interpretation of the results. Several of
these improvements will be incorporated in the upcoming analysis of the full data recorded
during LHC Run 2. Instead of just measuring a signal-strength, the results of the analysis
will be calculated in terms of the simplified template cross section framework, described in
Ref. [92], thereby reducing the dependence on the signal model uncertainties and allowing
the measurement of cross sections differential in the 𝑝T of the Higgs boson.
The modeling of tt + heavy flavor production will be improved by using a 4FS scheme
tt̄+bb̄ simulation for its description instead of the 5FS tt+jets simulation that is currently
used. In the future, it could also be explored to replace the simulation with a data driven
approach where the background is predicted from side-band regions. The definition of such
a side-band region with sufficient amounts of data and purity is however challenging since
tt̄+bb̄ has the same final state as ttH(bb) and is kinematically rather similar.
The studied improvements to the multivariate analysis methods require further research
and will not be implemented for the upcoming analysis. The field of artificial intelligence is,
however, advancing with significant speed and further research could lead to improvements
to b tagging, object calibration, the event reconstruction and the separation of the signal
and background processes.
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A higher center-of-mass energy in LHC Run 3 could also make an analysis targeting
a “boosted” phase space in which the particles have higher transverse momenta more
interesting.
Several proposals for future hadron or lepton colliders have been made and with both
collider technologies ttH(bb) could be produced, given sufficient energy. A lepton collider
would have the advantage that the energy of the initial state could be set and that the
final state would be much cleaner due to less hadronic activity.
After the analysis of the full data recorded in LHC Run 2, even more potential for the
analysis of the interaction between the top quark and the Higgs boson will be provided by
the upcoming LHC Run 3 with a center-of-mass energy of 14 TeV and in the long term
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In this appendix, distributions of basic observables are shown for events with one lepton,
(≥ 4 jets and ≥ 2 b-tags) in data recorded in the year 2016 in Sec. A.1 and for data recorded
in the year 2017 in Sec. A.2.
In all figures, the distributions observed in recorded data are shown as black markers. The
expected background contributions before the fit to data are shown as stacks of histograms
and the ttH process as blue lines which are additionally scaled to the integral of the
background for better visibility. The hatched uncertainty bands contain statistical and
systematic uncertainties added in quadrature, excluding those affecting only the rate. The
bottom panels show the ratio of data to the background prediction.
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A.1 Basic observables in data recorded in the year 2016
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Figure A.1: Basic observables for events with (1 l,≥ 4 jets,≥ 2 b-tags) in data recorded in
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Figure A.2: Basic observables for events with (1 l,≥ 4 jets,≥ 2 b-tags) in data recorded in
the year 2016. A description of the figures is given at the beginning of Sec. A.
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Figure A.3: Basic observables for events with (1 l,≥ 4 jets,≥ 2 b-tags) in data recorded in
the year 2016. A description of the figures is given at the beginning of Sec. A.
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Figure A.4: Basic observables for events with (1 l,≥ 4 jets,≥ 2 b-tags) in data recorded in
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Figure A.5: Basic observables for events with (1 l,≥ 4 jets,≥ 2 b-tags) in data recorded in
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Figure A.6: Basic observables for events with (1 l,≥ 4 jets,≥ 2 b-tags) in data recorded in
the year 2016. A description of the figures is given at the beginning of Sec. A.
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A.2 Basic observables in data recorded in the year 2017
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Figure A.7: Basic observables for events with (1 l,≥ 4 jets,≥ 2 b-tags) in data recorded in
the year 2017. A description of the figures is given at the beginning of Sec. A.
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Figure A.8: Basic observables for events with (1 l,≥ 4 jets,≥ 2 b-tags) in data recorded in
the year 2017. A description of the figures is given at the beginning of Sec. A.
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Figure A.9: Basic observables for events with (1 l,≥ 4 jets,≥ 2 b-tags) in data recorded in
the year 2017. A description of the figures is given at the beginning of Sec. A.
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Figure A.10: Basic observables for events with (1 l,≥ 4 jets,≥ 2 b-tags) in data recorded in
the year 2017. A description of the figures is given at the beginning of Sec. A.
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Figure A.11: Basic observables for events with (1 l,≥ 4 jets,≥ 2 b-tags) in data recorded in
the year 2017. A description of the figures is given at the beginning of Sec. A.
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Figure A.12: Basic observables for events with (1 l,≥ 4 jets,≥ 2 b-tags) in data recorded in
the year 2017. A description of the figures is given at the beginning of Sec. A.
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B Input features of the ANNs
The observables used as input features for the ANNs are shown for the analysis of data
recorded in the year 2016 in Sec. B.1 and for the analysis of data recorded in the year
2017 in Sec. B.2. In all figures, the distributions observed in recorded data are shown as
black markers, the expected background contributions as stacks of histograms and the ttH
process as blue line which is additionally scaled to the integral of the background for better
visibility. The hatched uncertainty bands contain statistical and systematic uncertainties
added in quadrature, excluding those affecting only the rate. The bottom panels show the
ratio of data to the background prediction. Definitions of all observables are given Tables
7.7 and 7.8 in Sec. 7.5.2.
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B Input features of the ANNs
B.1 Input features used in the analysis of data recorded in 2016
Input features for the ANN in the (4 jets,≥ 3 b-tags) category
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Figure B.13: Observables used as input features for the ANNs for (4 jets,≥ 3 b-tags) events







































 (13 TeV)-135.9 fbCMS private work









































 (13 TeV)-135.9 fbCMS private work








































 (13 TeV)-135.9 fbCMS private work







































 (13 TeV)-135.9 fbCMS private work






































 (13 TeV)-135.9 fbCMS private work






































 (13 TeV)-135.9 fbCMS private work






































 (13 TeV)-135.9 fbCMS private work






































 (13 TeV)-135.9 fbCMS private work
3 b-tags)≥(1 lepton, 4 jets, 
(h)
 (GeV)bTH


































 (13 TeV)-135.9 fbCMS private work
3 b-tags)≥(1 lepton, 4 jets, 
(i)
Figure B.14: Observables used as input features for the ANNs for (4 jets,≥ 3 b-tags) events
recorded in the year 2016. A description of the figures is given at the beginning
of Sec. B.
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Figure B.15: Observables used as input features for the ANNs for (4 jets,≥ 3 b-tags) events
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Figure B.16: Observables used as input features for the ANNs for (4 jets,≥ 3 b-tags) events
recorded in the year 2016. A description of the figures is given at the beginning
of Sec. B.
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Input features for the ANN in the (5 jets,≥ 3 b-tags) category
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Figure B.17: Observables used as input features for the ANNs for (5 jets,≥ 3 b-tags) events
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Figure B.18: Observables used as input features for the ANNs for (5 jets,≥ 3 b-tags) events
recorded in the year 2016. A description of the figures is given at the beginning
of Sec. B.
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Figure B.19: Observables used as input features for the ANNs for (5 jets,≥ 3 b-tags) events
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Figure B.20: Observables used as input features for the ANNs for (5 jets,≥ 3 b-tags) events
recorded in the year 2016. A description of the figures is given at the beginning
of Sec. B.
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Figure B.21: Observables used as input features for the ANNs for (5 jets,≥ 3 b-tags) events
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Figure B.22: Observables used as input features for the ANNs for (≥ 6 jets,≥ 3 b-tags)
events recorded in the year 2016. A description of the figures is given at the
beginning of Sec. B.
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Figure B.23: Observables used as input features for the ANNs for (≥ 6 jets,≥ 3 b-tags)
events recorded in the year 2016. A description of the figures is given at the
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Figure B.24: Observables used as input features for the ANNs for (≥ 6 jets,≥ 3 b-tags)
events recorded in the year 2016. A description of the figures is given at the
beginning of Sec. B.
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Figure B.25: Observables used as input features for the ANNs for (≥ 6 jets,≥ 3 b-tags)
events recorded in the year 2016. A description of the figures is given at the
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Figure B.26: Observables used as input features for the ANNs for (≥ 6 jets,≥ 3 b-tags)
events recorded in the year 2016. A description of the figures is given at the
beginning of Sec. B.
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B.2 Input features used in the analysis of data recorded in 2017
Input features for the ANN in the (4 jets,≥ 3 b-tags) category
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Figure B.27: Observables used as input features for the ANNs for (4 jets,≥ 3 b-tags) events
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Figure B.28: Observables used as input features for the ANNs for (4 jets,≥ 3 b-tags) events
recorded in the year 2017. A description of the figures is given at the beginning
of Sec. B.
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Figure B.29: Observables used as input features for the ANNs for (5 jets,≥ 3 b-tags) events
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Figure B.30: Observables used as input features for the ANNs for (5 jets,≥ 3 b-tags) events
recorded in the year 2017. A description of the figures is given at the beginning
of Sec. B.
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Figure B.31: Observables used as input features for the ANNs for (≥ 6 jets,≥ 3 b-tags)
events recorded in the year 2017. A description of the figures is given at the
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Figure B.32: Observables used as input features for the ANNs for (≥ 6 jets,≥ 3 b-tags)
events recorded in the year 2017. A description of the figures is given at the
beginning of Sec. B.
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C ANN discriminant distributions
C ANN discriminant distributions
In this section the ANN discriminant distributions before and after the fit to data are
shown.
The distributions for the analyses of data recorded the years 2016 and 2017 are shown
before the fit to data in Sec. C.1 and Sec. C.2, respectively.
The distributions after the fit to data recorded in 2016 are shown in Sec. C.3 and those
after the fit to data recorded in 2017 in Sec. C.4.
The distributions after the joint fit to data recorded in both years are shown in Sec. C.5.
In all figures, the distributions observed in recorded data are shown as black markers, the
background contributions as stacks of histograms and the ttH process as blue line. In the
figures before the fit to data, the background processes are scaled to their standard model
prediction and the ttH process is scaled by a factor of 15 for better visibility. After the fit
to data, the background and the ttH processes are scaled according to the fit results. The
hatched uncertainty bands show the total uncertainty before or after the fit. The bottom
panels show the ratio of data to the sum of the background processes.
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C.1 Distributions for the analysis of 2016 data before the fit to data
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Figure C.33: ANN discriminant distributions for (4 jets,≥ 3 b-tags) events recorded in the
year 2016 before the fit to data. A description of the figures is given at the
beginning of Sec. C.
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Figure C.34: ANN discriminant distributions for (5 jets,≥ 3 b-tags) events recorded in the
year 2016 before the fit to data. A description of the figures is given at the
beginning of Sec. C.
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Figure C.35: ANN discriminant distributions for (≥ 6 jets,≥ 3 b-tags) events recorded in
the year 2016 before the fit to data. A description of the figures is given at
the beginning of Sec. C.
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C.2 Distributions for the analysis of 2017 data before the fit to data
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Figure C.36: ANN discriminant distributions for (4 jets,≥ 3 b-tags) events recorded in the
year 2017 before the fit to data. A description of the figures is given at the
beginning of Sec. C.
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Figure C.37: ANN discriminant distributions for (5 jets,≥ 3 b-tags) events recorded in the
year 2017 before the fit to data. A description of the figures is given at the
beginning of Sec. C.
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Figure C.38: ANN discriminant distributions for (≥ 6 jets,≥ 3 b-tags) events recorded in
the year 2017 before the fit to data. A description of the figures is given at
the beginning of Sec. C.
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C.3 Distributions for the analysis of 2016 data after the fit to 2016 data
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Figure C.39: ANN discriminant distributions for (4 jets,≥ 3 b-tags) events recorded in the
year 2016 after the fit to data recorded in the year 2016. A description of the
figures is given at the beginning of Sec. C.
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Figure C.40: ANN discriminant distributions for (5 jets,≥ 3 b-tags) events recorded in the
year 2016 after the fit to data recorded in the year 2016. A description of the
figures is given at the beginning of Sec. C.
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Figure C.41: ANN discriminant distributions for (≥ 6 jets,≥ 3 b-tags) events recorded in
the year 2016 after the fit to data recorded in the year 2016. A description of
the figures is given at the beginning of Sec. C.
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C.4 Distributions for the analysis of 2017 data after the fit to 2017 data
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Figure C.42: ANN discriminant distributions for (4 jets,≥ 3 b-tags) events recorded in the
year 2017 after the fit to data recorded in the year 2017. A description of the
figures is given at the beginning of Sec. C.
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Figure C.43: ANN discriminant distributions for (5 jets,≥ 3 b-tags) events recorded in the
year 2017 after the fit to data recorded in the year 2017. A description of the
figures is given at the beginning of Sec. C.
228
C ANN discriminant distributions




















3 b tags)≥6 jets, ≥SL (
H nodett
Post-fit
Private Work CMS  (13 TeV)-141.5 fb
ANN discriminant































3 b tags)≥6 jets, ≥SL (
 nodeb+btt
Post-fit
Private Work CMS  (13 TeV)-141.5 fb
ANN discriminant
































3 b tags)≥6 jets, ≥SL (
+2b nodett
Post-fit
Private Work CMS  (13 TeV)-141.5 fb
ANN discriminant































3 b tags)≥6 jets, ≥SL (
+b nodett
Post-fit
Private Work CMS  (13 TeV)-141.5 fb
ANN discriminant































3 b tags)≥6 jets, ≥SL (
 nodec+ctt
Post-fit
Private Work CMS  (13 TeV)-141.5 fb
ANN discriminant
































3 b tags)≥6 jets, ≥SL (
+lf nodett
Post-fit
Private Work CMS  (13 TeV)-141.5 fb
ANN discriminant












Figure C.44: ANN discriminant distributions for (≥ 6 jets,≥ 3 b-tags) events recorded in
the year 2017 after the fit to data recorded in the year 2017. A description of
the figures is given at the beginning of Sec. C.
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C.5 ANN Distributions after the joint fit to 2016 and 2017 data
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Figure C.45: ANN discriminant distributions for (4 jets,≥ 3 b-tags) events recorded in the
year 2016 after the joint fit to data recorded in the years 2016 and 2017. A
description of the figures is given at the beginning of Sec. C.
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Figure C.46: ANN discriminant distributions for (5 jets,≥ 3 b-tags) events recorded in the
year 2016 after the joint fit to data recorded in the years 2016 and 2017. A
description of the figures is given at the beginning of Sec. C.
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Figure C.47: ANN discriminant distributions for (≥ 6 jets,≥ 3 b-tags) events recorded in
the year 2016 after the joint fit to data recorded in the years 2016 and 2017.
A description of the figures is given at the beginning of Sec. C.
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Figure C.48: ANN discriminant distributions for (4 jets,≥ 3 b-tags) events recorded in the
year 2017 after the joint fit to data recorded in the years 2016 and 2017. A
description of the figures is given at the beginning of Sec. C.
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Figure C.49: ANN discriminant distributions for (5 jets,≥ 3 b-tags) events recorded in the
year 2017 after the joint fit to data recorded in the years 2016 and 2017. A
description of the figures is given at the beginning of Sec. C.
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Figure C.50: ANN discriminant distributions for (≥ 6 jets,≥ 3 b-tags) events recorded in
the year 2017 after the joint fit to data recorded in the years 2016 and 2017.
A description of the figures is given at the beginning of Sec. C.
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D Additional fit results
In this appendix further results of the profile likelihood fits, discussed in Ch. 9, are presented
for fits to data recorded in the years 2016, 2017 and jointly for both years. In Sec. D.1 the
contributions of different classes of uncertainties to the total uncertainty are shown.
The pulls and constraints of the nuisance parameters are shown in Sec. D.2. Test statistic
distributions for two-dimensional fits with ttH and a tt + heavy flavor process as separate
unconstrained signal-strength modifiers are shown in Sec. D.3. Correlation coefficients
between parameters of the fits are shown in Sec. D.4 and impact parameters are shown in
Sec. D.5. Event yields in the ANN nodes before and after the joint fit to data recorded in
both years are presented in Sec. E.
D.1 Uncertainty breakdowns
In this section, the contribution of different classes of uncertainties are shown for the fit to
data recorded in the year 2016 in Tab. D.1 and for the fit to data recorded in the year 2017
in Tab. D.2. The results for the joint fit to data are discussed in Ch. 9.
Table D.1: Contributions of different classes of uncertainties to the total uncertainty for
the fit to the data recorded in the year 2016. The expected value is calculated
for a standard model signal+background prediction. The quoted uncertainties
Δ𝜇 are obtained by fixing the uncertainties in the class to their post-fit values,
repeating the fit, and quadratically subtracting the obtained uncertainty from
the uncertainty of the full fit.
Uncertainty source ±Δ𝜇 (observed) ±Δ𝜇 (expected)
Total experimental +0.19/-0.17 +0.23/-0.21
b tagging +0.16/-0.14 +0.16/-0.16
jet energy scale +0.09/-0.06 +0.14/-0.12
Total theory +0.33/-0.31 +0.37/-0.34
signal modeling +0.14/-0.04 +0.15/-0.02
parton shower +0.14/-0.06 +0.14/-0.12
tt + heavy flavor model +0.24/-0.24 +0.23/-0.25
Size of simulated samples +0.19/-0.18 +0.19/-0.19




D Additional fit results
Table D.2: Contributions of different classes of uncertainties to the total uncertainty for
the fit to the data recorded in the year 2017. The expected value is calculated
for a standard model signal+background prediction. The quoted uncertainties
Δ𝜇 are obtained by fixing the uncertainties in the class to their post-fit values,
repeating the fit, and quadratically subtracting the obtained uncertainty from
the uncertainty of the full fit.
Uncertainty source ±Δ𝜇 (observed) ±Δ𝜇 (expected)
Total experimental +0.24/-0.22 +0.13/-0.12
b tagging +0.05/-0.09 +0.06/-0.04
jet energy scale +0.21/-0.19 +0.1/-0.1
Total theory +0.41/-0.36 +0.28/-0.26
signal modeling +0.24/-0.11 +0.14/-0.05
parton shower +0.17/-0.21 +0.14/-0.13
tt + heavy flavor model +0.3/-0.31 +0.22/-0.23
Size of simulated samples +0.18/-0.19 +0.13/-0.13





D.2 Nuisance parameter pulls and constraints
The pulls and constraints of the nuisance parameters in the fits to data recorded in either
the years 2016 or the year 2017 are shown in Sec. D.2 and Sec. D.2, respectively. Pulls
and constraints in the joint fit to data recorded in both years are shown in Sec. D.2 For
better visibility the nuisance parameters are grouped into different classes and the nuisance
parameters related to the statistical uncertainty of the simulated samples are omitted.















































































Prefit B-only fit S+B fit
Private Work CMS  (13 TeV)-135.9 fb
Figure D.51: Pulls and constraints of the nuisance parameters related to tt + heavy flavor
production in the fit to data recorded in the year 2016.
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Prefit B-only fit S+B fit
Private Work CMS  (13 TeV)-135.9 fb
Figure D.52: Pulls and constraints of the nuisance parameters related to the parton shower






































































































Prefit B-only fit S+B fit
Private Work CMS  (13 TeV)-135.9 fb
Figure D.53: Pulls and constraints of the nuisance parameters related to b-tagging in the






















































































































































































































































































































Prefit B-only fit S+B fit
Private Work CMS  (13 TeV)-135.9 fb
Figure D.54: Pulls and constraints of the nuisance parameters related to the jet energy












































































































































































Prefit B-only fit S+B fit
Private Work CMS  (13 TeV)-135.9 fb
Figure D.55: Pulls and constraints of the remaining nuisance parameters in the fit to data
recorded in the year 2016.
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Prefit B-only fit S+B fit
Private Work CMS  (13 TeV)-141.5 fb
Figure D.56: Pulls and constraints of the nuisance parameters related to tt + heavy flavor
















































































































































































































































































































Prefit B-only fit S+B fit
Private Work CMS  (13 TeV)-141.5 fb
Figure D.57: Pulls and constraints of the nuisance parameters related to the parton shower






































































































Prefit B-only fit S+B fit
Private Work CMS  (13 TeV)-141.5 fb
Figure D.58: Pulls and constraints of the nuisance parameters related to b-tagging in the
fit to data recorded in the year 2017.
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Prefit B-only fit S+B fit
Private Work CMS  (13 TeV)-141.5 fb
Figure D.59: Pulls and constraints of the nuisance parameters related to the jet energy




















































































































































































Prefit B-only fit S+B fit
Private Work CMS  (13 TeV)-141.5 fb
Figure D.60: Pulls and constraints of the remaining nuisance parameters in the fit to data
recorded in the year 2017.
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Nuisance parameters pulls and constraints in the joint fit to data recorded in






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Prefit B-only fit S+B fit
Private Work CMS  (13 TeV)-177.4 fb
Figure D.61: Pulls and constraints of the nuisance parameters in the joint fit to data
recorded in the years 2016 and 2017.
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Prefit B-only fit S+B fit
Private Work CMS  (13 TeV)-177.4 fb
Figure D.62: Pulls and constraints of the nuisance parameters related to tt + heavy flavor






















































































































































































































































































































































































































































































































































































































Prefit B-only fit S+B fit
Private Work CMS  (13 TeV)-177.4 fb
Figure D.63: Pulls and constraints of the nuisance parameters related to the parton shower






































































































































































































Prefit B-only fit S+B fit
Private Work CMS  (13 TeV)-177.4 fb
Figure D.64: Pulls and constraints of the nuisance parameters related to b-tagging in the





















































































































































































































































































































































































































Prefit B-only fit S+B fit
Private Work CMS  (13 TeV)-177.4 fb
Figure D.65: Pulls and constraints of the nuisance parameters related to the jet energy
calibration (JEC) in the joint fit to data recorded in the years 2016 and 2017.
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Prefit B-only fit S+B fit
Private Work CMS  (13 TeV)-177.4 fb
Figure D.66: Pulls and constraints of the remaining nuisance parameters in the joint fit to




In the following, test statistic distributions are shown for fits with two signal-strength
modifiers, one for ttH production and one for either tt̄+bb̄ production, tt̄+b production,
tt̄+2b production or all three tt+≥1b processes together. The two-dimensional fit with a








































































































































Private Work CMS  (13 TeV)-177.4 fb
Figure D.67: Profile likelihood test statistic values for a fit with two signal-strength modi-
fiers, one for ttH and one for either (a) tt̄+bb̄ production, (b) tt̄+b production,
(c) tt̄+2b production or (d) the sum of all three processes. The additional
50% normalization uncertainty for tt+heavy flavor is removed for the studied
process. All other nuisance parameters are profiled.
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D Additional fit results
D.4 Nuisance parameter correlations
Correlations between the signal-strength modifier and several nuisance parameters are
shown in the following for the individual fits to data recorded in the years 2016 and 2017.
The result for the joint fit is presented in Ch. 9. The shown nuisance parameters are those
with the twenty strongest correlations to the signal-strength modifier or the twenty nuisance
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Figure D.68: Correlation coefficients of the signal-strength modifier and several nuisance
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Figure D.69: Correlation coefficients of the signal-strength modifier and several nuisance
parameters for the fit to data recorded in 2017.
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D Additional fit results
D.5 Impact parameters
Shown are the impact parameters for the nuisance parameters with highest impact param-
eters, for the fits to data recorded in 2016 or 2017. The impact parameter is calculated as
the difference between the nominal best-fit value ?̂? and the value obtained when freezing
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Figure D.70: Impacts of the 20 nuisance parameters with the largest impacts on the signal-
strength modifier for the fit to data recorded in the year 2016 . The impacts
of the nuisance parameters are shown on the right hand side of the figure
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Figure D.71: Impacts of the 20 nuisance parameters with the largest impacts on the signal-
strength modifier for the fit to data recorded in the year 2017. The impacts
of the nuisance parameters are shown on the right hand side of the figure




In this section, the numbers of simulated and recorded events are shown before and after
the joint fit to data recorded in the years 2016 and 2017, in each category defined by the
multiplicities of jets and b-tagged jets and the prediction of the ANNs.
Table E.3: Numbers of simulated and recorded events recorded in 2016 in the six sub-
classes as defined by the ANN prediction in the (4 jets,≥ 3 b-tags) category
before and after the joint fit to data recorded in the years 2016 and 2017. The
quoted uncertainty is the total uncertainty, including statistical and systematic
components.
pre-fit (post-fit) yields
Process ttH node tt̄+bb̄ node tt̄+2b node tt̄+b node tt̄+cc̄ node tt + lf node
tt + light flavor 1249 (890) 727 (507) 1401 (1000) 1035 (763) 2909 (2085) 8463 (6447)
tt̄+cc̄ 298 (571) 232 (440) 428 (837) 251 (499) 686 (1320) 1022 (2063)
tt̄+b 253 (327) 215 (283) 370 (488) 326 (443) 308 (398) 469 (630)
tt̄+2b 124 (98) 77 (64) 317 (258) 90 (75) 100 (81) 134 (111)
tt̄+bb̄ 139 (131) 191 (183) 149 (133) 105 (98) 119 (109) 133 (123)
single t 96 (97) 117 (107) 167 (161) 93 (96) 231 (228) 304 (303)
V+jets 37 (36) 76 (72) 48 (44) 27 (26) 97 (83) 69 (66)
tt+V 13 (12) 6 (5) 12 (10) 6 (5) 10 (9) 16 (15)
WW/WZ/ZZ 4 (3) 5 (4) 0.9 (0.9) 0.6 (0.7) 2 (2) 4 (4)
Total bkg. 2213 (2164) 1645 (1664) 2892 (2932) 1935 (2006) 4462 (4315) 10614 (9763)
± tot unc. ±508 (±56) ±415 (±50) ±588 (±81) ±402 (±64) ±1051 (±119) ±2359 (±220)
ttH 27 (36) 9 (12) 16 (21) 7 (9) 9 (12) 16 (22)
± tot unc. ±4 (±11) ±1 (±4) ±2 (±6) ±1.0 (±3) ±1 (±4) ±2 (±7)
Data 2125 1793 2896 2027 4366 9693
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Table E.4: Numbers of simulated and recorded events recorded in 2016 in the six sub-
classes as defined by the ANN prediction in the (5 jets,≥ 3 b-tags) category
before and after the joint fit to data recorded in the years 2016 and 2017. The
quoted uncertainty is the total uncertainty, including statistical and systematic
components.
pre-fit (post-fit) yields
Process ttH node tt̄+bb̄ node tt̄+2b node tt̄+b node tt̄+cc̄ node tt + lf node
tt + light flavor 785 (508) 647 (406) 830 (525) 683 (474) 1148 (736) 4903 (3360)
tt̄+cc̄ 336 (557) 341 (574) 445 (764) 264 (471) 552 (913) 1207 (2108)
tt̄+b 257 (324) 290 (365) 355 (450) 321 (440) 219 (276) 494 (635)
tt̄+2b 136 (107) 128 (101) 324 (254) 89 (76) 85 (67) 184 (147)
tt̄+bb̄ 266 (237) 410 (375) 224 (194) 150 (136) 144 (124) 228 (201)
single t 62 (63) 82 (83) 98 (96) 45 (59) 114 (112) 189 (193)
V+jets 25 (22) 54 (50) 34 (30) 11 (12) 46 (38) 54 (49)
tt+V 20 (18) 14 (12) 17 (15) 7 (6) 11 (9) 25 (22)
WW/WZ/ZZ 1 (1) 3 (3) 0.4 (0.4) < 0.1 (< 0.1) 0.6 (0.3) 3 (4)
Total bkg. 1889 (1837) 1969 (1968) 2326 (2328) 1570 (1673) 2320 (2275) 7287 (6718)
± tot unc. ±459 (±50) ±485 (±67) ±489 (±66) ±334 (±45) ±597 (±80) ±1655 (±160)
ttH 53 (69) 21 (28) 20 (25) 8 (11) 11 (13) 28 (37)
± tot unc. ±7 (±20) ±3 (±9) ±2 (±7) ±1 (±3) ±1 (±4) ±3 (±11)
Data 1848 2040 2299 1690 2302 6918
Table E.5: Numbers of simulated and recorded events recorded in 2016 in the six sub-
classes as defined by the ANN prediction in the (≥ 6 jets,≥ 3 b-tags) category
before and after the joint fit to data recorded in the years 2016 and 2017. The
quoted uncertainty is the total uncertainty, including statistical and systematic
components.
pre-fit (post-fit) yields
Process ttH node tt̄+bb̄ node tt̄+2b node tt̄+b node tt̄+cc̄ node tt + lf node
tt + light flavor 1982 (1194) 1280 (751) 852 (492) 916 (578) 243 (147) 50 (32)
tt̄+cc̄ 1150 (1685) 998 (1451) 636 (944) 444 (682) 115 (170) 16 (24)
tt̄+b 549 (654) 575 (686) 314 (377) 253 (314) 28 (32) 4 (4)
tt̄+2b 306 (235) 282 (213) 372 (289) 78 (63) 10 (7) 1 (0.8)
tt̄+bb̄ 834 (719) 1156 (1007) 299 (245) 145 (122) 17 (14) 3 (2)
single t 110 (118) 146 (143) 92 (79) 53 (51) 4 (4) 3 (3)
V+jets 38 (36) 78 (73) 34 (29) 10 (8) 7 (6) 0.6 (0.6)
tt+V 80 (70) 58 (50) 31 (26) 11 (10) 4 (4) 0.4 (0.3)
WW/WZ/ZZ 0.9 (1) 0.5 (0.4) 0.4 (0.4) 0.4 (0.5) < 0.1 (< 0.1) < 0.1 (< 0.1)
Total bkg. 5049 (4713) 4575 (4375) 2629 (2482) 1911 (1828) 429 (385) 77 (67)
± tot unc. ±1216 (±149) ±1156 (±122) ±603 (±74) ±422 (±56) ±107 (±12) ±18 (±2)
ttH 142 (180) 53 (67) 24 (29) 10 (12) 2 (3) 0.3 (0.4)
± tot unc. ±19 (±52) ±8 (±20) ±3 (±9) ±1 (±3) ±0.2 (±0.8) ± < 0.1 (±0.1)
Data 4822 4400 2484 1852 422 76
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Table E.6: Numbers of simulated and recorded events recorded in 2017 in the six sub-
classes as defined by the ANN prediction in the (4 jets,≥ 3 b-tags) category
before and after the joint fit to data recorded in the years 2016 and 2017. The
quoted uncertainty is the total uncertainty, including statistical and systematic
components.
pre-fit (post-fit) yields
Process ttH node tt̄+bb̄ node tt̄+2b node tt̄+b node tt̄+cc̄ node tt + lf node
tt + light flavor 2495 (2133) 529 (459) 1378 (1191) 1654 (1418) 3354 (2845) 12897 (10876)
tt̄+cc̄ 473 (665) 178 (242) 361 (527) 293 (438) 798 (1112) 1599 (2198)
tt̄+b 439 (676) 229 (373) 392 (594) 450 (752) 341 (580) 656 (1023)
tt̄+2b 230 (206) 79 (73) 240 (215) 124 (117) 129 (122) 225 (199)
tt̄+bb̄ 267 (393) 167 (237) 136 (203) 134 (220) 124 (201) 207 (313)
single t 190 (178) 61 (64) 171 (163) 150 (145) 297 (290) 554 (531)
V+jets 68 (65) 16 (15) 39 (38) 32 (32) 90 (86) 184 (168)
tt+V 26 (22) 7 (6) 12 (10) 5 (5) 14 (12) 29 (24)
WW/WZ/ZZ 2 (2) < 0.1 (< 0.1) 0.5 (0.5) 0.9 (0.8) 3 (2) 6 (5)
Total bkg. 4191 (4339) 1267 (1467) 2728 (2940) 2841 (3128) 5151 (5250) 16358 (15337)
± tot unc. ±978 (±61) ±338 (±32) ±555 (±54) ±612 (±56) ±1211 (±77) ±3765 (±191)
ttH 49 (58) 12 (14) 15 (17) 8 (10) 11 (13) 29 (35)
± tot unc. ±6 (±17) ±2 (±4) ±2 (±5) ±1 (±3) ±1 (±4) ±3 (±10)
Data 4415 1485 2990 3157 5355 15289
Table E.7: Numbers of simulated and recorded events recorded in 2017 in the six sub-
classes as defined by the ANN prediction in the (5 jets,≥ 3 b-tags) category
before and after the joint fit to data recorded in the years 2016 and 2017. The
quoted uncertainty is the total uncertainty, including statistical and systematic
components.
pre-fit (post-fit) yields
Process ttH node tt̄+bb̄ node tt̄+2b node tt̄+b node tt̄+cc̄ node tt + lf node
tt + light flavor 1099 (910) 488 (401) 749 (590) 959 (806) 1700 (1382) 8105 (6659)
tt̄+cc̄ 432 (567) 261 (364) 365 (486) 302 (430) 807 (1100) 1893 (2582)
tt̄+b 393 (590) 296 (428) 348 (524) 460 (712) 330 (520) 771 (1163)
tt̄+2b 212 (170) 128 (112) 264 (235) 162 (123) 139 (117) 300 (249)
tt̄+bb̄ 411 (573) 448 (621) 198 (288) 211 (310) 176 (251) 349 (502)
single t 91 (88) 74 (72) 125 (117) 74 (68) 159 (145) 337 (313)
V+jets 25 (23) 36 (34) 25 (24) 14 (12) 49 (44) 92 (78)
tt+V 35 (29) 18 (14) 16 (14) 8 (7) 19 (17) 45 (38)
WW/WZ/ZZ 2 (1) 2 (2) < 0.1 (< 0.1) 1 (1) 0.4 (1) 4 (3)
Total bkg. 2700 (2953) 1750 (2047) 2090 (2278) 2190 (2470) 3378 (3576) 11896 (11586)
± tot unc. ±646 (±55) ±459 (±41) ±421 (±50) ±447 (±44) ±858 (±67) ±2611 (±146)
ttH 83 (95) 25 (29) 19 (22) 15 (18) 18 (21) 46 (55)
± tot unc. ±10 (±32) ±4 (±9) ±2 (±7) ±2 (±5) ±2 (±6) ±5 (±17)
Data 2993 2043 2302 2482 3651 11600
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Table E.8: Numbers of simulated and recorded events recorded in 2017 in the six sub-
classes as defined by the ANN prediction in the (≥ 6 jets,≥ 3 b-tags) category
before and after the joint fit to data recorded in the years 2016 and 2017. The
quoted uncertainty is the total uncertainty, including statistical and systematic
components.
pre-fit (post-fit) yields
Process ttH node tt̄+bb̄ node tt̄+2b node tt̄+b node tt̄+cc̄ node tt + lf node
tt + light flavor 581 (454) 232 (177) 742 (589) 608 (466) 1077 (849) 4782 (3737)
tt̄+cc̄ 448 (583) 256 (337) 596 (787) 326 (429) 908 (1164) 1889 (2496)
tt̄+b 313 (447) 239 (334) 435 (655) 394 (552) 266 (413) 662 (988)
tt̄+2b 185 (148) 149 (126) 435 (344) 156 (125) 156 (137) 303 (264)
tt̄+bb̄ 714 (963) 845 (1133) 462 (647) 295 (428) 318 (434) 470 (674)
single t 56 (51) 62 (61) 104 (102) 46 (41) 94 (89) 209 (199)
V+jets 15 (13) 23 (20) 22 (20) 11 (9) 24 (24) 57 (55)
tt+V 49 (39) 29 (23) 38 (31) 15 (13) 33 (27) 74 (61)
WW/WZ/ZZ 0.2 (0.2) 0.7 (0.6) 0.5 (0.5) 1.0 (0.3) 0.9 (0.9) 0.5 (0.3)
Total bkg. 2362 (2699) 1835 (2210) 2834 (3176) 1853 (2063) 2877 (3138) 8447 (8474)
± tot unc. ±632 (±56) ±552 (±56) ±624 (±78) ±407 (±46) ±846 (±69) ±1871 (±119)
ttH 139 (155) 41 (46) 42 (48) 23 (27) 31 (36) 65 (76)
± tot unc. ±18 (±48) ±6 (±14) ±5 (±15) ±3 (±8) ±5 (±11) ±7 (±22)
Data 2930 2253 3215 2087 3114 8538
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