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We consider instability of the Friedmann world model to the second-order in perturbations. We
present the perturbed set of equations up to the second-order in the Friedmann background world
model with general spatial curvature and the cosmological constant. We consider systems with the
completely general imperfect fluids, the minimally coupled scalar fields, the electro-magnetic field,
and the generalized gravity theories. We also present the case of null geodesic equations, and the one
based on the relativistic Boltzmann equation. In due stage a decomposition is made for the scalar-,
vector- and tensor-type perturbations which couple each other to the second-order. Gauge issue is
resolved to each order. The basic equations are presented without imposing any gauge condition,
thus in a gauge-ready form so that we can use the full advantage of having the gauge freedom
in analysing the problems. As an application we show that to the second-order in perturbation
the relativistic pressureless ideal fluid of the scalar-type reproduces exactly the known Newtonian
result. As another application we rederive the large-scale conserved quantities (of the pure scalar-
and tensor-perturbations) to the second order, first shown by Salopek and Bond, now from the exact
equations. Several other applications are made as well.
PACS numbers: 04.50.+h, 04.62.+v, 98.80.-k, 98.80.Hw
“the linear perturbations are so surprisingly simple that a perturbation analysis accurate to second order
may be feasible . . . ”
Sachs and Wolfe (1967)
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I. INTRODUCTION
We consider instabilities of the spatially homogeneous and isotropic comological spacetime to the second-order in
perturbations. The relativistic cosmological perturbation plays fundamental roles in the modern theory of large-
scale cosmic structure formation. The original analysis of linear perturbations based on Einstein gravity with a
hydrodynamic fluid was made by Lifshitz in 1946 [1] in an almost complete form. Due to the extremely low level
anisotropies of the cosmic microwave background (CMB) radiation, the cosmological dynamics of the structures in
the large-scale and in the early universe are generally believed to be small deviations from the homogeneous and
isotropic background Friedmann world model [2]. The conventional relativisitic cosmological perturbation analysis
considers such deviations small enough so that one could treat them as linear. The linear perturbation theory works
as the basic framework in handling the cosmological structure formation processes. Recent observations of the CMB
anisotropies in all sky by the WMAP satellite and others [3], for example, assure the validity of the basic assumptions
used in the cosmological perturbation theory, i.e., the linearity of the relevant cosmic structures [4].
Still, as the observed relatively small-scale structures are apparently nonlinear, the gravitational instability based
on the pure linear theory is not enough for the complete picture. It is agreed that such small-scale nonlinear structures
could be handled by Newtonian gravity often based on numerical simulations. The current paradigm of large-scale
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structure generation and evolution processes is based on an underlying assumption that linear processes dominated
until nonlinear processes take over on subhorizon scales in the Newtonian regime. Thus, it seems this paradigm of our
understanding of the origin and evolution of the large-scale structures is rather satisfactory within the linear theory
concerning the regimes where the relativistic gravity theory is needed. It is well known that in the linear theory
there can be no structure formation. In fact, this “no structure formation” in the scenario is precisely why we were
successful in describing the structure generation and evolution processes in a simple manner as we describe below. In
the standard scenario, the initial conditions (seed fluctuations) generated from quantum fluctuations are imprinted
into ripples in the spacetime, and its spatial structures are preserved as the raw large-scale structures (i.e. are as
yet unaffected by nonlinear processes). This is a trait which can be traced to the linearity assumption we adopt. It
gives a simple, but fictitious system. We could, perhaps, fairly describe the current situation as: the linear paradigm
is not inconsistent with observations, especially with the low level of observed anisotropy in the CMB [3]. However,
we should remember that the actual equations we are dealing with, both in the gravity and the quantum, are highly
nonlinear. It forms an intrinsically complex system.
We can decompose the perturbations into three different types: the scalar-type (associated with the density con-
densation), the vector-type (rotation) and the tensor-type (gravitational wave) perturbations. To the linear-order
perturbation, due to the high symmetry of the background space, these three types of perturbations decouple from
each other and evolve independently. Both (the linearity and the homogeneous-isotropic background) conditions
are necessary to have natural descriptions of the three types of perturbations independently. We will see how cou-
plings occur to the second-order perturbations; for the couplings in a simplest spatially homogeneous but anisotropic
spacetime, see [5].
Another aspect of the simple nature of the linear processes in relativistic gravity theories is characterized by
conservations (in expanding phase) of certain amplitudes in the super-horizon scale where we naively anticipate the
independent evolution of causally disconnected regions. On superhorizon scales this conserved character is presented
by an equation of the form
Φ(x, t) = C(x), (1)
which applies for both the scalar- and tensor-type perturbations; for the vector-type perturbation the angular momen-
tum is conserved in all scales. C(x) is an integration constant of the integral form general solutions available in the
large-scale limit, see eqs. (311,332,333). The coefficient C(x) contains information about spatial structure which will
eventually grow to the large-scale structure and the gravitational wave background. It can be considered as an initial
condition for each perturbation variable which is preserved during the linear evolution. Whether a similar conserved
variable can exist even in a nonlinear analysis is apparently an interesting question: for the presence of such variables
to the second-order in perturbation see §VIID-VII F. In the analyses of the large-scale structures in the linear stage,
the simple behavior of the conserved variables is practically important. In fact, if we know C the behavior of all the
other variables can be determined through linear algebra. Using the conserved quantity one can trivially relate the
currently observable (or deducible) linear structure directly to the initial state of the structure at the early universe;
probably, just after the scale effectively becomes the large-scale during the hypothetical early acceleration (inflation)
stage. Of course, the underlying assumption for all of these results is the applicability of the linear analysis. As long
as this assumption is valid, the initial condition is imprinted onto the large-scale structure and is preserved until the
nonlinear effects become important. Although this is a big advantage, in a sense this is very consistent with the fact
that no structure formation occurs in the linearized system.
The linear perturbation theory is currently well developed; see [6–11]. Although the observations do not desparately
demand to go beyond the linear theory, the second-order perturbation theory is a natural next step in the theoretical
investigations. The second-order perturbation theory, if well developed, will have important implications on our
understanding of the large-scale structure formation processes. Not only the structures we discover are nonlinear,
according to the gravitational instability there should occur (perhaps smooth) transitions from the linear to the
nonlinear ones. Even in the theoretical point of view, in order to know the limit of the linear perturbation theory
we need the behavior of perturbations beyond the linear theory. It is not possible to know the limit of linear theory
within the context of the linear theory. It is yet unclear whether the second-order ‘perturbation theory’ will provide
an answer to such a question, but we expect it could provide a better perspective on the problem than the simple
linear theory. There will be more practical applications as well, like investigating the non-Gaussian signature in the
inflation generated seed fluctuations which could have left a detectable signature in the CMB anisotropies and the
large-scale structures. Other possible situations where the trans-linear analyses might be useful are summarized in
§VIII.
Now, we discuss the gauge issue present in the relativistic perturbation theory briefly. Since the unperturbed
background spacetime is spatially homogeneous and isotropic, to the linear-order the ambiguity caused by spatial
gauge (coordinate transformation) freedom does not play a role [7]. Thus, to the linear-order it is appropriate to
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write the perturbed set of equations in terms of natural combinations of variables which are invariant under spatial
gauge transformation. However, the temporal gauge freedom can be conveniently used in analyzing various aspects of
perturbation problem in the Friedmann background. There are infinitely many different ways of taking the temporal
gauge (choosing the spatial hypersurface) conditions, and we can identify several fundamental gauge choices [7,12].
Except for a widely used temporal synchronous gauge fixing condition (δg00 ≡ 0), each of the other gauge conditions
fixes completely the temporal gauge freedom. Thus each having its own corresponding gauge invariant formulation.
In our study of the linear theory we found that some particular gauge invariant variables show the correct Newtonian
behaviors. A perturbed density variable in the comoving gauge and a perturbed potential variable and a perturbed
velocity variable in the zero-shear gauge most closely resemble the behaviors of the corresponding Newtonian variables
[13]. Also, the scalar field perturbation in the uniform-curvature gauge most closely resembles the scalar field equation
in the quantum field in curved space [14,15]. Since the gauge conditions mentioned allow no room for remaining gauge
mode the variable in a given such gauges has the unique corresponding gauge invariant combination of variables. Thus,
the variable in such a gauge is equivalent to the corresponding gauge invariant combination.
In the gauge theory it is well known that proper choice of the gauge condition is often necessary for proper handling
of the problem. Either by fixing certain gauge conditions or by choosing certain gauge-invariant combinations in the
early calculation stage we are likely to lose possible advantages available in the other gauge conditions. In order
to use the various gauge conditions as advantage in handling cosmological perturbations we have proposed a gauge-
ready method which allows the flexible use of the various fundamental gauge conditions. The strategy is that, in
order to use the various available temporal gauge conditions as advantage, we had better present the basic equations
without choosing any temporal gauge condition, and arrange the equations so that we could choose the fundamental
gauge conditions conveniently. In this work we will elaborate further the gauge-ready approach to the second-order
perturbations. Our gauge-ready strategy, together with our notation for indicating the gauge-invariant combinations,
allows us to use the gauge freedom as the advantage in analysing various given problems. We follow the wisdom
suggested by Bardeen in 1988 “the moral is that one should work in the gauge that is mathematically most convenient
for the problem at hand” [7].
As long as we are taking perturbative approach the gauge issue in the higher-orders can be resolved similarly as
in the linear theory. To the second-order we will identify two variables which can be used to fix the spatial gauge
freedom. One gauge condition completely removes the spatial gauge mode, whereas the other condition does not; i.e.,
in the latter case even after imposing the gauge condition there still remains a degree of freedom which is a gauge
mode (a coordinate artifact). We call this incomplete gauge condition the B-gauge (g˜0α ≡ 0 where α is a spatial
index) whereas the other complete condition is called the C-gauge. To the second-order we can identify the same
several temporal gauge fixing conditions. Again, except for the synchronous gauge each of the other gauge conditions
removes completely the temporal gauge modes.
It is amusing to note that the classic study by Lifshitz [1] adopted the synchronous gauge condition which is a
combination of the temporal synchronous gauge condition and the spatial B-gauge condition, thus failing to fix both
the temporal and the spatial gauge modes completely. This has caused some prevalent errors in the literature based
on the synchronous gauge: see the Appendix of [13]. However, we note that these errors are simple algebraic ones
probably caused by slightly more complicated algebra due to the presence of the gauge mode after the synchronous
gauge fixing. We would like to emphasize that the gauge condition should be appropriately used according to the
character of each problem at hand. We have such a freedom because Einstein’s gravity theory might be regarded
as a gauge theory [16]. In this sense, although the temporal synchronous and the spatial B-gauge conditions do not
remove completely the gauge modes, often even these conditions could possibly turn out to be convenient in certain
problems. Since physically measurable quantities should be gauge invariant we propose to use the gauge conditions
in this pragmatic sense.
In a classic study of CMB anisotropy in 1967 Sachs and Wolfe have mentioned that “the linear perturbations are
so surprisingly simple that a perturbation analysis accurate to second order may be feasible . . . ” [17]. In this work,
we will present the basic formulation of the second-order perturbation of the Friedmann world model in details. We
will present the basic equations needed to investigate the second-order perturbation in a rather general context. We
will consider the most general Friedmann background with K and Λ. We will consider the most general imperfect
fluid situation. This includes multiple imperfect fluids with general interactions among them. We will also include
minimally coupled scalar fields, a class of generalized gravity theories, the electromagnetic fields, the null geodesic, and
the relativistic Boltzmann equation. In order to use the gauge fixing conditions optimally we will present the complete
sets of perturbed equations in the gauge-ready form. In this manner, as in the linear theory, we could easily apply the
equations to any gauge conditions which make the mathematical analyses of given problems simplest. Our formulation
will be suitable to handle the nonlinear evolutions in the perturbative manner. Ours will be a useful complement to
the other methods suggested in the literature to investigate the trans-linear regimes. In the Discussions we summarize
the related studies, the different methods we could employ for further applications, and the cosmological situations
where our formultion could be applied fruitfully. Although we will present some trivial applications in the later part,
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the main applications are left for future studies.
In §II we summarize the basic equations of the Einstein’s gravity expressed in the ADM (3+ 1) formulation and in
the covariant (1 + 3) formulation. In §III we introduce our definition of the metric and the energy-momentum tensor
to the second-order in perturbation and present some useful quantities appearing in the ADM and the covariant
formulations. In §IV we present the complete sets of perturbed equations up to the second-order in the Friedmann
world model. We consider the general spatial curvature and the cosmological constant in the background. We consider
systems with the completely general imperfect fluids. Such a general formulation can be reinterpreted to include the
cases of the minimally coupled scalar fields, the electro-magnetic field, and even the generalized gravity theories. We
present the complete sets of equations for these systems as well. We also present the case of null geodesic equations,
and the one based on the relativistic Boltzmann equation. In §V we introduce decomposition of perturbations to
three different types and show how these couple to each other to the second-order. All equations up to this point
are presented without introducing any gauge condition. Thus, the equations are presented in the most general forms,
and any suitable gauge conditions can be easily deployed to these equations. In this sense, our set of equations is
in a gauge-ready form. In §VI we address the gauge issue, and show that the gauge issue can be resolved to each
perturbation order, just like the case in the linear perturbation. We implement our gauge-ready strategy to the
second-order in perturbations. In §VII we make several applications. In §VIII we summarize the main results and
outline future applications of our work.
As a unit we set c ≡ 1.
II. BASIC EQUATIONS
A. ADM (3 + 1) equations
The ADM (Arnowitt-Deser-Misner) equations [18] are based on splitting the spacetime into the spatial and the
temporal parts using a normal vector field n˜a. The metric is written as (we put tilde on the covariant variables):
g˜00 ≡ −N2 +NαNα, g˜0α ≡ Nα, g˜αβ ≡ hαβ ,
g˜00 = −N−2, g˜0α = N−2Nα, g˜αβ = hαβ −N−2NαNβ, (2)
where Nα is based on hαβ as the metric and h
αβ is an inverse metric of hαβ . Indices a, b, . . . indicate the spacetime
indices, and α, β, . . . indicate the spatial ones. The normal vector n˜a is introduced as:
n˜0 ≡ −N, n˜α ≡ 0, n˜0 = N−1, n˜α = −N−1Nα. (3)
The fluid quantities are defined as:
E ≡ n˜an˜bT˜ ab, Jα ≡ −n˜bT˜ bα, Sαβ ≡ T˜αβ , S ≡ hαβSαβ , S¯αβ ≡ Sαβ −
1
3
hαβS, (4)
where Jα and Sαβ are based on hαβ . The extrinsic curvature is introduced as
Kαβ ≡ 1
2N
(Nα:β +Nβ:α − hαβ,0) , K ≡ hαβKαβ , K¯αβ ≡ Kαβ − 1
3
hαβK, (5)
where Kαβ is based on hαβ . A colon ‘:’ denotes a covariant derivative based on hαβ. The connections become:
Γ˜000 =
1
N
(
N,0 +N,αN
α −KαβNαNβ
)
, Γ˜00α =
1
N
(
N,α −KαβNβ
)
, Γ˜0αβ = −
1
N
Kαβ,
Γ˜α00 =
1
N
Nα
(−N,0 −N,βNβ +KβγNβNγ)+NN ,α +Nα,0 − 2NKαβNβ +Nα:βNβ,
Γ˜α0β = −
1
N
N,βN
α −NKαβ +Nα:β +
1
N
NαNγKβγ , Γ˜
α
βγ = Γ
(h)α
βγ +
1
N
NαKβγ , (6)
where Γ
(h)α
βγ is the connection based on hαβ as the metric, Γ
(h)α
βγ ≡ 12hαδ (hβδ,γ + hδγ,β − hβγ,δ). The intrinsic
curvatures are based on hαβ as the metric:
R
(h)α
βγδ ≡ Γ(h)αβδ,γ − Γ(h)αβγ,δ + Γ(h)ǫβδΓ(h)αγǫ − Γ(h)ǫβγΓ(h)αδǫ,
R
(h)
αβ ≡ R(h)γαγβ , R(h) ≡ hαβR(h)αβ , R¯(h)αβ ≡ R(h)αβ −
1
3
hαβR
(h). (7)
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A complete set of the ADM equations is the following [6].
Energy constraint equation:
R(h) = K¯αβK¯αβ − 2
3
K2 + 16πGE + 2Λ, (8)
where Λ is the cosmological constant.
Momentum constraint equation:
K¯βα:β −
2
3
K,α = 8πGJα. (9)
Trace of ADM propagation equation:
K,0N
−1 −K,αNαN−1 +N :ααN−1 − K¯αβK¯αβ −
1
3
K2 − 4πG (E + S) + Λ = 0. (10)
Tracefree ADM propagation equation:
K¯αβ,0N
−1 − K¯αβ:γNγN−1 + K¯βγNα:γN−1 − K¯αγNγ :βN−1
= KK¯αβ −
(
N :αβ −
1
3
δαβN
:γ
γ
)
N−1 + R¯
(h)α
β − 8πGS¯αβ . (11)
Energy conservation equation:
E,0N
−1 − E,αNαN−1 −K
(
E +
1
3
S
)
− S¯αβK¯αβ +N−2
(
N2Jα
)
:α
= 0. (12)
Momentum conservation equation:
Jα,0N
−1 − Jα:βNβN−1 − JβNβ :αN−1 −KJα + EN,αN−1 + Sβα:β + SβαN,βN−1 = 0. (13)
B. Covariant (1 + 3) equations
The covariant formulation of Einstein gravity was investigated in [19,20]. The 1 + 3 covariant decomposition is
based on the time-like normalized (u˜au˜a ≡ −1) four-vector field u˜a introduced in all spacetime points. The expansion
(θ˜), the acceleration (a˜a), the rotation (ω˜ab), and the shear (σ˜ab) are kinematic quantities of the projected covariant
derivative of flow vector u˜a introduced as
h˜cah˜
d
b u˜c;d = h˜
c
[ah˜
d
b]u˜c;d + h˜
c
(ah˜
d
b)u˜c;d ≡ ω˜ab + θ˜ab = u˜a;b + a˜au˜b,
σ˜ab ≡ θ˜ab − 1
3
θ˜h˜ab, θ˜ ≡ u˜a;a, a˜a ≡ ˜˙˜ua ≡ u˜a;bu˜b, (14)
where h˜ab ≡ g˜ab + u˜au˜b is the projection tensor with h˜abu˜b = 0 and h˜aa = 3. An overdot with tilde ˜˙ indicates a
covariant derivative along u˜a. We have
u˜a;b = ω˜ab + σ˜ab +
1
3
θ˜h˜ab − a˜au˜b. (15)
We introduce
ω˜a ≡ 1
2
η˜abcdu˜bω˜cd, ω˜ab = η˜abcdω˜
cu˜d, ω˜2 ≡ 1
2
ω˜abω˜ab = ω˜
aω˜a, σ˜
2 ≡ 1
2
σ˜abσ˜ab, (16)
where ω˜a is a vorticity vector which has the same information as the vorticity tensor ω˜ab. We have η˜
abcd = η˜[abcd] with
η˜1234 = 1/
√−g˜; indices surrounded by () and [] are the symmetrization and anti-symmetrization symbols, respectively.
Our convention of the Riemann curvature and Einstein’s equation are:
u˜a;bc − u˜a;cb = u˜dR˜dabc, (17)
R˜ab − 1
2
R˜g˜ab = 8πGT˜ab − Λg˜ab. (18)
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The Weyl (conformal) curvature is introduced as
C˜abcd ≡ R˜abcd − 1
2
(
g˜acR˜bd + g˜bdR˜ac − g˜bcR˜ad − g˜adR˜bc
)
+
R˜
6
(g˜acg˜bd − g˜adg˜bc) . (19)
The electric and magnetic parts of the Weyl curvature are introduced as:
E˜ab ≡ C˜acbdu˜cu˜d, H˜ab ≡ 1
2
η˜ efac C˜efbdu˜
cu˜d. (20)
The energy-momentum tensor is decomposed into fluid quantities based on the four-vector field u˜a as
T˜ab ≡ µ˜u˜au˜b + p˜ (g˜ab + u˜au˜b) + q˜au˜b + q˜bu˜a + π˜ab, (21)
where
u˜aq˜a = 0 = u˜
aπ˜ab, π˜ab = π˜ba, π˜
a
a = 0. (22)
The variables µ˜, p˜, q˜a and π˜ab are the energy density, the isotropic pressure (including the entropic one), the energy
flux and the anisotropic pressure based on u˜a-frame, respectively. We have
µ˜ ≡ T˜abu˜au˜b, p˜ ≡ 1
3
T˜abh˜
ab, q˜a ≡ −T˜cdu˜ch˜da, π˜ab ≡ T˜cdh˜cah˜db − p˜h˜ab. (23)
The specific entropy S˜ can be introduced by T˜ dS˜ = dε˜ + p˜Tdv˜ where ε˜ is specific internal energy density with
µ˜ = ˜̺(1 + ε˜), p˜T the thermodynamic pressure, v˜ ≡ 1/ ˜̺ the specific volume, and T˜ the temperature. We have the
isotropic pressure p˜ = p˜T + π˜ where π˜ is the entropic pressure. Using eq. (26) below we can show
˜̺T˜
˜˙˜
S = −
(
π˜θ˜ + π˜abσ˜ab + q˜
a
;a + q˜
aa˜a
)
. (24)
Thus, we notice that π˜, π˜ab and q˜a generate the entropy. Using a four-vector S˜a ≡ ˜̺u˜aS˜ + 1
T˜
q˜a which is termed the
entropy flow density [19] we can derive
S˜a;a = −
1
T˜ 2
(
T˜,a + T˜ a˜a
)
q˜a − 1
T˜
(
π˜θ˜ + π˜abσ˜ab
)
. (25)
The covariant formulation provides a useful complement to the ADM formulation. We summarize the covariant
(1 + 3) set of equations in the following. For details, see [19,20] and the Appendix in [21].
The energy and the momentum conservation equations:
˜˙˜µ+ (µ˜+ p˜) θ˜ + π˜abσ˜ab + q˜
a
;a + q˜
aa˜a = 0, (26)
(µ˜+ p˜) a˜a + h˜
b
a
(
p˜,b + π˜
c
b;c +
˜˙˜qb
)
+
(
ω˜ab + σ˜ab +
4
3
θ˜h˜ab
)
q˜b = 0. (27)
Raychaudhuri equation:
˜˙˜
θ +
1
3
θ˜2 − a˜a;a + 2
(
σ˜2 − ω˜2)+ 4πG (µ˜+ 3p˜)− Λ = 0. (28)
Vorticity propagation:
h˜ab
˜˜˙ωb +
2
3
θ˜ω˜a = σ˜ab ω˜
b +
1
2
η˜abcdu˜ba˜c;d. (29)
Shear propagation:
h˜cah˜
d
b
(
˜˜˙σcd − a˜(c;d)
)
− a˜aa˜b + ω˜aω˜b + σ˜acσ˜cb +
2
3
θ˜σ˜ab − 1
3
h˜ab
(
ω˜2 + 2σ˜2 − a˜c ;c
)
+ E˜ab − 4πGπ˜ab = 0. (30)
Three constraint equations:
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h˜ab
(
ω˜bc;c − σ˜bc;c +
2
3
θ˜;b
)
+ (ω˜ab + σ˜ab) a˜
b = 8πGq˜a, (31)
ω˜a;a = 2ω˜
ba˜b, (32)
H˜ab = 2a˜(aω˜b) − h˜cah˜db
(
ω˜ e;f(c + σ˜
e;f
(c
)
η˜d)gef u˜
g. (33)
Four quasi-Maxwellian equations:
h˜ab h˜
c
dE˜
bd
;c − η˜abcdu˜bσ˜ecH˜de + 3H˜ab ω˜b = 4πG
(
2
3
h˜abµ˜,b − h˜ab π˜bc ;c − 3ω˜abq˜b + σ˜ab q˜b + π˜ab a˜b −
2
3
θ˜q˜a
)
, (34)
h˜ab h˜
c
dH˜
bd
;c + η˜
abcdu˜bσ˜
e
c E˜de − 3E˜ab ω˜b = 4πG
{
2 (µ˜+ p˜) ω˜a + η˜abcdu˜b [q˜c;d + π˜ce (ω˜
e
d + σ˜
e
d)]
}
, (35)
h˜ac h˜
b
d
˜˙˜
Ecd +
(
H˜fd;eh˜
(a
f − 2a˜dH˜(ae
)
η˜b)cdeu˜c + h˜
abσ˜cdE˜cd + θ˜E˜
ab − E˜(ac
(
3σ˜b)c + ω˜b)c
)
= 4πG
[
− (µ˜+ p˜) σ˜ab
−2a˜(aq˜b) − h˜(ac h˜b)d
(
q˜c;d + ˜˜˙πcd
)
−
(
ω˜ (ac + σ˜
(a
c
)
π˜b)c − 1
3
θ˜π˜ab +
1
3
(
q˜c;c + a˜cq˜
c + π˜cdσ˜cd
)
h˜ab
]
, (36)
h˜ac h˜
b
d
˜˙˜
Hcd −
(
E˜fd;eh˜
(a
f − 2a˜dE˜(ae
)
η˜b)cdeu˜c + h˜
abσ˜cdH˜cd + θ˜H˜
ab − H˜(ac
(
3σ˜b)c + ω˜b)c
)
= 4πG
[(
q˜eσ˜
(a
d − π˜fd;eh˜(af
)
η˜b)cdeu˜c + h˜
abω˜cq˜
c − 3ω˜(aq˜b)
]
. (37)
Evaluated in the normal-frame eqs. (26,27,28,30,31) reproduce eqs. (12,13,10,11,9) in the ADM formulation.
Now, we take the normal-frame vector, thus u˜a = n˜a with n˜α ≡ 0, thus ω˜ab = 0. The trace and tracefree parts of
the Gauss equation give [21]:
R˜(3) = 2
(
−1
3
θ˜2 + σ˜2 + 8πGµ˜+ Λ
)
, (38)
R˜
(3)
ab −
1
3
R˜(3)h˜ab = h˜
c
ah˜
d
b
(
− ˜˜˙σcd − θ˜σ˜cd + a˜(c;d)
)
+ a˜aa˜b − 1
3
h˜aba˜
c
;c + 8πGπ˜ab, (39)
where R˜
(3)
ab and R˜
(3) are the Ricci and scalar curvatures of the hypersurface normal to n˜a; for an arbitrary vector V˜a
we have
R˜
(3)
abcdV˜
b ≡ 2∇˜(3)[c ∇˜
(3)
d] V˜a ≡ 2h˜ech˜fd h˜ga∇˜[e
(
h˜hf ]h˜
i
g∇˜hV˜i
)
, R˜
(3)
ab ≡ h˜cdR˜(3)cadb, R˜(3) ≡ h˜abR˜(3)ab . (40)
From this we have
R˜
(3)
abcd = h˜
e
ah˜
f
b h˜
g
c h˜
h
dR˜efgh − θ˜caθ˜db + θ˜bcθ˜ad, (41)
which is the Gauss equation. We can show that R˜
(3)
αβγδ = R
(h)
αβγδ. Equation (39) follows from eq. (30) evaluated in the
normal-frame. Using eqs. (19,20) we can show that eq. (39) reproduces eq. (11) in the ADM formulation. Equation
(38) gives eq. (8) in the ADM formulation.
Compared with the ADM equations in (8-13) part of the covariant equations in (29,32,33,34-37) look new. In the
normal-frame eqs. (29,32) are identically satisfied; using eqs. (14,6,3) we can show
a˜α = (lnN),α , (42)
thus a˜[β;γ] = 0. Still, eqs. (8-13) provide a complete set. These additional equations in the covariant forms should
be regarded as complementary equations which could possibly show certain aspects of the system better. In our
perturbation analyses we will use parts of these equations as complement ones. Although the covariant set of equations
is based on the general frame vector, this does not add any new physics which is not covered by the normal-frame
taken in the ADM formulation, see §III E.
The covariant equations for the scalar fields, generalized gravity, electromagnetic field, null geodesic, and Boltzmann
equation will be introduced individually in the corresponding sections later.
C. Multi-component situation
In the multi-component situation we have
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T˜ab =
∑
l
T˜(l)ab; T˜
b
(i)a;b ≡ I˜(i)a,
∑
l
I˜(l)a = 0. (43)
Based on the normal-frame vector, we have
µ˜ =
∑
l
µ˜(l), p˜ =
∑
l
p˜(l), q˜a =
∑
l
q˜(l)a, π˜ab =
∑
l
π˜(l)ab. (44)
The ADM formulation is based on the normal-frame vector u˜a = n˜a. The ADM fluid quantities in eq. (4) correspond
to the fluid quantities based on the normal-frame vector as
E = µ˜, S = 3p˜, Jα = q˜α, S¯αβ = π˜αβ . (45)
From eq. (4) or eq. (45) we have
E =
∑
l
E(l), S =
∑
l
S(l), Jα =
∑
l
J(l)α, Sαβ =
∑
l
S(l)αβ . (46)
Equation (43) gives
E(i),0N
−1 − E(i),αNαN−1 −K
(
E(i) +
1
3
S(i)
)
− S¯αβ(i) K¯αβ +N−2
(
N2Jα(i)
)
:α
= − 1
N
(
I˜(i)0 − I˜(i)αNα
)
, (47)
J(i)α,0N
−1 − J(i)α:βNβN−1 − J(i)βNβ :αN−1 −KJ(i)α + E(i)N,αN−1 + S β(i)α:β + S β(i)αN,βN−1 = I˜(i)α. (48)
The ADM equations in eqs. (8-13) remain valid, with the above additional equations of motion for the individual
component. Thus, in the multi-component situation eqs. (8-13,46-48) provide a complete set.
III. PERTURBED QUANTITIES
A. Metric and connections
We use the following convention for the metric variables:
g˜00 ≡ −a2 (1 + 2A) , g˜0α ≡ −a2Bα, g˜αβ ≡ a2
(
g
(3)
αβ + 2Cαβ
)
, (49)
where A, Bα and Cαβ are perturbed order variables and are assumed to be based on g
(3)
αβ as the metric. To the
second-order, we can write the perturbation variables explicitly as:
A ≡ A(1) +A(2), Bα ≡ B(1)α +B(2)α , Cαβ ≡ C(1)αβ + C(2)αβ . (50)
As we are interested in the perturbation to the second-order, as our ansatz, we include up to second-order (quadratic)
terms in the deviation from the Friedmann background. This can be extended to any higher-order perturbation
as long as we take the perturbative approach where the lower-order solutions drive (work as sources for) the next
higher-order variables. Thus, in this work we ignore the terms higher than quadratic (second-order) combination of
the perturbed metric (A, Bα, Cαβ), the perturbed fluid quantities (δµ, δp, Qα, Παβ) to be introduced in eq. (72),
the perturbed field (δφ) to be introduced in eq. (111), etc.
The inverse metric expanded to the second-order in perturbation variables is:
g˜00 =
1
a2
(−1 + 2A− 4A2 +BαBα) ,
g˜0α =
1
a2
(−Bα + 2ABα + 2BβCαβ) ,
g˜αβ =
1
a2
(
g(3)αβ − 2Cαβ −BαBβ + 4Cαγ Cβγ
)
. (51)
The connections are:
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Γ˜000 =
a′
a
+A′ − 2AA′ −A,αBα +Bα
(
Bα′ +
a′
a
Bα
)
,
Γ˜00α = A,α −
a′
a
Bα − 2AA,α + 2a
′
a
ABα −BβCβ′α +BβB[β|α],
Γ˜α00 = A
|α −Bα′ − a
′
a
Bα +A′Bα − 2A,βCαβ + 2Cαβ
(
Bβ′ +
a′
a
Bβ
)
,
Γ˜0αβ =
a′
a
g
(3)
αβ − 2
a′
a
g
(3)
αβA+B(α|β) + C
′
αβ + 2
a′
a
Cαβ
+
a′
a
g
(3)
αβ
(
4A2 −BγBγ
)− 2A(B(α|β) + C′αβ + 2a′a Cαβ
)
−Bγ
(
2Cγ(α|β) − C
|γ
αβ
)
,
Γ˜α0β =
a′
a
δαβ +
1
2
(
B
|α
β −Bα|β
)
+ Cα′β +B
α
(
A,β − a
′
a
Bβ
)
+ 2Cαγ
(
B[γ|β] − C′γβ
)
,
Γ˜αβγ = Γ
(3)α
βγ +
a′
a
g
(3)
βγB
α + 2Cα(β|γ) − C |αβγ − 2Cαδ
(
2Cδ(β|γ) − C |δβγ
)
−2a
′
a
g
(3)
γβ
(
ABα +BδCαδ
)
+Bα
(
B(β|γ) + C
′
βγ + 2
a′
a
Cβγ
)
, (52)
where a vertical bar indicates a covariant derivative based on g
(3)
αβ . An index 0 indicates the conformal time η, and a
prime indicates a time derivative with respect to η. The components of the frame four-vector u˜a are introduced as:
u˜0 ≡ 1
a
(
1−A+ 3
2
A2 +
1
2
V αVα − V αBα
)
, u˜α ≡ 1
a
V α,
u˜0 = −a
(
1 +A− 1
2
A2 +
1
2
V αVα
)
, u˜α = a
(
Vα −Bα +ABα + 2V βCαβ
)
, (53)
where V α is based on g
(3)
αβ .
B. Normal-frame quantities
The normal-frame vector n˜a has a property n˜α ≡ 0. Thus we have
n˜0 ≡ 1
a
(
1−A+ 3
2
A2 − 1
2
BαBα
)
, n˜α ≡ 1
a
(
Bα −ABα − 2BβCαβ
)
,
n˜0 = −a
(
1 +A− 1
2
A2 +
1
2
BαBα
)
, n˜α = 0. (54)
Using eqs. (2,3) the ADM metric variables become:
N = a
(
1 +A− 1
2
A2 +
1
2
BαBα
)
, Nα = −a2Bα, Nα = −Bα + 2BβCαβ ,
hαβ = a
2
(
g
(3)
αβ + 2Cαβ
)
, hαβ =
1
a2
(
g(3)αβ − 2Cαβ + 4Cαγ Cβγ
)
. (55)
The connection becomes
Γ
(h)γ
αβ = Γ
(3)γ
αβ +
(
g(3)γδ − 2Cγδ
) (
Cδα|β + Cδβ|α − Cαβ|δ
)
. (56)
The extrinsic curvature in eq. (5) gives:
Kαβ = −a
[(
a′
a
g
(3)
αβ +B(α|β) + C
′
αβ + 2
a′
a
Cαβ
)
(1−A) + 1
2
a′
a
g
(3)
αβ
(
3A2 −BγBγ
)−Bγ (2Cγ(α|β) − C |γαβ )
]
,
K = −1
a
[(
3
a′
a
+Bα|α + C
α′
α
)
(1−A) + 3
2
a′
a
(
3A2 −BαBα
)−Bβ (2Cαβ|α − Cαα|β)− 2Cαβ (C′αβ +Bα|β)
]
,
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K¯αβ = −a
{(
B(α|β) + C
′
αβ
)
(1−A)−Bγ
(
2Cγ(α|β) − C
|γ
αβ
)
− 2
3
Cαβ
(
Bγ|γ + C
γ′
γ
)
−1
3
g
(3)
αβ
[(
Bγ|γ + C
γ′
γ
)
(1−A)−Bγ
(
2Cδγ|δ − Cδδ|γ
)
− 2Cγδ (C′γδ +Bγ|δ)]
}
. (57)
The intrinsic curvature in eq. (7) becomes:
R
(h)
αβ = R
(3)
αβ +
(
g(3)γδ − 2Cγδ
) (
Cδα|βγ + Cδβ|αγ − Cαβ|δγ − Cδγ|αβ
)
+ 2Cγδ|βCγδ|α
−
(
2Cγδ|γ − Cγγ|δ
)(
Cδα|β + C
δ
β|α − C |δαβ
)
−
(
Cδα|γ + C
δ
γ|α − C |δαγ
)(
Cγβ|δ + C
γ
δ|β − C
|γ
βδ
)
,
R(h) =
1
a2
[
R(3) − 2CαβR(3)αβ + 2Cβ|αα β − 2Cα|βα β + 4Cαγ CβγR(3)αβ + 4Cαβ
(
−Cγα|βγ − Cγα|γβ + C
|γ
αβ γ + C
γ
γ|αβ
)
−
(
2Cγβ|γ − Cγγ|β
)(
2Cαβ|α − Cα|βα
)
+ Cαβ|γ
(
3Cαβ|γ − 2Cαγ|β
) ]
, (58)
where
R
(3)α
βγδ =
1
6
R(3)
(
δαγ g
(3)
βδ − δαδ g(3)βγ
)
, R
(3)
αβ =
1
3
R(3)g
(3)
αβ , R
(3) = 6K, (59)
with a normalized K(= 0,±1), the sign of the background three-space curvature. Thus,
R¯
(h)α
β =
1
a2
{
Cαγ |βγ + C
γ|α
β γ − Cα|γβ γ − Cγ|αγ β −
2
3
R(3)Cαβ
−2Cγδ
(
Cαδ|βγ + C
|α
δβ γ − Cαβ|δγ − C |αδγ β
)
− 2Cαγ
(
Cδγ|βδ + C
δ
β|γδ − C |δβγ δ − Cδδ|γβ
)
+
4
3
R(3)Cαγ C
γ
β
−
(
2Cγδ|γ − Cγγ|δ
)(
Cαδ|β + C
δ|α
β − Cα|δβ
)
+ Cγδ|βC
γδ|α + 2Cαγ|δ
(
Cβγ|δ − Cβδ|γ
)
−1
3
δαβ
[
− 2
3
R(3)Cγγ + 2C
δ|γ
γ δ − 2Cγ|δγ δ + 4Cγδ
(
−Cǫγ|δǫ − Cǫγ|ǫδ + C |ǫγδ ǫ + Cǫǫ|γδ
)
+
4
3
R(3)CδγC
γ
δ −
(
2Cǫδ|ǫ − Cǫǫ|δ
)(
2Cγδ|γ − Cγ|δγ
)
+ Cγδ|ǫ
(
3Cγδ|ǫ − 2Cγǫ|δ
) ]}
. (60)
It is convenient to have
Bα |βγ = B
α
|γβ −R(3)αδβγBδ, Bα|βγ = Bα|γβ +R(3)δ αβγBδ. (61)
C. General (u˜a)-frame quantities
To the second-order perturbation, using eqs. (49,51,53), the kinematic quantities in eq. (14) become:
h˜αβ = a
2
[
g
(3)
αβ + 2Cαβ + (Vα −Bα)(Vβ −Bβ)
]
, h˜0α = −a2
(
Vα +AVα + 2CαβV
β
)
, h˜00 = a
2V αVα, (62)
θ˜ = a−1
[
3
a′
a
(1−A) + V α|α + Cα′α +
9
2
a′
a
A2 +BαB′α − 2CαβC′αβ −ACα′α
−V α′Bα + V α
(
V ′α +
3
2
a′
a
Vα −B′α − 3
a′
a
Bα +A,α + C
β
β|α
)]
, (63)
a˜α = A,α + V
′
α − B′α +
a′
a
(Vα −Bα) +A′Bα +A
(
−2A,α + 2B′α + 2
a′
a
Bα − V ′α −
a′
a
Vα
)
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+V β
(
Vα|β +Bβ|α −Bα|β
)
+ 2Cαβ
(
V β′ +
a′
a
V β
)
+ 2C′αβV
β, a˜0 = −V αa˜α, (64)
ω˜αβ = a
(
V[α|β] −B[α|β] +AB[α|β] − V[αA,β] + 2B[αA,β] −B[αB′β]
−V[αV ′β] +B[αV ′β] + V[αB′β] + 2VγCγ[α|β] + 2Cγ[αV γ |β]
)
, ω˜0α = V
βω˜αβ , ω˜00 = 0, (65)
σ˜αβ = a
[
V(α|β) + C
′
αβ −
1
3
g
(3)
αβ
(
V γ |γ + C
γ′
γ
)
+ V(αV
′
β) − V(αB′β) − V ′(αBβ) +B(αB′β)
+V(αA,β) + VγCαβ
|γ −AC′αβ + 2Cδ(αV δ |β) −
2
3
Cαβ
(
V γ |γ + C
γ′
γ
)
−1
3
g
(3)
αβ
(
V γV ′γ − V γB′γ − V γ′Bγ +BγB′γ + V γA,γ + VδCγ|δγ −ACγ′γ − 2CδγC′δγ
)]
,
σ˜0α = −V β σ˜αβ , σ˜00 = 0. (66)
In the normal-frame we have u˜α ≡ 0, thus Vα = Bα −ABα − 2BβCαβ . In this frame we have
h˜αβ = a
2
(
g
(3)
αβ + 2Cαβ
)
, h˜0α = −a2Bα, h˜00 = a2BαBα, (67)
θ˜ = −K, (68)
a˜α = (lnN),α =
(
A−A2 + 1
2
BβBβ
)
,α
, a˜0 = −BαA,α, (69)
σ˜αβ = −K¯αβ, σ˜0α = BβK¯αβ , σ˜00 = 0, (70)
ω˜ab = 0. (71)
In this frame we have θ˜ = −K and σ˜αβ = −K¯αβ. These are natural because K and K¯αβ are the same as negatives
of the expansion scalar and the shear, respectively, of the normal-frame vector field.
D. Fluid quantities
To the perturbed order we decompose the fluid quantities as:
µ˜ ≡ µ+ δµ, p˜ ≡ p+ δp, q˜α ≡ aQα, π˜αβ ≡ a2Παβ , (72)
where Qα and Παβ are based on g
(3)
αβ . In the Friedmann world model we have µ˜ = µ and p˜ = p and zeros for the other
fluid quantities. We have
Παα − 2CαβΠαβ = 0, (73)
which follows from π˜aa = 0 or S¯
α
α = 0. The perturbed order fluid quantities δµ, δp, Qα and Παβ in eq. (72) can be
expanded similarly as in equation (50)
δµ = δµ(1) + δµ(2), δp = δp(1) + δp(2), Qα = Q
(1)
α +Q
(2)
α , Παβ = Π
(1)
αβ +Π
(2)
αβ . (74)
In the multi-component situation, from eqs. (44,72) we set
µ =
∑
l
µ(l), p =
∑
l
p(l),
δµ =
∑
l
δµ(l), δp =
∑
l
δp(l), Qα =
∑
l
Q(l)α, Παβ =
∑
l
Π(l)αβ . (75)
Thus, from eq. (45) the ADM fluid variables become:
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E ≡ µ+ δµ,
S ≡ 3(p+ δp),
Jα ≡ aQα, Jα = 1
a
(
Qα − 2CαβQβ
)
,
S¯αβ ≡ a2Παβ , S¯αβ = Παβ − 2CαγΠβγ , S¯αβ =
1
a2
(
Παβ − 4Cγ(αΠβ)γ
)
. (76)
From eqs. (22,72) we have
q˜α ≡ aQα, q˜0 = −aQαBα,
π˜αβ ≡ a2Παβ , π˜0α = −a2ΠαβBβ , π˜00 = 0. (77)
From eqs. (21,72,54) we have
T˜00 = a
2 [µ+ δµ+ 2µA+ 2δµA+ (µ+ p)BαBα + 2QαB
α] ,
T˜0α = −a2
(
Qα + pBα + δpBα +AQα +ΠαβB
β
)
,
T˜αβ = a
2
(
pg
(3)
αβ + δpg
(3)
αβ +Παβ + 2pCαβ + 2δpCαβ
)
. (78)
From eqs. (4,76) we have
µ+ δµ = T˜abn˜
an˜b, p+ δp =
1
3
hαβ T˜αβ, Qα = −1
a
T˜αbn˜
b, Παβ =
1
a2
(
T˜αβ − hαβ p˜
)
. (79)
Equation (24) gives
˜̺T˜
˜˙˜
S = π˜K +
1
a2
ΠαβK¯αβ − 21
a
QαA,α − 1
a
Qα|α + 2
1
a
(
CαβQβ
)
|α
− 1
a
Cαα|βQ
β . (80)
For the interaction terms in eq. (43) we set
I˜(i)0 ≡ I(i)0 + δI(i)0, I˜(i)α ≡ δI(i)α, (81)
where δI(i)α is based in g
(3)
αβ .
E. Frame choice
The energy-momentum tensor in the general (u˜a) frame follows from eqs. (21,72,53):
T˜ 00 = −µ− δµ− (µ+ p)V α (Vα −Bα)−Qα (2Vα −Bα) ,
T˜ 0α = (1−A) [Qα + (µ+ p) (Vα −Bα)] + (µ+ p)
(
ABα + 2V
βCαβ
)
+ (δµ+ δp) (Vα −Bα) +
(
V β −Bβ)Παβ ,
T˜αβ = (p+ δp) δ
α
β +Π
α
β + V
α [Qβ + (µ+ p) (Vβ −Bβ)] +Qα (Vβ −Bβ)− 2CαγΠβγ . (82)
In the energy-frame we set Qα ≡ 0, thus q˜a = 0. In the normal-frame we have u˜α ≡ 0, thus from eq. (53) we have
Energy−frame : Qα ≡ 0,
Normal−frame : Vα −Bα +ABα + 2BβCαβ ≡ 0. (83)
Although we can take infinitely many different combination of the two frames, the energy- and the normal-frames
are the ones often used in the literature [22]. By choosing a frame (which is a decision about Qα and Vα) we lose
no generality. This is because we have 10 independent informations in T˜ab which can be allocated to the energy
density µ˜ (one), the pressure p˜ (one), the anisotropic stress Παβ (five, because it is tracefree). The remaining (three)
informations can be assigned to either the velocity Vα (three) or the flux Qα (three); or some combinations of Vα and
Qα with total three informations.
Thus, in the normal-frame (indicated by a superscript N) we have
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T˜ 00 = −µ− δµN −QNαBα,
T˜ 0α = (1− A)QNα ,
T˜αβ =
(
p+ δpN
)
δαβ +Π
Nα
β +B
αQNβ − 2CαγΠNβγ , (84)
which is consistent with eq. (78). To the linear-order we notice that δµ, δp, Παβ are independent of the frame choice,
and Qα + (µ + p)(Vα − Bα) is a frame-invariant combination [21]. However, to the second-order we no longer have
such a luxury. As the fluid quantities are defined based on the frame vector as in eq. (23) the values of δµ, δp and
Παβ are dependent on the frame.
By comparing the energy-momentum tensor in the normal-frame in eq. (84) with the one in the general frame in
eq. (82), we find that by replacing the normal-frame fluid quantities to
δµN ≡ δµ+ (V α −Bα) [(µ+ p) (Vα −Bα) + 2Qα] ,
δpN ≡ δp+ 1
3
(V α −Bα) [(µ+ p) (Vα −Bα) + 2Qα] ,
QNα ≡ Qα + (µ+ p) (Vα −Bα) + (µ+ p)
(
ABα + 2V
βCαβ
)
+ (δµ+ δp) (Vα −Bα) +
(
V β −Bβ)Παβ ,
ΠNαβ ≡ Παβ + (µ+ p) (Vα −Bα) (Vβ −Bβ) + 2Q(α
(
Vβ) −Bβ)
)− 1
3
g
(3)
αβ (V
γ −Bγ) [(µ+ p) (Vγ −Bγ) + 2Qγ ] , (85)
we recover the general frame energy-momentum tensor. Thus, by imposing the energy-frame condition (Qα = 0) we
recover the fluid quantities in the energy-frame.
Now, similarly, by comparing eq. (82) with the same one evaluated in the energy-frame, we find that by replacing
the energy-frame fluid quantities (indicated by a superscript E) to
δµE ≡ δµ− 1
µ+ p
QαQα,
δpE ≡ δp− 1
3
1
µ+ p
QαQα,
(µ+ p)
(
V Eα −Bα
) ≡ (µ+ p) (Vα −Bα) +Qα − 2QβCαβ − δµ+ δp
µ+ p
Qα −Qβ Παβ
µ+ p
,
ΠEαβ ≡ Παβ −
1
µ+ p
(
QαQβ − 1
3
g
(3)
αβQ
γQγ
)
, (86)
we recover the general frame energy-momentum tensor. By imposing the normal-frame condition in eq. (83) we
recover the fluid quantities in the normal-frame. Thus, using eqs. (85,86) we can transform the fluid quantities in one
frame to the other:
δµN = δµE + (µ+ p)
(
V Eα −Bα) (V Eα −Bα) ,
δpN = δpE +
1
3
(µ+ p)
(
V Eα −Bα) (V Eα −Bα) ,
QNα = (µ+ p)
(
V Eα −Bα
)
+ (µ+ p)
(
ABα + 2V
EβCαβ
)
+
(
δµE + δpE
) (
V Eα −Bα
)
+
(
V Eβ − Bβ)ΠEαβ ,
ΠNαβ = Π
E
αβ + (µ+ p)
(
V Eα −Bα
) (
V Eβ −Bβ
)− 1
3
g
(3)
αβ (µ+ p)
(
V Eγ −Bγ) (V Eγ −Bγ) ; (87)
δµE = δµN − 1
µ+ p
QNαQNα ,
δpE = δpN − 1
3
1
µ+ p
QNαQNα ,
(µ+ p)
(
V Eα −Bα
)
= QNα − 2QNβCαβ −
δµN + δpN
µ+ p
QNα −QNβ
ΠNαβ
µ+ p
− (µ+ p) (ABα + 2BβCαβ) ,
ΠEαβ = Π
N
αβ −
1
µ+ p
(
QNα Q
N
β −
1
3
g
(3)
αβQ
NγQNγ
)
. (88)
F. Spacetime curvatures to the linear-order
Although straightforward, it is not an easy task to derive the spacetime curvature to the second-order. For our
purpose, fortunately, it is not necessary to have the forms. Still, it is convenient to have the curvatures to the
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linear-order and we present them in the following. These follow from eqs. (49,51,52).
Curvature tensors are:
R˜ab00 = 0, R˜
0
00α = −
(
a′
a
)′
Bα, R˜
0
0αβ = 0,
R˜0α0β =
(
a′
a
)′
g
(3)
αβ −
[
a′
a
A′ + 2
(
a′
a
)′
A
]
g
(3)
αβ −A,α|β +B′(α|β) +
a′
a
B(α|β) + C
′′
αβ +
a′
a
C′αβ + 2
(
a′
a
)′
Cαβ ,
R˜0αβγ = 2
a′
a
g
(3)
α[βA,γ] −Bα|[βγ] +
1
2
(Bγ|αβ −Bβ|αγ)− 2C′α[β|γ],
R˜α00β =
(
a′
a
)′
δαβ −
a′
a
A′δαβ −A|αβ +
1
2
(
B
|α
β +B
α
|β
)′
+
1
2
a′
a
(
B
|α
β +B
α
|β
)
+ Cα′′β +
a′
a
Cα′β ,
R˜α0βγ = 2
a′
a
δα[βA,γ] −B |α[β γ] +Bα|[βγ] − 2
(
a′
a
)2
δα[βBγ] − 2Cα′[β|γ]
R˜αβ0γ =
a′
a
(
g
(3)
βγA
,α − δαγA,β
)
+
(
a′
a
)′
g
(3)
βγB
α −
(
a′
a
)2 (
g
(3)
βγB
α − δαγBβ
)
− 1
2
(
B
|α
β −Bα|β
)
|γ
+ Cα′γ|β − C′ |αβγ ,
R˜αβγδ = R
(3)α
βγδ +
(
a′
a
)2 (
δαγ g
(3)
βδ − δαδ g(3)βγ
)
(1 − 2A)
+
1
2
a′
a
[
g
(3)
βδ
(
B |αγ +B
α
|γ
)
− g(3)βγ
(
B
|α
δ +B
α
|δ
)
+ 2δαγB(β|δ) − 2δαδB(β|γ)
]
+
a′
a
[
g
(3)
βδ C
α′
γ − g(3)βγCα′δ + δαγC′βδ − δαδ C′βγ + 2
a′
a
(
δαγCβδ − δαδ Cβγ
)]
+2Cα(β|δ)γ − 2Cα(β|γ)δ + C |αβγ δ − C |αβδ γ , (89)
R˜00 = −3
(
a′
a
)′
+ 3
a′
a
A′ +∆A−Bα′|α −
a′
a
Bα|α − Cα′′α −
a′
a
Cα′α ,
R˜0α = 2
a′
a
A,α −
(
a′
a
)′
Bα − 2
(
a′
a
)2
Bα +
1
2
∆Bα − 1
2
Bβ|αβ − Cβ′β|α + C
′ |β
αβ ,
R˜αβ = 2Kg
(3)
αβ +
[(
a′
a
)′
+ 2
(
a′
a
)2]
g
(3)
αβ (1− 2A)−
a′
a
A′g
(3)
αβ −A,α|β +B′(α|β) + 2
a′
a
B(α|β) +
a′
a
g
(3)
αβB
γ
|γ
+C′′αβ + 2
a′
a
C′αβ + 2
[(
a′
a
)′
+ 2
(
a′
a
)2]
Cαβ +
a′
a
g
(3)
αβC
γ′
γ + 2C
γ
(α|β)γ − Cγγ|αβ −∆Cαβ , (90)
R˜ =
1
a2
{
6
[(
a′
a
)′
+
(
a′
a
)2
+K
]
− 6a
′
a
A′ − 12
[(
a′
a
)′
+
(
a′
a
)2]
A− 2∆A
+2Bα′|α + 6
a′
a
Bα|α + 2C
α′′
α + 6
a′
a
Cα′α − 4KCαα − 2∆Cαα + 2Cαβ|αβ
}
. (91)
The nonvanishing components of the electric and magnetic parts of the Weyl curvature in eq. (20) are:
E˜αβ = −C˜0α0β
=
1
2
A,α|β −
1
2
B′(α|β) −
1
2
C′′αβ −
1
2
∆Cαβ − 2KCαβ + Cγ(α|β)γ −
1
2
Cγγ|αβ
−1
3
g
(3)
αβ
(
1
2
∆A− 1
2
Bγ′|γ −
1
2
Cγ′′γ −∆Cγγ − 2KCγγ + Cγδ|γδ
)
=
1
2
(
∇α∇β − 1
3
g
(3)
αβ∆
)(
α− ϕ− 1
a
χ′ +
a′
a2
χ
)
− 1
2
Ψ
(v)′
(α|β) −
1
2
[
C
(t)′′
αβ + (∆− 2K)C(t)αβ
]
, (92)
H˜αβ = −1
2
η˜ γδ0(α C˜
0
β)γδ
= −η γδ(α
(
1
2
Bγ|β)δ + C
′
β)γ|δ
)
= −η γδ(α
(
1
2
Ψ
(v)
γ|β)δ + C
(t)′
β)γ|δ
)
, (93)
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where the symmetrization is only over α and β indices. The last steps are evaluated in decomposed forms which will
be introduced in §V. We introduced ηαβγ which is based on g(3)αβ with ηαβγ ≡ η[αβγ] and η123 ≡ 1/
√
g(3). We have
η˜0αβγ =
1
a4
√
1 +D
ηαβγ ,
g˜ = −a8(1 +D)g(3), D ≡ 2A+ 2Cαα + 4ACαα +BαBα + 2CααCββ − 2CαβCβα , (94)
which is valid to the second-order in perturbation.
Deriving the the electric and magnetic parts of Weyl tensor to the second-order using eqs. (19,20) requires quite
lengthy algebra. Instead, using eqs. (30,33) we can derive them easily. Evaluated in the normal-frame we have
E˜αβ =
1
a
(1−A)
(
K¯ ′αβ − 2
a′
a
K¯αβ
)
− 1
a
(
B
|γ
(α −Bγ|(α + 2Cγ′(α
)
K¯β)γ +
1
a
K¯αβ|γB
γ − 1
a2
g(3)γδK¯αγK¯βδ − 2
3
KK¯αβ
+
(
A−A2 + 1
2
BγBγ
)
,α|β
−
(
2Cγ(α|β) − C
|γ
αβ
)
A,γ +A,αA,β − 2
3
Cαβ∆A+ 4πGa
2Παβ
−1
3
g
(3)
αβ
[
− 1
a2
g(3)αγg(3)βδK¯αβK¯γδ +A,γ
(
A,γ − 2Cγδ|δ + C
δ|γ
δ
)
+∆
(
A−A2 + 1
2
BγBγ
)
− 2CγδA,γ|δ
]
,
(95)
H˜αβ =
{[
g
(3)
δ(β (1− Cνν ) + 2Cδ(β
]
K¯α)γ|µ −
(
Cν(α|µ + C
ν
µ|(α − C |νµ(α
)
g
(3)
β)δK¯γν
} 1
a
ηδγµ, (96)
where K and K¯αβ are given in eq. (57); the symmetrization is only over α and β indices. We have E˜abu˜
b = 0 = H˜abu˜
b,
thus E˜α0 = −E˜αβBβ , E˜00 = 0, and similarly for H˜ab.
For later use, it is convenient to have the spacetime scalar curvature expanded to the second-order. In terms of the
ADM notation, using eq. (6), we have
R˜ = R(h) +KαβKαβ +K
2 +
2
N
(−K,0 +K,αNα −N :αα) . (97)
To the second-order in perturbation, using quantities in §III B we have
R˜ ≡ R + δR
= 6
(
K
a2
+ H˙ + 2H2
)
−6HA˙− 12
(
H˙ + 2H2
)
A− 2∆
a2
A+ 2
(
1
a
Bα|α + C˙
α
α
)·
+ 8H
(
1
a
Bα|α + C˙
α
α
)
+ 2
1
a2
[
C
β|α
α β − (∆ + 2K)Cαα
]
+24HAA˙− 4A
(
1
a
Bα|α + C˙
α
α
)·
− 2
(
A˙+ 8HA
)(1
a
Bα|α + C˙
α
α
)
+ 24
(
H˙ + 2H2
)
A2 + 4A
∆
a2
A+ 2
1
a2
A,αA,α
−6H 1
a
A,αB
α + 4
1
a2
A,α|βC
αβ + 2
1
a2
A,β
(
2Cαβ |α − Cα|βα
)
+
1
a2
[
B(α|β)B
α|β +Bα|αB
β
|β − 2
(
BαB
α|β
)
|β
]
−6HBαB˙α − 6
(
H˙ + 2H2
)
BαBα − 21
a
Bα
(
2Cβα|β − Cββ|α
)·
+ 2
1
a
Bα|αC˙
β
β
−21
a
(
2Cβα|β − Cββ|α
)(
B˙α + 3HBα
)
− 41
a
CαβB˙α|β − 2
1
a
(
C˙αβ + 6HCαβ
)
Bα|β + 2
1
a
Bα
(
1
a
Bβ|β + C˙
β
β
)
|α
+C˙αα C˙
β
β − 3C˙αβC˙αβ − 4Cαβ
(
C¨αβ + 4HC˙αβ − 2K
a2
Cαβ
)
+ 4
1
a2
Cαβ
(
−Cγα|βγ − Cγα|γβ +∆Cαβ + Cγγ|αβ
)
− 1
a2
(
2Cγβ|γ − Cγγ|β
)(
2Cαβ|α − Cα|βα
)
+
1
a2
Cαβ|γ
(
3Cαβ|γ − 2Cαγ|β
)
. (98)
An overdot indicates a time derivative with respect to t, with dt = adη.
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IV. PERTURBED EQUATIONS
A. Basic equations with general fluids
In the following we present complete sets of equations valid up to second-order in the perturbation without fixing
the gauge conditions. As the basic set we consider eqs. (5,8-13,47,48) in the ADM formulation.
Definition of δK:
K¯ + 3H
+δK − 3HA+ C˙αα +
1
a
Bα|α
= −A
(
9
2
HA− C˙αα −
1
a
Bα|α
)
+
3
2
HBαBα +
1
a
Bα
(
2Cβα|β − Cββ|α
)
+ 2Cαβ
(
C˙αβ +
1
a
Bα|β
)
≡ N0, (99)
where K ≡ K¯ + δK and K is read from eq. (57).
Energy constraint equation:
16πGµ+ 2Λ− 6H2 − 1
a2
R(3)
+16πGδµ+ 4HδK − 1
a2
(
2C
β|α
α β − 2Cα|βα β −
2
3
R(3)Cαα
)
=
2
3
δK2 −
(
C˙αβ +
1
a
B(α|β)
)(
C˙αβ +
1
a
Bα|β
)
+
1
3
(
C˙αα +
1
a
Bα|α
)2
+
1
a2
[
4Cαβ
(
−Cγα|βγ − Cγα|γβ + C
|γ
αβ γ + C
γ
γ|αβ
)
+
4
3
R(3)Cαγ C
γ
α
−
(
2Cγβ|γ − Cγγ|β
)(
2Cαβ|α − Cα|βα
)
+ Cαβ|γ
(
3Cαβ|γ − 2Cαγ|β
) ]
≡ N1. (100)
Momentum constraint equation:[
C˙βα +
1
2a
(
Bβ|α +B
|β
α
)]
|β
− 1
3
(
C˙γγ +
1
a
Bγ|γ
)
,α
+
2
3
δK,α + 8πGaQα
= A
(
−2
3
δK,α − 8πGaQα
)
+A,β
[
C˙βα +
1
2a
(
Bβ|α +B
|β
α
)]
+
(
2Cβγ|β − Cββ|γ
) [
C˙γα +
1
2a
(
B |γα +B
γ
|α
)]
+ 2Cβγ
(
C˙αγ +
1
a
B(α|γ)
)
|β
+
1
a
[
Bγ
(
Cβγ |α + C
γ|β
α − Cβ|γα
)]
|β
+
1
3
Cγβ|α
(
C˙βγ +
1
a
Bβ|γ
)
−1
3
{
A,α
(
C˙γγ +
1
a
Bγ|γ
)
+ 2Cγδ
(
C˙γδ +
1
a
Bγ|δ
)
|α
+
1
a
[
Bδ
(
2Cγδ|γ − Cγγ|δ
)]
|α
}
≡ N2α. (101)
Trace of the ADM propagation equation:
−
[
3H˙ + 3H2 + 4πG (µ+ 3p)− Λ
]
+δK˙ + 2HδK − 4πG (δµ+ 3δp) + 1
a2
A|αα + 3H˙A
= AδK˙ − 1
a
δK,αB
α +
1
3
δK2 +
3
2
H˙
(
3A2 −BαBα
)
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+
1
a2
[
2AA|αα +A,αA
,α −BβB |αβ α −Bβ|αBβ|α +A,α
(
2Cβα|β − Cββ|α
)
+ 2CαβA,α|β
]
+
(
C˙αβ +
1
a
B(α|β)
)(
C˙αβ +
1
a
Bα|β
)
− 1
3
(
C˙αα +
1
a
Bα|α
)2
≡ N3. (102)
Tracefree ADM propagation equation:[
C˙αβ +
1
2a
(
Bα|β +B
|α
β
)]·
+ 3H
[
C˙αβ +
1
2a
(
Bα|β +B
|α
β
)]
− 1
a2
A
|α
β
−1
3
δαβ
[(
C˙γγ +
1
a
Bγ|γ
)·
+ 3H
(
C˙γγ +
1
a
Bγ|γ
)
− 1
a2
A|γ γ
]
+
1
a2
[
Cαγ |βγ + C
γ|α
β γ − Cα|γβ γ − Cγ|αγ β −
2
3
R(3)Cαβ −
1
3
δαβ
(
2C
δ|γ
γ δ − 2Cγ|δγ δ −
2
3
R(3)Cγγ
)]
− 8πGΠαβ
=
{[
C˙αβ +
1
2a
(
Bα|β +B
|α
β
)]
A+ 2Cαγ
(
C˙βγ +
1
a
B(β|γ)
)
+
1
a
Bγ
(
Cαγ |β + C
γ|α
β − Cα|γβ
)}·
+3H
{[
C˙αβ +
1
2a
(
Bα|β +B
|α
β
)]
A+ 2Cαγ
(
C˙βγ +
1
a
B(β|γ)
)
+
1
a
Bγ
(
Cαγ |β + C
γ|α
β − Cα|γβ
)}
+
[
C˙αβ +
1
2a
(
Bα|β +B
|α
β
)]·
A− 1
a
[
C˙αβ +
1
2a
(
Bα |β +B
|α
β
)]
|γ
Bγ + δK
[
C˙αβ +
1
2a
(
Bα|β +B
|α
β
)]
+
1
a2
[
−AA|α β +
1
2
(−A2 +BγBγ)|α β − 2CαγA,β|γ −
(
Cαγ |β + C
γ|α
β − Cα|γβ
)
A,γ
]
−1
3
δαβ
{[(
C˙γγ +
1
a
Bγ|γ
)
A+ 2Cγδ
(
C˙γδ +
1
a
Bγ|δ
)
+
1
a
Bδ
(
2Cγδ|γ − Cγγ|δ
)]·
+3H
[(
C˙γγ +
1
a
Bγ|γ
)
A+ 2Cγδ
(
C˙γδ +
1
a
Bγ|δ
)
+
1
a
Bδ
(
2Cγδ|γ − Cγγ|δ
)]
+
(
C˙γγ +
1
a
Bγ|γ
)·
A− 1
a
(
C˙γγ +
1
a
Bγ|γ
)
|δ
Bδ + δK
(
C˙γγ +
1
a
Bγ|γ
)
+
1
a2
[
−AA|γ γ +
1
2
(−A2 +BδBδ)|γ γ − 2CγδA,γ|δ −
(
2Cγδ|γ − Cγ|δγ
)
A,δ
]}
+
1
a
Bα|γ
[
C˙γβ +
1
2a
(
Bγ|β +B
|γ
β
)]
− 1
a
Bγ|β
[
C˙αγ +
1
2a
(
Bα|γ +B
|α
γ
)]
+
1
a2
{
2Cγδ
(
Cαδ|βγ + C
|α
δβ γ − Cαβ|δγ − C |αδγ β
)
+ 2Cαγ
(
Cδγ|βδ + C
δ
β|γδ − C |δβγ δ − Cδδ|γβ
)
− 4
3
R(3)Cαγ C
γ
β
+
(
2Cγδ|γ − Cγγ|δ
)(
Cαδ |β + C
δ|α
β − Cα|δβ
)
− Cγδ|βCγδ|α + 2Cαγ|δ
(
Cβδ|γ − Cβγ|δ
)
−1
3
δαβ
[
4Cγδ
(
Cǫγ|δǫ + C
ǫ
γ|ǫδ − C |ǫγδ ǫ − Cǫǫ|γδ
)
− 4
3
R(3)CδγC
γ
δ
+
(
2Cǫδ|ǫ − Cǫǫ|δ
)(
2Cγδ|γ − Cγ|δγ
)
+ Cγδ|ǫ
(
2Cγǫ|δ − 3Cγδ|ǫ
) ]}
−16πGCαγΠβγ
≡ N α4β . (103)
Energy conservation equation:
µ˙+ 3H (µ+ p)
+δµ˙+ 3H (δµ+ δp)− (µ+ p) (δK − 3HA) + 1
a
Qα |α
18
= −1
a
δµ,αB
α + (δµ+ δp) (δK − 3HA) + (µ+ p)
[
AδK +
3
2
H
(
A2 −BαBα
)]
−1
a
[
AQα |α +Q
α
(
2A,α + C
β
β|α − 2Cβα|β
)
− 2CαβQα|β
]
−Παβ
(
C˙αβ +
1
a
Bα|β
)
≡ N5. (104)
Momentum conservation equation:
Q˙α + 4HQα +
1
a
[
(µ+ p)A,α + δp,α +Π
β
α|β
]
= Qα (δK − 3HA) + 1
a
{
−Qα|βBβ −QβBβ|α − (δµ+ δp)A,α +A
[
(µ+ p)A,α − δp,α −Πβα|β
]
− (µ+ p)BβBβ|α + 2
(
CγβΠαγ
)
|β
−ΠγαCββ|γ + ΠβγCγβ|α −A,βΠβα
}
≡ N6α. (105)
In the multi-component situation we additionally have the energy and the momentum conservation of individual
component in eqs. (47,48).
Energy conservation equation for the i-th component:
µ˙(i) + 3H
(
µ(i) + p(i)
)
+
1
a
I(i)0
+δµ˙(i) + 3H
(
δµ(i) + δp(i)
)− (µ(i) + p(i)) (δK − 3HA) + 1
a
Qα(i)|α +
1
a
δI(i)0
= −1
a
δµ(i),αB
α +
(
δµ(i) + δp(i)
)
(δK − 3HA) + (µ(i) + p(i))AδK + 3
2
H
(
µ(i) + p(i)
) (
A2 −BαBα
)
+
1
a
[
−Qα(i)|αA+ 2
(
CαβQ(i)β
)
|α
− Cα|βα Q(i)β − 2A,αQα(i)
]
−Παβ(i)
(
1
a
Bα|β + C˙αβ
)
− 1
a
δI(i)αB
α
≡ N(i)5. (106)
Momentum conservation equation for the i-th component:
Q˙(i)α + 4HQ(i)α +
1
a
(
µ(i) + p(i)
)
A,α +
1
a
(
δp(i),α +Π
β
(i)α|β − δI(i)α
)
=
1
a
{
−
(
δp(i),α +Π
β
(i)α|β − δI(i)α
)
A− (δµ(i) + δp(i))A,α + (µ(i) + p(i)) (AA,α −BβBβ|α)
−Q(i)α|βBβ −Q(i)βBβ|α + a (δK − 3HA)Q(i)α + 2
(
CβγΠ(i)αγ
)
|β
− Cββ|γΠ γ(i)α + Cγβ|αΠ β(i)γ −A,βΠ β(i)α
}
≡ N(i)6α. (107)
The collective fluid quantities are given in eq. (75). The equations are presented with the quadratic combination of
the linear order terms located in the right-hand-side. Still, notice that the equations are presented to the second-order
without separating the background order part.
Equations (99-107) provide a complete set valid for the Einstein’s gravity with an imperfect fluid, thus the most
general form of energy-momentum tensor. We have not imposed any condition like the gauge condition. In the
following subsections we will consider the cases of minimally coupled scalar fields, an electromagnetic field, and a
broad class of generalized gravity theories. We emphasize that even in these additional fields or generalized gravity
the above equations remain valid with the fluid quantities reinterpreted to absorb the contributions from the fields
and the generalized gravity.
B. Scalar field
1. Covariant equations
The action for a minimally coupled scalar field is given as
19
S =
∫ √
−g˜
[
1
16πG
R˜− 1
2
φ˜,cφ˜,c − V˜ (φ˜)
]
d4x. (108)
The equation of motion follows from the variation in φ˜
φ˜;cc − V˜,φ˜ = 0, (109)
where V˜,φ˜ ≡ ∂V˜∂φ˜ . From δg˜abLM ≡
1
2
√−g˜T˜ abδg˜ab we have the energy-momentum tensor
T˜
(φ)
ab = φ˜,aφ˜,b −
1
2
g˜abφ˜
,cφ˜,c − g˜abV˜ (φ˜). (110)
2. Perturbations
We decompose
φ˜ ≡ φ+ δφ. (111)
The equation of motion becomes
φ¨+ 3Hφ˙+ V,φ
+δφ¨+ 3Hδφ˙− ∆
a2
δφ+ V,φφδφ− 2Aφ¨− φ˙
(
A˙+ 6HA− 1
a
Bα|α − C˙αα
)
= 2A
[
δφ¨+ 3Hδφ˙− 2Aφ¨− φ˙
(
2A˙+ 6HA− 1
a
Bα|α − C˙αα
)]
+ δφ˙
(
A˙− 1
a
Bα|α − C˙αα
)
− 21
a
Bαδφ˙,α
+
1
a
δφ,α
(
1
a
A,α − B˙α − 2HBα − 21
a
Cαβ|β +
1
a
C
β|α
β
)
− 2 1
a2
δφ,α|βC
αβ − 1
2
V,φφφδφ
2
+φ¨BαB
α + φ˙
[
1
a
A,αB
α +BαB˙
α + 3HBαBα +
1
a
Bβ
(
2Cαβ|α − Cα|βα
)
+ 2Cαβ
(
1
a
Bα|β + C˙αβ
)]
≡ Nφ. (112)
The energy-momentum tensor gives:
T˜
(φ)
00 =
1
2
φ′2 + a2V + φ′δφ′ + a2 (V,φδφ+ 2V A)
+
1
2
δφ′2 +
1
2
δφ,αδφ
,α +
1
2
a2V,φφδφ
2 + 2a2V,φδφA− φ′δφ,αBα + 1
2
φ′2BαB
α,
T˜
(φ)
0α = φ
′δφ,α −
(
1
2
φ′2 − a2V
)
Bα + δφ
′δφ,α +
(−φ′δφ′ + a2V,φδφ+ φ′2A)Bα,
T˜
(φ)
αβ = g
(3)
αβ
(
1
2
φ′2 − a2V
)
+ g
(3)
αβ
(
φ′δφ′ − a2V,φδφ− φ′2A
)
+
(
φ′2 − 2a2V )Cαβ
+δφ,αδφ,β + 2
[
φ′δφ′ − a2V,φδφ− φ′2A
]
Cαβ
−1
2
g
(3)
αβ
[−δφ′2 + δφ,γδφ,γ + a2V,φφδφ2 + 4φ′δφ′A− 2φ′δφ,γBγ + φ′2 (−4A2 +BγBγ)] . (113)
Fluid quantities can be read from eq. (79) as:
µ(φ) + δµ(φ) =
1
2
φ˙2 + V + φ˙δφ˙− φ˙2A+ V,φδφ
+
1
2
δφ˙2 +
1
2a2
δφ,αδφ
,α +
1
2
V,φφδφ
2 − 2φ˙δφ˙A+ 1
a
φ˙δφ,αB
α + 2φ˙2A2 − 1
2
φ˙2BαBα,
p(φ) + δp(φ) =
1
2
φ˙2 − V + φ˙δφ˙− φ˙2A− V,φδφ
+
1
2
δφ˙2 − 1
6a2
δφ,αδφ
,α − 1
2
V,φφδφ
2 − 2φ˙δφ˙A+ 1
a
φ˙δφ,αB
α + 2φ˙2A2 − 1
2
φ˙2BαBα,
20
Q(φ)α = −
1
a
[
φ˙δφ,α + δφ,α
(
δφ˙− φ˙A
)]
,
Π
(φ)
αβ =
1
a2
(
δφ,αδφ,β − 1
3
g
(3)
αβδφ,γδφ
,γ
)
. (114)
We indicate the quadratic parts (the quadratic combinations of two linear-order terms) as δµ(q), δp(q), Q
(q)
α , and Π
(q)
αβ .
C. Scalar fields
1. Covariant equations
The action for multiple components of minimally coupled scalar fields is
S =
∫ √
−g˜
[
1
16πG
R˜− 1
2
∑
k
φ˜ ,c(k) φ˜(k),c − V˜ (φ˜(l))
]
d4x, (115)
where i, j, . . . = 1, 2 . . . n indicate the n scalar fields. The equation of motion for i-th component is
φ˜ ;c(i) c − V˜,φ˜(i) = 0. (116)
The energy-momentum tensor is
T˜
(φ)
ab =
∑
k
(
φ˜(k),aφ˜(k),b −
1
2
g˜abφ˜
,c
(k) φ˜(k),c
)
− g˜abV˜ (φ˜(l)). (117)
2. Perturbations
We introduce
φ˜(i) ≡ φ(i) + δφ(i). (118)
The equation of motion for i-th component becomes
φ¨(i) + 3Hφ˙(i) + V,φ(i)
+δφ¨(i) + 3Hδφ˙(i) −
∆
a2
δφ(i) +
∑
k
V,φ(i)φ(k)δφ(k) − 2Aφ¨(i) − φ˙(i)
(
A˙+ 6HA− 1
a
Bα|α − C˙αα
)
= 2A
[
δφ¨(i) + 3Hδφ˙(i) − 2Aφ¨(i) − φ˙(i)
(
2A˙+ 6HA− 1
a
Bα|α − C˙αα
)]
+ δφ˙(i)
(
A˙− 1
a
Bα|α − C˙αα
)
− 21
a
Bαδφ˙(i),α
+
1
a
δφ(i),α
(
1
a
A,α − B˙α − 2HBα − 21
a
Cαβ|β +
1
a
C
β|α
β
)
− 2 1
a2
δφ(i),α|βC
αβ − 1
2
∑
k,l
V,φ(i)φ(k)φ(l)δφ(k)δφ(l)
+φ¨(i)BαB
α + φ˙(i)
[
1
a
A,αB
α +BαB˙
α + 3HBαBα +
1
a
Bβ
(
2Cαβ|α − Cα|βα
)
+ 2Cαβ
(
1
a
Bα|β + C˙αβ
)]
≡ Nφ(i) . (119)
The energy-momentum tensor gives:
T˜
(φ)
00 =
1
2
∑
k
φ′2(k) + a
2V +
∑
k
(
φ′(k)δφ
′
(k) + a
2V,φ(k)δφ(k)
)
+ 2a2V A+
∑
k
(
1
2
δφ′2(k) +
1
2
δφ(k),αδφ
,α
(k)
+
1
2
a2
∑
l
V,φ(k)φ(l)δφ(k)δφ(l) + 2a
2V,φ(k)δφ(k)A− φ′(k)δφ(k),αBα +
1
2
φ′2(k)BαB
α
)
,
21
T˜
(φ)
0α =
∑
k
φ′(k)δφ(k),α −
(
1
2
∑
k
φ′2(k) − a2V
)
Bα +
∑
k
[
δφ′(k)δφ(k),α +
(
−φ′(k)δφ′(k) + a2V,φ(k)δφ(k) + φ′2(k)A
)
Bα
]
,
T˜
(φ)
αβ = g
(3)
αβ
(
1
2
∑
k
φ′2(k) − a2V
)
+ g
(3)
αβ
∑
k
(
φ′(k)δφ
′
(k) − a2V,φ(k)δφ(k) − φ′2(k)A
)
+
(∑
k
φ′2(k) − 2a2V
)
Cαβ
+
∑
k
{
δφ(k),αδφ(k),β + 2
[
φ′(k)δφ
′
(k) − a2V,φ(k)δφ(k) − φ′2(k)A
]
Cαβ − 1
2
g
(3)
αβ
[
− δφ′2(k) + δφ(k),γδφ ,γ(k)
+a2
∑
l
V,φ(k)φ(l)δφ(k)δφ(l) + 4φ
′
(k)δφ
′
(k)A− 2φ′(k)δφ(k),γBγ + φ′2(k)
(−4A2 +BγBγ)
]}
. (120)
Fluid quantities can be read from eq. (79) as:
µ(φ) + δµ(φ) =
1
2
∑
k
φ˙2(k) + V +
∑
k
(
φ˙(k)δφ˙(k) − φ˙2(k)A+ V,φ(k)δφ(k)
)
+
∑
k
[
1
2
δφ˙2(k) +
1
2a2
δφ(k),αδφ
,α
(k)
+
1
2
∑
l
V,φ(k)φ(l)δφ(k)δφ(l) − 2φ˙(k)δφ˙(k)A+
1
a
φ˙(k)δφ(k),αB
α +
(
2A2 − 1
2
BαBα
)
φ˙2(k)
]
,
p(φ) + δp(φ) =
∑
k
1
2
φ˙2(k) − V +
∑
k
(
φ˙(k)δφ˙(k) − φ˙2(k)A− V,φ(k)δφ(k)
)
+
∑
k
[
1
2
δφ˙2(k) −
1
6a2
δφ(k),αδφ
,α
(k)
−1
2
∑
l
V,φ(k)φ(l)δφ(k)δφ(l) − 2φ˙(k)δφ˙(k)A+
1
a
φ˙(k)δφ(k),αB
α +
(
2A2 − 1
2
BαBα
)
φ˙2(k)
]
,
Q(φ)α = −
1
a
∑
k
[
φ˙(k)δφ(k),α +
(
δφ˙(k) − φ˙(k)A
)
δφ(k),α
]
,
Π
(φ)
αβ =
1
a2
∑
k
(
δφ(k),αδφ(k),β −
1
3
g
(3)
αβ δφ(k),γδφ
,γ
(k)
)
. (121)
We indicate the quadratic parts as δµ(q), δp(q), Q
(q)
α , and Π
(q)
αβ .
D. Generalized gravity theories
1. Covariant equations
As the action for a class of generalized gravity theories we consider
S =
∫ √
−g˜
[
1
2
f˜(φ˜K , R˜)− 1
2
g˜IJ(φ˜
K)φ˜I,cφ˜J,c − V˜ (φ˜K) + L˜m
]
d4x. (122)
φ˜I is the I-th component of N scalar fields. The capital indices I, J,K, . . . = 1, 2, 3, . . . , N indicate the scalar fields,
and the summation convention is used for repeated indices. f˜(φ˜K , R˜) is a general algebraic function of R˜ and the
scalar fields φ˜I , and g˜IJ(φ˜
K) and V˜ (φ˜K) are general algebraic functions of the scalar fields. We include a nonlinear
sigma type kinetic term where the kinetic matrix g˜IJ is considered as a Riemannian metric on the manifold with the
coordinates φ˜I . The matter part Lagrangian L˜m includes the fluids, the kinetic components, and the interaction with
the fields, as well. We have introduced the general action in eq. (122) in [23,12] as a toy model which allows quite
general handling of various different generalized gravity theories in a unified manner, see [24]. Our generalized gravity
includes as subset: f(R) gravity which includes R2 gravity, the scalar-tensor theory which includes the Jordan-Brans-
Dicke theory, the non-minimally coupled scalar field, the induced gravity, the low-energy effective action of string
theory, etc, and various combinations of such gravity theories with additional multiple fields and fluids. It does not,
however, include higher-derivative theories with terms like RabRab, see [25] for its role.
The gravitational field equation and the equation of motion become:
22
G˜ab =
1
F˜
[
T˜ab + g˜IJ
(
φ˜I ,aφ˜
J
,b −
1
2
g˜abφ˜
I,cφ˜J,c
)
+
1
2
(
f˜ − R˜F˜ − 2V˜
)
g˜ab + F˜,a;b − g˜abF˜ ;cc
]
≡ 8πGT˜ (eff)ab , (123)
φ˜I;c c +
1
2
(
f˜ − 2V˜
),I
+ Γ˜IJK φ˜
J,cφ˜K,c = −L˜ ,Im ≡ Γ˜I , (124)
T˜ ba;b = L˜m,J φ˜
J
,a, (125)
where F˜ ≡ ∂f˜/∂R˜; g˜IJ is the inverse metric of g˜IJ , Γ˜IJK ≡ 12 g˜IL (g˜LJ,K + g˜LK,J − g˜JK,L), and V˜,I˜ ≡ ∂V˜ /(∂φ˜I).
Introduction of the effective energy-momentum tensor T˜
(eff)
ab provides a useful trick to derive and handle the perturbed
set of equations [23]. It allows the equations derived in Einstein gravity remain valid with the energy-momentum
parts replaced by the effective ones.
We note that the gravity theory in eq. (122) can be transformed to Einstein’s gravity through a conformal rescaling
of the metric and rescaling of one of the fields. As the result we have Einstein’s gravity sector with only complications
appearing in the modified form of the field potential; the nonlinear sigma type couplings in the kinetic part also
remain. We have studied the conformal transformation properties to the linear order perturbation in [23,26], and in
most general form in the Appendix A of [29]. Extention to the second-order perturbation is trivial.
2. Perturbed equations
The perturbed set of equations can be derived similarly as in the previous sections on the scalar fields. We set
F˜ ≡ F + δF, Γ˜I ≡ ΓI + δΓI . (126)
Thus,
δF = F,Iδφ
I + F,RδR+
1
2
F,IJδφ
IδφJ + F,IRδφ
IδR+
1
2
F,RRδR
2. (127)
The equation of motion in eq. (124) gives
φ¨I + 3Hφ˙I − 1
2
gIJ (f,J − 2V,J) + ΓIJK φ˙J φ˙K + ΓI
+δφ¨I + 3Hδφ˙I − ∆
a2
δφI − 2Aφ¨I + φ˙I
(
−A˙− 6HA+ 1
a
Bα|α + C˙
α
α
)
− 1
2
gIJ
[
F,JδR+ (f,LJ − 2V,LJ) δφL
]
−1
2
gIJ,Lδφ
L (f,J − 2V,J) + 2ΓIJK
(
φ˙Jδφ˙K −Aφ˙J φ˙K
)
+ ΓIJK,Lδφ
Lφ˙J φ˙K + δΓI
= 2A
[
δφ¨I + 3Hδφ˙I − 2Aφ¨I − φ˙I
(
2A˙+ 6HA− 1
a
Bα|α − C˙αα
)
+ 2ΓIJK
(
φ˙Jδφ˙K −Aφ˙J φ˙K
)
+ ΓIJK,Lδφ
Lφ˙J φ˙K
]
+BαBα
(
φ¨I + 3Hφ˙I + ΓIJK φ˙
J φ˙K
)
+
(
A˙− 1
a
Bα|α − C˙αα
)
δφ˙I − 21
a
Bαδφ˙I ,α − 2
1
a2
CαβδφI ,α|β
+
1
a
δφI ,α
(
1
a
A,α − B˙α − 2HBα − 21
a
Cαβ|β +
1
a
C
β|α
β
)
+φ˙I
[
1
a
A,αB
α +BαB˙α +
1
a
Bα
(
2Cαβ|β − C
β|α
β
)
+ 2Cαβ
(
1
a
Bα|β + C˙αβ
)]
+
1
4
gIJ
[
F,RJδR
2 + 2F,LJδRδφ
L + (f,LMJ − 2V,LMJ) δφLδφM
]
+
1
2
gIJ,Lδφ
L
[
F,JδR + (f,LJ − 2V,LJ) δφL
]
+
1
4
gIJ,LMδφ
LδφM (f,J − 2V,J)
+ΓIJK
(
−δφ˙Jδφ˙K − 21
a
φ˙JδφK,αB
α +
1
a2
δφJ|αδφK,α
)
− 2ΓIJK,LδφLφ˙Jδφ˙K −
1
2
ΓIJK,LMδφ
LδφM φ˙J φ˙K
≡ Ng. (128)
δR can be read from eq. (98). From eq. (123) the effective energy momentum tensor gives:
23
T˜
(eff)
00 =
1
8πGF˜
{
T˜00 +
1
2
gIJφ
I′φJ′ − 1
2
a2 (f −RF − 2V )− 3a
′
a
F ′
+gIJφ
I′δφJ′ +
1
2
gIJ,Lδφ
LφI′φJ′ − 1
2
a2
[
(f,L − 2V,L) δφL −RδF
]
−a2A (f −RF − 2V )− 3a
′
a
δF ′ +∆δF −
(
Bα|α + C
α′
α
)
F ′
+gIJ
(
1
2
δφI′δφJ′ +
1
2
δφI,αδφJ,α +
1
2
BαBαφ
I′φJ′ −BαφI′δφJ,α
)
+gIJ,Lδφ
LφI′δφJ′ +
1
4
gIJ,LMδφ
LδφMφI′φJ′
+
1
4
a2
[
F,RδR
2 − (f,LM − 2V,LM ) δφLδφM
] − a2A [(f,L − 2V,L) δφL −RδF ]
−
(
Bα|α + C
α′
α
)
δF ′ − 2BαδF ′,α −
(
a′
a
Bα + 2Cαβ|β − C
β|α
β
)
δF,α + 2A∆δF − 2CαβδF,α|β
+BαBα
(
F ′′ +
a′
a
F ′
)
+
[
2A,αB
α +Bα
(
2Cαβ|β − C
β|α
β
)
+ 2Cαβ
(
Bα|β + C
′
αβ
)]
F ′
}
,
T˜
(eff)
0α =
1
8πGF˜
{
T˜0α + gIJφ
I′δφJ,α −
1
2
Bα
[
gIJφ
I′φJ′ + a2 (f −RF − 2V )]+ δF ′,α − a′a δF,α
−BαF ′′ −
(
A,α +
a′
a
Bα
)
F ′
+gIJ
[
δφI′δφJ,α +Bα
(−φI′δφJ′ +AφI′φJ′)] + gIJ,LδφL
(
φI′δφJ,α −
1
2
Bαφ
I′φJ′
)
−1
2
a2Bα
[
(f,L − 2V,L) δφL −RδF
]−BαδF ′′ −
(
A,α +
a′
a
Bα
)
δF ′ −
(
1
2
B |βα −
1
2
Bβ|α + C
β′
α
)
δF,β
+Bα∆δF + 2ABαF
′′ +
[
2AA,α + 2
a′
a
ABα +BβC
β′
α −BβB[β|α] + Bα
(
A′ −Bβ|β − Cβ′β
)]
F ′
}
,
T˜
(eff)
αβ =
1
8πGF˜
{
T˜αβ +
1
2
g
(3)
αβ
[
gIJφ
I′φJ′ + a2 (f −RF − 2V ) + 2F ′′ + 2a
′
a
F ′
]
+Cαβ
[
gIJφ
I′φJ′ + a2 (f −RF − 2V ) + 2F ′′ + 2a
′
a
F ′
]
+ δF,α|β −
(
B(α|β) + C
′
αβ
)
F ′
+g
(3)
αβ
[
gIJ
(
φI′δφJ′ −AφI′φJ′)+ 1
2
gIJ,Lδφ
LφI′φJ′ +
1
2
a2
[
(f,L − 2V,L) δφL −RδF
]
+δF ′′ +
a′
a
δF ′ −∆δF − 2AF ′′ −
(
A′ + 2
a′
a
A−Bγ|γ − Cγ′γ
)
F ′
]
+ gIJδφ
I
,αδφ
J
,β
+Cαβ
[
2gIJ
(
φI′δφJ′ −AφI′φJ′)+ gIJ,LδφLφI′φJ′ + a2 [(f,L − 2V,L) δφL −RδF ]
+2
[
δF ′′ +
a′
a
δF ′ −∆δF − 2AF ′′ −
(
A′ + 2
a′
a
A−Bγ|γ − Cγ′γ
)
F ′
] ]
− (B(α|β) + C′αβ) (δF ′ − 2AF ′)− (2Cγ(α|β) − C |γαβ ) (δF,γ −BγF ′)
+g
(3)
αβ
[
1
2
gIJ
[
δφI′δφJ′ − 4AφI′δφJ′ + (4A2 −BγBγ)φI′φJ′ + 2BγφI′δφJ,γ − δφI,γδφJ,γ]
+gIJ,Lδφ
L
(
φI′δφJ′ −AφI′φJ′)+ 1
4
gIJ,LMδφ
LδφMφI′φJ′ +
1
4
a2
[−F,RδR2 + (f,LM − 2V,LM ) δφLδφM ]
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−2AδF ′′ −
(
A′ + 2
a′
a
A−Bγ|γ − Cγ′γ
)
δF ′ + 2BγδF ′,γ
+
(
−A,γ +Bγ′ + a
′
a
Bγ + 2Cγδ|δ − C
δ|γ
δ
)
δF,γ + 2C
γδδF,γ|δ +
(
4A2 −BγBγ
)(
F ′′ +
a′
a
F ′
)
+
[
4AA′ −A,γBγ −BγB′γ − 2A
(
Bγ|γ + C
γ′
γ
)
−Bγ
(
2Cγδ|δ − C
δ|γ
δ
)
− 2Cγδ (Bγ|δ + C′γδ)]F ′
]}
. (129)
The fluid quantities follow from eq. (79):
µ(eff) + δµ(eff) =
1
8πGF˜
{
µ+
1
2
gIJ φ˙
I φ˙J − 1
2
(f −RF − 2V )− 3HF˙
+δµ+ gIJ
(
φ˙Iδφ˙J −Aφ˙I φ˙J
)
+
1
2
gIJ,Lδφ
Lφ˙I φ˙J − 1
2
(f,L − 2V,L) δφL
−3HδF˙ +
(
1
2
R+
∆
a2
)
δF −
(
−6HA+ 1
a
Bα|α + C˙
α
α
)
F˙
+
1
2
gIJ
[
δφ˙Iδφ˙J +
1
a2
δφI,αδφJ,α − 4Aφ˙Iδφ˙J + 2
1
a
Bαφ˙IδφJ,α +
(
4A2 −BαBα
)
φ˙I φ˙J
]
+gIJ,Lδφ
L
(
φ˙Iδφ˙J −Aφ˙I φ˙J
)
+
1
4
gIJ,LMδφ
LδφM φ˙I φ˙J
+
1
4
[
F,RδR
2 − (f,LM − 2V,LM ) δφLδφM
]− (−6HA+ 1
a
Bα|α + C˙
α
α
)(
δF˙ − 2AF˙
)
−
[
3HBα +
1
a
(
2Cαβ|β − C
β|α
β
)](1
a
δF,α −BαF˙
)
− 2 1
a2
CαβδF,α|β + 2F˙C
αβ
(
1
a
Bα|β + C˙αβ
)}
,
p(eff) + δp(eff) =
1
8πGF˜
{
p+
1
2
gIJ φ˙
I φ˙J +
1
2
(f −RF − 2V ) + F¨ + 2HF˙
+δp+ gIJ
(
φ˙Iδφ˙J −Aφ˙I φ˙J
)
+
1
2
gIJ,Lδφ
Lφ˙I φ˙J +
1
2
(f,L − 2V,L) δφL
+δF¨ + 2HδF˙ −
(
1
2
R+
2
3
∆
a2
)
δF − 2AF¨ −
[
A˙+ 4HA− 2
3
(
1
a
Bα|α + C˙
α
α
)]
F˙
+gIJ
[
1
2
δφIδφ˙J − 2Aφ˙Iδφ˙J + 1
2
(
4A2 −BαBα
)
φ˙I φ˙J +
1
a
Bαφ˙IδφJ,α −
1
6a2
δφI,αδφJ,α
]
+gIJ,Lδφ
L
(
φ˙Iδφ˙J −Aφ˙I φ˙J
)
+
1
4
gIJ,LMδφ
LδφM φ˙I φ˙J − 1
4
[
F,RδR
2 − (f,LM − 2V,LM ) δφLδφM
]
−2AδF¨ −
[
A˙+ 4HA− 2
3
(
1
a
Bα|α + C˙
α
α
)](
δF˙ − 2AF˙
)
+ 2
1
a
BαδF˙,α
+
[
−1
a
A,α + B˙α +HBα +
2
3a
(
2Cαβ|β − C
β|α
β
)](1
a
δF,α −BαF˙
)
+
4
3a2
CαβδF,α|β
+
(
4A2 −BαBα
)
F¨ +
[
2AA˙− 2
a
A,αB
α −HBαBα − 4
3
Cαβ
(
1
a
Bα|β + C˙αβ
)]
F˙
}
,
Q(eff)α =
1
8πGF˜
{
Qα − 1
a
gIJ φ˙
IδφJ,α +
1
a
(
−δF˙,α +HδF,α
)
+
1
a
A,αF˙
−1
a
gIJ
(
δφ˙I −Aφ˙I
)
δφJ,α −
1
a
gIJ,Lδφ
Lφ˙IδφJ,α +A
[
−31
a
F˙A,α +
1
a
(
δF˙,α −HδF,α
)]
+
1
a
A,αδF˙ +
1
a
[
1
2a
(
B |βα −Bβ|α
)
+ C˙βα
]
δF,β − 1
a2
BβδF,α|β +
1
a
BβBα|βF˙
}
,
Π
(eff)
αβ =
1
8πGF˜
{
Παβ +
1
a2
δF,α|β −
(
1
a
B(α|β) + C˙αβ
)
F˙ − 1
3
g
(3)
αβ
[
∆
a2
δF −
(
1
a
Bγ|γ + C˙
γ
γ
)
F˙
]
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+
1
a2
gIJδφ
I
,αδφ
J
,β −
2
3
Cαβ
[
∆
a2
δF −
(
1
a
Bγ|γ + C˙
γ
γ
)
F˙
]
−
(
1
a
B(α|β) + C˙αβ
)(
δF˙ − 2AF˙
)
− 1
a
(
2Cγ(α|β) − C
|γ
αβ
)(1
a
δF,γ −BγF˙
)
−1
3
g
(3)
αβ
[
1
a2
gIJδφ
I,γδφJ,γ + 2C
γδ
(
1
a
Bγ|δ + C˙γδ
)
F˙ − 2
a2
CγδδF,γ|δ
−
(
1
a
Bγ|γ + C˙
γ
γ
)(
δF˙ − 2AF˙
)
− 1
a
(
2Cγδ|δ − C
δ|γ
δ
)(1
a
δF,γ −BγF˙
)]}
. (130)
We have used eq. (78) for the energy-momentum tensor. We indicate the quadratic parts as δµ(eff,q), δp(eff,q), Q
(eff,q)
α
and Π
(eff,q)
αβ . We note again that in this generalized gravity the basic equations in §IVA remain valid with the fluid
quantities replaced by the effective ones.
E. Electromagnetic field
1. Covariant equations
The Lagrangian of electromagnetic field is given as
Lem = −1
4
√
−g˜F˜ abF˜ab, (131)
where F˜ab ≡ A˜a,b − A˜b,a. The energy-momentum tensor becomes
T˜
(em)
ab = F˜acF˜
c
b −
1
4
g˜abF˜cdF˜
cd. (132)
We introduce [20]
F˜ab = u˜aE˜b − u˜bE˜a − η˜abcdu˜cH˜d,
E˜a ≡ F˜abu˜b, H˜a ≡ 1
2
η˜abcdu˜
bF˜ cd, E˜2 ≡ E˜aE˜a, H˜2 ≡ H˜aH˜a,
q˜ ≡ −j˜au˜a, J˜a ≡ h˜ab j˜b. (133)
Then we have
T˜
(em)
ab =
1
2
u˜au˜b
(
E˜2 + H˜2
)
+ 2u˜(aη˜b)cgdu˜
cE˜gH˜d − E˜aE˜b − H˜aH˜b + 1
2
h˜ab
(
E˜2 + H˜2
)
,
µ˜(em) =
1
2
(
E˜2 + H˜2
)
, p˜(em) =
1
6
(
E˜2 + H˜2
)
,
q˜(em)a = η˜acgdu˜
cE˜gH˜d, π˜
(em)
ab = −E˜aE˜b − H˜aH˜b +
1
3
h˜ab
(
E˜2 + H˜2
)
. (134)
From the Maxwell equations and the conservation equations
F˜ ab;b = j˜
a, F˜[ab;c] = 0, j˜
a
;a = 0, (135)
we can derive the covariant forms of relativistic Maxwell’s equations [20]:
E˜a;bh˜
b
a + 2H˜aω˜
a = q˜, (136)
H˜a;bh˜
b
a − 2E˜aω˜a = 0, (137)
h˜ab E˜
b
;cu˜
c = E˜b
(
ω˜ab + σ˜
a
b −
2
3
θ˜h˜ab
)
+ η˜abcdub
(
a˜cH˜d − H˜c;d
)
− J˜a, (138)
h˜ab H˜
b
;cu˜
c = H˜b
(
ω˜ab + σ˜
a
b −
2
3
θ˜h˜ab
)
+ η˜abcdu˜b
(
a˜cE˜d − E˜c;d
)
− J˜a, (139)
q˜,au˜
a + θ˜q˜ + h˜ab J˜
b
;a + J˜
aa˜a = 0. (140)
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2. Perturbations
We take the normal-frame, thus u˜a = n˜a, thus ω˜ab = 0. Due to the high symmetry the Friedmann background does
not support the electric or magnetic field. Thus, E˜a and H˜a are already perturbed order. We set
E˜α ≡ Eα, H˜α ≡ Hα, (141)
where Eα and Hα are based on g
(3)
αβ . Thus, E˜0 = −EαBα (which follows from E˜an˜a = 0), etc. For ηabcd see eq. (94).
Equations (136-140) become:
Eα|α − a2δq = 2
(
CαβEβ
)
|α
− Cαα|βEβ , (142)
Hα|α = 2
(
CαβHβ
)
|α
− Cαα|βHβ, (143)
E˙α +HEα +
1
a
ηαβγHβ|γ + J
α = A
(
E˙α +HEα
)
− 1
a
Eα|βB
β + Eβ
(
1
a
Bα|β + 2C˙
α
β
)
−Eα
(
1
a
Bβ|β + C˙
β
β
)
+
1
a
ηαβγ
(
HγA,β −Hβ|γCδδ
)− 2
a
ηβγδCαβHγ|δ, (144)
(Hα ⇔ Eα), (145)
δq˙ + 3Hδq = −3HAδq − 1
a
δq,αB
α + δKδq − 1
a2
[(
Jα − 2CαβJβ
)
|α
+ Jα
(
Cββ|α +A,α
)]
, (146)
where we set
q˜ ≡ q + δq, J˜α ≡ Jα, (147)
with Jα based on g
(3)
αβ ; Jα in this subsection differs from the flux term in ADM notation used in the other sections.
We have q = 0.
The energy-momentum tensor becomes:
T˜
(em)
00 =
1
2
(EαEα +H
αHα) ,
T˜
(em)
0α = −ηαβγEβHγ ,
T˜
(em)
αβ = −EαEβ −HαHβ +
1
2
g
(3)
αβ (E
γEγ +H
γHγ) . (148)
Fluid quantities can be read from eq. (79) as:
δµ(em) = 3δp(em) =
1
2a2
(EαEα +H
αHα) ,
Q(em)α =
1
a2
ηαβγE
βHγ ,
Π
(em)
αβ = −
1
a2
[
EαEβ +HαHβ − 1
3
g
(3)
αβ (E
γEγ +H
γHγ)
]
. (149)
We have µ(em) = 0 = p(em).
F. Null-geodesic and temperature anisotropy
We introduce the photon four-velocity as:
k˜0 ≡ 1
a
(ν + δν) , k˜α ≡ −ν
a
(eα + δeα) ;
k˜0 = −aν
(
1 +
δν
ν
+ 2A−Bαeα + 2Aδν
ν
−Bαδeα
)
,
k˜α = −aν
(
eα + δeα +Bα + 2Cαβe
β +Bα
δν
ν
+ 2Cαβδe
β
)
, (150)
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where eα and δeα are based on g
(3)
αβ , and ν and e
α are assumed to be the background order. We have
d
dλ
=
∂xa
∂λ
∂
∂xa
= k˜a∂a =
ν
a
(
∂0 − eα∂α + δν
ν
∂0 − δeα∂α
)
. (151)
Thus,
d
dy
≡ ∂0 − eα∂α, (152)
can be considered as a derivative along the background photon four-velocity. The null equation, k˜ak˜a = 0, gives
k˜ak˜a = ν
2
[
eαeα − 1 + 2
(
eαδeα − δν
ν
−A+Bαeα + Cαβeαeβ
)
+δeαδeα − δν
2
ν2
− 2δν
ν
(2A−Bαeα) + 2
(
Bα + 2Cαβe
β
)
δeα
]
= 0. (153)
The geodesic equation, k˜a;bk˜
b = 0, using eq. (52), gives
k˜0;bk˜
b =
ν2
a2
{
(aν)′
aν
+
(
δν
ν
)′
+ 2
ν′
ν
δν
ν
− δν,α
ν
eα + 2
a′
a
eαδeα +A
′ − 2a
′
a
A
+
(
Bα|β + C
′
αβ + 2
a′
a
Cαβ
)
eαeβ − 2
(
A,α − a
′
a
Bα
)
eα
+
δν
ν
δν′
ν
− δν,α
ν
δeα + 2
δν
ν
A′ − 2δν
ν
(
A,α − a
′
a
Bα
)
eα +
a′
a
δeαδeα
−2δeα
(
A,α − a
′
a
Bα
)
− 4a
′
a
eαδeαA+ 2e
αδeβ
(
C′αβ + 2
a′
a
Cαβ +B(α|β)
)
−
[
A
(
2Bα|β + 2C
′
αβ + 4
a′
a
Cαβ
)
+Bγ
(
2Cγα|β − C
|γ
αβ
)]
eαeβ +
a′
a
(
4A2 −BαBα
)
+2
(
2AA,α − 2a
′
a
ABα +BβC
β′
α +B
βB[α|β]
)
eα − 2AA′ −A,αBα +Bα
(
B′α +
a′
a
Bα
)}
= 0, (154)
k˜α;bk˜
b =
ν2
a2
{
− eα′ + eβeα|β − δeα
′ − δν
ν
eα′ + δeα|βe
β + δeβeα|β
+
(
2Cαβ|γ − C |αβγ
)
eβeγ −
(
B
|α
β −Bα|β + 2Cα′β
)
eβ +A,α −Bα′
−δν
ν
δeα′ + 2
δν
ν
(A,α −Bα′)−
(
δeβ +
δν
ν
eβ
)(
B
|α
β −Bα|β + 2Cα′β
)
+ δeβδeα |β
+2eβδeγ
(
2Cαβ|γ − C |αβγ
)
+A′Bα − 2A,βCαβ + 2CαβBβ′ − 2BαA,βeβ + 4Cαγ
(
B[β|γ] + C
′
βγ
)
eβ
−2Cαδ
(
2Cδβ|γ − C |δβγ
)
eβeγ +Bα
(
Bβ|γ + C
′
βγ
)
eβeγ
}
= 0, (155)
where we used the null equation in eq. (153). To the background order eqs. (153-155) give
eαeα = 1, ν ∝ a−1, eα′ = eβeα |β . (156)
Using eqs. (152,153), eq. (154) becomes
d
dy
(
δν
ν
+A
)
−A,αeα +
(
Bα|β + C
′
αβ
)
eαeβ
= −δν
ν
δν′
ν
− a
′
a
δν2
ν2
− 2δν
ν
(
A′ + 2
a′
a
A
)
+
δν,α
ν
δeα + 2
δν
ν
A,αe
α
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+2δeαA,α + 4
a′
a
eαδeαA− 2eαδeβ
(
B(α|β) + C
′
αβ
)
+
[
2A
(
Bα|β + C
′
αβ + 2
a′
a
Cαβ
)
+Bγ
(
2Cγα|β − C
|γ
αβ
)]
eαeβ − a
′
a
(
4A2 −BαBα
)
−2
(
2AA,α − 2a
′
a
ABα +BβC
β′
α +B
βB[α|β]
)
eα + 2AA′ +A,αB
α −Bα
(
B′α +
a′
a
Bα
)
≡ Nν . (157)
Thus, we have
(
δν
ν
+A
) ∣∣∣∣∣
O
E
=
∫ O
E
[
A,αe
α − (Bα|β + C′αβ) eαeβ +Nν] dy, (158)
where the integral is along the ray’s null-geodesic path from E the emitted event at the intersection of the ray and
the last scattering surface to O the observed event here and now.
The temperatures of the CMB at two different points (O and E) along a single null-geodesic ray in a given
observational direction are [27,17],
T˜O
T˜E
≡ 1
1 + z˜
≡ (k˜
au˜a)O
(k˜bu˜b)E
, (159)
where u˜a at O and E are the local four-velocities of the observer and the emitter, respectively. Thus, u˜a should be
considered as the one based on the energy-frame which sets q˜a ≡ 0; or equivalently in a general frame vector which
absorbs the flux term to the frame vector to the second-order.
Using eqs. (53,150) we have
k˜au˜a = −ν
[
1 +
δν
ν
+A+
(
V Eα −Bα
)
eα +
δν
ν
A+ δeα
(
V Eα −Bα
)
+
(
ABα + 2CαβV
Eβ
)
eα +
1
2
V EαV Eα −
1
2
A2
]
.
(160)
We have denoted the energy-frame nature by replacing Vα to V
E
α ; if we consider eq. (86), eq. (160) in this form is
valid in the general frame. Since the calculations in the rest of this paper are based on the normal-frame vector we
use eq. (88) to derive the result in the normal-frame. We have
k˜au˜a = −ν
[
1 +
δν
ν
+A+
1
µ+ p
Qαe
α − (δµ+ δp)Qα +ΠαβQ
β
(µ+ p)2
eα
+
δν
ν
A+ δeα
Qα
µ+ p
+
1
2
(
Bα +
Qα
µ+ p
)(
Bα +
Qα
µ+ p
)
− 1
2
A2
]
. (161)
Using eq. (159) we have(
1− TE
TO
νO
νE
)(
1 +
δTE
TE
)
+
δT
T
∣∣∣∣∣
O
E
=
TE
TO
νO
νE
[
δν
ν
+ A+
1
µ+ p
Qαe
α − (δµ+ δp)Qα +ΠαβQ
β
(µ+ p)2
eα +
δν
ν
A+ δeα
Qα
µ+ p
+
1
2
(
Bα +
Qα
µ+ p
)(
Bα +
Qα
µ+ p
)
− 1
2
A2
]∣∣∣∣∣
O
E
×
[
1−
(
δν
ν
+A+
1
µ+ p
Qγe
γ
)
+
δT
T
] ∣∣∣∣∣
E
≡ TE
TO
νO
νE
(
δν
ν
+A+
1
µ+ p
Qαe
α
) ∣∣∣∣∣
O
E
+NT , (162)
where δTT |OE ≡ δTT |O − δTT |E and δTT |E ≡ δTT at E. Thus, if we take TO/TE = νO/νE , eqs. (162,158) give
29
δT
T
∣∣∣∣∣
O
=
δT
T
∣∣∣∣∣
E
+
1
µ+ p
Qαe
α
∣∣∣O
E
+
∫ O
E
[
A,αe
α − (Bα|β + C′αβ) eαeβ +Nν] dy +NT . (163)
In the large angular scale we are considering (larger than the horizon size at the last scattering era) the detailed
dynamics at last scattering is not important. The physical processes of last scattering are important in the small
angular scale where we need to solve the Boltzmann equation for the photon distribution function, see §IVG.
G. Boltzmann equation
1. Covariant equations
The relativistic Boltzmann equation is [28]
d
dλ
f˜ =
dxa
dλ
∂f˜
∂xa
+
dp˜a
dλ
∂f˜
∂p˜a
= p˜a
∂f˜
∂xa
− Γ˜abcp˜bp˜c
∂f˜
∂p˜a
= C˜[f˜ ], (164)
where f˜(xa, p˜b) is a distribution function with the phase space variables xa and p˜a ≡ dxa/dλ, and C˜[f˜ ] is the collision
term. The energy-momentum tensor of the collisionless (or collisional) component is
T˜
(c)
ab =
∫
2θ(p˜0)δ(p˜cp˜c +m
2)p˜ap˜bf˜
d4p˜0123√−g˜ =
∫
2θ(p˜0)δ(p˜cp˜c +m
2)p˜ap˜bf˜
√
−g˜d4p˜0123, (165)
where
δ(p˜cp˜c +m
2) = δ(g˜00p˜
0p˜0 + 2g˜0αp˜
0p˜α + g˜αβ p˜
αp˜β +m2) =
δ(mass shell)
|2g˜00p˜0 + 2g˜0αp˜α| =
δ(mass shell)
2|p˜0| . (166)
Thus, after integrating over p˜0, we have
T˜
(c)
ab =
∫ √−gd3p˜123
|p˜0| p˜ap˜bf˜ , (167)
with the mass-shell condition p˜ap˜a +m
2 = 0.
2. Perturbed equations
Under our metric, using p˜a as the phase space variable, we have
p˜0f˜ ′ + p˜αf˜,α −
{
a′
a
(
p˜0p˜0 + g
(3)
αβ p˜
αp˜β
)
+A′p˜0p˜0 + 2
(
A,α − a
′
a
Bα
)
p˜0p˜α
+
(
−2a
′
a
g
(3)
αβA+Bα|β + C
′
αβ + 2
a′
a
Cαβ
)
p˜αp˜β
+
(
−2AA′ −A,αBα +BαB′α +
a′
a
BαBα
)
p˜0p˜0 + 2
(
−2AA,α + 2a
′
a
ABα −BβCβ′α +BβB[β|α]
)
p˜0p˜α
+
[
a′
a
g
(3)
αβ
(
4A2 −BγBγ
)− 2A(Bα|β + C′αβ + 2a′a Cαβ
)
−Bγ
(
2Cγα|β − C
|γ
αβ
)]
p˜αp˜β
}
∂f˜
∂p˜0
−
[(
2
a′
a
p˜0p˜α + Γ
(3)α
βγ p˜
β p˜γ
)
+
(
A,α −Bα′ − a
′
a
Bα
)
p˜0p˜0 +
(
B
|α
β −Bα|β + 2Cα′β
)
p˜0p˜β
+
(
a′
a
g
(3)
βγB
α + 2Cαβ|γ − C |αβγ
)
p˜β p˜γ
]
∂f˜
∂p˜α
= C˜[f˜ ]. (168)
As the phase space variable it is convenient to use (q, γα) introduced as
30
q ≡ a
√
a2(p˜0)2 −m2
[
1 +
a2(p˜0)2
a2(p˜0)2 −m2
(
A+
1
2
BαBα
)
− 1
2
a4(p˜0)4
[a2(p˜0)2 −m2]2A
2
]
,
γα ≡ a√
a2(p˜0)2 −m2
[
p˜α − a
2(p˜0)2
a2(p˜0)2 −m2Ap˜
α −Bαp˜0 + Cαβ p˜β +
3
2
a4(p˜0)4
[a2(p˜0)2 −m2]2A
2p˜α
+
a2(p˜0)2
a2(p˜0)2 −m2
(
ABαp˜0 −ACαβ p˜β −
1
2
BβBβ p˜
α
)
+ CαβB
β p˜0 − 1
2
CγβC
α
γ p˜
β
]
,
p˜0 =
1
a2
√
q2 +m2a2
(
1−A+ 3
2
A2 − 1
2
BαBα
)
,
p˜α =
1
a2
[
qγα +
√
q2 +m2a2Bα − qCαβ γβ −
√
q2 +m2a2
(
ABα + 2CαβB
β
)
+
3
2
qCγβC
α
γ γ
β
]
, (169)
where γα is based on g
(3)
αβ . The mass-shell condition gives
(p˜0)2 − g(3)αβ p˜αp˜β −m2/a2 + 2A(p˜0)2 + 2Bαp˜αp˜0 − 2Cαβ p˜αp˜β = 0, (170)
and we can show γαγα = 1. The Boltzmann equation becomes
f˜ ′ +
q√
q2 +m2a2
(
γαδf,α − Γ(3)αβγγβγγ
∂δf
∂γα
)
−
[√
q2 +m2a2
q
γαA,α +
(
Bα|β + C
′
αβ
)
γαγβ
]
q
∂f˜
∂q
= − 1√
q2 +m2a2
(
qAγα +
√
q2 +m2a2Bα − qCαβ γβ
)
δf,α
−
{√
q2 +m2a2
q
[
A,α
(
Aγα + Cαβ γ
β
)−BβBβ|αγα]+ 2Cβγ (C′αβ +B(α|β)) γαγγ
+Bγ
(
2Cγα|β − C
|γ
αβ
)
γαγβ
}
q
∂f
∂q
+
[
Γ
(3)α
βγ
(
q√
q2 +m2a2
Aγβγγ +Bβγγ − q√
q2 +m2a2
Cγδ γ
βγδ
)
+
√
q2 +m2a2
q
(
A,α −A,βγβγα
)
+
(
B
|α
β + C
α′
β
)
γβ − (Bβ|γ + C′βγ) γβγγγα + q√
q2 +m2a2
(
Cαβ|γ − C |αβγ
)
γβγγ
]
∂δf
∂γα
+
a2√
q2 +m2a2
(
1 +A− 1
2
A2 +
1
2
BαBα
)
C˜[f˜ ]
≡ Nc. (171)
For convenience we located the collision term in Nc. The energy-momentum tensor becomes
T˜
(c)
ab =
1
a2
∫
p˜ap˜bf˜
q2dqdΩq√
q2 +m2a2
. (172)
Thus, using
∫
γαγβdΩq =
1
3g
(3)
αβ , we have
T˜
(c)
00 =
1
a2
∫ √
q2 +m2a2q2dqdΩq
[
f(1 + 2A) + δf(1 + 2A) +
(
1 +
1
3
q2
q2 +m2a2
)
BαBαf
+
2q√
q2 +m2a2
Bαγ
αδf
]
,
T˜
(c)
α0 = −
1
a2
∫
q4dqdΩq√
q2 +m2a2
{
1
3
Bαf +
[√
q2 +m2a2
q
(
γα +Aγα + Cαβγ
β
)
+Bβγ
βγα
]
δf
}
,
T˜
(c)
αβ =
1
a2
∫
q4dqdΩq√
q2 +m2a2
(
1
3
g
(3)
αβf + δfγαγβ +
2
3
fCαβ + 2δfγ(αCβ)γγ
γ
)
. (173)
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From eq. (79) the fluid quantities become:
µ(c) + δµ(c) =
1
a4
∫ √
q2 +m2a2q2dqdΩq (f + δf) ,
p(c) + δp(c) =
1
3a4
∫
q4dqdΩq√
q2 +m2a2
(f + δf) ,
Q(c)α =
1
a4
∫
q3dqdΩq
(
γα + Cαβγ
β
)
δf,
Π
(c)
αβ =
1
a4
∫
q4dqdΩq√
q2 +m2a2
(
γαγβ − 1
3
g
(3)
αβ + 2γ(αCβ)γγ
γ − 2
3
Cαβ
)
δf. (174)
If we have multiple components each described by the Boltzmann equation, all equations in this subsection remain
valid for any component with f˜ replaced by f˜(i), etc., and the total (collective) fluid quantities as the sum of the
individual ones.
V. DECOMPOSITION
A. Three perturbation types
We decompose the perturbation variables as follow:
A ≡ α,
Bα ≡ β,α +B(v)α ,
Cαβ ≡ ϕg(3)αβ + γ,α|β + C(v)(α|β) + C
(t)
αβ ,
Qα ≡ Q,α +Q(v)α ≡ (µ+ p)
(
−v,α + v(v)α
)
,
Παβ ≡ 1
a2
(
Π,α|β −
1
3
g
(3)
αβ∆Π
)
+
1
a
Π
(v)
(α|β) +Π
(t)
αβ , (175)
with the properties:
B
(v)α
|α ≡ 0, C
(v)α
|α ≡ 0, v
(v)α
|α ≡ 0, Π
(v)α
|α ≡ 0,
C(t)αα ≡ 0, Π(t)αα ≡ 0, C(t)βα|β ≡ 0, Π
(t)β
α|β ≡ 0. (176)
µ + p appearing in the decomposition of Qα is assumed to be the background order quantity. The vector- and the
tensor-type perturbations are denoted by superscripts (v) and (t), respectively. We assume all these variables are
based on g
(3)
αβ . The decomposed variables also can be expressed in terms of the original variables. For example, we
have β = ∆−1∇αBα and B(v)α = Bα −∇α∆−1∇βBβ , etc, where ∇α means ∇(3)α . For the fluid quantities we have
Q = ∆−1∇αQα,
Q(v)α = Qα −∇α∆−1∇βQβ ,
Π =
3
2
a2
(
∆+
1
2
R(3)
)−1
∆−1∇α∇βΠαβ ,
Π(v)α = 2a
(
∆+
1
3
R(3)
)−1 (∇βΠαβ −∇α∆−1∇β∇γΠβγ) ,
Π
(t)
αβ = Παβ −
3
2
(
∇α∇β − 1
3
g
(3)
αβ∆
)(
∆+
1
2
R(3)
)−1
∆−1∇γ∇δΠγδ
−2∇(α
(
∆+
1
3
R(3)
)−1 (∇γΠβ)γ −∇β)∆−1∇γ∇δΠγδ) . (177)
We introduce
32
χ ≡ a (β + aγ˙) , Ψ(v)α ≡ B(v)α + aC˙(v)α , (178)
and let
κ ≡ δK. (179)
In the multi-component situation we have eq. (75). For the individual component we have
Q(i)α ≡ (µ(i) + p(i))
(
−v(i),α + v(v)(i)α
)
,
Π(i)αβ ≡
1
a2
(
Π(i),α|β −
1
3
g
(3)
αβ∆Π(i)
)
+
1
a
Π
(v)
(i)(α|β) +Π
(t)
(i)αβ , (180)
with
v
(v)α
(i) |α ≡ 0, Π
(v)α
(i) |α ≡ 0, Π
(t)α
(i)α ≡ 0, Π
(t)β
(i)α|β ≡ 0, (181)
and
δI(i)α ≡ δI(i),α + δI(v)(i)α, δI
(v)α
(i) |α ≡ 0. (182)
The definitions for the scalar-type perturbation variables are introduced to match with our notation used in the linear
analysis [7,12,29]; compared with our previous definitions in the linear theory our v and v(i) correspond to v/k and
v(i)/k in [29] where k is the wave number. These are the notations introduced by Bardeen in 1988 [7]. A complete
set of equations written separately for the three perturbation types will be presented in equations (195)-(210) where
the quadratic combinations of the linear-order variables contribute to the second-order perturbations. Thus, to the
second-order the three perturbation types couple each other through quadratic combinations of the linear-order terms.
If needed we may decompose the perturbed order quantities explicitly as in eq. (50)
α ≡ α(1) + α(2), ϕ ≡ ϕ(1) + ϕ(2), (183)
etc.
B. Background equations
To the background order, eqs. (100,102,104,112) give
H2 =
8πG
3
µ− K
a2
+
Λ
3
, (184)
a¨
a
= −4πG
3
(µ+ 3p) +
Λ
3
, (185)
µ˙+ 3H (µ+ p) = 0, (186)
φ¨+ 3Hφ˙+ V,φ = 0. (187)
In the multi-component situations from eqs. (106,119) we have
µ˙(i) + 3H
(
µ(i) + p(i)
)
= −1
a
I(i)0, (188)
φ¨(i) + 3Hφ˙(i) + V,φ(i) = 0, (189)
with
µ(φ) =
1
2
∑
k
φ˙2(k) + V, p(φ) =
1
2
∑
k
φ˙2(k) − V, (190)
which follow from eq. (121).
In the generalized gravity considered in §IVD, eqs. (184,185) remain valid by replacing the fluid quantities to the
effective one in eq. (130):
33
µ(eff) =
1
8πGF
[
µ+
1
2
gIJ φ˙
I φ˙J − 1
2
(f −RF − 2V )− 3HF˙
]
,
p(eff) =
1
8πGF
[
p+
1
2
gIJ φ˙
I φ˙J +
1
2
(f −RF − 2V ) + F¨ + 2HF˙
]
. (191)
For the equation of motion, eq. (128) gives
φ¨I + 3Hφ˙I − 1
2
gIJ (f,J − 2V,J) + ΓIJK φ˙J φ˙K + ΓI = 0. (192)
The null-geodesic equations are presented in eq. (156). The Boltzmann equation in eq. (171) gives
f ′ =
a2√
q2 +m2a2
C[f ], (193)
and from eq. (174) we have
µ(c) =
1
a4
∫ √
q2 +m2a2q2dqdΩqf, p
(c) =
1
3a4
∫
q4dqdΩq√
q2 +m2a2
f. (194)
C. Decomposed equations
We summarize a complete set of equations necessary to analyse each perturbation type. We decompose the pertur-
bation variables according to equation (175). Algebraic manipulations are made which can be recognized by examining
the right hand side of the following equations.
The scalar-type perturbation:
κ− 3Hα+ 3ϕ˙+ ∆
a2
χ = N0, (195)
4πGδµ+Hκ+
∆+ 3K
a2
ϕ =
1
4
N1, (196)
κ+
∆+ 3K
a2
χ− 12πG(µ+ p)av = 3
2
∆−1∇αN2α ≡ N (s)2 , (197)
κ˙+ 2Hκ− 4πG (δµ+ 3δp) +
(
3H˙ +
∆
a2
)
α = N3, (198)
χ˙+Hχ− ϕ− α− 8πGΠ = 3
2
a2 (∆ + 3K)
−1
∆−1∇α∇βN β4α ≡ N (s)4 , (199)
δµ˙+ 3H (δµ+ δp)− (µ+ p)
(
κ− 3Hα+ 1
a
∆v
)
= N5, (200)
[a4(µ+ p)v]·
a4(µ+ p)
− 1
a
α− 1
a(µ+ p)
(
δp+
2
3
∆ + 3K
a2
Π
)
= − 1
µ+ p
∆−1∇αN6α ≡ N (s)6 , (201)
δµ˙(i) + 3H
(
δµ(i) + δp(i)
)− (µ(i) + p(i))
(
κ− 3Hα+ 1
a
∆v(i)
)
+
1
a
δI(i)0 = N5(i), (202)
[a4(µ(i) + p(i))v(i)]
·
a4(µ(i) + p(i))
− 1
a
α− 1
a(µ(i) + p(i))
(
δp(i) +
2
3
∆ + 3K
a2
Π(i) − δI(i)
)
= − 1
µ(i) + p(i)
∆−1∇αN6(i)α ≡ N (s)6(i), (203)
δφ¨+ 3Hδφ˙− ∆
a2
δφ+ V,φφδφ− φ˙ (κ+ α˙)−
(
2φ¨+ 3Hφ˙
)
α = Nφ − φ˙N0, (204)
δφ¨(i) + 3Hδφ˙(i) −
∆
a2
δφ(i) +
∑
k
V,φ(i)φ(k)δφ(k) − φ˙(i) (κ+ α˙)−
(
2φ¨(i) + 3Hφ˙(i)
)
α = Nφ(i) − φ˙(i)N0. (205)
The vector-type perturbation:
34
∆+ 2K
2a2
Ψ(v)α + 8πG(µ+ p)v
(v)
α =
1
a
(
N2α −∇α∆−1∇βN2β
) ≡ N (v)2α , (206)
Ψ˙(v)α + 2HΨ
(v)
α − 8πGΠ(v)α = 2a (∆ + 2K)−1
(
∇βN β4α −∇α∆−1∇γ∇βN β4γ
)
≡ N (v)4α , (207)
[a4(µ+ p)v
(v)
α ]·
a4(µ+ p)
+
∆+ 2K
2a2
Π
(v)
α
µ+ p
=
1
µ+ p
(
N6α −∇α∆−1∇βN6β
) ≡ N (v)6α , (208)
[a4(µ(i) + p(i))v
(v)
(i)α]
·
a4(µ(i) + p(i))
+
∆ + 2K
2a2
Π
(v)
(i)α
µ(i) + p(i)
− 1
a
δI
(v)
(i)α
µ(i) + p(i)
=
1
µ(i) + p(i)
(
N6(i)α −∇α∆−1∇βN6(i)β
) ≡ N (v)6(i)α. (209)
The tensor-type perturbation
C¨
(t)
αβ + 3HC˙
(t)
αβ −
∆− 2K
a2
C
(t)
αβ − 8πGΠ(t)αβ
= N4αβ − 3
2
(
∇α∇β − 1
3
g
(3)
αβ∆
)
(∆ + 3K)
−1
∆−1∇γ∇δN δ4γ
−2∇(α (∆ + 2K)−1
(∇γN4β)γ −∇β)∆−1∇γ∇δN δ4γ ) ≡ N (t)4αβ . (210)
In order to derive eqs. (199,207,210) it is convenient to show
1
a2
(
∇α∇β − 1
3
g
(3)
αβ∆
)
(χ˙+Hχ− ϕ− α− 8πGΠ) + 1
a3
(
a2Ψ
(v)
(α|β)
)·
− 8πG1
a
Π
(v)
(α|β)
+C¨
(t)
αβ + 3HC˙
(t)
αβ −
∆− 2K
a2
C
(t)
αβ − 8πGΠ(t)αβ = N4αβ , (211)
which follows from eq. (103). In our perturbative approach, the second-order perturbations are sourced by the
quadratic combinations of all three-types of linear-order terms.
For the scalar field, from eq. (121), we have:
δµ(φ) =
∑
k
(
φ˙(k)δφ˙(k) − φ˙2(k)α+ V,φ(k)δφ(k)
)
+ δµ(q),
δp(φ) =
∑
k
(
φ˙(k)δφ˙(k) − φ˙2(k)α− V,φ(k)δφ(k)
)
+ δp(q),
Q(φ) = −(µ(φ) + p(φ))v(φ) = −1
a
∑
k
φ˙(k)δφ(k) +∆
−1∇αQ(q)α ,
Q(φ,v)α = (µ
(φ) + p(φ))v(φ,v)α = Q
(q)
α −∇α∆−1∇βQ(q)β . (212)
The anisotropic pressure follows from eqs. (121,177).
In the generalized gravity theory in §IVD, eq. (128) gives
δφ¨I + 3Hδφ˙I − ∆
a2
δφI − 2αφ¨I + φ˙I
(
3ϕ˙− α˙− 6Hα+ ∆
a2
χ
)
−1
2
gIJ
[
F,JδR + (f,LJ − 2V,LJ) δφL
]− 1
2
gIJ,Lδφ
L (f,J − 2V,J)
+2ΓIJK
(
φ˙Jδφ˙K −Aφ˙J φ˙K
)
+ ΓIJK,Lδφ
Lφ˙J φ˙K + δΓI = Ng. (213)
Equations (195-201,206-208,210) remain valid even in the generalized gravity by replacing the fluid quantities to the
effective ones. The decomposed effective fluid quantities follow from eqs. (130,177) as:
δµ(eff) =
1
8πGF
[
δµ+ gIJ
(
φ˙Iδφ˙J − αφ˙I φ˙J
)
+
1
2
gIJ,Lδφ
Lφ˙I φ˙J − 1
2
(f,L − 2V,L) δφL
−3HδF˙ +
(
1
2
R+
∆
a2
)
δF +
(
6Hα− ∆
a2
χ− 3ϕ˙
)
F˙ − 8πGµ(eff)δF
]
+ δµ(eff,q),
35
δp(eff) =
1
8πGF
[
δp+ gIJ
(
φ˙Iδφ˙J − αφ˙I φ˙J
)
+
1
2
gIJ,Lδφ
Lφ˙I φ˙J +
1
2
(f,L − 2V,L) δφL + δF¨ + 2HδF˙
−
(
1
2
R+
2
3
∆
a2
)
δF − 2αF¨ −
(
α˙+ 4Hα− 2
3
∆
a2
χ− 2ϕ˙
)
F˙ − 8πGp(eff)δF
]
+ δp(eff,q),
Q(eff) =
1
8πGF
[
Q− 1
a
gIJ φ˙
IδφJ +
1
a
(
−δF˙ +HδF
)
+
1
a
AF˙
]
+Q(eff,q),
Q(eff,v)α =
1
8πGF
Q(v)α +Q
(eff,v,q)
α ,
Π(eff) =
1
8πGF
(
Π+ δF − χF˙
)
+Π(eff,q),
Π(eff,v)α =
1
8πGF
(
Π(v)α −Ψ(v)α F˙
)
+Π(eff,v,q)α ,
Π
(eff,t)
αβ =
1
8πGF
(
Π
(t)
αβ − C˙(t)αβF˙
)
+Π
(eff,t,q)
αβ , (214)
where the quadratic parts follow from eq. (177). As an example, from eqs. (210,214), the gravitational wave equation
in generalized gravity becomes
C¨
(t)
αβ +
(
3H +
F˙
F
)
C˙
(t)
αβ −
∆− 2K
a2
C
(t)
αβ =
1
F
Π
(t)
αβ + 8πGΠ
(eff,t,q)
αβ +N
(t)
4αβ. (215)
For the electromagnetic field we can decompose:
Eα ≡ E(em),α + E(v)α , Hα ≡ H(em),α +H(v)α ; E(v)|αα ≡ 0 ≡ H(v)|αα . (216)
The decomposed forms of fluid quantities can be read from eqs. (149,177). Similarly, for the null-geodesic equations
we decompose
δeα ≡ δe,α + δe(v)α ; δe(v)|αα ≡ 0. (217)
For the temperature anisotropy, eq. (163) gives
δT
T
∣∣∣
O
=
δT
T
∣∣∣
E
− v,αeα
∣∣∣O
E
+
∫ O
E
(
− ϕ′ + α,αeα − 1
a
χ,α|βe
αeβ
)
dy
+v(v)α e
α
∣∣∣O
E
−
∫ O
E
Ψ
(v)
α|βe
αeβdy −
∫ O
E
C
(t)′
αβ e
αeβdy +
∫ O
E
Nνdy +NT . (218)
To the linear-order this result was first presented by Sachs and Wolfe [17]; for further analyses using our notation, see
[30].
For the Boltzmann equation, eq. (171) becomes
f˜ ′ +
q√
q2 +m2a2
(
γαδf,α − Γ(3)αβγγβγγ
∂δf
∂γα
)
−
[
ϕ′ +
√
q2 +m2a2
q
γαα,α +
(
1
a
χ,α|β +Ψ
(v)
α|β + C
(t)′
αβ
)
γαγβ
]
q
∂f˜
∂q
= Nc. (219)
The fluid quantities can be read from eqs. (174,177).
We emphasize that all the equations up to this point are presented without fixing the gauge conditions. In order
to solve the equations in a given situation, we can choose any allowed gauge conditions suitable for the situation. In
this sense, the equations are presented in a gauge-ready form.
VI. GAUGE ISSUE
A. Gauge transformation
We consider the following transformation between two coordinates xa and xˆa
36
xˆa ≡ xa + ξ˜a(xe) ≡ xa + ζ˜a + 1
2
ζ˜a,bζ˜
b. (220)
The variables ξ˜a and ζ˜a are perturbed order quantities. To the second-order we may have
ξ˜a ≡ ξ˜(1)a + ξ˜(2)a, (221)
and similarly for ζ˜a. For any tensor quantity we use the tensor transformation property between xa and xˆa spacetimes.
φ˜(xe) =
ˆ˜
φ(xˆe), v˜a(x
e) =
∂xˆb
∂xa
ˆ˜vb(xˆ
e), t˜ab(x
e) =
∂xˆc
∂xa
∂xˆd
∂xb
ˆ˜tcd(xˆ
e). (222)
Comparing the tensor quantities at the same spacetime point, xa, we can derive the gauge transformation property
of the tensor quantity. We can show that a tensor quantity t transforms as [31]
tˆ(xc) = t(xc)−£ζ˜t+
1
2
£2
ζ˜
t, (223)
where £ζ˜ is a Lie derivative along ζ˜
a. We have
ˆ˜
φ(xe) = φ˜(xe)− φ˜,cξ˜c + φ˜,bξ˜b,cξ˜c +
1
2
φ˜,bcξ˜
bξ˜c, (224)
ˆ˜va(x
e) = v˜a(x
e)− v˜a,bξ˜b − v˜bξ˜b,a +
1
2
v˜a,bcξ˜
bξ˜c + v˜a,bξ˜
b
,cξ˜
c + v˜b,cξ˜
b
,aξ˜
c + v˜bξ˜
b
,acξ˜
c + v˜cξ˜
c
,bξ˜
b
,a, (225)
ˆ˜tab(x
e) = t˜ab(x
e)− 2t˜c(aξ˜c,b) − t˜ab,cξ˜c
+2t˜c(aξ˜
d
,b)ξ˜
c
,d + t˜cdξ˜
c
,aξ˜
d
,b + ξ˜
d
(
2ξ˜c,(bt˜a)c,d + 2t˜c(aξ˜
c
,b)d +
1
2
t˜ab,cdξ˜
c + t˜ab,cξ˜
c
,d
)
. (226)
We define
ξ˜0 ≡ ξ0, ξ˜α ≡ ξα, (227)
where ξα is based on g
(3)
αβ . In terms of ζ˜
a we set ζ˜0 ≡ ζ0 and ζ˜α ≡ ζα where ζα is based on g(3)αβ . Thus, we have
ξ0 = ζ0 +
1
2
ζ0′ζ0 +
1
2
ζ0,αζ
α, ξα = ζα +
1
2
ζα′ζ0 +
1
2
ζα,βζ
β . (228)
From the gauge transformation property of g˜ab and the definitions of our perturbation variables we can derive:
Aˆ = A−
(
ξ0′ +
a′
a
ξ0
)
−A′ξ0 − 2A
(
ξ0′ +
a′
a
ξ0
)
−A,αξα − Bαξα′
+
3
2
ξ0′ξ0′ + ξ0,αξ
α′ + ξα
(
ξ0′,α +
a′
a
ξ0,α
)
+ ξ0
[
ξ0′′ + 3
a′
a
ξ0′ +
1
2
(
a′′
a
+
a′2
a2
)
ξ0
]
− 1
2
ξα′ξ′α, (229)
Bˆα = Bα − ξ0,α + ξ′α − 2Aξ0,α −
(
B′α + 2
a′
a
Bα
)
ξ0 −Bαξ0′ −Bα,βξβ −Bβξβ,α + 2Cαβξβ′
−ξ′αξ0′ + 2ξ0′ξ0,α + ξ0,βξβ,α + ξγξ0,αγ − ξ0
(
ξ′′α + 2
a′
a
ξ′α − ξ0′,α − 2
a′
a
ξ0,α
)
−ξβ,αξ′β − g(3)αβ ξβ,γξγ′ − ξγ
(
g
(3)
αβ,γξ
β′ + g
(3)
αβ ξ
β′
,γ
)
, (230)
Cˆαβ = Cαβ − a
′
a
ξ0g
(3)
αβ −
1
2
g
(3)
αβ,γξ
γ − g(3)γ(αξγ,β)
+B(αξ
0
,β) −
(
C′αβ + 2
a′
a
Cαβ
)
ξ0 − Cαβ,γξγ − 2Cγ(αξγ,β) + ξ′(αξ0,β) −
1
2
ξ0,αξ
0
,β +
a′
a
g
(3)
αβ ξ
γξ0,γ
+ξ0
[
a′
a
g
(3)
αβξ
0′ +
1
2
(
a′′
a
+
a′2
a2
)
g
(3)
αβξ
0 +
(
1
2
ξγ′ +
a′
a
ξγ
)
g
(3)
αβ,γ + 2
a′
a
g
(3)
γ(αξ
γ
,β) + g
(3)
γ(αξ
γ′
,β)
]
+ξδ,(βg
(3)
α)γξ
γ
,δ +
1
2
g
(3)
γδ ξ
γ
,αξ
δ
,β + ξ
δ
(
1
2
g
(3)
αβ,γξ
γ
,δ + ξ
γ
,(βg
(3)
α)γ,δ +
1
4
g
(3)
αβ,γδξ
γ + g
(3)
γ(αξ
γ
,β)δ
)
. (231)
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From the gauge transformation property of T˜ab and using the definitions of our perturbed fluid variables in the
normal-frame we can derive:
δµˆ = δµ− (µ′ + δµ′) ξ0 − δµ,αξα + µ′
(
ξ0ξ0′ + ξ0,αξ
α
)
+
1
2
µ′′ξ0ξ0 +
[
2Qα + (µ+ p)ξ0,α
]
ξ0,α, (232)
δpˆ = δp− (p′ + δp′) ξ0 − δp,αξα + p′
(
ξ0ξ0′ + ξ0,αξ
α
)
+
1
2
p′′ξ0ξ0 +
1
3
[
2Qα + (µ+ p)ξ0,α
]
ξ0,α, (233)
Qˆα = Qα + (µ+ p)ξ
0
,α −Qβξβ,α −Qα,βξβ −
(
Q′α +
a′
a
Qα
)
ξ0 + (µ+ p)Aξ0,α +
[
δµ+ δp− (µ′ + p′) ξ0] ξ0,α
+Πβαξ
0
,β − (µ+ p)
[
ξ0,αξ
0′ + ξβ,αξ
0
,β + ξ
0
(
ξ0′,α +
a′
a
ξ0,α
)
+ ξβξ0,αβ
]
, (234)
Πˆαβ = Παβ − 2Πγ(αξγ,β) −
(
Π′αβ + 2
a′
a
Παβ
)
ξ0 −Παβ,γξγ
+
[
2Q(α + (µ+ p)ξ
0
,(α
]
ξ0,β) −
1
3
g
(3)
αβ
[
2Qγ + (µ+ p)ξ0,γ
]
ξ0,γ . (235)
Under the gauge transformation the individual fluid quantities δµ(i), δp(i), Q(i)α, Π(i)αβ , and δφ(i) transform just like
the corresponding collective fluid quantities in eqs. (232-239) with all the fluid quantities changed into the ones for
the individual one. Using the vector nature of I˜(i)a we have
δIˆ(i)0 = δI(i)0 −
(
I(i)0ξ
0
)′ − (δI(i)0ξ0)′ − δI(i)0,αξα + δI(i)αξα′ + I ′(i)0ξ0′ξ0 + [I(i)0 (ξ0′ξ0 + ξ0,αξα)]′ , (236)
δIˆ(i)α = δI(i)α − I(i)0ξ0,α − δI(i)0ξ0,α − δI ′(i)αξ0 − δI(i)α,βξβ − δI(i)βξβ,α + I ′(i)0ξ0,αξ0
+I(i)0
[(
ξ0,αξ
0
)′
+
(
ξ0,βξ
β
)
,α
]
. (237)
The fluid quantities we use in this work are based on the normal-frame four-vector where n˜α = 0, see eq. (83).
It is convenient to have the gauge-transformation properties of the fluid quantities in the energy-frame where we set
Qα = 0. These can be derived either by applying the frame-transformation rule presented in eqs. (87,88) or directly
from the gauge transformation property of the energy-momentum tensor in eq. (82) with Qα = 0 in the energy-frame.
We have
δµˆE = δµE − (µ′ + δµE′) ξ0 − δµE,αξα + 12µ′′ξ0ξ0 + µ′ (ξ0ξ0′ + ξαξ0,α) ,
δpˆE = δpE − (p′ + δpE′) ξ0 − δpE,αξα + 12p′′ξ0ξ0 + p′ (ξ0ξ0′ + ξαξ0,α) ,
Vˆ Eα − Bˆα = V Eα −Bα + ξ0,α −
(
V Eα −Bα
)′
ξ0 +
a′
a
(
V Eα −Bα
)
ξ0 − (V Eβ −Bβ) ξβ,α − (V Eα −Bα),β ξβ
+
(
V Eβ + ξβ′
)(
g
(3)
αβ,γξ
γ + 2g
(3)
γ(αξ
γ
,β)
)
+
(
A− ξ0′ − a
′
a
ξ0
)(
2ξ0,α − ξ′α
)
+Bα
(
ξ0′ + 3
a′
a
ξ0
)
− 2Cαβξβ′
−ξβ,αξ0,β − ξ0ξ0′,α − ξβξ0,αβ + 2
a′
a
ξ0ξ′α,
ΠˆEαβ = Π
E
αβ −
(
ΠE′αβ + 2
a′
a
ΠEαβ
)
ξ0 −ΠEαβ,γξγ − 2ΠEγ(αξγ,β). (238)
From the gauge transformation of φ˜ we have
δφˆ = δφ− (φ′ + δφ′) ξ0 − δφ,αξα + φ′
(
ξ0′ξ0 + ξ0,αξ
α
)
+
1
2
φ′′ξ0ξ0. (239)
Using the gauge-transformation property of a vector quantity k˜a similar to eqs. (222,225), and using the definition
of k˜a in eq. (150) we can derive
δνˆ
ν
=
δν
ν
+ ξ0′ + 2
a′
a
ξ0 − ξ0,αeα −
δν′
ν
ξ0 +
δν
ν
(
ξ0′ +
a′
a
ξ0
)
− δν,α
ν
ξα − ξ0,αδeα
+ξ0
[
−ξ0′′ −
(
a′′
a
− 3a
′2
a2
)
ξ0 + ξ0′,αe
α + ξ0,α
(
eα′ − 2a
′
a
eα
)]
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+ξα
(
−ξ0′,α − 2
a′
a
ξ0,α + ξ
0
,αβe
β + ξ0,βe
β
,α
)
, (240)
δeˆα = δeα − ξ0
(
eα′ − 2a
′
a
eα
)
− ξα′ + ξα,βeβ − eα,βξβ − ξ0
(
δeα′ − 2a
′
a
δeα
)
− ξα′ δν
ν
+ ξα,βδe
β − δeα,βξβ
+ξ0
{
ξ0′
(
eα′ − 2a
′
a
eα
)
+ ξ0
[
1
2
eα′′ − 2a
′
a
eα′ −
(
a′′
a
− 3a
′2
a2
)
eα
]
+ξα′′ − 2a
′
a
ξα′ − ξα′,βeβ + eα,βξβ′ + ξβ
(
eα′,β − 2
a′
a
eα,β
)
− ξα,β
(
eβ′ − 2a
′
a
eβ
)}
+ξβ
[
1
2
eα,βγξ
γ − ξα,γeγ,β + eα,γξγ,β + ξα′,β − ξα,βγeγ + ξ0,β
(
eα′ − 2a
′
a
eα
)]
. (241)
Using the scalar nature of the temperature T˜ and eq. (224) we can show
δTˆ (xe) = δT (xe)− (T ′ + δT ′) ξ0 − δT,αξα + T ′
(
ξ0′ξ0 + ξ0,αξ
α
)
+
1
2
T ′′ξ0ξ0. (242)
Using the vector nature of the electric and magnetic vectors and eq. (225) we can show
Eˆα(x
e) = Eα(x
e)− E′αξ0 − Eα,βξβ − Eβξβ,α, (243)
and similarly for Hα. Thus, Eα and Hα are gauge-invariant to the linear-order.
Since p˜a ≡ dxa/dλ, under the gauge transformation we have ˆ˜pa = p˜a + ξ˜a,bp˜b. Using the definitions of q and γα in
Eq. (169) we can derive
qˆ = q
{
1 +
a′
a
ξ0 +
√
q2 +m2a2
q
ξ0,αγ
α +
√
q2 +m2a2
q
ξ0,α
[
γα
(
A− ξ0′ + a
′
a
ξ0
)
− Cαβ γβ
]
+
q2 +m2a2
q2
[
−A′ξ0 −A,αξα + 1
2
ξ0,αξ
0,α + ξα
(
ξ0′,α +
a′
a
ξ0,α
)
+ ξ0ξ0′′ +
a′
a
ξ0ξ0′
+
(
1
2
a′′
a
3q2 + 2m2a2
q2 +m2a2
− a
′2
a2
)
ξ0ξ0
]
− 1
2
m2a2
q2
ξ0,αξ
0
,βγ
αγβ
}
, (244)
γˆα = γα +
√
q2 +m2a2
q
(
ξ0,α − ξ0,βγβγα
)
+
(
ξα,β −
1
2
ξα|β −
1
2
ξ
|α
β
)
γβ. (245)
As γˆα always appears together with perturbed order terms multiplied, it is evaluated only to the linear-order. From
the scalar nature of f˜ we have
f˜(xe, q, γǫ) =
ˆ˜
f(xˆe, qˆ, γˆǫ) =
ˆ˜
f(xe + ξ˜e, q + δq, γǫ + δγǫ). (246)
At the same momentum space and the spacetime point, we have
δfˆ = δf − f˜ ′ξ0 − f˜,qδq + f ′ξ0ξ0′ + 1
2
f ′′ξ0ξ0 + 2f ′,qξ
0δq + f,qδq,qδq +
1
2
f,qqδq
2 − δf,αξα − δf,γαδγα. (247)
Using eqs. (244,245,229) we have
δfˆ = δf − f˜ ′ξ0 − qf˜,q
(
a′
a
ξ0 +
√
q2 +m2a2
q
ξ0,αγ
α
)
−qf,q
{√
q2 +m2a2
q
ξ0,α
[
γα
(
A− ξ0′)− Cαβ γβ]+ q2 +m2a2q2
[
−A′ξ0 −A,αξα
+ξα
(
ξ0′,α +
a′
a
ξ0,α
)
+ ξ0ξ0′′ +
1
2
a′′
a
3q2 + 2m2a2
q2 +m2a2
ξ0ξ0 +
a′
a
ξ0ξ0′ +
1
2
ξ0,αξ
0,α
]
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−1
2
2q2 +m2a2
q2
ξ0,αξ
0
,βγ
αγβ − 2q
2 +m2a2
q2
a′2
a2
ξ0ξ0 − q√
q2 +m2a2
a′
a
ξ0ξ0,αγ
α
}
+
1
2
q2f,qq
(
a′2
a2
ξ0ξ0 + 2
√
q2 +m2a2
q
a′
a
ξ0ξ0,αγ
α +
q2 +m2a2
q2
ξ0,αξ
0
,βγ
αγβ
)
+2qf ′,qξ
0
(
a′
a
ξ0 +
√
q2 +m2a2
q
ξ0,αγ
α
)
+ f ′ξ0ξ0′ +
1
2
f ′′ξ0ξ0
−δf,αξα − δf,γα
[√
q2 +m2a2
q
(
ξ0,α − ξ0,βγβγα
)
+
(
ξα,β −
1
2
ξα|β −
1
2
ξ
|α
β
)
γβ
]
. (248)
Notice that with our phase space variables introduced in Eq. (169) the distribution function f is spatially gauge-
invariant to the linear-order. We can check that the gauge transformation property of δf in Eq. (248) is consistent
with the gauge transformation properties of the fluid quantities identified in Eq. (174).
We further decompose ξα (and similarly for ζα) into the scalar- and vector-types as
ξα ≡ 1
a
ξ,α + ξ
(v)
α , (249)
with ξ
(v)α
|α ≡ 0. In order to fix the gauge we can impose three conditions on three variables such that these conditions
can fix ξ0, ξ and ξ
(v)
α . We call these conditions fixing ξ0, ξ and ξ
(v)
α as the temporal, the spatial and the rotational
gauge fixing conditions, respectively.
The decomposed variables in eq. (175) and others transform as
αˆ = α− 1
a
(
aξ0
)′
+Aξ,
βˆ = β − ξ0 +
(
1
a
ξ
)′
+∆−1∇αBξα,
Bˆ(v)α = B
(v)
α + ξ
(v)′
α +Bξα −∇α∆−1∇βBξβ,
γˆ = γ − 1
a
ξ +
1
2
(
∆+
1
2
R(3)
)−1 (
3∆−1∇α∇βCξαβ − C αξα
)
,
ϕˆ = ϕ− a
′
a
ξ0 +
1
3
C αξα −
1
6
∆
(
∆+
1
2
R(3)
)−1 (
3∆−1∇α∇βCξαβ − C αξα
)
,
Cˆ(v)α = C
(v)
α − ξ(v)α + 2
(
∆+
1
3
R(3)
)−1 (∇βCξαβ −∇α∆−1∇γ∇βCξγβ) ,
Cˆ
(t)
αβ = C
(t)
αβ − Cξαβ −
1
3
C γξγ g
(3)
αβ −
1
2
(
∇α∇β − 1
3
g
(3)
αβ∆
)(
∆+
1
2
R(3)
)−1 (
3∆−1∇γ∇δCξγδ − C γξγ
)
−∇(α
(
∆+
1
3
R(3)
)−1 (∇γCξβ)γ −∇β)∆−1∇γ∇δCξγδ) ,
δµˆ = δµ− µ′ξ0 + δµξ,
δpˆ = δp− p′ξ0 + δpξ,
vˆ = v − ξ0 − 1
µ+ p
∆−1∇αQξα,
vˆ(v)α = v
(v)
α +
1
µ+ p
(
Qξα −∇α∆−1∇βQξβ
)
,
Πˆ = Π+
3
2
a2
(
∆+
1
2
R(3)
)−1
∆−1∇α∇βΠξαβ ,
Πˆ(v)α = Π
(v)
α + 2a
(
∆+
1
3
R(3)
)−1 (∇βΠξαβ −∇α∆−1∇β∇γΠξβγ) ,
Πˆ
(t)
αβ = Π
(t)
αβ −Πξαβ −
3
2
(
∇α∇β − 1
3
g
(3)
αβ∆
)(
∆+
1
2
R(3)
)−1
∆−1∇γ∇δΠξγδ
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−∇(α
(
∆+
1
3
R(3)
)−1 (∇γΠξβ)γ −∇β)∆−1∇γ∇δΠξγδ) ,
δφˆ = δφ− φ′ξ0 + δφξ,
δνˆ
ν
=
δν
ν
+ ξ0′ + 2
a′
a
ξ0 − ξ0,αeα +
δνξ
ν
,
δeˆ = δe− 1
a
ξ′ +
a′
a2
ξ −∆−1∇α
[
ξ0
(
eα′ − 2a
′
a
eα
)]
+∆−1
[
1
a
∆(ξ,α)e
α + 2Kξ(v)α e
α − eα|βα
(
1
a
ξ,β + ξ(v)β
)
+∇αδeαξ
]
,
δeˆ(v)α = δeα − δe,α,
δTˆ = δT − T ′ξ0 + δTξ,
Eˆ(em) = E(em) +∆−1∇αEαξ,
Eˆ(v)α = E
(v)
α + Eαξ −∇α∆−1∇βEβξ,
δf˜ = δf − q ∂f
∂q
(
a′
a
ξ0 +
√
q2 +m2a2
q
ξ0,αγ
α
)
+ δfξ, (250)
where Aξ indicates the quadratic parts of eq. (229) and similarly for other variables. For δf we have used f
′ = 0
which follows from eq. (171) for C[f ] = 0 to the background order.
Using t instead of η (indicated as 0) as the time variable, from the definition dt ≡ adη we can show
ξ0 =
1
a
ξt
(
1− 1
2
Hξt
)
. (251)
B. Linear-order
From eq. (250) we find that the decomposed metric and matter variables transform to the linear-order as:
αˆ = α− ξ˙t, βˆ = β − 1
a
ξt + a
(
ξ
a
)·
, γˆ = γ − 1
a
ξ, ϕˆ = ϕ−Hξt, χˆ = χ− ξt, κˆ = κ+
(
3H˙ +
∆
a2
)
ξt,
δµˆ = δµ− µ˙ξt, δpˆ = δp− p˙ξt, vˆ = v − 1
a
ξt, Πˆ = Π, δφˆ = δφ− φ˙ξt,
Bˆ(v)α = B
(v)
α + aξ˙
(v)
α , Cˆ
(v)
α = C
(v)
α − ξ(v)α , Ψˆ(v)α = Ψ(v)α , vˆ(v)α = v(v)α , Πˆ(v)α = Π(v)α ,
Cˆ
(t)
αβ = C
(t)
αβ , Πˆ
(t)
αβ = Π
(t)
αβ . (252)
1. Temporal gauge conditions
Temporal gauge fixing condition, fixing ξt, applies only to the scalar-type perturbation. To the linear-order, we can
impose any one of the following temporal gauge conditions to be valid at any spacetime point:
synchronous gauge : α ≡ 0 → ξt(x),
comoving gauge : v ≡ 0 → ξt = 0,
zero−shear gauge : χ ≡ 0 → ξt = 0,
uniform−expansion gauge : κ ≡ 0 → ξt = 0,
uniform−curvature gauge : ϕ ≡ 0 → ξt = 0,
uniform−density gauge : δµ ≡ 0 → ξt = 0,
uniform−pressure gauge : δp ≡ 0 → ξt = 0,
uniform−field gauge : δφ ≡ 0 → ξt = 0. (253)
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Except for the synchronous gauge condition, each of the other temporal gauge fixing conditions completely removes
the temporal gauge mode. In the multi-component situations in addition we can choose one of the following conditions
as the proper temporal gauge condition which also removes the temporal gauge-mode completely:
δµ(i) ≡ 0, δp(i) ≡ 0, v(i) ≡ 0, δφ(i) ≡ 0. (254)
All these variables which can be used to fix the temporal gauge freedom in fact do not depend on the spatial gauge
transformation, ξ, thus are naturally spatially gauge-invariant.
The followings are some examples of combinations of variables which are temporally gauge-invariant:
δµv ≡ δµ− µ˙av, ϕχ ≡ ϕ−Hχ, vχ ≡ v − 1
a
χ, ϕv ≡ ϕ− aHv, ϕδφ ≡ ϕ− H
φ˙
δφ ≡ −H
φ˙
δφϕ. (255)
These are completely (i.e., both spatially and temporally) gauge-invariant to the linear-order. Any variable under
any gauge condition in eqs. (253,254) (except for the synchronous gauge), has a unique equivalent gauge-invariant
combination. For example, we have
ϕχ = ϕ|χ≡0. (256)
Thus, ϕχ is the same as ϕ variable in the zero-shear gauge where we set χ ≡ 0.
All the equations in §IV and V are presented without imposing any gauge condition. The equations are arranged
using the above variables in eqs. (253,254) which can be used in fixing the temporal gauge condition. This allows us to
use the various temporal gauge conditions optimally depending on the situation, thus the equations are presented in a
sort of gauge-ready manner. Usually we do not know the most suitable gauge condition a priori. In order to take the
advantage of gauge choice in the most optimal way it is desirable to use the gauge-ready form equations presented in
this paper. Our set of equations is arranged so that we can easily impose various fundamental gauge conditions in eqs.
(253,254), and their suitable combinations as well. As we have so many different ways of fixing the temporal gauge
conditions it is convenient to denote the gauge condition, or equivalently, gauge-invariant combination, we are using.
Our notation for gauge-invariant combinations proposed in eq. (255) is convenient for such a purpose in the spirit
of our gauge strategy [12,29]. The notation is also practically convenient for connecting solutions in different gauge
conditions as well as tracing the associated gauge conditions easily. Compared with the notations for gauge-invariant
variables which were introduced by Bardeen [6,7] we have
ǫm = δv ≡ δµv/µ, ΨH = ϕχ, v(0)s = kvχ, pπ(0)L = δp, pπ(0)T = −
∆
a2
Π, ζ ≡ ϕδ, (257)
etc.; we ignored the harmonic functions used in [6]. The perturbed curvature variable in the comoving gauge R often
used in the literature is the same as our ϕv which is the same as ϕδφ in the scalar field.
2. Spatial gauge conditions
The spatial gauge transformations ξ and ξ
(v)
α affect the scalar- and the vector-type perturbations, respectively. Due
to spatial homogeneity of the background we have natural spatial gauge fixing conditions to choose [7]. We have two
natural spatial gauge fixing conditions. From eq. (252) we can see that:
B−gauge : β ≡ 0, B(v)α ≡ 0 → ξ(x, t) ∝ a, ξ(v)α (x), (258)
C−gauge : γ ≡ 0, C(v)α ≡ 0 → ξ = 0, ξ(v)α = 0. (259)
For β we have considered a situation where the temporal gauge condition already completely removed ξt. We call
the spatial gauge fixing conditions in eqs. (258,259) the B-gauge and the C-gauge, respectively [5]. These gauge
conditions are imposed so that we have
B−gauge : Bα ≡ 0,
C−gauge : Cαβ ≡ ϕg(3)αβ + C(t)αβ . (260)
Apparently, the B-gauge conditions fail to fix the spatial and the rotational gauge modes completely, thus, even after
imposing the gauge conditions we still have the remaining gauge modes. Whereas, the C-gauge conditions successfully
remove the gauge modes. To the linear-order, the variables χ and Ψ
(v)
α introduced in eq. (178) are natural and unique
spatially gauge-invariant combinations. Notice that in the C-gauge χ is the same as aβ, and Ψ(v) is the same as B
(v)
α .
Thus, β and B
(v)
α variables in the C-gauge conditions are equivalent to the corresponding (spatially and rotationally)
gauge-invariant combinations χ/a and Ψ
(v)
α , respectively.
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C. Second-order
1. Gauge conditions
If we use any of the gauge conditions which completely fixes both the temporal and the spatial gauge modes to the
linear-order, the gauge transformation properties of the second-order variables, say ϕ(2) in eq. (183), follow exactly
the same forms as their linear counterparts. Using the transformation of δφ in eq. (239) as an example, to the linear
order we have
δφˆ(1) = δφ(1) − φ′ξ0(1). (261)
If we take gauge conditions which remove (fix) ξ0 and ξα completely to the linear order we have ξ0(1) = 0 = ξα(1).
Thus, from eq. (239) we have
δφˆ(2) = δφ(2) − φ′ξ0(2), (262)
which shows exactly the same form as in eq. (261). Thus, the gauge conditions in eqs. (252,254) apply to second-
order perturbation variables as well, and we can impose similar gauge conditions even to the second-order. For
example, in the zero-shear gauge we impose χ = 0 as the gauge condition to the second-order, thus χ(1) = 0 = χ(2);
otherwise mentioned, we always take the C-gauge for the spatial and rotational ones. In this gauge condition the
gauge transforamtion properties are completely fixed, and the gauge-modes do not appear. Thus, we anticipate that
each variable in that gauge condition has unique corresponding gauge-invariant combination of variables. Thus, using
ϕ, we have ϕ|χ=0,C−gauge is free of the gauge-modes. We denote the corresponding gauge-invariant combination as
ϕχ (263)
with the C-gauge condition assumed always. To the linear-order we have ϕχ ≡ ϕ−Hχ, but to the second-order we
need correction terms to make ϕχ gauge-invariant. Construction of such a gauge-invariant combination will be shown
below.
From eqs. (57,58), assuming pure scalar mode in the C-gauge we can show
K¯αβ = − (1− α)χ,α|β + 2χ,(αϕ,β) −
1
3
g
(3)
αβ [− (1− α)∆χ+ 2χ,γϕ,γ ] , (264)
R(h) =
1
a2
[
R(3) − 4
(
∆+
1
2
R(3)
)
ϕ+ 16ϕ
(
∆+
1
4
R(3)
)
ϕ+ 6ϕ,αϕ,α
]
. (265)
Thus, the gauge condition χ ≡ 0 implies K¯αβ = 0, justifying its name as the zero-shear gauge to the second-order.
Similarly, the gauge condition ϕ ≡ 0 implies R(h) = 1a2R(3) (we also have R
(h)
αβ =
1
3R
(3)g
(3)
αβ ), justifying its name as the
uniform-curvature gauge to the second-order. We can show that the names of gauge conditions in eq. (253) remain
valid to the second-order.
In the perturbative approach, apparently, this method can be similarly applied to any higher-order perturbations.
As long as we work in any of these gauge conditions, the gauge modes are completely removed and the behavior of
all the variables is equivalently gauge-invariant. As the variables are free of gauge mode, these can be considered as
physically important ones in that particular gauge conditions we choose. We can also choose different gauge conditions
in the second-order compared with the ones imposed to the linear-order. Examples will be shown below.
2. Constructing gauge-invariant combinations
Let us explain a method to derive the gauge-invariant combinations using an example. Since the gauge transfor-
mation properties of δµ and δφ are available in a convenient forms in eqs. (232,239) we consider the gauge-invariant
combinations involving these two variables to the second-order. Thus, we consider the case with a scalar field. To the
linear-order we can construct various gauge invariant combinations involving δµ, and as examples we consider two
cases
δµδφ ≡ δµ− µ
′
φ′
δφ, δµϕ ≡ δµ− φ′ a
a′
ϕ. (266)
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Apparently, the combinations in eqs. (266) are not gauge-invariant to the second-order. In order to construct the
gauge-invariant combination in the gauge with δφ(2) = 0 we construct δµˆ − µ′φ′ δφˆ using eqs. (232,239). Then, in the
RHS we have quadratic combination of linear-order terms involving ξ0 and ξα. As the spatial and rotational gauge
we consider the C-gauge conditions which remove the corresponding gauge modes completely. This can be achieved
by taking
ξα = −
(
γˆ,α + Cˆ(v)α
)
+ γ,α + C(v)α, (267)
which follows from eqs. (252,249), and moving terms with overhat to the LHS. Now, coming to the temporal gauge
freedom, if we want to consider the uniform-field gauge we take
ξ0 = − 1
φ′
(
δφˆ− δφ
)
, (268)
which follows from eq. (252), and move terms with overhat to the LHS. Then we have a gauge-invariant combination
δµδφ ≡ δµ− µ
′
φ′
δφ−
(
δµ− µ
′
φ′
δφ
)
,α
(
γ,α + C(v)α
)
− 1
φ′
(
δµ− µ
′
φ′
δφ
)′
δφ− 1
2
(
µ′
φ′
)′
1
φ′
δφ2 − 1
a2
δφ,αδφ,α
≡ δµ− µ
′
φ′
δφ+ δµ
(q)
δφ . (269)
We have δµδφ = δµ
∣∣
δφ(1)=0=δφ(2),C−gauge
, thus δµδφ is the same as δµ under the gauge conditions δφ
(1) = 0 = δφ(2)
and the C-gauges. If we want to take the uniform-curvature gauge to the linear-order we take
ξ0 = − a
a′
(ϕˆ− ϕ) (270)
which follows from eq. (252), and move terms with overhat to the LHS. Then we can identify a gauge-invariant
combination
δµ− µ
′
φ′
δφ−
(
δµ− µ
′
φ′
δφ
)
,α
(
γ,α + C(v)α
)
− a
a′
(
δµ− µ
′
φ′
δφ
)′
ϕ
−
(
µ′
φ′
)′
a
a′
(
δφ− 1
2
φ′
a
a′
ϕ
)
ϕ− 2 1
a2
φ′
a
a′
(
δφ− 1
2
φ′
a
a′
ϕ
),α
ϕ,α. (271)
This combination is equivalent to δµ in the following gauge conditions: δφ = 0 in the linear and the pure second-order
part [i.e., δµ(2) − (µ′/φ′)δφ(2)], and ϕ = 0 in the quadratic parts, and the C-gauges. By replacing the linear-order
part of eq. (271) with δµ(1) − φ′(a/a′)ϕ(1) we can make another gauge-invariant combination
δµϕ(1),δφ(2) ≡ δµ(1) − φ′
a
a′
ϕ(1) + δµ(2) − µ
′
φ′
δφ(2) −
(
δµ− µ
′
φ′
δφ
)
,α
(
γ,α + C(v)α
)
− a
a′
(
δµ− µ
′
φ′
δφ
)′
ϕ
−
(
µ′
φ′
)′
a
a′
(
δφ− 1
2
φ′
a
a′
ϕ
)
ϕ− 2 1
a2
φ′
a
a′
(
δφ− 1
2
φ′
a
a′
ϕ
),α
ϕ,α, (272)
which is the same as δµ
∣∣
ϕ(1)=0=δφ(2),C−gauge
. The calculation becomes simpler if we take the C-gauge condition: this
sets γ ≡ 0 ≡ C(v)α , thus we can simply set ξα ≡ 0 (ξ ≡ 0 ≡ ξ(v)α ). Similarly we can construct diverse combinations of
the gauge-invariant variables: several useful gauge-invariant combinations will be presented in the next subsection.
In the following, as in eq. (269), a gauge-invariant notation, say, ϕv indicates a combination which is equivalent
to ϕ in the comoving gauge (v = 0) to all orders, thus, v(1) = 0 = v(2), and in the C-gauge. In order to denote
gauge-invariant combinations valid to the second-order, we introduce the following notation
ϕv ≡ ϕ− aHv + ϕ(q)v , ϕχ ≡ ϕ−Hχ+ ϕ(q)χ , δµv ≡ δµ− µ˙av + δµ(q)v , vχ ≡ v −
1
a
χ+ v(q)χ , (273)
etc., where the upper (q) index indicates the quadratic combinations of the linear-order terms. In the following we
always take the spatial C-gauge. We note that δµ
(q)
v is the quadratic correction terms to make δµv a gauge-invariant
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combination to the second-order; thus it differs from, say, δµ(q) − µ˙av(q). As ϕv is the same as ϕ in the v = 0 gauge,
we have ϕ
(q)
v vanishes under the v = 0 gauge, i.e.,
ϕ(q)v |v = ϕ(q)v |v=0 = 0. (274)
Using the definition of our gauge-invariant combinations we can show, for example,
ϕv = ϕ− aHv + ϕ(q)v = ϕχ − aHvχ + ϕ(q)v |χ, (275)
where in the second step we have evaluated the first step in the zero-shear gauge. Thus
ϕ(q)v |χ = ϕv − (ϕχ − aHvχ) = ϕ(q)v −
(
ϕ(q)χ − aHv(q)χ
)
, (276)
and similarly for other correction terms.
3. Gauge-invariant variables
Now, we present several useful gauge-invariant combinations explicitly. We assume R(3) = 0 and pure scalar-type
perturbations. We take the spatial C-gauge, γ ≡ 0. As long as we take the temporal gauge which fixes ξ0 completely,
we can set ξα ≡ 0. The metric becomes
A = α, Bα =
1
a
χ,α, Cαβ = ϕg
(3)
αβ . (277)
From eqs. (229-235,239) we have
αˆ = α− 1
a
(
aξ0
)′ − α′ξ0 − 2α(ξ0′ + a′
a
ξ0
)
+
3
2
ξ0′ξ0′ + ξ0
[
ξ0′′ + 3
a′
a
ξ0′ +
1
2
(
a′′
a
+
a′2
a2
)
ξ0
]
,
ϕˆ = ϕ− a
′
a
ξ0 + ξ0
[
−ϕ′ − 2a
′
a
ϕ+
a′
a
ξ0′ +
1
2
(
a′′
a
+
a′2
a2
)
ξ0
]
+
1
2
(
1
a
χ,αξ0,α −
1
2
ξ0,αξ0,α
)
− 1
2
∆−1∇α∇β
(
1
a
χ,αξ
0
,β −
1
2
ξ0,αξ
0
,β
)
,
χˆ = χ− aξ0 + aξ0
(
ξ0′ +
a′
a
ξ0
)
+ a∆−1∇α
[
−2αξ0,α −
1
a
(
χ′ +
a′
a
χ
)
,α
ξ0 − 1
a
χ,αξ
0′ + ξ0′ξ0,α
]
−a
2
∆−1
[
1
a
χ,αξ0,α −
1
2
ξ0,αξ0,α − 3∆−1∇α∇β
(
1
a
χ,αξ
0
,β −
1
2
ξ0,αξ
0
,β
)]′
,
κˆ = κ+
(
3
a′′
a2
− 6a
′2
a3
+
∆
a
)
ξ0 + quadratic terms,
δµˆ = δµ− µ′ξ0 − δµ′ξ0 + µ′ξ0′ξ0 + 1
2
µ′′ξ0ξ0 + (µ+ p)
(−2v + ξ0),α ξ0,α,
vˆ = v − ξ0 + ξ0ξ0′ + 1
2
(
a′
a
+
µ′ + p′
µ+ p
)
ξ0ξ0 −
[
v′ +
(
4
a′
a
+
µ′ + p′
µ+ p
)
v
]
ξ0
−∆−1∇α
[
−3a
′
a
v,αξ
0 +
δµ
µ+ p
ξ0,α +
1
a2
1
µ+ p
(
Π,βα − δβα∆Π
)
ξ0,β
]
,
δφˆ = δφ− φ′ξ0 − δφ′ξ0 + φ′ξ0′ξ0 + 1
2
φ′′ξ0ξ0. (278)
In the transformation of v we have used eq. (201). We have ignored writing the quadratic terms in the transformation
of κ; this can be read from the definition of κ
κ ≡ −1
a
[
3ϕ′ − 3a
′
a
α+
∆χ
a
− (α+ 2ϕ)
(
3ϕ′ +
∆χ
a
)
+
3a′
2a
(
3α2 − 1
a2
χ,αχ,α
)
− 1
a
χ,αϕ,α
]
, (279)
which follows from eqs. (179,57).
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Following the prescription in the previous subsection, from eq. (278) we can construct the following gauge-invariant
combinations
ϕχ ≡ ϕ−Hχ− (ϕ˙χ + 2Hϕχ)χ− 1
2
(
H˙ +H2
)
χ2 +
1
4a2
[
χ,αχ,α −∆−1∇α∇β (χ,αχ,β)
]
+H∆−1∇α [2αχχ,α + (χ˙−Hχ)χ,α] + 1
4
a2H∆−1
[
1
a2
χ,αχ,α − 3 1
a2
∆−1∇α∇β (χ,αχ,β)
]·
, (280)
ϕv ≡ ϕ− aHv − (ϕ˙v + 2Hϕv) av − 1
2
(
H˙ + 2H2 −H µ˙+ p˙
µ+ p
)
a2v2 +
1
4a
(2χ− av),α v,α
− 1
4a
∆−1∇α∇β
[
(2χ− av),α v,β
]
+ aH∆−1∇α
[
δµv
µ+ p
v,α +
1
a2
1
µ+ p
(
Π,βα − δβα∆Π
)
v,β
]
, (281)
δv ≡ δ − µ˙
µ
av − δµ˙v
µ
av − 1
2
µ˙
µ
H˙
H
a2v2 − µ+ p
µ
v,αv,α
+
µ˙
µ
a∆−1∇α
[
δµv
µ+ p
v,α +
1
a2
1
µ+ p
(
Π,βα − δβα∆Π
)
v,β
]
, (282)
vχ ≡ v − 1
a
χ−
[
v˙χ +
(
H +
µ˙+ p˙
µ+ p
)
vχ
]
χ+
1
2a
(
H − µ˙+ p˙
µ+ p
)
χ2
+
1
a
∆−1∇α
[
2αχχ,α + χ,α (χ˙−Hχ)− δµv
µ+ p
χ,α − 1
a2
1
µ+ p
(
Π,βα − δβα∆Π
)
χ,β
]
+
a
4
∆−1
[
1
a2
χ,αχ,α − 3
a2
∆−1∇α∇β (χ,αχ,β)
]·
, (283)
χv ≡ χ− av − 1
2
a2
(
H − µ˙+ p˙
µ+ p
)
v2
+a∆−1∇α
[
−2αvv,α − (χ˙v +Hχv),α v − χ,αv˙ +
δµv
µ+ p
v,α +
1
a2
1
µ+ p
(
Π,βα − δβα∆Π
)
v,β
]
+
1
2
a2∆−1
[
−
(
1
a
χ,αv,α − 1
2
v,αv,α
)
+ 3∆−1∇α∇β
(
1
a
χ,αv,β − 1
2
v,αv,β
)]·
. (284)
To the linear-order, δv (equivalently, δ in the comoving gauge) behaves like the Newtonian density perturbation, and
vχ and −ϕχ (equivalently, v and −ϕ in the zero-shear gauge) behave like the Newtonian velocity and the gravitational
potential. Also to the linear-order ϕv is known to be the best conserved quantity in the super-sound-horizon scale.
For extensions of these results to the second-order, see §VIIC and VII D, respectively.
In the case of a scalar field we have
ϕδφ ≡ ϕ− H
φ˙
δφ− 1
a2
(
a2ϕδφ
)· δφ
φ˙
− 1
2a2
(
a2H
φ˙
)·
δφ2
φ˙
+
1
2a2φ˙
[
χ,αδφ,α − 1
2φ˙
δφ,αδφ,α −∆−1∇α∇β
(
χ,αδφ,β − 1
2φ˙
δφ,αδφ,β
)]
, (285)
δφϕ ≡ δφ− φ˙
H
ϕ− 1
H
δφ˙ϕϕ+
φ˙2
2a2H3
(
a2H
φ˙
)·
ϕ2
− φ˙
2a2H2
[
χ,αϕ,α − 1
2H
ϕ,αϕ,α −∆−1∇α∇β
(
χ,αϕ,β − 1
2H
ϕ,αϕ,β
)]
. (286)
Thus, to the second-order we have ϕδφ 6= −Hφ˙ δφϕ. By evaluating the RHSs of eqs. (285,286) in the ϕ = 0 gauge and
δφ = 0 gauge, respectively, we have the following relations between the two gauge-invariant variables
ϕδφ = −H
φ˙
δφϕ +
H
φ˙2
δφϕδφ˙ϕ +
1
2a2φ˙
(
a2H
φ˙
)·
δφ2ϕ
+
1
2a2φ˙
[
χ ,αϕ δφϕ,α −
1
2φ˙
δφ ,αϕ δφϕ,α −∆−1∇α∇β
(
χϕ,αδφϕ,β − 1
2φ˙
δφϕ,αδφϕ,β
)]
, (287)
δφϕ = − φ˙
H
ϕδφ +
φ˙
H2
ϕδφϕ˙δφ +
1
2a2H
(
a2φ˙
H
)·
ϕ2δφ
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− φ˙
2a2H2
[
χ ,αδφ ϕδφ,α −
1
2H
ϕ ,αδφ ϕδφ,α −∆−1∇α∇β
(
χδφ,αϕδφ,β − 1
2H
ϕδφ,αϕδφ,β
)]
. (288)
To linear-order δφϕ (equivalently, δφ in the uniform-curvature gauge) most closely resembles the scalar-field equation
in the fixed cosmological background metric [14]. Since δφ ≡ 0 implies Q(φ)α = 0 (thus v(φ) = 0), we have ϕδφ = ϕv;
from eq. (114) we notice that this is valid to the second-order.
4. Spatial gradient variable
A covariant density gradient variable
∆˜a ≡ 1
µ˜
h˜baµ˜,b, (289)
is gauge-invariant to the linear-order [32]. In [32] the energy-frame is taken. Using the u˜a-frame in eq. (53) we have
∆α =
1
1 + δ
{
δE,α +
µ′
µ
(
V Eα − Bα +ABα + 2V EβCαβ
)
+
[
δ′ +
µ′
µ
(δ −A)
] (
V Eα −Bα
)}
, (290)
where we set ∆˜α ≡ ∆α with ∆α based on g(3)αβ ; from u˜a∆˜a = 0 we have ∆˜0 = −V α∆α. From eqs. (85,86) we notice
that δ is frame invariant to the linear-order, and we ignore superscript E in such cases. Using the prescription in eq.
(88) we can express ∆α in the normal-frame as
∆α =
1
1 + δ
{
δN,α +
µ′
µ
QNα
µ+ p
+
[
δ′ +
µ′
µ
(δ −A)
]
QNα
µ+ p
− (Q
NβQNβ ),α
µ(µ+ p)
− µ
′
µ
1
(µ+ p)2
[
(δµ+ δp)QNα +ΠαβQ
Nβ
]}
.
(291)
Thus, under the condition Qα = 0 we have ∆α = δ,α/(1+δ); Qα = 0 can be achieved by the comoving gauge condition
(Q ≡ 0) and the irrotational condition (Q(v)α ≡ 0); see [33] and the note added in proof of [21]. Under the gauge
transformation, either using eqs. (232-235) for eq. (291) or using eq. (238) for eq. (290) we can show
∆ˆα = ∆α −∆′αξ0 −
(
∆βξ
β
)
,α
− 2∆[α,β]ξβ . (292)
Thus, ∆α is not gauge-invariant to the second-order. To the linear-order, the scalar-type part becomes ∆α = δv,α
where the gauge-invariant combination δv is the same as δ in the comoving gauge.
VII. APPLICATIONS
A. Closed form equations
From eqs. (196,197), eqs. (197,200,201), eqs. (199), eqs. (199,201) and eqs. (195,197,199) we can derive, respec-
tively:
∆ + 3K
a2
ϕχ + 4πGδµv =
∆+ 3K
a2
ϕ(q)χ + 4πGδµ
(q)
v +
1
4
N1 −HN (s)2 , (293)
δµ˙v + 3Hδµv − ∆+ 3K
a2
[a(µ+ p)vχ + 2HΠ] = δµ˙
(q)
v + 3Hδµ
(q)
v −
∆+ 3K
a2
a(µ+ p)v(q)χ
+N5 + (µ+ p)
(
N
(s)
2 + 3aHN
(s)
6
)
, (294)
ϕχ + αχ + 8πGΠ = ϕ
(q)
χ + α
(q)
χ −N (s)4 , or ϕχ + αχ + 8πGΠχ = −N (s)4χ , (295)
v˙χ +Hvχ − 1
a
(
αχ +
δpv
µ+ p
+
2
3
∆ + 3K
a2
Π
µ+ p
)
= v˙(q)χ +Hv
(q)
χ −
1
a
(
α(q)χ +
δp
(q)
v
µ+ p
)
+N
(s)
6 , (296)
ϕ˙χ +Hϕχ + 4πG(µ+ p)avχ + 8πGHΠ = ϕ˙
(q)
χ +Hϕ
(q)
χ + 4πG(µ+ p)av
(q)
χ +
1
3
(
N0 −N (s)2
)
−HN (s)4 . (297)
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These equations are presented using mixed gauge-invariant variables. We note that to the linear-order, δµv, −ϕχ,
and kvχ(∼ ∇vχ) closely resemble the Newtonian density perturbation, perturbed gravitational potential, and the
perturbed velocity perturbation, respectively [34,35,13]. To the linear-order these equations were presented by Bardeen
in 1980 [6]; see eqs. (4.3,4.8,4.4,4.5,4.7) in [6], and compared with our notation, see eq. (257). Using eq. (297) and
eqs. (293,296,297) we can show
Φ ≡ ϕv − K/a
2
4πG(µ+ p)
ϕχ
=
H2
4πG(µ+ p)a
[ a
H
(
ϕχ − ϕ(q)χ
)]·
+ 2H2
Π
µ+ p
+Φ(q) +NΦ, (298)
Φ˙ =
Hc2s∆
4πG(µ+ p)a2
(
ϕχ − ϕ(q)χ
)
− H
µ+ p
(
e+
2
3
∆
a2
Π
)
+ Φ˙(q) +NΦ˙, (299)
where
Φ(q) ≡ ϕ(q)v −
K/a2
4πG(µ+ p)
ϕ(q)χ ,
NΦ ≡ H
2
4πG(µ+ p)
[
N
(s)
4 +
1
3H
(
N
(s)
2 −N0
)]
,
NΦ˙ ≡
1
3
(
1− K/a
2
4πG(µ+ p)
)(
N0 −N (s)2
)
− Hc
2
s
4πG(µ+ p)
(
1
4
N1 −HN (s)2
)
+
K/a2
4πG(µ+ p)
HN
(s)
4 − aHN (s)6 . (300)
We have introduced an entropic perturbation e by
δp ≡ c2sδµ+ e, c2s ≡
p˙
µ˙
. (301)
Defined in this way, e is not necessarily gauge-invariant to the second-order. To the linear order we have e = π˜
introduced above eq. (24). Combining eqs. (298,299) we can derive
H2c2s
(µ+ p)a3
[
(µ+ p)a3
H2c2s
Φ˙
]·
− c2s
∆
a2
Φ =
Hcs
a3
√
µ+ p
[
v′′ −
(
z′′
z
+ c2s∆
)
v
]
=
H2c2s
(µ+ p)a3
{
(µ+ p)a3
H2c2s
[
− H
µ+ p
(
e+
2
3
∆
a2
Π
)
+ Φ˙(q) +NΦ˙
]}·
− c2s
∆
a2
(
2H2
Π
µ+ p
+Φ(q) +NΦ
)
, (302)
µ+ p
H
[
H2
(µ+ p)a
( a
H
ϕχ
)·]·
− c2s
∆
a2
ϕχ =
√
µ+ p
a2
[
u′′ −
(
(1/z¯)′′
1/z¯
+ c2s∆
)
u
]
=
4πG(µ+ p)
H
[
− H
µ+ p
(
e+
2
3
∆
a2
Π
)
− 2
(
H2
Π
µ+ p
)·
+NΦ˙ − N˙Φ
]
+
µ+ p
H
[
H2
(µ+ p)a
( a
H
ϕ(q)χ
)·]·
− c2s
∆
a2
ϕ(q)χ , (303)
where we used
v ≡ zΦ, u ≡ 1
z¯
a
H
ϕχ, csz ≡ a
√
µ+ p
H
≡ z¯. (304)
[v in eqs. (302-304) differs from the perturbed velocity related variable used in the rest of this paper.] The equation
using v in the linear theory was first derived by Field and Shepley in 1968 [36], see also [37,21]. Using eq. (293), eq.
(303) gives an equation for δv. Using eqs. (293-296) we can derive equation for δv in another form
µ+ p
a2µH
[
H2
(µ+ p)a
(
a3µ
H
δv
)·]·
− c2s
∆
a2
δv
=
∆+ 3K
a2
[
e
µ
+
2
3
∆
a2
Π
µ
+ 2
µ+ p
µH
(
H2
µ+ p
Π
)·]
+
µ+ p
a2µH
[
H2
(µ+ p)a
(
a3µ
H
δ(q)v
)·]·
− c2s
∆
a2
δ(q)v
+
µ+ p
µ
{
− 1
4
N1 +HN
(s)
2 +
∆+ 3K
a2
(
aN
(s)
6 −N (s)4
)
+
1
a2
[
a2
(
N
(s)
2 +
N5
µ+ p
+ 3aHN
(s)
6
)]·}
. (305)
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The above set of equations is valid for a general imperfect fluid. A minimally coupled scalar field can be regarded
as an imperfect fluid with special fluid quantities. We additionally have an equation of motion of the field which is
actually included in the energy and momentum conservation equations. In fact, the above set of equations is valid
even for multi-component fluids and fields. In such cases, the fluid quantities become collective fluid quantities and we
additionally need the energy and momentum conservation equations for individual fluid and the equations of motion
for the individual field.
In the single scalar field case, from eqs. (212,190,293,301) we have
e = −1− c
2
s
4πG
∆+ 3K
a2
(
ϕχ − ϕ(q)χ
)
+Ne,
Ne ≡ 1− c
2
s
4πG
(
1
4
N1 −HN (s)2
)
+ δp(q) − δµ(q) + 3H(1− c2s)a∆−1∇αQ(q)α . (306)
Equation (298) remains valid, and eq. (299) becomes
Φ˙ =
Hc2A∆
4πG(µ+ p)a2
(
ϕχ − ϕ(q)χ
)
− H
µ+ p
(
Ne +
2
3
∆
a2
Π
)
+ Φ˙(q) +NΦ˙, (307)
where
c2A∆ ≡ ∆+ 3(1− c2s)K. (308)
Therefore, eqs. (302,303,304) remain valid with cs and e replaced by cA and Ne; in eq. (302) one can show that we
can ignore the operator nature of ∆−1 in the c2A.
The rotational perturbation and the gravitational wave are described by eqs. (208,210), respectively
[a4(µ+ p)v
(v)
α ]·
a4(µ+ p)
= −∆+ 2K
2a2
Π
(v)
α
µ+ p
+N
(v)
6α , (309)
C¨
(t)
αβ + 3HC˙
(t)
αβ −
∆− 2K
a2
C
(t)
αβ =
1
a3
[
v
(t)′′
αβ −
(
a′′
a
+∆− 2K
)
v
(t)
αβ
]
= 8πGΠ
(t)
αβ +N
(t)
4αβ , (310)
where v
(t)
αβ ≡ aC(t)αβ . We note that all the equations above in this section are valid for general K.
B. Solutions to the linear-order
1. Scalar-type
We consider a single component ideal fluid. Several known solutions in the literature are the followings.
(i) In the large-scale limit (the super-sound-horizon scale), i.e., ignoring c2s∆ term compared with z
′′/z and
(1/z¯)′′/(1/z¯) terms in eqs. (302,303), we have general solutions 1
Φ(k, t) = C(k)− d(k) k
2
4πG
∫ t c2sH2
a3(µ+ p)
dt, (311)
ϕχ(k, t) = 4πGC(k)
H
a
∫ t a(µ+ p)
H2
dt+ d(k)
H
a
. (312)
C(k) and d(k) are the coefficients of the growing and decaying solutions (in an expanding medium), respectively. To
the second-order in the large-scale expansion we have
1k is the wave vector with k ≡ |k|. With the wave number k appearing in the equation the variables can be regarded as the
Fourier transformed ones. To the linear-order each Fourier mode decouple from the other modes and evolves independently.
The same equations in configuration space remain valid in Fourier space as well. Thus, we ignore specific symbols distinguishing
the variables in the two spaces. Only in this subsection concerning the linear theory we use the Fourier transformation.
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Φ = C
{
1 + k2
[∫ η
z¯2
(∫ η dη
z2
)
dη −
∫ η
z¯2dη
∫ η dη
z2
]}
− d k
2
4πG
∫ η dη
z2
, (313)
ϕχ = 4πGC
H
a
∫ η
z¯2dη + d
H
a
{
1 + k2
[∫ η 1
z2
(∫ η
z¯2dη
)
dη −
∫ η
z¯2dη
∫ η dη
z2
]}
. (314)
We emphasize that these solutions are valid for general K and Λ, and time-varying equation of state.
(ii) In the small-scale limits [c2sk
2 ≫ z′′/z, (1/z¯)′′/(1/z¯)], if we further assume that cs is constant in time, eqs.
(302,303) give the general solutions:
v = zΦ ∝ e±icskη, u = 1√
µ+ p
ϕχ ∝ e±icskη. (315)
(iii) For K = 0 = Λ and w ≡ p/µ = constant we have exact solutions [6,38]. For the background, from eqs. (184,186),
we have
a ∝ t 23(1+w) ∝ η 21+3w , aHη = 2
1 + 3w
. (316)
Equation (304) gives z ∝ z¯ ∝ a, thus
z′′
z
=
2(1− 3w)
(1 + 3w)2
1
η2
,
(1/z¯)′′
(1/z¯)
=
6(1 + w)
(1 + 3w)2
1
η2
. (317)
In this case, eqs. (302,303) become Bessel’s equations with solutions:
v = zΦ ∝ √η (Jν(x), Yν (x)) , x ≡ csk|η|, ν ≡ 3(1− w)
2(1 + 3w)
, (318)
u =
1√
µ+ p
ϕχ ∝ √η (Jν¯(x), Yν¯(x)) , ν¯ ≡ 5 + 3w
2(1 + 3w)
. (319)
We have ν¯ = ν + 1. Using eqs. (298,299) we can normalize the solutions as
Φ ≡ c1(k)Jν(x)
xν
+ c2(k)
Yν(x)
xν
, (320)
ϕχ =
3(1 + w)
1 + 3w
(
c1(k)
Jν¯(x)
xν¯
+ c2(k)
Yν¯(x)
xν¯
)
. (321)
Equation (293) gives
δv =
(1 + 3w)2
6w
x2ϕχ. (322)
In the large-scale limit (x≪ 1) we have
Φ =
c1
2νΓ(ν + 1)
− 2ν Γ(ν)
π
x−2νc2, (323)
where for ν = 0 we have additional 2 lnx factor in the c2-mode. By matching with the general large-scale solution in
eq. (311) we can identify
c1 = 2
νΓ(ν + 1)C, c2 = − 1
3(1 + w)
π
2νΓ(ν¯)
x2ν¯
a2η
d. (324)
In the large-scale limit (x≪ 1) we have
Φ ∝ C, da− 32 (1−w), (325)
ϕχ ∝ C, da−
5+3w
2 , (326)
δv ∝ Ca1+3w, da− 32 (1−w) ∝ Ct
2(1+3w)
3(1+w) , dt−
1−w
1+w ∝ Cη2, dη− 3(1−w)1+3w . (327)
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Equation (327) follows from eq. (293) which gives δv ∝ a1+3wϕχ ∝ η2ϕχ in general. Equation (327) includes the well
known solutions in the matter (w = 0) and radiation (w = 13 ) eras [1]:
mde : δv ∝ Ca, da− 32 ∝ Ct 23 , dt−1 ∝ Cη2, dη−3,
rde : δv ∝ Ca2, da−1 ∝ Ct, dt− 12 ∝ Cη2, dη−1. (328)
If we consider only the C-mode which is the relatively growing-mode in an expanding phase, we have
Φ(x, t) = C(x), (329)
ϕχ(x, t) =
3 + 3w
5 + 3w
C(x). (330)
The nontransient mode of Φ remains constant in the super-sound-horizon scale. Whereas, the one of ϕχ jumps as the
background equation of state changes. Still, it is −ϕχ, not −ϕv, which closely resembles the perturbed Newtonian
gravitational potential [13].
The asymptotic solutions (i) and (ii) remain valid for the scalar field with K = 0; in this case we have c2s replaced
by 1. The background solutions for w = constant case considered in (iii), eq. (316), are valid for a scalar field with
exponential potential of the following form [39]
V =
1− w
12πG(1 + w)2
e−
√
24πG(1+w)φ, φ =
√
1
6πG(1 + w)
ln t. (331)
For the perturbation, from eq. (308) and the prescription below it, the same equations of the fluid remain valid with
the coefficient of Laplacian term replaced by 1 (for the field) instead of c2s (for the fluid) [14]. Thus, the perturbation
solutions in the fluid remain valid for such the scalar field with x = k|η|, instead of x = csk|η| for the fluid case.
We emphasize that, if a solution is known in a given gauge condition the rest of the variables in all gauge conditions
can be derived through simple algebra; such solutions are presented in tabular forms for an ideal fluid and a scalar
field in [38,40,15]. Solutions in the situations of generalized gravity theories considered in §IVD can be found in [24].
The cases with multiple components of the fluids and fields were analysed in [41,42].
2. Vector-type
The rotational perturbation is described by eq. (309). If we assume Π
(v)
α = 0, we have a general solution
a · a3(µ+ p) · v(v)α (x, t) = L(v)α (x). (332)
Thus, to the linear-order the rotational perturbation is described by the conservation of angular momentum, and is
transient in expanding media. We note that eq. (309) follows from the T bα;b = 0, thus independent of the gravitational
field equation. Thus the presence of scalar fields or the generalized gravity theories considered in §IVD do not affect
the vector-type perturbation of the fluids [23].
3. Tensor-type
Now, we consider the gravitational wave with K = 0 and Π
(t)
αβ = 0. The basic equation is presented in eq. (310).
(i) The general large-scale (k2 ≪ a′′/a) solution is
C
(t)
αβ(k, t) = c
(t)
αβ(k) + d
(t)
αβ(k)
∫ t dt
a3
. (333)
Thus, ignoring the transient mode (dαβ) in an expanding phase the tensor-type perturbation is characterized by its
conserved amplitude c
(t)
αβ(k).
(ii) In the small-scale limit (k2 ≫ a′′/a) we have a general solution
C
(t)
αβ(k, t) ∝
1
a
e±ikη. (334)
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Thus the gravitational wave redshifts away.
(iii) For K = 0 = Λ and w = constant, we have an exact solution:
v
(t)
αβ = aC
(t)
αβ ∝
√
η (Jν(x), Yν(x)) , ν ≡ 3(1− w)
2(1 + 3w)
, x ≡ k|η|. (335)
Thus, we set
C
(t)
αβ = c
(t)
1αβ
Jν(x)
xν
+ c
(t)
2αβ
Yν(x)
xν
. (336)
In the large-scale limit (x≪ 1) we have
C
(t)
αβ =
1
2νΓ(ν + 1)
c
(t)
1αβ − 2ν
Γ(ν)
π
x−2νc
(t)
2αβ , (337)
where for ν = 0 we have additional 2 lnx factor in the c
(t)
2αβ-mode. By matching with the general large-scale solution
in eq. (333) we can identify
c
(t)
1αβ = 2
νΓ(ν + 1)c
(t)
αβ, c
(t)
2αβ =
π
2ν+1Γ(ν + 1)
ηx2ν
a2
d
(t)
αβ . (338)
Thus,
C
(t)
αβ ∝ c(t)αβ , d(t)αβa−
3
2 (1−w) ∝ c(t)αβ , d(t)αβt−
1−w
1+w ∝ c(t)αβ , d(t)αβη−
3(1−w)
1+3w . (339)
C. Pressureless irrotational fluid
The equation of δv was derived in eq. (305) or can be derived from eqs. (303,296). In the pressureless case, a
simpler route is to use the basic equations in eqs. (195-201).
We consider a pressureless fluid, thus δp = 0 = Παβ , and ignore the vector-type perturbation. For the spatial gauge
we take γ ≡ 0, thus β = χ/a. If we take the temporal comoving gauge (v ≡ 0) we have Qα = 0. Equation (201)
gives αv = −aN (s)6v = − 12βv,αβ ,αv , thus α vanishes to the linear-order; in the pressureless medium, to the linear-order,
the comoving particle follows geodesic, thus v = 0 implies α = 0. From eqs. (200,198), first evaluating these in the
comoving gauge, we can derive
δ˙v = κv +
1
a
∇ · (δv∇vχ) , (340)
κ˙v + 2Hκv − 4πGµδv = 1
a2
[(∇vχ) · (∇vχ),α]|α + C˙
(t)
αβ
(
C˙(t)αβ +
2
a2
χ ,α|βv
)
, (341)
where we have used χv = −avχ following from eq. (255), and κv = 1a∆vχ following from eq. (197) with K = 0, both
to the linear-order.
In order to compare with Newtonian analysis we introduce u = −∇vχ to the linear-order. By combining eqs.
(340,341) we have
δ¨v + 2Hδ˙v − 4πGµ¯δv = − 1
a2
[a∇ · (δvu)]· + 1
a2
∇ · (u · ∇u) + C˙(t)αβ
(
2
a
∇αuβ + C˙(t)αβ
)
. (342)
We note that, to the linear-order, the growing solution of the gravitational wave remains constant in time in the super-
horizon scale, whereas it redshifts away (C
(t)
αβ ∝ a−1) in the sub-horizon scale; see §VIIB 3. Ignoring the gravitational
wave we reproduce correctly the corresponding Newtonian equation
δ¨ + 2Hδ˙ − 4πG ¯̺δ = − 1
a2
[a∇ · (δu)]· + 1
a2
∇ · (u · ∇u) . (343)
We note that our eq. (342) is valid in the super-sound-horizon (Jeans scale) which is negligible in the pressureless
medium, thus valid even in the super-(visual)-horizon. In the Newtonian context eq. (343) is valid to all orders in
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perturbation, and follows from the mass conservation, the momentum conservation, and the Poissons’ equation given
as [10]
δ˙ +
1
a
∇ · u = −1
a
∇ · (δu) , (344)
u˙+Hu+
1
a
∇δΦ = −1
a
u · ∇u, (345)
1
a2
∇2δΦ = 4πG ¯̺δ. (346)
To the linear-order these equations can be compared with the relativistic version in eqs. (294,296,293) with eq. (295).
To the second-order, however, although the final result in eq. (342) coincides with the Newtonian one in eq. (343),
we notice some difference between eqs. (340,341,294-296) with eq. (295) and eqs. (344-346). From eq. (197), to the
second-order, we have
κv − ∆
a
vχ = N
(s)
2v −
∆
a2
(
χ(q)v + av
(q)
χ
)
. (347)
Since the RHSs of this equation and of eq. (293) do not vanish we cannot directly relate −ϕχ and −∇vχ (or a∆−1∇κv)
to the Newtonian counterparts δΦ and u, respectively. Still, we emphasize that the final equation identified in eq.
(342) coincides exactly with the Newtonian one in eq. (343). For a similar conlusion in the relativistic situation, see
[43]. For analyses of eq. (343) in the Newtonian context, see [44].
Using β = 0 as the spatial gauge condition Kasai [45] has derived a different equation compared with ours in eq.
(342). Kasai [45] took both the comoving gauge v ≡ 0 and the original synchronous gauge which takes α = 0 = β.
As we have shown above eq. (340) in a pressureless medium, the comoving gauge v = 0 implies α = − 12β,αβ,α, thus
vanishes if we take β = 0 as the spatial gauge condition. However, in that gauge condition (the spatial B-gauge) the
spatial gauge-mode is incompletely fixed. Thus, comparison with the Newtonian analyses is not tranparent in that
gauge condition.
1. Nonlinear equation based on 3 + 1 formulation
The general equation of the pressureless and irrotational ideal fluid can be derived from eqs. (10,12,13). The
pressureless ideal fluid implies Sαβ = 0. We take the temporal comoving gauge condition, v = 0. Together with the
irrotational condition we have Qα = 0, thus Jα = 0. Equation (13) gives N,α = 0; if we use the normalization in eq.
(55), we have N = a. Equations (10,12) give
K =
E˙
E
− 1
N
E,α
E
Nα, (348)
K˙ − 1
N
K,βN
β − 1
3
K2 = 4πGE − Λ + K¯αβK¯αβ . (349)
Apparently, the spatial B-gauge condition, Bα ≡ 0, leads to Nα = 0, thus simplifying the equations. However, such a
gauge condition leaves the spatial gauge-mode removed incompletely. We prefer to take the spatial C-gauge condition
which fixes the spatial gauge modes completely, in this way the analyses can be equivalently considered as spatially
gauge-invariant ones. From eqs. (348,349) we can derive eq. (342) to the second-order. We notice that, in contrast
with the Newtonian case, in general we anticipate to have infinite perturbation series expansion, and eq. (342) looks
valid only to the second-order. If we have the higher-order terms nonvanishing, these can be regarded as purely
relativistic effects.
2. Nonlinear equation based on 1 + 3 formulation
Assuming pressureless condition, eqs. (26,27,28) in the energy-frame (q˜a = 0) become:
˜˙˜µ+ θ˜µ˜ = 0, (350)
a˜a = 0, (351)
˜˙˜
θ +
1
3
θ˜2 + 4πGµ˜− Λ + 2 (σ˜2 − ω˜2) = 0. (352)
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In the energy-frame the frame-vector follows the possible energy flux, thus, the energy flux term q˜a vanishes. Equations
(350) and (352) can be combined to give
(
˜˙˜µ
µ˜
)·˜
− 1
3
(
˜˙˜µ
µ˜
)2
− 4πGµ˜+ Λ− 2 (σ˜2 − ω˜2) = 0. (353)
If we set µ˜ ≡ µ(1 + δ), where µ is the background energy density, equation (353) becomes
˜¨
δ − 2
3
˜˙µ
µ
˜˙
δ − 4πGµ (1 + δ) δ − 4
3
˜˙
δ
2
1 + δ
− 2 (σ˜2 − ω˜2) (1 + δ) + (1 + δ)
[( ˜˙µ
µ
)·
− 1
3
( ˜˙µ
µ
)2
− 4πGµ+ Λ
]
= 0. (354)
This is a completely nonlinear equation.
Now, we assume an irrotational fluid. In the energy-frame, the comoving gauge condition leads to u˜α ≡ 0; this is
equivalent to taking the normal-frame with vanishing energy flux. The momentum conservation equation in eq. (351)
implies that our frame-vector follows geodesic path. In the comoving gauge eqs. (351,69) lead to A = − 12BαBα to
the second-order. Thus, to the linear-order we have A = 0 which coincides with taking the synchronous gauge. We
have
˜˙˜µ = µ˜,au˜
a = ∂tµ˜+
1
a
µ˜,αB
α; ˜˙µ = ∂tµ,
˜˙δ = ∂tδ +
1
a
δ,αB
α. (355)
Only in the comoving gauge condition the covariant derivative along u˜a simplifies to the second-order as in eq. (355).
In this derivation the pressureless condition is used essentially. Thus, in this comoving gauge equation (354) becomes
δ¨ + 2Hδ˙ − 4πGµδ = 1
a2
(
a2δδ˙
)·
+
1
3
δ˙2 − 1
a2
(aδ,αB
α)
· − 1
a
δ˙,αB
α + 2σ˜2, (356)
to the second-order. From this we can derive eq. (342) where σ˜2 follows from eqs. (16,57,71).
3. Gravitational wave as a source
From eq. (342) considering the pure gravitational wave as the source for density perturbation we have
δ¨v + 2Hδ˙v − 4πGµδv = C˙(t)αβC˙(t)αβ ≡ S. (357)
In the matter dominated era an exact solution is given in eq. (336) with ν = 32 ; in the large-scale limit, considering
the relatively growing mode, S vanishes, whereas, in the small scale limit it decays proportional to 1/(at)2 ∝ a−5, see
eq. (334). If δg and δd denote two linear-order solutions, the general solution can be written as
δv(x, t) = δg(x, t) + δd(x, t) +
∫ t
S(x, t′)
δg(x, t
′)δd(x, t)− δd(x, t′)δg(x, t)
δg(x, t′)δ˙d(x, t′)− δd(x, t′)δ˙g(x, t′)
dt′. (358)
The particular solution is proportional to a−5t2 ∝ a−2, and decays more rapidly even compared with the decaying
mode in the linear theory which behaves as t−1.
D. Pure scalar-type perturbation
Equation (302) can be written as
H2c2s
(µ+ p)a3
{
(µ+ p)a3
H2c2s
[
Φ˙− Φ˙(q) −NΦ˙ +
H
µ+ p
(
e+
2
3
∆
a2
Π
)]}·
= c2s
∆
a2
(
Φ− Φ(q) − 2H2 Π
µ+ p
−NΦ
)
. (359)
In the large-scale limit, if we could ignore the second-order spatial derivative terms, we have
Φ˙− Φ˙(q) −NΦ˙ +
H
µ+ p
e ∝ H
2c2s
(µ+ p)a3
. (360)
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Now, we consider K = 0 and ideal fluids, thus e = 0. From eq. (298) we have Φ = ϕv. Ignoring the second-order
spatial derivatives, from eqs. (300,195-201,99-105) we can show that NΦ˙ = (ϕ
2
v)
·. In the comoving gauge we have
Φ(q)|v = ϕ(q)v |v = 0, see eq. (274). Thus, we have
ϕv − ϕ2v = C(x) + d(x)
∫ t H2c2s
(µ+ p)a3
dt. (361)
Therefore, ignoring the transient mode in the expanding phase, we have
ϕv − ϕ2v = C(x), (362)
which remains constant even to the second-order in perturbations [46,47]. Thus, ϕv is conserved to the second-order
in the large-scale (super-sound-horizon) limit.
Equation (359) is valid for p 6= 0. For p = 0 we have a simpler form in eq. (299) which gives
Φ˙− Φ˙(q) −NΦ˙ +
H
µ
(
e+
2
3
∆
a2
Π
)
= 0. (363)
Equation (360) includes this as a case in the large-scale (super-sound-horizon) limit. Thus, the above results in eqs.
(360-362) remain valid for general p.
From eq. (114) we notice that for a minimally coupled scalar field δφ = 0 implies v = 0 to the second-order, thus
ϕv = ϕδφ, (364)
and the uniform-field gauge coincides with the comoving gauge. Thus, the above analyses are valid even for a minimally
coupled scalar field.
E. Pure rotation
In the case of pure rotation eqs. (208,105) provide a complete set for a single component fluid; for the multi-
component case see eqs. (209,107). Assuming Π
(v)
α = 0 we have
[a4(µ+ p)v
(v)
α ]·
a4(µ+ p)
= N
(v)
6α ,
N
(v)
6α = −
1
a
[
v
(v)
α|βB
(v)β + v
(v)
β B
(v)β
|α −∇α∆−1∇β
(
v
(v)
β|γB
(v)γ + v(v)γ B
(v)γ
|β
)]
. (365)
As a simple exercise, using eq. (250), one can check the gauge transformation properties of both sides. In the C-gauge
condition (C
(v)
α ≡ 0) we have B(v)α = Ψ(v)α which is gauge-invariant. From eqs. (332,206), to the linear-order we have
Ψ
(v)
α ∝ a2(µ+ p)v(v)α ∝ a−2, thus from eq. (365) we have[
a4(µ+ p)v(v)α
]·
= a−3
[
a3 · a4 (µ+ p)N (v)6α
]
∝ a−3. (366)
Thus, the additional second-order perturbation sourced by the RHS of eq. (365) behaves as
a4(µ+ p)v(v)α = L
(v)
α (x) +
[
a3 · a4 (µ+ p)N (v)6α
] ∫ t dt
a3
. (367)
The time dependent nonlinear solution is proportional to
∫ t
dt/a3; for w = constant it is proportional to a−3(1−w)/2,
thus it always decays (in expanding phase) for w < 1. The lower bound of integration which could give a temporally
constant nonlinear solution can be absorbed to L
(v)
α .
As we explained in §VIB 2, to the linear-order, the C-gauge condition removes the rotational gauge-mode completely,
whereas the B-gauge condition fails to fix it completely. That is, even after imposing the gauge condition we have
some modes which are coordinate effect; under the B-gauge, from eq. (252) we have ξ
(v)
α = ξ
(v)
α (x). Then, in eq.
(365) we notice an ironic situation where the B-gauge condition gives vanishing quadratic terms, whereas these terms
do not vanish in the C-gauge condition. That is, although we anticipate the nonlinear solution in the C-gauge in eq.
55
(367) is physical, in the B-gauge condition the RHS of eq. (366) vanishes, and we do not have the nonlinear solution
in eq. (367). We can check this situation by using the gauge transformation property of v
(v)
α variable in the two gauge
conditions.
Considering pure vector-type perturbation, from eqs. (175,177,234,249) we have
vˆ(v)α = v
(v)
α − v(v)β ξ(v)β,α − v(v)α,βξ(v)β +∇α∆−1∇β
(
v(v)γ ξ
(v)γ
,β + v
(v)
β,γξ
(v)γ
)
. (368)
Now, let the variables with hat and no-hat correspond to the ones in the B- and the C-gauge conditions, respectively.
As the ξ
(v)
α s appear in quadratic combination, we need it only to the linear-order. From eq. (252), we have Bˆ
(v)
α =
B
(v)
α + aξ˙
(v)
α . Since the hat indicates the B gauge, we have aξ˙
(v)
α = −B(v)α , thus ξ(v)α = −
∫ t
(B
(v)
α /a)dt. Thus, eq.
(368) gives
a4(µ+ p)vˆ(v)α
∣∣∣
B−gauge
=
{
a4(µ+ p)v(v)α −
[
a3 · a4 (µ+ p)N (v)6α
] ∫ t dt
a3
} ∣∣∣∣∣
C−gauge
. (369)
Therefore, in the B-gauge the nonlinear solution in the C-gauge in eq. (367) disappears exactly. We note, however,
that the solution in eq. (367) is physical (gauge-invariant) one in the C-gauge.
F. Pure gravitational wave
In the case of pure gravitational wave eqs. (210,103) provide a complete set. In the large-scale limit, thus ignoring
second-order spatial derivative terms, and assuming K = 0 and Π
(t)
αβ = 0, we have
C¨
(t)α
β + 3HC˙
(t)α
β = N
(t)α
4 β,
N
(t)α
4 β = N
α
4β −∆−1
(
∇α∇γN γ4β +∇β∇γN α4γ
)
+
1
2
(
∆−1∇α∇β + δαβ
)
∆−1∇γ∇δN δ4γ ,
N α4β = 2
(
C˙(t)αγC˙
(t)
βγ −
1
3
δαβ C˙
(t)γδC˙
(t)
γδ
)
. (370)
Notice that in this large-scale limit we have C
(t)
αβ = constant as the relatively growing solution (in expanding phase)
even to the second-order perturbation. In this sense, ignoring the transient mode in expanding phase, the amplitude
of C
(t)
αβ remains constant even to the second-order in perturbations [46,47].
G. Action formulation
We consider the action expanded to the second-order in perturbations which will give equations of motion to the
linear-order in perturbation [48,37,9]. We consider the action for a scalar field in eq. (108). The perturbed action can
be derived by using eqs. (94,98) and the ADM quantities presented in §III. To the background order, ignoring the
surface terms, we have
SBG =
1
16πG
∫ √
g(3)a3
[
−6
(
a˙
a
)2
+
6K
a2
+ 16πG
(
1
2
φ˙2 − V
)]
dtd3x. (371)
To the second-order perturbation, ignoring the surface terms, the pure gravitational wave part becomes
SGW =
1
16πG
∫ √
g(3)a3
(
C˙(t)αβC˙
(t)
αβ −
1
a2
C(t)αβ|γC
(t)
αβ|γ −
2K
a2
C(t)αβC
(t)
αβ
)
dtd3x. (372)
This action is valid for arbitrary number of scalar fields and fluids with vanishing tensor-type anisotropic stress. Now,
we consider the pure scalar-type perturbation. We assume K = 0. To the second-order perturbation, ignoring the
surface terms, we have
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Sscalar =
1
2
∫
a3
{
δφ˙2ϕ −
1
a2
δφ ,αϕ δφϕ,α +
H
a3φ˙
[
a3
(
φ˙
H
)·]·
δφ2ϕ
}
dtd3x
=
1
2
∫
a3
φ˙2
H2
(
ϕ˙2δφ −
1
a2
ϕ ,αδφ ϕδφ,α
)
dtd3x. (373)
In this case we used the linear-order equations of motions, thus it is an on-shell action. In the second step we used
eq. (255).
Maldacena has considered the perturbed action to the third-order in perturbations which is needed to have equations
of motion valid to the second-order [47]. For the temporal gauge he used two gauge conditions, the uniform-field gauge
(δφ ≡ 0) and the uniform-curvature gauge (ϕ ≡ 0), and the C-gauge for the spatial and rotational ones. Compared
with our notations we have
ζMaldacena = ϕδφ − ϕ2δφ, ϕMaldacena = δφϕ. (374)
Thus, ζMaldacena is conserved in the large-scale limit, see eqs. (362,364). To the linear-order, from eq. (255) we have
ϕδφ = −(H/φ˙)δφϕ, thus ζMaldacena = −(H/φ˙)ϕMaldacena.
VIII. DISCUSSIONS
We have presented the basic equations to investigate the second-order perturbation of the Friedmann world model.
In order to serve as a convenient reference for future studies and applications we have presented some useful relations
and quantities needed for the second-order perturbations. The present study is, apparently, not entirely new in this
rich field of cosmology and the large-scale structure formation. In the late sixties Tomita has presented a series of work
on the subject in the context of a fluid [49]. Studies in the context of the ideal fluid or the minimally coupled field
can be found in [31,50,47]. In the case of a pressureless irrotational fluid, see [45,43]. The case with the null-geodesic
equations was studied in [51]. And, the case with Boltzmann equation was considered in [52].
Compared with the previous works, perhaps we could emphasize the following as the new points in our work:
(i) We present the complete sets of perturbed equations in the gauge-ready form, so that we could easily apply the
equations to any gauge conditions which make the mathematical analyses of given problems simplest.
(ii) We consider the most general Friedmann background with K and Λ. Previous studies have considered the flat
Friedmann background only.
(iii) We consider the most general imperfect fluid situation which includes multiple imperfect fluids with general
interactions among them. In addition we also include minimally coupled scalar fields, a class of generalized gravity
theories, the electromagnetic fields, the null geodesic, and the relativistic Boltzmann equation.
(iv) In §VIIA we present closed form equations which are simlar to the known ones in linear theory.
(v) In §VIIC we show that up to the second-order in perturbations the relativistic pressureless fluid coincides exactly
with the Newtonian one. We note that suitable choices and combinations of different gauges (thus gauge-invariant
combinations) are important to show the equivalence.
(vi) In §VIID we have derived the large-scale (super-sound-horizon) conserved quantity to the second-order, ϕv,
directly from the differential equation governing its evolution. This consreved variable was first studied by Salopek
and Bond
Our equations are suitable to handle the nonlinear evolutions in the perturbative manner. If we have the solutions
to the linear-order (see §VII B for some examples), the evolution of second-order perturbations can be derived using
the quadratic combination of the linear variables as sources; our basic sets of equations in §VC and some closed forms
in §VIIA are presented with such a purpose. As long as we take such a perturbative approach our formulation in
this work can be trivially extended to any higher-order perturbation; except for the fact that, of course, the needed
algebra would be quite demanding. We also have shown in §VI that the gauge issue can be similarly handled even in
such higher-order perturbation.
Our formulation can be applied using several different methods in the following.
(i) Quasilinear analyses using Fourier analyses as often used in the Newtonian case [44]. In this approach the
quadratic combination of the linear-order terms will lead to the mode-mode coupling among different scales, as well
as among different types of perturbations.
(ii) Nonlinear backreaction. In our approach we have assumed the presence of “fictitious” background metric
which is spatially homogeneous and isotropic. As the basic equations of Einstein gravity are nonlinear the nonlinear
fluctuations in the metric and the matter can affect the background world model. One anticipates to recover the
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background Friedmann world model through averaging the more realistic lumpy world model and finding best fit to
the idealized world model [53].
(iii) Fitting and averaging. Our basic equations in §IV are presented without separating the background order
quantities from the perturbed-order ones. Thus, the equations are suitable for the operation of averaging. Using
our formulation we could apply and check the various different averaging prescriptions suggested in the literature
[53,54,45].
Our perturbative formulation would be a useful complement to the following formulations aiming to investigate the
nonlinear evolutions of the cosmological structures.
(i) The large-scale (long wavelength) approximation or the spatial gradient expansion studied by Salopek, Tomita,
Deruelle and others in [46,55].
(ii) Cosmological post-Newtonian formulation studied by Futamase, Tomita and others in [56].
(iii) Relativistic Zel’dovich approximation studied in [45,43,57].
(iv) General (spatially inhomogeneous and anisotropic) solutions near singularity where the large-scale conditions
are well met; in such a situation it was shown that the spatially different points decouple and evolve separately. These
were studied by Belinsky, Lifshitz, Khalatnikov, and others in [58].
Our general formulation can be used to study the following situations anticipated during the evolution of our
universe:
(i) We can check the limit of linear theory. Current cosmological observations can be successfully explained within
the current standard theoretical paradigm. In that paradigm the linear perturbation theory plays significant roles
to explain the quantum generation stage in the early universe and the classical evolution processes in the large-scale
and in the early era. The linear theory provides a self-consistent explanation of some important aspects of the origin
and evolution of large-scale structures. However, the limit of the linear theory cannot be estimated within the linear
theory. We expect the second-order perturbation theory could provide a meaningful ways to investigate such limits.
(ii) We can investigate the quasilinear process in the relativistic context. In the literature it is commonly assumed
that the relativistic linear perturbation theory is sufficient to handle the large-scale structure, and the nonlinear
processes occur only in the Newtonian context which are often handled by the numerical simulations. The quasilinear
evolution would be useful to investigate the transition regions between the linear and nonlinear evolutions. Our
perturbative approach may have its own limit, because if we find the importance of second-order contributions it may
naturally follow that higher-order contributions would become important immediately as well. Thus, we anticipate, if
successful, the relativistic quasilinear analyses can be developed similarly as the Newtonian cosmological quasilinear
analyses studied in [44].
(iii) Fate of fluctuations in the collapsing phase, and possibly through a bounce. The fluctuations of single component
medium and the gravitational wave are described by the second-order differential equations. In the linear stage and
in the large-scale limit, we have general solutions in eqs. (311,312,333). In an expanding phase, the C-mode is
relatively growing and the d-mode is decaying, thus transient. If the initial conditions (say, generated from the
quantum fluctuations) are imposed in the early expanding phase, the d-mode parts disappear in a few e-folding
time of the scale factor increase, thus uninteresting. The relatively growing modes both for the scalar- and tensor-
type perturbations are characterized by the conserved amplitude of certain gauge-invariant variable, ϕv (and the
curvature variables in other gauges) and C
(t)
αβ , in the large-scale limit. In the collapsing phase, however, the roles of
growing and decaying modes are switched. In the collapsing phase the d-mode, and the vector-mode as well, grows
quite rapidly, see eqs. (325,339,332); our solutions in §VIIB also cover the collapsing phase by considering t → |t|
with t approaching 0, see [59]. Thus, the linear perturbations grow rapidly and inevitably reach the nonlinear stage
[6,60]. Such growths would cause the transition of our simple (spatially homogeneous and isotropic) background world
model to the anisotropic and inhomogeneous ones studied in [58]. Although we anticipate the perturbations would
become quite nonlinear, we hope we could investigate the transition region based on our second-order perturbation
formulation. One simplifying fact is that in the collapsing phase the local range covered by the dynamical time scale
∼ H−1 shrinks relative to the comoving scale, thus effectively the scales we are interested in satisfy the conditions
of large-scale limit 2. Such large-scale conditions are well met for a given comoving scale during the early evolution
stage (near singularity) and as the background model approaches the singularity in the collapsing phase. Investigation
of situations in the collapsing and subsequent bouncing background is left for future study; for evolutions under the
linear assumption, see [59]. For the general cosmological investigation near singularity, see [58].
(iv) It is well known that the nonlinear effect (either in the quantum generation or in the classical evolution
2Professor James Bardeen and Ewan Stewart have suggested that the large-scale (long wavelength) expansion or the spatial
gradient expansion technique [46,55] would be useful to investigate such situations.
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processes) could lead to non-Gaussian effects in the observed quantities of the CMB anisotropies and the large-scale
galaxy distribution and motion. Maldacena has recently investigated such an effect on the CMB based on the second-
order perturbation theory, see [47]. The first year WMAP data shows no positive detection of non-Gaussian nature
of the CMB sky maps under a couple of non-Gaussianity tests [61].
(v) Evolutions in the super-horizon scale where the scale is larger than causal domain during the dynamic time
scale. See §VIID and VII F for the conserved quantities to the second-order which were found by Salopek and Bond
in [46].
(vi) In §VIIC we have shown that to the second-order a pressureless fluid with pure scalar-type perturbation
reproduces Newtonian result. It is likely that the relativistic effect appears in the higher-order perturbation which is
left for future investigation.
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