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The stationary sampling distribution of a neutral decoupled Moran or Wright-
Fisher diffusion with neutral mutations is known to first order for a general
rate matrix with small but otherwise unconstrained mutation rates. Using
this distribution as a starting point we derive results for maximum likelihood
estimates of scaled mutation rates from site frequency data under three model
assumptions: a twelve-parameter general rate matrix, a nine-parameter re-
versible rate matrix, and a six-parameter strand-symmetric rate matrix. The
site frequency spectrum is assumed to be sampled from a fixed size popula-
tion in equilibrium, and to consist of allele frequency data at a large number
of unlinked sites evolving with a common mutation rate matrix without selec-
tive bias. We correct an error in a previous treatment of the same problem [7]
affecting the estimators for the general and strand-symmetric rate matrices.
The method is applied to a biological dataset consisting of a site frequency
spectrum extracted from short autosomal introns in a sample of Drosophila
melanogaster individuals.
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1. Introduction
A significant obstacle to inferring evolutionary parameters from allele fre-
quency data is the paucity of accurate solutions to well-established stochas-
tic population genetics models [22]. For instance, it should, in principle, be
possible to infer scaled mutation rates from population allele frequencies ob-
served in unlinked neutral genomic sites whose genealogies are independent
due to the effects of recombination [17]. As a minimal requirement, such
inference requires solution of, say, a Wright-Fisher or Moran model with
mutations, typically formulated in the diffusion limit. For the case of a sta-
tionary bi-allelic system, Vogl [23] has demonstrated that this is feasible as
the stationary distribution in the diffusion limit of the mutation-drift model
is known to be a beta distribution and the corresponding sampling distribu-
tion is beta-binomial. This analysis has been extended to include a bi-allelic
mutation-drift system with directional selection [24].
Inference of the complete 4 × 4 genomic mutation rate matrix from al-
lele frequency data requires solution of a multi-allele mutation-drift model.
There is no known exact solution to the diffusion limit of the multi-allele
mutation-drift model except for the case of parent-independent mutations,
for which the stationary solution is known to be a Dirichlet distribution [26,
p394], and the corresponding sampling distribution is Dirichlet-multinomial.
However, a recent extensive study of the moments of allele distributions un-
der various model rate matrices [21] has demonstrated the shortcomings of
the Dirichlet approximation in more general settings than the biologically
unrealistic parent independent model.
The scaled mutation rate in the diffusion limit, which is often termed θ,
is essentially the product of a per generation per base mutation rate and an
effective population size. Using silent sites in protein coding genes, which
are assumed to be effectively neutral, θ is estimated to be less than about
10−2 in eukaryotes, while mutation rates decrease with effective population
from about 10−8 to about 10−10 with increasing effective population size [15,
Fig. 3b]. A promising approach therefore is to consider small-θ approxima-
tions either to solutions of the multi-allele mutation-drift model, or to the
model itself.
The stationary solution to the multi-allele mutation-drift diffusion with
an arbitrary mutation rate matrix has been obtained to first order in θ [6]
by solving the forward Kolmogorov equation. The corresponding sampling
distribution has been determined by Burden and Tang [7] and verified by
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Burden and Griffiths [4] using a coalescent approach. The identical sampling
distribution has been derived independently by Schrempf and Hobolth [19]
from a boundary-mutation model [24] based on the decoupled Moran model.
The purpose of the current paper is to explore the process of inferring
a complete neutral mutation rate matrix from a spectrum of observed allele
frequencies at independently evolving sites from the stationary sampling dis-
tribution. Our starting point is the small-θ sampling distribution described
above. We obtain maximum likelihood (ML) estimates which can be effi-
ciently computed under assumptions of (i) a general unconstrained rate ma-
trix, (ii) a reversible rate matrix, and (iii) a strand-symmetric rate matrix.
In each case we construct combinations of rate matrix parameters, which
have unbiased ML estimators, and determine which parameters necessarily
have biased ML estimators. We also correct an error in [7] in which the
ML estimator of the rate matrix for a general unconstrained rate matrix is
incorrectly stated.
The format of the paper is as follows: In Section 2 the multi-allele
mutation-drift diffusion is defined and the O(θ) stationary sampling distri-
bution is stated. The statement of the inference problem and a description of
the form of the multi-allele frequency dataset for an effective haploid sample
size of M individuals at a total of L sites (or loci) is described in Section 3,
together with a brief summary of how ML estimation will be implemented in
subsequent sections. Section 4 gives a reparametrisation of the rate matrix
in a form suitable for analysing reversible and non-reversible rate matrices.
Derivation of ML estimates for the case of a general unconstrained rate ma-
trix and for the case of a rate matrix constrained to be reversible are given in
Section 5. The strand-symmetric case is covered in Section 6. The theory is
applied to a dataset extracted from short autosomal introns of 197 Drosophila
melanogaster individuals at 218,942 genomic sites in Section 7. Conclusions
are drawn in Section 8, while an Appendix is devoted to technical details of
numerical optimisation.
2. Stationary sampling distribution for a general rate matrix
Consider a diffusion process with backward generator
1
2
K∑
i,j=1
xi(δij − xj) ∂
2
∂xi∂xj
+
1
2
K∑
i=1
Qijxj
∂
∂xi
. (1)
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This process corresponds to the diffusion limit of a K-allele neutral decoupled
Moran model [1, 10, 25] or Wright-Fisher model [9, p55] with scaled rate
matrix
Qij =
{
N(uij − δij) (decoupled Moran)
2N(uij − δij) (Wright-Fisher),
(2)
where N is the haploid population size, uij are the per generation diffusion
rates and the diffusion limit is defined by the simultaneous limits N → ∞,
uij → δij for fixed Qij.
In its most general form the K ×K rate matrix is constrained by
Qij ≥ 0, for i 6= j;
K∑
j=1
Qij = 0, (3)
implying that K(K−1) parameters are required to specify Q. Let us assume
that Q has a unique stationary state piT = (pi1 . . . piK) satisfying
pii ≥ 0,
K∑
i=1
pii = 1,
K∑
i=1
piiQij = 0. (4)
A sufficient condition for a unique piT to exist is that Qab > 0 for all a 6= b.
One would expect this to include any biologically realistic model.
Suppose we further assume small scaled mutation rates, that is, assume
the off-diagonal elements of Q to be O(θ) for some small parameter θ. The
sampling distribution for a finite sample of M individuals randomly and
independently drawn from the population has been obtained to first order
in θ by Burden and Tang [7, Eq. (35)] from an approximate solution to the
forward Kolmogorov equation corresponding to the generator in Eq. (1) and
by Burden and Griffiths [4, Theorem 1] from the coalescent. An identical
distribution has also been given by Schrempf and Hobolth [19] using the
boundary-mutation model as a starting point. Let
Y = (Y1, . . . , YK),
K∑
i=1
Yi = M, (5)
be the occupancy of alleles in a population sample of size M , assuming
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stationarity. Then the stationary sampling distribution is, to first order in θ,
Pr(Y = y |M,Q) =

pii
(
1−HM−1
∑
j 6=i
Qij
)
+O(θ2), yi = M, yj 6=i = 0;
piiQij
yj
+
pijQji
yi
+O(θ2), 1 ≤ yi, yj 6=i ≤M − 1
and yi + yj = M ;
O(θ2), yi, yj, yk > 0 for distinct i, j, k,
(6)
where
HM−1 =
M−1∑
y=1
1
y
. (7)
This distribution is a generalisation of special cases corresponding to situa-
tions where the stationary distribution of the neutral Moran or Wright-Fisher
diffusion is known exactly. The corresponding 2-allele case is quoted in Vogl
[23, Eq. (29)], and the case of multi-allelic parent-independent rate matrix
is given in RoyChoudhury and Wakeley [18, Eq. (10)]. Both of these special
cases correspond to reversible rate matrices, for which piiQij = pijQji, leading
to simplification of the second line in Eq. (6).
3. Site frequency data
Our aim is to estimate the scaled mutation rate matrix Q from a dataset
in the form of a site frequency spectrum obtained by sampling L independent
neutrally evolving loci within multiple alignment of M genomes. The obvious
application is to the genomic alphabet {A, T,G,C} of K = 4 letters, with
the loci being neutral genomic sites such as fourfold degenerate sites within
codons or short intron sites [24]. Such a dataset can be achieved in principle
from a sample of M/2 diploid, monoecious individuals, with the sites chosen
to be sufficiently separated so as to have independent coalescent trees due to
recombination. In terms of the allele occupancy counts defined by Eq. (5),
set
Li = the number of sites with Yi = M , Yj 6=i = 0;
Lij(y) = the number of sites with Yi = y, Yj 6=i = M − y, Yk 6=i,j = 0;
(8)
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for 1 ≤ i, j, k ≤ K and y = 1, . . .M − 1. Also define
Lij =
M−1∑
y=1
Lij(y);
LP =
∑
1≤i<j≤K
Lij.
(9)
Thus Li counts the number of non-segregating sites with allele i, Lij counts
the number of bi-allelic sites with alleles i and j, and LP counts the total
number of bi-allelic sites. Since Eq. (6) implies that tri-allelic, tetra-allelic,
etc. sites only occur with probability O(θ2), we further assume that all sites
are either non-segregating (with probability O(1)) or bi-allelic (with proba-
bility O(θ)), and hence
L =
∑
i
Li + LP. (10)
Note that under the model defined by the distribution Eq. (6), Li and Lij(y)
are random variables, whereas L is set by the experimental design and is not
a random variable.
To first order in θ, we obtain from Eq. (6) the likelihood function
L(Q | `) := Pr (L = ` | Q)
=
L!
(
∏
i li!)(
∏
i<j
∏M−1
y=1 lij(y)!)
×
K∏
i=1
{
pii
(
1−HM−1
∑
j 6=i
Qij
)}li
×
∏
1≤i<j≤K
M−1∏
y=1
{
piiQij
M − y +
pijQji
y
}lij(y)
. (11)
Note that this is a multinomial distribution in the vector of random variables
L = (Li, Ljk(y)), 1 ≤ i ≤ K; 1 ≤ j < k ≤ K; y = 1, . . . ,M − 1, (12)
listed in Eq. (8) taking observed values ` = (li, ljk(y)).
The general form of a multinomial distribution is
Prob (L = `) =
L∏
α lα!
∏
α
plαα =
(
L
`
)∏
α
plαα , (13)
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where
∑n
α=1 lα = L for a fixed number of categories n and parameters pα,
with α = 1, . . . , n constrained by 1
pα > 0,
n∑
α=1
pα = 1. (14)
In general, E(Lα) = Lpα, so the random variables
pˆα =
Lα
L
, (15)
are unbiased estimators of pα. By writing Eq. (13) in the canonical form
Prob (L = `) =
(
L
`
)
pLn exp
(
n−1∑
β=1
lβ log
pβ
pn
)
, (16)
one sees that the multinomial with fixed L and unknown pα constitutes an
exponential family of distributions with sufficient statistics L1, . . . , Ln−1 (suf-
ficiency can easily be seen via the Neyman factorisation theorem [11, pp 318,
341]).
Furthermore, if Eq. (14) are the only constraints on the pα, then L1, . . . , Ln−1
are a minimal complete set of sufficient statistics (completeness via Defini-
tion 3.19 of Keener [12, p 50]), and the theory of exponential families tells us
that pˆ defined by Eq. (15) are in fact uniformly minimum variance unbiased
estimators (application of the Rao-Blackwell theorem as shown in Theorem
4.4 of Keener [12, p 62]). A straightforward calculation using Lagrange mul-
tipliers (or the argument via completeness in the proof above often given
separately as the Lehmann-Sheffe theorem) shows that they are also unique
ML estimators. We will refer to such multinomials as being flat.
However, the analogous parameters in Eq. (11) are functions of elements
of the rate matrix Q, which are themselves subject to nontrivial constraints
via Eqs. (3) and (4). In this case, the number of independent parameters
is less than the number of sufficient statistics and the exponential family is
said to be curved [12, Chapter 5]. Therefore many of the standard results
pertaining to flat exponential families do not generalize to curved exponential
1In Eq. (11) the number of categories is n = K + 12K(K − 1)(M − 1). Later in
this paper the general properties of multinomials quoted here will be applied to marginal
distributions, which are multinomials with lesser values of n.
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families. Importantly for our case, the estimators defined by Eq. (15) are still
unbiased but, in general, are not ML estimators of pα.
In the following sections we explore the problem of determining ML es-
timators under various model restrictions on the rate matrix Q. In most
cases exact analytic formulae for ML estimates of the complete set of pa-
rameters are intractable. However, by judicious use of reparametrisation we
are able exploit the Neyman factorisation theorem [11, pp 318, 341] to factor
Eq. (11) into (i) flat marginal multinomials, from which minimum variance
unbiased ML estimators can be obtained for certain combinations of param-
eters, and (ii) a quotient depending on the remaining parameters, for which
ML estimators can be determined numerically. We begin by introducing a
reparametrisation of the rate matrix into reversible and non-reversible parts,
which will enable us to specify a convenient minimal set of independent pa-
rameters of the general rate matrix Q.
4. Reparametrisation of the rate matrix
Define the parameters
Cij =
1
2
(piiQij + pijQji), Φij =
1
2
(piiQij − pijQji), (17)
for i, j = 1, . . . , K. One easily checks that
Qij = (Cij + Φij)/pii, (18)
where the first term is the reversible part of the rate matrix, QGTRij = Cij/pii,
and the second term, Qfluxij = Φij/pii represents a flux Φij of probability per
unit time from allele i to allele j [7].
From the defining properties of Q and its stationary distribution, Eqs. (3)
and (4), we have that Cij are the elements of a symmetric K × K matrix
satisfying
∑K
j=1Cij = 0, and that Φij are the elements of an antisymmetric
K ×K matrix satisfying ∑Kj=1 Φij = 0. This last constraint is a statement
that fluxes of probability out of any allele to the remaining K−1 alleles must
be zero.
Clearly the stationary distribution pii contains K−1 independent degrees
of freedom, and the parameters Cij contribute
1
2
K(K − 1) independent de-
grees of freedom. To understand the number of independent elements of Φij,
consider Fig. 1 illustrating the case K = 6. Placing the K-th allele at the
centre of the diagram, we observe that the 1
2
(K − 1)(K − 2) closed paths
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Figure 1: Probability fluxes through the edges of the simplex spanned by K = 6 alleles.
The independent Φij for all 1 ≤ i < j ≤ K − 1 contribute probability fluxes around paths
K → i → j → K as shown for Φ12 and Φ35. The remaining radial fluxes ΦiK for i 6= K
are obtained by summing fluxes from all such triangular paths passing through i and K.
K → i → j → K for 1 ≤ i < j ≤ K − 1 define independent fluxes Φij, and
that the flux along any radial edge i→ K for 1 ≤ i ≤ K− 1 can be obtained
by conserving flux at the vertex i. To summarise, the general rate matrix Q
can be parameterised using the following minimal set of parameters:
pii, i = 1, . . . , K − 1 : K − 1 parameters;
Cij, 1 ≤ i < j ≤ K : 12K(K − 1) parameters;
Φij, 1 ≤ i < j ≤ K − 1 : 12(K − 1)(K − 2) parameters,
(19)
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with the remaining, dependent parameters given by
piK =
K−1∑
i=1
pii,
Cji = Cij, 1 ≤ i < j ≤ K,
Cii =
∑
j 6=i
Cij 1 ≤ i ≤ K,
Φji = −Φij, 1 ≤ i < j < K,
ΦiK = −ΦKi =
i−1∑
j=1
Φji −
K−1∑
j=i+1
Φij, 1 ≤ i ≤ K − 1.
(20)
The total number of independent parameters is K(K − 1), as required.
5. Maximum likelihood estimates
5.1. K = 2 alleles
Because the 2 × 2 rate matrix for the bi-allelic mutation-drift model is
necessarily reversible, there are no probability fluxes and therefore only two
independent parameters, pi1 and C12. The ML estimators of these parameters
were derived by Vogl [23]. Here we re-derive the estimators in a way which
readily generalises to both the general K-allele model and the reversible K-
allele model.
From Eqs. (11), (18) and (20) we have
Pr (L1 = l1, L2 = l2, L12(y) = l12(y) | pi1, C12)
= g(l1, l2, l12; pi1, C12)× h(~l12), (21)
where
g(l1, l2, l12; pi1, C12)
=
L!
l1!l2!l12!
(pi1 −HM−1C12)l1(1− pi1 −HM−1C12)l2(2HM−1C12)l12 ,(22)
h(~l12) =
1
(2HM−1)l12
l12!∏M−1
y=1 l12(y)!
M−1∏
y=1
(
1
M − y +
1
y
)l12(y)
, (23)
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and
~l12 = (l12(1), . . . , l12(M − 1)). (24)
Since h(~l12) does not depend on pi1 or C12, the Neyman factorisation theorem
for multiple parameters [11, pp 341] necessitates that L1, L2 and L12 are
sufficient statistics for estimating pi1 and C12. Then, since
∑
{~l12:
∑
y l12(y)=l12}
h(~l12) =
{
1
2HM−1
M−1∑
y=1
(
1
M − y +
1
y
)}l12
= 1, (25)
the marginal probability in L1, L2 and L12 is simply
Pr (L1 = l1, L2 = l2, L12 = l12 | pi1, C12) = g(l1, l2, l12; pi1, C12). (26)
Eq. (22) is a flat family of trinomial distributions with two independent
parameters. It follows from Eq. (15) and the discussion following Eq. (16)
that pˆ1 = L1/L and pˆ12 = L12/L are minimum variance, unbiased, ML
estimators of p1 := pi1 − HM−1C12 and p12 := 2HM−1C12 respectively. The
required ML estimators are then
Cˆ12 =
L12
2LHM−1
, pˆi1 =
L1 +
1
2
L12
L
, (27)
agreeing with Vogl [23, Eqs. (36) and (37)]. By linearity they are also unbi-
ased.
5.2. General K-allele model
Returning to the K-allele mutation-drift model for a general K ×K rate
matrix, we have, from Eqs. (11), (18) and the properties of Cij and Φij,
Pr (L = ` | pii, Cij,Φij)
=
L!
(
∏
i li!)(
∏
i<j
∏M−1
y=1 lij(y)!)
K∏
i=1
(
pii −HM−1
∑
j 6=i
Cij
)li
×
∏
1≤i<j≤K
M−1∏
y=1
{
Cij
(
1
M − y +
1
y
)
+ Φij
(
1
M − y −
1
y
)}lij(y)
,(28)
where the vector L of random variables represents the complete set of counts
in Eq. (12).
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Our aim is to choose a parametrisation that will enable us to exploit the
Neyman factorisation theorem. To this end we define
C =
∑
1≤i<j≤K
Cij;
pi′i =
pii −HM−1
∑
j 6=iCij
1− 2HM−1C , i = 1, . . . , K;
cij =
Cij
C
, i, j = 1, . . . , K;
φij =
Φij
C
, i, j = 1, . . . , K.
(29)
One easily checks that
∑K
i=1 pi
′
i = 1, and therefore K−1 of pi′i are independent;
that
∑
i<j cij = 1, and therefore
1
2
K(K−1)−1 of the cij are independent; and
that, by analogy with the Φij, there are
1
2
(K−1)(K−2) independent rescaled
fluxes φij. Together with C this gives a total of K(K − 1) independent
parameters, as required. In the following we choose for the set of independent
parameters
{pi′1, . . . , pi′K−1, C}∪({cij : 1 ≤ i < j ≤ K}\{cK−1,K})∪{φij : 1 ≤ i < j ≤ K − 1}.
(30)
The remaining, dependent, parameters in Eq. (29) are then defined as
cK−1,K = 1−
∑
1≤i<j≤K−1
cij −
K−2∑
i=1
ciK ,
φiK =
i−1∑
j=1
φji −
K−1∑
j=i+1
φij, 1 ≤ i ≤ K − 1.
(31)
This reparametrisation gives Eq. (28) as
Pr (L = ` | pi′i, C, cij, φij)
= g(l1, . . . , lK , lP; pi
′
1, . . . , pi
′
K−1, C)× h(`P; cij, φij), (32)
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where
g(l1, . . . , lK , lP; pi
′
1, . . . , pi
′
K−1, C)
=
L!
(
∏K
i=1 li)lP!
(
K−1∏
i=1
{(1− 2HM−1C)pi′i}li
)
×
{
(1− 2HM−1C)
(
1−
K−1∑
i=1
pi′i
)}lK
(2HM−1C)lP , (33)
and
h(`P; cij, φij) =
1
(2HM−1)lP
lP!∏
i<j
∏M−1
y=1 lij(y)!
×
∏
1≤i<j≤K
M−1∏
y=1
{
cij
(
1
M − y +
1
y
)
+ φij
(
1
M − y −
1
y
)}lij(y)
,
(34)
where we have defined the vector of bi-allelic counts
`P = (lij(y)), 1 ≤ i < j ≤ K, y = 1, . . . ,M − 1, (35)
and have used the notational convention of Eq. (31).
Since h(`P; cij, φij) is independent of C and pi
′
i, the Neyman factorisation
theorem necessitates that {L1, . . . , LK , LP} is a sufficient set statistics for
jointly estimating C and pi′1, . . . , pi
′
K−1. Following the same line of argument
as for the K = 2 case, since∑
{`P:
∑
i<j
∑
y lij(y)=lP}
h(`P; cij, φij)
=
{
1
2HM−1
∑
1≤i<j≤K
M−1∑
y=1
[
cij
(
1
M − y +
1
y
)
+ φij
(
1
M − y −
1
y
)]}lP
= 1, (36)
the marginal probability in {L1, . . . , LK , LP} is simply
Pr (Li = li, LP = lP | pi′i, C) = g(l1, . . . , lK , lP; pi′1, . . . , pi′K−1, C). (37)
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This is a flat family of multinomial distributions with K+1 categories and K
independent parameters. It follows from Eq. (15) and the discussion following
Eq. (16) that pˆ1 = L1/L to pˆK−1 = LK−1/L are minimum variance, unbiased,
ML estimators of p1 := (1 − 2HM−1C)pi′1 to pK−1 := (1 − 2HM−1C)pi′K−1
respectively, and that pˆP = LP/L is a minimum variance, unbiased, ML
estimator of pP := 2HM−1C. Thus we obtain the ML estimators
Cˆ =
LP
2LHM−1
, pˆi′i =
Li
L− LP =
Li∑K
j=1 Lj
, i = 1, . . . , K. (38)
Note that Cˆ is unbiased, but that the pˆi′i are biased.
However, as it stands there is no practical way to factorise h(`P; cij, φij)
further into distinct subsets of the factors occurring in Eq. (34) depending
on corresponding distinct subsets of parameters because of the interdepen-
dencies in Eq. (31). In practice, the ML estimate of the full rate matrix
is completed by numerically maximising h(`P; cij, φij) over its (K − 1)2 − 1
independent parameters, and reconstructing Q via Eqs. (18), (29) and (38).
5.3. General time reversible K-allele model
The general time reversible rate matrix is defined to be the general rate
matrix with the further constraint that piiQij = pijQji for all i, j = 1, . . . , K.
This is equivalent to a priori setting all Φij ≡ 0 in the parametrisation of
Eq. (19). With this simplification the Cij decouple, and Eq. (28) reduces to
Pr (L = ` | pii, Cij)
= g(l1, . . . , lK , l12, . . . , lK−1,K ; pii, Cij)×
∏
1≤i<j≤K
h(~lij), (39)
where
g(l1, . . . , lK , l12, . . . , lK−1,K ; pii, Cij) =
L!
(
∏K
i=1 li!)(
∏
1≤i<j≤K lij!)
×
 K∏
i=1
{
pii −HM−1
∑
j 6=i
Cij
}li ∏
1≤i<j≤K
(2HM−1Cij)lij , (40)
h(~lij) =
1
2HM−1
lij!∏M−1
y=1 lij(y)!
M−1∏
y=1
(
1
M − y +
1
y
)lij(y)
, (41)
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and
~lij = (lij(1), . . . , lij(M − 1)). (42)
This factorisation is a generalisation of that for the K = 2 rate matrix,
which is necessarily reversible. The factors of h(.) are again independent of
the model parameters, and so Li and Lij form a set of sufficient statistics for
estimating pii and Cij. Furthermore, since by analogy with Eq. (25)∑
{~lij :
∑M−1
y=1 lij(y)=lij}
h(~lij) = 1, (43)
the marginal probability in Li and Lij is a multinomial
Pr (Li = li, Lij = lij | pii, Cij) = g(l1, . . . , lK , l12, . . . , lK−1,K ; pii, Cij), (44)
with the same number of categories as the number of parameters to be esti-
mated plus one. Again we have a flat family of multinomials and Eq. (15)
implies that pˆij = Li/L and pˆij = Lij/L are minimum variance, unbiased,
ML estimators of pi := pii − HM−1
∑
j 6=iCij and pij := 2HM−1Cij respec-
tively. The required ML estimators assuming a reversible model rate matrix
are then
Cˆij =
Lij
2LHM−1
, pˆii =
Li +
1
2
∑
j 6=i Lij
L
. (45)
By linearity these estimators are unbiased.
In Burden and Tang [7, p 28] it is incorrectly stated that Eq. (45) are
unbiased, ML estimators for the general non-reversible model. The mistake
arose because of an incorrect use of the Neyman factorisation theorem: By
an analogous argument to that used in Section 5.2 above, the Cij cannot be
decoupled from the Φij, and dividing the likelihood function Eq.(28) by the
marginal distribution, Eq. (44), does not give a quotient, which is indepen-
dent of the Cij. While, by Eq. (15), it may be the case that Eq. (45) are
unbiased, they are not the ML estimators for a general non-reversible model.
6. Strand symmetry
Most genomic sequences, when examined on a sufficiently large scale,
are observed to be strand-symmetric, that is symmetric under simultaneous
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interchange of nucleotides A with T and C with G [2]. Any strand-symmetric
rate matrix can be parameterised as shown in Fig. 2(a) as [14]
Q =

−a− c− e a c e
a −a− c− e e c
b d −b− d− f f
d b f −d− b− f
 , (46)
where rows and columns are ordered (A, T,G,C). For the purposes of calcu-
lating ML estimates of Q from site frequency data, this parametrisation turns
out to be more convenient than the (pii, Cij,Φij) parameters introduced in
Section 4 for more general rate matrices. The off-diagonal elements a, . . . , f
are all assumed to be small.
6.1. Stationary strand-symmetric sampling distribution
The stationary distribution of the rate matrix Eq. (46) is
piT = 1
2
( β β 1− β 1− β ), (47)
where
β =
b+ d
b+ d+ c+ e
. (48)
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Figure 2: (a) The rate matrix with strand symmetry, Eq. (46), (b) the effective 2-allele rate
matrix with alleles grouped as (AG) and (CG), Eq. (53), and (c) the effective rate matrix
conditioning on the event that a site is occupied by only A and/or T alleles, Eq. (59).
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Combining Eqs. (46) and (6) gives the stationary sampling distribution to
first order in the elements of Q as
Pr(Y = y | Q) =
1
2
{β(1− (a+ c+ e)HM−1)}, yA = M, yT,G,C = 0
or yT = M, yA,G,C = 0;
1
2
{(1− β)(1− (b+ d+ f)HM−1)}, yG = M, yA,T,C = 0;
or yC = M, yA,T,G = 0;
1
2
βa
{
1
yT
+
1
yA
}
, yT + yA = M, yC = yG = 0;
1
2
{
β
e
yC
+ (1− β) d
yA
}
, yC + yA = M, yT = yG = 0;
1
2
{
β
e
yG
+ (1− β) d
yT
}
, yG + yT = M, yC = yA = 0 :
1
2
{
β
c
yG
+ (1− β) b
yA
}
, yG + yA = M, yC = yT = 0;
1
2
{
β
c
yC
+ (1− β) b
yT
}
, yC + yT = M, yG = yA = 0;
1
2
(1− β)f
{
1
yG
+
1
yC
}
, yG + yC = M, yT = yA = 0;
0, yk, yl, ym > 0 for distinct
k, l, m.
(49)
In Section 5 we isolated sufficient statistics within site frequency data for
estimating certain combinations of parameters of Q by factoring the like-
lihood Eq. (11). Here we take a slightly different approach and carry out
the factorisation at the level of the sampling distribution. This approach is
equivalent in that it ultimately relies on properties of the multinomial dis-
tribution behind the likelihood, but is more suited to the strand-symmetric
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rate matrix. Define the reparametrisation
β =
b+ d
θ
,
γ =
(b+ d)(c+ e)
b+ d+ c+ e
= β(1− β)θ,
a′ =
βa
β − γHM−1 ,
b′ =
b
b+ d
,
e′ =
e
c+ e
,
f ′ =
(1− β)f
1− β − γHM−1 ,
(50)
where
θ = b+ c+ d+ e. (51)
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In terms of the six new parameters, the distribution Eq. (49) factorises as
Pr(Y = y | Q) =
1
2
(β −HM−1γ)(1−HM−1a′), (yA = M, yT,G,C = 0) or
(yT = M, yA,G,C = 0);
1
2
((1− β)−HM−1γ)(1−HM−1f ′), (yC = M, yA,T,G = 0) or
(yG = M, yA,T,C = 0);
1
2
(β −HM−1γ)a′
(
1
yT
+
1
yA
)
, 1 ≤ yT , yA ≤M − 1,
yT + yA = M ;
1
2
γ
(
e′
y
+
1− b′
M − y
)
, (yC = y, yA = M − y) or
(yG = y, yT = M − y);
1
2
γ
(
1− e′
y
+
b′
M − y
)
, (yG = y, yA = M − y) or
(yC = y, yT = M − y);
1
2
(1− β −HM−1γ)f ′
(
1
yG
+
1
yC
)
, 1 ≤ yG, yC ≤M − 1,
yG + yC = M ;
0, yk, yl, ym > 0 for distinct
k, l, m,
(52)
correct to first order in the elements of Q.
The motivation for the choice of β and γ in Eq.(50) comes from partition-
ing the genomic alphabet into two effective alleles, (AT ) and (CG). Following
the procedure described in Appendix B of Burden and Tang [6] the effective
2-allele model corresponds to the 2× 2 rate matrix (see Fig. 2(b))
Q˜ =
(
Q(AT ),(AT ) Q(AT ),(CG)
Q(CG),(AT ) Q(CG),(CG)
)
= θ
(
β − 1 1− β
β −β
)
, (53)
whose stationary distribution is
piT =
(
β 1− β ) . (54)
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Note that the equivalence to a 2-allele model only extends to the stationary
distribution as, in general, there is no 2-state Markov chain dynamically
equivalent to the partitioning of a given multi-state Markov chain. The
stationary sampling distribution of a diffusion-limit 2-allele mutation-drift
model is solved in Section 4 of Vogl [23]. Translated to the notation of the
current paper, Vogl’s result is
Pr(YA + YT = y, YC + YG = M − y | Q)
= Pr(Y˜(AT ) = y, Y˜(CG) = M − y | Q˜)
=

β − γHM−1 +O(θ2), y = M ;
γ
(
1
y
+
1
M − y
)
+O(θ2), 1 ≤ y ≤M − 1;
1− β − γHM−1 +O(θ2), y = 0.
(55)
It is straightforward to check that Eq. (55) is indeed the marginal distribution
of Eq. (52).
The motivation for the choice of a′ in Eq. (50) comes from conditioning
on the event that the sampled site is occupied by only A or T alleles (see
Fig. 2(c)). From Eq, (49) and the definition of γ, we have
Pr(YA + YT = M | Q) = β(1− (c+ e)HM−1) = β − γHM−1. (56)
The conditional probability that the site is occupied by y A-alleles and (M−
y) T -alleles is then
Pr(YA = y | YA + YT = M,Q)
=
Pr(YA = y, YT = M − y | Q)
Pr(YA + YT = M, | Q)
=

1
2
β(1− (a+ c+ e)HM−1)
β − γHM−1 , y = 0 or y = M ;
1
2
βa
β − γHM−1
(
1
y
+
1
M − y
)
, y = 1, . . . ,M − 1
=

1
2
(
1− βa
β − γHM−1HM−1
)
, y = 0 or y = M ;
1
2
βa
β − γHM−1
(
1
y
+
1
M − y
)
, y = 1, . . . ,M − 1.
(57)
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With the definition of a′ in Eq. (50) this simplifies to
Pr(YA = y | YA + YT = M,Q) =

1
2
(1− a′HM−1), y = 0 or y = M ;
1
2
a′
(
1
y
+
1
M − y
)
, y = 1, . . . ,M − 1.
(58)
Comparing with Eq. (55), it is clear this is the sampling distribution for an
effective 2-allele mutation-drift model with rate matrix
Q˜(AT ) = a′
( −1 1
1 −1
)
. (59)
This interpretation is evident in the first and third lines of Eq. (52). An
analogous argument holds for the choice of parameter f ′ by conditioning on
the event that the sampled site is occupied by only C or G alleles.
6.2. Strand-symmetric parameter estimation
Assume a dataset in the form of a site frequency spectrum obtained by
sampling L independent neutrally evolving sites within a multiple alignment
of M genomes with allele occupancy counts defined as in Eqs. (8) and (9).
Also define
L(AT ) = LA + LT + LAT
L(CG) = LC + LG + LCG
L(AT,CG) = LAC + LAG + LTC + LTG.
(60)
Since Eq. (6) implies that tri-allelic and tetra-allelic sites only occur with
probability O(θ2), as in Section 3 assume that
L =
∑
i
Li + LP = L
(AT) + L(CG) + L(AT,CG). (61)
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From Eq. (52) we obtain the likelihood function
L(β, γ, a′, b′, e′f ′ | li, lij(y)) = Pr (Li = li, Lij(y) = lij(y) | Q)
=
L!
(
∏
i li!)(
∏
i<j
∏M−1
y=1 lij(y)!)
× {1
2
(β −HM−1γ)(1−HM−1a′)
}lA+lT
×{1
2
(1− β −HM−1γ)(1−HM−1f ′)
}lC+lG
×{1
2
(β −HM−1γ)a′
}LAT M−1∏
y=1
(
1
M − y +
1
y
)lAT (y)
×{1
2
(1− β −HM−1γ)f ′
}LCG M−1∏
y=1
(
1
M − y +
1
y
)lCG(y)
× (1
2
γ
)LAC+LTG M−1∏
y=1
(
e′
M − y +
1− b′
y
)lAC(y)+lTG(y)
× (1
2
γ
)LAG+LTC M−1∏
y=1
(
1− e′
M − y +
b′
y
)lAG(y)+lTC(y)
= (const.)× (2HM−1γ)l(AT,CG)
×{(1−HM−1γ)HM−1a′}lAT
×{(1−HM−1γ)(1−HM−1a′)}lA+LT
×{(1− β −HM−1γ)HM−1f ′}lCG
×{(1− β −HM−1γ)(1−HM−1f ′)}lC+lG
×
M−1∏
y=1
{(
e′
M − y +
1− b′
y
)lAC(y)+lTG(y)( 1− e′
M − y +
b′
y
)lAG(y)+lTC(y)}
,
(62)
where the constant is a combinatorial factor independent of β, γ, a′, b′, e′,
and f ′. This is a multinomial distribution, which can be factored in two
different ways.
Firstly, consider
L(β, γ, a′, b′, e′f ′ | li, lij(y)) = g(l(AT ), l(CG), l(AT,CG); β, γ)
×h(lA, lT , lC , lG, lAT , lCG,~lAC ,~lTG,~lAG,~lTC ; a′, f ′, b′e′), (63)
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where
g(l(AT ), l(CG), l(AT,CG); β, γ) =
L!
l(AT ))!l(CG)!l(AT,CG)!
×(β −HM−1γ)l(AT )(1− β −HM−1γ)l(CG)(2HM−1γ)l(AT,CG) , (64)
and the function h(·) is a product of the remaining factors times an appropri-
ate combinatorial factor to ensure that L is correctly normalised. The nota-
tion ~lij is defined by Eq. (42). Following the same procedure as for the general
rate matrix, observe that h(·) is independent of β and γ, and that Neyman
factorisation then implies that L(AT ), L(CG) and L(AT,CG) are sufficient statis-
tics for estimating β and γ. Summing over the redundant allele occupancy
counts subject to conditioning on L(AT ) = l(AT ), L(CG) = l(CG) and L(AT,CG) =
l(AT,CG) gives the flat family of trinomials g(l(AT ), l(CG), l(AT,CG); β, γ), from
which we read off the minimum variance, unbiased, ML estimators
̂β −HM−1γ = L
(AT )
L
, ̂2HM−1γ =
L(AT,CG)
L
. (65)
By linearity we therefore have that
βˆ =
L(AT ) + 1
2
L(AT,CG)
L
, γˆ =
L(AT,CG)
2LHM−1
, (66)
are unbiased ML estimators. These estimators agree precisely with cor-
responding estimators derived by Vogl [23, Section 4.1] and re-derived in
Section 5.1 for the 2-allele mutation-drift model with stationary sampling
distribution equivalent to Eq. (55).
Secondly, consider the factorisation
L(β, γ, a′, b′, e′f ′ | li, lij(y))
= g(lA + lT , lC + lG, lAT , lCG, l
(AT,CG); β, γ, a′, f ′)
×h(~lAC ,~lTG,~lAG,~lTC ; b′e′), (67)
where
g(lA + lT , lC + lG, lAT , lCG, l
(AT,CG); β, γ, a′, f ′)
=
L!
l(AT,CG)!lAT !(lA + lT )!lCG!(lC + lG)!
×(2HM−1γ)l(AT,CG)pAT lAT pA+T lA+lT pCGlCGpC+GlC+lG , (68)
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with
pAT = (β −HM−1γ)HM−1a′ = HM−1βa
pA+T = (β −HM−1γ)(1−HM−1a′)
pCG = (1− β −HM−1γ)HM−1f ′ = HM−1(1− β)f
pC+G = (1− β −HM−1γ)(1−HM−1f ′)
(69)
and h(~lAC ,~lTG,~lAG,~lTC ; b
′e′) is the final product in Eq. (62) times an appro-
priate combinatorial factor to ensure that L is correctly normalised. Applying
Neyman factorisation as before to factor out h(.), and recognising Eq. (68)
as a flat family of fifth order multinomials in 4 independent parameters, we
obtain the minimum variance, unbiased, ML estimators pˆAT = LAT/L and
pˆCG = LCG/L. Thus
β̂a =
LAT
LHM−1
,
̂(1− β)f = LCG
LHM−1
,
(70)
are minimum variance, unbiased ML estimators.
There is no simple analytic formula for the ML estimators b̂′ and ê′.
However they can be easily computed by maximising the conditional log-
likelihood arising from h(~lAC ,~lTG,~lAG,~lTC ; b
′e′), namely
logL(e′, b′) =
M−1∑
y=1
{
(lAC(y) + lTG(y)) log
(
e′
M − y +
1− b′
y
)
+ (lAG(y) + lTC(y)) log
(
1− e′
M − y +
b′
y
)}
(71)
over the region (b′, e′) ∈ [0, 1] × [0, 1]. This can be done using, for instance,
the R function constrOptim( ) or the EM algorithm described in Appendix
A. The maximum is unique by the following argument: Set `1(y) = lAC(y) +
lTG(y), `2(y) = lAG(y) + lTC(y) and
G1(y) =
e′
M − y +
1− b′
y
, G2(y) =
1− e′
M − y +
b′
y
.
25
Assuming miny(`1(y), `2(y)) > 0, the Hessian matrix
H =

∂2 logL
∂e′2
∂2 logL
∂e′∂b′
∂2 logL
∂e′∂b′
∂2 logL
∂b′2

=
M−1∑
y=1
(
`1
G21
+
`2
G22
)
−1
(M − y)2
1
y(M − y)
1
y(M − y)
−1
y2
 , (72)
is negative definite since for any real uT = (u1, u2),
uTHu = −
M−1∑
y=1
(
`1(y)
G1(y)2
+
`2(y)
G2(y)2
)(
u1
M − y −
u2
y
)2
< 0. (73)
Therefore any stationary point in the connected region for which logL(e′, b′)
is real must be an isolated local maximum. More than one maximum cannot
occur without there being a saddle point on a curve connecting them, so the
maximum is unique.
To obtain ML estimators of the strand-symmetric Q parameters (a, . . . , e)
in Eq. (46), we invert Eq. (50) to give
b = b′
γ
1− β ,
c = (1− e′)γ
β
,
d = (1− b′) γ
1− β ,
e = e′
γ
β
,
(74)
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Then from Eqs. (66), (70) and (74) we obtain the ML estimators
aˆ =
1
HM−1
LAT
L(AT ) + 1
2
L(AT,CG)
,
bˆ =
b̂′
2HM−1
L(AT,CG)
L(CG) + 1
2
L(AT,CG)
,
cˆ =
1− ê′
2HM−1
L(AT,CG)
L(AT ) + 1
2
L(AT,CG)
,
dˆ =
1− b̂′
2HM−1
L(AT,CG)
L(CG) + 1
2
L(AT,CG)
,
eˆ =
ê′
2HM−1
L(AT,CG)
L(AT ) + 1
2
L(AT,CG)
,
fˆ =
1
HM−1
LCG
L(CG) + 1
2
L(AT,CG)
.
(75)
Note that these estimators are in general biased.
7. Application
Bergman et al. [3] extracted sequence information of 197 Drosophila
melanogaster individuals [13] on the short autosomal introns (i.e. the nu-
cleotides in positions 8 through 30 of introns ≤ 65 bp in length), resulting
in a site frequency spectrum of 218,942 nucleotides. This dataset is one
of the largest and most accurate available today. As the population of D.
melanogaster does not seem to be in equilibrium but instead exhibits a bias
towards C and G nucleotides, the data are nevertheless not ideal for our
purpose.
We implemented our ML estimators in the statistical programming lan-
guage R [16]. The ML estimate of the general rate matrix Q was deter-
mined using Eqs. (38) to estimate pi′1, pi
′
2, pi
′
3 and C, and the R function
constrOptim() to maximise h(`P; cij, φij) defined by Eq. (34) with respect
to the set of independent parameters cij and φij defined in Eq. (30). For
K = 4 this amounts to five cij’s and three φij’s, i.e. a total of eight pa-
rameters to be determined numerically. The estimate of the rate matrix
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reconstructed via Eqs. (18) and (29) is
Qˆ =

−0.018072 0.006464 0.007479 0.004129
0.006215 −0.017885 0.003640 0.008030
0.016583 0.007047 −0.028496 0.004866
0.006590 0.015678 0.004466 −0.026734
 , (76)
where rows and columns are ordered (A, T,G,C).
Similarly the ML estimator assuming reversibility was calculated from
Eqs. (18) and (45) with Φˆij ≡ 0 as
Qˆrev =

−0.018077 0.006452 0.007697 0.003928
0.006227 −0.017882 0.003483 0.008173
0.015987 0.007495 −0.028477 0.004996
0.007098 0.015302 0.004346 −0.026747
 . (77)
The ML estimator assuming strand symmetry was calculated from Eqs. (46)
and (75), with b̂′ and ê′ obtained by numerically maximising Eq. (71), to
obtain
Qˆstrand-sym =

−0.017978 0.006337 0.007760 0.003880
0.006337 −0.017978 0.003880 0.007760
0.016099 0.006804 −0.027552 0.004649
0.006804 0.016099 0.004649 −0.027552
 . (78)
Although the three estimated rate matrices do not differ greatly, the dif-
ferences enable us to quantify the significance of the deviation of the general
model from reversibility and strand symmetry. If reversibility (resp. strand
symmetry) is taken as a null hypothesis and the general rate matrix taken
as the alternate hypothesis, the log of the likelihood ratio statistic,
− 2
[
logL(Qˆnull | `)− logL(Qˆalt | `)
]
, (79)
will asymptotically (as the number of sites L → ∞) have a chi-squared
distribution with d = 3 (resp. d = 6) degrees of freedom if the extra
parameters required to specify the general rate matrix are not significant.
Setting Qˆnull = Qˆrev or Qˆstrand-sym in Eqs. (11) and (79) gives p-values of
3.6 × 10−5 and < 10−91 respectively, indicating significant deviations from
both reversibility and strand symmetry for this dataset. Note that Bergman
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et al. [3] report slight but significant deviations from Chargaff’s second parity
rule.
In all three models, estimates for scaled mutation rates are higher for tran-
sitions (A↔ G and C ↔ T ) than for transversions ((A or G)↔ (C or T )),
as expected. By considering a sample of size M = 2 in the sampling distri-
bution Eq. (6), the first order approximation to the expected heterozygosity
is
1−
∑
i
pˆii
(
1−
∑
j 6=i
Qˆij
)
= −
∑
i∈{A,T,G,C}
pˆiiQˆii. (80)
For all three models this gives an identical expected heterozygosity of 0.0212.
8. Conclusions
We have obtained ML estimates of a scaled rate matrix from population
allele frequencies observed in unlinked neutrally evolving, independent ge-
nomic sites under three sets of model assumptions: that the rate matrix is
unconstrained, that it is reversible, and that it is strand-symmetric. The
analysis is carried out to first order in scaled mutation rates Qij defined by
Eq. (2), which are assumed to be small. This is equivalent to assuming that
at most one mutation has occurred in the coalescent tree of the example, and
hence that the sample includes only non-segregating and bi-allelic sites. The
purpose of our analysis is twofold:
Firstly, our treatment is more rigorous than a previous analysis of this
problem by Burden and Tang [7, p28], and corrects an error in that earlier
analysis. The correct estimates, specifically for the case of a general un-
constrained rate matrix and for the assumption of a strand-symmetric rate
matrix, are given in Sections 5.2 and 6.2 respectively of the current paper.
Although the correction is generally small in absolute terms, it is necessary
for an accurate significance test of violation of reversibility and strand sym-
metry via the likelihood ratio statistic Eq. (79).
Secondly, in Section 7 we have demonstrated efficient software in R imple-
menting ML estimates for a biological dataset consisting of a site frequency
spectrum extracted from short autosomal introns in a sample of Drosophila
melanogaster individuals. This software is available at the web address given
below, and requires as input a table of allele occupancy counts as defined by
Eq. (8).
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It is worth stressing the limits on the use of our software for rate matrix
estimation: The theory leading to the likelihood function Eq. (11) assumes a
mutation-drift model corresponding to the backward generator Eq. (1), that
is, the diffusion limit of a Moran or Wright-Fisher model for a population of
constant size. Substitutions are assumed to be due to neutral mutations with
no directional selection. Although Vogl and Bergman [24] have performed a
similar ML analysis for the analogous bi-allelic model with selection param-
eters, we are unaware of any analytic solution for the multi-allelic sampling
distribution with selection.
The likelihood function is derived from the stationary sampling distribu-
tion. As pointed out in Section 7 the assumption of stationarity may not hold
for our test Drosophila melanogaster dataset. The non-stationary sampling
distribution has been derived to first order in Qij by Burden and Griffiths
[5], and is considerably more complicated than the stationary distribution,
Eq. (6). Nevertheless it has the potential to serve as a basis for estimating
neutral mutation rates in a non-stationary setting.
The theory also assumes that the genomic loci should not only be neu-
trally evolving, but should have independent ancestries to avoid correlations
due to common coalescent trees [20]. This should be possible in randomly
mating diploid populations by choosing loci which are unlinked due to re-
combination. There is strong evidence that this requirement is satisfied for
the Drosophila melanogaster dataset analysed in Section 7 [8].
Finally, we stress that the first order analysis we have used assumes that
all off-diagonal elements of Q are small. Numerical simulations of the neutral
4-allele Wright-Fisher model with a small population size of 30 and a cor-
respondingly sample size of M = 8 individuals indicate that the estimated
rate matrices determined in Section 7 may be at the upper limit of mutation
rates for which the first order analysis is accurate.
Software
The R programs developed for estimating rate matrices, significance test-
ing, and calculating heterozygosity in Section 7 are available at https:
//github.com/cjb105/RateMatrixEstimation.
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Appendix A. Appendix, Expectation-Maximisation Algorithm al-
gorithm
Here we provide the expectation-maximisation (EM) algorithm that can
be used to estimate e′ and b′ from the conditional log-likelihood in Eq. (71).
Let the unknown auxiliary variable zAC(y) count the number of mutations
from A to C, the variable zTG(y) those from T to G, and similarly for zGA(y)
and zCT (y). As a logical consequence, LAC(y) + LTG(y) − zAC(y) − zTG(y)
counts the number of mutations from C to A and from G to T . Then the
conditional log-likelihood can be written as:
log(Pr(LAC(y), LTG(y), LGA(y), LTC(y), zAC(y), zTG(y), zGA(y), zTC(y) |M, e′, b′) =
const+
M−1∑
y=1
(zAC(y) + zTG(y)) log
(
e′
y
)
+
M−1∑
y=1
(LAC(y) + LTG(y)− zAC(y)− zTG(y)) log
(
1− b′
M − y
)
+
M−1∑
y=1
(zGA(y) + zCT (y)) log
(
b′
y
)
+
M−1∑
y=1
(LGA(y) + LCT (y)− zGA(y)− zCT (y)) log
(
1− e′
M − y
)
.
(A.1)
The expectation step of the EM algorithm constitutes taking the expec-
tation of Eq.( A.1).
It is helpful to look at the conditional expected values of the groups of
auxiliary variables zAC(y) + zTG(y), LAC(y) + LTG(y) − zAC(y) − zTG(y),
zCA(y) + zGT (y), and LGA(y) + LCT (y)− zGA(y)− zCT (y) separately:
The expectation of zAC(y) + zTG(y) given LAC(y) + LTG(y) corresponds
to the mean of a binomial distribution with sample size LAC(y)+LTG(y) and
probability p(y) =
e′
y
e′
y
+ 1−b′
M−y
:
E(zAC(y) + zTG(y) | LAC(y) + LTG(y)) = (LAC(y) + LTG(y))
e′t
y
e′t
y
+ 1−b
′t
M−y
.
(A.2)
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The other expectations follow analogously.
These can be plugged into Eq. (A.1) to give:
Q(b′, e′ | b′t, e′t) =
+
M−1∑
y=1
(LAC(y) + LTG(y))
e′t
y
e′t
y
+ 1−b
′t
M−y
log(e′)
+
M−1∑
y=1
(LAC(M − y) + LTG(M − y))
1−b′t
M−y
e′t
y
+ 1−b
′t
M−y
log(1− b′)
+
M−1∑
y=1
(LGA(y) + LCT (y))
1−b′t
M−y
1−b′t
y
+ e
′t
M−y
log(b′)
+
M−1∑
y=1
(LGA(M − y) + LCT (M − y))
e′t
M−y
1−b′t
y
+ e
′t
M−y
log(1− e′) .
(A.3)
This leaves the maximisation step: To determine the overall iteration
scheme for the parameter updates we solve the appropriate derivatives of
Q(b′, e′ | b′t, e′t). The overall iteration scheme is then given by:
eˆ′t+1 =
∑M−1
y=1 (LAC(y) + LTG(y))
e′t
y
e′t
y
+ 1−b′t
M−y∑M−1
y=1 (LAC(y) + LTG(y))
e′t
M−y
e′t
y
+ 1−b′t
M−y
+
∑M−1
y=1 (LGA(M − y) + LCT (M − y))
1−e′t
y
1−e′t
y
+ b
′t
M−y
bˆ′t+1 =
∑M−1
y=1 (LGA(y) + LCT (y))
b′t
y
b′t
y
+ 1−e′t
M−y∑M−1
y=1 (LGA(y) + LCT (y))
b′t
y
b′t
y
+ 1−e′t
M−y
+
∑M−1
y=1 (LAC(M − y) + LTG(M − y))
1−b′t
M−i
e′t
y
+ 1−b′t
M−y
.
(A.4)
Cyclical calculation of estimators guarantees convergence towards a local
maximum by properties of the EM algorithm. In this case, the local maxi-
mum is also the global maximum by the argument in the main text.
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