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diverse processes from intermolecular interactions, to phase behavior, to protein folding. However,
rigorous characterization of the hydrophobicity at the nanoscale of topographically and chemically
complex solutes such as biomolecules remains an unsolved problem. While numerous approximations,
such as hydropathy scales based on single residue properties, exist, they fail to account for the complex,
many-bodied response of proximal waters to a protein that underly its emergent hydrophobicity. Here, we
apply a combination of Molecular Dynamics (MD) simulations with the Indirect Umbrella Sampling
(INDUS) method to rigorously capture and quantify the hydrophobicity of complex solutes such as
proteins. We find that protein hydration waters are susceptible to unfavorable energetic perturbations.
Furthermore, we use these findings to identify the most hydrophobic regions of the surfaces of a variety
of proteins. We find that, contrary to conventional treatments and understanding of hydrophobicity, these
hydrophobic regions consist of similar numbers of non-polar and polar surface atoms. Furthermore, we
test the correspondence between these hydrophobic surface regions and experimentally determined
protein-protein interaction interfaces. We find a striking correspondence between the hydrophobic regions
uncovered from our simulations and known protein interaction interfaces, suggesting that the indirect
contribution of hydrophobic effects play a significant role in protein recognition across a variety of
proteins. Finally, we combine state-of-the-art machine learning (ML) methodologies with INDUS to
construct a series of models to predict the hydrophobicity of self-assembled monolayer (SAM) chemically
heterogeneous surfaces. As sophisticated ML models tend to operate as `black-boxes', obscuring
interpretability, we use the tools of explainable artificial intelligence (XAI) to arrive at a model of surface
hydrophobicity that is at once extremely accurate and physically interpretable. This model suggests an
interesting asymmetry in the influence of additional polar or non-polar groups on the hydrophobicity of a
surface.
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ABSTRACT
CHARACTERIZING AND PREDICTING HYDROPHOBICITY AT THE
NANOSCALE TO INFORM PROTEIN INTERACTIONS
Nicholas B. Rego
Amish J. Patel
Hydrophobicity - the aversion of liquid water to surfaces - is a key property property of
proteins, underlying diverse processes from intermolecular interactions, to phase behavior, to protein folding. However, rigorous characterization of the hydrophobicity at the
nanoscale of topographically and chemically complex solutes such as biomolecules remains
an unsolved problem. While numerous approximations, such as hydropathy scales based on
single residue properties, exist, they fail to account for the complex, many-bodied response
of proximal waters to a protein that underly its emergent hydrophobicity. Here, we apply a
combination of Molecular Dynamics (MD) simulations with the Indirect Umbrella Sampling
(INDUS) method to rigorously capture and quantify the hydrophobicity of complex solutes
such as proteins. We find that protein hydration waters are susceptible to unfavorable energetic perturbations. Furthermore, we use these findings to identify the most hydrophobic
regions of the surfaces of a variety of proteins. We find that, contrary to conventional treatments and understanding of hydrophobicity, these hydrophobic regions consist of similar
numbers of non-polar and polar surface atoms. Furthermore, we test the correspondence
between these hydrophobic surface regions and experimentally determined protein-protein
interaction interfaces. We find a striking correspondence between the hydrophobic regions
uncovered from our simulations and known protein interaction interfaces, suggesting that
the indirect contribution of hydrophobic effects play a significant role in protein recognition
across a variety of proteins. Finally, we combine state-of-the-art machine learning (ML)
methodologies with INDUS to construct a series of models to predict the hydrophobicity of
self-assembled monolayer (SAM) chemically heterogeneous surfaces. As sophisticated ML
models tend to operate as ‘black-boxes’, obscuring interpretability, we use the tools of ex-
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plainable artificial intelligence (XAI) to arrive at a model of surface hydrophobicity that is
at once extremely accurate and physically interpretable. This model suggests an interesting
asymmetry in the influence of additional polar or non-polar groups on the hydrophobicity
of a surface.
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CHAPTER 1 : Introduction
1.1. Hydrophobicity: A Driving Force in Biomolecular Interactions
Liquid water is paramount; it influences the fates of the molecules which reside in it. It is the
‘universal solvent’, life cannot exist without it. Yet, it is often relegated to the background,
to the supporting role, as the behavior of the solutes which it hydrates steal the limelight.
But the importance of water cannot be overstated: it is the influence of water that drives
the interactions of its solutes. At the heart of this lies the phenomena of hydrophobicity
and hydrophilicity - the aversion or attraction, respectively, of a solute to the surrounding
water molecules.
Nowhere is this more important than in the realm of biology. The biochemistry of life proceeds in an aqueous environment; a deep understanding of the nuanced ways in which water
interacts with biomolecules is essential to understanding how these molecules function and
interact with one another. Proteins, the dynamic actors on which all life depends, perform
an astonishing variety of functions, from structural, to inter- and intra-molecular signaling,
to catalyzing reactions. The interactions of water with protein surfaces underly all of these
processes. Indeed, the biological function of a protein is determined by the particular 3dimensional structure it adopts in solution. How exactly proteins are able to fold into their
final structures is a topic of ongoing research; however, hydrophobic forces, which drive
the burying of a protein’s hydrophobic core, have long been recognized as key factors driving protein folding [47, 126]. Indeed, the aggregation of mis-folded or highly concentrated
proteins underlies many neurodegerenative diseases and frustrates the long term storage of
concentrated protein solutions for experiment or therapeutics [37, 12, 55]. The interactions
of proteins - with other proteins, or molecular ligands and substrates - play a critical role
in biology, from signal transduction, to immune response, and to macromolecular assembly
and phase behavior [22, 105, 106]. Underlying these phenomena is the hydrophobic effect:
hydrophobic regions of proteins tend to associate with one another [13, 10, 85, 60].
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Understanding how proteins interact with one another and with other molecular ligands is
therefore of critical importance if we wish to understand and modulate these interactions [94,
83]. To do so, however, we first must be able to identify the interfaces through which
proteins interact, which, despite its importance, remains a challenging open problem in
biophysics [123, 3].
Due to the importance of hydrophobicity in driving molecular association, a natural first
step towards this goal would be to uncover the regions of a protein’s surface that interact
weakly with water - the most hydrophobic regions [124, 48]. Indeed, it is the release of
these weakly-bound waters that can provide a significant thermodynamic driving force for
protein intermolecular interactions [17, 88]. However, this is also challenging: Proteins are
complex molecules: their surfaces are topographically rugged, the chemistry of their surface
groups highly heterogeneous.
We illustrate this with a protein, thymidylate synthase (TS) (PDB: 2TSC [69]), in Figure 1.1. TS, which forms an obligate homodimer, is involved in DNA synthesis [90]; surface
atoms of a TS monomer that participate in dimer formation are shown in Figure 1.1A.
Two other views color protein surface atoms according to amino acid residue (Figure 1.1B)
or atomic (Figure 1.1C) chemistry, highlighting the topographical and chemical complexity typical of a protein surface. Comparing these to the protein’s interaction interface
(Figure 1.1A) underscores the difficulty: there are no clear distinguishing surface features.
In Figure 1.1C, surface heavy atoms are classified as non-polar (white) or polar/charged
(blue) according to the Kapcha-Rossky [45] hydropathy scale. In this prescription, protein
heavy atoms are classified as polar or non-polar according to their partial charge in the
OPLS-AA [44] force field.
Our hypothesis is as follows: the most hydrophobic region of a protein’s surface is likely to
correspond to the interface through which it interacts with other molecules. How, then, can
we expect to rigorously and quantitatively identify such regions on proteins, which display
significant chemical and topographical heterogeneity?
2

Figure 1.1: Identifying protein regions that mediate its interactions. A) The atoms of
thymidylate synthase (TS) that participate in the formation of an obligate homodimer are
projected onto a TS monomer. Although knowledge of a protein’s interaction interface is
desirable, it is not available for most proteins. B,C) Protein structures provide access to
the nanoscale chemical and topographical patterns displayed by the protein; however, using
this information to predict the protein patches that mediate its interactions is non-trivial.
Atoms are colored according to residue (B) or atomic (C) chemistry.
This thesis is outlined as follows: In the remainder of this chapter, we will outline a computational framework for characterizing the hydrophobicity of nano-scale surfaces. In particular,
the remainder of this chapter will discuss the theoretical and technological advances that
make these calculations possible. We will outline how our methodology, rooted in statistical
mechanics, can rigorously quantify hydrophobicity at the nanoscale. Further, we will illustrate this for simple, flat self-assembled monolayer (SAM) surfaces with uniform chemistry.
In Chapter 2, we will extend this to the hydration waters of proteins. Surprisingly, our
calculations show that protein hydration shell waters display signatures of hydrophobicity:
they are susceptible to unfavorable perturbations. In Chapter 3, we will build on these
results to construct a methodology for identifying the most hydrophobic surface regions of
a protein. Further, we compare these hydrophobic patches to known interaction interfaces,
and find that, indeed, there is a striking correspondence. Furthermore, we find that the
most hydrophobic regions of proteins are composed of roughly equal numbers of non-polar
and polar atoms, illustrating the complex relationship between chemical patterning, topography, and hydrophobicity. Finally, in Chapter 4, we address the following question:
Can hydrophobicity be predicted from surface chemical features alone, without the need
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for expensive simulations? Using the tools of machine learning (ML), we build a series of
models to predict the hydrophobicity of flat, chemically heterogeneous SAM surfaces. Importantly, we focus on developing a predictive model that is both accurate and physically
interpretable: this model provides insights into the chemical determinants of hydrophobicity
at the nanoscale.

1.2. A Macroscopic View of Hydrophobicity and the Free Energy of Cavity Formation
Why, exactly, do hydrophobic surfaces or molecules associate in water? The tendency of
two molecules A and B to interact, at constant temperature, is given by the free energy
difference of binding:

∆Fbind ≡ Fbound − Funbound = −kB T ln

Pbound
( constant V )
Punbound

or

(1.1)

∆Gbind ≡ Gbound − Gunbound = −kB T ln

Pbound
( constant p)
Punbound

where Pbound , Punbound are probabilities of observing molecules A and B in the bound or
unbound state, respectively. The relevant free energy, Helmholtz (F ) or Gibbs (G), depends
on whether the system volume (V ) or pressure (p) is held constant. The Gibbs free energy
is more commonly reported in biophysical experiments, in which the external pressure is
often held constant. The Helmholtz free energy, in contrast, is often more convenient from
a theoretical perspective. To this author, for what it is worth, it is more intuitive and,
therefore, satisfying. Regardless, for the condensed-phase aqueous systems considered here,
the choice of free energy is often irrelevant. The two are related by G = F +pV ; and since we
are primarily concerned with free energy changes, the contribution of the pV term between
the initial and final states is small for the systems considered here, and ∆F ≈ ∆G. Thus,
in the remainder of this work, we will freely alternate between the Gibbs and Helmholtz
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free energies, depending on which is more expedient.
How does hydrophobicity, determined by the strength of interactions between species A
or B with water, impact the binding free energy? To understand this, we introduce the
following quantity, the free energy required to create a cavity of size v in liquid water:

∆Gcav :

Free energy required to create a cavity v

(1.2)

Figure 1.2 illustrates this quantity schematically, where the probe volume v is defined in bulk
water (A) or next to a solute (B). ∆Gcav captures the the reversible work required to empty
waters from an arbitrary volume v. Equivalently, ∆Gcav is the free energetic cost associated
with constraining the system such that no water molecules may reside in v. Since this is
a constraint imposed on the system - or, perhaps more intuitively, since ‘nature abhors a
vacuum‘ - this process is necessarily unfavorable (∆Gcav > 0). In bulk water (Figure 1.2A),
∆Gcav is dependent on the size of v; for sufficiently large probe volumes, it can be captured
by macroscopic interfacial thermodynamics. When v is defined next to the surface of a
solute (Figure 1.2B), ∆Gcav increases with the strength of surface-water interactions. Thus,
defined this way, ∆Gcav serves as a natural measure of surface hydrophobicity; the more
hydrophilic a surface, the larger the value of ∆Gcav . In the case of a chemically uniform
surface, and in the case of a sufficiently large v, ∆Gcav can again be related to interfacial
thermodynamics.
Finally, ∆Gcav can be related to the hydration free energy of a solute, ∆Ghyd (Figure 1.2C).
This quantity, also known as the excess chemical potential of the solute (µex ), is directly
related to experimental measures such as the solubility and oil-water partitioning coefficient
of the solute; ∆Ghyd < 0 for hydrophilic solutes such as small ions. In Figure 1.2C, ∆Ghyd
is decomposed into two terms:
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∆Ghyd = ∆Gcav + ∆Gins

In this process, the hydration of a solute proceeds in two steps: First, a cavity is formed that
can accommodate the solute (∆Gcav ), followed by insertion of the solute into cavity (∆Gins ).
∆Gins captures the short range Van der Waals and long-range electrostatic interactions
between water and the solute; provided that v is sufficiently large to accommodate the
solute, ∆Gins consists of an attractive Van der Waals contribution. If the solute is charged,
∆Gins also accounts for attractive short-range solute-solvent electrostatic interactions and
long-range polarization of surrounding water molecules. For an ideal hydrophobic solute,
which is charge neutral and forms no Van der Waals interactions, ∆Gins = 0; therefore,
∆Gcav captures the hydration free energy of an ideal, hydrophobic solute of size v.

Figure 1.2: The cavitation free energy, ∆Gcav , is the free energetic cost required to create
a cavity of size and shape v. A) Creating a cavity of size v in bulk water. In this schematic
view, bulk water (blue) is removed from a probe volume, v (top, dotted line), to create
a cavity (bottom, white). B) A similar process, where a cavity is created adjacent to the
surface of a solute. Here, the solute is shown as a maroon rectangle, and the probe volume,
again represented by a dotted line, is chosen to be adjacent to the solute. In this case,
∆Gcav provides a measure of the strength of solute-water interactions.
∆Gcav can also be used to highlight the contribution of water to the binding free en-
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ergy, ∆Gbind , between two molecules A and B (Figure 1.3). In Figure 1.3A, binding is
decomposed into two steps: short-range interactions between water and the binding interB
face of each molecule are disrupted (∆GA
cav + ∆Gcav ), then direct interactions are formed

between molecules A and B to form the final bound complex, AB. The second term,
∆Gdir , accounts for annihilation of the cavities as the molecules are bound; additionally,
it accounts for the direct short-ranged interactions formed between molecules A and B, as
well as the loss of translational entropy of the individual solutes. If binding is favorable,
B
∆Gdir < −(∆GA
cav + ∆Gcav ). Equivalently, ∆Gbind can be decomposed into contributions

from hydration free energies of the individual solutes and the bound complex (Figure 1.3B).
In this case, hydration effects contribute favorably to binding if it is more favorable to hyB
A
drate the complex than the two molecules separately (∆GAB
hyd < (∆Ghyd + ∆Ghyd )).

Finally, for flat, chemically uniform surfaces, ∆Gcav can be related to an experimental
measurement: the water-surface contact angle (Figure 1.4A-B). A common experimental
measurement of the hydrophobicity of a flat surface, the equilibrium water-droplet contact
angle, θ, is determined by interfacial thermodynamics. A water droplet placed on a solid
surface produces a three-phase system (the solid surface, the liquid droplet, and surrounding
vapor); its equilibrium contact angle, θ is related to the relevant surface tensions by the
Young-Dupré equation:

cos θ =

γsv − γsl
γ

(1.3)

where γsv , γsl , and γ refer to the surface-vapor, surface-liquid, and liquid-vapor surface
tensions, as illustrated in Figure 1.4A.
Equation 1.3 can be used to directly relate θ, a property of the surface, and γ (liquid-vapor
surface tension, a readily available quantity), to ∆Gcav . In Figure 1.4B, ∆Gcav captures the
free energy change associated with emptying a cubic volume, v, with a cross-sectional area,
A, and a width, h, above the surface. If A is sufficiently large, this process can equivalently
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Figure 1.3: Hydration contributions to binding. The binding free energy, ∆Gbind , between
two molecules, A and B, are partly determined by the strength of their interactions with
water. These contributions are illustrated by splitting the binding process into intermediate
steps that complete a thermodynamic cycle. A) Here, the binding is thought of as a two step
process. First, proximal water-solute interactions are broken by creating cavities adjacent
B
to each solute in its unbound state (∆GA
cav + ∆Gcav ). This term is unfavorable, and its
magnitude is dependent on the strength of solute-water interactions; it therefore decreases
as the solutes become more hydrophobic. In the second step, species A and B are brought
next to one another. ∆Gdir , therefore, captures the direct energetic interactions between A
and B, as well as other contributions due to the annihilation of the cavities. ∆Gdir must be
negative for binding to be favorable. B) ∆Gbind can also be expressed in terms of hydration
B
free energies. Species A and B are removed from bulk water, −(∆GA
hyd + ∆Ghyd ); next,
they bind in vacuum, ∆Gvac , to form the bound complex, AB; finally, the bound complex
AB is hydrated, ∆GAB
hyd . Water contributes favorably to binding if it is easier to hydrate
B
A
the complex than A and B individually, i.e. ∆GAB
hyd < (∆Ghyd + ∆Ghyd ).
be cast in terms of macroscopic interfacial thermodynamics. Assuming that A  h, which
is true if A is large (say, order of micrometers) and h is small (sub-nanometer, for instance
if h is enough to capture one or two layers of waters adjacent to the surface), then ∆Gcav
is:

∆Gcav = A(γ + γsv − γsl )

(1.4)

corresponding to the replacement of a solid-liquid interface with area A by solid-vapor and
liquid-vapor interfaces at the bottom and top of the volume v, respectively. By substituting
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the Young-Dupré relationship (equation 1.3) into equation 1.4, we can relate ∆Gcav to the
contact angle and liquid-vapor surface tensions:

∆Gcav = Aγ(1 + cos θ)

(1.5)

For more complex surfaces - such as proteins, for instance (Figure 1.4C), there exists no
such simple relationship. In order to calculate ∆Gcav for such surfaces, then, we must move
from a macroscopic to a molecular-level view.

1.3. Quantifying Hydrophobicity at the Nanoscale by Sampling Water Density Fluctuations
At the nanoscale, thermodynamic quantities, which appear constant at the macroscale, are
dominated by substantial fluctuations; this is the realm of statistical mechanics.
Here, leveraging the molecular-level perspective offered by molecular dynamics (MD) simulations, we can relate ∆Gcav to a microscopic quantity: the statistics of water-density within
the probe volume v. Seminal theoretical advances by Lum, Chandler, and Weeks [62] have
given a molecular interpretation of hydrophobicity: hydrophobic surfaces are characterized
by enhanced vicinal water density fluctuations.
First, we introduce an order parameter, Nv , to capture water density in a probe volume:

Nv (R)

: Number of water molecules in v

Nv can be directly calculated from simulation, and is a function of the atomic coordinates
of a system, R.
Given sufficient sampling, we can (in theory) use MD to construct the probability distribution, Pv (N ), of obseving N waters in v. The free energy of cavity formation is defined
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microscopically as:

∆Gcav ≡ −kB T ln Pv (0) = Fv (0)

(1.6)

Where Pv (0) is the probability of observing zero water molecules in the probe volume, and
the free energy associated with observing N water molecules is:

βFv (N ) ≡ − ln Pv (N )
Here, β ≡ (kB T )−1 is the inverse of the thermal energy at temperature T .
However, all is not well: for any but the smallest volumes, the probability of observing
zero water molecules during an MD simulation near standard biological conditions (e.g.,
T = 300K) is vanishingly small. In order to adequately sample Pv (N ), then, it is necessary
to employ enhanced-sampling techniques, such as umbrella sampling.
Briefly, umbrella sampling (and other related enhanced-sampling techniques) sample low
probability values of a given order parameter by applying a series of artificial, energetic
biasing potentials that force the system to sample relevant regions of the order parameter.
For instance, a harmonic bias, Uκ,N ∗ , can be introduced to sample different values of N :

Uκ,N ∗ (N ) =

κ
(N − N ∗ )2
2

Parameterized by a target, N ∗ , and spring-constant, κ, Uκ,N ∗ (N) adds an energetic penalty,
or bias, that decreases the probability of sampling values of N far from N ∗ . By selecting a
sufficiently strong spring-constant, κ, and simulating at a variety of values of N ∗ , one can
sample values of N far from equilibrium, including at N = 0. Provided that the ensemble
of biased simulations (at different values of Uκ,N ∗ ) sample a continuous range of N , the full,
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unbiased probability distribution can be reconstructed using standard techniques such as
the Weighted-histogram analysis method (WHAM) [21, 56, 99], and its unbinned extensions,
Unbinned WHAM (UWHAM) [102] and, equivalently, the multi-state Bennett Acceptance
Ration (MBAR) [97]. All of these techniques are rooted in statistical mechanics, and are
outlined in detail in APPENDIX A.
One final technical complication remains in implementing biasing potentials for sampling
N . Though the equilibrium ensemble of configurational states is indeed determined by the
system energy (according to e−βU , where U(R) is the system potential energy), molecules in
MD respond to forces, defined as the negative gradient of the potential energy with respect
to the position of each molecule. That is, the force on atom i, fi , is:

fi = −∇i U

(1.7)

Calculating the forces introduced by biasing potentials, then, requires differentiating each
biasing potential, Uκ,N ∗ , with respect to the order parameter. Since the number of waters,
N , is a discrete quantity, it varies discontinuously as waters cross the boundary of the probe
volume, v; in practice, this introduces impulsive, infinite forces when waters lie exactly on
the boundary of v.
To circumvent this problem, Patel and coworkers have introduced the Indirect Umbrella
Sampling (INDUS) method [79, 78, 77]. Here, the order parameter, N , is replaced by a
coarse-grained variable, Ñ , that varies continuously as water molecules cross the probe
volume. Briefly, Ñ is calculated by placing a three-dimensional truncated, shifted gaussian
centered at each water position; Ñ is parameterized by a gaussian width, η, and a cut-off,
rc , at which the gaussian is uniformly zero. For sufficiently small widths, the coarse-grained
water density Ñ correlates strongly with the actual water number, N . Thus, applying the
biasing potentials to Ñ produces a commensurate change in N .
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Thus, a combination of MD with INDUS allows a complete characterizing of Pv (N ).
Self-assembled monolayer (SAM) surfaces provide ideal model systems for studying the behavior of water, and hydrophobicity, at the nanoscale. Fv (N ) calculated for two chemically
uniform SAMs is shown in Figure 1.5. Each SAM is constructed by arranging sulfurterminated alkyl chains on a hexagonal lattice, following references [95, 122]. Each alkyl
chain is terminated in a tunable headgroup that is exposed to solvent. Here, we compare
the two SAMs: one composed of uniformly non-polar (methyl) headgroups, and the other
of polar (hydroxyl-) headgroups. For each SAM, an identically shaped cylindrical probe
volume, v, is placed adjacent to the surface (Shown in Figure 1.5B for the non-polar SAM);
v is placed adjacent to each SAM with a radius of Rv = 2.0 nm and a thickness of w = 0.3
nm, ensuring that it captures the first hydration layer of waters.
For each SAM, the free energy Fv (N ) is constructed using INDUS, shown in Figure 1.5B. For
each surface, ∆Gcav is indicated in blue (for the polar SAM) or red (for the non-polar SAM).
∆Gcav is significantly greater for the hydrophilic, polar SAM, reflecting strong surface-water
interactions relative to the hydrophobic, non-polar SAM. Furthermore, the full free energy
landscapes, Fv (N ) provide insights into the molecular signatures of hydrophobicity. The
dashed line indicates the expected free energy if Pv (N ) follows Gaussian statistics with
the same mean and variance in N as the polar surface. While the polar surface shows
close to Gaussian statistics, the non-polar, hydrophobic surface shows significant deviations
from Gaussian behavior at the low-N tails. This ‘fat-tail’ of the Fv (N ) landscape for the
hydrophobic SAM indicates a significant low-N (low-density) fluctuations and is a signature
of hydrophobicity at the nanoscale [10, 121, 78, 81, 80]. Finally, inspection of the mean and
variance of water density fluctuations, hNv i0 and hδNv2 i0 illustrate that equilibrium water
density is nearly identical for both SAMs. Though the water density variance is slightly
greater for the hydrophobic SAM, it is insufficient to rigorously estimate the non-Gaussian
full free energy profile, Fv (N ), of the hydrophobic SAM. Equilibrium quantities related to
water density, therefore, are poor predictors of surface hydrophobicity; however, quantifying
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the magnitude of low-density fluctuations, such as by measuring ∆Gcav , provide rigorous
quantification that is able to distinguish and quantify the hydrophobicity of surfaces [26].

1.4. The φ-Ensemble: How Waters Respond to Unfavorable Perturbations
∆Gcav ≡ Fv (0), as outlined above, provides a rigorous, quantitative measure of surface
hydrophobicity. However, this is a single metric: what if we wish to examine, for instance,
the pathways through which a surface dewets? Or, for a complex, heterogeneous surface,
can we use these methodolgies to identify the relatively most hydrophobic surface regions?
INDUS gives us access to the entire Fv (N ); examination of different regions of this curve can
provide a wealth of additional information about the hydrophobic character of a surface.
To this end, we introduce an alternative perspective: How do waters in v respond to perturbations? More rigorously, we introduce an alternative INDUS biasing potential, φ, that
couples linearly to the number of waters in v:

Uφ = U0 + φNv

(1.8)

Here, U0 is the (unbiased) potential energy of the system, a function of the atomic coordinates R; in MD, this is determined by the topology and force field. Nv , again, is the number
of waters in an arbitrary probe volume, v, and φ is an arbitrary energetic penalty. During
the course of a simulation at a given value of φ, the ensemble averages can be computed, for
instance the average and variance of Nv : hNv iφ and hδNv2 iφ , respectively. As φ is increased,
the average number of waters in v, hNv iφ , decreases monotonically, no matter the surface
v is adjacent to. However, the manner in which hNv iφ responds to the biasing potential
φ provides key insights into the properties of a surface and a clear signature of surface
hydrophobicity.
In Figure 1.6A, hNv iφ is plotted as function of the bias, φ, for the SAM surfaces in Figure 1.5. The behavior of hNv iφ displays striking differences for the two surfaces. Next to
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a hydrophilic surface, hNv iφ decreases linearly - this is a consequence of the near-Gaussian
behavior of Pv (N ) near hydrophilic surfaces. In contrast, hNv iφ decreases in a sigmoidal
manner next to hydrophobic surfaces - this is a direct consequence of the ‘fat-tails’ (enhanced low-density fluctuations) highlighted in Figure 1.5B, and thus serves as another
signature of surface hydrophobicity. This is further highlighted by plotting the negative
slope, or susceptibility, χv ≡ −∂hNv iφ /∂(βφ), versus φ (Figure 1.6B). χv is constant next
to the hydrophilic SAM; in contrast, it displays a clear peak for the hydrophobic SAM waters next to hydrophobic surfaces are susceptible to unfavorable perturbations, a direct
consequence of their enhanced low-N fluctuations. Thermodynamically, χv at different φ
values is equivalent to the variance, hδNv2 iφ (see Patel and Garde [77] for a derivation of
this result). We define φ∗ to be the value of the bias at which the variance (susceptibility)
is at a maximum. Examination of system configurations at φ∗ provides the basis for identifying hydrophobic surface regions of proteins, and is explored in detail in Chapter 3. First,
however, we will examine how waters in protein hydrations shells respond to unfavorable
φ biases: are protein hydration waters susceptible for some proteins? Do some proteins
behave like hydrophilic surfaces, or hydrophobic surfaces? That is the focus of the next
chapter.
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Figure 1.4: ∆Gcav is directly related to experimental quantities for simple surfaces, but not
for complex, heterogeneous solutes such as proteins. A) The hydrophobicity of a simple,
chemically uniform, flat surface can be measured by the equilibrium contact angle, θ, formed
by a water droplet on the surface. In this schematic, the surface is indicated in brown,
the liquid water droplet in blue, and vapor in white. The equilibrium contact angle, θ,
is determined by interfacial thermodynamics, and can be related to the liquid-vapor (γ),
surface-liquid (γsl ), and surface-vapor (γsv ) surface tensions by the Young-Dupré equation
(boxed). B) For this surface, the free energy required to create a rectangular cavity, v,
with cross-sectional surface area, A, is directly related to the equilibrium contact angle of
a water droplet on the surface (boxed equation). C) The surfaces of proteins are complex,
both chemically and topographically. Here, the probe volume, v, is defined to conform to
part of the protein surface (dark gray outline). The free energetic cost required to empty
this probe volume, ∆Gcav , is an important quantity that measures the hydrophobicity of the
protein surface patch adjacent to v; however, measuring this quantity is challenging, as there
are no direct experimentally-accesible related quantities. Shown are two snapshots of the
protein thymidylate synthase (PDB: 2TSC), colored by amino-acid residue type to highlight
the chemical complexity of its surface; non-polar residues are colored white, polar residues
green, and acidic and basic residues red and blue, respectively. Water molecules within
the hydration shell of the protein are shown in red and white in licorice representation;
remaining waters are shown as lines.
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Figure 1.5: Sampling Pv (N ) to characterize the hydrophobicity of uniform self-assembled
monolayer (SAM) surfaces. A) A self-assembled monolayer (SAM) surface provides a model
system for characterizing hydrophobicity. Shown is a hydrophobic, uniformly non-polar
SAM with a cylindrical probe volume, v (gray) placed adjacent to the surface. The cylindrical probe volume is defined to be adjacent to the SAM, with a radius of Rv = 2.0 nm
and a thickness of w = 0.3 nm. Alkyl chains (teal space-fill) composing the SAM are terminated by hexagonally-packed sulfur atoms at one end (yellow space-fill) and present a
tunable headgroup that is exposed to solvent at the other end (teal and white space-fill);
shown is a SAM composed of uniformly methyl (non-polar)-headgroups. Water molecules
within the probe volume are shown as licorice representation; in the side view, waters outside of the probe volume are shown as red lines, and are not shown in the top-down view
for clarity. B) The complete free energy landscape, − ln Pv (N ) = βFv (N ), calculated using
INDUS is shown for two SAM surfaces: a uniformly non-polar, methyl-terminated SAM
(red, as in A), and a uniformly polar, hydroxyl-terminated SAM (blue). The free energy of
cavitation, β∆Gcav ≡ − ln Pv (0), is given for each surface and indicated by circles. ∆Gcav
is significantly higher for the hydrophilic polar SAM, reflecting the much stronger interactions between the polar SAM and surrounding water molecules. Furthermore, a gaussian
curve with equal mean and variance to the polar free energy is indicated as a dashed black
line. While the statistics of water density fluctuations are roughly gaussian for the polar,
hydrophilic SAM, they exhibit significant low-density enhancements (‘fat tails’) for the hydrophobic, purely non-polar SAM. C) Water-density statistics accessible from equilibrium
simulations are unable to rigorously differentiate between the SAM surfaces. Indeed, the
equilibrium density of water is nearly identical between the two surfaces. While the variance of water density, hδNv2 i0 , is indeed higher for the non-polar SAM, it is insufficient to
describe the non-gaussian, enhanced low-density tails of its free-energy surface.
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Figure 1.6: The response of hydration waters to an unfavorable energetic perturbation, φ,
clearly distinguishes between hydrophobic and hydrophilic surfaces. A) The average number
of waters hNv iφ is plotted as a function of the energetic bias, φ, for waters in identically
shaped probe volumes adjacent to the uniformly non-polar CH3 (red) and polar hydroxyl
(blue) SAM surfaces. hNv iφ responds linearly near hydrophilic surfaces; in contrast, it
decreases sigmoidally near hydrophobic surfaces, indicating a collective dewetting transition.
B) This can be further emphasized by plotting the negative slope, or the susceptibility,
χv ≡ −∂hNv iφ /∂(βφ), versus φ. Waters adjacent to hydrophobic surfaces display a clear
peak in susceptibility in response to an unfavorable potential.
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CHAPTER 2 : Protein Hydration Waters are Susceptible to Unfavorable
Perturbations
2.1. Perturbing the Hydration Shell of Ubiquitin
In the previous chapter, we have shown that hydrophobicity, at the nanoscale, is characterized by enhanced water density fluctuations. Equivalently, waters next to hydrophobic
surfaces are susceptible to unfavorable energetic perturbations. In this chapter, we extend
these calculations to proteins by defining the probe volume, v, to capture water molecules
within a protein’s hydration shell.
In contrast to the flat, uniform SAMs introduced in Chapter 1, proteins are chemically
amphiphilic, heterogeneous, and present a rugged topography (Figure 1.1). Therefore, waters are expected to behave differently near disparate regions of a protein’s surface; for
instance, enhanced low-density fluctuations have been observed near hydrophobic patches
of the protein BphC, while Gaussian-like fluctuations are observed near known hydrophilic
patches [81]. But what of the entire protein surface? Protein surfaces contain both hydrophilic residues to ensure solubility as well as hydrophobic residues to participate in intermolecular interactions. Given this amphiphilic heterogeneity, then, it is unclear a prior
how waters in the entire protein hydration shell might respond to unfavorable perturbations.
Would waters be displaced linearly, and gradually, as in the hydrophilic SAM surface? Or
will they display a clear peak in susceptibility, indicative of a collective dewetting transition,
as for the hydrophobic SAM?
In Figure 2.1, we extend our φ-ensemble simulations to the protein ubiquitin (PDB: 1UBQ) [111].
Ubiquitin is a highly conserved protein that participates in numerous cellular processes, including signaling and protein degradation [30]; furthermore, it is known to interact with
other proteins through a conserved ‘hydrophobic patch’ [118]. Although relatively small (76
amino acid residues), ubiquitin displays features characteristic of a soluble, globular protein:
It has a stable folded structure, an amphiphilic, topographically heterogeneous surface, and
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interacts with binding partners (Figure 2.1D).
To characterize the hydrophobicity of the surface of ubiquitin, we again apply a series
of biasing potentials, φNv . Here, Nv is now the (coarse-grained) number of waters in
the hydration shell of ubiquitin, v. In order to conform to the rugged topography of the
protein’s surface, v is defined as a union of spherical sub-volumes, each of radius Rv = 0.6
nm, centered on each protein heavy atom; more details are provided in APPENDIX C.
Rv = 0.6 nm is selected to ensure that v captures waters within the first hydration shell
of the protein. The response of the average number of waters in ubiquitin’s hydration
shell, hNv iφ , to the applied potential, φNv , is shown in Figure 2.1E-F. Surprisingly, hNv iφ
responds sigmoidally to the applied potential, and displays a clear peak in susceptibility
around βφ∗ ≈ 2. This behavior is qualitatively similar to that of water adjacent to a
uniformly non-polar, hydrophobic SAM (Figure 2.1B, red). We conclude, therefore, that
the hydration waters of the amphiphilic, complex surface of ubiquitin dewet collectively in
response to an applied potential; i.e. they are susceptible to unfavorable perturbations.

2.2. Extending to the hydration shells of a variety of proteins
Is this unique to ubiquitin? Or is susceptibility a general feature of protein hydration waters?
To answer this, we investigated the behavior of waters in the hydration shells of six additional proteins: barnase (PDB: 1BRS) [8], a subunit of the hepatitis B viral capsid (PDB:
1QGT) [119], MDM2 (PDB: 1YCR) [57], T4 lysozyme (PDB: 253L) [98], hydrophobin II
(PDB: 2B97) [28], and malate dehydrogenase (PDB: 3HHP) [125]. These proteins were chosen to span a range of sizes, functions, and surface chemistries, as illustrated in Figures 2.3
and 2.2.
Here, protein surface heavy atoms were determined by their exposure to solvent in an
equilibrium simulation. The average number of waters within 0.6 nm of each heavy atom was
calculated from a 2.5 ns equilibrium simulation of each protein; atoms with 6 or more waters
oxygens, on average, were defined as surface atoms; hydrogen atoms bound to bound to any
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surface heavy atom were also considered to be surface atoms. Moreover, any amino acid
residue containing at least one surface atom was classified as a surface residue. Although
there are many reasonable ways of classifying surface atoms, we do not believe they are
likely to qualitatively impact the results outlined below.
Given the importance of large hydrophobic patches in situating proteins at the edge of
a dewetting transition [81], we first considered proteins with large, well-defined non-polar
patches. The fungal protein, hydrophobin II, which displays behaves like a surfactant
is observed to self-assemble at vapor-liquid interfaces [28]. Although hydrophobin is net
charge-neutral as pH 7.0, the protein surface displays 10 charged residues. In Figure 2.3A,
we indicate both the hydrophobic face of hydrophobin, which is characterized by a nonpolar patch, as well as the other side of the protein, which is amphiphilic [77]. Similar to
ubiquitin, hydrophobin’s hydration waters also display a clear peak in susceptibility, χv .
Similarly, we consider a the subunit of a the hepatitis B viral capsid, which has a net
charge of -6 but displays a large non-polar patch (Figure 2.3B). This non-polar patch is
part of the interface through which two capsid subunits interact to form a dimer, dimers
further assemble to form the complete 240-subunit viral capsid shell [120]. This protein also
displays a clear peak in χv .
Is the presence of a peak in susceptibility due to large non-polar surface patches? Though
many proteins possess such large, extended non-polar surface regions, many do not; instead,
most proteins display amphiphilic surface chemistries, with modest clusters of non-polar
atoms. The protein MDM2, for instance, contains a small hydrophobic groove through
which it exercises control over cellular senescence by binding to the transactivation domain
of the tumor-suppressor protein p53 [89]. MDM2 also displays a peak in susceptibility, as
shown in Figure 2.3C.
Are the extended non-polar, hydrophobic patches present on ubiquitin, hydrophobin II, the
viral capsid subunit, and MDM2 responsible for the susceptibility fo their hydration waters?
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To investigate this, we extended our study to proteins that are known to be especially hydrophilicity or charged. Malate dehydrogenase is a large, hydrophilic protein that contains
61 charged surface residues. This protein forms a homodimer; it is an important enzyme
in the citric acid cycle. The interface through which it dimerizes is especially amphiphilic,
featuring five charged residues and multiple polar residues. Furthermore, the interface is
sufficiently hydrophilic that crystallographic waters are observed in the binding interface
in the bound state. These structural, bridging waters are observed in the crystal structure [125, 89], and are highlighted in Figure 2.3D. Contrast this with the binding interfaces
of the previous discussed proteins, which are completely dry and characterized by large,
contiguous non-polar patches. Strikingly, even for the highly amphiphilic protein malate
dehydrogenase, we still observe a pronounced peak in susceptibility, χv , in response to the
biasing potential (Figure 2.3C).
Next, we turn to the bacterial RNAse barnase, a very hydrophilic protein featuring a highly
charged interaction interface through which it forms a notoriously strong complex with
its inhibitor, barstar [92]. This sub-picomolar, high-affinity binding between barnase and
its partner, barstar, is characterized by complementary direct, electrostatic contacts between five positively charged residues on barnase and five negatively charged residues on
barstar [92]. Surprisingly, a clear peak in susceptibility is also observed for barnase (2.3E)!
Finally, we consider T4 lysozyme, a bacteriphage protein that hydrolyzes the petidoglycan
layer of the cell walls of its bacterial targets [98]. This protein is especially amphiphilic;
it has 45 charged surface residues and carries a net charge of +9. Furthermore, it does
not appear to participate in interactions with proteins other than its substrates, nor does
it display any clear non-polar surface clusters. Instead, the surface is characterized by a
checkered pattern of polar and non-polar atoms (Figure 2.3f). Still, similar to the other
proteins studied here, lysozyme displays a clear peak in susceptibility, indicating that its
hydration waters are also susceptible to unfavorable perturbations.
These results, summarized in Figures 2.3 and 2.4, suggest that susceptibility to unfavorable
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perturbations - and associated collective dewetting - is a general feature of waters in protein
hydration shells.

2.3. Characterizing the chemistry of protein surfaces: Residues vs Atoms
Though peaks in susceptibilities, and an associated collective dewetting response in response to an unfavorable may be expected for proteins that display large hydrophobic
patches, it is somewhat surprising that this is also observed for hydrophilic and charged
proteins. To better understand this, we systematically classify the number non-polar, polar, and charged surface residues of each protein; additionally, we consider the number of
non-polar and polar surface atoms. Again, surface atoms were classified as non-polar or
polar/charged according to the Kapcha-Rossky atom-wise hydropathy scale [45]. Surface
residues were classified as non-polar (alanine, valine, leucine, isoleucine, phenylalanine, proline, and tryptophan), polar (serine, threonine, tyrosine, asparagine, glutamine, glycine,
methionine, cysteine), or charged (aspartate, glutamate, lysine, arginine, and protonated
histidine). Further details can be found in APPENDIX D. For each protein, the net
charge was determined by summing all surface charged residues; protein dipole moments
were calculated from the initial crystal structures using the Protein Dipole Moment server
(http://bip.weizmann.ac.il/dipol) [18].
In Figure 2.5, we compare the chemistries of surface groups of the seven proteins studied here. The number of surface residues that are charged or non-polar are shown in
Figure 2.5A,B, respectively. Unsurprisingly, the proteins which we deemed to be more
‘hydrophobic’ contain a larger number of non-polar surface residues; in contrast, the more
hydrophilic proteins studied here contain a larger number of charged residues. Furthermore,
the fraction of charged surface residues displays significant diversity, ranging from 0.15 to
0.35; similarly, the fraction of non-polar surface residues varies from 0.5 to 0.2. To check
whether this range of surface residue chemistry is representative of globular proteins, we
additionally calculated these quantities for an expanded dataset of 20 proteins, shown in
Figure 2.6, highlight that the surface chemistries of the seven proteins studied here are in22

deed typical of a representative dataset of proteins. How, then, do we rationalize the peaks
in susceptibilities observed in all protein hydration shells that are characteristic of extended
hydrophobic surfaces?
To address this question, we again turn to the Kapcha-Rossky scale, which highlights that
amino acid residues are not monolithic, but are instead composed of a heterogeneous mix
of non-polar and polar (or charged) atoms [45]. Kapcha and Rossky advocate an atomcentric, rather than residue-centric, view of protein surface chemistry. Following this work,
we plot the fraction of non-polar surface atoms in Figure 2.5C. Strikingly, we observe that
the fraction of non-polar surface atoms is larger than the corresponding fraction of nonpolar surface residues; furthermore this fraction is relatively consistent amongst all proteins
considered here. Even the ‘hydrophilic’ proteins, such as lysozyme and barnase, contain over
50% non-polar surface atoms! If we consider only heavy atoms, this fraction is somewhat
smaller, but remains near 0.50 (Figure 2.6C). Finally, the Kapcha-Rossky scale classifies
atoms as polar/charged if the magnitude of their partial charge is greater than a threshold:
|q| > 0.25. To test the sensitivity or our analysis to this prescription, we systematically
varied the threshold from 0.15 to 0.35, and find that the fraction of non-polar surface atoms
remains qualitatively similar to Figure 2.5C and Figure 2.6D; see APPENDIX D, Figure D.1
for more details.

2.4. Strength of the unfavorable potential needed to trigger dewetting
Interestingly, each of the proteins studied here not only displays a peak in susceptibility, χv ,
but the value of the biasing strength at which this occurs is remarkably similar, φ∗ ≈ 2 kB T
(Figure 2.5 and Figure 2.7). Although there is substantial variation in the magnitude of χv
across the different proteins, we note that much of this can be explained by the differences
in the sizes of the proteins studied here (Figure 2.7), and can be attenuated by normalizing
the susceptibilities, χv , by the equilibrium number of waters in each protein’s hydration
shell (hNv i0 ).
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To investigate the determinants of the position of the peak in susceptibility, φ∗ , we first
rationalize the physical interpretation of φ. For βφ > 0, the bias, φNv , forces the system
to adopt configurations with lower values of Nv ; the density of waters in v is decreased as
φ is increased. In this way, the biasing potential strength, φ, can be thought as a tension,
or negative pressure, that lowers the effective pressure on the waters within the protein
hydration shells v:

peff ≡ p0 − φρw

(2.1)

where p0 is the system pressure and ρw is the molar density of liquid water. For sufficiently
high values of φ (i.e., significantly high negative pressures), the biasing potential triggers a
dewetting transition, nucleating vapor cavities in certain regions of v. The biasing potential,
therefore, stabilizes a vapor-liquid interface, and the pressure drop experienced across this
interface is related to the vapor-liquid surface tension, γ, and the mean interfacial curvature
of the vapor bubble, κ̄, according to the Young-Laplace equation:

p − peff = γκ̄

(2.2)

Only waters within v experience the effect of the biasing potential, therefore, the size and
curvature of the nucleated cavities is constrained by the width of v. Here, since v is defined
as a union of spherical subvolumes, each of radius Rv , the curvature of nucleated cavities
within v is κ̄ ∝ 1/Rv . The value of the biasing potential at which cavities appear, βφ∗ ,
then, can be related to the width of the probe volume, Rv , by combining equations 2.1 and
2.2:

p0 − peff
∝
φ ≈
ρw
∗
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(2.3)

To test this, we systematically varied the size of Rv for the protein ubiquitin. We find that
as Rv is increased, the value of φ∗ indeed decreases (Figure 2.8A). Further, in Figure 2.8B,
we show that φ∗ varies roughly linearly with 1/Rv , as expected. A best fit line through the
origin is indicated as a dashed line, and has a slope of 1.38 nm, comparable to βγ/ρw = 0.45
nm, estimated using ρw = 33 nm−3 and γ = 60.2 mJ/nm2 for SPC/E water.
Finally, our results suggest an analogous experimental means of perturbing protein hydration waters - by subjecting proteins to an external tension. However, in our simulations,
this tension is only experienced by waters within the hydration shell, v; in an experiment,
in contrast, this would be experienced by all waters in the system, and care would need to
be taken to avoid nucleating large scale vapor bubbles in bulk. Additionally, since the application of the φ-bias can also be thought of as changing the effective chemical potential of
vapor relative to liquid, this could also be introduced experimentally by introducing small,
hydrophobic solutes (e.g. methane) into a protein solution. Systematically varying the
solute chemical potential, for instance by varying system pressure or solute concentration,
then, should result in the nucleation of solute in regions of the protein’s hydration shell.

2.5. Conclusions
Proteins display significant surface heterogeneity, both in chemistry and topography, that
have evolved to facilitate their biological functions. While the space of such patterns is necessarily immense, it is likely constrained, both by the inherent composition of amino acids
that make up proteins, as well as by evolutionary pressure (e.g., proteins be aggregationresistant, and be able to produce a desired biological function). Proteins are amphiphilic,
they must be sufficiently hydrophilic to resist aggregation in solution, but they must also
possess substantial hydrophobic surface regions to mediate their interactions. In this chapter, we illustrate how proteins achieve this, by balancing their interactions with surrounding
hydrating waters. We find that for a wide variety of proteins of different sizes and shapes,
roughly half of the surface atoms are non-polar - this is not apparent, however, if one takes
a residue-centric view of proteins. Interestingly, we find that all proteins studied here dis25

play marked susceptibility in their hydration waters to an external biasing potential. This
suggests that, even for highly hydrophilic, charged proteins, non-polar atoms are positioned
such that they situate proteins on the edge of a dewetting transition, which can be triggered
by application of an unfavorable potential.
We note that such signatures of collective dewetting transitions have been observed in other
studies of partially hydrated proteins, e.g. by Cui et. al [15]. Furthermore, Debenedetti
and co-workers have observed hysteresis in simulation studies on the water sorption activity
displayed by partially hydrated proteins, a signature of collective transitions in which freeenergy barriers are present [74, 50, 51].
Finally, we recognize that just because proteins display collective dewetting transtions, this
does not mean cavities nucleate uniformly on the protein’s surface. Indeed, an investigation
of where these cavities appear (near φ∗ ) provides a powerful means by which to characterize
the relative hydrophobicity of different regions of the surface of a protein. We investigate
this in the next chapter, where we use these simulations to identify the most hydrophobic
surface regions of proteins, and connect it to known protein-protein interaction interfaces.
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Figure 2.1: How waters respond to unfavorable perturbations. A) Simulation snapshots of
a cylindrical probe volume, v, placed adjacent to a SAM (As in Figures 1.5,1.6). v is chosen
to have a radius of Rv = 2.0 nm and a width of w = 0.3 nm. Here, a purely non-polar,
CH3-terminated SAM is shown; waters within the probe volume are indicated as licorice
representation. B-C) The response of waters to an unfavorable potential, φNv , are shown for
equally shaped volumes next to pure non-polar (red) and polar (blue) SAM surfaces. While
waters respond linearly next to the hydrophilic SAM, they display sigmoidal behavior near
the hydrophobic SAM. This is further emphasized in panel (C), which plots the negative
slope, or susceptibility, χv ≡ −∂hNv iφ /∂(βφ), versus φ. The susceptibility displays a clear
peak next to the hydrophobic SAM. D) A simulation snapshot of the protein ubiquitin.
The probe volume, v, is defined to capture the waters within the first hydration shell of
ubiquitin. Heavy atoms of ubiquitin are classified as either polar/charged (blue) or nonpolar according to the Kapcha-Rossky [45] prescription. The ‘hydrophobic patch’, a known
interaction site of ubiquitin, is indicated in orange. Waters within v are shown with the
licorice representation to distinguish them from other waters in the system, which are shown
as lines. E-D) The response of ubiquitin’s hydration waters to an unfavorable potential.
Similar to the hydrophobic SAM, these waters display clear sigmoidal behavior and have
a peak in susceptibility around βφ∗ ≈ 2, indicated a collective dewetting response. Error
bars for hNv iφ are smaller than the line width in (E), error bars for χv are shown in gray
in (F).
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Figure 2.2: The proteins studied here display a range of surface sizes and surface chemistries.
The number of non-polar, polar/charged, and total surface atoms for each protein are
shown in panels (A-C), respectively; the corresponding hydrophobic, hydrophilic/charged,
and total surface residues are shown in panels (D-F). Finally, the total number of charged
surface residues (positive or negative), the net charge, and the total dipole moment (in
Debeye units) of the proteins are shown in panels (G-I).
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Figure 2.3: Hydration waters were studied for a set of 6 diverse proteins that span a range of
sizes, chemistries, and functions. Surface atoms of interest for each protein are highlighted
and colored white (non-polar) or blue (polar/charged), while remaining surface atoms are
colored gray. For each protein, the susceptibilities of their hydration shell waters, χv ≡
−∂hNv iφ /∂(βφ), to the biasing potential, φNv , is shown. A) Hydrophobin II, a small fungal
protein that adsorbs to vapor-liquid interfaces via a pronounced non-polar patch (bottom),
the rest of the protein is amphiphilic (top). B) A component of the hepatitis B viral capsid;
the amphiphilic interface through which it interacts with other subunits is indicated, as
well as a non-polar patch present on the surface. C) The inhibitor, MDM2, interacts
with its binding partner, p53, through a recessed, non-polar interaction interface. This
hydrophobic pocket resembles a crevice lined with non-polar atoms. D) The enzyme malate
dehydrogenase forms a homodimer; its amphiphilic binding interface is indicated and is
hydrophilic enough that structural waters are observed in the crystal structure of the dimer,
indicated here as space-fill. E) The bacterial RNAse, barnase, contains a highly amphiphilic
interface, characterized by 5 charged residues, through which it binds its inhibitor, barstar.
Structural waters in the interface, observed in the crystal structure, are again indicated as
space fill. F) The entire amphiphilic surface of the bacteriophage enzyme T4 lysozyme is
indicated; the surface is highly heterogeneous and displays a checkered pattern of non-polar
and polar atoms. For each protein, hydration shell waters display a clear peak; significantly,
this peak is always observed at βφ∗ ≈ 2.
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Figure 2.4: The dependence of the average number of hydration waters, hNv iφ , on the
biasing potential strength, φ, is shown for the six proteins studied here. In each case, hNv iφ
responds in a sigmoidal manner to the biasing potential φNv .
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Figure 2.5: An atom-centric view of protein surface chemistries reveals that proteins have
less diversity in total non-polar surface chemistry than might be expected by a residuecentric view. A) The fraction of charged surface residues for the seven proteins studied
here B) Fraction of non-polar surface residues. C) The fraction of surface atoms that are
classified as non-polar according to the Kapcha-Rossky classification [45].
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Figure 2.6: The variance in total non-polar or charged surface chemistry depends on whether
a residue-centric or atom-centric view is considered. Shown are the results for the seven
proteins considered here, as well as an expanded set of 20 total proteins. The fraction
of surface residues that are charged (A) or non-polar (B) varies substantially across all
proteins considered here; ranging from roughly 15 to 35% for charged surface residues,
and from about 25 to 50% non-polar surface residues. In contrast, the fraction of nonpolar surface heavy atoms (C) or the fraction of all non-polar surface atoms (D) are not
only higher than the fraction of non-polar surface residues, but are also remarkably similar
across all proteins considered here; the fraction of non-polar surface heavy atoms is roughly
45 to 50%. The fraction of all non-polar atoms is even greater, roughly 55 to 65%. The
color scheme is the same as in Figure 2.5.

32

Figure 2.7: For each of the proteins studied here, (A) the location, βφ∗ , and (B) the
magnitude, χ∗v of the peak in susceptibility are indicated. Though βφ∗ ≈ 2 for all proteins
studied here, the values of χ∗v display substantial variation. C) The susceptibility, χv ,
normalized by hNv i0 , the average number of waters at equilibrium (βφ = 0), is shown as
a function of βφ. D) This normalization substantially reduces the variation in normalized
susceptibilities, highlighting that the observed variation is likely due to the differences in
the sizes of the proteins and their corresponding hydration shells.
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Figure 2.8: The location of the peak in susceptibility, φ∗ , is dependent on the width of the
protein hydration shell, v. A) The susceptibility of the hydration waters of ubiquitin are
shown versus the biasing strength, βφ, as a function of the width of the hydration shell,
Rv . As Rv is increased, the position of the peak in χv shifts to smaller values of φ∗ . B)
The peak location, βφ∗ , shown as a function of R1v (dotted symbols), as well as a linear fit
to the data (line); error bars are indicated.
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CHAPTER 3 : Uncovering the most hydrophobic protein regions and comparing to
known interaction interfaces
3.1. Introduction
In Chapter 2, we illustrated how we can employ energetic biasing potentials, φ, to disrupt
waters in the hydrations shells of proteins. We found that, in general, waters in the hydration shells of proteins are susceptible to unfavorable perturbations, and respond to an
imposed potential by undergoing a collective dewetting transition at particular values of the
bias, φ∗ . Furthermore, we illustrated how the value of φ∗ is relatively constant across proteins of different sizes and shapes, and is determined primarily by the width the subvolumes,
Rv , defining the protein’s hydration shell, v.
In this chapter, we leverage φ-ensemble simulations to identify the most hydrophobic regions of protein surfaces. Furthermore, we test our central hypothesis: that is, do the most
hydrophobic surface regions correspond to known protein intermolecular interfaces? In order to do this, we compare the hydrophobic patches identified by our simulations to the
experimentally determined interaction interfaces for a variety of protein systems. First, we
outline how we determine interaction interfaces from experimentally determined structures
of protein dimer complexes. Next, we examine where cavities are nucleated on protein
surfaces in response to the φ potential. We construct an analysis framework with which
we can systematically classify the relative hydrophobicity of different regions on a protein’s
surface, and illustrate how this can be used to identify the most hydrophobic protein surface regions. We find that, surprisingly, the most hydrophobic patches are composed of
roughly equal numbers of non-polar and polar atoms, emphasizing how complex chemical
and topographical heterogeneity can influence hydrophobicity in ways that are difficult to
determine from examination of a protein’s structure alone. Finally, we compare these hydrophobic patches to the known interaction interfaces, and find a striking correspondence
between the two. Not only does this support our hypothesis that the interaction interfaces
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of many proteins correspond to hydrophobic surface regions, but it also suggests a new,
first-principles framework for predicting the interaction interfaces on proteins (for which
structures are unavailable).

3.2. Identifying interaction regions from experimental protein complex structures
While the structures of many monomeric proteins are available in the Protein Data Bank
(PDB), the number of structures of protein complexes is comparatively few. For the structures that are available, we wish to construct a methodology for uncovering all of the regions
through which the protein interacts with binding partners.
To this end, we study the following protein systems, for which dimeric complexes are available: the homodimer thymidylate synthase (TS, PDB: 2TSC) [69], the homodimer of the
lectin-domain of a mannose-binding protein (MBP, PDB: 1MSB) [116], the tetramer melittin (MLT, PDB: 2MLT) [104], Mouse double-minute 2, which forms a heterodimer with
p53 (MDM2, PDB: 1YCR) [57], and ubiquitin, which binds with multiple partners (UBQ,
PDBs: 2Z59, 1WR1, 2K6D, 2QHO) [93, 73, 6, 54]. All systems form dimers, except for
MLT, which forms a tetramer between two MLT dimers in solution. For MLT, we define
the interaction atoms as the dimer-dimer interface.
For each complex, we define the interfacial atoms as heavy atoms that are within 0.45 nm,
on average, from any atom of the binding partner. To account for structural rearrangements
and fluctuations, we determine use the average distances computed from a 3 ns simulation,
starting from the bound-state structures. Since we wish to identify any and all interfaces
through which a protein may interact, in cases where a protein binds to multiple partners
(e.g., ubiquitin), we define the interfacial atoms as the union of all such contacts formed
with any of the binding partners. Examples are shown for the homodimer TS (Figure 3.1)
and for ubiquitin (Figure 3.2).
While substantial conformational rearrangements can often accompany protein-protein binding interactions [27], it is often difficult, if not impossible, to account for such conformational
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Figure 3.1: Determining the true interfacial contacts. A) The crystal structure of the TS
homodimer (PDB: 2TSC), shown here, was used to initialize an equilibrium simulation
of the complex; the two copies of the TS protein are colored in black and cyan. B) A
protein surface heavy atom is considered to be part of the interaction interface if it is, on
average, within 0.45 nm of any atom on the binding partner. The interfacial contacts, thus
determined for both of the TS monomers, are shown in purple, and the rest of the protein
atoms are shown in gray. C) For homodimeric systems like TS, the interface is defined as
the union of interfacial contacts on either binding partner.
fluctuations in the course of a standard MD simulation. To circumvent this, we focus here on
proteins that are relatively rigid, and are characterized by modest conformational changes.
To examine this, we initially simulated each protein for 3 ns in the unbound state. A comparison of the ensemble RMSDs of each protein’s simulation in the unbound state, to the
reference crystal structure of the bound complex, are shown in Figure 3.3. All proteins display only modest fluctuations in their equilibrium conformational basins. For MLT, which
displays the largest (though still small) fluctuations, we illustrate the average, per-atom
RMSDs of each heavy heavy atom with respect to the crystal structure of the tetrameric
complex in Figure 3.4, highlighting that a small number of highly flexible protein regions
contribute much to the greater RMSD. Since all proteins studied here are reasonably rigid,
we use the final structures of a 3ns equilibrium simulation in the unbound state as the starting structure for our φ-ensemble analysis that follows. As dehydrating protein hydration
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Figure 3.2: The interactions of ubiquitin with four binding partners are used to determine
its interaction interface. A) The ubiquitin interaction interface, defined as the union of
its interfacial contacts with all four of its binding partners, is shown in purple. B-E) The
individual interfacial contacts that ubiquitin makes with each of its binding partners is
shown in purple (top row), along with the structures (bottom row) of ubiquitin (black)
bound to (B) the proteosome associated protein Rpn13 (cyan), (C) the ubiquitin-associated
domain of yeast protein Dsk2p (ice blue), (D), the SH3 domain of adapter protein CIN85
(lime), and (E) the ubiquitin-associated domain of E3 ligase EDD (blue).
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Figure 3.3: To interrogate whether substantial conformational changes accompany the formation of the protein complexes studied here, as well as to quantify the extent to which
the structures of the unbound proteins are localized in their folded basins, we compare
the protein structures obtained from unbound state simulations to the crystal structure
of the corresponding protein in complex with its binding partner. The simulated protein
structures are first aligned with the crystal structure by translating and rotating them to
minimize the root mean square deviation (RMSD) of the respective backbone heavy atoms.
After alignment, the RMSD of the backbone heavy atoms (blue) as well as the RMSD of
all protein heavy atoms (orange) is estimated by comparing the simulated structures with
the crystal structure; such RMSDs are shown for each of the proteins studied here. With
the exception of melittin and ubiquitin, the RMSDs are only about 2 Å, i.e., a fraction of
the typical heavy atom size.
shells can result in significant rearrangements, e.g. due to hydrophobic collapse [126, 103],
we positioned-restrained each protein structure prior to running φ-ensemble simulations;
for further details, see APPENDIX E corresponding to this chapter.

3.3. Systematically disrupting protein-water interactions with φ-ensemble simulations
The previous chapter outlined the application of a biasing potential, φNv , that can induce
a collective dewetting transition in the hydration shells of proteins. Here, we examine where
this dewetting occurs for the protein TS. Again, we perform all-atom, explicit solvent MD
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Figure 3.4: The heavy atoms of the melittin dimer are colored according to their individual
RMSDs, highlighting that most heavy atoms have small RMSDs, and that a few heavy
atoms, corresponding to small, flexible protein regions, contribute to the somewhat higher
RMSDs of this protein.
simulations on the monomer of TS, and apply an energetic bias, φNv , to the atoms within
the hydration shell of TS, v. v is defined in the same way as the previous chapter: i.e., as
the union of spherical subvolumes, each with radius Rv = 0.6 nm, centered on each of the
protein’s heavy atoms.
As the strength of the potential, φ, is increased, waters are systematically displaced from
v and the average number of waters, hNv iφ , in the protein hydration shell decreases. The
response of the TS protein hydration waters to the potential is shown in Figure 3.5B;
as φ is increased, hNv iφ decreases sigmoidally. Correspondingly, the susceptibility, χv ≡
−∂hNv iφ /∂(βφ), displays a marked peak (Figure 3.5C), signifying the waters in the TS
hydration shell undergo a collective dewetting transition in response to an unfavorable
potential.
For TS, the peak in susceptibility occurs at βφ∗ = 2.16, where, again, β −1 ≡ kB T , kB T
is the Boltzmann constant, and T is the system temperature. The potential strengths
for which χv is half its maximum value, βφ(−) = 1.6 and βφ(+) = 3.4, are also shown
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in Figure 3.5C, and correspond roughly to the onset and end of dewetting, respectively.
The disruption of protein-water interactions by the unfavorable potential, and the resultant
collective dewetting, lead to the formation of localized cavities in the protein hydration
shell; that is, dewetting is not uniform, but instead manifests as wet and dry patches on
the protein surface. Such patches, observed in simulations with βφ = 1.8, 2.4, and 3.0, are
shown in Figure 3.5D. The liquid-vapor interfaces of these cavities are highlighted by an
orange mesh, calculated using Willard-Chandler instantaneous interface prescription [117].

3.4. Identifying Hydrophobic Protein Patches
The cavities that form in response to an unfavorable potential (Figure 3.5D) undergo substantial fluctuations in their size, shape, and location over the course of a φ-ensemble
simulation. To identify protein regions that nucleate cavities, we thus estimate the average
water density in different regions of the protein hydration shell. In particular, we estimate
the average number of waters, hni iφ , in the spherical sub-volume centered on every protein
surface heavy atom i, and normalize it by the corresponding unbiased average, hni i0 . For
TS, a map of the normalized local water density hρi iφ ≡ hni iφ /hni i0 is shown in Figure 3.6A
for βφ = 2.4. Protein atoms whose hρi iφ -values fall below a certain threshold, s = 0.5 (i.e.,
atoms that lose at least half of their hydration waters) are then classified as dewetted. The
choice of threshold, s, is examined in more detail in APPENDIX E, Figures E.1 and E.2.
In Figure 3.6B, protein atoms that are dewetted at βφ = 2.4 are shown in orange, whereas
those that remain wet are shown in gray. Protein regions that dewet (orange) do so because,
overall, they form weaker interactions with water than the regions that remain hydrated
(gray); we thus classify such regions as being more hydrophobic, regardless of their chemical
identities (e.g., their polarity or charge).
To what extent is the hydrophobicity of a protein patch determined by the chemistry of
its constituent atoms? In other words, is a hydrophobic protein patch, which dewets in
response to an unfavorable potential, composed primarily of non-polar atoms? Are the
(hydrophilic) protein atoms that remain wet primarily polar or charged? To answer these
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Figure 3.5: Disrupting protein-water interactions using φ-ensemble simulations. (A) The
hydration shell, v, of the TS protein is shown (transparent gray). The protein surface
is colored by residue, (white = non-polar, green = polar, red = acidic, blue = basic),
the waters in v are shown in licorice, and the rest are shown as lines. In φ-ensemble
simulations, an unfavorable biasing potential, φNv , is applied to the Nv waters in v. (B) As
the strength of the potential φ is increased, the average number of waters, hNv iφ , decreases in
a sigmoidal manner. (C) The corresponding susceptibility, χv = −∂hNv iφ /∂(βφ), displays a
peak at βφ∗ = 2.16 (diamond), highlighting that dewetting of the protein hydration shell is
collective. The potential strengths that mark the onset φ(−) (left triangle) and the end φ(+)
(right triangle) of the peak in χv are also shown. (D) Simulation snapshots are shown for
φ-ensembles corresponding to βφ = 1.8 (top), βφ = 2.4 (middle), and βφ = 3.0 (bottom).
Protein atoms are shown in surface representation (black), hydration waters as licorice, and
the rest as lines. The waters in v are surrounded by a blue mesh, whereas cavities are shown
using an orange mesh.
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questions, we again follow the Kapcha-Rossky prescription and classify protein atoms as
either non-polar or polar/charged based their partial charges, {qi }, in the OPLS force field;
a protein atom i is deemed non-polar if |qi | < 0.25 and polar/charged otherwise [45, 44].
As shown in Figure 3.6C, roughly one-fifth of the protein surface is dewetted (orange) at
βφ = 2.4, and the rest remains wet (gray). Interestingly, the hydrophobic protein patch,
which dewets at βφ = 2.4, is not predominantly non-polar; instead, nearly 40% of its atoms
are either polar or charged. Furthermore, the rest of the protein, which remains wet, is not
predominantly polar/charged, either; nearly 40% of its atoms are non-polar! Although the
fraction of dewetted protein atoms increases with φ, the relatively hydrophobic (dewetted)
and hydrophilic (wet) regions of the protein remain highly heterogeneous with chemical
compositions that are remarkably similar; see Figure 3.6D. These proteins hold true for all
of the proteins we study here (see APPENDIX E, Figures E.3-E.7), and highlight that the
chemical identity of a protein atom, on its own, is a poor predictor of the strength of its
interactions with water. Furthermore, in contrast with homogeneous surfaces, where the
hydrophobicity is directly related to the polarity of its constituent atoms, the hydrophobicity
of a heterogeneous protein patch is only poorly correlated with the polarity of its constituent
atoms; instead, predicting protein hydrophobicity requires an accurate accounting of the
collective response of surrounding waters to the distinct chemical and topographical context
presented by the protein’s surface.

3.5. Comparing Dewetted Atoms and Protein Contacts
In the previous section, we outlined how φ-ensemble simulations can be used to uncover
the relatively most hydrophobic regions of proteins. Can such a holistic characterization
of hydrophobicity be used to inform protein interaction sites? To answer this question, we
compare hydrophobic regions of TS, which dewet in φ-ensemble simulations, against the
known interaction interface. The 210 interaction interface atoms (“contacts”), shown in
Figure 3.7A (purple), constitute 15.7% of the protein’s surface, and were determined from
the crystal structure of the dimer, as described in Figure 3.1. Similarly, the 249 protein
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atoms which dewet at βφ = 2.4 are shown in Figure 3.7B (orange). From these snapshots,
it is clear that there is substantial overlap between the two sets of atoms. To quantify
this correspondence, we further classify protein surface heavy atoms into four categories,
illustrated schematically in Figure 3.7C: protein contacts dewet are true positives (TP,
pink), whereas contacts that remain wet are false negatives (FN, dark purple); similarly,
non-contacts that dewet are false positives (FP, dark orange), while those that remain wet
are true negatives (TN, gray). The TS protein atoms, classified accordingly, are shown in
Figure 3.7C for three different φ-ensembles. For φ near φ(−) , very few atoms are dewetted
and a substantial fraction of the interaction interface remains wet; therefore, a large number
of FNs are observed at βφ(−) = 1.8. Conversely, for φ near φ(+) , much of the protein surface
is dewetted; consequently, many of the dewetted atoms do not belong to the interaction
interface, resulting in several FPs at βφ(+) = 3.0. Intermediate values of φ in the vicinity
of φ∗ provide the optimal balance, dewetting most of the interaction interface atoms (i.e.,
many TPs), while minimizing the number of FNs and FPs.
To assess the performance of the various φ-ensembles more quantitatively, we plot the fraction of protein contacts that are dewetted (the true positive rate, TPR), as well as the
fraction of non-contacts that are dewetted (false positive rate, FPR) as functions of φ (Figure 3.7D). As φ is increased from roughly βφ(−) = 1.6 to βφ∗ ≈ 2.2, TPR increases sharply;
as more atoms are dewetted, an increasingly large fraction of the interaction interface is
identified. Importantly, FPR remains close to 0 throughout this φ-range, suggesting that
the majority of protein atoms that dewet in this range indeed belong to the interaction
interface. For example, 87.3% of the protein atoms that dewet at βφ = 1.96 are contacts.
As φ is increased further, TPR continues to increase, but does so more and more gradually.
Furthermore, FPR also begins to increase rapidly from roughly βφ∗ = 2.2 to βφ(+) ≈ 3.4.
Thus, an increasing fraction of protein atoms that dewet at these higher values of φ are
non-contacts. To better illustrate the trade-off between TPR and FPR as φ is increased,
we plot them against each other in a receiver-operating characteristic (ROC) curve (Figure 3.7E). For φ(−) < φ∗ < φ(+) , TPR increases rapidly while FPR remains small, the ROC
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curve therefore increases sharply at first. As φ is increased further, FPR begins to increase,
as well, causing the ROC curve to increase less sharply. At the highest φ values, the ROC
curve flattens as TPR plateaus and FPR continues to increase.
The perfect performance, where all contacts (and only contacts) dewet corresponds to
TPR= 1 and FPR= 0. To quantify the proximity to this ideal, we estimate the harmonic
average, dh , of TPR and 1−FPR for every φ-ensemble. This choice of dh ensures that only
when TPR= 1 and FPR= 0 (perfect predictive performance), does dh → 1. Similarly,
dh → 0 when either TPR→ 0 or FPR→ 1. In Figure 3.7F, we plot dh as a function of φ for
TS. For φ < φ(−) , no atoms are dewetted, TPR= 0, and dh = 0. In other words, unbiased
simulations or those with low φ values do not nucleate cavities, and are thus ill-suited to
inform the interaction interface. Conversely, for φ > φ(+) , much of the protein surface is
dewetted, and dh decreases sharply as FPR approaches 1. Intermediate values of φ provide
the optimal trade-off with a potential strength of βφopt = 2.4 resulting in the maximum
opt , nearly 60% of the protein’s contacts and only 10% of its
dh -value of dopt
h = 0.71. At φ

non-contacts are dewetted; roughly 50% of the dewetted atoms belong to the interaction
interface. Collectively, these numbers, as well as similar metrics included in Tables E.1-E.3
in APPENDIX E quantify the extent to which the hydrophobicity of a protein informs its
interaction interface.

3.6. Predicting Interaction Interfaces for other Homo- and Hetero-dimeric Proteins
Can protein hydrophobicity, characterized using φ-ensemble simulations, be used to inform the interaction interfaces of other proteins? To address this, here we repeat the
preceding calculations for four additional proteins, two of which form homodimers and
two heterodimers, as outlined earlier. Again, the homodimer forming proteins are: (i) the
lectin-domain of mannose-binding protein (MBP), a relatively small protein involved in the
innate immune response by recognizing sugars on bacterial cell walls [108]; and (ii) a dimer
of the bee-venom protein melittin (MLT), which interacts with another dimer to form a
tetrameric complex [104]. Compared to proteins that participate in obligate homodimeric
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complexes, the interactions between proteins that form heterodimers tend to be weaker,
featuring smaller, more amphiphilic interfaces [61, 43, 72]. As a result, identifying heterodimeric interfaces tends to be more challenging. Nevertheless, being able to accurately
predict such interfaces is important due to the role of heterodimers in necessary biological
processes such as signaling. We thus study two heterodimers: (i) the mouse double minute
2 homolog (MDM2) - an inhibitor of the tumor suppressor p53, whose mutations have been
implicated in a number of cancers [66]; and ubiquitin (UBQ), a highly-conserved protein
that forms heterodimeric interactions with a variety of binding partners [118]. Again, we
determine the interaction of UBQ by considering four different binding partners (Figure 3.2).
We performed and analyzed φ-ensemble simulations for MPB, MLT, MDM2, and UBQ,
and compared the protein atoms that dewet (the most hydrophobic regions) against the
experimentally-determined interaction interfaces. The results are qualitatively similar to
those shown in Figures 3.5-3.7 for TS and are summarized in Figure 3.8; the underlying
analysis for each protein is provided in detail in APPENDIX E, Figures E.3-E.7. The
correspondence between the dewetted, hydrophobic protein atoms and the actual contacts,
quantified by the optimal dh -scores, is shown in Figure 3.8A; for all of the protein studied
here, dopt
h ≈ 0.71 ± 0.07 (Tables E.1 in APPENDIX E). The optimal φ-ensembles are shown
in Figure 3.8A, and highlight that for every protein studied here, φopt ≈ φ∗ , suggesting that
φ∗ provides an excellent first guess for φopt .
In Figure 3.8B, protein atoms dewetted in the φopt -ensemble are compared against the
interaction interface atoms for TS, MBP, MLT, MDM2, and UBQ. These visualizations
highlight that the center of the interface is dewetted in all cases, and that contacts which do
not dewet (FNs) tend to be concentrated along the edges of the interaction interfaces. The
presence of FNs along the interface periphery is consistent with the notion that peripheral
regions of interaction interfaces, which are partially exposed to water in the bound state, are
expected to interact more strongly with water than the center of the interface [61], and are
therefore less likely to dewet. To show protein regions that are not visible in Figure 3.8B, we
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included the corresponding snapshots in APPENDIX E, Figures E.3-E.7 (panel K). These
snapshots indicate that that for the five proteins studied here, non-contacts that dewet
(FPs) tend to either extend outwards from the interaction interface (i.e, the interface uses
only part of the hydrophobic patch), or they are small, isolated clusters. We note that
although a single, contiguous dewetted patch is observed for the relatively simple proteins
studied here, for more complex proteins, which employ disparate interaction sites [22], we
expect that multiple different protein regions would dewet. By uncovering hydrophobic
patches on such proteins, as well as the order in which they dewet, our approach could
inform the formation of multimeric protein complexes [39, 107].

3.7. Discussion and Outlook
By using φ-ensemble simulations to systematically disrupt protein hydration waters and
nucleate surface cavities, here we presented a framework for identifying the most hydrophobic surface regions of proteins, which, by definition, form the weakest interactions with
water. Interestingly, we find that polar/charged atoms comprise a substantial portion of
these hydrophobic patches. Moreover, such hydrophobic, dewetted patches, and more hydrophilic, wet patches consist of surprisingly similar chemical compositions. These findings
suggest that, in contrast to chemically homogeneous surfaces, the hydrophobicity of the
chemically and topographically heterogeneous surfaces of proteins cannot be inferred from
polarity/charge alone. Further, these findings highlight that an appropriate accounting of
the collective response of the protein’s hydration shell waters to the nanoscale chemical
and topographical patterns presented by the protein surface is necessary for an accurate
characterization of protein surface hydrophobicity [64, 29, 1, 114, 122, 63, 68].
Significantly, we further find that the most hydrophobic protein regions, which dewet readily
in response to biasing potentials, also correspond closely with known interaction interfaces.
In particular, the five proteins studied here, the most hydrophobic protein patches contain
roughly 60-75% of the protein contacts, and only 10-25% of the non-contacts. This correspondence is perhaps even more remarkable than it might appear at first glance. When two
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proteins bind, protein-water interactions are replaced by direct protein-protein intermolecular interactions. Therefore, the fact that protein patches that form weak interactions
with water can inform protein interaction sites, without any consideration of the direct
interactions between proteins, is particularly striking.
Augmenting our framework for characterizing protein hydrophobicity with prescriptions for
capturing direct protein-protein interactions, therefore, promises to yield a more complete
reckoning of protein interactions. We expect that this would be especially useful for characterizing the interfaces of proteins that interact through especially strong, direct electrostatic
interactions between complementary charged or polar groups. Scoring functions, used to
rank and compare putative bound states produced by protein docking [109, 96], tend to be
especially well-suited to capturing direct interactions between protein partners, and could
be augmented by our methodology for identifying hydrophobic protein regions. The use of
additive approximations for characterizing and estimating hydrophobicity, e.g. hydropathy
scales or implicit, surface-area based models, introduce substantial inaccuracies and represent an acute limitation of existing scoring functions [96, 19]. By providing a computational
framework to comprehensively characterize protein hydrophobicity, we hope to not only increase the accuracy of existing scoring functions, but also result in a better fundamental
understanding of the complex relationship between heterogeneous chemical and topological patterns displayed by proteins and their emergent hydrophobicity. Finally, undesirable
interactions between proteins and their subsequent aggregation is responsible for several
neurodegenerative diseases and frustrates the long-term storage of concentrated protein
biologics [46, 42]. By uncovering the most hydrophobic surface regions of proteins, our
approach could facilitate the identification of aggregation-prone regions and could inform
strategies for increasing protein solubility [11, 59].
Finally, ultimately, we wish to develop predictive models to bypass the need for expensive, φensemble simulations together. In other words, could the most hydrophobic protein patches
be predicted from structural information alone? As we have emphasized, such a relationship
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is extremely complex and non-trivial; the chemistry of individual protein atoms, for instance,
serves as a poor predictor of protein hydrophobicity. However, the hydrophobicity of a
protein’s surface is necessarily encoded in the protein’s structure. In the next section,
we will seek to take a first step towards developing predictive models of hydrophobicity
for simpler, yet nevertheless non-trivial, systems of chemically heterogeneous, flat SAM
surfaces.
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Figure 3.6: Uncovering hydrophobic protein patches by identifying regions that dewet in
φ-ensemble simulations. (A) Snapshot of the TS protein is shown with every protein heavy
atom, i, colored according to the average water density, hρi iφ , in its hydration shell at
βφ = 2.4; dewetted atoms are colored red, whereas atoms that remain hydrated are colored
blue. (B) Protein atoms for which hρi iφ falls below a threshold, s = 0.5, are considered to be
dewetted, and are shown in orange, and the rest are shown in gray. (C) Protein atoms are
categorized according to whether they dewet (orange fill) or not (gray fill) at βφ = 2.4, as
well as whether they are non-polar (white outline) or polar/charged (blue outline) according
to the Kapcha-Rossky classification [45]. Interestingly, only 60% of the dewetted protein
atoms (orange fill) are non-polar (white outline), whereas the remaining 40% of the atoms
are polar/charged (blue outline). (D) As φ is increased and a larger fraction of the protein
surface dewets, the hydrophobic (dewetted) and hydrophilic (wet) protein regions remain
heterogeneous, and have chemical compositions that are remarkably similar; the dashed line
represents the overall composition of the protein surface.

50

C True Positive (TP)

B

False
Positive
(FP)

Protein Surface
Contacts Rest of
protein

Dewetted Atoms

False
Negative
(FN)
D 1

True
Negative
(TN)

<latexit sha1_base64="yafSr8NQ9ZDs0Du6YhIiqrzTLfU=">AAACCHicbVDLSsNAFJ3UV62vqEs3g0VwFRIR7EYounFZwT6gCWUynbRDJ5Mwc1MooT/gN7jVtTtx61+49E+ctlnY1gMXDufcy7mcMBVcg+t+W6WNza3tnfJuZW//4PDIPj5p6SRTlDVpIhLVCYlmgkvWBA6CdVLFSBwK1g5H9zO/PWZK80Q+wSRlQUwGkkecEjBSz7b9kAHBfjrk+BZ7Tq1nV13HnQOvE68gVVSg0bN//H5Cs5hJoIJo3fXcFIKcKOBUsGnFzzRLCR2RAesaKknMdJDPP5/iC6P0cZQoMxLwXP17kZNY60kcms2YwFCvejPxP6+bQVQLci7TDJiki6AoExgSPKsB97liFMTEEEIVN79iOiSKUDBlLaWE8dR04q02sE5aV47nOt7jdbV+V7RTRmfoHF0iD92gOnpADdREFI3RC3pFb9az9W59WJ+L1ZJV3JyiJVhfvyVgmKo=</latexit>

TPR
FPR

<latexit sha1_base64="gE4ZFsK4gJZFglOHMRHCs51GUGQ=">AAACCHicbVDLSsNAFL2pr1pfUZduBovgKiSloBuh6MZlBfuAJpTJdNIOnUzCzKRQQn/Ab3Cra3fi1r9w6Z84bbPQ1gMXDufcy7mcMOVMadf9skobm1vbO+Xdyt7+weGRfXzSVkkmCW2RhCeyG2JFORO0pZnmtJtKiuOQ0044vpv7nQmViiXiUU9TGsR4KFjECNZG6tu2H1KNkZ+OGLpBNafet6uu4y6A1olXkCoUaPbtb3+QkCymQhOOlep5bqqDHEvNCKezip8pmmIyxkPaM1TgmKogX3w+QxdGGaAokWaERgv190WOY6WmcWg2Y6xHatWbi/95vUxH10HORJppKsgyKMo40gma14AGTFKi+dQQTCQzvyIywhITbcr6kxLGM9OJt9rAOmnXHM91vId6tXFbtFOGMziHS/DgChpwD01oAYEJPMMLvFpP1pv1bn0sV0tWcXMKf2B9/gAgqZin</latexit>

0

2

4

2

<latexit sha1_base64="+ijddCn47gKrKqqIIh/NQd5aKO8=">AAAB+HicbVDLSgNBEOyNrxhf0auXxSB4Crsi6DHoxWME84BkCbOTTjJkdnaZ6RXDEn/Aq/6BN6/+jD/gdzhJ9mASCxqKqm66u8JECkOe9+0UNja3tneKu6W9/YPDo3LpuGniVHNs8FjGuh0yg1IobJAgie1EI4tCia1wfDfzW0+ojYjVI00SDCI2VGIgOCMrPVz1yhWv6s3hrhM/JxXIUe+Vf7r9mKcRKuKSGdPxvYSCjGkSXOK01E0NJoyP2RA7lioWoQmy+aFT99wqfXcQa1uK3Ln6dyJjkTGTKLSdEaORWfVm4n9eJ6XBTZAJlaSEii8WDVLpUuzOvnb7QiMnObGEcS3srS4fMc042WyWthiRKkHPUxuMvxrDOmleVn2v6ldqt3lARTiFM7gAH66hBvdQhwZwQHiFN3h3XpwP53PRWHDyiRNYgvP1C0j3lHM=</latexit>
<latexit
sha1_base64="lpc3XEBmVczwbWrJmrpJy/6BpWE=">AAAB/HicbVDLTgJBEOzFF+IL9ehlIjHxRHYNiR6JXjxCIo8ENmR2aGDC7OxmZtZINvgDXvUPvBmv/os/4Hc4wB4ErKSTSlV3uruCWHBtXPfbyW1sbm3v5HcLe/sHh0fF45OmjhLFsMEiEal2QDUKLrFhuBHYjhXSMBDYCsZ3M7/1iErzSD6YSYx+SIeSDzijxkr1Sq9YcsvuHGSdeBkpQYZar/jT7UcsCVEaJqjWHc+NjZ9SZTgTOC10E40xZWM6xI6lkoao/XR+6JRcWKVPBpGyJQ2Zq38nUhpqPQkD2xlSM9Kr3kz8z+skZnDjp1zGiUHJFosGiSAmIrOvSZ8rZEZMLKFMcXsrYSOqKDM2m6UtmieSm6epDcZbjWGdNK/Knlv26pVS9TaLKA9ncA6X4ME1VOEeatAABggv8ApvzrPz7nw4n4vWnJPNnMISnK9f2U2VsQ==</latexit>

<latexit sha1_base64="U3VuwZTBhvGOz+2HzNa3x8kFaIA=">AAAB/HicbVDLTgJBEOzFF+IL9ehlIjHxRHaJiR6JXjxCIo8ENmR2aGDC7OxmZtZINvgDXvUPvBmv/os/4Hc4wB4ErKSTSlV3uruCWHBtXPfbyW1sbm3v5HcLe/sHh0fF45OmjhLFsMEiEal2QDUKLrFhuBHYjhXSMBDYCsZ3M7/1iErzSD6YSYx+SIeSDzijxkr1Sq9YcsvuHGSdeBkpQYZar/jT7UcsCVEaJqjWHc+NjZ9SZTgTOC10E40xZWM6xI6lkoao/XR+6JRcWKVPBpGyJQ2Zq38nUhpqPQkD2xlSM9Kr3kz8z+skZnDjp1zGiUHJFosGiSAmIrOvSZ8rZEZMLKFMcXsrYSOqKDM2m6UtmieSm6epDcZbjWGdNCtlzy179atS9TaLKA9ncA6X4ME1VOEeatAABggv8ApvzrPz7nw4n4vWnJPNnMISnK9f1h2Vrw==</latexit>
<latexit

<latexit sha1_base64="rR3Kf6V/DuepNcY6DBWsrzWii6c=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gObUDbbTbt0swm7E6GE/gsvHhTx6r/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61TZJpxlsskYnuhtRwKRRvoUDJu6nmNA4l74Tj25nfeeLaiEQ94CTlQUyHSkSCUbTSox9ypMRPR6Jfrbl1dw6ySryC1KBAs1/98gcJy2KukElqTM9zUwxyqlEwyacVPzM8pWxMh7xnqaIxN0E+v3hKzqwyIFGibSkkc/X3RE5jYyZxaDtjiiOz7M3E/7xehtF1kAuVZsgVWyyKMkkwIbP3yUBozlBOLKFMC3srYSOqKUMbUsWG4C2/vEraF3XPrXv3l7XGTRFHGU7gFM7BgytowB00oQUMFDzDK7w5xnlx3p2PRWvJKWaO4Q+czx8r6pCT</latexit>

F

<latexit sha1_base64="90+cUeINO6PHS0Ok76BKIvp/MUQ=">AAACCHicbVDLSsNAFL2pr1pfUZduBovgKiQq6EYounFZwT6gCWUynbRDZ5IwMymU0B/wG9zq2p249S9c+idO2yxs64ELh3Pu5VxOmHKmtOt+W6W19Y3NrfJ2ZWd3b//APjxqqiSThDZIwhPZDrGinMW0oZnmtJ1KikXIaSsc3k/91ohKxZL4SY9TGgjcj1nECNZG6tq2H1KNkZ8OGLpFl47btauu486AVolXkCoUqHftH7+XkEzQWBOOlep4bqqDHEvNCKeTip8pmmIyxH3aMTTGgqogn30+QWdG6aEokWZijWbq34scC6XGIjSbAuuBWvam4n9eJ9PRTZCzOM00jck8KMo40gma1oB6TFKi+dgQTCQzvyIywBITbcpaSAnFxHTiLTewSpoXjuc63uNVtXZXtFOGEziFc/DgGmrwAHVoAIERvMArvFnP1rv1YX3OV0tWcXMMC7C+fgEb8pik</latexit>

0.8

= 3.0
opt

0.6

nTP
nTP + nFN

0
<latexit sha1_base64="kj+OGXxAjpnO8YS0yMXV7NNn1hY=">AAACj3icbVFda9swFFXctc3Sbm22x72YhUEfTJCztWlfRkgftr0lY/mAJBRZvnZFZFlIckkw/gV93X7c/k0Vx4Ml7UWCo3PP1bnSDSRn2mD8t+YcvDo8Oq6/bpycvnl7dt58N9ZppiiMaMpTNQ2IBs4EjAwzHKZSAUkCDpNgebvJTx5AaZaKX2YtYZGQWLCIUWIsNcR35y3cxmW4z4FfgRaqYnDXrK3mYUqzBIShnGg987E0i5wowyiHojHPNEhClySGmYWCJKAXedlp4X6yTOhGqbJbGLdk/6/ISaL1OgmsMiHmXu/nNuRLuVlmoutFzoTMDAi6NYoy7prU3TzbDZkCavjaAkIVs7269J4oQo39nB2X1bbVRmMeQmR/tTzm4TJVRMRQ5D+/9Yvc73S9q88eLnZVkollpehcXnrYs7o9SazIupLcdL1yFftWMlOS/7Pa2GzvsbPy9yfzHIw7bR+3/eGXVq9fTa2OPqCP6AL5qIt66DsaoBGiCNAj+o3+OE2n63x1elupU6tq3qOdcH48AUixxhs=</latexit>
<latexit

<latexit sha1_base64="kj+OGXxAjpnO8YS0yMXV7NNn1hY=">AAACj3icbVFda9swFFXctc3Sbm22x72YhUEfTJCztWlfRkgftr0lY/mAJBRZvnZFZFlIckkw/gV93X7c/k0Vx4Ml7UWCo3PP1bnSDSRn2mD8t+YcvDo8Oq6/bpycvnl7dt58N9ZppiiMaMpTNQ2IBs4EjAwzHKZSAUkCDpNgebvJTx5AaZaKX2YtYZGQWLCIUWIsNcR35y3cxmW4z4FfgRaqYnDXrK3mYUqzBIShnGg987E0i5wowyiHojHPNEhClySGmYWCJKAXedlp4X6yTOhGqbJbGLdk/6/ISaL1OgmsMiHmXu/nNuRLuVlmoutFzoTMDAi6NYoy7prU3TzbDZkCavjaAkIVs7269J4oQo39nB2X1bbVRmMeQmR/tTzm4TJVRMRQ5D+/9Yvc73S9q88eLnZVkollpehcXnrYs7o9SazIupLcdL1yFftWMlOS/7Pa2GzvsbPy9yfzHIw7bR+3/eGXVq9fTa2OPqCP6AL5qIt66DsaoBGiCNAj+o3+OE2n63x1elupU6tq3qOdcH48AUixxhs=</latexit>
<latexit

= 2.4

<latexit sha1_base64="zNECjWUtM6XElAdF6UJucl3+/K4=">AAACj3icbVHLTsMwEHTDq5Rn4cglokLiEFVJeRQuqIIDcANEAamtkONsWquOY9kOahXlC7jCx/E3uGmQaGFlS+PZWc/a6wtGlXbdr5K1sLi0vFJeraytb2xubVd3nlScSAJtErNYvvhYAaMc2ppqBi9CAo58Bs/+8GqSf34DqWjMH/VYQC/CfU5DSrA21L33ul1z624e9l/gFaCGirh7rZZG3SAmSQRcE4aV6niu0L0US00Jg6zSTRQITIa4Dx0DOY5A9dK808w+MExgh7E0m2s7Z39XpDhSahz5RhlhPVDzuQn5X66T6PCsl1IuEg2cTI3ChNk6tifPtgMqgWg2NgATSU2vNhlgiYk2nzPjMpq2Wql0AwjNr+bHNBjGEvM+ZOnD9WWWeo2mc3rkuNmsSlA+LBSNkxPHdYxuTtKXeFxIzptOvrJ5K5FIwX6sJjbTe8ysvPnJ/AVPjbrn1r3741rrsphaGe2hfXSIPNRELXSD7lAbEQToHX2gT6tqNa0LqzWVWqWiZhfNhHX7DUrcxhw=</latexit>
<latexit

<latexit sha1_base64="MaOitlcyMyRJyG2f2JkMym4MPR0=">AAACAHicdVBNS8NAEN34WetX1IMHL4tF8FSSGtp6K3rxWMF+QFPLZrttl+4mYXcilNCLf8WLB0W8+jO8+W/ctBVU9MHA470ZZuYFseAaHOfDWlpeWV1bz23kN7e2d3btvf2mjhJFWYNGIlLtgGgmeMgawEGwdqwYkYFgrWB8mfmtO6Y0j8IbmMSsK8kw5ANOCRipZx/6AQOC/XjEb31JYKRkGsUw7dkFp3heLZe8MnaKjlNxS25GShXvzMOuUTIU0AL1nv3u9yOaSBYCFUTrjuvE0E2JAk4Fm+b9RLOY0DEZso6hIZFMd9PZA1N8YpQ+HkTKVAh4pn6fSInUeiID05ndqH97mfiX10lgUO2mPIwTYCGdLxokAkOEszRwnytGQUwMIVRxcyumI6IIBZNZ3oTw9Sn+nzRLRdcputdeoXaxiCOHjtAxOkUuqqAaukJ11EAUTdEDekLP1r31aL1Yr/PWJWsxc4B+wHr7BKGnlxY=</latexit>

<latexit sha1_base64="kj+OGXxAjpnO8YS0yMXV7NNn1hY=">AAACj3icbVFda9swFFXctc3Sbm22x72YhUEfTJCztWlfRkgftr0lY/mAJBRZvnZFZFlIckkw/gV93X7c/k0Vx4Ml7UWCo3PP1bnSDSRn2mD8t+YcvDo8Oq6/bpycvnl7dt58N9ZppiiMaMpTNQ2IBs4EjAwzHKZSAUkCDpNgebvJTx5AaZaKX2YtYZGQWLCIUWIsNcR35y3cxmW4z4FfgRaqYnDXrK3mYUqzBIShnGg987E0i5wowyiHojHPNEhClySGmYWCJKAXedlp4X6yTOhGqbJbGLdk/6/ISaL1OgmsMiHmXu/nNuRLuVlmoutFzoTMDAi6NYoy7prU3TzbDZkCavjaAkIVs7269J4oQo39nB2X1bbVRmMeQmR/tTzm4TJVRMRQ5D+/9Yvc73S9q88eLnZVkollpehcXnrYs7o9SazIupLcdL1yFftWMlOS/7Pa2GzvsbPy9yfzHIw7bR+3/eGXVq9fTa2OPqCP6AL5qIt66DsaoBGiCNAj+o3+OE2n63x1elupU6tq3qOdcH48AUixxhs=</latexit>
<latexit

= 2.4

<latexit sha1_base64="gE4ZFsK4gJZFglOHMRHCs51GUGQ=">AAACCHicbVDLSsNAFL2pr1pfUZduBovgKiSloBuh6MZlBfuAJpTJdNIOnUzCzKRQQn/Ab3Cra3fi1r9w6Z84bbPQ1gMXDufcy7mcMOVMadf9skobm1vbO+Xdyt7+weGRfXzSVkkmCW2RhCeyG2JFORO0pZnmtJtKiuOQ0044vpv7nQmViiXiUU9TGsR4KFjECNZG6tu2H1KNkZ+OGLpBNafet6uu4y6A1olXkCoUaPbtb3+QkCymQhOOlep5bqqDHEvNCKezip8pmmIyxkPaM1TgmKogX3w+QxdGGaAokWaERgv190WOY6WmcWg2Y6xHatWbi/95vUxH10HORJppKsgyKMo40gma14AGTFKi+dQQTCQzvyIywhITbcr6kxLGM9OJt9rAOmnXHM91vId6tXFbtFOGMziHS/DgChpwD01oAYEJPMMLvFpP1pv1bn0sV0tWcXMKf2B9/gAgqZin</latexit>

1
TPR=

<latexit sha1_base64="qjP9/j+eK0iI3vileHWHYxrwyDc=">AAAC+XicdVHLahsxFJWnr9R9xGmX3YiaQqCDmXGSut2FBJquilviJOAxRqPROMIajZA0JUboY7or2eZDsu6HZJtU8wjETnOR4Ojeo3su98SCUaWD4G/Le/T4ydNna8/bL16+er3e2XhzpPJCYjLCOcvlSYwUYZSTkaaakRMhCcpiRo7j+X5ZP/5FpKI5P9QLQSYZmnGaUoy0S007NEolwiaqOhlB+dzyaZQhfSozczi09uESbCoxQ3hu4cfbdzIXhRSM3GF//W7ttNMNekEV8D4IG9AFTQynG62zKMlxkRGuMUNKjcNA6IlBUlPs2rejQhHhtNGMjB3kKCNqYqohLPzgMglMc+ku17DK3v1hUKbUIosdsxxSrdbK5P9q40KnnyeGclFownEtlBYM6hyWC4YJlQRrtnAAYUndrBCfIrdk7WxYUjmrR223o4Skzr/b9eUS8Rmx5ufBnjVhf+B/2vIDu8yq7KgZ/Z0dP/Adb4Uyk2jRUL4M/OrYVanGqZpVytR9nFfhqjP3wVG/Fwa98Md2d3evcW0NvAPvwSYIwQDsgm9gCEYAg0twBa7BjWe8394f77ymeq3mz1uwFN7FP6ac9Q0=</latexit>

0
0

= 1.8

E

<latexit sha1_base64="zNECjWUtM6XElAdF6UJucl3+/K4=">AAACj3icbVHLTsMwEHTDq5Rn4cglokLiEFVJeRQuqIIDcANEAamtkONsWquOY9kOahXlC7jCx/E3uGmQaGFlS+PZWc/a6wtGlXbdr5K1sLi0vFJeraytb2xubVd3nlScSAJtErNYvvhYAaMc2ppqBi9CAo58Bs/+8GqSf34DqWjMH/VYQC/CfU5DSrA21L33ul1z624e9l/gFaCGirh7rZZG3SAmSQRcE4aV6niu0L0US00Jg6zSTRQITIa4Dx0DOY5A9dK808w+MExgh7E0m2s7Z39XpDhSahz5RhlhPVDzuQn5X66T6PCsl1IuEg2cTI3ChNk6tifPtgMqgWg2NgATSU2vNhlgiYk2nzPjMpq2Wql0AwjNr+bHNBjGEvM+ZOnD9WWWeo2mc3rkuNmsSlA+LBSNkxPHdYxuTtKXeFxIzptOvrJ5K5FIwX6sJjbTe8ysvPnJ/AVPjbrn1r3741rrsphaGe2hfXSIPNRELXSD7lAbEQToHX2gT6tqNa0LqzWVWqWiZhfNhHX7DUrcxhw=</latexit>
<latexit

4

dh

A

0.4
0.2

0

nFP

1

FPR= nFP + nTN
<latexit sha1_base64="kj+OGXxAjpnO8YS0yMXV7NNn1hY=">AAACj3icbVFda9swFFXctc3Sbm22x72YhUEfTJCztWlfRkgftr0lY/mAJBRZvnZFZFlIckkw/gV93X7c/k0Vx4Ml7UWCo3PP1bnSDSRn2mD8t+YcvDo8Oq6/bpycvnl7dt58N9ZppiiMaMpTNQ2IBs4EjAwzHKZSAUkCDpNgebvJTx5AaZaKX2YtYZGQWLCIUWIsNcR35y3cxmW4z4FfgRaqYnDXrK3mYUqzBIShnGg987E0i5wowyiHojHPNEhClySGmYWCJKAXedlp4X6yTOhGqbJbGLdk/6/ISaL1OgmsMiHmXu/nNuRLuVlmoutFzoTMDAi6NYoy7prU3TzbDZkCavjaAkIVs7269J4oQo39nB2X1bbVRmMeQmR/tTzm4TJVRMRQ5D+/9Yvc73S9q88eLnZVkollpehcXnrYs7o9SazIupLcdL1yFftWMlOS/7Pa2GzvsbPy9yfzHIw7bR+3/eGXVq9fTa2OPqCP6AL5qIt66DsaoBGiCNAj+o3+OE2n63x1elupU6tq3qOdcH48AUixxhs=</latexit>
<latexit

<latexit sha1_base64="zNECjWUtM6XElAdF6UJucl3+/K4=">AAACj3icbVHLTsMwEHTDq5Rn4cglokLiEFVJeRQuqIIDcANEAamtkONsWquOY9kOahXlC7jCx/E3uGmQaGFlS+PZWc/a6wtGlXbdr5K1sLi0vFJeraytb2xubVd3nlScSAJtErNYvvhYAaMc2ppqBi9CAo58Bs/+8GqSf34DqWjMH/VYQC/CfU5DSrA21L33ul1z624e9l/gFaCGirh7rZZG3SAmSQRcE4aV6niu0L0US00Jg6zSTRQITIa4Dx0DOY5A9dK808w+MExgh7E0m2s7Z39XpDhSahz5RhlhPVDzuQn5X66T6PCsl1IuEg2cTI3ChNk6tifPtgMqgWg2NgATSU2vNhlgiYk2nzPjMpq2Wql0AwjNr+bHNBjGEvM+ZOnD9WWWeo2mc3rkuNmsSlA+LBSNkxPHdYxuTtKXeFxIzptOvrJ5K5FIwX6sJjbTe8ysvPnJ/AVPjbrn1r3741rrsphaGe2hfXSIPNRELXSD7lAbEQToHX2gT6tqNa0LqzWVWqWiZhfNhHX7DUrcxhw=</latexit>
<latexit

0.0
0

2

4

<latexit sha1_base64="X38ONDAMp3IdgLFGaQ9PCadcqSI=">AAAC/XicfVFda9swFJXdfbTZV7o99kUsDAYzwU7XZXsrHWx7Gtlo2kIcgizLqYgsC0keDULs1/St7HU/ZE/7KXub/FFo3LGLDUf3HOlc7kkEo0qH4W/P37pz99797Z3eg4ePHj/p7z49UUUpMZnighXyLEGKMMrJVFPNyJmQBOUJI6fJ6n3Fn34jUtGCH+u1IPMcLTnNKEbatRb9PM4kwiauXzLpqpCIL4nlizhH+lzm5sPE2v/TsGUThvDKwlfX56VE6xvK48/WLvqDcBjWBW+DqAUD0NZksetdxGmBy5xwjRlSahaFQs8NkppiRmwvLhURzhctycxBjnKi5qYewMIXrpPCrJDu5xrW3Zs3DMqVWueJU1ZDqi5XNf/FzUqdvZ0bykWpCceNUVYyqAtYLRmmVBKs2doBhCV1s0J8jtyitYtiw+WiGbXXi1OSuQw7izZfPx5ZE43GwZv9ILSbKkH5qlWMDg6CMHC6jqTOoJG8Gwf1Z7tWopSCXVtVNs07Lquom8xtcDIaRuEw+vJ6cHjUprYN9sBz8BJEYAwOwScwAVOAwS/wx/O9Lf+7f+lf+T8aqe+1d56BjfJ//gWvK/Sn</latexit>

Figure 3.7: Protein hydrophobicity informs protein interaction interfaces. (A) Schematic
(top) and TS protein structure (bottom) highlighting protein atoms (purple), which participate in the formation of the TS homodimer and those that don’t (gray). (B) Schematic (top)
and TS protein structure (bottom) showing protein atoms that are dewetted at βφ = 2.4 (orange) and those that remain wet (gray). (C) By comparing dewetted protein atoms against
those belonging to the interaction interface (“contacts”), we identify protein contacts that
dewet (TP, pink) and those that remain wet (FN, dark purple), as well as non-contacts
that dewet (FP, dark orange) and ones that stay wet (TN, gray). Schematic (left) and TS
protein structures (right) illustrate such a comparison for βφ = 1.8, 2.4, and 3. Very few
atoms are dewetted at βφ = 1.8; consequently, much of the interaction interface remains
wet (dark purple). In contrast, much of the protein surface is dewetted at βφ = 3, including
several non-contacts (dark orange). The right balance between FNs and FPs is achieved at
βφ = 2.4, where most of the contacts are dewetted, and most of the non-contacts remain
wet. (D) Both the fraction of contacts that dewet (true positive rate, TPR) and the fraction
of non-contacts that dewet (false positive rate, FPR) display a sigmoidal increase with increasing φ. (E) The receiver operating characteristic curve illustrates the variation of TPR
with FPR. (F) The harmonic average, dh , of TPR and 1 − FPR, shown as a function of φ,
displays a peak at βφopt = 2.4 with a peak value, dopt
h = 0.71. In panels D, E and F, the
left triangle, diamond, cross and right triangle symbols correspond to φ-values of φ(−) , φ∗ ,
φopt and φ(+) , respectively.
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Figure 3.8: Proteins that participate in the formation of homo- and hetero-dimers. (A)
The correspondence between hydrophobic protein patches that dewet in the φopt -ensemble
and protein interaction interfaces is quantified using dopt
h ; for the five proteins studied here,
opt
we find dh ≈ 0.7. In each case, we further find that φopt ≈ φ∗ ; the optimal potential
strength for uncovering the interaction interface is similar to the potential strength to
which the protein hydration waters are most susceptible. (B) Protein atoms that dewet in
the φopt -ensemble are compared against protein contacts for the self-interacting mannosebinding protein (MBP) and melittin dimer (MLT), as well as for the mouse double minute
2 homolog (MDM2) protein and ubiquitin (UBQ), which interact with other proteins to
form heterodimers. The color scheme used here is the same as in Figure 3.7C. In each case,
the center of the interaction interface tends to dewet (TPs, pink), whereas the periphery of
the interface features FNs and FPs.
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CHAPTER 4 : Using Explainable Artificial Intelligence to Rationalize and Model
the Chemical Determinants of Hydrophobicity
4.1. Introduction
In the previous chapters, we demonstrated how hydrophobicity is an emergent property
for heterogeneous, complex surfaces; it is determined by the particular chemical and topographical patterning. Furthermore, for protein surfaces, the chemistry of protein atoms
(i.e. non-polar or polar/charged) is a poor predictor of hydrophobicity alone. It is the collective response of hydration waters to the complex structure presented by the protein that
determines hydrophobicity, and requires specialized, φ-ensemble simulations to identify.
However, the hydrophobicity of a protein surface, fundamentally, must be determined by the
structure and chemistry of the surface. Is it possible, therefore, to extract rules connecting
surface structure, shape, and chemistry to be able to predict the hydrophobicity of a surface? This relationship is clearly more complicated than just considering individual atomic
chemistries; any attempt to construct a predictive model linking the properties of heterogeneous surfaces to their hydrophobicity must necessarily consider a high-dimensional space
of possible input predictors. For instance, such a model must consider not only individual
atomic chemistries, but potentially must also account.
Current attempts to predict the hydrophobicity of complex, heterogeneous surfaces are additive; that is, they consider the total polar and non-polar surface area exposed to water
as a predictor of surface hydrophobicity. For instance, hydropathy scales seek to quantify
protein surface hydrophobicity by summing the individual effects of amino acids on the surface [14, 58, 53]. However, as mentioned in the previous chapter, additive and surface-are
based approximations introduce substantial inaccuracies for all but the simplest surfaces.
Such approximations are limited because hydrophobicity is an emergent phenomenon, determined by the collective, many-bodied response of surrounding waters to the chemistry
and topography presented by the surface [122, 38, 25, 24, 26, 80, 81]. Accounting for this
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complexity, therefore, is necessary to accurately and simply model surface hydrophobicity.
As we have seen in previous chapters, MD, with INDUS, can provide an accurate view of
hydrophobicities, even for highly heterogeneous surfaces such as proteins. Hydrophobicity
can be accurately quantified by the free energy to create a cavity adjacent to a surface,
∆Gcav , as discussed in Chapter 1.
Is it possible, then, to predict the hydrophobicity of a heterogeneous surface by examining
the particular chemical patterning it presents? Such a model should be able to predict
surface hydrophobicity over a vast space of possible chemical patterning motifs. Machine
learning (ML) is well suited to such a high-dimensional predictive task. The techniques
of ML, which have been applied to diverse problems within the biochemical and material
sciences [23, 20, 15, 115]. However, as ML models become more powerful and sophisticated,
this often imposes a cost of increased complexity, obscuring the interpretability of the
model. Is it possible, then, to devise a model that is at once both accurate, generalizable,
and interpretable? If such a model can be constructed, what insights can it provide about
the chemical determinants of hydrophobicity?
In this chapter, we combine MD and INDUS calculations with tools from ML to measure and
predict the hydrophobicity of chemically heterogeneous patterned self-assembled monolayer
(SAM) surfaces. While significantly simpler than protein surfaces, these patterned SAMs
nevertheless display significant chemical diversity, giving rise to non-trivial behavior [1, 122],
and therefore provide an ideal model system for investigating the chemical determinants of
hydrophobicity. After judiciously constructing a training dataset of different chemically
patterned SAMs, we develop a series of increasingly complex models. We demonstrate that
even for these relatively simple surfaces, simplistic, additive models, based solely on the
number of polar or non-polar groups on a surface, are easy to interpret but serve as poor
predictors of surface hydrophobicity. In contrast, complex models, employing state-of-theart ML techniques from image recognition, are able to robustly predict hydrophobicity, but
are difficult to interpret.
54

We synergistically merge these two extremes to construct a new model of SAM surface hydrophobicity that is simultaneously extremely accurate and also physically interpretable. In
addition to the number of polar chemical groups within a patterned surface, we find that the
number of adjacent polar groups is a key feature determining hydrophobicity. Furthermore,
this model predicts an asymmetry between polar and non-polar groups: adding a single
polar group to a predominantly non-polar pattern, for instance, is affects a greater change
in surface hydrophobicity than adding a single non-polar group to a polar patch. These
findings are in agreement with previous studies on the hydrophobicity of heterogeneous
surfaces [1, 122].
Importantly, while this process of systematic model refinement is applied to the realm of
hydrophobicity, this procedure can be extended to a generalized prescription for constructing
accurate, physically interpretable models. Finally, we demonstrate a potential application
of our model: the prediction of mutational hot-spots and hydrophobicity. We demonstrate
that non only can an accurate, interpretable model be developed, but it can also provide
tantalizing new physical insights.

4.2. Generating a Dataset of Patterned SAM Surfaces
We focus on simple, flat SAM surfaces, defined by a fixed number of chemical headgroups
exposed to solvent (Figure 4.1). The chemistry of each headgroup can be modulated between
polar (hydroxyl, shown in blue) or non-polar (methyl, white) chemistries. We use the
INDUS method to measure the hydrophobicity of each surface patch by quantifying the
free energetic cost required to displace waters from a cubic probe volume, v, adjacent to
each surface patch (Figure 4.1A-B). As in Chapter 1, we define the free energy of cavity
formation as:

f ≡ ∆Gcav ≡ −kB T ln Pv (0)
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(4.1)

Figure 4.1: Quantifying the hydrophobicity of chemically patterned surfaces. A) To investigate the relationship between chemical patterning and hydrophobicity, we construct
self-assembled monolayer (SAM) surfaces with either methyl (non-polar, white) or hydroxyl
(polar, red) headgroups. A cubic probe volume, v, is placed adjacent to a surface patch of
interest and is shown in orange. Headgroups composing the SAM are shown in the space-fill
representation; methyl headgroups are colored white and, while hydroxyl headgroups are
colored blue. B) To characterize the hydrophobicity, f , of a surface patch, we systematically displace waters from v, and quantify the free energy, f ≡ ∆Gcav , required to empty
v and disrupt surface-water interactions; the more hydrophobic a surface, the weaker such
interactions are, making it easier to disrupt them and resulting in a smaller value of f . C)
Left: a patterned surface patch is shown with polar and non-polar groups colored blue and
white, respectively. The patch is embedded in a polar background with the corresponding
groups in light blue. Right: the same patch pattern is represented schematically with polar
and non-polar groups represented by blue and white hexagons, respectively. The dimensions of the rectangular patch are given by p and q, the number of patch groups in the z
and y directions, respectively. Here, p = q = 6. A particular pattern is represented by
a vector, x, where each component encodes the chemical identity of a particular group as
+1 (non-polar), −1 (polar, in patch), or 0 (polar, outside of the patch). D) A library of
N = 884 distinct patch patterns is generated, and the hydrophobicity, f , of each pattern is
measured.
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where, again, Pv (0) is the probability of observing zero water molecules in v, kB is Boltzmann’s constant, and kB T is the thermal energy. f serves as a natural measure of surface
hydrophobicity; larger values of f correspond to more hydrophilic surface patches.
We generated N = 884 fixed-size SAM surfaces, each characterized by a distinct surface
chemical pattern (Figure 4.1D). Each SAM surface contains a p = 6 by q = 6 patch
(Figure 4.1C, right) defined by pq = 36 unique patch headgroups. All patterned SAM
patches are embedded in a background uniformly polar headgroups (Figure 4.1C, shown in
light blue to distinguish from polar groups within the patch). Each distinct pattern can
be encoded by a vector, x, where xi indicates the chemical identity of the ith headgroup.
For this encoding, we assign a value of +1, −1, or 0 if xi is a patch non-polar group, patch
polar group, or polar group external to the patch, respectively (Figure 4.1C, right).
This library of patterned surfaces is judiciously constructed to span a range of representative patterns in pattern space. Generating patterns randomly would result in a large
number of similar, redundant patterns (e.g., most patterns would have roughly equal numbers of polar and non-polar groups). In order to access patterns with a range of polar
fractions and patterning motifs, we use the Wang-Landau [113] sampling algorithm to generate a representative sample of patterns over pattern space; further details are included in
APPENDIX F.
The goal is to construct a model, fˆ(x), to predict the hydrophobicity of a patch pattern,
x. Here, we assume that the measured hydrophobicity of each patch pattern, f , can be
captured by the model, plus an independent, unbiased error term, ε:

f (x) = fˆ(x) + ε;

i.i.d.

ε ∼ N (0, σ 2 )

(4.2)

where σ 2 is the variance of each error; furthermore, we assume all errors are identically and
independently distributed.
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Figure 4.2: Simple data-driven models of hydrophobicity are inaccurate, whereas complex
models tend to be difficult to interpret. A) The hydrophobicity of a library of chemical
patterns, characterized by f , is shown as a function of the number of polar headgroups,
ko . In each surface pattern, both linear (M1, blue) and quadratic (M1/Q, orange) fits, fˆ,
capture the general trend of increasing surface hydrophobicity with increasing polar content,
ko . B) An artificial neural network (ANN) provides a complex, ‘black-box’ model, requiring
no a priori intuition. C) Model errors ε ≡ f − fˆ are shown as a function of ko : the errors
for models M1 and M1/Q (blue and orange dashed lines) are significantly larger than the
typical measurement error in f (green). The root mean square errors (RMSEs) for models
M1 and M1/Q are 6.0 and 5.9, respectively, whereas the typical error in f is σ = 1.7.
In contrast, the RMSEs of the ANN model (gray dashed lines) indicate that this model
outperforms both M1 and M1/Q.
Models considered are evaluated by the root mean squared error (RMSE) of mode residuals
ε ≡ f − fˆ. In order to mitigate overfitting, reported RMSEs for each model are averaged over
5-fold cross-validation (CV), in which the data is trained on a portion of the dataset and
errors are calculated on the remaining data; more details can be found in APPENDIX F.

4.3. Simplistic Models Perform Poorly, while Comples ML Models are Difficult to
Interpret
For chemically uniform surfaces, the total non-polar or polar surface area is the dominant
determinant of surface hydrophobicity. Therefore, we initially modeled hydrophobicity by
the total number of polar headgroups in each pattern, ko :


X 
1
ko (x) ≡
pq −
xi
2
i
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(4.3)

Figure 4.2A plots the measured hydrophobicity of each pattern, f , versus polar content,
ko (x) (black dots). Linear and quadratic fits (models M1 and M1/Q, blue and orange lines,
respectively) demonstrate that ko captures a general trend in pattern hydrophobicity; patterns containing a larger number of polar groups tend to be more hydrophilic (larger f ).
However, both models fail to account for a significant portion of the variance in hydrophobicity; these deviations are further quantified by the residuals, ε ≡ f − fˆ (Figure 4.2C, blue
and orange dots). Indeed, the RMSEs for these simple models are on the order of 6 kB T , significantly higher than the measurement error in f (1.7 kB T , shown in green in Figure 4.2C).
These errors emphasize the inherent limitations of additive models of hydrophobicity based
on total polar content alone.
In contrast, artificial neural networks (ANNs) [86] are capable of learning a complex, nonlinear function, g, to predict the hydrophobicity of a pattern, x (Figure 4.2B). Importantly,
an ANN can be trained to accept an arbitrary, high-dimensional input, such as the entire pattern, x, without the need for a priori physical intuition. Here, we train an ANN
with 3 hidden layers and 24 hidden nodes per layer; further details on the ANN architectures explored are included in APPENDIX F. Indeed, the ANN is capable of predicting
hydrophobicity much more accurately than models M1 and M1/Q, reducing the average
prediction error by a factor of 2 (Figure 4.2C, gray). However, while an ANN can offer a
substantial performance increase, it is a ‘black-box’; the learned function, g, requires 5,617
trained parameters and defies easy physical interpretation.
The contrast between models M1, M1/Q, and the ANN illustrate the drawbacks of two
approaches to modeling physical phenomena. Simple models, using intuitive physical descriptors (e.g. polar content, ko ) are easily interpretable but may miss important physical
descriptors, limiting their performance. In contrast, complex, sophisticated models such as
ANNs can be employed to construct reasonably accurate models with little prior intuition.
However, such models are also inherently complex, requiring a large number of trained
parameters, and are difficult, if not impossible, to interpret.
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Figure 4.3: Convolutional neural networks can inject interpretability to a traditional ANN.
A) By convolving a chemical pattern, x, with a set of filters, {wi } (i = 1, 2, . . . 10), information about the local environment of each headgroup is extracted into a set of patterns, {ci },
which are then coarse-grained using maxpool filters to obtain reduced patterns, {pi }. Before
feeding this information into a fully-connected ANN, it is parsed through an additional set
of convolutional and pooling filters; details of the CNN architecture used here are included
in the SI. The values of the transformed patterns after a given convolution and pooling
operation are indicated in orange; the weights of each convolutional filter, wi , are indicated
by color: positive and negative weights are colored green and purple, respectively. B) Careful examination of the trained filter weights provides insight into salient chemical features
determining hydrophobicity. Shown are 10 trained filters, {w1 , . . . , w10 }. Each filter is
colored according to its trained weights; positive and negative weights are colored green
and purple, respectively. Each filter is further classified by what type of chemical feature it
extracts; averaging of non-polar and polar groups (gray background), and non-polar/polar
gradient detection (teal background).

4.4. Extracting Chemical Descriptors with Convolutional Neural Networks
to improve the interpretability of the ANN model, while maintaining performance, we employ a convolutional neural network (CNN). Traditionally applied to image and spatial
pattern recognition, CNNs modify traditional ANNs by including an initial, pre-processing
operation (the convolutional layer) to extract relevant image features; these features then
serve as the inputs for an ANN (the ‘fully-connected’ layer) [34]. As each patch pattern is
arranged in a 2-dimensional grid, akin to an image, CNNs provide a natural extension to
the previous ANN model.
Figure 4.3A outlines the CNN architecture used here. A pattern, x, is fed into a convolutional layer to produce a set of transformed images, {ci }; the convolutional layer ‘learns’ to
extract relevant features, while maintaining the local spatial relationships. Each convolved
pattern, ci , is produced by a passing a filter, wi , over each patch position. Each filter
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aggregates local chemical information around each patch position by applying a weighted
sum to the chemical identities of surrounding patch groups; the weights associated with
each filter are trained parameters. The set of transformed images is subsequently subjected
to an additional max-pooling operation to produce a reduced set of transformed images. In
the CNN architecture used here, this set of images is then subjected to an additional round
of convolution and pooling to create a final set of reduced images, {p0i }, that are used as
inputs to a trained ANN; more details on the particular architecture used here are included
in APPENDIX F.
Importantly, after training, each convolutional filter wi can be examined to determine which
features it extracts. Figure 4.3B shows the final 10 filters used in the present architecture.
Each filter wi is colored according to its trained weights at each position; green and purple
indicate positive and negative weights, respectively. Positive or negative weights produce the
strongest signal when passing over non-polar (+1) or polar (-1) patch groups, respectively.
Here, the ten trained filters are classified by operation: ‘averaging’ or ‘gradient detection’.
Averaging filters contain weights of the same sign; each filter produces the strongest signal
at patch positions within non-polar or polar clusters, respectively. Figure 4.3A shows the
result of convolving a particular pattern, x, with an averaging filter with uniformly positive
weights, wi ; this filter highlights that non-polar groups are most clustered in the center of
this particular pattern. Similarly, the second averaging filter identifies regions characterized
by polar clusters.
In contrast, the remaining eight filters contain mixtures of positive and negative weights
(teal background). These filters produce strongest signals at positions where there is a
chemical boundary between adjacent groups. Each filter detects neighboring polar and nonpolar groups in different directions. For instance, filter w3 identifies polar groups flanked
by non-polar groups above and to the lower left. The variety of gradient filters highlights
the necessity of considering not only chemical clustering, but also the boundaries between
non polar and polar groups. The convolved images for pattern x are included in detail in
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APPENDIX F.
Careful examination of the learned filters provides valuable insight into the salient features
determining hydrophobicity of chemically heterogeneous surfaces. First, local clustering of
chemical groups is important; placing non-polar groups in close proximity to one another,
for instance, is expected to affect a difference in hydrophobicity than if they were spaced
apart. Second, the boundaries between groups of polar and non-polar head groups is also
relevant to capture the hydrophobicity of a pattern. Finally, the success of filters that only
consider first nearest neighbors suggests that local chemical information only has to be
considered in the immediate vicinity of each head group

4.5. Incorporating Local Chemical Information into a Simple, Interpretable Model of
Hydrophobicity
The trained filters of the CNN model suggest that local chemical patterning is an important determinant of hydrophobicity. To augment M1, we consider pairs of neighboring
patch groups (Figure 4.4A-D). Furthermore, we distinguish between pairs of internal patch
headgroups (solid lines) and external pairs (dotted lines) formed between patch groups on
the periphery.
We introduce a set of new features, one for each unique pair k, to indicate whether that
pair is between two polar headgroups:

hk =




1

if pair k is polar/polar



0

otherwise

Initially, each feature hk is assigned a unique weight, αk , to form a new, augmented model
with 106 trained parameters:
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M106 : fˆ(x) = α0 + αko ko +

105
X

αk hk

k=1

In figure 4.4A, the unique weights for each pair of adjacent patch groups is represented by a
unique colored line; internal and external pairs are further distinguished by solid and dotted
lines, respectively.
In order to reduce the complexity of M106, we systematically reduce the number of parameters by a series of ‘merging’ operations wherein two weights αk and αl are constrained to
be equal. After each merge, the total number of trained parameters is decreased by 1. For
instance, after 53 rounds of merging, the number of unique pair weights is reduced from 105
to 52 unique weights (Figure 4.4B). This procedure is repeated until there are two weights
for internal and external pairs, or one weight for all pairs (M3 and M2, Figure 4.4C-D).
More details of the merging procedure are detailed in APPENDIX F.
M3 is a linear function of three descriptors: total polar content ko , the total number of
polar/polar internal neighboring pairs (noo ), and the total number of polar/polar external
pairs (noe ). Likewise, M2 is a linear function of 2 descriptors: polar content (ko ) and the
total number of polar/polar neighbors (noo + noe ).
Model performances are compared in Figure 4.4E. Models based on polar content alone (M1
and M1/Q) perform poorly, as discussed previously. Employing ANNs and CNNs improve
performance, at the expense of interpretability; further, both require a significant number of
trained parameters (5617 and 1299, respectively). A model that explicitly accounts for local
chemical information, M106, is able to outperform the ANN and CNN models; importantly,
the additional parameters in M106 are physically interpretable: each coefficient represents
the change in hydrophobicity after introducing a polar/polar pair. Strikingly, the complexity
of M106 can be significantly reduced to M3, a 3-descriptor model, with only a modest
decrease in performance (Figure 4.4E, highlighted in red). Further complexity reduction
results in a simpler model, M2, but at the cost of a substantial decrease in performance.
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Therefore, we selected M3 as the best candidate model, based on its balance between
performance and parsimony.
The fitted coefficients for models M1, M2, and M3 are physically meaningful and represent
the expected change in hydrophobicity upon introduction of various chemical features into
a pattern. Figure 4.4E shows a comparison of the model parameters coefficients. αko represents the expected change in fˆ after adding a polar group to a pattern, independent of
position. In models M2 and M3, the additional coefficients capture the effect of particular
chemical patterning; i.e., they reflect adjustments to the change in hydrophobicity depending on where each additional polar group is placed. Notably, the signs of the fitted edge
coefficients are negative for models M2 and M3. This indicates that while introducing an
additional polar group, on average, increases fˆ (positive sign of the coefficients in front of
ko for M2 and M3), this effect is attenuated if a polar group is placed adjacent to existing
polar groups within the pattern.

4.6. Extending M3 to Patches of Different Sizes and Shapes
Does M3 capture general physical features determining hydrophobicity? And is it transferable to patterns on patches of different sizes and shapes?
To test the validity and generalizability of M3 for patterns on 6 × 6 patches, we constructed
a test set of 9 ‘designed’ patterns not included in the initial training dataset (Figure 4.5A).
These patterns were chosen to challenge model M3, for instance by introducing patterns
with ‘checkering’ or linear stretches of adjacent polar and non-polar groups. In each case,
M3 predicts pattern hydrophobicities reasonably well.
Can M3 be extended to patches of different sizes and shapes? Figure 4.5C presents a
physical interpretation of the trained parameters in M3; the intercept (α0 ) and the three
fitted coefficients that represent the contributions from chemical patterning (αko , αnoo , αnoe ).
Since ko = noo = noe = 0 for a uniformly non-polar 6 × 6 patch, the fitted intercept α0 is
an estimate of the hydrophobicity of a purely non-polar pattern. Since the hydrophobicity
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of a uniformly non-polar patch is expected to be governed by interfacial physics and should
therefore depend on the total size of the patch, we expect that α0 could be modeled by p and
q alone. The remaining coefficients, however, should capture general physical principles of
the relationship between chemical patterning and hydrophobicity; we therefore hypothesize
that the coefficients αko , αnoo , and αnoe should be independent of the patch size and shape,
p, q.
In order to test these hypotheses, we extended our initial dataset of N = 884 6 × 6 patch
patterns to an expanded dataset containing N = 682 4 × 9 and N = 228 4 × 4 patterns
(Figure 4.5B). Additionally, we included a variety of uniformly non-polar patterns for a
variety of patch dimensions, outlined in APPENDIX F.
First, we test the dependence of α0 on patch size and shape by measuring the hydrophobicities, fc , of a set of uniformly non-patches for a variety of patch sizes and shapes. For
uniform, flat surfaces, the hydrophobicity is expected to be dominated by interfacial thermodynamics; therefore, we expect fc ∝ γA, where A is the surface area of the patch and γ is
the surface tension between liquid water and a flat, uniformly non-polar surface. Therefore,
we modeled fC by a cross-sectional and perimeter term (pq and (p + q), respectively) to represent the total surface area of the rectangular probe volume, v. The resultant model, α̂0 ,
is shown in Figure 4.5D); predicted hydrophobicities (α̂0 ) are plotted versus the measured
hydrophobicities, fc . Though these patterns span a substantial range of sizes and shapes,
it is possible to fit a general model that reasonably predicts the hydrophobicity of purely
non-polar patches of different sizes and shapes. This supports the assumption that α0 in
M3 is dependent on patch size alone.
Are the remaining coefficients independent of patch size and shape? Since α0 models the
hydrophobicity of a purely non-polar patch, we initially subtracted the hydrophobicities, fc ,
of pure non-polar 6 × 6, 4 × 9, and 4 × 4 patches from each of the corresponding measured
hydrophobicities in the expanded dataset in Figure 4.5B. Next, we fit a new, expanded
model on the features ko , noo , and noe while constraining the intercept to 0. A comparison
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of the fitted coefficients for the expanded model to those of M3 trained on the 6 × 6 patches
alone is shown in Figure 4.5E. The coefficients αko and αnoo agree to within statistical
error; the coefficients αnoe are qualitatively similar between the two models (negative and
larger in magnitude than αnoo ).
The agreement between M3 trained on the initial and expanded datasets suggest that the 3
chemical descriptors ko , noo , and noe are transferable to patches of different sizes and shapes.
This supports the assertion that the hydrophobicity of chemically heterogeneous patterns
can be well approximated by considering local chemical patterning within the patch.

4.7. Pattern Design: How Defects or Point Mutations Affect Pattern Hydrophobicity
M3 captures the impact of local chemical patterning on the hydrophobicity of heterogeneous surfaces. Can this model inform the design of patterns with particular properties?
Particularly, what types of patterns are the most hydrophobic or hydrophilic? Further,
what particular head groups contribute the most to the hydrophobicity of a given pattern?
Guided by these questions, we investigate how defects - or point mutations - change the
hydrophobicity of different patterns. This is motivated by chemical patterns encountered
in real life: for instance, defects on a manufactured nano-scale surface or point mutations
on a protein.
Here, we use M3 to predict the change in hydrophobicity upon introducing a ‘mutation’ to
a particular pattern. Figure 4.6A shows a pattern, x, in which two candidate mutations
are introduced: changing a non-polar to polar headgroup (maroon outline), or changing a
polar to non-polar headgroup (yellow outline). The associated changes in hydrophobicity
are shown; the non-polar→polar mutation is predicted to increase fˆ by 7.1 kB T (top right),
while the polar→non-polar swap is predicted to decrease fˆ by 6.4 kB T (bottom right).
We define the predicted change of hydrophobicity upon mutating patch group i as ∆fˆi (x).
Figure 4.6B shows the same pattern x, colored by ∆fˆi at each patch position. Non-polar
groups are colored maroon according to the predicted decrease in patch hydrophobicity upon
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mutation (∆fˆi > 0); polar groups, which increase pattern hydrophobicity upon mutation
(∆fˆi < 0), are colored yellow. The highlighted patch groups are located at the hydrophobic
and hydrophilic ‘hotspots’ for this pattern; mutations at these positions are predicted to
cause the greatest increase or decrease, respectively, in fˆ. Finally, we define the overall
mutational susceptibility of x to be the average predicted change in hydrophobicity if a
1 Ppq
ˆ
single mutation is randomly introduced at any patch position: ∆fˆ(x) ≡ pq
i=1 |∆fi (x)|,
where pq is the total number of groups within the patch (pq = 36 for the 6 × 6 patches
considered here).
What patterns are most susceptible to changes in hydrophobicity upon mutation? Figure 4.6C shows sample patterns with three different values of polar content, ko = 9, 18, or
27.
Figure 4.6D shows the expected mutational susceptibilities as a function of ko . Each point
represents the ensemble average susceptibility, h∆fˆiko , of all patterns with a particular
polar content, ko . Interestingly, this effect is asymmetrical: overall, predominantly nonpolar patterns tend to be more susceptible to mutations.
The principle of mutational hydrophobicities is extended to a rational design process (Figure 4.6E). Two processes are considered. A purely non-polar pattern is systematically
transformed into a purely polar patch by introducing non-polar→polar mutations at hydrophobic hotspots (left to right, top). Similarly, the reverse process is considered, where
a purely polar patch is transformed by systematically adding non-polar headgroups to hydrophilic hotspots (right to left, bottom). For each process, mutations are sequentially
introduced to affect the largest possible increase or decrease in fˆ, respectively. When multiple hotspots exist, one candidate is randomly selected; thus, each process is stochastic,
and statistics can be gathered by sampling multiple processes.
For each process, the configurations at each step are suggestive and reinforce conclusions
from the preceding sections. First, in order to maximally disrupt the hydrophobicity of a
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patterned surface, polar groups should be introduced in the centers of clusters of non-polar
groups. In contrast, in order to produce the most hydrophobic patch possible, non-polar
groups should be maximally clustered. Each procedure explores different trajectories in
pattern space. For instance, at ko = 30, the most hydrophilic configurations push the 6
non-polar groups to the edges of the patch, while the most hydrophobic patterns arrange the
6 non-polar headgroups in a cluster in the center of the patch. At intermediate values of ko ,
the most hydrophilic patterns are ‘checkered’, resulting in patterns with fewer hydrophobic
hotspots to exploit. Finally, Figure 4.6F shows average pattern hydrophobicity, hfˆiko , of
patterns at a given ko for each process. For each ko , hfˆiko is calculated by averaging over
patterns produced by 1000 independent trajectories.
This asymmetry suggests that it is easier to disrupt predominantly non-polar, hydrophobic
patches than the opposite. Indeed, this observation is consistent with previous studies of
heterogeneous surfaces [1], which similarly found that single polar headgroups are capable
of asymmetrically disrupting hydrophobic clusters.

4.8. Outlook and Conclusion
In this chapter, we developed a 3-feature model, M3, to predict the hydrophobicity of
chemically heterogeneous surfaces that is at once highly accurate, robust, and physically
interpretable. To do this, we started at two extremes: M1, an extremely simple, but inaccurate model, and an ANN, an accurate but extremely complex model. By systematically
adjusting these models - adding interpretability to the ANN by introducing a convolutional
layer, and using these insights to incorporate chemical ‘pairs’ into M1 - we were able to systematically refine our models to M3, a simple, accurate model that is easily interpretable.
Further, we validated M3 using an unseen test set and extended M3 to patches of different
sizes and shapes to demonstrate that the physical properties captured by M3 were indeed
generalizable.
Despite its simplicity, M3 provides rich insight into the local chemical features and pat-
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terning underlying the hydrophobicity of chemically heterogeneous surfaces. We explored
this from the perspective of local chemical perturbations: given a particular pattern, how
are point defects or mutations expected to impact the emergent hydrophobicity? Importantly, M3 predicts that certain chemical positions - hydrophobic or hydrophilic ‘hotspots’
- contribute more to the overall hydrophobicity of a pattern. Not only does M3 allow us to
predict the locations of hotspots, but also provides valuable insight into what local chemical
features give rise to hotspots. Chemical groups surrounded by non-polar clusters are likely
hotspot candidates - hydrophilic or hydrophobic. The implications for proteins and design
of nano-structured surfaces are clear: clustered polar groups are susceptible to hydrophilic
mutations by introducing polar groups to break up clusters. We take this line of reasoning
further: to a rational design process where polar or non-polar groups are sequentially added
to produce either the most hydrophobic or hydrophilic pattern possible. Hydrophilic patterns have characteristic ‘checkered’ patterning of polar and non-polar groups, regardless
of overall polar fraction, ko . In contrast, hydrophobic patterns are distinguished by localized clustering of non-polar groups. Though these findings strictly apply to flat surfaces
with binary polar/non-polar chemistries, they can be extended to more complicated systems, for instance, M3 could provide insight into what mutations are most likely to disrupt
hydrophobic protein surface patches and therefore impact binding.
The hydrophobicity of binary (polar/non-polar, have to intro) heterogeneous surfaces can
be captured by a simple Ising-like model, M3, that accounts for chemical composition
and local chemical patterning via pairwise interactions. That a phenomenon as complex as
hydrophobicity can be robustly captured by such a simple model is extremely promising, and
opens the way to interesting areas of future work. For instance, would similar models exist
for more ‘realistic’ and complex systems such as proteins? Indeed, as explored in previous
chapters, proteins present a number of additional challenges: protein surfaces contain a
range of atom types ranging from non-polar to charged; not only that, but protein surfaces
are also not flat, but are rugged. However, the availability of datasets characterizing protein
surface hydrophobicity, combined with the procedures outlined here for rationally designing
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interpretable mode3ls, provides an exciting and tantalizing promise of explaining protein
surface hydrophobicity.
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Figure 4.4: Incorporating local chemical information. A) The local chemical environment
around each patch headgroup is incorporated by accounting for the chemistries between
pairs of neighboring headgroups. Pairs are classified as either ‘internal’ (black lines; between
two patch groups) or ‘external’. Each pair is assigned a unique weight, indicated by color.
For this patch size, there are a total of 105 unique pairs; 85 internal and 20 external pairs,
resulting in an initial model, M106, with 106 descriptors (the identity of each pair, plus
ko ). B) To reduce the complexity of M106, distinct pair weights are successively merged.
The result after a series of 52 merges is shown; pair weights that have been merged into
a single type are given the same color. C) A 3 descriptor model, M3, is constructed after
merging all pair weights into two classes: Internal (black) and external (white) pairs. D)
Finally, merging all pairs into a single group creates a final, simplified model (M2) E)
Performance comparison across all models considered thus far. Significant improvements
are gained by progressing from M1 to the ANN and CNN models. Moreover, further
performance increases are achieved, without increases in complexity, by considering all
pairs of adjacent headgroups (M106). Merging all pair weights into two types, external
and internal (M3), offers a substantial reduction in complexity with only a modest drop
in performance. However, classifying all pairs as a single type (M2) results in a significant
performance decrease, indicating that the contribution from external and internal pairs
should be considered separately. F) Fitted parameters for M1, M2, and M3. For M1, the
coefficient on ko indicates the average increase in fˆ upon addition of polar groups, while
the intercept estimates the hydrophobicity of a patch composed of only non-polar groups.
M2 incorporates local chemical patterning by additionally considering the total number of
polar-polar internal (noo ) and external (noe ) pairs. The sign of the coefficients indicate
that increases in hatf upon the addition of polar groups is offset if polar groups are placed
adjacent to one another. Finally, M3 considers internal and external pairs separately. The
fitted coefficients on noo and noe suggest that, again, placing polar groups adjacent to one
another attenuates increases in fˆ. However, the magnitudes of the coefficients suggest that
this effect is different depending on whether polar groups form internal or external pairs,
suggesting that placing polar groups on the periphery of the patch causes greater decreases
in fˆ.
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Figure 4.5: Extending M3 to patches of different shapes and sizes. A) M3 provides robust predictions of pattern hydrophobicity; shown are the predicted, fˆ, and measured, f ,
hydrophobicities for 9 designed patterns not included in the original training dataset. B)
To investigate the generalizability of M3, an expanded dataset is generated by including
patterns of different size (4 × 4) and shape (4 × 9) patches. N = 228 4 × 4 patterns and
N = 687 4 × 9 patterns are generated to augment the initial dataset of N = 884 6 × 6
patterns. C) The hydrophobicity of a pattern, as modeled by M3, is captured by the sum
of two terms. The intercept, α0 (gray outline), estimates the hydrophobicity of a purely
non-polar patch of a given size and shape. The fitted coefficients, αko , αnoo , and αnoe , predict the additional increase in fˆ due to polar chemical patterning. D) The intercept, α0 ,
which predicts the hydrophobicity of pure non-polar patches, can be modeled as a function
of patch size and shape (encoded by dimensions p and q). The model, α̂0 , includes both a
surface area (pq) and perimeter (p + q) term, and indicate a straightforward relationship
between the hydrophobicity of purely non-polar patches and shape. E) M3 is fit on the
expanded dataset shown in (B); for each patch size, the measured hydrophobicity of a pure
non-polar patch of given size, fc , is subtracted from each dataset before fitting. The values
of the fitted coefficients for M3 for the original 6 × 6 (red) and expanded (yellow) datasets
are indicated. Each coefficient agrees reasonably well between models trained on the original and expanded datasets, suggest that M3 is transferable to patches of different sizes and
shapes.
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Figure 4.6: Using M3 to investigate the effect of single mutations to pattern hydrophobicity.
A) Predicted changes in fˆ(x) after introducing point-mutations to two patch positions in
a pattern. Two candidate mutations are indicated, a non-polar→polar (red outline) and
polar→non-polar mutation (yellow outline). B) Each patch group i of the pattern in (A) is
colored according to the predicted change in hydrophobicity, ∆fˆi (x), upon mutation. Polar
groups are colored yellow, and indicate expected decreases in fˆ upon mutation to non-polar
groups; likewise, non-polar groups are colored red, according to the expected increase in
fˆ upon transformation to a polar group. The overall mutational susceptibility, ∆fˆ, is the
average of the absolute values of expected changes in fˆ, averaged over all patch positions.
C) Predicted mutational susceptibilities, ∆fˆ, for 6 patterns with different polar contents,
ko = {9, 18, 27}; patterns at each ko are selected that have the smallest (left) and largest
(right) values of ∆fˆ. The most susceptible patterns are characterized by large clusters of
non-polar head groups for low ko D) The average mutational susceptibilities of patterns at
different values of ko , h∆fˆiko , versus polar content, ko . Increasingly polar patterns become
less susceptible to mutations; this asymmetry is reflected by the relative differences between
adding a polar group to a predominantly non-polar patch (high susceptible) and the inverse.
E) The asymmetry in pattern mutational susceptibility with ko is further illustrated by
a constrained design procedure. Here, a completely non-polar pattern (ko = 0, left), is
progressively transformed into a purely polar pattern (ko = 36, right), by systematically
introducing polar groups at hydrophobic hotspots (maroon pathway, top). Likewise, nonpolar groups are sequentially added to transform a purely polar pattern to a uniformly
non-polar pattern (yellow pathway, bottom). F) The average hydrophobicities of patterns,
hfˆiko , after following either procedure, are plotted as a function of ko .
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CHAPTER 5 : Conclusions and Future Directions
5.1. Outlook and Conclusion
In this work, we have successfully deployed specialized MD simulations, using Indirect Umbrella Sampling (INDUS), to characterize the hydrophobicity of heterogeneous, complex
SAM and protein surfaces. In particular, using INDUS, we have introduced a quantitative
measure of surface hydrophobicity, the cavitation free energy, ∆Gcav , that can be applied
even to the complex topographically rugged surfaces of proteins. Furthermore, we utilize
a related series of measurements, namely the application of a series of unfavorable biasing
potentials, ‘φ−ensemble simulations’, that systematically disrupt surface-water interactions
within a probe volume, v, adjacent to a surface. We use these tools to characterize the
hydrophobicities of complex, chemically heterogeneous surfaces; as we do so, we challenge
conventional wisdom of the additivity of hydrophobicity for chemically heterogeneous surfaces. Namely, non-polar chemical groups are not necessarily the most hydrophobic, while
polar groups, conversely, are not necessarily the most hydrophilic. It is the precise chemical
patterning and topographical environment - the local ‘context’ - that uniquely defines how
strongly a particular region interacts with water.
Using these methods, we have systematically classified the behavior of water in the hydration shells of a variety of protein systems in Chapter 2. Our primary conclusion is striking:
protein hydration shell waters are susceptible to unfavorable perturbations, akin to waters adjacent to hydrophobic surfaces. Furthermore, this appears to be a general feature
of protein hydration waters, independent of protein or function, and is observed even for
traditionally ‘hydrophilic’ proteins such as barnase and barstar. This result is especially
surprising, given that vast chemical and topographical space displayed by protein surfaces.
We attribute this to the relatively constant fraction of non-polar protein surface atoms:
Nearly 40% of protein heavy atoms are non-polar across a representative sample of globular
protein systems. This consistency is less apparent if we instead classify protein surface
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chemistry at the resolution of amino acid chemistry, in which significantly more surface
chemical diversity is observed. We show that this is due to the heterogeneous chemical
composition of amino acids. Finally, we show that the value of the unfavorable potential
strength, φ, needed to trigger a collective dewetting transition (φ∗ , the peak in susceptibility), is relatively independent of protein size, shape, or function. Instead, it is inversely
related to the width of the hydration shell, v. We rationalize this in terms of laplace pressure; wider hydration shells are able to nucleate a vapor bubble with a smaller curvature,
requiring a smaller pressure differential, and therefore a lower value of φ∗ .
In Chapter 3, we extend these ideas to the prediction of protein surface regions that participate in intermolecular interactions. We use the configurations of our φ-ensemble simulations to characterize the most hydrophobic protein surface regions, and compare these
patches to the experimentally-determined interaction interfaces of a set of protein dimeric
and tetrameric systems. We show that, contrary to conventional assumptions that predict total non-polar surface area as a proxy for protein surface hydrophobicity, the most
hydrophobic protein surface regions uncovered by our simulations consist of nearly equal
fractions of non-polar and polar/charged atoms! For complex surfaces, hydrophobicity is an
emergent phenomenon, responding to the precise arrangement of local chemical and topographical features of a surface. Further, we find that, for many typical protein systems, the
most hydrophobic patches we uncover indeed are in excellent agreement with known interaction surface regions. Particularly, we find that the protein surface regions that dewet near
the peak in susceptibility, φ∗ , provide the best predictions of interacting region, providing
an ideal balance between maximizing true positives (i.e., dewetted atoms that are part of
the actual interaction interface) and minimizing false positives (dewetted atoms that are not
a part of the interaction interface), as evidenced and quantified by ROC curves. Furthermore, we find that the atoms that initially dewet tend to be highly precise predictors of the
interface - the most hydrophobic regions (those that dewet first) are often near the center of
a protein’s interaction interface. We note, however, that this correspondence between the
most hydrophobic protein surface regions and interaction regions is expected for when the
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indirect interactions - i.e., hydrophobic - provide dominant thermodynamic contributions
to binding. For protein systems where interactions are especially hydrophilic, such as the
binding of barnase and barstar, we show that the the most hydrophobic surface regions do
not provide strong predictors of interaction interfaces. However, we expect that, for most
protein systems, this approach will provide a powerful predictor of likely interaction regions.
We note that these results suggest a variety of follow-up studies. First, we wish to combine
our calculations, which can rigorously characterize the hydrophobicity of protein surfaces,
which existing approaches, such as protein-protein and protein-ligand docking, which rely
on additive, surface-area treatments of hydrophobic effects. We note, in particular, the
potential for synergy between our approach and existing docking methodologies, which
are well-suited to charactering the direct protein-partner contributions to binding (e.g., salt
bridges and hydrogen bonds). Indeed, we wish to further study, understand, and distinguish
protein-protein interactions that are likely to be primarily driven by indirect interactions (in
which our methods are likely to perform well) from those in which direct interactions play
significant roles. We also plan to extend our calculations to multimeter or promiscuous
protein systems, that are known to interact with multiple binding partners through disparate interaction sites. We hypothesize that these systems likely contain multiple, distinct
hydrophobic patches that could, e.g., facilitate the assembly of mutli-component protein
complexes. Finally, we have thus far focused on soluble, globular protein systems; we plan
to extend our calculations to the vast array of trans-membrane proteins.
Finally, in Chapter 4, we address the challenge of predicting the hydrophobicity of heterogeneous surfaces from surface patterning alone, without the need for expensive MD
simulations. We focus our efforts on heterogeneous, patterned SAM systems composed of
polar and non-polar headgroups. While simpler than the surfaces displayed by proteins,
SAMs nevertheless provide a rich space of chemical space to explore. Understanding the
determinants of hydrophobicity for SAMs, therefore, is a natural first step, and has immediate applicability, e.g. for the design of nano-structured materials with particular properties.
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In this study, we succeed in constructing a machine learning (ML) model, using the tools
of explainable artificial intelligence (XAI), that is at once highly accurate and physically
interpretable. To do this, we judiciously construct a training set of patterned SAM surfaces
of different sizes and shapes, and classify the surface hydrophobicity by calculating the cavitation free energy, ∆Gcav , adjacent to each SAM. Next, we use this training set to train a
series of increasingly complex predictive models. We demonstrate that simplistic, additive
models that consider total polar content (ko ) alone perform poorly and are incapable of
accounting for the wide variety of pattern hydrophobicity displayed by the array of distinct
SAM patterns that have the same polar content, ko . In contrast, we show that sophisticated
models, built using artificial neural networks (ANNs), are able to ‘learn’ SAM hydrophobicity by considering the entire chemical pattern presented; however, this model is physically
uninterpretable. In order to gain insight into the relevant physical principles governing
hydrophobicity, we employ convolutional neural networks (CNNs), which deploy a series of
learned ‘filters’ that extract local surface features from each SAM pattern. We find that
the CNN model outperforms even the ANN, despite requiring fewer learned parameters.
Our CNN model, which aggregates chemical features in the local environment of each SAM
patch headgroup, suggests that local, pair-wise correlations of SAM headgroups are key
determinants of pattern hydrophobicity. As such, we augment our initial, simplistic model,
based on ko alone, by additionally incorporating ‘pairs’ of adjacent chemical headgroups.
We arrive at a final, 3-feature model, M3, which, in addition to total polar content (ko ), considers the number of adjacent polar/polar internal (noo ) and external (noe ) pairs. Strikingly,
M3 outperforms even the CNN, with cross-validated errors less than 3 kB T . Importantly,
M3 is eminently physically interpretable. We learn that while pattern hydrophilicity increases as polar groups are added (i.e., as ko is increased), this increase is attenuated when
polar headgroups are placed adjacent to one another (as noo or noe increases); conversely,
pattern hydrophobicity is maximized if non-polar groups are clustered next to one another.
To illustrate this, we apply M3 to the rational design of SAM maximally hydrophilic and
hydrophobic surfaces with different polar contents. We find that hydrophobic surfaces tend
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to cluster their non-polar head groups, while hydrophilic patterns, in contrast, distributed
polar groups throughout the patch. This suggests and asymmetry in the placement of polar
or non-polar headgroups when construing heterogeneous surfaces with different properties,
and suggests the utility of M3 for real-world design problems.
In the future, we plan to extend our study to more complex systems. We plan to introduce
additional head groups, with different chemical and spatial features: charged or bulky
groups, for instance. Furthermore, we recognize that surface roughness is also a determinant
of hydrophobicity; this can be investigated by introducing nano-scale ruggedness, e.g. by
shifting headgroups up and down, normal to the SAM. Lastly, we wish to eventually apply
these techniques to the prediction of protein surface hydrophobicity. This will require a
careful selection of relevant protein surfaces, as well as the cultivation of a training set of
protein systems. To this end, we plan to leverage existing enhanced-sampling techniques to
improve the efficiency of our MD calculations.
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APPENDIX A Derivation of WHAM Equations
Here, we will outline the derivation of the equations used in the Weighted Histogram Analysis Method (WHAM), and its binless extension, unbinned WHAM (UWHAM); or, equivalently, the Multi-state Bennett Acceptance Ratio (MBAR) [21, 56, 99, 97, 102]. These
methods comprise a set of techniques, rooted in statistical mechanics, that are used to reconstruct an unbiased probability distribution, P (x), of some arbitrary order parameter,
x, a function of the atomic coordinates, R.
The derivations here follow the logical progression presented in reference [127], which works
out the derivation of the original WHAM equations. Here, I will outline the associated
‘unbinned’ equations.

A.1. Preliminary
Ultimately, our goal is to estimate the unbiased probability distribution, P (z), of some
order parameter, z, that can be calculated from the atomic coordinates of the system, R:

z ≡ Θ(R)
Here, Θ is a function that maps the coordinates of the system, R, onto the order parameter,
z. We allow z to be of an arbitrary dimension; e.g., if z = Nv , the number of waters in
probe volume v.
The unbiased probability is:

1
P (z) =
Z0
Where Z0 =

R

Z

dRe−βU0 (R) δ(Θ(R) − z)

(A.1)

dRe−βU0 is the partition function of the unbiased system, and U0 (R) is

the unbiased potential energy function of the system, a function of system coordinates, R.
β = (kB T )−1 , as usual.
In umbrella sampling, we define a series of M biasing potentials, Uk (z), k ∈ {1, . . . M },
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that we will add to our unbiased potential energy function, U0 , to coerce the system into
sampling different values of z. A popular choice is a harmonic bias:

Uk (z) =

κk
(z − zk∗ )2
2

Where κk and zk∗ are parameters defined for each biased simulation, k. In principle, however,
any type of biasing potential can be used, provided it is a function of z.
In any case, the probability of observing z in the biased ensemble is:

Z
1 −βUk (z)
P (z) =
e
dRe−βU0 (R) δ(Θ(R) − z)
Zk
Z0 −βUk (z)
=
e
P (z)
Zk
k

where Zk =

R

(A.2)

dRe−βU0 (R) e−βUk (Θ(R)) is the partition function of the biased system k. In

the first line of Equation A.2, Uk (z) can be brought outside of the integral because of the
filtering property of the delta function within the integral; to arrive at the second line,
substitute in Equation A.1 multiplied by Z0 .
Finally, we define the free energy difference between the biased ensemble, k, and the unbiased ensemble as:

βFk ≡ − ln

Zk
= − lnhe−βUk (z) i0
Z0

(A.3)

The second term, expressing βFk as the average negative exponent of the biased energy in
the unbiased ensemble, is the so-called ‘Zwanzig relationship’ [128] and forms the basis of estimating free energy differences between ensembles in Free Energy Perturbation (FEP) [84].
It can be derived by examination of the definitions of the partition functions Z0 and Zk .
We note that Equation A.3 can, in principle, be measured by simply sampling and averaging
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e−βUk (z) in an unbiased simulation. In practice, however, this suffers from substantial
inaccuracies unless there is significant phase-space overlap between the two ensembles [84].
Indeed, the primary reason we are employing a bias is to push sampling away from the
unbiased ensemble, so estimating this quantity becomes more difficult.
In addition to estimating the unbiased probability distribution of z, P (z), accurately estimating βFk is a central goal of WHAM, UWHAM, and MBAR, as we will see below.
Substituting Equation A.3 into A.2, we get:

P k (z) = eβFk e−βUk (z) P (z)

(A.4)

A.2. Considering Discrete, Sampled Data
Assume we sample a set of Nk samples of z in a biased simulation, k: {zki }; i = {1, . . . , Nk }.
As an aside, we are free to sample any other quantity, e.g. some arbitrary order parameter
x(R), as well, giving a joint sampled distribution of {(zki , xki )}. Less formally, this means
we are free to measure some other order parameter (x), other than the one we biased
(z). For instance, thought we bias the coarse-grained water density, Ñv , in INDUS, we
simultaneously keep track of Nv , the actual (i.e., discrete) water number. This allows us
to get equilibrium statistics of other, arbitrary order parameters, besides those we biased.
There is an important caveat, however: there is no guarantee that the other order parameter,
x, will be completely sampled unless there is reason to believe it correlates significantly with
z.
We wish to assign an unbiased probability weight, wki , to each observation zki :

wki : Unbiased probability weight associated with observation zki
Furthermore, we will demand that the sum of these weights, over all observations, is unity:
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Nk
M X
X

wki = 1

(A.5)

k=1 i=1

The unbiased probability, then, can be estimated as :

P (zmin < z ≤ zmax ) =

Nk
M X
X

wki ; if zki between zmin and zmax

(A.6)

k=1 i=1

If we keep track of other observables, e.g. xki , we can calculate their ensemble averages, as
well, e.g.:

hxi0 =

Nk
M X
X

wki xki

(A.7)

k=1 i=1

Note that this implies a definition for βFk (Equation A.3), for window k:

βFk = − ln

X
Nr
M X

wri e−βUk (zri )


(A.8)

r=1 i=1

Where zri is observation i from window r. Note that we are summing over all observations
and all windows, not just observations from window k. We are using all of the data, sampled
over all biased simulations, to calculate βFk .

A.3. Defining a Maximum Likelihood Function
In this section, we will derive the central equations of UWHAM/MBAR. We will follow
a maximum-likelihood derivation, similar to that in Reference [127] (but extended to a
generalized case, without binning sampled values of z).
First, we define, Pk , for each biased simulation, k, that represents the likelihood of sampling a dataset of Nk values, {zki }, from the biased ensemble, k. The probability weight
of observing a single observation, zki , in biased ensemble k, is given in terms of wki by
Equation A.2:
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P k (zki ) = eβFk e−βUk (zki ) wki
The likelihood of observing a set of Nk observations {wki }, then, is the product of their
probabilities:

Lk = (Nk )!

Nk
Y

P k (zki )

(A.9)

i=1

The factor, (Nk ), is included because we are unconcerned with the particular order of the
observations; however, as we will see, this term will quickly become irrelevant.
We wish to determine the unbiased weights, wki , that maximize the likelihood function, Lk ,
or its logarithm (substitute Equation A.3 into A.9 and taking the logarithm):


ln Lk = (Nk )(βFk ) +

Nk
X


ln wki +

i=1

Nk
X

e−βUk (zki ) + ln(Nk !)

(A.10)

i=1

The terms outside of the brackets are independent of wki .
We can further consider the overall likelihood of observing all observations, from all biased
simulations:

L=

Nk
Y
k=1

Lk

Ultimately, we wish to find a set of unbiased weights for all observations, wki , to maximize
this function, or its logarithm:

ln L =

M
X
k=1

Lk =

X
M

(Nk )(βFk ) +

Nk
M X
X


ln wki + cst.

(A.11)

k=1 i=1

k=1

We have substituted in Equation A.10 and moved all terms that are independent of wki
outside of the square brackets.
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Finally, we can discard the terms outside of the brackets to arrive at our objective function,
A, that we wish to maximize:
Nk
M
M X
X
X
A=
(Nk )(βFk ) +
ln wki

(A.12)

k=1 i=1

k=1

A.4. Simplification 1: Re-indexing wki to wi
Note that all of the terms in βFk (Equation A.8) and in the objective function above
(Equation A.12), we consider sums over all observations {wki }. Therefore, it is unimportant
which particular simulation, k, each observation came from. This allows us to simplify by
re-indexing wki and zki , to run over all Ntot observations from all M simulations:

βFk = − ln

N
tot
X

wi e

−βUk (zi )


(A.13)

i=1

And

A=

N
M
tot
X
X
(Nk )(βFk ) +
ln wi

(A.14)

i=1

k=1

Where now, wi runs over all observations i ∈ {1, . . . , Ntot }.

A.5. The UWHAM/MBAR Equations
We now return to the task at hand: finding the set of observation weights, {wi }, that
maximizing our log-likelihood objective function, A. First, we differentiate A with respect
to each weight, wi , and set to zero:
M

X
∂(βFk )
∂A
=
(Nk )
+ (wi )−1 = 0
∂wi
∂wi
k=1
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(A.15)

From Equation A.13, we get:

e−βUk (zi )
∂(βFk )
= −eβFk e−Uk (zi )
= − PNtot
−βU
(z
)
i
∂wi
k
i=1 wi e
Substituting, and solving for wi , we get:

"
wi =

M
X

#−1
Nk eβFk e−βUk (zi )

(A.16)

k=1

This, along with Equation A.13, are the so-called (binless) ‘WHAM Equations’.
Unfortunately, this is a function of βFk . This can, in principle, be solved self-consistent
iteration between Equations A.16 and A.13; i.e., making an initial guess for each βFk ,
solving for {wi } with Equation A.16, substituting these in to Equation A.13 to get a new
estimate of {βFk }, etc. However, convergence can be slow [127]. Zhu and Hummer [127] and
Tan and Levy [102] outline an alternative approach to calculating the βFk values, presented
in the next section.

A.6. Estimating βFk Values By Optimization of a Convex Function
We can simplify our objective function, A (Equation A.14), by substituting in Equation A.16
and eliminating wi :

A=

M
X
k=1

Nk (βFk ) −

N
tot
X

ln

i=1

X
M

Nk eβFk e−βUk (zi )


(A.17)

k=1

This function is convex in βFk [127], and can be efficiently solved for each βFk using
standard non-linear optimization algorithms [71].
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APPENDIX B Guidelines for Umbrella Sampling Nv
Here, we will outline heuristics for umbrella sampling the (coarse-grained) water density,
Nv , using INDUS.
We are assuming that we’re sampling number of waters (N ) using indirect umbrella sampling
(i.e., by biasing the coarse-grained variable Ñ ). This section outlines how to chose biasing
parameters when using quadratic biases of the form Ub (N ) =

K1
∗ 2
2 (N − N ) .

This procedure

is generally applicable to any (roughly) Gaussian-distributed variable. Here we use N and
Ñ interchangeably for convenience, though in practice we are only directly biasing Ñ .

B.1. Choosing the spring constant K1
Assumption: Pv (N ) is roughly Gaussian
Thus,

2

P (N ) =

−hN i0 )
1 (N2hδN
1 −βA0 (N )
2i
0
e
≈
e
Z0
Z0

(B.1)

where hN i0 is the equilibrium (unbiased) average and hδN 2 i0 the variance, both of which
can be estimated from a short unbiased equilibrium simulation.
If N is roughly a Gaussian random variable, we could equivalently express its log-probability
in terms of a parameterized quadratic function in N :

− ln P (N ) − ln Z0 = βA0 (N ) ≈

(N − hN i0 )2
K0
=β
(N − N0 )2
2
2hδN i0
2

(B.2)

K1
2 (N

− Nb∗ )2 . Our

Clearly, we have:
N0 = hN i0 and K0 =

kB T
.
hδN 2 i0

We plan to employ umbrella biasing potentials of the form Ub (N ) =

task is to determine a judicious choice for the parameter K1 and the set of Nb∗ ’s (one for
each biasing window). Generally, we will use the same value of K1 for each window.
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Heuristic 1: K1 = αK0 ; α = 2 or 3
Using our definition for K0 (from the gaussian assumption, above) we have a rule of thumb
for choosing the spring constant K1 :

K1 =

αkB T
hδN 2 i0

In other words, the (unbiased) equilibrium variance, hδN 2 i0 , determines the strength of the
biases we will apply. We typically choose α of 2 or 3 (I usually do 3). We’ll get to the
consequences of α in a bit.
Adding the quadratic bias b will result in the biased distribution:
Pb (N ) =

1 −βA0 (N ) −β
e
Zb e

K1
(N −Nb∗ )2
2

Since we’re adding a quadratic bias to a variable that has an (assumed) gaussian distribution, the resulting biased free energy should also be quadratic. That is,

− ln Pb (N ) = β

K
K1
K0
(N − N0 )2 + β
(N − Nb∗ )2 + const = β (N − N1 )2 + const (B.3)
2
2
2

Where we subbed in parts of equation (2) and assumed the resulting biased free energy is
also quadratic in N and centered around a new value, N1 . This is expressed in a general
form on the r.h.s. of equation (3). By expanding the 2nd order terms in N , it is obvious
that:
K = K0 + K1 = (1 + α)K0
It is similarly easy to show from the 1st order coefficients of N that the average value of N
under the biased simulation (N1 ) is:

N1 =

hN i0 + αNb∗
1+α
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(B.4)

This is an important point: The (biased) distribution will be centered around a value of N
that is in between the unbiased average, hN i0 , and our chosen Nb∗ . The higher our choice
of α (and therefore the larger the spring constant K1 ), the more Nb∗ will influence the new
average. This is good, as it allows us to sample the regions of N we wish, even if they are
far from the unbiased average (e.g. around N ≈ 0 for a large prove volume). However,
choosing a value of α that is too large will make it difficult to get overlap between umbrella
windows. More on that in a bit. Anyway, chosing α to be around 2 or 3 seems to provide
a good compromise.
Equation (4) also implies that in order to sample around N ≈ 0, we need to chose some
negative values of Nb∗ , since hN i0 > 0.

B.2. Choosing the set of umbrellas, Nb∗
We’ve settled on K1 . Now we need a way to choose how many umbrella windows we
need to fully sample the range of N that we are interested in. Above we showed that
each bias will sample N around N1 , where N1 is determined by equation (4). If we want
to use standard free energy techniques (e.g. (u)WHAM/MBAR) to reproduce the unbiased probability distribution P (N ), we need overlap between adjacent biasing windows.

Adjacent umbrella windows should have overlap of about 1-2 kB T
Suppose we have two adjacent umbrella windows: Ub (N ) =
K1
2 (N

K1
2 (N

− Nb∗ )2 and Ub0 (N ) =

− Nb∗,0 )2 , where Nb∗,0 > Nb∗ .

Our goal is to determine the spacing between adjacent Nb∗ ’s:
∆n ≡ Nb∗,0 − Nb∗
Recall that the biased simulations are actually centered around N1 , in between hN i0 and
Nb∗ . Let’s demand we have a spacing between adjacent N1 ’s, ∆n1 , such that the adjacent
biased free energies overlap by 2 kB T :
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− ln Pb (No ) = − ln Pb0 (No ) = β

K
K
(No − N1 )2 = β (No − N1 − ∆n1 )2 = 2
2
2

(B.5)

No is the value of N where the two distributions overlap (that’s an ‘o’ for ‘overlap’, not a
‘0’. I ran out of subscripts/superscripts to use, sorry).
We can readily solve β K2 (No − N1 )2 = 2 for No to get:
r
No = N1 + 2

hδN 2 i0
1+α

Since both biased free energies have the same curvature, K, No will lie directly between N1
and N10 , so the ideal spacing between adjacent N1 ’s is
r
∆n1 = 4

hδN 2 i0
1+α

Of course, we’re choosing Nb∗ , not N1 , so we’ll need to find ∆n, not ∆n1 . By recasting
equation (4) to express Nb∗ in terms of N1 , we get:

∆n = 4
For α = 3, our spacing in Nb∗ is

8
3

√

1 + αp
hδN 2 i0
α

(B.6)

p
hδN 2 i, or about 2.6 times the unbiased standard

deviation of N .
This heuristic implies two things: a) the larger the unbiased variance of N , the larger the
spacing (i.e. fewer umbrella windows are needed), and b) the larger the choice of α (the
more aggressive the applied spring constant K1 ), the smaller the spacing ∆n (i.e. more
umbrella windows are needed).
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APPENDIX C Defining v For Proteins
Probe volumes, v, are defined to conform to the rugged topography of proteins that capture
waters within their first hydration shells. To do this, we define v as the union of spherical
sub-shells, each with radius Rv , centered on each of the protein heavy atoms (Figure C.1)
Though we typically position-restrain proteins within our simulations, the probe volume v
is defined dynamically by pegging the positions of each of its subvolumes, i, to the current
position of its corresponding atom.

Probe volume

Sub-volume

v

i
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j

Figure C.1: Left: The probe volume, v, is defined as the union of spherical sub-volumes,
centered on the protein heavy atoms, and have a radius Rv = 0.6 nm. Right: The spherical
sub-volumes corresponding to two select atoms, i and j, are highlighted. Rv is indicated
for each by a dashed line.
When considering protein systems, we often wish to distinguish between surface atoms,
which are accessible to solvent, and buried atoms, which are not. To do this, we run an
equilibrium simulation of a protein, and calculate the average number of waters, hni i0 ,
within Rv = 0.6 nm of each protein heavy atom i. We then define surface atoms to be the
set of atoms that have more waters, on average, than some threshold: hni i0 > s. In Chapter
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2, we set this threshold to be 6; in Chapter 6, we use a threshold of 5.

A

hni i0

B

S = {i | hni i0

5}
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Figure C.2: Protein heavy atoms are classified as either surface or buried based on their
solvent accessibility. A) Protein heavy atoms are colored according to the average number
of waters, hni i0 , within Rv = 0.6 nm of the atom. B) A protein heavy atom with an average
of at least 5 (Chapter 3) or 6 (Chapter 2) hydration waters (within 0.6 nm) is considered
to be a surface atom (blue); all other heavy atoms are classified as buried (gray).
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APPENDIX D Chapter 2 Supplement
D.1. Simulation Details
All systems were simulated using version 4.5.3 of the GROMACS molecular dynamics package [32]. The leapfrog integrator [33] was used to integrate the equations of motion with
a time-step of 2 fs. The oxygen-hydrogen bonds in water were constrained using the SETTLE algorithm [65], and all other bonds to hydrogens were constrained using the LINCS
algorithm [31]. The SPC/E water model [4] was used throughout, and the proteins were
simulated using the AMBER99SB force field [35]. Short-range van der Waals and Coulombic interactions were trunctated using a cut-off of 1.0 nm, and long-range electrostatics
were calculated using the particle-mesh Ewald (PME) algorithm [16]. All simulations were
performed in the canonical ensemble; the temperature was maintained at T = 300 K using
the stochastic velocity-rescale thermostat [9]. To ensure that water density fluctuations
in the observation volume were not suppressed by our use of the canonical ensemble, we
created a buffering water-vapor interface at the edge of the simulation box, as described
elsewhere [80]. The presence of a buffering interface effectively maintained the system to
remain at its coexistence pressure.

D.2. Applying Unfavorable Biasing Potentials Using INDUS
The GROMACS package was suitably modified to bias the coarse-grained water number,
Nv , in observation volumes of interest using the Indirect Umbrella Sampling (INDUS) prescription [79, 77]. The Gaussian coarse-graining function used in INDUS was parameterized
with a standard deviation of σ = 0.01 nm and a trunctation length rc = 0.02 nm. The biased ensemble averages hNv iφ and χv ≡ −∂hNv iφ /∂(βφ) = hδNv2 iφ were obtained either by
sampling directly from biased ensembles with different φ-values or by reweighting the underlying unbiased free energy landscape, Fv (N ). In the latter case, Fv (N ) was obtained using
umbrella sampling by performing a series of overlapping biased simulations that were analyzed using the Multistate Bennett Acceptance Ratio (MBAR) [21, 97] method. All biased
simulations were run for a total of 3 ns; the first 500 ps were discarded for equilibration.
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D.3. SAM Surfaces
The parameterization and setup of the SAM surfaces has been described in detail elsewhere [26, 91, 122]. Briefly, both the hydrophilic and hydrophobic SAMs were composed
of 10-carbon alkyl chains that were terminated by sulfurs on one end and either an OHor CH3 - head group on the other. Each SAM surface had a total of 224 chains; the sulfur
atoms were arranged on a hexagonal lattice with a spacing of 0.5 nm between adjacent
chains. Both SAM surfaces had a cross-sectional area of 7 x 7 nm in the y and z dimensions
and a height of approximately 1.3 nm in the x dimension. The head groups of the SAM
surfaces were solvated with a total of 6,464 water molecules; the corresponding water slab
had a width of approximately 4 nm. The simulation boxes were then extended in the x
direction to create a buffering liquid-vapor interface. The solvated SAM surfaces were equilibrated for 1 ns to produce the starting structures for the biased simulations. A cylindrical
observation volume, v, with a height of 0.3 nm in the x dimension and a radius of 2.0 nm
in the y-z plane was placed at the SAM-water interface. The coarse-grained number of
water molecules, Nv in v, was biased using a harmonic potential with a spring constant
of κ = 0.24 and 0.34

kJ
mol

for the CH3 - and OH- terminated SAMs, respectively. For each

SAM, a total of 22 biased simulations were employed to sample the entire range of Nv and
to estimate Fv (N ).

D.4. Protein Systems
The following crystal structures were used to prepare the seven proteins described in the
main text: Ubiquitin (PDB: 1UBQ) [111], barnase (PDB: 1BRS) [8], hepatitis B viral capsid
(PDB: 1QGT) [120], MDM2 (PDB: 1YCR) [57], bacteriophage T4 lysozyme (PDB: 253L)
[98], hydrophobin II (PDB: 2B97) [28], and malate dehydrogenase (PDB: 3HHP) [125]. All
protein systems were prepared from their PDB structures by first removing crystallographic
waters and co-solutes. Each system was then placed in a cubic box; the side lengths were
chosen so that all protein atoms were at least 1.6 nm from the box edges. The proteins
were solvated using the GROMACS ‘genbox’ utility. Sodium or chloride counter ions were
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added, if needed, to maintain a net neutral charge. The simulation boxes were extended in
the z direction to create a buffering liquid-vapor interface. Water slabs were maintained at
the centers of the simulation boxes by restraining the z component of their centers of mass
to a dummy atom in the center of the box using a harmonic restraint with a spring constant
of 1000 kJ/mol/nm2 . The initial configurations for all protein systems were prepared using
steepest-descent energy minimization followed by 1 ns of equilibration. These configurations
were used as the starting structures for the biased simulations. The observation volume,
v, was defined as the union of spherical sub-volumes centered on the initial positions of
the protein heavy (non-hydrogen) atoms. Each spherical sub-volume was chosen to have
the same radius, Rv . Rv was chosen to be 0.6 nm for all proteins. For ubiquitin, Rv was
varied systematically from 0.4 nm to 1.0 nm. To ensure that the protein hydration shell
continued to overlap with v throughout the biased simulations, the protein heavy atoms
were position-restrained to their initial positions by applying a harmonic potential with a
spring constant of κ = 1000 kJ/mol/nm2 .

D.5. Determining Protein Surface Atoms, Heavy Atoms and Residues
We identified protein surface atoms by their exposure to solvent (see also APPENDIX C).
To determine solvent exposure, the average number of water oxygens within 0.6 nm of each
protein heavy atom was calculated from a 2.5 ns equilibrium simulation; those with 6 water
oxygens or more were classified as surface heavy atoms. Hydrogen atoms bonded to any
surface heavy atoms were also considered to be surface atoms. Moreover, any amino acid
residue containing at least one surface atom was categorized as a surface residue. Although
many other reasonable ways for making the above classifications exist, we do not believe
that they are likely influence our qualitative findings. The total surface atoms and surface
residues for the seven proteins studied in the main text are shown in Figures 2.6C and 2.6F,
respectively.
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D.6. Comparison with an Expanded Protein Library
To determine whether the range of surface chemistries for the seven proteins studied here
is characteristic of globular proteins, we examined the surface properties of an expanded
library containing 13 additional proteins. These proteins all participate in protein-protein
intermolecular interactions; otherwise, they were chosen without regard to their surface
chemistries and should represent the typical diversity of protein surface chemistries. The
PDB ID’s of the additional proteins are: 1AUO [49], 1CMB [87], 1GVP [101], 1HJR [2],
1MSB [116], 1PP2 [7], 1UTG [70], 1WR1 [73], 2K6D [6], 2QHO [54], 2RSP [40], 2TSC [69],
and 2Z59 [93].
qthresh = 0.15

qthresh = 0.20
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Figure D.1: Following Kapcha and Rossky, we classify a protein surface atom as non-polar
if the absolute value of its partial charge is below a threshold, qthresh = 0.25 [45]. Here,
we systematically vary qthresh ; for the proteins studied here, we plot the fraction of surface
atoms that are determined by to be hydrophobic for qthresh -values of: (A) 0.15, (B) 0.2,
(C) 0.25, (D) 0.30, and (E) 0.35. These results highlight that over a sensible range of
qthresh -values, our qualitative findings are unaffected by the particular choice of qthresh .
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APPENDIX E Chapter 3 Supplement
E.1. Visualization and structural analysis
Protein structures as well as simulations snapshots of proteins were visualized using the
Visual Molecular Dynamics (VMD) [36] software, and the corresponding images were rendered (in either space-fill or surface [110] representations) using the Tachyon ray-tracing
algorithm [110]. Protein heavy atoms (i.e., non-hydrogens) were classified as non-polar or
polar/charged using the Kapcha-Rossky prescription [45].

E.2. Simulation details
All simulations were run using version 4.5.3 of the GROMACS molecular dynamics package [32], which was modified in-house to incorporate the requisite biasing potentials [79].
The Amber99SB [35] force field was used in conjunction with the SPC/E water model [4] and
Lorentz-Berthelot mixing rules to simulate all protein systems. Lennard-Jones interactions
and short-range electrostatic interactions were truncated at 1 nm, and long-range electrostatic interactions were treated using the particle mesh Ewald (PME) method [16]. All
protein bonds involving hydrogen atoms were constrained using the LINCS algorithm [31],
and the water molecules were constrained using the SETTLE [65] algorithm. The equations
of motion were integrated using the Leapfrog Integrator [33] with a time-step of 2 fs.
Systems were prepared for simulation in both the bound state (to determine the “true”
interfacial contacts) and in the unbound state (for φ-ensemble simulations). Amino acid
protonation states were determined according to their pKa values at pH 7 using the GROMACS utility, ‘pdb2gmx’; histidine protonation states were determined from their hydrogen
bonding geometry in the experimental structure. Protein structures were placed in a cubic
simulation box large enough that all protein atoms were at least 1.6 nm from the box edges
for the unbound structures, and 1 nm from the edges for the bound complexes. These
structures were solvated using the GROMACS utility, ‘genbox’ , and sodium or chloride
counter-ions were added, when necessary, to obtain a charge-neutral system.
Prior to the production runs, the solvated systems were energy minimized and then equi96

librated at a temperature of 300 K and a pressure of 1 bar. Energy minimization was
performed using steepest descent. The energy-minimized structures were then equilibrated
in two steps: first, a 100 ps NVT simulation was run at T = 300 K using the Berendsen
thermostat [5]; then, a 100 ps NPT simulation was run using the Berendsen barostat [5] set
to a pressure of 1 bar, and the stochastic velocity-rescale thermostat [9] set to T = 300 K.
Following the initial energy minimization and equilibration simulations, both bound and
unbound systems were simulated for 3 ns. For these and all subsequent production runs,
the pressure was maintained at 1 bar using the Parrinello-Rahman barostat [75] with a
time constant of 1 ps, and the temperature was maintained at 300 K using the stochastic
velocity-rescale thermostat [9] with a time constant of 0.5 ps. The unbiased simulations of
bound complexes were used to determine the “true” protein-protein contacts, whereas those
of the unbound proteins were used to define the probe volume for the biased simulations.
The final configurations of the unbound protein structures were also used as the initial
structures for the φ-ensemble simulations.
E.2.1. Identifying protein surface atoms
In much of our subsequent analyses, we restrict our attention to heavy atoms on the protein
surface (and not those buried in its core). To identify the surface atoms of a protein, a 3 ns
unbiased simulation was performed using the unbound protein structure, and protein heavy
atoms that were well-hydrated in this simulation, were deemed to be on the protein surface.
In particular, to be classified as a surface atom, a protein heavy atom must, on average,
have at least 5 waters within a 0.6 nm radius; see Figure C.2.
E.2.2. Determining true contacts
To identify the protein atoms that mediate its interactions (“contacts”) from an experimental structure of the protein bound to its partner, we first perform a 3 ns unbiased simulation
of the protein in its bound state. Protein surface heavy atoms that were within 0.45 nm, on
average, of any atom (including hydrogens) of the binding partner, were then considered to
be part of the interaction interface (i.e., true contacts); see Figure 3.1. For the homo-dimeric
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and tetrameric systems (TS, MBP, and MLT), the true contacts were determined from the
perspective of both the individual proteins, and the union of those contacts was considered
for further analysis. Similarly, the set of true contacts for UBQ was defined to be the union
of its surface heavy atoms that formed interfacial contacts with its four binding partners
under consideration (Figure 3.2).
E.2.3. Definition of the probe volume and sub-volumes
The hydration of a protein was monitored by observing water molecules in a probe volume, v,
corresponding to its hydration shell. To account for the topographical complexities of rugged
protein surfaces, v is defined as the union of spherical sub-volumes, which are centered on
every protein surface heavy atom. To enable v to capture the first layer of hydration waters,
the sub-volumes were chosen to have a radius of Rv = 0.6 nm; see Figure C.1.
E.2.4. φ-ensemble simulations of individual (unbound) proteins
To systematically dewet the protein hydration shell and disrupt protein-water interactions,
we apply an external biasing potential, which imposes an energetic penalty for every (coarsegrained) water in the probe volume v. Using the Indirect Umbrella Sampling (INDUS) [79]
method, and following references [77, 41], we modify the system Hamiltonian by adding a
bias that is linear in the number of coarse-grained waters in v:

Hφ = H0 + φNv ,

(E.1)

where H0 is the unbiased Hamiltonian, φ is a fixed (but tunable) parameter that controls
the strength of the bias, and Nv is the coarse-grained number of water oxygens in v. For
each protein, we performed at least 30 simulations with different values of φ. To obtain
Nv as a continuous and differentiable function of particle positions, we follow the INDUS
prescription, and coarse-grain water density using a Gaussian smearing function, which has
a standard deviation of σ = 0.01 nm, and is truncated at rc = 0.02 nm; further details on the
specific form of the coarse-graining function can be found in reference [79]. To account for
the fact that the protein hydration shell fluctuates as the protein atoms move, we employed
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a recent extension of the INDUS method that allows for dynamical probe volumes [41];
following the dynamic INDUS method, the sub-volumes that define v are pegged to the
positions of the protein surface heavy atoms, so that the size and shape of v can fluctuate
in response to the movement of the protein atoms.
E.2.5. Localizing proteins to their folded basins in φ-ensemble simulations
Interactions between proteins can, on occasion, be accompanied by large-scale conformational changes in protein structure [27], which alter the nanoscale chemical and topographical patterns displayed by the protein, and thereby the hydrophobicity of the protein surface.
Because our goal is to interrogate the correspondence between the hydrophobicity of a protein and its interaction interface, here we focus on the class of proteins that do not undergo
substantial conformational change upon binding. For each of the proteins studied here, we
thus compared the ensemble of protein structures obtained from an unbiased simulation in
the unbound state against the experimentally reported structure of the protein in the bound
state complex. As shown in Figure 3.3, the proteins display only small length-scale (subnm) fluctuations in their respective folded basins on average, with parts of melittin being
more locally flexible than the rest of the protein. To circumvent any large-scale conformational changes that may be induced by dewetting in the φ-ensemble simulations, we further
apply harmonic biasing potentials to restrain all protein heavy atoms to the positions that
they occupy at the end of a 3 ns unbiased simulation (in the unbound state). A modest
spring-constant κ = 1000 kJ/mol/nm2 , was used to eliminate any slow, large-scale conformational rearrangements while retaining the fast, small-scale structural fluctuations. This
procedure enables us to capture the hydrophobicity of a protein that fluctuates within its
folded basin. In principle, large-scale conformational changes could be incorporated into the
φ-ensemble framework due to our use of a dynamical v, which is pegged to the coordinates
of protein surface heavy atoms. However, to study coupled protein refolding and binding
events in practice, φ-ensemble simulations will likely have to be combined with techniques
for accelerating the sampling of slow protein conformational degrees of freedom.
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E.2.6. Analysis of φ-ensemble simulations
To estimate the average number of coarse-grained waters, hNv iφ , in the φ-ensemble, the
corresponding variance (and susceptibility), χv ≡ hδNv2 iφ = −

∂hNv iφ
∂(βφ) ,

as well as the corre-

sponding average number of waters, hni iφ , within 6 Å of each protein surface heavy atom,
i, we first perform biased simulations using at least 30 different φ-values for each protein.
Due to the overlap in the Nv -values sampled across the different φ-ensembles, we are able
to estimate the relative weights of configurations with different Nv -values, as quantified
by the unbiased probability, Pv (N ) ≡ hδ(Nv − N )i0 , of observing Nv coarse-grained waters in v. In particular, we employ the (binless) Weighted Histogram Analysis Method
(UWHAM) [21, 102] (equivalently, the Multistate-Bennett Acceptance Ration method, or
MBAR [97]) to estimate Pv (N ). We are then able to use reweighting to estimate hNv iφ and
hni iφ for 100 equally spaced values from βφ = 0 to βφ = 4. To estimate χv , we first fit hNv iφ
as a function of βφ to a smoothing univariate spline using the SciPy Python library [112];
we then obtain χv as a function of βφ by differentiating the fitted function.
E.2.7. Determining dewetted atoms from φ-ensemble simulations
To determine the protein atoms that are dewetted at different φ-values, we monitor the
normalized hydration level of each protein surface heavy atom, hρi iφ , defined as:
hρi iφ ≡

hni iφ
,
hni i0

where hni iφ is the average number of waters in the spherical sub-volume centered on atom
i with the average performed in an ensemble with biasing strength, φ. To account for
differences in the solvent accessibilities of protein surface atoms, we normalize hni iφ by the
average hydration, hni i0 , in the unbiased ensemble. A surface atom i is considered to be
dewetted at a bias strength φ when hρi iφ falls below a certain threshold value, s; i.e., when
hρi iφ < s. For example, for s = 0.5, atom i is classified as being dewetted when it loses 50
% of its hydration waters. In Figure E.1, we show that s = 0.5 is a reasonable choice, which
results in good correspondence between dewetted protein atoms and those that belong to
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the interaction interface.
E.2.8. Comparing dewetted atoms and protein contacts
Once protein surface heavy atoms that are dewetted in a particular φ-ensemble are determined (subsection J), we compare them against the true interfacial contacts determined
from the experimentally available bound structures (subsection E), and identify the following sets of atoms:

TP (true positives) : interfacial contacts that dewet
FN (false negatives) : interfacial contacts that do not dewet
FP (false positives) : non-contact atoms that dewet
TN (true negatives) : non-contacts that remain hydrated

For every φ-value, we determine the number of TPs, FPs, FNs, and TNs, which are denoted
by nTP , nFP , nFN , and nTN , respectively, and include them as Databases S1 – S5. We
also estimate the corresponding true positive rates, false positive rates, and precisions or
positive predictive values. The true positive rate (TPR) is the fraction of true contacts that
are dewetted:
TPR =

nTP
;
nTP + nFN

the false positive rate (FPR) is the fraction of non-contact atoms that dewet:

FPR =

nFP
;
nFP + nTN

and the precision or positive predictive value (PPV) is the fraction of dewetted atoms that
form interfacial contacts:
PPV =

nTP
.
nTP + nFP

If the correspondence between dewetted and contact atoms were perfect (for a certain φensemble), there would be no false positives or false negatives, i.e., nFN = nFP = 0, in which
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case, we would have TPR = 1, FPR = 0, and PPV = 1.
In general, as φ is increased, the total number of dewetted surface atoms, nTP + nFP ,
increases. Correspondingly, the number of contacts that dewet, nTP , increases and with it,
the TPR also increases; however, the number of non-contact atoms that dewet, nFP , also
increases with increasing φ, resulting in a concomitant increase in the FPR. This trade-off
between TPR and FPR can be visualized using a receiver operator characteristic (ROC)
curve, which plots the TPR versus FPR at different values of φ. To identify an optimal value
of φ that simultaneously maximizes TPR while minimizing FPR, we employ the harmonic
mean of the TPR and (1-FPR), which is denoted by dh and is defined as:

dh ≡

(TPR)−1 + (1 − FPR)−1
2

−1

Note that dh varies from 0 to 1, and it attains a value of 1 if and only if the correspondence
between dewetted atoms and interfacial contacts is perfect, i.e., dh → 1 ⇐⇒ TPR → 1
and FPR → 0. Our use of a harmonic average in defining dh ensures that dh → 0 if either
TPR → 0 or FPR → 1.
In Figure E.1A, we plot dh as a function of the biasing strength, φ, as well as the dewetting
threshold, s, for the thmidylate synthase protein. Upon increasing either φ or s, while
keeping the other variable fixed, dh first increases, then decreases, i.e., intermediate values
of both φ and s maximize dh . For example, a clear peak is observed in Figure E.1B for dh as
a function of φ (at s = 0.5); similarly, for βφ = 2.4, dh displays a clear peak around s = 0.5
(Figure E.1C). Moreover, an inverse correlation is observed in Figure E.1A between the
values of s and φ that result in similar estimates of dh ; this observation can be rationalized
by recognizing that the lower the dewetting threshold, s, i.e., the lower the water density
must be in the hydration shell of a protein surface atom for it to be considered dewetted,
the higher the biasing strength, φ, needed to “dewet” that atom. These results suggest that
the choice of s is somewhat arbitrary, and that a broad range of s-values could equivalently
be used.
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For all the protein systems studied here, we have chosen to keep s = 0.5 fixed, and identified
the value of φ that maximizes dh , denoting it as φopt . If s were chosen to be higher (or
lower), a correspondingly lower (or higher) φ-value would be needed to dewet the same
number of atoms, thereby altering φopt ; nevertheless, the optimal value of dh obtained
would be insensitive to this choice. The φopt -values for each of the proteins studied here are
provided in Table E.1 along with the corresponding values of TPR, FPR, PPV, and dh . In
Table E.1, we additionally report the harmonic average of TPR and PPV, which is denoted
by f1 (and spans from 0 to 1), and the Matthews Correlation Coefficient (MCC, spans from
-1 to +1).
In contrast with dh , which seeks to achieve an optimal balance between TPR and (1-FPR),
f1 seeks to balance TPR and PPV, and the MCC seeks to balance all of TPR, (1-FPR),
0

and PPV. As with dh , f1 also displays a maximum as a function of φopt (Figure E.2B); we
0

denote the φ-value that maximizes f1 as φopt . In Table E.2, the φ-values are provided for
all the proteins along with the corresponding values of TPR, FPR, PPV, dh , f1 , and MCC.
Finally, given that φopt correlates well with φ∗ (the φ-value corresponding to the peak in
χv ), as shown in Figure 5A of the main text, in Table E.3, we list the φ∗ -values for all
proteins along with the corresponding values of TPR, FPR, PPV, dh , f1 , and MCC.
In addition to dh , f1 , and the MCC, we report the area under the ROC curve, or AUC,
which ranges from 0 to 1, and is another commonly used metric for quantifying predictive
performance. AUC-values are included along with the ROC curves (panel F) of Figures
E.3-E.7. Because many of the proteins do not dewet completely at the highest biasing
potential strength, βφmax = 4, that we employ (i.e., TPRs and FPRs do not reach unity),
we normalize the reported AUC values by the maximum values of TPR and FPR (attained
at βφmax = 4) as follows:

1
AUC =
(FPRmax )(TPRmax )
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Figure E.1: The correspondence between the dewetted protein atoms and the interfacial
contacts depends on both the strength of the biasing potential, φ, and the threshold density,
s, below which atoms are considered dewetted. (A) Such correspondence is quantified using
dh , the harmonic mean of TPR and 1-FPR, and is shown as a function of φ and s for the TS
protein. Intermediate values of s and φ (red rectangles) result in the highest dh -values. (B)
As φ is varied (for fixed s = 0.5), a clear peak is observed in dh at βφ ≈ 2.4. (C) Similarly,
as s is varied (for fixed βφ = 2.4), dh displays a peak at s ≈ 0.5.
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Figure E.2: (A) The correspondence between dewetted TS protein atoms and interfacial
contacts, as quantified using f1 (the harmonic mean of TPR and PPV), is shown as a
function of the biasing potential, φ, and the threshold density, s. Intermediate values of s
and φ (red rectangles) result in the highest f1 -values. (B) As φ is varied (for fixed s = 0.5), a
clear peak is observed in f1 at βφ ≈ 2.32. (C) Similarly, as s is varied (for fixed βφ = 2.32),
f1 displays a peak at s ≈ 0.5.
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opt

Thymidylate Synthase (TS)
Mannose-Binding Protein (MBP)
Melittin (MLT)
Mouse Double Minute 2 (MDM2)
Ubiquitin (UBQ)

2.40
2.52
1.76
2.12
2.52

TPR
0.59
0.74
0.59
0.69
0.68

FPR
0.11
0.17
0.29
0.16
0.24

PPV
0.49
0.37
0.53
0.45
0.36

dh
0.71
0.78
0.64
0.76
0.72

f1
0.54
0.49
0.56
0.55
0.47

MCC
0.44
0.43
0.29
0.46
0.35

Table E.1: For each of the protein systems studied here, the biasing potential strength,
φopt , which results in the best correspondence between the the interfacial contacts and the
dewetted protein atoms (as quantified by dh ), is listed here along with the corresponding
values of the true positive rate (TPR), the false positive rate (FPR), and the positive
predictive value or precision (PPV). The value of dh (harmonic mean of TPR and 1-FPR)
at φopt is also included along with the values of f1 (harmonic mean of TPR and PPV) and
the Matthews Correlation Coefficient (MCC).

opt 0

Thymidylate Synthase (TS)
Mannose-Binding Protein (MBP)
Melittin (MLT)
Mouse Double Minute 2 (MDM2)
Ubiquitin (UBQ)

2.32
2.32
2.16
1.96
2.32

TPR
0.55
0.54
0.75
0.62
0.55

FPR
0.08
0.01
0.50
0.10
0.11

PPV
0.56
0.87
0.45
0.53
0.51

dh
0.69
0.70
0.60
0.73
0.68

f1
0.56
0.67
0.56
0.57
0.53

MCC
0.47
0.66
0.24
0.48
0.43

0

Table E.2: For each of the protein systems studied here, the biasing potential strength, φopt ,
which results in the highest f1 -value, is listed here along with the corresponding values of
the true positive rate (TPR), the false positive rate (FPR), and the positive predictive value
or precision (PPV). The values of dh , f1 and the Matthews Correlation Coefficient (MCC)
0
at φopt are also included.

Thymidylate Synthase (TS)
Mannose-Binding Protein (MBP)
Melittin (MLT)
Mouse Double Minute 2 (MDM2)
Ubiquitin (UBQ)

⇤

2.16
2.64
1.68
2.40
2.64

TPR
0.40
0.78
0.51
0.81
0.73

FPR
0.02
0.27
0.20
0.36
0.32

PPV
0.75
0.29
0.58
0.29
0.31

dh
0.57
0.75
0.62
0.71
0.70

f1
0.52
0.42
0.54
0.43
0.44

MCC
0.49
0.35
0.32
0.33
0.31

Table E.3: For each of the protein systems studied here, the biasing potential strength, φ∗ ,
corresponding to the peak in susceptibility, ∂hNv iφ /∂(−βφ), is listed here. The values of
the true positive rate (TPR), the false positive rate (FPR), the positive predictive value
or precision (PPV), dh , f1 and the Matthews Correlation Coefficient (MCC) at φ∗ are also
included.
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<latexit sha1_base64="oaB5jSmD9VKwGQiuOQEEX7RAci0=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LJaCp5BIq4KXohePFewHNqFstpt26WYTdjdCCf0XXjwo4tV/481/47bNQVsfDDzem2FmXpBwprTjfFuFtfWNza3idmlnd2//oHx41FZxKgltkZjHshtgRTkTtKWZ5rSbSIqjgNNOML6d+Z0nKhWLxYOeJNSP8FCwkBGsjfRYu7DryLtGXrVfrji2MwdaJW5OKpCj2S9/eYOYpBEVmnCsVM91Eu1nWGpGOJ2WvFTRBJMxHtKeoQJHVPnZ/OIpqhplgMJYmhIazdXfExmOlJpEgemMsB6pZW8m/uf1Uh1e+RkTSaqpIItFYcqRjtHsfTRgkhLNJ4ZgIpm5FZERlphoE1LJhOAuv7xK2ue269jufa3SuMnjKMIJnMIZuHAJDbiDJrSAgIBneIU3S1kv1rv1sWgtWPnMMfyB9fkDxlaPAw==</latexit>

acidic polar
basic non-polar

polar or charged
non-polar

F

E

D

<latexit sha1_base64="1dYSWCdn7/1UVfbns38qUvM7H+8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhhuBnVQhjUOB7XB8O/PbT6g0T+SjmaQYxHQoecQZNVZ68F2vX615rjcHWSV+QWpQoNGvfvUGCctilIYJqnXX91IT5FQZzgROK71MY0rZmA6xa6mkMeogn586JWdWGZAoUbakIXP190ROY60ncWg7Y2pGetmbif953cxE10HOZZoZlGyxKMoEMQmZ/U0GXCEzYmIJZYrbWwkbUUWZselUbAj+8surpHXh+p7r31/W6jdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOcF+fd+Vi0lpxi5hj+wPn8AVN+jSc=</latexit>

<latexit sha1_base64="1dYSWCdn7/1UVfbns38qUvM7H+8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhhuBnVQhjUOB7XB8O/PbT6g0T+SjmaQYxHQoecQZNVZ68F2vX615rjcHWSV+QWpQoNGvfvUGCctilIYJqnXX91IT5FQZzgROK71MY0rZmA6xa6mkMeogn586JWdWGZAoUbakIXP190ROY60ncWg7Y2pGetmbif953cxE10HOZZoZlGyxKMoEMQmZ/U0GXCEzYmIJZYrbWwkbUUWZselUbAj+8surpHXh+p7r31/W6jdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOcF+fd+Vi0lpxi5hj+wPn8AVN+jSc=</latexit>

v

TPR

400

<latexit sha1_base64="M7Zd7XLiQ7vLWOclGGOh3HflsMU=">AAAB83icbVDLSgMxFL1TX7W+qi7dBIvgqsyIUJdFNy6r9AWdoWTSTBuaZIYkI5Shv+HGhSJu/Rl3/o2ZdhbaeiBwOOde7skJE860cd1vp7SxubW9U96t7O0fHB5Vj0+6Ok4VoR0S81j1Q6wpZ5J2DDOc9hNFsQg57YXTu9zvPVGlWSzbZpbQQOCxZBEj2FjJ9wU2EyWydutxPqzW3Lq7AFonXkFqUKA1rH75o5ikgkpDONZ64LmJCTKsDCOczit+qmmCyRSP6cBSiQXVQbbIPEcXVhmhKFb2SYMW6u+NDAutZyK0k3lGverl4n/eIDXRTZAxmaSGSrI8FKUcmRjlBaARU5QYPrMEE8VsVkQmWGFibE0VW4K3+uV10r2qe27de7iuNW+LOspwBudwCR40oAn30IIOEEjgGV7hzUmdF+fd+ViOlpxi5xT+wPn8ATGkkcU=</latexit>

200
0

G

1.0

1.0

600

AUC = 0 81
0

2

4.0 0.0

4 0.0

FPR

<latexit sha1_base64="kxlXsl02JY+2IHxFwjdMGtAFGM4=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ92ebw3w8y8MBVcG8/7dkpr6xubW+Xtys7u3v6Be3jU0kmmGDZZIhLVCalGwSU2DTcCO6lCGocC2+H4dua3n1BpnshHM0kxiOlQ8ogzaqz04NW8vlu1/xxklfgFqUKBRt/96g0SlsUoDRNU667vpSbIqTKcCZxWepnGlLIxHWLXUklj1EE+X3VKzqwyIFGi7JOGzNXfHTmNtZ7Eoa2MqRnpZW8m/ud1MxNdBzmXaWZQssWgKBPEJGR2NxlwhcyIiSWUKW53JWxEFWXGplOxIfjLJ6+S1kXN92r+/WW1flPEUYYTOIVz8OEK6nAHDWgCgyE8wyu8OcJ5cd6dj0VpySl6juEPnM8fUfiNJg==</latexit>

<latexit sha1_base64="I+U7acG2Lh36iU2ADhpR82cOwQ0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhhuBnVQhjUOB7XB8O/PbT6g0T+SjmaQYxHQoecQZNVZ6uHS9frXmud4cZJX4BalBgUa/+tUbJCyLURomqNZd30tNkFNlOBM4rfQyjSllYzrErqWSxqiDfH7qlJxZZUCiRNmShszV3xM5jbWexKHtjKkZ6WVv
sha1_base64="I+U7acG2Lh36iU2ADhpR82cOwQ0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhhuBnVQhjUOB7XB8O/PbT6g0T+SjmaQYxHQoecQZNVZ6uHS9frXmud4cZJX4BalBgUa/+tUbJCyLURomqNZd30tNkFNlOBM4rfQyjSllYzrErqWSxqiDfH7qlJxZZUCiRNmShszV3xM5jbWexKHtjKkZ6WVvJv7ndTMTXQc5l2lmULLFoigTxCRk9jcZcIXMiIkllClubyVsRBVlxqZTsSH4yy+vktaF63uuf39Zq98UcZThBE7hHHy4gjrcQQOawGAIz/AKb45wXpx352PRWnKKmWP4A+fzB1gQjSo=</latexit>

<latexit sha1_base64="kxlXsl02JY+2IHxFwjdMGtAFGM4=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ92ebw3w8y8MBVcG8/7dkpr6xubW+Xtys7u3v6Be3jU0kmmGDZZIhLVCalGwSU2DTcCO6lCGocC2+H4dua3n1BpnshHM0kxiOlQ8ogzaqz04NW8vlu1/xxklfgFqUKBRt/96g0SlsUoDRNU667vpSbIqTKcCZxWepnGlLIxHWLXUklj1EE+X3VKzqwyIFGi7JOGzNXfHTmNtZ7Eoa2MqRnpZW8m/ud1MxNdBzmXaWZQssWgKBPEJGR2NxlwhcyIiSWUKW53JWxEFWXGplOxIfjLJ6+S1kXN92r+/WW1flPEUYYTOIVz8OEK6nAHDWgCgyE8wyu8OcJ5cd6dj0VpySl6juEPnM8fUfiNJg==</latexit>

1.0
<latexit sha1_base64="1dYSWCdn7/1UVfbns38qUvM7H+8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhhuBnVQhjUOB7XB8O/PbT6g0T+SjmaQYxHQoecQZNVZ68F2vX615rjcHWSV+QWpQoNGvfvUGCctilIYJqnXX91IT5FQZzgROK71MY0rZmA6xa6mkMeogn586JWdWGZAoUbakIXP190ROY60ncWg7Y2pGetmbif953cxE10HOZZoZlGyxKMoEMQmZ/U0GXCEzYmIJZYrbWwkbUUWZselUbAj+8surpHXh+p7r31/W6jdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOcF+fd+Vi0lpxi5hj+wPn8AVN+jSc=</latexit>

4.0

0.0

<latexit sha1_base64="I+U7acG2Lh36iU2ADhpR82cOwQ0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhhuBnVQhjUOB7XB8O/PbT6g0T+SjmaQYxHQoecQZNVZ6uHS9frXmud4cZJX4BalBgUa/+tUbJCyLURomqNZd30tNkFNlOBM4rfQyjSllYzrErqWSxqiDfH7qlJxZZUCiRNmShszV3xM5jbWexKHtjKkZ6WVvJv7ndTMTXQc5l2lmULLFoigTxCRk9jcZcIXMiIkllClubyVsRBVlxqZTsSH4yy+vktaF63uuf39Zq98UcZThBE7hHHy4gjrcQQOawGAIz/AKb45wXpx352PRWnKKmWP4A+fzB1gQjSo=</latexit>

<latexit sha1_base64="kxlXsl02JY+2IHxFwjdMGtAFGM4=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ92ebw3w8y8MBVcG8/7dkpr6xubW+Xtys7u3v6Be3jU0kmmGDZZIhLVCalGwSU2DTcCO6lCGocC2+H4dua3n1BpnshHM0kxiOlQ8ogzaqz04NW8vlu1/xxklfgFqUKBRt/96g0SlsUoDRNU667vpSbIqTKcCZxWepnGlLIxHWLXUklj1EE+X3VKzqwyIFGi7JOGzNXfHTmNtZ7Eoa2MqRnpZW8m/ud1MxNdBzmXaWZQssWgKBPEJGR2NxlwhcyIiSWUKW53JWxEFWXGplOxIfjLJ6+S1kXN92r+/WW1flPEUYYTOIVz8OEK6nAHDWgCgyE8wyu8OcJ5cd6dj0VpySl6juEPnM8fUfiNJg==</latexit>

<latexit sha1_base64="I5ldDgOsqZg/10LCees8/CqlsJ4=">AAAB83icbVDLSgMxFL1TX7W+qi7dBIvgqsyIUJdFQVxWsQ/oDCWTZtrQJDMkGaEM/Q03LhRx68+482/MtLPQ1gOBwzn3ck9OmHCmjet+O6W19Y3NrfJ2ZWd3b/+genjU0XGqCG2TmMeqF2JNOZO0bZjhtJcoikXIaTec3OR+94kqzWL5aKYJDQQeSRYxgo2VfF9gM1Yiu209zAbVmlt350CrxCtIDQq0BtUvfxiTVFBpCMda9z03MUGGlWGE01nFTzVNMJngEe1bKrGgOsjmmWfozCpDFMXKPmnQXP29kWGh9VSEdjLPqJe9XPzP66cmugoyJpPUUEkWh6KUIxOjvAA0ZIoSw6eWYKKYzYrIGCtMjK2pYkvwlr+8SjoXdc+te/eXteZ1UUcZTuAUzsGDBjThDlrQBgIJPMMrvDmp8+K8Ox+L0ZJT7BzDHzifPxxCkbc=</latexit>

<latexit sha1_base64="rR3Kf6V/DuepNcY6DBWsrzWii6c=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gObUDbbTbt0swm7E6GE/gsvHhTx6r/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61TZJpxlsskYnuhtRwKRRvoUDJu6nmNA4l74Tj25nfeeLaiEQ94CTlQUyHSkSCUbTSox9ypMRPR6Jfrbl1dw6ySryC1KBAs1/98gcJy2KukElqTM9zUwxyqlEwyacVPzM8pWxMh7xnqaIxN0E+v3hKzqwyIFGibSkkc/X3RE5jYyZxaDtjiiOz7M3E/7xehtF1kAuVZsgVWyyKMkkwIbP3yUBozlBOLKFMC3srYSOqKUMbUsWG4C2/vEraF3XPrXv3l7XGTRFHGU7gFM7BgytowB00oQUMFDzDK7w5xnlx3p2PRWvJKWaO4Q+czx8r6pCT</latexit>

<latexit sha1_base64="rR3Kf6V/DuepNcY6DBWsrzWii6c=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gObUDbbTbt0swm7E6GE/gsvHhTx6r/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61TZJpxlsskYnuhtRwKRRvoUDJu6nmNA4l74Tj25nfeeLaiEQ94CTlQUyHSkSCUbTSox9ypMRPR6Jfrbl1dw6ySryC1KBAs1/98gcJy2KukElqTM9zUwxyqlEwyacVPzM8pWxMh7xnqaIxN0E+v3hKzqwyIFGibSkkc/X3RE5jYyZxaDtjiiOz7M3E/7xehtF1kAuVZsgVWyyKMkkwIbP3yUBozlBOLKFMC3srYSOqKUMbUsWG4C2/vEraF3XPrXv3l7XGTRFHGU7gFM7BgytowB00oQUMFDzDK7w5xnlx3p2PRWvJKWaO4Q+czx8r6pCT</latexit>

H

non-polar

I

J

K

32.6 %
11.3 %
<latexit sha1_base64="kk75XzVn/bV1EMXW6K04VTG8jS4=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LJaCp5DUooKXohePFewHNqFstpt26WYTdjdCCf0XXjwo4tV/481/47bNQVsfDDzem2FmXpBwprTjfFuFtfWNza3idmlnd2//oHx41FZxKgltkZjHshtgRTkTtKWZ5rSbSIqjgNNOML6d+Z0nKhWLxYOeJNSP8FCwkBGsjfR4XrMvkHeNvGq/XHFsZw60StycVCBHs1/+8gYxSSMqNOFYqZ7rJNrPsNSMcDoteamiCSZjPKQ9QwWOqPKz+cVTVDXKAIWxNCU0mqu/JzIcKTWJAtMZYT1Sy95M/M/rpTq88jMmklRTQRaLwpQjHaPZ+2jAJCWaTwzBRDJzKyIjLDHRJqSSCcFdfnmVtGu269jufb3SuMnjKMIJnMIZuHAJDbiDJrSAgIBneIU3S1kv1rv1sWgtWPnMMfyB9fkDwCOO/w==</latexit>
sha1_base64="hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxzzi6dk7A0N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI4BXevYn35n2suqp569LO4I+8zx84xIo4</latexit>
sha1_base64="U0sntusjgz5IuOCKmbAXNgpY/os=">AAAB5nicbZDNSgMxFIXv1L9aq1a3boKl4GqYqaCCG8GNywq2FTtDyaSZNjSTGZI7Qhn6Fm5cKOIjufNtTH8W2nog8HFOQu49USaFQc/7dkobm1vbO+Xdyl51/+CwdlTtmDTXjLdZKlP9GFHDpVC8jQIlf8w0p0kkeTca387y7jPXRqTqAScZDxM6VCIWjKK1ns6b7gUJrknQ6NfqnuvNRdbBX0Idlmr1a1/BIGV5whUySY3p+V6GYUE1Cib5tBLkhmeUjemQ9ywqmnATFvOJp6RhnQGJU22PQjJ3f78oaGLMJInszYTiyKxmM/O/rJdjfBUWQmU5csUWH8W5JJiS2fpkIDRnKCcWKNPCzkrYiGrK0JZUsSX4qyuvQ6fp+p7r33tQhhM4hTPw4RJu4A5a0AYGCl7gDd4d47w6H4u6Ss6yt2P4I+fzB5b6jaM=</latexit>
sha1_base64="YuhepcJwxXrx0S5AgLFp8tetg6M=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LJaCp5BUUMFL0YvHCvYDm1A22027dLMJuxuhhP4LLx4U8eq/8ea/cdPmoK0PBh7vzTAzL0g4U9pxvq3S2vrG5lZ5u7Kzu7d/UD086qg4lYS2Scxj2QuwopwJ2tZMc9pLJMVRwGk3mNzmfveJSsVi8aCnCfUjPBIsZARrIz2eN+wL5F0jrz6o1hzbmQOtErcgNSjQGlS/vGFM0ogKTThWqu86ifYzLDUjnM4qXqpogskEj2jfUIEjqvxsfvEM1Y0yRGEsTQmN5urviQxHSk2jwHRGWI/VspeL/3n9VIdXfsZEkmoqyGJRmHKkY5S/j4ZMUqL51BBMJDO3IjLGEhNtQqqYENzll1dJp2G7ju3eO7XmTRFHGU7gFM7AhUtowh20oA0EBDzDK7xZynqx3q2PRWvJKmaO4Q+szx++4477</latexit>

<latexit sha1_base64="OocqNKdopcBLBZ+YzKrbcdSeSdw=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LJaCp5BVQcFL0YvHCvYDm1A22027dLMJuxuhhP4LLx4U8eq/8ea/cdvmoNUHA4/3ZpiZF6aCa+N5X05pZXVtfaO8Wdna3tndq+4ftHWSKcpaNBGJ6oZEM8ElaxluBOumipE4FKwTjm9mfueRKc0TeW8mKQtiMpQ84pQYKz1g7J4h/wr59X615rneHOgvwQWpQYFmv/rpDxKaxUwaKojWPeylJsiJMpwKNq34mWYpoWMyZD1LJYmZDvL5xVNUt8oARYmyJQ2aqz8nchJrPYlD2xkTM9LL3kz8z+tlJroMci7TzDBJF4uiTCCToNn7aMAVo0ZMLCFUcXsroiOiCDU2pIoNAS+//Je0T13sufjuvNa4LuIowxEcwwlguIAG3EITWkBBwhO8wKujnWfnzXlftJacYuYQfsH5+Aa23475</latexit>
sha1_base64="hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxzzi6dk7A0N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI4BXevYn35n2suqp569LO4I+8zx84xIo4</latexit>
sha1_base64="lEMtQXKZbXAU/0SKA1Odb23uBcY=">AAAB5nicbZBLSwMxFIXv+Ky1anXrJlgKroaJLhTcCG5cVrAP7Awlk95pQzOZIckIpfRfuHGhiD/Jnf/G9LHQ1gOBj3MScu+JcymMDYJvb2Nza3tnt7RX3q8cHB5VjystkxWaY5NnMtOdmBmUQmHTCiuxk2tkaSyxHY/uZnn7GbURmXq04xyjlA2USARn1llPlPqXJLwhYb1XrQV+MBdZB7qEGizV6FW/wn7GixSV5ZIZ06VBbqMJ01ZwidNyWBjMGR+xAXYdKpaiiSbziaek7pw+STLtjrJk7v5+MWGpMeM0djdTZodmNZuZ/2XdwibX0USovLCo+OKjpJDEZmS2PukLjdzKsQPGtXCzEj5kmnHrSiq7EujqyuvQuvBp4NOHAEpwCmdwDhSu4BbuoQFN4KDgBd7g3TPeq/exqGvDW/Z2An/kff4AjfiNnQ==</latexit>
sha1_base64="UTlvVgoGyffy8r+wv8ufcNeQrso=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LJaCp5DVg4KXohePFewHNqFstpt26WYTdjdCCf0XXjwo4tV/481/47bNQVsfDDzem2FmXpgKro3nfTultfWNza3ydmVnd2//oHp41NZJpihr0UQkqhsSzQSXrGW4EaybKkbiULBOOL6d+Z0npjRP5IOZpCyIyVDyiFNirPSIsXuB/Gvk1/vVmud6c6BVggtSgwLNfvXLHyQ0i5k0VBCte9hLTZATZTgVbFrxM81SQsdkyHqWShIzHeTzi6eobpUBihJlSxo0V39P5CTWehKHtjMmZqSXvZn4n9fLTHQV5FymmWGSLhZFmUAmQbP30YArRo2YWEKo4vZWREdEEWpsSBUbAl5+eZW0z13sufjeqzVuijjKcAKncAYYLqEBd9CEFlCQ8Ayv8OZo58V5dz4WrSWnmDmGP3A+fwC1n471</latexit>

7.3 %
<latexit sha1_base64="ZjSiUx4miZLQ2iIOba3sSt8wjas=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CZaCp2VXhQpeil48VrAf0l1KNs22oUl2SbJCKf0VXjwo4tWf481/Y9ruQVsfDDzem2FmXpRypo3nfTuFtfWNza3idmlnd2//oHx41NJJpghtkoQnqhNhTTmTtGmY4bSTKopFxGk7Gt3O/PYTVZol8sGMUxoKPJAsZgQbKz3W3AsUXKOg2itXPNebA60SPycVyNHolb+CfkIyQaUhHGvd9b3UhBOsDCOcTktBpmmKyQgPaNdSiQXV4WR+8BRVrdJHcaJsSYPm6u+JCRZaj0VkOwU2Q73szcT/vG5m4qtwwmSaGSrJYlGccWQSNPse9ZmixPCxJZgoZm9FZIgVJsZmVLIh+Msvr5LWuet7rn9/Wanf5HEU4QRO4Qx8qEEd7qABTSAg4Ble4c1Rzovz7nwsWgtOPnMMf+B8/gBPNo7E</latexit>

48.8 %
<latexit sha1_base64="D4YZ+foo1/F0a3Q0t5i+9C2bTps=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LJaCp5BIwYCXohePFewHNqFstpt26WYTdjdCCf0XXjwo4tV/481/47bNQVsfDDzem2FmXphyprTjfFuljc2t7Z3ybmVv/+DwqHp80lFJJgltk4QnshdiRTkTtK2Z5rSXSorjkNNuOLmd+90nKhVLxIOepjSI8UiwiBGsjfTY8GwP+dfIrw+qNcd2FkDrxC1IDQq0BtUvf5iQLKZCE46V6rtOqoMcS80Ip7OKnymaYjLBI9o3VOCYqiBfXDxDdaMMUZRIU0Kjhfp7IsexUtM4NJ0x1mO16s3F/7x+piMvyJlIM00FWS6KMo50gubvoyGTlGg+NQQTycytiIyxxESbkComBHf15XXSubRdx3bvG7XmTRFHGc7gHC7AhStowh20oA0EBDzDK7xZynqx3q2PZWvJKmZO4Q+szx/ODI8I</latexit>

polar/charged

Figure E.3: Predicting the interaction interface for the homodimer-forming protein,
thymidylate synthase (TS, PDB: 2TSC). (A) Protein structures of TS protein are shown;
left: protein residues are colored according to their overall chemistry, and (right) protein atoms are colored according to their Kapcha-Rossky classification [45]. (B) Surface
atoms that form interfacial contacts are shown in purple, whereas the rest of the protein
is shown in gray. (C) The chemical composition of interfacial and non-interfacial atoms.
Polar/charged surface atoms are outlined in blue (bottom), whereas non-polar atoms are
outlined in gray (top). Roughly equal numbers of non-polar and polar/charged atoms form
interfacial contacts. (D) The susceptibility, χv ≡ −∂hNv iφ /∂(βφ), is shown as a function
of φ, and displays a peak at φ∗ (blue diamond). Left and right blue triangles, denoted by
φ(−) and φ(+) , respectively, correspond to φ-values where χv falls below half its maximum
value. The φ-values corresponding to the maximum values of dh and f1 are also shown, and
are denoted by φopt (red cross) and φopt (green plus), respectively. Both φopt and φopt are
close to φ∗ . (E) TPR (cyan) and FPR (magenta) are shown as a function of the biasing potential strength. (F) The variation of TPR and FPR with φ is visualized as an ROC curve.
(G) The correspondence between dewetted atoms and interfacial contacts, quantified using
dh (red) and f1 (green), is optimal at φopt (red cross) and φopt (green plus), respectively.
(H) Protein surface atoms that are dewetted at φopt are shown in orange. (I) The chemical
composition of surface atoms that dewet and those that remain wet at φopt . Polar/charged
surface atoms are outlined in blue (bottom), whereas non-polar atoms are outlined in light
gray (top). Dewetted atoms are shown in orange fill, whereas the hydrated protein atoms
are colored gray. (J) Comparison of protein atoms that dewet at φopt (panel G) to the true
interfacial contacts (panel B). Contacts that dewet are shown in pink (TP), non-contacts
that dewet are shown in dark orange (FP), contacts that remain wet are shown in in dark
purple (FN), and the non-contacts that remain wet are shown in gray (TN). (K) Few atoms
dewet on the opposite face of the protein
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Figure E.4: Predicting the interaction interface for the homodimer-forming rat mannosebinding protein (PDB: 1MSB). For details on each panel, see Figure E.3
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<latexit sha1_base64="nP/AjljClX87Ba2m3wmnHgTHQFQ=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LJaCp5AUq4KXohePFewHNqFstpt26WYTdjdCCf0XXjwo4tV/481/47bNQVsfDDzem2FmXpBwprTjfFuFtfWNza3idmlnd2//oHx41FZxKgltkZjHshtgRTkTtKWZ5rSbSIqjgNNOML6d+Z0nKhWLxYOeJNSP8FCwkBGsjfRYq9sXyLtGXrVfrji2MwdaJW5OKpCj2S9/eYOYpBEVmnCsVM91Eu1nWGpGOJ2WvFTRBJMxHtKeoQJHVPnZ/OIpqhplgMJYmhIazdXfExmOlJpEgemMsB6pZW8m/uf1Uh1e+RkTSaqpIItFYcqRjtHsfTRgkhLNJ4ZgIpm5FZERlphoE1LJhOAuv7xK2jXbdWz3/rzSuMnjKMIJnMIZuHAJDbiDJrSAgIBneIU3S1kv1rv1sWgtWPnMMfyB9fkDwzqPAQ==</latexit>

<latexit sha1_base64="xFUiOLQQM5ilyaDWxZ+mb4n9xdI=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LJaCp5AUi4qXohePFewHNqFstpt26WYTdjdCCf0XXjwo4tV/481/47bNQVsfDDzem2FmXpBwprTjfFuFtfWNza3idmlnd2//oHx41FZxKgltkZjHshtgRTkTtKWZ5rSbSIqjgNNOML6d+Z0nKhWLxYOeJNSP8FCwkBGsjfRYq9tXyLtGXrVfrji2MwdaJW5OKpCj2S9/eYOYpBEVmnCsVM91Eu1nWGpGOJ2WvFTRBJMxHtKeoQJHVPnZ/OIpqhplgMJYmhIazdXfExmOlJpEgemMsB6pZW8m/uf1Uh1e+hkTSaqpIItFYcqRjtHsfTRgkhLNJ4ZgIpm5FZERlphoE1LJhOAuv7xK2jXbdWz3/rzSuMnjKMIJnMIZuHABDbiDJrSAgIBneIU3S1kv1rv1sWgtWPnMMfyB9fkDx9iPBA==</latexit>

9.9 %
<latexit sha1_base64="jEwp5bkPWfE123CN71bYzvvCmac=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CZaCp2VXBC1eil48VrAf0l1KNs22oUl2SbJCKf0VXjwo4tWf481/Y9ruQVsfDDzem2FmXpRypo3nfTuFtfWNza3idmlnd2//oHx41NJJpghtkoQnqhNhTTmTtGmY4bSTKopFxGk7Gt3O/PYTVZol8sGMUxoKPJAsZgQbKz3W3BoKrlFQ7ZUrnuvNgVaJn5MK5Gj0yl9BPyGZoNIQjrXu+l5qwglWhhFOp6Ug0zTFZIQHtGupxILqcDI/eIqqVumjOFG2pEFz9ffEBAutxyKynQKboV72ZuJ/Xjcz8VU4YTLNDJVksSjOODIJmn2P+kxRYvjYEkwUs7ciMsQKE2MzKtkQ/OWXV0nr3PU917+/qNRv8jiKcAKncAY+XEId7qABTSAg4Ble4c1Rzovz7nwsWgtOPnMMf+B8/gBbio7M</latexit>

38.6 %
<latexit sha1_base64="LiSvRBXYmnmrmxqe7IdxpXKQxbA=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LJaCp5Bo0YKXohePFewHNqFstpt26WYTdjdCCf0XXjwo4tV/481/47bNQVsfDDzem2FmXpBwprTjfFuFtfWNza3idmlnd2//oHx41FZxKgltkZjHshtgRTkTtKWZ5rSbSIqjgNNOML6d+Z0nKhWLxYOeJNSP8FCwkBGsjfR4UbcvkXeNvGq/XHFsZw60StycVCBHs1/+8gYxSSMqNOFYqZ7rJNrPsNSMcDoteamiCSZjPKQ9QwWOqPKz+cVTVDXKAIWxNCU0mqu/JzIcKTWJAtMZYT1Sy95M/M/rpTqs+xkTSaqpIItFYcqRjtHsfTRgkhLNJ4ZgIpm5FZERlphoE1LJhOAuv7xK2ue269jufa3SuMnjKMIJnMIZuHAFDbiDJrSAgIBneIU3S1kv1rv1sWgtWPnMMfyB9fkDyWuPBQ==</latexit>
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<latexit sha1_base64="1dYSWCdn7/1UVfbns38qUvM7H+8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhhuBnVQhjUOB7XB8O/PbT6g0T+SjmaQYxHQoecQZNVZ68F2vX615rjcHWSV+QWpQoNGvfvUGCctilIYJqnXX91IT5FQZzgROK71MY0rZmA6xa6mkMeogn586JWdWGZAoUbakIXP190ROY60ncWg7Y2pGetmbif953cxE10HOZZoZlGyxKMoEMQmZ/U0GXCEzYmIJZYrbWwkbUUWZselUbAj+8surpHXh+p7r31/W6jdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOcF+fd+Vi0lpxi5hj+wPn8AVN+jSc=</latexit>

⇤

1.0

<latexit sha1_base64="1dYSWCdn7/1UVfbns38qUvM7H+8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhhuBnVQhjUOB7XB8O/PbT6g0T+SjmaQYxHQoecQZNVZ68F2vX615rjcHWSV+QWpQoNGvfvUGCctilIYJqnXX91IT5FQZzgROK71MY0rZmA6xa6mkMeogn586JWdWGZAoUbakIXP190ROY60ncWg7Y2pGetmbif953cxE10HOZZoZlGyxKMoEMQmZ/U0GXCEzYmIJZYrbWwkbUUWZselUbAj+8surpHXh+p7r31/W6jdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOcF+fd+Vi0lpxi5hj+wPn8AVN+jSc=</latexit>

<latexit sha1_base64="1dYSWCdn7/1UVfbns38qUvM7H+8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhhuBnVQhjUOB7XB8O/PbT6g0T+SjmaQYxHQoecQZNVZ68F2vX615rjcHWSV+QWpQoNGvfvUGCctilIYJqnXX91IT5FQZzgROK71MY0rZmA6xa6mkMeogn586JWdWGZAoUbakIXP190ROY60ncWg7Y2pGetmbif953cxE10HOZZoZlGyxKMoEMQmZ/U0GXCEzYmIJZYrbWwkbUUWZselUbAj+8surpHXh+p7r31/W6jdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOcF+fd+Vi0lpxi5hj+wPn8AVN+jSc=</latexit>

(+)

200

dh
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TPR

opt0

<latexit sha1_base64="M7Zd7XLiQ7vLWOclGGOh3HflsMU=">AAAB83icbVDLSgMxFL1TX7W+qi7dBIvgqsyIUJdFNy6r9AWdoWTSTBuaZIYkI5Shv+HGhSJu/Rl3/o2ZdhbaeiBwOOde7skJE860cd1vp7SxubW9U96t7O0fHB5Vj0+6Ok4VoR0S81j1Q6wpZ5J2DDOc9hNFsQg57YXTu9zvPVGlWSzbZpbQQOCxZBEj2FjJ9wU2EyWydutxPqzW3Lq7AFonXkFqUKA1rH75o5ikgkpDONZ64LmJCTKsDCOczit+qmmCyRSP6cBSiQXVQbbIPEcXVhmhKFb2SYMW6u+NDAutZyK0k3lGverl4n/eIDXRTZAxmaSGSrI8FKUcmRjlBaARU5QYPrMEE8VsVkQmWGFibE0VW4K3+uV10r2qe27de7iuNW+LOspwBudwCR40oAn30IIOEEjgGV7hzUmdF+fd+ViOlpxi5xT+wPn8ATGkkcU=</latexit>

v
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FPR
<latexit sha1_base64="94PfrJosBfdTfgmLVuNC5er4/e8=">AAAB/HicbVDLSgMxFM3UV62v0S7dBIvgapgR8bEQqt24rOC0hXYomTTThiaZIckIZai/4saFIm79EHf+jZl2Ftp6IHA4517uyQkTRpV23W+rtLK6tr5R3qxsbe/s7tn7By0VpxITH8cslp0QKcKoIL6mmpFOIgniISPtcNzI/fYjkYrG4kFPEhJwNBQ0ohhpI/Xtao8jPZI8u/EbU3gNXef8qm/XXMedAS4TryA1UKDZt796gxinnAiNGVKq67mJDjIkNcWMTCu9VJEE4TEakq6hAnGigmwWfgqPjTKAUSzNExrO1N8bGeJKTXhoJvOoatHLxf+8bqqjyyCjIkk1EXh+KEoZ1DHMm4ADKgnWbGIIwpKarBCPkERYm74qpgRv8cvLpHXqeK7j3Z/V6rdFHWVwCI7ACfDABaiDO9AEPsBgAp7BK3iznqwX6936mI+WrGKnCv7A+vwBmYWTaQ==</latexit>

0

0

2

4.0 0.0

4 0.0

<latexit sha1_base64="kxlXsl02JY+2IHxFwjdMGtAFGM4=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ92ebw3w8y8MBVcG8/7dkpr6xubW+Xtys7u3v6Be3jU0kmmGDZZIhLVCalGwSU2DTcCO6lCGocC2+H4dua3n1BpnshHM0kxiOlQ8ogzaqz04NW8vlu1/xxklfgFqUKBRt/96g0SlsUoDRNU667vpSbIqTKcCZxWepnGlLIxHWLXUklj1EE+X3VKzqwyIFGi7JOGzNXfHTmNtZ7Eoa2MqRnpZW8m/ud1MxNdBzmXaWZQssWgKBPEJGR2NxlwhcyIiSWUKW53JWxEFWXGplOxIfjLJ6+S1kXN92r+/WW1flPEUYYTOIVz8OEK6nAHDWgCgyE8wyu8OcJ5cd6dj0VpySl6juEPnM8fUfiNJg==</latexit>

<latexit sha1_base64="I+U7acG2Lh36iU2ADhpR82cOwQ0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhhuBnVQhjUOB7XB8O/PbT6g0T+SjmaQYxHQoecQZNVZ6uHS9frXmud4cZJX4BalBgUa/+tUbJCyLURomqNZd30tNkFNlOBM4rfQyjSllYzrErqWSxqiDfH7qlJxZZUCiRNmShszV3xM5jbWexKHtjKkZ6WVvJv7ndTMTXQc5l2lmULLFoigTxCRk9jcZcIXMiIkllClubyVsRBVlxqZTsSH4yy+vktaF63uuf39Zq98UcZThBE7hHHy4gjrcQQOawGAIz/AKb45wXpx352PRWnKKmWP4A+fzB1gQjSo=</latexit>

<latexit sha1_base64="kxlXsl02JY+2IHxFwjdMGtAFGM4=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ92ebw3w8y8MBVcG8/7dkpr6xubW+Xtys7u3v6Be3jU0kmmGDZZIhLVCalGwSU2DTcCO6lCGocC2+H4dua3n1BpnshHM0kxiOlQ8ogzaqz04NW8vlu1/xxklfgFqUKBRt/96g0SlsUoDRNU667vpSbIqTKcCZxWepnGlLIxHWLXUklj1EE+X3VKzqwyIFGi7JOGzNXfHTmNtZ7Eoa2MqRnpZW8m/ud1MxNdBzmXaWZQssWgKBPEJGR2NxlwhcyIiSWUKW53JWxEFWXGplOxIfjLJ6+S1kXN92r+/WW1flPEUYYTOIVz8OEK6nAHDWgCgyE8wyu8OcJ5cd6dj0VpySl6juEPnM8fUfiNJg==</latexit>

<latexit sha1_base64="1dYSWCdn7/1UVfbns38qUvM7H+8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhhuBnVQhjUOB7XB8O/PbT6g0T+SjmaQYxHQoecQZNVZ68F2vX615rjcHWSV+QWpQoNGvfvUGCctilIYJqnXX91IT5FQZzgROK71MY0rZmA6xa6mkMeogn586JWdWGZAoUbakIXP190ROY60ncWg7Y2pGetmbif953cxE10HOZZoZlGyxKMoEMQmZ/U0GXCEzYmIJZYrbWwkbUUWZselUbAj+8surpHXh+p7r31/W6jdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOcF+fd+Vi0lpxi5hj+wPn8AVN+jSc=</latexit>

4.0

0.0

<latexit sha1_base64="I+U7acG2Lh36iU2ADhpR82cOwQ0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t39QPTxq6SRTDJssEYnqhFSj4BKbhhuBnVQhjUOB7XB8O/PbT6g0T+SjmaQYxHQoecQZNVZ6uHS9frXmud4cZJX4BalBgUa/+tUbJCyLURomqNZd30tNkFNlOBM4rfQyjSllYzrErqWSxqiDfH7qlJxZZUCiRNmShszV3xM5jbWexKHtjKkZ6WVvJv7ndTMTXQc5l2lmULLFoigTxCRk9jcZcIXMiIkllClubyVsRBVlxqZTsSH4yy+vktaF63uuf39Zq98UcZThBE7hHHy4gjrcQQOawGAIz/AKb45wXpx352PRWnKKmWP4A+fzB1gQjSo=</latexit>

<latexit sha1_base64="kxlXsl02JY+2IHxFwjdMGtAFGM4=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ92ebw3w8y8MBVcG8/7dkpr6xubW+Xtys7u3v6Be3jU0kmmGDZZIhLVCalGwSU2DTcCO6lCGocC2+H4dua3n1BpnshHM0kxiOlQ8ogzaqz04NW8vlu1/xxklfgFqUKBRt/96g0SlsUoDRNU667vpSbIqTKcCZxWepnGlLIxHWLXUklj1EE+X3VKzqwyIFGi7JOGzNXfHTmNtZ7Eoa2MqRnpZW8m/ud1MxNdBzmXaWZQssWgKBPEJGR2NxlwhcyIiSWUKW53JWxEFWXGplOxIfjLJ6+S1kXN92r+/WW1flPEUYYTOIVz8OEK6nAHDWgCgyE8wyu8OcJ5cd6dj0VpySl6juEPnM8fUfiNJg==</latexit>

<latexit sha1_base64="I5ldDgOsqZg/10LCees8/CqlsJ4=">AAAB83icbVDLSgMxFL1TX7W+qi7dBIvgqsyIUJdFQVxWsQ/oDCWTZtrQJDMkGaEM/Q03LhRx68+482/MtLPQ1gOBwzn3ck9OmHCmjet+O6W19Y3NrfJ2ZWd3b/+genjU0XGqCG2TmMeqF2JNOZO0bZjhtJcoikXIaTec3OR+94kqzWL5aKYJDQQeSRYxgo2VfF9gM1Yiu209zAbVmlt350CrxCtIDQq0BtUvfxiTVFBpCMda9z03MUGGlWGE01nFTzVNMJngEe1bKrGgOsjmmWfozCpDFMXKPmnQXP29kWGh9VSEdjLPqJe9XPzP66cmugoyJpPUUEkWh6KUIxOjvAA0ZIoSw6eWYKKYzYrIGCtMjK2pYkvwlr+8SjoXdc+te/eXteZ1UUcZTuAUzsGDBjThDlrQBgIJPMMrvDmp8+K8Ox+L0ZJT7BzDHzifPxxCkbc=</latexit>

<latexit sha1_base64="rR3Kf6V/DuepNcY6DBWsrzWii6c=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gObUDbbTbt0swm7E6GE/gsvHhTx6r/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61TZJpxlsskYnuhtRwKRRvoUDJu6nmNA4l74Tj25nfeeLaiEQ94CTlQUyHSkSCUbTSox9ypMRPR6Jfrbl1dw6ySryC1KBAs1/98gcJy2KukElqTM9zUwxyqlEwyacVPzM8pWxMh7xnqaIxN0E+v3hKzqwyIFGibSkkc/X3RE5jYyZxaDtjiiOz7M3E/7xehtF1kAuVZsgVWyyKMkkwIbP3yUBozlBOLKFMC3srYSOqKUMbUsWG4C2/vEraF3XPrXv3l7XGTRFHGU7gFM7BgytowB00oQUMFDzDK7w5xnlx3p2PRWvJKWaO4Q+czx8r6pCT</latexit>
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Figure E.5: Predicting the interaction interface between two melittin dimers that form the
melittin tetramer (PDB: 2MLT). For details on each panel, see Figure E.3
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Figure E.6: Predicting the interface through which MDM2 interacts with the transactivation
domain of p53 to form a heterodimer (PDB: 1YCR). For details on each panel, see Figure E.3
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Figure E.7: Predicting the interface that ubiquitin employs to interact with a variety of its
binding partners to form heterodimers. For details on each panel, see Figure E.3
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APPENDIX F Chapter 4 Supplement
F.1. System and set up and simulation parameters
F.1.1. SAM surface system set up
The self-assembled monolayer (SAM) surfaces studied here were prepared following references [95, 26]. The SAM surfaces are composed of hexagonally-packed alkyl chains; each
chain is composed of a sulfur atom, 10 alkyl carbons, and either a methyl or hydroxyl head
group that is exposed to solvent. Alkyl carbons are represented as united-atom methylene
carbons [67], while terminal methyl- and hydroxyl headgroups are modeled by the OPLSAA force field [44]. Methyl- and hydroxyl terminated chains are shown in Figure F.1 A.
Terminal sulfur atoms are positionally restrained to on a 0.5 nm-spaced hexagonal lattice.
2 sized SAM surfaces were used: a square SAM consisting of 12×12 = 144 total alkyl chains,
and a larger, elongated SAM composed of 6 × 36 = 216 alkyl chains. In both cases, SAM
surfaces are positioned normal to the x-dimension; side views of the two SAM surfaces are
shown in Figure F.1 B and C. The smaller SAM surfaces are placed in a 8.5 × 5.2 × 6.0 nm3
cubic box; elongated SAMs are placed in a 8.5 × 2.6 × 18.0 nm3 cubic box. The headgroups
of each SAM are exposed to solvent; each SAM is solvated by a roughly 4nm thick slab of
explicit water molecules in the x dimension. A buffering vapor-liquid interface is maintained
to accommodate solvent density fluctuations and cavity formation with INDUS; a wall of
non-polar spherical atoms is maintained at one end of the box to prevent solvent molecules
from translating over the periodic boundary in the x direction; this construction follows
reference [122].
Rectangular patches of headgroups of different sizes and shapes are embedded in the center
of the SAM surfaces. Each patch size is given by the number of headgroups in the y and z
directions; the chemistries of the headgroups within the patches are systematically varied
to generate a variety of chemically patterned surfaces.
Table F.1 outlines the different patch sizes used. In all cases, the patches are embedded in
a larger, uniformly polar SAM surface. Colors indicate the sizes of the larger SAM surfaces:
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p
1
2
2
2
2
2
3
3
3
4
5
7
8
9

q
1
2
8
12
18
32
3
8
12
6
5
7
8
9

n = pq
1
4
16
24
36
64
9
24
36
24
25
49
64
81

ymin (nm)
1.1
1.1
0.7
0.7
0.7
0.7
1.1
1.5
0.7
1.5
1.0
1.1
0.7
0.7

ymax (nm)
1.9
2.4
1.9
1.9
1.8
1.9
2.7
3.2
2.3
1.3
3.6
4.5
4.5
4.9

zmin (nm)
1.4
1.5
0.8
0.8
0.8
0.8
1.5
1.3
0.8
3.6
1.5
1.0
1.3
0.8

zmax (nm)
2.2
3.0
5.2
7.2
10.2
17.2
3.5
5.7
7.2
4.7
4.5
5.0
5.7
5.7

Table F.1: Patch sizes employed in this work. Each p × q rectangular patch is defined
by the number of headgroups in the y (p) and the z (q) dimension, and contains pq total
headgroups. A 0.3 (from xmin = 2.0 nm to xmax = 2.3nm ) nm-thick rectangular probe
volume, v, is placed placed adjacent to each patch; the y and z limits defining each probe
volume are indicated. Patches are embedded in either the rectangular 144-chain SAM
(black) or the elongated, 216-chain SAM (red) surfaces.
patches in black are embedded in the 144-chain SAM surfaces, while longer patches, shown
in red, are embedded in the elongated 216-chain SAMs.
Top-down views of 6 × 6, 4 × 4, and 4 × 9 patches with purely methyl patterns are shown in
Figure F.2; 3 patches (2 × 18, 3 × 12, and 2 × 32) embedded in the elongated SAM surfaces
are shown in Figure F.3.
Generating SAM patterns with Wang-Landau sampling
A library of patch patterns were generated for the 6 × 6, 4 × 4, and 4 × 9 patches. Each
patch pattern was generated by varying the composition of head groups (either methyl or
hydroxyl) within the patch; all other head groups outside of the patch were hydroxyls.
A total of 884 6 × 6, 228 4 × 4, and 682 4 × 9 patterns were generated as a training set. For
each p × q patch, the total pattern space is large (2pq total unique patterns, and the number
of unique patterns with ko polar groups is given by the binomial equation,

(pq)!
(ko )!(pq−ko )! );

datasets were generated in order to sample a range of possible representative patterns.
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However, if patterns are generated randomly, some types of patterns are much more likely
to appear than others. For instance, a randomly generated pattern is most likely to have
roughly equal numbers of polar and non-polar groups; predominantly polar or non-polar
patterns would be unlikely to be randomly sampled for all but the smallest patches.
To account for this, and to ensure equal sampling of different pattern motifs across different
polar contents, ko , we introduced an order parameter, dC :
v
u
u1
dC (x) ≡ t
kc

pq
X
i∈methyl

|(ri − |rC |)|2

(F.1)

dC captures the degree of non-polar ‘clustering’ within a pattern (Figure F.4). Here, kc (x) ≡
pq−ko (x) is the number of non-polar headgroups, ri is the initial position of the hexagonally
P
packed sulfur of each headgroup i, and |rC | ≡ k1c i∈methyl ri is the centroid of the nonpolar headgroup sulfur atoms. In order to generate datasets that capture a range of pattern
motifs, we sought an ensemble of patterns that spanned over a range of possible ko and dC
values.
In order to do this, we measured or estimated the density of states of patterns with given
values of dC at individual values of ko :

Ωko (dC ) ≡

X

δko ,ko (x) δdC ,dC (x)

(F.2)

x

Ωko (dC ) is peaked at intermediate values of dc; for instance, figure F.5 shows Ωko =18 (dC )
for 6 × 6 patterns. If patterns are randomly generated, the majority would have values of
dC around this peak. In order to enforce pattern diversity, we generate equal numbers of
patterns at all possible values of dC .
For a p × q patch with ko polar headgroups, we calculated Ωko (dC ). For ko values in which
(pq)!
the total number of patterns was relatively small ( (ko )!(pq−k
< 3 × 106 patterns), Ωko (dC )
o )!

was calculated directly by exhaustive sampling. For intermediate values of ko , where the
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number of distinct patterns is intractably large, the density of states Ωko (dC ) was estimated
using the Wang-Landau [113] algorithm with a tolerance of ε = 1 × 10−10 and a maximum
of 60, 000 iterations per round.
The sampling of patterns in ko and dC are shown in figures F.6, F.7, and F.8. The size
of each dataset is effectively doubled by ‘inverting’ each sampled pattern by swapping the
locations of polar and non-polar headgroups.
Simulation parameters
All simulations were performed using GROMACS version 4.5.3 [32], suitably modified to
incorporate the biasing potentials used in INDUS. SAM sulfur and alkyl chain methylene atoms were modeled as united atoms [67]. Patch headgroup atoms were modeled
using the OPLS AA force field [44]. Explicit waters were represented by the three point
SPC/E model [4]. Non-bonded Lennard Jones parameters were combined using the LorentzBertholet mixing rules. Van der Waals and short-range electrostatic interactions were truncated at 1 nm; long-range electrostatics were treated using the Particle Mesh Ewald (PME)
method [16]. All bonds to hydrogen atoms were constrained; SAM headgroup hydrogenmethyl or hydrogen-oxygen bonds were constrained using the LINCS algorithm [31]; water
oxygen-hydrogen bonds were constrained using the SETTLE [65] algorithm. Equations of
motion were integrated using the Leap-Frog integrator [33] with a time step of 2 fs. All
systems were simulated in the canonical (N,V,T) ensemble; temperature was maintained at
T = 300K using the stochastic velocity rescale thermostat [9] with a coupling constant of
τ = 0.5 ps. In order to accommodate the displacement of waters during cavity formation
with INDUS, a buffering vapor interface was included. A non-polar ‘wall’ was included
at x = 8.2 nm to prevent water molecules from crossing the periodic boundary of the
simulation box in the x direction; this construction follows reference [122].
All systems were then solvated by a slab SPC/E waters, this formed a water slab roughly
4 nm in the x direction. The buffering vapor interface was then created by extending the
simulation boxes to x = 8.5 nm; a purely non-polar ‘wall’ was placed in the y − z plane at
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x = 8.2 nm to prevent water molecules from diffusing across the periodic boundary in x, as
mentioned above.
Quantifying patch hydrophobicity using INDUS
Hydrophobicities of patch patterns were determined by the free energy cost required to
remove all waters from a probe volume, v, adjacent to each SAM surface patch (Figure 4.1A
in the main text). If Pv (N ) is the probability of observing N waters in the probe volume v,
the probability of observing zero waters is related to the free energy of emptying the probe
volume, f :

f ≡ −kB T ln Pv (0)

(F.3)

Where kB T is the thermal energy, kB is Boltzmann’s constant, and T = 300 is the simulation
temperature. f serves as a quantification of hydrophobicity: the larger f , the stronger the
surface-water interactions, and thus the more hydrophilic the pattern.
For a given patch pattern and probe volume, Pv (N ), and f were determined using the
Indirect Umbrella Sampling (INDUS) method [79, 77]. A series of linear biasing potentials
were applied to systematically drive the number of waters in v to zero. In this work, a
biasing parameter, φ, is used that linearly couples to the (coarse-grained) number of waters
in the probe volume, Ñv :

Uφ = U0 + φÑv
Here, Uφ is the biased potential energy function used during a biased simulation, U0 is
the underlying (unbiased) potential energy determined by the system topology and force
field, Ñv is the coarse-grained instantaneous number of waters in v, and φ is a user-defined
potential. Applying the bias to the coarse-grained number of waters is necessary to avoid
applying impulsive forces to waters on the edge of the probe volume; coarse-grained water
numbers were calculated using a length of ξ = 0.01 nm and a cutoff of rc = 0.02 nm.
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As φ is increased, the average number of waters in the probe volume, hNv iφ , decreases
monotonically, and is driven to zero at a sufficiently large value of φ.
Each pattern was energy minimized using the steepest-descent algorithm and equilibrated
to a temperature of T = 300K for 100 ps; the final frame was used as the starting
structure for INDUS production simulations. Following equilibration of each pattern, 16
separate 1.5 ns simulation production runs were conducted at different values of φ (φ =
0.0, 1.0, 1.5, 2.0, 2.5, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0, 9.0, 10.0, 12.0, 15.0, and 20.0 kJ/mol); these values were sufficient to sample a full range of Nv .
In order to calculate pattern hydrophobicity, f , results from the 16 simulations at different values of φ were combined using the (binless) weighted-histogram analysis method
(UWHAM, or, equivalently, the multi-Bennett Acceptance Ratio method, MBAR) [102, 97]
to reconstruct the unbiased probability distribution, Pv (N ), and f is calculated from equation SF.3. − ln Pv (N ) calculated for three 6 × 6 patch patterns are shown in Figure F.9.

F.2. Evaluating and Training Linear Models
All linear machine learning models (M1, M1/Q, M2, M3, M106, etc.) were trained using
ordinary least squares (OLS) regression, using the SKLearn Python package [82]. The
performance of each model was evaluated using 5-fold randomized cross validation (5-fold
CV). In this procedure, the training dataset was randomly split into 5 equally sized cohorts.
The model was subsequently trained on 4 of the 5 cohorts (the ‘training’ dataset) and
evaluated on the remaining cohort (the ‘testing’ dataset). Model errors were quantified by
the root-mean squared error (RMSE) of model residuals ε = f − fˆ in the testing dataset.
This process was repeated for each of the 5 cohorts to generate 5 RMSE estimates for each
model; the final RMSE is the average over all 5 rounds.
Since the 5-fold CV procedure relies on randomly segmenting the dataset, measured RMSEs
stochastic. In order to increase precision in estimates of model RMSEs, the 5-fold CV
procedure was repeated for a total of 100 independent rounds; the overall mean RMSE over
all 500 cross validation rounds was reported for each model.
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To generate error bars for the estimates of the three coefficients in M3 (Figure 5 E in the
main text), the training datasets were randomly split into 5 blocks; the reported error bars
were the standard deviations of the coefficients over all 5 blocks. Again, this procedure
was independently repeated 100 times and the standard deviations averaged to produce the
final error bars for each coefficient.

F.3. Artificial and Convolutional Neural Network Models
Artificial (ANN) and Convolutional (CNN) neural networks were trained on the N = 884
dataset of 6 × 6 patch patterns. ANNs and CNNs were constructed using the PyTorch [76]
Python library.
Rotational Augmentation and Pattern Featurization
In order to enforce the invariance of pattern hydrophobicity under rotation, the dataset of
patterns was rotationally augmented. To do this, each of the N = 884 6 × 6 SAM patterns
was replicated in the dataset 6 times over all 6 possible rotations in a hexagonal lattice
(Figure F.10) to create an expanded dataset of 5304 patterns. In order to accommodate
these rotated patterns, each were embedded in a 13 × 14 background of polar groups.
Each pattern was represented as a 182-component vector, x, where the ith component
indicated the chemistry of that position: non-polar patch groups are assigned a value of
+1, polar patch groups a value of -1, and polar non-patch groups a value of 0, as described
in the main text.
Evaluating ANN and CNN model performance
Similar to the linear models, ANN and CNN model performances were evaluated by 5-fold
CV. In this case, a total of 3 independent rounds of 5-fold CV was repeated to evaluate
each ANN or CNN model. In some cases, ANN or CNN models failed to converge to an
optimum during validation; these trials were excluded from the calculation of the total CV
RMSE.
Models with the best averaged RMSE CV performance were selected and re-trained using
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the entire rotationally augmented dataset to produce the final ANN and CNN models
discussed in the main text.
Neural network training parameters
All ANN and CNN models were trained by minimizing model RMSE by stochastic gradient
descent using the ADAM [52] algorithm included in the PyTorch package. For the ADAM
optimizer, the learning rate was set to 1 × 10−3 , β values were 0.9 and 0.999, and ε =
1 × 10−8 . All models were trained with a batch size of 200 samples, for a maximum of
10,000 epochs.
For each round of CV, and while training on the entire dataset, training was terminated if
model RMSE on the testing dataset did not improve for 200 consecutive epochs.
ANN hyperparamters
The number of hidden layers and nodes per hidden layer in the ANN model was determined
by training a sequence of ANN models with different architectures. The optimal hyperparameters were selected from the model that had the best 5 fold CV RMSE; performance of
different ANN architectures is shown in figure F.11.
The best performing architecture has 3 hidden layers, with 24 neurons per layer, and a
single neuron output layer. All neurons included a trained intercept; the output of each
neuron in the hidden layers was passed through a rectified linear unit (ReLU) activation
filter.
CNN hyperparameters
CNNs were constructed in PyTorch using the Hexagdly [100] plugin to allow convolutions
over hexagonal datasets. Convolutional filters used a kernel size of 1 with a stride length of
1; max pooling filters used a kernel size of 1 with a stride length of 2. A padding length of
1 was used for all filters.
All CNN architectures employed 2 convolutional layers. In each layer, a number of convolutional filters were applied to each pattern, followed by a max-pooling operation to reduce
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the dimensionality of each pattern. Following this, each resultant pattern was subjected to
another round of convolution and pooling. The second convolutional layer was defined to
have the same the number of convolutional filters as the first layer. In each layer, convolved
images were passed through a ReLU filter prior to the max-pooling operation. The output
of the second convolutional layer was passed to a fully connected ANN.
The number of convolutional filters, hidden layers in the ANN, and nodes per hidden layer
were determined by training a variety of models with different parameter combinations
(Figure F.12). The optimal model, used in the main text, has 10 convolutional filters,
2 hidden layers, 8 nodes per hidden layer, and a single-neuron output layer. Again, the
outputs of all hidden neurons were passed through a ReLU activation filter.
CNN filters applied to select patterns
To further illustrate the operations of each convolutional filter, the convoluted images for
a purely non-polar (figure F.13), purely polar (figure F.14), and a heterogeneous pattern
(figures F.15 and F.16).

F.4. Incorporating pair-wise interactions
Initially, M106 was constructed by considering each unique pair of neighboring headgroups.
Each pair k is illustrated in figure F.17. Pairs are classified as either ‘external’ (i.e., between
patch groups and adjacent external OH groups) and ‘internal’ (i.e., between two adjacent
patch headgroups).
An internal pair between patch headgroups i and j can also be indicated by {i, j} (Figure F.17B). Further, the number external OH headgroups that are adjacent patch node i
as:

mext
≡ Number of external polar groups adjacent to patch group i
i
Note that since all non-patch groups are polar, all mext
external pairs made by headgroup
i
i are solely determined by the chemistry of patch group i (i.e., all polar/polar if group i is
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polar, or all non-polar/polar if group i is non-polar).
Finally, introduce an indicator function for each patch group i that takes a value of unity
if group i is a hydroxyl:

hoi =




1

if group i is polar



0

otherwise

For a given pattern x, patch headgroup i forms hoi mext
polar/polar external pairs and
i
(1 − hoi )mext
non-polar/polar external pairs.
i
Note that the total number of polar groups within a patch, ko , is then:

ko (x) =

X

hoi

i∈
groups

Finally, the designate the set of all nearest neighbors to patch group i:

nni ≡ {j|j > i; group j is adjacent to group i}
The condition j > i ensures that each internal patch pair between adjacent groups i and j
is only considered once.
Accounting for system constraints and symmetries
In order to account for neighboring interactions, we classify the chemistry of each pair of
adjacent head groups as either polar/polar (oo), polar/non-polar (oc), or non-polar/nonpolar (cc):

hX
k =




1

if pair k is type X



0

otherwise

X ∈ {oo, oc, cc}

(F.4)

We then formulate an overparameterized linear model that accounts for each pair type:
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fˆ(x) = α0 +

X 

oc oc
cc cc
αkoo hoo
k + αk hk + αk hk



(F.5)

k∈pairs
oo
oc
Note that each edge must be one, and only one, type; thus hcc
k = 1 − (hk + hk ) for all edges
oo
oc
k. Since hcc
k is a linear combination of the the other two indicator functions hk and hk ,

this term can be removed from the regression and its coefficient weights can be absorbed
by the other coefficients and the intercept:

fˆ = α0 +

X 

oc oc
αkoo hoo
k + αk hk



(F.6)

k∈pairs

The model in Equation (F.6) is equivalent to equation (F.5).
We can further separate the sum in equation (F.6) into a sum over external and internal
pairs:

fˆ = α0 +

X
i∈
groups

X X 
 oo o


oo oo
oc oc
mext
αi hi + αioc (1 − hoi ) +
αij
hij + αij
hij
i

(F.7)

i∈ j∈nni
groups

The first sum on the right hand side considers external pairs and is over all patch groups
i that have at least one external neighbor (mext
> 0); all external pairs from group i must
i
all be either polar/polar or non-polar/polar, depending on the chemistry of group i. The
second sum accounts for all internal pairs between adjacent patch groups i and j; coefficients
and pair type indicator functions are re-indexed from over pairs k to pairs {i, j}.
o
The sum over external pairs can be expressed as a linear function of mext
i hi alone:

X
i∈
groups

X
 oo o

oc
o
o
mext
α
h
+
α
(1
−
h
)
=
αioo 0 (mext
i
i
i
i
i
i hi ) + cst.
i∈
groups

oc
For internal pairs (i, j), note that the indicator functions hoo
ij or hij can be expressed as

functions of the identities of groups i and j:
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o o
hoo
ij = hi hj
o
o
o o
o
o
oo
hoc
ij = hi + hj − 2hi hj = hi + hj − 2hij

Thus, the sum over internal pairs (second summation in equation F.7) becomes:

X X 
i∈ j∈nni
groups

X X
X

oo oo
oc o
oo 0 oo
αij
hij + αij
(hi + hoj − 2hoo
)
=
α
h
+
αi hoi + cst.
ij
ij
ij
i∈ j∈nni
groups

i∈
groups

Combining the sums and renaming coefficients, we arrive at a model that is equivalent to
equations F.5 and F.6:

fˆ(x) = α0 +

X

αi hoi +

i∈
groups

Finally, since ko =

o
i∈ hi ,
groups

P

X

o
αioo (mext
i hi ) +

i

X X

oo oo
αij
hij

(F.8)

i∈ j∈nni
groups

if we force all coefficients αi to be equal, we arrive at M106:

fˆ(x) = α0 + αko ko +

X X
i∈ j∈nni
groups

oo oo
αij
hij +

X

o
αioo (mext
i hi )

(F.9)

i∈
groups

This model contains 106 unique features for the 6×6 patches: polar content ko , an indicator
function for each internal pair (hoo
ij ), and an indicator function for each group i that forms
o
ext > 0). 6 × 6 patches have a total
at least one external pair (i.e, mext
i hi for all i where mi

of 85 internal pairs and 20 patch nodes that form external pairs.
Merging similar pair coefficient weights
To reduce the complexity of M106 (equation F.9), we systematically reduce the number of
trained parameters by sharing weights between different features.
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To do this, pairs of coefficients are ‘merged’ by forcing them to have the same value. Pairwise
oo },
merges are performed between pairs of coefficients for the internal patch group pairs, {αij

or between pairs of coefficients for the external patch group pairs ({αioo }). Merges are not
permitted between coefficients for internal and external pairs.
For each round of merging, all possible merges are attempted, and new models are trained on
each possible coefficient merge. The pair of coefficients that provide the best performance,
as measured by CV RMSE, are merged in each round. Each round of merging reduces the
effective number of trained parameters by one.
Forcing all internal and external coefficients to be equivalent results in M3:

fˆ(x) = α0 + αko ko + αnoo

X X

hoo
ij + αnoe

i∈ j∈nni
groups

X

o
mext
i hi

i∈
groups

= α0 + αko ko + αnoo noo + αnoe noe

F.5. Alternative Equivalent Models to M3
Constraints and symmetries for M3
M3 is given as follows:

fˆ(x) = α0 + αko ko + αnoo noo + αnoe noe

(F.10)

As discussed in the main text, α0 represents the predicted hydrophobicity of a pure nonpolar patch of a given size; while the features ko , noo , and noe represent polar patterning:
the total polar content, as well as the number of polar/polar internal or external pairs within
pattern x.
A number of equivalent models can be constructed from equation (F.10) by considering
constraints and symmetries inherent to patches of a given size and shape.
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In general, a p × q sized patch contains the following structural constraints:

ko + kc = pq

Constant total number of patch groups

Mint = noo + ncc + noc

Conservation of internal pairs

Mext = noe + nce

Conservation of external pairs

6ko = 2noo + noc + noe

pairs made by each polar group

6kc = 2ncc + noc + nce

pairs made by each non-polar group

Here, Mext = 4(p + q) − 2 and Mint = 3pq − 2(p + q) + 1 are the numbers of external and
internal pairs, respectively.
Methyl-centric model M3
M3 can be recast from a function of ko , noo , and noe to an equivalent function of kc , ncc ,
and nce . By rearranging the above constraints, one finds:

ko = pq − kc
noo = Mint + ncc + nce − 6kc
noe = Mext − nce
Substituting the preceding equations into equation F.10 results in an equivalent M3, now
in terms of non-polar patterning:

fˆ = α00 + αkc kc + αncc ncc + αnce nce
where:
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(F.11)

α00 = α0 + αko pq + αnoo Mint + αnoe Mext
αkc = −(αko + 6αnoo )
αncc = αnoo
αnce = (αnoo − αnoe )
For the 6 × 6 dataset, the two equivalent forms of M3 are:

fˆ = 134.06 + 7.1 ko − 0.7 noo − 1.0 noe
= 283.99 − 2.9 kc − 0.7 ncc + 0.3 nce
While these models are equivalent, they offer different perspectives: a ‘polar’-centric model,
which emphasizes the change in f upon addition of polar groups, and a ‘non-polar‘-centric
view, which presents pattern hydrophobicity in terms of non-polar chemistry and nonpolar/non-polar adjacent groups.
Thus, two alternative views emerge. The polar-centric representation illustrates that additional polar groups increase pattern hydrophilicity by a maximum of 7.1 kB T per polar
group. However, this increase is reduced if polar groups are placed adjacent to existing
polar groups (by about 0.7 kB T ) or adjacent to external polar groups (by about 1 kB T for
each adjacent external polar group).
In contrast, the second formulation emphasizes how clustering non-polar groups further
decreases hydrophilicity (decreases fˆ, or increases hydrophobicity). Each additional nonpolar group only causes a marginal decrease in fˆ, reducing fˆ by about 2.9 kB T . However,
this effect is increased by clustering non-polar groups together - an additional 0.7 kB T
reduction in fˆ for each non-polar/non-polar pair formed by the addition of the non-polar
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group. Finally, non-polar groups are similarly ‘wasted’ if placed near the edge of the patch,
such that nce increases. This suggests that in order to produce the most hydrophobic patch
possible, non-polar groups should be clustered away from the boundaries of the patch.
We emphasize that both forms of M3 are functionally equivalent; they give identical predictions of pattern hydrophobicity. However, the particular interpretations each present are
distinct: the polar-centric model emphasizes the role of additional polar groups on pattern
hydrophobicity; likewise, the non-polar-centric model focuses on the placement of additional
non-polar groups.

F.6. Wang-Landau sampling of distributions of mutational susceptibilities for 6 × 6
patch patterns
The average mutational susceptibility of all 6 × 6 patterns with a given ko is:
h∆fˆiko =

X

(δko ,ko (x) )(∆fˆ(x))Pko (∆fˆ)

x

Probability distributions of pattern mutational susceptibilities at each ko value are defined
as:

Pko (∆fˆ) ≡

Ωko (∆fˆ)
Ωko

Where Ωko (∆fˆ) is the total number of patterns with ko polar groups that have a mutational
susceptibility of ∆fˆ, and Ωko ≡

(36)!
(ko )!(36−ko )!

is the total number of 6 × 6 patterns with ko

polar groups.
For ko = {0, 1, 2, 3, 4, 5, 31, 32, 33, 34, 35, 36}, Ωko (∆fˆ) is calculated directly by exhaustively
enumerating all Ωko patterns. For intermediate values of ko , Ωko (∆fˆ) is sampled using the
Wang-Landau [113] algorithm, using the same parameters as described previously.
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Figure F.1: SAM system setup. A) Each SAM surface is composed of hexagonally-packed
alkyl chains. Each chain is composed of a sulfur atom (yellow), 10 methylene united carbons (teal), and a terminal headgroup. Non-polar (left, methyl, in teal) and polar (right,
hydroxyl, in red) head groups are used here. Sulfur atoms are position restrained and
spaced 0.5 nm apart in a hexagonally packed lattice in the y − z plane. B) Side-views of
the smaller, 144-chain SAM surfaces. SAMs are arranged in the y − z plane, producing a
planar surface normal to the x axis. SAMs are solvated by a roughly 4 nm thick slab of
explicit water molecules, shown as licorice; SAM groups are shown in space fill, as in A).
Simulation boxes are extended in the x-direction to create a buffering vapor-liquid interface;
a repulsive wall is placed at x ≈ 8.25 nm (pink spheres) to prevent the translation of water
molecules across the periodic boundary in the x direction. Dashed lines indicate roughly
one full hydration layer adjacent to the SAM. C) Side-views of the elongated, 216-chain
SAM surfaces, produced by extending the simulation box in the z-direction.
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Figure F.2: Top-down views of three different purely methyl p × q patches embedded in a
144-chain polar SAM surface. A) A 6 × 6 patch composed of pq = 36 methyl headgroups
(left), and a schematic view (right). Right: the orange outline indicates the boundaries of
the rectangular probe volume, v, in the y and z directions. Left: a schematic representation
of this patch pattern; non-polar methyl headgroups are shown as white hexagons, while
polar headgroups outside of the patch are shown in light blue. B) A purely non-polar 4 × 4
patch. C) A purely non-polar 4 × 9 patch. For each patch, orange rectangles indicate the
y and z boundaries of the rectangular probe volumes, v.
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Figure F.3: Top-down views of selected SAM patches embedded in the larger, elongated
SAM surfaces. Non-patch atoms, again, are uniformly polar. A) A purely non-polar 2x18
patch. B) A non-polar 3x32 patch, and C) a non-polar 2x32 patch.
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Figure F.4: An order parameter, dC , is used to capture clustering of non-polar patch groups.
For a given pattern, dc is defined as the root mean squared deviation of the positions of
patch non-polar groups; ri is the position of the terminal sulfur atom of each non-polar
headgroup i, and rC is the centroid of all kc headgroups.
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Figure F.5: Logarithm of the density of states, Ωko (dC ), of non-polar pattern clustering,
dC , for 6 × 6 patterns with ko = kc = 18. Ωko (dC ) is estimated using the Wang-Landau
(WL) algorithm. Most 6 × 6 patterns with ko = 18 have intermediate values of dC ≈ 1.1
nm. Indicated are three sample patterns generated by WL sampling with different values
of dC . For each value of dC (blue dots), a single pattern is randomly selected and included
in the final dataset; three sample patterns are indicated.
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Figure F.6: The N = 884 dataset of 6 × 6 SAM patterns. Left: 442 patterned SAM
surfaces are generated by sampling the density of states of patterns in dC , Ωko (dC ), for each
value of ko , as described in the text. Each rectangle represents a pattern included in the
dataset with a given value of ko and dC ; each is colored by its measured hydrophobicity, f .
Right: the dataset is doubled by inverting each pattern. For each pattern generated in the
left dataset, the positions of polar- and non-polar groups were swapped to produce a new,
‘inverted’ pattern; these patterns are shown as a function of ko and do , where do represents
the clustering of polar groups, and is calculated analogously to dC .
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Figure F.7: The N = 228 dataset of 4 × 4 shaped patches.
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Figure F.8: The N = 682 dataset of 4 × 9 patch patterns.
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Figure F.9: Pattern hydrophobicities can be measured by sampling the probability distribution, Pv (N ), of observing N water molecules in a probe volume, v, adjacent to each patch
pattern. Shown is the negative logarithm of the probability distributions for equal sized
probe volumes adjacent to 3 different 6 × 6 patch patterns: a purely polar (blue), purely
non-polar (green), and mixed patch (orange). f ≡ −kB T ln Pv (0), which quantifies the free
energetic cost of completely emptying waters from v, is indicated for each patch and serves
as a quantification of pattern hydrophobicity.
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Figure F.10: Rotational augmentation of SAM datasets. Each 6 × 6A SAM pattern was
embedded in a larger, 13 × 14 uniformly polar SAM surface. Each headgroup is colored by
chemistry: polar groups outside the patch are light blue, polar groups within the patch dark
blue, and non-polar groups within the patch are colored white. Pattern hydrophobicity is
independent of rotation, to enforce this, we augmented the original N = 884 pattern dataset
by rotating each pattern within the larger patch, increasing the training dataset used for
the ANN and CNN models by a factor of 6.
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Figure F.11: ANN hyper parameters (number of hidden layers and nodes per hidden layer)
were determined by evaluating ANN models with different architectures. Shown are performances of models with 1 to 3 hidden layers, and from 1 to 32 nodes per each hidden layer.
Each model is evaluated by the average CV’d RMSE, as described in the text. Here, an
ANN with 3 hidden layers and 24 nodes per layer was chosen as the optimally performing
model.
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Figure F.12: The optimal architecture for the CNN models was chosen by evaluating CNNs
with different numbers of convolutional filters, hidden layers, and nodes per hidden layer.
Performance for different archictectures with 1, 2 and 3 hidden fully connected layers are
shown. Again, models evaluated using 5-fold CV RMSE; the best performing model has 10
convolutional filters, 2 hidden layers, and 4 nodes per hidden layer.
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Figure F.13: Output of the first and second convolutional layers for a non-polar pattern. A
non-polar patch pattern (A), is passed through a series of 10 filters (B) to produce ten convolved representations (C). Convolved images are colored according to the strength of the
signal at each position; darker orange indicates a particular convolutional filter produces a
stronger signal at those locations. For instance, the first filter averages groups of non-polar
headgroups, and produces the strongest response at non-polar headgroups surrounded by
other non-polar headgroups. In contrast, the second filter averages over clusters of polar
headgroups, and does not produce a signal in the vicinity of the non-polar patch. The
remaining filters predominantly highlight boundaries between polar and non-polar headgroups; for a uniformly non-polar patch, these filters highlight the boundaries of the patch.
D) A max-pooling operation is subsequently employed to reduce the dimensionality of the
set of convolved images. E) This set of reduced images is subsequently passed through another set of 10 convolutional filters (not shown) to produce a new set of convolved images.
Each image in (E) is produced by applying a single filter in the second convolutional layer
to all of the stacked images in (D). (F) The results of the second convolution are again
subjected to a max-pooling operation to produce a final set of 10 transformed images. This
final representation is subsequently fed into a fully-connected ANN, as described in the text.
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Figure F.14: Output of the first and second convolutional layers for a purely polar pattern.
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Figure F.15: Output of the first and second convolutional layers for a heterogeneous pattern
(A) in the training set of 6 × 6 patterns. Here, the filters (B) highlight regions of polar
and non-polar clustering, as well as boundaries between non-polar and polar head groups
within the pattern (C), producing a distinct featurization (F).
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Figure F.16: Results of applying both convolutional layers to a rotated image of the same
pattern in Figure F.15. Though the results of the first convolutional layer (C,D) are distinct,
the final featurization (F) is similar to that in Figure F.15, indicating that subsequent
convolutional and pooling operations are capable of accounting for rotational symmetries.
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Figure F.17: Incorporating pair-wise chemical patterning. A) Pairs of neighboring headgroups, enumerated for a pattern, x. Each of the 106 unique pairs can be indexed by its
position, k. Internal pairs (orange indices) between adjacent patch headgroups are represented by solid lines and external pairs (fuchsia indices) formed between patch nodes
and external, polar head groups are represented by dotted lines. Headgroups within the
patch are represented by black dots; non-patch headgroups that form external pairs are
indicated by red X’s. B) Pairs can also be indexed by patch headgroup indices i. Shown
is a detailed view of all pairs formed in this particular pattern by headgroup i = 12. This
headgroup forms three distinct internal pairs (solid lines): a polar/polar pair {6, 12} and
two polar/non-polar pairs {12, 13} and {12, 18}. In contrast, headgroup 12 forms mext
i=12 = 3
identical polar/polar pairs, represented as dotted lines.
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Figure F.18: Distribution of coefficients {αk } for each neighboring polar-polar pair in M106.
Distributions are split between coefficients for internal (blue) and external (orange) pairs.
For comparison, the values of the coefficients for the total number of polar/polar internal
and external pairs are shown by green and red vertical lines, respectively.
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Figure F.19: Performance of models accounting for paired polar groups during the coefficient
merging procedure. Shown is the performance of each model, as a CV RMSE, as a function
of the total number of model features. Models M106, M3, and M2 are indicated. The
underlying measurement error in f is indicated as roughly 1.65 kB T , and is less than the
RMSE of all models considered here.

145

Figure F.20: 4 equivalent models M3 can be constructed that capture the impact of polar
chemical patterning on patch hydrophobicity. The fitted values of the coefficients of each
equivalent model are shown. In all cases, the intercepts represent the predicted hydrophobicity of a purely non-polar patch. All models contain a combination of features describing
polar chemical patterning: total polar content, ko , number of adjacent polar/polar patch
groups noo , adjacent polar/non-polar patch groups noc , or the number of adjacent polarexterior pairs noe .

Figure F.21: M3 can also be represented as 4 equivalent models that emphasize the effect
of non-polar patterning on patch hydrophobicity. The fitted coefficients are shown in the
left column; the intercepts for each model represents the hydrophobicity of a purely polar
patch. In each equivalent model, the features capture non-polar chemical features: total
non-polar content (kc ), non-polar/non-polar patch pairs (ncc ), polar/non-polar pairs (noc ),
or non-polar/exterior pairs (nce ).
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Figure F.22: Different, equivalent formulations of M3 that contain a mixture of polar and
non-polar chemical descriptors. Though each of these models is equivalent to the polar
and non-polar centric models in Figures S16 and S15, the intercepts no longer represent
particular patterns.
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Figure F.23: Other interpretations of M3, continued
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Figure F.24: Distributions of pattern mutational susceptibilities, ∆fˆ, for each ko value.
A) For each ko value, the logarithm of the probability distribution of observing patterns
with different susceptibilities to mutations, ln Pko (∆fˆ), is shown. The average
q mutational
susceptibilities, h∆fˆik , are indicated by black dots; the standard deviations, h(δ∆fˆ)2 ik ,
o

o

are indicated as error bars at each value of ko . B-D) Distributions of ∆fˆ are shown for
ko = 9, 18, and 27; for each distribution, three sample patterns are indicated: one with low
susceptibility at that ko , one with the maximum ∆fˆ, and one with a susceptibility close to
the average value.
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Carey, İ. Polat, Y. Feng, E. W. Moore, J. VanderPlas, D. Laxalde, J. Perktold, R. Cimrman, I. Henriksen, E. A. Quintero, C. R. Harris, A. M. Archibald, A. H. Ribeiro,
F. Pedregosa, P. van Mulbregt, and S. . . Contributors. SciPy 1.0–Fundamental Algorithms for Scientific Computing in Python. arXiv:1907.10121 [physics], July 2019.
[113] F. Wang and D. P. Landau. Efficient, multiple-range random walk algorithm to
calculate the density of states. Physical Review Letters, 86(10):2050–2053, Mar. 2001.
[114] J. Wang, D. Bratko, and A. Luzar. Probing surface tension additivity on chemically
heterogeneous surfaces by a molecular approach. Proceedings of the National Academy
of Sciences, Mar. 2011.
[115] J. Wang and A. L. Ferguson. Nonlinear machine learning in simulations of soft and

157

biological materials. Molecular Simulation, 44(13-14):1090–1107, Sept. 2018.
[116] W. I. Weis, R. Kahn, R. Fourme, K. Drickamer, and W. A. Hendrickson. Structure of
the calcium-dependent lectin domain from a rat mannose-binding protein determined
by MAD phasing. Science (New York, N.Y.), 254(5038):1608–1615, Dec. 1991.
[117] A. P. Willard and D. Chandler. Instantaneous Liquid Interfaces. The Journal of
Physical Chemistry B, 114(5):1954–1958, Feb. 2010.
[118] J. M. Winget and T. Mayor. The diversity of ubiquitin recognition: Hot spots and
varied specificity. Molecular Cell, 38(5):627–635, June 2010.
[119] S. A. Wynne, R. A. Crowther, and A. G. Leslie. The crystal structure of the human
hepatitis B virus capsid. Molecular Cell, 3(6):771–780, June 1999.
[120] S. A. Wynne, R. A. Crowther, and A. G. Leslie. The crystal structure of the human
hepatitis B virus capsid. Molecular Cell, 3(6):771–780, June 1999.
[121] E. Xi and A. J. Patel. The hydrophobic effect, and fluctuations: The long and the
short of it. Proceedings of the National Academy of Science, 113:4549–4551, Apr.
2016.
[122] E. Xi, V. Venkateshwaran, L. Li, N. Rego, A. J. Patel, and S. Garde. Hydrophobicity
of proteins and nanostructured solutes is governed by topographical and chemical
context. Proceedings of the National Academy of Sciences, 114(51):13345–13350, Dec.
2017.
[123] L. C. Xue, D. Dobbs, A. M. J. J. Bonvin, and V. Honavar. Computational prediction
of protein interfaces: A review of data driven methods. FEBS letters, 589(23):3516–
3526, Nov. 2015.
[124] L. Young, R. L. Jernigan, and D. G. Covell. A role for surface hydrophobicity in
protein-protein recognition. Protein Science : A Publication of the Protein Society,
3(5):717–729, May 1994.
[125] J. Zaitseva, K. M. Meneely, and A. L. Lamb. Structure of Escherichia coli malate
dehydrogenase at 1.45 A resolution. Acta Crystallographica. Section F, Structural
Biology and Crystallization Communications, 65(Pt 9):866–869, Sept. 2009.
[126] R. Zhou, X. Huang, C. J. Margulis, and B. J. Berne. Hydrophobic Collapse in Multidomain Protein Folding. Science, 305(5690):1605–1609, Sept. 2004.
[127] F. Zhu and G. Hummer. Convergence and error estimation in free energy calculations
using the weighted histogram analysis method. Journal of Computational Chemistry,
33(4):453–465, Feb. 2012.
[128] R. W. Zwanzig. High-Temperature Equation of State by a Perturbation Method. I.
Nonpolar Gases. The Journal of Chemical Physics, 22(8):1420–1426, Aug. 1954.

158

