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a b s t r a c t
Computing paradigms have shifted towards highly parallel processing and massive replication of data.
This entails the eﬃcient distribution of requests and the synchronization of results provided to users.
Guaranteeing SLAs requires the ability to evaluate the performance of such systems while taking the effect
of non-parallel workloads into consideration. This can be achieved with performance models that are able
to represent both parallel and sequential workloads. This paper presents a product-form stochastic Petri-net
approximation of fork-join queueing networks with interfering requests. We derive the necessary conditions
that guarantee the accuracy of the approximations and verify this through examples in comparison to
simulation. We apply these approximate models to the performance evaluation of replication in NoSQL cloud
datastores and illustrate the composition of large models from smaller models, thus facilitating the ability
to model a range of deployment scenarios. We show the eﬃciency of our solution method, which ﬁnds the
product-form solution of the models without the representation of the state-space of the underlying CTMC.
© 2015 The Authors. Published by Elsevier Inc.
This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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i1. Introduction
The advent of heterogeneous cloud services and their complex
underlying interdependencies necessitate the need for predictive,
quantitative modelling of their performance as a prerequisite for
their eﬃcient design. As the size and interoperability of these sys-
tems increases, simulation rapidly becomes prohibitive necessitating
the need for lightweight analytical models or their approximations
to analyze and predict the performance and related costs of such
emerging architectures. Cloud pay-for-use services, virtualization
and high speed data generation and processing require dynamic,
self-managing and autonomous systems that can effectively respond
to changes in workloads by amending their conﬁgurations to meet
SLAs at runtime. Analytical performance models and approximations
are candidates for such implementations (Huebscher and McCann,
2008) within lightweight dynamic conﬁguration monitors and tools.
The parallel processing paradigm has become the backbone of
cloud and web services, in which requests are distributed to multi-
ple processing nodes in parallel in order to decrease latency, in the
case of high performance computing, and to increase availability in
the context of web and cloud databases. This processing behavior is
analogous to the fork-join structure in which arriving jobs are split to∗ Corresponding author. Tel.: +44 (0) 20 7594 8331.
E-mail addresses: rosman@ieee.org, rosman@imperial.ac.uk (R. Osman),
p.harrison@imperial.ac.uk (P.G. Harrison).
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ng. Further, this fork-join split and synchronization behavior exhibits
tself in
(1) the parallel processing of Big Data within the MapReduce
framework in which intermediate results are combined to
form the ﬁnal result (Dean and Ghemawat, 2008);
(2) RAID disk storage (Patterson et al., 1988) that delivers high re-
liability coupled with high performance through the access of
replicated data on multiple disks;
(3) the parallel invocation of composite web services within a ser-
vice application (Menasce, 2004); and
(4) eventual consistency in NoSQL datastores in which copies of
replicated data items are compared for consistency (Cattell,
2011; Stonebraker and Cattell, 2011).
Eﬃcient utilization and energy eﬃciency require that infrastruc-
ure nodes are not dedicated to one application or service. Thus it is
xpected that in the above examples the infrastructure would pro-
ess independent workloads that do not participate in the fork-join
ynchronizing process. These non-forking workloads will affect the
erformance, and thus the SLAs, of the forking requests. Such scenar-
os can be represented by fork-join systems with interfering requests;
his allows for the performance analysis of realistic architectures and
pplications and does not isolate the forking requests from the effects
f the environment.
In this paper, we present the approximate analytical solution of
ork-join queueing systems with interfering requests utilizing ther the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Fig. 1. An n-queue fork-join queueing system with full fork and interfering requests.
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mroduct-form solution of stochastic Petri-nets (SPN) which we refer
o as RB-n-m replication blocks. These models are applied to the per-
ormance analysis of NoSQL cloud datastores. Modelling replication
n NoSQL datastores requires the representation of
(1) the processing of requests arriving at a node;
(2) the synchronization of requests for multiple copies of a data
item and;
(3) the routing of requests based on the number of copies stored
across the cluster.
NoSQL datastores cater mainly to distributed Web 2.0 applica-
ions (Stonebraker and Cattell, 2011) which require low latency with
weaker guarantee of data consistency (Cattell, 2011). Thus datas-
ore performance depends on the ability of the nodes to cooperate in
atisfying user requests in a timely fashion.
The primary technique used to solve the approximate fork-join
ueueing models is the Reversed Compound Agent Theorem (RCAT)
Harrison, 2003), which provides a uniﬁed framework for the deriva-
ion of product-form solutions for cooperating Markovian processes
y representing the cooperation as RCAT rate equations. We approxi-
ate the fork-join queueing system as a certain type of synchroniz-
ng product-form stochastic Petri nets called building blocks (Balsamo
t al., 2012) and derive the assumptions needed to accurately rep-
esent the performance measures of the fork-join queueing system.
utomated direct solutions of the RCAT rate equations have not been
ttempted, as it has been deemed diﬃcult due to the non-linearity
f the equations (Balsamo et al., 2010a). In this paper, we formulate
he solution of the RCAT rate equations into a non-linear optimization
roblem and illustrate the scalability and ﬂexibility of the technique
n comparison to current methods in the literature.
The contributions of this paper are the following:
• We present an approximation of fork-join queueing networks
with interfering requests based on product-form SPNs, which we
have called RB-n-m replication blocks. We give the conditions
which guarantee the accuracy of these approximations and give
counter examples when they exist. We validate the solution of the
RB-n-m replication blocks in comparison to simulation for any n
places and anym partial or full forking requests.
• We apply the product-form RB-n-m replication blocks to replica-
tion in NoSQL datastores and analyze the performance of these
systems. In addition, we show how to compose larger models
from smaller RB-n-m models to evaluate non-centralized scenar-
ios. At present, performancemodelling has concentrated on tradi-
tional relational databases (Osman and Knottenbelt, 2012), using
mainly queueing networks, (e.g. Nicola and Jarke (2000); Elnikety
et al. (2009); Di Sanzo et al. (2010); Osman et al. (2011)) and
queueing Petri nets, e.g. (Osman et al., 2013; Coulden et al., 2013).
Recent work (Osman and Piazzolla, 2014; Gandini et al., 2014) in
modelling NoSQL replication uses simulation based techniques to
solve the models.
• We have formulated the RCAT rate equations of our models as a
non-linear optimization problem, which ﬁnds the product-form
solution of the models without the representation of the state-
space of the underlying CTMC. We show that our method is more
ﬂexible and scalable in comparison to existing RCAT automated
solution methods in the literature.
The rest of this paper is organized as follows. Section 2 presents
he background and related work for fork-join systems. In Section 3,
e present the details of the product-form approximation and con-
itions for accuracy. We illustrate the generatation of the RCAT rate
quations in Section 4. Validation of the models is presented in
ection 5. We model and evaluate the performance of NoSQL data-
tores in Section 6. Finally, we conclude the paper and provide direc-
ions for future work in Section 7.. Background and related work
.1. Fork and join systems
Fig. 1 details an n-branch fork-join queueing system where each
ranch is represented by an M/M/1 queue. The system has two types
f arrivals: forking and interfering. Forking requests arrive at the fork-
ng point and are split intom (m > 1) independent tasks to be served
n parallel at all of them queues. Tasks that have completed their ser-
ice wait at the join point until allm jobs have competed their service
nd then re-join and leave the system. Interfering jobs are indepen-
ent arrivals to any of the n queues that do not fork and thus affect
he processing of forked tasks as shown in Fig. 1. In this paper we re-
er to forked arrivals as replicated requests and interfering arrivals as
on-replicating requests.
Arriving jobs can be forked to m < n queues, known as partial
ork, or m = n queues known as full-fork. Fig. 1 shows an example of
ull-forked tasks. Partial forked jobs will randomly choose m of the
queues for service. Dynamic forking is when a forked request will
rrive with a different probability to each of the m queues. Fork-join
ystems can be homogenous, i.e., all service times for forked and
nterfering requests are the same or heterogeneous in which their
ervice times differ at each queue. In this paper, we examine homo-
eneous systems and partially heterogeneous systems in which the
ervice times for the forking (interfering) requests are the same at
ach queueing center. We present cases for full fork and partial fork,
oth with interfering requests.
.2. Related work
The synchronized arrivals and processing of forked requests
ake the exact analysis of fork-join queueing systems intractable,
s the state space of the model becomes impractical to solve. Flatto
nd Hahn (1984) provide an exact solution for an open two-way
arkovian fork-join queue with heterogeneous servers by solving
he underlying CTMC. This was extended by Baccelli and Makowski
1985), Baccelli (1985) to derive the exact solution for an M/G/2
ork-join system. The performance measures of fork-join queueing
ystems with more than two service centers are derived using ap-
roximation techniques. Most of these studies derived bounds on the
erformance for single-class full-fork systems with homogeneous
ervice centers. Baccelli and Makowski (1989), Varma and Makowski
1994) approximate the bounds on the mean response times for
ull fork open systems. Varki (2001), Varki et al. (2013) calculate re-
ponse time bounds for open and closed fork-join systems and extend
ean-Value Analysis (MVA) for such closed systems in Varki (1999).
Maximum order statistics are used to approximate the synchro-
ization time of heterogeneous full fork systems in Lebrecht and
nottenbelt (2007); Harrison and Zertal (2003). Chen (2001) applies
bubble sort analysis in combination with simulation to approxi-
ate an upper bound for the mean response time of an open full-fork
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Fig. 2. The (a) RB-2-2 replication block and the corresponding (b) fork-join queueing
system. The area within the dotted rectangle in (a) represents the BB-2 SPN.
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Rhomogeneous queueing system. A matrix geometric solution is ap-
plied to derive the upper and lower bounds of the performance mea-
sures of a heterogeneous full-fork open system in Balsamo et al.
(1998) and to calculate the moments of the mean queue lengths in
Balsamo and Mura (1997). Casale et al. (2008) apply a noniterative
analysis technique to approximate the performance measures for a
closed full-fork queueing system.
Few studies investigate the performance of dynamic fork-join sys-
tems. For example, Varki et al. (2012) calculate the pessimistic and
optimistic bounds and approximation for the mean response time
of a fork-join queue with dynamic forking. Kumar and Shorey (1993)
calculate bounds on the mean response times for a fork-join system
in which the number of forked jobs is random. Both these works as-
sume a single class homogeneous system. The work in Alomari and
Menasce (2014) provides anMVA approximation for dynamic and full
fork joins for a multi-class homogenous and heterogeneous open and
closed fork-join queues. The customers in the approximation are dis-
tinguished by their forking behaviour and service times.
2.2.1. Fork-join systems with interfering requests
Nelson and Tantawi (1988) build on the work in Flatto and Hahn
(1984) to derive an approximate closed-form expression for themean
response time for a n-way fork-join system, 2≤ n≤ 32, with homoge-
nous servers. Interfering read requests are assumed to arrive uni-
formly to the n servers and write requests are processed as a full-fork
to all n servers. The work in Thomasian and Menon (1994); 1997);
Thomasian (1997) present an approximation of mean response times
for fork-join requests in RAID5 disk arrays in degradedmode inwhich
interfering requests arrive at the n − 1 surviving disks in addition to a
(n − 1)-full-fork request that is used to reconstruct the nth failed disk.
The work presented in this paper approximates heterogeneous
closed fork-join queueing systems with interfering requests by
deriving the mean performance measures for full and partial fork
scenarios. We approximate the n-node fork-join system by a closed
n-place product-form SPN. The models are represented by a set of
non-linear equations (RCAT rate equations) that describe the system.
Our method is less computationally intensive in comparison to the
iterative and non-iterative methods present in the literature, as the
structure of the non-linear equations allows for eﬃcient solutions
using available solvers. In the rest of this paper we will refer to
a fork-join queueing system with interfering requests simply as a
fork-join queueing system.
2.3. Product-form SPNs
The Reversed Compound Agent Theorem (RCAT) (Harrison, 2003)
is a generic framework to establish the existence and derivation of
product-form solutions. RCAT speciﬁes a set of suﬃcient conditions
on the speciﬁcation of the cooperating Markovian processes, if ap-
plicable, ensures a product-form solution exists. The synchronization
between the cooperating components is represented by a system of
equations referred to as the rate equations of the model which are
formulated from the reversed rates of the model. If the system of rate
equations has a solution then the model is in product-form. A gen-
eral introduction to RCAT is provided in the Appendix. In this paper,
we derive and solve the RCAT rate equations for product-form closed
SPNs that approximate the performancemeasures of the correspond-
ing closed fork-join queueing networks.
RCAT refers to the structure used to analyse SPNs in product-form
as building blocks (BBs) (Balsamo et al., 2012). A BB-N consists of a set
of places P1, . . . , PN, a set TI of input transitions whose input vectors
are null and a set TO of output transitions whose output vectors are
null. All the arcs have multiplicity 1.
Deﬁnition 1. (Building Block (BB) (Balsamo et al., 2012)) Given an
ordinary (connected) SPN S with a set of transitions T and set of Nlaces P . Deﬁne I(T) as the input vector and O(T) as the output vector
f transition T. Then S is a building block if it satisﬁes the following
onditions:
1. All transitions are either input or output transitions: For all T ∈ T
then either O(T) = 0 or I(T) = 0. In the former case, we say
that T ∈ TO is an output transitionwhile in the latter we say that
T ∈ TI is an input transition. Note that T = TI ∪ TO and TI ∩ TO =
φ, where TI is the set of input transitions and TO is the set of
output transitions.
2. For each T ∈ TI, there exists T ′ ∈ TO such that O(T) = I(T ′) and
vice versa.
3. The SPN must be connected: Given two places Pi, Pj ∈ P,1 ≤
i, j ≤ N, there exists a transition T ∈ T such that the compo-
nent i and j of I(T) or of O(T) are non-zero.
Figs. 2 and 3 give examples of models containing BBs consisting of
wo (BB-2) and three (BB-3) places. In this paper, we use Ny to refer
o a place with index y and Ry(R′y) to denote an input (output) transi-
ion, where y is the set of place-indices that the input (output) tran-
ition produces (consumes). The arrival rate at place Ny is λy and the
ervice rate is μy. The suﬃcient conditions for the product-form of a
B is given in Theorem 1 (Balsamo et al., 2012) and the throughput
reversed rate) of the output transition in Lemma 1 (Balsamo et al.,
012).
heorem1. Consider a BBwith N places. Let ρy = λy/μy for Ry,R′y ∈ T ,
y| ≥ 1. If the following system of equations has a unique solution ρ i, (1
i ≤ N):
ρy =
∏
i∈y
ρi ∀y : Ry,R′y ∈ T ∧ |y| > 1
ρi =
λi
μi
∀i : Ri,R′i ∈ T ,1 ≤ i ≤ N
(1)
hen the net’s balance equations - and hence stationary probabilities
hen they exist - have a product-form solution:
(m1, . . . ,mN) ∝
N∏
i=1
ρmi
i
. (2)
emma 1. In a product-form BB that satisﬁes the conditions of
heorem 1, the throughput (reversed rate) of every output transition
′
y ∈ TO is λy, i.e. the rate of the corresponding input transition.
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tFor example, the BB-2 in Fig. 2(a) will satisfy the conditions of
heorem 1 when
12 = ρ1ρ2.
urther, we refer to the reversed rate of R′y as xy and thus the BB-2 in
ig. 2(a) will be in product-form when
x12
μ12
= x1
μ1
x2
μ2
.
he rest of this paper will use this form to express the product-form
onditions of a BB-N in order to avoid confusion with the stability
onditions of the models presented in the following sections.
. Approximation of fork-join systems
Fig. 2(b) shows an example of a two-node closed fork-join queue-
ng network. In this example, the client generates requests to the fork-
oin queues, in which a request is either sent to queue N1 with rate
1, queue N2 with rate λ2, or forked to both queues with rate λ12.
hese arrival rates depend on the routing probabilities speciﬁed for
he output of the client-node. We assume that a forked request is
rocessed with service rate μ12 at both queues and a non-forked re-
uest is processed with rate μ1 = μ2 at each individual queue. These
ssumptions produce two customer classes from the perspective of
he fork-join queues (forked and non-forked) and one customer class
rom the perspective of the client and the complete system. When
1 = μ2 = μ12, the system will reduce to a single customer class in
elation to processing. These assumptions are comparable to actual
ystems, e.g., replicated databases or RAID clusters, in which the re-
uest processing time can be the same but the behavior of the request
n the system differs, based on whether the data is allocated to one or
ore servers/disks or the processing times for forked requests differ
rom the corresponding non-forked requests due to synchronization.
n this section, we illustrate how to approximate such a closed n-node
ork-join queueing systemusing product-form SPNs constructed from
Bs.
The BB-2 of Fig. 2(a) represents the approximation of the equiv-
lent two-node fork-join system of Fig. 2(b). For the BB-2, the fork
rocess is represented by the input transition R12 and the join pro-
ess is represented by the output transition R′
12
. Evidently, this does
ot faithfully model the join operation, e.g., when R12 deposits forked
equests into N1 and N2, all output transitions become enabled and
hus one transition is chosen randomly to ﬁre. If R′
1
or R′
2
ﬁres, this
ould result in an output of a non-forked request instead of the in-
ended forked request, thus generating one additional request in theystem. Conversely, two single non-forked arrivals from R1 and R2
ay be removed from N1 and N2 together by a ﬁring of R
′
12, de-
reasing the population by one. In the case of a product-form BB-2,
he mean token population stays the same when the fork-join transi-
ions are added, but the throughput obviously increases to the sum of
ll the input transition rates – both forking and non-forking. Indeed,
e observe in simulation tests that the closed network of Fig. 2(a)
as a much higher system throughput than that of the correspond-
ng fork-join system. For a BB-n to accurately approximate the cor-
esponding n-node fork-join queueing system, the effect of the non-
ynchronizing transitions, R′
1
and R′
2
in the case of the BB-2, needs to
e minimized, such that the resulting performance measures of the
B-n in the steady state are suﬃciently close to those of the n-node
ork-join queueing system. In the following, we derive the required
onstraints. The term synchronizing input (output) transition will be
sed interchangeably to refer to the forking (joining) transitions in
he SPNs.
.1. Deﬁnitions
We approximate the quantitative behavior of multi-class fork-join
replicated) systems using product-form SPNs. A fork-join queue-
ng system is represented as a closed model with an IS client node
epresenting incoming requests and a BB-n representing the nodes
queues) of the fork-join system, as in Fig. 2(a). We refer to these
losed models as replication blocks (RBs) and use the notation RB-n-
to refer to a replication block that represents an n-node fork-join
ueueing system with fork policym, wherem = 2, . . . ,n, i.e., all pos-
ible partial forks and a full fork for the forking customer class. For
onsistency, we refer to the fork policy as the replication factor. In ad-
ition, all n nodes in the replication block receive non-replicating (i.e.,
on-forking) requests. In this work, we consider systems inwhich the
ervice rates of the replicated (non-replicated) requests are identical.
To simplify the calculation of the performancemeasures of the RB-
-m and avoid the calculation of the normalization constant, we fol-
ow the convention in Lladó andHarrison (2011), Balsamo et al. (2012)
y considering each place Ni in the BB-n as an independent M/M/1
ueue. This approximation is exact when no forking customers arrive
nto the system. For example, in the RB-2-2 in Fig. 2(a), if the syn-
hronizing input and output transitions (R12&R
′
12
) are suspended and
ccordingly the forking class in Fig. 2(b), then the two models will be
quivalent, i.e., two independent M/M/1 queues with one customer
lass. However, when the synchronizing input and output transitions
re reactivated, the fork-join queueing system will receive two cus-
omer classes that will be processed independently, while the SPN
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swill receive one token type that will be processed randomly, irre-
spective of whether it was the result of ﬁring a synchronizing or non-
synchronizing input transition. For this approximation to be equiva-
lent to the fork-join system we must consider the effect of the lack
of distinction between the forking and non-forking customers in the
RB-n-m.
First, the stability condition ρ i < 1 for each place Ni should con-
sider the arrivals and departures of both the synchronizing and non-
synchronizing customers similar to the fork-join system. This will
prevent the RB-n-m places from becoming saturated. To achieve this,
we distinguish between the arrival and departure rates of synchro-
nizing and non-synchronizing tokens. We present the following well-
known stability condition for each place Ni of the SPN within the RB-
n-m as a deﬁnition:
Deﬁnition 2. The stability condition for the product-form BB-n de-
ﬁned in Theorem 1 when approximating each place as an M/M/1
queue is:
ρi =
xi
μi
+
∑
j =i
x j
μ j
< 1
Here i is the index of the non-synchronizing input transition of
node Ni and j is the index of the synchronizing input transitions to
place Ni where j represents the set of place indices that receive to-
kens from the synchronizing transition including Ni. Deﬁnition 2 rep-
resents the value of ρ i used to calculate the performance measures
of the RB-n-m in Section 4.3. As an example, consider the BB-2 in
Fig. 2(a), in which the stability condition for the places will be:
ρi =
xi
μi
+ x12
μ12
< 1, where i = 1,2.
Second, we must limit the ﬁring of the non-synchronizing output
transitions in order tominimize the rate of production of extra tokens
in the system. This is accomplished by placing a constraint on the re-
versed rates of the non-synchronizing output transitions such that,
in the steady state, the RB-n-m is equivalent to the fork-join queue-
ing system. We would expect the solution of the RB-n-m models to
be an accurate approximation when μi < μj. From experimentation
and simulations, we have estimated an upper bound for the reversed
rates of the non-synchronizing output transitions R′
i
, such that, in the
steady state, the effect of the non-synchronizing transitions is mini-
mized. This bound is formally deﬁned as:
Conjecture 1. A product-form BB-n with stability condition as deﬁned
in Deﬁnition 2, will make the effect of the non-synchronizing transitions
negligible, in the steady state, thus approaching the behavior of an n-
node fork-join queueing system, when:
xi
μi
<
1
ni
, where i = 1, . . . ,N,
and ni is the total number of input transitions entering place Ni.
The combination of the previous constraints and the values of
the output transition rates determine the value of the reverse rates,
which in turn, determine the mean number of tokens/customers in
each place in the steady state. When the mean number of customers
in the system is large, we would expect the RB-n-m to be an accurate
approximation as, in equilibrium, any inaccuracies will tend to aver-
age out. Thus, a lower bound on the mean number of customers in
the system should be deﬁned, such that, in equilibrium, the perfor-
mance of the SPN and the fork-join system are identical. From exper-
imentation, we have found that when themean number of customers
is greater than the number of nodes in the system, the RB-n-m will
be an excellent approximation of the corresponding n-node fork-join
queueing system. We formally express the relationship between the
output transition rates, the previous constraints (1 & 2) and the lower
bound on the mean number of customers in the system as follows.onjecture 2. For an RB-n-m with an N place BB-n and stability con-
ition of Deﬁnition 2, deﬁne μi(μj) to be the service rate of the non-
ynchronizing (synchronizing) output transitions for place Ni and ni the
otal number of input transitions to place Ni, (1 ≤ i ≤ N). The RB-n-m is
n accurate approximation of the corresponding n-node closed fork-join
ueueing system with mean number of customers C in the system, iff:
xi
μi
<
1
ni
,
μi = μ j, and
C > N.
hen μi = μ j, then C  N.
In Sections 5.1 & 5.2, we give examples and counter examples
or the above conjecture and show its applicability when modelling
eplication in NoSQL datastores in Section 6. In the next Section, we
erive the RCAT rate equations for two and three node replication
locks for different fork policies, then generalize to n-node systems.
. Modelling fork-join constructs
.1. The RB-2-2 replication block
Fig. 2(a) shows a replication block with two places/nodes (N1 and
2) that participate in a synchronization. The RB-2-2 represents a
wo node cluster, in which the replication factor is two. The client is
epresented by an IS queue. A client sends two classes of requests:
on-replicated requests, which are randomly routed to each node
ith probability pi, where i = 1,2, and replicated requests, which are
outed to both nodes in parallel with probability p12. Arrivals of non-
eplicated requests are represented by the non-synchronizing timed-
ransitions R1 and R2. Arrivals of replicated requests are represented
y the synchronizing transition R12, in which the indices represent
he synchronizing nodes. All nodes in the cluster are identical and
hus processing times are the same: non-replicated request process-
ng is represented by the output transitions R′
1
& R′
2
and replicated
equest processing is represented by the output transition R′
12
. After
rocessing, all requests are routed back to the client.
Using RCAT terminology, in the RB-2-2 the active actions are the
ervice completions at the client queue or the ﬁring of an output tran-
ition at the replication block. The reversed rates are the combined
rrival rates at the client queue or the input transitions to the repli-
ation block. Assume the service rates at the client queue and the
utput transitions are μT, μ1, μ2, μ12 and the arrival rates (reversed
ates) at the client queue and the input transitions are xT, x1, x2, x12,
espectively (direct application of Lemma 1). Then the rate equations
or the RB-2-2 are as follows.
x1 = p1xT ,
x2 = p2xT ,
12 = p12xT ,
xT = x1 + x2 + x12.
rom Theorem 1 the RB-2-2 is in product-form when satisfying:
12 = μ12 x1
μ1
x2
μ2
.
nder the condition p1 + p2 + p12 = 1. To approximate a two-node
ork-join queue, the rate equations are solved with the additional
ondition (Conjecture 1):
xi
μi
<
1
2
, where i = 1,2.
o derive the performance measures of the RB-2-2, we calculate the
tability condition taking into account the rate of non-replicated and
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replicated requests arriving and departing from each place. Therefore,
he stability condition for each place is (Def. 2):
i =
xi
μi
+ xik
μik
< 1, where i, k = 1,2 and k = i.
nd the stability condition for the IS client is:
i =
xi
μi
< 1, where i = T.
.2. The RB-3-m Replication Block
Fig. 3(a & b) shows the RB-3-2 & RB-3-3 replication blocks. Here
he cluster size is 3 with the places N1, N2 & N3 representing the
odes. The data is replicated two times in RB-3-2 (Fig. 3(a)) and
hree times in RB-3-3 (Fig. 3(b)). The non-replicated request arrivals
re represented by transitions R1, R2 & R3 with arrival probabili-
ies pi, i = 1,2,3. Processing is represented by the output transitions′
1
,R′
2
& R′
3
with rates μi, i = 1,2,3. For the RB-3-2, the replicated
equest arrivals are represented by the (32) number of synchronizing
ransitions labeled Rik with arrival probability of pik and correspond-
ng output transitions R′
ik
where k = 1,2,3 and k = i. For the RB-3-3,
he replicated request arrivals are represented by the (33) transition,
n this case R123 with arrival probability p123 and corresponding out-
ut transition R′123. For both replication blocks the combined service
ates are routed back to the client.
Let A be the set of node indices of RB-3-2 and C be the set of all
-combinations of A. Hence, the rate equations for the RB-3-2 are:
xi = pixT , i ∈ A,
x j = pjxT , j ⊂ C,
T =
∑
i∈A
xi +
∑
j⊂C
x j.
he RB-3-2 is in product-form when satisfying:
j = μ j
xk
μk
xl
μl
, j ⊂ C & (k, l) ∈ j.
nder the condition:
i∈A
pi +
∑
j⊂C
p j = 1,
nd the condition for approximating a three-node fork-join system:
xi
μi
<
1
ni
, where i ∈ A,ni = | j| + 1, j ⊂ C, i ∈ j.
n this case, ni = 3, representing two replicating and one non-
eplicating input transitions to each place. The stability conditions for
he RB-3-2 are:
i =
xi
μi
+
∑
j⊂C
i∈ j
x j
μ j
< 1, i ∈ A,
i =
xi
μi
< 1, i = T.
he RB-3-2 has seven rate equations and three conditions for
roduct-form. Redeﬁning A as the set of node indices of RB-3-3 and C
s the set of all 3-combinations of A. The rate equations for the RB-3-
will be the same as those for the RB-3-2, except producing ﬁve rate
quations and one condition for product-form.
.3. The general RB-n-m replication block
In general, a replication block RB-n-m has a SPN net with n places
nd n + (nm) transitions. N represents the cluster size and m is the
eplication factor and m ≤ n. Let A be the set of node indices of
he RB-n-m and C be the set of all m-combinations of A. Requests
rrive from an IS client with rate μ . The n non-replicated requestsTrrivewith probability pi to the input transition Ri, i ∈ A. The (nm) repli-
ated requests arrive with probabilities pj to the input transitions Rj
here j⊂C. The corresponding output transitions for non-replicated
nd replicated requests are R′
i
& R′
j
with service rates μi & μ j . The
utput service rates combine to form the arrival rate at the IS client.
he complete net will have n + 1+ (nm) rate equations as follows:
i = pixT , i ∈ A, (3)
j = pjxT , j ⊂ C, (4)
T =
∑
i∈A
xi +
∑
j⊂C
x j. (5)
he number of conditions for product-form for an RB-n-m replication
lock is (nm) given by:
j = μ j
∏
k∈ j
xk
μk
, j ⊂ C. (6)
nder the condition:
i∈A
pi +
∑
j⊂C
p j = 1, (7)
nd the condition for approximating an n-node fork-join system:
xi
μi
<
1
ni
, where i ∈ A,ni = | j| + 1, j ⊂ C, i ∈ j. (8)
he stability conditions for the RB-n-m are:
i =
xi
μi
+
∑
j⊂C
i∈ j
x j
μ j
< 1, i ∈ A, (9)
i =
xi
μi
< 1, i = T. (10)
.3.1. Performance measures
From Eqs. (3)–(6), the accurracy condition (8) and the stability
onditions (9 & 10) the unconditional product-form in equilibrium
or the RB-n-m is given by:
(m1, . . . ,mn,mT ) =
ρmT
T
e−ρmT
mT !
G
∏
i∈A
ρmi
i
(11)
is the normalizing constant, which is calculated as the product of
he normalizing constants for each place Ni, i ∈ A, as we consider each
lace in the BB-n-m as anM/M/1 queue:
=
∏
i∈A
(1 − ρi)
enamingmT tomn+1, Eq. (11) becomes:
(m1, . . . ,mn,mn+1) = e
−ρmn+1
mn+1!
n∏
i=1
(1 − ρi)
n+1∏
i=1
ρmi
i
(12)
rom Eq. (12), the mean queue length for each place in the net is:
i =
ρi
(1 − ρi)
, i ∈ A, qn+1 = ρn+1. (13)
he throughput of the complete system is:
hpt = ρn+1μn+1 = xn+1. (14)
rom Little’s Law, the response time for the closed system is:
T =
n+1∑
i=1
qi
Thpt
− 1
μn+1
. (15)
n the next sections, we use these results to compare the analytical
olution of the RB-n-m replication blocks to the simulation of the cor-
esponding n-node fork-join queueing systems.
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Fig. 4. The non-linear optimization model for the RB-n-m replication block.
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p5. Solving the RB-n-m replication block
Assuming the service times are known, the RB-n-m requires
(nm) + n inputs to be chosen such that the conditions of product-
form are satisﬁed. There are n independent inputs which repre-
sent the non-replicating transitions. Hence, we can independently
choose the n independent input probabilities for the non-replicating
transitions, after which the remaining (nm) probabilities can be cho-
sen to guarantee product-forms for the RB-n-m. For an RB-2-2
this is straightforward and the rate equations can be solved. How-
ever, as the number of places increases the process of choosing
the independent n probabilities that will satisfy the product-form
conditions and produce a solution for the rate equations becomes
tedious.
The rate equations, the product-form conditions and the accu-
racy condition for the RB-n-m form a system of non-linear equa-
tions. To ﬁnd a general solution to this non-linear system we for-
mulate it as a non-linear optimization problem. The objective is to
ﬁnd the (nm) + n probabilities (Eq. (7)) and the n + 1+ (nm) values of
the xis that maximize the throughput (Eq. (14)) of the net. We have
chosen to maximize the throughput as it is analogous to maximiz-
ing the reversed (arrival) rates of the nodes, as evident from Eq. (5).
This is subject to the constraints of: (a) the n + 1+ (nm) rate equa-
tions (Eqs. (3)–(5)), (b) the (nm) product-form conditions (Eq. (6)), (c)
the n accuracy conditions (Eq. (8)) and (d) the n + 1 stability condi-
tions (Eqs. (9) & (10)). The input to the optimization problem is the
number of nodes, n, the replication factor, m, the service demands of
the output transitions,μi, the client think rate,μT and the maximum
utilization, ui, i = 1, . . . ,n + 1. A speciﬁcation of the non-linear opti-
mization model is in Fig. 4..1. Validation
To solve the non-linear optimization problem, we parameterized
he model by specifying the service rate for all the non-replicating
utput transitions with μi = 5 and μ j = 12 for the replicating out-
ut transitions. The client think rate was μT = 0.5 and the utiliza-
ion was set to ui ≤ 0.99 (i ∈ A or i = T ). Solving the non-linear sys-
em, we obtained the values for the probabilities and the reverse
ates that satisfy the rate equations and the product-form and ac-
uracy conditions. Table 1 details the computed values for the RB-
-2, RB-3-m and RB-4-m, where m = 2, . . . ,n, replication blocks.
e observe that the routing probabilities for the Ris are equal and
hus their reversed rates are equal. This also applies to the Rjs. This
esult is independent of the service rates, as it holds even when
i = μ j .
From the results in Table 1, we calculated the performance mea-
ures for each model. To validate the solution of the RB-n-m blocks
e compared the results provided by the solver to a discrete event
imulation of the corresponding n-node fork-join queueing system.
he simulation was parameterized with the service rates for each
B-n-m and the probabilities and mean number of customers ac-
uired from the solution of the non-linear system. The performance
easures calculated for the RB-2-2, RB-3-m & RB-4-m nets, where
= 2, . . . ,n, were compared to the simulation of the corresponding
-node fork-join queueing system at 95% conﬁdence interval. Table 2
onﬁrms the excellent agreement between the product-form solu-
ion in comparison to the simulation, with the RB-n-m accurately
pproximating the performance of the corresponding fork-join sys-
ems, giving errors of less than 5% for the mean queue length at each
lace, the overall mean throughput of the system and the utilization
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Table 1
Values for the reversed rates and probabilities for the RB-2-2, RB-3-m, RB-4-m replication blocks with μi = 5 for the non-replicating
output transitions, μ j = 12 for the replicating output transitions and μT = 0.5 for the client think rate.
RB-2-2 index x prob RB-3-2 index x prob RB-3-3 index x prob
1 2.4998 0.3125 1 1.6665 0.1852 1 2.4998 0.2778
2 2.4998 0.3125 2 1.6665 0.1852 2 2.4998 0.2778
3 2.9994 0.3750 3 1.6665 0.1852 3 2.4998 0.2778
T 7.9989 4 1.3331 0.1481 4 1.4996 0.1666
5 1.3331 0.1481 T 8.9988
6 1.3331 0.1481
T 8.9987
RB-4-2 index x prob RB-4-3 index x prob RB-4-4 index x prob
1 1.2499 0.1316 1 1.2499 0.2174 1 2.4998 0.2326
2 1.2499 0.1316 2 1.2499 0.2174 2 2.4998 0.2326
3 1.2499 0.1316 3 1.2499 0.2174 3 2.4998 0.2326
4 1.2499 0.1316 4 1.2499 0.2174 4 2.4998 0.2326
5 0.7499 0.0789 5 0.1874 0.0326 5 0.7497 0.0697
6 0.7499 0.0789 6 0.1874 0.0326 T 10.7487
7 0.7499 0.0789 7 0.1874 0.0326
8 0.7499 0.0789 8 0.1874 0.0326
9 0.7499 0.0789 T 5.7493
10 0.7499 0.0789
T 9.4986
Table 2
Comparison between the analytical solution of the RB-2-2, RB-3-m, RB-4-m replication blocks and simulation of the corresponding n-node
fork-join queueing systems.
Mean queue length Mean queue length
RB-2-2 Place Model Sim Error % RB-4-2 Place Model Sim Error %
Client 15.9978 16.7330 −4.39 Client 18.9972 19.1440 −0.77
N1 2.9984 2.9660 1.09 N1 0.7776 0.8060 −3.53
N2 2.9984 2.9670 1.06 N2 0.7776 0.8060 −3.53
N3 0.7776 0.8050 −3.41
Throughput 7.9989 8.3680 −4.41 N4 0.7776 0.8070 −3.65
Response time 0.7497 0.6290 19.19
Utilization 0.7499 0.7840 −4.35 Throughput 9.4986 9.5720 −0.77
Response time 0.3275 0.2980 9.88
RB-3-2 Place Model Sim Error % Utilization 0.4374 0.4410 −0.81
Client 17.9974 18.5060 −2.75
N1 1.2496 1.3130 −4.83 RB-4-3 Place Model Sim Error %
N2 1.2496 1.3150 −4.97 Client 11.4985 11.4570 0.36
N3 1.2496 1.3170 −5.12 N1 0.4221 0.4140 1.97
N2 0.4221 0.4150 1.72
Throughput 8.9987 9.2520 −2.74 N3 0.4221 0.4150 1.72
Response time 0.4166 0.3780 10.21 N4 0.4221 0.4150 1.72
Utilization 0.5555 0.5710 −2.72
Throughput 5.7493 5.7280 0.37
RB-3-3 Place Model Sim Error % Response time 0.2937 0.2690 9.18
Client 17.9976 18.5010 −2.72 Utilization 0.2968 0.2960 0.28
N1 1.6660 1.6690 −0.18
N2 1.6660 1.6700 −0.24 RB-4-4 Place Model Sim Error %
N3 1.6660 1.6700 −0.24 Client 21.4974 22.1040 −2.74
N1 1.2853 1.3380 −3.94
Throughput 8.9988 9.2510 −2.73 N2 1.2853 1.3380 −3.94
Response time 0.5554 0.4860 14.28 N3 1.2853 1.3370 −3.87
Utilization 0.6249 0.6410 −2.51 N4 1.2853 1.3360 −3.79
Throughput 10.7487 11.053 −2.75
Response time 0.4783 0.4430 7.97
Utilization 0.5624 0.5820 −3.36
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of each place. Errors for overall mean response time are less than 20%.
e note that choosing the client think rate as μT = 0.5 allowed the
ean number of customers in the net to be greater than the number
f places in the RB-n-m.
Further, for the same service rates and replication factor, as the
umber of nodes increases the probability of a customer arrival at an
nput transition decreases, thus decreasing the reversed rates and ac-
ordingly the utilization of each node. This is evident from Table 2,
hen comparing the performance measures of the RB-2-2, RB-3-
and RB-4-2 replication blocks. In Section 6.3, we show how to
vercome this modelling limitation by composing smaller replication
locks..2. Accuracy
To investigate the accuracy of the conditions stated in
onjecture 2, we evaluated each condition to identify cases that
rovided counter examples. This was conducted by comparing
ifferent conﬁgurations of RB-n-m models with simulations of the
orresponding n-node fork-join queueing systems. We summarize
ur ﬁndings below.
xi
μi
< 1ni
This condition minimizes the effect of the non-synchronizing
transitions on the behavior of the RB-n-m. Removal of this
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Table 3
Counter examples for the accuracy conditions for an RB-n-m.
Parameters Relative error % compared to simulation
μi μj μT # In system Client Ni Throughput Response time Utilization
μi < μj RB-5-4 5 12 10 2 −16.74 −7.79 −16.71 12.41 −16.78
RB-6-3 3 40 0.6 4 9.31 8.07 9.34 1.65 9.35
RB-5-4 5 12 0.5 9 −2.82 −2.08 −2.81 5.41 2.83
μi > μj RB-4-2 20 2 100 3 −1.67 3.40 −1.69 13.57 −1.48
RB-5-2 12 5 10 4 –7.17 1.69 7.73 −17.86 –6.51
μi = μ j RB-5-2 5 5 3 5 −7.68 0.78 8.29 −18.85 −7.94
RB-6-5 2 2 0.4 6 2.74 5.74 2.74 3.85 1.39
RB-4-2 5 5 0.9 11 −6.55 −2.07 −6.58 17.83 −6.93
(a) (b) (c)
Fig. 5. The absolute error percentage vs. mean number of customers in the system for the (a) response time, (b) throughput and (c) mean queue length (Ni) for the RB-4-2, RB-4-3,
RB-5-2 and RB-7-6 replication blocks.constraint producesmodels that incorrectly estimate themean
response time, throughput and client queue length, even for
small systems or large number of customers.
μi = μ j & C > N
Table 3 gives examples of RB-n-m replication blocks in which
μi = μj and CN that give accurate approximations compared
to simulations of their corresponding fork-join systems. We
note that the error percentages decrease as the number of
customers increase, as evidenced by the second entry for the
RB-5-4 with nine customers in the system in comparison to
two customers in the system. Fig. 5 shows the absolute error
percentage when comparing the RB-4-2, RB-4-3, RB-5-2 and
RB-7-6 replication blocks with simulation for the (a) response
time, (b) throughput and (c) mean queue length in each node
versus the mean number of customers in the system. The ab-
solute error percentages for the mean number of customers in
the client place follow the same pattern as that of the through-
put (not shown). Each replication block was conﬁgured with
μi = μj and μT was varied to produce the mean number of
customers shown on the x-axis. We note that for the RB-4-2
and RB-7-6 theminimal number of customers produced by the
model is three.
Most conﬁgurations observed have similar accuracy to that of
the RB-4-3 and RB-7-6 in Fig. 5: there is a decrease in the ab-
solute error percentage with the increase in the mean number
of customers in the system. In addition, the accuracy of the so-
lution is limited at small number of customers, e.g., some per-
formance measures have absolute error rates above 20% when
themean number of customers in the system is less than three.
For the RB-4-3 and RB-7-6, this is clear for the mean through-
put and mean queue length in Fig. 5(b & c), while in contrast
the absolute error for the mean response time is always below
20% irrespective of the mean number of customers. We note
that the RB-4-2 replication block produces absolute errors per-
centages below 20% for all performance measures only when
the number of customers is ﬁve and above, which adheres to
the conditions of Conjecture 2.For larger models, in some cases, product forms do not exist
except when μi  μj or μj  μi and give similar accuracy to
that observed above. However, when n < 6 and μi  μj or μj
 μi the model becomes inaccurate when the mean number
of customers is large. For example, in Fig. 5, the RB-5-2 was pa-
rameterizedwithμi = 3 andμ j = 20.We notice that the abso-
lute error is acceptable when themean number of customers is
less than 9. However, the absolute error for the response time
and mean queue length increases as the mean number of cus-
tomers increases above 9, with the absolute error for the mean
queue length exceeding 20% at 18 andmore customers. We ob-
served similar behaviour for other models when μi  μj or μj
 μi and n < 6 and in some cases when μi > μj.
μi = μ j & C  N
When μi = μ j, most RB-n-m we investigated provided accu-
rate approximations when C < N, however, the RB-4-2, shown
in the last row of Table 3 did not provide accurate approxima-
tions compared to simulation until the number of customers
was more than twice the number of places.
C > NorC > >N
For any RB-n-m, with service rateμi,μj,μT, the solution of the
rate equations will produce a ﬁxed utilization for each place,
that does not depend on μT, i.e., independent of the mean
number of customers in the system. Accordingly, the mean
number of customers, Ni, in each place will not depend on the
mean number of customers in the system. If Ni < 1, the solu-
tion of the RB-n-m will be an inaccurate approximation of its
corresponding n-node fork-join system. This can be rectiﬁed
by increasing the mean number of customers in the system by
increasing the think time of the client, which guarantees more
customers in the system in the steady state. The conditions C >
N or C > >N ensure that in equilibrium, after a long period, the
effect of the non-synchronizing output transitions on the be-
havior of the RB-n-m diminish and tend to the characteristics
of the n-node fork-join queueing system.
Furthermore, for any RB-n-m, as n grows larger, the rout-
ing probability to each input transition becomes smaller and,
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Table 4
Parameters and error percentages for the RB-5-x replication block in comparison to the 5-node fork-
join queueing system in which the replicated requests were equi-likely to the non-replicated re-
quests.
RB-5-m Model Error % compared to simulation (
∑
pi =
∑
pj)
μT
∑
pi
∑
pj Throughput Response time Utilization Ni
2 0.36 0.51 0.49 0.69 −9.11 0.57 −4.52
3 0.135 0.91 0.09 0.36 −11.19 9.42 −13.60
4 0.18 0.98 0.02 1.17 2.61 24.95 −33.66
5 0.54 0.97 0.03 −7.22 31.98 28.32 −57.93
Fig. 6. Comparison between the solution evaluation time and the optimization prob-
lem size for different cluster sizes withm = 2.
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lcorrespondingly, the reversed rates. Hence, the utilization per
place and Ni decrease as n increases (refer to Table 2 for exam-
ples). When C < N, for most conﬁgurations, we have found that
the analytical model will provide a poor approximation for re-
sponse times and throughput, while maintaining accuracy for
mean queue length at each node. We note that as n increases,
the increasing number of constraints can become diﬃcult to
satisfy in the case of a heterogeneous model.
.3. Scalability
To evaluate the scalability of our solution method we compared
he size of the optimization problem, in terms of the number of equa-
ions, with the solution time in seconds for replication blocks RB-n-2,
here n = 2, . . . ,16, i.e. with m = 2. The solution time includes the
ime to generate and solve the n + 1+ (nm) rate equations, the (nm)
roduct-form conditions and the n accuracy conditions. Fig. 6 shows
he problem size increasing linearly with the increase in cluster size.
he solution time is constant – less than 0.05 s – up to replication
lock RB-10-2, which uses 111 equations, and increases to 0.6 s for the
B-16-2 replication block which has an optimization problem with
73 equations.
In addition, we compared our solution method with current RCAT
mplementations, mainly AutoCAT (Casale and Harrison, 2013) and
NAP (Balsamo et al., 2010a; Marin and Bulo, 2009). AutoCAT (Casale
nd Harrison, 2013) formulates the RCAT suﬃcient conditions for
roduct-form into a non-linear optimization problem with non-
onvex quadratic constraints. INAP (Balsamo et al., 2010a; Marin and
ulo, 2009) is a ﬁxed point iterative technique to compute the sta-
ionary distributions of product-form models that satisfy MARCAT
Harrison and Lee, 2005). Both methods are limited to models with
airwise synchronizations and thus are only suitable for the RB-n-m
odels whenm = 2. Comparing against an open model comprising a
B-2 and three queues (equivalent to 13 equations), our method pro-
ided a more eﬃcient solution time of 0.09 s, with AutoCAT and INAP
aking 35 and 234 seconds respectively (Casale and Harrison, 2013).. Modelling replication in NoSQL datastores
NoSQL cloud datastores have been designed for horizontal scala-
ility and high availability through the replication of data across dif-
erent machines and different data centers. For a cluster of n nodes,
he replication factor is the number of times a data item is duplicated
cross the cluster. Clients request two classes of data: non-replicated
equests, which is data that requires weak consistency guarantees
nd replicated requests, which is data that requires high consistency
uarantees. In distributed NoSQL single-master datastores (Cattell,
011; Stonebraker and Cattell, 2011), e.g., Redis (0000), the client ap-
lication is aware of the location of the replicated data within the
atastore cluster. For any request, the client will contact the desig-
ated node that holds a copy of the data item. If the client requires a
igher consistency guarantee, it will contact more than one node in
arallel and resolve the returned values internally.
Assume a single-master datastore with n nodes and replication
actor m with replicated and non-replicated requests arriving ran-
omly from clients. We represent the clients and the n-node cluster
ith m replication factor as an RB-n-m replication block. In the fol-
owing we study the effect of replication and cluster size on the per-
ormance of single-master datastores and illustrate the composition
f larger clusters from smaller RB-n-m blocks.
.1. Effect of replication on performance
Request response time and throughput in a single-master data-
tore depends on the number of nodes and the level of replication
f data across the cluster. We investigate the effect of replication on
erformance of such systems using a 5-node single-master datas-
ore modeled as an RB-5-m. We compare the mean response times
nd mean throughput for the 5-node cluster for different replication
actors: m = 2, . . . ,5. The service rate for the non-replicating output
ransitions was μi = 5 and for the replicating output transitions was
j = 12. The client think rate was chosen so that the mean number
f customers in the system was always 30. Table 4 gives the values
f μT for each replication factor. When comparing the performance
easure of the RB-5-m to that of a simulation of the corresponding
-node fork-join queueing system (not shown), as expected, errors
ere less than 10%.
From Fig. 7, as the replication factor increases the mean response
ime and throughput decrease, with a noticeable increase when m =
, i.e., the full fork case. The decrease in throughput from m = 2 to
= 3 results from the decrease in utilization (mean queue length)
f the queues due to the distribution of requests across the cluster
ith the increase in replication. This translates into a corresponding
ecrease in response time. From m = 3 to m = 4, we observe an in-
rease in throughput and response time, as the mean queue length
ncreases along with the response time and utilization. However, this
ncrease is less than the performance measures for the case when
= 2. For m = 5, i.e., full fork, the mean queue length is at its max-
mum giving maximum utilization and throughput. This example il-
ustrates the trade-off between consistency (higher replication) and
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Fig. 7. The mean throughput and mean response time for the RB-5-mwithμi = 5 and
μ j = 12 for different replication factors in comparison to a simulated RB-5-m where∑
pi =
∑
pj = 0.5.
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wperformance (lower utilization/response times) that needs to be con-
sidered when conﬁguring cloud datastores.
To attain a product-form solution for any RB-n-m, the values of
the arrival rates (reversed rates) of the input transitions are con-
strained only to values that satisfy the conditions in Section 3. These
values are determined by the client nodes routing probabilities. As
seen from Table 1 and discussed in Section 5.1, the product-form so-
lution differentiates between replicated and non-replicated incoming
requests such that, inmost cases, the probability of the client generat-
ing a replicated and non-replicated request is never equal, i.e.,
∑
pi =∑
pj . In fact, for most cases, no product-form exists for the case when∑
pi =
∑
pj . If the system to be modeled presents a similar distribu-
tion of requests as that of the solution of the model, accuracy is guar-
anteed. However, in realistic datastore workloads that is not the case.
To investigate the applicability of the RB-n-m to real-world scenar-
ios, we compared the RB-5-m to a simulation of a 5-node fork-join
system, withμi = 5 andμ j = 12, in which
∑
pi =
∑
pj = 0.5. This is
referred to as sim in Fig. 7.
Fig. 7 compares themean response time and themean throughput
of the RB-5-m to the simulated system in which
∑
pi =
∑
pj = 0.5.
We can see that the model follows the trend of the simulated sys-
tem for all replication factors. Table 4 shows the RB-5-m parameters
and the total probabilities for the replicated and non-replicated re-
quests. From Fig. 7 and Table 4 the RB-5-m (m = 2,3,4) accurately
approximates the mean throughput and response times for the cor-
responding system, even though the distribution of requests for the
RB-5-3 and RB-5-4 are heavily skewed towards the non-replicated
requests. However, the RB-5-4 inaccurately approximates the utiliza-(a)
Fig. 8. The (a) mean response time and throughput and (b) mean utilization and queue le∑
pi =
∑
pj = 0.5.ion of the node as a result of inaccurately approximating the mean
ueue length. The RB-5-5 only approximates the mean throughput
orrectly. The skew towards non-replicated requests in the RB-5-5
irectly affects the models ability to correctly approximate the per-
ormance measures of the simulated system.
In general, when comparing to actual systems, the RB-n-m mod-
ls can be used to give an indication of the trend of performance
easures for different replication factors in n-node clusters. Accu-
acy of the approximations are excellent when the distribution of re-
uests are equal or reasonably similar to that of the actual system.
n Section 6.3, we show how to compose models to achieve a more
ealistic distribution of requests.
.2. Effect of cluster size on performance
To investigate the effect of the cluster size on the performance of a
ingle-master datastore, we compare the performance of the RB-n-m,
here n = 3, . . . ,7 and m = 3 for clusters of size four and above and
= 2 when the cluster size is three. The models were parameterized
ith μi = μ j = 1 as this was the only conﬁguration that provided a
roduct-form solution for all the replication blocks. The client think
ate was chosen so that the mean number of customers in the system
as always 30. The solution was compared to a simulation of the cor-
esponding n-node fork-join system (not shown) producing errors of
ess than 18%.
Fig. 8(a) shows themean response time andmean throughput and
b) themean utilization andmean queue length for the different clus-
er sizes with ﬁxed number of customers. Intuitively, the increase in
luster size produces a decrease in all performance measures. As the
luster size increases, the same workload is distributed over more
odes, thus decreasing the mean queue length and utilization at each
ode which results in a decrease in mean throughput and response
ime. We compared the RB-n-m solution to that of a simulated n-
ode fork-join system, withμi = μ j = 1, in which
∑
pi =
∑
pj = 0.5
s in the previous section. From Fig. 8(a) & (b), the model follows
he trend of the simulation and produces similar values for the mean
hroughput.
.3. Composition of clusters
The RB-n-m models presented in the previous sections assumed
hat the data items are distributed evenly across the cluster. In more
ealistic scenarios, data item placement is based on user access be-
avior, data center proximity and storage availability. Furthermore,
n practice, industry deployments of NoSQL datastores favor partial
onsistency in which the number of copies of data items replicated
ithin the cluster is three or below (Bailis et al., 2012). This means(b)
ngth for replication blocks of sizes 3–7 in comparison to simulated clusters where
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Fig. 9. The (a) RB-4-2 and (b) the composed 4-node cluster from two RB-2-2 clusters.
(a) (b)
Fig. 10. The (a) mean response time and throughput and (b) mean utilization and queue length for composed RB-n/2-m clusters of sizes 4–10 with replication factor m = 2 in
comparison to RB-n-m clusters.
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fhat a cluster of n nodes with replication factor 3, will designate only
nodes to hold a certain data item. The structure of most NoSQL
atastores is symmetric, thus we can model a large n node cluster
ith replication factorm as a set of smaller RB-xi-m clusters in which
=∑ xi. For example, Fig. 9(a) shows an RB-4-2 cluster with random
ccess across the cluster. Fig. 9(b) shows a 4 node cluster in which
he data items are replicated twice on two ﬁxed nodes. This is repre-
ented by two RB-2-2 clusters.
The solution of the model in Fig. 9(b) follows the same technique
s that stated in Section 5 with the modiﬁcation of the rate equa-
ions to represent the distribution of the incoming requests between
he two smaller clusters. A product-form solution is possible as the
CAT theorem allows for the composition of BB-n and product-form
onstructs to form larger models (Lladó and Harrison, 2011; Balsamo
t al., 2012). A further advantage of composing RB-n-mmodels is that
he smaller RB-n-m models are more ﬂexible when ﬁnding product-
orm solutions, thus expanding the scope of scenarios that can be
odeled.
In Fig. 10, we model n-node clusters where n = 4, . . . ,10 as a set
f two RB-n/2-m clusters and compare their performance to the cor-
esponding RB-n-m clusters. The models were parameterized withi = 4, μ j = 12 and the client think times where chosen such that
he mean number of customers in the system are 100. The number of
opies in the cluster was ﬁxed atm = 2 for both the large and smaller
lusters. The solution of the models was compared to a simulation
f the corresponding n-node fork-join system (not shown) produc-
ng errors of less than 6%. From Fig. 10(a & b), we notice that both
onﬁgurations exhibit the same performance trends. As the cluster
ize increases the mean response time, mean queue length and mean
tilization decreases while the mean throughput increases. However,
he magnitude of the performance measures for the RB-n/2-m clus-
ers is larger than the RB-n-m clusters, as the percentage of traﬃc
assing through each individual cluster is higher than that of the cor-
esponding larger cluster. In particular, the RB-n/2-m clusters give
igher utilizations and throughput than the corresponding RB-n-m
lusters, especially for larger cluster sizes, which is more representa-
ive for capacity planning.
To further utilize the ﬂexibility of smaller clusters, a large RB-n-m
an be composed of any combination of smaller clusters composed
n a way that utilizes the symmetry and inherent load balancing of
oSQL datastore architectures. Furthermore, smaller clusters allow
or realistic routing probabilities to the input transitions within the
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aclusters and the larger models can be solved with different percent-
ages of traﬃc entering each small cluster giving rise to different mod-
elling scenarios. In addition, RB-n-m models can be composed with
other product-form constructs to form detailed models of network
infrastructure, cloud storage and data center delays, as illustrated in
(Lladó and Harrison, 2011).
7. Conclusions
This paper presented a product-form approximation of closed
fork-join queueing systems with interfering requests using SPNs in
the form of RB-n-m replication blocks under conditions for the SPN
transitions. This has been illustrated through the modelling of single-
master replication in NoSQL datastores in which the RB-n-m gave
excellent accuracy. In addition, we have demonstrated the ability
to compose smaller RB-n-m replication blocks to form larger clus-
ters with more realistic properties. The scalability and resource eﬃ-
ciency of the solution of the RB-n-mmodelsmakes them amenable to
lightweight incorporation within autonomous monitoring and feed-
back systems for cloud datastores.
We have shown that it is possible to accurately incorporate repli-
cation and synchronization within larger Markovian models without
undue costs of analysis. Our method of directly solving the RCAT rate
equations as a nonlinear optimization problem eliminates the need
for representing the underlying CTMC of the cooperating Marko-
vian processes and thus allowing for the modelling and analysis of
large and complex systems. In addition, the ability to integrate user-
deﬁned constraints on the variables and parameters in the optimiza-
tion problem provides themodeller with the ﬂexibility to experiment
with different conﬁgurations and parameterizations, thus imposing
pre-deﬁned conditions on the feasible solution, and producing dif-
ferent product-form solutions when they exist. Further, as the solu-
tion method described in this paper is not speciﬁc to product-form
RB-n-m replication blocks it can be eﬃciently applied to solve large
models with heterogeneous cooperating agents that satisfy the RCAT
conditions.
Our models have focused on the RB-n-m class of replication
blocks, in which non-replicated requests are sent to each of the n
nodes in a cluster and all combinations of m nodes – (nm) of them
– also receive replicated requests, i.e. full and partial fork-join sys-
tems. It is straightforward to model replication in which not every
combination of them nodes is available for replication and also more
or less than m nodes may be used; giving an RB-n-{m1, . . . ,mk}
building block, where 1 ≤ mj ≤ n, j = 1, . . . , k, in the event that all
combinations of {m1, . . . ,mk} nodes are available, for example. The
method applied in this paper is applicable to open systems, and as
the product-form constraints are less restrictive, more representative
scenarios can be explored.Wewould need to investigate the accuracy
conditions of such product-form models when approximating fork-
join queueing systems with interfering requests and conﬁgurable
forks.
Appendix. Product-forms using RCAT
Assume we have a set of cooperating Markovian processes: M =
{P1, . . . , PN}. A state transition in the CTMC of the network is denoted
by an action. A cooperation between two components or processes in-
volves a set of actions A, with labels a. Each action a represents a syn-
chronizing transition in a pairwise cooperation between processes Pi
and Pj (i = j), which takes place in both processes simultaneously. If
an action a causes a state transition (si → si′ ) in Pi and a correspond-
ing transition from (s j → s j′ ) in Pj (i = j), both with rate μa, then a is
considered an active action in Pi and a passive action in Pj. For sim-
plicity we will use a simple example to illustrate the application of
RCAT.To derive a product-form using RCAT the reversed rates of the syn-
hronizing active actions must be calculated. The reversed rate for a
ransition from state i to state jwith rate λ is (Kelly, 1979):
λ =
π(i)λ
π( j)
(16)
hereπ (·) denotes the equilibrium probability function of the CTMC.
Assume we have an open queueing network with three M/M/1
odes in tandem: P1, P2, P3, each with service rates μ1, μ2, μ3,
espectively. External Poisson arrivals arrive at P1 with rate λ1,
re serviced and immediately proceed to P2, then to P3 and leave
he network after processing. Therefore, M = {P1, P2, P3} and A =
λ1,μ1,μ2,μ3}. Let Ri denote the isolated component for the process
i. The goal of RCAT is to ﬁnd the rates of these isolated components
n order to calculate the product-form. The steps to apply RCAT are as
ollows (Harrison, 2010):
1. For each Pi, construct Ri by setting the rate of every instance a ∈ A
that is passive in Pi to xa. Hence:
R1 ∼ {λ1,μ1} (no passive actions),
R2 ∼ {xμ1,μ2} (μ1 is a passive action in P2),
R3 ∼ {xμ2,μ3} (μ2 is a passive action in P3).
where we have used the symbol ∼ to indicate that a process is
given by its deﬁning instantaneous transition rates.
2. For each active action a ∈ Ri, check that the reversed rate, ra is the
same for all its instances. Applying (16) we have:
rμ1 = λ1,
rμ2 = xμ1,
rμ3 = xμ2.
We note that the reversed rate ra will in general be a function of
xb, where b ∈ A.
3. Solve the rate equations: xa = ra for each a ∈ A. This step gives:
xμ1 = rμ1 = λ1,
xμ2 = rμ2 = xμ1.
which simpliﬁes to:
xμ1 = xμ2 = λ1.
4. Substituting the solution of the rate equations in Ri gives:
R1 ∼ {λ1,μ1},
R2 ∼ {λ1,μ2},
R3 ∼ {λ1,μ3}.
5. Check that the RCAT enabling conditions (Harrison, 2003) stated
below are satisﬁed.
6. The required product-form for state s = (s1, s2, s3) is
π (s)∝π1(s1)π2(s2)π3(s3) where π k(sk) is the equilibrium
probability of state sk in Rk. In this case:
π(s1, s2, s3) =
∏
i=1,2,3
(1− ρi)ρsii , ρi = λ1/μi.
Informally, the RCAT conditions require (Harrison, 2003; Harrison
nd Marin, 2013):
1. If a synchronizing type t is passive in a component, then all
states of that component must have one outgoing transition
with type t;
2. If a synchronizing type t is active in a component, then all
states of that component must have one incoming transition
with type t;
3. In the isolated components, all transitions sharing the same
active synchronizing type must have the same reversed rate.
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TFor queueing networks, all passive actions are enabled in all states
nd all states have an incoming instance of every active action. This
s straight forward for an M/M/1. For the formal deﬁnition and proof
f RCAT and its extension to two way and multi-way synchroniza-
ions the reader is referred to (Harrison, 2003, 2004; Harrison and
ee, 2005).
The elegance of RCAT and its extensions (Harrison, 2004; Harrison
nd Lee, 2005), has been in providing a uniﬁed automated approach
o deriving product-form solutions to a variety of known cooperat-
ng Markovian processes: i.e., Jackson queueing networks (Harrison,
003), BCMP networks (Harrison, 2004), G-networks with triggers
Harrison and Marin, 2013) and stochastic Petri nets (Balsamo et al.,
012). Moreover, Extended RCAT has produced new product-form so-
utions for G-networks with generalized resets (Harrison, 2004), ﬁ-
ite capacity queues with blocking or skipping (Balsamo et al., 2010b)
nd stochastic Petri nets with signals (Marin et al., 2012).
Current work in automating the application of RCAT and the iden-
iﬁcation and/or solution of the rate equations falls into two cate-
ories:
• Algorithms to derive the rate equations for speciﬁc Markovian
processes, e.g., in Harrison and Marin (2013) the authors de-
scribe a general algorithm to derive the rate equations for any set
of cooperating Markovian processes speciﬁed in PEPA (Hillston,
1994). In Balsamo et al. (2012), an algorithm to identify the basic
building blocks of a stochastic Petri net is described. Even though
these algorithms have not been automated, the implementation
is straightforward and can be generalized to identifying reversed
rates and the RCAT rate equations from XML representations of
Markovian models.
• Automated algorithms to compute the values of the reversed rates
by applying RCAT conditions to the CTMCs of the cooperating
agents (Casale and Harrison, 2013; Balsamo et al., 2010a; Marin
and Bulo, 2009). This is conducted without direct use or solution
of the rate equations. Thesemethods solve subsets of RCATmodels
and are computationally expensive in comparison to the method
described in this paper. Moreover, the description of the input is
not straightforward, as in some cases the CTMCmust be truncated
in order for a feasible solution to be calculated.
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