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OPERATOR-VALUED DYADIC HARMONIC ANALYSIS
BEYOND DOUBLING MEASURES
JOSÉ M. CONDE-ALONSO AND LUIS DANIEL LÓPEZ-SÁNCHEZ
Abstract. We obtain a complete characterization of the weak-type (1, 1) for
Haar shift operators in terms of generalized Haar systems adapted to a Borel
measure µ in the operator-valued setting. The main technical tool in our
method is a noncommutative Calderón-Zygmund decomposition valid for ar-
bitrary Borel measures.
1. Introduction
We say that Φ = {φQ}Q∈D is a generalized Haar system in R
d adapted to a
locally finite Borel measure µ and a dyadic lattice D if the following conditions
hold:
(a) For every Q ∈ D , supp(φQ) ⊂ Q.
(b) If Q′, Q ∈ D and Q′ ( Q, then φQ is constant on Q
′.
(c) For every Q ∈ D ,
∫
Rd
φQ dµ = 0.
(d) For every Q ∈ D , either ‖φQ‖L2(µ) = 1 or φQ ≡ 0 and µ(Q) = 0.
If the vanishing integral condition (c) is not imposed, the Haar system is said to
be non-cancellative. Let Φ = {φQ}Q∈D and Ψ = {ψQ}Q∈D be two non-necessarily
cancellative generalized Haar systems in Rd. A Haar shift operator of complexity
(r, s) ∈ N× N is an operator of the form
(1.1) Xr,sf(x) =
∑
Q∈D
∑
R∈Dr(Q)
S∈Ds(Q)
αQR,S〈f, φR〉ψS(x), with sup
Q,R,S
|αQR,S | <∞;
where 〈f, g〉 =
∫
Rd
fg dµ and Dk(Q), k ∈ N, denotes the family of k-dyadic descen-
dants of Q: the partition of Q into subcubes R ∈ D of side-length ℓ(R) = 2−kℓ(Q).
Several objects in dyadic harmonic analysis have the general form (1.1), including
Haar multipliers, dyadic paraproducts, the dyadic model of the Hilbert transform
and their adjoints. Haar shift operators have served as important tools in the study
of many different problems in harmonic analysis since the form (1.1) is a fruitful
source of models of Calderón-Zygmund operators. In particular, in the case where
µ is the Lebesgue measure, Calderón-Zygmund operators can be expressed as weak
limits of certain averages of cancellative Haar shift operators and paraproducts [4]
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and are pointwise dominated by positive dyadic operators, which are Haar shift
operators relative to non-cancellative Haar systems [1].
The boundedness behavior of Haar shift operators with respect to arbitrary lo-
cally finite Borel measures in the commutative setting was studied in [5]. There the
authors characterize the weak-type (1, 1) of such operators. In this note we extend
the scope of this result to the setting of semicommutative Lp spaces. The main tech-
nique that we will use in our approach is a generalization of the Calderón-Zygmund
decomposition introduced in [5] which is valid for operator-valued functions, in the
spirit of the Calderón-Zygmund decomposition constructed in [7].
We will work in the following framework: consider a pair (M, ν) where M is a
von Neumann algebra and ν is a normal semifinite faithful trace onM and let µ be
a locally finite Borel measure on Rd. Let AB be the algebra of essentially bounded
M-valued functions
AB =
{
f : Rd →M
∣∣ f strongly measurable s.t. ess sup
x∈Rd
‖f(x)‖M <∞
}
equipped with the n.s.f. trace τ(f) =
∫
Rd
ν(f) dµ. The weak-operator closure
A of AB is a von Neumann algebra isomorphic to L∞(R
d, µ)⊗M. Given a re-
arrangement invariant quasi-Banach function space X , let us write X(M) and
X(A) for their associated noncommutative symmetric spaces. In particular Lp(M)
and Lp(A) denote the noncommutative Lp spaces associated to the pairs (M, ν)
and (A, τ). It can be readily seen that for 1 ≤ p < ∞ the noncommutative Lp
space Lp(A) is isometric to the Bochner Lp space Lp(R
d, µ;Lp(M)). The lattices
of projections are denoted by P(M) and P(A), while 1M and 1A stand for the
unit elements and M′ and A′ stand for their respective commutants. For a more
detailed discussion on noncommutative Lp spaces we refer to [6] and references
therein. The reader unfamiliar with the theory of noncommutative Lp spaces may
think ofM as the algebra B(ℓn2 ) of n×n matrices equipped with the standard trace
Tr, thereby recovering the classical Schatten p-classes. The reader should take into
account that, with this setting in mind, we provide estimates uniform on n.
Before stating our results let us introduce some notation first. By (Ek)k∈Z we
will denote the family of conditional expectations associated to Dk — the dyadic
cubes Q of side-length ℓ(Q) = 2−k — and write Dk for the corresponding martingale
difference operators. The tensor product Ek⊗ idM acting on A will also be denoted
by Ek, which yields a filtration (Ak)k∈Z on A. We thus have that
Ek(f) =: fk =
∑
Q∈Dk
〈f〉Q1Q,
Dk(f) =: dfk =
∑
Q∈Dk
(
〈f〉Q − 〈f〉Q̂
)
1Q,
which correspond to projections to the class of operators constant at scale Dk. Here
1Q denotes the characteristic function of Q, 〈f〉Q = µ(Q)
−1
∫
Q f dµ and Q̂ is the
dyadic parent of Q: the only dyadic cube that contains Q with twice its side-length.
We will construct the Calderón-Zygmund decomposition for functions in the class
A+,K = {f : R
d →M| f ≥ 0, suppRd(f) is compact},
whose span is dense in L1(A). Here suppRd(f) stands for the support of f as an
operator-valued function, as opposed to its support projection as an element of a von
Neumann algebra. As the Calderón-Zygmund decomposition introduced in [7] —
which is suitable for the Lebesgue measure and doubling measures — the Calderón-
Zygmund decomposition here presented is comprised of diagonal and off-diagonal
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terms, reflecting the lack of commutativity in the operator-valued framework. Tak-
ing i ∨ j = max{i, j} and i ∧ j = min{i, j} for i, j ∈ Z we have:
Theorem A. Let f ∈ A+,K and let λ > 0. Then there exist a family of pairwise
disjoint projections (pk)k∈Z adapted to (Ak)k∈Z and a projection q := 1A−
∑
k pk ∈
P(A) such that f can be decomposed as f = g + b + β, where each term has a
diagonal and an off-diagonal part given by
• g = g∆ + goff, where
g∆ = qfq +
∑
k∈Z
Ek−1 (pkfkpk) ,
goff = (1A − q)fq + qf(1A − q) +
∑
i6=j
Ei∨j−1 (pifi∨jpj) ;
• b = b∆ + boff, where
b∆ =
∑
k∈Z
pk(f − fk)pk , boff =
∑
i6=j
pi(f − fi∨j)pj ;
• β = β∆ + βoff, where
β∆ =
∑
k∈Z
Dk(pkfkpk), βoff =
∑
i6=j
Di∨j (pifi∨jpj) .
The diagonal terms satisfy the classical properties
(a) g∆ ∈ L1(A) ∩ L2(A) with
‖g∆‖L1(A) = ‖f‖L1(A), ‖g∆‖
2
L2(A) ≤ 39λ‖f‖L1(A);
(b) b∆ =
∑
k∈Z bk, with
∫
Rd
bk dµ = 0 and satisfies the estimate
‖b∆‖L1(A) =
∑
k∈Z
‖bk‖L1(A) ≤ 2‖f‖L1(A);
(c) β∆ =
∑
k∈Z βk, with each βk a k-th martingale difference, and is such that
‖β∆‖L1(A) ≤
∑
k∈Z
‖βk‖L1(A) ≤ 2‖f‖L1(A).
The off-diagonal terms are such that
(d) goff decomposes as goff =
∑
k∈Z,h≥1 gk,h, where gk,h is the (k+h)-th martingale
difference gk,h = Dk+h(pkfk+hqk+h + qk+hfk+hpk), and satisfies the estimate
sup
h≥1
∑
k∈Z
‖gk,h‖
2
L2(A) ≤ 16λ‖f‖L1(A);
(e) boff =
∑
k∈Z,h≥1 bk,h, where bk,h = pk(f − fk+h)pk+h + pk+h(f − fk+h)pk,∫
Rd
bk,h dµ = 0 and∑
k∈Z
‖bk,h‖L1(A) ≤ 8(h+ 1)‖f‖L1(A);
(f) βoff =
∑
k∈Z,h≥1 βk,h, where βk,h = Dk+h(pkfk+hpk+h + pk+hfk+hpk) and∑
k∈Z
‖βk,h‖L1(A) ≤ 8(h+ 1)‖f‖L1(A).
Observe that the diagonal terms satisfy estimates similar to those of their com-
mutative counterparts found in [5]. However, in contrast to the classical setting,
there are additional difficulties in proving the estimates even for diagonal terms
due to the noncommutativity of A. In particular, the estimates of g∆ are proved
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in a different way and only hold for p ≤ 2. In addition, the fact that µ is al-
lowed to be nondoubling brings other difficulties not present in [7]. On the other
hand, at first glance the off-diagonal estimates in (d), (e) and (f) seem to be in-
sufficient, since they are weaker than the expected ones: ‖goff‖L2(A) . λ‖f‖L1(A),∑
k,h ‖bk,h‖L1(A) . ‖f‖L1(A) and
∑
k,h ‖βk,h‖L1(A) . ‖f‖L1(A). Moreover, esti-
mates of this nature seem to fail as hinted in [7]. However, the estimates at hand
will prove to be sufficient for our purposes as the operators under consideration
are localized in a sense stronger than in [6, 7]. In that respect, one can think of
our result as a partial answer to the question posed in [6] about the existence of a
Littlewood-Paley theory for nondoubling measures in the semicommutative context.
Let Φ = {φQ}Q∈D and Ψ = {ψQ}Q∈D be two non-necessarily cancellative gen-
eralized Haar systems. A commuting Haar shift operator is an L2(A) bounded
operator of the form
(1.2) Xr,sf(x) =
∑
Q∈D
∑
R∈Dr(Q)
S∈Ds(Q)
αQR,S〈f, φR〉ψS(x), sup
Q,R,S
‖αQR,S‖M <∞,
where the symbols αQR,S lie in M∩M
′, the center of M. Notice that in this defi-
nition the pairing 〈f, g〉 =
∫
Rd
fg dµ is in fact a partial trace and whence operator-
valued. Our second result determines conditions for which the weak-type (1, 1) for
these operators hold.
Theorem B. Let Xr,s be given as in (1.2). Assume that Xr,s satisfies the re-
stricted local vector-valued L2 estimate
(1.3)
∫
Rd
‖XQ0r,s(1Q0)(x)‖
2
M dµ(x) ≤ Cµ(Q0),
uniformly over Q0 ∈ D . Here
X
Q0
r,sf(x) :=
∑
Q∈D(Q0)
∑
R∈Dr(Q)
S∈Ds(Q)
αQR,S〈f, φR〉ψS(x),
where D(Q) denotes the family of all dyadic subcubes of Q including Q itself. If
(1.4) Ξ(Φ,Ψ, r, s) := sup
Q∈D
{‖φR‖L∞(µ)‖ψS‖L1(µ) : R ∈ Dr(Q), S ∈ Ds(Q)} <∞.
then Xr,s maps L1(A) continuously into L1,∞(A).
Remark 1.5. A testing argument with simple functions is used in [5] to show that
the condition (1.4) is also necessary when the symbols are all nonzero. One can
show that this is also the case in the present setting by following similar ideas, and
hence they will not be repeated here.
Remark 1.6. As in the commutative case, if the Haar systems Φ = {φQ}Q∈D and
Ψ = {ψQ}Q∈D are cancellative, orthogonality arguments may be used to verify that
the condition (1.3) and the L2 boundedness of Xr,s are satisfied.
The condition (1.4) may be interpreted as certain restriction on the measure µ
in terms of its degeneracy over generations of dyadic cubes. The resulting class
of measures depends strongly on the Haar shift operator in question. For some
operators the associated class of measures is shown to be strictly bigger than the
doubling class, but nevertheless disjoint from the class of measures of polynomial
growth, for which non-standard Calderón-Zygmund theories are available; see [5]
and references therein.
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2. The Calderón-Zygmund decomposition
This section is devoted to the proof of Theorem A. First, some reductions are in
order. For simplicity we will assume that µ(Rd) = ∞ and that the dyadic lattice
D has no quadrants. Namely, that D is such that for every compact K there
exists Q ∈ D with K ⊂ Q. These assumptions can be removed arguing as in [5].
However, we find the second assumption very natural since — in a probabilistic
sense — almost all dyadic lattices satisfy it. Also, as argued in [5], we are confident
that our results also hold in the context of geometrically doubling metric spaces.
From the previous assumptions, it can be seen that for a fixed f ∈ A+,K and λ > 0
there existsmλ(f) ∈ Z such that fk ≤ λ1A for all k ≤ mλ(f) (see [7]). Without loss
of generality, we may also assume that f has only finite non-vanishing martingale
differences.
Remark 2.1. To ease notation, we will use the normalization mλ(f) = 0. It is safe
to assume so since in the proofs of Theorems A and B both f ∈ A+,K and λ > 0
will remain fixed, but otherwise arbitrary.
We start with the construction of the projections (pk)k∈Z and q of Theorem A.
To that end we will use the so-called Cuculescu’s construction. Here we state it
in the precise form that we will use, although the construction can be done in any
semifinite von Neumann algebra.
Cuculescu’s construction [2]. Let f ∈ A+,K and consider the associated positive
martingale (fk)k∈Z relative to the dyadic filtration (Ak)k∈Z. Given λ > 0, the
decreasing sequence of projections (qk)k∈Z defined recursively by qk = 1A for k ≤ 0
and
qk = qk(f, λ) := 1(0,λ]
(
qk−1fkqk−1
)
is such that
(a) qk is a projection in Ak.
(b) qk commutes with qk−1fkqk−1.
(c) qkfkqk ≤ λqk.
(d) q =
∧
k qk satisfies
‖qfkq‖A ≤ λ for all k ≥ 1 and τ(1A − q) ≤
1
λ
‖f‖L1(A).
Define the sequence (pk)k≥1 of pairwise disjoint projections by
pk = qk−1 − qk.
In particular ∑
k≥1
pk = 1A − q
and also pkfkpk ≥ λpk.
Remark 2.2. Since the projection qk is Dk-measurable, we have the following useful
expression
qk =
∑
Q∈Dk
qQ ⊗ 1Q,
where qQ = qQ(f,Q) are projections in M defined by
qQ =
{
1M if k < 0
1(0,λ](qQ̂ 〈f〉Q qQ̂) if k ≥ 0.
As in Cuculescu’s construction, these projections satisfy
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(a) qQ ≤ qQ̂.
(b) qQ commutes with qQ̂ 〈f〉Q qQ̂.
(c) qQ 〈f〉Q qQ ≤ λqQ.
One then can express the projections pk as
(2.3) pk =
∑
Q∈Dk
(q
Q̂
− qQ)1Q =:
∑
Q∈Dk
pQ ⊗ 1Q,
and we analogously have that pQ ∈ P(M) is such that pQ〈f〉Q pQ ≥ λpQ. As
detailed in [7], one could interpret the projections pk as the union dyadic cubes of
side-length 2−k into which the classical level set Ωλ = {supk fk > λ} is decomposed
as in [5]. One can thus view q as the complementary set of Ωλ.
Proof of Theorem A. By construction f = g + b + β. We now turn to the
estimates of the diagonal part. For the L1 estimate of g∆ observe that by the
tracial property
‖g∆‖L1(A) = τ(fq) +
∑
k≥1
τ(Ek−1(pkfkpk)) = τ(fq) + τ(f(1A − q)) = ‖f‖L1(A),
since Ek preserves the trace. The proof of the L2 estimate of g∆ is a bit more
involved since µ is not necessarily doubling. Also, the lack of commutativity of M
prevents us from following the argument that appeared in [5]. However, standard
arguments in noncommutative martingale theory apply. First notice that since qk
commutes with qk−1fkqk−1,
Ek−1(pkfkpk) = qk−1fk−1qk−1 − Ek−1(qkfkqk).
Thus,∥∥∥∥∥∑
k≥1
Ek−1(pkfkpk)
∥∥∥∥∥
2
L2(A)
≤ 2
(∥∥∥∥∥∑
k≥1
qkfkqk − Ek−1(qkfkqk)
∥∥∥∥∥
2
L2(A)
+
∥∥∥∥∥∑
k≥1
qkfkqk − qk−1fk−1qk−1
∥∥∥∥∥
2
L2(A)
)
= 2(I + II).
As it is proved in [9, Lemma 3.4], we have that
‖qkfkqk − Ek−1(qkfkqk)‖
2
L2(A) ≤ 2
(
‖qkfkqk‖
2
L2(A) − ‖qk−1fk−1qk−1‖
2
L2(A)
)
+ 6λτ(qk−1fk−1qk−1 − qkfkqk).
Therefore, by orthogonality of martingale differences and the previous estimate,
summation over k gives
I =
∑
k≥1
‖qkfkqk − Ek−1(pkfkpk)‖
2
L2(A)
≤ lim
k→∞
(
2
(
‖qkfkqk‖
2
L2(A) − ‖q0f0q0‖
2
L2(A)
)
+ 6λτ(q0f0q0 − qkfkqk)
)
≤ lim
k→∞
(
2‖qkfkqk‖
2
L2(A) + 6λτ(q0f0)
)
≤ 8λ‖f‖L1(A),
where Hölder’s inequality and (c) of Cuculescu’s construction were used. To esti-
mate II we perform the telescopic sum in order to get
II ≤ 2‖qfq‖2L2(A) + 2‖q0f0q0‖
2
L2(A) ≤ 4λ‖f‖L1(A),
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which follows from the estimate qfq ≤ λq, which in turn can be deduced from
Cuculescu’s construction (see [7, Section 4.1]). By this last estimate and using that
(a+ b+ c)2 ≤ 3a2 + 3b2 + 3c2 for a, b, c positive numbers, we finally obtain
‖g∆‖
2
L2(A) ≤ 39λ‖f‖L1(A).
The bad terms are easier to handle. Clearly the bad term b∆ is comprised of
the self-adjoint terms bk = pk(f − fk)pk with the mean zero property Ek(bk) = 0,
so that
∫
Rd
b dµ = 0. Moreover, by the orthogonality of the projections pk, the
tracial property of τ and since conditional expectations are bimodular and trace
preserving, we have that
‖b∆‖L1(A) =
∑
k≥1
‖bk‖L1(A) ≤
∑
k≥1
τ
(
pk(f + fk)pk
)
= 2τ(f(1A − q)) ≤ 2‖f‖L1(A).
Similarly, β∆ =
∑
k βk, where βk = Dk(pkfkpk) = Dkβ∆ is a k-th martingale
difference — and hence of mean zero. Moreover, as conditional expectations are
contractive on L1(A)
‖β∆‖L1(A) ≤
∑
k≥1
‖βk‖L1(A) ≤ 2
∑
k≥1
τ(pkfkpk) = 2τ(f(1A − q)) ≤ 2‖f‖L1(A).
We now turn to the off-diagonal terms, which require some more work. To get
the appropriate estimate for goff , first we need to obtain a manageable expression
for its k-th martingale difference. Rewrite goff as
goff = (1A − q)fq + qf(1A − q) +
∑
k≥1
∑
h≥1
Ek+h−1(pkfk+hpk+h + pk+hfk+hpk).
Since pi∧j , pi∨j ≤ qi∧j−1 and by the commutation property (b) of Cuculescu’s
construction we have that
(2.4) pifi∧jpj = piqi∧j−1fi∧jqi∧j−1pj = 0, i 6= j, i, j ∈ N ∪ {∞}.
Thus,∑
k≥1
∑
h≥1
Ek+h−1(pkfk+hpk+h + pk+hfk+hpk)
=
∑
k≥1
∑
h≥1
Ek+h−1
(
pk(fk+h − fk)pk+h + pk+h(fk+h − fk)pk
)
=
∑
k≥1
∑
h≥1
h∑
i=1
Ek+h−1(pkdfk+ipk+h + pk+hdfk+ipk).
We may now proceed to calculate Dj(goff) for j ≥ 1. Taking into account that, for
h ≥ 1, DjEk+h−1 = Dj if j < k + h and zero otherwise, we get that
Dj(goff) = Dj((1A − q)fq + qf(1A − q))
+
∑
k<j
∑
h>j−k
h∑
i=1
Dj(pkdfk+ipk+h + pk+hdfk+ipk)
+
∑
k≥j
∑
h≥1
h∑
i=1
Dj(pkdfk+ipk+h + pk+hdfk+ipk) = I + II + III.
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We deal first with II. By Fubini’s theorem we obtain that
II =
∑
k<j
(
j−k∑
i=1
∑
h>j−k
Dj(pkdfk+ipk+h + pk+hdfk+ipk)
+
∑
i>j−k
∑
h≥i
Dj(pkdfk+ipk+h + pk+hdfk+ipk)
)
=
∑
k<j
(
j−k∑
i=1
Dj(pkdfk+iqj + qjdfk+ipk)
+
∑
i>j−k
Dj(pkdfk+iqk+i−1 + qk+i−1dfk+ipk)
−
∑
i≥1
Dj(pkdfk+iq + qdfk+ipk)
)
= II1 + II2 + II3.
After summing over i in II1 and noticing that by (b) of Cuculescu’s construction
(recall that k < j)
pkfkqj = pkqk−1fkqk−1qj = 0 = qjfkpk,
we find that
II1 =
∑
k<j
Dj(pkfjqj + qjfjpk) = Dj
(
(1A − qj−1)fjqj + qjfj(1A − qj−1)
)
.
The term II2 vanishes since
(2.5) pkdfk+iqk+i−1 + qk+i−1dfk+ipk = Dk+i(pkfqk+i−1 + qk+i−1fpk)
and DjDk+i = 0, as k + i > j. Performing the summation over i in II3 and using
(2.4) with i ∧ j = k and i ∨ j =∞, we get that
II = Dj
(
(1A − qj−1)fjqj + qjfj(1A − qj−1)
)
− Dj
(
(1A − qj−1)fq + qf(1A − qj−1)
)
.
Changing the order of summation
III =
∑
k≥j
∑
i≥1
∑
h≥i
Dj(pkdfk+ipk+h + pk+hdfk+ipk)
=
∑
k≥j
(∑
i≥1
Dj(pkdfk+iqk+i−1 + qk+i−1dfk+ipk)
−
∑
i≥1
Dj(pkdfk+iq + qdfk+ipk)
)
= −Dj
(
(qj−1 − q)fq + qf(qj−1 − q)
)
.
Here, we have also used (2.5), as k + i > j, and (2.4) with i ∨ j = ∞. Finally,
summing everything we get that for j ≥ 1
Dj(goff) = Dj
(
(1A − qj−1)fjqj) + Dj(qjfj(1A − qj−1)
)
.
On the other hand, Dj(goff) = 0 for j ≤ 0. Indeed,
Dj(goff) = Dj((1A − q)fq + qf(1A − q))
+
∑
k≥1
∑
h≥1
h∑
i=1
Dj(pkdfk+ipk+h + pk+hdfk+ipk)
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and, arguing as with III above and since q0 = 1A, we have that∑
k≥1
∑
h≥1
h∑
i=1
Dj(pkdfk+ipk+h + pk+hdfk+ipk) = −Dj
(
(1A − q)fq + qf(1A − q)
)
.
Thus, in L2 sense
goff =
∑
j≥1
Dj(goff) =
∑
j≥1
∑
k<j
Dj(pkfjqj + qjfjpk)
=
∑
k≥1
∑
h≥1
Dk+h(pkfk+hqk+h + qk+hfk+hpk) =:
∑
k≥1
∑
h≥1
gk,h.
We are now in the position to prove the estimate in (d) of Theorem A. Notice
first that by Hölder’s inequality, the C∗-algebra property and (c) of Cuculescu’s
construction
‖gk,h‖
2
L2(A) ≤ 16‖qk+hfk+hpk‖
2
L2(A)
= 16τ(pkfk+hqk+hfk+hpk)
≤ 16
∥∥f1/2k+hqk+hf1/2k+h∥∥A τ(f1/2k+hpkf1/2k+h)
= 16‖qk+hfk+hqk+h‖A τ(pkfk+hpk) ≤ 16λτ(fpk).
This proves that for all h ≥ 1∑
k≥1
‖gk,h‖
2
L2(A) ≤ 16λτ(f(1A − q)) ≤ 16λ‖f‖L1(A).
For the bad terms we follow [7]. First, rewrite boff as
boff =
∑
h≥1
∑
k≥1
pk(f − fk+h)pk+h + pk+h(f − fk+h)pk =:
∑
h≥1
∑
k≥1
bk,h.
Clearly, the terms bk,h have mean zero and satisfy the estimate
‖bk,h‖L1(A) ≤ 2‖pkfpk+h + pk+hfpk‖L1(A).
Next, observe that we can decompose the off-diagonal terms pkfpk+h + pk+hfpk
into a sum of four positive overlapping box-diagonal terms
pkfpk+h + pk+hfpk =
(
h∑
j=0
pk+j
)
f
(
h∑
j=0
pk+j
)
−
(
h−1∑
j=0
pk+j
)
f
(
h−1∑
j=0
pk+j
)
−
(
h∑
j=1
pk+j
)
f
(
h∑
j=1
pk+j
)
+
(
h−1∑
j=1
pk+j
)
f
(
h−1∑
j=1
pk+j
)
.
The previous expression implies that∑
k≥1
‖pkfpk+h + pk+hfpk‖L1(A) ≤ 4
∑
k≥1
h∑
j=0
τ(fpk+j)
= 4
h∑
j=0
τ(f(qj − q)) ≤ 4(h+ 1)‖f‖L1(A),
and hence the estimate in (e) holds. On the other hand, we have
βoff =
∑
k≥1
∑
h≥1
Dk+h(pkfk+hpk+h + pk+hfk+hpk) =:
∑
k≥1
∑
h≥1
βk,h.
Each term in the previous sum satisfies the same estimate
‖βk,h‖L1(A) ≤ 2‖pkfpk+h + pk+hfpk‖L1(A),
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which yields the corresponding estimate for βoff . 
3. Commuting Haar shift operators
We now turn to the proof of Theorem B. Namely that
λτ ({|Xr,sf | > λ}) . ‖f‖L1(A)
for all λ > 0. Here τ({|f | > λ}) denotes the trace of the spectral projection of
|f | associated to the interval (λ,∞), which defines a noncommutative distribution
function. We find this terminology more intuitive, since it is reminiscent of the
classical one. Following the construction of noncommutative symmetric spaces (see
[6] and references therein), the resulting L1,∞(A) space is a quasi-Banach space with
quasi-norm ‖f‖L1,∞(A) = supλ>0 λτ({|f | > λ}) which interpolates with L2(A). It
should be mentioned that the weak Bochner space L1,∞(R
d, µ;L1(M)) is of no use
for our purposes since L1(M) is not a UMD space and thus even Haar multipliers
may not be bounded, which rules out the use of this space as an appropriate setting
for providing weak-type (1, 1) estimates for the operators in question. The same
applies if one considers M instead of L1(M) as target space.
Proof of Theorem B. Let f ∈ A+,K . The general case follows by the density
of the span of A+,K in L1(A). Consider the Calderón-Zygmund decomposition
f = g∆ + b∆ + β∆ + goff + boff + βoff associated to (f, λ) for a given λ > 0. By the
quasi-triangle inequality in L1,∞(A) it suffices to show that
λτ({|Xr,s(γ)| > λ}) . ‖f‖L1(A)
for all γ ∈ {g∆, b∆, β∆, goff , boff, βoff}. We start with the diagonal terms, for which
the estimates are very similar to the classical ones. For g∆ we use Chebyshev’s
inequality, the L2 boundedness of Xr,s and the L2 estimate in (a) of Theorem A
to get
λτ{|Xr,s(g∆)| > λ} ≤ 39‖Xr,s‖
2
B(L2(A))‖f‖L1(A),
where ‖Xr,s‖B(L2(A)) denotes the operator norm of Xr,s on L2(A). For the re-
maining γ, we decompose Xr,s(γ) as
Xr,s(γ) = (1A − q)Xr,s(γ)(1A − q) + qXr,s(γ)q
+ qXr,s(γ)(1A − q) + (1A − q)Xr,s(γ)q.
Since the distribution function is adjoint-invariant and by the second estimate in
(d) of Cuculescu’s construction, we get that
λτ({|Xr,s(γ)| > λ}) ≤ 12‖f‖L1(A) + λτ({|qXr,s(γ)q| > λ/4}).
To prove the estimate for γ = b∆, observe that we may further decompose each
term bk in (b) of Theorem A as
bk =
∑
L∈Dk
pL(f − 〈f〉L)pL1L =:
∑
L∈Dk
bL,
where the projections pL are defined as in (2.3). Since the Haar function φR is
constant on dyadic subcubes of R and bL has zero integral, 〈bL, φR〉 is nonzero only
for R ⊂ L, i.e., R(r) ⊂ L(r) for their respective r-dyadic ancestors. On the other
hand, if x ∈ L we have that q(x) ≤ qk(x) = qL in the order of the lattice P(M).
This together with (2.3) gives that for x ∈ L
(3.1) q(x)〈bL, φR〉q(x) = q(x)qL pL〈bL, φR〉pLqLq(x) = 0.
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Using that αQR,S ∈ M∩M
′ we find the estimate
‖qXr,s(bL)q‖L1(A)(3.2)
≤
∑
Q∈D
L(Q⊂L(r)
∑
R∈Dr(Q), R⊂L
S∈Ds(Q)
‖αQR,S‖M‖〈bL, φR〉‖L1(M)‖ψS‖L1(µ)
≤ sup
Q,R,S
‖αQR,S‖M
∑
Q∈D
L(Q⊂L(r)
∑
R∈Dr(Q), R⊂L
S∈Ds(Q)
‖φR‖L∞(µ)‖ψS‖L1(µ)‖bL‖L1(A)
≤ r2(r+s)d sup
Q,R,S
‖αQR,S‖M Ξ(Φ,Ψ; r, s)‖bL‖L1(A).
This, Chebyshev’s inequality, the fact that dyadic cubes in Dk are disjoint and (b)
of Theorem A give the estimate
λτ({|qXr,sb∆q| > λ}) ≤ r2
1+(r+s)d sup
Q,R,S
‖αQR,S‖M Ξ(Φ,Ψ; r, s)‖f‖L1(A).
For γ = β∆ we proceed likewise by writing
βk = Dk(β∆) =
∑
L∈Dk−1
∑
J∈D1(L)
pJ 〈f〉J pJ
(
1J −
µ(J)
µ(L)
1L
)
=:
∑
L∈Dk−1
∑
J∈D1(L)
βL,J =:
∑
L∈Dk
βL,
where each term βL is supported (as an operator-valued function) on L, is constant
on the dyadic descendants of L and has mean zero. By Chebyshev’s inequality we
have
λτ({|qXr,s(β∆)q| > λ}) ≤
∑
k≥1
∑
L∈Dk−1
(∫
Rd\L
ν
(
|q(x)Xr,sβL(x)q(x)|
)
dµ(x)
+
∫
L
ν
(
|q(x)Xr,sβL(x)q(x)|
)
dµ(x)
)
.
Since 〈βL, φR〉 is nonzero only for dyadic cubes R ⊂ L, proceeding as in (3.2) we
obtain∫
Rd\L
ν
(
|q(x)Xr,sβL(x)q(x)|
)
dµ(x)
≤ r2(r+s)d sup
Q,R,S
‖αQR,S‖M Ξ(Φ,Ψ; r, s)‖βL‖L1(A).
Arguing as above and recalling that αQR,S ∈M∩M
′, for x ∈ L we obtain
q(x)Xr,s(βL)(x)q(x) =
∑
Q∈D
L⊂Q⊂L(r)
∑
R∈Dr(Q), R⊂L
S∈Ds(Q)
αQR,S q(x)〈βL, φR〉q(x)ψS(x)
+
∑
Q∈D
Q(L
∑
R∈Dr(Q)
S∈Ds(Q)
αQR,S q(x)〈βL, φR〉q(x)ψS(x)
= FL(x) +GL(x).
As in (3.2) we get the estimate∫
L
ν
(
|FL(x)|
)
dµ(x) ≤ (r + 1)2(r+s)d sup
Q,R,S
‖αQR,S‖M Ξ(Φ,Ψ; r, s)‖βL‖L1(A).
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To estimate GL(x) we further decompose βL and get
GL(x) =
∑
J∈D1(L)
∑
Q∈D
Q(L
∑
R∈Dr(Q)
S∈Ds(Q)
αQR,S q(x)〈βL,J , φR〉q(x)ψS(x) =
∑
J∈D1(L)
GL,J(x).
Given J ∈ D1(L) and a dyadic cube Q ( L we either have Q ⊂ J or Q ⊂ L \ J .
Yet the former case leads to zero terms since, as in (3.1), for x ∈ Q ⊂ J we have
q(x) ≤ qJ and thus q(x)〈βL,J , φR〉q(x) = 0. Hence,
GL,J(x) = −pJ〈f〉J pJ
µ(J)
µ(L)
∑
Q∈D
Q⊂L\J
∑
R∈Dr(Q)
S∈Ds(Q)
αQR,S q(x)〈1L\J , φR〉q(x)ψS(x)
= −pJ〈f〉J pJ
µ(J)
µ(L)
∑
Q′∈D1(L)
Q′ 6=J
∑
Q∈D(Q′)
∑
R∈Dr(Q)
S∈Ds(Q)
αQR,S q(x)〈1Q′ , φR〉q(x)ψS(x)
= −pJ〈f〉J pJ
µ(J)
µ(L)
∑
Q′∈D1(L)
Q′ 6=J
q(x)XQ
′
r,s(1Q′)(x)q(x).
Then, by Hölder’s inequality and the fact that suppRd
(
X
Q′
r,s(1Q′)
)
⊂ Q′∫
L
ν
(
|GL(x)|
)
dµ(x)
=
∫
L
ν
( ∣∣∣∣∣ ∑
J∈D1(L)
pJ〈f〉J pJ
µ(J)
µ(L)
∑
Q′∈D1(L)
Q′ 6=J
q(x)XQ
′
r,s(1Q′)(x)q(x)
∣∣∣∣∣
)
dµ(x)
≤
∑
J∈D1(L)
‖pJ〈f〉J pJ‖L1(M)
µ(J)
µ(L)
∑
Q′∈D1(L)
Q′ 6=J
∫
L
‖XQ
′
r,s(1Q′)(x)‖M dµ(x)
≤
∑
J∈D1(L)
‖pJ〈f〉J pJ‖L1(M)
µ(J)
µ(L)
×
 ∑
Q′∈D1(L)
Q′ 6=J
(∫
Rd
‖XQ
′
r,s(1Q′)(x)‖
2
M dµ(x)
) 1
2
µ(Q′)
1
2

≤ sup
Q∈D,
µ(Q) 6=0
1
µ(Q)
1
2
(∫
Rd
‖XQr,s(1Q)(x)‖
2
M dµ(x)
) 1
2
∥∥∥∥∥ ∑
J∈D1(L)
pJ〈f〉J pJ1J
∥∥∥∥∥
L1(A)
,
which is finite by the local vector-valued L2 estimate (1.3). By the estimate in (c)
of the Calderón-Zygmund decomposition
∑
k≥1
∑
L∈Dk
(
‖βL‖L1(A) +
∥∥∥∥∥ ∑
J∈D1(L)
pJ〈f〉J pJ1J
∥∥∥∥∥
L1(A)
)
≤
∑
k
(
‖βk‖1 + ‖pkfkpk‖1
)
≤ 3‖f‖1.
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Thus, gathering the previous estimates
λτ({|qXr,s(β∆)q| > λ})
≤
(
(r + 2)21+(r+s)d sup
Q,R,S
‖αQR,S‖M Ξ(Φ,Ψ; r, s)
+ sup
Q,∈D
µ(Q) 6=0
1
µ(Q)
1
2
(∫
Rd
‖XQr,s(1Q)(x)‖
2
M dµ(x)
) 1
2
)
‖f‖L1(A).
We now turn to the weak-type estimates for the off-diagonal terms, starting with
goff . By Chebyshev’s inequality
λτ({|qXr,s(goff)q| > λ}) ≤
1
λ
∑
h≥1
∥∥∥∥∥∑
k≥1
qXr,s(gk,h)q
∥∥∥∥∥
L2(A)
2 .
We further decompose the terms gk,h as
gk,h =
∑
L∈Dk
∑
J∈Dh(L)
(
pL〈f〉J qJ + qJ〈f〉J pL
)(
1J −
µ(J)
µ(Ĵ)
1
Ĵ
)
=:
∑
L∈Dk
gL,h.
Clearly, each term gL,h is such that suppRd(gL,h) ⊂ L and has mean zero on the
(h − 1)-descendants of L. Thus, 〈gL,h, φR〉 is nonzero only for R ⊂ Ĵ for some
J ∈ Dh(L), which amounts to say that R ∈ Dh+j−1(L) for some j ≥ 0. Furthermore
gL,h = pLAL,h +A
∗
L,hpL, where
AL,h = pL〈f〉J qJ
(
1J −
µ(J)
µ(Ĵ)
1
Ĵ
)
.
Proceeding as in (3.1) we get that q(x)〈gL,h, φR〉q(x) = 0 if x ∈ L. In other words,
only the cubes R such that R(r) ) L lead to nonzero terms. These two observations
in terms of side-lengths provide that h must be such that ℓ(L) = 2−k < ℓ(R(r)) =
2−(k+h+j−1−r), namely h ≤ r. This and the assumption αQR,S ∈M∩M
′ allow us to
deduce that q(x)Xr,sgk,h(x)q(x) = 0 whenever h > r. This localization property
and the orthogonality of martingale differences in L2(A), enable us to obtain that∑
h≥1
∥∥∥∥∥∑
k≥1
qXr,s(gk,h)q
∥∥∥∥∥
L2(A)
≤ ‖Xr,s‖B(L2(A))
r∑
h=1
∥∥∥∥∥∑
k≥1
gk,h
∥∥∥∥∥
L2(A)
= ‖Xr,s‖B(L2(A))
r∑
h=1
(∑
k≥1
‖gk,h‖
2
L2(A)
)1/2
.
Therefore, by the estimate in (d) of Theorem A we arrive at
λτ({|qXr,s(goff)q| > λ}) ≤ 16r
2‖Xr,s‖
2
B(L2(A))‖f‖L1(A).
To get the estimate for boff we proceed in an entirely similar way by decomposing
the terms bk,h in (e) of Theorem A as
bk,h =
∑
L∈Dk
∑
J∈Dh(L)
(
pL(f − 〈f〉J )pJ + pJ (f − 〈f〉J)pL
)
1J =:
∑
L∈Dk
bL,h.
It is clear that suppRd(bL,h) ⊂ L, that bL,h has mean zero over the h-dyadic de-
scendants of L and that bL,h = pLBL,h + B
∗
L,hpL, with BL,h = pL(f − 〈f〉J)pJ1J .
Arguing as above, q(x)〈bL,h, φR〉q(x) is nonzero only for R ( L ( R
(r) ( L(r) and
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hence q(x)Xr,s(bL,h)(x)q(x) vanishes if h > r. Thus, for h ≤ r we follow the steps
in (3.2) to get the estimate∑
L∈Dk
‖qXr,s(bL,h)q‖L1(A) ≤ (r − 1)2
(r+s)d sup
Q,R,S
‖αQR,S‖M Ξ(Φ,Ψ; r, s)‖bk,h‖L1(A).
By Chebyshev’s inequality and the estimate in (e) of the Calderón-Zygmund de-
composition we obtain
λτ({|qXr,s(boff)q| > λ})
≤ (r − 1)23+(r+s)d sup
Q,R,S
‖αQR,S‖M Ξ(Φ,Ψ; r, s)
r∑
h=1
(h+ 1)‖f‖L1(A)
= r(r − 1)(r + 3)22+(r+s)d sup
Q,R,S
‖αQR,S‖M Ξ(Φ,Ψ; r, s)‖f‖L1(A).
Finally, for γ = βoff observe that
βk,h =
∑
L∈Dk
∑
J∈Dh(L)
(
pL〈f〉JpJ + pJ〈f〉JpL
)(
1J −
µ(J)
µ(Ĵ)
1
Ĵ
)
=:
∑
L∈Dk
βL,h =
∑
L∈Dk
(
pLCL,h + C
∗
L,hpL
)
.
Here we may repeat the analysis made for bL,h, as each βL,h is a (k+h)-martingale
difference operator with suppRd(βL,h) ⊂ L. This and (f) of Theorem A render the
desired estimate
λτ({|qXr,s(βoff)q| > λ})
≤ r(r − 1)(r + 3)22+(r+s)d sup
Q,R,S
‖αQR,S‖M Ξ(Φ,Ψ; r, s)‖f‖L1(A),
with which we complete the proof of Theorem B. 
Remark 3.3. It is worth mentioning that we have not truly needed the assumption
that the symbols are commuting to obtain the estimates for the diagonal terms.
Indeed, all the calculations for the diagonal terms in the proof of Theorem B can
be done without this assumption simply by rearranging multiplications. Unlike
in (3.1), in the case when γ ∈ {goff , boff , βoff} and x ∈ L, q(x) is required to be
multiplied on both sides of 〈γL,h, φR〉 in order to annihilate it.
Remark 3.4. The consideration of noncommuting symbols in (1.2) introduces con-
siderable additional difficulties when trying to provide a priori estimates. Firstly,
different operators arise depending on whether the symbols act by right or left
multiplication on each coefficient 〈f, φR〉. More specifically, in the case of Haar
multipliers, a pair of column/row operators are introduced by
Mc(f) =
∑
Q∈D
αQ〈f, φQ〉φQ, Mr(f) =
∑
Q∈D
〈f, φQ〉αQφQ,
with uniformly bounded αQ ∈ M. Even in the Lebesgue setting, Haar multipliers
with noncommuting symbols may lack weak-type (1, 1) and strong (p, p) estimates
for p 6= 2. This problem was solved in [3] where weak-type (1, 1) estimates for
Haar shift operators relative to the Lebesgue measure were obtained in terms of
a column/row decomposition of the input function. To be more precise, given
f ∈ A+,K and a, k ∈ Z consider the Cuculescu’s projections qk(2
c) = qk(f, 2
c) and
πa,k =
∧
c≥a
qk(2
c) −
∧
c≥a−1
qk(2
c).
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For fixed k the projections πa,k are pairwise disjoint. Thus, f decomposes in col-
umn/row components as f = fc+ fr in terms of the multiscale triangle truncations
fc =
∑
k≥1
∑
a≤b
πa,k−1dfkπb,k−1 , fr =
∑
k≥1
∑
a>b
πa,k−1dfkπb,k−1.
This decomposition is used in [3] in conjunction with the Calderón-Zygmund de-
composition found in [7] to obtain that ‖Mrfr‖1,∞ + ‖Mcfc‖1,∞ . ‖f‖1, among
analogous estimates for other Haar shift operators. Key to this argument is that
the terms γ in the Calderón-Zygmund decomposition not having a proper L2 es-
timate are such that Dk(γ) = (1A − qk−1)Ak + A
∗
k(1A − qk−1), which leads to
vanishing triangular truncations. A major setback for extending this argument to
the nondoubling setting is that Dk(β∆) = βk = qk−1βkqk−1, reflecting that its
classical counterpart decomposes into terms supported in the dyadic parents of the
maximal dyadic cubes of Ωλ. This forces to estimate L1 norms of triangular trun-
cations of βk, which in the B(ℓ
n
2 )-valued setting brings constants at best of order
log(n + 1). Furthermore, higher integrability of βk — such as L logL (see [8])—
might be hindered since µ is permitted to be nondoubling.
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