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ABSTRACT
A hierarchy of statistics of increasing sophistication and accuracy is proposed,
to exploit an interesting and fundamental arithmetic structure in the photon
bunching noise of incoherent light of large photon occupation number, with the
purpose of suppressing the noise and rendering a more reliable and unbiased mea-
surement of the light intensity. The method does not require any new hardware,
rather it operates at the software level, with the help of high precision computers,
to reprocess the intensity time series of the incident light to create a new series
with smaller bunching noise coherence length. The ultimate accuracy improve-
ment of this method of flux measurement is limited by the timing resolution of
the detector and the photon occupation number of the beam (the higher the pho-
ton number the better the performance). The principal application is accuracy
improvement in the bolometric flux measurement of a radio source.
1. Introduction
For observational astronomers to date, the principal carrier of information about the
Universe is still electromagnetic waves. Whether it be source or background radiation, it is
usually collected (photometrically or spectroscopically) as a data stream of photon arrival
times, readily convertible to a time series of the radiation intensity, the first two moments of
which yield the source or background brightness and its variability. For most applications,
however, moments higher than the first two are not regarded as useful. Indeed, in the case of
steady emission, even the second moment itself seems to be redundant, as it can at best only
provide an estimate of the measurement error of the mean intensity, which can in any event be
calculated if the nature of the emission is known. Thus, e.g. in optical and X-ray wavelengths
the uncertainty in the mean intensity as given by the second moment is inferrable from the
formula of Poisson statistics, while in the radio wavelength the radiometer equation.
Yet the logical steps taken above has another side to them which does not seem to have
been fully exploited. On one hand, one contends that the most important quantity being
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measured, the mean intensity of the arriving light, is strictly speaking the mean value taken
over the finite time domain of an observation, viz. it is a sample average which even in
the case of steady emission cannot be a more accurate representation of the true ensemble
intensity unless the time series is replaced by one of longer duration, acquired by another
observation involving more exposure time. On the other hand, when estimating the ensemble
uncertainty in the mean without involving the sample value of the next moment, one has
tacitly accepted as axiomatic that the underlying emission is steady, and the pre-existence
of this information affords one a prior model of the radiation, viz. that of stationary chaotic
light. In this case, it is the purpose of our paper to demonstrate, at least in the context of
radio observations, that one could go a lot further by pursuing the argument in the opposite
direction: the ensemble mean intensity can likewise be estimated from an exposure limited
time series, in a manner more accurately than the sample mean alone, provided the process
of inference involves the sample values of the higher moments.
The crucial point is that although for given statistical model the ensemble value of
all the moments are computable from formulae pertaining to the model, the sample values
can deviate independently of each other from their respective ensemble ones, as otherwise
knowledge of a subset of the sample moments would be sufficient to enable one to deduce the
entire time series, which is usually not the case. Thus there is useful additional information
in the higher moments; provided they are assimilated with the help of a prior model, it is
possible to estimate the mean intensity of the source or background with much improved
accuracy than conventional methods, at least in principle.
Unlike laser light, steady emissions of natural light from the sky is usually characterized
by two basic properties: stationarity and incoherence (chaos). The former means the time
series of the light intensity exhibits no preferred instance of time, while the latter (interpreted
in the sense of temporal coherence) means the same time series is the modulus square of
many Fourier modes with different frequencies and random uncorrelated phases. These
basic properties are responsible for the existence of phase noise, also commonly referred to
as photon bunching noise, viz. the intensity varies as δI/I ≈ 1 on timescales τ ≈ 1/∆ω,
known as the coherence time, where ∆ω  ω0 is the frequency bandwidth of the light,
which is either the intrinsic spectral width of the emitter or the filter response width of the
instrument in the case of a broad band source. Moreover, there is in general no intensity
correlation among these segments of length τ . Owing to the particle aspect of light, there is
another source of noise in addition to photon bunching, viz. shot noise or Poisson noise, which
depicts the random arrival times of individual unresolvable pulses. This noise is genuinely
memoryless down to all scales however short, i.e. the time tag of one photon does not reflect
at all how early or late the previous and next photon will arrive. For reviews of these two
fundamental noise sources in natural chaotic light sources, see Boyd (1982); Loudon (2000);
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Zmuidzinas (2003).
The relative importance of bunching noise and shot noise in astronomical sources is
usually determined by the average number n0 of photons collected by the telescope in the
timescale of τ . If n0  1, as in radio telescopes, bunching noise overwhelms shot noise,
and the latter is insignificant. For an observing time ∆t and filter bandwidth ∆ω satisfying
∆t∆ω  1, the accuracy of a bolometric flux measurement of a broad band emitter with
spectrum covering a frequency range > ∆ω is then given by the number N of segments of
duration τ that spans the total exposure time ∆t, specifically the ratio of the noise amplitude
to the mean intensity goes as 1/
√
N , which is part of the radiometer equation (Burke &
Graham-Smith (2010); Christiansen & Ho¨gbom (1985)) to be derived below as (19). In
the case of a narrow band source that radiates only in some restricted spectral range smaller
than the filter limits, the radiometer equation would then apply with ∆ω representing the
emission bandwidth itself. On the other hand, at shorter wavelengths than the radio, n0
quickly falls below the n0 = 1 limit, and it is the Poisson statistics of photon counting that
limits the flux accuracy, Birney et al (2006).
In this paper we are primarily interested in the accuracy improvement of radio flux
measurements (i.e. the n0  1 limit of bunching noise domination), which could prove
invaluable given the drastic limitation on the size of single dish telescopes that can still be
built. In recent literature the subject of photon bunching noise suppression was addressed
in the context of radio flux measurements, see Lieu et al (2015); Nair & Tsang (2015);
Zmuidzinas (2015). The debate among these authors was whether the fundamental limit
to the sensitivity of radio receivers given by the radiometer equation is surpassable. As
stated earlier, unlike shot noise which is a genuine memoryless and irreproducible quantum
effect, bunching noise is determined a priori by a set of hidden variables, viz. the phase and
amplitude of the constituent Fourier modes, and can be reproduced in e.g. a beam splitter,
Hanbury Brown & Twiss (1957). This offers the tempting suggestion that the noise is
susceptible to manipulation and control. Hence, if there is any way of reducing this noise
in long wavelength observations, it would represent an improvement in the accuracy of flux
determination of a radio source.
Complementary to and independently of the homodyne detection idea (which is cur-
rently being challenged by Zmuidzinas (2015)), it is proposed in this paper a technique of
analyzing the intensity time series data of incoherent radio signals, i.e. one which does not
involve any extra hardware setup, rather operates at the software level, to take advantage
of mathematical correlation effects embedded in the photon bunching noise in attempt to
suppress it.
Let us begin with a brief revisit to the theory of the two principal noise sources of
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incoherent light, bunching noise and shot noise. So long as we are dealing with a narrow
bandwidth, it is more convenient to work with the Fourier transforms of the annihilation
and creation operators,
aˆ(t) =
1√
2pi
∫
dω aˆ(ω)e−iωt, aˆ†(t) =
1√
2pi
∫
dω aˆ†(ω)eiωt. (1)
They satisfy the commutation relations
[aˆ(t), aˆ(t′)] = δ(t− t′). (2)
For a chaotic beam with Gaussian frequency profile, centred on ω0 and with bandwidth 1/τ ,
we have
〈aˆ†(t)aˆ(t′)〉 = n0f(t− t′), (3)
where f(t) is given by
f(t) =
1
τ
eiω0te−t
2/2τ2 (4)
if the radiation spectrum has a strong and Doppler broadened line, or a broad band contin-
uum which is narrowed down by a Gaussian spectral filter; or
f(t) =
1
τ
eiω0te−|t|/2τ (5)
if there is a collisionally broadened line, or a continuum selected by a Lorentzian filter, see
section 3.4 of Loudon (2000). Moreover, the intensity is simply ω0aˆ
†(t)aˆ(t), but in the
narrow-band case, it is simpler to remove the factor of ω0, and talk instead about
Sˆ(t) = aˆ†(t)aˆ(t), (6)
which represents the number of photons arriving per unit time. It follows immediately that
〈Sˆ(t)〉 = n0
τ
(7)
is the mean photon rate.
Now we evaluate the covariance function
cov(S(t), S(t′)) = 〈Sˆ(t)Sˆ(t′)〉 − 〈Sˆ〉2, (8)
where
〈Sˆ(t)Sˆ(t′)〉 = 〈aˆ†(t)aˆ(t)aˆ†(t′)aˆ(t′)〉
= 〈aˆ†(t)aˆ(t′)〉δ(t− t′) + 〈aˆ†(t)aˆ†(t′)aˆ(t)aˆ(t′)〉
= 〈aˆ†(t)aˆ(t′)〉δ(t− t′) + 〈aˆ†(t)aˆ(t′)〉〈aˆ†(t′)aˆ†(t)〉+ 〈aˆ†(t)aˆ(t)〉〈aˆ†(t′)aˆ†(t′)〉
=
n0
τ
δ(t− t′) + n20|f(t− t′)|2 +
n20
τ 2
. (9)
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The last but one step was taken assuming the noise of incoherent light obeys Gaussian
moment theorem, as is the case when the light is maximally chaotic and the light curve is
time homogeneous with no preferred t (i.e. correlations depend only on time difference, not
absolute time). In general, this allows one to write
〈aˆ†(t1) · · · aˆ†(tN)aˆ(t′1) · · · aˆ(t′N)〉 =
∑
P
〈aˆ†(t1)aˆ(t′1)〉 · · · 〈aˆ†(tN)aˆ(t′N)〉, (10)
where P stands for all possible N pairings of with t′1, · · · , t′N , see Wang et al (1989).
If we define the average flux over a short time interval as
SˆT (t) =
1
T
∫ t
t−T
dt′ Sˆ(t′), (11)
then we find
var(ST ) =
1
τT
[
n20F
(
T
τ
)
+ n0
]
, (12)
where
F
(
T
τ
)
=
τ
T
∫ T
−T
dt (T − |t|)|f(t)|2. (13)
Note that if T  τ , by (4) or (5) the function f(t) in the integrand will be reduced to 1/τ 2,
so F (T/τ) ≈ T/τ . The covariance between two measurements of S which took place during
intervals T centered at times tj and tk is, from (8) and (9),
cov(Sˆj, Sˆk) =
n0
τ
δjk +
n20
τ 2
fjk, (14)
or, ignoring the shot noise term δjk,
cov(Sˆj, Sˆk)
〈Sj〉2 = fjk, (15)
where the operator Sˆj represents the measurement of the average photon arrival rate over
the time interval (j − 1)T to jT , and
fjk = e
−(tj−tk)2/τ2 ; or e−|tj−tk|/τ , (16)
i.e. depending upon whether f(t) is given by (4) or (5) respectively.
The ratio of the variance in the measurement of ST to the square of the mean signal
〈SˆT (t)〉2 is given by
var(ST (t))
〈SˆT (t)〉2
=
τ
T
[
F
(
T
τ
)
+
1
n0
]
, (17)
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or
var(ST (t))
〈SˆT (t)〉2
≈ 1 + τ
n0T
, for T  τ (18)
which is ≈ 1 if shot noise is ignored, in agreement with the j = k limit of (15) as both
indicates the error in a single short-term measurement is as large as the measurement. On
the other hand, if we measure for a much longer time T = NT , we may replace T in (11)
by T and use the limiting value of F (x) for x 1, viz. √pi or 2 if f(t) has the form (4) or
(5) respectively. Then we have
var(ST (t))
〈SˆT (t)〉2
≈ √pi τT =
√
pi
τ
NT
+
τ
n0NT
≈ √pi τ
NT
, for T  τ  T (19)
and for f(t) of the form (4); otherwise for f(t) of the form (5) the factor of
√
pi is replaced
by 2.
In the high occupation number limit of
n0T
τ
 1 (20)
(despite T  τ) the shot noise terms, i.e. the last term of (18) and (19) may be ignored,
and (19) is sometimes known as the radiometer equation, see Burke & Graham-Smith
(2010); Christiansen & Ho¨gbom (1985). It embodies the concept of coherence length of
photon bunching noise, viz. the intensity time series of fully incoherent light (sometimes
also known as Gaussian thermal light) comprises N ≈ T /τ segments of approximately
constant flux within, but randomly uncorrelated fluxes without. Thus, while shot noise has
zero coherence length and exhibits the 1/
√
N ′ behavior (N ′ = n0T /τ is the mean number
of photons arriving in time T ) of the r.m.s. to mean ratio down to any scale, bunching
noise has this behavior only on scales larger than the coherence length of τ . In the ensuing
discussion we focus our attention upon incoherent light satisfying (20).
2. Bunching noise suppression: a relatively simple trial statistic
Evidently, in (19) one sees that the shorter the coherence length τ for a given total ex-
posure T = NT  τ , the smaller the noise-to-signal ratio because there is more opportunity
for intensity reversals among the various coherent segments to cancel out the noise. But
because τ is just the reciprocal of the frequency bandwidth of the radiation, there seems to
be no way of changing it. Here we investigate further if this conclusion is correct.
Let us consider an intensity time series Sj comprisingN measurements lasting an interval
T  τ each, such that the total data span is T = NT  τ as before, the mean intensity
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is given by (7), and the r.m.s. to mean ratio the square-root of (19). But suppose one
constructs the time series of
Sˆ(2) = Sˆ + αSˆ2, (21)
where α is an adjustable parameter (note α is not dimensionless, and the reason for the
superscript (2) is the existence of an entire hierarchy of statistics Sˆ(n) to be discussed in the
next section, among which Sˆ(2) is the first). The mean of Sˆ(2) is
〈Sˆ(2)〉 = 〈Sˆj〉+ α〈Sˆ2j 〉 =
n0
τ
+
2αn20
τ 2
. (22)
For the covariance function of Sˆ(2), we need to first calculate 〈Sˆ2j Sˆk〉, with the help of (2)
and (10) and invoking the condition (20),
〈Sˆ2j Sˆk〉 = 〈aˆ†j aˆj aˆ†j aˆj aˆ†kaˆk〉 = 2〈aˆ†j aˆj〉〈aˆ†j aˆj〉〈aˆ†kaˆk〉+4〈aˆ†j aˆj〉〈aˆ†j aˆk〉〈aˆ†kaˆj〉 =
2n30
τ 3
(1+2fjk), (23)
where fjk is as in (16).
In general, the coefficient ηp of the f
p
jk term in 〈Sˆnj Sˆmk 〉, where p ≤ min(n,m), equals the
number of different ways of choosing p annihilation operators aˆ out of the n available ones
from Sˆnj without paying attention to order, multiplied by a similar number of p annihilation
operators from Sˆmk (these two sets of operators may then switch sides) and the number of
ways of re-ordering aˆ within Sˆnj and Sˆ
m
k , viz. the coefficient is given by the product of four
quantities:
ηp = C
n
pC
m
p n!m!
(n0
τ
)m+n
, (24)
where the last is factor is merely a normalization factor.
With the help of (24) one may evaluate 〈Sˆ2j Sˆ2k〉, as
〈Sˆ2j Sˆ2k〉 =
n40
τ 4
(4 + 16fjk + 4f
2
jk). (25)
It is now possible to assemble all relevant terms to derive the covariance function as
cov(Sˆ(2)j , Sˆ(2)k ) =
n20
τ 2
fjk
(
1 +
4n0
τ
α
)2
+
4n40
τ 4
α2f 2jk. (26)
From (22) and (26), one sees that by setting
α = − 1
4〈Sˆj〉
= − τ
4n0
, (27)
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the mean of Sˆ(2)j becomes 〈Sˆ(2)j 〉 = n0/(2τ) = 〈Sˆj〉/2 and the covariance is given by last term
of (25). In other words, one obtains the relatively simple result
cov(Sˆ(2)j , Sˆ(2)k )
〈Sˆ(2)j 〉2
= f 2jk, (28)
which indicates the time series of Sˆ(2) has a narrower autocorrelation function than Sˆj, since
the latter is given by the first power of fjk (see (15)). Thus, even though (28) for j = k
yields 1 as the ratio of the r.m.s. to the mean signal which is no improvement from (15), the
average over many data points j would have a smaller ratio of the same.
To elaborate, for the choice of α given by (27) the statistic 〈Sˆ(2)j 〉 is an unbiased estimator
of the mean intensity 〈Sˆj〉 with normalized noise variance given by
var(Sˆ(2)T )
〈Sˆ(2)j 〉2
=
4τ 2
N2n20
N∑
k,l=1
cov(Sˆ(2)k , Sˆ(2)l ) =
√
pi
2
τ
NT
or
τ
NT
, (29)
for a time series spanning T = NT  τ , where the continuum representation
∑
j
e−2j
2T 2/τ2 ≈ 1
T
∫
dt e−2t
2/τ2 =
√
pi
2
τ
T
(30)
was employed, and the two possibilities on the right side of (29) correspond to the scenarios
of f(t) having the form (4) or (5) respectively. Comparing (29) to (19), Sˆ(2)j appears to be a
more accurate estimator of the mean intensity than Sˆj itself, and this is because when (27)
holds the only contribution to the covariance (26) is from the f 2jk term, which is a narrower
correlation function than fjk. In other words, the coherence length of Sˆ(2)j is less than Sˆj
with the appropriate choice of α.
Yet there is a caveat: (22) yielded a time series of less coherence length and a mean of
half the original time series, viz. 〈Sˆ(2)j 〉 = 〈Sˆj〉/2, only if the value of α in it is set to (27),
which presupposes a priori knowledge of 〈Sˆj〉, the very quantity one is trying to measure. In
practice, one could always use the sample average of the Sˆj series as starting point, and tune
α to align the flux inferred from (27) with the sample average of the ensuing Sˆ(2)j series. The
error in the estimate would then be given by (29), which is an improvement over enlisting
Sˆj alone.
Next, we proceed to show that there exists a whole hierarchy of statistics Sˆ(n), with
Sˆ(1) = Sˆj being the first, capable of delivering increasingly accurate estimates of 〈Sj〉, even-
tually surpassing (19). This claim will be demonstrated in the rest of the paper.
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Before doing that, a cautionary note is in order. The proposed statistic Sˆ(2) should work
as described, if the incoherent light in question has high occupation number n0, not simply
in terms of n0  1 but rather (20). To elaborate, note the validity of (26) is contingent
upon (20), as (26) ignores higher order terms, terms which depict extra, more complicated
effects of both bunching noise and shot noise. In fact, the next lowest order term beyond
the O(n20/τ
2) we used is O(n0/(Tτ)) which, if included, would modify (26) to
cov(Sˆ(2)j , Sˆ(2)k ) =
n20
τ 2
fjk
(
1 +
4n0
τ
α
)2
+
4n20
τ 4
α2f 2jk−
2αn20
Tτ 2
(fjk+4δjk)+
8α2n30
Tτ 3
(fjk+3δjk)+
n0
τ
δjk,
(31)
it reduces to
cov(Sˆ(2)j , Sˆ(2)k ) =
n20
4τ 2
f 2jk +
n0
2Tτ
δjk (32)
when α is given by (27). Thus, to justify dropping the next order correction to (26) as given
by the last term, (20) has to be enforced to ensure the interval T is too short. This point will
become particularly relevant when we proceed to investigate much more powerful statistics
that stem from the ideas presented above.
3. A hierarchy of statistics of increasing accuracy
Apart from Sˆ(2), there are even more sophisticated statistics belonging to the same
family. The immediate follow-up is
Sˆ(3)j = Sˆj + αSˆ2j + βSˆ3j . (33)
Here the calculation of the mean and covariance of Sˆ(3) is more tedious, but requires no
fundamental algebraic relations beyond (2) and (3), the manipulations of which were given
in previous examples like (9) and (23). Thus we will not be showing such intermediate steps
again; we simply quote the results:
〈Sˆ(3)j 〉 =
n0
τ
(1 + 2α′ + 6β′), (34)
and
cov(Sˆ(3)j , Sˆ(3)k ) = [(1 + 8α′ + 16α′2 + 36β′ + 324β
′2 + 144α′β′)fjk +
(4α
′2 + 72α′β′ + 324β
′2)f 2jk + 36β
′2f 3jk], (35)
where α′ = αn0/τ = α〈Sˆj〉, β′ = βn20/τ 2 = β〈Sˆj〉2 are dimensionless versions of α and β,
and fjk is as in (16).
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There is again an embedded arithmetic structure that affords one a unique solution for
α and β, corresponding to
α′ = αs′ = −1
2
, and β′ = βs′2 = 1
18
(36)
such that when s′ = s, where s = 〈Sˆj〉 is the ensemble flux, 〈Sˆ(3)〉 = n0/(3τ) and
cov(Sˆ(3)j , Sˆ(3)k )
〈Sˆ(3)j 〉2
= f 3jk. (37)
Comparing to (15) and (28), the autocorrelation of Sˆ(3) contains only the f 3jk contribution
with narrower width, or shorter coherence length, than S(1)j = Sˆj by the factor of
√
3
respectively, assuming fjk is given by (4), if it is given by (5) then the factor will be 3. As
before also, what actually happens in practice is that one achieves this next level of error
reduction by using the flux estimated from the Sˆj and Sˆ(2)j series as starting point, and tune
α and β via s′ to align s′ with the flux value inferred from the sample average of the ensuing
Sˆ(3)j series. The long time average of the Sˆ(3) series would therefore lead to
var(Sˆ(3)T )
〈Sˆ(3)j 〉2
=
9τ 2
N2n20
N∑
k,l=1
cov(Sˆ(3)k , Sˆ(3)l ) =
√
pi
3
τ
NT
or
2
3
τ
NT
, (38)
corresponding to the scenarios of f(t) having the form (4) or (5) respectively, which is a
progressive improvement from (29). Just like the statistic Sˆ(2)j , (37) holds only when the
incoherent light satisfies the high occupation number condition of (20).
The pattern emerging from Sˆ(2) and Sˆ(3) persists onto Sˆ(4)j = Sˆj +αSˆ2j + βSˆ3j + γSˆ4j . In
this instance, a choice of the dimensionless coefficients α′ = −3/4, β′ = 1/6, and γ′ = −1/96
would yield
〈Sˆ(4)j 〉 =
n0
4τ
;
cov(Sˆ(4)j , Sˆ(4)k )
〈Sˆ(4)j 〉2
= f 4jk, (39)
and hence
var(Sˆ(4)T )
〈Sˆ(4)j 〉2
=
16τ 2
N2n20
N∑
k,l=1
cov(Sˆ(4)k , Sˆ(4)l ) =
√
pi
4
τ
NT
or
1
2
τ
NT
, (40)
corresponding to the scenarios of f(t) having the form (4) or (5) respectively, which is an
improvement over (38).
It is now possible to prove that an underlying order exists, viz. for all n ≥ 1 there exists
a unique flux measurement operator
Sˆ(n)j = Sˆj + α1Sˆ2j + · · ·+ αnSˆnj (41)
– 11 –
with
〈Sˆ(n)〉 = n0
nτ
;
cov(Sˆ(n)j , Sˆ(n)k )
〈Sˆ(n)j 〉2
= fnjk (42)
which as n → ∞ creates from the original time series one with arbitrarily short coherence
length for the bunching noise. To establish formally there indeed exists an unlimited hi-
erarchy of arbitrarily large n, however, it is necessary to find the general formula of the
normalized coefficients
α′l = αl〈Sˆj〉l−1, l = 1, 2, · · · , n, (43)
that removes at s′ = s all the fpjk terms in cov(Sˆ(n)j , Sˆ(n)k ) except fnjk. To this end, it is
necessary to enlist another formula
〈Sˆmj Sˆnk 〉 =
(n0
τ
)m+n min(m,n)∑
p=0
CnpC
m
p n!m!f
p
jk (44)
which follows simply from (24) and the fact that each fpjk coefficient in cov(Sˆ(n)j , Sˆ(n)k ) is the
product of the corresponding one in (44) and the quantity α′kα
′
m, viz.
coefficient of fpjk term =
n∑
r=p
n∑
s=p
(−1)r+sCrpCspr!s!α′rα′s. (45)
This leads to
α′l = −(−1)l
Cnl
nl!
, l = 1, 2, · · · , n (46)
as a solution that retains only the fnjk term in cov(Sˆ(n)j , Sˆ(n)k ). To elaborate how one arrives
at (46), one may expand the expression
[1 + x(1 + y)]n[1 + x(1 + z)]n =
n∑
r=0
n∑
s=0
r∑
p=0
s∑
q=0
Cnr C
n
s C
r
pC
s
qx
r+sypzq (47)
with Crp = 0 for r < p; then set x = −1 so that only the ypyq term with p = q = n survives.
Since the coefficients of the p = q < n terms are
n∑
r=p
n∑
s=p
(−1)r+sCnr Cns CrpCsp = 0, p = 1, 2, · · · , n− 1, (48)
and these coefficients must vanish, one deduces that (46) is a solution (the overall normal-
ization factor 1/n is there to ensure the correct coefficient of the only surviving term fnjk in
cov(Sˆ(n)j , Sˆ(n)k ); indeed one can verify that (46) reproduces e.g. the α′, β′, and γ′ values given
in the earlier examples of Sˆ(n)).
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Proceeding next to prove the validity of (28), (37), (39) and so on without limit, one
must calculate the mean signal 〈Sˆ(n)j 〉 with α′l given by (46), and Sˆ(n)j by (41) with α by (43).
Since 〈Srj 〉 = r!nr0/τ r, this is the same as showing
n∑
r=1
(−1)rCnr = −1, (49)
a result that follows readily from the expansion of (1 + x)n with x = −1. In this way a
universal method of flux estimation, applicable to any high order n, becomes apparent: the
minimum of the statistic s
′2n−2var(Sˆ(n)) will, as n→∞, locate the true flux s′ = s to within
an error defined by the equation
1
n2
n−1∑
p=1
(Cnp )
2
(
s′ − s
s
)2p
=
1
n2
. (50)
Equivalently for n 1, the equation is
[I0(z)− 1] = 1, (51)
where z = 2n(s′ − s)/s and I0 is a modified Bessel function of the first kind. In fact, the
solution to (51) is z ≈ 1.81, leading to∣∣∣s′ − s
s
∣∣∣ = 0.905
n
, (52)
which, for sufficiently large n, surpass (19) when
n2 & NT
τ
. (53)
This means, in other words, (52) is the most conservative flux sensitivity limit for large n,
even though it turns out the same equation also works for n = 2, 3, · · · with negligible loss of
accuracy. In practice, however, as can be seen from (29), (38) and (40), the actual method
of locating s need not be as elaborate as minimizing s
′2n−2var(Sˆ(n)), rather simply tuning αl
via s′ to align s′ with the value of the flux inferred from the ensuing Sˆ(n)j , and may lead to
even smaller flux uncertainties than the (52) limit.
4. Upper bound on the accuracy improvement
From the foregoing discussion it would seem, provided one is prepared to work on the
hierarchy of statistics Sˆ(n) with an arbitrarily large n, the bunching noise error (52) in one’s
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Fig. 1.— Accuracy curves of the mean intensity of a time series of stationary chaotic light
in radio frequencies as inferred by two methods: the radiometer equation of (19) (grey line)
and the new method of this paper. The coherence length of the time series is assumed to
be τ = 1 ns (bandwidth ≈ 1 GHz); and the sampling time T = 1 ps (Doppler/Gaussian
light) or T = 10 fs (collisional/Lorentzian light). The total duration of the time series
is NT = 30 ns, i.e. the number of samples is N = 3 × 104 (Doppler/Gaussian light) or
N = 3 × 106 (collisional/Lorentzian light). The wavy line is from a simulation of the
Doppler/Gaussian light under the same conditions as stated above (for further details see
text).
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flux estimate can be reduced to a level far beneath the radiometer equation (19) governing
the original time series Sˆj.
In reality there is a limit to how large n can be, however, as one’s ability in pursuing
the new method depends crucially upon resolving the bunching variations at the minimized
coherence length in the ensuing Sˆ(n)j series, viz. length ≈ τ/
√
n for Doppler/Gaussian light,
(4), or ≈ τ/n for collisional/Lorentzian light (5). This requires a sampling interval T for Sˆj
small enough to satisfy
T  τ√
n
(Doppler/Gaussian) or T  τ
n
(collisional/Lorentzian). (54)
Combining with (53), it also means
N  τ
5
T 5
(Doppler/Gaussian) or N  τ
3
T 3
(collisional/Lorentzian). (55)
Yet, this need for ever higher timing resolution in the individual flux measurements of Sˆj
would eventually become difficult to meet technologically; thus if τ ≈ 1 ns as is typical of
radio astronomy, n ≈ 106 would demand femtosecond sampling. In any case, incoherent de-
tectors (radiometers) with the required combination of speed and sensitivity do not currently
exist and would be challenging to design and build. Moreover, unless the incident beam has
infinite occupation number, criterion (20) would also break down when T is too small, and
such extra contributions to the intensity noise as terms in (31) complicate the performance
of the method.
Overall, for radio wavelengths n ≈ 106 is likely to be the absolute maximum one could
envisage. But if n is much smaller, to the point (53) no longer holds, the proposed new
method will have no advantage over the radiometer equation. The way to overcome this
is to divide the time series into a number of segments1, each having sufficiently small N
to satisfy (53), then apply the new method to get the mean flux for each segment before
taking the global average. An improvement in flux accuracy by 10 – 100 times, as illustrated
by the scenario of Figure 1, should quite readily be achievable by sampling and digitizing
each time stream (segment) at the rate of 10−3 to 10−4 of a coherence time. Note that
in Figure 1 we also included the flux determination accuracy of a numerical simulation
of Doppler/Gaussian light with uncorrelated phases among the modes and autocorrelation
function given by (4), under the same conditions as stated in the caption. The simulation
comprises 30 independent realizations of the intensity time series, and in each case the fluxes
1The other advantage of analyzing small segments at a time is that it minimizes the need to store large
quantities of data at any given time.
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as estimated by the radiometer equation and the new method are compared to the true flux
of the simulation model to determine the accuracy of each method. The ratio of the r.m.s.
deviation between the true (ensemble) flux and the flux estimated by each method is plotted
as the y-coordinate.
Lastly, we wish to point out that the conclusion of this paper does not necessarily
contradict Nair & Tsang (2015), who demonstrated the impossibility of surpassing the
sensitivity limit of the radiometer equation (19) by the use of any unbiased estimator of the
flux, because the method we proposed here is more sophisticated than just employing a flux
estimator, rather it tunes the flux to minimize a very high order statistic. Thus the two
approaches are fundamentally different.
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