We construct a Turaev-Viro type invariant of smooth closed oriented 4-manifolds out of a Gcrossed braided spherical fusion category (G-BSFC) for G a finite group. The construction can be extended to obtain a (3 + 1)-dimensional topological quantum field theory (TQFT). The invariant of 4-manifolds generalizes several known invariants in literature such as the Crane-Yetter invariant from a ribbon fusion category and Yetter's invariant from homotopy 2-types. If the G-BSFC is concentrated only at the sector indexed by the trivial group element, a co-homology class in H 4 (G, U (1)) can be introduced to produce a different invariant, which reduces to the twisted Dijkgraaf-Witten theory in a special case. Although not proven, it is believed that our invariants are strictly different from other known invariants. It remains to see if the invariants are sensitive to smooth structures. It is expected that the most general input to the construction of (3 + 1)-TQFTs is a spherical fusion 2-category. We show that a G-BSFC corresponds to a monoidal 2-category with certain extra structures, but these structures do not satisfy all the axioms of a spherical fusion 2-category given by M. Mackaay. Thus the question of what axioms properly define a spherical fusion 2-category is open.
signature [10] , and thus is a classical invariant. From a different direction, D. Yetter gave a construction of (3 + 1)-TQFT from homotopy 2-types [50] , which is equivalent to a crossed module or a categorical group. Along a similar line, A. Kapustin [25] and M. Mackaay [35] obtained 4-manifold invariants from 2-groups with some additional structures. More recently, R. Kashaev produced a (3 + 1)-TQFT out of a cyclic group Z N [26] .
Topology in 4d is different from any other dimensions. R 4 is the only Euclidean space accepting more than one smooth structure (infinitely many actually) [22] . After the work of M. Freedman [21] , topological 4-manifolds are fairly well understood. However, classifying smooth 4-manifolds remains one of the most difficult open problems. Non-trivial (3 + 1)-TQFTs are rare since any such TQFT gives rise to an invariant of smooth 4-manifolds. The categorical constructions of invariants mentioned above are not known to be sensitive to smooth structures.
The main result of this paper is a state-sum construction of (3 + 1)-TQFTs from a G-crossed braided spherical fusion category (G-BSFC) where G is a finite group. The same category is also called G-ribbon category by V. Turaev [43] and G-equivariant category by A. Kirillov [29] . G-crossed braided spherical fusion categories were studied in [20] [43] [16] [14] and also have applications in condensed matter physics [7] where it is the right language to describe topological phase of matter with symmetries and defects. Roughly, a G-BSFC C × G consists of the following structures: (see Section 2 for detailed definitions)
1. C × G is a spherical fusion category. 2. C × G = g∈G C g is graded by G where C g is a full subcategory and C g1 ⊗ C g2 ⊂ C g1g2 , g, g 1 , g 2 ∈ G.
3. There is a G-action on C × G by pivotal functors such that for any g, g ′ ∈ G, the action of g maps C g ′ to C gg ′ g −1 .
4. There is a crossed braiding
which satisfies certain compatibility conditions. Given a G-BSFC C × G and a closed oriented 4-manifold M , the procedure of constructing the invariant of M from C × G goes as follows. Take a triangulation T of M . A coloring S assigns an element of G to each 1-simplex and a simple object of C × G to each 2-and 3-simplex. These assignments satisfy certain constraints. To avoid the distraction from technical details here, we simply present of the form of the partition function of M :
where T i is the set of i-simplices and Z S (∆ i ) is some factor associated to the i-simplex ∆ i . Thus for each coloring S, every simplex in T contributes a factor to the partition function. Usually, the contributions from the top dimensional simplices are most important. See Section 3 for more details. The main theorem of the paper states: • If the G-action is trivial and C g = 0 for all g = e ∈ G, then again C × G is a ribbon fusion category, and Z C is a G-BSFC such that C g = 0 for all g = e, then we can introduce a 4-cohomology class ω ∈ H 4 (G, U (1)) and the new partition function takes the form: As a special case, we have the the following proposition. From a different perspective, in (2 + 1) dimension, the typical state-sum model (Turaev-Viro-BarrettWestbury invariant) involves a spherical fusion (1-)category. Thus in (3 + 1) dimension, one would expect there to be a notion of 'spherical fusion 2-category' and all known categorical constructions of 4d-invariants (TQFTs) should be a special case. Modoidal 2-categories are defined in [24] , and monoidal 2-categories with duals are given in [5] . In [34] , M. Mackaay proposed a definition of spherical fusion 2-categories 3 by introducing certain extra structures on monoidal 2-categories with duals. Based on his definition, he formally defined a 4-manifold invariant with a spherical fusion 2-category. However, as explained later, his definition is too restrictive and excluded many interesting examples. In particular, his construction does not cover the TQFTs from a G-BSFC due to the following proposition.
Proposition 1.5 (Informal).
A fusion 2-categoryC with duals can be constructed from a G-BSFC C × G , butC does not satisfy the axioms of a spherical fusion 2-category according to the definition in [34] Therefore, the problem of what should be a 'good' definition of spherical fusion 2-categories is still open. Another question worth thinking of is how powerful the 4d invariant constructed in this paper is. Is it sensitive to smooth structures? Is it related to the Donaldson/Seiberg-Witten invariant? In Section 7, we give more open questions regarding this aspect.
Lastly, G-BSFCs are not rare. In [16] [31] [30] , it was proved that equivalent classes of G-BSFCs are in one-to-one correspondence, by equivariatization and de-equivariatization, with equivalent classes of spherical braided fusion categories containing Rep(G) as a subcategory. Also, given a group morphism from G to the group of automorphisms of a unitary braided fusion category C, if certain obstructions vanish, then C can be extended to a unitary G-crossed braided fusion category, which is also a G-BSFC, with C as the sector indexed by the trivial group element [20] .
The structure of the paper is organized as follows. In Section 2, we give a review of G-BSFCs. A G-BSFC can be understood either by embedding it into a strict G-BSFC (Section 2.2) or by extracting from it a set of discrete data satisfying certain equations (2.3). Section 3 is the core of the paper where three equivalent definitions of the partition function are given and the main theorem is stated. In Section 4, we give several examples of the invariants and also introduce an variation of the construction of the invariants. Section 5 contains the proof of the main theorem. In Section 6 we show that a monoidal 2-category with extra structures can be constructed from a G-BSFC. Finally in Section 7 we provide some open questions and future directions for research in this area.
G-crossed Braided Spherical Fusion Categories (G-BSFCs)
We assume the readers are familiar with the concepts of categories with certain extra structures, such as tensor (monoidal) categories, fusion categories, spherical categories, ribbon categories, etc. We use the word 'monoidal' and 'tensor' interchangeably. There are a number of excellent references developing these concepts. See for instance [27] [18] [6] [19] [46] . Since our main object to use is a G-crossed braided spherical fusion category (G-BSFC) where G is a finite group, we give a review of such categories. See [29] [43] for more detailed discussions. But notice that these categories are called G-ribbon categories in [43] and G-equivariant categories in [29] . Some conventions from this paper are also different from the references.
If C is a category, denote the set of objects by C 0 and the set of morphisms by C 1 . We follow the convention that compositions in a category are read from right to left, namely, if f ∈ Hom(X, Y ), g ∈ Hom(Y, Z), then g • f ∈ Hom(X, Z). The identity map on an object X is denoted by I A , or Id A . The subscript will often be dropped. Throughout the paper, G denotes a finite group.
Definition of G-BSFCs
Let (C, ⊗, 1, a, l, r) be a tensor category, where a, l, r are the structure isomorphisms:
which satisfy the Pentagon Identity and Triangle Identity. When no confusion arises, we often drop the structure symbols and claim C as a tensor category. Denote by Aut ⊗ (C) the tensor category where objects are tensor auto-equivalences of C, morphisms are natural transformations, and tensor product of two tensor equivalences are compositions of functors. Denote by G the tensor category where the objects are elements of G and tensor product is given by group multiplication. There is only one morphism, the identity map, from an object to itself, and no morphism between different objects. Definition 2.1. Let C be a tensor category, a G-action on C is a tensor functor G −→ Aut ⊗ (C).
The above definition is a concise way to describe a G-action. To be more clear about it, we unpack the definition into a set of specific axioms. Let
be a tensor functor. For g ∈ G, X ∈ C 0 , f ∈ C 1 , we often write F (g)(X) and F (g)(f ) as X g and f g , respectively. For each object g ∈ G 0 , i.e., g ∈ G, F (g) is an tensor auto-equivalence, and thus it is endowed with natural isomorphisms:
which are compatible with the tensor structures of C. Since (F, η, ǫ) is a tensor functor, there is a natural isomorphism η g,h : F (gh) −→ F (g) • F (h) and a natural isomorphism ǫ : F (e) −→ Id C . Or more specifically, for each X ∈ C 0 , there is an isomorphism η g,h;X : X gh −→ ( X h ) g and ǫ X : X e −→ X, such that the following diagrams commute:
C g together with a G-action and a family of natural isomorphisms
such that the following conditions are satisfied.
1. Each C g , called the g-sector, is a full subcategory. The only morphism between two objects from different sectors is the zero morphism. Moreover,
2. The c X,Y ′ s, called crossed braiding, are self consistent, namely, for X ∈ C g , Y ∈ C h , Z ∈ C k , the following diagrams commute:
5. The G-action is consistent with the pivotal structure. That is, if δ X : X −→ X * * is the pivotal structure, then the following diagram commutes:
where the vertical arrow in the above diagram represents the canonical isomorphism induced by the fact that the action of g is a tensor functor.
Note that if G is trivial, then the definitions above are the same as those of spherical braided fusion categories, so a {e}-BSFC is simply a spherical braided fusion category, or a ribbon fusion category. It should be noted that in general a G-BSFC is not a braided tensor category. However, the sector C e is always a ribbon fusion category. Also note that here we do not require the grading to be faithful. For instance, one can take an arbitrary ribbon fusion category C and set C e = C, C g = 0, g = e, then C × G = g∈G C g = C is a G-BSFC with the trivial G-action. More interesting examples will be provided in Section 4.
There are two opposite directions to study a G-BSFC. One direction is strictifying a G-BSFC, where one shows a G-BSFC is equivalent, in some properly defined sense, to a G-BSFC in which the structure isomorphisms a X,Y,Z , l X , r X , γ g;X,Y , σ g , η g,h;X , ǫ X are all the identity map. A G-BSFC is called strict if it satisfies the above properties. The advantage of using strict G-BSFCs is that it is easy to deduce identities among morphisms and moreover, identities which hold in a strict category also hold in a nonstrict category equivalent to it after appropriately inserting certain structure isomorphisms. The other direction is skeletonizing a G-BSFC, where a representative for each isomorphism class of simple objects is chosen, and the category is described by a set of discrete data which satisfy some equations involving the representatives. This method is useful when one needs to perform calculations in a category. For instance, in the (3 + 1)-TQFT to be constructed in Section 3, the discrete data will be used when computing the partition function of a 4-manifold. We elaborate these two concepts in Section 2.2 and Section 2.3, respectively.
Strictifying G-BSFCs
A G-BSFC is called strict, if it is a strict spherical fusion category and the structure isomorphisms γ g;X,Y , σ g , η g,h;X , ǫ X are the identity map. Every G-BSFC is equivalent to a strict one as indicated in the following theorem. Roughly speaking, an equivalence of G-BSFCs is an equivalence as a tensor functor and preserves all additional structures, e.g., crossed braiding, G-action, etc. For the rigorous definition, see [36] . In a strict G-BSFC, it is convenient to represent morphisms with colored graph diagrams. We only list the basic rules for this representation. For detailed treatment, see [42] . But note that we will follow a slightly different convention.
A graph diagram is a collection of rectangles 4 , immersed segments, and immersed circles in R × [0, 1]. The segments and circles are called 1-strata of the diagram. The following conditions are required to satisfy:
• All rectangles are disjoint from each other and lie in R × (0, 1). For simplicity, we also assume the longer sides of each rectangle are parallel to R × {0} (i.e., horizontal) and the shorter sides vertical to R × {0}.
• The 1-strata ends either on R × {0, 1} or on the horizontal sides of a rectangle. The interior of the 1-strata lies in R × (0, 1) and does not intersect with any rectangle.
• The 1-strata are directed and may only have double crossings in R × (0, 1) with over/under crossing data.
See Figure 1 for an example of a graph diagram. Usually we will not draw the dashed lines representing R × {0, 1} explicitly, and assume that the bottom (resp. top) of a graph diagram is bounded by the line R × {0} (resp. R × {1}). Given a graph diagram G, we will think of the 1-strata broken at the under crossings, namely, the 1-strata decomposing into a collection of arcs, where each arc starts and ends either at an under crossing or at one of the end points of the 1-strata. For instance, the graph diagram in Figure 1 contains seven arcs. Denote by G 0 , G 1 , G 2 the set of crossings, arcs, rectangles, respectively.
G and the A β ′ s are homogeneous objects of C × G , such that the following conditions are satisfied:
• For each rectangle γ, denote by β 1 , · · · , β m the set of arcs incident to the bottom of γ, and by β 1 , · · · , β n the set of arcs incident to the top of γ both listed from left to right. For each β i (resp. β j ), define ǫ i (resp. ǫ j ) to be +1 if β i (resp. β j ) is directed downwards near γ, and −1 otherwise. Let Figure 2 : Colorings of a graph diagram . Again, we represent the coloring by putting an object beside each arc and a morphism beside each crossing. Let the arc corresponding to the over crossing, the arc entering the under crossing, and the arc leaving the under crossing be colored by the objects A, B 1 , and B 2 , respectively. In the case of a positive crossing, we require ψ to be an isomorphism B 2 |A| ∼ −→ B 1 , and in the case of a negative crossing, we require ψ to be an isomorphism B 1
We use the convention that if ψ = I, then we drop it from the diagram.
From the second condition of the coloring we have |A| |B 2 | = |B 1 | |A| for a positive crossing and |B 2 | |A| = |A| |B 1 | for a negative crossing. It is not hard to see that a coloring of G determines a group morphism from
be the set of arcs intersecting with R × {0} (resp. R × {1}) listed from left to right, and similarly define ǫ i , ǫ j for each arc β i , β j as in the definition of a coloring. Let
And again let
The rules of the interpretation are as follows:
• If G is one of the graph diagrams listed in Figure 3 , then it is interpreted as the morphism shown below the corresponding diagram.
• If G contains a single rectangle and a set of arcs each of which is either a vertical segment connecting R × {0} and the lower side of the rectangle or a vertical segment connecting R × {1} and the upper side of the rectangle, (see Figure 2 (a) for instance), then it is interpreted as the coloring labeling the rectangle.
• Stacking of a graph diagram on top of another corresponds to composition of morphisms they represent, and juxtaposition of diagrams corresponds to tensor product of morphisms.
Moreover, the morphism represented by a colored diagram is invariant under regular isotopies of the diagram, some of which are drawn in Figures 4 5, where for simplicity we assume the coloring at each crossing is the identity map. We refer the readers to [42] for the treatment of more general cases.
Similar to the case of braided spherical fusion categories, here we can also define the twist θ A : A −→ A |A| for homogeneous object A by the diagram in Figure 6 : The following proposition is parallel to the properties of the regular twist. 1.
Skeletonizing G-BSFCs
Let C × G be a G-BSFC, and letL(C × G ) be a complete set of representatives of simple objects, namely, L(C × G ) contains a representative for each isomorphism class of simple objects. We assumeL(C × G ) is closed under the G-action and taking duals. If a ∈ C × G is an object from the sector C g , denote |a| = g. For simplicity, we also assume C × G is multiplicity free. The data can be easily adjusted to apply to the general case. A convention within this subsection is that all the summation variables are assumed in the range ofL(C 
where B 
These two bases are represented graphically in Figure 8 . The matrix relating the two bases is called Fsymbol or 6j-symbol. Explicitly, given a 6-tuple (a,
) are all admissible, (we say the 6-tuple is admissible) then the F Figure 9 : Definition of the F -symbol 
Denote this scalar by U g (a, b; c). Graphically, this is represented by Figure 11 . . But the data to be described below will be the same under the two normalizations.
In Section 3.3, we will give a formula of the partition function of a closed 4-manifold in terms of the data mentioned above.
Partition Function
In this section we introduce the key construction of the 4-manifold invariants from a G-BSFC. The invariant, called partition function, is a state-sum model and a 4d analogue of the Tuaev-Viro-BarrettWestbury invariant. Although we will only describe the invariants for oriented closed 4-manifolds, it is straight forward to extend the construction to produce a (3 + 1)-TQFT. See [47] for a Hamiltonian realization of this TQFT. By 4-manifolds we always mean closed oriented smooth 4-manifolds unless otherwise stated. In Section 3.1 3.2 3.3, three equivalent definitions of the partition function based on ordered triangulations will be given. To show this indeed defines an invariant of 4-manifolds, one needs to prove the partition function is independent of the choice of ordered triangulations. Considering the proof is quite technical and lengthy, we defer it to Section 5.
Definition of Partition Function I
An ordered triangulation T of a 4-manifold M is a triangulation of M with an ordering of its vertices by 0, 1, 2, · · · . For k = 0, 1, 2, 3, 4, let T k be the set of k-simplices. The restriction of the ordering on each k-simplex σ ∈ T k induces a relative ordering of the vertices of σ. Under this relative ordering, we write σ as (0 1 · · · k − 1) and any n-face of σ as (
There is no loss of generality since the definition of the partition function only depends on the relative ordering as shall be seen below. For each σ ∈ T 4 , define the sign, ǫ(σ), of σ to be '+' if the orientation on σ induced from M coincides with the one determined by the relative ordering of its vertices; ǫ(σ) is defined to be '−' otherwise. Let C × G = g∈G C g be a G-BSFC, and let L(C × G ) be the set of isomorphism classes of simple objects.
, such that for any simplex β = (012) ∈ T 2 with the induced ordering on its vertices,
.
, for each β = (012) ∈ T 2 , we arbitrarily choose a representative in the class f (012) and denote the representative by f 012 or just 012 when no confusion arises. For an edge (ij), we also denote g(ij) by g ij or ij, g(ij)
−1 by g ij or ij. Assume now a representative for the color of each 2-simplex has been chosen. Let τ = (0123) ∈ T 3 be any 3-simplex with the induced ordering on its vertices, and consider the boundary map:
We assign to τ = (0123) two vector spaces:
Note that by the definition of a coloring, the objects f 023 ⊗ f For any two objects X, Y in a fusion category, a pairing on Hom(X, Y ) × Hom(Y, X) is defined as:
The pairing , is non-degenerate, and thus induces a natural isomorphism between V We define Z ǫ(σ) F (σ) as follows. If ǫ(σ) = +, we first define a linear functional
by the graph diagram shown in Figure 13 (Left), the meaning of which requires some explanations. This is a graph diagram as defined in Section 2.2 where the segments are implicitly colored and directed, but the rectangles are not. The three long vertical segments on the right part of the diagram (which corresponds to taking the trace) are directed upwards, and all other segments are directed downwards. The colors of the segment are assigned in such a way that any morphism from the morphism space indicated in a rectangle can be used to color the rectangle. For instance, for the rectangle containing V ), respectively. In the case of a strict G-BSFC, the only crossing in the diagram is colored by the identity map. In the nonstrict case, it is colored by some natural isomorphism involving the η a (g, h)
′ s defined in Section 2.3. One can check the above rules of coloring are compatible. Given an element φ 0 ⊗φ 1 ⊗φ 2 ⊗φ 3 ⊗φ 4 in the domain ofZ + F (01234), we now color each rectangle by some φ i which is from the space the rectangle contains. The resulting colored graph diagram can be interpreted as a morphism in Hom(1, 1) ≃ C according to Section 2.2. Since any such morphism is a scalar times Id 1 , we defineZ
to be that scalar, or less rigorously to be the colored graph diagram.
Using the non-degenerate pairing , , this defines a linear map Z + F (01234):
defined by the graph diagram shown in Figure 13 (Right), which is obtained by reflecting the one in Figure 13 (Left) along a horizon line. By the same way of interpreting the diagram as above, we get a linear map: we see that the domain of Z ± F (01234) always corresponds to the negative boundaries of ±(01234) and the codomain to positive boundaries of ±(01234). Each 3-simplex τ is the intersection of exactly two 4-simplices σ 1 and σ 2 . If τ is a negative boundary in ǫ(σ 1 )σ 1 , it must be a positive boundary in ǫ(σ 2 )σ 2 , and vice versa. Thus, V + F (τ ) appears exactly once in the domain for some 4-simplex and codomain for some other 4-simplex. Then we have 
where F runs through all C × G -colorings of T , and
a is the quantum dimension of the object a. These will be proved in Section 5.1, Section 5.2, and Section 5.4, respectively. Below we derive two other equivalent formulas for the partition function, which will be used in the proof of invariance. They each have different flavors, and in practice it is more convenient to use one over another.
Definition of Partition Function II
The non-degenerate pairing , defined in Equation 21 for two objects X, Y in a fusion category induces canonical isomorphisms Hom(X,
and let φ X,Y = , * X,Y (1). If {v i } i∈I and {w j } j∈I are a basis of Hom(X, Y ) and Hom(Y, X), respectively, such that v i , w j = c i δ i,j for some non-zero numbers c i , then φ X,Y = i∈I c −1
Now assume a coloring F = (g, f ) and a representative of the color of each 2-simplex have been chosen. For each 3-simplex τ = (0123) ∈ T 3 , there is thus the element
, again it is not hard to see that each V ± F (τ ) appears exactly once as a tensor component of the domain for some σ ∈ T 4 . Therefore, the map
is given by the following formula:
Proof. It suffices to prove, for a fixed coloring F = (g, f ) and a chosen representative of the color for each 2-simplex, we have:
For any τ ∈ T 3 , choose a basis {v Thus,
Definition of Partition Function III
We give a third formulation of the partition function as a state sum model, which is convenient in terms of calculations. For simplicity, let us assume the category C × G is multiplicity free. The more general case can be treated in a similar way.
LetL(C 
2. for any τ = (0123) ∈ T 3 , t(0123) ∈ C g 03 g01g12g23 .
As before, we choose arbitrarily a representative for each f (012) and t(0123), and denote these representatives as f 012 , t 0123 or 012, 0123. Given an extended coloringF = (g, f, t), then F = (g, f ) is a coloring according to Definition 3.1. As noted in Section 3.1, for each 3-simplex τ = (0123), f 023 ⊗ f and f 013 ⊗ f 123 are both in the sector C g 03 g01g12g23 , which is why in Definition 3.5 we also require t(0123) to be in the sector C g 03 g01g12g23 . More explicitly, as t varies, the set
: t 0123 ∈ C g 03 g01g12g23 , t 0123 ∈L(C 
Rewriting the formula in Proposition 3.4 under this B-basis, we obtain a state-sum model. Explicitly, for each σ ∈ T 4 , the 25j-symbolẐ
(σ) is defined to be the evaluation of the graph diagram in Figure  16 
Proof. The right hand side of Equation 24 can be written as
For each 3-simplex τ = (0123), we have
Thus, for a fixed coloring F = (g, f ), Figure  18 to the bottom of the diagrams in Figure 16 and using the diagrammatic equations in Section 2.3 to simplify the diagrams. 
Examples and Variations
In this section, we give several examples of the partition function defined in Section 3. Some of the known invariants in literature emerge as special cases of our construction. At the end of this section, a variation of the construction of the partition function is introduced when the G-BSFC has a trivial grading. In this case, a cocycle in H 4 (G, U (1)) can be included in the construction to produce a different invariant. A particular case reduces to the twisted Dijkgraaf-Witten invariant.
Crane-Yetter Invariant
The Crane-Yetter invariant was introduced in [12] , where the authors gave a state sum construction of 4-manifold invariants with the modular tensor category Rep(U q (sl 2 )), where Rep(U q (sl 2 )) is the category of representations of U q (sl 2 ) with q some principal 4r-th root of unity. Later on the construction was generalized to any semi-simple ribbon category C [11] 6 . This generalized state sum invariant is still called the Crane-Yetter invariant denoted by CY C (·).
G has only one sector C = C e and it is a ribbon fusion category as noted in Section 2.1. In this case, the only color on a 1-simplex is the unit e, so we can just assume there is no color at all on 1-simplices. The colors on each 2-and 3-simplex run through a complete set of representatives in C. For each colored 4-simplex, the partition function is given by Figure 16 where all the relevant group elements and group actions are trivial, and this is equal to the 15j-symbol defined in [11] . The state-sum formula is given by
It is then direct to see that the resulting partition function Z C 
Yetter's Invariant from Homotopy 2-types
A (strict) categorical group is a rigid tensor category G such that (⊗, 1, (·) * ) satisfies the axioms of groups strictly and that every morphism is invertible. Note that here the morphism spaces are not required to be a vector space. Namely, in a categorical group, all the structural isomorphisms a, l, r are identity maps and
* ⊗ f = Id for any object A and morphism f . There is a one-to-one correspondence between categorical groups and crossed modules which are defined below.
Let G, H be two finite groups. A crossed module is a quadruple (H, G, ρ, φ) where ρ : H −→ G is a group morphism and φ : G × H −→ H is a group action of G on H, such that the following two conditions are satisfied.
1. ρ commutes with the G-action, i.e., for any g ∈ G, h ∈ H, ρ(φ(g, h)) = ρ(h) g , where the right hand side is the conjugation action.
The action φ extends the conjugation action of H on itself, i.e., for any
We will usually write the action as φ(g, h) = h g . The inverse of a group element g is also denoted by g. Given a categorical group G, let G = G 0 and H = ⊔ g∈G Hom(1, g). It is clear that G is a group with the product ⊗, the unit e = 1, and the inverse (·) = (·) * . Define ρ : H −→ G to be the target map, namely ρ(h) is the target of g, and define the G-action by φ(g, h) = Id g ⊗ h ⊗ Id g . We leave it as an exercise to check that H is also a group, and (H, G, ρ, φ) is a crossed module, which we denote by Mod(G).
For the converse direction, given a crossed module (H, G, ρ, φ), define the categorical group G(H, G, ρ, φ) as follows.
Objects are elements of
The composition of morphisms are the product in H.
For h
The unit 1 is the unit in G. The structure isomorphisms a, l, r ′ s are identity maps.
3. For g ∈ G, the dual g * := g, and the b g , d g ′ s are identities.
Again, it can be checked that G(H, G, ρ, φ) is a categorical group.
Proposition 4.1. If (H, G, ρ, φ) is a crossed module and G is a categorical group, then Mod(G(H, G, ρ, φ)) = (H, G, ρ, φ)) and G(Mod(G)) = G.
Proof. Direct verification.
On the other hand, from a crossed module (H, G, ρ, φ) we can also construct a G-BSFC denoted by D = D(H, G, ρ, φ) = g∈G C g . As a category, D(H, G, ρ, φ) is the same as Vect H , the category of H-graded finite dimensional vector spaces. We identify the simple objects in D with elements of H. For each g ∈ G, the g-sector C g is spanned by all simple objects in ρ −1 (g). This defines a G-grading on D due to the fact that ρ is a group morphism. The G-action on simple objects of D is defined to be the action φ on H. It can be checked that this is a well-defined action, and the first condition in the definition of crossed modules guarantees that the G-action g sends the g ′ -sector to the g ′ g -sector.
Let
where the second equality is due to the second condition in the definition of crossed modules. We define the G-crossed braiding by the identity map, namely,
We now describe the partition function associated with D(H, G, ρ, φ). LetF = (g, f, t) be an extended coloring. Then for each 2-simplex (012), f 012 ∈ C g 02 g01g12 . For any 3-simplex (0123), if the space V ± (0123) is to be non-zero, we need to have f 023 f 012
Thus the color on a 3-simplex is uniquely determined by those on its boundary faces. Given an extended coloring such that the condition from Equation 28 is satisfied for every 3-simplex, it is direct to see that for each 4-simplex σ,Ẑ ± (σ) = 1 by Figure 16 .
Definition 4.2. Given a crossed module (H, G, ρ, φ) and an ordered triangulation T of M , an admissible coloring is a map
1. for any 2-simplex (012), ρ(f 012 ) = g 02 g 01 g 12 ;
2. for any 3-simplex (0123), f 023 f 012
An admissible coloring is a G(H, G, ρ, φ)-color in the sense of [50] . The following property shows actually the partition function associated with D(H, G, ρ, φ) is exactly the Yetter's invariant Y G(H,G,ρ,φ) associated with G(H, G, ρ, φ) in [50] . 
where #(H, G, ρ, φ) is the number of admissible colorings.
Proof. In D, it is clear that the quantum dimension of each simple object is 1, and the total dimension square D 2 = |H|. Then the first equality follows from Equation 24 . The second equality follows from [50] .
If H = {e} is the trivial group, there is a unique group morphism ρ 0 from H to G, and a unique action (the trivial action) φ 0 of G on H. Then according to Definition 4.2, an admissible coloring is simply a map g : T 1 −→ G, such that for each 2-simplex (012), g 02 g 01 g 12 = e. In this case our partition function is reduced to the untwisted Dijkgraaf-Witten invariant DW G (M ) [15] .
where π 0 (M ) is the set of connected components of M and Hom(π 0 (M ), G) is the set of maps from π 0 (M ) to G.
Proof. The first equality is by Proposition 4.3.
Note that the two sides of the second equality are both multiplicative with respect to disjoint union of connected components. Thus it suffices to prove the equality for a connected manifold M , namely, |π 0 (M )| = 1.
Choose a maximal spanning tree K, which is a sub complex of T 1 with |T 0 | − 1 edges. Then it is easy to see that there is a |G| |T 0 |−1 to one correspondence between the set of admissible colorings and Hom(π 1 (M ), G).
Trivial G-grading with a Trivial G-action
Given a ribbon fusion category C and a finite group G, we can construct a G-BSFC C × G = g∈G C g , where C g = C if g = e, and C g = 0 otherwise, and G acts on C × G by the identity functor. We consider the partition function associated to C × G . Since the nontrivial part of C × G is constrained in the trivial sector, the coloring g on 1-simplices needs to satisfy the Dijkgraaf-Witten coloring rule, namely, g 02 g 01 g 12 = e for each 2-simplex (012). The colorings on 2-and 3-simplices are independent of those on 1-simplices, and they are the same as the colorings of Crane-Yetter model. Moreover, the partition function corresponding to each 4-simplex does not depend on the colors on 1-simplices and is the same as that of Crane-Yetter since the group action here is trivial. We therefore have, 
Proof. By Equation 24 and the argument above,
is the 25j-symbol of σ for which we have hidden the dependence on the coloring.
In Section 4.4, we will give some variations of the construction of the partition function, in which the twisted Dijkgraaf-Witten invariant will appear as a special case.
Variation: Trivial G-grading
In this section, we study a variation of the construction of the partition function, which produces a different invariant of 4-manifolds.
Let C be a ribbon fusion category and let C × G = g∈G C g be a G-BSFC with a trivial G-grading, namely, C e = C and C g = 0 for g = e. Thus C × G is a ribbon fusion category endowed with a G-action. In this case, we show that a 4-cocycle ω ∈ H 4 (G, U (1)) can be introduced in the construction of the partition function.
Since the G-grading is trivial, the colors g on 1-simplices must satisfy the conditionḡ 02 g 01 g 12 = e for each 2-simplex (012). The colors on 2-and 3-simplices run through a complete set of representatives in C. For each fixed coloring, we will introduce an ω factor to the partition function. Explicitly, using the notations in Section 3, the new invariant can be defined as follows: 
or written in state sum model by:
The invariance proof of Z C × G ,ω (M ; T ) can be processed in a similar way as that of Z C In Equation 33 , the product of the three ω factors on the left hand side is equal to the product of the three factors on the right hand side, and this is precisely because ω is a 4-cocycle and the colors on 1-simplices satisfyḡ 02 g 01 g 12 for each 2-simplex (012). Cancelling the ω factors on both sides, we get back to Equation 47. 
where
Proof. A similar argument as that in Section 4.3 shows that Z C × G ,ω can be written as follows:
Proof of Theorem 3.3
In this section we will prove in turn that Z C × G (M ; T ) is independent of the choice of representatives (Section 5.1), the ordering of vertices of a triangulation (Section 5.2), and the choice of a triangulation 5.4.
Invariance under Choice of Representatives
In defining the partition function Z C × G (M ; T ), for each coloring F = (g, f ), we chose arbitrarily a representative f β for the triangle color f (β), β ∈ T 2 . In the following, we show that Tr( 
The isomorphism T φB φA satisfies functorial properties, namely, For the rest of the section, we fix a coloring F = (g, f ). For each 2-simplex (ijk) ∈ T 2 , assume we have arbitrarily chosen two representatives of f (ijk) denoted by ijk and ijk ′ , respectively. To distinguish these two choices, we attach an apostrophe to all quantities related to the second the choice, e.g., V
, let φ −τ , φ +τ be the isomorphisms defined below. 
Proof. We only prove the case for Diagram 37. The other case can be proved in the same way. Let 
The second square diagram from the bottom commutes by the naturality of the G-crossed braiding. All other square diagrams commute by Diagram 36. Thus, the whole diagram commutes. Denote the composition of the vertical maps on the left (resp. right) side by L (resp. R), theñ Z
Since L, R are conjugate by the above diagram, thus Tr(L) = Tr(R) and we haveZ
(σ) commutes with T . More precisely, the following diagrams commute.
Proof. Again we only prove the case of Diagram 40.
The 
As a consequence, the partition function Z C × G (M ; T ) is independent on the choice of representatives for each triangle color.
Proof. It suffices to prove Diagram 44 commutes, which follows from Proposition 5.3 since each V + F (τ ) is acted on by exactly one Z ǫ(σ) F (σ).
Invariance under Change of Ordering
When defining the partition function, we require that the triangulation be equipped with an ordering on its vertices. In this subsection, it is shown that the partition function is actually independent of the ordering. We take Equation 23 as the definition of the partition function and notations from Section 3.2 will be used.
Let S n be the permutation group acting on the set {0, 1, · · · , n − 1} with the standard generators s i ∈ S n , i = 0, 1, · · · , n − 2, swapping i and i + 1. For each s ∈ S n and any non-empty subset T ⊂ {0, 1, · · · , n − 1}, if we order the elements in T and in s(T ), respectively, by 0, 1, · · · , |T | − 1 according to their relative order, then we get a permutation s T , called the restriction of s on T , on {0, 1, · · · , |T | − 1},
s (1) s(2) Figure 19 : Reordering by a permutation s namely, s T (i) := j if s maps the i-th greatest element in T to the j-th greatest element in s(T ). For example, if s = s 0 ∈ S 3 , then s {0,1} = s 0 ∈ S 2 , s {0,2} = Id ∈ S 2 . Let T be a fixed ordered triangulation with vertices ordered by 0, 1, · · · , N − 1, where N = |T 0 |. Let T ′ be any ordered triangulation obtained from T by reordering its vertices. Apparently, each reordering of vertices corresponds to an element of S N . To make it clear, if s ∈ S N , then we obtain T ′ from T by replacing the label i of a vertex by s(i). See Figure 19 for the reordering of a 2-simplex. That is, we are thinking that the 'physical' unordered triangulation is fixed all the time; only the labels on vertices are permuted.
Note that our convention for expressing a k-simplex is to list its labels in increasing order, thus here σ s should really be (σ(a 0 )σ(a 1 ) · · · σ(a k−1 )) rearranged in increasing order. For example, if s(0) = 3, s(1) = 2, s(2) = 4, then the 2-simplex (012) ∈ T 2 corresponds to (012) s = (234) ∈ (T ′2 ). Also note that σ and σ s are the same as an unordered simplex. Since every permutation is a composition of s i ′ s, it suffices to prove the partition function is invariant under every s i , the swap of two labels i and i + 1. If the vertices labeled by i and i + 1 are not within any 4-simplex, then after swapping i and i + 1, the relative order of vertices of any 4-simplex remains the same, and thus the partition function also remains the same. Hence, we only need to consider the case where the vertices labeled by i and i + 1 are within some 4-simplex. (They could be contained in more than one 4-simplex.)
Here is the basic idea of the proof. Let s = s i ∈ S N be some swap, and let T ′ be the ordered triangulation obtained from T by s. If σ is any k-simplex, s σ means the restriction of s on the set of vertices of σ. Note that here we have defined both s σ and σ s . We will show there is a one-to-one correspondence between colorings F = (g, f ) of T and colorings
2. for each 3-simplex τ ∈ T 3 , there is an isomorphism:
where ǫ(s τ ) is the sign of ǫ(s τ ) taking values in {+, −} and we use the convention that ++ = −− = +, +− = −+ = −. The isomorphism
maps φ F,τ to φ F ′ ,τs (up to a permutation of the tensor components).
3. for each 4-simplex σ = (01234), let
(∂σ s ), and moreoverZ Now we build the correspondence between F and F ′ . Given a coloring F = (g, f ), define
otherwise. (In the latter case, s α is the swap permutation in S 2 .) For each 2-simplex β = (012) ∈ T 2 , there are three possibilities for s β , namely, s β = Id, s 0 , s 1 . Define
Graphically, this is illustrated in Figure 20 . One can check that F ′ = (g ′ , f ′ ) satisfies the constraint of a coloring. The correspondence is apparently one-to-one. Also, it is clear that
For each 3-simplex τ = (0123), s τ could be Id, s 0 , s 1 or s 2 . If s τ = Id, for every boundary 2-simplex (ijk) of τ , s (ijk) = Id, thus (ijk) and (ijk) s have the same color and V
In this case, ǫ(s τ ) = +, and define
Note that by definition, the correspondence between 2-simplices of τ and those of τ s is given by: (023) s = (123), (123) s = (023), (012) s = (012), (013) s = (013). Hence in τ s , the coloring of each 2-simplex is given as follows:
).
Define the isomorphism Φ s0,τ :
by graph diagrams as shown in Figure 21 . Similarly, if s = s 1 or s 2 , we leave it as an exercise to work out the details of the colorings of τ s . The isomorphisms Φ s1,τ and Φ s2,τ are defined as shown in Figure 22 and 23, respectively. The following lemma is straight forward.
Finally we consider the reordering of 4-simplices. Let σ = (01234) be any 4-simplex of T , then
If s σ = Id, it is clear that for any 3-simplex τ of σ we have V Thus, Φ s,σ can be expressed as
is obtained by inserting the ψ i into the corresponding rectangle in Figure 13 (Left), inserting the image of ψ i under the above map into the corresponding rectangle in Figure 13 (Right), and showing the resulting two graph diagrams are isotopic. Now we are ready to prove the main theorem of the subsection on the independence of the partition function on the ordering of vertices.
Theorem 5.7. Let T , T ′ be two ordered triangulations of M which are the same when the ordering is ignored, then
Proof. As analyzed at the beginning of this subsection, it suffices to consider the case where
By Lemma 5.6, for any 4-simplex σ,Z Φ s,σ . Therefore,
Pachner Moves
Let M = M n be any closed manifold of dimension n. A triangulation T of M means a simplicial complex T such that the underline topological space T top is homeomorphic to M . Pachner moves are a set of local operations on triangulations which convert a triangulation of M to any other triangulation.
Let σ n+1 be any (n + 1)-simplex. Its boundary, denoted by ∂(σ n+1 ), consists of n + 2 n-simplices. Let ∂(σ n+1 ) = I ⊔ J be a bi-partition of ∂(σ n+1 ) into (disjoint) sets I and J such that |I| = k, |J| = n + 2 − k. We say two triangulations T , T ′ are related by a pachner move of type (k, n + 2 − k) if I ⊂ T and T ′ = (T \ I) ∪ J for some I, J. Apparently, pachner moves of types (k, n + 2 − k) and (n + 2 − k, k) are inverse operations if the partitions are taken to be (I, J) and (J, I) respectively. If two triangulations are related by a pachner move, then their underlying spaces are homeomorphic. The converse is also as stated in the following theorem. If n = 2, we have pachner moves of type (1, 3), (2, 2) , and (3, 1). See Figure 25 . We are more interested in the case n = 4, where we have pachner moves of types (3, 3), (2, 4), (1, 5) and their inverses. Given a 5-simplex σ 5 , we order its vertices by 0, 1, 2, 3, 4, and denote the face which does not contain the vertex i by (0 · · ·î · · · 4). For each type of pachner moves, we pick a specific partition I, J, and call it the typical pachner move. The typical pachner moves for n = 4 are as follows:
(02345)(01245)(01234) (3, 3) 
Invariance under Pachner Moves
We prove that the partition function Z C × G (M ; T ) defined in Section 3 is invariant under pachner moves. Since in Section 5.2 it has been shown that Z C × G (M ; T ) does not depend on the ordering of the vertices, we only need to consider typical pachner moves of types 3-3, 2-4, and 1-5. Let T , T ′ be two ordered triangulations whose vertices are ordered in such a way that they only differ by a typical pachner move. In each of the cases, let
k be the set of k-simplices which belong to T but not T ′ , and Tables 1, 2 , and 3 list the differences between T and T ′ corresponding to each typical pachner move 3-3, 2-4, and 1-5, respectively. Without loss of generality, assume the 4-simplices 02345, 01245, 01234 in T are positive, then 12345, 01345, 01235 in T ′ are positive, and if any of 12345, 01345, 01235 are transported to T , they become negative.
By a complete set of representatives we mean a set of objects which contains exactly one representative for each isomorphism class of simple objects. For the rest of the section, a summation variable concerning simple objects in the category is always assumed to run through an arbitrary complete set of representatives, unless otherwise stated. Recall that an extended coloring is a mapF = (g, f, t), which assigns a group element to each 1-simplex, an isomorphism class of simple objects to each 2-, and 3-simplex, such that these assignments satisfy some restrictions, see Definition 3.5. Then to define the partition function, a representative is arbitrarily chosen for each 2-and 3-simplex with an extended coloring. The partition function is a sum over all extended colorings, see Equation 24 . In light of the observations above, we can rephrase the definition of the partition function as follows.
We let each 1-simplex run through the set of all elements in G, and let each 2-, 3-simplex run through an arbitrary complete set of representatives (i.e., each 2-, 3-simplex has its own complete set). Then an 
By Equation 46 , to prove
, it suffices to show that Equations 47, 48, and 49 hold, corresponding to the typical pachner move 3-3, 2-4, 1-5, respectively, where all simplices which do not present among the summation are assumed to have a fixed coloring on them.
We give the proof of Equation 47 below and leave the proof of Equation 48 and Equation 49 as an exercise. In the proof, the following simple lemmas will be heavily used. We take one more convention that all diagrams of morphisms in figures of this subsection are assumed to have their top and bottom identified, namely, the diagrams in figures are actually the trace of the morphisms drawn.
Lemma 5.9 (Merging Formula). Let A, B be two objects of C × G , and {e A,B,i : i ∈ I}, {e B,A,j : j ∈ I} be a basis of Hom(A, B) and Hom(B, A), respectively, such that e A,B,i , e B,A,j = α i δ i,j , then for F ∈ Hom(A, B), G ∈ Hom(B, A), we have G, F = i∈I 1 αi G, e A,B,i F, e B,A,i . In particular, Theorem 5.11. Let T , T ′ be two ordered triangulations which differ by a typical 3-3 pachner move, see Table 1 for their comparison. Then the identity in Equation 47 holds, assuming all simplices which do not present among the summation variables have been assigned a fixed coloring.
Proof. The proof is best illustrated using picture calculus and Lemma 5.9. Note that the top and bottom of each diagram (see below) are identified, so within each diagram morphisms are cyclically ordered, namely, one can move a morphism on the bottom to the top and vice versa. Also, the summation terms are written below the diagrams for convenience. It is direct to check that the final diagrams in both LHS and RHS represent the same morphism, which justifies the equation. Below we give a brief explanation of each "= " sign in the diagrams.
LHS:
1 By definition. 
Monoidal 2-categories with Duals
The purpose of this section is to show that a monoidal 2-category with certain extra structures can be constructed from a G-BSFC. But the resulting monoidal 2-category in general does not satisfy the definition of a sherical fusion 2-category given in [34] . On one hand, by analogy to the (2 + 1) dimension, the most general state-sum construction of a (3 + 1)-TQFT should be from a spherical fusion 2-category; on the other hand, we have shown that a (3 + 1)-TQFT is obtained from a G-BSFC. This implies that a better definition of a spherical fusion 2-category is required. Here we do not intend to list the full details of monoidal 2-categories as it would bring too much distraction. Rather we only give the core structures and refer the readers to [24] [5] [34] for more discussions.
A (strict) 2-category has 0-morphisms (objects), 1-morphisms, and 2-morphisms. Our notations for each level of morphisms in a 2-category will be slightly different from the literature for reasons that will become clear below. Here 0-morphisms will be denoted by lower-case letter g possibly with subscripts such as g, g 1 , g 2 , etc., 1-morphisms by capital letters A, B, C, etc., and 2-morphisms by Greek letters α, β, γ, etc. Also it is more convenient to write the composition of morphisms from left to right. We will take this convention only in this section. Between any two objects g 1 , g 2 , there is a set of 1-morphisms Hom 1 (g 1 , g 2 ) and between any two 1-morphisms A, B with the same the domain and codomain, there is a set of 2-morphisms Hom 2 (A, B). We use regular arrows for 1-morphisms and double arrows for 2-morphisms. The 1-and 2-morphisms can be composed. Explicitly,
• composition of 1-morphisms: • 'horizontal' composition of 2-morphisms: for A, A ′ ∈ Hom 1 (g 1 , g 2 ), B, B ′ ∈ Hom 1 (g 2 , g 3 ),
These compositions satisfy various associativity axioms. (In the non-strict case, the associativity axioms need to be replaced by certain Pentagon Identity similar to the case of monoidal categories.) In fact, monoidal categories are in one-to-one correspondence with 2-categories with one object. Thus, a 2-category is in some sense a generalization of monoidal categories. And similar to the case of monoidal categories, the coherence theorem states that every 2-category is equivalent to a strict one in an appropriate sense.
A (semi-strict) monoidal 2-category with duals is a (strict) 2-categoryC with the following structures:
3. It is appealing to generalize the invariant in the following three directions.
In [49] and [39] , a refined version of the Crane-Yetter invariant was introduced, namely, the invariant was associated with a pair (M, ω), where M is a closed oriented 4-manifold and ω ∈ H 2 (M, Z 2 ), and the original Crane-Yetter invariant is a normalized sum of the refined invariant over all ω ∈ H 2 (M, Z 2 ). Moreover, the refined invariant gives a state sum formula of the second Stiefel-Whitney class and the Pontrjagin squares of second cohomology classes. It is interesting to see if our invariant also has a similar refinement.
Secondly, the extension of a braided spherical fusion category to a G-BSFC depends on the vanishing condition of some obstruction in O 4 ∈ H 4 (G, U (1)). We conjecture that even if this obstruction does not vanish, one can still get a 4-manifold invariant from some structures beyond G-BSFCs.
Lastly but more importantly, we are interested in defining a G-BSFC where G is allowed to be an infinite compact Lie group, such as U (1), and in modifying the state sum model so that the partition function converges. It is expected that the resulting invariant would be much stronger than the current one, and might be related to Donaldson/Seiberg-Witten invariants.
4. By [16] [31] [30] , equivalent classes of G-BSFCs with a faithful grading are in one-to-one correspondence, by equivariatization and de-equivariatization, with equivalent classes of ribbon fusion categories containing Rep(G) as a subcategory. Ribbon fusion categories are the input to the CraneYetter invariant. Thus we wonder whether there are any relations between the invariant from a G-BSFC with a faithful grading and Crane-Yetter invariant from the corresponding ribbon fusion category.
5. In (2 + 1) dimension, a non-semisimple generalization of the Turaev-Viro invariant is the Kuperberg invariant [32] , which is defined based on certain Hopf algebras. Our invariant is a (3 + 1) analog of the Turaev-Viro invariant. Thus it is interesting to see what the (3 + 1) analog of the Kuperberg invariant is. We speculate that the relevant algebraic structure to the (3 + 1) Kuperberg invariant is some special class of Hopf algebras. In [26] , a 4-manifold invariant is produced from the cyclic group Z N . We think this should be a special case of the (3 + 1) Kuperberg invariant where the Hopf algebra is taken to be C[Z N ].
