Abstract-In this paper presents Bacteria Foraging Optimization (BFO) algorithm based approach to find the optimum design values for the Proportional-Integral (PI) Controllers in cascaded structure is presented. Tuning the values of four PI controllers is very complex when the system is difficult to express in terms of mathematical model due to system nonlinearity. Response surface methodology (RSM) is used to formulate a mathematical design which is required to apply optimization algorithm. To examine the performance of BFO algorithm in obtaining optimum values of multiple PI controllers, a grid connected Photovoltaic (PV) system is chosen. Transient performance of the PI controller with optimum design values is evaluated under grid fault conditions. The system is simulated using PSCAD/EMTDC. Simulation results have shown the validity of the optimal design values obtained from RSM-BFO approach under different disturbances and system parameter variations.
INTRODUCTION
Recently solar power generation systems are used to alleviate the problem of greenhouse emissions worldwide. Solar energy, being the most important renewable energy is considered to be the power source for future. As opposed to the prevailing sources like gasoline, coal, etc. solar energy is universally available, costless and inexhaustible. In 2013 renewables set a new record of more than 120 Gigawatts (GW) despite of its high installation cost [1] . To make use of renewable energy sources, they need to be integrated with the existing power grid. For this purpose the power electronic converters are used. In the control strategy of the renewable energy systems including the power electronic converters, the cascaded topology of proportional-integral (PI) controllers are generally used.
The classical PI controller due to its robustness to disturbances and wide stability margin [2, 3] has been used in many control applications. However choosing the optimal values of PI controller parameters is complex particularly for system with nonlinearities, high order and dynamic responses. Ziegler-Nichols method [4] is one of the used methods for tuning the PI controller parameters. But the accuracy of tuning depends on the design engineer experience. The artificial intelligence algorithms like fuzzy logic and neural network techniques have been proposed for tuning [5, 6] . In fuzzy logic, building the membership function is too hard. The neural network has the drawback of the convergence problem and time taken for training the sets.
In recent times, evolutionary computation techniques like Genetic Algorithm, Differential Evolution and Ant Colony Algorithm are gaining great research interests due to their potential to solve real world problems in various engineering domains. Their advantages are non-model based approach and computational efficiency. They are conceptually simple with initialization of random sample. The traditional methods are more prone to changing dynamic conditions while evolutionary algorithms are more robust and adapt to the changing environment [7] .
There are some applications like renewable energy systems which are purely non-linear. It is complex to formulate the mathematical equations to denote the system or a transfer function for the components of the whole system. In such cases the aforementioned algorithms can be used to get the optimal design values. Suitable parameters of controllers can greatly enhance the stability of system and attain ideal dynamic response characteristics. In this paper BFO Algorithm, the bio inspired algorithm based on the foraging nature of E-coli in the human intestine is proposed to optimize the design variables of the PI controller. This swarm based algorithm has the advantage regarding the global solution, randomness and direction of movement. A multi objective function is obtained from the response surface methodology and optimized using the BFO algorithm. The design variables obtained are simulated in PSCAD/EMTDC to validate the Algorithm. The paper is organized as follows.
In Section II, the PV system is represented briefly. Section III describes the optimal design using RSM and BFO algorithm. Section IV gives the detailed the optimization procedure. Section V presents the simulation results and discussion followed by the conclusion in Section VI.
II. PV SYSTEM MODEL
The PV application is selected to explain the usefulness of the optimal design of PI controllers operated in cascaded form. A 5 MW (peak) PV plant which is grid connected is modeled and is shown in Fig. 1 . It consists of PV panels with two power converters where cascaded controllers are being used. The PV unit also has a DC-DC boost converter to record the maximum power point (MPP), a three phase voltage source inverter (VSI) and a DC link capacitor are used to conserve a relatively constant DC voltage at the DC link and to transfer sinusoidal current to the grid. A LCL filter is used to interconnect an 978-1-4799-9982-8/15/$31.00 ©2015 IEEEinverter to the utility grid which filters the harmonics generated by the inverter. PLL is used for synchronization between gridinterfaced converters and the grid. A delta-wye (wye grounded) transformer is employed to incorporate the system to the grid. For this modeling solar modules of Kyocera KC200GT [8] are used and the parameters are obtained from [9] . A DC distribution system is modeled based on [10] and parameters are referred from TOP SOLAR XZ-K (AS) 1×300 mm 2 cable [11] . A Double transmission line model is given due consideration in this paper.
The PI controllers used in the system are optimized in this study. The inverter contains four PI controllers namely PI-1, PI-2, PI-3 and PI-4 as shown in the Fig.2 . elimination and dispersal step. is the size of the step in random direction specified by the length unit. b) Swarming In swarming step any bacteria which finds optimal location with food sends the information to other bacteria in the group by releasing a cell-cell attractant. They assemble together to form a group with high bacterial concentration and move in a homocentric pattern in order to reach the proper destination with high density. This process can be denoted mathematically as (2) where is the cost function value to be added to the actual cost function to be minimized to present a timevarying cost function. is the total count of bacteria and is the total count of design variables to be optimized.
c) Reproduction
In reproduction step the fittest bacteria with best health rupture into two bacteria and the bacteria with worst health dies. Thus the population remains constant.
d) Elimination and dispersal
The final step in the process is the Elimination and dispersal. With the intention of avoiding local optimum solution, an elimination-dispersal event takes place where some bacteria are killed or dispersed into a new environment. The dispersed bacteria may also assist in next chemotaxis process if the new environment has higher gradient of nutrients. This paper mainly emphasize on using this emerging practice to optimize the design variables of the PI controller. The detailed theoretical background and derivations are found in literature [14, 15] . The objective of this study is to reduce OPTIMIZATION PROCEDURE
The steps for getting the optimum values in the flowchart of Fig. 3 . The brief procedure is as follows
Step 1) Select Variables and Levels: In this study, the proportional gain and integral time constant of the PI controllers are chosen to be the design variables. is the proportional gain of PI-1 and PI-2, is the integral time constant of PI-1 and PI-2(for simplicity the design variables PI-1 and PI-2 are assumed to be the same), is the proportional gain of PI-3, and is the integral time constant of PI-3.
is the proportional gain of PI-4, is the integral time constant of PI-4, is the proportional gain of PI-5, and is the integral time constant of PI-5. These variables are assigned three levels to denote a range of values. Level 1, level 2 and level 3 represents minimum (-1), average (0) and maximum (1) values respectively as shown in Table I   Table I Step 2) Design of Simulations: The RSM approach is based on the central composite design for designing the responses. In this simulation, the experiment count of the CCD algorithm is set to 90 [16] .Few examples for the range and values is shown in the table II. This statistical design of simulation is formulated using the Minitab statistical software
Step 3) PSCAD Program Calculation: Simulations are executed for every experiment and the time taken for recovery after fault is taken.
Select variables and levels
Design of Simulations 199 Step 4) RSM Model The fitted RSM model is created in this step for the response of recovery time (Tr) and the focus of this study is to reduce Tr. The fitted second order polynomial is = 0.18560 -0.00506 x1 -0.00373 x2 + 0.00178 x3 -0.00584 x4 -0.00051x5+0.00077x6+0.00427x7-0.00499 x8 + 0.01213 x1*x1 +0.00918x2*x2-0.00527x3*x3+0.00233x4*x4-0.00532x5*x5 +0.00818x6*x6-0.00917 x7*x7 -0.00567 x8*x8+ 0.00352 x1*x2 -0.00124x1*x3 + 0.00027 x1*x4 -0.00123 x1*x5 -0.00397 x1*x6 -0.00219x1*x7 + 0.00293 x1*x8 -0.00101 x2*x3 -0.00005 x2*x4 +0.00326x2*x5+0.00049x2*x6 -0.00212 x2*x7 + 0.00325 x2*x8 +0.00280x3*x4-0.00139x3*x5 + 0.00021 x3*x6 + 0.00029 x3*x7 -0.00131x3*x8+0.00109 x4*x5 + 0.00308 x4*x6 -0.00027 x4*x7 +0.00100x4*x8-0.00204 x5*x6 + 0.00342 x5*x7 -0.00151 x5*x8 + 0.00229 x6*x7 -0.00343 x6*x8 -0.00331 x7*x8
Step 5) BFO Algorithm Optimization: Now BFO Algorithm can be applied to this fitness function, using MATLAB. The BFO Algorithm characteristics are shown in Table V in Appendix.
V. SIMULATION RESULTS
In this section the effectiveness of the BFO Algorithm for PI controller parameter optimization used in PV system is demonstrated. The BFO Algorithm was coded in MATLAB and iterations are performed. After the iteration completes the optimized values are obtained as listed in Table III . It can be seen that the values obtained were within the range specified in Table I . A symmetrical 3LG (three-line-to-ground) is considered at Fault location as shown in Fig. 1 in one of the double circuit transmission line and simulations are performed using PSCAD/EMTDC [17] . This network fault is considered as a network disturbance. The values obtained are checked if they are robust and rigid to disturbances. The simulation time is considered as 10 s. The system is studied under standard test condition (STC) (1000 W/m The Fig.4 shows the terminal voltage when PI controllers are assigned some random values based on designer experience. It can be observed the recovery time is more than 0.2 sec and the voltage is not smooth. When the optimized values are used, the recovery time after the fault is reduced to less than 2 sec and also the voltage is smooth without the disturbance when the fault has occurred as shown by Fig. 5 . The difference in DC link voltage can also be observed well. In Fig.6 the voltage has overshoots high settling time with lot of spikes. When the optimized values are used the overshoot is reduced considerably with less settling time as depicted by Fig. 7 . The optimized value has its effect on the real power as shown by Fig. 8 and 9 . The real power supplied also has less fluctuations when the values are optimized. From Fig. 8 it is evident that the real power also suffers from oscillations and it is fixed to an extent by the optimized value as shown in Fig. 9 .
VI. CONCLUSION
In this paper, the detailed procedure for optimization using Bacteria Foraging algorithm to obtain the design variables of the multiple PI controllers in a cascaded structure is presented.
The optimized values are used in 4 PI controllers to control the grid side inverter of the PV system. Three phase symmetrical grid fault is considered a network disturbance. It is found that the design values obtained from proposed RSM-BFO approach were finely tuned, improves the system performance to a satisfactory level and minimizes the recovery time which eventually helps the system to meet the grid code. Therefore it is concluded that BFO algorithm is very effective to tune PI controllers parameters in grid-connected PV system and can also be applicable to other renewable applications to get optimum values. 
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