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ABSTRACT 
Given two K-positive bounded operators T, N, where K is a closed normal 
generating cone of a Banach space, we say that T is K-N-pseudoirreducible if the 
following implication holds: au - Tu E K, (Y > 0, (Y E R, u E K, Nu # 0 * u E Kd, 
where Kd is the d-interior of K. These operators are not necessarily K-irreducible, 
but outside the null space of N they behave like K-irreducible operators. Thus, some 
spectral properties of the K-N-pseudoirreducible operators resemble those of the 
K-irreducible ones. Similarly, we say that T is K-N-pseudoprimitive if for every 
u E K, Nu # 0, there is an integer p = p(u) > 0 such that Tku E Kd for k > p. In this 
paper we analyze properties of these new class of operators. In particular, we prove 
that K-N-pseudoprimitive operators have dominant spectral radius, and that a K-N- 
pseudoirreducible operator is convergent if and only if it is K-N-pseudoprimitive. 
*This work was supported by National Science Foundation grants DMS-8807338 and 
INT-9196079. 
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1. INTRODUCTION 
The concepts of irreducible and primitive positive operators and their 
properties have been extensively studied; see, e.g., [4,10,11] (see Section 2 
for definitions). In the finite-dimensional context, these notions have played a 
major role in the spectral analysis of nonnegative matrices [2,15] and in the 
convergence analysis of certain iterative methods for the solution of linear 
systems of the form 
Au=_f. (1) 
These methods can be described by a splitting A = M - N and the iterative 
process 
al k+, = Tu, + M-‘f, k=O,l,..., (2) 
where T = M-IN is the iteration operator and u0 is the initial guess. It is 
well known that if the spectral radius r(T) < 1, then the iteration (2) 
converges to the solution of (1). I n many applications, such as Markov 
processes [3], the operator A is singular, and solutions of a consistent system 
(1) are sought. If r(T) = 1 but no other element in the spectrum has unit 
modulus, i.e., if r(T) is dominant, then the iteration (2) still converges; see, 
e.g., Barker and Plemmons [l]. We call such operators convergent operators. 
Thus, the following theorem [2,4, lo], which characterizes certain convergent 
operators, is of particular relevance: 
THEOREM A. An operator is convergent and irreducible if and only ay it 
is primitive. 
There are many cases in which the operators (matrices in the finite- 
dimensional setting) associated with the linear systems or the iterative 
methods are reducible. In some of these cases, the spectral properties of the 
operator, and thus the convergence properties of the splitting, can be 
analyzed by “factoring out” the effect of the reducible part and identifying 
the subspace on which the operator is irreducible; see Rose [9, Theorem 21, 
Schneider [I2, Lemma 3.41. In a recent paper [7], we have made this concept 
more precise by associating with the operator in question, say T, another 
operator, say N, which defines the set on which T behaves like an irre- 
ducible operator. The relevant set is the complement of the null space of N; 
see [7] and Section 3. We call the operators for which this characterization is 
possible pseudoirreducible positive operators. 
In this paper, we review some results associated with these operators and 
present new ones (Section 3). In Section 4 we introduce the concept of 
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pseudoprimitive positive operators and study their properties. These opera- 
tors are not always primitive, but possess important spectral properties. In 
particular, we prove a theorem similar to Theorem A. The concepts of 
pseudoirreducibility and pseudoprimitivity are particularly suited to the 
study of singular operators, since it is in these cases where the operators are 
often reducible. In Section 5 we present a theorem which summarizes our 
results. In this theorem, the spectral properties used to study the conver- 
gence of iterative methods, even in the case of reducible operators, can be 
fully appreciated. For example, as is the case for irreducible operators, a 
pseudoirreducible operator has an eigenvector corresponding to the spectral 
radius, and this eigenvector lies in the interior of the cone (has all positive 
components in the finite-dimensional case). 
2. DEFINITIONS AND NOTATION 
Let 8 be a real Banach space, B’ its dual, and 9(&) the space of all 
bounded linear operators mapping 6 into itself. We do not distinguish 
between the norms of these spaces, writing simply 11. )I in each case. We 
assume that B is generated by a normal cone K, i.e., B = K - K, where 
K has the following properties: (i) K + K c K, (ii) aK C K for LY 2 0, 
(iii) K n(- K)=(O), (iv) K= K, w h ere K denotes the norm closure of K, 
and (v) for x,y E K there exists L+ > 0 such that 113~ + ylla vJIxJJ. Let 
K’= {X’E 6”: (x, r’) = x’(x) 2 0 Vr E K}. It can be shown [4] that K’ is also 
a closed normal cone generating 8’. 
A suitable replacement for the topological interior of a cone (Int K) is the 
conceptofd-interior:Kd=(x~K:(~,x’)>OVx’~K’,x’#O).Anexample 
of a cone K having Int K = 0 while Kd # 0 is the cone J2(0, l)+ consist- 
ing of all elements x E B = d2(0, 1) h aving a representative Z > 0 a.e. in 
(0,l). If dim B < ~0, then K” = Int K. We define the boundary of K as 
aK=K\Kd={xEK:thereexists x’EK’, x’#O, (x,x’)=O). 
An operator T E a(&,) is called K-positive if‘ TK C K [4]. A K-positive 
operator T is called K-irreducible if for every pair x E K, x # 0, x’ E K’, 
X’Z 0, there is a positive integer p = p(r, x’) such that (TPx, x’) > 0 [lo]; see 
also [2, Chapter 11. A K-positive operator T is called K-primitive if for every 
x E K, x # 0, there is a positive integer p = p(x) such that Tkx E Kd for 
k > p; cf. [4, Definition 6.11 and also [2, Chapter 11. 
Let & E g(E). We call the representation 
A=M-N (3) 
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a splitting of A if M-’ E @(G?,). If M-‘NK c K, a splitting (3) is called 
weak. The operator T = M- ‘N is usually called the iteration operator. 
For any operator T E L&?(E), we denote its null space by M(T), its range 
by L&‘(T), and its spectral radius by r(T). 
We say that operator A E @(E) has property d if its dual A’ possesses a 
Frobenius eigenvector in the dual cone, i.e. if there exists x’ E K’ such that 
A’x’ = r(A)r’. 
EXAMPLE 2.1. Let r? = %([O, l]), th e s p ace of continuous functions in 
the interval [O,l], and K = r?+ =(x E 8, r(s) > 0, 0 < s < 1). Let A E .@(G?) 
be defined by &Xs) = sx(s). It follows that r(A) = 1 is not an eigenvalue. 
On the other hand, x’= a,, i.e. x’ defined by (X,X’) = x(l), is the eigenvec- 
tor of A’ corresponding to r(A), since (Ar, x’) = 1(x,x’) and thus A has 
property d. 
By 9 we denote the complex extension of B, i.e., F= &@iB with the 
norm defined by ]]z]]s= supo~~ba~~]~cos~+ ysine]]c, where z = x + iy, 
r, y E E. An operator A E &Y(B) can similarly be extended to d E &S(Y) by 
setting & = Ax + iAy, where z = x + iy. 
If A E g(F), let a(A) denote its spectrum [13, p. 2641. An operator 
A E .99(Y) is said to have property p if A E c+(A), lhl= r(A), implies that A 
is a pole of the resolvent operator R&, A) = &I- Al-’ [13, p. 3301. The 
multiplicity of A as a pole of R(p, A) is called the index of A with respect to 
A and is denoted by ind, A. 
An operator T E .G?(rF,> is called a Radon-Nikolskii operator if it can be 
expressed as T = U + V, where U, V E a(&,>, U is compact [13], and r(V) < 
r(T); see [5]. We note that every Radon-Nicolskii operator has property p, 
and that property p implies property d. 
An operator T E L@(B) is called convergent if limk_+, Tk exists. It is 
called semiconvergent if r(T) = 1 and ind.(,, T = 1. It follows that if T is 
K-positive and has property p, then T is semiconvergent if and only if 
T = P + R, P2 = P, PR = RP = 0, and 1 Pa(R). 
3. PSEUDOIRREDUCIBLE OPERATORS 
It has been shown [B] that if dim E 2 2, an operator T E &J(E), where 
TK c K, is K-irreducible if and only if the following implication holds [lo]: 
au - Tu E K, ff>O, aE[W, u#O, UEK 2 UEKd. 
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DEFINITION 3.1. We say that an operator T E L%?(E), where TK C K, 
N E L@(E), NK c K, is K-N-pseudoirreducible if the following implication 
holds: 
au-TuEK, ff > 0, cl ER, u E K, Nu#O d ~EK~. 
In the case N = 0, Definition 3.1 is trivially satisfied by all K-positive 
operators. Thus, for practical applications, such as the analysis of spectral 
properties of T, one should assume N z 0. Clearly, if MCN)n K = (01, then 
K-N-pseudoirreducibility reduces to K-irreducibility. 
LEMMA 3.2. Let T, N E .2?(E), TK c K, NK c K, be such that M(N)n 
K = Y(T) n K and r(T) > 0. Then T is K-N-pseudoirreducible i;f and only if 
for every x E K, Nx # 0, and every x’ E K’, x’# 0, there is an integer 
p = p(x,x’) 3 1 such that (T”x, x’) > 0. 
Proof. Let XEK, Nx#O,and a>r(T).Let oy-Ty=x.Then Ny#O 
andthus y~K~.Sincer(T)>O,T~#Ofork=1,2,..., andthusTP+‘y#O, 
p=l,2 )... . Since .a,, = cxT”y - T P+ly~K and NTPy#O, we see that 
TPy E Kd. As a consequence we deduce that 
0 < (Tpy,x’) = (l/(~)~;=~(~-~(T~z~,x’). 
But z,, = Tpr and thus 0 < (l/cy>~~=,cy-k(Tk’p~, x’), demonstrating the 
necessity. 
The converse is obvious, since for x E K, Nx # 0, x’ E K’, x’ # 0, we have 
(x,x’) >l/ar(Tx,x’) > ... > (~/cu~)(T~~, x’) > 0 for some p = p(x,x’) > 
1, i.e., x E Kd. n 
The condition J”(T)n K = AN>n K is satisfied, in particular, for any 
iteration operator T = M- ‘N of the methods of the form (2). 
COROLLARY 3.3. Let T, N E &?(6), TK CK, NK C K, be such that 
J”(N)n K = J”(T )n K, and let T have property d. Let x E K be such that 
Nx f 0 and for some (Y > 0, (Y E R, one has (YX - TX E K. Zffm every x’ E K’, 
x’# 0, there is an integer p = p(x,x’) 2 1 such that (TPx,x’) > 0, then 
(Y > r(T). Moreover, if (YX - TX E K d, then LY > r(T). Furthermore, if T has 
property p and if (Y = r(T), then ind, T = 1. 
Proof. It follows from Lemma 3.2 and [7, Lemma 4.11. 8 
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It has been shown [2, 141 that an operator T is K-irreducible if and only 
if no eigenvector of T lies on the boundary of K, or, alternatively, if and only 
if T has exactly one eigenvector in K, and this eigenvector is in Kd. The 
following example shows that pseudoirreducible operators are not necessarily 
irreducible. 
EXAMPLE 3.4. Let K = Rt, and let 
T=[; ;], N=[:, ;I. 
Then T is K-N-pseudoirreducible with eigenvectors 
corresponding to r(T) = 1, and 
x2 = 
0 
[ 1 1 
EK, 
corresponding to the null eigenvalue. 
LEMMA 3.5. Let T, N E @(8,), TK C K, NK C K, be such that Jt/(N)n 
K = A’(T)n K. Let T be K-N-pseudoirreducible, and let T have property p. 
lffm XEK, x#O, and AER, A>O, one has Tx=Ax, then A=r(T), 
ind, T = 1, and x E Kd.y 
Proof. Since x z 0, we have TX + 0 and thus Nx # 0. Since Ax - TX = 
OEK,wehavexEKd.Thenby[7,Lemma4.1]A=r(T)andind,T=1. n 
LEMMA 3.6. Let T, N E @(6), TK c K, NK C K, be such that M(N)rl 
K = JI/(T)n K. Let T be K-N-pseudoirreducible with property p and r(T) > 0. 
Then 
Proof. Let ~5’~ = &,/H(N). Then El is a Banach space with the 
standard norm, and so is its dual ~9~. It follows that K, = {[XI E E1 : x E K), 
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where r, y E [r] @ (y-x)EJV(N). s imilarly, x’, y’ E [x’] E 8; if and only 
if (x, x’) = (x, y’), x E M(N). The hypotheses of the lemma imply that the 
operator T induces another operator T, E @(cF~S;> and this operator is Ki- 
irreducible. It follows that T, possesses a unique normalized eigenvector 
x0 E ZZP corresponding to its spectral radius r(T,). Since T(x,, + n) = r(T)x, 
for any n E M(N), we deduce that x0 E Kd and r(T,) = r(T). Let 0 + y E K 
be such that Ty = Y y. with v f 0. Then, by Lemma 3.5, y E Kd, Y = r(T), 
and ind rCTj T = 1. But then y = cxa for some c > 0. H 
COROLLARY 3.7. Let y E K be an eigenvector of T. Then either y E .,4’(N) 
ory=Kd. 
COROLLARY 3.8. Let dim B 2 2. Let y E K CY J%“(N) be an eigenvectm- of 
T. Then y E~‘K. 
REMARK 3.9. The dimension of the manifold A’(T) f~ K can be arbitrar- 
ily large. Let us consider F = R”+ ‘, K = ,;+I, and T defined by 
0 . . 0 1 
0 . . . 01 I: I . . . . . (j . . . (j ; 
It is easy to see that dim M(T) = n. 
LEMMA 3.10. Let T,T, be in S’(F), JI’(T)~I K = JP’(N)~I K, 0 Q T, Q 
T. Let T be K-N-pseudoirreducible with property p and r(T) > 0. Let 
TxO = r(T)x,, CC,, E Kd, and T{xi = r(T,)xi, xi E K’, xi # 0, and moreover 
(T’- T/)x; # 0. Then r(T,) < r(T). 
Proof. Since r(T,) < r(T), 1 e us assume that r(T,) = r(T). Then t 
r(T)(q,,x;) = (TX,+;) = (Tl~O.x;)+((T - T,)x,,r;) 
> r(T,)(x,, xi> = r(T)(x,,x;) > 0. 
This contradiction excludes the equality r-CT,) = r(T). 
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4. PSEUDOPRIMITIVE OPERATORS 
DEFINITION 4.1. We say that an operator T E @(B), where TK c K, 
N E .@J(&), NK C K, is K-N-pseudoprimitive if for every u E K, Nu # 0, 
there is an integer p = p(u) > 0 such that Tku E Kd for k > p. 
As in the case of K-N-pseudoirreducible operators, Definition 4.1 is 
trivially satisfied when N = 0 by all K-positive operators, and thus we 
generally assume N # 0. Of course, if Jy( N)I? K = {0}, then K-N-pseudo- 
primitivity reduces to K-primitivity. Also, it follows from Lemma 3.2 that 
K-N-pseudoprimitivity implies K-N-pseudoirreducibility. 
LEMMA 4.2. Let T, N E S?(&‘), TK c K, NK c K, be such that J’(N)n 
K = M(T)n K. Let T be K-N-pseudoirreducible having r(T) > 0 and prop- 




where Q2 = Q, QR = RQ = 0, 1 E CT{ R). Moreover, in the expression (41, Q 
is K-N-pseudoprimitive and Q’ is such that xl E K’, x’ Z 0, implies that 
(x,Q’x’> > 0 whenever x E K, Nx f 0. 
Proof. Let x0 = [l/r(T)]Tx,, X~E K, x,#O. By hypothesis, Nx,#O, 
and thus by Lemma 3.5, x0 E Kd. By [7, Lemma 4.11 indrCrjT = 1 and (4) 
holds. 
Let x E K, Nx # 0, and x’ E K’, x’# 0. Lemma 3.2 implies that there is 
p = p(x, x’) > 1 such that 
0 < (Tpx,x’) = [r(T)IP((Qx,x’)+(RPx,x’)). (5) 
Choosing r’ = x6 E K’ to be an eigenfunctional of T’ corresponding to r(T), 
we derive that 
0 < [r(T)]P(x,xA) = [r(T)IP(Qx,x&>. 
It follows that Qx # 0, and (5) implies that 
0 < (T”Qx,x’) = [r(T)]‘(Qx,x’) = [r(T)]P(x,Q’x’). 
BOUNDED OPERATORS 787 
In other words, Qx E Kd. This means that Q is K-N-pseudoprimitive and 
Q’x’ is K-N-strictly positive, i.e., 0 < (x,Q’x’) whenever x’ E K’, x’# 0, and 
XEK,NX#O. n 
LEMMA 4.3. Let T E @&‘), TK c K. Let Int K # 0, and let there exist 
x,, E Int K such that TX, = x0. Then fin- every x E Int K and x’ E K’, x’# 0, 
there exists a positive real number p = p(x, x’) independent of k such that 
(Tkx, x’) 2 p > 0. 
Proof. Let 6, = 6,(r) > 0 be such that r 2 6,x,. It follows that Tkx > 
S,r, and therefore (Tkx, x’) 2 6,(x,, x’) = p > 0. 4 
THEOREM 4.4. Let T, N E @(k’), TK C K, NK C K, be such that 
M(N)n K =JI/(T)n K and r(T)> 0. L.et T be a K-N-pseudoprimitive 
Radon-Nikolskii operator. Then r(T) is a dominant point of the spectrum 
o(T). 
Proof. Let r(T)=l, and let a(T)n{lh~=l)={h,,...,A,}, h,=l. Let 
Q l,. . . , Q, be the corresponding eigenprojections. Let Q = CgSIQj, and 
T, = QTQ. Furthermore, let K, = 9(Q>n K. It follows from the Radon- 
Nikolskii property that dim ~9~ = m < + m, m 2 r, where 8, = K, - K,, 
and since x,,=Tx,, X,,E Kd, we have Q,x,=x-,=IntK,= Kf=K”n 
W(Q) Z 0. 
Obviously, T,L%‘(Q) C .9(Q) and also T,K, C K,. Moreover, cr(T,) = 
{A 1,.. .,A,.} and T, is K,-primitive. Let us assume that 
Ty = e”+‘y, QY=Y (6) 
for some y E E@i8, y f 0, y = yi + iy,, yi, yz E 6, where 0 < cp < 2rr. We 
are going to show that this is contradictory. This is immediate if cp in (6) is a 
rational multiple of 27r, say cp = 27rp/q. Then T 4y = y and, since T q is also 
K-N-pseudoirreducible, by Lemma 3.6 we have y = cxa, where c E Iw. We 
have arrived at a contradiction in this case. 
Let cp be an irrational multiple of 2~. Then, obviously, yi and yz are 
linearly independent. From (6) it follows that 
Tky, =coskqy, -sinkcpyz, (7) 
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Let us consider the plane Il = (.~:.a = ciyi + c2y2, cl,cz E R). We will 
show that K n n = (0). From (7)-(g) and the hypothesis it follows that 
T(K f~ II> c(K n II), i.e., T leaves K I? II invariant. We will show that there 
are no eigenvectors in K n II. Let ci,ca E R such that 
T(c,Y, + GYA = A(c,Y, + CZYZ). (9) 
Let A z 0. Then, by Corollary 3.7, y,, = clyl + czyz E K”, and thus 
y0 = cxO for some c > 0, c E R. But this is contradictory, because either x0 
and yi, or x0 and ya, are linearly independent, respectively. Let A = 0. 
Then, y0 E M(T). But then, by (7)-(g), 
0 = Ty, = cl( y1 cos cp - yz sin cp) + ca( yi sin cp + yz cos cp) 
=(c,coscp+c,sincp)y,+(-clsincp+czcoscp)y2 
= d,Y, + 4Yz 
and cf + c,” = df + di = 0. Thus, K n n = IO}. 
Let us set 0 = x,, + ciyi + c2y2, TX, = x0, with ci,c2 E R to be deter- 
mined. We see that Tkv = x0 + c(lk)yI + cLk)y2, where 
c’,“)= cl cos kp + c2 sin kcp, (10) 
cik)= -c,sinkq+cc,coskq. (II) 
Let US choose c, and ca such that 0 E dK, c JK. This is possible since 
K n II = {0), x,, E Kd, and yi, yz 65 K. Furthermore, let 1 < p, < p, < * * * < 
pk< .** be such that 
lim eirw = 1 
k-m 
(12) 
It follows from (lo)-(12) that for some 5’ E K ;, 5’ Z 0, 
lim (Tkv,if’) = timm(T”“v,f’) = (v,x”> = 0, 
k+m 
(13) 
while Tkv E K;‘= IntK, for k 2 p(v), and by Lemma 4.3, (Tkv,Z’) = 
(Tfv, 5’) > p > 0, for k 2 p(v) independent of k. However, this contradicts 
(13) and proves the relation dT)n{lhl = 1) = (1). n 
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LEMMA 4.5. Let A = Z - B, BK c K, r(B)= 1, and let B be K-irreduci- 
ble. Z.etA=M-N be a weak splitting. Then T=M-‘N=Q+R, where 
Q2=Q#0, QR=RQ=O, r(R)gl. 
Proof. Let B = P + Z, P2 = P # 0, PZ = ZP = 0, 1 P u(Z). Since AP = 
(I - B)P = 0, we have that TP = P. Since B is K-irreducible, then P is 
K-primitive. It follows from [7, Lemma 4.11 that T is semiconvergent. n 
THEOREM 4.6. Let T,N E a(&,), TK c K, NK c K, be such that 
J(N)n K = M(T) n K. Let T be a Radon-Nikolskii K-N-pseudoirreducible 
operator with r(T) = 1. Then T is convergent if and only if it is K-N-pseudo- 
primitive. 
Proof. Let T be convergent. Then T = Q + R, where Q2 = Q, QR = 
RQ = 0, r(R) < 1. Since by Lemma 4.2 Q is K-N-pseudoprimitive, it follows 
that 
2ym(Tkx,x’) = (@x,x’> > 0 
whenever XEK, Nx#O and x’EK’, x’ # 0. Therefore, there exists a 
positive integer p = p(x,, x’) > 1 such that (Tkx, r’) > 0 for k 2 p. Thus, T 
is K-N-pseudoprimitive. Conversely, if T is K-N-pseudoprimitive, then by 
Theorem 4.4 r(R) < r(T) = 1 and T is convergent. The proof is complete. n 
5. SUMMARY OF RESULTS 
We summarize certain properties of pseudoirreducible and pseudoprimi- 
tive operators in the following theorem. 
THEOREM 5.1. Let T,N E@(E), TKcK, NK C K, be such that 
Jy( N) n K = J’(T 1 rl K. Then T possesses the following properties : 
Property 1. 
(a) r(T) E a(T). 
Let T have the property p. 
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Property Il. 
(b) There exists an eigenvector x0 E K corresponding to r(T). Moreover, 
let Q denote the eigenprojection onto the eigenspace of r(T ); then T = 
r(T)Q +[T - r(T)I]Q + R, w h ere RQ = QR = 0, r(T) 4 a(R), r(R) < 
r(T), and f~ indr(rjT = q > 1 we have x0 = [T - r(T)Z14-‘y f~ 
some y E K. 
(c) There exists an eigenfunctional XL E K’ corresponding to r(T ). 
(dl Zf S E B(B), SK C K, (T - S)K C K, then r(S) < r(T). 




r(T) > 0, r(T) E a(T). 
There exists an eigenvector x0 corresponding to r(T) and x,, E Kd. 
Moreover, ind,.(r)T = 1 and 
dimiGrN([r(T)l-T]“)=l. 
Furthermore, T = r(T)Q + R, r(R) < r(T), with Q being K-N-pseudo- 
primitive, Q’x’ZO whenever X’E K’, x1=+0, and (Qx,x’> >O for 
XEK, Nx#O. 
There exists an eigenfunctional x6 corresponding to r(T) such that 
(x,x&) > 0 whenever x’ E K’, Nx Z 0. 
Zf S E B(E), SK C K, (T - S)K C K, and xi E K’ is such that S’xi = 
r(S)xi, (T’- S’>xi # 0, then r(S) < r(T). 
Let T be K-N-pseudo-primitive Radon-Nikolskii operator and N # 0. 
Property IV. 
(a) r(T) is a dominant point in a(T), i.e., A E a(T), A # r(T) implies that 
IAl < r(T ). Moreover, Properties ZZ(b), (cl, (d) hold. 
(b) T = r(T)Q + R, r(R) < r(T), and Property HZ(b) holds. 
Proof. Property I can be found in Schaefer [ll]. Properties II(b) and (d) 
are proved in Sawashima [lo], while (c) is proved in Marek [6]. Property 
III(a) follows from Corollary 3.7, (b) is a consequence of Lemmas 3.5, 3.6, 
and 4.2, (c) follows from duality, and (d) is Lemma 3.10. Property IV(a) 
follows from Theorem 4.4, and (b) follows from Theorem 4.6. n 
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