We present a method of rapidly producing computer-generated holograms that exhibit geometric occlusion in the reconstructed image. Conceptually, a bundle of rays is shot from every hologram sample into the object volume. We use z buffering to find the nearest intersecting object point for every ray and add its complex field contribution to the corresponding hologram sample. Each hologram sample belongs to an independent operation, allowing us to exploit the parallel computing capability of modern programmable graphics processing units (GPUs). Unlike algorithms that use points or planar segments as the basis for constructing the hologram, our algorithm's complexity is dependent on fixed system parameters, such as the number of ray-casting operations, and can therefore handle complicated models more efficiently. The finite number of hologram pixels is, in effect, a windowing function, and from analyzing the Wigner distribution function of windowed free-space transfer function we find an upper limit on the cone angle of the ray bundle. Experimentally, we found that an angular sampling distance of 0:01°for a 2:66°cone angle produces acceptable reconstruction quality.
Introduction
Among the various 3D display technologies, holographic display can arguably provide the most convincing effects, realism, and viewing comfort. The invention of computer generated holograms (CGH) is central to its use in interactive applications. It has allowed holograms to be created without the optical recording process, making holographic display of arbitrary 3D models possible. Much research has been carried out over the years to try to reduce the computational intensity and bring CGH generation to real-time [1] [2] [3] [4] , but it still remains a very formidable challenge. In the last few years, the increasing programmability of graphics processing units (GPUs) has gained a lot of attention from outside the computer graphics community, and GPUs have been successfully used as powerful stream processors for solving computationally intensive problems [5] . Computational holography is, of course, among one of them [6] [7] [8] .
Because of the already intensive computation process in computational holography, visibility computation is mostly excluded owing to its additional complexity. This results in "see-through" objects upon reconstruction. For many applications, however, it is essential that CGHs can provide the correct occlusion cue for depth perception. The traditional approach to hologram computation is to decompose the 3D scene into planar segments, evaluate each segment's complex amplitudes in the hologram plane individually, and sum the results to obtain the complex distribution for the entire scene [9, 10] . This 0003-6935/09/214246-10$15.00/0 © 2009 Optical Society of America approach is slow due to the large number of fast Fourier transforms (FFTs) employed, and incorporating a visibility test would aggravate the problem further [11, 12] . More recently work has been done to eliminate per planar segment FFT by taking advantage of precomputed triangular meshes [13, 14] , but occlusion could not be handled properly. An alternative ray-tracing approach was proposed by Janda et al. [8, 15] that has a visibility test built in. However, their work aimed at improving the visual quality rather than performance; the problem of high computational cost is still unsolved and user interactivity is all but impossible. Also worth noting are works done by Bove's group at MIT [16] and Kang et al. [17] on holographic stereograms. Both exploited the computing power of modern GPUs to accelerate their stereogram algorithms, as reported in their recent papers.
In this paper we present our implementation of ray-traced hologram generation and our effort to speedup this process. Our algorithm combines rasterization, ray-casting, and optical diffraction theory with geometric occlusion using a programmable GPU. Our method does not require the scenes to be consisted of only triangular mesh surfaces. This is, to the best of our knowledge, the first method that is able to approach real-time generation of CGHs exhibiting correct occlusion cue without relying on purpose-built hardware or a computer cluster. Section 2 briefly goes over diffraction theory, which is the basis of hologram calculation. Section 3 outlines the occlusion algorithm. Factors that contribute to computational complexity and techniques that we employed for a practical and efficient implementation of the algorithm are studied in Section 4. Results and discussion follow in Section 5.
Electromagnetic Disturbance of a Point Light Source
In this work we treat the three-dimensional scene or object as being made up of individual light scattering sources. The adoption of point-based model simplifies the visibility test and provides the most flexibility in the geometric description of the scene. A point source can be described mathematically by
where A is the magnitude of the source, δðxÞ is the Dirac delta function, and β is a random phase associated with the source. The random phase, ranging between AEπ=2, is introduced to simulate the effect of a diffuser that spreads the spectrum over the entire hologram. This ensures that every portion of the hologram contains information of the entire scene [18] . The transfer function of free-space propagation, also known as the wave spread function (WSF), is given by [19] 
where λ is the wavelength, z d is the propagation distance, and υ the spatial frequency. Derived from scalar diffraction theory, this function describes the electromagnetic disturbance due to a point source [20] . According to the angular spectrum method [21] , the complex field distribution given by the point source in the hologram plane at z d distance away is
This is essentially saying that the field distribution is given by the sum of an infinite number of harmonic functions, each corresponding to a plane wave of a specific wave vector. This becomes more obvious if we substitute sin θ ¼ λυ, where θ is the wave vector angle with respect to the z axis, into the above equation and express the field distribution as
In practice, the field distribution in the hologram plane is often computed by modifying Eq. (3) to include a sampling and a window function:
where W is the aperture size of the hologram, as is discussed later in Section 4. Eq. (5) redefines the problem in a finite, discrete signal domain, facilitating the use of FFT algorithm to compute the wave field. Our hologram is similar to a kinoform, produced by Fourier transforming the sum of the complex field of all point sources,
where M is the total number of point sources. In other words, the hologram represents the spectrum of the total complex field in the hologram plane. Here we will make the distinction between "hologram pixels" and "samples in the hologram plane". In our usage, the first term refers to pixels of the CGH, whereas the second term refers to sampling points in the x-y plane at z ¼ 0 with no reference to the actual hologram itself.
Occlusion Processing in Computational Holography
Scalar wave diffraction theory forms the basis of our treatment of light propagation in Section 2. When it comes to occlusion processing, however, light is regarded as behaving like particles, and occlusion becomes geometric shadowing. This "simplified" geometric occlusion is completely adequate in most circumstances, as Underkoffler argued in [22] .
Before describing our proposed method, it is worthwhile going over some background on rendering in computer graphics to facilitate our discussion later.
A. Rasterization Technique in Computer Graphics
Rasterization with depth buffering or z buffering is a standard rendering technique in computer graphics. To render a 3D scene correctly, each pixel in the image is allocated a buffer (the z buffer) that stores the depth information. When an object in the scene is to be rendered, its z-axis position is compared to the depth value currently stored in the z buffer of the relevant pixels, and whichever the value that is smaller, i.e., closer to the viewer, is stored in the z buffer. This process is repeated for all objects in the scene. In the end of the process, the z buffer contains the information of which object is the nearest for each image pixel, thus allowing the 3D scene to be rendered with correct depth perception.
Modern GPUs are highly optimized for rapid depth-buffering rasterization. By extending the application of depth buffering to hologram generation, we are able to take advantage of the GPU's rasterization hardware.
B. Hardware-Accelerated Rasterization for Hologram Generation
The situation is slightly more complicated in computational holography than in computer graphics. To calculate the value of one sample in the hologram plane (hereafter simply referred to as the sample), all the primitives visible from that pixel location must be taken into account. In our current implementation, a primitive is equivalent to an object point in the 3D scene. Although not strictly correct, it may help to think of each sample as containing a camera that records some sort of information of the entire 3D scene. This is illustrated in Fig. 1 .
The sampling rays are uniformly distributed over a semicircle (hemi-spherical surface for full parallax), as shown in Fig. 2 , and each sample is associated with one such cluster of rays. Sampling rays traveling in the same direction but originated from different samples will traverse the 3D scene through a different path, and as such, different collections of ray-object intersection points will be generated for each sample. This is analogous to the case in computer graphics where the camera/viewer position changes between frames.
At this point, it should be apparent that this is effectively a ray-casting process. Ray-object intersection calculation represents a significant portion of the total computational load in ray tracing. Below, we describe a method of accelerating the computation for hologram generation. The same method was used by Janda et al. [15] ; the main difference is that they explicitly restrict their 3D model to a collection of planar segments parallel to the hologram plane, whereas we do not impose such a restriction.
Recall that each sample in the hologram plane has a bundle of N uniformly distributed sampling rays originating from it (we call this source clustering). Now instead of grouping the rays according to their point of origin, we group the sampling rays according to their traveling direction, which we call directional clustering. Directional clustering allows the entire scene to be traced in one rasterization pass for one sampling direction. Occlusion calculation is automatically performed during rasterization by depth buffering with minimum effort on our side. Note that in most computer graphics rendering, a perspective projection is applied to transform the 3D scene into a 2D projection. This, however, is not suitable for our purpose, as a perspective projection would distort the scene geometry. We need to apply orthographic projection instead to preserve the scene geometry.
A problem with this method is that depth buffering only compares the z distance of primitives that have the same x-y position; therefore, it would yield incorrect visibility information for all directional ray clusters except the cluster whose direction is parallel to the z axis. As an example, in Fig. 3 point A clearly occludes B for the sampling ray shown, but a naïve projection and depth-buffering scheme would result in the points being projected to different sampling positions in the hologram plane and, therefore, incorrectly concludes that no occlusion occurs (in fact, the algorithm would discard the two without performing a z comparison at all).
This can be solved by applying an appropriate xaxis shear transformation to the 3D scene, as demonstrated in Fig. 4 . The horizontal shear distorts only the x coordinate of the 3D scene and the z coordinate is left unchanged. This is important because successful occlusion calculation relies on the correct z coordinate for depth buffering. Knowing the z coordinate and the shear matrix applied, the undistorted x coordinate of ray-object intersection points can easily be recovered.
After the transformation, the entire scene is rendered into the frame buffer and rasterized. The rasterization stage includes depth buffering for resolving visibility of each primitive. Only the primitives closest to the viewer are stored in the frame buffer after rasterization. The rendering pass returns a collection of visible object points, where each point is an independent point source of light. Its complex field contribution to the sample under effect is computed and recorded. How the complex field contribution is computed is discussed in Section 4.
The system then proceeds to the next ray cluster, and the entire process repeats for all directional clusters. The results from all iterations are summed in the end to yield the complex distribution in the hologram plane that is produced by the 3D scene with geometric occlusion.
Implementation Considerations and Hologram Generation
The computation time grows with the number of samples in the hologram plane, the number of sampling directions, and the scene complexity. Obviously, as the number of objects in the scene increases, so does the rasterization time, as more transformation calculation and depth comparisons need to be performed. We come back to this in Section 5, but for now we limit our discussion to the other two factors. The data parallelism in the ray-casting process is apparent and allows us to exploit the parallel characteristic of modern programmable GPUs easily to boost performance. This and the use of precomputed lookup tables for field distribution in the hologram plane and optical reconstruction setup are also discussed here.
A. Parallel Computation on GPU
The current NVIDIA GTX 200 series graphics card has 240 stream processors that can run concurrently on different threads of data, compared to 4 processors in a quad-core CPU. It is highly desirable to take advantage of the GPU's parallel computing capability. As it happens, the procedure described in Section 4.A is ideally suited for data-parallel computing on the GPU. Each sampling instance in the hologram plane is calculated independent of the other. Each sample performs what is called a gather operation: 
Our model is constructed in OpenGL in the usual way. The model is then shear-transformed and rendered for each ray direction, generating visibility, depth, and amplitude data that is passed on to the fragment shader of the GPU's programmable rendering pipeline. Based on these data, the fragment shader computes the appropriate complex amplitude for each hologram sample. This is where data-parallel computation comes in, as the same shader is carried out on every sample but with different and independent input/output data streams. We use OpenGL Shading Language (GLSL) to program the fragment shader.
By implementing the entire process from model construction to hologram generation on the GPU, not only do we get a speedup from parallel computing, but we also save a significant amount of time by eliminating large data transfers between the graphics card and the main memory.
B. Distribution of Sampling Rays
The choice of sampling rays has a significant impact on the performance of the system. The number of sampling rays translates directly to the number of rendering passes and computation time. It is therefore important to minimize this number. The two deciding factors are the cone angle of the sampling ray bundle in source clustering, and the angular sampling distance. Given an arbitrary object, there is an object point at which the intersecting ray would make the maximum angle with the surface normal n of hologram plane, as shown in Fig. 5 . Assuming the object is symmetrical about the z axis, the cone angle of the ray bundle is given by
As for the angular separation between adjacent sampling rays, we use the angular resolution of the human eye, which is approximately 1 arc minute or 1=60 of a degree. It is reasonable to expect a cone angle of several tens of degrees for a decent-sized ob-
If we attempt to implement our occlusion process in accordance with the analysis above, the prospect of reaching real-time performance is rather bleak. We need to reduce the number of rendering passes by one to two orders of magnitude. Since a quantized and bandlimited version of the WSF in Eq. (2) must be used in actual computations, it is logical to question to what extent this modification affects our calculation and what its implication on the cone angle is. The complex field distribution at the hologram plane due to a point source, in other words the point spread function of the system (free space in this case), can be found analytically by the inverse Fourier transform of Eq. (2) to give
where k is the wavenumber, r is the radial distance of object point from a sampling point in the hologram plane, and z is the propagation distance [20] . If we take sampling and a limited computation window into account, the modified PSF becomes
where ⊗ is the convolution operator and W is the window size. This equation, however, is not particularly insightful, and it is difficult to get a feeling of how the light field might be distributed just by looking at Eq. (9) . For this reason, we adopted a different approach using the Wigner distribution function (WDF). The WDF is an intermediate signal description between the space domain and the spatial-frequency domain; it may be considered as the local frequency spectrum of a signal, since the WDF is both a function of space x and spatial frequency υ. The WDF is a useful concept that has found many applications in optics. Here we discuss only our analysis using WDF, borrowing results derived in [23, 24] , and leave the derivations, formal definition of WDF, and its many properties to the references to cover.
The WDF Wðx; υÞ of a point source u ¼ δðx À x 0 Þ is also an impulse function itself:
and is independent of spatial frequency υ. This implies that all frequencies are present at position x 0 , whereas there is no contribution at other positions. The WDF of a signal after propagating through some distance in free space can be described by the inputoutput relationship [23] : 
where W out is the WDF of the input signal propagated over some distance z. Plotting the WDF of Eqs. (10) and (11), free-space propagation of the signal results in an x-axis shearing operation of the signal's WDF (Fig. 6 ). The WDFs in Fig. 6 extend to infinity in both the space and spatial-frequency axis. If we take the WDF and confine it to within a certain range of υ, outside of which the function vanishes to zero, the corresponding signal will also be limited to the same frequency region due to the finite support property. Another important property that we make use of is
which is saying that the projection of WDF onto the υ axis yields the energy density, or intensity, of the signal uðxÞ.
Equipped with these properties, we now proceed to answer the question we put forward earlier. Remember that the CGH we produced is actually the spectrum of the complex light field [Eq. (6)] quantized and truncated to be displayed on the spatial light modulator (SLM). The finite computation window is set accordingly. More explicitly, the size of the WSF in Eq. (2) and FFTs in Eq. (5) are determined by the number of SLM pixels. Given the maximum spatial frequency υ max of this truncated spectrum on the SLM and the input-output relationship (11), the output WDF to an impulse input is
The frequency restriction, in turn, leads to spatial restriction
within which W out is nonzero. Projection formula (12) dictates that the output intensity be nonzero only within this same space interval. This suggests that the spreading of light due to a bandlimited point source as it propagates through free space is restricted to within a finite space interval or, since the limit is governed by the spatial frequency υ max , to within a cone angle θ. Angle θ is related to the spectrum through the diffraction formula
To verify the analysis above, we simulated freespace propagation by solving Eq. (5) in MATLAB. Figure 7 shows the intensity in the hologram plane due to a point source on the optical axis at z d ¼ 5 cm, plotted against the horizontal distance x. For a computation window of 1280 samples with a 13:62 μm sampling distance, angle θ is
and x max ¼ AE85:23 × 13:62 μm. From the plot, it can be seen that the intensity value drops off sharply around x max and has reduced by 6:5 dB at x max , assuring the validity of our analysis using the WDF. Samples further out may be considered insignificant and be discarded. Simple geometric relation reveals how angle θ relates to the sampling ray bundle (Fig. 8) , and we conclude that 2θ can be approximated as the limiting cone angle of the sampling ray bundle with a high degree of accuracy. Such a cone angle would mean a total of 160 sampling rays per bundle with 1=60 of a degree angular sampling pitch for our system. Evidently, the angle limitation places a restriction on the field of view (FOV), but as should become clear later, this is in fact an inherent restriction of the SLM. What we have done is removed the processing of information that will be rendered redundant by the SLM. Indeed, the same FOV restriction exists even if the CGH is generated with conventional wave propagation method using FFTs. This limitation on cone angle is also discussed briefly in [15] , and although we have taken a slightly different route in our derivation, we have reached the same conclusion as them.
C. Precomputed Lookup Tables
To avoid performing expensive computation on the fly, Eq. (5) could be precomputed offline and the results stored in a lookup table. Unfortunately a lookup table that stores the complex amplitudes of all samples for every possible object point location will take up an impractically large amount of computer memory. However, a closer inspection reveals that the magnitude and the random phase terms in Eq. (1) could be taken out of the forward and inverse Fourier transform operations in Eq. (5), giving
The term inside the outer curly brackets in Eq. (17) can be precomputed for a range of z d values, and we call these the base distributions. A base distribution is a vector containing the complex amplitudes of light along the x axis in the hologram plane. The light originates from a point source of zero initial phase and unit magnitude at z d distance away on the optical axis. The creation of the lookup table is inherently a sampling of the 3D volume, and for convenience we choose a sampling grid identical to the SLM's pixel grid. A corresponding lookup table of random phases is also created.
The lookup tables are calculated during initialization of the program on the CPU and then loaded onto the GPU as textures. During online computation, once the set of visible primitives is found after the rendering pass, the fragment shader retrieves the appropriate entry from texture memory to evaluate the hologram sample value according to Eq. (17) . In this way, we have reduced the amount of online computation to a minimum, while keeping the lookup tables to a reasonable size.
D. Space Domain Versus Frequency Domain
Recall that we require one Fourier transformation in the final step of the hologram generation process. Alternatively, we could work directly in the Fourier domain by omitting the inverse Fourier transform step in the computation of the base distributions [see Eq. (17)] and obtain what we call the base fringes. In Fourier domain, a primitive corresponds to a fringe pattern of the same dimension as the hologram, which means that an entire base fringe must be processed for every visible primitive. By contrast, in the spatial domain a primitive visible from a sampling point in the hologram plane contributes only to that particular sample, thereby only one sample value-one element in the base distribution vector -needs to be processed; the contribution of individual samples to the rest of the hologram is calculated later in the last Fourier transform step. Since processing a fringe the size of the hologram for every visible primitive actually requires more operation than performing a single FFT, working with base distributions in the spatial domain is preferred.
The complex hologram is then quantized into a binary phase hologram according to Eq. (18) so it can be displayed on our SLM. It may seem somewhat hard to believe that such a coarse quantization will lead to a decent reconstruction of image on the retina. Nevertheless, it is well known that the Fourier phase of a signal or image holds much of the essential information on the nature of the signal [25, 26] , which suggests that high quality reconstructions from binary Fourier phase data are possible:
E. Hologram Resolution and Size
The discrete nature of the SLM imposes hologram sampling. The sampling process is modeled mathematically in Eq. (5) by a multiplication with the comb function, with the sampling distance being the SLM's pixel pitch. Furthermore, the finite width (and height) of the SLM implies a window function, represented by the rect function in Eq. (5) . Ideally, the SLM will have an infinite width, which produces a Dirac delta in the Fourier plane, in other words, a perfect image point in the replay field. However, the Fourier transform of the finite window function is a sinc function, resulting in some degree of blurring of the image point in the replay field. In our reconstruction setup, the eye lens acts as a Fourier lens that projects the reconstructed image Fig. 8 . Angle made by the bounding rays of two arbitrary points P 1 and P 2 with spread-out angle 2θ at sample S must also be 2θ.
directly onto the retina. Since the size of the replay field in the far field is given by
where w is the dimension of the replay field, f is the focal length of the eye lens, and Δ is the SLM's pixel pitch, the size of the reconstructed image the observer sees is inversely proportional to the SLM's pixel pitch. If there are M horizontal pixels in the SLM, the replay field has a horizontal pixel pitch α of approximately
F. Summary
Given an object description uðx; y; zÞ that specifies the amplitude of light, the implementation of our algorithm can be summarized in the following steps:
1. Transform uðx; y; zÞ by the shear matrix 2
2. The transformed object u 0 ðx; y; zÞ is fed to the graphics rendering pipeline. The rendering pipeline samples the continuous u 0 ðx; y; zÞ with a 2D sampling grid ½m; n. For each grid element, z buffering finds the closest object point (if any).
3. Fetch the appropriate entries from the lookup tables (LUT) for each grid element. The index to the lookup tables is found by
which is just the amount of horizontal shear in number of grid samples. The z value is stored in the z buffer of that particular grid element. 4. Multiply the fetched base distributions with the amplitude array u 0 ½m; n and random phase to obtain the complex amplitude on the hologram plane :
Repeat
Steps (1)- (4) for all θ where θ ¼ f−θ max ; −θ max þ Δθ; −θ max þ 2Δθ; …; θ max g, summing the complex amplitude h½m; n of each iteration.
6. Finally after all iterations, the CGH is obtained by a FFT operation and binarized according to Eqs. (6) and (18).
Results and Discussion
This work is performed on an NVIDIA GeForce 8800 GT graphics card with 512 MBytes of memory. The SLM used is a reflective binary phase device, 1280 × 1024 pixels with a 13:62 μm pixel pitch. Figure 9 shows the results of optical reconstruction. The slight blurriness in the images is mainly due to the apodization of the laser beam and the SLM. The laser beam has a Gaussian profile, while the finite SLM's extent can be expressed mathematically as a rect function; the shape of the pixel after Fourier reconstruction is thus a combination of Gaussian and sinc, rather than a well-defined point.
The performance of our algorithm is shown in Table 1 . The initialization process only occurs once at the start of the program and would not be invoked again with subsequent changes in the 3D scene and the CGH. The GPU process includes essentially all the computation except initialization; the process took only about 2 s without any optimization-a very promising result. Note that we do not use individual 3D points to build up the model. The model is constructed in OpenGL in the normal way, and the point sampling only starts with the iterative computation process. Therefore, the complexity of our algorithm is not a simple function of the number of primitives. The number of depth buffer comparisons will, of course, have an impact on the speed performance, but since this process is highly hardware-accelerated, it is relatively less significant than the other factors discussed in Section 4.
If the sampling rays are few and sparsely distributed, the sampling process would return a disjoint set of object points to each hologram sample. Consequently, the reconstruction would exhibit disturbing artefacts, and in severe cases, turn the original continuous surface model into a collection of discrete points. We have assumed the angular resolution of the human eye to be a reasonable angular sampling distance and derived a limit for the maximum cone angle. For our experiment, we varied the sampling cone angle and the angular distance between sampling rays, and captured the optical reconstruction results; these are compiled into Fig. 10 . We concluded that the improvement in image quality from increasing the cone angle and/or sampling resolution above 2.66 and 0.01 degrees, respectively, is largely indistinguishable by human eyes. The apodization of hologram discussed earlier helps to somewhat reduce the graininess of the reconstruction with smooth blurring functions.
Motion parallax, another important cue in depth perception, is demonstrated in Fig. 11 . The parallax effect shown is somewhat limited due to the limited SLM area. This problem is itself a focus of ongoing research [27] [28] [29] [30] [31] but is beyond the scope of this paper. We will note that, however, the increase of viewing angle would come at the price of longer computation time, as discussed in Section 4.
Conclusions
We have described and demonstrated a method of rapidly generating CGHs whose reconstructed images exhibit geometric occlusion and motion parallax. Occlusion processing has been a formidable task in computational holography and has been largely ignored in the past. Our method takes advantage of hardware-accelerated depth buffering and data-parallel computing on a GPU to tackle this problem. Studying the intensity profile of a band-limited impulse signal has allowed us to remove redundant information processing. We were able to further reduce the computation time by building efficient lookup tables to avoid expensive online computation.
Compared to other CGH algorithms, our approach is able to handle large 3D scenes efficiently because the complexity of our algorithm scales well with the number of primitives making up the scene. We have shown that the performance is explicitly linked to system parameters, such as viewing angle, number of sampling rays, and angular sampling distance. This makes application-specific optimization very straightforward.
With our current proof-of-concept implementation, we are able to demonstrate clear reconstructed images at a near interactive rate, and we believe this method has much potential for real-time 3D display. 
