Multi-label classification is an appealing and challenging supervised learning problem, where multiple labels, rather than a single label, are associated with an unseen test instance. To remove possible noises in labels and features of high-dimensionality, multi-label dimension reduction has attracted more and more attentions in recent years. The existing methods usually suffer from several problems, such as ignoring label outliers and label correlations. In addition, most of them emphasize on conducting dimension reduction in an unsupervised or supervised way, therefore, unable to utilize the label information or a large amount of unlabeled data to improve the performance. In order to cope with these problems, we propose a novel method termed Robust sEmi-supervised multi-lAbel DimEnsion Reduction, shortly READER. From the viewpoint of empirical risk minimization, READER selects most discriminative features for all the labels in a semi-supervised way. Specifically, the 2,1 -norm induced loss function and regularization term make READER robust to the outliers in the data points. READER finds a feature subspace so as to keep originally neighbor instances close and embeds labels into a low-dimensional latent space nonlinearly. To optimize the objective function, an efficient algorithm is developed with convergence property. Extensive empirical studies on real-world datasets demonstrate the superior performance of the proposed method.
Introduction
Unlike single-label classification, Multi-Label Classification (MLC) aims to assign a subset of labels to a test instance by a multi-label classifier learned from a training set. MLC has been applied in a wide range of real-world applications, such as text categorization [1] , semantic image annotation [2] and bioinformatics analysis [3] . For example, a news article probably relates to multiple topics, like "economic", "politics", "technology", etc; one image is possibly relevant to a set of semantic concepts, like "sky","lake", "reflection", etc; maybe a gene is associated with several functional classes, like "metabolism", "energy", "cellular biogenesis", etc.
With the rapid increase of web-related applications, more and more multi-label datasets emerge in highdimensionality. Such high-dimensionality of multi-label data significantly increases the time and space complexity in learning, and degrades the classification performance due Manuscript to the possible existence of noisy features and labels. Previous studies have demonstrated that only a subset of highdimensional features, i.e., discriminative features, are useful for the learning process. In addition, irrelevant and redundant features would negatively influence the classification performance. Thus feature (subset) selection is one of key techniques not only to bring a less cost of time and space on classification but also to increase the classification performance and the degree of interpretation. Feature extraction, such as principal component analysis, is another way to increase the classification performance, but the goal is to find a small number of converted features, not to remove irrelevant and redundant features [4] . Therefore we focus on feature (subset) selection in this paper. However, it is a non-trivial thing to conduct traditional feature selection algorithms on multi-label data due to its intrinsic properties. First, the labels in multi-label datasets are probably correlated and dependent with each other, thus it is important to model label correlations during feature selection. One simple example is that, in semantic image annotation, the concepts "lake" and "reflection" share a strong correlation, therefore common features should be selected in order to model the correlation. Second, the existence of noisy labels (outliers) and incomplete labels in multi-label data should be considered. Such noisy outliers, usually resulting from the mistakes in the label annotation by human beings, would misguide the selection of discriminative features. Third, a large part of training data is unlabeled in various real-world applications. It is intractable to annotate each data point with multiple labels from a huge number of instances and candidate labels. Although numerous methods have been proposed for multi-label dimension reduction, most of them focus only on solving one of the three problems, preventing from selecting most discriminative features and thus limiting the classification performance.
To cope with all the three aforementioned problems (label correlation, noisy/incomplete labels, and many unlabeled samples), we propose a novel method named Robust sEmi-supervised multi-lAbel DimEnsion Reduction (READER) from the viewpoint of empirical risk minimization. Specifically, the 2,1 -norm joint minimization makes READER robust against data outliers and able to jointly select features across labels. In addition, rather than the original label space, a low-dimensional latent space found by non-linear embedding is used to select discriminative features. Note that such a label embedding saves label correlations and alleviates the negative effect of imperfect label Copyright c 2017 The Institute of Electronics, Information and Communication Engineers information. Moreover, manifold learning is applied to select features where originally neighbor instances keep close to each other. In this way, READER enables to utilize the unlabeled data to improve its performance. To optimize the objective function, we transform the optimization problem into a generalized eigenvalue problem, and develop an efficient algorithm that successfully converges to the global optimum. The major contributions of this work are cast into four-folds:
• Proposing a novel semi-supervised multi-label dimension reduction method in order to utilize unlabeled data and to improve the performance of feature selection; • Introducing the 2,1 -norm for both loss function and regularization to bring robustness against data outliers and to couple feature selection across labels; • Developing a non-linear label embedding technique to capture local label correlations and alleviate the negative effect of imperfect label information; • Showing the equivalence of the objective function to a generalized eigenvalue problem, and inducing an efficient optimization algorithm with proved convergence.
The remainder of this paper is organized as follows. Section 2 gives an overview of related works. Section 3 illustrates the framework of READER, and presents the formula details as well as remarks. Section 4 introduces the optimization algorithm, and proves its convergence. Section 5 reports experimental results and parameter sensitivity analysis. Finally, Sect. 6 concludes this paper.
Related Work
Since our work focuses on selecting discriminative features in the MLC setting, here we briefly discuss the related work on feature selection and multi-label dimension reduction.
As one of important dimension reduction techniques, feature selection have been widely used to facilitate the subsequent learning process. Various feature selection methods have been proposed via sparsity penalty on feature coefficients. Benefiting from its ability on endowing feature sparsity across multiple targets, the 2,1 -norm regularization has attracted a lot of attentions from numerous research works [5] - [8] . Robust Feature Selection (RFS) via joint 2,1norm minimization on both loss function and regularization is proposed in [6] . Based on an efficient optimization algorithm, RFS is shown to be robust to data outliers and select features across multiple classes. On the other hand, semi-supervised feature selection methods are developed to utilize unlabeled training data. Structural Feature Selection with Sparsity (SFSS) [7] incorporates feature selection and semi-supervised learning in a unified framework with manifold learning. In [8] , Convex Semi-supervised Feature Selection (CSFS) is proposed to handle large-scale problems. CSFS enables to utilize both labeled and unlabeled data to select discriminative features while simultaneously take into account relationships among different features. These methods have been shown to achieve good performances in a wide range of applications, however, it is not easy to directly conduct them on multi-label datasets because of the existence of label correlations.
To capture label correlations through dimension reduction, various Feature Space Dimension Reduction methods have been designed for MLC. A supervised Multi-label Latent Semantic Indexing (MLSI) [1] approach is developed to map the input features into a subspace by preserving the label information. By maximizing the feature-label dependency under the Hilbert-Schmidt independence criterion, [9] derives a closed-form solution to efficiently find a projection into the feature subspace. In addition, several classic techniques, such as Canonical Correlation Analysis (CCA) and Linear Discriminant Analysis (LDA), are extended to handle the MLC problem [10] , [11] . In [12] , [13] , semisupervised versions of CCA are proposed with competitive performances in the setting of semi-supervised learning. These methods can be thought as one of feature extraction approaches. On the other hand, in multi-label feature selection, [14] proposes to select label-specific features by optimizing the least squares problem with constraints of label correlations and feature sparsity. The method in [15] captures label correlations by meta-labels and selects discriminative meta-label-specific features. The Sub-Feature Uncovering with Sparsity (SFUS) [16] method is developed to uncover a feature subspace shared by multiple labels. To exploit label correlations, Multi-label Informed Feature Selection (MIFS) [17] is proposed. By projecting labels into the latent space and then applying feature selection, MIFS alleviates the negative effects of imperfect label information.
Previous methods mainly focus on handling supervised learning tasks, which significantly limits their applications on real-world MLC problems where unlabeled data is much more available. Moreover, although some methods, such as MLSI and MIFS, enable to avoid the problem of imperfect label information by label embedding, the embedding is conducted in a linear manner, resulting in losing the local information among labels [18] . In contrast, the proposed READER not only captures label correlations during semisupervised feature selection, but also fixes the problem of imperfect labels by non-linear label embedding.
Proposed READER

Preliminaries
Suppose that in the MLC setting, we have N training in-stancesX ∈ R N×M , where only n (n < N) instances X = [x 1 , . . . , x n ] ∈ R n×M are associated with labels Y = [y 1 , . . . , y n ] ∈ B n×l . Here the entry of the label vector y indicates whether it is relevant to a certain label (1) or not (0). Without loss of generality, for any matrix Z ∈ R N×M , we use Z i· , Z · j and Z i j to denote its ith row, jth column and the element in ith row and jth column, respectively. The 2,1 -norm of Z is defined as
where · 2 denotes the 2 -norm. We use Tr(A) to denote the trace of a square matrix A, and a, b = a b to denote the inner product between vectors a and b.
Formulation
We formulate the MLC problems via empirical risk minimization in the following objective function:
where loss(·) denotes a loss function and Ω(h) is the regularization term on the multi-label classifier h. In practice, there are several available loss functions ( 2 loss, hinge loss, logistic loss) and regularization terms ( 1 -norm, 2 -norm). Similar with [6] , we apply 2,1 -norm loss function and regularization in order to conduct robust feature selection.
where W ∈ R M×l is a projection matrix, the 2 norm of whose row W j· 2 (∀ j) indicates the importance of the jth feature. The 2,1 -norm loss function makes the outliers less important than the least square loss (Frobenius norm). In addition, the 2,1 -norm regularization term assures the rowsparsity of W, enabling to couple feature selection across multiple labels.
To utilize (N − n) unlabeled training data, we assume that the similar instances x i and x j in original feature space shall keep close to each other in the projected feature subspace W x i and W x j . Thus we have, with all N instances,
where S x is the similarity matrix whose element (S x ) i j measures the similarity score between x i and x j , and D x is the degree matrix with diagonal element (D
The objective function of (3) can be rewritten as follows.
where L x = D x − S x ∈ R N×N denotes the Laplacian matrix over the whole instances. Thus the semi-supervised version of (2) is induced as
In order to capture label correlations in multi-label feature selection, we apply a non-linear label embedding to
The label embedding aims to preserve the neighborhood structure of original labels in the latent subspace, which is implemented by manifold learning,
where (D y ) ii = j (S y ) i j . S y denotes the similarity matrix, and (S y ) i j measures the similarity between y i and y j ,
where N p (y i ) denotes the p-nearest neighbors of y i (∀i) in Euclidean distance. Therefore, according to the similar derivation of (4), label correlations can be captured in the following optimization problem,
where L y = D y − S y ∈ R n×n is the Laplacian matrix over the labeled instances, and W ∈ R M×k . Once obtaining W, we can select the most discriminative features by the row-sparsity of W originating from the 2,1 -norm. Since in practice many rows of the optimal W are close to rather than equal to 0, we rank features according to W j· 2 (∀ j) in descending order, and feed the top ranked features to the subsequent learning process.
Remarks
The proposed READER (7) is designed for Feature Space Dimension Reduction (FS-DR). However, READER can also be extended for Label Space Dimension Reduction (LS-DR) [19] . To show this, we introduce a linear projection P ∈ R l×k to approximate the non-linear label embedding V in (7), i.e., V = YP. In addition, in order to make round-based decoding † available, we relax the constraint P Y D y YP = I as P P = I. Therefore, for LS-DR, (7) 
Thus, after obtaining W and P, the predictionŷ on a text instancex is obtained byŷ ← round(PW x).
Optimization Algorithm
Theorem 1. In the setting,
and F = A HA + B, where H is a diagonal matrix with ith diagonal element H ii = 1 2 (AU) i· 2 , the optimization problem (7) is equivalent to the generalized eigenvalue problem,
whereΛ is a diagonal matrix. Solving (10) Proof. The formula (7) is equivalent to,
The problem in (11) can be rewritten as
According to the definitions in (9) 
Here we relax AU 2,1 as Tr (U A HAU) , where H is a diagonal matrix with its ith diagonal element H ii = 
In fact, (14) is equivalent to solving the generalized eigenvalue problem (10) .
However, the computation on the smallest eigenvalues of (10) is unstable. Thus, by setting the diagonal matrix Λ with Λ ii = 1/λ i , (10) is equivalent to where we are interested in the k eigenvectors with largest eigenvalues. According to (15) , it seems that U can be computed by directly solving the eigenvalue problem. However, F depends on U, which is also unknown. In this paper, we propose an iterative algorithm, Algorithm 1, to obtain U.
A More Efficient Algorithm
In Algorithm 1, we need to solve a large generalized eigenvalue problem (E, F ∈ R (n+M)×(n+M) ) in each iteration, which probably limits the application of READER. Here we propose an efficient alternating algorithm to approximate Step 6 in Algorithm 1. We relax the optimization problem (14) by simply removing the constraints so that the objective function becomes min U Q(U) = Tr(U FU), which is a convex function w.r.t. U. Thus, we can recover the optimal U by setting ∂Q ∂U = 0, i.e., 
In each iteration of Algorithm 1, we replace Steps 5 and 6 with above two steps. According to Theorem 1 in [6] , it is easy to verify that such an alternating algorithm monotonically decreases the value of objective function in (7) in each iteration, and arrives at the global optimum. In terms of time complexity, the optimization algorithm consists of two major stages: initialization and iteration. It is worth noting that H n , H M , L x and L y are sparse matrices, and typically we have k n, M and n < N. Therefore, in the initialization stage, calculation of L x , L y andX L xX leads to a complexity of O(N 2 + M 2 N). In iterations, updating W and V equals to solve a system of linear equations.
Note that (H n + γL y ) is also a sparse matrix, thus each iteration has a complexity of O(M 3 + M 2 n + Mn 2 ). In total, the time complexity of READER is O(N 2 + M 2 N +t(M 3 + M 2 n+ n 2 M)) with t denoting the number of iterations. Due to the quadratic and cubic complexity in N and M, respectively, READER is effective for regular-scale datasets but not for large-scale ones.
Experiments
Experiment Settings
To evaluate the performance of the proposed READER, we conducted experiments on multi-label datasets in [20] and [21] . The statistics of experimental datasets are summarized in Table 1 . We compared the performance of READER † with the following dimension reduction methods:
• FScore: A classical filter-based method, which evaluates features one by one across all labels according to Fisher Score (FScore) [22] , and returns the top ranked most discriminative features; • RFS: Robust Feature Selection (RFS) via joint 2,1norm minimization [6] . It applies the 2,1 -norm on both the loss function and the regularization term, thereby be robust to outliers and select features across labels; • CSFS: Convex Semi-supervised multi-label Feature Selection (CSFS) [8] . It utilizes both labeled and unlabeled data to select features while saving correlations among different features; • MIFS: Multi-label Informed Feature Selection (MIFS) [17] . It makes use of the latent label space to guide the feature selection phase, and exploits label correlations to find features across multiple labels. • SCCA: Semi-supervised CCA (SCCA) [12] . This algorihtm utilizes feature extraction instead of feature selection. It is a trade-off combination of eigenvalue problems of supervised (Canonical Correlation Analysis) CCA and unsupervised Principal Component Analysis (PCA).
F-Score is selected as a representative of filter-based methods. RFS is introduced due to its simple implementation on 2,1 -norm-based sparsity regularization, and its performance superiority over several classical methods. As a Table 1 The statistics of used multi-label datasets. "Card.", "Den." and "Dist." denote label cardinality, label density and the number of distinct label combinations, respectively. semi-supervised method, CSFS outperforms several stateof-the-art methods, such as those of [7] , [16] , [23] , over popular multi-label datasets. MIFS is chosen because it can capture label correlations as READER does. Although feature extraction is not our main concern, but SCCA is included as a representative of semi-supervised CCA methods for comparison.
Two widely used evaluation metrics for MLC are used in the experiment to evaluate the performances of comparing methods. Given a test dataset {(x i , y i )} N t i=1 , the two metrics, Macro-F1 and Micro-F1, are defined as follows:
whereŷ i j denotes the predicted jth label of the ith instance x i . Macro-F1 is an arithmetic average of F1-measure of all labels, which is more sensitive to the performance on the labels in minority. In contrast, Micro-F1 computes F1measure globally over all labels, thus it tends to be influenced more by the labels in majority.
In parameter setting, to model the local consistency of X in READER and MIFS, we set the parameters p and σ as 5 and 1, respectively. The regularization parameters (α, β, γ in READER and MIFS, μ in CSFS and γ in RFS) are tuned in the range of {0.001, 0.01, 0.1, 1, 10, 100} by grid search. In addition, the dimensionality k of latent label space is chosen from {10%, 30%, 50%, 70%, 90%} of total number l of labels. The parameter s on the importance of unlabeled data in CSFS is tuned in the range of {0.001, 0.01, 0.1}. In SCCA, the parameter β is selected from {0.1, 0.3, 0.5, 0.7, 0.9}. For each iterative optimization algorithm, we terminate it once the relative change of its objective is below 10 −5 . For fair comparison, Binary Relevance [2] with linear SVM implementation in Liblinear [24] is used as the baseline multilabel classifier for all the comparing feature selection methods. For all the methods, we report the best results in terms of Macro/Micro-F1 by 5-fold cross validation. All the comparing methods are implemented in Matlab, and experiments are performed in a computer configured with an Intel Quad-Core i7-4770 CPU at 3.4GHz with 4GB RAM.
Experimental Results
In the first experiment, we randomly sample 30% training instances as the labeled instances (n/N = 30%), and vary the number of selected features from 5% to 100% by step 5% of the total number of features (m/M = 5%, 10%, . . . , 100%). Figure 1 compares five feature selection methods and one feature extraction method in Micro-F1 on six multi-label datasets. We observe that as the number of selected features inceases, the performances of feature selection methods increase first and then converge. READER outperforms the other four feature selection algorithms in most cases, except on the cases of Corel5k with a small number of selected features. This advantage comes probably from its Fig. 1 Comparison of six feature selection/extraction algorithms in Micro-F1 on six datasets by varying m/M from 5% to 100% by step 5% at n/N = 30%. Table 2 Experimental results on six multi-label datasets in Macro-F1 and Micro-F1 by varying the percentage n/N of labeled data from {10%, 30%, 50%} at m/M = 60%.
Macro-F1
Micro ability on capturing label correlations and handling semisupervised learning. CSFS is the second and is better than the three supervised methods, FScore, RFS and MIFS, indicating the importance of utilizing unlabeled data on selecting discriminative features. As a feature extraction algorithm, SCCA gains a significant performance advantage against the feature selection algorithms when a smaller percentage of features are extracted. However, such advantage becomes smaller or even disappears as the number of extracted features increases. This is because an extracted feature includes the information from all the original features, even noisy features, so that it can find a small number of good combinations of original features, but it becomes harder to find many such good combinations. Rather, feature selection is useful for finding many informative features.
In the second experiment, we vary the percentage n/N in {10%, 30%, 50%} at m/M = 60%. The results in Macro/Micro-F1 are reported in Table 2 , where the best performance is highlighted in boldface. In Table 2 , as the percentage of labeled data increases, the performance increases either except for some cases. READER shows the best performance in over half cases. It is noteworthy that READER works best at n/N = 10% on two large-scale datasets, in- Fig. 2 The performances of three variants of READER on three datasets by varying n/N in {10%, 20%, 30%, 40%, 50%} at m/M = 30%. Fig. 3 The analysis on the robustness of READER at n/N = m/M = 30%. Here READER-F employs the square loss function in (7) . dicating its success on using the large number of unlabeled data, which is important for a semi-supervised algorithm.
To demonstrate the effectiveness of using manifold learning terms (3) and (6) in READER, we further conduct the third experiment by varying n/N in range of {10%, 20%, 30%, 40%, 50%} at m/M = 30%, while adding the value 0 to the search space of parameters β and γ. Note that β measures the contribution of unlabeled training instances by manifold learning, thus β = 0 indicates the ignorance of unlabeled training data in (7) . In addition, γ controls the importance of label embedding, therefore, V is replaced by Y and no label embedding is conducted if γ = 0. Figure 2 shows the experimental results in Macro/Micro-F1 on two datasets. As shown in Fig. 2 , using the whole training data (β 0), rather than labeled data only (β = 0), the classification performance is increased on all the experimental datasets. As n/N increases, the degree of such an improvement first increases, and then degrades. In addition, saving label correlations in feature selection is also important for the classification performance. From Fig. 2 , we can observe that it is usually better to project labels into the lowdimensional latent space (γ 0), rather than use the original label information (γ = 0) for feature selection.
To show the robustness of READER benefited from the 2,1 -norm loss function, we perform the fourth experiment by comparing the performances between READER and READER-F, where READER-F employs the square loss function in (7) . Figure 3 shows the experimental results on six datasets in Macro/Micro-F1 by fixing the percentage of labeled data and selected features at 30%. Indeed, using the 2,1 -norm improves READER's robustness. The algorithm converged at the 37th, 52nd and 36th iteration on Enron, Scene and Rcv1s1, respectively.
Optimization Algorithm Analysis
In Sect. 4.1, we developed an efficient optimization algorithm by relaxing the constraints in (7) . To show its efficiency of the optimization algorithm developed in Sect. 4.1, we compare its performance with Algorithm 1, and term the efficient algorithm as Algorithm 2. In this experiment, n/N is varied from 10% to 100% by step 10%, and top 30% features are feed to the multi-label classifiers. The same strategy on parameter tuning and result reporting introduced in Sect. 5.1 is used here. Figure 4 shows the experimental results on the Scene and Enron datasets. As shown in Fig. 4 , at the expense of slight degradation of performance, Algorithm 2 obtains a large amount of efficiency in execution time.
Next we demonstrate that Algorithm 2 converges at the global optimum. In this experiment, we used all the instances in each dataset as the training set in n/N = 50%. The parameters of READER are fixed as α = β = γ = 1, k = 0.3. Figure 5 shows the convergence curves of the objective function value in (7) by Algorithm 2 in Sect. 4.1. From Fig. 5 , we can observe that the objective function value converges after a few number of iterations, demonstrating the efficiency of the proposed algorithm.
Parameter Sensitivity Analysis
We investigate the parameter sensitivity of READER on the Enron dataset in terms of three important regularization parameters α, β and γ. Specifically, α controls the sparsity of the proposed model, β measures the importance of unlabeled instances and γ controls the strongness on preserving useful label information by low-dimensional latent space. We select the value of the three parameters from {0.001, 0.01, 0.1, 0.5, 1, 5, 10}. Figure 6 shows the experimental results in Macro/Micro-F1 by varying m/M from 10% to 100% by step 10% at n/N = 30%. Specifically, figures on α are shown by fixing β = γ = 1, and the similar setting is used for the figures on β and γ. We can achieve the following observations according to Fig. 6 .
• The classification performance is sensitive to the changes of values of α, β and γ, only if the percentage of selected features is less than 30%; • Compared with α, β and γ, the performance is more sensitive to the percentage of selected features; • READER achieves its best performance on Enron by setting parameters α = 1, β = 0.1 and γ = 10; • Generally, it is recommended to set larger values for α and γ, while a smaller value for β.
Conclusion
In this paper, we have proposed a novel robust semisupervised multi-label dimension reduction method, termed READER. Benefiting from the joint 2,1 -norm minimization, READER selects features across multiple labels and is robust to data outliers. Instead of selecting discriminative features in the original label space, READER employs feature selection in a low-dimensional latent label space where labels are embedded nonlinearly in order to both capture label correlations and alleviate the negative effect of imperfect label information. In addition, manifold learning endows READER to handle the semi-supervised learning task, with a large amount of unlabeled data. To solve the objective function, we proposed an efficient optimization algorithm with global convergence property. Extensive empirical studies demonstrated the superiority of READER.
