In this paper the problem of packing n equal circles into the unit square will be considered. Starting from a general rectangular branchand-bound algorithm, many tools, which exploit the special structure of the problem, will be introduced and discussed. Computational results will be presented and, in particular, the optimality within a given tolerance of best known solutions in the literature for n = 10 ?35, n = 38; 39 will be proved, with the exception of the case n = 32 for which a new solution has been detected and proved to be optimal within the given tolerance. Moreover, a new solution for n = 37 has been detected, but not yet proved to be optimal within the given tolerance.
Introduction
In this paper we will develop an e cient rectangular branch-and-bound algorithm for solving the problem of scattering n points in the unit square, such that the minimum pairwise distance d becomes as large as possible. We can formulate the point scattering problem in the following way 
where the optimal value t ? (n) of (P) is equal to the squared optimal value d ? (n) of (PSP).
It is well known that Problem (PSP) is equivalent to the problem of packing n equal circles into the unit square U (see for example 8] for the relation between the solutions of the two problems).
In this paper Problem (P) will be considered. We say that x ? = (x ? 1 ; : : : ; x ? n ) with x ? i = (x ? i 1 ; x ? i 2 ) 2 U is an optimal solution of Problem (P) with optimal value t ? , if there holds t ? (n) = t ? = min 1 i<j n kx ? i ? x ? j k 2 2 .
Any point x = ( x 1 ; : : : ; x n ) 2 U n such that t ? (n) ? min 1 i<j n k x i ? x j k 2 2 , will be called an -optimal solution, where > 0 is some prescribed tolerance possibly depending on the dimension n.
As already mentioned in 8], papers on this subject can be divided in two categories: those aiming at calculating optimal solutions (see e.g. 4] and, very recently, 11] where solutions up to n = 27 are reported) and those aiming at improving the best known solutions (see e.g. 5], 9] or 10]). This paper belongs to the rst category but as an aside result we could obtain two solutions for n = 32 and n = 37 better than the best ones reported in the literature.
Problem (P) is an all-quadratic program, i.e. an optimization problem with not necessarily convex quadratic constraints. There exist general approaches to solve such problems (see for example 1], 12] and the references therein). With respect to the relatively high number of quadratic constraints in Problem (P) these approaches show a very bad performance to solve the circle packing problem. By using the algorithms presented in 1] and 12] we were only able to solve problems with small numbers of circles (n < 10). In this paper we present a rectangular branch-and-bound algorithm which is theoretically able to solve Problem (P) within a given accuracy in each dimension. The algorithm has shown a good performance for problems with up to 27 points and could solve, although with a substantial increase in the computation times, problems with up to 35 points and also those with 38 and 39 points. The paper is organized as follows. In Section 2 we present a rectangular branch-and-bound algorithm for solving (P). Even though we do not expatiate the details of our algorithm in this section we are able to prove the convergence of this approach under some restrictions. In the following three Sections 3 -5 we describe the details of our method. The calculation of the critical upper bounds is developed in Section 3. By exploiting the special structure of Problem (P) we are able to derive in Section 4 a special splitting strategy for the relevant hyperrectangles R U n which shows a better performance for this problem than the well-known bisection. Using the theoretical results derived in 8] and an idea mentioned in 4] we develop strategies for reducing the size of the relevant hyperrectangles in Section 5 in order to improve the performance of our approach further. After the discussion of some numerical issues in Section 6 we present in the nal Section 7 the computational results.
In particular, we give -optimal solutions for n 35 and n = 38; 39.
The algorithm
In this section we present an algorithm for solving (P). We use a rectangular branch-and-bound approach (for the theory and framework of general branchand-bound algorithms we refer to Horst and Tuy 7] ). Here we will describe the basic algorithm without expatiating the details, since this will be done in the following sections.
The algorithm presented here guarantees to detect an -optimal solution for the point scattering problem in nite time for a prespeci ed tolerance > 0.
Some preliminary notes about the convergence of our approach will be given at the end of this section.
Denote by f : IR 2n ! IR f(x) := min 1 i<j n kx i ? x j k 2 2 the minimum pairwise squared distance of the members x i = (x i 1 ; x i 2 ) 2 U = 0; 1] 2 (i 2 f1; : : : ; ng) of a 2n-dimensional point x = (x 1 ; : : : ; x n ) 2 U n . Assume further that a point x 2 U n is known with f( x) > 0. We can generate such a point x by using a local optimizer alone or in combination with a stochastical approach like a multi-start algorithm (see for example 2] for an introduction to stochastic methods for global optimization). However it is not necessary that x is a local optimal point for (P). Therefore it is also su cient to simply construct x 2 U n geometrically. Assume further that an upper bound for the optimal value t ? (n) of Problem (P) is given. If the opimal value t ? (n ? 1) for the case n ? 1 or an upper bound for t ? (n ? 1) is known, than we can take this value for . Otherwise it is possible to set := 2:0 since there holds 0 f(x) 2 for any x 2 U n .
The algorithm is as follows.
Initialization
Let 0. 
Loop
Step Step Set k k + 1 and go to step I.
The presented branch-and-bound scheme follows nearly the guidelines given in 6]. There are two main ways to adapt this general algorithm to a special problem or problem class. First of all it is necessary to decide how the bounds should be constructed. For the lower bounds k (k 2 IN) we use the most common and simple idea. The lower bound is updated each time the algorithm generates a new point y 2 IR 2n belonging to the feasible region of (P) with a function value f(y) bigger than the current bound k . In the construction of the upper bound R with respect to a given hyperrectangle R we invest more e ort. We calculate this bound by solving an LP-relaxation of Problem (P) with the additional constraint (t; x) 2 k ; k ] R (see the subproblem (SP)
in Step V). By interpreting Problem (SP) as an all-quadratic problem or as a polynomial problem we could choose the LP-relaxations proposed in 1] or 14]. But then we do not stay abreast of the special structure of (SP). Note that each quadratic constraint depends only on the four variables x i 1 , x i 2 , x j 1 and x j 2 . By exploiting this structure we are able to build a better linear approximation of the feasible region of Problem (SP) than by using one of these general approaches. In Section 3 we discuss our method for calculating upper bounds for this special problem. The second step of adapting a general branch-and-bound scheme is to determine in which way we partition the current hyperrectangle R k . R k is the cartesian product of n two-dimensional rectangles R k i (i 2 f1; : : : ; ng).
We partition R k by splitting one of these rectangles R k i . In
Step II we decide which R k i we would like to subdivide and in
Step III we use a strategy to generate l rectangular subsets of R k i . How we do this is described in Section 4. Our strategy is similar to the well-known bisection approach (see for example 7]). However in contrast to this strategy we divide R k in each iteration in two dimensions and not only in one dimension and by exploiting the structure of Problem (P) we are able to eliminate a lot of possible partition sets in advance even without computing upper bounds.
While in branch-and-bound algorithms which are derived for general problem classes it is usually not possible to manipulate the current partition set R k , restricting to special instances often enables to develop further partition set manipulation strategies by exploiting their special structure. By using the theoretical results derived in 8] and the knowledge of the current best known value k we can reduce under some circumstances the size of the relevant hyperrectangles R k i as mentioned in Step IV of the algorithm. How we do this in detail is presented in Section 5 of this article.
Before expatiating the details of the suggested algorithm in the following sections let us rst give some notes on the convergence of this approach. We would like to formulate three conditions which have to be satis ed by the partition set manipulation strategies and by the upper bounds. By using these conditions we are able to prove the convergence of our method. (C2) If we have an in nite nested sequence of hyperrectangles fR k g k2IN with the property lim k!1 R k = fsg for a point s 2 U n , then there holds
Conditions
(C3) The partioning strategies and the size reduction strategies are consistent in the following sense. Let P k U n be the union of the relevant partiton sets in Step I in iteration k, i.e. P k = S R2R k R. Then there holds that P k Q contains an optimal solution of (P).
Condition (C1) for the partioning strategy and condition (C2) for the upper bounds are often used in the literature (see 1] or 6]) in order to prove the convergence of branch-and-bound schemes for special problem classes. These two conditions are su cient for the convergence as long as we use a partioning strategy with the additional property
(compare (2.1) with the necessary conditions in Step III of our algorithm) and as long as we do not use further manipulation strategies for the resulting partition sets. As mentioned before, by exploiting the structure of Problem (P) we are able to eliminate some partition sets in advance, so that condition (2.1) is not full lled by our partioning strategy, and, moreover, we can reduce the volume of the remaining hyperrectangles R k i (i = 1; : : : ; l) by our size reduction strategies. We will see in Section 4 and Section 5 that, by using these additional partition set manipulation strategies, we may lose optimal solutions, i.e., we cut away parts of the feasible region of Problem (P) containing optimal solutions without detecting them. However, these strategies are useful as long as the algorithm guarantees that there still exist at least one optimal solution in the considered part of the feasible area of (P). This is the reason why the consistency condition (C3) has to be full lled by our algorithm. With these conditions it is now possible to formulate the convergence result. Assume that we have = 0 in the initialization phase, i.e., the algorithm should detect an optimal solution of Problem (P). then it follows that x k is an optimal solution of Problem (P) with optimal value k .
(ii) If the algorithm generates an in nte point sequence fx k g k2IN then there
holds that each accumulation point x ? of this sequence is an optimal solution of Problem (P) with optimal value f(x ? ).
Proof:
Denote by P k (k 2 IN) the part of U n still to be analyzed (i.e., not pruned) in Step I of iteration k, i.e., P k = As a consequence of the presented convergence result it is immediately clear that the algorithm will generate an -optimal solution x k in nite time for each > 0.
In the following sections we describe the details of the calculation of the upper bounds and the details of the diverse partition set manipulation strategies which we use. To guarantee a correct functioning of the suggested approach we will have to show at the respective places that the postulated conditions are full lled. In the described way we can construct for any pair of indices i; j the convex envelope `i j of the concave quadratic part of the function g ij over the set R i R j . Therefore, the solution R of the linear problem max t t + `i j (x i ; x j ) 0 ; 1 i < j n x i 2 R i ; i = 1; : : : ; n t
is an upper bound for Subproblem (SP').
As we pointed out in Section 2 it is necessary for a correct functioning of our algorithm that the described upper bound R satis es Condition (C2). This is the result of the following lemma. Lemma .
If the partition set manipulation strategies which we discuss in the following two sections ful ll Conditions (C1) and (C3), then our algorithm solves Problem (P).
Partitioning strategies
In this section we describe our method to subdivide a rectangle R k In order to simplify the presentation we will ignore the iteration counter k in the following.
We rst describe the basic strategy employed to subdivide R j . After this we discuss some special features of our strategy, which exploit the structure of Problem (P) in order to avoid needless e ort. By choosing m in this way we know that at most one member x ? l of an optimal solution (x ? 1 ; : : : ; x ? n ) of (P) lies inside each U l (l 2 f1; : : : ; m 2 g). Remark 1. In our numerical tests it was su cient to choose m = 2 for n 13 and m = 3 for n 27. In the further steps, i.e., if R j has a maximal edge length smaller or equal than 0:5 m , we subdivide R j again into four rectangles with equal size by bisecting the edges of this rectangle.
Remark 2. As we will see in Section 5, it is possible that R j shrinks to an interval, i.e., to an one-dimensional rectangle. In these cases we simply split R j by halving the interval.
The reason for choosing a partition consisting of more than four squares in the second step has a heuristical nature. Our numerical tests showed that this strategy in connection with the following special features and the possible reductions of size of the rectangle discussed in Section 5 has a much better running-time performance than a simpler strategy, where we always divide R j into four squares. For the implementation of the following special features it is essential that we use squares as partition sets instead of two-dimensional rectangles with di erent edge-length as in 4].
Special features
Because of the special structure of Problem (P) there are a lot of optimal solutions which di er only by the numbering of their members or which di er only by a rotation or a re ection.
Consider the case n = 6. An optimal solution of Problem (P) is given by it is su cient if we detect one of these n! optimal solutions. We need a partioning strategy which guarantees a "unique numbering". To illustrate the problem of possible rotations and re ections consider again the case n = 6. There are 8 possible arrangements of an optimal solution (x 1 ; : : : ; x n ) in the unit square U which are symmetric to each other, i.e., which only di er by rotations or re ections. If we have a given optimal solution (see Figure 2 In the following we would like to sketch how we get the desired unique numbering and how we try to avoid the appearance of symmetric solutions.
Unique numbering To describe the simple idea of this special strategy let us assume that we have a hyperrectangle then we are able to guarantee a unique numbering. To illustrate this approach consider the case n = 6 and assume m = 2. Then we have 16 possible squares U. By numbering these possibilities as in Figure 5 and requiring that (4.2) is Obviously, it is su cient for a correct functioning of the algorithm that it only considers one member of the equivalence classes R which are relevant during the execution of our approach. We have developed a method which is able to decide whether a given hyperrectangle R = R 1 R n in a node of the branch-and-bound tree is a special representative of an equivalence class or not. It is essential to recognize that the criterion which de nes the special membership of an equivalence class has to be consistent with the unique numbering feature described before, i.e., the special representative has to satisfy the unique numbering criterion (4.2). If this method detects a hyperrectangle R which does not ful ll the criterion for a special member then we can debar R from further consideration. The description of the implementational details of this approach would blast the scope of the paper. Hence we will only illustrate this method through some gures. A more detailed description of the used ideas is given in 13].
If we have a look at Figure 7 then it is obvious that the hyperrectangles Beside these two special features, which do not depend on the current upper and lower bounds, we also use a third idea to reduce the e ort for solving Problem (P), which explicitly exploits the knowledge of the current best known value .
Using the current lower bound
If we asume that for the cases 2 l < n upper bounds (l) for the optimal solution value t ? (l) are known, then it is possible to further reduce the number of possible partition sets R = R 1 R n , which are relevant during the execution of our algorithm. Note that the presented approach delivers the necessary upper bounds (l).
For a given hyperrectangle R = R 1 R n U 2n and for 2 l < n, let R l = ffR i : i 2 Ig with I f1; : : : ; ng; jIj = lg be the set of all subsets of fR i ; i = 1; : : : ; ng with cardinality l. Choose for l < n a set Q 2 R l and let Q = l 1 ; L 1 ] l 2 ; L 2 ] be the smallest rectangle such that all members of Q are subsets of Q. Since we have (l) t ? (l) it is obvious that the maximal minimum pairwise squared distance of l points lying inside a square with edge length d is not greater than
If there holds
then it is not possible that l points lie inside Q with a minimum squared distance bigger than or equal to . So it is not necessary to consider R further, because R can not contain a point x 2 IR 2n with a better distance behaviour than the current best known point. Let us again illustrate this method with an example. Consider the case n = 6 and assume that the current rectangle R = R 1 R 6 has the structure given in Figure 8 . We know that (4) = 1 = t ? (4). Hence we can Note that in the execution of the algorithm it is not necessary that all twodimensional rectangles forming the hyperrectangle R have equal size, since we split in each iteration only one part R j . In the gures corresponding to the previous descriptions we assumed equal size for all rectangles R 1 ; ; R n for ease of explanation. In the implementation of our method we take into account the possibility of di erent sizes.
In the description of the algorithm in Section 2 we require that the partioning strategies ful ll the conditions (C1) and (C3). Since our basic strategy generates more and smaller subsets of R than the bisection strategy would do, it follows immediately that our partioning strategy is exhaustive, i.e., satis es (C1). Note that the bisection of hyperrectangles is exhaustive as it is proven for example in 7] .
In the discussion of the special features we have seen that we lose optimal solutions, if we apply these strategies. However, we never lose all solutions. Therefore, our partioning strategies are also consistent in the sense of Condition (C3).
The described special features reduce the e ort for solving Problem (P) by avoiding possible but needless partition sets in advance. Only the last idea takes advantage of the informations which are generated by the algorithm itself. By exploiting these informations in a stronger way it is possible to reduce the volume of the hyperrectangles which are not eliminated from consideration by these partioning strategies. How we realize this is the content of the next section. 
(P4) two consecutive members of the optimal solution lying on the same edge of U have a distance smaller than two times the optimal one.
The algorithm can ignore all solutions which do not ful ll (P3) or (P4). Indeed, by enforcing these properties we are able to reduce the number of optimal solutions without losing all of them.
Consider the case n = 7. One optimal solution is displayed in Figure 9 (a). The point x 7 is not unique. We can choose each point in the shadded region without changing the minimum pairwise distance. But only the solution shown in Figure 9 (b) ful lls Property (P3). Since global optimization approaches, especially branch-and-bound methods, have generally problems if a lot of global solutions exist, we can hope that the exploitation of these properties improves the performance of our algorithm. In the so-called "corner rules" we use Property (P3) to shrink some rectangles R i (i 2 f1; : : : ; ng) to an interval or even to a single point. The details of this reduction of the dimension are discussed in what follows. After this we describe the so-called "edge rules" which exploit Property (P4) to reduce some rectangles to an interval too. At the end of this section we present a third strategy which allows us to reduce the volume of each rectangle R i (i 2 f1; : : : ; ng) forming the hyperrectangle R. This strategy is not based on the properties of an optimal solution mentioned before. It uses the knowledge of the current best value in order to eliminate parts of R which do not belong to the current feasible region of (SP).
Corner rules If we analyze the behaviour of the given partition set R = R 1 : : : R n in the neighbourhood S(v; ) = fx 2 U : kx ? vk 2 2 g of the vertex v 2 V (U), then we recognize that there exist some situations which allow us to reduce the dimension of some selected rectangles R i (i 2 f1; : : : ; ng).
Let v 2 IR 2 be an arbitrary vertex of the unit square U and denote by e 1 and e 2 the edge-lines of U forming this vertex, i.e., e i = fx 2 U : x i = v i g Since is an upper bound for the optimal solution t ? (n) of Problem (P), it follows immediately that there does not exist a point x 2 R which ful lls Property (P3) for the vertex v. So it is not necessary to analyze R further, i.e., R can be pruned. Figure 11 (a)) then we are able to eliminate R because (P3b)
is also not possible. Otherwise (see Figure 11 (b)) we are able to replace R 1 and R 2 by intervals. By setting R 1 := R 1 \ (e 1 e 2 ) R 2 := R 2 \ (e 1 e 2 ) we do not lose any point x 2 R which ful lls (P3b). Note that R 1 (respectively R 2 ) touches either e 1 or e 2 .
Case 3.2: v 2 R 1 R 2 In this case it is possible that there exist points x 2 R ful lling (P3a) and also points x 2 R such that (P3b) is true in the vertex v.
In general there is no way to reduce the dimension of both rectangles R 1 and R 2 . However, if v belongs to only one of the rectangles R 1 or R 2 (see Figure 12 ) then we can shrink this rectangle to an interval. Assume that we have v 2 R 1 nR 2 (see Figure 12 (a)). The Figure   12(b) ), then we can also reduce R 2 to an interval R 2 by intersecting R 2 with the touched edge-line e 1 or e 2 . Note that in this situation it is not possible that v is a member of an optimal solution x lying in the partition set R. Therefore, only (P3b) can be satis ed.
Case 4: jS(v; )j 3
If only one of the rectangles R i belonging toS(v; ) touches e 1 or e 2 , then we are in the same situation as in Case 3.2 and we are able to shrink this rectangle to an interval R i (see Figures 13(a) and 13(b) ). In the other situations where at least two rectangles touches each edge-line e 1 and e 2 ( see gure 13(c) and 13(d)) we do not reduce the dimension of any rectangle R i 2S(v; ). If v does not lie inside the partition set R as in gure 13(d), then only (P3b) can be ful lled. Therefore, it could be possible to shrink some rectangles to intervals. Since it is not immediately clear which one we have to choose, we decided to do nothing in this situation. Our numerical experience also showed that this situation almost never appears.
Edge rules If we have a solution x ? = (x ? 1 ; : : : ; x ? n ) 2 U n which sats es (P3) and (P4) then it is obvious that there does not exist a segment of a boundary line of U with length greater than or equal to 2 p which contains no member of x ? . By using this property we are able to reduce the dimension of more rectangles R i (i 2 f1; : : : ; ng) forming R than by using the corner rules alone.
Let e be an arbitrary boundary line of U, i.e., e 2 fe j i : i 2 f1; 2g ; j 2 f0; 1gg with e j i = fx 2 U : x i = jg and let e( ) = v; w] (v; w 2 e) be a line segment of e with length 2 p , i.e., kv ? wk 2 2 = 4 . Denote bỹ L(e; ) = fR i : i 2 f1; : : : ; ng and R i \ e( ) 6 = ;g the set of all rectangles R i touching e( ). If there holdsL(e; ) = ;, then in view of Property (P4) it is not necessary to analyze R further, i.e., R can be pruned. In the cases where more than one rectangle R i touch e( ) (see Figure   14 (a)) it is not possible to reduce the size of any rectangle R i (i 2 f1; : : : ; ng) without running the risk of losing all optimal solutions. However, if we have We compare the rectangles R i (i 2 f1; : : : ; ng) pairwise and try to cut away a part of the infeasible areas of R i while preserving the structure of a rectangle. To explain this strategy in a general way let P R i and Q R j , for i; j 2 f1; : : : ; ng, i 6 = j, be two polytopes which are de ned by their vertex sets, i.e., P = conv(fv 1 ; : : : ; v m P g) , Q = conv(fw 1 ; : : : ; w m Q g) .
Assume that the vertex lists of P and Q are ordered in such a way that v i+1 (respectively w i+1 ) is a direct neighbour of v i (respectively w i ) (see Figure 15 ). Assume further that P Q is a superset of the projection of F on R i R j . the set of all points x 2 P with a maximal squared distance to each point in Q smaller than . Obviously we have F (P n C) Q . C is a convex set. If C is not empty, then P n C is not generally a polytope, but we would like to preserve the linear structure of P. Therefore, we look for the smallest polytope P such that P n C P P .
In the following we describe the construction of this polytope P. Assume that C is not empty and denote by C v := fv 1 ; : : : v m P g \ C the set of all vertices of P belonging to C. If there holds C v = ;, then it follows that we have to take P for P itself (see Figure 16 ), i.e., if no vertex v of P has a maximum squared distance to all vertices of Q smaller than , then we are not able to reduce the size of P without losing the convexity of P.
If there holds C v = fv 1 ; : : : ; v m P g, then it follows immediately P n C = ;
and we can eliminate R. Note that in this situation the feasible region F of (SP) is empty.
If C v is a nonempty real subset of fv 1 ; : : : ; v m P g, then we can adjust P in the following way. Assume that there exists r 2 f1; : : : ; m P ? 1g such that C v = fv 1 ; : : : ; v r g . where cl(C) denotes the closure of the set C. P is a two-dimensional polytope and thus we get P n C P := conv(f v 1 ; v r ; v r+1 ; : : : ; v m P g) 6 = P (compare Figure 17(b) ). If the assumption (5.3) is not ful lled, then we adjust P in the same way by analyzing each subset of C v consisting of a sequence of direct neighbour vertices.
With this general framework we are now able to describe the volume reduction strategy in a more detailed manner. We use the following iterative process. Compare P i and P j and construct P i in the described way. P i := P i
If P i = ; Then STOP (F is empty) EndIf EndFor EndFor
After the execution of this process we know either that F is empty, then we can eliminate R from further consideration, or we get n two-dimensional polytopes P i which are given by the list of their vertices. Then it is easy to generate for each P i (i 2 f1; : : : ; ng) the smallest rectangle R i containing P i . By setting R := R 1 : : : R n we get a hyperrectangle R which is a subset of R and which has the property F ; ] R (compare (5.2)). The reason for going back to rectangles R i instead of using the better approximation of the feasible region with the polytopes P i is the following. Since the number of vertices describing the polytope P i can grow a strategy using all informations could extremely increase the storage requirements in an implementation of the algorithm, what we would like to avoid. At this place we would like to pay some attention to a special e ect, which could happen during the execution of the iterative process presented above and which we will call the wave e ect. Figure 18(a) shows the possible adjustment of the rectangle P 3 , if we compare P 3 with P 2 . However, if we rst adjust P 2 using P 1 then we are able to cut away a bigger part of P 3 as it is displayed in Figure 18(b) . This e ect justify the relative big e ort in executing this volume reduction strategy. Note that there are n(n ? 1) comparisons between polytopes and that the number of vertices describing a polytope P i can grow and so the e ort for the adjustments. In view of this e ect it also seems possible that a repetition of the loop-phase of the iterative process is able to reduce the size of the relevant hyperrectangle further. As we will see in the Section 7 about the computational results, there is a trade-o in the repetition Figure 18 : The wave e ect P 2
of the volume reduction strategy between the advantages of a better size reduction and the disadvantage of a growing running-time needed for doing this.
The presented size reduction strategies have two e ects on the performance of our algorithm. On the one hand they reduce the size of the linear part of the feasible region F of the current subproblem (SP) and so abate the e ort for solving (SP). Note that the LP-relaxation of (SP) gets better if the relevant hyperrectangle R gets smaller (see Section 3). On the other hand they work like a pruning-rule (compare 6] for the standard pruning in a branchand-bound algorithm). We can cut away many possible partition sets since the algorithm recognize that there do not exist points satisfying (P3) or (P4) or having a minimum pairwise squared distance not smaller than .
As mentioned before it is possible that the use of the corner and the edge rules eliminates optimal solutions of Problem (P) from further considerations without detecting them. But, we never throw away all solutions by using these ideas. Therefore, the presented size reduction strategies are consistent in the sense of Condition (C3) (see Section 2). If we are careful in the implementation of our approach, especially if we pay attention to the possible interactions between our diverse partition set manipulation strategies (see, e.g., those between the unique numbering and the symmetry avoiding tool), then we are able to satisfy Conditions (C1) and (C3) required in Section 2. This ensures a correct functioning and particulary the convergence of our algorithm (see Theorem 1 in Section 2 and additionally Lemma 1 in Section 3).
Numerical issues
In this section we discuss the important topic of numerical errors. Some care is needed with them because they may lead to an early elimination of nodes in the branch-and-bound tree which contain the optimal solution and, consequently, make the algorithm fail in detecting an -optimal solution. The control of the numerical errors must be done in di erent parts of the algorithm.
First, a control is needed in the computation of the upper bounds. Remember that these bounds are obtained by solving linear programs (see Section 3). Here there are two possible sources of numerical errors:
1. the computation of the (a ne) convex envelope of the left-hand side of the concave quadratic constraints; 2. the solution of the LP problems. The rst problem is overcome by subtracting a small positive constant to the computed a ne convex envelop. The second problem is overcome by an appropriate choice of the LP solver's parameters. The program MINOS 5.4 has been employed as an LP solver and by xing the values of two of its parameters, the FEASIBILITY TOLERANCE and the OPTIMALITY TOLERANCE parameters, to the value of 10 ?11 it is guaranteed that the possible error in the computation of the upper bound does not exceed 10 ?6 (which is lower than the accuracy = 10 ?5 employed in our computational experiments). The upper bounds are corrected in order to take this error into account.
Possible numerical errors may occur in the application of the corner and edge rules. They may arise during the comparison of distances with the upper bound value or the lower bound value (see, e.g., Case 3.2). In this case it is enough to add a small positive constant to the upper bound value and subtract the same constant to the lower bound value to compensate the possible numerical errors arising in the computation of the distances.
Finally, great care is needed in the application of the volume reduction strategy. In this strategy we need to solve the following subproblem: given an edge v 1 ; v 2 ] of a polytope P and a point w such that kv 1 ? wk 2 u. The pointû may be in the interior of the polytope P and this is a possible source of errors. Indeed, the new polytope P obtained from P by applying the volume reduction strategy, and one vertex of which isû itself, does not include a part of P, which cannot be eliminated (see the shaded region in Figure 19(b) ). Therefore, we would like to moveû outside P. By setting s = s + (a + ) we note that the pointũ = u + s belongs to a semicircle centered at u, with an empty intersection with the interior of P, and with a radius bounded from above by We also note that the squared distance betweenũ and w is certainly lower than the lower bound . Indeed, kw ?ũk 2 2 = kw ? u ? sk 2 2 kw ? uk 2 2 + ksk 2 2 + 2kw ? uk 2 ksk 2 < ? 10 ?9 + 2 10 ?12 < :
Therefore, we can substitute the point u which would be obtained by exact computations, with the pointũ without eliminating any optimal solution.
In some special cases some care is needed in applying the scheme above. In our approach we require that all the vertices of P which still belong to the new, reduced, polytope P, are also vertices of P. In some unfortunate situations this may not be the case. An example of unfortunate situation is displayed in Figure 20 (b). We note that the vertex v 2 of P will be an interior point in P. In order to overcome this di culty we used the following strategy: if the unfortunate situation may arise, which, as we will see can be computationally checked, don't apply the volume reduction strategy to the current polytope. Therefore, now the problem is how to realize, through computations, that the unfortunate situation may arise. The easiest way to understand the technique that we employed is by observing Figure 20 Since we are interested in the solutions of Problem (P) for n > 9 we know that must be smaller than 0:25. Hence in view of the facts that kw?uk 2 If this situation is observed within the computations, where the right-hand side of (6.7) is adjusted according to the machine precision, then the reduction strategy is not applied. Hence the occurence of the unfortunate situation is prevented.
Computational results
Up to now we have described the main strategies we have used to improve the performance of our algorithm. We have found ways to exploit the special structure of Problem (P) in the calculation of upper bounds (see Section 3 ) as well as in the subdivision and the adjustment of the relevant partition sets (see Sections 4 and 5) .
In this section we present our computational results. The algorithm was encoded in C++ with management of partition sets by AVL-trees. In the computations a SUN ULTRA 60 workstation were employed. A part from the basic techniques presented in the previous sections, some additional ideas, which are more heuristically motivated, were applied. Before discussing the numerical results in detail we will give some notes on these ideas.
In the description of the iterative process for the volume reduction strategy in Section 5 we have pointed out the existence of the so-called wave e ect. In view of this e ect it seems to be reasonable to repeat the loop-phase of the iterative process to reduce the size of the relevant hyperrectangle as much as possible. However we have to remember that this process could be expensive with respect to the running-time. Our numerical test showed that it is e cient to repeat the process once, i.e., the advantage of a bigger size reduction outbalances the disadvantage of a growing running-time needed for doing this. But, if we repeat the process again, the disadvantages outbalance the advantage. Therefore, we decided to use the size reduction strategies in the following way. For each hyperrectangle R k i remaining after
Step III (see the description of the algorithm in Section 2), we rst apply the volume reduction strategy, where we repeat the iterative process once. Then we use the corner and the edge rules to reduce the dimension of the resulting hyperrectangles R k i . If the dimension reduction is successful, then we apply the volume reduction process again, but now without a repetition. An interesting aspect in our numerical tests is that the combination of the dimension reduction strategies, i.e., the corner and edge rules, with the volume reduction strategy leads to an extraordinary better running-time performance than the use of one of these strategies alone.
There are at least two reasons for this improvement. First of all single points or intervals, which can be the result of the corner and the edge rules, generally lead to bigger reduction of the size of neighbor rectangles and so via the wave e ect have an impact on the size of the whole hyperrectangle. On the other hand smaller hyperrectangles lead earlier to a successful dimension reduction. Therefore, the volume reduction strategy and the dimension reduction strategies are not independent from each other, rather they interact. Our early numerical tests also showed that we need the most time for solving the linear subproblems in
Step V for the calculation of the upper bounds and that in a lot of cases we have R k i = R k , i.e., the upper bound with respect to R k is equal to the upper bound of R k i where R k i is a direct child of R k . For that reason we developed some criteria in order to decide whether is seems to be useless to calculate a new upper bound for R k i instead of taking the old bound R k or not. The criterion with the greatest impact on the computation times is the following.
Let R kp (p 2 f1; : : : ; lg) be one of the hyperrectangles remaining after
Step IV of the algorithm. As long as the squared diameter d( R kp ) of the hyperrectangle R kp is not smaller than The presentation of the computational results is split into two parts: the results for n 27 and those for n > 27.
For n 27 it is always assumed that a point x 2 U n with f( x) = min 1 i<j n k x i ? x j k 2 2 > 0 is given. We use this point to initialize the lower bound 0 . Since the choice of the number m in the basic part of our partioning strategies (see Section 4) depends on the value 0 , the number of partiton sets which we have to analyze during the execution of the algorithm is very sensitive to changes in this value. In several papers (see for example 5], 9] or 10]) good solutions for the point scattering problem are given. Therefore, we decided to choose the best known solution for (P) as a starting point x. If we were not able to reproduce the coordinates of x from a paper, then we used a simple multi-start algorithm developed by Prof. Fabio Schoen at the University of Florence to generate good solutions. Because of this choice of x is was su cient to set m = 3 for n 27. Table 1 shows the e ort we need to solve Problem (P) for 10 n 27.
We use the abbreviations IT for the number of iterations, TT for the total CPU-time in seconds needed for solving the problem, NLP for the number of linear subproblems of the type (LSP') which we have to solve during the execution of the algorithm and TLP for the time in seconds used to do this. For n > 27, since we could not nd in the literature the exact coordinates of the best known solutions and since the simple multistart algorithm failed in detecting solutions close to the best known one, we simply initialized 0 with ? , where is the value of the best known solution reported in the literature.
The value m has been increased from 3 to 4 and, as we will see, this has a deep impact in the computation times. In order to avoid possible problems with the memory requirements a depth-rst-search-strategy was employed in the branch-and-bound algorithm. The fact that we start with very good initial lower bounds 0 makes this strategy suitable. Finally, we point out that the e ort of solving the problem for n > 27 was spread among di erent machines, each of which analyzing some of the subtrees of the branch-and-bound tree. The total computation time was obtained by summing up the computation times on each machine. Since some of the machines were not SUN ULTRA 60 workstations but SUN Server 1000 workstations, the times on these machines were divide by 4 in order to take into account the speedup-factor 4.0 of the rst workstations with respect to the second ones. Table 2 shows the e ort we needed to solve Problem (P) for 28 n 35, n = 38; 39. The meaning of the abbreviations is the same as before but with the very important di erence that now all the computation times are given in hours instead of seconds. As we can see and as we expected in view of the increase of m from 3 to 4, the computation times increased dramatically. According to our approach all the solutions presented up to now in the literature for n 35 and n = 38; 39 (see 5] or 10]) are -optimal except for n = 32. For this case our algorithm has not only been able to prove -optimality but also to show that the best known solution in the literature up to now is not optimal. Indeed, we could detect a better solution which is displayed in Figure 22 (a) . The value we computed is 0:213169::: with respect to a previous best value of 0:213082::: Moreover, though the algorithm has not nished the computations for n = 37 after several CPU-hours, we were able to detect also in this case a solution better than the best known in the literature. The new solution, with an interesting regular structure, is displayed in Figure 22(b) . The value we computed is 0:196418::: with respect to the previous reported value of 0:196238::: The new solutions for n = 32 and n = 37 have also recently been derived, independently from us, in 3] where also some new best packings for higher values of n, with no optimality proof, have been presented. We nally underline that our approach as well as the one introduced in 11] have shown that the optimal value for n = 21 cannot be as high as the one reported in 9]. We believe that in 9] there has been a misprinting in reporting the optimal value associated to this solution.
Conclusion
In this paper an algorithm for the solution of the problem of scattering n points into the unit square in such a way that their minimum pairwise distance is maximized has been proposed. At rst a general rectangular branch-andbound approach has been presented together with the condition under which the algorithm is guaranteed to converge to the optimal solution. Then the structure of the problem has been exploited in order to develop upper bounds for the problem at each node of the branch-and-bound tree, and in order to develop tools which enable to strongly reduce the time required to return an -optimal solution of the problem. These tools include the unique numbering criterion, the symmetry avoiding strategy, the corner and edge rules, which are derived from the theory presented in 8], and the volume reduction strategy. The combination of all these tools leads to an e cient algorithm which is able to prove the optimality (within the tolerance = 10 ?5 ) of solutions for n 35 and n = 38; 39 and also to detect two new solutions for n = 32 and n = 37, which are better than the best ones reported up to now in the literature.
As a possible aim of future research we propose the search of further techniques which are able to reduce the considerable gap in the computation times that we experienced in moving from problems with n 27 to problems with n > 27.
