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Abstract
BackPropagationalgorithm(BP}hasbeenpopularlyusedtosolvevariousproblems,howeverit is
shroudedwiththeproblemsof lowconvergenceandinstability.In recentyears,improvementshave
beenattemptedto overcomethe discrepanciesaforementioned.In this study,we examinethe
performanceoffour enhancedBP algorithmstopredictriceyieldinMADAplantationareainKedah,
Malaysia. Amidstthefour algorithmsexplored,ConjugateGradientDescentexhibitsthebest
performance.
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1. Introduction
BackPropagationis byfarthemostwidelyusedalgorithmtotrainMulti-LayerPerceptron(MLP) for
optimization,functionapproximationandpatternrecognition.Howeverit is afflictedwithseveral
deficiencies,themajoronesareof lowconvergenceandinstability.Theproblemis classifiedasNP-
complete[4]. Thelowconvergencerateandinstabilityareattributedtothefollowingreasons:
i. thepresenceof localminima(i.e.isolatedvalleys)in additiontoglobalminimum.SinceBack-
Propagationis basicallya hill-climbingtechnique,it runstheriskof beingtrappedin a local
minimum,whereeverysmallchangein synapticweightsincreasestheerrorfunction.But
somewhereelsein theweightspacethereexistanothersetof synapticweightsfor whichthe
errorfunctionis smallerthanlocalminimumin whichthenetworkis stuck. Clearly,it is
undesirableto havethelearningprocessterminatingat a localminimum,especiallyif it is
locatedfaraboveaglobalminimum[1].
ii. theerrorsurfaceishighlycurvedalongaweightdimension,inwhichcasethederivativeof the
errorsurfacewithrespecttothatweightis largeinmagnitude.In thissecondsituation,the
adjustmentappliedtotheweightis large,whichmaycausethealgorithmtoovershootthe
minimumoftheerrorsurface[9].
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111. Thedirectionofthenegativegradientvectormaypointawayfromtheminimumof theerror
surface,hencetheadjustmentsappliedtotheweightsmayinducethealgorithmtomoveinthe
wrongdirection.Consequently,therateofconvergenceinBP trainingtendstoberelatively
slow[8].
Theimprovementsmadetoovercometheabovephenomenaareperformedusingheuristictechniques
andnumericaloptimizationtechniques.Inthisstudythreetechniquesarechosen;Quickpropagation,
ConjugateGradientDescentandLevenberg-Marquardt.QuickpropagationandConjugateGradient
DescentarecategorizedasheuristictechniquesandLevenberg-Marquardtasnumericaloptimization
techniques.
Section2 describesQuick propagation,ConjugateGradientDescentand Levenberg-Marquardt
enhancementtechniques.Section3 presentthemethodologyadoptedtoperformtheyieldprediction.
Section4discussestheresultsobtainedandandthepaperendswithaconclusioninSection5.
2. TheEnhancedBackPropagationAlgorithms
Quickpropagationcomputestheaveragegradientof theerrorsurfaceacrossallcasesbeforeupdating
theweightsonceattheendoftheepoch.
In thestandardBP,theerrorfunctiondecreasesmostrapidlyalongthenegativeof thegradient
howeverfastestconvergenceisnotguaranteed.Conjugategradientdescentovercomesthediscrepancy
byconstructingaseriesoflinesearchesacrosstheerrorsurface.It fIrstworksoutthedirectionof
steepestdescent,justasbackpropagationwoulddo[2].
Po =-go
A linesearchisthenperformedtodeterminetheoptimaldistancetomovealongthecurrentsearch
direction
Xk+l=Xk +akPk
where
Xkis thevectorof currentweightandbias
akis thelearningrate
Pk is thegradient
Thenextsearchdirectionis determinedsothatit isconjugatetopreviousearchdirections.The
generalprocedurefordeterminingthenewsearchdirectionistocombinethenewsteepestdescent
directionwiththepreviousearchdirection:
Pk =-gk +f3kPk-l
The constantPkis computedbasedontheFletcher-Reevesupdate:
f3k
T
gkgk
T
gk-lgk-l
TheLevenberg-Marquardtalgorithmwasdesignedto approachsecond-ordert ainingspeedwithout
havingto computetheHessianmatrix. Whentheperformancefunctionhastheformof a sumof
squares,thentheHessianmatrixcanbeapproximatedas:[6][3].
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H=fJ
andthegradientcanbecomputedas
g=fe
where
J: JacobianmatrixcontainsfIrstderivativesof thenetworkerrorswithrespecttothe
weightsandbiases.
e :avectorofnetworkerrors
Theweightsandbiasesarecomputedbasedonthefollowingformula:
[ T }\ TXk+\= Xk - J J +j1lJ J e
wheref.1isascalarvalue.f.1isdecreasedaftereachsuccessfulstepandis increasedonlywhena
tentativestepwouldincreasetheperformancefunction.Hence,theperformancefunctionwill always
bereducedateachiterationof thealgorithm.
3. TheMethodology
In thisstudythedomainchosentoevaluatetheabovealgorithmsi thericeyieldprediction.The
samplesareobtainedfromMudaAgriculturalDevelopmentAuthority(MADA), Kedah,Malaysia
from4areasconsistingof27localities(AI toG4). In thisstudy,onlythreeparametersareconsidered
thataffectsriceyieldnamely;diseases,pestsandweeds.Eachparameterisfurthersubdividedinto
varioustypes.Thereare12typesofdiseasesandpestsand11typesofweeds.Theeffectofeachtype
ofdiseasesi summeduptoonevalue,similarlywithpestsandweeds,generatingonly3parameters.
Hencetheinputdatatableconsistsof3columnsrepresentingfactorsaffectingyieldandthelast
columnistheyieldobtained.Rowsrepresentlocalities.5seasons(1/95to1/97)for27localities,
producingatotalof 135rowsareutilizedtotraintheNeuralNetwork.Oneseason(2/97)for27
localitiesisusedforprediction.Table1depictsanexampleofriceyielddatausedfortraining.Table
2consistsofdataforthethreeparameterstopredictheyield.
TheNeuralNetworkistrainedusingtheabove nhancedtechniques,basedonthedatainTable1.
Sincethereareatotalof threeparametersaffectingtheyield,thusthenumberofnodesintheinput
layeris3.Thenumberofnodesintheoutputlayerisonesincethereisoneoutput.Thenumberof
nodesinthehiddenlayerisdeterminedbytrainingtheNeuralNetworkbyvaryingit. Basedonthe
smallestsumofsquarerrorvalues,thesuitablenumberofnodesinthehiddenlayerforthe4learning
algorithmsi depictedinTable3.
Tab Network
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Ie J:A Sampleot Rice YieldData totrain theNeural
Localitv Pests Diseases Weeds Yield
Al(1) 63.63 189.11 91.85 4223
B1(2) 538.46 283.51 236 4276
Cl(3) 151.61 224.38 326.7 3652
D1(4) 189.84 809.26 341.31 4686
E1(5) 176.66 334.08 280.5 3948
A2(6) 936.05 439.96 540.5 4625
B2(7) 868.85 555.59 622.35 4712
C2(8) 560.16 600.63 2507.6 4704
D2(9) 562.05 476.2 394.3 5344
E2(1O) 816.12 542.06 1958.59 4764
F2(11) 846.1 547.62 1759.2 4716
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G2(l2) 68.76 298.88 295.48 3998
H2(13) 297.45 455.05 434.95 4808
12()4) 317.87 505.23 892.26 4005
A3(I5) 9.37 668.71 126.61 3672
83(16) 302.9 495.91 992.5 5196
C3(17) 142.15 580.36 95.23 5226
D3(I8) 277.92 663.16 613.05 4406
E3(19) 239.5 516.06 76.8 3808
B(20) 549.95 379.32 374.8 5292
A4(21) 205'.44 528.04 154.53 4814
84(22) 255.85 703.12 193.16 4621
C4(23) 378.56 545.12 514.1 4675
D4(24) 440.25 760.78 753.03 5529
E4(25) 470.14 707.12 497 4456
F4(26) 392.2 750.29 345.94 4883
G4(27) 216.35 478.69 650.9 4747
- - . . - _-n _-_n_.- n- _u_- - ---
Localitv Pests Diseases Weeds
Al (I) 74.7 21.8 161.34
81(2) 90.74 22.95 136.94
C1(3) 88 26.54 124.97
D1(4) 56.81 53.21 305.4
E1(5) 138.03 204 323
A2(6) 459.95 31.5 476
82(7) 299.03 17.64 107.4
C2(8) 524.95 132 1174.3
D2(9) 369.8 0.1 175.4
E2(I0) 832.8 14.55 3136.62
F2(1I) 478 0.1 278
G2(12) 125.15 4.2 102.6
H2(13) 185.05 2.6 573.05
12(14) 102.2 8 269.25
A3(15) 18.26 0.6 81.94
83(I6) 152.52 51.25 789.9
C3(17) 361.21 0.1 221.32
D3(18) 225.79 0.5 707.45
E3(19) 31.02 0.48 37.76
F3(20) 114.19 4.89 141.05
A4(21) 211.49 157.1 182.3
84(22) 87.1 492.7 273.5
C4(23) 827.01 380 689
D4(24) 799.15 128 497
E4(25) 473.95 52.5 517.5
F4(26) 398.1 26.5 472.5
G4(27) 457.1 51.02 698
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4. ResultsandDiscussion
Thenumberofnodesintheinputlayer
Thenumberofhiddenlayer
Thenumberofnodesintheoutputlayer
=3
=1
=1
Table3depictsthenumberofnodesinthehiddenlayerforeachalgorithm.ConjugateGradient
DescentandLevenberg-MarquardtuseonlytwonodesinthehiddenlayerascomparedtoBack
Propagationthatusesdoublethevalue.QuickPropagationbeingaheuristictechniqueuses3nodesin
thehiddenlayer.
Table3:NumberofNodesin theHiddenLayerfor theLearningAlgorithms
AI .th I Numberofnodesingon ms .
thehiddenlayer
3
2
2
4
FewernodesarerequiredbytheConjugateGradientalgorithmis duetoit'snaturethatperforma
searchforminimumvalueoferrorfunctioninastraightlinefashionascomparedtoBackPropagation
algorithmthatperformasearchforaminimumvalueoferrorfunctionproportionaltothelearningrate.
Levenberg-Marquardtalgorithmcompromisesbetweenthelinearmodelandagradient-descent
approach,thusfewernodesareusedinthehiddenlayer.A movetoanextstepisallowedif theerror
valueis lessthanthatof thecurrentvalue.Theallowabledownhillmovementconsistsofasufficiently
smallstep.
As fortheQuickPropagation,itenhancestheBackPropagationalgorithmbymerelycomputingthe
averagegradientbeforeupdatingtheweights.Thus,itstillmodelthenon-linearrelationshipbetween
data,hencethereisaslightimprovementi thenumberofnodesinthehiddenlayerascomparedto
Back-propagationalgorithm.
TheNeuralNetworkModelfittedwiththeabovelearningalgorithmisthenusedtopredictheyield
basedonthesampledatainTable2. A graphofaverageabsoluterrorversuseachof theabove
algorithmsi plottedasdepictedinFigure.1. Theresultsobtainedtallywiththenumbernodesusedin
thehiddenlayer.Withthehighestnumberofnodesinthehiddenlayer,BackPropagationalgorithm
showsthehighestabsoluterror.
TheabsoluterrorforQuickPropagationisslightlybetterthatback-propagation,absoluterrorfor
Lavenberg-MarquartisbetterthanQuickPropagation.ConjugateGradientDescentdisplayedthe
lowestabsoluterror.ThelowesterrordepictedbytheConjugateGradientDescentalgorithmis due
tothesearchdirectiontoobtaintheminimumerrorvalue,assuringthatthealgorithmisnotstuckat
localminima.
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Figure1:AverageAbsoluteErrorversusDifferentEnhancedBackPropagationAlgorithms
In ordertoillustratetheperformanceofeachlearningalgorithm,agraphofactualandpredictedyield
isplottedagainstlocality.Figure2depictstheperformanceofQuickPropagationalgoritlun.Figure3
depictstheperformanceofConjugateGradientDescentalgorithm.Figure4depictstheperformance
ofLevenberg-MarquardtalgoritlunandFigure5highlightstheperfonnanceofBackPropagation
algoritlun.
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Figure2: YieldversusLocalityofQuickPropagation
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Figure3: YieldversusLocalityofConjugateGradientDescent
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Figure.4: YieldversusLocalityof Levenberg-Marquardt
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Figure5: YieldversusLocalityofBackPropagation
BasedonFigure2toFigure5,ConjugateGradientDescentalgorithmportraysthebestperfonnanceas
comparedtotheother.Thenexttoit isLavenberg-MarquartndthenQuickPropagation.Back
Propagationalgorithmfailedtoproducethedesiredoutputduethemajorproblemofbeingstuckat
localminimaTheoutstandingperfonnanceof theConjugateGradientDescentalgorithmis duetothe
strategythatsuccessiveweightcorrectionstepsareorthogonaltothegradient.Thusattributingit to
exhibitaquadraticonvergencepropertythatavoidthelocalminimaphenomena.Lavenberg-
MarquartisanotheralternativetochooseintrainingtheNeuralNetworkforriceyieldprediction.Its
superiorityascomparedtoBackPropagationalgorithmisthatthetrainingisbasedonsecond-order
derivativeapproachthatavoidlocalminimaproblemandexhibitafasterconvergence.However
Lavenberg-Marquartlgorithmhasamajordrawbackthatit requiresthestorageofsomematricesthat
canbequitelargeforthiskindofproblerns.Thus,whencomparisonisperformedbetweenLavenberg-
MarquartandConjugateGradientDescent,ConjugateGradientDescentwins.Fromthisfinding,
ConjugateGradientDescentisadoptedtotraintheNeuralNetworktopredicthericeyieldin this
study.
5. Conclusion
In thisstudy,4 superVisedlearningalgorithmsareexploredtopredictriceyieldbasedonweeds,
diseasesandpestsinMudaAgriculturalDevelopmentAuthority(MADA),Kedah,Malaysia.It is
foundthatConjugateGradientDescentalgorithmexhibitstheoutstandingperfonnanceascomparedto
Levenberg-Marquardt,QuickPropagationandBack-propagationalgorithms.AlthoughtheConjugate
GradientDescentisbasedonheuristicsapproachesperformingthelinesearchesofminimumerror
value,it issuitableforthiskindofproblemduetoitsquadraticonvergenceproperty.Thenextstepof
thisstudyistoincorporatetheNeuralNetworkModelactsasintelligentcomponentintotheIntelligent
DecisionSupportSystemtohelppaddyfarmerstopredictyieldbasedonthefactorsaffectingyield.
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BasedonFigure2toFigure5,ConjugateGradientDescentalgorithmportraysthebestperformanceas
comparedtotheother.Thenexttoit isLavenberg-MarquartndthenQuickPropagation.Back
Propagationalgorithmfailedtoproducethedesiredoutputduethemajorproblemofbeingstuckat
localminimaTheoutstandingperformanceof theConjugateGradientDescentalgorithmisduetothe
strategythatsuccessiveweightcorrectionstepsareorthogonaltothegradient.Thusattributingit to
exhibitaquadraticonvergencepropertythatavoidthelocalminimaphenomena.Lavenberg-
MarquartisanotheralternativetochooseintrainingtheNeuralNetworkforriceyieldprediction.Its
superiorityascomparedtoBackPropagationalgorithmisthatthetrainingisbasedonsecond-order
derivativeapproachthatavoidlocalminimaproblemandexhibitafasterconvergence.However
Lavenberg-Marquartlgorithmhasamajordrawbackthatit requiresthestorageofsomematricesthat
canbequitelargeforthiskindofproblems.Thus,whencomparisonisperformedbetweenLavenberg-
MarquartandConjugateGradientDescent,ConjugateGradientDescentwins.Fromthisfinding,
ConjugateGradientDescentisadoptedtotraintheNeuralNetworktopredicthericeyieldinthis
study.
5. Conclusion
In thisstudy,4superVisedlearningalgorithmsareexploredtopredictriceyieldbasedonweeds,
diseasesandpestsinMudaAgriculturalDevelopmentAuthority(MADA),Kedah,Malaysia.It is
foundthatConjugateGradientDescentalgorithmexhibitstheoutstandingperformanceascomparedto
Levenberg-Marquardt,QuickPropagationandBack-propagationalgorithms.AlthoughtheConjugate
GradientDescentisbasedonheuristicsapproachesperformingthelinesearchesofminimumerror
value,it is suitableforthiskindofproblemduetoitsquadraticonvergenceproperty.Thenextstepof
thisstudyistoincorporatetheNeuralNetworkModelactsasintelligentcomponentintotheIntelligent
DecisionSupportSystemtohelppaddyfarmerstopredictyieldbasedonthefactorsaffectingyield.
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