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1. Elementary limit formulas
We consider the classical orthogonal polynomials as monic polynomials pn(x) = x
n+ terms
of degree less than n. We have
• Jacobi polynomials p
(α,β)
n (x) with respect to weight function (1 − x)α (1 + x)β on
(−1, 1);
• Laguerre polynomials ℓαn(x) with respect to weight function e
−x xα on (0,∞);
• Hermite polynomials hn(x) with respect to weight function e
−x2 on (−∞,∞).
Note that, for α→∞, the rescaled Jacobi weight function (1−x2/α)α on (−α
1
2 , α
1
2 ) tends
to the Hermite weight function e−x
2
on (−∞,∞). Accordingly we have the limit formula
lim
α→∞
αn/2p(α,α)n (x/α
1
2 ) = hn(x).
Also, for β →∞, the rescaled Jacobi weight function xα (1− x/β)β on (0, β) tends to the
Laguerre weight function xαe−x on (0,∞). Accordingly we have the limit formula
lim
β→∞
(−β/2)n p(α,β)n (1− 2x/β) = ℓ
α
n(x).
This can be graphically indicated in the (α, β)-parameter plane extended with the lines
{(α, β) | α =∞, −1 < β ≤ ∞} and {(α, β) | −1 < α ≤ ∞, β =∞}. When we start with
a point (α, α) then we can draw a diagonal arrow to the (Hermite) point (∞,∞) and a
vertical arrow to the (Laguerre) point (α,∞).
The celebrated Favard theorem states that {pn}n=0,1,2,... is a system of monic orthogo-
nal polynomials with respect to a positive orthogonality measure if and only if a recurrence
relation
x pn(x) = pn+1(x) +Bn pn(x) + Cn pn−1(x), n = 1, 2, . . . , (1.1)
x p0(x) = p1(x) +B0 p0(x),
p0(x) = 1,
is valid with Cn > 0 and Bn real. Below, when we will give this recurrence relation with
explicit coefficients then we will silently assume that the case n = 0 has the same analytic
form as the case n > 0, but with the term Cn pn−1(x) omitted.
If the coefficients Bn and Cn are given then pn is completely determined by this recur-
rence relation. In particular, if Bn and Cn would continuously depend on some parameter
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λ then pn(x) will also continuously depend on λ. For example, Hermite polynomials satisfy
the recurrence relation
xhn(x) = hn+1(x) +
1
2nhn−1(x). (1.2)
Now consider rescaled Laguerre polynomials
pn(x) = pn(x;α, ρ, σ) := ρ
n ℓαn(ρ
−1x− σ).
From the well-known recurrence relation for Laguerre polynomials we find for these rescaled
polynomials:
x pn(x) = pn+1(x)− ρ (2n+ α+ 1 + σ) pn(x) + ρ
2 n (n+ α) pn−1(x). (1.3)
We would like to make the rescaling in such a way that, as α → ∞, pn(x) will tend to
hn(x). It is easy to see how to do this when we compare (1.2) and (1.3). Put ρ := (2α)
−
1
2 ,
σ := −α. Then (1.3) becomes
pn+1(x)− (2α)
−
1
2 (2n+ 1) pn(x) +
n (n+ α)
2α
pn−1(x).
The recurrence coefficients now tend to 0 resp. 1
2
n as α → ∞. Hence pn(x) → hn(x) as
α→∞, i.e.,
lim
α→∞
(2α)−
1
2
n ℓαn((2α)
1
2 x+ α) = hn(x).
Thus, in the extended (α, β)-parameter plane we can also start at a Laguerre point
(α,∞) and draw a horizontal arrow to the Hermite point (∞,∞).
2. Uniform limit of Jacobi polynomials
It is now natural to conjecture that we might also make these limit transitions in the param-
eter plane in a more uniform way, i.e., to make such a rescaling of the Jacobi polynomials
that they depend continuously on (α, β) in the extended parameter plane and reduce to
(possibly rescaled) Laguerre and Hermite polynomials on the boundary lines and bound-
ary vertex at infinity, respectively. For this purpose we consider Jacobi polynomials with
arbitrary rescaling:
pn(x) := ρ
n p(α,β)n (ρ
−1x− σ). (2.1)
These polynomials satisfy recurrence relations (1.1) with
Cn :=ρ
2 4n (n+ α) (n+ β) (n+ α+ β)
(2n+ α+ β − 1) (2n+ α+ β)2 (2n+ α + β + 1)
=
ρ2 αβ (α+ β)
(α+ β)4
×
4n (1 + n/α) (1 + n/β) (1 + n/(α+ β))
(1 + (2n− 1)/(α+ β)) (1 + 2n/(α+ β))2 (1 + (2n+ 1)/(α+ β))
(2.2)
and
Bn :=ρ
( β2 − α2
(2n+ α+ β) (2n+ α+ β + 2)
+ σ
)
=ρ
(β − α
β + α
1
1 + 2n/(α+ β)
1
1 + (2n+ 2)/(α+ β)
+ σ
)
. (2.3)
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From (2.2) we see that the choice
ρ :=
(α+ β)
3
2
α
1
2 β
1
2
(2.4)
makes Cn continuous on (α, β) in the extended parameter plane. Next we see from (2.3)
that the choice
σ :=
α− β
α+ β
(2.5)
makes Bn continuous in (α, β) (extended) as well. Indeed, we can now rewrite
Bn =
β−1 − α−1
(α−1 + β−1)
1
2
4n+ 2 + 4n (n+ 1)/(α+ β)
(1 + 2n/(α+ β)) (1 + (2n+ 2)/(α+ β))
,
which is continuous in (α−1, β−1) for α−1, β−1 ≥ 0.
As a result we can consider the (α−1, β−1)-parameter plane. For α−1, β−1 > 0 we
have the rescaled Jacobi polynomials (2.1) with ρ and σ given by (2.4) and (2.5). These
polynomials extend continously to the closure {(α−1, β−1) | α−1, β−1 ≥ 0}. On the bound-
ary lines {(α−1, 0) | α−1 > 0} and {(0, β−1) | β−1 > 0} these polynomials become rescaled
Laguerre polynomials. On the boundary vertex (0, 0) the polynomials become Hermite
polynomials.
3. Uniform limits in the Askey tableau
The Askey tableau is given by the following chart (cf. Askey & Wilson [1, Appendix]).
Wilson Racah
↓ ց ւ ց
cont. dual Hahn cont. Hahn Hahn dual Hahn
↓ ւ ↓ ւ ↓ ց ւ ↓
ւ ց
Meixner-Pollaczek Jacobi Meixner Krawtchouk
ց ↓ ւ ց ւ
Laguerre Charlier
ց ւ
Hermite
The various families of orthogonal polynomials mentioned here are all of classical type,
i.e., the orthogonal polynomials {pn}n=0,1,... satisfy an equation of the form
Lpn = λn pn,
where L is some second operator (differential or difference) which does not depend on n.
The arrows in the chart mean limit transitions between the various families. The number
of additional parameters on which the polynomials depend, decreases as we go further
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down in the chart. In the top row there are 4 parameters. In each subsequent row there
is one parameter less. The Hermite polynomials in the bottom row no longer depend
on parameters. The families in the left part of the chart consist of polynomials being
orthogonal with respect to an absolutely continuous measure, while the ones in the right
part are orthogonal with respect to a discrete measure. In the case of Racah, Hahn, dual
Hahn and Krawtchouk polynomials the support of the measure has finite cardinality, say
N + 1, and we consider only polynomials up to degree N .
All the polynomials in this chart have explicit expressions as hypergeometric functions.
For instance, Jacobi polynomials are given by
P (α,β)n (x) = const. 2F1
[
−n, n+ α+ β + 1
α+ 1
; x
]
.
Hahn polynomials are given by
Qn(x;α, β,N) := 3F2
[
−n, n+ α+ β + 1,−x
α+ 1,−N
; 1
]
, n = 0, 1, . . . , N,
while they satisfy orthogonality relations
N∑
x=0
Qn(x)Qm(x)
(α+ 1)x (β + 1)N−x
x! (N − x)!
= 0, n 6= m.
Racah polynomials are given by
Rn(x(x+ γ + δ + 1);α, β, γ, δ) = 4F3
[
−n, n+ α+ β + 1,−x, x+ γ + δ + 1
α+ 1, β + δ + 1, γ + 1
; 1
]
,
where γ + 1 = −N and n = 0, 1, . . . , N .
Now consider monic Racah polynomials
rn(x;α, β,−N − 1, δ) := const. Rn(x;α, β,−N − 1, δ) = x
n + · · ·
and rescaled monic Racah polynomials
pn(x) := ρ
n rn(ρ
−1x− σ;α, β,−N − 1, δ). (3.1)
Then the pn(x) satisfy recurrence relations (1.1) with
Cn = ρ
2 n (n+ α) (n+ β) (n+ α + β) (n+ β + δ)
×
(δ − α − n) (n+N + α + β + 1) (N + 1− n)
(2n+ α+ β − 1) (2n+ α+ β)2 (2n+ α + β + 1)
, (3.2)
Bn = ρ
((n+ α + β + 1) (n+ α+ 1) (n+ β + δ + 1) (N − n)
(2n+ α + β + 1) (2n+ α+ β + 2)
+
n (n+ β) (δ − α − n) (n+N + α+ β + 1)
(2n+ α+ β) (2n+ α+ β + 1)
+ σ
)
. (3.3)
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Now we would like to express ρ and σ in such a way in terms of α, β, δ and N that
the polynomials pn(x) in (3.1) continuously depend on these parameters up to boundaries
at infinity in the four-parameter plane, and such that Hahn polynomials and all families
which can be reached from the Hahn polynomials in the Askey tableau, are obtained as
polynomials pn(x) with parameters on the boundary. This is a task analogous to what we
did in section 2, but much more complicated. Again, formula (3.2) for Cn should suggest
a choice for ρ and next formula (3.3) for Bn should lead to the choice of σ. Thus we arrive
at
ρ :=
( (α+ β)3
αβ (β + δ) (N + α+ β) (δ − α)N
) 1
2
, (3.4)
σ := −
N (α+ 1) (β + δ + 1)
α+ β + 2
. (3.5)
Now turn from parameters α, β, δ, N to parameters α, b, d, ν by the substitution
β = bα, δ = (bdν + 1)α, N = b ν. (3.6)
Then we can prove the following theorem. Computations for this are somewhat tedious.
Some of them I performed with the help of Maple V.
Theorem The rescaled monic Racah polynomials pn(x) given by (3.1), with (3.4), (3.5)
and (3.6) being substituted, are continuous in (α−1, b−1, d−1, ν−1) for α−1, b−1, d−1, ν−1 ≥
0. When we restrict to any of the lower dimensional boundaries than we obtain rescaled
versions of other polynomials in the Askey tableau, as given below.
dimension specialization orthogonal polynomial family
4 Racah
3 d =∞ Hahn
3 ν =∞ Jacobi
3 b =∞ Meixner
3 α =∞ Krawtchouk
2 d, ν =∞ Jacobi
2 d, b =∞ Meixner
2 d, α =∞ Krawtchouk
2 ν, b =∞ Laguerre
2 ν, α =∞ Hermite
2 b, α =∞ Charlier
1 d, ν, b =∞ Laguerre
1 d, b, α =∞ Charlier
1 d, ν, α =∞ Hermite
1 ν, b, α =∞ Hermite
0 ν, b, d, α =∞ Hermite
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It is probably possible to formulate an anlogous theorem with Hahn polynomials being
replaced by dual Hahn polynomials. We should start then with a different part of four-
parameter space for the Racah polynomials. For Wilson polynomials we can start with
three different regions in four-parameter space. For each of these three cases there are
different limits in the Askey tableau (cf. [2, Table 4]). We can hope that for each of
these three cases a result analogous to the above theorem will hold. A further possible
extension might involve q as a fifth parameter. One might also try to include the limits to
non-polynomial special functions like Bessel functions and Jacobi functions (cf. [2]).
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