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Abstract
In this article, we consider a dynamic model of a three-phase power system including nonlinear generator dynamics, transmission
line dynamics, and static nonlinear loads. We define a synchronous steady-state behavior which corresponds to the desired
nominal operating point of a power system and obtain necessary and sufficient conditions on the control inputs, load model,
and transmission network, under which the power system admits this steady-state behavior. We arrive at a separation between
the steady-state conditions of the transmission network and generators, which allows us to recover the steady-state of the
entire power system solely from a prescribed operating point of the transmission network. Moreover, we constructively obtain
necessary and sufficient steady-state conditions based on network balance equations typically encountered in power flow
analysis. Our analysis results in several necessary conditions that any power system control strategy needs to satisfy.
Key words: power system dynamics, steady-state behavior, port-Hamiltonian systems.
1 Introduction
The electric power system has been paraphrased as the
most complexmachine engineered bymankind (Kundur,
1994). Aside from numerous interacting control loops,
power systems are large-scale, and contain highly non-
linear dynamics on multiple time scales frommechanical
and electrical domains. As a result power system anal-
ysis and control is typically based on simplified models
of various degrees of fidelity (Sauer and Pai, 1998).
A widely accepted reduced power system model is a
structure-preserving multi-machine model, where each
generator model is reduced to the swing equation mod-
eling the interaction between the generator rotor and
the grid, which is itself modeled at quasi-steady-state
via the nonlinear algebraic power balance equations,
see e.g. (van der Schaft and Stegink, 2016). Despite be-
ing based on time-scale separations, quasi-stationarity
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assumptions, and multiple other simplifications, this
model has proved itself useful for power system analysis
and control (Kundur, 1994; Sauer and Pai, 1998). Nev-
ertheless, the validity of the simplified model has always
been a subject of debate; see (Caliskan and Tabuada,
2015; Monshizadeh et al., 2016) for recent discussions.
The modeling, analysis, and control of power systems
has seen a surging research activity in the last years.
One particular question of interest concerns the analy-
sis of first-principle nonlinear multi-machine power sys-
tem models without simplifying generator modeling as-
sumptions and with dynamic (and not quasi-stationary)
transmission networkmodels. Fiaz et al. (2013) consider
a highly detailed power system model based on port-
Hamiltonian system modeling, and they carry out a sta-
bility analysis for a single generator connected to a con-
stant linear load. This model can be reduced to the clas-
sic swing equation model by replacing the electromag-
netic generator dynamics with a static relationship be-
tween the mechanical power and electrical power sup-
plied to a generator (van der Schaft and Stegink, 2016).
Caliskan and Tabuada (2014) consider stability analysis
of a power system using incremental passivity methods.
Their analysis requires, among others, the assumptions
of a constant torque and field current at the genera-
tors. Unfortunately, their analysis also requires a power
preservation property that is hard to verify and whose
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inherent difficulty is rooted in the specific dq coordinates
used for the analysis. These coordinates are convenient
for a single generator but incompatible for multiple gen-
erators (Caliskan and Tabuada, 2017).
Barabanov et al. (2017) study a single generator con-
nected to an infinite bus (i.e. in isolation) and improve
upon the previous papers by requiring milder condi-
tions to certify stability, though it is unclear if the
analysis can be extended to a multi-machine power sys-
tems. Related stability results have also been obtained
for detailed models of so called grid-forming power
converters that emulate the dynamics of generators
(Natarajan and Weiss, 2014; Jouini et al., 2017). Fi-
nally, detailed generator models with the transmission
networked modeled by quasi-stationary balance equa-
tions are studied by Stegink et al. (2016); Dib et al.
(2009). In particular, Dib et al. (2009) study existence of
equilibria to the nonlinear differential-algebraic model.
In this article we study the port-Hamiltonian power sys-
tem model derived from first-principles by Fiaz et al.
(2013) and specify the class of steady-state behaviors
which are consistent with the nominal operation of a
power system, i.e., all three-phase AC signals are bal-
anced, sinusoidal, of constant amplitude, and of the same
synchronous frequency. The aim of power systems con-
trol is to stabilize such a synchronous steady-state. How-
ever, no results are available that give conditions un-
der which detailed first-principles power system models,
such as the one proposed by Fiaz et al. (2013), admit
such a steady-state behavior. Given the importance of
the notion of a steady-state for stability analysis and
control design, we seek answers to similar questions as
in (Dib et al., 2009): under which conditions does the
power system admit a synchronous steady-state behav-
ior.
The main contributions of this work are algebraic con-
ditions which relate the state variables, control inputs,
load models, and the synchronous steady-state fre-
quency such that the dynamics of the power system
coincide with the synchronous steady-state dynamics.
We show that the synchronous steady-state behav-
ior is invariant with respect to the power system dy-
namics if and only if the control inputs and nominal
steady-state frequency are constant, as conjectured
in (Caliskan and Tabuada, 2014). We show that load
models must be nonlinear “impedance loads” to be
compatible with the synchronous steady state. More-
over, we obtain a separation between the steady-state
conditions of the transmission network and generators,
which allows us to explicitly recover the steady state of
the entire power system and corresponding inputs from
a prescribed steady state of the transmission network.
Finally, we constructively obtain conditions based on
the well-known network balance (or power flow) equa-
tions and show that the power system (with constant
inputs) admits a synchronous steady-state behavior if
and only if these equations can be solved.
This paper is organized as follows: In Section 2, we in-
troduce some basic definitions, the first-principle non-
linear dynamical model of a power system, and the syn-
chronous steady-state dynamics. The results on steady-
state operation of the power system are presented in Sec-
tion 3. In Section 4 we state the main result and discuss
its implications. The paper closes with some conclusions
in Section 5.
2 Notation and Problem Setup
2.1 Notation
WeuseR to denote the set of real numbers andR>0 to de-
note the set of positive real numbers. The set S1 denotes
the unit circle, an angle is a point θ ∈ S1. For column vec-
tors x ∈ Rn, y ∈ Rm we use (x, y) = [x⊤ y⊤]⊤ ∈ Rn+m
to denote a stacked vector, and for vectors or matrices x,
y we use diag(x, y) =
[
x 0
0 y
]
. Matrices of zeros and ones
of dimension n × m are denoted by 0n×m and 1n×m,
and 0n and 1n denote corresponding column vectors of
length n. Given θ ∈ S1 we define the rotation matrix
R(θ), the 90◦ rotation matrix j, and the vector r(θ) by
R(θ) :=
[
cos(θ)− sin(θ)
sin(θ) cos(θ)
]
, j :=R(pi/2), r(θ) :=
[
cos(θ)
sin(θ)
]
.
Furthermore, we define the matrix 풿 = diag(j, 03×3), In
denotes the identity matrix of dimension n, ⊗ denotes
the Kronecker product, and ‖x‖ =
√
x⊤x denotes the
Euclidean norm.
2.2 Dynamical Model of a Power System
In this work, we consider a dynamical model of a three-
phase power system including nonlinear generator dy-
namics, transmission line dynamics, and static nonlinear
loads derived in Fiaz et al. (2013). The reader is referred
to Fiaz et al. (2013) and the references therein for a de-
tailed derivation. The following assumption is required
to prove the main result of the manuscript.
Assumption 1 It is assumed that the three-phase elec-
trical components (resistance, inductance, capacitance)
of each device have identical values for each phase.
In addition, all three-phase state variables (i.e., voltages
and currents) evolve on a two dimensional subspace of
the three-phase abc-frame, called the αβ-frame, (Clarke,
1943) during synchronous and balanced steady-state op-
eration. Thus, without loss of generality, we can restrict
the analysis to the αβ-frame. The dynamical model used
throughout this manuscript is obtained by transforming
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the model published in Fiaz et al. (2013) into the αβ-
frame by applying the Clarke transformation (Clarke,
1943) to each three-phase variable. Moreover, we will
work with the co-energy variables, i.e., voltages and cur-
rents, instead of the natural Hamiltonian energy vari-
ables, i.e., charges and fluxes. We emphasize that the
change of coordinates is used for simplicity of notation
and all of the results also apply to the model derived
in Fiaz et al. (2013) using port-Hamiltonian energy vari-
ables in abc-coordinates.
Because αβ-coordinates can be interpreted as an embed-
ding of the complex numbers into real-valued Euclidean
coordinates, the 90◦ rotation matrix j plays the same
role that the imaginary unit
√−1 plays in traditional
power system analysis in complex coordinates. We carry
out our analysis in the stationary αβ-frame to avoid any
limitations which may arise by restricting the analysis
to a specific rotating coordinate frame.
2.2.1 Power System Topology
The power system model used in this work consists of
ng generators and nv AC voltage buses that are inter-
connected via nt transmission lines. The topology of
the transmission network is described by the oriented
incidence matrix E ∈ {−1, 1, 0}nv×nt of its associated
graph, i.e., the nv voltage buses are the nodes and the nt
transmission lines are the edges of the graph induced by
E. The incidence matrix of the AC network accounting
forαβ-coordinates is denoted by E := E⊗I2 ∈ R2nv×2nt .
2.2.2 Transmission Network
The transmission lines are modeled using the Π-model
(Sauer and Pai, 1998) depicted in Figure 1. The state
variables of the power grid model are the nt line currents
iT := (iT,1, . . . , iT,nt) ∈ R2nt and nv bus voltages v :=
(v1, . . . , vnv ) ∈ R2nv , where iT,k ∈ R2 is the current
flowing through a transmission line k ∈ {1, . . . , nt} and
vk ∈ R2 is the voltage of a voltage bus k ∈ {1, . . . , nv}.
The transmission network is interconnected to the loads
and generators via the currents iin := (iin,1, . . . , iin,nv ) ∈
R
2nv , where iin,k ∈ R2 is the current flowing out of an
AC voltage bus k ∈ {1, . . . , nv} and into a generator or
a load. The dynamics of the nv voltage buses and nt
transmission lines are given by
C dd tv = −EiT − iin, (1a)
LT
d
d t iT = −RT iT + E⊤v, (1b)
where C := diag(C1, . . . , Cnv ) ∈ R2nv×2nv is the matrix
of voltage bus capacitances Ck = I2ck with ck ∈ R>0,
LT := diag(LT,1, . . . , LT,nt) ∈ R2nt×2nt aggregates the
line inductances LT,k = I2lT,k with lT,k ∈ R>0, and
RT := diag(RT,1, . . . , RT,nt) ∈ R2nt×2nt is the matrix of
line resistances RT,k = I2rT,k with rT,k ∈ R>0.
PSfrag replacements
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Fig. 1. Transmission line connecting two voltage buses.
2.2.3 Synchronous Machines
A synchronous machine with index k ∈ {1, . . . , ng} is
modeled by
d
d tθk = ωk (2a)
mk
d
d tωk = −dkωk − τe,k + τm,k (2b)
Lk(θk)
d
d t ik = −Rkik +
[ vk
vf,k
02
]
− vind,k, (2c)
where ik = (is,k, ir,k) ∈ R5 aggregates the stator cur-
rents is,k = (iα,k, iβ,k) ∈ R2 and rotor currents ir,k =
(if,k, id,k, iq,k) ∈ R3, with excitation current if,k, and
the damper winding currents id,k and iq,k. Moreover,
vk = (vα,k, vβ,k) ∈ R2 denotes the voltages at the gen-
erators voltage bus, ωk ∈ R is rotational speed of the
rotor, θk ∈ S1 its angular displacement, τe,k ∈ R is the
electrical torque acting on the rotor, and vind,k ∈ R5 is
a voltage induced by the rotation of the machine. The
machine is actuated by the voltage vf,k ∈ R across the
excitation winding of the generator and the mechani-
cal torque τm,k ∈ R applied to the rotor. The mechan-
ical and electrical part of the machine are depicted in
Figure 2. The inertia and damping of the rotor are de-
noted by mk ∈ R>0 and dk ∈ R>0, and the windings
have resistance Rk = diag(Rs,k, Rr,k) with stator resis-
tance Rs,k = I2rs,k, rs,k ∈ R>0 and rotor resistance
Rr,k = diag(rf,k, rd,k, rq,k), with excitation winding re-
sistance rf,k ∈ R>0, and damper winding resistances
rd,k ∈ R>0 and rq,k ∈ R>0. The inductance matrix
Lk(θk) : S
1 → R5×5 is defined using the stator induc-
tance Ls,k(θk) ∈ R2×2, rotor inductance Lr,k ∈ R3×3,
and mutual inductance Lm,k(θk) ∈ R2×3:
Lk(θk)=
[
Ls,k(θk) Lm,k(θk)
Lm,k(θk)
⊤ Lr,k
]
, Lr,k=


lf,k lfd,k 0
lfd,k ld,k 0
0 0 lq,k

,
where lf,k ∈ R>0, ld,k ∈ R>0, lq,k ∈ R>0, and lfd,k ∈ R>0
are the inductances of the excitation winding, damper
windings, and the mutual inductance of the excitation
and damper winding, respectively.With the stator wind-
ing inductance ls,k ∈ R>0 and rotor saliency lsa,k ∈ R≥0
the stator inductance is given by
Ls,k(θk) =
[
ls,k 0
0 ls,k
]
+R(2θk)
[
lsa,k 0
0 −lsa,k
]
.
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Fig. 2. Mechanical and electrical components of a syn-
chronous machine.
Finally,Lm,k(θk) is defined using themutual inductances
lsf,k ∈ R>0, lsd,k ∈ R>0, lsq,k ∈ R>0:
Lm,k(θk) = R(θk)
[
lsf,k lsd,k 0
0 0 −lsq,k
]
.
The electrical torque acting on the rotor is given by
τe,k =
1
2 i
⊤
k
(
Lk(θk)풿 + 풿
⊤Lk(θk)
)
ik, (3)
and the voltage vind,k ∈ R5 induced in themachine wind-
ings due to the rotation of the machine is given by
vind,k = ωk
(
Lk(θk)풿
⊤ + 풿Lk(θ)
)
ik. (4)
2.2.4 Static Loads
In this work, we consider the static load model used in
Fiaz et al. (2013). Specifically, loads are included in the
model via a load current il,k : R
2 → R2 (flowing out of
a voltage bus k ∈ {1, . . . , nv}) that is a function of the
bus voltage vk, and satisfies the dissipation inequality
il,k(vk)
⊤vk ≥ 0. We additionally assume that il,k(vk) =
02 if vk = 02.
2.2.5 Dynamic Model of the Power System
To obtain the dynamic model of the entire power sys-
tem, the synchronous machine model (2) and load
model are combined with the transmission network
model (1) by defining iin := (is, 02nl) + il, where
nl = nv − ng, il :=
(
il,1(v1), . . . , il,nv(vnv )
) ∈ R2nv ,
and is :=
(
is,1, . . . , is,ng
) ∈ R2ng . With the aggre-
gated vectors θ := (θ1, . . . , θng ), ω := (ω1, . . . , ωng ),
i := (i1, . . . , ing), the state vector of the nonlinear
power system model is x = (θ, ω, i, v, iT ) ∈ Rnx , with
nx = 7ng + 2nv + 2nT . Using the vectors τm :=
(τm,1, . . . , τm,ng ), and vf = (vf,1, . . . , vf,ng ) the inputs
are given by u = (τm, vf ) ∈ Rnu , nu = 2ng. Moreover,
to simplify the notation, we define τe := (τe,1, . . . , τe,ng ),
vind := (vind,1, . . . , vind,ng ), the matrices M , D, R,
RT , L(θ), and LT , which collect the node matri-
ces (e.g., M = diag(M1, . . . ,Mng )), and M(x) =
diag(Ing ,M,L(θ), C, LT ) collecting the time constants.
We use indicator matrices If = Ing ⊗ (0, 0, 1, 0, 0),
Is = Ing ⊗ (I2, 03×2), and I⊤v = [Is 05ng×2nl ] to de-
scribe the interconnection of the components results in
the following model of the entire power system:
d
d tx =M(x)−1


ω
−Dω − τe + τm
−Ri+ I⊤v v + Ifvf − vind
−Ivi− EiT − il
−RT iT + E⊤v


= f(x, u),
(5)
2.3 Synchronous Steady-State Behavior
We formulate the following steady-state dynamics to de-
scribe synchronous and balanced steady-state operation
of a power system at a constant frequency ω0 ∈ R as
d
d tθk = ω0, ∀k ∈ {1, . . . , ng}, (6a)
d
d tωk = 0, ∀k ∈ {1, . . . , ng}, (6b)
d
d t ik = ω0풿ik, ∀k ∈ {1, . . . , ng}, (6c)
d
d tvk = ω0jvk, ∀k ∈ {1, . . . , nv}, (6d)
d
d t iT,k = ω0jiT,k, ∀k ∈ {1, . . . , nt}. (6e)
The steady-state behavior (6) specifies a balanced, syn-
chronous, and sinusoidal operation of each grid compo-
nent. This results in the steady-state dynamics dd tx =
fd(x, ω0) with constant nominal frequency ω0 ∈ R and
fd(x, ω0)=(1ngω0, 0ng , ω0Jgi, ω0Jvv, ω0JT iT ), (7)
where Jv = Inv ⊗ j, JT = Int ⊗ j, and Jg = Ing ⊗ 풿.
In the next section, we derive necessary and sufficient
conditions under which the nonlinear power system dy-
namics (5) coincide with the steady-state dynamics (7)
for all time. In particular, we derive conditions on the
control inputs and load models, and obtain a separation
between the steady-state conditions of the transmission
network and generators. This result allows to explicitly
recover a steady state of the entire power system and cor-
responding steady-state inputs from a prescribed steady
state of the transmission network. As we will see, this
result also implies that the power system admits a non-
trivial synchronous steady-state dynamics (7) if and only
if there exists a non-trivial solution to the well-known
power flow equations.
3 Conditions for the Existence of Synchronous
Steady-States
We begin our analysis by defining the set S on
which the vector fields of the dynamics (5) and
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(7) coincide. In other words, the residual dynamics
ρ(x, u, ω0) :=M(x)
(
fd(x, ω0)− f(x, u)
)
vanish on S:
S := {(x, u, ω0) ∈ Rnx × Rnu × R | ρ(x, u, ω0) = 0nx } .
In the remainder we will give conditions under which
the steady-state exists, i.e., under which S is non-empty,
Moreover, we characterize the inputs u and load currents
il such that S is invariant, i.e., that trajectories of (5)
starting in S coincide with the synchronous steady-state
behavior (7) for all times.
In the next subsection, we will first derive necessary and
sufficient conditions on u(t) and the load model under
which S is invariant, i.e., all trajectories of the dynam-
ics (5) starting in S remain in S for all time. We thereby
characterize the steady-state control inputs and class of
static load models, for which (7) is a steady-state be-
havior of the power system (5). Based on these results
we will provide conditions for the existence of states x
and inputs u such that (x, u, ω0) ∈ S. Together, these
conditions are necessary and sufficient conditions for the
power system to admit the synchronous steady-state be-
havior (7).
3.1 Invariance of the Set S
To establish invariance of S, we consider the dynamics
obtained by combining the nonlinear power grid dynam-
ics described by f : Rnx × Rnu → Rnx with controller
(torque and excitation) dynamics gu : R>0×Rnx×Rnu×
R → Rnu possibly both depending on time, the system
state, and the nominal synchronous frequency ω0:
d
d t
(
x, u
)
=
(
f(x, u), gu(t, x, u, ω0)
)
. (8)
Moreover, the residual dynamics ρ(x, u, ω0) can be
rewritten as follows:
ρ(x, u, ω0) =


1ngω0 − ω
Dω + τe − τm(
R+ ω0L(θ)Jg
)
i− I⊤v v − Ifvf + vind
ω0CJvv + Ivi+ EiT + il(
RT + ω0LTJT
)
iT − E⊤v


.
Theorem 2 (Invariance condition) The set S is in-
variant with respect to the dynamics (8) if and only if the
control inputs are constant on S, i.e., gu(t, x, u, ω0) =
0nu for all (x, u, ω0) ∈ S, and the load current il(v) sat-
isfies dd t il(v) = ω0Jvil(v) for all (x, u, ω0) ∈ S.
PROOF. The set S is invariant with respect to (8) if
and only if dd tρ(x, u, ω0) = 0nx for all (x, u, ω0) ∈ S. On
S it holds that dd tx = fd(x, ω0), resulting in the following
necessary and sufficient condition for invariance of S for
all (x, u, ω0) ∈ S:
d ρ
d t
=
∂ρ
∂x
fd +
∂ρ
∂u
gu = 0nx . (9)
In the remainder of the proof we derive conditions on
the control inputs u and load current il that ensure that
(9) holds. Using 풿 = −풿⊤ it can be verified that
∂τe,k
∂θk
ω0 +
∂τe,k
∂ik
ω0풿ik = 0,
∂vind,k
∂θk
ω0 +
∂vind,k
∂ik
ω0풿ik = ω0풿vind,k,
and using
(
∂L(θ)Jgi
∂x
)
fd = ω0JgL(θ)Jgi one obtains
(
∂ρ
∂x
)
fd=ω0


02ng
(RJg + ω0JgL(θ)Jg)i − I⊤v Jvv + Jgvind
ω0CJ
2
vv + IvJgi+ EJT iT + ∂il∂v Jvv
(RT + ω0LTJT )JT iT − E⊤Jvv

.
Next, it can be verified that I⊤v Jv = JgI⊤v , and EJT =
JvE . Moreover, Jv, JT and Jg commute with diagonal
matrices. This results in
(
∂ρ
∂x
)
fd= ω0


02ng
Jg
(
(R+ ω0L(θ)Jg)i − I⊤v v + vind
)
Jv
(
ω0CJvv + Ivi+ EiT
)
+ ∂il
∂v
Jvv
JT
(
(RT + ω0LTJT )iT − E⊤v
)

.
By definition of S we have for all (x, u, ω0) ∈ S that
(
∂ρ
∂x
)
fd=ω0


02ng
JgIfvf
∂il
∂v
Jvv−Jvil
02nt

=ω0


02ng
02ng
∂il
∂v
Jvv−Jvil
02nt

, (10)
where the last equality follows from JgIf = 0. Using
(9) and (10) one obtains the following condition for in-
variance of S with respect to the dynamics (8) for all
(x, u, ω0) ∈ S:


0ng×ng 0ng×ng
Ing 0ng×ng
03ng×ng If
02nv×ng 02nv×ng
02nT×ng 02nT×ng


gu= ω0


0ng
0ng
02ng
Jvil− ∂il∂v Jvv
02nt


.
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This holds if and only if gu = 0nu , and
∂il
∂v
ω0Jvv =
ω0Jvil. Moreover, on S it holds that dd tv = ω0Jvv, and
it follows that ∂il
∂v
ω0Jvv =
∂il
∂v
d
d tv =
d
d t il, i.e., on S the
conditions ∂il
∂v
ω0Jvv = ω0Jvil and
d
d t il = ω0Jvil are
identical. 
Theorem 2 shows that operation at the synchronous
steady-state behavior (7) requires constant torque τm
and constant excitation voltage vf on S. Moreover, on
S, the load current il,k(vk) needs to be synchronous and
of constant amplitude.
Remark 3 (Constant synchronous frequency) Us-
ing the same approach as in the proof of Theorem 2 it is
straightforward to show that the synchronous frequency
ω0 necessarily has to be constant.
Based on this result we restrict ourselves from now to a
constant (possibly zero) frequencyω0 ∈ R corresponding
to the nominal synchronous operating frequency of the
power system and constant inputs, i.e., gu := 0nu . This
results in the following set parametrized in ω0 ∈ R:
Sω0 :={(x, u) ∈ Rnx × Rnu | ρ(x, u, ω0) = 0nx }. (11)
In the next subsection, we will use Theorem 2 to charac-
terize the class of static load models that are consistent
with the synchronous steady-state behavior (7).
3.2 Steady-State Conditions and Load Model
The following result identifies the class of all load models
for which the set S is invariant. In particular, it shows
that all load models that are consistent with the syn-
chronous steady-state behavior (7) can be expressed as
nonlinear impedance loads whose impedance is a func-
tion of the voltage magnitude.
Theorem 4 (Consistent load model) Any static
load model, i.e., any il,k(vk) that satisfies il,k(02) = 02
and il,k(vk)
⊤vk ≥ 0, which is consistent with the syn-
chronous steady state, i.e., satisfies the steady-state
conditions of Theorem 2, can be expressed in the form
il,k = Yl,k(‖vk‖)vk, where Yl,k := I2gk(‖vk‖) + jbk(‖vk‖),
gk : R≥0 → R≥0, and bk : R≥0 → R.
PROOF. Without loss of generality any il(v) that
satisfies il(v) = 02 if v = 02 can be expressed as
il,k = Yl,k(vk)vk. According to Theorem 2, consistency
of the load model with the steady state requires that
d
d t il,k(vk) = ω0jil,k(vk) holds on S. Moreover, on S it
holds that dd tvk = ω0jvk. Therefore, in steady-state, the
load current il,k(vk) and voltage vk are required to have
constant amplitude and rotate with the synchronous
frequency ω0, i.e. the relative angle between il,k(vk) and
vk and the ratio of their amplitudes is required to be
constant. It follows that, for every voltage magnitude
‖vk‖, all load currents il,k consistent with the syn-
chronous steady state can be expressed using a relative
angle δk : R≥0 → S1 and a gain µk : R≥0 → R as follows:
il,k(vk) = µ(‖vk‖)R
(
δk(‖vk‖)
)
vk. (12)
Note, that µk and δk are required to be constant on S.
Because vk is not constant on S, the gain µk and rela-
tive angle δk can only depend on ‖vk‖. Because ‖vk‖ is
constant on S, it follows that µ(‖vk‖) and δk(‖vk‖) are
constant on S. Moreover, for any given angle δk and gain
µk the polar parametrization of the load model (12) is
equivalent to the load model given in the theorem with
bk = µk sin(δk) and gk = µ cos(δk). The theorem follows
by noting that the dissipation inequality il,k(vk)
⊤vk ≥ 0
holds for this load model if and only if gk(‖vk‖) ≥ 0. 
The load model identified in Theorem 4 allows us to
define all static load models commonly used in power
system analysis, e.g., constant current loads, constant
power loads, and constant impedance loads. In partic-
ular, Pk = gk(‖vk‖)v⊤k vk and Qk = −bk(‖vk‖)v⊤k vk are
the active and reactive power drawn by the load. Based
on this result we can restrict the analysis to static load
models according to Theorem 4. To this end, we de-
fine Yl(v) = diag(Yl,1(‖v1‖), . . . , Yl,nv (‖vnv‖) and fur-
ther specify the load current as il(v) := Yl(v)v.
Theorem 2 and Theorem 4 show that besides (x0, u0) ∈
Sω0 synchronous steady-state operation also requires
that the steady-state control inputs u are constant and
identifies the class of static load models which are con-
sistent with the synchronous steady state. Next, we
derive conditions for the existence of states x and inputs
u such that (x, u) ∈ Sω0 .
3.3 Steady-State Analysis and Network Equations
In the following, we establish a connection between the
steady-state conditions (11) and Kirchhoff’s equations
for the transmission network (also often formulated as
power balance/flow equations). The power system (5)
can be partitioned into ng generators with dynamics (2)
and the network consisting of the transmission line and
voltage bus dynamics. Each generator is interconnected
to the network via the terminal voltage vk and current
is,k injected into the network. In the following we apply
this separation to the steady-state conditions (11) and
show that the steady-state conditions for the network
can be used to fully characterize the synchronous steady
state of the full multi-machine system. For notational
convenience we define the vector of stator currents is =
(is,1, . . . , is,ng ) = Isi. The following equations describe
Kirchhoff’s current law at the generator terminal and
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load buses, as well as Kirchhoff’s voltage law over the
network branches:
ρN (is, v, iT )=
[
(Yl(v) + ω0JvC)v +(is, 02nl)+ EiT
(RT + ω0JTLT )iT − E⊤v
]
.
Based on the vector (is, v, iT ) ∈ Rnz we define the solu-
tion set N of the transmission network equations
Nω0 :={(is, v, iT ) ∈ Rnz | ρN (is, v, iT ) = 0nN }. (13)
The following statement formalizes the separation that
allows to recover the full system state from a solution to
the steady-state equations (13) of the transmission net-
work. In particular, given a solution to the transmission
network equations ρN(is, v, iT ) = 0nN , the remaining
states and inputs such that (x, u) ∈ Sω0 can be recov-
ered. This results in a simpler condition for steady-state
operation which no longer depends on the rotor angles
θ and directly links the currents is injected by the gen-
erators to the network steady-state conditions. To this
end, we define the stator impedance Zs,k(θk) := Rs,k +
ω0jLs,k(θk) and the voltage νk(θk) := vk − Zs,k(θk)is,k.
Theorem 5 (Network generator separation) Con-
sider the sets Sω0 andNω0 defined in (11) and (13). If the
network equations are not satisfied, i.e., (is, v, iT ) /∈ Nω0 ,
then there exist no machine states (θ, ω, i) and no ma-
chine inputs u such that (θ, ω, i, v, iT , u) ∈ Sω0 . Con-
versely, for every (is, v, iT ) ∈ Nω0 there exist (θ, ω, i)
and u such that (θ, ω, i, v, iT , u) ∈ Sω0 .
In particular, given (is, v, iT ) ∈ Nω0 and the rotor polar-
ization σk ∈ {−1, 1}, all corresponding (θ, ω, i, u) such
that (θ, ω, i, v, iT , u) ∈ Sω0 satisfy
ω0lsf,kif,k = σk‖νk(θk)‖, (14a)
jr(θk)‖νk(θk)‖ = σkνk(θk), (14b)
as well as ωk = ω0, id,k = iq,k = 0, and
vf,k = rf,kif,k, (14c)
τm,k = Dkω0 + τe,k, (14d)
where τe,k =
1
2 i
⊤
k
(
Lk(θk)풿 + 풿
⊤Lk(θk)
)
ik.
PROOF. To prove the first statement, we note that
the last two equations defining Sω0 are identical to
the equations defining Nω0 . It trivially follows that no
(θ, ω, i) and u exist such that (θ, ω, i, v, iT , u) ∈ Sω0 if
(Isi, v, iT ) /∈ Nω0 .
Next, note that (θ, ω, i, v, iT , u) ∈ Sω0 requires that ω =
1ngω0 and (R + ω0L(θ)Jg)i = I⊤v v + Ifvf − vind. By
using J ⊤g = −Jg this condition simplifies to
(R + ω0JgL(θ))i = I⊤v v + Ifvf . (15)
By considering the components of (15), it can be seen
that this results in id,k = iq,k = 0, and we obtain the fol-
lowing condition for is,k and if,k for all k ∈ {1, . . . , ng}:
[
Rs,k + ω0jLs,k(θk) ω0jr(θk)lsf,k
0 Rf,k
][
is,k
if,k
]
=
[
vk
vf,k
]
.
This holds if and only if vf,k = rf,kif,k and results in:
ω0lsf,kif,kjr(θk) = vk − Zs,k(θk)is,k = νk. (16)
If ω0 6= 0 and there exist θ′k such that νk(θ′k) = 02,
if,k = 0 and θk = θ
′
k
solve (16). Next, we consider the
non-trivial case, i.e., ω0 6= 0 and νk(θk) 6= 02 for all θk.
To this end, (16) can be rewritten as follows:
if,kηf,k = R(θk)
⊤ηc,k +R(θk)ηsa,k, (17)
where ηf,k := (ω0lsf,k, 0), ηc,k := j
⊤(vk − (Rs,k +
ω0jls,k)is,k), and ηsa,k = ω0lsa,k diag(1,−1)is,k. Rewrit-
ing ηc,k and ηsa,k in polar coordinates, i.e., defining
αc,k ∈ R≥0, αsa,k ∈ R≥0, δc,k ∈ S1, and δsa,k ∈ S1 such
that ηc,k = αc,kr(δc,k) and ηsa,k = αsa,kr(δsa,k), (17)
becomes if,kηf,k = ε(θk) with
ε(θk) := αc,kr(δc,k − θ) + αsa,kr(δsa,k + θ). (18)
If αc,k = αsa,k, the second line of if,kηf,k = ε(θk) holds
only if θk = θ
⋆
k
= 12 (δc,k− δsa,k+pi) and it follows that
there exists if,k such that if,kηf,k = ε(θ
⋆
k
) holds. In the
following, we show that ε(θk) with αc,k 6= αsa,k defines
an ellipse with non-zero diameter, centered at the origin,
and parametrized by θk. It can be verified that ε(θk) +
ε(θk + pi)=02, i.e., the ellipse is centered at the origin,
and the diameter is strictly positive for all angles θk
because ε(θk)
⊤ε(θk)= α
2
c,k − 2αc,kαsa,k cos(2θk + δsa,k −
δc,k)+α
2
sa,k ≥ (αc,k−αsa,k)2 holds. It follows that there
exist two θk such that the second component of ε(θk), i.e.,
of the right hand side of (17), is equal to zero. Moreover,
if ω0 6= 0 there exist pairs (if,k, θk) ∈ R≥0 × S1 and
(if,k, θk) ∈ R≤0×S1 such that if,kηf,k = ε(θk) is satisfied.
Considering (16), any such pair satisfies (14a) and (14b).
Next, ω0 = 0 results in the steady-state condition
d
d t is,k = 02 and vind,k = 05. Considering (2c) this re-
sults in νk = vk − Rs,kis,k = 02. In other words, ω0 = 0
implies νk = 02 in steady state for all θk, and (16),
(14a), and (14b), are satisfied for any θk and any if,k.
Finally, note that (θ, ω, i, v, iT , u) ∈ Sω0 requires τm =
Dω+τe. Using the currents is,k, if,k, and the angle θk, the
electrical torque τe,k can be explicitly recovered using (3)
resulting in (14d). Moreover, the steady-state excitation
voltage vf,k is given by (14c). It follows that for every
(is, v, iT ) ∈ Nω0 there exist (θ, ω, i) and u, such that
(θ, ω, i, v, iT , u) ∈ Sω0 . 
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Broadly speaking, Theorem 5 shows that the condi-
tions for operation of the power grid (5) at the syn-
chronous steady state can be equivalently expressed
in terms of the transmission network equations and
the currents injected into the network by the genera-
tors. In particular, for every solution of the network
equations ρN (is, v, iT ) = 0nN one directly obtains the
function νk(θk) for all k ∈ {1, . . . , ng}. Moreover, given
νk(θk), field winding currents if,k, and angles θk which
satisfy the steady-state conditions can be computed
using (16). Specifically, if ω0 6= 0 and lsa,k = 0 for all
k ∈ {1, . . . , ng}, νk is independent of θk and one ob-
tains if,k = (ω0lsf,k)
−1σk‖νk‖ with σk ∈ {−1, 1} and a
corresponding θk can be directly computed from (14b).
Together with id,k = iq,k = 0 this recovers a steady state
of the full system from a solution to the network equa-
tions. Moreover, the corresponding steady-state inputs
u can be computed as follows. Given a steady state of
the generators, the electrical torque τe,k can be explicitly
recovered using (3) and the mechanical torque τm,k can
be computed using (14d). Finally, the excitation voltage
vf,k is given by (14c). We emphasize that there exist
two steady-state solutions for the angle of each genera-
tor (cf. Barabanov et al. (2017) for a similar result for a
single generator connected to an infinite bus).
Remark 6 (Trivial cases) If ω0 6= 0 and νk(θk) = 02
for the steady-state angle satisfying (14), the conditions
(14) hold for if,k = 0, vf,k = 0 and any angle θk. The
mechanical torque τm,k = Dkω0 only compensates for
the losses in the generator. In contrast, ω0 = 0 implies
νk = 02 for any any θk and the steady-state conditions
hold for any if,k and any angle θk. In this case, τm,k = τe,k
holds the rotor in place (i.e., ωk = 0). Clearly these cases
do not define sensible operating points. 
In the next section, we establish a connection between
the results of Theorem 5 and nodal current balance (or
power flow) equations typically used to determine the
desired operating point of power systems.
3.4 Nodal Balance Equations
In practice, the desired operating point of power sys-
tems is determined based on nodal current balance (or
power flow) equations and found via, e.g., load flow anal-
ysis and generation dispatch optimization. In the follow-
ing, we show that the nodal current balance equations
fully characterize the steady-state behavior of the overall
power system, i.e. for every solution of the nodal balance
(or power flow) equations there exists a corresponding
synchronous steady-state behavior.
The set Pω0 describes the nodal current balance equa-
tions Kundur (1994):
Pω0 := {(is, v) ∈ Rnp | (−is, 02nl) = YNv } . (19)
Here Yv = Yl(v)+ω0JvC is the matrix of shunt load ad-
mittances, ZT = RT + ω0JTLT is the matrix of branch
impedances, YN = Yv+ EZ−1T E⊤ is the network admit-
tance matrix, and ZT is invertible for all ω0 ∈ R≥0.
Theorem 7 (Nodal current balance equations)
Consider the sets Sω0 and Pω0 defined in (13) and (19).
If the nodal balance equations are not satisfied, i.e.,
(is, v) /∈ Pω0 , then there exist no states (θ, ω, i, iT ) and
no machine inputs u such that (θ, ω, i, v, iT , u) ∈ Sω0 .
Conversely, for every (is, v) ∈ Pω0 there exist (θ, ω, i, iT )
and u such that (θ, ω, i, v, iT , u) ∈ Sω0 .
PROOF. Consider iT = Z
−1
T E⊤v. It follows that
(is, v, Z
−1
T E⊤v) /∈ Nω0 for all (is, v) /∈ Pω0 . Moreover, by
definition ofNω0 it follows that there cannot exist is such
that (is, v, iT ) ∈ Nω0 for iT 6= Z−1T E⊤v. In other words,
for (is, v) /∈ Pω0 , no iT exists such that (is, v, iT ) ∈ Nω0 .
Considering Theorem 5, it directly follows that there
exist (θ, ω, i) and u such that (θ, ω, i, v, iT , u) ∈ Sω0 only
if (is, v) ∈ Pω0 . Next, for every (is, v) ∈ Pω0 it holds
that (is, v, Z
−1
T E⊤v) ∈ Nω0 . Considering Theorem 5, it
follows that for every (is, v) ∈ Pω0 there exist (θ, ω, i)
and u such that (θ, ω, i, v, iT , u) ∈ Sω0 holds. 
Theorem 7 shows that for every non-trivial solution (i.e.,
with non-zero currents and voltages) to the nodal cur-
rent balance equations there exists a corresponding non-
trivial steady-state behavior of the power system.
Remark 8 (Power flow equations in polar coordi-
nates) The standard power flow equations (studied in,
e.g., Dib et al. (2009)) can be recovered from Pω0 by mul-
tiplying the nodal balance equations (19) by v from the
left and rewriting the resulting equations in complex pha-
sor notation. 
4 Main Result and Discussion
Theorem 9 (Steady-state operation) Consider the
power system dynamics (5), a solution (is, v) ∈ Pω0 to
the nodal current balance equations, and iT = Z
−1
T E⊤v.
The power system operates in steady state if and only if:
(1) the machine state (θ, ω, i), the input u, and (is, v)
satisfy (14),
(2) the input u is constant,
(3) the load model can be written as il,k = Yl(‖vk‖)vk.
Theorem 9 combines necessary and sufficient conditions
to ensure steady-state operation of the detailed first-
principles power system model proposed in Fiaz et al.
(2013). It shows that several steady-state conditions
which are commonly assumed to be sufficient in the
analysis of power system are, in fact, necessary and
sufficient for synchronous and balanced steady-state
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operation. In other words, any power system control
strategy and any load model necessarily need to satisfy
the conditions given in Theorem 9. Conventional dis-
patch optimization and generator control strategies such
as speed droop control, automatic voltage regulators,
all implicitly meet these specifications in steady state.
Moreover, the steady-state specifications for the gener-
ators justify assumptions, such as constant excitation
current, which are often made in the stability analysis of
multi-machine networks (Caliskan and Tabuada, 2014)
even when the power system is not in steady state.
Our analysis and rigorous definition of synchronous bal-
anced steady-states via the set S can be seen as starting
point for multi-machine power system stability analysis
and control design which avoids the inherent difficulties
of using local rotating coordinate frames (i.e., local dq
frames) for each device. While such rotating coordinate
frames are convenient for a single generator they severely
complicate the stability analysis for multiple generators
(Caliskan and Tabuada, 2017). In contrast, our defini-
tion of a synchronous steady state does not require ro-
tating coordinates frames. Moreover, we fully character-
ize the class of static load models which are compatible
with synchronous and balanced steady-state operation
and thereby narrow down the class of load models to
be considered in stability analysis. Finally, the approach
used in this work is directly applicable to characterize
the steady-state and steady-state control inputs of low-
inertia power systems with renewable generation inter-
faced by power electronics (Groß and Do¨rfler, 2017).
5 Conclusion
In this paper, we provided results on the steady-state be-
havior of a nonlinear multi-machine three-phase power
systemmodel including nonlinear generator dynamics, a
dynamic model of the transmission network, and static
nonlinear loads. The steady-state behavior considered
in this work is defined by balanced and sinusoidal three-
phase AC signals of the same synchronous frequency. In
the literature on power systems it is often assumed a
priori that the power system admits such a steady-state
behavior if the field current and mechanical torque in-
put are constant, the nodal current balance (or power
flow) equations can be solved, and specific load models
are used. We show that all of these conditions can be
constructively obtained from first-principle and are, in
fact, necessary and sufficient for the power system to ad-
mit synchronous and balanced steady-state behaviors.
Extending the results to include power converters gives
rise to non-trivial internal models for power converter
control and is the focus of ongoing work.
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