Abstract-We present a least squares method for dynamic correction of biases induced by temperature variations when very high precision is required. This method is based on a simple dynamic model allowing to take into account the macroscopic effects of complex underlying thermal phenomena inside the device.
I. INTRODUCTION
In general, high precision devices, such as MEMS devoted to metrology applications for example, need to include algorithms allowing to correct biases resulting from variations of the ambient temperature. Most of time, static corrections are involved, which means that the ambient temperature (measured by means of a sensor) is supposed to be also the temperature at any point of the device itself. This is of course not exactly true because the ambient temperature is never strictly constant and so, due to the complex distributed nature of physical objects, the temperature inside the device evolves following a complex diffusion equation. So, when measuring any physical quantity (for example a voltage) on the device under consideration, small residual fluctuations due to temperature variations remain in spite of the static correction, because dynamic thermal phenomena are involved, which cannot be described by means of a static correspondence.
In some cases, when very high precision is required, it can be judicious to envisage to build some dynamic corrections, elaborated from a suitable dynamic treatment of the temperature data, in such a way that the macroscopic effects resulting from the distributed evolution of the temperature inside the device can be taken into account, and then corrected.
In this paper, we present a method devoted to such a dynamic correction.
II. RECALLS ON STANDARD (STATIC) POLYNOMIAL

CORRECTION
Consider a quantity U (to be measured), linked to the ambient temperature T through a static relation of the form:
The aim is to correct the effect of the temperature T , that is to get an (if possible optimal) estimation of the quantity
, where T 0 is chosen a priori as the reference temperature. If f is regular (which is the case in concrete situations), U can be expressed following the Taylor development around T 0 :
that is, if we consider that terms beyond the n th order are negligible:
So if the coefficients a i have been previously accurately estimated (from experimental measurements) and T is known, the bias induced by sufficiently slow temperature variations around T 0 can be corrected thanks to the relation:
Indeed, when U is measured N times with some additive zero mean noise w, we then haveŨ k = U k + w k , k = 1 : N and so, we get the correction relation:
An estimate of the unknown quantity U 0 can then be obtained by filtering the dataŨ 0k , for example by:
We then have from (5) and thanks to the law of large numbers:
so, the estimateÛ 0 is convergent and unbiased: the effects of temperature variations have been corrected. Finally, if the unknown quantity U 0 is not exactly constant but presents some very slow (and small) variations, it can be pursued for example by means of the following moving average estimate based on the corrected dataŨ 0,k :
with the following residual estimation noise (inherited from the measurement noise):
Preliminary estimation of the correction coefficients from experimental data The correction coefficients a i are estimated from experimental data, whose number must be sufficiently large to make the residual estimation error negligible. In practice, this step can be very long, particularly if measurement data are significantly corrupted by noise. The classical estimation of coefficients a i from dataŨ k , k = 1 : K is in general obtained from the least squares method, that is by solving the problem:
this problem is rewritten under the matrix form:
and the optimal solution a * = (a * i ) is classically given by:
with ε 0 a small parameter devoted to numerical conditioning of the matrix inversion.
III. PRECISE CORRECTION OF BIAS FROM IDENTIFIED DYNAMIC THERMAL TRANSFER
A. Dynamic influence of the ambient temperature on a physical quantity
In practice, a physical system such as a MEMS with its environment is a distributed system: when the ambient temperature T is not constant, the temperature of the system cannot be a simple scalar: it becomes a scalar field θ(t, x), where each (vector) value of the spatial variable x is associated with a particular physical point of the system. If the variations of T remain small, the evolution of the field θ is theoretically governed by a complex but linear partial differential equation with input T (t), of the abstract form:
where A(∇) is a second order linear differential operator, associated with suitable boundary conditions, and B is the input operator describing how the exterior temperature T acts on the evolution of θ. Because equation (14) is in general defined on t > t 0 , the initial condition must be added in order to get a well-posed problem:
Except in some ideal simple cases, such an equation is in practice impossible to formulate explicitly, due to the complexity of any physical system.
Similarly, a quantity U relating to the physical system under consideration and depending at first sight on T only, depends in general on the whole field θ. As in the ideal static cases, this dependence can of course be nonlinear, in such a way that we have formally:
where F is a nonlinear spatial operator. So, the quantity U appears as an output of (14) and the dynamic (nonlinear) transfer T −→ U is then resulting from the input-output correspondence defined by (14,16).
In most of cases, the evolution of T (t) is slow and it can be considered that the difference |θ(t, x)−T (t)| can be neglected and then, the static approach previously described can be used. In some cases however, namely when very high precision is required, small differences between θ(t, x) and T (t), which result from the dynamic nature of equation (14), can generate some significant residual biases which cannot be suppressed by static correction. In such cases, the static model (3) is no more sufficiently accurate and a dynamic correction is needed.
B. Dynamic correction of bias resulting from temperature variations
This correction method is based on an explicit and universal differential model of the dynamic transfer (14,16), as described here-after 1 . First, thanks to the linear and diffusive nature of equation (14), a generic 1D diffusive input-state equation is used to model the underlying thermal dynamics. By assuming for simplicity that the mean ambient temperature is T 0 = 0, this model is:
On the other hand, from linearity, the contribution of the initial condition θ 0 is separately expressed from the exponential family:
note that the function (t, ξ) → ψ(t, ξ) + ψ 0 (t, ξ) is solution of (17) with initial condition ψ 0 (ξ) in place of 0. We then define the function:
which expresses the difference between the ambient "static" temperature and the dynamic field ψ(t, ξ) + ψ 0 (t, ξ); this function will be devoted to dynamic correction. From ψ (the solution of (17)) and ψ 0 , we can then model the unknown dynamic transfer T → U under the form U = G(T, Ψ) with G a suitable nonlinear operator; a generic formulation of G is the following:
where the coefficient a i and the functions μ i allow to synthesize from T (t) and the field Ψ(t, ξ) a wide class of nonlinear transfers. Thanks to the nice properties of equation (17), an approximated synthesis with only a few Ψ j (t) := Ψ(t, ξ j ), ξ j > 0, of the form:
will be in practice sufficient to get accurate approximations of the dynamic nonlinear transfer T → U . Finally, if the temperature variations are sufficiently small (this will be the case in the problem studied in the next section), the cross terms Ψ j Ψ j , Ψ j Ψ j Ψ j , etc., can be neglected and the following simplified synthesis will be yet sufficient to get significant improvement compared to the static model (3):
in such a way that (22) can be rewritten, from (18) and with ν j := μ j ψ 0 (ξ j ), under the following form in which all the correction parameters a i , μ j , ν j are linearly involved:
(23) Algorithm for dynamic correction Similarly to the static case, when U is measured at times t k = kΔt with some additive zero mean noise w k that isŨ k = U k +w k , and thanks to the fact that e −ξj t k → 0 when k → +∞, we finally get the asymptotic dynamic correction formula, suitable for large k (NB: the correction coefficients are a i , μ j ):
where the quantities ψ j,k , on which is based the dynamic correction, are computed from the temperature data T k via the following discrete-time dynamic relation deduced from integration of (17):
Finally, exactly as in the static case,Ũ 0,k = U 0 + w k and so, estimatesÛ 0 orŪ 0,k of the quantity U 0 can yet be taken as:
we have yet, from (24) and thanks to the law of large numbers:
Preliminary estimation of the correction coefficients from experimental data The correction coefficients a i , μ j , ν j are estimated from experimental data whose number must be sufficiently great to get negligible estimation errors. This estimation from data (with noise)Ũ k , k = 1 : K is obtained again by means of the least squares method, by minimizing with respect to a i , μ j , ν j ∈ R the quantity:
which can be rewritten under matrix form, with
the solution (a * , μ * , ν * ) of which is given by:
IV. APPLICATION TO A HIGH PRECISION VOLTAGE REFERENCE BASED ON AN ELECTROSTATICALLY ACTUATED MEMS
In the sequel, we present some experimental results obtained by use of the method described above. The physical system under consideration is an electrostatically actuated MEMS devoted to the construction of a voltage reference of high precision and stability. From the electrical point of view, it is simply a variable capacitance in which the electrostatic force is opposed to the one of a mechanical spring between the two electrodes. So, there exists a so-called pull-in voltage, beyond which the mechanical force is no more able to balance the electrostatic one: this defines the reference voltage, which is determined by the only mechanical design of the MEMS [11] , [8] , [9] .
For stability tests, the electrical environment of the MEMS is shown (in a simplified form) in Fig. 2 . The DC voltage applied between the MEMS electrodes is chosen slightly less than the pull-in voltage. Variations of the ambient temperature generate variations of the electrical capacitance of the MEMS (around 10pF) and therefore variations of the measured AC voltage.
In order to evaluate the long time stability of the electrical characteristics of the device and its electrical environment, it is necessary to correct these voltage variations. However, due to the particular geometry of the MEMS whose desired electromechanical properties result from a complex design with very thin spring suspension of the mobile electrode (see Fig. 1 ) and also to the imperfections of the other associated devices (see Fig. 2 ), we can expect that large time constants are possibly involved in the influence of temperature on the AC voltage measurement. In such a case, the temperature cannot be uniform in the whole system if the ambient temperature variations are not sufficiently slow. Taking into account that very high precision is required, the dynamic correction presented above has therefore been implemented for a better correction. The efficiency of the method is illustrated by comparing the results with those obtained from standard static correction.
The measured data are shown in Fig. 3 ; the sample period is Δt = 15s. Significant variations of the AC voltages are visible; they mainly result from ambient temperature variations. For static correction, we have taken n = 1 (linear correction) or n = 2. For dynamic correction, J = 6 time constants 1/ξ j have been used.
In Fig. 4 , we can see both the measured data and a dynamic
, where a 0 is the estimate of the exact (unknown) AC voltage U 0 . The correction is then subtracted to the measured data to get the socalled residual variations. These residual variations are shown in Fig. 5, 6 , either non smoothed, or smoothed by means of a standard moving average filter. We can clearly see that a significant improvement is obtained from dynamic correction.
Evolutions of the temperature T and the "auxiliary temperatures" ψ j +ψ 0,j are shown in Fig. 7,8,9 . In Fig. 10 , we can see the contribution to these evolutions of the terms inherited from initial conditions, that is: ψ 0,j (t k ) = As clearly highlighted by these quantitative results, dynamic correction can in some cases generate significant improvements. Some residual variations remain after correction; they probably cannot be entirely induced by noises only. Indeed, great deviations of Ψ j (t) sometimes appear (see Fig. 11 ), which suggest that the only linear part of the dynamic correction is possibly no more sufficient in such cases. So, it could be judicious to involve higher order (nonlinear) terms of the series (21), in particular quadratic ones: μ 2,j,j Ψ j (t) Ψ j (t). This will be studied in a further work, with a new set of data devoted specifically to this problem. 
