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ABSTRACT 
 A theory is presented for radiation damping (RD) in the toroid cavity NMR detector, a 
cylindrically symmetric inhomogeneous-rf field detector in which the magnitude of B1 is inversely 
proportional to the distance from the cylindrical symmetry axis.  The equations of motion of the 
magnetization components are obtained and discussed.  Numerical simulations of conventional- and 
composite-pulse experiments are presented, along with a discussion of the effects of RD on the 
evolution of magnetization.  Preliminary simulations of RD in the presence of inhomogeneous 
linebroadening are also presented.  The signature effect of radiation damping in the TCD is the 
winding or unwinding of magnetization gratings that has recently been observed by other 
researchers.  The observed magnitude of the effect is linked to the effective filling factor, which 
currently appears to be limited by the stray inductance of the detection circuit.  The results are of 
interest in connection with recent findings regarding the interaction of RD with the dipolar 
demagnetizing field. 
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The term “radiation damping” (RD) refers to the interaction of an ensemble of spins with the 
magnetic field induced by the Free Induction Decay (FID) current.  This interesting phenomenon 
was identified and studied in the early days of NMR.1  In 1954 Bloembergen and Pound explained 
RD on the basis of a nuclear induction model.  Two coupled circuits were envisioned, one being the 
electrical circuit of the probe and the other consisting of the rotating magnetization itself.  This basic 
idea was extended and simplified by Bloom,2 who, using the conservation-of-energy argument, 
introduced modified Bloch equations to take into account the effect of the RD field.  For several 
decades RD was considered to be little more than a minor nuisance by spectroscopists.  However, 
later it was realized that RD is essential for the detection of NMR signals.3  In recent years strong 
RD effects have been observed in numerous experiments, and there has been a resurgence of 
interest.4-6  Since the magnitude of the effect is proportional to the quality factor of the circuit, the 
filling factor of the coil, and the equilibrium nuclear magnetization of the sample, and increases as 
the homogeneity of the static magnetic field is improved; it is in fact difficult to ignore RD for 
aqueous samples in modern high field spectrometers. 
Here we primarily consider the case where the static magnetic field is perfectly 
homogeneous.  In the nuclear induction picture, the FID current induces a feedback rf magnetic field 
that precesses at the frequency of the nuclear magnetization but has a phase delay of 90o.  Therefore, 
a common manifestation of the feedback field is the return of the magnetization to the equilibrium 
position in a time much shorter than T1.  Often the RD time constant, TRD = 2/(γQfµ0M0), is 
introduced, where Q is the quality factor of the rf circuit, f is the filling factor of the coil, and M0 is 
the equilibrium magnetization per unit volume.  For a single-pulse experiment with homogeneous B0 
and B1, TRD describes the exponential return of the tangent of θ/2 to its equilibrium value of 0. 
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Radiation damping is a misnomer since this is a completely coherent process.  At least in 
homogeneous B0, the evolution of magnetization can be reversed by applying an appropriate rf 
field.7-11  Furthermore, the feedback-driven return of the magnetization to thermal equilibrium in 
every volume element simultaneously only occurs in the special case of a homogeneous B0 and a 
homogeneous rf feedback field.  In the general case the torque on the magnetization vector is 
position-dependent, and the terminal distribution of magnetization is not necessarily that of thermal 
equilibrium. 
In this work we are specifically concerned with the consequences of RD in the presence of 
inhomogeneous rf fields.  The toroid cavity detector (TCD)  provides an important example where 
the inhomogeneous rf field is well characterized and has a simple analytic form.  A single rf pulse of 
duration tp winds a grating of magnetization whose z-amplitude is proportional to cos(γAtp/r), where 
A, the toroid constant, is a characteristic of the rf circuit and the TCD.12  Composite pulses, which 
rotate magnetization approximately uniformly across r, have also been developed for the TCD.  
These allow the TCD to be used much like a conventional NMR detector.13  Furthermore, the TDC 
permits magnetization in the sample to be imaged so that the spatial distribution of RD effects can be 
assessed.  In section “Radiation Damping in the TCD” we derive equations for the evolution of 
magnetization in the TCD under the influence of RD.  Also, numerical simulations are presented for 
two special cases that clearly illustrate the effects of RD.  In one of these, a magnetization pattern 
prepared by an initial rf pulse (either “normal” or composite) evolves for different lengths of time 
under the influence of RD and is then imaged through the use of a variable-length rf pulse.  In the 
case of a “normal” initial rf pulse, the calculated images clearly show that a negative or positive FID 
leads to the winding or the unwinding of the magnetization grating, respectively.  We also show that 




The other type of simulation concerns magnetization recovery in experiments involving 
composite 180° and 90° rf pulses.13,14  The recovery curves are found to depend on the relative 
contributions of spin-lattice relaxation and RD.  Experimental recovery curves are expected to be 
sensitive to RD, and simulations suggest that the product of the quality factor and the filling factor 
can be determined from the fit of complete  experimental curves (i.e. FID current vs time) to theory, 
as well as from their initial slope.  
We note that an experiment to detect the effect of RD on magnetization gratings in TCDs 
was previously suggested and was attempted at 250 MHz  without success.15  Recently, convincing 
evidence of RD effects on images and longitudinal relaxation in a TCD at higher frequency (400 
MHz) was reported by ter Horst, et al.14 That work motivated some of the simulations presented 
here. 
RADIATION DAMPING IN THE TCD 
The TCD is a small conducting can with a central conductor that is insulated from one end 
and makes contact with the other as shown in Fig. 1.  An important feature of the TCD for this 
derivation is that the amplitude of the rf field in the cavity is given by B1 = A/r  where A is the toroid 
constant and r is the distance from the cylindrical symmetry axis.  The volume of the cavity is Vc = 
πhc(rmax2-rmin2) where rmin, rmax, and hc are the radius of the central conductor, the inside radius of the 
can, and the interior height of the cavity, respectively.  If a cylindrical sample is restricted to a 
volume smaller than that of the cavity by NMR-inactive sleeves and endplates, the sample volume 
becomes Vs = πhs(r22-r12) where r1 ≥ rmin, r2 ≤ rmax, hs ≤ hc. 
In the following we assume a single resonance line and a homogeneous B0 field, unless 
otherwise stated.  However, no assumptions are made about relaxation times, and the homogeneous 
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line shape is not necessarily narrow.    Also, we take the rf field to be on-resonance so that both the 
rf carrier and the Larmor frequencies are equal to ω0.  As previously described, the oscillating rf 
field is tangent to the circular field lines illustrated in Fig. 1.15  We choose the local laboratory 
coordinate frame XYZ so that, at any point, the X-axis is also tangential to the rf field lines and the 
Y-axis is in the radial direction.  The oscillating rf field is resolved into counterrotating B1 
components and only the one rotating with the same sense as the nuclei of interest is retained.  The 
x-axis in the rotating frame is defined to be collinear with the rotating B1 field; and Mx, My, and Mz 
are the position-dependent local magnetizations in the rotating frame.  The array of laboratory frame 
orientations does not introduce any complications compared to the homogeneous-B1 detector, 
because the rotating-frame orientations of fields and isochromats are the same at any given value of 
r.  Finally, the magnetic moment of the sample is denoted by Ms = M0Vs where  M0 is the 
equilibrium magnetization.  For consistency all expressions in the following derivation are given in 
SI units. 
The essence of Bloom’s argument is that the energy dissipated by the current flowing in the 
detector circuit must come from the sample’s M⋅B reservoir.  The original derivation,2 applicable to 
the homogeneous-B1 detector, can be summarized as follows.  The (uniform) rotating transverse 
magnetization M+ produces a feedback field BRD = kM+ that lags the magnetization by 90o, where k 
is a proportionality constant.  The field BRD causes the return of longitudinal magnetization to 
equilibrium at the rate γkM+2, with the resulting rate of dissipation of energy being equal to 
ω0BRD2VSample/k.  On the other hand, the energy released must be dissipated as Joule heat by the 
current Imax = 2BRD/µ0n flowing through the detector circuit of resistance R = ωL/Q = 
ωµ0n2VCavity/Q.  Here, n is the number of turns in the solenoid coil and VCavity is the cavity volume.  
The rate of Joule dissipation equals 2ω0BRD2VCavity/µ0Q.  Equating the release and dissipation rates 
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yields k = Q f µ0/2. 
We proceed by analogy with Bloom’s derivation  and define the FID for the sample as the 









x y x y
s h r
FID  (  t ) =  M r z  dr dz
h −
∫ ∫  (1) 
where the 1/r sensitivity factor demanded by the principle of reciprocity cancels the r factor in the 
differential volume element.  This definition is valid for both on- and off-resonance cases.  In the on-
resonance case, FIDx ≡ 0 and FIDy can be defined in terms of only the radial integral in Eq. (1).  
Whenever FID is used without a subscript, it means FIDy.  Immediately after the on-resonance 
preparation pulse, My can be viewed as My(r) = M0g(r), where the distribution function g(r) is 
determined by the nature of the preparation pulse and preceding evolution of M. For example, a 
single rf pulse of length tp produces a magnetization helix with the wavevector q = γAtp/r2 and g(r) = 
sin(qr), while a perfect 90°composite pulse gives g(r) = 1. 
On-resonance, the FID current in the detector circuit induces a feedback “ringing” field BRD 
in the cavity that is polarized along x (-x for positive FID, +x for negative FID) in the rotating frame:  
 ( , ) ( )RD y
kr t  =  FID tB r
 (2) 
The feedback field in Eq. (2) leads to radiation damping terms of the type:10 




d  k M M=   FID t
d t r 
γ⎛ ⎞ −⎜ ⎟⎝ ⎠  (3) 
 ( ) ( )yz x x y
RD
 k d  k MM M =   FID t   FID t
d t r r 
γγ⎛ ⎞ +⎜ ⎟⎝ ⎠  (4) 
 
As the torque exerted by BRD on M is position-dependent, RD cannot be viewed as being 
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driven by My as opposed to the FID current, as it is often done for homogeneous-rf detectors.  To 
determine k, we consider dissipation of energy in the coupled sample-circuit system.  On one hand 






d M= B  d VP d t∫  (5) 
Then combining Eqs. (2), (3), and (4) and introducing dVs = hs(2πr)dr we obtain: 
 20 ( )Sample s y= 2  k  FID thP π ω  (6) 
At the same time the dissipation of energy in the circuit is given by 
 max0 /Cavity =  QUP ω  (7) 





1=  B r  dVU 2 µ ∫  (8) 
It should be noted that Eq. (7) implicitly contains the assumption of “overdamped current”.  The 
applicability of the assumption has been discussed in the literature,16 and it is widely viewed to be 
adequate when dealing with radiation damping in NMR detectors.  Bmax(r), the maximum value of 
the oscillating field, is equal to 2BRD, and using Eq. (2) we find that: 
 
2
2 2 20 0
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is used to make the transition from integration over the volume of the cavity to the volume of the 
sample.  This definition of  f0 is valid if the circuit inductance is confined to the cavity, i.e. there is 
no stray inductance.  Conservation of energy dictates that PCavity = PSample, from which the value of k 





Q f  k = r2  
r
µ  (11) 
THE EQUATIONS OF MOTION 
When relaxation can be neglected, it is convenient to present Eq. (4) in polar coordinates.  
Defining the longitudinal magnetization as M0cosθ(r) and assuming that the length of the 













  Q  f   d  = -   = -   M       d rB rd t 2 r  
r
γ µθ γ θ⎛ ⎞⎜ ⎟⎝ ⎠ ∫  (12) 
Calculation of the initial rate of change of θ with typical experimental parameters suggests 
that radiation damping in the TCD should be easily observable.  However, one factor not explicitly 
considered in the preceding derivation is the stray inductance, i.e. inductors in the detector circuit 
other than the TCD itself.  The presence of stray inductors leads to the value of f being lower than 
the “geometric” value f0.17  Strictly speaking, integration in Eq. (8) should be performed over all 





Lff 0≈                                         (13) 
where f0 is given by Eq. (10) and LTCD, LT are inductances of the TCD and the entire detector circuit, 
respectively.  Thus, f0  is the maximum possible filling factor corresponding to the zero stray 
inductance.  Equation (13) is impossible to evaluate exactly because of the fact that configuration of 
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stray inductors is rather arbitrary, which precludes exact analytical integration of B12 over entire 
space.  Considering that the inductance of the cavity itself is very small (nanohenry range), it is 
conceivable that the stray inductance may be several orders of magnitude greater than LTCD.  
Therefore, the values of (dθ/dt)RD obtained with Eq. (12) may greatly overestimate its realistic 
experimental values.  In fact, failure to detect RD in any of our own experiments leads us to believe 
that the LTCD/LT ratio of the currently available TCDs is significantly lower than one.  Experimental 
estimates of f based on our15 and other researchers’14 results are presented in later sections. 
Next we analyze the equations of motion to determine how radiation damping in the TCD 
can be detected and an estimate of the filling factor can be obtained experimentally.  Since the 
magnitude of the feedback field is proportional to the FID, the former should be the greatest when 
magnetization throughtout the sample is in the transverse plane and aligned along the same axis.  
Therefore, we first focus on experiments involving a composite pulse followed by an evolution 
period, a composite 90o pulse being a special case.  Two ways of measuring the effect of radiation 
damping can easily be envisioned.  First (an approach proposed by Rex Gerald14), a radiation 
damping-analog of the inversion recovery experiment can be performed: θ0 – τ – 90o  – FID, carried 
out for a series of τ values, where θ0 denotes a composite pulse that rotates magnetization by a 
uniform angle θ0.19  Alternatively, the preparation pulse can be followed by a fixed evolution period, 
and the resulting radial distribution of magnetization can be imaged in the same way it is done in 
MAGROFI experiments.  Both pulse sequences are shown in Fig. 2. 
The analysis in this Section refers to the homogeneous-B0 situation, except for the paragraph 
containing Eqs. (25)-(27).  The term “magnitude of RD effect” is defined somewhat loosely, and its 
exact meaning depends on the experimental context.  In IR experiments, it means the extent of RD-
effected Fz recovery during the delay τ.  In grating experiments, it means the change in the tightness 
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of the grating during τ. 
Composite pulse experiments.  We first consider the “inversion recovery” experiment.  It offers a 
quick and convenient way of crudely estimating the magnitude of the radiation damping effect.   









F M r drτ τ= ∫  (14) 
Here, “Fz” refers to the integral of Mz immediately before the second MAGROFI pulse, while 
“observed FID” refers to the signal immediately following the second pulse.  Assuming that both 
pulses are perfect in that the rotation angle is spatially uniform, but making no assumptions about T1, 
the initial rate of Mz recovery is 
 ( )2 20 2 1 00 0
0 1
( )( ) sin 1 cosz k M r r MdM
r Td τ
γτ θ θτ =
−= + −  (15) 
Integration over r yields Fz.  Since experimentally detected FID is subject to an arbitrary scaling 
factor, Fz should be normalized by its terminal value Fz(τ = ∞) = M0(r2 - r1), which gives 
 2 0 00 0
10




d F Q fM
F d Tτ
τ γ µ θθτ =
−= +∞  (16) 
Experimentally, the quantity on the left is simply the initial slope of Fz recovery curve, normalized 
by its value at large τ.  Thus, as with a homogeneous-rf detector, measurement of the normalized 
initial rate of FID recovery at two or more values of Q enables one to observe the magnitude of 
radiation damping effect and to calculate the effective filling factor. 
 There are at least two serious assumptions used in this approach.  One is that of a perfect 90o 
pulse.  Even the best composite pulses provide the average rotation angle of less than 80o.13  Thus, 
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Eq. (16) describes the initial recovery rate in the real TCD only approximately.  A more accurate 
expression can still be obtained by integrating over the initial distribution of magnetizations, but this 
would remove the main advantage of this experiment, namely its speed.  The second assumption is 
that transverse magnetization present before the second pulse does not contribute to the FID.  
Normally, its contribution can be eliminated by means of phase cycling.  However, at the very 
beginning of the recovery curve Mz(τ) may be much smaller than M+(τ), and thus even small errors 
in transmitter phase settings would cause problems.  The use of a composite 180o pulse 
(corresponding to the average rotation angle of approximately 170o) may alleviate the second 
problem; however, the transverse magnetization in this case is smaller and may be insufficient to 
initiate measurable radiation damping.  In general, it is probably advantageous to choose for the first 
composite pulse the greatest rotation angle between 90o and 180o at which measurable RD effect can 
reliably be observed.  A procedure for building composite pulses of a potentially arbitrary rotation 
angle has been proposed by Levitt and Ernst19, and the hardware for producing small-increment 
phase shifts required for such pulses has also been described.20 
Still, a Qf value measured from the initial FID recovery rate may be subject to a considerable 
error.  Perhaps a better way to measure Qf is with the following grating formation experiment.  A 
composite θ0 pulse is applied, magnetization is allowed to evolve for a time τ, and then imaged.  By 






( , ) sin ' '( ', ')
rt
r
k Mr t dr dtr t
r
γθ θ θ= − ∫ ∫  (17) 
Thus, we can see that radiation damping winds a phase-shifted grating of magnetization from an 




( )( , ) cosz
b tM r t M
r
θ⎡ ⎤= −⎢ ⎥⎣ ⎦  (18) 
If the composite pulse is perfect, then the initial rotation angle corresponds to a phase shift in the 
RD-wound grating.  In the absence of relaxation, radiation damping proceeds by winding a grating 
until a zero-FID grating is reached.  We call this a “terminal grating.” 
Of course, Eq. (18) is too simplistic to be used for the determination of Qf.  Relaxation and 
the θ0 excitation profile also need to be taken into account.  This can be achieved by numerically 
simulating the evolution of magnetization in the presence of radiation damping, relaxation, and 
resonance offset from the initial rotation profile to fit the final grating.  Because parameters like T1, 
M0, and the composite pulse profile can be determined independently, Qf is the only variable 
parameter, which makes the fitting feasible.  General considerations suggest that the accuracy of the 
measured Qf should improve with the increasing number of nodes in the RD-wound grating, as well 
as with the increasing amplitude of offset-free grating.  
Conventional pulse experiments.  Another interesting case to consider is the proper MAGROFI 
experiment, when the initial rf pulse rotates the magnetization by an angle proportional to 1/r.  In the 
absence of relaxation, it is instructive to present (18) as the equation of motion along the coordinate 






 Q fd =   FID rd t 2  
r
γ µζ ζ⎛ ⎞ −⎜ ⎟⎝ ⎠  (19) 
 
RD RD
d FID d  FID =   
d t d t  
ζ
ζ
∂⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟ ∂⎝ ⎠ ⎝ ⎠  (20) 
 
where FID is given by Eq. (1).  Magnetization that has undergone radiation damping (but not 
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relaxation) can always be refocused by application of on-resonance rf pulse of appropriate duration 
and power.  The direction of RD-driven motion along ζ is determined by the sign of the FID.  When 
FID is positive, the motion is towards smaller ζ (looser grating), and when FID is negative, the 
motion is towards greater ζ (tighter grating). 
As a grating is being wound or unwound by radiation damping, the nodes of the grating shift. 
Following an rf pulse of length tp, z-magnetization is given by M0cos(γAtp/r) and its nodes are at  
 ( )1/ 2
p
n
A t = r  n + 
γ
π  (21) 
where the limits of n are dictated by the values of rmin, rmax.  Using Eq. (12), we find that radiation 








Q f   d rr  = -   FID trd t 2 A   t r
µ  (22) 
Of course, when applying Eq. (22) to experimental gratings with longitudinal relaxation, the T1 
offset should be subtracted from the image.  
Once again, it should be noted that Eqs. (12), (19), and (20) treat radiation damping alone, 
neglecting relaxation and dephasing.  While they are instructive since they help us understand the 
process of radiation damping in the TCD, realistic quantitative estimates should be obtained by 
integrating the three Bloch equations that include radiation damping  as well as relaxation and 
precession terms. 
Stability of radiation damping was briefly discussed in our previous paper,15 where it was 
noted that every other node of the interferogram constitutes a stable point.  This is illustrated in Fig. 
3.  Two types of interesting situations exist here: (I) ζ 0 is very close to a node, and the node lies in 
the direction of motion suggested by Eq. (22), and (II) the direction of RD motion is away from the 
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nearest node.  Examples of (I) are when ζ 0 is on either side of even nodes, while situation (II) takes 
place when ζ0 is on either side of or exactly on an odd node (ζ = 0 being node numbered 0).  It is 
clear from Eq. (22) that radiation damping ceases when the system reaches the nearest interferogram 
node in the direction of the motion.  If noise should cause the crossing of the node, the system would 
be quickly returned to it, as long as the noise is small compared to the FID.  Therefore, any even 
node constitutes a stable point.  On the other hand, odd nodes are unstable and present a situation 
where noise could seed radiation damping.  If the system is exactly on an odd node, the direction of 
motion would be determined exclusively by noise.  This is similar, although not identical, to RD in 
the solenoid where stability of the nodes also alternates between even and odd nodes (θ = 0 being 
considered the first even node).21 
Another interesting observation regarding interferogram nodes also comes from a 
comparison of the TCD with the conventional detector.  In the latter, extrema of the volume integral 
of Mz correspond to nodes of the signal, i.e. the two sets occur at the same values of θ.  This is also 









A t = 2      r d rh r
γπ ⎛ ⎞Ω ⎜ ⎟⎝ ⎠∫  (23) 









A  t = - 2    A    d rh t r
γπ γ∂ ⎛ ⎞Ω ⎜ ⎟∂ ⎝ ⎠∫  (24) 
and from comparison of Eqs. (1) and (24) it becomes clear that extrema of Ω z and nodes of the 
signal occur at the same values of γAtp. 
 The compact equations of motion, Eqs. (19) and (20) (valid in the absence of relaxation), 
can be easily extended to the inhomogeneous case.22  With the rotating frame components defined as 
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Mx = M0 sinθ sinφ and position-dependent Larmor frequencies ωz = ωz (r), the relaxation-free 
equations of motion take form  
 RD
) = - (r) cos ( )
d t
d (θ ω φr r  (25) 
 [ ] [ ]z RDd ( )  = ( ) + (r) cot sin( ) ( )d t
φ θ φω ωr r r r  (26) 
 
where 
 [ ] [ ]0 0
2
1




 Q f Mr  =    r4  r   h r
γ µω θ φ
π ∫  (27) 
Just like Eqs. (12), (19), and (20), these equations are useful mainly for the qualitative understanding 
of radiation damping in the TCD.  In the last part of the next section, we discuss some of the effects 
of B0 inhomogeneity on radiation damping.  That discussion refers to Cartesian Bloch equations-
based simulations, as described in the next section, rather than Eqs. (25)-(27). 
NUMERICAL SIMULATIONS. 
 In this work, we investigate radiation damping in the TCD by numerically simulating the 
evolution of magnetization in some common TCD experiments.  First, we discuss technical details of 
the numerical simulations used; then specific simulations are discussed. 
Computational methods.  The simulations are based on the Bloch equations which include the 
radiation damping terms (3) and (4).  Typically, only RD and relaxation are considered during free 
evolution periods.  Diffusion is presumed insignificant for the loose gratings treated here and is 
always neglected.  Unlike the case of homogeneous rf fields, the Bloch equations in the TCD are 
always radial position-dependent.  Therefore, the evolution of magnetization has to be computed 
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separately at each observation point, and the FID is obtained by integrating the transverse 
magnetization over the radial dimension.  The 3×N Cartesian Bloch equations for the N observation 
points are solved simultaneously by means of the Bulirsch-Stoer algorithm.23  The size of the time 
step was controlled by an adaptive step size driver, but was limited to 1/1000th of the overall 
evolution time.  This was done primarily to guarantee a minimum of 1000 reporting points.  
Bulirsch-Stoer integration was carried out in each time step to a predetermined convergence value 
(10-10 – 10-12).  The values of magnetization integrals (FID, as well as Fz and Ωz, as defined below) 
were recalculated and reported at the end of each step.  These were then used to construct the 
recovery curves shown in Figs. 4 and 7 and discussed in the following subsections.  Magnetization 
integrals were computed by means of summation over the observation points.  The number of the 
points was either predetermined (typically 1024) or calculated during runtime from the required 
integration accuracy (typically 10-6).  To accelerate convergence, the observation grid was made 
equidistant in 1/r, and the appropriate weighting was used when evaluating the integrals in Eqs. (1), 
(14), and (23).  The longitudinal magnetization grating was reported at the end of the evolution 
period.  The simulations were implemented in a Fortran program that runs in a DOS shell on a PC.  
The program was compiled using the Digital Visual Fortran vers. 6.0 compiler.  Minor modifications 
of the source code will permit it to be compatible with F77 and F90 language standards. 
 All of the homogeneous-B0 simulations presented here were carried out for B0 = 5.8717 T 
(1H frequency 250 MHz) and a 100% H2O sample at 298 K (proton M0 = 0.019 A/m, T1 = T2 = 1 s). 
 The TCD described in our previous work15 was used in the simulations (rmin = 0.8 mm, rmax = 7.4 
mm, hc = 24 mm, A and Q assumed to be 1.0 mT⋅mm and 100, respectively).  The sample was 
always assumed to fill the cavity completely, but a reduction of the effective filling factor f due to 
stray inductance was allowed.  The range of the filling factor probed in this work was 0.001 to 1. 
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 We have also created a version of the simulations program suitable for inhomogeneous B0. 
The rotating frame precession frequency was defined as a linear combination of gradients r through 
r6 and even gradients z2 through z8.  The position-dependent precession frequency was explicitly 
included in the Bloch equations.  The overall algorithm was the same as for the homogeneous-B0 
version, as were the equations of motion and the coefficient k.  The reduction of the magnitude of 
RD effect compared to the homogeneous-B0 situation resulted from faster disappearance of the FID 
associated with the dephasing of transverse magnetization.  Integration in Z was typically limited to 
8 grid points to make simulations feasible on an average PC.  However, radial integration was 
performed with the same or better accuracy as in the homogeneous case, which enabled us to 
observe evolution of magnetization gratings. 
Inversion Recovery simulations.  We consider inversion recovery (IR) simulations first because 
they provide insight into time evolution of the FID – the quantity that governs the process of 
radiation damping.  We assume throughout that the initial composite pulse rotates the equilibrium 
magnetization by a uniform angle θ0.  Although this assumption may seem unreasonable at first, its 
justification is obtained by deriving an analog of Eq. (16) for a distribution of initial rotation angles, 
θ(r) = θ0 + δ(r), where δ(r) á π/2 and 〈δ(r)〉 = 0.  A distribution of θ values adds a second order 
correction of magnitude  - 〈δ2〉 to the values of normalized Fz recovery rate relative to the uniform-θ0 
value.  Therefore, the assumption of a uniform θ0 is reasonable for treating integral quantities. 
We have simulated the Inversion Recovery experiment with the preparation pulse 
corresponding to 90o and 180o composite pulses.  The best composite pulses described for a TCD 
correspond to the effective average rotation angles of 80o (90o pulse) and 170o (180o pulse).13  For 
this reason, we use θ0 = 170o for the “180o” composite pulse.  However, θ0 = 90o rather than 80o is 
used for the “90o” composite pulse, because the former produces practically the same (within 2%) 
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signal intensity as the latter. 
Figure 4 shows the results of these simulations for the two θ0 values and several values of Qf. 
 As discussed above, Fz is the quantity converted into the FID by the second pulse and actually 
observed in the inversion recovery experiment.  The three rows of panes in Fig. 4 can be 
qualitatively characterized as corresponding to weak, intermediate, and strong radiation damping, 
the degree of divergence between relaxation-only and relaxation-and-RD recovery being used as the 
criterion for this classification.  Another way one can look at it is, whether the evolution can be 
visually divided into RD-controlled and relaxation-controlled parts.  Therefore, the quantity 
TθRD=2/γQfµ0M0sinθ0 [see Eq. (16)], which has the units of seconds, can be used as a characteristic 
radiation damping time following a specific composite pulse.4,24  One also has to keep in mind that it 
refers to the evolution of the integral Fz rather than the radial position-dependent magnetization. 
 Further similarities to the radiation damping in homogeneous-rf detectors are also apparent 
from Fig. 4.  For instance, the FID goes through a maximum when θ0 > π/2 and TθRD á T1.  In the 
intermediate-RD mode, time evolution of the FID resembles the hyperbolic-secant behavior 
observed in conventional coil detectors, and that of Fz is an S-curve.4  A particularly interesting 
parallel can be drawn between RD in the TCD and in the solenoidal coil in the presence of an 
inhomogeneous B0.  As can be seen in Figs. 4(c), (f), when radiation damping is strong, Fz can go 
through a maximum.  When relaxation is absent, Fz can reach a steady state which lies below the 
maximum.  Similar overshoots, without an explanation of their origin, have been reported for 
solenoidal coil RD when inhomogeneous linebroadening is present.6  In the case of a TCD, the 
explanation lies in the following.  Once RD has begun, it keeps winding a phase-shifted grating of 
magnetization [Eq. (18)] until the grating tightness corresponding to a zero FID is reached.  The 
statement about equivalence of interferogram nodes and extrema of Ωz [Eqs. (23) and (24)] holds for 
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phase-shifted gratings, as can be easily verified by differentiation of Eq. (18) with respect to t, but 
these do not necessarily correspond to extrema of Fz.  Thus, if the zero FID lies past the point where 
〈Mz(r)〉 is the most positive, Fz will go through a maximum.  In a situation like this, the 
magnetization at small values of r is pushed by RD past θ = 0, while the magnetization at large r still 
approaches θ = 0 from the positive direction.  Because the relative weight of small-r Mz is greater in 
Fz than in Ωz, this causes Fz to start decreasing, but does not necessarily do so for Ωz.  In fact, Ωz in 
the simulated IR experiments always increases, even if Fz goes through a maximum. 
 We have “measured” the values of Qf from the simulated plots of Fig. 4.  Each plot consists 
of 1000 points, and the initial slope was measured using points between 3 and 6.  The results are as 
follows: (a) 0.1 (actual value 0.1), (b) 2.995 (3.0), (c) 94.6 (100.0), (d) 0.994 (1.0), (e) 10.5 (10.0), 
(f) 144.9 (100.0).  The discrepancies originate from the fact that the first few points of a recovery 
simulation (2-4, regardless of the simulated time interval) are the ones most susceptible to error.  
The accuracy is greatly improved by shortening the simulated time interval so that more points fall 
within the initial linear region (for instance, for Fig. 4(f) we obtain 100.055 for Qf value by using τ = 
0.5 ms and 1000 reporting points). 
 It may also be difficult to determine the initial slope experimentally.  In this case, it may be 
preferable to measure Qf by fitting the entire recovery curve rather than using the initial slope.  This 
may be particularly advantageous when the curve has characteristic features, such as S-bends or 
maxima. 
 Because of the imperfection of TCD composite pulses discussed in the previous Section, the 
Inversion Recovery experiment does not appear to be the best way to measure Qf.  Still, it appears to 
be the best experiment when a quick estimate or a qualitative insight into the behavior of RD-
affected magnetization is desired. 
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Gratings forming after a composite pulse.  While recovery curves provide insight into the time 
evolution of integral quantities, analysis of the evolution of magnetization gratings enables one to 
understand radiation damping in the TCD on a more detailed level.  In this part of the discussion, we 
deal with the experiment of the type θ0 – τ – (RFI pulse), where RFI is an incremented-length rf 
pulse that images the longitudinal magnetization at the end of delay τ.12  Unlike IR experiments, 
which deal with integral quantities, the uniform-θ0 assumption is not appropriate in the analysis of 
experimental gratings, because a distribution of θ0 affects the forming gratings as a first-order 
correction.  Nevertheless, we use the assumption here, because the goal is to show the general trends 
of grating evolution rather than to analyze real gratings. 
The winding of a grating from a uniform magnetization has no analogs in the solenoid 
radiation damping.  This phenomenon is a good example of how RD can manipulate magnetization 
beyond simply returning it to thermal equilibrium.  (We note that, in the presence of inhomogeneous 
linebroadening, solenoidal coil RD also drives magnetization to a non-equilibrium terminal 
distribution.6)  Of course, in real experiments the concept of a terminal grating is somewhat fuzzy 
because of relaxation.  However, when RD is not weak, one can use the term approximately by 
dividing the evolution into regions dominated by RD and by relaxation.  The basis for this 
distinction is that, once the near-zero FID is reached, RD “runs out” and further evolution is 
controlled by T1. 
 Figure 5 shows simulated gratings forming after 90o and 170o composite pulses with τ = 0.5 s 
and a number of filling factor values.  Equation (18) fits all of the curves very well; the values of b 
have been determined by manual fitting and are shown in the caption.  Two interesting observations 
can be made here.  First, with large Qf values (f = 1), θ0 = 170o yields a tighter grating than θ0 = 90o. 
 A way to view this is that b is proportional to the integral of FID over t.  When relaxation is slow 
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compared to RD, magnetization rotates about the x axis, and this integral is clearly greater starting 
with θ0 = 170o.  But when relaxation dominates (low Qf), magnetization has a trajectory that's closer 
to the normal exponential decay.  Thus, the integral of FID here is dominated by the starting value, 
meaning that after θ0 = 90o the grating will be tighter.  
The second observation is that, at  f = 1, the value of b for θ0 = 170o is greater than that for θ0 
= 90o by a factor of more than 2.  This may seem counterintuitive, but the explanation appears to lie 
in the fact that the lifetime of RD is longer at θ0 = 170o, as evident from Fig. 4.  The FID never 
reaches the maximim value of that for θ0 = 90o, but the gain in duration and the “right” timing of the 
motion along the path lead to an additional gain in the value of the FID time integral.6  The formal 
explanation is obtained from the plots of signal intensity vs b for the two values of θ0; the first node, 
corresponding to the terminal grating, lies at b = 0.0066 m and 0.01475 m for θ0 = 90o and 170o, 
respectively. 
 The terminal values of b resulting from Bloch simulations (determined with T1 = T2 = ∞) 
following θ0 = 90o and 170o are 0.00659 and 0.01472 m, respectively (reached after approximately 
100 ms of evolution).  This is almost identical to the values determined from plots of S(b) and close 
to the two gratings in Fig. 5 with  f = 1.  Once again, this suggests that, under ideal conditions (no 
stray inductance) radiation damping should be easily observable in the TCD.  The fact that it is not 
suggests that the effective values of  f are considerably lower than unity. 
 Finally, it should be mentioned that interesting examples of grating evolution can be obtained 
by combining composite and normal rf pulses.  For instance, a composite pulse and a subsequent (-x) 
rf pulse create a phase-shifted grating of “negative” tightness (one corresponding to a negative value 
of b).  If the FID is positive following the rf pulse, the grating starts unwinding (i.e. the system 
moves in the direction of the positive b).  It will pass through b = 0 (corresponding to magnetization 
 
 22 
rotated by the uniform θ0 pulse) and will then proceed winding until it reaches the terminal tightness. 
 Although formally this is a trivial situation (the system always moves in the direction of the positive 
b), the RD-caused refocusing of magnetization at b = 0 opens a possibility of exploiting RD to 
manipulate magnetization in useful ways.6 
Gratings formed by “normal” rf pulses.  Evolution of single-pulse-wound gratings was briefly 
discussed in our previous work.15  There, we stated that the presence of a positive initial FID leads to 
the unwinding, and negative FID – to the winding of the initial grating.  In the absence of relaxation, 
this can be visualized as the motion of the system along the coordinate of the interferogram ζ (Fig. 
3), with the rate of motion being proportional to the FID, and each interferogram point 
corresponding to a certain tightness of the radial Mz grating.  Equations (19) and (20) provide a 
model for this process. 
Figure 6 shows simulated examples of grating evolution for a positive [6(a), tp = 26 µs, A = 
1.0 mT⋅mm, ζ = 0.0069 m] and a negative [6(b), tp = 77 µs, ζ = 0.02061 m] FID.  The effective 
filling factors are 0.01, 0.03, and 0.1 in Fig. 6(a) and 0.1 and 1 in 6(b).  In both panes, the solid line 
shows the initial grating.  For all “evolved” gratings, τ = 0.5 s, Q = 100, T1 = T2 = 1 s. 
These results show, once again, how pronounced RD effects in the TCD can potentially be, 
even with the partial cancellation of the FID, resulting from θ0 ∝ 1/r, and a moderate filling factor.  
The tightness of the gratings corresponding to  f = 0.1 in Fig. 6(a) and  f = 1.0 in 6(b) is close to that 
of the terminal gratings (which correspond to interferogram nodes 0 and 2, respectively; see Fig. 3).  
As expected from Fig. 3, given the same  f, the RD effect is more profound in loose gratings than in 
tight gratings. 
The offset and reduction in amplitude in evolved gratings are due to longitudinal relaxation.  
The lower amplitude of grating maxima in the evolved gratings compared to the initial ones, as well 
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as other minor deviations from the form sin(ζ/r), also originate from relaxation, namely from the 
convolution of relaxation-driven motion with radiation damping.  RD forces longitudinally aligned 
magnetization past θ = 0 until a zero-FID tightness is reached, thus preventing it from remaining at 
Mz = M0.  When relaxation is absent, the intensity of the shifting maxima remains constant. 
RD in the presence of inhomogeneous B0 .  As Augustine and Hahn have shown,6 the effect of a B0 
inhomogeneity on radiation damping cannot be adequately described by a shortened T2*.  In 
particular, they have shown that, by combining the effects of RD and inhomogeneous broadening in 
a homogeneous-rf detector, refocusing behavior can be achieved that is absent when the 
inhomogeneous broadening is replaced with a homogeneous T2 broadening of the same magnitude. 
 In this paper, we present only preliminary inhomogeneous-B0 simulations, aimed at revealing 
the possible effects of inhomogeneous linebroadening on the detectability of radiation damping in 
the TCD.22  Experiments involving RD-mediated refocusing, such as those discussed by Augustine 
and Hahn, will be the subject of a future study and presented elsewhere.  However, in light of 
Augustine and Hahn’s findings, we treat the inhomogeneous-B0 dephasing as a coherent process by 
explicitly including the position-dependent precession frequency into the Bloch equations. 
To reproduce a distribution of precession frequencies typical of a TCD, we used the gradient 
of the form ν(r,z) = 8×104 z2 - 5×1012 z6 + 4.4×105 r2 - 6×109 r4 where rotating-frame precession 
frequency ν is in Herz and distances are in meters.  This gradient reproduces the basic features of the 
residual static field inhomogeneities in a reasonably well-shimmed TCD and provides the 
appropriate spectral line shape.  To make the distribution wider, the gradient was scaled.  To 
produce a scalar measure of the broadening, we treated the distribution of ν as normal and calculated 
the full width at half-height 
 2 ln 2ν σ∆ =  (28) 
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where σ is the standard deviation of ν obtained from a grid equidistant in r.  For the purpose of 
comparison with the on-resonance case, we use 
 * 12 ( )T π ν −= ∆  (29) 
Figure 7 shows the results of numerical simulations of RD for a composite pulse θ0 = 90o, a 
series of ∆ν values, and two values of the filling factor,  f = 0.03 [7(a)] and  f = 1 [7(b)].  The values 
of θ0 and  f permit a comparison with the on-resonance simulations presented in Figs. 4(b), (c).  In 
both Figs. 7(a) and 7(b), the ∆ν values used were 5 Hz (T2* = 64 ms), 20 Hz (T2* = 16 ms), 50 Hz 
(T2* = 6 ms), and 100 Hz (T2* = 3 ms).  The 5-Hz broadening approximately corresponds to the 
perfectly shimmed TCD.  The linewidth of less than 10Hz should be considered “good” for the TCD 
described here.  The ∆ν of 50 Hz or 100 Hz would mean an “unshimmed” or a deliberately 
deshimmed TCD.15 
 It is evident from Fig. 7 that linebroadening of up to 50 Hz has no significant effect on the 
magnitude of the RD effect when  f = 1.  In fact, the overall magnitude of the effect slightly 
increases when ∆ν is increased from 5 Hz to 20 Hz.  We attribute this to a significant fraction of 
magnetization being rotated past θ = 0 when ∆ν = 5 Hz.  The same phenomenon was discussed 
above in connection with homogeneous-B0 IR experiments.  It is manifested in a dip present in the 
Fz recovery curve, and results in Fz going past the maximum value, while Ωz continuously 
approaches the maximum.  The dip is much smaller in the 20 Hz curve, meaning that the magnitude 
of RD in that case is insufficient to push a significant fraction of magnetization past θ = 0.  This 
results in a lower terminal value of Ωz, but a greater value of Fz. 
 The situation is somewhat different when  f = 0.03.  Even a 5 Hz linebroadening causes a 
small decrease in the magnitude of the RD effect, compared to the homogeneous-B0 case.  The 
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decrease is very significant at ∆ν = 20 Hz.  The 5 Hz recovery curve exhibits a slight wiggle at t = 
0.1 s.  Since the corresponding homogeneous-B0 curve [Fig. 4(b)] is perfectly monotonic, there is no 
evidence of magnetization being pushed past θ = 0 at  f = 0.03.  Therefore, we attribute the wiggle to 
the FID being modulated by the inhomogeneous dephasing of transverse magnetization – i.e., the 
origin of the wiggle is different than that of the dips at  f = 1. 
 The primary observation arising from these simulations is no surprise: inhomogeneous 
broadening has an effect on the detectability of RD if 2T2* (or dephasing time) is shorter than the 
homogeneous-B0 lifetime of radiation damping.  Indeed, at  f = 1, the latter can be estimated as 30 
ms.  As a result, the broadening with T2* > 20ms has no significant effect on the detectability of RD, 
although it does affect the way the energy of RD is distributed between different parts of the sample 
(i.e. the resulting magnetization gratings).  However, even moderate inhomogeneous broadening 
affects the detectability of RD when the filling factor or the concentration of protons are low.  The 
lifetime of RD is 100 ms at  f = 0.03, and therefore even the moderate 5 Hz broadening (T2* = 64 
ms) leads to a slight decrease in the RD-effected recovery of Fz. 
The relative decrease is more profound in 10% H2O.  In our previous work,15 the 
concentration of H2O in D2O was generally limited to 10% because of baseline problems at higher 
concentrations.  Experimentally observed linewidth at half-height, as well as the theoretically 
predicted inhomogeneous broadening in a perfectly shimmed TCD, were 7 Hz.  The absence of RD 
under these conditions puts the upper estimate of f at 0.1.  A stricter estimate of the filling factor can 
be obtained from the 100% H2O data of Gerald et al.;14 their grating experiments yield a 
conservative estimate of f ≤ 0.01.  This is considerably lower than the theoretical limit of f for the 




We note that in the presence of inhomogeneous broadening the measurement of changes in 
magnetization gratings in MAGROFI-type experiments appears to be a more reliable way of 
detecting weak radiation damping than magnetization recovery measurements.  Interestingly, at large 
values of ∆ν (e.g. 100 Hz) the final pattern of longitudinal magnetization can be very elaborate and 
bear little resemblance to the classical TCD gratings given by sin(ζ/r) or Eq. (18).  This implies that, 
in the presence of inhomogeneous broadening, the magnetization can be manipulated by RD in 
rather intricate ways which deserve further investigation. 
CONCLUSIONS 
 The theory presented here shows that radiation damping can be used as an indicator of the 
efficiency of Toroid Cavity Detectors.  Sensitivity of this (inherently low-inductance) device can 
suffer considerably in the presence of stray inductance, due to the value of the effective filling factor 
being roughly proportional to LTCD/LTotal.  Comparison of the magnitude of experimentally observed 
radiation damping with that predicted theoretically yields a realistic estimate of the filling factor, i.e. 
one that accounts for stray inductance.  Estimates of f presented in this work indicate that the stray 
inductance in currently available home-built detectors is at least an order of magnitude greater than 
the inductance of the toroid cavity itself. 
 Besides practical considerations, radiation damping in the TCD can be of theoretical interest. 
 It has recently been shown that the behavior of magnetization when both RD and dipolar 
demagnetizing field (DDF) are present can be characterized as chaotic.5  Inhomogeneous-rf-wound 
gratings have been studied in connection with the DDF phenomenon.26  TCD, which offers large and 
reproducible rf gradients of simple analytic form, should be ideally suited for DDF experiments and 
thus has the potential to provide an interesting test case of this unusual spin behavior. 
Ultimately, the problem of radiation damping in the TCD merges with the problem of 
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manipulating magnetization patterns in the sample.  Although the use of RD to manipulate 
magnetization is unrealistic with the currently available TCDs, the situation may be different for 
higher-inductance toroid coil detectors with a large r2/r1 ratio or for the TCD detection circuits with 
lower stray inductance.  The results presented here are also useful for understanding how spin-
locking and soft-pulse experiments would function in the TCD. 
 There exists another widely used detector that makes use of inhomogeneous rf fields, namely 
the surface coil.  While it belongs to the same class of detectors as the TCD, the surface coil is 
typically used at lower resonance frequencies, lower Q factor, and higher static field 
inhomogeneities than the TCD.  For these reasons, RD is unlikely to be of any practical importance 
to users of the surface coil in the near future. 
ACKNOWLEDGMENTS 
 This work was supported under NSF Grant CHE-9903723 to C.S.J. and by the STC program 
of the NSF under agreement CHE-9876674.  K.I.M. acknowledges a Research Fellowship from the 
Alexander von Humboldt Foundation, Germany.  We are grateful to Rex E. Gerald, II, for sharing 
experimental results concerning inversion recovery in the TCD and the ideas about the use of 
composite rf pulses.  We thank the reviewer for useful comments. 
REFERENCES 
 
 1 N. Bloembergen and R. V. Pound,  Phys. Rev. 95, 8 (1954). 
 2 S. Bloom,  J. Appl. Phys. 28, 800 (1957). 
 3 D. I. Hoult and B. Bhakar,  Concepts Magn. Reson. 5, 277 (1997). 
 4 X. A. Mao and C. H. Ye,  Concepts Magn. Reson. 9, 173 (1997). 
 5 Y. Y. Lin, N. Lisitza, S. D. Ahn, and W. S. Warren,  Science 290, 118 (2000). 
 6 M. P. Augustine and E. L. Hahn,  J. Phys. Chem. B 102, 8229 (1998). 
 
 28 
 7 J. H. Chen, B. Cutting, and G. Bodenhausen,  J. Chem. Phys. 112, 6511 (2000). 
 8 J. H. Chen, A. Jerschow, and G. Bodenhausen,  Chem. Phys. Lett. 308, 397 (1999). 
 9 P. Broekaert and J. Jeener,  J. Magn. Reson. A 113, 60 (1995). 
 10 W. S. Warren, S. L. Hammes, and J. L. Bates,  J. Chem. Phys. 91, 5895 (1989). 
 11 A. Louis-Joseph, D. Abergel, and J. Y. Lallemand,  J. Biomol. NMR 5, 212 (1995). 
 12 K. Woelk, J. W. Rathke, and R. J. Klingler,  J. Magn. Reson. 105, 113 (1993). 
 13 K. Woelk and J. W. Rathke,  J. Magn. Reson. A 115, 106 (1995). 
 14 M.ter Horst, R.E.Gerald II, R.J.Klingler and J.W.Rathke,  41st ENC Book of Abstracts, 
(2000). 
 15 K. I. Momot, N. Binesh, O. Kohlmann, and C. S. Johnson,  J. Magn. Reson. 142, 348 
(2000). 
 16 E. L. Hahn,  Concepts Magn. Reson. 9, 65 (1997). 
 17 M. Gueron and J. L. Leroy,  J. Magn. Reson.  85, 209 (1989). 
 18 C. P. Poole, Jr., Electron Spin Resonance, (Wiley-Interscience, New York, 1983). 
 19 M. H. Levitt and R. R. Ernst,  J. Magn. Reson. 55, 247 (1983). 
 20 T. Frenkiel and J. Keeler,  J. Magn. Reson.  50, 479 (1982). 
 21 A. Sodickson, W. E. Maas, and D. G. Cory,  J. Magn. Reson. B 110, 298 (1996). 
 22 N. P. Fokina, K. O. Khutsishvili, and S. G. Chkhaidze,  Physica B 179, 171 (1992). 
 23 W. H. Press, S. A. Teukolsky, W. T. Vetterling and B. P. Flannery, Numerical Recipes in 
FORTRAN, (Cambridge Univ. Press, New York, 1992). 
 24 A. Abragam, The Principles of Nuclear Magnetism, (Oxford Univ. Press, Oxford, 1961). 
 25 F. D. Doty, G. Entzminger, and Y. A. Yang,  Concepts Magn. Reson. 10, 239 (1998). 







Figure 1.  
An illustration of the Toroid Cavity Detector.  The sample is confined between the central rod and 
the wall.  Dotted circles represent magnetic field lines.  The laboratory coordinate system at a 
general position is shown. 
Figure 2. 
TCD experiments simulated in this work.  (a) The Inversion Recovery experiment: a composite 
preparation pulse θ0 followed by a variable delay τ and a composite 90o detection pulse.  FIDy at the 
beginning of AQ equals Fz at the end of τ.  (b) The MAGROFI experiment: a “normal” or a 
composite preparation pulse followed by a fixed delay τ and an incremented RFI detection pulse.  
The latter images the radial distribution of Mz at the end of τ. 
Figure 3.  
An interferogram of the TCD used in this study; ζ = γAtp.  The arrows indicate the direction of RD-
driven evolution.  Solid circles represent nodes which are RD-stable; empty circles represent nodes 
which are RD-unstable. 
Figure 4. 
Results of the simulations of the Inversion Recovery experiment [see Fig. 2(a)] for composite 90o 
(left column) and 170o (right column) pulses and various values of the effective filling factor  f.  The 
sample is 100% H2O at 298 K.  All of the simulations are on-resonance; RD (Q = 100) and 
relaxation (T1 = T2 = 1 s) are taken into account.  In each pane, the curves are: solid, Fz with RD; 
dashed, FIDy with RD; dash – dot – dot, Fz without RD (i.e. relaxation only).  Notice the small dips 
in the RD-affected Fz curves at  f = 1.  The values of TθRD=2/γQfµ0M0sinθ0 are: (a) 3.1, (b) 0.10, (c) 




Simulated gratings forming after composite pulses.  (a) 90o pulse: solid curve, f = 0.003, b = 0.0012 
m; dots, f = 0.03, b = 0.0045 m; short dashes, f = 1.0, b = 0.0065 m.  (b) 170o pulse: long dashes, f = 
0.01, b = 0.001 m; dash – dot – dot, f = 0.1, b = 0.0114 m; short dashes, f = 1.0, b = 0.0144 m.  Other 
conditions as in Fig. 4; τ = 0.5 s.  The values of b corrspond to Eq. (18). 
Figure 6. 
Simulated evolution of gratings produced by “normal” RF pulses.  (a) tp = 26 µs (at A = 1.0 mT⋅mm, 
ζ = 6.9×10-3 m): long dashes, f = 0.01, effective interferogram coordinate ζeff = 4.7×10-3 m; dots, f = 
0.03, ζeff = 2.0×10-3 m; dash – dot – dot, f = 0.1, ζeff = 0.5×10-3 m.  (b) tp = 77 µs (ζ = 2.06×10-2 m): 
dash – dot – dot, f = 0.1, ζeff = 2.65×10-2 m; short dashes, f = 1.0, ζeff = 3.55×10-2 m.  Solid line 
denotes the initial grating in both (a) and (b).  Other conditions as in Fig. 4; τ = 0.5 s.  The initial 
grating unwinds in (a) and winds in (b).  Because of greater self-cancellation of the FID in (b), a 
higher filling factor is required to approach the terminal tightness. 
Figure 7. 
Inversion Recovery simulations [see Fig. 2(a)] in the presence of inhomogeneous linebroadening for 
(a) f = 1 and (b) f = 0.03.  The values of ∆ν are: solid line, 5 Hz (T2* = 64 ms); dashed, 20 Hz (T2* = 
16 ms); dash – dot – dot, 50 Hz (T2* = 6 ms); dots, 100 Hz (T2* = 3 ms).  T1 = T2 = 1s.  Other 
conditions as in Fig. 4.  In (a), the 50-Hz curve almost coincides with the 5-Hz curve.  Notice: (I) the 
wiggles in the  f = 0.03, ∆ν = 5 Hz line; (II) the dips in two of the  f = 1 curves, 5 Hz and 20 Hz (the 
dip in the latter is present, but cannot be seen very well at the scale provided); (III) the fact that, at  f 







t ( )P 0q RFI
AQ
(b)
Figure 2, Momot and Johnson












































































































































































0.0 0.1 0.2 0.3 0.4 0.5
0
3
6
9
f = 0.03
F Z
 (1
0-
5 A
)
t (s)
