Abstract. Using the definition of entropy of a family of increasing distances on a compact metric set given in [10] we introduce a notion of Finsler entropy for smooth distributions and Stefan-Sussmann foliations. This concept generalizes most of classical topological entropy on a compact Riemannian manifold : the entropy of a flow ([9]), of a regular foliation ([11]), of a regular distribution ([5]) and of a geometrical structure ([22]). The essential results of this paper is the nullity of the Finsler entropy for a controllable distribution and for a singular Riemannian foliation.
Introduction and Results
A notion of geometric entropy for regular foliations in compact Riemannian manifolds was introduced by Ghys, Langevin, and Walczak ([11] ). The basic idea is to try to measure the transversal complexity of the the leaves. These authors shows in particular that when this geometric entropy vanishes, the foliation admits a transverse measure. The reader can find in [12] a survey of the relation between the nullity or not nullity of this entropy and some geometrical properties of the foliations. A notion of entropy of a regular distribution was proposed by Biś in [5] by comparing the distance of sets of curves tangent to the distribution and which start from two points of a fixed "transversal" to this distribution. In particular, he proves that if the distribution is integrable we recover the previous geometrical entropy of the foliation. More recently, Zung uses an analog concept in [22] to define the entropy of a geometrical structure that is the data of a vector bundle A → M on M , a morphism ♯ : A → T M and a collection of norms on each fiber of A. Now in the context of laminations by hyperbolic Riemann surfaces, Dinh, Nguyen and Sibony introduce in [10] a notion of topological entropy for a family of increasing distances on a compact metric set. It is precisely this last approach that we use to define the Finsler entropy for smooth distributions and StefanSussmann foliations. More precisely as in the framework of control theory we consider a set of admissible curves in a compact metrics space (X, d). Such a set A is a set of continuous curves which is stable by reparametrizations, concatenations and restrictions and contains constant curves. Then to any filtration {A r } r∈R + of A which is increasing with r, we can associate of set {d r } r∈R + of distances on X. In fact such a distance d r can be seen as the Hausdorff distance of sets curves in A r which start from a given point in X and which are parametrized on [0, 1] (see Remark 2.2.2). In this way {d r } r∈R + is a set of increasing distances with respect to r (for more details see section 2.2). If we choose the set of absolutely continuous curves tangent to a smooth distribution a.e., we get a set of admissible curves in the previous sense. Now given a Finsler metric on D (cf. Definition 3.2.1), we can define the length of curves tangent to D a.e.. Then the subset of admissible curves of length at most r gives rise to a filtration and we can associate a family of distances as we have already seen. Finally we define the Finsler entropy of D as the topological entropy corresponding to this family of distances on a compact Finsler manifold (M, Φ) considered as metric space for the distance d Φ associated to Φ. If F is a Stefan-Sussmann foliation, its Finsler entropy is the Finsler entropy of the distribution defined by F . The Finsler entropy is a natural generalization of the entropy of a regular distribution defined by Biś and also the entropy of a geometric structure defined by Zung. In this paper we give some basic properties of the Finsler entropy of a smooth distribution. On the other hand, according to the famous result of accessibility of Sussmann [21] , to a smooth distribution D is associated a canonical Stefan-Sussmann foliation whose leaves are the accessibility sets for D that is the set of points which can be joined by tangent curves to D. In fact the Finsler entropy depends of this foliation. In particular we have In the continuation of the famous works of Molino on Riemann foliations (see for instance [16] ) an important activity of research is concerned by singular Riemannian foliations (see [2] and references inside this paper). It is well known that the geometrical entropy of a regular Riemannian foliation is zero. In our context we also have :
Let F be a singular Riemannian foliation on a compact Riemannian manifold (M, g). The Finsler entropy of F (relative to the induced Riemannian structure on each leaf ) is zero.
This paper is organized as follow. In Section 2 we begin by recalling the context of the entropy of a family of increasing distances exposed in [10] and then we develop the notion of entropy for an admissible set of continuous curves in a compact metric set. We end this section by classical examples of entropy which are particular cases of the entropy of a family of increasing distances. The definitions and results about Finsler entropy of smooth distributions and Stefan-Sussmann foliations are contained in Section 3 and in particular the proof of Theorem 1. For more concise and complete results about this topic the reader can consult Observations 3.3.1. The last section essentially concerns the proof of Theorem 2. We begin this section by some results about Finsler entropy relative to isometric Finsler submersion and to smooth maps which are isometric Finsler submersion between distributions. After recalling essential results about singular Riemannian foliations we end by a proof of Theorem 2.
2. On the entropy of a family of distances 2.1. Entropy of a family of distances. We recall the general concept of entropy introduced in [10] . Let (X, d) a compact metric space. Given a set Λ = N or Λ = R + , consider a family M = {d λ } λ∈ǫ of distances on X such that d 0 = d and d λ is increasing with respect to λ. We will say that M = {d λ } λ∈Λ is an increasing distances on X. Given any ǫ > 0 we denote by M (d λ , ǫ) the minimum number of balls of radius ǫ with respect to d λ needed to cover X. Definition 2.1.1. The entropy of X with respect to M is h(M, X) = sup
Since d λ is increasing with λ, M (d λ , ǫ) is increasing with respect to λ and lim sup λ→∞
We can also defined h(M, X) in the following way:
Then we have the relation (cf. Proposition 3.1 [10] )
and we obtain h(M, X) = lim
Remark 2.1.1.
(1) In all this section, we have assume that (X, d) is compact metric space. However more generally we can consider any metric space (X, d) and any family M = {d λ } λ∈Λ of distances on X such that d 0 = d and d λ is increasing with respect to λ then for any relatively compact subset K of X we get a family M K of induced increasing distances on K and as previously way the entropy h(M K , K) can be well defined. Note that from Definition 2.1.1, it follows that if K is the closure of
. Now if K and K ′ are two relatively compact subset of X and then we have (cf. [4] )
Proof.
If we have a covering of X ′ by M 
′′ by the cartesian product of U ′ with each one of these balls. Therefore we have 
Since f is surjective, we must have
We end by recalling the following sufficient conditions of finiteness of the entropy given in [10] Proposition 2.1.2. Let (X, d) a compact metric space such that that there exists positive constants A and m such that for any ǫ > 0 small enough X admits a covering by balls of radius ǫ of cardinal bounded by A(ǫ) −m . Assume that a family M = {d λ } λ∈Λ of increasing distances satisfies the following properties:
(1) there exists positive constants A and m such that for any ǫ > 0 small enough X admits a covering by balls of radius ǫ of cardinal bounded by A(ǫ) −m ; (2) d λ ≤ e aλ+b d for some constants a, b ≥ 0. Then, the entropy h(M, X) is bounded by m.a. Given a set of admissible curves A, a filtration of A is a family of subsets A r∈R + of A such that (i) A 0 is the set of constant curves.
Entropy and admissible curves.
(ii) For 0 < s < r then A 0 ⊂ A s ⊂ A r and if γ ∈ A r is defined on [0, 1] then there exists a sub-interval
Fix some filtration A r∈R + of a set A of admissible curves. For any x ∈ M we put
Now given two points x and y of M we set:
is nothing but elsed(γ, A r (y)) and finally δ r (x, y) = sup
Therefore , for any integer n > 0 there exists g n ∈, A r (x) such that
and for any integer p > 0 there exists µ p ∈ A r (y) such that
It follows that for any integers n > 0, there exist γ n ∈ A r (x) and µ n ∈ A r (y) such that
Since X is compact, each set A r (x) is bounded and we denote by A r (x) the closure of A r (x) in the metric space ((C 0 ([0, 1], X),d) and we have
The Hausdorff distance δ H between A r (x) and A r (y) is well defined and so is given by
Now the family {d r } has the following properties:
Proof. (compare with the proof of Proposition 2.1 in [22] ) We adopt the notations of Remark 2.2.1. At first note that for any γ ∈ A r (x) and µ ∈ A r (y) we havē
. Therefore δ r (x, y) ≥ d(x, y) and so d r ≥ 2d. It follows that d r (x, y) = 0 if and only if x = y. By construction d r is symmetric. For the triangular inequality choose three points x, y, z in M . According to (2.4) for any n > 0 there exists γ n ∈ A r (x) and µ n ∈ A r (y) such that
Now consider any ν ∈ A r (z). Sinced is a distance, we have
for all ν ∈ A r (z). Therefore for any integer n > 0 we get:
This implies the triangular inequality for d r . It remains to show that d r ≥ d s when r ≥ s > 0. It is sufficient to prove δ r ≥ δ s when r ≥ s > 0 According to (2.4), for any integer n > 0 let γ n ∈ A s (x)such that
As in Remark 2.2.1, for any integer p > 0, there exists µ p ∈ A r (y) such that
But clearly we have
Finally from (2.7) and (2.8) we obtain δ s (x, y) − 1/n ≤ δ r (x, y) + 1/p for any integer n > 0 and p > 0 which ends the proof.
According to Proposition 2.2.1, the family of distance {d r } r∈R + associated to a filtration {A r } r∈R + of a set A of admissible curves is increasing with r. Therefore from Definition 2.1.1 we have:
The entropy h(A, X, d) of a set A of admissible curves of X provided with the family of distances {d r } associated to a filtration A r is the entropy h({d r }, X).
2.3.
Examples of entropy which is defined by a family of distances. We now present classical situations of entropy which can be defined as in Definition 2.1.1 or Definition 2.2.3.
2.3.1. Topological entropy of a continuous map. Let f : X → X be a continuous map on a compact metric space (X, d). For n ∈ N, set f 0 := Id and for n > 0 f n := f • f n−1 and denote by
Clearly, M = {d n } n∈N is an increasing family of distances on X and therefore we can define the entropy h(M, X). This is exactly the canonical topological entropy of f defined for instance in [6] . Assume that (M, g) is a compact Riemannian manifold, and f is k-Lipchitzian. Then for the Riemannian distance d g the assumption (1) of Proposition 2.1.2 is satisfied ( cf. [23] ) and the assumption (2) is satisfied for a = ln k and b = 0. Therefore topological entropy of f is finite.
Topological entropy of a pseudo group.
Let Γ a pseudo group of Local homeomorphisms of a compact metric space (X, d). Assume that Γ is generated by a finite set Γ 0 of Γ such that Γ 0 contains the identity and if g belongs to Γ 0 then g −1 also belongs to Γ 0 . We denote by Γ n the set of all well defined composition g 1 • · · · • g i for 0 ≤ i ≤ n of elements g 1 , . . . , g i in Γ 0 . We can consider distance:
We obtain a family of increasing distances M = {d n } n∈N to which is associated the entropy h(M, X). Then we get the topological entropy of the pair (Γ, Γ 0 ) as defined by Candel-Conlon [7] - [8] and Walczak [23] . Again if (M, g) is a compact Riemannian manifold and each element of Γ 0 is Lipschtzian by same arguments as in subsection 2.3.1 the entropy of the pair (Γ, Γ 0 ) is finite (see also [23] and [11] ).
Topological entropy of a vector field.
Consider a compact Riemannian metric (M, g) and Z a C 1 vector field on M . The flow φ t of Z is then complete and we can consider the family of metric
Again, M = {d r } r∈R + is an increasing family of distances on M . Therefore we can consider the corresponding entropy h(M, X). This is exactly the topological entropy of Z (see for example [9] ). Again in this case the entropy is finite (same arguments as in subsection 2.3.1 or [23] and [11] 2.3.4. Entropy of a regular distribution. A regular distribution D on a compact manifold M is a subbundle of T M . We fix a Riemannian metric g on M and denote by d the associated distance. Consider the set A of absolutely continuous curve γ : [a, b] → M which are tangent a.e. to D. We denote by l(γ) the length of a curve γ relative to g. We can consider the filtration {A r } r∈R + defined by
Clearly this filtration satisfies the assumption of Definition 2.2.2. On the one hand, according to Proposition 2.2.1, to this filtration is associated a family M = {d r } r∈R + of increasing distances. Therefore we can defined the entropy h(A, M, d) according to Definition 2.2.3. On the other hand, following [5] , recall that a complete transversal is a submanifold T of M of dimension q =codim D such that for any x ∈ M , there exists γ ∈ A which joins x to T . If N (d r , ǫ, T ) is the maximal cardinal of any subset of T which is (d r , ǫ)-separated (cf. section 2.1), then we define
In fact the entropy h(D, T ) is nothing but else the previous defined entropy number h(A, M, d). In particular h(D, T ) is independent of the choice of such a transversal
. Now if α x is the minimal length of a curve γ ∈ A which joins x to T we set
Then clearly we have
it follows that by passing to the limit when r → ∞ we get the announced result.
Geometrical entropy of a regular foliation.
Let F be a regular foliation on a compact manifold M Ghys, Langevin and Walczak have defined a geometrical entropy h GLW (F ) of F relative to a Riemannian metric on M (see [11] ). By Theorem B of [5] , the entropy h GLW (F ) is equal to h(D, T ) defined in subsection 2.3.4 where D is the distribution tangent to F and T is any complete transversal. Aigain in this case h GLW (F ) is finite (see [11] and [23]) 2.3.6. Geometrical entropy of an anchored bundle. ( [22] ) An anchored bundle (A, M, ♯) on a smooth connected manifold M is the data of a vector bundle p : A → M and an anchor which is a bundle map ♯ : A → T M . Then D = ♯(A) is a distribution on M which is smooth in the sense of [21] (see also section 3.1). We denote by A x the fiber p −1 (x) for any x ∈ M and by D x = ♯(A x ). We provide each fiber A x with a norm || ||.
. The pathγ will be called a A-path and we denote by A the set of A-path. We provide each fiber A with a norm || || on each fiber A x
1
. We have then a natural filtration {A r } r∈R + on A defined by:
Clearly A 0 is the set of constant curves in A and we have A 0 ⊂ A s ⊂ A r for 0 < s < r. Now, let γ ∈ A r . There exists a section u : [0, 1] → A overγ such that ♯(γ, u) =γ and ||u(t)|| ≤ r for all t ∈ [0, 1] a.e.. We putγ(t) = (γ(t), u(t)) If we set τ = s r t, consider the curve c(τ ) = γ(
Thus we obtain a curveĉ : 1] . and then p •ĉ belongs to A s (as announced in [22] ).
It follows that the previous filtration {A r } r∈R + satisfies the assumption of definition 2.2.2. Now if we provide M with a Riemannian metric g and d is the associated distance, by Proposition 2.2.1 the associated family M = {d r } r∈R + of increasing permits to define the entropy h(A, M, d) which is exactly the entropy of the geometric structure h(A, M, ♯, || ||) defined in [22] . When A is an subbundle of T M and if the norm || || on A is the Riemannian induced norm, the geometric entropy h(A, M, ♯, || ||) is then the entropy h(A, T ) as defined in [5] (cf. Remark 3.5). Moreover, if A is integrable, we have h(A, M, ♯, || ||) = h(A) = h GLW (F ) where F is the foliation defined by A (cf. Theorem 3.9 in [22] ). Recall that this entropy can be zero (for instance if ♯ is surjective) or strictly positive (see [22] for Examples of such situations ).
A particular case of norm on an anchored bundle is the context of Finsler metric. Definition 2.3.1.
(1) A Minkowski norm on a vector space E is norm F : V → R + which is smooth on E \ {0} and such that for any u ∈ E \ {0} the quadratic form g u (v, w) := 1 2
In this context, the filtration {A r } r∈R + on A defined by:
We choose any Finsler metric Φ on M and we denote by d Φ the associated distance. As previously we obtain an entropy h(A, M, ♯, F, Φ) which will be called the Finsler entropy of (A, M, ♯).
Entropy and admissible curves for a Stefan-Sussmann foliations.
According to [19] and [13] we have:
A Stefan-Sussmann foliation on a smooth manifold M is a partition F of M into connected immersed submanifolds called leaves which fulfills the following property:
for each x ∈ M , there exists a local chart (D φ , φ) on M around x with the following properties :
respectively, and k is the dimension of the leaf through x;
A chart (D φ , φ) which satisfies the above condition is called a distinguished chart around x.
Given a Stefan-Sussmann foliation F on a compact manifold M , consider a set A of admissible absolutely continuous curves γ : [a, b] → M . We say that A is compatible with F if the following property is satisfied:
We consider a Stefan-Sussmann foliation F on a compact manifold M and d a distance on M which defines the topology of manifold of M . Let A be a set of admissible curves compatible with F . Given a filtration A r∈R + which fulfills the assumptions of Definition 2.2.2 we can associate a family M = {d r } r∈R + of increasing distance. We get an entropy h(M, M ) which depends of A and also of F . This entropy will be denoted h(M, F , M, d).
In the case of foliation defined by the image of an anchored bundle (A, M, ♯) then the set A of A-paths satisfies the property of compatibility (2.9). Given any Finsler metric F on A and any Finsler metric Φ on M then the Finsler entropy h(A, M, ♯, F, Φ) of (A, M, ♯) is nothing but else that the previous entropy
3. Finsler entropy of a smooth distribution
Smooth distribution.
We first begin by some preliminaries:
Consider a connected paracompact manifold M of dimension n and let p : A → M be a smooth real vector bundle over M . 
, we have φ.σ ∈ E. If γ : I → M is a smooth curve defined on an interval I of R, we denote by E γ the restriction of E to γ(I) and any σ ∈ E γ is called a section of E along γ.
The module E is said to be finitely generated if there exist global sections σ 1 . . . σ k of E such that ( However, not all smooth distribution D is finitely generated and not all smooth finitely generated distribution is the image of the module of section of an anchored bundle (for an illustration of such a situations see examples in [21] and [4] respectively). But when M is compact we have ..,pi is the canonical basis of the factor R pi of R p1+···+pn for all i = 1, . . . , N . Now given any X ∈ D, consider an partition of unity {φ i } i=1,...,N associated with {U i } i=1,...,N . Then by construction of the family X , on each U i we have:
This ends the proof since for all j = 1, . . . , p i and i = 1, . . . , N each component f j φ i is a smooth map on M whose support is contained in the compact support of φ i .
An important case of smooth distribution is the case of integrable distribution: 
If D is integrable, we will say that F is defined by D.
Remark 3.1.1. From [19] or [21] , if a smooth distribution D is integrable, then the associated foliation is a Stefan-Sussmann foliation. Conversely, if F is a stefan-Sussmann foliation, from Definition 2.3.2 it follows that the distribution D defined by D x = T x L if L is the leaf through x is a smooth distribution generated by the submodule X F of Ξ(M ) of vector fields in Ξ(M ) which are tangent to the leaves of F .
For locally finitely generated smooth distribution we have the classical criteria of integrability:
Theorem 3.1.1. [19] , [21] : Let D be a smooth distribution locally finitely generated by a module D. if D is stable by Lie bracket of vector fields then D is integrable Note that the converse is not true. The reader could find contre-examples in [19] and [21] .
The foliation F is called regular if dim D x is regular and so D is a subbundle of T M . When the dimension of D x is not constant we say that F is a Stefan-Sussmann foliation.
Of course if L is the leaf of F through x then T y L = D y for any x ∈ L. In particular D x has constant dimension on L An important example of integrable smooth distribution is given by a foliated anchored bundle (see [17] ). More precisely, A foliated anchored bundle is an anchored bundle (A, A) ) is stable under Lie bracket. 
Recall that an almost Lie bracket on (
is a Lie algebra morphism. However, generally the distribution D associated to a Stefan-Sussmann foliation F is not locally finite generated (see Examples in [19] or [21] ). Moreover even if this distribution D is finitely generated this not implies that F comes from a foliated anchored bundle (see an Example in [4] ). But when M is compact, from Proposition 3.1.1 we have Proposition 3.1.2. Let F be a foliation associated to an integrable smooth locally finitely generated distribution D on a smooth compact manifold. Then there exists a foliated anchored bundle (A, M, ♯) such that F is defined by the module ♯(C ∞ c (M, A)). (2) We say that f is transverse to D if for any x ∈ M , we have
For example if f is a submersion then f is transverse to any smooth distribution on M .
Proposition 3.1.3. Let f : N → M be a smooth map between two manifolds N and M and D be a smooth distribution on M generated by a module D.
(2) If f is tranverse to D and if D is integrable so is f −1 (D) and any leafL of this foliation is a connected components of f −1 (L) of where L is some leaf of the foliation associated to D andL and L have the same codimension.
Under the assumptions of Proposition 3.1.3, the distribution f −1 (D) is called the pull back distribution of the distribution D. If moreover D is integrable and F is the associated foliation, the foliation f −1 (F ) associated to f −1 (D) is called the pull back foliation of the foliation F .
Proof of Proposition 3.1.3.
We can consider the distribution ∆ on N defined by ∆ x = (T x f ) −1 (D f (x) ). Assume that D is generated by a module D. From the definition of f −1 (D) it follows easily that ∆ is generated by f −1 (D). If f is transverse to D then it is clear that codim ∆ x =codim D f (x) Now assume moreover that D is integrable. Since f is transverse to D, then f is in particular transverse to any leaf L of the foliation F defined by D. Given any x ∈ N , there exists a open neighborhood V of
. Since ∆ is smooth, it follows by classical arguments (cf. [21] ) that ∆ is integrable then the result follows immediately
Finsler metric of a smooth singular distribution.
We begin by defined the concept of weak Finsler metric on a smooth singular distribution: 
The field of quadratic forms (x, u) → g x (u) associated to F (x, ) will be denoted g F . Note that if F is a Finsler metric of class C k for any 1 ≤ k ≤ ∞, then the property (i) is automatically satisfied. Given a weak Finsler metric on D, for any absolutely continuous curve γ : [a, b] → M tangent to D we can define its length:
As classically the length of such a curve is independent of the chosen parametrization. In particular we can always assume that γ is defined on 2 Let F be a Stefan-Sussmann foliation on M defined by an integrable distribution D. Assume that we have a Finsler metric F L of class C k , k ≥ 1, on each leaf L of F . Then the "collection " {F L , L leaf of F } gives rise to a Finsler metric on the distribution D generated by F again denote F defined by 4 An important particular case of a foliated anchored bundle is the situation of a Poisson structure. Recall (cf. [14] for example) that a Poisson structure on a manifold M is the data of a Poisson bracket { , } on the algebra C ∞ (M ). It is equivalent to the data of a morphism P : T * M → T M such that < df, P dg >= {f, g}(for more explicit details see for example [14] ). Then the range D = P (T * M ) of P is an integrable distribution and the associated foliation F is Stefan-Sussmann foliation. If we put a Finsler metric Φ on T M we obtain a Finsler metric Φ * on T * M and as in the previous example, we get a Finsler metric F L on each leaf L of F Unfortunately Example 3.2.1 3 can not be generalized to the case of distribution D = ♯(A) where (A, M, ♯) is an anchored bundle. We only have 
which is a weak Finsler metric on D.
Proof. Note that we have 
(γ(t), u(t)) =γ(t) a.e. and F D (γ(t),γ(t) = F (γ(t), u(t))
From this Lemma since F is a smooth Finsler metric and γ is absolutely continuous it follows that t → F D (γ(t),γ(t)) is a measurable map bounded a.e..
Proof of Lemma 3.2.1.
As in the proof of Theorem 5.3 in [18] we have a decomposition [0, 1] = θ∈Θ I θ into disjoints semi-interval I θ ⊂ [0, 1] such that the pull-back of A over the restriction of γ θ of γ to I θ is a trivial bundle A θ and the kernel K θ of the anchor ♯ in A θ has a constant rank. It follows that we can find a subbundle H θ of A θ such that A θ = K θ ⊕ H θ . Now since the restriction of ♯ to H θ is an isomorphism, there exists a measurable curve u θ : I θ → H θ such that ♯(γ θ , u θ ) =γ θ on I θ a.e.. Moreover, as we have seen previously, we have F (γ θ , u θ ) = F D (γ θ ,γ θ ). In this way, as in [18] , we build a measurable section u of A over γ such that ♯(γ, u) =γ a.e. and F (γ, u) = F D (γ,γ). 
We have the first following results about the entropy of a smooth distribution: According to the previous results we have the following consequences:
Observations 3.3.1.
(1): The Finsler entropy of a smooth singular distribution D on M is independent of Φ and will be denoted h(D, M, F ).
(2): if F and F ′ are two (weak) Finsler metrics on D which are equivalent in the sense that there exists a constant C > 0 such that
then we have
Thus the fact that the entropy h(D, M, F ) is zero, finite or eventually infinite 2 depends only of the equivalence class of the Finlser metric F on D. In particular, if the Finsler metric F is induced by Φ, then the property to be zero, finite or infinite of the corresponding entropy is an intrinsic property of D. This entropy will be called the geometric entropy of D. (5): According to Theorem 3.3.1 and section 2.3.5 the geometrical entropy of a regular distribution is exactly the geometric entropy of a foliation as previously defined in 2 where we take for Φ a Riemannian metric on the manifold and and for F the Riemannian metric induced on tangent bundle of the foliation. In particular in this case this entropy either zero or finite. On the other hand if F is the foliation associated to a Poisson structure on M (cf. Example 3.2.1 4), again from Theorem 3.3.1 the geometric entropy of F is exactly the entropy of F as defined in [22] . In particular the reader will find in this paper an example of such a foliation whose entropy is finite but not zero. (1)). More generally if we consider a sequence 
It is easy to see that this definition does not depends of the choice of the sequence (K n ).
We end this section by the proof of the announced results Point (2): we can use the same arguments used in the proof of Proposition 3.1 in [22] .
Point (3): Assume that we have F ′ ≤ C.F . Denote by l(γ) and l ′ (γ) the length of a curve γ ∈ A relative to F and F ′ respectively. If γ is defined on [0, 1] from our assumption we have l 
Finally we get
We easily obtain the inequality
Point (4): clearly the set of admissible curves A D satisfies the assumption of condition (2.9) . This ends the proof.
For the proof of the Theorems we need an auxiliary result.
We set N r = {γ ∈ A such that F (γ(t),γ(t)) ≤ r a.e.}.
It is clear that {N r } r∈R + is a filtration of A. Moreover we have On the other hand from (3.4) we obtain δ r (x, y) = lim
Finally we get δ r (x, y) = sup
Proof of Theorem 3.3.1.
Let l(γ) be the length of a D-admissible curve γ relative to the weak Finsler metric F D . On the one hand, we have the family {d r } r∈R + of increasing distance associated to the filtration defined by
On the other hand, if A is the set of A-paths associated to (A, M, ♯), we have the family {d ′ r } r∈R + of increasing distances associated to the filtration defined by
Therefore it is sufficient to prove that d r = d µ(t) = η(rt/ρ ′ ) for 0 ≤ t ≤ ρ ′ /r and µ(t) = γ(t − ρ ′ /r) for ρ ′ /r < t ≤ 1. It is easy to see that µ belongs to N r (y). Thus we have δ Given a Minkowski normed vector space (E, Φ) we denote B Φ the the closed unit ball relative to the norm Φ. A surjective linear map π : E ′ → E between two Minkowski normed spaces ({E ′ , Φ ′ ) and (E, Φ) is called an isometric submersion π(B Φ ′ ) = B Φ . In this context we have
The set of horizontal vector is a cone called the horizontal cone of E ′ .
Definition 4.1.1.
M is an isometric submersion of Minskowski normed spaces. In this section we recall the principal results about singular Riemannian developed in [1] and which will be used in the following subsection.
Let (M, g) be a complete Riemannian manifold. A singular Riemannian foliation F on M is a StefanSussmann foliation such that: every geodesic which is perpendicular to one leaf must be perpendicular to any leaf it meets.
When the foliation F is regular we simply say that F is a Riemannian manifold. Such a notion was introduced by P. Molino ([16] ). Typical examples of singular Riemannian foliations are the partition by orbits of an isometric action or by leaf closures of a Riemannian foliation. For more Examples see [1] and references inside this paper.
Given a singular Riemannian foliation F on M , the union of the leaves having the same dimension is an embedded submanifold called stratum and in particular the minimal stratum is a closed submanifold (see [16] ). In fact, each stratum is an embedded submanifold and a union of geodesics that are perpendicular to the leaves. The essential result of [1] is the following desingularization Theorem: (c) If a unit speed geodesicγ is orthogonal toΣ, thenπ r (γ) is a unit speed geodesic orthogonal to Σ.
(d) (π r ) |Σ : (Σ,ĝ r ) → (Σ, g) is a Riemannian submersion. In addition (Σ,F |Σ ,ĝ r ) is a singular Riemannian foliation. Moreover the liftings of horizontal geodesics of (Σ, F |Σ , g) are horizontal geodesics of (Σ,F |Σ ,ĝ r ).
Furthermore, by successive blow-ups, we have a regular Riemannian foliationF on a compact Riemannian manifoldM and a desingularization mapρ :M → M that projects each leafL ofF into a leaf L of F .
We end this section by a Corollary of this theorem which be used in the next section. where {ĝ r } |Fr and {ĝ M } |F are the induced Riemannian metric on the distributions generated byF r and F respectively. Now each singular Riemannian foliation of a compact manifold has a stratification {Σ k } k=1,...,d , such that each Σ k is the union of leaves of same dimension (cf. section 4.2 or more precisely see [16] ). It is well known that the geometric entropy of F is zero (see [11] or [23] ). Since the geometric entropy is nothing but else h(F , M, g F ) as defined in Definition 3.3.2, the result is true if F is regular Assume that the smallest dimension of a leaf is m. Then, if F is singular, the bowing-up π r :M r → M produces a singular Riemannian foliation F r whose smallest dimension of a leaf is m r > m. Therefore after a finite sequence of blow-up we obtain a regular Riemannian foliation on a compact Riemannian manifold. According the the relation between the Finsler entropy of a singular Riemannian foliation and the Finsler entropy of the singular Riemannian foliation obtained by blowing up, according to Observation 3.3.1 Point 2, it follows that that h(F , M, {g M } |F ) = 0
