The Cauchy-and periodic boundary value problem for the nonlinear Schrö-dinger equations in n space dimensions
Introduction and main results
In this paper we prove local (in time) wellposedness of the initial value and periodic boundary value problem for the following class of derivative nonlinear Schrödinger equations
Here the initial value u 0 belongs to the Sobolev space H The same arguments give local wellposedness for the problem
with the same restrictions on s as above. In the special case of a quadratic nonlinearity in one space dimension (i. e. m = 2, n = 1) we can reach the value s = 0. Employing the conservation of u(t) L 2 x in this case, we obtain global wellposedness for
respectively for
To prove our results, we use the Fourier restriction norm method as it was introduced in [B93] and further developped in [KPV96] and [GTV97] . In particular, we will use the function spaces X 
as well as the auxiliary norm
introduced in [GTV97] . Here F denotes the Fourier transform in space and time, µ is the Lebesgue measure on R n in the nonperiodic respectively the counting measure on Z n in the periodic case, and we use the notation < x >= (1 + |x| 2 ) 1 2 . Observe that f X
To give a precise formulation of our results, we also need the restriction norm spaces X 
This solution is persistent and for any T ′ < T the mapping Data upon solution from H
is locally Lipschitz continuous. For any β ∈ N n 0 with |β| = m and under the same assumptions on m, n, s the Cauchy problem and the periodic boundary value problem
is locally well posed in the same sense.
Remarks : 1. The special case in Theorem 1.2, where n = 1, m = 3 and s > 0, has already been proved for the nonperiodic case by H. Takaoka, see Thm. 1.2 in [T99] .
2. A standard scaling argument suggests, that our result is optimal as long as we are not dealing with the critical case s = s c . In fact, if u is a solution of the first problem in Theorem 1.2 with initial value u 0 ∈ H s x (R n ), then so is u λ , defined by
As mentioned above, we use the Fourier restriction norm method. We shall assume this method to be known in order to concentrate on the derivation of the crucial nonlinear -in our case in fact multilinear -estimates, see Theorem 3.1 (3.2) below, corresponding to Theorem 1.1 (1.2) of this introduction. Our proofs rely heavily on the following interpolation property of the X ± s,b -spaces: We have
denotes the complex interpolation method. Moreover we will make extensive use of the fact, that with respect to the inner product on L is given by X ± −s,−b . Another useful tool to derive the nonlinear estimates is the following
Then with
τ i the following identities are valid:
Proof: For the convolution of m functions g i , 1 ≤ i ≤ m, we have with
Hence by the properties of the Fourier transform the following holds true with
From this we obtain a) because of
and b) because of
2 Remark : The previous Lemma has some simple but important consequences: First of all it shows, that the estimate
holds true, iff
In order to prove the latter one may assume without loss of generality, that ξ
(This will be used throughout section 3.) Because of In order to extract a positive power of T (the lifespan of the local solutions) from the nonlinear estimates the following Lemma will be useful: 
t we use the generalized Leibniz rule and Sobolev's embedding theorem with b − b ′ = 1/p and b = 1/q as well as 1/p + 1/p ′ = 1/q + 1/q ′ = 1/2 to obtain:
.
From this for f ∈ X ± s,b it follows with U (t) = exp (it∆):
Exchanging b and b ′ the case 0 ≥ b > b ′ > −1/2 follows from this by duality. 2
An important ingredient of our proofs are the Strichartz type estimates for the homogeneous linear Schrödinger equation. Here we will make use of some of the results derived in [B93] , in a slightly modified version, which we prove in section 2. This will enable us to give proofs of the nonlinear estimates that cover both, the periodic and the nonperiodic case. To obtain the nonlinear estimates necessary for Thm. 1.2 (see Thm. 3.2 below) we follow the ideas of section 5 in [B93] -essentially we present a simplified version of the proof given there. To do so, we took some instructive hints from [G96] , section 5. In particular, we do use Hilbert space norms instead of Besov-type norms as in [B93] . Perhaps it is worthwile to mention, that for the nonperiodic case there is a much easier proof of Theorem 3.2 below, using the full strength of the Strichartz estimates in this case.
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Some Strichartz type estimates for the Schrödinger equation in the periodic case
In this section we prove some of the Strichartz type estimates for the Schrödinger equation in the periodic case, which were discoverd by Bourgain in [B93] . All the following estimates are essentially contained in [B93] . Since we want to use them in the form of an embedding of the type
, where we have spaces of functions being periodic in the space-but not in the time-variable, we shall give new proofs for these estimates, using some of the arguments from [B93] as well as from [KPV96] and [GTV97] .
Lemma 2.1 (cf. [B93] , Prop. 2.6) Let n = 1. Then for any b > 3 8 and for any
Proof (cf. [KPV96] , Lemma 5.3): Clearly, ii) follows from i) by duality. To see i), we shall show first, that
where
Now there are at most four numbers k ∈ Z with |k − x 0 | < 1 or |k + x 0 | < 1. For all the others we have
Cauchy-Schwarz' inequality gives
. Without loss of generality we can assume b ∈ ( 
Using Cauchy-Schwarz' inequality and Fubini's theorem as in [KPV96] (there: proof of Theorem 2.2) we arrive at
Now by Lemma 1.1 from the introduction it follows that
. 2 In the sequel we shall make use of the following number theoretic results concerning the number of solutions of certain Diophantine equations:
ii) For all ǫ > 0 there exists a constant c = c(ǫ) with
iii) Let n ≥ 3. Then for all ǫ > 0 there exists a constant c = c(ǫ) with
Quotation/Proof: i) a(r, 3) is calculated explicitly in [P] , Satz 6.2: It is
Here ( d p ) denotes the Legendre-symbol taking values only in {0, ±1}. Thus a(r, 3) can be estimated by the number of divisors of r, which is bounded by c < r > ǫ , see [HW] , Satz 315. For ii), see Satz 338 in [HW] . iii) follows from ii) by induction, writing {k ∈ Z n : |k|
The following Lemma corresponds to Prop. 2.36 in [B93] : 
Proof: As in the proof of the previous lemma, we start by showing that
where now (with
Taking k 1 = 3(ξ 1 + ξ 2 ) − 2ξ and k 2 = 3(ξ 1 − ξ 2 ) as new indices, we have
From this we get
It follows
where in the last step we have used part i) of the above proposition. Since we have demanded b > 1 2 , the introducing claim follows. Again, we use Lemma 4.2 from [GTV97] 
. Now Cauchy-Schwarz and Fubini are applied to obtain
a) For all Hölder-and Sobolevexponents p, q, s and b satisfying
holds true.
b) For all p, q, s and b satisfying
c) For all p, q, s satisfying
there exists a b < iii) Now for p, q, and s according to the assumptions of part c), there exists a θ ∈ [0, 1) satisfying
Define s 1 = 
Here χ N denotes the characteristic function of the ball with radius R centered at zero. With k = 2ξ 1 − ξ ∈ Z n we have
Thus we can estimate
where in the last but one inequality we have used Proposition 2.1. Thus the stated bound on S(ξ, τ ) is proved. Using Lemma 4.2 from [GTV97] again we obtain (with dν = dτ 1 ξ1 and (ξ, τ ) = (ξ 1 + ξ 2 , τ 1 + τ 2 )):
Applying Cauchy-Schwarz and Fubini as in the former proofs we arrive at
ξτ which are supported in {(ξ, τ ) : |ξ| ≤ N }. Now Lemma 1.1 gives for all u i ∈ X + 0,b , i = 1, 2, having a Fourier transform supported in {(ξ, τ ) : |ξ| ≤ N }:
provided the above support condition ist fulfilled. Now let (φ j ) j∈N0 be a smooth partition of the unity. Then, by the Littlewood-
. Combining this with the estimate (2) we get
b) For all p, q, s and b satisfying
there exists a b < 1 2 so that (3) holds true. The proof follows the same lines as that of Corollary 2.1 and therefore will be omitted. 
For the Fourier transform of T ξ0 u the identity
is easily checked. Now let B 0 be a ball (or cube) of the same size as B centered at zero. Then we have
That is T ξ0 P B u = P B0 T ξ0 u. Moreover, because of
If B is a ball centered at ξ 0 and −B is the ball of the same size centered at −ξ 0 , then a short computation using F x u(ξ) = F x u(−ξ) shows that P B u = P −B u. From this and u X 
Proof: 1. Preparations: Without loss of generality we may assume s = 0. Setting v i = u i the stated inequalities then read
and
To show them, we need the following algebraic inequality:
Here A denotes the region, where < τ +ξ 2 >≥ max
(For the variables (ξ, ξ 1 , ξ 2 ) and (τ, τ 1 , τ 2 ) we will have ξ = ξ 1 + ξ 2 and τ = τ 1 + τ 2 throughout this proof.) Defining
. Now, for given θ ∈ (0, (4): By Lemma 1.1 and (6) we have:
Lemma 1.1, Hölders inequality, Lemma 2.1 and Lemma 1.2 are now applied to obtain
Similarly we get
By exchanging v 1 and v 2 we get the same upper bound for N 3 . So, because of θ = 1 4 − 4ǫ, the estimate (4) is proved.
3. Estimation of (5): Using Lemma 1.1 and (6) we get
In order to estimate N 1 we define
Since in A we have < τ +ξ 2 >≥ max
which we shall now estimate by duality. Therefor let f 0 ∈ L 2 ξ with f 0 L 2 ξ = 1 and f 0 ≥ 0. Now applying Cauchy-Schwarz' inequality first in the τ -and then in the ξ-variables we get the desired upper bound for N 1 :
where in the last step we have used Lemma 1.2 from the introduction. To estimate N 2 we apply Cauchy-Schwarz on dτ :
This was already shown to be bounded by
The same upper bound for N 3 is obtained by exchanging v 1 and v 2 , so the estimate (5) 
hold.
Before we prove the theorem, we must introduce some notation and derive some preparatory lemmas. First, for a subset M ⊂ R n or M ⊂ Z n , we define the projections
where χ M denotes the characteristic function of the set M . Especially we require for l ∈ N 0 :
• P l := P B 2 l for the (closed) ball B 2 l of radius 2 l centered at zero (P −1 = 0),
• P ∆l := P l − P l−1 , as well as
, where α ∈ Z n and Q l α is a cube of sidelength 2 l centered at 2 l α, so that
Next we shall fix a couple of Hölder-and Sobolevexponents to be used below: 1. We choose 
Then, if ǫ > 0 is chosen appropriately small, by corollaries 2.1 and 2.2, part b), and Lemma 2.4 there exists a b < 1 2 for which we have the estimate
whenever B is a ball or cube of size R. Dualizing the last inequality, we obtain 
Observe that our choice guarantees
for the Hölder applications as well as for ǫ sufficiently small s 0 + s 1 − s < 0. For m ≥ 3 in addition we shall need the following parameters: 4. Assuming 
In general, this follows from part c) of the corollaries 2.1, 2.2, except in the case n = 1, m = 3, where one can use part b) of corollary 2.1. (Here we assume s ≤ 1 3
in the cases n = 1 , m ∈ {3, 4}.) 6. We close our list of parameters by choosing for n ≥ 2. Then, by corollary 2.1, part c), in the case of space dimension n = 1 and by Sobolev embedding in the time variable in the case of n ≥ 2, we have the estimate
for some b < 1 2 . Now for the Hölder applications we have 1
as well as for ǫ sufficiently small s 0 + σ 1 + ǫ − s < 0. 
Proof: Writing
Next we estimate the contribution for fixed l and k:
where C is a cube centered at 2 l α having the sidelength m2 l . So for |2 l α − 2 l β| > c n 2 l m, that is for |α − β| > c n m, the above expressions are disjointly supported. Thus for these values of α and β we do not get any contribution to the last sum, which we now can estimate by
Next we use Hölder's inequality, (7), (8) and (10) to get
we combine (14) and (15) to obtain:
2l(s0+s1−s)
Inserting the square root of this into (13) and summing up over k and l we can finish the proof. 2 Now summing up over α we arrive at the square of (17).
3. Now we show that there exists a b < 
