A number of landmark results in the foundations of quantum mechanics show that quantum systems exhibit behaviour that defies explanation in classical terms, and that cannot be accounted for in such terms even by postulating "hidden variables" as additional unobserved factors. Much has been written on these matters, but there is surprisingly little unanimity even on basic definitions or the inter-relationships among the various concepts and results. We use the mathematical language of sheaves and monads to give a very general and mathematically robust description of the behaviour of systems in which one or more measurements can be selected, and one or more outcomes observed. We say that an empirical model is extendable if it can be extended consistently to all sets of measurements, regardless of compatibility. A hidden-variable model is factorizable if, for each value of the hidden variable, it factors as a product of distributions on the basic measurements. We prove that an empirical model is extendable if and only if there is a factorizable hidden-variable model which realizes it. From this we are able to prove generalized versions of well-known No-Go theorems. At the conceptual level, our equivalence result says that the existence of incompatible measurements is the essential ingredient in non-local and contextual behavior in quantum mechanics.
Introduction
An experiment consists of making one or more measurements on a system of interest, and recording the outcomes of the measurements. For each set of measurements that can be chosen, there will be a frequency distribution of the various joint outcomes obtained under that set of measurements. A system might be made up of different parts, where Alice performs measurements on one part, Bob on another part, and so on. An important case is when the different parts of the system are spatially separated.
Sometimes, there are constraints on what sets of measurements can be simultaneously undertaken on a system, because making one measurement 'interferes' with making a second. Such situations arise most famously in the quantum world, where various measurements (e.g., position and momentum) are incompatible. Quantum mechanics is the primary motivation for this paper, so our framework should allow for incompatibilities among measurements. One can also imagine such situations arising in the classical world.
The mathematical language we will use to describe experiments is sheaf theory. This allows us to give a very general and flexible treatment. We begin this approach in Section 2. Firstly, we will give a heuristic account of some of the main ideas of the paper. In this heuristic discussion, we will speak of probability distributions specifically. However, the actual mathematical scope of the paper will be much broader, and probability distributions will appear as a very special case of the general theory.
Empirical and Hidden-Variable Models
A system will be made up of a number of spatially separated parts. Associated with each part i will be a set M i of basic measurements that can be performed on that part. Associated with each measurement is a set O of possible outcomes. (By suitable expansion, we can take the outcome set to be common across all measurements.) Next is the idea of a compatibility structure. At each part there will be a family C i of subsets of M i specifying which measurements are compatible, i.e., can be performed together as a single joint measurement. Take the M i to be disjoint, and form the disjoint union M = i∈I M i . We can then form a compatibility structure C on M , given by:
where S (i) = S ∩ M i . Thus, we take measurements performed in different parts of the system to be automatically compatible, but require measurements within a part to respect that part's compatibility conditions. The following picture shows our formalization of an experiment -or, what we shall from now on call an empirical model. Alice makes a set of measurements
Bob makes a set of measurements
Zed makes a set of measurements
Two special cases are immediate. In the first case, each C i consists of the singletons {m i } alone. Thus, a joint measurement consists of at most one measurement on each part. This is the setting for studying non-locality in the sense of Bell [4] , where the question is how to explain correlations that arise across outcomes at different parts. A second special case is when there is just one part, and the compatibility structure C consists of more than the singletons but less than the power set. This is a starting point for studying contextuality in the sense of Kochen-Specker [26] , where the question is whether incompatible sets of measurements can be put together in a certain sense.
Empirical models can be embellished by adding to them a set, customarily denoted Λ, of hidden (unobserved) variables. Taking into account the box labelled "Hidden variable λ" in Figure 1 , we obtain the picture of a hidden-variable model. We see that the hidden variable λ interacts with the system to determine (probabilistically) the outcomes of measurements.
A hidden-variable model realizes an empirical model if, for each set of compatible measurements, the probability distribution on outcomes that is induced by the hidden-variable modelwhen we average over the possible values of λ -agrees with the probability distribution specified by the empirical model. That is, as far as observable variables are concerned, the hidden-variable model behaves the same way as the empirical model. There are various properties one can ask of a hidden-variable model, such as determinism and factorizability. (We describe these properties below.) If an empirical model can be realized by a hidden-variable model satisfying properties of this kind, then this provides a particular kind of explanation of the actual data.
Overview of Results
We consider several properties of empirical models:
• No Signalling A generalized version of No-Signalling emerges as a naturality property in our framework. This generalized form applies to any set of compatible measurements, whether or not they are regarded as spatially distributed. We have not found an explicit discussion of this point in the literature, although this generalized version is easily seen to be valid in quantum mechanics.
• Non-Contextuality This property comes in two forms. We say an empirical model is contextual if it cannot be realized by a factorizable (see below) hidden-variable model. It is strongly contextual if there is no assignment of outcomes to measurements -no function from M to O -whose restriction to each set of compatible measurements lies in the support of the associated probability measure on outcomes. Strong contextuality is strictly stronger than contextuality.
• Extendability This asks for the existence of an extension of the empirical model to one defined on all subsets of measurements, regardless of compatibility. This is a non-trivial property because of the naturality requirement on models, which implies in particular that the marginals of the extended model must agree with the distributions assigned by the original model.
We also consider several properties of hidden-variable models:
• Parameter Independence This emerges as a naturality property in our framework.
• λ-Independence This corresponds to the assumption that the space of hidden variables is a constant presheaf. Without this assumption, it is trivially possible to introduce deterministic hidden variables.
• Factorizability This says that, given the value of the hidden variable λ, the probability of a joint outcome for a set of measurements can be factored into a product of probabilities. When each part's compatibility structure C i consists of the singletons {m i }, this specializes to the usual Locality property.
• Firstly, we can prove model specific results, essentially versions of Bell's theorem. We give a very simple and direct proof of a Hardy-style impossibility result (Hardy [19] ) by showing that the empirical model in question is not extendable. This is a 'hidden-variable-free' proof, in contrast to the standard arguments.
We show that a standard quantum system giving rise to a Hardy model, while contextual, is not strongly contextual; the support does have a global section. By contrast, GHZ models [18, 17] are strongly contextual.
• Secondly, we consider model-independent results. We formulate a generalized version of the Kochen-Specker theorem [26] , which establishes the strong contextuality of a whole class of empirical models, by showing that a simply defined presheaf which contains the support of these models has no global sections. In particular, in the quantum case this shows that there are finite sets of measurements under which all quantum states, whether entangled or not, exhibit strongly contextual behaviour. We also point out some interesting connections to combinatorics and computational complexity, including a purely graph-theoretic formulation of "Kochen-Specker graphs".
We end this preview by emphasizing the conceptual significance of our result relating empirical and hidden-variable models. This tells us that the existence of incompatible measurements is an essential ingredient -arguably, the essential ingredient -in non-local and contextual behavior in quantum mechanics. To the best of our knowledge, the first formal result of this kind appeared in [15] . The generality of our framework allows us to produce some particularly strong and compelling evidence on this point.
Related Work
The present paper builds on our previous work, in particular [1] by the first author, and [7, 8] by the second author (with H. Jerome Keisler and Noson Yanofsky, respectively).
Since we use sheaf theory as our mathematical setting, there is an obvious point of comparison with the topos approach, as developed by Isham, Butterfield, Döring, Heunen, Landsman, Spitters et al. [21, 13, 20] .
There are two aspects where we see a clear connection:
• The general point that presheaves varying over a poset of contexts provides a natural mathematical setting for studying contextuality phenomena is certainly a common feature. It should also be mentioned that presheaves have been used for similar purposes in the context of the semantics of computation, e.g., in the Reynolds-Oles functor category semantics for programs with state [36, 41] , and in the presheaf models for concurrency of Cattani and Winskel [11] .
• More specifically, our development of a generalized Kochen-Specker theorem in Section 12 draws on the important insight in [21] , which initiated the whole topos approach, that the Kochen-Specker theorem could be reformulated very elegantly in presheaf terms, as stating the non-existence of global sections of a certain presheaf. We relate our approach to the formulation in [21] in Section 12.4.
On the other hand, there are many differences in emphasis, objectives, and technical development between the present work and the topos approach. For example, sheaves and monads feature prominently in the present paper, but have not appeared in the topos approach to date, as far as we are aware. One of our central objectives is to give a unified account of contextuality and nonlocality, but locality issues have not been considered in the topos approach; nor has extendability, another key topic for us. In the other direction, the ambient presheaf topos and its internal logic, which is central to the topos approach, does not play a rôle in our work.
Mathematical Background
The mathematical language we shall use is sheaf theory. There are three parameters in our approach, which allow for a considerable degree of generality and flexibility:
• The notion of context is parameterized by the poset over which the sheaves and presheaves are defined. This allows locality, contextuality, and combinations of the two to be covered in a uniform fashion.
• The notion of behaviour or event is parameterized as a sheaf over the poset of contexts.
• The notion of weight assigned by models to events is parameterized by a commutative monad [27] , which can be regarded as expressing a general notion of effect, as in [34] .
In particular, any commutative semiring gives rise to a distribution monad. Thus both probabilistic and relational models are covered, as very special cases of the general theory.
In this Section, we shall review the mathematical background assumed in this paper, and establish the notational conventions which we will use.
Notational Preliminaries
We write |S| for the cardinality of a set S. If f : X → Y is a function and X ⊆ X, we write f |X : X → Y for the restriction of f to X . We write Y X for the set of functions from X to Y . A family of sets {X i } i∈I is disjoint if X i ∩ X j = ∅ whenever i = j. We write i∈I X i for the union of a disjoint family. Given a family of functions {f i :
Given S ⊆ i∈I X i , we write
Categorical Background
We will assume some familiarity with the very basic elements of the language of category theory: categories, functors, natural transformations, products, isomorphisms, cartesian closed categories. A gentle and succinct introduction such as [39] or [2] covers all that we will need, while [3] provides a more substantial reference. Our discussion of sheaves and presheaves will be essentially self-contained. A standard reference is [31] .
We shall make some use of commutative monads [27] , which we briefly review. A monad (T, η, µ) on a category C is given by an endofunctor T : C → C, and natural transformations η : Id
−→ T , satisfying the following commutative diagrams:
The powerset operation defines a covariant functor on Set by direct image:
We can define natural transformations
and (P, η, µ) forms a monad. Now assume that C has finite products. A commutative monad (T, η, µ, κ) additionally has a natural transformation
which satisfies some coherence conditions:
where α, ρ, σ are the natural isomorphisms witnessing the associativity, unit, and symmetry properties of the product. In our example, the powerset is a commutative monad, with the natural transformation
A commutative monad is affine [28] if the following diagram always commutes: 28, 22] ) A commutative monad T is affine if and only if η 1 : 1 → T 1 is an isomorphism.
In our example, the powerset monad is not affine; however, the non-empty powerset monad is.
The Distribution Monad
A commutative semiring is a structure (R, +, 0, ·, 1), where (R, +, 0) and (R, ·, 1) are commutative monoids, and moreover multiplication distributes over addition:
Our two main examples of semirings will be the non-negative reals:
and the booleans:
We fix a semiring R. Given a set X, the support of a function φ : X → R is the set of x ∈ X such that φ(x) = 0. We write supp(φ) for the support of φ. An R-distribution on X is a function φ : X → R which has finite support, and such that x∈X φ(x) = 1.
Note that the finite support condition ensures that this sum is well-defined. We write D R (X) for the set of R-distributions on X.
In the case of the semiring R, this is the set of probability distributions of finite support on X; in the case of B, it is the set of non-empty finite subsets of X.
Given a function f : X → Y , we define
This is easily seen to be functorial:
so we have a functor D R : Set → Set. We can also define
where δ x (x) = 1, and δ x (y) = 0, x = y. Similarly, we can define
It can be verified that these are natural transformations, and that (D R , η, µ, κ) forms a commutative monad on Set. Moreover, this monad is always affine. We verify that
Presheaves on a poset
Let P be a poset. A presheaf on P is a functor F : P op → Set. That is, we regard P as a category, with an arrow ι p,p : p → p whenever p ≤ p . Now F assigns a set F (p) to each p ∈ P, and a function F (ι p,p ) : F (p ) → F (p) when p ≤ p . These assignments satisfy:
We refer to the elements of F (p) as sections, and write s p := F (ι p,p )(s) when s ∈ F (p ) and p ≤ p . A morphism of presheaves on P is a natural transformation t :
Presheaves on P and their morphisms form a category, which we denote by Set P op orP. A commutative monad (T, η, µ, κ) on Set lifts pointwise to a commutative monad on Set
Given a presheaf F , T (F ) is defined by composition:
Similarly for the natural transformations η, µ, κ.
Sheaves
We now suppose that our poset P is bounded complete, meaning that every subset with an upper bound has a least upper bound, also referred to as a join. This implies that it also has all non-empty meets. We shall write the least upper bound or join of a bounded set {p j } j∈J as j∈J p j . The least upper bound of the empty set is the least element of the poset, which we write as 0.
We say that a presheaf F on P is a sheaf if it satisfies the following condition: Whenever p = j∈J p j , and there are s j ∈ F (p j ) for each j ∈ J, such that the compatibility condition
holds for all j, k ∈ J, then there exists a unique s ∈ F (p) with s p j = s j for all j ∈ J.
The sheaf condition has a standard alternative formulation as requiring the exactness of a certain diagram. We note a particular case of this. We say that a family {p j } j∈J is a disjoint cover of p if p = j∈J p j , and p j ∧ p k = 0 for all j = k. Proposition 2.2 Suppose that {p j } j∈J is a disjoint cover of p, and F is a sheaf. Then F (p) is the product in Set of {F (p j )} j∈J . Proof Firstly, the restriction maps provide projections:
Now suppose we are given a disjoint cover {p j } j∈J of p, a set X, and functions f j : X → F (p j ), j ∈ J. For each x ∈ X, we have s j := f j (x) ∈ F (p j ). Since the empty family covers 0, the sheaf condition implies that F (0) = 1, and thus the family {s j } satisfies the compatibility conditions. Hence the sheaf condition for F implies that there is a unique s ∈ F (p) such that π j (s) = s p j = s j . Applying this to each element of X, we obtain a unique map f : X → F (p) fulfilling the universal property of the product.
Remark A bounded complete poset fails to be a complete lattice only in that it lacks a top element. This will turn out to be a critical point in our discussion of contextuality, locality and No-Go theorems. The existence of a top element, corresponding to the idea that all measurements are compatible, will entail extendability, and hence factorizability, with locality as a special case. Moreover, a converse will also hold: see the E = F Theorem 8.4. Thus, as discussed in Section 1.2, incompatibility emerges as the key to non-local and contextual behavior in quantum mechanics.
Contexts and Events

Contexts
We shall view the poset P as articulating the structure of a set of contexts. In particular, we shall be interested in posets of the following kind. Fix a set M of basic measurements. A compatibility structure C on M is a family of subsets of M such that:
• C is downwards closed, i.e. if S ⊆ S and S ∈ C, then S ∈ C.
The reading of C is that it expresses which measurements are compatible, i.e. can be performed together as a single joint measurement. The downwards closure condition expresses the idea that a subset of a compatible family is compatible. The natural order on this structure is subset inclusion. We refer to this poset as P C . It provides a setting for studying contextuality.
An important point in our approach is that this study of compatibility structures subsumes the study of spatially distributed, multipartite systems. Such systems give rise to compatibility structures in a natural fashion:
• Consider a disjoint family {M i } i∈I . We think of I as labelling the parts of a system, which may be space-like separated; M i is the set of basic measurements which can be performed at part i. We form the disjoint union M of this family. A global measurement is a subset of M containing at most one element of M i for each i ∈ I. Thus we regard measurements performed in different parts of the system as compatible, but do not allow for compatible measurements in the same part. The set of subsets of this form, ordered by inclusion, forms a compatibility structure C L . It provides a setting for studying locality.
• We can also consider combinations of local compatibility and distributed structure. A distributed compatibility structure is a family {(M i , C i )} i∈I of compatibility structures, where {M i } i∈I is a disjoint family of sets.
Given such a structure, we form the disjoint union M = i∈I M i , and the compatibility structure C on M , where:
The idea is that measurements in different parts are always mutually compatible. Note that:
so P C is the product of the posets P Ci .
Note that every compatibility structure C has bounded joins; in fact, it is closed under unions of bounded subsets. It is also closed under non-empty intersections.
Quantum Realizations of Contextual Posets
We shall now show how compatibility structures arise in the Quantum Mechanics formalism.
• Firstly, fix a Hilbert space H. As usual, an observable is a bounded self-adjoint operator A on H. Two observables A, B are compatible if they commute: AB = BA. In this case, the composite AB is again self-adjoint, and hence forms an observable.
Given a set M of observables, we form a compatibility structure by taking all finite subsets S ⊆ M of pairwise commuting observables. Note that pairwise commutation implies that the observables in the subset, composed in any order, form a well-defined observable.
• Now suppose we have a list H 1 , . . . , H k of Hilbert spaces, and a set M i of observables on H i , i = 1, . . . , k. We make the observables in M i into local observables on the compound system
i commutes with B j whenever i = j, and we can form a compatibility structure C L .
• Finally, we can combine these ideas in the natural fashion, using the commuting observables in each M i to define the compatibility structure C i , and then combining these as local observables to form the compatibility structure C.
Events
We shall assume given a sheaf E : P op → Set, which we think of as a sheaf of (atomic) events.
Example Each of the posets P from the examples given in 3.1 has a concrete representation as a family of sets of measurements. In each of these cases, we shall use the following event sheaf.
• We fix a set O of possible outcomes for each measurement. For each S ∈ P, an S-section is a function s : S → O. We interpret such an S-section as a specification of possible outcomes when the joint measurement S is performed. It should be read as a description of a history or run of the system, in which the measurements in the compatible family S were performed, and the outcomes s(m) for each m ∈ S were observed.
The presheaf E O is in fact a sheaf, since under the compatibility conditions, we can glue the sections s j : S j → O together to form a section s : S → O on S = j S j .
The Quantum Case
In the case where the measurements are observables on a Hilbert space, we shall assume that they each have the same standard set of possible outcomes. For simplicity, we shall confine ourselves to the finite-dimensional case. Recall that a self-adjoint operator A has a spectral decomposition
where α i is the i'th eigenvalue, and P i is the projector onto the corresponding eigenspace. Measuring a quantum state ρ with this observable will result in one of the observable outcomes α i , with probability Tr(ρP i ), while the state will be projected into the corresponding eigenspace.
For simplicity of notation, we shall focus on dichotomic quantum observables, i.e. selfadjoint operators on a Hilbert space H with a spectral resolution into two orthogonal subspaces. In this case, we can use a standard two-element set O = {0, 1} to label these outcomes, and the presheaf E O to record the collective outcomes of a compatible set of observables.
Thus for each basic measurement m in M , we have an observable A m with spectral decom-
. It may well be the case that this decomposition contains redundant terms, in the sense that P s = 0 for some values of s. The important point is that these projectors do yield a resolution of the identity:
Models
We now have the ingredients to set up a very general framework for studying structural properties of theories which make predictions about the outcomes of measurements.
We shall assume given:
• A poset P of contexts, which we assume to be bounded complete.
• A sheaf E of events on P.
• A commutative, affine monad (T, η, µ, κ) which describes a notion of effect or weight which the theory ascribes to the possible events. Of particular interest will be the distribution monads, especially the probability monad D R , and the boolean monad D B .
With this language, we can formulate a very general notion of empirical model, which describes a scenario in which events can arise in various contexts; the model specifies the weights to be ascribed to the events. We will also be able, at the same level of generality, to formulate a notion of hidden-variable model, which makes use of some additional information encoded in a set of values for a hidden variable; and the crucial notion of how a hidden-variable model realizes an empirical model.
Empirical Models
An empirical model e assigns a weight on events: for each context p ∈ P, this is an element e p of T (E)(p). We furthermore require that this assignment satisfies the following naturality property: whenever p ≤ p , e p = e p p. Here we extend the restriction notation to the presheaf
This says exactly that e is a global section of the presheaf T (E), i.e. a natural transformation e : 1 · −→ T (E), where we write 1 for the constant presheaf on P which assigns a fixed one-point set {•} (i.e. a terminal object in Set) to every p ∈ P.
In the case of a distribution monad D R , we can write this restriction explicitly, as follows. For each s ∈ E(p):
Example When P = P C L , E O is the presheaf of O-valued functions, and T = D R , this yields the following condition. Whenever m i ∈ S, i ∈ I, s ∈ E({m i }):
This says that the distribution on a measurement outcome at part i is the marginal of the distribution on those measurement outcomes in the context S which restrict to this outcome at i. This is the no-signalling condition [16, 24] , which thus emerges as a basic structural property of our framework.
The Quantum Case
We now consider the situation described in Section 3.4, where the measurements are quantum observables on a Hilbert space H. A state ρ on H gives rise to an empirical model. For each compatible set of observables S, the state defines a probability distribution ρ S over E O (S), by the standard 'statistical algorithm' of quantum mechanics: ρ S (s) = Tr(ρP s ). Thus ρ S ∈ D R (E)(S) for each S ∈ C. We must verify the naturality condition. If we are given S 1 ⊆ S, we can write
Moreover, restriction is just projection: (s 1 , s 2 ) S 1 = s 1 . Now we can calculate:
Although this derivation is straightforward, it makes an interesting point. The no-signalling condition extends to a condition relating to compatible families of observables in general, not just those represented as operating on different factors of a tensor product, and hence considered as possibly space-like separated. Indeed, from this perspective, we may say that the structural significance of the tensor product representation is precisely that it guarantees that local observables in different factors commute, with compatibility as the more fundamental phenomenon.
It should also be noted that this naturality property in no way precludes contextuality phenomena; this will become clear in what follows.
Hidden-Variable Models
We fix a set Λ of values for a hidden variable. A hidden-variable model h over Λ assigns, for each context p ∈ P and value λ ∈ Λ, a weight h λ p ∈ T (E)(p). It also assigns a distribution h Λ ∈ T (Λ) on the hidden variables. The standard structural assumption of λ-independence (the term is from [12] ) says that h Λ is independent of the context. We also consider a naturality requirement corresponding to the one we imposed on empirical models: whenever p ≤ p , then h λ p = h λ p p. These requirements say exactly that h is a natural transformation
where Λ is the constant presheaf valued at Λ. Thus λ-independence is encapsulated structurally by taking Λ to be a constant presheaf. More precisely, the naturality condition for h, together with the fact that Λ is a constant presheaf, imply that (h Λ ) p = (h Λ ) p whenever p ≤ p . Since we are assuming that P is bounded complete, and in particular has a bottom element 0, and is therefore connected, then this implies
Note that all compatibility structures as described in Section 3.1 have bottom elements, given by the empty set.
Example When P = P C L , E O is the presheaf of O-valued functions, and T = D R , the naturality requirement on h yields the following condition. Whenever m i ∈ S, i ∈ I, s ∈ E({m i }):
This says that, for each fixed value of the hidden variable, the distribution on measurement outcomes at part i is the marginal of the distribution on those measurement outcomes in the context S which restrict to this outcome at i. This is the parameter independence condition [40, 23] . Thus, λ-independence and parameter independence emerge as basic structural properties of hidden-variable models in this framework.
Realization and Equivalence
We shall now show how the notion of a hidden-variable model realizing an empirical model arises canonically in this setting. What we want is a morphism of presheaves
since then we can simply define e := kev
However, the required morphism kev T is simply the Kleisli evaluation which arises automatically from the commutative monad structure of T and the cartesian closed structure of Set
In the case of the distribution monads D R , this is defined explicitly as follows. Firstly, for each λ ∈ Λ and p ∈ P, t assigns a distribution t λ p ∈ D R (E)(p). Now
The Kleisli evaluation kev T is the internalized version of this process obtained using the cartesian closed structure of Set P op . For a general description, suppose (T, η, µ, κ) is a commutative monad on a cartesian closed category C. We can define the Kleisli evaluation as follows:
In our context, we can take advantage of the simplified form which this Kleisli evaluation takes, since the exponent Λ is a constant presheaf. In the case of the distribution monads D R , it is given explicitly by
This can be recognized as the standard expression for how observable behaviour is realized by averaging over the values of the hidden variable. We say that two hidden-variable models h, h , over the same monad T , but quite possibly with different sets of hidden variables, are equivalent if they realize the same empirical model; that is, if kev
Properties of Models
Some of the key properties of empirical and hidden-variable models which have been considered in the literature, notably no-signalling, parameter independence and λ-independence, have been shown to arise directly from basic structural conditions in the sheaf formalism. We can think of them as framework properties in our setting.
We shall now formulate two key properties in the sheaf-theoretic language. The first, which we call factorizability, can be seen as a common generalization of locality and non-contextuality. The second is determinism. These both arise in a natural and compelling fashion, and can in fact be expressed in great generality in the sheaf framework.
Factorizability
We shall formulate a general independence property, and show that it yields locality and noncontextuality as standardly considered in quantum foundations, when we specialize it appropriately.
Suppose we have a finite disjoint cover {p j } j∈J of p ∈ P. By Proposition 2.2, E(p) ∼ = j∈J E(p j ). From the commutativity of the monad, we have a morphism
We say that a hidden-variable model h :
If we apply this general definition in the case of the distribution monads, we obtain the following condition. Whenever {p j } j∈J is a finite disjoint cover of p, then for all λ ∈ Λ and s ∈ E(p):
Note that in this expression, the product is that of the semiring! The hypothesis of finiteness of the disjoint cover is needed in order for the product in (3) to be well-defined. More generally, the commutative action κ is only defined for finite products. We shall discuss the possibilities for generalization in the Concluding Remarks. In our concrete examples of compatibility structures, the contexts will generally be finite subsets of the underlying set of basic measurements, so finiteness of disjoint covers will hold automatically.
Examples Suppose that P = (C, ⊆) for some compatibility structure C, E = E O , and T = D R .
• If C = C L , then the condition specializes to Bell locality [4] . That is, for each value of the hidden variable, the distribution on the outcomes factors as a product of distributions on each site or local part of the system.
• For compatibility structures in general, the condition yields a form of non-contextuality. This is less standard, and so we shall spell it out in more detail.
We say that a hidden-variable model h is decomposable if for each λ ∈ Λ there is a distribution
Note that this condition says that the joint distribution factors into independent distributions determined 'locally' (without any necessary spatial connotation) for each basic measurement, independent of the context in which it appears.
The following result is a special case of the Extension Theorem 6.3 which we will prove in Section 6.
Proposition 5.1 When T is a distribution monad, a hidden-variable model h is factorizable if and only if it is decomposable.
We shall say that an empirical model which has no realization by a hidden-variable model satisfying factorizability is contextual.
Outcome Independence
In the literature on hidden-variable models, locality is factored into parameter independence and outcome independence [23, 40] . As we have already seen, parameter independence is a basic requirement for hidden-variable models in our setting -it is the naturality requirement for the hidden-variable model to be a section of the presheaf
, which by naturality satisfies parameter independence, h satisfies factorizability if and only if it additionally satisfies outcome independence.
Determinism
A hidden-variable model h is deterministic if it factors as
For distribution monads, this says that for each λ ∈ Λ, there is
Summary of Definitions
It may be helpful to summarize the main definitions at this stage. The ingredients of our approach in full generality are:
• A bounded complete poset P of contexts.
• A sheaf E over P.
• An affine commutative monad (T, η, µ, κ) on Set, which lifts to an affine commutative monad on Set
In these terms:
• An empirical model is a natural transformation e : 1 ·
−→ T (E).
• A hidden-variable model is a natural transformation h : 1
, where Λ is a constant presheaf.
• A hidden-variable model h realizes an empirical model e if e = kev T E,Λ • h.
• A hidden-variable model is factorizable if (2) holds for every disjoint cover.
• A hidden-variable model is deterministic if (4) holds.
Determinism Implies Factorizability
We shall now show, for any poset P, and any commutative monad (T, η, µ, κ), that if a hiddenvariable model h :
Proof
Recall that h deterministic means that for each λ ∈ Λ, there is
Structure of Factorizability
In this section, we analyze the mathematical structure of Factorizability. We shall begin by considering some additional requirements on our poset of contexts P.
An atom in a poset P with least element 0 is an element a ∈ P , a = 0, such that, for all p ∈ P, if p ≤ a then p = 0 or p = a. We write A for the set of atoms in P.
A finite poset P is simplicial [6] if it has a bottom element 0, and for every p ∈ P, the interval [0, p] is a Boolean algebra. Note that a finite Boolean algebra B can be represented as the powerset of its atoms: B ∼ = P(A).
Examples The posets arising from finite compatibility structures C are simplicial. Note that C is finite if and only if the underlying set M is finite.
In fact, we can show that finite compatibility structures are fully representative of simplicial posets.
Proposition 6.1 (Representation Theorem) A poset is simplicial if and only if it is isomorphic to a finite compatibility structure. Proof Clearly, finite compatibility structures are simplicial. For the converse, suppose that P is simplicial, with set of atoms A. We write A(p) for the set of atoms below p ∈ P. We form the compatibility structure C on A comprising the bounded sets of atoms. C is finite, since P and hence A is, and it is evidently downwards closed. We define a map
Since for all p ∈ P, p = A(p), this map is an order-embedding:
Finally, since the downset of each element of P is a finite Boolean algebra, it has a unique representation as the join of a set of atoms. Hence if S = S , we must have S = S . Thus S = φ( S), and φ is surjective.
We also note the following evident special case. Proposition 6.2 If a simplicial poset has a top element, it is a finite Boolean algebra.
For the remainder of this Section, we shall assume that P is simplicial. We write A for the set of atoms of P, and A(p) for the set of atoms below p ∈ P. Note that A(p) forms a disjoint cover of p.
Suppose we are given a family g = {g λ a }, where g λ a ∈ T (E)(a), a ∈ A, λ ∈ Λ. We can extend this family to an assignment g
We shall now show that this extension of the assignment to atoms satisfies the naturality requirement to be a model. Moreover, all factorizable models arise in this way.
Proposition 6.3 (Extension Theorem
This morphism satisfies factorizability. Conversely, a hidden-variable model h which satisfies factorizability is the extension by (5) of its restriction to atoms. Proof We shall take advantage of the Representation Theorem 6.1 and write elements of the poset as sets of atoms. Thus an order relation in the poset has the form S ⊆ S ∪ S , where
i.e. the restriction map E(ι S,S∪S ) is the projection π 1 : E(S) × E(S ) → E(S). Indeed, since the members of S form a disjoint cover of it, with the restrictions to atoms as projections, we have, for each a ∈ S,
and by functoriality of E we have (s S) a = s a, so by the universal property of the product we must have s S = (s a | a ∈ S). Now suppose we are given an assignment to atoms g = {g λ a }, and S ⊆ S ∪ S . We must show that g λ S∪S S = g λ S . This is now a calculation:
To show factorizability, suppose we have a disjoint cover {S 1 , . . . , S n } of S; that is, a disjoint family with S i = S. Then, using the coherence of κ:
For the converse, we note that (5) is an instance of factorizability, with respect to the disjoint cover A(p) of p.
We define a subset L(p) ⊆ T (E)
Λ (p) for each p ∈ P, as the set of all g λ p arising from some assignment g on atoms by (5).
Proposition 6.4 The family {L(p)} determines a sub-presheaf of T (E)
Λ . This presheaf is a sheaf.
, and hence that L is a sub-presheaf. Now suppose we have a covering {p j } of p, and a compatible family s j ∈ L(p j ). Each s j can be written as s λ j = κ pj (g λ a | a ∈ A(p j )). The compatibility of the s j means that we obtain a single consistent assignment {g λ a | a ∈ A(p)}. This then determines (κ p (g λ a | a ∈ A(p))) λ∈Λ ∈ L(p), and this assignment is unique by Proposition 6.3.
We refer to L as the sheaf of local models. The following is an immediate consequence of Propositions 6.3 and 6.4. Proposition 6.5 If P is simplicial, a hidden-variable model satisfies factorizability if and only if it is a global section of the sheaf of local models; that is, if and only if it factors through the inclusion L ⊂ -T (E) Λ .
Determinization
We shall now show that, if there are no constraints on the hidden variables, then it is always possible to introduce deterministic hidden variables for any empirical model, defined on an arbitrary commutative monad in any cartesian closed category. We say that a morphism p : A → B in a category C has the lifting property if every f : C → B factors through p; i.e. for some g : C → A, (not required to be unique), f = p • g. Diagrammatically:
Given an arrow f : C × A → B, we write λ(f ) : C → B A for its exponential transpose. We also have the strength map st A,B : B A → T B T A , defined as the exponential transpose of:
Note that the following diagram commutes:
so we can use the strength to write the Kleisli evaluation in a simplified form in the case of a deterministic model. Now let T be a commutative monad on a cartesian closed category C. We say that T admits deterministic hidden variables if for every object A there is an object V such that the arrow
has the lifting property. Note that this says in particular that, for every e : 1 → T (A) -every empirical model -there exists h :
e. such that h realizes e. Proposition 7.1 (Determinization Theorem) Every commutative monad on a cartesian closed category C admits deterministic hidden variables. Proof We take V := A. Given f : C → T A, we define h by
Thus h lifts f .
Note the tautological nature of this construction: we use the set of 'events' as its own hidden variable set. Since Set P op is always cartesian closed, this might seem a rather striking result. What prevents us using it to obtain a deterministic hidden variable realization of every empirical model? One thing and one thing only: λ-independence! Namely, in presheaf terms, the constraint that the hidden variable object should be a constant presheaf. This then creates the necessary combination of varying contexts of measurements, and fixed values of hidden variables we can thread through these different contexts -a notable feature of the proofs of No-Go theorems.
Thus not only do we have the anecdotal experience that one always needs λ-independence to prove any No-Go results involving hidden variables; this result is telling us, in very general terms, that without a constraint such as λ-independence, we can always find -trivially -a deterministic hidden variable theory.
Extendability and Factorizability
We now consider the situation where are all measurements are compatible, and hence can be performed jointly. Abstractly, this corresponds to the existence of a greatest element of P.
We show that for empirical models, compatibility implies determinization, and hence, by Proposition 5.3, factorizability. The idea is to determinize at the top as in the Determinization Theorem 7.1, and then everything else is forced by naturality. 
−→ T (E)
Λ , which is deterministic by construction.
Moreover, we define d Λ := e : 1 · −→ Λ. It remains to verify that d realizes e. Since d is deterministic,
Now for any p ∈ P, consider the following diagram:
The squares commute because of the naturality of st and ev with fixed exponents; the triangle commutes because of the naturality of x. Now x = λ(1 E( ) ), and st
It may be useful to write the proof out again in a more concrete fashion, in the special case when T is a distribution monad.
Proposition 8.2
Let e : 1 · −→ D R (E) be an empirical model. If P has a greatest element, e is realized by a deterministic hidden-variable model d.
Proof
We introduce a hidden variable λ s for every s in the support of e . Thus Λ is an isomorphic copy of the support of e . We define d λs p = δ s p , and d Λ (λ s ) = e (s). Clearly these are well-defined distributions. When p ≤ p , (δ s p ) p = δ s p , by naturality of η and functoriality of E.
is well-defined, and deterministic by construction. Finally, d realizes e, since, for all p ∈ P, s ∈ E(p): and by naturality (no signalling), e p = e p.
Note that we have no hypotheses on P other than the existence of a greatest element.
We now consider a form of converse to this result. Under the assumption that P is simplicial, we can show that, if a model is factorizable, then it can be extended to a model on the poset consisting of all sets of measurements, i.e. in which all measurements are compatible.
Proposition 8.3
Assume that P is simplicial, and suppose that e : 1 · −→ T (E) is realized by a factorizable hidden-variable model. Then e extends to an empirical model over the boolean algebra Q = P(A) consisting of all sets of atoms of P.
Proof Firstly, by Proposition 2.2, we can extend E to E defined on Q, uniquely up to unique natural isomorphism, by:
Now suppose that e is realized by a factorizable hidden-variable model h. By the Extension Theorem 6.3, h is uniquely determined by its restriction to atoms {g λ a }; moreover, we can apply (5) to obtain an assignment g λ q on all q ∈ Q, which defines a morphism g : 1 ·
−→ T (E )
Λ , which is factorizable, and which extends h. The hidden-variable model (g, h Λ ) realizes an empirical model e , defined on Q, which extends e.
Combining these results, we obtain the following theorem. Theorem 8.4 (E = F Theorem) Assume that P is simplicial. The following are equivalent for empirical models e:
1. There is a realization of e by a hidden-variable model satisfying factorizability.
2. There is an extension of e to all sets of measurements. Proof (1) ⇒ (2) is immediate from Proposition 8.3.
Conversely, (2) implies that e extends to a model on P(M ), which has a top element, namely M . Now Proposition 8.1 implies that this extended model e has a realization by a deterministic hidden-variable model h . If we restrict back to C, we get a deterministic hidden-variable model h which realizes e. Thus (2) ⇒ (1).
To put this more colloquially, under suitable hypotheses:
Factorizability is equivalent to Extendability.
It may also be worthwhile to state the contrapositive:
Contextuality is equivalent to the existence of incompatible measurements.
Determinization and Relational Collapse
In this Section, we shall use our general setting to develop some general results which will provide a basis for proving No-Go theorems for a wide class of models.
Determinization for Factorizable Models
Proofs of No-Go Theorems often make use, explicitly as in [7, 1] , or tacitly as e.g. in [32, 33] , of determinization results, which say that if an empirical model is realized by a hidden-variable model with certain properties -typically some form of locality -then it can be realized by a hidden-variable model with the same properties, which is moreover deterministic. Results of this kind clearly also have considerable conceptual interest, as they bear on the question of whether the observable phenomena could, even in principle, be explained by a deterministic theory of a certain form.
Proposition 9.1 (Determinization for Factorizable Models) Assume that P is simplicial. For any factorizable hidden-variable model h, there is an equivalent deterministic hidden-variable model.
Proof Let e be the empirical model realized by h. By Proposition 8.3, e extends to a model e defined on all sets of atoms. Since P is finite, its set of atoms A is also, so e is defined on the top element of the extended poset P(A). Hence by Proposition 8.1, e is realized by a deterministic hidden-variable model d . Restricting d to P, we obtain a deterministic hidden-variable model which realizes e, and is therefore equivalent to h.
Contextuality by Restriction and Descent
We will discuss two powerful methods for lifting No-Go theorems. Firstly, we note that to show contextuality, it is sufficient to show it for a small part of a model. Suppose we have an empirical model e : 1 · −→ T (E) defined on a bounded complete poset P. Let P be a sub-poset of P. There is a restriction e of e to this sub-poset.
We say that P is a rigid sub-poset of P if it is closed under bounded joins and binary meets from P:
• If S ⊆ P , and S is bounded in P, then P S ∈ P .
• If p, p ∈ P , so is p ∧ P p . Proposition 9.2 (No-Go Restriction Theorem) Let P be a rigid sub-poset of P, and e an empirical model defined on P. If the restriction of e to P is contextual, so is e.
Proof
Suppose for a contradiction that e has a realization by a factorizable hidden-variable model h. The restriction of h to P is a hidden-variable model which realizes the restriction of e to P . Note that, by rigidity of P , any disjoint cover in P is a disjoint cover in P. Hence the factorizability of h implies that of its restriction to P , contradicting the assumption of contextuality for e .
Thus to prove the contextuality of a model defined on a large poset P, it suffices to prove it for a small one which can be embedded rigidly into P. In particular, this allows our results proved under the assumption that the poset of contexts is simplicial to be leveraged to apply much more widely.
Example Consider a compatibility structure C over a set M . Given any subset M 0 ⊆ M , we have the induced compatibility structure C 0 := {S ∈ C | S ⊆ M 0 }. Note that C 0 is finite if and only if M 0 is. Also, C 0 is closed under bounded unions and non-empty intersections, and hence is a rigid sub-poset of C.
For example, we have the compatibility structure where M is the set of all observables on a Hilbert space H. As described in Section 4.2, a state ρ on H gives rise to an empirical model e on this compatibility structure. If the restriction of e to the sub-compatibility structure generated by a finite set of observables is contextual, then e is automatically contextual.
Next, we consider the situation where we have a natural transformation t : T · −→ T between the functor parts of commutative monads (T, η, µ, κ) and (T , η , µ , κ ). Such a natural transformation converts empirical models for the monad T into empirical models for the monad T by composition: 
Suppose for a contradiction that e has a realization by a factorizable hidden-variable model. By the E = F Theorem 8.4, this implies that e extends to an empirical model e defined on the full powerset of measurements Q = P(A). Hence t • e is an extension of t • e to Q, which, by the E = F Theorem again, contradicts our assumption that t • e is contextual.
Relational Collapse
We now apply the general notions of the previous sub-section to the case of distribution monads.
We say that a semiring is 0-faithful if it satisfies the following conditions:
Examples The semirings R of positive reals, and B of booleans, are both 0-faithful. Generalizing the case for R, the positive cone of any ordered integral domain is a 0-faithful semiring. Generalizing the case for B, any linear order with endpoints, viewed as an idempotent semiring, is 0-faithful.
A semiring homomorphism h : R → S is 0-reflecting if h(x) = 0 implies x = 0. Clearly, there is at most one 0-reflecting homomorphism h R : R → B to the Boolean semiring, defined by h R (0) = 0, h R (x) = 1 for x = 0. Proposition 9.4 A semiring R is 0-faithful if and only if h R : R → B is a homomorphism. Hence B is the terminal object in the category of 0-faithful semirings and 0-reflecting homomorphisms.
We recall some general notions [14, 27] . A morphism of commutative monads t : (T, η, µ, κ) → (T , η , µ , κ ) is a natural transformation t : T · −→ T which commutes with the units, multiplications and commutative actions of the monads in the evident sense:
Proposition 9.5 A homomorphism of commutative semirings h : R → S induces a morphism of commutative monadsh :
Note that, in the case of a 0-faithful semiring R, the natural transformationh maps an Rdistribution to the characteristic function of its support.
We also note the following non-example.
Proposition 9.6
There is no semiring homomorphism from the reals (R, +, 0, ·, 1) to the Booleans B or the positive reals R.
Proof If there were a homomorphism h from the reals to B, we would have:
Since there is a homomorphism from the positive reals to the Booleans, this also shows that there cannot be one from the reals to the positive reals.
We say that a commutative monad T is supported if there is a natural transformation t : T · −→ D B to the Boolean distribution monad, which we think of as the 'support' of the monad. Note that, by Propositions 9.4 and 9.5, any distribution monad over a 0-faithful semiring is supported.
If e : 1 · −→ T (E) is an empirical model, the relational collapse of e is t • e. The following is a special case of the No-Go Descent Theorem 9.3. Proposition 9.7 (Relational Collapse Theorem) Let T be a supported monad, and e : 1 · −→ T (E) an empirical model. If the relational collapse of e is contextual, so is e.
A Model-Specific No-Go Theorem
We shall now illustrate our approach by proving a Bell-type theorem; in fact, this will be a 'highlevel' version of the Hardy construction [19] . The result is very general, and easily implies the usual formulations; we spell out how it applies to the quantum case.
We consider the following situation. We have two sites ('Alice' and 'Bob'). At each site two measurements can be performed: AX, AY and BX, BY respectively. Each measurement has two possible outcomes: U and D. The measurements at each site are incompatible, while as usual the measurements at different sites are compatible; thus this is a compatibility structure of the C L type, with maximal elements {AX, BX}, {AX, BY}, {AY, BX}, {AY, BY}.
Let T be a supported monad, with support t : T · −→ D B . We shall consider a class of empirical models e : 1 · −→ T (E), which we shall call Hardy models. These will satisfy a constraint on their relational collapse t • e, expressed by the following table:
What this means is that the distribution t • e (i.e. the support of e) must satisfy the indicated constraints on each maximal compatible set S; taking the value 1 for the outcome (U, U) on the first row, and 0 for the specified outcomes on the other three rows. The remaining values are left unspecified.
Recall that for compatibility structures of C L type, contextuality equates to the standard notion of non-locality.
Proposition 10.1 Every Hardy model is contextual.
Proof We shall show that for no Hardy model e can the relational collapse t • e be extended to all sets of measurements. By the E = F Theorem 8.4, this will show that the relational collapse of e is contextual, and by the Relational Collapse Theorem 9.7, it follows that e is contextual.
For S ∈ C L and s ∈ E(S), we define U (s) := {s ∈ O M | s S = s}. We shall name the sections with stipulated values for Hardy models:
Suppose for a contradiction that t • e can be extended to all subsets, in particular to M . By naturality (No-Signalling), we have:
Thus if t • e S (s) = 0, it must be the case, by the 0-faithfulness of the boolean semiring, that t • e M (s ) = 0 for all s ∈ U (s). From the three stipulated 0 entries for the Hardy model, we can conclude that for all s ∈ U (s 1 ) ∪ U (s 2 ) ∪ U (s 3 ), we must have t • e M (s) = 0. If we write the sections in O M in a compact form, as ordered lists of assignments of outcomes to the measurements (AX, BX, AY, BY), then U (s 0 ) has four elements: UUUU, UUDU, UUUD, and UUDD. Of these, UUUU and UUDU are in U (s 1 ), UUUD is in U (s 2 ), and UUDD is in U (s 3 ). Thus
and t • e M (s) = 0 for all s ∈ U (s 0 ). Using (7) again, this implies that t • e {AX,BX} (s 0 ) = 0, contradicting the stipulation that t • e {AX,BX} (s 0 ) = 1.
Note that this proof makes no mention of hidden variables. It is entirely couched in terms of the empirical model, and extendability. For comparison, we shall also give a second, more standard proof, in terms of hidden variables. Proof We assume for a contradiction that t • e can be realized by a factorizable hidden-variable model h. By the Determinization Theorem 9.1, we can assume that h is in fact deterministic. We begin by using naturality (i.e., parameter independence) of h to infer some additional information about the model. From the fact that t • e {AX,BX} (U, U) = 1, we must have h λ {AX,BX} (U, U) = 1 for some λ. By the naturality of h, and the 0-faithfulness of the boolean semiring, we must have h λ {AX} (U) = 1. Using naturality of h again, we must have that for the compatible family {AX, BY} (i.e. keeping Alice's measurement fixed but changing Bob's), some joint outcome whose Alice component is U must receive a non-zero value. Since we have stipulated that t•e {AX,BY} (U, U) = 0, we must have h λ {AX,BY} (U, U) = 0, so the only remaining possibility is that h 
where it now indicates entries for h λ rather than t • e. By naturality, from the first row we see that h λ {BX} (U) = 1, and from the third that h λ {BX} (D) = 1. But h is deterministic, yielding the required contradiction.
To show the application of this result, i.e., that quantum mechanics does give rise to contextual (in this case: non-local) behaviour, we must exhibit a quantum realization of a Hardy model.
A detailed discussion of physical realizations is given in [19, 33] . We shall just give a simple concrete instance.
We consider the two-qubit system, with AY and BY measurement in the computational basis. We take U = 0, D = 1. The eigenvectors for AX are taken to be
and similarly for BX. The state is taken to be
One can then calculate the probabilities to be
and p {AX,BX} (U, U) = 0.09, which is very near the maximum attainable value [33] .
Strong Contextuality
It is clear that factorizability is a strong notion. By weakening it, we can consider stronger forms of No-Go theorems. The Kochen-Specker theorem [26] is a result of exactly this form. Our aim in the next two sections is to elucidate these ideas in our general setting. We shall henceforth work under the assumption that P is simplicial. We take it to be of the P C , where C is a finite compatibility structure.
Suppose that e : 1 · −→ T (E) is an empirical model for a monad T , and that T is supported in the sense defined in Section 9.3, i.e., there is a natural transformation t : T · −→ D B to the boolean distribution monad. In particular, any distribution monad D R over a 0-faithful semiring R has such a natural transformation, by Propositions 9.4 and 9.5.
For each S ∈ C, we define S e (S) := supp(t E(S) (e S )) ⊆ E(S).
Proposition 11.1 S e is a sub-presheaf of E.
Proof Suppose that s ∈ S e (S), and S ⊆ S. We must show that s S ∈ S(S ). Firstly, s ∈ S e (S) means that t E(S) (e S )(s) = 1. Now from naturality of e and t, we have:
Thus t E(S) (e S )(s) = 1 implies that t E(S ) (e S )(s S ) = 1, and s S ∈ S(S ) as required.
The following observation is key. We say that an empirical model e is non-contextual if it has a realization by a factorizable hidden-variable model.
Proposition 11.2
If e is non-contextual, then S e has a global section.
Proof
By Proposition 8.3, e extends to a model e : 1
, where E is the canonical extension of E to P(M ). We can similarly extend S e to S e ⊂ · -E by S e (S) := supp(t E(S) (e S )). Now S e (M ) = supp(t E(M ) (e M )) will contain some section s. We can define x S := s S for each S ⊆ M . The argument given in the previous Proposition shows that x S ∈ S e (S). Hence x is a global section of S e , and its restriction to C is a global section of S e .
We say that an empirical model e is strongly contextual if S e has no global section. By the previous Proposition, strong contextuality implies contextuality.
It will be useful to have a simple equivalent condition for the existence of a global section. We consider the case of a simplicial poset P, which we can take to be a compatibility structure C over a finite set M . We consider sub-presheaves S of E O . We shall write Max(C) for the maximal elements of C.
Proposition 11.3
The following are equivalent:
• S has a global section.
• There is a function f : M → O such that, for all S ∈ Max(C), f |S ∈ S(S).
For any S ∈ Max(C) and m ∈ S, naturality of x implies that x S {m} = x {m} , so f |S = x S ∈ S(S).
For the converse, given f , we define x S = f |S ∈ S(S). Given S ∈ C, for some S ∈ Max(C), S ⊆ S . Since f |S ∈ S(S ), x S = f |S = (f |S ) S ∈ S(S), by naturality of the inclusion
Proposition 11.4 Strong contextuality is strictly stronger than contextuality. There are empirical models arising from quantum systems which are contextual, but not strongly contextual.
Proof
We consider the quantum system giving rise to a Hardy model which we described in Section 10. If we compute the support over all outcomes of maximal compatible measurements explicitly, we obtain the following table.
Now consider the following assignment:
We can check that in every context S, the section arising by restricting this mapping to the measurements in S is in the support. For example, the section at {AX, BX} is (D, D). Thus this assignment defines a global section.
We shall now observe a surprising difference between the Hardy model, and the well-known GHZ model [18, 17] . Both are, of course, famously used to give proofs of non-locality, which in our framework appears as a special case of contextuality. However, as we have just seen, the Hardy model does have a global section in its support, and so does not exhibit strong contextuality. As we shall now see, by contrast the GHZ model is strongly contextual. Moreover, a simplified version of the standard argument to prove non-locality [32] can be used to show that it satisfies this stronger property.
The GHZ model is a tripartite system with two measurements at each part, each with two possible outcomes. There are no compatibility relations within each part, so this yields a compatibility structure of C L type. We shall use the following notation: 122 will indicate the (maximal) context in which measurement 1 is selected at the first site, and measurement 2 at the second and third sites. We shall refer to the possible outcomes for each measurement as R or G, and write, in the context where some measurements ijk have been selected, RRG for the section which assigns outcome R to i and j, and outcome G to k.
The class of GHZ models are defined to be those whose support satisfies the following conditions. Let P = {122, 212, 221}. Then we require that for all p ∈ P , the support of the model at p is {RRR, RGG, GRG, GGR}, and that the support at 111 is {RRG, RGR, GRR, GGG}. There are well-known quantum realizations of such models, using spin measurements, and the GHZ state
Proposition 11.5 GHZ models are strongly contextual.
Let us assume for a contradiction that the GHZ model e has a global section, induced by a map f : M → O. We know that we must have f |S ∈ {RRR, RGG, GRG, GGR}, for S ∈ P . Since 122 and 221 have the same middle measurement, if f |122 ∈ {RRR, GRG}, then f |221 ∈ {RRR, GRG}, and if f |122 ∈ {RGG, GGR}, then f |221 ∈ {RGG, GGR}. Thus there are 8 possible joint assignments by the global section to 122 and 221.
We can now check that any of these completely determines the assignment to 212. Suppose for example that f |122 = RRR, f |221 = GRG. Then f |212 = G−R, and the only consistent possibility for the middle outcome is that 212 → GGR. We can represent this joint assignment to the measurements in P as the 'instruction'
RGG GRR
The rubric is that the i'th row gives the assignment by the global section when the measurements are set to i, i = 1, 2. A similar analysis applies to the other seven cases.
We can tabulate this well-known 'Mermin instruction set' [32] 
A Generalized Kochen-Specker Theorem
The notion of strong contextuality depends only on the support of an empirical model; as the results of the previous section suggest, the obstructions to the existence of a global section follow from the compatibility structure, and more precisely from the existence of incompatible measurements.
This leads us to the following idea. Consider a sub-presheaf i : S ⊂ · -E, and models e : 1 · −→ T (E) for a supported monad T which are based on S, i.e. whose support factors through this inclusion:
Now we have the the following.
Proposition 12.1 If S has no global sections, then any empirical model based on S must be strongly contextual.
Proof If the support S e of a model e based on S had a global section, so would S.
Note that this formulation is model-independent; the property is question is determined purely by the P-(pre)sheaf S. This corresponds to the state-independent nature of the KochenSpecker theorem.
We shall refer to such a situation as exhibiting generic strong contextuality.
Proposition 12.2 If S is a sheaf with S(S) = ∅ for all S ∈ Max(C), it is determined by its restriction to Max(C). Given any S ∈ C:
s ∈ S(S) ⇐⇒ ∃S ∈ Max(C), s ∈ S(S ). s S = s. (8) Proof If S is a presheaf, S ∈ Max(C), and s ∈ S(S ), then we must have s S ∈ S(S) whenever S ⊆ S . Conversely, if s ∈ S(S), for some S ∈ Max(C), S ⊆ S . Since S(S ) = ∅, there is some s ∈ S(S ), and s = s S ∈ S(S ), where S = S \ S. Now {S, S } form a disjoint cover of S , and s, s form a compatible family of sections, so since S is a sheaf, there is s 0 ∈ S(S ) with s 0 S = s.
Equivalent Conditions for Generic Strong Contextuality
We now turn to the issue of proving generic strong contextuality for various classes of presheaves.
The Finite Case
We consider the case where E = E O k , where O k = {1, . . . , k}. In this case, there is a pleasing confluence of sheaf-theoretic, combinatorial, and computational questions.
We recall that a constraint satisfaction problem (CSP) [35] is specified by a triple (V, K, R), where V is a finite set of variables, K is a finite set of values, and R is a finite set of constraints. A constraint is a pair (S, C), where S ⊆ V , and C ⊆ K S . (It is more common to define a constraint as an ordered list of k variables, and a set of k-tuples of values, but this is obviously equivalent to the version given.) An assignment s : V → K satisfies a constraint (S, C) if s S ∈ C. A solution of the CSP (V, K, R) is an assignment s : V → K which satisfies every constraint in R. Now suppose we are given a presheaf S
Proposition 12.3 The presheaf S has a global section if and only if the corresponding CSP has a solution. Proof This is just a rewording of Proposition 11.3.
The Boolean Case
We now specialize further, to the case where O = O 2 .
In this case, we interpret the two values as truth values, and M as a set of propositional variables. Given X ⊆ E O2 (S), we write DNF(X) for the formula s∈X 
DNF(S(S))
has a satisfying assignment. Proof Again, this follows directly from Proposition 11.3.
The Quantum Case
We now wish to apply these ideas to the quantum case. Until now, we have been taking the presheaf S as given, and seeing how the existence of a global section for S can be formulated equivalently as a natural algorithmic problem. Now we wish to take advantage of the special features of the quantum situation to define a specific form of presheaf, such that we know a priori that all quantum states give rise to empirical models which live on this presheaf. We can then apply results on non-existence of global sections for these presheaves directly to show the generic strong contextuality of quantum mechanics -and of any other theory which gives rise to similar structures.
Note the striking contrast between a result of this form -essentially the classical KochenSpecker theorem [26] -and model-dependent results. The latter exploit features of specific quantum states, notably entanglement, in order to show contextuality or non-locality. By contrast, the generic type of result shows that, for various choices of finite sets of measurements, all quantum states, whether entangled or not, will display strongly contextual behaviour.
We shall focus on dichotomic quantum observables, as discussed in Sections 3.4 and 4.2. We shall consider a particular form of dichotomic observables, which will be convenient for our purposes. Given unit vectors e 1 , . . . , e k in a Hilbert space H, we write
Then we can take M = {A e1 , . . . , A e k } as a set of measurements. Note that A ei commutes with A ej if and only if e i is orthogonal to e j . Also, the composition of a set of commuting observables {A ei } i∈I will have a spectral decomposition of the form
If we measure any state with this observable, the outcome must be that we get exactly one of the branches P ei , with eigenvalue i; or that we get 'none of the above', corresponding to the branch P {ei|i∈I} ⊥ , with eigenvalue 0. Moreover, if the cardinality of I equals the dimension of the Hilbert space, then the latter case cannot apply.
If we now consider how outcomes are represented in the sheaf E O , we see that we indeed have an a priori condition on those sections s which can be in the support of a distribution coming from a quantum state, as desired. Namely, using m i as a label for A ei , and taking s(m i ) = 1 for the outcome corresponding to P ei for this observable, we see that the only sections which are possible are those which assign 1 to at most one measurement. Moreover, for those sets of compatible observables whose cardinality equals the dimension of the space -which must necessarily be maximal in the compatibility structure -exactly one measurement must be assigned 1.
This leads to the following general definition of a presheaf for any finite compatibility structure C. Given a set S ∈ C, we write ONE(S) for the formula
We define an assignment Q on the maximal elements of C:
Clearly Q(S) = ∅ for all S ∈ Max(C). We then extend this assignment to all S ∈ C, as in (8):
It is easy to see that, for non-maximal S ∈ C, s is in Q(S) if and only if it sets at most one measurement to 1.
Proposition 12.5 Q is a presheaf. It is not a sheaf. Proof It is straightforward to verify the naturality condition. To see that Q is not a sheaf, consider a partition {S 1 , S 2 } of S ∈ Max(C). We can find elements s i ∈ Q(S i ), which satisfy ONE(S i ), i = 1, 2; since they set distinct elements of S to 1, they have no common extension to Q(S). As another straightforward consequence of Proposition 11.3, we have:
The presheaf Q has a global section if and only if there is a satisfying assignment for the formula S∈Max(C)
ONE(S).
We shall now give a simple combinatorial condition on the compatibility structure C which is implied by the existence of a global section for Q defined on C. Violation of this condition therefore suffices to prove that no global section exists.
For each m ∈ M , we define It follows that, if there is a common divisor of the numbers |C(m)|, it must divide |Max(C)|.
For example, if every m ∈ M appears in an even number of maximal elements of C, while C has an odd number of maximal elements, then S has no global section. The simplest example of this situation is the 'triangle', i.e. the compatibility structure with maximal elements {a, b}, {b, c}, {a, c}.
An example where M has 18 elements, and there are 9 maximal compatible sets, each with four elements, such that each element of M is in two of these, appears in the 18-vector proof of the Kochen-Specker Theorem in [10] . The importance of this example is that it can be realized by unit vectors in R 4 , such that each compatible family is an orthogonal set of vectors. We shall now put this kind of construction in a broader graph-theoretical setting.
Connections to Graph Theory
The compatibility structures which arise from quantum systems are of a particular form: they are generated by a symmetric binary compatibility relation, namely, that the observables pairwise commute. Thus, for example, the 'triangle' cannot arise from quantum observables.
This suggests that we should take account of this feature. It turns out that this leads us directly to some standard notions in graph theory.
An undirected graph G is specified by a finite set of vertices V G , and a set of edges E G , which are two-element subsets of V G . A clique of G is a set C ⊆ V G with an edge between every pair of vertices in C. The set of cliques of G forms a compatibility structure C G .
Let G be a graph. A set S ⊆ V G is called a stable transversal [5] if for every maximal clique C of G (i.e. for every C ∈ Max(C G )), |S ∩ C| = 1. Note that it is necessarily the case that a stable transversal is independent, i.e. there is no edge between any pair of elements of S, since otherwise we could extend this pair to a maximal clique containing both.
Proposition 12.8 Let G be a graph. The presheaf Q defined on C G has a global section if and only if G has a stable transversal.
Proof
If Q has a global section, then by Proposition 11.3, there is a function f : M → {0, 1} with f |C ∈ Q(C) for every C ∈ Max(C G ). This means that f |C |= ONE(C). Thus if we define T := {m ∈ M | f (m) = 1}, then T is a stable traversal of G.
Conversely, suppose that T is a stable transversal of G. If we define f as the characteristic function of T on M , then f |C |= ONE(C) for each maximal clique C of G, and so f |C ∈ Q(C), and by Proposition 11.3, Q has a global section.
There are results in the graph theory literature giving sufficient conditions for the existence of stable transversals. For example, we have the following from [25] .
Theorem 12.9 If a graph G satisfies ω(G) > 2/3(∆(G) + 1), then G has a stable transversal.
Here ω(G) is the maximum clique size, and ∆(G) the maximum degree of any vertex. Note that in the construction in [10] , ω(G) = 4, and ∆(G) = 6. It is shown in [25] that this bound is tight.
In order to apply graph-theoretic results to the quantum situation, we need to know which graphs can arise from families of quantum observables; specifically, from the form of dichotomic observables we are considering, satisfying (9) . Recall that A ei commutes with A ej if and only if e i is orthogonal to e j . Thus, we are interested in graphs which can be labelled by vectors in R d , such that two vertices are adjacent if and only if the corresponding vectors are orthogonal. It turns out that in graph theory, the complementary notion is used [30] , so we shall say that such graphs have a faithful orthogonal co-representation in R d . In order to preserve the intended interpretation of C G , and hence the validity of the constraints expressed by Q, we must require that the maximal cliques all have size d.
Thus we define Kochen-Specker graphs to be finite graphs G such that:
• G has a faithful orthogonal co-representation in R d .
• The maximal cliques of G all have the same size d.
• G has no stable transversal.
Any such graph generates a compatibility structure C G such that the presheaf Q defined on C G has no global section; and every such graph can be realized by dichotomic observables in the way we have described. Thus, these graphs provide explicit finite witnesses for generic strong contextuality. An example is provided by the orthogonality graph for R 4 defined by the set of 18 vectors given in [10] , as well as the various sets of 31 or more vectors which have been found in R 3 [26, 9, 38, 37] . A final desideratum is to provide a purely graph-theoretic condition for the existence of a faithful orthogonal co-representation. In [30, 29] the following result is proved.
Theorem 12.10 Every graph on n nodes whose complementary graph is (n − d)-connected has a faithful orthogonal co-representation in R d .
The Kochen-Specker Theorem and the Spectral Presheaf
We shall now relate our notion of generic strong contextuality to the original Kochen-Specker theorem [26] , as expressed in the language of presheaves in [21] . Let H be a Hilbert space. Following [21, 13] , we define the poset C(H) of all commuting subalgebras of B(H), the algebra of bounded linear operators on H, ordered by inclusion.
The central object of study in the 'topos approach' [13] to quantum foundations is the spectral presheaf Σ(H). This is defined on the poset C(H), and assigns to each commutative algebra A the Gelfand spectrum of A, whose points are the characters of A, i.e. the algebra homomorphisms from A to the complex numbers. The functorial action is by restriction.
The spectral presheaf provides an elegant reformulation of the Kochen-Specker notion of partial algebra [26] . The point of their paper was to show that there are finitary obstructions to the existence of any homomorphism from the partial algebra of observables to a commutative algebra; and hence to the existence of (deterministic) hidden variables for quantum mechanics. In terms of the spectral presheaf, as observed in [21] , this translates into the non-existence of a global section for this presheaf.
We now show that the generic strong contextuality notion we have been studying easily implies this result. We fix some finite-dimensional subspace H 0 of H. Let M be the set of all dichotomic observables on H 0 of the form A e = a · P e + 0 · P ⊥ e , as studied in Section 12.2. We can form the compatibility structure C of all finite sets of commuting observables in M , and hence the poset P C .
There is a natural monotone map φ : P C → C(H 0 ) which sends a set S of commuting observables to the commutative subalgebraS it generates in B(H 0 ). We can compose Σ(H 0 ), defined on C(H 0 ), with φ to get a presheaf on P C , which we denote by Σ P .
Lemma 12.11
There is a presheaf morphism u : Σ P · −→ Q. Proof Given S ∈ C, and a character c :S → C, we must define u S (c) ∈ E(S), and verify that it satisfies ONE(S). Since c is an unital algebra homomorphism, we have, for each A e = a·P e +0·P ⊥ e in S: c(P e ) = c(P 2 e ) = c(P e ) 2 ∈ {0, 1}, c(P e + P ⊥ e ) = c(I) = 1. Thus, for each A e ∈ S, c assigns 1 or 0 to P e , and the complementary value to P ⊥ e . We define a section s = u S (c) : S → {0, 1}, by s(A e ) := c(P e ). For any resolution of the identity i P i = I, c assigns 1 to exactly one of the P i , and 0 to the others; hence s is in Q(S). Since Σ acts by restriction, this assignment is natural in S, and thus defines a presheaf morphism u. Moreover, we note that by the Restriction Theorem 9.2, it suffices to study finite compatibility structures which can be embedded into C, such as those generated by Kochen-Specker graphs, as described in Section 12.3.
Concluding Remarks
The development in this paper has been carried out at a high level of generality and abstraction, relative to the usual discussions of foundations of quantum mechanics. Nevertheless, from the mathematical point of view, several directions for possible further generalizations suggest themselves.
• Firstly, many of our results have used the hypothesis that the poset P is simplicial. It would be of interest to see how far this could be weakened.
• The finiteness assumption incorporated in working with simplicial posets goes along with the generally discrete setting of this paper. Working in an enriched setting, with some topological or measure-theoretic structure in the background, might allow more general forms of probabilistic model and of measurement structure to be considered. This could enable results such as those in [7] to be generalized to our setting.
• We have used commutative monads throughout. It may be interesting to use strong monads [27] , which would allow for non-commutative effects [34] .
