Abstract. A Balancing Domain Decomposition Method by Constraints (BDDC) is constructed and analyzed for the Reissner-Mindlin plate bending problem discretized with MITC finite elements. This BDDC algorithm is based on selecting the plate rotations and deflection degrees of freedom at the subdomain vertices as primal continuity constraints. After the implicit elimination of the interior degrees of freedom in each subdomain, the resulting plate Schur complement is solved by the preconditioned conjugate gradient method. The preconditioner is based on the solution of local Reissner-Mindlin plate problems on each subdomain with clamping conditions at the primal degrees of freedom and on the solution of a coarse Reissner-Mindlin plate problem for the primal degrees of freedom. The main results of the paper are the proof and numerical verification that the proposed BDDC plate algorithm is scalable, quasi-optimal, and, most important, robust with respect to the plate thickness. While this result is due to an underlying mixed formulation of the problem, both the interface plate problem and the preconditioner are positive definite. The numerical results also show that the proposed algorithm is robust with respect to discontinuities of the material properties.
1. Introduction. The Reissner-Mindlin theory is widely used to describe the bending behavior of an elastic plate loaded by a transverse force. Despite its simple formulation, the discretization by means of finite elements is not straightforward, since standard low-order schemes exhibit a severe lack of convergence whenever the thickness is too small with respect to the other characteristic dimensions of the plate. This undesirable phenomenon, known as shear locking, is nowadays well understood: as the plate thickness tends to zero, the Reissner-Mindlin model enforces the Kirchhoff constraint, which is usually too severe at the discrete level (see, for instance, the monograph by Brezzi and Fortin [18] ). The most popular way to overcome the shear locking phenomenon is to reduce the influence of the shear energy by considering a mixed formulation. As a consequence, the choice of the discrete spaces requires particular care, also because of the possible occurrence of spurious modes. In addition, boundary layer effects (see [3, 4] ) may spoil the convergence rate of the method at hand. A vast engineering and mathematical literature is devoted to the design and the analysis of plate elements, see e.g. the works [2, 6, 7, 10, 19, 21, 22, 26, 29, 36, 37, 38, 39, 46, 47] . However, a limited number of domain decomposition works are available for the efficient iterative solution of plate problems.
The goal of this paper is to construct and analyze a Balancing Domain Decomposition Method by Constraints (BDDC) for the Reissner-Mindlin plate bending problem discretized with one of the most popular and efficient approach: the MITC finite elements (see [8, 9, 17, 19] ). Our BDDC algorithm is based on selecting the plate rotations and deflection degrees of freedom at the subdomain vertices as primal continuity constraints. The resulting BDDC preconditioner is built from the solutions of local Reissner-Mindlin plate problems on each subdomain with clamping conditions at the primal degrees of freedom and on the solution of a coarse Reissner-Mindlin plate problem for the primal degrees of freedom. The main results of the paper are the proof and numerical verification that our BDDC algorithm is scalable, quasi-optimal and, most important, robust with respect to the plate thickness. While this uniformity in the plate thickness is due to an underlying mixed formulation of the problem, both the interface plate problem and the BDDC preconditioner are positive definite. The numerical results also show that the our algorithm is robust with respect to discontinuities of the material properties.
Introduced by Dohrmann [23] and analyzed by Mandel, Dohrmann and Tezaur [40, 41] , BDDC methods have evolved from previous domain decomposition work on Balancing Neumann-Neumann methods. They are closely related to FETI-DP methods, see e.g. Farhat et al. [28] , exhibiting essentially the same spectrum of the latter when the primal constraints are the same; see e.g. [34, 16] . We refer to the monograph by Toselli and Widlund [49, Ch. 6 ] for a detailed treatment of the relationships between Neumann-Neumann, FETI and FETI-DP algorithms. BDDC algorithm have been extended in recent years from scalar elliptic problems to almost incompressible elasticity (Dohrmann [24, 25] ), the Stokes system (Li and Widlund [35] ), flow in porous media (Tu [51] ), spectral element discretizations (Pavarino [43] ).
Previous domain decomposition work for plates focused on the Kirchhoff (biharmonic) plate problem (Le Tallec et al. [33] , Brenner and Sung [13, 14, 15] , Marcinkowski [42] ), where C 1 or nonconforming finite elements are required and the plate thickness is not an issue. The Neumann-Neumann method proposed in [33] can be extended to thin plate and shell models, but the resulting convergence rate depends on the thickness parameter. Arnold et al. [5] considered the Reissner-Mindlin plate model, but a mixed formulation was used in order to avoid locking when the plate thickness approaches zero and block preconditioners were used for the resulting saddle point discrete problem, with blocks derived from preconditioners for simpler subproblems. In our approach instead, we attack directly the symmetric positive definite Reissner-Mindlin plate model, in the spirit of our previous work [12] for almost incompressible elasticity, and solve iteratively the resulting Schur complement problem by a conjugate gradient method with our scalable BDDC plate preconditioner.
The rest of the paper is organized as follows. In Section 2, we present the ReissnerMindlin plate bending problem and its discretization with MITC finite elements. The basic substructuring procedure is introduced in Section 3, while the BDDC algorithm is introduced in Section 4. The theoretical analysis of the BDDC uniform scalability is developed in Section 5, while the results of several numerical experiments are presented in Section 6. The Appendix in Section 7 contains two technical Lemmata needed in the analysis of Section 5.
2. The MITC Reissner-Mindlin plate bending problem. Let Ω be a polygonal domain in R 2 representing the midsurface of the plate. For simplicity of exposition, we assume that the plate is clamped on the whole boundary ∂Ω, although what follows extends identically to more general cases. Following the Reissner-Mindlin model, see for instance [8] , the plate bending problem requires to solve
1) where µ is the shear modulus and k is the so-called shear correction factor. Above, t represents the plate thickness, u ex the deflection, θ ex the rotation of the normal fibers and f the applied scaled normal load. Moreover, (·, ·) stands for the standard scalar product in L 2 (Ω) and the bilinear form a(·, ·) is defined by
with C the positive definite tensor of bending moduli. Introducing the scaled shear stresses γ ex = µkt −2 (θ ex − ∇u ex ), Problem (2.1) can be written in terms of the following mixed variational formulation:
To simplify notation, and without any loss of generality, we will assume µk = 1 in the analysis that follows.
Discretization of the problem with the MITC elements.
We will now present the discretization of the problem following the MITC (Mixed Interpolation of Tensorial Components) elements. Since the MITC is a large family of elements, we will keep a general standpoint without detailing the particular description of the discrete spaces and operators, which depend on the particular MITC element chosen; a list of elements can be found for instance in [8, 9, 19] . In Section 6, we will detail the MITC 9 element, which is the one used in our numerical tests.
Let τ h denote a triangular or quadrilateral conforming finite element mesh on Ω, of characteristic mesh size h. Let Θ, U and Γ represent the discrete spaces for rotations, deflections and shear stresses, respectively. In the sequel, we will set the compact notation X = Θ×U . Then the Reissner-Mindlin plate bending problem (2.2) discretized with MITC elements reads
3)
Using the second equation of (2.3), shear stresses can be eliminated to obtain the following positive definite discrete formulation:
where we have introduced the compact notation
The MITC spaces and the associated operator Π are well known to satisfy the following five properties, which will play a key role in the sequel. In what follows, Q ⊂ L 2 (Ω) represents an ad hoc discrete auxiliary space. For the proofs of these properties, see [9, 19] .
is a stable pair of spaces for the Stokes problem.
We will also require the following additional property to hold, see [10] .
P6. For every edge l of the mesh, denote with τ its tangent vector. We assume that the combined operator (Πθ| l ) · τ depends only on θ| l · τ for all θ ∈ Θ. Therefore the above combined operator is well defined also when applied to functions living only on edges.
Note that in this paper we address directly the positive definite Problem (2.4), in the spirit of [12] , instead of the mixed formulation. A vast literature exists on the convergence analysis of the MITC elements, see for instance [9, 19, 26, 45] and also [11, 27] . The MITC elements perform optimally with respect to the polynomial degree and regularity of the solution, and their rate of convergence is independent of the thickness parameter t.
3. Iterative substructuring. We decompose the domain Ω into N open, nonoverlapping subdomains Ω i of characteristic size H forming a shape-regular finite element mesh τ H . This coarse triangulation τ H is further refined into a finer triangulation τ h of characteristic size h; both meshes will typically be composed of triangles or quadrilaterals. In the sequel, we assume that the material tensor C is constant constant through the whole domain; see Remark 5.2.
As it is standard in iterative substructuring methods, we first reduce the problem to the interface
by implicitly eliminating the interior degrees of freedom, a process also known as static condensation. In variational form, this process consists in a suitable decomposition of the discrete space X = Θ × U . More precisely, let us define W = X |Γ , i.e. the space of the traces of functions in X, as well as the local spaces
The space X can be decomposed as
Here H : W −→ X is the discrete "plate-harmonic" extension operator defined by solving the problem
Defining the Schur complement bilinear form
it follows that the interface component of the discrete solution satisfies the reduced system
for a suitable right-hand sidef . In order to simplify the notation, in the sequel we will drop the index Γ for functions in W if there is no risk of confusion. Moreover, in the rest of the contribution C will indicate a general scalar constant, independent of H and h, which may change on different occurrences.
4.
A Balancing Domain Decomposition method by Constraints. The BDDC preconditioner, introduced by Dohrmann [23] and analyzed by Mandel and Dohrmann [40] , applies to the classical Schur complement system and can be regarded as an evolution of the Balancing Neumann-Neumann preconditioner. In this section we introduce the BDDC preconditioner of Ref. [23, 40] , formulated with the notation of Ref. [49] . We need a set of preliminary definitions.
In the sequel we indicate with
while Γ ij , i, j ∈ {1, 2, .., N }, will represent the common edge between two adjacent domains Ω i and Ω j . We introduce the local spaces W i as the spaces of discrete functions defined on
where the b i (·, ·) are given by restricting the integrals in b(·, ·) to the domain Ω i , i = 1, 2, .., N . We then define the local bilinear forms on the space W i
For simplicity, we adopt the shortened notation
and the same for all the other bilinear forms appearing in the paper. Furthermore, let the prolongation operators R T i , i = 1, 2, .., N be maps which extend any function of W i to the function of W which is zero at all the nodes not in ∂Ω i ∩ Γ. Conversely, we call R i , i = 1, 2, .., N , the restriction operators W → W i that leave the function unchanged on Γ i . Note that, by definition of the s i , it holds
We also need the following definition (see for example Section 6.2.1 of Ref. [49] ). Given any node x ∈ Γ, define N x = # {j ∈ N | x ∈ ∂Ω j }. Then, the weighted counting operators δ i : W i −→ W i (and their inverse operators δ † i ) are defined by
Let the local constraint operators C i : W i → R 3cci be the operators that read the function values at the corners of the subdomain Ω i , with cc i the number of corners of the subdomain. Then the local constrained spaces are
We will moreover introduce a global coarse space W 0 ⊂ W , whose degrees of freedom are the function values at the subdomain corner nodes. Given the number m of such subdomain corners, let w c ∈ R 3m be a vector representing the respective nodal values. Then the space W 0 is defined by
where R C i is the operator that extracts the corner node values for the subdomain Ω i from the global vector w c of all the subdomain corner node values.
Any element w ∈ W can be uniquely decomposed as
Let the inexact bilinear forms, see (4.6), be defined bỹ
Finally, we define the coarse operator 9) and the local operators
Then, our BDDC method is defined by the preconditioned operator
5. Uniform scalability of the BDDC preconditioned operator. In this section, we bound the condition number of the preconditioned BDDC operator P introduced in (4.11). We start by briefly re-stating the general results for BDDC preconditioners of Ref. [40] and presenting our condition number bound for P . In the following Section 5.1, we will present a partially different proof for the general results of Ref. [40] . Our proof follows the setting and notations of Ref. [49] , which better fit our purposes. The main novelty lays in Section 5.2, where we will address the following fundamental Assumption 5.1 for the MITC plate bending elements:
Assumption 5.1. Given any Γ i , i = 1, 2, .., N , let E i represent the set of the edges of Γ i . Then, we assume that there exist two positive constants k * , k * and a boundary seminorm
where | · | τ (e) is a given seminorm on the edge e.
We notice that we cannot adopt the obvious choice |w i | τ (Γi) = s i (w i ), since it can be shown that it does not satisfy (5.3), not even with a bound up to a uniform constant. The following theorems are the main theoretical results of the paper.
Theorem 5.1. If Assumption 5.1 holds, then the condition number of the preconditioned operator P in (4.11) satisfies the bound
The proof of this result is presented in the following Section 5.1. Theorem 5.2. The constants k * and k * of Assumption 5.1 are bounded by
with constants C 1 , C 2 depending only on the material constants and mesh regularity. Therefore, we have the convergence rate bound
with the constant C depending only on the material constants and mesh regularity. The proof of this result is given in the following Section 5.2. Remark 5.1. The numerical experiments presented in Sec. 6 seem to indicate that a sharper (poly)logarithmic bound might hold, at least for the simple geometry considered in the tests.
Remark 5.2. Since the proofs presented in this paper are already quite technical, we refrain from a theoretical study of the condition number behavior in the presence of jumps for the material constants. The numerical tests presented in Section 6 show a very robust behavior also in this respect.
5.1. Proof of Theorem 5.1. In this section we prove Theorem 5.1. We modify the proof shown in Ref. [40] following the theoretical setting of Ref. [49] , Section 2.3, since we believe this may allow for a clearer understanding of the results. We start showing the following three lemmata.
Lemma 5.3. There exists a constant C 0 such that every w ∈ W admits a decomposition
From the definition of the operators δ † i in (4.4) it easily follows
As a consequence of (5.7) and the above definitions we have
which is identity (5.4). From the definitions (5.6), (4.8), some basic algebra and identity (4.3) it follows
First from (4.8), then recalling that C i w 0,i = C i R i w and that by definition (4.6) the w 0,i are local energy minimizers, we get 
for w i ∈ W i and w j ∈ W j . Denoting the spectral radius of E = {ǫ ij } by ρ(E), it holds ρ(E) ≤ 13.
Proof. The proof is a classical coloring argument and will be presented briefly. Simply, the support of a function H(R T i w i ), w i ∈ W i , is given by the interior of
where Ξ i is the set of indexes j such that Ω j shares an edge with Ω i . Therefore, using a Cauchy-Schwarz inequality, it immediately follows that there exists a matrix E = {ǫ ij } which satisfies (5.11), each row of which has at most k elements equal to 1, and the remaining terms are zeros. It is easy to check that the integer k is equal to 13 in the quadrilateral case and equal to 10 in the triangular case. As a consequence it holds
The result is proved. Lemma 5.5. There exists ω > 0 such that
(5.14)
It holds ω = 2(1 + 5k
., N . By definition (4.4) and recalling that the functions v i ∈ W i vanish at the subdomain corner nodes, it is immediate to check that
Therefore, by definition (4.8) and identity (5.15) it follows
Due to (4.3) and definition (4.2) it holds 17) where Ξ i was defined after equation (5.12) . Consider now j ∈ Ξ i . If i = j, then clearly
If i = j, then w i is null on all edges of Γ j excluded Γ ij . Therefore, using (5.2) and (5.3) we get
which using (5.3) and (5.1) yields
Combining (5.17) with (5.18), (5.20) and observing that Ω i has at most four neighbours, gives
which recalling (5.16) implies
Bound (5.13) is proved; we now show (5.14). First using identity (4.3) and definition (4.6), then with some basic algebra and recalling (4.8), we obtain
From (5.7) and the definition of the R i operators we get
As a consequence, it holds
It is easy to check that, for all i = 1, 2, .., N , 26) since it is zero at the nodes of the subdomain corners. For the same reason we also have, for all j = 1, 2, .., N ,
Due to (5.26) we can apply bound (5.2) and obtain 
Applying (5.1) and using definition (4.8), bound (5.29) gives 
Proof of Assumption 5.1.
In this section we prove that Assumption 5.1 holds for the MITC plate bending problem (2.4), and show the respective bounds for the constants k * , k * . The local spaces W i , i = 1, 2, .., N , are composed by rotation and deflection parts, which we indicate in the sequel as
Accordingly, we indicate the rotation and deflection parts of the constrained space by
where the functions of Θ i and U i vanish at the subdomain corner nodes. In the sequel, given any w i = (θ i , u i ) ∈ W i , we will indicate with H i θ i the rotation part of its energy-harmonic extension H i w i defined in (4.1). Similarly, H i u i will represent the deflection part.
Proof of the upper bound (5.1). We start by defining the following edge seminorm on the rotation part
for all e ∈ E i . Note that, simply restricting the choice in the infimum and since the number of edges of each subdomain is finite, it holds
We can now introduce the following seminorm on the space W i :
where τ is the tangent unit vector at the boundary and the apex indicates as usual the derivative, in the direction of τ , for functions defined on the (one dimensional) boundary. Note that due to property (P 6) the operator Π is well defined also when restricted on boundary edges. Norm (5.34) clearly satisfies (5.3) by definition. We will now show the remaining two properties. Consider w i = (θ i , u i ) ∈ W i . Using bound (5.33) with the choice v = H i θ i , it follows
where α = α(E, ν) > 0 is the coercivity constant for the elastic moduli C. First recalling (P 6) and the definition of gradient, then using Agmon inequality (see [1] ) and an inverse estimate we get 36) where the constant C depends only on the mesh shape regularity. Finally, combining (5.35) and (5.36) with definition (5.34) we get
where k * is a new constant depending only on the mesh regularity and material parameters. Assumption (5.1) is proved.
Proof of the lower bound (5.2). Assumption (5.2) is without doubt the more involved; we will make use of the properties (P1)-(P6) already introduced. Consider w i = (θ i , u i ) ∈ W i . In the sequel, Q i will indicate the restriction of the auxiliary space Q, introduced in (P5), to the domain Ω i . We start by solving the following rotated Stokes problem
Due to the stability property (P 5), problem (5.38) has a unique solution and, using standard techniques, it can be shown that
We also define the function β :
where (x, y) are the standard cartesian coordinates and (x b , y b ) represents the baricenter of Ω i . It is immediate to check that
and, since curl β is constant,
As a consequence of the second identity in problem (5.38) and due to (5.41), (5.42) one has (curl (θ − β), q) = 0 ∀q ∈ Q i , (5.43)
i.e.
where the projection operator P was defined in property (P 3). Combining (5.44) with property (P 3) we get curl Π(θ − β) = 0, which, due to (P4), gives the existence of a function Ψ ∈ U | Ωi such that
Using a standard approximation and scaling argument on Ω i , we get from (5.40)
We now introduce the additional problem
Using identity (5.45) and a triangle inequality, then noting that β ∈ Γ, see [19] , we obtain 49) with H i the standard harmonic extension in the discrete space U i . Moreover, since Ψ is defined up to a constant, we can choose Ψ such that
First using (5.49) and well known properties of the discrete Harmonic extension (see for instance [49] ), then using (5.50) and a standard scaling argument, we get
Recalling (5.45) and due to (5.38) and (P6) it follows
which, using again Πβ = β, becomes
Due to (5.51), (5.53) and a triangle inequality
Using property (P 3) and recalling that constant functions are contained in Q i , an integration by parts easily gives 
Using again a scaling argument, the definition of β (cf. (5.40)) and (5.56) lead to
Combining (5.48) with (5.54) and (5.57), we obtain the bound
We are now ready to bound s i (w i ). By definition, the local energy harmonic extension
where X i is defined in (3.1). Let in the sequelw ∈ X| Ωi be given byw = (θ,ũ). Note that, due to the definitions (5.38), (5.47) and (5.59) we have
Therefore (H i w i −w) ∈ X i and, due to (5.59), it satisfies
As a consequence of (5.60) it easily follows
which, recalling the definition of s i , gives
Therefore, we need to bound
Recalling that θ i vanishes at the subdomain corner nodes, we can apply Lemma 7.1 in the Appendix and get from (5.64)
Furthermore, using again that θ i vanishes at the subdomain corner nodes, we combine Lemma 7.2 in the Appendix (with the choice s = 2) and (5.65) in order to obtain 6. Numerical results.
6.1. MITC9 discrete spaces. In the numerical tests, we adopt the MITC 9 quadrilateral element. Since our tests are performed on rectangular meshes, we here briefly summarize the discrete spaces of the MITC 9 only in the simpler rectangular case. A more general description can be found for instance in [8] .
Given a rectangular mesh τ h , let the discrete spaces be defined as
where Q 2 (K) and P 3 (K) represent respectively the standard spaces of biquadratic polynomials and third order polynomials on the element K. Moreover, the space Γ is given by 
where P 1 (l) represents the space of the linear polynomials on the edge l. The degrees of freedom for the MITC 9 element are schematically depicted in Figure 6 .1. Finally, we note that the auxiliary space Q, which does not appear in the implementation, is simply given by the space of piecewise linear discontinuous functions on τ h with zero global average. 6.2. Matrix form of the BDDC preconditioner. The BDDC preconditioned operator P defined in (4.11) can be written in matrix form as
where M −1 is the BDDC preconditioner and S is the Schur complement of the plate stiffness matrix associated with the Schur complement bilinear form (3.3), i.e.
We denote by K (i) the local stiffness matrix of the plate problem (2.4) restricted to subdomain Ω i . By partitioning the local degrees of freedom into interior (I) and interface (Γ), and by further partitioning the latter into edge (E, also known as dual) and corner (C, also known as primal) degrees of freedom, then K (i) can be written as
Following the framework of Li and Widlund [34] , the BDDC preconditioner can be written as
where
(6.5) The first term in (6.5) is the sum of local solvers on each subdomain Ω i , defined in (4.10), with Neumann data on the local edges E and with the vertex variables constrained to vanish. The second term is the coarse solve (4.9) for the vertex variables, that we implemented as in [34, 43] using the coarse matrix
and a matrix Φ representing a change of variable given by
The scaled restriction matrix in (6.4) is defined by the direct sum
D,E R ΓE and we refer to [34, 43] for a detailed description of the other restriction and interpolation matrices.
Numerical tests.
The discrete Reissner-Mindlin plate problem (3.4) is solved iteratively by PCG with the BDDC preconditioner described before. The plate midsurface Ω is the reference square, subdivided into √ N × √ N square subdomains of characteristic size H. The algorithm has been implemented in Matlab, the initial guess is always zero, the right hand side is a uniform unitary load, and the stopping criterion is r k 2 / r 0 2 ≤ 10 −6 , where r k is the residual at the k−th iterate. In all our tests, the minimum eigenvalue λ min of the BDDC preconditioned operator was always very close to one (1 ≤ λ min ≤ 1+7·10 −3 ). Therefore, in all our BDDC results, we will report for brevity only the maximum eigenvalue λ M AX , which is essentially equal to the condition number.
Ill-conditioning of the original discrete Reissner-Mindlin plate problem. We report first in Fig. 6 .2 the condition number estimates, computed with the Matlab function condest(·) of the unpreconditioned discrete Reissner-Mindlin plate In each case, the plots indicate a (poly)logarithmic growth of λ M AX , hence of the condition number. The behavior of the method with respect to the ratio H/h seems therefore to be better than the theory prediction, at least for the considered test based on a simplified plate geometry and decomposition into subdomains. This subtle point and the influence of complex geometries will be the subject of future research.
BDDC robustness in t. In Fig. 6 .5, the values of λ M AX are plotted as a function of t for three cases from Table 6 .1 (1/h = 16, 32, 64). The results show clearly the independence on t of the BDDC condition number: after an initial growth in going from t = 10 −1 to t = 10 −2 , λ M AX decreases and settles to a constant value with decreasing t, again in full agreement with the developed theory.
BDDC robustness with respect to jump discontinuities of the plate coefficients. In Fig. 6 .6, we consider a plate problem with increasing jump discontinu- These results clearly show the robustness of our BDDC plate algorithm with respect to the jump discontinuities in ρE up to 8 orders of magnitude. We also remark that without the BDDC preconditioner, unpreconditioned CG failed to converge in the tests with largest jumps.
7. Appendix: two technical Lemmata. In this Appendix we will indicate with ω ⊂ R 2 a convex quadrilateral or triangular domain of characteristic size H and with E the set of its edges. Moreover V h will represent a continuous finite element space of functions ∂ω → R 2 . Finally, h will indicate the characteristic size of the mesh defining V h , and we will assume that the functions of V h vanish at the corners of ω.
The proof of the following Lemma is not shown since it follows easily, for instance, from analogous results in [49] . ∀v ∈ V h , where the constant C depends only on the shape regularity of ω, the shape regularity of the mesh and the polynomial degree of V h . We also have Lemma 7.2. For any real number s > 0 it holds where the seminorm | · | γ(e) is defined in (5.32). The constant C s depends only on s, the shape regularity of ω, the shape regularity of the mesh and the polynomial degree of V h . Furthermore, C s → +∞ as s → 0 + . Proof. Consider e ∈ E. By the definition of the H 1/2 (e)-norm, definition (5.34) and due to the dense inclusion C ∞ (ω) ⊂ H 1 (Ω), it is sufficient to show that it holds
for all v ∈ V h . It is easy to check that (7.1) is implied by
for all ψ ∈ [C ∞ (ω)] 2 vanishing at the two endpoints of e. Due to Lemma 4 in [31] we have 6) where || · || indicates the l 1 norm
Observing that ψ(ν) = ψ(ν ′ ) = 0, from (7.6) and the fundamental theorem of calculus, we get
where τ is as usual the tangent unit vector. First joining (7.5) and (7. By the triangle inequality, a combination of (7.9) and (7.3), we finally have
(7.10)
