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“Art is nothing if you don’t reach every segment of the people.”
Keith Haring
v

Abstract
In this project, a system capable of segmenting human shapes in images was
developed. The first step towards that objective was a revision of the cur-
rent State Of The Art (SOTA) about Deep Learning (DL), image segmentation,
Convolutional Neural Networks (CNNs) and person segmentation in images.
In addition, an analysis about training and testing datasets suitable for our de-
sired task was conducted. After that, the actual implemented system will be
presented. It consists of a U-Net CNN, an encoder-decoder type of network.
Then, its layers and theoretical background were explained. Next, the results
obtained segmenting the selected dataset and our own images were presented.
Lastly, an overview of the project and the achievements as well as future lines
of research finalize this Thesis.
vii

Resumen
En este trabajo fue propuesta la implementación de un sistema capaz de seg-
mentar figuras humanas en imágenes. El primer paso hacia ese objetivo fue
el de realizar una revisión de los últimos avances en Deep Learning (DL), seg-
mentación de imágenes, Redes Neuronales Convolucionales (CNN por sus si-
glas en inglés) y segmentación de personas en imágenes. Además, se incluyó
una investigación sobre conjuntos de datos para entrenamiento y prueba de
nuestro sistema. Tras esto, el sistema implementado es presentado. Consiste en
una red tipo encoder-decoder U-Net CNN. De ella se explica las distintas capas
que la conforman así como sus fundamentos teóricos. Después se añaden los
resultados experimentos realizados sobre imágenes propias y de un conjunto
de datos. Por último, esta Tesis concluye con una revisión del trabajo realizado,
los logros obtenidos y futuras direcciones de investigación.
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Chapter 1
Introduction
This first chapter introduces the main topic of this work. It is organized in
five different sections: Section 1.1 sets up the framework for the activities per-
formed during this project, Section 1.2 introduces the motivation behind this
work, Section 1.3 explains the proposal developed, Section 1.4 presents the
specific and generic goals setted and Section 1.5 displays the content organi-
zation in this thesis documentation.
1.1 Outline
In this Bachelor’s Thesis we have researched and developed a solution oriented
to segment persons in images. The project is composed by a U-NET [1] (a Con-
volutional Neural Network (CNN)) and Python scripts that help to modify the
images in order to feed them properly to the network.
The main goal of the project is to obtain the best possible precision segment-
ing people, but also be able to perform that segmentation in near real time, since
the final goal is to integrate the system on a mobile robotic platform.
This project addresses one of the tasks proposed in the COMBAHO: come
back home system for enhancing autonomy of people with acquired brain injury and de-
pendent on their integration into society national project, ID code (DPI2013-40534-
R), funded by the Ministerio de Economía y Competitividad (MEC) of Spain with
professors José García-Rodríguez andMiguel Ángel Cazorla-Quevedo from the
University of Alicante as main researchers.
The project was developed during the period from February to June 2018 in
collaboration with the Department of Computer Technology (DTIC) at the univer-
sity of Alicante.
1.2 Motivation
In this document we summarized the results of the work done during the Bach-
elors Degree in Computer Engineering, taken between the years 2014-2018 at the
University of Alicante. This work has been motivated by the collaboration with
the Department of Computer Technology in research tasks related with High Per-
formance Computing, Computer Vision, Deep Learning and the COMBAHO
project.
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1.3 Proposal
In this project, we propose a segmentation system that will take images as the
input and will output a mask predicting which pixels are part of a human
shape. The system will use a U-Net CNN as the main core of the program,
and will be trained with specific datasets in order to perform the best possible
prediction. This U-Net will be GPU accelerated to cut training times.
1.4 Goals
The main goal of this project is to develop a system capable of segmenting per-
son in images and implement it using CNNs.
The project will begin with a research on modern techniques for human
and general segmentation. This research will comprise related datasets (with a
comparison), an introduction of DL, and more specifically CNN core concepts
and also a review of existing DL frameworks.
After an introduction to the theoretical concepts of neural networks, we will
develop and explain the U-Net, as well as the training method. Once the U-Net
is implemented, we will perform several tests adjusting the size, hyperparam-
eters and conditions in order to obtain a better understanding of how it works
and the best performance possible. Finally, we will discuss the obtained results
and propose future research directions.
1.5 Structure
The structure of this document is the following: The outline, motivations and
goals are explained on this first Chapter 1, and then, Chapter 2 will contain
the related works, history and current State Of The Art (SOTA). In Chapter 3,
the software and hardware environment that supported the development of the
project is presented. Chapter 4 introduces the implemented U-Net, its architec-
ture, layers and related concepts, and in the following Chapter 5, the execution
and results of the experiments are showcased. The last Chapter 6 summarizes
what can be extracted out of this work and establish the directions for future
investigation. Appendix A displays the source code of the implemented U-Net
and lastly, Appendix B explains some DL concepts.
Chapter 2
State Of The Art
This chapter presents the State Of The Art (SOTA) of Human Segmentation
in colour images. It contains six main sections: Section 2.1 gives a brief in-
troduction to this Chapter. Section 2.2 describes Deep Learning (DL) and
its current state on image segmentation. Section 2.3 presents Convolutional
Neural Networks (CNNs) and the reasons why they are on the verge of Com-
puter Vision nowadays. Section 2.4 explains why and how CNNs are used
for image segmentation. Section 2.5 finally introduces the main core of this
project, Human segmentation in colour images and its SOTA. Finally, Sec-
tion 2.6 displays a brief human-segmentation overview and comparison of
existing datasets for human segmentation.
2.1 Introduction
Segmenting people from images is a subject still being in focus thanks to the
development of the digital photography field. Recently, this field has had a ver-
tiginous expansion thanks to the smartphones, visual surveillance systems, etc.
This kind of segmentation problem is under the umbrella of semantic segmen-
tation, and in that way, it has benefited of the improvements that Deep Learn-
ing (DL) and Artificial Neural Network (ANN)-based methods have brought to
this sector. However it still has some challenges to surpass. In this Chapter, the
path from DL to human segmentation is described, giving a brief introduction
to all the steps needed to achieve a solution for the proposed problem.
2.2 Deep Learning (DL)
Machine learning technologies have been powering many aspects of our daily
life for years. Things as content filtering, web search, add recommendations
and object identification in images, among others. Traditional machine learning
was limited in theway it processes data, as many functionalities needed specific
programming to perform certain tasks, not being able to receive raw data and
transform it into a suitable representation without human intervention.
This disadvantage is where Deep Learning (DL) shines. DL is a machine
learning subset characterized by being able to process raw data and automati-
cally learn the features needed to perform determined tasks.This ability is based
3
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on stacking several non-lineal transformation modules that convert the raw in-
put data into a higher level, more abstract representation.
These layers vary depending on the function wanted to be performed. For
example, in classification tasks, the high level layers will amplify relevant as-
pects dismissing the less important variations. In images, the first layers start by
detecting edges in particular locations, the second ones detect edges indepen-
dently of their location, the third ones assemble these edges into bigger combi-
nations, and so on.
The important point of the previous paragraph is that the weights of these
layers of feature are not designed by humans. Instead, they are learned from
the data by a general purpose learning technique.
Thanks to this general learning process, DL has been pushing the advance-
ment in the computing field, solving complex problems that have resisted solv-
ing attempts by traditional artificial intelligence techniques. Thanks to its abil-
ity for extracting patterns and structures out of complex raw data, and together
with the increase of computational power, its application fields have been ex-
panding to many domains of science and business.
One particular terrain that has been particularly benefited from the devel-
opment of Deep Learning is Computer Vision. DL has been setting new stan-
dards in fields such us medical and biological image processing ([2], [3], [4]),
thanks to the advancements in one of its specific parts, Convolutional Neural
Networks (CNNs).
2.3 Convolutional Neural Networks (CNNs)
CNNs are a type of Neural Network [5] designed to process data that come in
the form of multiple arrays. This is useful for processing things as natural lan-
guage, audio, video and images. Inspired by the animal visual cortex organi-
zation [6], they are developed around four concepts: local connections, shared
weights, pooling and the use of many layers (see Chapter 4 and Subsection 4.3.1
for a detailed explanation of these concepts.)
Thanks to the reduction of computing and memory usage obtained out of
these four pilars, CNNs have been widely used on images. This reduction is
mainly achieved thanks to the replacement of the whole matrix multiplication
in standardNeural Networks (NNs). Fully connectedNNs connect every single
element of the input with each hidden element, generating huge quantities of
parameters without any kind of spatial awareness. Instead, in CNNs, each ele-
ment of the hidden layer is mapped to an specific area of the input, generating
a smaller but sufficient number of parameters that also have spatial awareness.
Additionally, pooling layers are applied to reduce the spatial dependency of
the detected feature, or, in other words, making the network learn new features
without them needing to be in an specific part of an image.
Thanks to the development of new computational techniques, Graphics Pro-
cessing Unit (GPU) acceleration and the expansion of DL frameworks and li-
braries that make prototyping easier and faster than ever (see Chapter 3 for
more information about some of them), CNNs usage have been rising, making
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them useful for diverse fields such as handwriting recognition, face detection,
behaviour recognition, or, the one issued in this work, image segmentation.
2.4 Image Segmentationwith Convolutional Neural
Networks (CNNs)
Thanks to the characteristics mentioned on Section 2.3, CNNs have had remark-
able results solving challenging computing tasks such as image classification,
segmentation and object detection, achieving state-of-the-art results in these
tasks. This is thanks to the CNN ability to learn hierarchical representation of
the raw input data.
In the last years, one of the main fields of application of CNNs have been
in medical image segmentation ([7], [1]). Apart from the 2D capabilities used
to delineate organs, malformations [8], etc., CNNs have been impressive with
their 3D abilities, helping also to process MIR scans [9].
Another interesting field where CNNs have been applied is in semantic seg-
mentation. This is a particular segmentation variation that aims to split the
image in several classes (car, people, animal, etc.). At the beginning, Convo-
lutional Networks were forsaken by traditional computer vision and machine
learning methods but, in the ImageNet competition in 2012, CNNs surprised
the Computer Vision (CV) community. The competition consisted on the image
classification of one million images with 1000 different classes, and the results
obtained [10] where ground-breaking, almost halving the error rates of the best
competing approaches. This result was achieved thanks to the use of Graphics
Processing Units (GPUs), Rectified Linear Units (ReLUs) activation functions
(see Subsection 4.3.1 for more information) and a new regularization and data
augmentation techniques.
Thanks to this revolutionary results, CNNs have been the dominant ap-
proach to computer vision in recent times, obtaining near human performance
in some tasks. Some companies such as Google, Facebook andMicrosoft, among
others, have been quickly adopting this technology, due to its reasonable com-
puting performance and the hardware advancement done by companies like
NVIDA, Qualcomm and Samsung, that are even developing Systems on Chip
(SoC) that dramatically accelerate the common operations used for DL and
CNN networks.
2.5 Human Segmentation
Human segmentation in images is still an important problem in computer vi-
sion that has become more popular in recent years thanks to the expansion of
the digital photography in the form of smartphones, as well as visual surveil-
lance, robotics, autonomous cars, etc. The human segmentation is under the
umbrella of semantic segmentation as it aims to classify pixels on an image
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into people and not-people. It could be also classified as a binary classification
problem at pixel level.
Many different approaches have been taken lately to perform this segmen-
tation task and in the following subsections some of them will be discussed.
2.5.1 RGB Approaches
BeforeDeep Learning (DL) and Convolutional Neural Network (CNN) became the
prominent research subject for segmentation, different ideas were tried. The
2004 article [11] mentions that classical image segmentation was approached
using tools like edge and/or contrast detection, colour, graph cuts, etc. Paper
proposes a method to subtract the foreground from the background, an ap-
proach used in the early days for human segmentation in RGB images. This
method starts with the user selecting a loosely area around the subject to seg-
ment, performing an initial segmentation and letting the user correct again the
segmentation with some traces before performing the last segmentation. This
supervised method was combined with border matting to smooth the segmen-
tation.
Figure 2.1: Background substraction as a traditional approach
of segmentation. Figure reproduced from [11].
Nowadays, with the neural networks pushing the State-Of-The-Art, the only
limitation that they found is the size of the annotated datasets. The article [12]
proposed a way to take advantage out of the largest video "database", Youtube.
The proposedmethod divides theweakly-annotated videos in supervoxels, and
then classify the superpixels within the supervoxels are then classified as hu-
man or not-human with graph optimization. These obtained masks are fed into
a CNN. The result is a weakly supervised system that improve previous SOTA
on the PASCAL VOC 2012 dataset.
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Figure 2.2: Youtube-assisted segmentation architecture. Feed-
back flow between CNN and imperfect human detection could
be observed on the top right part. Figure reproduced from [12].
An extreme RGB image segmentation proposal is the one described in the
[13] article. This paper describes an implemented system capable of 1000 fps
human segmentation. In order to simplify the segmentation problem, it chooses
an VGG-seg-net as the core of the approach, sacrificing some accuracy com-
pared to the maximum achieved for the Baidu segmentation dataset [14] but
obtaining a 10.000 times speed-up compared to the most accurate method for
that dataset.
2.5.2 Additional Information Layers Approaches
One pattern repeated in various articles about human segmentation is the use of
additional information layers (infrared, depth, thermal, etc.) to the RGB images
to segment. These papers explain that segmentation based on just colour im-
ages could be rather imprecise as the human body could be presented in many
different postures, could be occluded, or could be dressed in many different
ways and colours.
One popular additional information layer is infrared, and there are articles
specifically aiming to segment people using just information from this data.
This method of obtaining information has several advantages, as it does not
depend on the light or colour, removing some RGB images flaws, but it still
presents some challenges.
The system proposed in this article [15] uses information from just infrared
surveillance cameras. In order to process these infrared images, traditional im-
age thresholding is applied, obtaining initial blobs that are refined continuously
until they fit each human figure.
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Figure 2.3: Infrared image segmentation. a) input infrared im-
age, b) scaled frame, c) displays the incandescent elimination
and d) threshold frame, previous step before segmenting. Fig-
ure reproduced from [15].
Another approximation to human segmentation using just infrared images
is addressed in [16]. The proposed system is designed to be included on a mo-
bile robot, and combined a pulse coupled neural network, the curvature gravity
gradient tensor and the mathematical morphology. This paper concludes that,
eventhough it achieves good results, some situations with infrared polluted en-
vironments are still a challenge.
Figure 2.4: Infrared image segmentation methods comparison.
Best results obtained by the method described on the article
from where the figure is reproduced [16].
The approach presented in [17] offers an interesting combination of ele-
ments: RGB and infrared images processed with CNNs. This method proposes
a double independent colour-thermal pipeline, where the feature maps from
both sources are shared and they continually feedback each other, introducing
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the training labels from one modality into another. This method has an advan-
tage thanks to the multispectral information that manages, as it can generate
highly precise segmentations without even pixel-level human annotations.
Figure 2.5: Multi-spectral image segmentation framework. Fig-
ure reproduced from [17].
Another stream of works leverage additional information such as depth
data.[18] presents a real-time human segmentation video system that, with the
help provided from the depth data, segments the human figures by dividing
the frame into two regions, head region and body region. Once the image is
divided, the system applies high computational geodesic matting to the head
region and low computational to the body region. The traditional geodesic
segmentation algorithm is modified to use depth information. Additionally,
temporal and spatial smoothing is applied to enhance the coherence between
different frames. Thanks to the additional depth information, this system ob-
tains good results even when the human figure has similar colour to the back-
ground, but it failed to differentiate the human figure from other parts of the
environment with similar depth.
Figure 2.6: RGB-D segmentation system overview. Figure re-
produced from [18].
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2.6 Datasets Comparison
In order to train our system, we needed to select a dataset that fit our desired
goals. A list containing the most promising datasets and their characteristics is
presented on Table 2.1.
Name Representation Year Samples Real/Synthetic 2D/3D Overview
Unite the People [19] Sports/Generic 2017 27.000 R 2D Sports and generic position
MPI Dyna [20] Human shape 2015 10 S 3D 40.000 scans of 10 subjects
Look into Person [21] Generic 2017 50000 R 2D Dataset mix
AAU [22] Indor activities 2016 5724 R 2D RGB + D + Infrared
Pascal Voc 2012 [23] Generic 2012 9993 R 2D Human figures in diverse situations
Coco People [24] Generic 2014 55000 R 2D Semantic segmentation dataset
Table 2.1: Datasets for human segmentation comparison.
The second dataset listed, the MPI Dyna [20] contains a set of precise 3D
scans of ten subjects, and it could be used to include these models on a virtual
environment to generate more data, but as better and more time efficient al-
ternatives were present, this dataset was discarded. Look into Person [20] is the
second most interesting dataset of all the analysed. It contains a big amount of
data that could have fitted our requirements, but the preprocessing needed to
use it was larger that the one of the selected dataset. AAU [22] would have been
the selected if we have opted to include additional information layers to com-
plement the RGB approach. The last two featured datasets, Pascal Voc 2012 [23]
and Coco People [24] have the same common problem: they are generic seman-
tic segmentation datasets that, eventhough they have the "human" class, they
include a big percentage of images not useful for our human segmentation task.
The selected dataset to train our system is the Unite the People [19] one, as
it contain a decent quantity of data, it is focused on human segmentation, it
presents a good variety of situation and poses and the needed adaptation to
fit our needs was the smallest of all analysed datasets (see Section 4.2 for more
information).
Chapter 3
Methodology
This Chapter presents the computational environment used to develop this work. The
first Section (3.1) lists and explains the main characteristics of the most remarkable
libraries and frameworks that support the project. The second section (3.2) explains
the software used to develop, train and test the neural network. The last section (3.3)
presents the hardware of the server where the network has been trained.
3.1 Libraries and Frameworks
This section contains the theoretical background, main features and benefits be-
hind the most important packages, libraries and frameworks used to develop
this project. The subsections 3.1.1, 3.1.2 and 3.1.3 explains Keras, the Tensor-
Flow API, and presents its basic functionality. The subsection 3.1.4 explain this
powerful API called Keras, and presents its basic functionality and methodol-
ogy. The last part of this section, the subsection 3.1.5, enumerate minor pack-
ages needed to develop this project.
3.1.1 CUDA
The NVIDIA Compute Unified Device Architecture (CUDA) [25] is a parallel com-
puting platform and API which allows using an NVIDIA GPU for General-
Purpose computing on Graphics Processing Units (GPGPU). This programming
model enables programmers to use both the CPU (host) and GPU (device) (het-
erogeneous computing). CUDA programs are written in a variant of C/C++
and compiled to a high-level assembly language called Parallel Thread eXecu-
tion (PTX). All PTX instructions are Single Instruction Multiple Data (SIMD)
executed by an entire warp of threads.
These extensions are composed by keywords added to those languages that
enable the expression of parallelism in the application, directing the compiler
to map portions of code for GPU execution.
The common CUDA program starts on the host, the CPU, where the ele-
ments to compute are on the computer’s main memory, and they need to be
transferred to the device (GPU) memory.
CUDA extensions allows the programmer to define functions, also called
kernels, that are executed in parallel by different CUDA threads. These threads
are organized into blocks of threads and a grid of blocks. Figure 3.1 shows this
organization.
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Figure 3.1: CUDA hierarchy of threads, blocks and grids with
the typical program execution model. Image reproduced from
[26].
As the above included figure outlines, each thread executes a copy of the
kernel function. The threads inside the same block execute concurrently shar-
ing memory with synchronization barriers (only when there are dependencies).
Threads are grouped into blocks, and these are organized into grids along with
other blocks executing the same kernel.
In order to support the programming model, CUDA also contains a custom
driver for the GPU and a compiler (NVCC for C) capable of producing GPU
assembly code (PTX) as well as CPU code for the host to be later compiled by
a typical C compiler. CUDA also provides a profiler and a debugger for GPU
programs. This set of tools is called CUDA SDK and its shown in the following
Figure 3.2.
Figure 3.2: CUDA SDK stack (Green for GPU parts and blue for
CPU ones). Image reproduced from [27].
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3.1.2 cuDNN
AsCUDA ismainly used in this project to support the GPU execution of Tensor-
Flow 3.1.3, an special NVIDIA library needs to be added to the normal CUDA
installation.
CUDA Deep Neural Network (cuDNN) is a library of primitives for deep
neural networks that contains GPU-optimized implementations for common
routines such as convolutions, pooling, normalization and activation layers (all
these concepts are explained in Chapter 4). It is part of the NVIDIA Deep Learn-
ing SDK and supports the most common deep learning frameworks, such as
Caffe, CNTK, Pytorch, etc.
3.1.3 TensorFlow
TensorFlow [28] is an open source library for machine learning developed to
substitute the old DistBelief system by Google Brain, a deep learning and Ar-
tificial Intelligence (AI) research group. It was publicly released on November,
2015 under the Apache 2.0 open source license. It is written in C++, Python and
CUDA.
TensorFlow uses dataflow graphs to represent computation. These dataflows
consist of nodes and edges, where each node represents an instantiation of a
mathematical operation, and the edges represent data, usally in the shape of
tensors. These nodes are mapped to different computing units, as computers
on a cluster, cores on amulticore CPU or, what will be used on this work, GPUs.
The standard way to represent data on TensorFlow is with Tensors. Tensors
are geometric objects represented by multidimensional data arrays where the
underlying element type is defined or inferred at graph-construction time.
Figure 3.3: Example of Tensors. Image represented from [29].
TensorFlow offers flexibility, as every computation operation that can be ex-
pressed as a data flow graph can be implemented using it; portability, as it pro-
vides Application Program Interfaces (APIs) for most popular programming
languages and could be run in a wide variety of platforms; and scalability, as
the training could be run on Central Processing Units (CPUs), GPUs and it can
be scaled from single cores to large scale systems.
TensorFlowwas selected as the deep learning library for this project because
it supports GPU acceleration, indispensable feature to shorten training times
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by using the powerful server (displayed on Section 3.3) , has a widely spread
community that makes it easy to learn it from scratch and because it is the
recommended backend for Keras, the main API used to develop this project.
3.1.4 Keras
Keras [30] is a high-level open source neural network library capable of running
on top of popular deep learning platforms as TensorFlow, Microsoft’s CNTK
and Theano. Its creator explained that it was created not to be a standalone
machine-learning framework, but instead to be a high-level interface on top of
the most popular deep learning backends.
Keras was created and maintained by François Chollet, a Google engineer
with the following guiding principles on mind:
1. Modularity The main data structure of Keras, a model, could be under-
stood as a sequence or a graph and fully configurable modules can be
joined with little to no restriction. This is a helpful feature as it makes
easy to put together the different layers that compose a Neural Network,
such as activation functions, convolutional layers, etc.
2. Extensibility Appart from the already created modules, it is easy to im-
plement and add new ones to the system, making Keras suitable for ad-
vanced research. Keras also provides examples to help with the creation
of new parts.
3. Python native As Keras is written in Python, there are no separate model
configurations files with custom file formats, making the debugging and
extension easier.
Keras uses models as its main data structure. These models are a way to
organize layers, and the simplest one is the sequential model, shown in Listing
3.1, which is a linear stack of layers.
1 from keras . models import Sequent ia l
2 from keras . l aye r s import Dense , Act iva t ion
3
4 model = Sequent ia l ( [
5 Dense (32 , input_shape =(784 , ) ) ,
6 Act iva t ion ( ’ re lu ’ ) ,
7 Dense ( 1 0 ) ,
8 Act iva t ion ( ’ softmax ’ ) ,
9 ] )
Listing 3.1: Simple Keras sequential model.
The code presented above displays the creation of a simple sequential model
on Keras. In its declaration are also included several layers that will be acti-
vated in that order. As the model needs to know the input shape, it needs to be
specified in the first layer, as shown in the line number 5 of code.
When a model is already defined, there is one more step that has to be done
before training with it: configure its learning process. This is done with the
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compile method, and it receives three arguments: An optimizer, a loss function
and a list of metrics.
Optimizer
Optimizers on Deep Learning are a way to help the model in its labour to min-
imize the wanted functions. Keras has a list of already defined optimizers that
can be instantiated, but this parameter could also instantiate an user defined
Optimizer. The already defined optimizers are the following:
1. SGD Stochastic Gradient Descent (SGD) optimizer, with support for mo-
mentum (see Appendix B.1 for explanation), learning rate decay (see Ap-
pendixB.3 ) and Nesterov momentum (or Nesterov accelerated gradient)
(see Appendix B.2).
2. Adagrad. Explained on Appendix B.3, is the base for many other opti-
mizers. It is recommended to leave its parameters at their default values.
3. Adadelta. An extension for Adagrad, it aims to reduce its aggressiveness
and monotically-decreasing learning rate. It is recommended to leave its
parameters at their default values.
4. RMSprop. This optimizer [31] has similarities with Adadelta as both aim
to reduce the decreasing learning rates of Adagrad. It is a good choice for
Recursive Neural Networks (RNNs). It is recommended to leave its pa-
rameters at their default values, except Learning Rate, which can be tuned.
5. Adam. Adaptive Moment Estimation (Adam) [32] is another optimizer that
shares similarities with Adadelta and RMSprop as it also stores exponen-
tially decaying average of past gradients, or, in other words, it adds the
momentum concept to these optimizers. The default parameters are equal
to those provided by the original paper.
6. Adamax. This is a variant of Adam based on the infity norm (or uniform
norm). The default parameters are equal to those provided by the original
paper.
7. Nadam. Nadam [33] is identical to Adam, but instead of momentum
it uses Nesterov accelerated Gradient (NAG). The default parameters are
equal to those provided by the original paper, and it is recommended to
leave its parameters at their default values.
8. TFOptimizer. This a wrapper class for native TensorFlow optimizers.
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Loss function
This parameter will specify the loss function that the model will try to mini-
mize. It could be an already defined one, or it can be an objective function. The
following loss functions are already implemented in Keras:
• mean_squared_error.
• mean_absolute_error.
• mean_absolute_percentage_er-
ror
• mean_squared_logarithmic_er-
ror
• squared_hinge
• hinge
• categorical_hinge
• logcosh
• categorical_crossentropy
• sparse_categorical_crossentropy
• binary_crossentropy
• kullback_leibler_divergence
• poisson
• cosine_proximity
Metrics
The last and the only optional argument when compiling a model is the metrics
one. A metric is a function that is used to judge the performance of the model.
Unlike loss function, the results of evaluating the metric function are not used
as the objective function during training, as they are supposed to measure dif-
ferent parameters, but they could be used in specific callbacks (like EarlyStop-
ping, explained on Section 3.1.4) . When compiling a model, an existing metric
could be provided as well as a Theano/TensorFlow symbolic function. It has
two arguments:
• y_true. Ground truth labels. Tensors from Theano/TensorFlow.
• y_pred. Predictions. Tensors of the same size as y_true.
A single tensor with the mean of the output array across all datapoints is
given as a result. These are the already defined metrics in Keras:
• binary_accuracy
• categorical_accuracy
• sparse_categorical_accuracy
• top_k_categorical_accuracy
• sparse_top_k_categorical_accu-
racy
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Compiling example
The following Listing 3.2 is an example of the compile code of the U_Net 1024
model used in this project. It features custom-defined Keras loss function 3 and
metric (line4).
1 model . compile (
2 optimizer=RMSprop( l r =0 .0001) ,
3 l o s s=weighted_bce_dice_loss ,
4 metr i cs =[ d i c e_ lo s s ] )
Listing 3.2: Keras model compilation example.
The compile method has more optional arguments that the ones presented
above, such as loss_weights, sample_weight_mode, etc, but they are not as impor-
tant nor used.
Fit
The basic training function in Keras is fit. It is used to train the model for a
given number of iterations on a datasets, or epochs.
Its arguments are the following:
1. x: Numpy array or list of arrays (depending on how many inputs the
model has) of training data.
2. y: Numpy array or list of arrays (depending on how many inputs the
model has) of target/label data.
3. batch_size: Number of samples per gradient update. Its default value is
32.
4. epochs: Number of iterations over the entire training x and y datasets, or,
in other words, epochs.
5. verbose: This value indicates how much information about the training
is displayed:
0. No information.
1. Progress bar.
2. One line per epoch.
6. callbacks: List of keras.callbacks.Callback instances. This is a very helpful
feature explained with more detail in Subsection 3.1.4.
7. validation_data: A reference to some validation data. It could be pro-
vided via generator or tuples.
8. validation_steps: This step parameter is only important if a generator is
the validation data, and it indicates the number of steps (or batches) to
take from the generator for every epoch.
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The fit function accepts more arguments, but the most used and important
are the above mentioned. An example of a fit function could be found in Sub-
setion 25.
Eventhough the function above explained is fit, the one used in this project
is fit_generator. The main difference is that this function trains on a data gen-
erated batch-by-batch by a Python generator. This generator is run in parallel
to the model, what enables to perform data augmentation on the CPU while
training the model on GPU. A generator needs to be provided as argument.
Callbacks
Keras has predefined functions that are applied at given stages of the training
that are called callbacks. These functions could be used to view internal states,
save statistics, stop the training, etc. There is an example of them on this Listing
Line 1. A brief view of the ones used in this project is listed below:
1. EarlyStopping. This callback stops the training when a monitored value
has stopped improving. Its arguments are the following:
• monitor: The value to be monitored. (A loss function, for example,
as shown in Listing Line 3).
• min_delta: Minimum change in the monitored value qualified as
"improvement".
• patience: Number of epochs with no improvement required to stop
the training.
• verbose: Verbose mode. Same as explained in the above section.
• mode: One of the following: {auto, min, max}. min mode will
stop training when the valuemonitored has stopped decreasing,max
modewill stopwhen the value has stopped increasing and automode,
the direction is automatically inferred from the name of the moni-
tored value.
• baseline: Minimum value for the monitored quantity to reach.
2. TensorBoard. This parameter will save the results in a TensorBoard [34]
compatible log. This is a TensorFlow tool to visualize dymanic graphs,
test metrics and activations histograms.
3. ReduceLROnPlateau. This callback reduces the learning rate as a metric
has stopped improving. It shares the majority of the parameters with the
EarlyStopping callback, but adds some new ones:
• factor: Factor by which the learning rate will be reduced.
• cooldown: Number of epochs to wait before resuming normal oper-
ation after the learning rate has been reduced.
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4. CSVLogger. Callback that saves the epochs results to a .csv file. Its pa-
rameters should contain the name of the CSV file, the separator and a
boolean that indicate to continue writting from existing file or substitute
it.
5. ModelCheckpoint. This callback will save the model after every epoch.
Its parameters are the following:
• filepath: Where to save the model.
• monitor: Value monitored.
• save_best_only: Boolean that indicates that a model only will be
saved if is best that the current saved model.
• mode: Similar to the same parameter one on EarlyStopping, this
value will indicate if the model is saved based on the maximization,
minimization or according to the name of the monitor value.
• save_weights_only: Boolean that indicates if just the weights or the
whole model will be saved.
• period: Number of epochs between checkpoints.
Example of fit and callbacks
The below presented code fragment is extracted from the U_net of this project.
The ’val_dice_loss’ monitor is declared, as well as train_generator.
1 ca l l ba ck s = [
2 EarlyStopping (
3 monitor= ’ va l _d i c e_ lo s s ’ ,
4 pat ience =8 ,
5 verbose =1 ,
6 min_delta=1e−5,
7 mode= ’max ’ ) ,
8 ReduceLROnPlateau (
9 monitor= ’ va l _d i c e_ lo s s ’ ,
10 f a c t o r =0 .1 ,
11 pat ience =4 ,
12 verbose =1 ,
13 eps i lon=1e−4,
14 mode= ’max ’ ) ,
15 ModelCheckpoint (
16 monitor= ’ va l _d i c e_ lo s s ’ ,
17 f i l e p a t h= ’ weights/ ’ + params . t i t l e + ’ . hdf5 ’ ,
18 save_best_only=True ,
19 save_weights_only=True ,
20 mode= ’max ’ ) ,
21 TensorBoard ( log_di r= ’ logs ’ ) ,
22 CSVLogger ( f i lename= ’ epochs/ ’+params . t i t l e + ’ . csv ’ , separa tor= ’
, ’ , append=Fa lse )
23 ]
24
25 model . f i t _ g ene r a t o r (
26 generator= t ra in_genera to r ( ) ,
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27 steps_per_epoch=np . c e i l ( f l o a t ( len ( i d s _ t r a i n _ s p l i t ) ) / f l o a t (
ba t ch_s ize ) ) ,
28 epochs=epochs ,
29 verbose =2 ,
30 ca l l ba ck s=ca l lbacks ,
31 va l ida t ion_da ta=va l id_genera tor ( ) ,
32 va l ida t i on_s t eps=np . c e i l ( f l o a t ( len ( i d s _v a l i d _ sp l i t ) ) / f l o a t (
ba t ch_s ize ) )
33 )
Listing 3.3: Example of callbacks and fit_generator in Keras.
In conclusion, Keras was selected as the main programming tool as it allows
a really fast development of the neural networks, with its predefined layers,
callbacks and easy-to-use features.
3.1.5 Other packages
1. NumPy. Numpy [35] is a Python library that adds support for large mul-
tidimiensional arrays and matrices, as well as a collection of high level
mathematical functions to operate on these arrays. It also provides tools
for integrating C/C++ and Fortran code. Another NumPy functionalities
widely used on this project are the math and random number capabilities.
An example of usage can be found on the data augmentation performed
on the project, displayed on Listing 3.4.
1 i f np . random . random ( ) : # < u :
2 height , width , channel = image . shape
3
4 angle = np . random . uniform ( r o t a t e _ l im i t [ 0 ] ,
r o t a t e _ l im i t [ 1 ] ) # degree
5 . . .
Listing 3.4: Numpy usage in data augmentation.
2. Scikit-learn.[36] This is a machine learning library for Python. It requires
NumPy and SciPy and it features various classification, regression and
clustering algorithms, such as gradient boosting, k-means and random
forests. It is written in Python with some parts written in Cython, a
Python variant that mixes with C to gain performance.
3. Scikit-image. Scikit-image [37] is an image processing library for Python.
Similar to Scikit-learn, it requires NumPy and SciPy, and it includes seg-
mentation algorithms, geometric transformations, color space manipula-
tions, analysis, filtering, morphology, feature detection and more.
4. Pandas. This library [38] is written in Cython and C for performance and
it is used for data manipulation and analysis. It offers rich data structures
and functions designed to work with structured data fast and easily.
5. Matplotlib. Matplotlib [39] is the most popular Python library for pro-
ducing plots and other 2D data visualizations. It creates interactive plots
that are suitable for publication, and it interacts well with other libraries.
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6. OpenCV. OpenCV (Open Source Computer Vision) [40] is a powerful li-
brary of programming functions for computer vision. It was developed
by Intel and it offers functions for segmentation and recognition, image
processing, gesture and figures recognition, etc, plus some statistical ma-
chine learning features. It also supports hardware acceleration that en-
ables fast processing of images based on Intel primitives and OpenCL
technologies.
7. Pillow. Pillow 1 is a fork of Pil, an image library for Python. It adds
support for opening, manipulating and saving various image file formats.
The Pillow library forked this main library as its support is discontinued,
adding Python 3.x and additional features.
3.2 Software Development Environment
In this section, the development software used to implement this work will
be explained. As the development of the segmentation system was divided
between debugging and experimentation, the following parts will explain what
was used on each part.
3.2.1 First Stages of Development Environment
These first stages consisted on implementing and debugging the neural net-
work. During the whole project, PyCharm was used as the main IDE, and dur-
ing the first steps, Conda was used as the package management.
PyCharm is a cross-platform Python IDE developed by JetBrains. This tool
was used to develop the code, as its different functionalities provide a rich ex-
perience. The most useful tool is the ability to select the Python interpreter,
allowing to use the environment created with Conda to execute the code na-
tively on the IDE. Another useful tool used was the debug mode (see Figure
3.4) , which can run the code step by step, freezing the execution, displaying
variables and its state. This tool was essential during the first steps of devel-
opment, as it was useful to detect the majority of the bugs. PyCharm was also
useful in the second phase of the project, the training, as it could browse, access
and modify remote code files natively on the IDE.
1https://pillow.readthedocs.io/
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Figure 3.4: Debugger stopped in a breakpoint displaying vari-
ables values
Conda is an open source package management multi-platform tool, useful
for quickly creating development environments with different packages. Using
a provided command prompt, an environment is created, where you can add
diverse packages, and keep this from interfering with the ones in a different
environment. This can be useful if the user wants to use different version of the
same package on a single system or avoiding environment errors. Another im-
portant feature is the capability of saving, sharing and importing ready-to-use
environments, avoiding package problems when executing your code on a dif-
ferent machine and allowing a fast deployment of the environment on another
computer.
3.2.2 Training Software Environment
Once the program was fully debugged and running, we move on to the exper-
imentation phase. In order to be able to train the biggest models of the neural
network, powerful hardware and a flexible softwarewas needed. The hardware
part is explained on its corresponding Section 3.3, and the additional software
used to train the network is explained below. The main topic in this Subsection
is Docker, as it was the the principal software using during the experimentation
process
Docker [41] is a computer program that performs operating-system-level
virtualization also known as containerization. These containers are closed en-
vironments, with their own namespace, that allow the installation of diverse
packages and programs without colliding with the already installed on the na-
tive operative system or other containers. Several instances of the same con-
tainer or different containers can be executed at the same time on the same
machine. This architecture, compared to in Figure 3.5. The main advantages of
using docker containers are the following:
• Modularity: Docker allows to repair, update or even take down certain
parts of an application without needing to take down the whole applica-
tion.
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• Layers and image version control. Docker images are made up of layers,
and these layers are combined to make an image. Every time the im-
age changes, a new layer is created. These layers could be used to create
new containers making the build process much faster. Another feature
of Docker related to layers is version control. Every change is recorded
in a built-in changelog. This allows to go back to previous version if any
problem happened on the new one.
• Rapid deployment. Thanks to the previous mentioned characteristics, a
system deployment that used to take a long time could be done in with
Docker in seconds.
Figure 3.5: Docker architecture compared to traditional linux
containers. Figure reproduced from [42].
.
3.2.3 Miscellaneous
This part contains another support software used during the development of
this work.
• Git. Git, with a private repository on BitBucket, was selected as the ver-
sion control system for this work. In addition, GitKraken 2 was used as
a Graphical User Interface (GUI) client, it provides an user-friendly visual
feedback of the versions.
• FileZilla. As the dataset needs to be physically in the computer where the
network is training, and the results where generated also in this machine,
Filezilla’s FTP capabilities were used to transfer files between training and
development/debugging systems.
• Putty. Putty was used to access remotely to the training server to launch
all the test and create and manage Docker environments.
2https://www.gitkraken.com/
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3.3 Hardware
Deep Learning (DL) and, in particular, CNN training is a computational de-
manding task, as it needs to process huge quantities of data. In order to being
able to train in a reasonable time, it should be done in a powerful and energy
efficient machine. The DTIC’s Asimov server was assembled with that porpoise
in mind, and it’s full hardware is displayed on Table 3.1.
The main features of the server are the three NVIDIA GPUs which were
targeted at different goals. The Titan X will be devoted to deep learning, whilst
a Tesla K40 was also installed for scientific computation purposes thanks to
its exceptional performance with double precision floating point numbers. In
addition, a less powerful GT730 was included for visualization and offloading
the Titan X from that burden.
Regarding the software information, the server runs Ubuntu 16.04 LTS with
Linux kernel 4.4.0− 21−generic for x86_64 architecture. The GPUs are running
on NVIDIA driver version 361.42 and CUDA 7.5.
Asimov
Motherboard Asus X99-A 11
Intel X99 Chipset
4× PCIe 3.0/2.0× 16(×16,×16/× 16,×16/× 16/× 8)
CPU Intel(R) Core(TM) i7-5820K CPU @ 3.30GHz 12
3.3 GHz (3.6 GHz Turbo Boost)
6 cores (12 threads)
140W TDP
GPU (visualization) NVIDIA GeForce GT730 13
96 CUDA cores | 49W TDP
1024MiB of DDR3 Video Memory | PCIe 2.0
GPU (deep learning) NVIDIA GeForce Titan X 14
3072 CUDA cores | 250W TDP
12 GiB of GDDR5 Video Memory | PCIe 3.0
GPU (compute) NVIDIA Tesla K40c 15
2880 CUDA cores | 235W TDP
12 GiB of GDDR5 Video Memory | PCIe 3.0
RAM 4× 8 GiB Kingston Hyper X DDR4 2666MHz CL13
Storage (Data) (RAID1) Seagate Barracuda 7200rpm 3TiB SATA III HDD 16
Storage (OS) Samsung 850 EVO 500GiB SATA III SSD 17
Table 3.1: Hardware specifications of Asimov.
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In addition, the server was configured for remote access using Secure Shell
(SSH). The installed version is OpenSSH 7.2p2 with OpenSSL 1.0.2. Authen-
tication based on public/private key pairs was configured so only authorized
users can access the server through an SSH gateway with the possibility to for-
ward X11 through the SSH connection for visualization purposes.
At last, a mirrored Redudant Array of Independent Disks (RAID)1 setup
was configured with both Hard Disk Drives (HDDs) for optimized reading and
redundancy to tolerate errors on a data partition to store all the needed datasets,
intermediate results, and models. The Solid State Drive (SSD) was reserved for
the operating system, swap, and caching.
1https://www.asus.com/Motherboards/X99A/specifications/
2http://ark.intel.com/products/82932/Intel-Core-i7-5820K-Processor-
15M-Cache-up-to-3_60-GHz
3http://www.geforce.com/hardware/desktop-gpus/geforce-gt-730/
specifications
4http://www.geforce.com/hardware/desktop-gpus/geforce-gtx-titan-x
5http://www.nvidia.es/content/PDF/kepler/Tesla-K40-PCIe-Passive-
Board-Spec-BD-06902-001_v05.pdf
6http://www.seagate.com/es/es/internal-hard-drives/desktop-hard-
drives/desktop-hdd/?sku=ST3000DM001
7http://www.samsung.com/us/computer/memory-storage/MZ-75E500B/AM

Chapter 4
People segmentation with U-Net
This chapter will present the different layers, parts, theoretical background and miscel-
laneous content related to the implemented U-Net. As the natural order dictates, the
first Section (4.1) briefly introduces the U-Net chapter. Section 4.2 explains the modifi-
cations done to the used dataset. Section 4.3 presents the architecture of the U-Net, and
describes the layers that compose it, as well as how they interact between each other.
After this main part, Section 4.4 describes the data augmentation process embedded in
the training process. The last two parts of this Chapter, Section 4.5 and Section 4.6
present the different U-Net models and the loss functions respectively.
4.1 Introduction
In the past years, CNNs have been pushing the State Of The Art (SOTA) in
image segmentation [43], topping related publications(see Chapter 2). In this
Chapter, the implemented U-Net and the parts that compose it will be ex-
plained. The implemented CNN was based on one used to compete on the
Kaggle’s Carvana Image Masking Challenge and provided by one of the advi-
sors of this project, Sergio Orts Escolano.
4.2 Dataset Preprocessing
The type of segmentation that we are aiming for is class segmentation: we want
to classify all the pixels of an image into two classes (People and not-people).
The main dataset used to train and test the network, Unite The People [19],
has several images with more than a human figure on them (see middle part of
Figure 4.1) and, instead of a single mask covering all the people, several masks,
one per human.
This is problematic as we are focusing on segmenting the human class, not
human instances. As the dataset originally provides mask instancing humans,
we needed to unify these instances into class annotations. To that end, we
needed to implement a preprocessing step to unify instance labels into a sin-
gle class-level ground-truth mask (see Figure 4.1).
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Figure 4.1: In the dataset, the image on top has four separate
instances (middle rows) that were combined on the bottom.
As the dataset images come from other datasets (MPII Human Pose [44] and
Leeds Sports Pose [45]), our dataset provided a CSV table explaining where the
images came from. Taking these references into account, we were able to know
which instance labels images correspond to each photography. These images
got their masks combined with the Python library Pillow (see Subsection 3.1.5).
The CSV table containing their names, used to split the dataset into the training
and validation sets, was also updated with the new names.
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4.3 U-Net AsAConvolutional Neural Network (CNN)
The U-Net implemented and used in this project follows a similar structure to
the one of the original paper [1], as the main shape of the implemented network
(see Figure 4.2) is really similar to the originally developed. In this section, the
structure, the implemented layers (and their theoretical background) and their
interactions will be presented.
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Figure 4.2: Architecture of the common central part of the U-
Net model Keras implementation of this project. The left part
corresponds to the contracting encoder path and the right side
to the expansing decoder part. This schema is based on the
actual Keras code (see Listing A.1).
Before starting with the layers explanation, a general architectural descrip-
tion of the network is given. There is one type of CNNs that is only formed
by the contracting path of our U-Net, the part that reduces the size of the "im-
age" and continues to increase the number of filters in each convolutional layer.
This type of networks aims to synthesize the information of the input into an
uni-dimensional vector. An example will be a system that takes as an input an
image that represents a number and the output is the represented number. This
type of neural networks are called encoder networks.
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The idea behind this project is to generate a mask that indicates which pix-
els correspond to human figures with nearly the same dimensions as the input
image. In order to achieve this goal, encoder networks fall short. The kind of
networks that we need to use are called encoder-decoder. The first half is the pre-
viously mentioned encoder network that summarizes the input, and the second
part, the decoder, expands the size of the information until it reaches a similar
dimension as the one of the input1. The structure of the encoder-decoder type
of networks could be appreciated in the examples represented in Figure 4.3,
Figure 4.2 and Listing A.1.
Figure 4.3: Encoder-decoder network architecture (Seg-Net).
Image reproduced from [46].
4.3.1 Layers
This subsection will enumerate the different layers that compose the imple-
mented U-Net and the theoretical background behind each one. These layers
are stacked repeatedly to form different U-Net models, as explained on Section
4.5 and work together as presented on Section 4.3.2.
Convolutional Layers (Conv2D)
Convolution layers are probably the most important concept on CNNs. In the
fully connected neural network architecture, every element of the input is con-
nected to every hidden element in the next layer, as seen on Figure 4.4. This has
two main drawbacks:
• Weight matrix: The weight matrix is generated with the same amount of
elements as connection between two layers. In a fully connected neural
network trying to process, for example, a 32 × 32 × 3 colour image with
6× (5× 5) filters will produce approximately 14 million parameters. That
is a very big quantity of parameters considering the reduced dimension
of the image, making this method very inefficient for image processing.
1It is not the exact same size as every convolution layer slightly decreases the size due to
padding.
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• Spatial awareness: In the fully connected architecture, as all the inputs
are treated equally, connecting them to all the neurons on the follow-
ing layer, there is no possibility of obtaining spatial awareness out of this
learning process.
Input #1
Input #2
Input #3
Input #4
Input #5
Input #6
Output
Hidden
layer
Input
layer
Output
layer
Figure 4.4: Architecture of the fully connected neural networks.
As every input is connected to every hidden neuron, there is not
spatial awareness and the number of weights to store is huge,
one per each connection between the input layer and the neu-
rons (magenta arrows).
To solve these two problemswe use convolutional layers, and they are based
on two concepts: local receptive fields and shared weights.
• Local receptive fields: Receptive field is a biological inspired concept: it is
the region that triggers a change on a neuron, and in the computer vision
field, it is defined as the input region linked to a neuron.
Aswe have previouslymentioned, whenwe are dealingwith high dimen-
sional inputs, such as images, it is highly unpractical to map each input
parameter to every single hidden neuron as it will imply high memory
and computational cost. This connection model is called global receptive
field, and it is the opposite of how CNNs are organized.
CNNs connect their neurons to localized areas of the input, with amethod
called local receptive fields. Convolutional layers use a local receptive field
with the size of the convolution filter ((3 × 3) on our project) that slides
throw the whole input, mapping a certain region of the input to each neu-
ron. As not all the parts of the input are treated in the same way, the
systems acquires spatial awareness.
• Shared weights: Following with the comparison, in the fully connected
architecture, each neuron will have a bias, and every connection with
the input would make it learn a weight. However, CNNs use the same
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weights and bias for all neurons, reducing drastically the number of pa-
rameters and improving the memory usage and computational perfor-
mance. This means that all neurons of the hidden layer will detect the
same feature in their correspondent area (local receptive field) of the in-
put.
Due to this characteristic, the system acquires translation invariance, what
means that a certain feature will be detected independently of where it is
on the input image.
The local receptive field and shared weights are concepts that are used dur-
ing the convolutions, as it could be seen on Figure 4.5. This figure shows how
each filter generates a feature map once is applied throw the whole input. Sev-
eral feature maps are created, one pear each filter on the convolutional layers.
Figure 4.5: Spatial convolution. This diagram represents how
the feature maps are created. The input, on the left side, is pro-
cessed with filters, on the middle, to generate feature maps,
on the right. Each filter generates one feature map. The red
squares of the input generate the green features of the right
part.
On our U-Net, and in the same way as the one of the original paper, (3× 3)
spatial convolutions are repeatedly applied to the image (visual example in Fig-
ure 4.5). This (3×3) dimension is determined as the filters need to have the same
dimensions as the input, in that case, image, that have a 3D structure (height,
width, channels). In the above shown Listing (4.1), in each convolutional layer
the number of filters is specified as the first parameter, and the following ones
are the dimensions.
1 down3 = Conv2D(256 , ( 3 , 3 ) , padding= ’ same ’ ) ( down2_pool )
2 . . .
3 down4 = Conv2D(512 , ( 3 , 3 ) , padding= ’ same ’ ) ( down3_pool )
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4 . . .
5 cen te r = Conv2D(1024 , ( 3 , 3 ) , padding= ’ same ’ ) ( down4_pool )
6 . . .
7 up4 = Conv2D(512 , ( 3 , 3 ) , padding= ’ same ’ ) ( up4 )
8 . . .
9 up3 = Conv2D(256 , ( 3 , 3 ) , padding= ’ same ’ ) ( up3 )
10 . . .
Listing 4.1: Keras convolutional layers example code for U-Net.
Batch Normalization
In order to increase the stable distribution of activation values during training
of our a neural network, batch normalization [47] is applied to the output of the
previous Convolutional Layer.
This batch normalization normalizes the output of the previous layer by
subtracting the batch mean and dividing by the batch standard deviation. This
normalization helps speeding up the learning process, reducing covariate shift.
Covariate Shift is defined as the change in distribution of network activations
due to the change in network parameters during training.
The benefits of batch normalizations are that the network can get higher
learning rates faster as it prevents activations from going really high or low,
and reduces overfitting, with similar effects as regularization, preventing the
memorization of values and their correct answers, as it adds some noise to each
activation.
Figure 4.6: Batch normalization impact example on accuracy
applied to an algorithm iterating throw MNIST dataset. Image
reproduced from [48]
In the U-Net, the batch normalization is applied is the one already imple-
mented by Keras (see Listing 4.2). This Keras implementation will keep the
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mean activation close to zero and the activation standard deviation close to
one. The Keras implementation also refers to the original batch normalization
paper [47].
1 up4 = BatchNormalization ( ) ( up4 )
Listing 4.2: Batch normalization in U-Net.
Activation
Until this moment, the output of the previous layers is just a linear transfor-
mation of the input. This linearity implies that the network will not satisfy
the universal approximation theorem [49]. Until we do not eliminate this linearity,
the representational power of the network is limited. In order to transform the
network into an universal approximator, non-linaritiesmust be introduced.
These non-linearities are introduced via activation layers, with popular func-
tions such as Sigmoid, Tahn or the one used in this neural network, Rectified
Linear Unit (ReLU). These functions increase the non-linear properties without
affecting the receptive fields of the previous convolution layers.
The three most popular functions Sigmoid, Tanh and ReLU (represented on
Figure 4.7) are briefly explained:
• Sigmoid: This function squashes the results into the [0,1] range. Even
though it has been widely used, it has to disadvantages that made the
training process impossible in some situations: gradient saturation and
not zero-centered outputs.
• Tanh: As the previous function, tanh squashes the results into an interval
but, instead of [0, 1], tanh does it in the [-1, 1] range. As the previous func-
tion, it still saturates gradients but the output is zero-centered, making it
a better alternative to the sigmoid function.
• ReLU: ReLU function works by thresholding the input at zero, making
the gradient descent training significantly faster, as it does not saturate
and has a lower computational cost than the two above mentioned func-
tions. Thanks to these characteristics, it improved the results of the afore-
mentioned functions in several benchmarks [50]. This makes ReLU the
most common activation function for CNNs.
−2.0 −1.5 −1.0 −0.5 0.5 1.0 1.5 2.0
−1.0
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Figure 4.7: Most common activation functions. The most used
for CNNs and the one selected for this project is the ReLU one.
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In the project, we have used the default Keras implementation of the acti-
vation layers with the ReLU as the activation function (see Listing 4.3). As no
additional parameters are given to the function, it will have a zero value for the
negative part and no maximum value for the output.
1 up3 = Act iva t ion ( ’ re lu ’ ) ( up3 )
Listing 4.3: Activation layer used in the implementation of the
project.
Pooling
On our project, at the end of each "level" set of layers in the contracting path,
the left part, a pooling layer is applied, and the reason why it is made that way
is rather simple and important:
In general terms, when we are searching for a feature on an image, the ab-
solute position is not relevant, being the relative position to other features the
important characteristic. This reasoning is behind the pooling layers.
Pooling reduces the spatial size of the representation, making the number
of parameters to be learnt smaller as well as the computational cost.
9 2 9 6 4 3
5 0 9 3 7 5
0 7 0 0 9 0
7 9 3 5 9 4
Max Pooling
[2 ∗ 2] Stride
9 9 7
9 5 9
Figure 4.8: Demonstration of how max pooling works. In this
example, each number of the output represents the maximum
value of the corresponding [2×2] pool of the input feature map.
In practice, pooling works by taking a determined set of parameters out of
the feature map from the input (in both the graphical example represented in
Figure 4.8 and the code example displayed in Listing 4.4, a (2∗2) stride), apply-
ing a function to obtain the pooled value of the new parameter and storing it
on the pooled result map. There are various functions to apply when pooling,
such as an average of the numbers of the pool, or in our examples, max. Max
pooling works by outputing the maximum value of the input stride.
1 down4_pool = MaxPooling2D ( ( 2 , 2 ) , s t r i d e s =(2 , 2 ) ) (down4)
Listing 4.4: Pooling used on the project.
Upsampling
1 up3 = UpSampling2D ( ( 2 , 2 ) ) ( up4 )
Listing 4.5: Upsampling used in this project.
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Upsampling is a process that has as the main goal to increment the size of
the input data. It does it by repeating the rows and columns of the input by two
specified numbers. In our case, as the pooling (or downsampling) was done
by a factor of two, the upsampling is done by the same multiplier (as show in
Figure 4.5). Contrary to pooling, it does not apply any specific function, just
repeats the contents of the input, as can be observed in the visual example of
Figure 4.9. This type of layers are applied on the expansive path.
9 9 7
9 5 9
Upsampling
[2 ∗ 2] factor
9 9 9 9 7 7
9 9 9 9 7 7
9 9 5 5 9 9
9 9 5 5 9 9
Figure 4.9: Demonstration of how upsampling works. The in-
put is the output of the pooling example of Figure 4.8. On the
right part we can appreciate the information lost when doing a
pooling and upsampling on the same set of features.
Concatenation
The concatenation layer joins two feature maps by the given axis. In the Keras
code implementation (see Listing 4.6), we concatenate on the expansive (or de-
coder) part the features coming from the upsampling below and from the last
convolution at the same level on the other side, the contracting (or encoder) part
(see Figure 4.2 for more information). This result in a bigger feature map, as it
adds the filters obtained before the information loss that supposes contracting
and more processed ones after several convolutions and activations.
1 up3 = concatenate ( [ down3 , up3 ] , ax i s =3)
Listing 4.6: Concatenation used on the project.
4.3.2 U-Net Iteration
This explanation have a visual representation in Figure 4.2 and its equivalent
code in Listing A.1.
On our U-Net, the convolutional layers always extract (3×3) filters, and the
number of them increases the closer it gets to the central part. On this level, the
number of filters is 1024, decreasing by a factor of two for each step upwards.
After the convolution layer is where the main architectural difference with
the original U-Net takes place [1]: a batch normalization layer. This step in-
tended to speed up the learning process, making the learning curvemuch steeper.
The results of the normalization are introduced in the activation layer, which
adds the ReLU non-linearity to the parameters.
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The thee aforementioned steps (convolution, batch normalization and acti-
vation layer) are repeated twice on every single level of the U-Net, with minor
differences depending on the part of the network:
1. Contracting path: The output of applying twice the above steps is intro-
duced on aMax Pooling layer, that, on our network, will halve the resolu-
tion before outputing to the next level. These steps are repeated until the
number of filters (that increase in each level by two) reach 512, the start of
the central part.
2. Central part: On the "valley" of the network, just the above mentioned
steps are performed, duplicating for the last time the number of filters
out of the convolutional layer.
3. Expansive path: The decoder part of our U-Net network starts with an
upsampling of the output coming from the level below, as themain goal of
this part is to output an image with nearly the same resolution as the one
on the input. The output coming from the upsampling layer is concate-
nated with the output of the last convolutional layer of the same level on
the contracting part (see Listing Line 34). This output have a more com-
plex feature map, with characteristics from before the lost of information
that the pooling-upsampling process generates, and a more mature set of
characteristics resulting of applying several more convolution-activation
layers.
4.4 Data augmentation
It is widely demonstrated [51] that the bigger the size of the training data, the
better performance a neural network could offer. So, as general rule, maximiz-
ing the amount of input data fed to the neural network is a good practice, and
this could be done in two ways: adding new datasets and/or , as we have done
it, with data augmentation.
Data augmentation is a process that alters the input data in order to intro-
duce more variations and increase artificially the data size. The code fragment
contained in Listing 4.7 is a call to a method that will randomly shift, scale and
rotate input images to make them slightly different.
1 img , mask = randomShif tScaleRotate ( img , mask ,
2 s h i f t _ l im i t =(−0.0625 , 0 . 0 625 ) ,
3 s c a l e _ l im i t =(−0.1 , 0 . 1 ) ,
4 r o t a t e _ l im i t =(−0 , 0 ) )
5 img , mask = randomHorizontalFlip ( img , mask )
Listing 4.7: Data augmentation fragment code
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4.5 Models
U-Nets (as NNs in general) need to have a fixed input dimension, and then,
in order to achieve the central part and output mask dimension, a determined
number of poolings and upsamplings are required. As the native dimensions
of the photos vary, they are resized (normally downscaled) to meet the input
size requirements of the U-Net.
In order to accommodate different input dimensions, several U-Net models
are required. Architecturally there are no major differences between them, but
the number of levels that they have is establishedwith regard to its input shape.
For example, a U-Net with an input size of (256×256)will need five levels (five
levels for the encoder part, one for the central and five levels for the decoder
part) and one with (512× 512)will need six.
Also, in our U-Net, the number of filters on the central part of the network
is constant (1024) independently of the input size. This means that every model
will start and finish with a different number of filters. Referring back to the
same examples as before, the initial and final number of filters for the U-Net
with 256 as input size is 32, and for the 512 one is 16.
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Figure 4.10: Example of how many levels compose different
U-Net models. In that case, the left part represents the u_net
256 model and the right part represents the u_net 256 one. The
number of filters are written inside the ellipses.
4.6 Loss And Metrics Functions
The main loss function used on this project is bce_dice_loss, or Binary Cross En-
tropy (BCE) dice loss. It is based on the dice function, that measures how well
the predicted result overlaps the ground truth. This measurement is repre-
sented on the [0, 1] interval, being 1 the perfect overlaping.
The variation used that adds the BCE to the dice functions simply pushes
the results towards the extremes of the interval. The formulas below contain
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the equations for the loss function used in this project. They are reproduced
from [52].
LOSS = BCE − ln(DICE)
BCE = −
∑
i
(yi ln(pi) + (1− yi) ln(1− pi))
DICE = 2
∑
i yipi∑
u yi +
∑
pi

Chapter 5
Experiments
This chapter contains the experiments conducted during this bachelor thesis. Section
5.1 briefly summarizes the environment used to train and test the neural network.
Section 5.2 explains the training and testing methodology followed during this project.
Finally, Section 5.3 presents the training and test results obtained during this work.
5.1 Introduction
This Chapter contains all the information related to the testing done during this
project. This introduction will explain briefly the implementation methodology
of our NN. Additionally, it also contains the reasons why we selected the used
dataset and its description.
The network was developed using Keras (see Subsection 3.1.4) as the main
core, supported by Tensorflow (see Subsection 3.1.3), CUDA (see Subsection
3.1.1) and cuDNN (see Subsection3.1.2). The first steps of the training were
done on the development system, but the main body of the experiments was
performed on the DTIC’s Asimov server, with its characteristics listed in Sub-
section 3.3.
The main dataset used to perform the training and experiments is Unite the
People [19] UPi-S1h variation, with more than 10.2k images after preprocessing
(see Section 4.2) it to fit the desired form that will enable us to train the network.
This database was selected because it is specifically oriented to human segmen-
tation and contains different environments, occlusion and lighting situations.
During all the experimentation, the dataset was randomly divided in two sets,
one for training and one for validation, representing the 90% and 10% (9256 and
1029) of the original dataset, respectively. All the training process was done us-
ing the bce_dice_loss as the loss function (see Section 4.6). Additionally, we also
recorded a test sequence to test the proposed approach with our own data.
5.2 Training and Testing Methodology
The main core of the experimentation was done in the server described in Sec-
tion 3.3 using Docker (see Subsection 3.2.2). All the packages and frameworks
are described on Chapter 3.
Training is a rather simple process once the environment is properly setted
up. All the raw input data must be on the train directory, and the masks should
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be on train_masks folder. As all the input data is stored in one folder, the test set
is specified on a CSV table in the test directory that contains all file names of the
images in the validation set.
The Python file params.py specifies the model selected to train, the image in-
put size (that should be equal to themodel input size), the batch size, maximum
number of epochs, threshold and an experiment title.
Once the desired parameters are set, in order to train, the train.py is exe-
cuted. As it is, it will display how the time, loss, dice loss and epochs are
progressing during the training of the network. The training will end when
the maximum number of epochs is reached or when the EarlyStopping callback
detects various consecutive epochs with no val_dice_loss significant improve-
ment (see Section 3.1.4 for more information about Keras Callbacks). During
training, another Keras Callback could be activated, ReduceLROnPlateau. This
will reduce the learning ratewhen stops to detect improvements in val_dice_loss.
Figure 5.1: Learning rate decay due to the activation of Re-
duceLROnPlateau. On the top right corner, the stabilization of
val_dice_loss could be appreciated, what leads to the activa-
tion of ReduceLROnPlateau, callback that reduces the learning
rate. The stabilization of the loss also leads to the activation of
EarlyStopping, that ends the training.
Moreover, thanks to another callback, a TensorBoard compatible log file is
generated during the training progress. This logs can be visualize and provide
information about the training.
Figure 5.2: TensorBoard log visualization. Same variables as in
Figure 5.1.
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Another file generated by Callbacks is a CSV table containing information
about the training, epochs, loss values, etc. This file provides the same informa-
tion as the TensorBoard log. These CSV tables are used to create graphs such as
the one on Figure 5.1 1.
However, the most important file generated during the training process is
the one containing the weights of the training model. This file contains the
best weights obtained during training, and it is used later for inference using
validation and test images.
5.3 Experiments
This section will discuss the training and experiments performed during the
duration of this project and the obtained results.
5.3.1 Training
As explained in Section 4.5, the implemented NN has been modified to sup-
port different models with various input and output sizes. These models have
no major architectural differences, just more repeated steps and granularity for
each iteration (see Figure 4.10). Apart from the models, there are more pa-
rameters and variations that affect the experiments, such as batch size, early
stopping, etc.
The first batch of experiments was performed under the same conditions:
all with EarlyStopping and ReduceLROnPlateu (see Subsection 3.1.4 for expla-
nation, Figure 5.1 for learning rate decay and Listing 3.3 for example code and
used parameters). The default loss function for all models is bce_dice_loss (com-
bination of Binary Cross Entropy (BCE) and DICE score) and the metric function
is dice_loss. The function used to reduce the learning rate and activate early
stopping is val_dice_loss. (see Section 4.6)
This set of tests contains training and experimentation for models unet_128,
unet_256, unet_512 and unet_1024. The results are displayed on the following
figures:
Figure 5.3: Loss functions and dice score evolution during
training and validation of the unet_128model.
1This set of graphics were generated using Plotly online tool https://plot.ly.
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Figure 5.4: Loss functions and dice score evolution during
training and validation of the unet_256model.
Figure 5.5: Loss functions and dice score evolution during
training and validation of the unet_512model.
Figure 5.6: Loss functions and dice score evolution during
training the and validation of unet_1024model.
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The four above included Figures present the obtained results for the training
of the four different models. The figures representing unet_128 (5.3), unet_256
(5.4) and unet_512 (5.5) have a similar training progress until they arrive to a
val_dice_loss stabilization, where they stop training.
The last Figure (5.6) that represents the training process for the unet_1024
model is visibly different of the rest, with amuch lower and constant val_dice_loss.
This anomaly could be also observed on the accuracy results of these models
(Figure 5.7).
Figure 5.7: Accuracy obtained during the first experiments.
This table shows that the better dice score is the one of the unet_512 model.
Aswewould see in the next section, this result is rather imprecise. Additionally,
this next section will contain visual examples of how our systems work.
5.3.2 Results
This subsection presents some results produced by our approach. This method
uses the weights file generated during training, it takes as an input the test
image set and segments the images. If the segmented images have a ground
truth mask, we can an image as shown in the figure (5.8) below to see how well
our method performed.
This set of images have four important concepts:
• True positive (TP): These are the pixels correctly segmented as foreground.
They are drawn in gray.
• False positive (FP): These are the pixels falsely segmented as foreground.
They are drawn in green.
• True negative (TN): These are the pixels correctly segmented as back-
ground. They are drawn in black.
• False negative (TN): These are the pixels falsely segmented as background.
They are drawn in red.
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Figure 5.8: Example of how the segmentation results are going
to be displayed.
Additionally, on the top left corner of this set of images, there is important
information: the name of the segmented image, the accuracy, the total number
of pixel that are part of human figure, the total number of pixels that the system
thinks are part of human, the false negative pixels and the false positive pixels,
respectively.
The page below contains two figures (5.9 and 5.10). They both display seg-
mentation results of the test set. The first row in each figure shows the in-
put data, and the results below display the segmentation performed with the
weights generated by unet_128, unet_256, unet_512 and unet_1024 models, re-
spectively. Figure 5.9 contains four images with very good segmentation ac-
curacy. The first two columns contain single human images. The two right
columns display two human figures. The best obtained accuracy results in all
four of them are the ones out of the unet_512 model. In general, images con-
taining a human figure in a standing position obtain great accuracy (+85%).
As a curious note, on the right column, the only model that detected the
second human was the unet_512.
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Figure 5.9: Good accuracy examples. Two left columns of
individual humans, and the two right ones of two humans.
From top to bottom, raw data input and results from unet_128,
unet_256, unet_512 and unet_1024models.
Figure 5.10: Bad results. First two rows display database er-
rors and the other ones show bad accuracy examples.From top
to bottom, raw data input and results from unet_128, unet_256,
unet_512 and unet_1024models.
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On the other side of the coin, we have examples of bad accuracy results on
Figure 5.10. The left half of the figure displays errors in the dataset: in some
cases, the dataset does not mask all humans in an image, producing a double
negative effect. The network does not train properly as a human (or several) in-
stance is not identified as it should be, making the network think that a human
figure is not, with all the bad consequences that it could have in the learning
process. The other and more direct negative impact is that, once you have your
model trained and you are ready to perform the prediction over the test set, the
accuracy obtained is not totally correct. For example, on the left column, the
human in the back wearing orange and the most predominant human figure on
the image, the central woman, are not masked as humans. The same happens
on the second left column, where the second biggest human figure, is also not
masked. However, our system manage to segment properly the central woman
in the first column and the not-masked girl on the second column.
The other examples on the right half of Figure 5.10 are bad segmentation
results. The image with a horse on it seems to work in a different way for every
model that has processed it. The unet_128model predicts both the woman and
the horse, the unet_256 one only segments the woman (obtaining the best re-
sult for this image), the unet_512model only segments the horse and unet_1024
model does not even segment anything.
Lastly, on the right column, a mix of our system’s flaws are displayed: the
ability to detect all the subjects on a large group and to segment little or oc-
cluded human figures. The first flaw could be also seen on the two left columns.
But, even without detecting two of the human figures, the unet_512 model
achieves a 85% of accuracy for the last image.
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5.3.3 Testing The SystemWith Our Images
The tests described on this subsection are done using our own taken pictures.
As we have already demonstrated, the best obtained results are the ones pro-
duced by the unet_512model, so we used the weights outputted by this model.
As we do not have ground truth segmentation for these images, the results are
just the mask predicted by our system.
Figure 5.11: Masks generated with unet_512model for our pic-
tures.
The results of these tests presented the same characteristics as the ones of
the Subsection above (5.3.2): some images are segmented nearly perfect and,
in some examples, when multiple people are present, the system does not de-
tect all of them. In these examples it could caused due to the low exposure of
the images and the mix between dark clothing and environment. Additionally,
the system sometimes fails to segment certain body parts (see the bottom right
corner images).

Chapter 6
Conclusions
This last chapter of the thesis contains the final thoughts and conclusions. Section
6.1 gives a final summary of this work. Section 6.1 explains the obtained results of
this project. Section 6.3 reflects the most remarkable objectives achieved. Section 6.4
overviews what this project has supposed personally for me and lastly, Section 6.5 sets
the direction of future research and development related to the implemented system.
6.1 Conclusions
In this thesis, we have implemented a system capable of segmenting human
figures in many different positions. The system is composed by a SOTA U-Net
CNN that enables us to obtain nearly perfect results for part of the images from
the validation dataset. This system was developed after conducting a research
about the current SOTA DL related to image segmentation that confirmed that
the best approach to this field is the use of CNNs. We have also performed
experiments to evaluate the performance of our system, testing different U-Net
models.
6.2 Results
The obtained results show a mix between excellent and poor performance. The
excellent performance was obtained on a variety of human poses, being the
best segmented one the standing position. Also, as the system only works with
RGB images, it is highly dependant of lightning and colours, performing sig-
nificantly better in environments with regular lightning, good contrast and no
occlusion.
On the other side of the coin, the bad results are achieved under certain cir-
cumstances: bad lighting or exposure, occlusion and cropped or small human
figures. All these problems could be improved or solved with the addition of
the proposals explained in Section 6.5.
6.3 Highlights
The main highlights and contributions of this project are listed below:
• Dataset adaptation to fit the class segmentation model.
51
52 Chapter 6. Conclusions
• Current SOTA research about DL and image segmentation related fields.
• Familiarization with DL tools and frameworks.
• U-Net Convolutional Neural Network (CNN) development and refinement
for human shapes in images segmentation.
• Use of Docker to run the DL algorithms on a high performance GPU
server.
6.4 Personal
This final Bachelor’s Thesis has been my first proper contact with DL and Com-
puter Vision, so I have tried to absorb asmuch information as I could during the
development of this project and from my advisors. I also completed the "Deep
Learning" course from Udacity1 in order to understand many related concepts
and theoretical background.
6.5 Future work
Due to the time constraints of the project and how tedious the experiments
were, there are additional tasks that are left as a future work:
• We have used only single training dataset containing over 10.000 images.
Considering the wide variety of shapes the human body could be pre-
sented, additional training data could have made a difference. On a side
note, some database flaws (see Subsection 5.3.2 for more information)
were discovered in a late stage of the project, what prevent us for trying
other datasets.
• Bigger input size model are supposed to perform better, but, surpris-
ingly, unet_1024 model did not. Extensive debugging and testing was
performed but the cause of its malfunction could not be diagnosed. Fu-
ture works should be centred on trying to figure out how to solve this
problem.
• As the research on the current SOTA showed, there is a trend nowadays
focused on adding more input information layers, such as depth or in-
frared images. This approach could have been really interesting as the re-
sults shown in that field(see Subsection 2.5.2 for more information) were
really promising.
• Additional experiments on hyperparameter tuning, evaluation of differ-
ent loss functions, other architectures, etc.
1https://www.udacity.com/course/deep-learning-ud730
Appendix A
U - NET source code
1 down3 = Conv2D(256 , ( 3 , 3 ) , padding= ’ same ’ ) (down3)
2 down3 = BatchNormalization ( ) (down3)
3 down3 = Act iva t ion ( ’ re lu ’ ) (down3)
4 down3_pool = MaxPooling2D ( ( 2 , 2 ) , s t r i d e s =(2 , 2 ) ) (down3)
5 # 20
6 down4 = Conv2D(512 , ( 3 , 3 ) , padding= ’ same ’ ) ( down3_pool )
7 down4 = BatchNormalization ( ) (down4)
8 down4 = Act iva t ion ( ’ re lu ’ ) (down4)
9 down4 = Conv2D(512 , ( 3 , 3 ) , padding= ’ same ’ ) (down4)
10 down4 = BatchNormalization ( ) (down4)
11 down4 = Act iva t ion ( ’ re lu ’ ) (down4)
12 down4_pool = MaxPooling2D ( ( 2 , 2 ) , s t r i d e s =(2 , 2 ) ) (down4)
13 # 10
14 cente r = Conv2D(1024 , ( 3 , 3 ) , padding= ’ same ’ ) (
down4_pool )
15 cen te r = BatchNormalization ( ) ( cen te r )
16 cen te r = Act iva t ion ( ’ re lu ’ ) ( cen te r )
17 cen te r = Conv2D(1024 , ( 3 , 3 ) , padding= ’ same ’ ) ( cen te r )
18 cen te r = BatchNormalization ( ) ( cen te r )
19 cen te r = Act iva t ion ( ’ re lu ’ ) ( cen te r )
20 # cen te r
21 up4 = UpSampling2D ( ( 2 , 2 ) ) ( cen te r )
22 up4 = concatenate ( [ down4 , up4 ] , ax i s =3)
23 up4 = Conv2D(512 , ( 3 , 3 ) , padding= ’ same ’ ) ( up4 )
24 up4 = BatchNormalization ( ) ( up4 )
25 up4 = Act iva t ion ( ’ re lu ’ ) ( up4 )
26 up4 = Conv2D(512 , ( 3 , 3 ) , padding= ’ same ’ ) ( up4 )
27 up4 = BatchNormalization ( ) ( up4 )
28 up4 = Act iva t ion ( ’ re lu ’ ) ( up4 )
29 up4 = Conv2D(512 , ( 3 , 3 ) , padding= ’ same ’ ) ( up4 )
30 up4 = BatchNormalization ( ) ( up4 )
31 up4 = Act iva t ion ( ’ re lu ’ ) ( up4 )
32 # 20
33 up3 = UpSampling2D ( ( 2 , 2 ) ) ( up4 )
34 up3 = concatenate ( [ down3 , up3 ] , ax i s =3)
35 up3 = Conv2D(256 , ( 3 , 3 ) , padding= ’ same ’ ) ( up3 )
36 up3 = BatchNormalization ( ) ( up3 )
37 up3 = Act iva t ion ( ’ re lu ’ ) ( up3 )
Listing A.1: Code corresponding to the central part of the U-
Net. This code has its visual representation on the figure 4.2.
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A.1 Git Repository
The source code of this Bachelor’s Thesis is available in BitBucket1. The reposi-
tory contains a Python project with the following structure:
tfg_mmartinez_src
dice
epochs
experiments
logs
model
preprocess
test
train
train_masks
weights
params.py
predict.py
scipt.py
train.py
tensorflow.yml
README.txt
A.2 Dependencies
The first step in the deployment is the installation of CUDA. Then, the project
needed packages are listed on the tensorflow.yml file included in the BitBucket
repository. This is a ready-to-use enviroment for Conda. It can create a func-
tional environment for executing the project with the following Conda com-
mand:
1 conda env c r ea t e −f tensorf low . yml
Listing A.2: Instruction for creating a new Conda environment
from the tensorflow.yml file.
1BitBucket repository containing the source code for this project: https://bitbucket.
org/3dpl/tfg_mmartinez_src/src
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A.3 Executing
The BitBucket repository contains several weights files that can be used for in-
ference (generating segmentation mask). To predict with those files, the param-
eter "title" from params.py should be changed to the name of the weight, as well
as the U-Net model and input size. For the rest of the commands, see Listing
A.3.
1 # t r a i n
2 python3 t r a i n . py
3 # pred i c t
4 python3 pred i c t . py
Listing A.3: Commands for executing the project.

Appendix B
Concepts
B.1 Momentum
One of the main problems with Deep Learning is that the learning progress
could be slowed by many oscillations that, even if they are approaching the
minimum, they could be doing it in an oscillating way (left part of Figure B.1).
This process would definitely arrive to the global minimum, but it will take a
long time.
Figure B.1: Application of momentum to the learning process.
Left side without momentum. Right side with momentum
The idea behind the momentum concept is to accelerate this learning pro-
cess by giving the algorithm a clue of where it should be directing. This is done
with a momentum term that has a value between 0 and 1. This term increase
the size of the steps if they are taken towards the the minimum. This helps
the learning process by smoothing out variations and oscillations and making
jumps in the right direction larger.
B.2 Nesterov accelerated gradient
This optimizer has a core idea similar to the momentum one (see Section B.1), as
it aims to speed up the learning as it approaches to the optimum result, but this
method extends the momentum giving it notion of where it is going. Momen-
tum first computes the current gradient (small blue vector in Figure B.2) and
then take a big jump in the direction of the updated accumulated gradient (big
blue vector). Nesterov method takes a big jump in the direction of the previous
accumulated gradient (brown vectors), updates the gradient and then makes
a correction. This three-steps process results in the complete Nesterov update
(green vector).
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Figure B.2: Nesterov updates compared to normal momentum
B.3 Learning rate
The learning rate is a hyper-parameter that controls how much the system is
adjusting the weights of our network with respect to the loss, or, in other words,
how fast does it learn.
When training with neural networks, it is usual to reduce the learning rate
as the training goes on. There are many ways to do it, as it could be adjusted
in advance with regard to a constant, time, steps or exponential functions; or it
could be adaptive and adjust itself as the learning progresses. The main adap-
tive learning rate is the Adagrad one, and the majority of the rest are extensions
or modifications derived from this one. It seeks to perform larger updates for
more sparse parameters, and smaller updates for less sparse parameters. The
following figure B.3 displays a comparison between diverse adaptive learning
rate methods and learning rate schedules.
Figure B.3: Comparison between diverse learning rate sched-
ules and adaptive learning methods. Figure reproduced from
[53].
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Keras 3.1.4 has several adaptive methods already implemented that have
a default learning rate constant in its initialization that adjust how aggressive
they are.
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