Abstract-This article presents a new approach based on artificial neural networks (ANNs) to calculate the characteristic parameters of elliptic and circular-shaped microshield lines. Six learning algorithms, bayesian regularization (BR), Levenberg-Marquardt (LM), quasiNewton (QN), scaled conjugate gradient (SCG), resilient propagation (RP), and conjugate gradient of Fletcher-Reeves (CGF), are used to train the ANNs. The neural results are in very good agreement with the results reported elsewhere. When the performances of neural models are compared with each other, the best and worst results are obtained from the ANNs trained by the BR and CGF algorithms, respectively.
INTRODUCTION
In recent years, microshield lines have aroused great interest in microwave integrated circuit (MIC) and monolithic MIC (MMIC) applications [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . The microshield lines, comparing with the conventional ones such as the microstrip or the coplanar waveguide, have the ability to operate without the need for via-holes or the use of air bridges for ground equalization. Further advantages include low radiation loss, reduced electromagnetic interference, the availability of a wide range of impedances, and compatibility with antennas of microstrip or aperture type.
Various types of microshield structures have been presented in the literature [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . The microshield line was first proposed in 1991 [1] . The characteristic impedance of this line has been obtained by using the computationally intensive point matching method and the conformal mapping technique (CMT) [2] . The moment method was used in [3] for the static analysis of V-shaped microshield line.
The characteristic impedances for V, elliptic, and circular-shaped microshield lines were derived by using CMT [4] . The CMT has also been used to determine the quasi-TEM characteristic parameters of microshield lines with practical cavity sidewall profiles [5] . The closed form formulas have been developed for the evaluation of the quasi-TEM characteristic parameters of asymmetrical V-shaped microshield line [6] .
A generalized potential-matching technique has been developed to calculate the capacitance and characteristic impedance of microshield lines enclosed by shields of arbitrary shape [7] . The finiteelement analysis of generalized V-and W-shaped shielded microstrip lines in an anisotropic medium has been proposed in 2001 [8] . The field patterns of the dominant mode and the first higher-order mode in the V-shaped microshield line were calculated by using the edge-based finite-element method [9] . The even-and odd-mode characteristic impedances and the effective permittivities of a membrane supported air-filled V-groove coupled microshield line have been calculated using finite element method [10] . The methods proposed in the literature [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] for the analysis of microshield structures have been used with their own benefits and limitations.
In this paper, an alternative method based on artificial neural networks (ANNs) is used to compute accurately the characteristic parameters of the elliptic-shaped microshield lines (ESMLs) and the circular-shaped microshield line (CSMLs). ANNs are being increasingly used in the analysis and design of microwave devices and circuits due to their ability and adaptability to learn, generalizability, smaller information requirement, fast real-time operation, and ease of implementation features [11] [12] [13] [14] [15] [16] [17] . Because of these attractive features, in this paper, neural models are presented for calculating the characteristic parameters of the ESML and the CSML. First, the parameters of the ESML and CSML related to the characteristic parameters are determined, and then the effective permittivity and characteristic impedance depending on these parameters are calculated by using the neural models. Six learning algorithms, BR [18] , LM [19] , QN [20] , SCG [21] , RP [22] , and CGF [23] , are used to train the neural models. These learning algorithms are employed to obtain better performance and faster convergence with simpler structure. The characteristic parameters obtained by using neural models are in very good agreement with the results available in the literature.
In this paper, the next section briefly describes the effective permittivity and the characteristic impedance computation of ESMLs and CSMLs. The basic principles of ANN are presented in the following section. Subsequently, the application of the ANN method to the effective permittivity and the characteristic impedance computation is explained. The results are then presented and conclusion is made. 
CHARACTERISTIC PARAMETERS OF ESML AND CSML
The cross-sections of ESML and CSML with upper shielding are shown in Figs. 1(a) and (b). The center conductor, of width S = 2a, is placed between the two ground planes, of spacing 2b, which are located on a substrate of thickness h 2 , with relative permittivity ε r . It is noted that the CSML is a special case of the ESML when h 2 = b. The total capacitance for an ESML is given in [4] 
where
where K(k 1 ) and K(k 1 ) are the complete elliptic integrals of the first kind with the modulus of k 1 and k 1 . k 1 is a complementary modulus of k 1 and equals to (1 − k 2 1 ) 1/2 . The modulus k 1 is defined in terms of geometrical dimensions of microshield line as in reference [4] :
with
The effective permittivity and characteristic impedance of ESML are given as
where c is the velocity of light in vacuum and C T (1) is the capacitance when replacing the dielectric substrate by air.
ARTIFICIAL NEURAL NETWORKS (ANNs)
ANN learns relationships among sets of input-output data which are characteristic of the device under consideration. It is a very powerful approach for building complex and nonlinear relationship between a set of input and output data. ANNs are developed from neurophysiology by morphologically and computationally mimicking human brains [11, 12, 24] . Although the precise operation details of ANNs are quite different from those of human brains, they are similar in three aspects: they consist of a very large number of processing elements (the neurons), each neuron connects to a large number of other neurons, and the functionality of networks is determined by modifying the strengths of connections during a learning phase. In the course of developing an ANN model, the architecture of the neural network and the learning algorithm are the two most important factors. ANNs have many structures and architectures [11, 12, 24] . The class of ANN and/or architecture selected for a particular model implementation depends on the problem to be solved. After several experiments using different architectures coupled with different training algorithms, in this paper, the MLP neural network architecture [24] was used to compute the characteristic parameters of ESMLs and CSMLs.
The MLP is one of the most extensively used ANN, due to well-known general approximation capabilities, despite its limited complexity. The MLP comprises an input layer, an output layer, and a number of hidden layers. Neurons in the input layer only act as buffers for distributing the input signals x i to neurons in the hidden layer. Each neuron j in the hidden layer sums up its input signals x i after weighting them with the strengths of the respective connections w ji from the input layer and computes its output y j as a function f of the sum, namely
f can be a simple threshold function, a sigmoidal or hyperbolic tangent function. The output of neurons in the output layer is computed similarly.
Training a network consists of adjusting weights of the network using a learning algorithm. The learning algorithm gives the change ∆w ji (k) in the weight of a connection between neurons i and j at time k. The weights are then updated according to the following formula:
MLPs can be trained using many different learning algorithms [24] . In this article, the following six learning algorithms described briefly were used to train the MLPs:
Bayesian Regularization (BR) Algorithm
The BR algorithm updates the weight and bias values according to the LM optimization and minimizes a linear combination of squared errors and weights [18] . It also modifies the linear combination so that at the end of training the resulting network has good generalization qualities. Backpropagation is used to compute the Jacobian JX of performance with respect to the weight and bias variables X. Each variable is adjusted according to LM:
Levenberg-Marquardt (LM) Algorithm
The LM algorithm is a least-squares estimation algorithm based on the maximum neighborhood idea [19] . The objective error function E(w) can be written as
with e
where g(w) is a function containing the individual error terms, y di is the desired value of output neuron i, and y i is the actual output of that neuron.
It is assumed that function g(w) and its Jacobian J are known at point w. The LM algorithm is used to compute the weight vector w such that E(w) is minimum. A new weight vector w k+1 can be obtained from the previous weight vector w k as follows:
where k is the number of the iterations, J k is the Jacobian of g (w k ) evaluated by taking derivative of g (w k ) with respect to w k , λ is the Marquardt parameter, and I is the identity matrix.
Quasi-Newton (QN) Algorithm
The basic QN algorithm consists of the following steps [20] :
where H is the approximate inverse second derivative matrix, g is the first derivative term, η is a scalar step length parameter, and s is a updating direction. The major concept of the algorithm is the updating strategy for the approximate inverse second derivative matrix. H k+1 is evaluated by using the following formula:
The initial matrix H is usually selected to be a unit matrix.
Scaled Conjugate Gradient (SCG) Algorithm
The SCG algorithm [21] is an implementation of avoiding the complicated line search procedure of conventional conjugate gradient algorithm. For the SCG algorithm, the Hessian matrix is approximated by using the following formula
where E and E are the first and second derivative information of error function E(w k ). The other terms s k , σ k and λ k represent the search direction, the parameter controlling the change in weight for second derivative approximation, and the parameter for regulating the indefiniteness of the Hessian, respectively. In order to get a good quadratic approximation of E, a mechanism to raise and lower λ k is needed when the Hessian is positive definite [21] .
Resilient Propagation (RP) Algorithm
The RP algorithm determines the direction of the weight update by using the sign of the derivative and determines the size of the weight change by a separate update value. For each weight, the adaptive individual update value ∆ ij evolves during the learning process based on its local sight on the error function, E, according to the following learning-rule [22] .
where 0 < η − < 1 < η + . The weights are updated by using the following formula:
Conjugate Gradient of Fletcher-Reeves (CGF) Algorithm
The CGF algorithm updates weight and bias values according to the formulas proposed by Fletcher-Reeves [23] . The method of conjugate directions can be used to minimize a positive definite quadratic function in n steps. The minimum of E is found by a sequence of linear searches along directions s k , k = 1, 2, . . . , n
and
, and β k is given by [23] :
ANNs FOR CHARACTERISTIC PARAMETERS
In this paper, the neural models are used for calculating the characteristic parameters of ESML and CSML. For the neural models, the inputs are ε r , h 1 , h 2 , b, and W , and the outputs are the effective permittivity (ε eff ) and the characteristic impedance (Z 0 ). A neural model used in calculating the characteristic parameters of ESML and CSML is shown in Fig. 2 . Only one neural model is used to calculate the characteristic parameters of both ESML and CSML with different electrical properties and different geometrical dimensions. ANN models are a kind of black box models, whose accuracy depends on the data presented to it during training. A good collection of the training data, i.e., data which is well-distributed, sufficient, and accurately simulated, is the basic requirement to obtain an accurate model. For microwave applications, there are two types of data generators, namely measurement and simulation. The selection of a data generator depends on the application and the availability of the data generator. The training data sets used in this paper were obtained from the method proposed by Yuan et al. [4] . 28380 data sets were used to train the neural models. Training data sets are in the range of 2 ≤ ε r ≤ 19, 1 mm ≤ h 1 ≤ 5. which are completely different from training data sets, were used to test the ANNs.
Training the ANNs with the use of a learning algorithm to calculate the characteristic parameters of the ESMLs and the CSMLs involves presenting them sequentially and/or randomly with different sets (ε r , h 1 , h 2 , b, and W ) and corresponding characteristic parameters (ε eff and Z 0 ). First, the input vectors (ε r , h 1 , h 2 , b, and W ) are presented to the input neurons and output vectors (ε eff and Z 0 ) are computed. ANN outputs are then compared to the known outputs of the training data sets and errors are computed. Error derivatives are then calculated and summed up for each weight until all the training examples have been presented to the network. These error derivatives are then used to update the weights for neurons in the model. Training proceeds until errors are lower than prescribed values.
Currently, there is no deterministic approach that can optimally determine the number of hidden layers, the number of neurons, and the type activation functions. A common practice is to take a trial and error approach which adjusts the structure of the network to strike a balance between memorization and generalization. After several trials, it was found in this paper that two hidden layered network was achieved the task in high accuracy. The most suitable network configuration found was 5 × 10 × 10 × 2. It means that the numbers of neurons were 5, 10, 10, and 12 for the input layer, the first and second hidden layers, and the output layer, respectively. The tangent sigmoid and logarithmic sigmoid activation functions were used in the first and second hidden layers, respectively. The linear activation function was used in the input and output layers. Initial weights of the neural models were set up randomly.
NUMERICAL RESULTS AND CONCLUSION
In this study, the characteristic parameters of ESMLs and CSMLs are computed with the use of neural models. The training and test RMS errors of neural models are given in Table 1 . When the performances of neural models are compared with each other, the best and worst results for training and test were obtained from the models trained with the BR and CGF algorithms, respectively, as shown in Table 1 . The effective permittivity and characteristic impedance test results of neural model trained by BR algorithm are compared with the results of CMT [4] in Figs. 3 and 4 . The variation of the characteristic parameters with respect to the slot width (W ) is shown in Fig. 3 for the ESMLs with with h 1 = 3 mm, h 2 = 400 µm, b = 692.82 µm, and ε r = 2.55, 3.78, 10, and 12.9. Fig. 4 illustrates the variation of the characteristic parameters with respect to the slot width (W ) for the CSMLs with h 1 = 3 mm, h 2 = 400 µm, b = 400 µm, and ε r = 2.55, 3.78, 10, and 12.9. It is clear from Figs. 3 and 4 that the results of neural model for the effective permittivities and characteristic impedances of both ESML and CSMLs are in very good agreement with the results of CMT. This very good agreement supports the validity of neural model presented in this paper.
It should be emphasized that better results may be obtained from the neural models either by choosing different training and test data sets from the ones used in the paper or by supplying more input data set values for training. The high-speed real-time computation feature of the neural models recommends their use in MIC and MMIC CAD programs.
The neural models are presented to accurately compute the characteristic parameters of the ESMLs and the CSMLs. The neural models are trained with six learning algorithms to obtain better performance and faster convergence with simpler structure. The best result is obtained from the MLPs trained by BR algorithm. The main advantage of the method proposed here is that only one neural model is used to calculate the characteristic parameters of both ESMLs and CSMLs. The method proposed here can easily be applied to other microwave problems.
