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ABSTRACT. In this paper we study the problem Pε : ∆
2uε = u
n+4
n−4
ε , uε > 0 in Aε; uε = ∆uε =
0 on ∂Aε, where {Aε ⊂ R
n, ε > 0} is a family of bounded annulus shaped domains such that Aε be-
comes “thin” as ε→ 0. Our main result is the following: Assume n ≥ 6 and let C > 0 be a constant. Then
there exists ε0 > 0 such that for any ε < ε0, the problem Pε has no solution uε, whose energy,
∫
Aε
|∆uε|
2
is less than C. Our proof involves rather delicate analysis of asymptotic profiles of solutions uε when ε→ 0
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1 Introduction
Let us consider the following nonlinear elliptic problem under the Navier boundary con-
dition
P (Ω)
{
∆2u = uq, u > 0 in Ω
u = ∆u = 0 on ∂Ω,
where Ω is a bounded regular domain in Rn, n ≥ 5 and q + 1 = 2n/(n− 4) is the critical
Sobolev exponent for the embedding H2(Ω) ∩H10 (Ω) into L
q+1(Ω).
The interest in this type of equation comes from the fact that it resembles some geometric
equations involving Paneitz operator (see for instance [9] and [10]).
It is well known that if Ω is starshaped, P (Ω) has no solution (see Mitidieri [15] and Van
der Vost [17]) and if Ω has nontrivial topology, in the sense that Hk(Ω;Z/2Z) 6= 0 for
some k ∈ N, Ebobisse and Ould Ahmedou [11] have shown that P (Ω) has a solution.
Nevertheless, Gazzola, Grunan and Squassina [12] gave the example of contractible do-
main on which a solution still exists, showing that both topology and geometry of the
∗Corresponding author. Fax : +216-74-274437, E-mail : Mohamed.Benayed@fss.rnu.tn
†E-mail adresses : khalil@univ-nkc.mr (K. El Mehdi), Mokhless.Hammami@fss.rnu.tn (M. Ham-
mami).
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domain play a role.
In contrast with the subcritical case q < n+4
n−4
, the associated variational problem happens
to be lacking of compactness, that is the functional corresponding to P (Ω) does not sat-
isfy the Palais-Smale condition. This means that there exist sequences along which the
functional is bounded, its gradient goes to zero, and which do not converge. Such a fact
follows fron the noncompactness of the embedding of H2(Ω)∩H10 (Ω) into L
q+1(Ω). Since
this lack of compactness, the standard variational techniques do not apply and therefore
the question related to existence or nonexistence of solutions of P (Ω) remained open.
In this paper, we study the problem P (Ω) when Ω = Aε is a ringshaped open set in R
nand
ε→ 0. More precisely, let f be any smooth function :
f : Rn−1 −→ [1, 2] , (θ1, ..., θn−1) −→ f(θ1, ..., θn−1)
which is periodic of period π with respect to θ1, ..., θn−2 and of period 2π with respect to
θn−1.
We set
S1(f) = {x ∈ R
n/r = f(θ1, ..., θn−1)} ,
where (r, θ1, ..., θn−1) are the polar coordinates of x.
For ε positive small enough, we introduce the following map
gε : S1(f) −→ gε(S1(f)) = S2(f), x 7−→ gε(x) = x+ εnx,
where nx is the outward normal to S1(f) at x. We denote by (Aε)ε>0 the family of annulus
shaped domains in Rn such that ∂Aε = S1(f) ∪ S2(f).
Our main result is the following Theorem.
Theorem 1.1 Assume that n ≥ 6 and let C be any positive constant. Then there exists
ε0 > 0 such that, for any ε < ε0, the problem Pε : ∆
2uε = u
n+4
n−4
ε , uε > 0 in Aε, uε =
∆uε = 0 on ∂Aε, has no solution such that
∫
Aε
|∆uε|
2 ≤ C.
Remark 1.2 We believe the result to be true also for n = 5 (see Remark 3.2 below).
The proof of Theorem 1.1 is inspired by strong arguments which we developed for the
corresponding second order equation [7]. It involves rather delicate analysis of asymptotic
profiles of solutions when ε tends to zero. Compared with the second order case, further
technical problems have to be solved by means of delicate and careful estimates.
The plan of the present paper is as follows. In section 2, arguing by contradiction, we
suppose that (Pε) has a solution uε with a bounded energy and we study the asymptotic
behavior of such a solution, we prove that uε blows up at finite points. Then we give in
section 3 the characterization of blow up points. Lastly, section 4 is devoted to the proof
of our theorem.
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2 Asymptotic Behavior of Bounded Energy Solutions
In this section we suppose that Pε has a solution uε which satisfies
∫
Aε
|∆uε|
2 ≤ C, C
being a given constant. Our purpose is to study the asymptotic behavior of uε when ε
tends to zero. We prove that uε blows up at p points (p ∈ N
∗).
In order to formulate the result of this section, we need to fix some notation.
We denote by Gε the Green’s function of ∆
2 defined by: ∀ x ∈ Aε
∆2Gε(x, .) = cnδx in Aε, Gε(x, .) = ∆Gε(x, .) = 0 on ∂Aε, (2.1)
where δx is the Dirac mass at x and cn = (n− 4)(n− 2)|S
n−1|.
We denote by Hε the regular part of Gε, that is,
Hε(x1, x2) = |x1 − x2|
4−n −Gε(x1, x2), for (x1, x2) ∈ Aε × Aε. (2.2)
For p ∈ N∗ and x = (x1, ..., xp) ∈ A
p
ε, we denote by M = Mε(x) the matrix defined by
M = (mij)1≤i,j≤p, where mii = Hε(xi, xi), mij = −Gε(xi, xj), i 6= j (2.3)
and define ρε(x) as the least eigenvalue of M(x) (ρε(x) = −∞ if xi = xj for some i 6= j).
For a ∈ Rn and λ > 0, δ(a,λ) denotes the function
δ(a,λ)(x) = c0λ
n−4
2 (1 + λ2|x− a|2)
4−n
2 . (2.4)
It is well known (see [13]) that if c0 is suitably chosen (c0 = ((n− 4)(n− 2)n(n+ 2))
n−4
8 )
the function δ(a,λ) are the only solutions of equation
∆2u = u
n+4
n−4 , u > 0 in Rn (2.5)
and they are also the only minimizers for the Sobolev inequality, that is
S = inf{|∆u|2L2(Rn)|u|
−2
L
2n
n−4 (Rn)
, s.t.∆u ∈ L2, u ∈ L
2n
n−4 , u 6= 0}. (2.6)
We also denote by Pεδ(a,λ) the projection of δ(a,λ) on H
2(Aε) ∩H
1
0 (Aε), that is,
∆2Pεδ(a,λ) = ∆
2δ(a,λ) in Aε, ∆Pεδ(a,λ) = Pεδ(a,λ) = 0 on ∂Aε.
Lastly, let Eε := H
2(Aε) ∩ H
1
0 (Aε) equipped with the norm ||.|| and the corresponding
inner product (., .) defined by
||u|| =
(∫
Aε
|∆u|2
)1/2
, (u, v) =
∫
Aε
∆u∆v, u, v ∈ Eε (2.7)
and we define on Eε \ {0} the functional
Jε(u) =
(∫
Aε
|∆u|2
)(∫
Aε
|u|
2n
n−4
) 4−n
n
(2.8)
whose positive critical points, up a multiplicative constant, are solutions of Pε.
Now we are able to state the main result of this section.
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Theorem 2.1 Let uε be a solution of problem Pε, assume
∫
Aε
|∆uε|
2 ≤ C, where C is
a positive constant independent of ε. Then, after passing to a subsequence, there exist
p ∈ N∗, (a1,ε, ..., ap,ε) ∈ A
p
ε and (λ1,ε, ..., λp,ε) ∈ (R
∗
+)
p such that∣∣∣∣∣∣∣∣uε − p∑
i=1
Pεδ(ai,ε,λi,ε)
∣∣∣∣∣∣∣∣→ 0, λi,ε → +∞, λi,εdi,ε → +∞, εij → 0 as ε→ 0,
where di,ε = d(ai,ε, ∂Aε) and where εij = (
λi,ε
λj,ε
+
λj,ε
λi,ε
+ λi,ελj,ε|ai,ε − aj,ε|
2)−
n−4
2 .
The goal of this section is to prove Theorem 2.1. To this aim, we begin by proving
the following lemma :
Lemma 2.2 We have the following claims
1.
∫
Aε
|∆uε|
2 6−→ 0, when ε −→ 0.
2. Mε −→ +∞, when ε −→ 0, where Mε = |uε|L∞(Aε).
3. ∃ c > 0 such that for ε small enough, we have εM
2
n−4
ε ≥ c.
Proof. Since uε is a solution of Pε, it is clear that(∫
Aε
|uε|
2n
n−4
)n−4
n
≤
1
S
∫
Aε
|∆uε|
2 =
1
S
∫
Aε
u
2n
n−4
ε ,
where S denotes the Sobolev constant defined in (2.6). Thus
Sn := S
n
4 ≤
∫
Aε
|∆uε|
2 =
∫
Aε
u
2n
n−4
ε ≤ c εM
2n
n−4
ε .
Therefore Claims 1 and 2 are proved. To prove Claim 3, we observe that∫
Aε
|∆uε|
2 =
∫
Aε
u
2n
n−4
ε ≤M
8
n−4
ε
∫
Aε
u2ε(x)dx.
Now it is clear that ∫
Aε
u2ε(x)dx = ε
n
∫
Bε
v2ε (X)dX,
where vε(X) = uε(εX) and where Bε = ϕ(Aε), with ϕ : x 7−→ ϕ(x) = ε
−1x.
Notice that
εn
∫
Bε
v2ε(X)dX ≤
εn
cε
∫
Bε
|∆vε(X)|
2dX =
ε4
cε
∫
Aε
|∆uε(x)|
2dx,
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where cε is the least eigenvalue of ∆
2 on Bε with the Navier boundary condition.
Thus
cε ≤ ε
4M8/(n−4)ε .
As in Lin [14], we can prove that limε→0 cε = c > 0, therefore Claim 3 holds and our
lemma follows. ✷
Now let A˜ε = M
2
n−4
ε (Aε − a1,ε), where a1,ε ∈ Aε such that Mε = uε(a1,ε), and we denote
by vε the rescaled function defined on A˜ε by
vε(X) =M
−1
ε uε(a1,ε +M
−2
n−4
ε X). (2.9)
It is easy to see that vε satisfies{
∆2vε = v
n+4
n−4
ε , 0 < vε ≤ 1 in A˜ε
vε(0) = 1, vε = ∆vε = 0 on ∂A˜ε.
(2.10)
Observe that ∫
A˜ε
|∆vε|
2 =
∫
Aε
|∆uε|
2 =
∫
A˜ε
v
2n
n−4
ε =
∫
Aε
u
2n
n−4
ε ≤ C.
Let us distinguish the following cases:
1. M
2
n−4
ε d(a1,ε, ∂Aε)→ +∞, when ε→ 0.
2. M
2
n−4
ε d(a1,ε, ∂Aε) tends to 0.
3. M
2
n−4
ε d(a1,ε, ∂Aε) is bounded below and above.
As in the proof of Lemma 2.3 [7], we can show that case 2 cannot occur. Now we are
going to prove that case 3 cannot also occur. Arguing by contradiction, let us suppose
that case 3 occurs. Then it follows from (2.10) and standard elliptic theories that there
exists some positive function v, such that ( after passing to subsequence ), vε → v in
C2loc(Ω), where Ω is a half space or a strip of R
n, and v satisfies{
∆2v = v
n+4
n−4 , 0 ≤ v ≤ 1 in Ω
v(0) = 1, v = ∆v = 0 on ∂Ω.
(2.11)
But if Ω is a half space or a strip of Rn, then v must vanish identically (see [15]). Thus we
derive a contradiction. So we are in the first case and therefore there exists some positive
function v, such that (after passing to a subsequence), vε −→ v in C
2
loc(R
n), and v satisfies
(2.11) with Ω = Rn and without boundary conditions. It follows from Lin [13]
v(X) = δ(0,αn)(X), with αn = ((n− 4)(n− 2)n(n+ 2))
−1/4.
Hence
M−1ε uε(a1,ε +M
−2
n−4
ε X)− δ(0,αn)(X)→ 0 in C
2
loc(R
n), when ε→ 0.
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Observe that
M−1ε uε(a1,ε+M
−2
n−4
ε X)−δ(0,αn)(X) = M
−1
ε
(
uε(x)− δ(a1,ε,λ1,ε)(x)
)
, with λ1,ε = αnM
2
n−4
ε .
In the sequel, we denote by u1ε the function defined on Aε by
u1ε(x) = uε(x)− Pεδ(a1,ε,λ1,ε)(x). (2.12)
Notice that λ1,ε → +∞ and λ1,εd(a1,ε, ∂Aε)→ +∞ when ε→ 0.
Now we need to prove the following lemma :
Lemma 2.3 Let u1ε be defined by (2.12). Then we have
i /∆2u1ε = |u
1
ε|
8
n−4u1ε + gε, with |gε|H−2
(Aε)
→ 0 , when ε→ 0.
ii /
∫
Aε
|∆u1ε|
2 =
∫
Aε
|∆uε|
2 − Sn + o(1).
iii /
∫
Aε
|u1ε|
2n
n−4 =
∫
Aε
|uε|
2n
n−4 − Sn + o(1), where Sn = S
n
4 .
Proof. i/ We have
∆2u1ε = u
n+4
n−4
ε − δ
n+4
n−4
(a1,ε,λ1,ε)
= |u1ε|
8
n−4u1ε + gε, with gε = u
n+4
n−4
ε − δ
n+4
n−4
(a1,ε,λ1,ε)
− |u1ε|
8
n−4u1ε.
Observe that
gε = O
(
Pεδ
8
n−4 |uε − Pεδ|+ |uε − Pεδ|
8
n−4Pεδ
)
+O
(
δ
8
n−4
ε θε
)
,
where Pεδ = Pεδ(a1,ε,λ1,ε), δε = δ(a1,ε,λ1,ε) and θε = δε − Pεδ.
Since L
2n
n+4 →֒ H−2, it is sufficient to prove that∫
Aε
δ
16n
n2−16
ε |uε − Pεδ|
2n
n+4 → 0 and
∫
Aε
δ
2n
n+4
ε |uε − Pεδ|
16n
n2−16 → 0,when ε→ o.
Observe that∫
Aε
δ
16n
n2−16
ε |uε − Pεδ|
2n
n+4 ≤ c
∫
Aε
δ
16n
n2−16
ε |uε − δε|
2n
n+4 + c
∫
Aε
δ
16n
n2−16
ε θ
2n
n+4
ε
≤ c
∫
A˜ε
δ
16n
n2−16
(0,αn)
(X)|vε(X)−M
−1
ε δε(a1,ε +M
−2
n−4
ε X)|
2n
n+4dX +O
(
|θε|
2n
n+4
L
2n
n−4
)
.
The function θε satisfies (see [8])
|θε|L2n/(n−4) = O
(
(λ1,εd1,ε)
(4−n)/2
)
= o(1). (2.13)
Regarding the first term, let R be a large constant such that
∫
Rn\B(0,R)
δ
2n
n−4
(0,αn)
= o(1).
Then, using the Holder’s inequality and the fact that
∫
A˜ε
v
2n/(n−4)
ε ≤ C, we derive that∫
A˜ε\B(0,R)
δ
16n
n2−16
(0,αn)
(X)|vε(X)− δ(0,αn)(X)|
2n
n+4dX ≤ c1
(∫
Rn\B(0,R)
δ
2n
n−4
(0,αn)
) 8
n+4
= o(1)(2.14)
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Now, we need to estimate the following integral∫
B(0,R)
δ
16n
n2−16
(0,αn)
(X)|vε(X)− δ(0,αn)(X)|
2n
n+4dX ≤ C
∫
B(0,R)
|vε(X)− δ(0,αn)(X)|
2n
n+4dX → 0,
when ε→ 0, indeed vε − δ(0,αn) −→ 0 in C
2
loc(R
n).
In the same way, we prove that∫
Aε
δ
2n
n+4
ε |uε − Pεδ|
16n
n2−16 −→ 0,when ε −→ 0.
ii/ We also have∫
Aε
|∆u1ε|
2 =
∫
Aε
|∆uε|
2 +
∫
Aε
|∆Pεδ|
2 − 2
∫
Aε
∆uε∆Pεδ.
Observe that∫
Aε
|∆Pεδ|
2 =
∫
Aε
δ
n+4
n−4
ε Pεδ =
∫
Aε
δ
2n
n−4
ε −
∫
Aε
δ
n+4
n−4
ε θε
=
∫
A˜ε
δ
2n
n−4
(0,αn)
−
∫
Aε
δ
n+4
n−4
ε θε = Sn −
∫
Rn\A˜ε
δ
2n
n−4
(0,αn)
−
∫
Aε
δ
n+4
n−4
ε θε.
For the 2nd integral, we have∫
Aε
δ
n+4
n−4
ε θε ≤ C|θε|
L
2n
n−4 (Aε)
≤ c(λ1,ε d(a1,ε, ∂Aε))
4−n
2 −→ 0 when ε −→ 0,
For the first integral, we have ∫
Rn\A˜ε
δ
2n
n−4
(0,αn)
= o(1)
indeed A˜ε −→ R
n and δ(0,αn) ∈ L
2n
n−4 (Rn). Then∫
Aε
|∆Pεδ|
2 = Sn + o(1).
We also have ∫
Aε
∆uε∆Pεδ =
∫
Aε
∆(uε − Pεδ)∆Pεδ +
∫
Aε
|∆Pεδ|
2.
Observe that∫
Aε
∆(uε − Pεδ)∆Pεδ =
∫
Aε
(uε − Pεδ)δ
n+4
n−4
ε =
∫
Aε
(uε − δε)δ
n+4
n−4
ε +
∫
Aε
θεδ
n+4
n−4
ε
=
∫
A˜ε
(vε − δ(0,αn))δ
n+4
n−4
(0,αn)
+ o(1)
≤
∫
B(0,R)
(vε − δ(0,αn))δ
n+4
n−4
(0,αn)
+
∫
Rn\B(0,R)
(vε − δ(0,αn))δ
n+4
n−4
(0,αn)
+ o(1)
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Notice that, on one hand∫
Rn\B(0,R)
(vε − δ(0,αn))δ
n+4
n−4
(0,αn)
≤ C
(∫
Rn\B(0,R)
δ
2n
n−4
(0,αn)
)n+4
2n
= o(1).
On the other hand∫
B(0,R)
(vε − δ(0,αn))δ
n+4
n−4
(0,αn)
= o(1), since vε −→ δ(0,αn) in C
2
loc(R
n).
Then ∫
Aε
∆uε∆Pεδ = Sn + o(1).
Thus Claim ii/ of Lemma 2.3 follows.
iii/ The proof of iii/ in Lemma 2.3 is similar to that of ii/, so we will omit it. ✷
Now we distinguish two cases :
i /
∫
Aε
|∆u1ε|
2 −→ 0 when ε −→ 0.
ii /
∫
Aε
|∆u1ε|
2 6−→ 0 when ε −→ 0.
If
∫
Aε
|∆u1ε|
2 −→ 0 , the proof of Theorem 2.1 is finished.
In the sequel, we consider the second case, that is
∫
Aε
|∆u1ε|
2 6−→ 0, when ε −→ 0 and we
are going to look for a second point of blow up of uε.
In order to simplify our notation, in remainder we often omit the index ε of aε and λε.
Let us introduce the following notation :
uε(a2) := λ
n−4
2
2 = max
(AεB(a1,ε))
uε(x) (2.15)
hε = max
B(a1,2ε)
|x− a1|
n−4
2 uε(x) = |a1 − a3|
n−4
2 uε(a3) = |a1 − a3|
n−4
2 λ
n−4
2
3 . (2.16)
We distinguish two cases :
Case 1. hε → +∞ when ε→ 0.
Case 2. hε ≤ c, when ε→ 0.
Now we study the first case, that is, hε →∞ when ε→ 0.
Let
λ4 = max(λ2, λ3) := u
2
n−4
ε (a4).
For X ∈ B(0, λ4
2
|a1 − a4|) ∩Dε, we set
wε(X) = λ
4−n
2
4 uε(a4 + λ
−1
4 X), with Dε = λ4(Aε − a4).
It is easy to check the following claims
λ4|a1 − a4| ≥ (1/2)λ3|a1 − a3|, and λ4ε ≥ (1/2)λ3|a1 − a3|.
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Thus
λ4|a1 − a4| → +∞ and λ4ε→ +∞ as ε→ 0.
We also have
wε(X) ≤ c, ∀X ∈ B(0, (1/2)λ4|a1 − a4|) ∩Dε.
By an argument similar to the one used after the proof of Lemma 2.2, we have
λ4d(a4, ∂Aε)→ +∞, as ε→ 0. Thus, there exist b ∈ R
n and λ > 0 such that
wε → δ(b,λ) in C
2
loc(R
n). Therefore we have found a second point of blow up a¯2 of uε with
the concentration λ¯2 in this case (a¯2 = a4 + b/λ4 and λ¯2 = λλ4 ).
Next we study the second case, that is, hε remains bounded when ε → 0, where hε is
defined in (2.16). In this case we consider two subcases.
i.
∫
B(a1,2ε)
|u1ε|
2n
n−4 → 0 as ε→ 0.
ii.
∫
B(a1,2ε)
|u1ε|
2n
n−4 9 0 as ε→ 0.
Let us consider the first subcase. Clearly, we have
∫
Aε\B(a1,2ε)
|u1ε|
2n/(n−4) 9 0 and∫
Aε\B(a1,2ε)
δ
2n/(n−4)
(a1,λ1)
→ 0. Then, there exists c > 0 such that
0 < c ≤
∫
AεB(a1,2ε)
u
2n
n−4
ε ≤ cλ
2
2
∫
Aε
u2ε ≤ c(ελ2)
2.
Hence, there exists c¯ > 0 such that
λ2|a1 − a2| ≥ λ2ε ≥ 2c¯.
Now, for X ∈ Eε = λ2(Aε − a2), we introduce the following function
Uε(X) = λ
4−n
2
2 uε(a2 + λ
−1
2 X).
We also have λ2d(a2, ∂Aε)→ +∞. It is easy to see that Uε satisfies
Uε ≤ 1, in B(0, (1/2)λ2|a1 − a2|).
Thus there exists b ∈ Rn and λ > 0 such that Uε → δ(b,λ) in C
2
loc(R
n). Therefore we
have also found a second point of blow up a¯2 of uε with the concentration λ¯2 in this case
(a¯2 = a2 + b/λ2 and λ¯2 = λλ2 ).
Now we study the second subcase. To this aim, we introduce the following function
defined on Fε = ε
−1(Aε − a1) by
Wε(X) = ε
n−4
2 u1ε(a1 + εX).
Observe that Fε “converges” to a strip of R
n when ε→ 0. We notice that Wε satisfies{
∆2Wε = |Wε|
8
n−4Wε + fε in Fε
Wε = ∆Wε = 0 on ∂Fε,
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with |fε|H−2(Fε) → 0 as ε→ 0.
We also have∫
B(0,2)∩Fε
|Wε|
2n
n−4 =
∫
B(a1,2ε)∩Aε
|u1ε|
2n
n−4 9 0, as ε→ 0 and
∫
Fε
|∆Wε|
2 =
∫
Aε
|∆u1ε|
2 ≤ C
It is easy to check that there exists some fixed domain F ⊂ B(0, 2) ∩ Fε such that
|Wε|
2n
n−4 → 0 almost everywhere and |Wε|
2n
n−4 9 0 in L1(F ). From Dunford-Pettis’Lemma
([5]), we have
∃δ0 > 0, ∃αε > 0, αε → 0, ∃bε ∈ F s.t.
∫
B(bε,αε)∩Fε
|Wε|
2n
n−4 ≥ δ0. (2.17)
We can choose bε and αε such that αε is minimum and
∫
B(bε,αε)∩Fε
|Wε|
2n
n−4 = δ0.
Lemma 2.4 Let (αε, bε) be defined by (2.17) and let λ¯2 = (εαε)
−1, and a¯2 = a1 + εbε.
Then we have
λ1
λ¯2
−→ +∞ or
λ¯2
λ1
−→ +∞ or λ1λ¯2|a1 − a¯2|
2 −→ +∞ when ε −→ 0, with λ1 = M
2
n−4
ε .
Proof. We argue by contradiction. Let us suppose that λ1/λ¯2, λ¯2/λ1 and λ1λ¯2|a1− a¯2|
2
are bounded when ε −→ 0.
For X ∈ A˜ε := λ1(Aε − a1), we introduce ωε defined by
ωε(X) =M
−1
ε u
1
ε(a1 + λ
−1
1 X). (2.18)
Observe that, on one hand∫
B(λ1(a¯2−a1),λ1/λ¯2)∩A˜ε
|ωε(X)|
2n
n−4dX =
∫
B(a¯2,1/λ¯2)∩Aε
|u1ε(x)|
2n
n−4dx
=
∫
B(bε,αε)∩Fε
|Wε(X)|
2n
n−4dX = δ0 > 0.
On the other hand, since λ1|a¯2 − a1| and λ1/λ¯2 are bounded, we have
∃R > 0 such that B(λ1(a¯2 − a1), λ1/λ¯2) ⊂ B(0, R).
Thus∫
B(λ1(a¯2−a1),λ1/λ¯2)∩A˜ε
|ωε(X)|
2n
n−4dX ≤
∫
B(0,R)∩A˜ε
|ωε(X)|
2n
n−4dX
=
∫
B(0,R)∩A˜ε
|M−1ε uε(a1 + λ
−1
1 X)−M
−1
ε Pεδ(a1 + λ
−1
1 X)|
2n
n−4dX
≤ c
∫
B(0,R)
|vε − δ(0,αn)(X)|
2n
n−4 + c
∫
Aε
|θε(x)|
2n
n−4 .
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Therefore ∫
B(λ1(a¯2−a1),λ1λ¯2)∩A˜ε
|Wε(X)|
2n
n−4dX −→ 0 when ε −→ 0
which yields a contradiction and our Lemma follows . ✷
Now we set
˜˜
Aε = λ¯2(Aε − a¯2) and we introduce the function Vε defined by
Vε(X) = λ¯
(4−n)
2
2 u
1
ε(a¯2 + λ¯
−1
2 X).
Observe that∫
B(0,1)∩ ˜˜Aε
|Vε|
2n
n−4 =
∫
B(a¯2,1/λ¯2)∩Aε
|u1ε|
2n
n−4 = δ0 > 0,
∫
|∆Vε|
2 ≤ C,
∫
|Vε|
2n
n−4 ≤ C.(2.19)
It is easy to see that there exists some functions V such that (after passing to a subse-
quence), Vε −→ V in H
2
loc(Ω) and V satisfies{
∆2V = |V |
8
n−4V in Ω, V = ∆V = 0 on ∂Ω∫
Ω
|∆V |2 ≤ C,
∫
Ω
|V |
2n
n−4 ≤ C,
(2.20)
where Ω is a half space or a strip or a Rn.
From (2.19), it is easy to see that V 6= 0.
Lemma 2.5 Let V be defined by (2.20). Then we have V ≥ 0.
Proof. We have
Vε(X) = λ¯
(4−n)
2
2
(
uε(a¯2 + λ¯
−1
2 X)− δ(a1,λ1)(a¯2 + λ¯
−1
2 X) + θ(a1,λ1)(a¯2 + λ¯
−1
2 X)
)
. (2.21)
Thus, it is sufficient to prove that
λ¯
(4−n)
2
2 δ(a1,λ1)(a¯2 + λ¯
−1
2 X) −→ 0 in H
2
loc(R
n).
Observe that
Iε :=
∫
B(0,R)
(
λ¯
(4−n)
2
2
λ
n−4
2
1
(1 + λ21|a¯2 + λ¯
−1
2 X − a1|
2)
n−4
2
)(n+4)/(n−4)
dX
= (
λ1
λ¯2
)(n+4)/2
∫
B(0,R)
dX(
1 +
(
λ1/λ¯2
)2
|X − λ¯2(a1 − a¯2)|2
)(n+4)/2 . (2.22)
If λ1/λ¯2 −→ 0 it is clear that Iε −→ 0 when ε −→ 0. If λ1/λ¯2 −→ +∞, let y = (λ1/λ¯2)X .
Thus
Iε ≤ (
λ¯2
λ1
)(n−4)/2
∫
Rn
(
1
1 + |y − λ1(a1 − a¯2)|2
)(n+4)/2
dy −→ 0 as ε→ 0.
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Lastly, if λ1/λ¯2 6−→ +∞ and λ¯2/λ1 6−→ +∞, then, by Lemma 2.4, we have
λ1λ¯2|a1 − a¯2|
2 −→ +∞, when ε→ 0.
Observe that for X ∈ B(0, R), we have
|X − λ¯2(a1 − a¯2)| ≥ |λ¯2(a1 − a¯2)| − |X| ≥ c|λ¯2(a1 − a¯2)|.
Therefore
Iε ≤ (
λ1
λ¯2
)
n+4
2
∫
B(0,R)
1(
c(λ1
λ¯2
)2|λ¯2(a1 − a¯2)|2
)n+4
2
≤
C(R)
(λ1λ¯2|a1 − a¯2|2)
n+4
2
−→ 0, as ε→ 0.
Then our Lemma follows. ✷
Now, from [15], we derive that Ω = Rn. Thus, using (2.20) and Lemma 2.5, we also
obtain a second point of blow up of uε in this case. Thus in all cases we have built a
second point a2,ε of blow up of uε with the concentration λ2,ε such that λ2,ε → +∞ and
λ2,εd(a2,ε, ∂Aε)→ +∞ as ε→ 0. It is clear that we can proceed by inductions. Thus we
obtain a sequence (ukε)k such that∫
Aε
|∆ukε |
2 =
∫
Aε
|∆uk−1ε |
2 − Sn + o(1) =
∫
Aε
|∆uε|
2 − kSn + o(1).
Thus
0 ≤
∫
Aε
|∆ukε |
2 =
∫
Aε
|∆uε|
2 − kSn + o(1) ≤ C − kSn + o(1). (2.23)
Since the later term in (2.23) will be negative for large k, the induction will terminate
after some index p ∈ N∗. Moreover, for this index, we obtain desired claims in Theorem
2.1.
3 Location of Blow up Points
In this section, we give the characterization of blow up points which we found in section
2. Namely, we prove the following crucial result :
Theorem 3.1 Let a1,ε,..., ap,ε be the points given by Theorem 2.1. Then we have p ≥ 2.
Moreover, if n ≥ 6, we have : ∃ k ≤ p, ∃ i1, ..., ik ∈ {1, 2, ..., p} such that
dn−4ρε(ai1,ε, ..., aik,ε)→ 0, d
n−3∇ρε(ai1,ε, ..., aik,ε)→ 0.
In addition, we have ∀m, l ∈ {1, ..., k} |aim,ε − ail,ε| ≤ C0d, where
d = min {d(ail,ε), ∂Aε) /1 ≤ l ≤ k} and C0 is a positive constant independent of ε.
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Remark 3.2 We believe the result of Theorem 3.1 to be true for n = 5. For n = 5 our
method also proves easily dn−4ρε(ai1,ε, ..., aik,ε)→ 0, but for the proof of d
n−3∇ρε(ai1,ε, ..., aik,ε)
goes to 0 when ε → 0, we need a more careful estimates of the rests in Propositions 3.4
and 3.5 below.
To proceed further, we introduce some notation.
Let, for p ∈ N∗ and η > 0 given
Vε(p, η) = { u ∈ Σ
+(Aε) s.t ∃ x1, ..., xp ∈ Aε, ∃λ1, ..., λp > 0 with∣∣∣∣∣∣∣∣u− C(p) p∑
i=1
Pεδ(xi,λi)
∣∣∣∣∣∣∣∣ < η, ∀i λi > 1η , λi d(xi, ∂Aε) ≥ 1η ,
∀i 6= j εij = (
λi
λj
+
λj
λi
+ λiλj |xi − xj |
2)−
n−4
2 < η } ,
where Σ+(Aε) = {u ∈ Eε/ u > 0, ||u|| = 1}.
If a function u belongs to Vε(p, η), then, for η > 0 small enough, the minimization problem
min
αi,λi>0, xi∈Aε
∣∣∣∣∣
∣∣∣∣∣u−
p∑
i=1
αiPεδ(xi,λi)
∣∣∣∣∣
∣∣∣∣∣ (3.1)
has a unique solution, up to permutation (the proof of this fact is similar, up to minor
modifications, to the corresponding statement for Laplacian operator in [3]).
Therefore, for ε > 0 sufficiently small, Section 2 implies that uε( solution of Pε ) can be
uniquely written as
u˜ε = uε/(||uε||) =
p∑
i=1
αi,εPεδ(ai,ε,λi,ε) + vε, (3.2)
where vε satisfies the following conditions :
(V0)
(
vε, Pεδ(ai,ε,λi,ε)
)
=
(
vε, ∂Pεδ(ai,ε,λi,ε)/(∂λi)
)
=
(
vε, ∂Pεδ(ai,ε,λi,ε)/(∂ai)
)
= 0
and αi,ε satisfies :
(J(uε))
n/(n−4) α
8/n−4
j,ε = 1 + o(1), ∀j
In order to simplify the notations, in the sequel, we write αi, ai, λi, δi, Pδi and θi instead of
αi,ε, ai,ε , λi,ε, δ(ai,ε,λi,ε), Pδ(ai,ε,λi,ε) and θ(ai,ε,λi,ε) respectively and we also write uε instead
of u˜ε.
First of all, we deal with the vε-part of uε.
Proposition 3.3 Let vε be defined by (3.2). Then we have the following estimate
||vε|| ≤ C

∑
i
1
(λidi)n−4
+
∑
εij
(
Logε−1ij
)n−4
n if n < 12∑
i
log(λidi)
(λidi)
n+4
2
+
∑
ε
n+4
2(n−4)
ij
(
Logε−1ij
)n+4
2n if n ≥ 12.
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Proof. From (3.2), we derive that
∆2vε = J(uε)
n
n−4
(∑
αiPδi + vε
)n+4
n−4
−
∑
αiδ
n+4
n−4
i
= J(uε)
n
n−4
[(∑
αiPδi
)n+4
n−4
+
n + 4
n− 4
(
∑
αiPδi)
8
n−4 vε +O(|vε|
n+4
n−4 )
+ O
(
Sup(
∑
αiPδi, vε)
8
n−4
−1|vε|
2
)]
−
∑
αiδ
n+4
n−4
i .
Thus, since J(uε) is bounded,
||vε||
2 = J(uε)
n
n−4
[
< f, vε > +
n+ 4
n− 4
∫
Aε
(
∑
αiPδi)
8
n−4 v2ε
]
+O(||vε||
inf(3,2n/(n−4)),
where
< f, v >=
∫
Aε
(
∑
αiPδi)
n+4
n−4 v. (3.3)
Then
Q(vε, vε) = J(uε)
n
n−4 < f, vε > +O(||vε||
inf(3,2n/(n−4))),
where
Q(vε, vε) := ||vε||
2 −
n + 4
n− 4
J(uε)
n
n−4
∫
Aε
(
∑
i
αiPδi)
8
n−4 v2ε
= ||vε||
2 −
n+ 4
n− 4
J(uε)
n
n−4
∑
i
α
8
n−4
i
∫
Aε
Pδ
8
n−4
i v
2
ε +O
(∑
j 6=i
∫
Pδj≤Pδi
Pδ
8
n−4
−1
i Pδjv
2
ε
)
Observe that, since J(uε)
n/(n−4)α
8/(n−4)
i = 1+ o(1) and
∫
(δiδj)
n/(n−4) = o(1), then Q(v, v)
is close to
||v||2 −
n + 4
n− 4
∑
i
∫
Aε
Pδ
8
n−4
i v
2
and therefore Q is a positive definite quadratic form on v (see [6]).
Thus there exists α0 > 0 such that
α0||vε||
2 ≤ Q(vε, vε) +O(||vε||
inf(3,2n/n−4) = J(uε)
n
n−4 < f, vε >≤ C|f |||vε||.
Hence
||vε|| ≤ C
′|f |.
Now we estimate |f |. We have
< f, vε >=
p∑
i=1
α
n+4
n−4
i
∫
Aε
Pδ
n+4
n−4
i vε +O
(∑
j 6=i
∫
Pδj≤Pδi
Pδ
8
n−4
i Pδj|vε|
)
.
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Observe that∫
Aε
Pδ
n+4
n−4
i vε =
∫
Aε
vεδ
n+4
n−4
i +O
(∫
Aε
δ
8
n−4
i θi|vε|
)
= O
(∫
B(ai,di)
δ
8
n−4
i θi|vε|
)
+O
(∫
Rn\B(ai,di)
δ
n+4
n−4
i |vε|
)
,
where di = d(ai, ∂Aε).
Thus∫
Aε
Pδ
n+4
n−4
i vε = O
(
||vε||
[
|θi|L∞
(∫
B(ai,di)
δ
16n
n2−16
i
)n+4
2n
+
(∫
Bc(ai,di)
δ
2n
n−4
i
)n+4
2n
])
. (3.4)
Notice that ∫
Rn\B(ai,di)
δ
2n
n−4
i = O
(
1
(λidi)n
)
and, since |θi|L∞ = O(λ
(4−n)/2
i d
4−n
i ), we have
|θi|L∞
(∫
B
δ
16n
n2−16
i
)n+4
2n
= O
(
1
(λidi)
n+4
2
+ (if n = 12)
Log(λidi)
(λidi)8
+ (ifn < 12)
1
(λidi)n−4
)
where B = B(ai, di). Therefore∫
Aε
Pδ
n+4
n−4
i vε = O
(
||vε||
[
1
(λidi)
n+4
2
+ (if n = 12)
Log(λidi)
(λidi)8
+ (ifn < 12)
1
(λidi)n−4
])
(3.5)
We also have∫
Pδj≤Pδi
Pδ
8
n−4
i Pδj |vε| ≤ ||vε||
[∫
Pδj≤Pδi
(
Pδi)
8
n−4Pδj
) 2n
n+4
]n+4
2n
. (3.6)
If n ≥ 12, we have 2n
n+4
≥ n
n−4
and thus∫
Pδj≤Pδi
(Pδ
8
n−4
i Pδj)
2n
n+4 ≤
∫
(δiδj)
n
n−4 = O
(
ε
n
n−4
ij Logε
−1
ij
)
. (3.7)
If n ≤ 11, we have 1 < 8
n−4
, thus, using Holder’s inequality, we derive that
∫
(Pδ
8
n−4
i Pδj)
2n
n+4 ≤ c
(∫
(δiδj)
n
n−4
) 2(n−4)
n+4
≤ cε
2n
n+4
ij
(
Logε−1ij
) 2(n−4)
n+4 (3.8)
Using (3.5), (3.6), (3.7) and (3.8), we easily deduce our proposition. ✷
Next we will give useful expansions of gradient of J .
16 Ben Ayed, El Mehdi & Hammami
Proposition 3.4 For n ≥ 6, we have the following expansion(
∇J(uε), λi
∂Pδi
∂λi
)
= 2J(uε)c1
[
−
(n− 4)
2
αi
Hε(ai, ai)
λn−4i
(1 + o(1))
−
∑
j 6=i
αj
(
λi
∂εij
∂λi
+
(n− 4)
2
Hε(ai, aj)
(λiλj)
n−4
2
)
(1 + o(1)) +R
]
,
where R satisfies R = o
(∑
k
1
(λkdk)n−3
+
∑
k 6=r ε
(n−3)/(n−4)
kr
)
.
Proof. We have
∇J(uε) = 2J(uε)
[
uε − J(uε)
n
n−4∆−2(u
n+4
n−4
ε )
]
. (3.9)
Thus, setting ϕi = λi(∂Pδi/∂λi) and using Proposition 3.3, we have
(∇J(uε), ϕi) =2J(uε)
[∑
αj(Pδj, ϕi)− J(uε)
n
n−4
[∫ (∑
αjPδj
)n+4
n−4
ϕi
+
n + 4
n− 4
∫
(
∑
αjPδj)
8
n−4 vεϕi
]]
+R. (3.10)
Notice that if n ≥ 6, we have∫ ( p∑
j=1
αjPδj
) 8
n−4
ϕivε =
∫
(αiPδi)
8
n−4ϕivε +O
(∑
k 6=r
∫
Pδr≤Pδk
Pδ
8
n−4
k Pδr|vε|
)
. (3.11)
Furthermore∫
Pδr≤Pδk
PδrPδ
8
n−4
k |vε| ≤
∫
Pδr≤|vε|
Pδ
8
n−4
k |vε|
2 +
∫
Pδr≤Pδk
Pδ2rPδ
8
n−4
k
= O
(
||vε||
2 + ( if n ≤ 7)
(∫
(δrδk)
n
n−4
) 2(n−4)
n
+ ( if n ≥ 8)
∫
(δrδk)
n
n−4
)
= O
(
||vε||
2 + ( if n ≤ 7)ε2kr(logε
−1
kr )
2(n−4)
n + ( if n ≥ 8)ε
n
n−4
kr logε
−1
kr
)
, (3.12)
∫
Rn\B(ai ,di)
Pδ
8
n−4
i vελi
∂Pδi
∂λi
= O
(
||vε||
1
(λidi)
n+4
2
)
, (3.13)
∫
B(ai,di)
Pδ
8
n−4
i vελi
∂Pδi
∂λi
= −
∫
Bi
Pδ
8
n−4
i vελi
∂(θi)
∂λi
+
∫
Bi
Pδ
8
n−4
i vελi
∂δi
∂λi
≤
||vε||
(λid
2
i )
n−4
2
(∫
δ
16n
n2−16
)n+4
2n
+
∫
Bi
δ
8
n−4
i vελi
∂δi
∂λi
+O
(∫
Bi
δ
8
n−4
i vεθi
)
= O (||vε||)
(
1
(λidi)
n+4
2
+ (ifn = 12)
Log(λidi)
(λidi)8
+ (ifn ≤ 11)
1
(λidi)n−4
)
. (3.14)
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Now, we need to estimate∫
(
p∑
j=1
αjPδj)
n+4
n−4ϕi =
p∑
j=1
∫
(αjPδj)
n+4
n−4ϕi +
n+ 4
n− 4
∑
j 6=i
∫
(αiPδi)
8
n−4αjPδjϕi
+
∑
k 6=r
O
(
( if n ≤ 7)ε2kr(logε
−1
kr )
2(n−4)
n + ( if n ≥ 8)ε
n
n−4
kr logε
−1
kr
)
(3.15)
Now we observe that a computation similar to the one performed in [2] and [16] shows
that (
Pδi, λi
∂Pδi
∂λi
)
=
n− 4
2
c1
H(ai, ai)
λn−4i
+O
(
1
(λidi)n−2
)
(3.16)∫
Pδ
n+4
n−4
i λi
∂Pδi
∂λi
=2
(
Pδi, λi
∂Pδi
∂λi
)
+O
(
1
(λidi)n−2
)
(3.17)
and for i 6= j, we have(
Pδj, λi
∂Pδi
∂λi
)
= c1
(
λi
∂εij
∂λi
+
n− 4
2
H(ai, aj)
(λiλj)
n−4
2
)
+ O
(∑
k=i,j
1
(λkdk)n−2
+ ε
n−2
n−4
ij
)
(3.18)∫
Pδ
n+4
n−4
j λi
∂Pδi
∂λi
=
(
Pδj, λi
∂Pδi
∂λi
)
+ ( if n ≥ 8)O
(
ε
n
n−4
ij log(ε
−1
ij ) +
log(λjdj)
(λjdj)n
)
+ ( if n ≤ 7)O
(
εij(logε
−1
ij )
n−4
n
(λjdj)n−4
)
(3.19)∫
Pδjλi
∂
∂λi
(Pδi)
n+4
n−4 =
(
Pδj, λi
∂Pδi
∂λi
)
+ ( if n ≥ 8)O
(
ε
n
n−4
ij log(ε
−1
ij ) +
log(λidi)
(λidi)n
)
+ ( if n ≤ 7)O
(
εij(logε
−1
ij )
n−4
n
(λidi)n−4
)
. (3.20)
Now, the estimates (3.10),..., (3.20), and the fact that J(uε)
n
n−4α
8
n−4
j = 1+ o(1), Proposi-
tion 3.4 follows. ✷
Proposition 3.5 For n ≥ 6, we have the following expansion(
∇J(uε),
1
λi
∂Pδi
∂ai
)
= J(u)c1
[
αi
λn−1i
∂Hε(ai, ai)
∂ai
(1 + o(1))− 2
∑
j 6=i
αj
(
1
λi
∂εij
∂ai
−
1
λi(λiλj)
n−4
2
∂Hε(ai, aj)
∂ai
)
(1 + o(1)) +O
(∑
λj |ai − aj|ε
n−1
n−4
ij
)]
+R,
where R is defined in Proposition 3.4.
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Proof. As in the proof of Proposition 3.4 , we obtain (3.10) but with λi
−1(∂Pδi)/(∂ai)
instead of λi(∂Pδi)/(∂λi). Now, using Proposition 2.1 of [8], we derive that(
Pδi,
1
λi
∂Pδi
∂ai
)
=−
1
2
c1
λn−3i
∂H
∂ai
(ai, ai) +O
( 1
(λidi)n−2
)
∫
Pδ
n+4
n−4
i
1
λi
∂Pδi
∂ai
=2
(
Pδi,
1
λi
∂Pδi
∂ai
)
+O
( 1
(λidi)n−2
)
and for i 6= j, we have
(
Pδj,
1
λi
∂Pδi
∂ai
)
=c1
(
1
λi
∂εij
∂ai
−
1
(λiλj)
n−4
2
1
λi
∂H
∂ai
(ai, aj)
)
+O
(∑
k=i,j
1
(λkdk)n−2
+ ε
n−1
n−4
ij λj | ai − aj |
)
∫
Pδ
n+4
n−4
j
1
λi
∂Pδi
∂ai
=
(
Pδj ,
1
λi
∂Pδi
∂ai
)
+ ( if n ≥ 8)O
(
ε
n
n−4
ij log(ε
−1
ij ) +
log(λjdj)
(λjdj)n
)
+ ( if n ≤ 7)O
(
εij(logε
−1
ij )
n−4
n
(λjdj)n−4
)
∫
Pδj
1
λi
∂
∂ai
(Pδi)
n+4
n−4 =
(
Pδj ,
1
λi
∂Pδi
∂ai
)
+ ( if n ≥ 8)O
(
ε
n
n−4
ij log(ε
−1
ij ) +
log(λidi)
(λidi)n
)
+ ( if n ≤ 7)O
(
εij(logε
−1
ij )
n−4
n
(λidi)n−4
)
.
Using the above estimates our proposition follows. ✷
Next we are going to give the proof of Theorem 3.1.
From Proposition 3.4 we easily derive that p ≥ 2. Now for i ∈ {1, ..., p} , we introduce
the following condition
2−p−1
∑
k 6=i
εki ≤
p∑
j=1
Hε(ai, aj)(λiλj)
4−n
2 . (3.21)
We divide the set {1, ..., p} into T1 ∪ T2 with
T1 = {i/ i satisfies (3.21)} and T2 = {i/ i does not satisfy (3.21)} .
In T2 we order the λ
′
is: λi1 ≤ λi2 ≤ ... ≤ λis.
We begin by proving the following Lemma:
Lemma 3.6 For n ≥ 6, we have the following estimate
(a)
∑
j∈T2,j 6=i
(εij + (λidi)
4−n) = R1, with R1 = o
[∑
k∈T1
(
1
(λkdk)n−3
+
∑
r 6=k,r∈T1
ε
n−3
n−4
kr
)]
.
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(b)
∑
k,r∈T1
εkr = O
(∑
k∈T1
(λkdk)
4−n
)
.
Proof. We start by proving claim (a). Using Proposition 3.4, we derive that
0 =
s∑
k=1
2kαik(∇J(uε),λik
∂Pδik
∂λik
) = 2J(uε)c1
s∑
k=1
[
−
∑
j 6=ik
2kαjαikλik
∂εjik
∂λik
(1 + o(1))
−
n− 4
2
p∑
j=1
2kαjαik
Hε(aj , aik)
(λjλik)
n−4
2
(1 + o(1)) +R
]
. (3.22)
Notice that
−λi
∂εij
∂λi
=
n− 4
2
εij
(
1−
2λj
λi
ε
2
n−4
ij
)
. (3.23)
Thus, if λi ≥ λj and i, j in T2, we have
−2λi
∂εij
∂λi
− λj
∂εij
∂λj
≥ −λi
∂εij
∂λi
=
n− 4
2
εij +O
(
ε
(n−2)/(n−4)
ij
)
. (3.24)
For j ∈ T1 and i ∈ T2, two cases may occur :
i/ 1
2
dj ≤ di ≤ 2dj.
Using in this case the fact that j satisfies (3.21) and Hε(ai, ak) ≤ (didk)
−(n−4)
2 , we obtain
(
λj
λi
)
n−4
2 εij ≤ (
λj
λi
)
n−4
2 c
p∑
k=1
Hε(ak, aj)
(λjλk)
n−4
2
≤ c
p∑
k=1
((λidi)(λkdk))
−(n−4)
2 = o(1). (3.25)
ii/ in other cases, we have |ai − aj | ≥
1
2
max(di, dj), then
λj
λi
ε
2
n−4
ij ≤
λj
λi
(λiλj|ai − aj |
2)−1 ≤ (λi|ai − aj |)
−2 = O
(
(λidi)
−2
)
and (3.25) follows in this case.
Using (3.22), (3.23), (3.24), and (3.25), we see that
0 ≥ ((n− 4)/2)
∑
i∈T2
(∑
j 6=i
εij(1 + o(1))− 2
p
p∑
j=1
Hε(ai, aj)(λiλj)
4−n
2 +R
)
.
Since i ∈ T2 and Hε(ai, ai) ∼ c/d
n−4
i for ε small enough (this fact can be shown as in the
proof of Lemma 4.2 of [1]), then
0 ≥ c
∑
i∈T2
(∑
j 6=i
εij + (λidi)
4−n
)
(1 + o(1)) +R1.
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Therefore claim (a) follows.
The proof of claim (b) is based on (3.22) and claim (a). ✷
Now, in T1 we order all the λidi’s: λj1dj1 ≤ λj2dj2 ≤ ... ≤ λjqdjq . In order to simplify our
notations, we suppose that T1 = {1, 2, ..., q} and λ1d1 ≤ λ2d2 ≤ ... ≤ λqdq.
Let us introduce the following sets:
K0 =
{
i ∈ T1/∃k1, ..., km ∈ T1 s.t. k1 = i, ..., km = 1 and
|akj − akj+1 |
inf(dkj , dkj+1)
≤ C0
}
(3.26)
B = K0 ∩ {1, ..., l} , (3.27)
where l = max{i ∈ T1 s.t. λkdk/λk−1dk−1 ≤ C1 ∀k ≤ i} and C0 and C1 are positive
constants chosen later.
Lemma 3.7 Let B be defined by (3.27). Then, {1}  B.
Proof. We argue by contradiction. We assume that B = {1}.
Using Proposition 3.4, and the fact that Hε(ai, ai) ∼ c/d
n−4
i , we derive that
0 =
(
∇J(uε), λ1
∂Pδ1
∂λ1
)
= 2J(u)c1
[
−
(n− 4)
2
α1
Hε(a1, a1)
λn−41
(1 + o(1)) +O(
∑
k 6=1
εk1)
]
.
Thus
0 ≤ −c(λ1d1)
4−n +O(
∑
k 6=1
ε1k). (3.28)
Observe that :
- for k ∈ T2, by Lemma 3.6, we have ε1k = o ((λ1d1)
3−n)).
- For k ∈ T1, two cases may occur :
If k > l, then
ε1k ≤ 2
p+1
p∑
j=1
Hε(ak, aj)
(λkλj)
n−4
2
≤
∑
j∈T1
c
(λkdkλjdj)
n−4
2
+
∑
j∈{k}∪T2
c
(λjdj)n−4
≤ C
4−n
2
1 ((λldl)(λ1d1))
4−n
2 +R1. (3.29)
Thus, using Lemma 3.6 and the fact that C1 large enough, we obtain ε1k = o((λ1d1)
4−n).
Otherwise, we have k 6∈ K0, then |a1 − ak| ≥ C0 inf (d1, dk), then
ε1k ≤
(
λ1λk|a1 − ak|
2
) 4−n
2 ≤ C
(4−n)/2
0 ((λ1d1)(λkdk))
4−n
2 = o
(
(λ1d1)
4−n
)
if we choose C0 large enough .
Thus (3.28) yields a contradiction and our lemma follows. ✷
In order to finish the proof of of Theorem 3.1, it is sufficient to prove the following lemma.
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Lemma 3.8 For n ≥ 6, we have dn−4ρB −→ 0 and d
n−3∇ρB −→ 0,when ε −→ 0,
where d = infi∈Bd(ai, ∂Aε) and ρB = ρ(ai1 , ..., aim), with B = {i1, ..., im} the set defined
by (3.27).
Before giving the proof of this lemma, we begin by studying the vector Λ defined by
Λ =
(
λ
4−n
2
i1
, ..., λ
4−n
2
im
)
. (3.30)
LetMB = M(ai, i ∈ B) the matrix defined by (2.3) and ρB its least eigenvalue. We denote
by e the eigenvector associated to ρB. As in [4], we can easily prove that all components
of e are strictly positive. Let η > 0 be such that for any γ belongs to a neighborhood
C(e, η) of e, we have
TγMBγ − ρB|γ|
2 ≤
c2
dn−4
|γ|2 and Tγ
∂MB
∂ai
γ =
(
∂ρB
∂ai
+ o(
1
dn−3
)
)
|γ|2 (3.31)
and for γ ∈ (R+)
m \ C(e, η) , we have
TγMBγ − ρB|γ|
2 ≥
c3|γ|
2
dn−4
, (3.32)
where
C(e, η) ⊂ {y ∈ (R∗+)
ms.t|
y
|y|
− e| < η}.
Lemma 3.9 Let Λ be defined by (3.30). Then Λ ∈ C(e, η).
Proof. We argue by contradiction. We assume that Λ ∈ (R∗+)
m \ C(e, η). Let
Λ(t) = |Λ|
(1− t)Λ + t|Λ|e
|(1− t)Λ + t|Λ|e|
:=
y(t)
|y(t)|
.
From Proposition 3.4, we derive that
(∇J(uε), Z)|t=0 = −c
d
dt
(
TΛ(t)MBΛ(t)
)
|t=0
+O
 ∑
i∈B,j∈(T1\B)∪T2
εij
+R+o( 1
(λ1d1)n−4
)
where Z is the vector field defined on the variables λ along the flow line defined by Λ(t).
Observe that
d
dt
(
TΛ(t)MBΛ(t)
)
=
d
dt
(
TΛ(t)MBΛ(t)
|Λ(t)|2
|Λ(0)|2
)
= |Λ(0)|2
d
dt
(
ρB +
(1− t)2
|y(t)|2
(TΛ(0)MBΛ(0)− ρB|Λ(0)|
2)
)
= |Λ(0)|2
(
2(1− t)
|y(t)|4
(TΛ(0)MBΛ(0)− ρB|Λ(0)|
2)(−(1 − t)|Λ(0)| < e,Λ(0) > −t|Λ|2)
)
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Thus
(∇J(uε), Z)|t=0 =−
2c
|Λ|2
(TΛMBΛ− ρB|Λ|
2)(−|Λ| < e,Λ(0) >)
+ o
(
(λ1d1)
4−n
)
+O
 ∑
i∈B,j∈(T1\B)∪T2
εij
 .
Since |e| = 1, then there exists k0 such that ek0 ≥
1
m
. Thus
< e,Λ(0) >=
∑
i
eiΛi ≥
1
m
Λk0.
Using (3.32), we obtain
(∇J(uε), Z)|t=0 ≥ cc3d
4−n|Λ|Λk0 + o
(
(λ1d1)
4−n
)
+O
 ∑
i∈B,j∈(T1\B)
εij

≥ c (λ1d1λk0dk0)
4−n
2 + o
(
1
(λ1d1)
n−4
)
+O
 ∑
i∈B, j∈T1\B
εi,j

Observe that
- if j > l, since j ∈ T1, using (3.29), we have εij = o(λ1d1λk0dk0)
(4−n)/2.
- if j 6∈ K0 and j ≤ l
εij ≤
(
1
λiλj|ai − aj |2
)n−4
2
≤
C
(4−n)/2
0
(λ1d1λjdj)
n−4
2
≤
C
4−n
2
0 C
m−1
1
(λ1d1λk0dk0)
n−4
2
= o
(
1
(λ1d1λk0dk0)
n−4
2
)
if we chose C0 >> C1. Thus
0 ≥
(
c(λ1d1λk0dk0)
4−n
2
)
+ o
(
(λ1d1)
4−n
)
≥
(
(λ1d1)
4−n
) (
c(Cm1 )
4−n
2 + o(1)
)
> 0.
This yields a contradiction and our lemma follows. ✷
Proof of Lemma 3.8 Observe that, as in (3.28), it is easy to prove that, for i, j in T1,
we have (λi/λj + λj/λi)ε
2/(n−4)
ij = o(1) and therefore
εij =
(
λiλj|ai − aj |
2
)(4−n)/2
(1 + o(1)). (3.33)
Since uε is a critical point of J , we have∑
i∈B
(
∇J(uε), λi
∂Pδi
∂λi
)
= 0.
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Using Proposition 3.4 and (3.33), we derive that
0 =
∑
i∈B
Hε(ai, ai)
λn−4i
(1 + o(1))−
∑
j 6=i,j∈B
(εij −
Hε(ai, aj)
(λiλj)
n−4
2
)(1 + o(1)) +O(
∑
j∈(T1\B)∪T2
εij) +R

=T ΛMBΛ + o
(
1
(λ1d1)n−4
)
+R1 +O(
∑
j∈(T1\B),i∈B
εij).
Observe that, for i ∈ B and j ∈ T1 \ B, we have, as in the proof of Lemma 3.7, εij =
o((λ1d1)
4−n). Thus
0 =T ΛMBΛ + o
(
(λ1d1)
4−n
)
. (3.34)
We assume, arguing by contradiction, that dn−4ρB 6−→ 0, when ε −→ 0. Therefore, there
exists C4 > 0 such that |ρBd
n−4| ≥ C4 .
Now we distinguish two cases
1stcase :ρB > 0
In this case, we derive from (3.34)
0 ≥ ρB|Λ|
2 + o
(
(λ1d1)
4−n
)
≥ C4|Λ|
2d4−n + o
(
(λ1d1)
4−n
)
> 0.
This yields a contradiction and we derive that dn−2ρB −→ 0 in this case.
2nd case : ρB ≤ 0. In this case, we derive from (3.31) and (3.34),
0 ≤ ρB|Λ|
2 + c2|Λ|
2d4−n + o
(
(λ1d1)
4−n
)
≤ |Λ|2d4−n
(
ρB d
n−4 + c2
)
+ o
(
(λ1d1)
4−n
)
≤ |Λ|2d4−n(−C4 + c2) + o
(
(λ1d1)
4−n
)
.
If we choose c2 ≤
1
2
C4, we obtain a contradiction. Then d
n−4ρB −→ 0, when ε −→ 0 also
in this case.
Observe that, since dn−4ρB −→ 0, then there exists C5 > 0 such that |ai − aj | ≥ C5d, for
any i, j ∈ B and i 6= j.
We assume, arguing by contradiction, that dn−3∇ρB 6−→ 0 when ε −→ 0.
Since uε is a critical point of J , we have (∇J(uε), λ
−1(∂Pδi)/(∂ai)) = 0. For i ∈ B, using
Proposition 3.5 and (3.33), we derive that
0 = TΛ
∂MB
∂ai
Λ +O
 ∑
j∈T1\B
∣∣∣∣∣∂εij∂ai − 1(λiλj)n−42 ∂Hε∂ai (ai, aj)
∣∣∣∣∣

+ o
(
1
di
1
(λ1d1)n−4
)
+ λiR +O
(∑
j∈T1
λiλj |ai − aj |ε
n−1
n−4
ij
)
+O
(∑
j∈T2
λiεij
)
.
Observe that:
- for j ∈ T2, we have, by Lemma 3.6, λiεij = o(d
−1(λ1d1)
4−n),
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- for j ∈ T1 \K0, since (∂/∂ai)H(ai, aj) ≤ d
−1
i H(ai, aj), we have
|
∂εij
∂ai
|+
1
(λiλj)
n−4
2
|
∂Hε
∂ai
(ai, aj)| ≤
c
(λiλj)
n−4
2
(
1
|ai − aj |n−3
+
1
di|ai − aj |n−4
)
≤ cC
(4−n)/2
0
(
(λidiλjdj)
4−n
2 di
)
≤ cC
(4−n)/2
0 d
−1(λ1d1)
4−n = o
(
d−1(λ1d1)
4−n
)
.
- for j > l, two cases may occur:
i/ The first case is when dj/2 ≤ di ≤ 2dj. Using the fact that j ∈ T1, we obtain∣∣∣∣∂εij∂ai
∣∣∣∣ + 1
(λiλj)
n−4
2
∣∣∣∣∂Hε∂ai (ai, aj)
∣∣∣∣ ≤ c√λiλjεn−3n−4ij + cdi 1(λidiλjdj)n−42
≤ c
√
λiλj
p∑
k=1
1
(λkdkλjdj)
n−3
2
+
c
C
n−4
2
1
(
1
(λidi)n−4di
)
≤
c
√
λiλj
(λidiλjdj)1/2
p∑
k=1
1
(λkdk)
n−3
2
(λjdj)
n−5
2
+
c
C
n−4
2
1
(
1
(λ1d1)n−4d
)
.
As in (3.29) we obtain∣∣∣∣∂εij∂ai
∣∣∣∣+ 1
(λiλj)
n−4
2
∣∣∣∣∂Hε∂ai (ai, aj)
∣∣∣∣ = o( 1d(λ1d1)n−4
)
.
ii/ In other cases, we have |ai − aj | ≥ max(di, dj)/2. Then∣∣∣∣∂εij∂ai
∣∣∣∣+ 1
(λiλj)
n−4
2
∣∣∣∣∂Hε∂ai (ai, aj)
∣∣∣∣ ≤ c(λiλj)(n−4)/2|ai − aj|n−3 + cdi(λidiλjdj)(n−4)/2
≤
c
di(λidiλjdj)
n−4
2
≤
c
C
n−4
2
1
(
1
(λ1d1)n−4d
)
= o
(
1
d(λ1d1)n−4
)
.
- for j ∈ T1, as in the previous case, it is easy to see that
λiλj|ai − aj |ε
n−1
n−4
ij = o
(
d(λ1d1)
3−n
)
,
Therefore, by (3.31), we have
0 =T Λ
∂MB
∂ai
Λ + o
(
1
d(λ1d1)n−4
)
=
(
∂ρB
∂ai
dn−3 + o(1)
)
|Λ|2
dn−3
+ o
(
1
d(λ1d1)n−4
)
.
Thus
0 ≥
(
|∇ρ|dn−3 + o(1)
) |Λ|2
dn−3
+ o
(
1
d(λ1d1)n−4
)
≥ C6
|Λ|2
dn−3
+ o
(
1
d(λ1d1)n−4
)
> 0
This yields a contradiction and our lemma follows. ✷
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4 Proof of Theorem 1.1
Let us start by proving the following result :
Theorem 4.1 For n ≥ 5, let C0 > 0 and let (x1, x2, ..., xk) ∈ A
k
ε such that
dn−4ρε(x1, ..., xk)→ 0 when ε→ 0 and |xi − xj | ≤ C0d, ∀i, j,
where d = min{d(xi, ∂Aε)/1 ≤ i ≤ k}. Then we have
dn−3∇ρε(x1, ..., xk) 6−→ 0, when ε→ 0.
To prove Theorem 4.1, we introduce some notation and recall some result.
Let (x1, ..., xk) ∈ A
k
ε such that
dn−4ρε(x1, ..., xk) −→ 0 when ε −→ 0 and |xi − xj | ≤ C0d, ∀i, j, (4.1)
where C0 is a fixed positive constant and d = min1≤i≤kd(xi, ∂Aε).
We may assume, without loss of generality, that d1 = inf1≤i≤kdi.
Now we introduce the map
Aε −→ A˜ε, x 7−→ x˜ = d
−1
1 (x− x1).
As in the proof of Lemma 3.1 of [1], we easily derive that
ρε(x1, ..., xk) = d
4−n
1 ρ˜ε(0, x˜2, ...., x˜k), (4.2)
where ρ˜ε is the function defined, replacing A
k
ε by A˜
k
ε in (2.3), and A˜ε converges in the C
1
-topology on every compact set to Ω , where Ω is a half-space or a strip .
Observe that |x˜i| ≤ C0, ∀i ∈ {2, ..., k} .
Now we have the following Lemmas :
Lemma 4.2 For ε > 0, let
Fk(ε) =
{
(X1, ..., Xk) ∈ A˜kε/∃i 6= j s.t Xi = Xj
}
Then ρ˜ε converges in the C
1-topology to ρΩ , when ε −→ 0 , on every compact set which
does not intersect V , where V is any neighborhood of Fk(ε) and ρΩ is the function defined,
replacing Akε by Ω
k in (2.3).
The proof of Lemma 4.2 is similar to that of Lemma 4.1 in [1].
Lemma 4.3 let ρΩ the function defined replacing A
k
ε by Ω
k in (3). Then the map
]0, 1] −→ R, t 7−→ tn−4ρΩ(0, tX2, ..., tXk)
decreases when t decreases for any X2, ....Xk ∈ Ω.
The same arguments in the proof of Lemma 4.5 in [1] prove easily our lemma.
Proof of Theorems 4.1 and 1.1 From (4.1), (4.2) and Lemmas 4.2 and 4.3, we easily
deduce Theorem 4.1. Lastly, Theorem 1.1 is an easy consequence of Theorems 2.1, 3.1
and 4.1. ✷
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