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Resumo
Esta dissertaç̃ao descreve dois novos métodos de redução de ordem de modelos a tempo
discreto, baseados na minização das normasH2 e H∞ do erro de reduç̃ao. Os ḿetodos s̃ao
definidos a partir de um problema de programação onvexa dado em termos de desigualdades
matriciais lineares. A solução assim obtidáe sub́otima.
Os ḿetodos s̃ao comparados ao truncamento balanceado, procedimento clássico para a redu-
ção de modelos. Quantòa reduç̃ao em normaH2, os resultados indicam que o método proposto
tem desempenho equivalenteàquele do truncamento balanceado. No casoH∞, no entanto, o
método proposto apresenta desempenho signicativamente superior.
Abstract
This work describes two new methods for model reduction of discrete time models, based on
the minimization of theH2 andH∞ norms of the reduction error. The methods are defined by a
convex optimization problem given in terms of linear matrixinequalities. The resulting solution
is suboptimal.
The methods are compared to the balanced truncation, a classical model reduction procedure.
The results indicate that, with respect to theH2 norm reduction, the proposed method has a
similar performance to that from balanced truncation. In the H∞ case, however, the proposed
method performs significantly better.
“E disse. Eu conheci! Como em todo o tempo antes eu não contei ao
senhor — e merĉe peço: — mas para o senhor divulgar comigo, a par,
justo o travo de tanto segredo, sabendo somente noátimo em que eu
tamb́em śo soube... Que Diadorim era o corpo de uma mulher, moça
perfeita... Estarreci. A dor ñao pode mais do que a surpresa. A côice
d’arma de coronha.”
Jõao Guimar̃aes Rosa,Grande Sert̃ao: Veredas
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óbvios da teoria de controle;
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4.2 NormaH∞ do erro de reduç̃ao. . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
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Caṕıtulo 1
Introduç ão e Notaç̃ao
Esta dissertaç̃ao descreve dois novos métodos de redução de ordem de modelos em tempo
discreto, baseados na minimização das normasH2 e H∞ do erro de reduç̃ao. A discuss̃ao é
restrita a modelos estáveis, lineares e invariantes no tempo.
O problema de reduçãoótima em normaH2 eH∞ ainda est́a em aberto, no sentido de que não
são conhecidos ḿetodos que garantidamente calculem sua soluçã ótima em tempo razóavel. Os
métodos introduzidos por esta dissertação prop̃oem uma soluç̃ao sub́otima, baseada na escolha
a priori de uma das variáveis do problema. Esta escolha, realizada de forma a minimizar o grau
de subotimalidade da solução,é o ponto fundamental do ḿetodo.
O problema de redução de modelos em normaH2 e H∞ é formulado em termos de um pro-
blema de otimizaç̃ao. As restriç̃oes s̃ao dadas por desigualdades matriciais n˜ o-lineares e por um
limite sobre o posto de determinadas variáveis do problema. Grande parte do queé discutido na
dissertaç̃ao gira em torno da linearizaç˜ o destas restrições, i.e. busca-se uma formulação dada por
um problema de otimizaç˜ o expresso unicamente em termos de desigualdades matriciais line res
e relaç̃oes lineares entre as vari´ veis. A grande vantagem desta formulação é sua convexidade,
que permite a aplicaç˜ o de algoritmos extremamente eficientes ao problema.
A dissertaç̃ao est́a dividida em quatro capı́tulos, dos quais o primeiro inclui esta introdução e
a listagem da notaç˜ o utilizada nos capı́tulos seguintes .
O caṕıtulo 2 traz conceitos e resultados fundamentais e desenha opano de fundo para o
desenvolvimento dos capı́tulos 3 e 4. Este capı́tulo tem o intuito de servir de orientaç˜ o para o
estudante que não seja especialista em controle´ timo.
O caṕıtulo 3 demonstra os principais resultados da dissertação e prop̃oe os dois novos ḿetodos
de reduç̃ao citados. A reduç̃ao em normaH2 é discutida antes da redução em normaH∞, por




O caṕıtulo 4 avalia os ḿetodos propostos no capı́tulo 3 a partir de uma comparaç˜ o com
o truncamento balanceado, procedimento clássico de redução. Na seç̃ao 4.1, a comparaç˜ o é
realizada com base em modelos gerados aleatoriamente, e, nas seç̃oes 4.2 e 4.3, s̃ao utilizados
modelos de sistemas reais: uma barra flexı́v l e um sistema de massas acoplados por molas e
amortecedores.
Os resultados apresentados por esta dissertação s̃ o ańalogos̀aqueles obtidos por Egas (2004),
que trata da redução de modelos em tempo contı́nuo. Os dois trabalhos foram desenvolvidos em
conjunto e devem muitòa flexibilidade garantida pelo Programa Integrado de Formac¸ão (PIF) da
UNICAMP. O trabalho conjunto gerou quatro artigos, três j́a aceitos para publicaç˜ o (Geromel,
Egas e Kawaoka 2004a, Geromel, Kawaoka e Egas 2004a, Geromel, Egas e Kawaoka 2004b,
Geromel, Kawaoka e Egas 2004b).
1.1 Notaç̃ao
Buscou-se conservar a notação comumente utilizada nos artigos e livros daárea, embora
muitas vezes seja difı́cil identificar o uso que pode ser chamado de padrão. A lista abaixo deve
evitar qualquer ambig̈uidade.
R Conjunto dos ńumeros reais;
C conjunto dos ńumeros complexos;
(′) transposiç̃ao;
(•) respectivo bloco siḿetrico;







forma compacta para representar uma função de transferência a partir
de uma de suas realizações no espaço de estados;
diag(A,B) construç̃ao de uma matriz bloco diagonal, onde as submatrizesA B
comp̃oem sua diagonal principal;
λ(.) autovalor qualquer da matriz (.);
λmax(.) autovalor ḿaximo da matriz (.);
σ̄(A) valor singular ḿaximo da matrizA, σ̄(A) =
√
λmax(AA′);
ρ(A) posto da matrizA;
¥ fim de uma demonstraç˜ o.
Caṕıtulo 2
Fundamentos
2.1 Desigualdades matriciais e LMIs
Esta seç̃ao discute as desigualdades matriciais e, mais especificamente, as desigualdades ma-
triciais lineares1 (LMIs). Os conceitos e resultados apresentados sã simples, mas fundamentais
para a clareza do restante do texto.
Inicialmente, conv́em definir os conceitos de positividade e negatividade de umamatriz
simétrica.
Definição 2.1 Seja Q∈ Rn×n uma matriz real e siḿetrica.
i. Q > 0 ⇔ x′Qx > 0 ∀ x∈ Rn, x 6= 0 .
ii. Q ≥ 0 ⇔ x′Qx ≥ 0 ∀ x∈ Rn, x 6= 0 .
iii. Q < 0 ⇔ x′Qx < 0 ∀ x∈ Rn, x 6= 0 .
iv. Q≤ 0 ⇔ x′Qx ≤ 0 ∀ x∈ Rn, x 6= 0 .
No primeiro caso,Q é dita positiva definida, no segundo caso, positiva semi-defini a, no terceiro
caso, negativa definida e, no quarto caso, negativa semi-defin da. Se ñao se encaixar em nenhum
dos casos acima, a matrizQ é dita indefinida.
O teorema a seguir introduz condições necessárias e suficientes para a positividade ou nega-
tividade de uma matriz real e simétrica em funç̃ao unicamente de seus autovalores. Vale observar
que os autovalores de uma matriz simétrica e real s̃ao necessariamente reais.
1Do inglêsLinear Matrix Inequalities.
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Teorema 2.2 Seja Q∈ Rn×n uma matriz real e siḿetrica. As seguintes afirmações s̃ao ver-
dadeiras.
i. Q > 0 ⇔ Todos os autovalores de Q são positivos.
ii. Q ≥ 0 ⇔ Nenhum autovalor de Q́e negativo.
iii. Q < 0 ⇔ Todos os autovalores de Q são negativos.
iv. Q≤ 0 ⇔ Nenhum autovalor de Q́e positivo.
A prova deste teorema pode ser encontrada em Strang (1988).
O conceito de desigualdade matricial deriva naturalmente da definiç̃ao acima. SeQ1 e Q2
são matrizes reais, siḿetricas, e de mesma dimensão, a desigualdadeQ1 > Q2 é verdadeira, se e
somente se a matriz(Q1−Q2) for positiva definida. Da mesma forma, a desigualdadeQ1 ≥ Q2
é verdadeira, se e somente se a matriz(Q1−Q2) for positiva semi-definida.
As LMIs são desigualdades matriciais que dependem linearmente de uma varíavelx∈ Rn×n,
conforme a definiç̃ao abaixo.
Definição 2.3 (LMI) Recebe o nome de desigualdade matricial linear, ou LMI, uma desigual-
dade matricial na forma




xiFi > 0 (2.1)
em que o vetor x∈ Rn é a varíavel do problema, xi é o seu i-́esimo elemento, e as matrizes
Fi = FTi ∈ Rn×n, i = 0,1, . . . ,m , s̃ao dadas.
Na maioria dos casos, nãoé conveniente escrever uma desigualdade matricial linear na forma
padr̃ao (2.1). Assim, recebe o nome de LMI qualquer desigualdade matricial cuja equival̂encia
com uma desigualdade na forma padrão (2.1) sejáobvia. O lema a seguir discute um caso
especialmente freqüente.
Lema 2.4 O conjunto de LMIs{Fk(x) > 0}pk=1 sempre pode ser escrito como umaúnica LMI
na forma padr̃ao (2.1).
Prova: A prova deste lemáe sugerida por Boyd, Ghaoui, Feron e Balakrishnan (1994b). Da
definiç̃ao 2.1, as LMIs{Fk(x) > 0}pk=1 são simultaneamente satisfeitas, se e somente se a LMI
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F(x) = diag{F1(x),F2(x), . . . ,Fp(x)} > 0 tamb́em for satisfeita. ¥
O conjunto definido por uma LMÍe sempre convexo. Esta propriedade, importante no con-
texto dos problemas de otimização,é demonstrada pelo lema a seguir.
Lema 2.5 O conjunto dos vetores x∈ Rn que satisfazem a LMI F(x) > 0 é convexo.
Prova: Sejamu e v∈ Ω = {x∈ Rn, F(x) > 0} dois vetores que satisfaçam a LMIF(x) > 0,
e w uma combinaç̃ao convexa deu e v dada por w = α u+(1−α)v, em que 0≤ α ≤ 1. O
conjuntoΩ é convexo, se e somente sew pertence aΩ para quaisqueru, v e α nos conjuntos
dados (Luenberger 1973). Observando a expressão (2.1), verifica-se que




[α ui +(1−α)vi ] Fi
= αF(u)+(1−α)F(v) > 0.
A combinaç̃ao convexaw pertence, portanto, ao conjuntoΩ. ¥
Os cinco lemas abaixo distanciam-se da discussão anterior, no sentido de que apresentam
resultados mais sofisticados, entre eles, por exemplo, o Complemento de Schur. Estes resultados
permitem a simplificaç̃ao das desigualdades matriciais lineares e não-lineares obtidas com a
formulaç̃ao do problema de redução no caṕıtulo 3.







em que Q11 = Q′11 e Q22 = Q
′
22. As seguintes afirmações s̃ao equivalentes.
i. Q > 0
ii. Q11 > 0 e Q22−Q21 Q−111 Q′21 > 0
iii. Q22 > 0 e Q11−Q′21 Q−122 Q21 > 0
A prova deste lema pode ser encontrada em Geromel, Colaneri e Locatelli (1997).
Lema 2.7 Seja P∈ Rn×n uma matriz quadrada ñao-singular e A∈ Rn×n uma matriz real e
simétrica. As seguintes afirmações s̃ao verdadeiras.
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i. A > 0 ⇔ P′AP> 0
ii. A < 0 ⇔ P′AP< 0
iii. A ≥ 0 ⇔ P′AP≥ 0
iv. A≤ 0 ⇔ P′AP≤ 0
Prova: Suponha queA seja positiva definida, mas queP′AP não seja. Ent̃ao existe um vetor
não-nulox ∈ Rn, tal que(Px)′A Px≤ 0. ComoP é ñao-singular, o vetory , Px é ñao-nulo e
y′A y≤ 0, o que contraria a hiṕotese de queA é positiva definida.
Suponha agora queP′AP seja positiva definida, mas queA não seja. Ent̃ao existe um vetor
não-nulox∈ Rn, tal que(PP−1x)′A (PP−1x) ≤ 0. ComoP é ñao-singular, o vetory , P−1x é
não-nulo ey′(P′AP)y≤ 0, o que contraria a hiṕotese de queP′AP é positiva definida.
A demonstraç̃ao dos itensii , iii e iv é ańaloga. ¥






















As seguintes afirmações s̃ao verdadeiras.
i. Q > 0 ⇔ Q̂ > 0
ii. Q < 0 ⇔ Q̂ < 0
iii. Q ≥ 0 ⇔ Q̂≥ 0
iv. Q≤ 0 ⇔ Q̂≤ 0
Prova: Basta aplicar o lema 2.7̀a matrizQ̂ = P′QP, em queP é uma matriz de permutaç˜ o de
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As seguintes afirmações s̃ao equivalentes.
i. Q > 0















Prova: A equival̂enciaé obtida diretamente da aplicação do lema 2.6 e do lema 2.7à desigual-
dade do itemi. ¥
O fato de ambos os lemas 2.6 e 2.9 serem denominadosComplemento de Schurnão deve dar
margem a ambig̈uidades. O lema 2.9́e, de fato, um caso particular do lema 2.6.
Lema 2.10 (Eliminação) Dadas as matrizesΩ, Ψ e Θ, existe uma matrizϒ tal que
Ω+ΨϒΘ′ +Θϒ′Ψ′ > 0,
se e somente sêΨ′ΩΨ̂ > 0 e Θ̂′ΩΘ̂ > 0, em queΨ̂ e Θ̂ são os complementos ortogonais deΨ e
Θ, respectivamente.
A prova do Lema da Eliminação pode ser encontrada em Boyd et al. (1994b).
Os lemas abaixo introduzem resultados simples, não ecessariamente relacionados a desi-
gualdades matriciais, aos quais o capı́tulo 3 faz refer̂encia. Ao apresentá-los aqui, procura-se
manter um grau ḿınimo de autonomia no texto.
Lema 2.11 Para quaisquer matrizes A∈ Rm×n e B∈ Rn×m, verifica-se quetr(AB) = tr(BA).






















bkiaik = tr(BA) . (2.2)
¥
2.1. DESIGUALDADES MATRICIAIS E LMIS 8
Lema 2.12 Sejam Q, R e Z matrizes reais, simétricas e de mesma dimensão. As seguintes
afirmaç̃oes s̃ao verdadeiras.
i. Z > 0 ⇒ tr(Z) > 0.
ii. Q > R ⇒ tr(Q) > tr(R).
iii. Q > R e Z > 0 ⇒ tr(QZ) > tr(RZ).
iv. Q> R e Z > 0 ⇒ λmax(QZ) > λmax(RZ).
Prova: A decomposiç̃ao deZ = Z′ > 0 em valores singulareśe dada porZ = UΣU ′, comU
unitária. Verifica-se, portanto, que tr(Z) = tr(UΣU ′) = tr(U ′UΣ) = tr(Σ). Os valores singulares
deZ são necessariamente positivos, de forma que tr(Z) = tr(Σ) > 0, o que prova o itemi.
Da linearidade do traço, tr(Q)− tr(R) = tr(Q−R). Como a matriz(Q− R) é positiva
definida, o itemi garante que tr(Q)− tr(R) > 0, o que prova o itemii .
Da linearidade do traço, verifica-se que tr(QZ)− tr(RZ) = tr [(Q−R)Z]. A decomposiç̃ao
de Z = Z′ > 0 em valores singulareśe dada porZ = UΣU ′, comU unitária eΣ não-singular.





Q−R> 0, o lema 2.7 garante queΣ1/2U ′(Q−R)UΣ1/2 > 0, o que prova o itemiii .
DecompondoZ como acima e definindoP = UΣ1/2, verifica-se queλ(QZ) = λ(P′QP) e que
λ(RZ) = λ(P′RP). Sejamu e v dois vetores unit́arios associados aos autovalores máxi os de
QZ e RZ, respectivamente. Da definição deu, é posśıvel concluir quev′P′QPv≤ u′P′QPu=
λmax(QZ). Assim, se o autovalor ḿaximo deQZ é menor do que o autovalor máximo deRZ,
ent̃ao necessariamentev′P′(Q−R)Pv≤ 0, o que contradiz a hiṕotese da positividade de(Q−R)
e prova o itemiv. ¥
Lema 2.13 (Desigualdade de Sylvester) Dadas A∈ Rm×n e B∈ Rn×p, verifica-se que
ρ(A)+ρ(B)−n≤ ρ(AB) ≤ min{ρ(A),ρ(B)} , (2.3)
em queρ(A) e ρ(B) denotam o posto das matrizes A e B, respectivamente.
Prova: A prova deriva da identidade entre o posto de uma matriz e a dimens̃ao da sua imagem,
e do fato de que a nulidade de uma matrizA∈ Rm×n qualqueŕe dada porn−ρ(A). ¥
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2.1.1 LMIs, teoria de controle e otimizaç̃ao convexa
As LMIs aparecem no contexto da teoria de controle pela primeira vez no fim do śeculo
XIX, no artigo em que Lyapunov discute a estabilidade de sistemas din̂amicos. Desde então,
diversos pesquisadores têm se dedicado ao seu estudo, seja através da formulaç̃ao de problemas
de controle em termos de LMIs, ou através da busca por soluções para estas mesmas formulações.
Em especial, naśultimas duas d́ecadas do śeculo XX, o desenvolvimento de ḿetodos nuḿericos
eficientes para a solução de LMIs incentivou a pesquisa por novas formulações para antigos
problemas de controle. Alguns problemas até ent̃ao considerados intrat´ veis foram resolvidos
neste peŕıodo. Em Boyd, Ghaoui, Feron e Balakrishnan (1994a), discute-se com mais detalhes
estes acontecimentos.
Dentro da teoria de controle, o termo LMIé utilizado tanto para as desigualdades matriciais
na forma (2.1), quanto para problemas de factibilidade ou deotimizaç̃ao envolvendo estas mes-
mas desigualdades. Assim, quando se fala emsoluç̃ao de uma LMI refere-se, de fato,à soluç̃ao
de um dos dois problemas a seguir.
. Problema de factibilidade: Dada a LMIF(x) > 0 na varíavel x ∈ Rn, o problema de
factibilidade consiste em determinar se existexf ∈ Rn tal queF(xf ) > 0 e, se possı́vel, em
obterxf .
. Problema de otimizaç̃ao: Dadas a LMIF(x) > 0 na varíavelx∈ Rn e a funç̃ao objetivo
f (x) = c′x, em quec ∈ Rn é dado, o problema de otimização consiste em determinar




{ f (x) = c′x | F(x) > 0}. (2.4)
Neste trabalho, formula-se o problema de redução de modelos lineares discretos como um
problema de otimizaç̃ao na forma (2.4), com função objetivo linear e restriç̃oes em termos de
LMIs. O interesse nesta formulaç˜ o deve-se ao fato de que foram desenvolvidos e implementados
algoritmos muito eficientes para a sua solução.
A eficiência dos algoritmos para a solução de LMIs baseia-se, antes de tudo, no fato de
que (2.4)é um problema de otimizaç˜ o convexa, em que pesa a identidade fundamental entre
mı́nimos locais e globais. Boyd et al. (1994b) cita um artigo de Rockafellar (Rockafellar 1993)
em que o autor destaca a importância da convexidade no contexto dos problemas de otimização.
“Uma śerie de propriedades favoráveisà obtenç̃ao eà interpretaç̃ao de soluç̃oes derivam deste
conceito e, de fato, o grande divisor deáguas [dentro da teoria da otimização] encontra-se ñao
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entre problemas lineares e não-lineares, mas entre problemas convexos e não-convexos.”
Para resolver os exemplos numéricos discutidos no capı́tulo 4, utilizou-se o programa LMI-
Solver, desenvolvido na Faculdade de Engenharia Elétrica e de Computaç˜ o da UNICAMP
(de Oliveira, de Farias e Geromel 1997). O núcleo do programáe um algoritmo de pontos inte-
riores espećıfico para problemas de otimizaç˜ o na forma (2.4) e aceita, além das LMIs, restriç̃oes
na forma de igualdades matriciais afins. Algoritmos de pontos i teriores para LMIs s̃ao extrema-
mente eficientes e derivam do trabalho de Karmarkar, Nesterov e Nemirovsky ainda na década
de 80. Uma discussão mais detalhada deste e de tópicos relacionados pode ser encontrada em
Boyd et al. (1994b) e de Oliveira (1996).
2.2 Sistemas Discretos LTI
Este trabalho aborda a redução de sistemas discretos, lineares e invariantes no tempo (sis-
temas discretos LTI). S̃ao apresentados abaixo a notação utilizada para representar estes sistemas
e alguns conceitos e resultados associados a que fazem referência os caṕıtulos 3 e 4.
Todo sistema discreto LTI pode ser representado por sua func¸˜ o de transferênciaH(ζ) ou por
uma realizaç̃ao no espaço de estados dada por
{
x(k+1) = Ax(k)+Bu(k), x(0) = x0
y(k) = Cx(k)+Du(k).
(2.5)
em que as matrizesA, B, C e D têm dimens̃oes apropriadas,u(k) é o sinal de entrada,y(k) é o
sinal de sáıda, ex(k) é o estado do sistema. A relação entre as duas representaçõesé dada por
H(ζ) = C(ζI −A)−1B+D. (2.6)
Por convenîencia, utiliza-se a notaç˜ o a seguir para indicar tanto a função de transferência,
quanto uma de suas realizações no espaço de estados.






Como sugerido acima, há infinitas posśıveis realizaç̃oes para um dado sistema ou função de
transfer̂encia. O lema abaixo parametriza um conjunto destas realizações em funç̃ao de uma
matriz ñao-singular∆.
2.2. SISTEMAS DISCRETOS LTI 11
Lema 2.14 (Similaridade) Dois sistemas s̃ao ditos similares, se suas funções de transferência



















em que∆ é, por hiṕotese, ñao-singular.
Prova: Da relaç̃ao entre a representação no espaço de estados e a correspondente função de
transfer̂encia, verifica-se que




o que prova o lema proposto. ¥
Não necessariamente a ordem da realização — seu ńumero de estados —́e igualà ordem da
correspondente função de transferência — seu ńumero de ṕolos. De fato, a ordem da realizaçãoé
sempre maior ou igualàquela da funç̃ao de transferência, uma vez que esta representa o sistema
apenas do ponto de vista da relação entre seus sinais de entrada e saı́da. Uma realizaç̃ao no
espaço de estadosé dita ḿınima, quando a sua ordem e a ordem da função de transferência
correspondente são iguais.
A controlabilidade e a observabilidade são conceitos fundamentais para o estudo dos sistemas
dinâmicos e levam a uma interpretação importante da diferença entre as ordens da realizaç˜ o e da
função de transferência de um sistema. Um sistemaé dito controĺavel, se sempré posśıvel levá-
lo de um estadox1 qualquer para um estadox2 qualquer, ée dito observ́avel, se sempréposśıvel
identificar seu estado inicial a partir da observação de sua saı́da. Os teoremas 2.15 e 2.16 abaixo
estabelecem condições necessárias e suficientes para a controlabilidade e a observabilidde e
um sistema LTI discreto.
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Teorema 2.15 (Controlabilidade) Considere o sistema discreto LTI assintoticamente estáv l
dado pela realizaç̃ao no espaço de estados (2.5). As seguintes afirmações s̃ao equivalentes.
i. O sistemáe controĺavel.







iii Se né o ńumero de estados do sistema, a matriz de controlabilidade dosistema, definida
abaixo, tem posto n.
Wc ,
[
B AB · · · An−1B
]
(2.11)
Teorema 2.16 (Observabilidade) Considere o sistema discreto LTI assintoticamente estáv l
dado pela realizaç̃ao no espaço de estados (2.5). As seguintes afirmações s̃ao equivalentes.
i. O sistemáe observ́avel.







iii Se n é o ńumero de estados do sistema, a matriz de observabilidade do sistema, definida



















A prova dos teoremas 2.15 e 2.16 pode ser encontrada em Kailath (1980).
Vale observar qué comum ñao disting̈uir o sistema de sua realização no espaço de estados,
como nos teoremas acima. No entanto, se se entende que o sistema é definido por sua função
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de transfer̂encia, deixa de fazer sentido afirmar que eleé ou ñao controĺavel ou observ́avel, j́a
que h́a infinitas realizaç̃oes posśıveis para uma dada função de transferência. Neste caso, a
controlabilidade e a observabilidade são propriedades da realização e ñao do sistema em si.
Kailath (1980) demonstra que uma realização é ḿınima, se e somente se elaé controĺavel
e observ́avel. A diferença de ordem entre a realização e a correspondente função de trans-
ferênciaé determinada, portanto, pelo fato de alguns estados definidos pela realizaç̃ao serem
não-controĺaveis ou ñao-observ́aveis. Este resultadóe aplicado na formulação do problema de
reduç̃ao no caṕıtulo 3. Nele, o modelo reduzidóe descrito por uma realizaç˜ o de ordem igual
àquela do modelo original, mas impõe-se que alguns de seus estados sejam não-observ́aveis, de
forma que sua funç̃ao de transferência tenha ordem reduzida. A solução do problemáe dada,
assim, por uma realizaç˜ o ḿınima associadà funç̃ao de transferência do modelo reduzido.
A estabilidade assintó ica é outra propriedade fundamental para a descrição de sistemas
dinâmicos. O lema abaixo estabelece as condições necessárias e suficientes para que um sis-
tema discreto LTI definido por sua realização no espaço de estados seja assintoticamente estável.
Lema 2.17 (Estabilidade assintótica) Considere o sistema discreto LTI descrito por sua
realizaç̃ao no espaço de estados (2.5). As seguintes afirmações s̃ao equivalentes.
i. O sistemáe assintoticamente estável.
ii. Todos os autovalores da matriz A têm ḿodulo estritamente menor do que a unidade.
iii. A solução P da equaç̃ao de Lyapunov A′PA−P+Q= 0, com Q= Q′ > 0, é única e positiva
definida.
A prova deste lema pode ser encontrada em Kailath (1980).
Os gramianos de controlabilidade e observabilidade associad s a um sistema discreto LTI
assintoticamente estável e descrito por (2.5) podem ser calculados através da soluç̃ao das equaç̃oes
de Lyapunov
APcA
′−Pc +BB′ = 0, (2.14)
A′PoA−Po +C′C = 0, (2.15)
em quePc e Po são os gramianos de controlabilidade e observabilidade, de acordo com as
definiç̃oes (2.10) e (2.12), respectivamente. Glover (1984) discute om mais detalhes a relação
entre os gramianos, a controlabilidade e a observabilidadee sistemas din̂amicos. A discuss̃ao
leva naturalmentèa definiç̃ao do truncamento balanceado e da reduçãoótima em norma de Han-
kel, dois ḿetodos cĺassicos de redução de modelos.
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2.3 NormasH2 e H∞
As normasH2 eH∞ operam sobre o espaço das funçõesH(ζ) ∈ Cm×n, ζ ∈ C, do qual fazem
parte as funç̃oes de transferˆ ncia de sistemas dinâmicos MIMO lineares, estáveis e invariantes
no tempo. Cada uma das duas normas introduz uma forma de medir adist̂ancia entre sistemas
dinâmicos quaisquer e, neste sentido, são fundamentais para a definição do problema de redução
de modelos via otimização.
Esta seç̃ao define as normasH2 e H∞ e discute o seu cálculo para o caso particular em que
H(ζ) é a funç̃ao de transferência de um sistema dinâmico MIMO linear, est́avel e invariante no
tempo.
Definição 2.18 (Norma H2) Considere a matriz racional H(ζ) anaĺıtica para |ζ| ≥ 1. A




















em que h(k) é a transformada Z inversa de H(ζ).
Definição 2.19 (Norma H∞) Considere a matriz racional H(ζ) anaĺıtica para |ζ| ≥ 1. A








Os dois lemas a seguir estabelecem condições necessárias e suficientes para que a normaH2
ou H∞ de um sistema estável seja inferior a um dadoγ > 0. Estas condiç̃oes s̃ao utilizadas, no
caṕıtulo 3, para formular o problema de redução de modelos em normaH2 e H∞.
Lema 2.20 Considere o sistema discreto, assintoticamente estáv l
{
x(k+1) = Ax(k)+Bu(k), x(0) = 0
z(k) = Cx(k)+Du(k)
(2.18)
e sua funç̃ao de transfer̂enica
H(ζ) = C(ζI −A)−1B+D, (2.19)
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em que A∈ Rn×n, B∈ Rn×m, C∈ Rr×n e D∈ Rr×m. Sobre este sistema, as seguintes afirmações
são equivalentes (de Oliveira 1999).
i. ‖H(ζ)‖22 < γ
ii. Existem matrizes siḿetricas P∈ Rn×n e W∈ Rm×m tais que





















Lema 2.21 Considere o sistema discreto, assintoticamente estáv l dado por (2.18) e (2.19).
Sobre este sistema, as seguintes afirmações s̃ao equivalentes (de Oliveira 1999).
i. ‖H(ζ)‖2∞ < γ







P A′P 0 C′
• P PB 0
• • γI D′








Os lemas 2.20 e 2.21 sugerem que as normaH2 e H∞ de sistemas lineares, estáveis e in-
variantes com o tempo possam ser calculadas através de problemas de otimização com funç̃ao
objetivo γ e restriç̃oes dadas pelas LMIs (2.20–2.22), no casoH2, ou pela LMI (2.23), no caso
H∞.
Do ponto de vista da relaç˜ o entrada–saı́da e de forma simplificada, a normaH2 estabelece
uma medida da energia do sinal de saı́da de um sistema para um sinal de entrada impulsivo, e
a normaH∞, mais comum no contexto do controle robusto de sistemas, repres nta a ḿaxima
raz̃ao entre as energias do sinal de saı́da e de entrada de um sistema para todos os possı́vei
sinais de entrada de energia finita. Uma discussão mais detalhada sobre as normasH2 eH∞ pode
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ser encontrada em Doyle, Francis e Tannenbaum (1992), Geromel et al. (1997) e Zhou e Doyle
(1998).
2.4 Reduç̃ao de Modelos
Muitas situaç̃oes no processo de an´ lise e projeto de sistemas dão origem a modelos de
ordem elevada. A descrição da din̂amica de estruturas flexı́veis, discutida na seção 4.2,é um
caso t́ıpico. Modelos de ordem elevada s˜ o normalmente evitados na engenharia, tanto porque
são mais dif́ıceis de analisar, como porque a implementação de controladores ou filtros de ordem
elevadáe mais custosa, mais complexa e mais susceptı́v l a falhas (Zhou e Doyle 1998).
O problema de redução trata ent̃ao de determinar modelos de ordem mais baixa que se apro-
ximem do modelo original segundo algum crité o pŕe-definido. A cada critério corresponde
um problema de redução diferente. Skelton e de Oliveira (2001) discutem alguns dos princi-
pais ḿetodos de redução a partir das caracterı́sticas que buscam preservar no modelo de ordem
reduzida.
Dentre os diversos ḿetodos de redução de modelos, o truncamento balanceado destaca-se
por sua simplicidade e eficiência e, por este motivo,é utilizado como referência na avaliaç̃ao dos
métodos de redução propostos no capı́tulo 3. O truncamento balanceado faz parte de uma classe
de ḿetodos em que a estratégia comuḿe encontrar uma realizaç˜ o para o sistema original que
deixe em evid̂encia os estados menos significativos para o problema e realizar, em seguida, uma
operaç̃ao simples de truncamento de estados.
Os ḿetodos propostos por esta dissertação fazem parte de uma segunda classe, em que o
modelo reduzidóe obtido a partir da solução de um problema de otimizaç˜ o e ñao diretamente a
partir do truncamento de estados.
O objetivo desta seção é introduzir o algortimo do truncamento balanceado e discutir al-
guns aspectos de interesse no método. A apresentaç˜ o do algoritmo segue aquela de Skelton e
de Oliveira (2001).
Algoritmo 2.1 (Truncamento balanceado) Seja H(ζ) um sistema de ordem n, assintotica-







2.4. REDUÇÃO DE MODELOS 17
Considere matrizes F,Σ e U tais que
F ′F = Pc, (2.25)
UΣU ′ = FPoF ′, (2.26)
em que U eΣ definem uma possı́vel decomposiç̃ao de FPoF ′ em valores singulares, obtida de
forma a garantir que os elementos da diagonal deΣ stejam em ordem decrescente. As matrizes
Po e Pc são, respectivamente, os gramianos de observabilidade e controlabilidade associados ao






























A idéia do truncamento balanceado vem da observação de que estados pouco observáveis ou
pouco controĺaveis tendem a ter influência pequena no sinal de saı́d . É comum, no entanto, que
os estados de um sistema sejam simultaneamente pouco observáveis e muito controláveis, ou
muito observ́aveis e pouco controláveis, de forma que nãoé evidente a identificaç˜ o dos estados
menos significativos.
A soluç̃ao proposta pelo truncamento balanceado para este problemaé determinar, para o
sistema original, uma realizaç˜ o em que os gramianosPc ePo sejam matrizes diagonais idênticas.
Essa realizaç̃ao, dita internamente balanceada, existe para todo sistemana forma (2.24). Como
a observabilidade e a controlabilidade dos diversos estadode uma realização est̃ao intimamente
associadas aos valores singulares de seus gramianos, torna-se simples, num sistema internamente
balanceado, determinar os modos de menor influê cia no sistema. O modelo reduzidoé btido
a partir do truncamento dos modos simultaneamente menos controláveis e menos observá eis
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associados aos menores elementos das diagonais dePc e dePo.
Uma discuss̃ao mais detalhada do truncamento balanceado e de outros mét dos de redução
via truncamento de estados pode ser encontrada em Glover (1984), Zhou e Doyle (1998), e
Skelton e de Oliveira (2001).
Caṕıtulo 3
Reduç̃ao de Modelos via Desigualdades
Matriciais Lineares
Este caṕıtulo define o problema de redução de modelos discretos, lineares e invariantes no
tempo e prop̃oe uma soluç̃ao sub́otima em termos de um problema de otimização na forma dada
por (2.4).
Dois modelos estão envolvidos no processo de redução. O primeiro, dito original,́e co-
nhecido precisamente. O segundo, dito reduzido,é desconhecido, mas de ordem dada. O
problema consiste em determinar o modelo reduzido que melhor apr xime o modelo original
segundo um crit́erio espećıfico.
Esta dissertaç̃ao restringe-se ao estudo de modelos discretos, lineares e invariantes no tempo,
de forma quée posśıvel representar os modelos original e reduzido de acordo com a notaç̃ao
introduzida na seç̃ao 2.2. O crit́erio utilizado para quantificar a qualidade da aproximação é
definido em termos do erro de redução e das duas normas discutidas na seç˜ o 2.3.
O problema de redução discutido nesta dissertação parece ñao ter soluç̃ao simples. O obstácu-
lo principal, do ponto de vista dos métodos baseados em otimização, deve-sèa sua ñao-convexi-
dade. Uma formulaç̃ao comum em muitos trabalhos (Skelton e de Oliveira 2001) inclui entre suas
restriç̃oes um limitante ao posto de determinadas variáveis matriciais. Ñao foi encontrada até o
momento qualquer transformação que torne esta restrição convexa ou, mais especificamente, que
permita expresśa-la na forma de uma LMI.
No entanto, dada a importância pŕatica e téorica do problema, muitos autores tˆ m se dedicado
à busca de sua solução. Alguns ḿetodos prop̃oem soluç̃oes sub́otimas baseadas na definição e
minimizaç̃ao de limitantes da norma do erro de redução (Glover 1984, Anderson e Liu 1989).
Uma abordagem diferente aparece em Skelton, Iwasaki e Grigoriadis (1997), onde os autores in-
troduzem um ḿetodo de projeç̃oes alternadas capaz de lidar com restrições ao posto de vari´ veis
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matriciais, mas que não garante a otimalidade global da solução.
Esta dissertaç̃ao segue um terceiro caminho. O problema de redução de modelośe convertido
em um problema de otimizaç˜ o convexa em termos de LMIs através da escolha priori de uma
de suas variáveis. A escolháe um passo crı́tico do ḿetodo proposto e determina o grau de
subotimalidade da solução.
3.1 Definiç̃ao do Problema







em que as matrizesA ∈ Rn×n, B ∈ Rn×m, C ∈ Rr×n e D ∈ Rr×m são precisamente conhecidas.
Assume-se que o sistema seja assintoticamente estável e que a realizaç˜ o A,B,C,D seja con-
trolável e observ́avel.
O problema consiste em determinar o sistema discreto, linear e invariante no tempoHr(ζ)
que melhor aproxime o sistema originalH(ζ). A ordem deHr(ζ) é pŕe-especificada e arbitrária.
Esta dissertaç̃ao restringe-se, no entanto,à particular situaç̃ao em que a ordem deHr(ζ) é menor
do que a ordem deH(ζ). A soluç̃ao para os demais casosé trivial.







em queAr ∈ Rq×q, Br ∈ Rq×m, Cr ∈ Rr×q, Dr ∈ Rr×m e 0≤ q≤ n. Vale notar que, seHr(ζ) tem
ordem estritamente igual aq, a realizaç̃aoAr ,Br ,Cr ,Dr é necessariamente mı́nima.
O critério utilizado para avaliar a aproximação é dado pela normaH2 ou H∞ do erro de
reduç̃aoE(ζ), definido por
E(ζ) , H(ζ)−Hr(ζ). (3.3)
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em queH denota o conjunto de todos os modelos lineares e invariantesno tempo com ordem
menor ou igual̀a especificada.
A soluç̃ao de (3.4) e (3.5) foi investigada por diversos autores (Glover 1984, Anderson e Liu
1989, Skelton et al. 1997, Skelton e de Oliveira 2001). Como asfunções objetivo s̃ao convexas,
a dificuldade de resolvê-los concentra-se no conjuntoH , que geralmenté ñao-convexo, dada a
imposiç̃ao de que a ordem deHr(ζ) seja estritamente menor do quen. No entanto, como mostra
este caṕıtulo, técnicas de programaç˜ o convexa para LMIs podem ser utilizadas na obtenção
de soluç̃oes sub́otimas para (3.4) e (3.5) que possuam desempenho superioràquele de outros
métodos dispońıveis na literatura, em particular` quele do truncamento balanceado.
3.2 Reduç̃ao de Modelos em NormaH2
Esta seç̃ao discute o casoH2 do problema de redução definido formalmente por (3.4). Uma
abordagem diferente daquela normalmente encontrada em outros trabalhośe utilizada. O modelo
reduzidoé constrúıdo a partir de uma realizaç˜ o de ordem igual̀aquela do modelo original sobre
a qual se imp̃oe que alguns modos sejam não-observ́aveis. Uma realizaç̃ao ḿınima para o modelo
reduzido em funç̃ao dos par̂ametros do problemáe, por fim, obtida.
O lema 3.1 e o teorema 3.2 introduzem resultados já conhecidos, apesar de as demonstrações
serem originais. O lema 3.1 se baseia largamente nos resultados em filtrageḿotima obtidos
por Geromel, Bernoussou, Garcia e de Oliveira (2000), enquanto o teorema 3.2 segue, em certa
medida, os resultados em redução de modelos apresentados por Skelton e de Oliveira (2001).
Lema 3.1 Todas as funç̃oes de transferência Hr(ζ) assintoticamente estáveis de ordem q= n







em que as matrizes F, M, L, K, Z= Z′, X = X′ e W= W′, todas com dimensões compatı́veis,
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satisfazem as desigualdades matriciais lineares







W B′Z B′X−L′ D′−K′
• Z Z 0
• • X 0
















Z Z A′Z A′X−M′ C′−F ′
• X A′Z A′X C′
• • Z Z 0
• • • X 0










Prova: SejaHr(ζ) um sistema assintoticamente estável de ordemq= n descrito por (3.2). Uma
posśıvel realizaç̃ao para o erro de reduçãoE(ζ) , H(ζ)−Hr(ζ) associado aHr(ζ) é dada por
















De acordo com o lema 2.20, o sistema reduzidoHr(ζ) satisfaz‖H(ζ)−Hr(ζ)‖22 < γ, se e
somente se existirem matrizes simétricasP eW que satisfaçam as desigualdades matriciais





















de forma quée posśıvel afirmar que todas as funções de transferˆ nciaHr(ζ) est́aveis de ordem
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em queAr , Br , Cr e Dr satisfazem (3.11–3.13) para alguma matrizW simétrica e alguma matriz
P positiva definida.
É necesśario demonstrar, portanto, a validade de ambas as proposições abaixo.
i. A cada conjunto de matrizes{Ar ,Br ,Cr ,Dr ,P} que satisfaz (3.11–3.13) está associado um











ii. A cada conjunto de matrizes{F,K,L,M,X,Z} que satisfaz (3.7–3.9) está associado um























em queX = X′, X̂ = X̂′, Y = Y′, Ŷ = Ŷ′, U , V ∈ Rn×n. Esta partiç̃ao obviamente implica
relaç̃oes de dependência entre as seis matrizes definidas acima.É fácil ver, por exemplo, queX,
U e X̂ determinamY, V e Ŷ. Antes de determinar estas relações, vale observar que tanto (3.12)
quanto (3.13) garantem, pelo Complemento de Schur, queP é positiva definida, de forma que
é posśıvel definir sua inversa. A positividade deP garante, por sua vez, queX, X̂, Y e Ŷ são
positivas definidas e inversı́veis. ComoPP−1 = I , X, X̂, Y, Ŷ, U eV devem satisfazer, por fim,
as equaç̃oes
XY+UV ′ = I , (3.18)
X̂Ŷ +U ′V = I , (3.19)
XV+UŶ = 0, (3.20)
X̂V′ +U ′Y = 0, (3.21)
das quais umáe redundante, dada a simetria das matrizesP P−1.









I 0 0 0
0 I Y 0
0 0 V ′ 0














I 0 0 0
0 I 0 0
0 0 Y−1 0














I 0 0 0
0 0 I 0
0 I 0 0















W B′Y−1 B′X +B′rU
′ D′−D′r
• Y−1 Y−1 0
• • X 0












1 à esquerda. O lema
2.7 garante a equivalência entre as duas desigualdades, desde que as matrizes em quest̃ao ñao
sejam singulares. A matrizM3 é uma matriz de permutaç˜ o de colunas e, portanto, não-singular.
A matriz M2 é claramente ñao-singular, dada a positividade deY e Y−1. A matriz M1 é ñao-







seja ñao-singular. Se as restrições (3.11–3.13) são fact́ıveis, semprée posśıvel fixar U não-
singular de forma a mantê-las fact́ıveis. A equaç̃ao (3.21) garante, por outro lado, que, dadaU
não-singular, a matrizV tamb́emé ñao-singular. ComV e conseq̈uentementeT não-singulares,
garante-se, por fim, a equivalência entre (3.13) e (3.23).










I Y 0 0 0
0 V ′ 0 0 0
0 0 I Y 0
0 0 0 V ′ 0


















I 0 0 0 0
0 Y−1 0 0 0
0 0 I 0 0
0 0 0 Y−1 0


















0 I 0 0 0
I 0 0 0 0
0 0 0 I 0
0 0 I 0 0




















Y−1 Y−1 A′Y−1 A′X +Y−1VA′rU
′ C′−Y−1VC′r
• X A′Y−1 A′X C′
• • Y−1 Y−1 0
• • • X 0














4 à esquerda.́E fácil
verificar que, como no caso anterior,M4, M5 e M6 são ñao-singulares, de forma queé posśıvel
afirmar que (3.12) e (3.26) são equivalentes. As fatoraçõesM1M2M3 e M4M5M6 refletem o
desenvolvimento dos resultados em Geromel et al. (2000).
A mudança de variáveis definida abaixo associa (3.23) a (3.8), (3.26) a (3.9),e prova que, se
existe{Ar ,Br ,Cr ,Dr ,P} que satisfaz (3.11–3.13), existe{F,K,L,M,X,Z} que satisfaz (3.7–3.9).

















A mudança de variáveis acima tamb́em garante a validade de (3.15). Aplicando (3.27–3.28) a







De (3.18) e (3.21), verifica-se queX−Z = U ′X̂U. ComoX̂ é necessariamente positiva definida
e semprée posśıvel escolherU não-singular, conclui-se queU ′X̂U = X−Z tamb́emé positiva
definida, de forma que sua inversa em (3.15) e (3.29) de fato existe.
É fácil verificar, a partir de (3.18), queU−1(Y−1−X) = V ′Z. Como, por definiç̃ao,Z = Y−1,






, com ∆ = (Z−X)−1U. (3.30)
que, de acordo com o lema 2.14,é similar a (3.14). A equaç˜ o (3.15)é, portanto, satisfeita, e a
proposiç̃ao i, válida.
Para provar a validade da proposiçãoii , basta verificar que, dadas uma matrizU não-singular
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qualquer e duas matrizes simétricasX eZ que satisfaçam as LMIsX−Z > 0 e (3.7–3.9), sempre
é posśıvel determinarX̂ > 0, Ŷ > 0 eV não-singular que satisfaçam (3.18–3.21). Neste caso, a
mudança de variáveis definida por (3.27–3.28)é inverśıvel. Prova-se mais̀a frente que quaisquer
X eZ que satisfaçam (3.7–3.9) são tais queX−Z > 0, o que garante a validade da proposição ii
e conclui esta demonstraç˜ o. ¥
O resultado do lema 3.1 pode ser consideravelmente simplificado atrav́es da eliminaç̃ao das
variáveisF , M, L e K. A idéia, descrita no teorema a seguir,é determinar estas vari´ veis ma-
triciais em termos das vari´ veis restantesZ e X, sem qualquer perda de generalidade no que diz
respeito ao conjunto dos modelosHr(ζ) fact́ıveis.
Teorema 3.2 Se X e Z s̃ao matrizes siḿetricas que satisfazem as LMIs
tr(B′ZB) < γ, (3.31)
X > Z, (3.32)













é tal que‖H(ζ)−Hr(ζ)‖22 < γ.
Prova: Aplicando o complemento de Schur ao bloco(2,2) da LMI (3.8), verifica-se que esta
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′ = Φ. De acordo com o mesmo lema, existeϒ1 tal queΦ > 0,
se e somente se






É fácil verificar que, se (3.40) e (3.41) são satisfeitas,ϒ1 = 0 é tal queΦ > 0. Portanto,
imporϒ1 = 0 garante a equivalência entre (3.36) e (3.40–3.41). Esta nova restrição fixaL eK em
função deX e Z, mas ñao implica perda de generalidade, já queL e K não aparecem nas demais
restriç̃oes (3.7) e (3.9).
A LMI (3.41) equivale, pelo Complemento de Schur, a (3.32). A LMI (3.40) implica tr(W) >
tr(B′ZB), de forma queγ > tr(W) > tr(B′ZB). ComoW não aparece em outras restrições, sempre
é posśıvel imporW → B′ZB de forma a satisfazer (3.40). Esta escolha implica a equivalência
entre (3.10) e (3.31) e não envolve qualquer perda de generalidade.
Um racioćınio ańalogo levàas restriç̃oes (3.33) e (3.34). Aplicando o Complemento de Schur
ao bloco(3,3) da LMI (3.9) e, em seguida, ao bloco(2,2) da desigualdade resultante, verifica-se
a equival̂encia entre (3.9) e







em queΦ11, Φ21 e Φ31 são dadas por













































de forma queΩ + Θϒ2Ψ′ + Ψϒ′2Θ
′ = Φ. Existeϒ2 tal queΦ > 0, se e somente seΦ11 > 0 e
Φ22 > 0. Se estas duas desigualdades são atisfeitas,ϒ2 = 0 é tal queΦ > 0. A imposiç̃ao da
nulidade deϒ2 garante a equivalência entre (3.43) e (3.47) e fixaM eF em funç̃ao deX eZ sem
qualquer perda de generalidade, já queM eF não aparecem nas demais restrições do problema.
As equival̂encias a seguir, obtidas através da repetida aplicaç˜ o do Complemento de Schur,
associamΦ11 > 0 a (3.34) eΦ22 > 0 a (3.33).












> 0, X−Z > 0

















⇔ X−A′XA−C′C > 0, X−Z > 0
Vale observar que (3.42)é sempre satisfeita paraX > Z eA′XA−X +C′C < 0. De fato,
X−A′ZA> A′XA−A′ZA+C′C = A′(X−Z)A+C′C > 0. (3.48)
A relaç̃ao entre as variáveis{F,K,L,M} e{X,Z}, estabelecida ao longo desta demonstração,
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é dada por





ϒ2 = 0 ⇒
{
M = (X−Z)A− (X−Z)A(X−A′ZA)−1(Z−A′ZA)
F = C−C(X−A′ZA)−1(Z−A′ZA)
(3.50)
As equaç̃oes acima garantem a equivalência entre as funções de transferˆ ncia (3.6) e (3.35) e





A soluç̃ao do problema de redução proposta por esta dissertação se baseia no resultado do
teorema 3.2. Impondo a relaç˜ oZ = βX com 0< β < 1, as LMIs (3.32 - 3.34) dadas pelo teorema
continuam fact́ıveis. Forçandoβ tender a zero, verifica-se queHr(ζ) dada por (3.35) tende aH(ζ)
e que o erro de reduçãoγ tende arbitrariamente a zero, como esperado. Por outro lado, forçando
β tender a 1, as matrizesAr e Cr em (3.35) se anulam eHr(ζ) tendeà aproximaç̃ao de ordem
nulaH0(ζ) = D, para a qual o erro de reduçãoé dado por‖C(ζI −A)−1B‖22 = tr(B′PB), em que
P é o gramiano de observabilidade associado aH(ζ). A parametrizaç̃ao deHr(ζ) dada por (3.35)
inclui, portanto, modelos de ordemn, entre eles o modelo originalH(ζ), e modelos de ordem
arbitrariamente pŕoxima a zero.
Esta ańalise sugere que modelos de ordemnr entre 0 en tamb́em façam parte do conjunto
de modelos definido por (3.35). De fato, impondo queZ tenda aX em parte do espaçoRn×n,
i.e., impondo que um dado númeroq de autovalores deX −Z tenda a zero, verifica-se que a
realizaç̃ao deHr(ζ) dada por (3.35) tendèa ñao-observabilidade e que, em particular, a ordem
do modeloHr(ζ) tende arbitrariamente an−q.
A afirmaç̃ao de que alguns modos do modelo tornam-se não observ́aveis baseia-se na fatora-
ção da matriz de observabilidadeWo associada aHr(ζ). Partindo de (3.35),́e fácil verificar que
Wo pode ser fatorada na formaWo = W̄o(X −Z). QuandoX tende aZ, o posto deWo cai e a
realizaç̃ao (3.35) torna-se não-observ́avel.
Da discuss̃ao acima, conclui-se que impor a igualdade entreX Z em partes do espaço
implica uma restriç̃ao à ordem do modelo reduzido (3.35). Matematicamente, esta condição é














em queS= [ V J ] é uma matriz ñao-singular apropriadamente particionada,Σ ∈ Rq×q é uma
matriz positiva definida,O(ε) é uma matriz positiva da ordem deε, e ε > 0 é um escalar arbi-




A(X−A′ZA)−1(VΣV ′ +JO(ε)J′) B
C(X−A′ZA)−1(VΣV ′ +JO(ε)J′) D
]
. (3.52)
Impor ε arbitrariamente pequeno equivale, no limite, a restringira o dem deHr(ζ) a q. De







No espaço de estados,
{
ẋ = A(X−A′ZA)−1VΣV ′x+Bu, x∈ Rn, x(0) = 0
y = C(X−A′ZA)−1VΣV ′x+Du
(3.54)
A realizaç̃ao ḿınima equivalente a (3.53)é obtida multiplicando a equaç˜ o de estado em (3.54)
porV ′ à esquerda e definindo a vari´ vel de estado reduzidaxr , V ′x. No espaço de estados,
{
ẋr = V ′A(X−A′ZA)−1VΣxr +V ′Bu, xr ∈ Rq, xr(0) = 0
y = C(X−A′ZA)−1VΣxr +Du
(3.55)
ou, de forma equivalente,
Hr(ζ) =
[




A representaç̃ao (3.51) para a matriz(X−Z) restringe a ordem do modelo reduzido e evita a
formulaç̃ao usual, dada em termos de uma restrição expĺıcita ao posto deX−Z. Vale observar
que, quandoε tende a zero, (3.51) reduz-se aX−Z = VΣV ′, em queV ∈ Rn×q e Σ ∈ Rq×q. O
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lema de Sylvester garante que esta igualdade implicaρ(X−Z) ≤ q. Como, a prinćıpio, ñao s̃ao
feitas restriç̃oes adicionais aV ou Σ, é fácil verificar queVΣV ′ parametriza qualquer matriz com
posto menor ou igual aq e que, portanto,X−Z = VΣV ′ equivale aρ(X−Z) ≤ q. Ainda neste
contexto,́e fácil verificar queX−Z ≥ 0 eΣ > 0 tamb́em s̃ao equivalentes.
A desigualdade ñao-estritaX−Z≥ 0 substitui a restriç̃ao originalX−Z > 0 quando se imp̃oe
queX−Z seja deficiente em posto. Como, de fato,S= [ V J ] é ñao-singular eO(ε) > 0, (3.51)
garante queX −Z > 0 é sempre satisfeita. Deve ficar claro, desta discussão, que, apesar da
aparente inconsistência,é sempre possı́vel reduzir (3.51)̀a restriç̃ao mais simplesX−Z =VΣV ′.
Os resultados do teorema 2 e a imposição de (3.51) comε → 0 resultam em uma formulaç˜ o








s.a. A′XA−X +C′C < 0 (3.58)
A′ZA−Z < 0 (3.59)
X−Z = VΣV ′ (3.60)
A variávelγ, introduzida no teorema 3.2 para manter algum paralelismo com o problema de
reduç̃ao em normaH∞, é desnecessária e foi eliminada. A nova função objetivoé equivalente
à anterior, j́a que, pelo lema 2.12, tr(B′ZB) = tr(BB′Z). A mudança deixa mais evidente o
desenvolvimento da solução para o problema de redução apresentado maisà frente.
À exceç̃ao da restriç̃ao (3.60), que imp̃oe que a ordem deHr(ζ) seja menor ou igual aq, todas
as restriç̃oes da nova formulaç˜ o, bem como sua função objetivo, s̃ao lineares nas variáveis do
problema. A linearizaç̃ao de (3.60) converte a nova formulação em um problema de otimizaç˜ o
expresso em termos de LMIs, o que, de acordo com a discussão da seç̃ao (2.4), equivale a resolver
numericamente o problema de redução original.
Determinar o valor deV antes do processo de otimização propriamente ditóe a forma mais
simples de linearizar (3.60). A solução assim obtidáe sub́otima e depende fortemente da escolha
deV. ComV = 0, X = Z e o erro de reduç̃aoé dado por‖C(ζI −A)−1B‖22; comV = V∗, em que
V∗ est́a associadà soluç̃aoótima do problema ñao-linearizado, o erro de reduçãoé ḿınimo e a
soluç̃ao obtidáe, de fato,́otima.
Para a escolha deV, considere o problema de programação convexa dado por
min
X,V,Z>0,Σ>0
{tr(QZ) : (3.58)− (3.60)}, (3.61)
em queQ > BB′. Como tr(QZ) > tr(BB′Z), este problema determina um modelo reduzido que
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minimiza um limitante superior do erro de redução. Imp̃oe-se queS= [ V J ] seja tal que






em queΛ > 0 é uma matriz diagonal eP é o gramiano de observabilidade associado aH(ζ).
ComoQP= QSS′ é similar aS′QS= Λ, conclui-se que os valores singulares deQP são dados
pela diagonal deΛ. Partindo da restriç̃ao (3.60),́e posśıvel reescrever a função objetivo de (3.61)
na forma





ComoA′PA−P+C′C = 0, a restriç̃ao (3.58) imp̃oeA′(P−X)A− (P−X) > 0. Os autovalores
da matrizA est̃ao, por hiṕotese, no interior do cı́rculo unit́ario do plano complexo e, do lema
2.17, conclui-se queX > P. Aplicando o lema (2.11) a tr(QX) comX > P, verifica-se que




















= tr(ΛV(I −Σ))+ tr(ΛJ)
O termo tr(ΛJ) independe das variáveis do problema de otimizaç˜ o e interessa, portanto,
minimizá-lo. Neste sentido, a melhor escolha paraV é dada pelasq colunas deS associadas
aosq maiores elementos da diagonal deΛ. Com esta escolha, tr(ΛJ) equivaleà soma dosn−q
menores valores singulares deQP.






em quek∈N. Associados a cada escolha deQ st̃ao um limitante superior para o erro de redução
e uma correspondente escolha deV. Entre as alternativas dadas por (3.64), duas são de particular
import̂ancia. Parak = 0, Q = BB′ e o limitante superior coincide com o próprio erro de reduç̃ao.
Parak= ∞, Qé o gramiano de controlabilidade associado aH(ζ) e a diagonal deΛ dá o quadrado
dos valores singulares de Hankel da realização (3.6) deH(ζ). O caṕıtulo 4 analisa os resultados
obtidos a partir da segunda alternativa.
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3.3 Reduç̃ao de Modelos em NormaH∞
Os procedimentos seguidos nesta seção s̃ao ańalogosàqueles da seção anterior, com a dife-
rença que a normaH∞ substitui a normaH2 na avaliaç̃ao do erro de redução. É interessante
observar que as principais propriedades do problema não mudam com a troca das normas.
Lema 3.3 Todas as funç̃oes de transferência Hr(ζ) assintoticamente estáveis de ordem q= n







em que as matrizes F, M, L, K, Z= Z′ e X = X′, todas com dimensões compatı́veis, satisfazem












Z 0 A′Z A′X−M′ C′−F ′ Z
• γI B′Z B′X−L′ D′−K′ 0
• • Z Z 0 ZA
• • • X 0 XA
• • • • I C












> 0 . (3.66)
Prova: SejaHr(ζ) um sistema assintoticamente estável de ordemq= n descrito por (3.2). Uma
posśıvel realizaç̃ao para o erro de reduçãoE(ζ) , H(ζ)−Hr(ζ) associado aHr(ζ) é dada por
















De acordo com o lema 2.21, o sistema reduzidoHr(ζ) satisfaz‖H(ζ)−Hr(ζ)‖2∞ < γ, se e







P A ′P 0 C ′
• P PB 0
• • γI D ′
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de forma quée posśıvel afirmar que todas as funções de transferˆ nciaHr(ζ) est́aveis de ordem







em queAr , Br , Cr eDr satisfazem (3.68) para alguma alguma matrizP positiva definida.
É necesśario demonstrar, portanto, a validade de ambas as proposições abaixo.
i. A cada conjunto de matrizes{Ar ,Br ,Cr ,Dr ,P} que satisfaz (3.68) está associado um con-











ii. A cada conjunto de matrizes{F,K,L,M,X,Z} que satisfaz (3.66) está associado um con-























em queX = X′, X̂ = X̂′, Y = Y′, Ŷ = Ŷ′, U , V ∈ Rn×n. A desigualdade (3.68) exige, pelo
Complemento de Schur, queP seja positiva definida, de forma queé posśıvel definir sua inversa.
A positividade deP garante, por outro lado, queX, X̂, Y eŶ são positivas definidas e inversı́veis.
ComoP−1P é, por definiç̃ao, a identidade,X, X̂, Y, Ŷ, U eV devem satisfazer as equações
XY+UV ′ = I , (3.73)
X̂Ŷ +U ′V = I , (3.74)
XV+UŶ = 0, (3.75)
X̂V′ +U ′Y = 0, (3.76)
das quais umáe redundante, dada a simetria deP.









T 0 0 0
0 T 0 0
0 0 I 0



















I 0 0 0 0 0
0 Y−1 0 0 0 0
0 0 I 0 0 0
0 0 0 Y−1 0 0
0 0 0 0 I 0
























0 0 0 0 0 I
I 0 0 0 0 0
0 0 0 I 0 0
0 0 I 0 0 0
0 I 0 0 0 0

























Z 0 A′Z A′X +Y−1VA′rU C
′−Y−1VC′r Z
• γI B′Z B′X +B′rU ′ D′−D′r 0
• • Z Z 0 ZA
• • • X 0 XA
• • • • I C

















1 à esquerda. O lema
2.7 garante a equivalência entre as duas desigualdades, já queM1, M2 eM3 são ñao-singulares. A
situaç̃ao espelha aquela da versãoH2 do problema de redução. M3 é uma matriz de permutaç˜ o







é ñao-singular, uma vez que sempreé posśıvel impor queU eV sejam ñao-singulares.
A mudança de variáveis definida abaixo associa (3.78) a (3.66) e prova que, se exi t um
conjunto de varíaveis{Ar ,Br ,Cr ,Dr ,P} que satisfaz (3.78), existe{F,K,L,M,X,Z} que satisfaz
(3.66).
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De (3.73) e (3.76), verifica-se queX−Z = U ′X̂U. ComoX̂ é necessariamente positiva definida
e semprée posśıvel escolherU não-singular, conclui-se queU ′X̂U = X−Z tamb́emé positiva
definida, de forma que sua inversa em (3.65) e (3.29) de fato existe.
É fácil verificar, a partir de (3.73), queU−1(Y−1−X) = V ′Z. Como, por definiç̃ao,Z = Y−1,







com ∆ = (Z−X)−1U . De acordo com o lema 2.14, a função de transferênciaHr(ζ) acimaé
similar a (3.69). A equaç̃ao (3.70)́e, portanto, satisfeita, e a proposição i, válida.
Para provar a validade da proposiçãoii , basta verificar que, dadas uma matrizU não-singular
qualquer e duas matrizes simétricasX e Z que satisfaçam as LMIsX −Z > 0 e (3.66), sempre
é posśıvel determinarX̂ > 0, Ŷ > 0 eV não-singular que satisfaçam (3.73–3.76). Neste caso, a
mudança de variáveis definida por (3.80–3.81)é inverśıvel. Prova-se mais̀a frente que quaisquer
X e Z que satisfaçam (3.66) são tais queX−Z > 0, o que garante a validade da proposição ii e
conclui a demonstraç˜ o. ¥
Como no casoH2, as matrizesM, F , L eK podem ser eliminadas do problema sem qualquer
perda de generalidade. O teorema a seguir apresenta formalmente este resultado.
Teorema 3.4 Se X> 0 e Z> 0 são matrizes siḿetricas que satisfazem as LMIs
X > Z, (3.84)
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é tal que‖H(ζ)−Hr(ζ)‖2∞ < γ.
Prova: Aplicando o Complemento de Schur ao bloco(3,3) da LMI (3.66), e, em seguida, ao
bloco(5,5) da matriz resultante, verifica-se que esta equivaleàs LMIs









































































de forma queΩ + ΨϒΘ′ + Θϒ′Ψ′ = Φ. De acordo com o mesmo lema, existeϒ tal queΦ > 0,
se e somente se
Φ11 > 0, (3.92)
Φ22 > 0. (3.93)
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É fácil verificar que, se (3.92) e (3.93) são satisfeitas,ϒ = 0 é tal queΦ > 0. Portanto, a
imposiç̃ao da nulidade deϒ garante a equivalência entre (3.90) e (3.92–3.93). A nova restrição
fixa M, L, F e K em funç̃ao deX e Z, e ñao implica perda de generalidade, já que as variáveis
eliminadas ñao aparecem nas demais restrições do problema.
As equival̂encias a seguir, obtidas através da repetida aplicaç˜ o do Complemento de Schur,
associamΦ11 > 0 a (3.84) e (3.86) eΦ22 > 0 a (3.84) e (3.85).





















> 0, X > Z
⇔ A′XA−X +C′C < 0, X > Z











































> 0, X > Z











> 0, X > Z
A desigualdadeX−A′ZA> 0 (3.89)é sempre satisfeita paraX > Z eA′XA−X +C′C < 0 e,
portanto, ñaoé necesśario inclúı-la entre as LMIs (3.84–3.86).
A relaç̃ao entre as variáveis{F,K,L,M} e {X,Z}, estabelecida pela imposição da nulidade















M = (X−Z)A− (X−Z)A(X−A′ZA)−1(Z−A′ZA)
(3.94)
As equaç̃oes acima garantem a equivalência entre as funções de transferˆ ncia (3.65) e (3.87) e





A partir de argumentos an´ logosàqueles desenvolvidos para o casoH2, conclui-se que impor
a igualdade entreX e Z em parte do espaçoRn×n implica uma restriç̃ao à ordem do modelo
reduzido (3.87). Matematicamente, esta condiçãoé descrita por












em queS= [ V J ] é uma matriz ñao-singular particionada convenientemente,Σ ∈ Rq×q é uma
matriz positiva definida,ε é um escalar positivo, eO(ε) > 0 é uma matriz da ordem deε. Com
base em (3.95),́e posśıvel reescrever a realizaç˜ o (3.87) do modelo reduzido na forma
Hr(ζ) =
[
A(X−A′ZA)−1(VΣV ′ +JO(ε)J′) B+A(X−A′ZA)−1A′ZB
C(X−A′ZA)−1(VΣV ′ +JO(ε)J′) D+C(X−A′ZA)−1A′ZB
]
. (3.96)
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Quandoε tende a zero, a matrizJO(ε)J′ tamb́em tende a zero e (3.52) reduz-seà funç̃ao de







No espaço de estados,
{




u, x∈ Rn, x(0) = 0






A realizaç̃ao ḿınima equivalente a (3.97)é obtida multiplicando a equaç˜ o de estado (3.98) por
V ′ à esquerda e definindo a vari´ vel de estado reduzidaxr , V ′x. No espaço de estados,
{




u, xr ∈ Rq, xr(0) = 0





ou, de forma equivalente,
Hr(ζ) =
[







Os resultados do teorema 2 e a imposição de (3.95) comε → 0 levam, desta forma, a uma




s.a. X−Z = VΣV ′ (3.101)











A igualdade (3.101)́e aúnica restriç̃ao ñao-linear na formulaç̃ao acima. Determinar o valor
deV antes do processo de otimização propriamente ditóe a forma mais simples de linearizá-la.
A soluç̃ao assim obtidáe sub́otima e depende fortemente deV.
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Aplicando o Complemento de Schur ao bloco(1,1) de (3.103) e, em seguida, ao bloco(2,2)
da LMI resultante, verifica-se queZ deve satisfazer
AZ−1A′−Z−1 + γ−1BB′ < 0. (3.104)
Conforme a discussão da Seç̃ao 2.2, o gramiano de controlabilidadeQ associado aH(ζ) é dado
pela soluç̃ao da equaç̃aoAQA′−Q+ BB′ = 0, de forma queA(γZ−1−Q)A′− (γZ−1−Q) < 0.
De acordo com o lema 2.17,Z deve satisfazer a desigualdadeγZ−1 > Q, uma vez que o sistema
original é assintoticamente estável. Conclui-se, portanto, que o maior autovalor deQZ equivale











O gramiano de observabilidadeP associado aH(ζ) é dado pela soluçãoúnica deA′PA−P+
C′C = 0, de forma que, da restrição (3.102),A′(P−X)A− (P−X) > 0. De acordo com o lema
2.17,X satisfazX > P, uma vez que o sistema originalé assintoticamente estável. O lema (2.11)









Impõe-se que a matrizS= [ V J ] seja tal que






em queΛ > 0 é uma matriz diagonal. Os valores singulares deQP são dados pela diagonal de
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O termoΛJ independe das variáveis do problema de otimizaç˜ o e interessa, portanto, mi-
nimizá-lo. Neste sentido, a melhor escolha paraV é dada pelasq colunas deS associadas aos
q maiores elementos da diagonal deΛ. Com esta escolha, a parte da função objetivo que ñao
depende deΣ é determinada pelo maior entre osn−q menores valores singulares deQP. É inte-
ressante notar que os valores singulares deQPsão exatamente o quadrado dos valores singulares
de Hankel associados aH(ζ). O caṕıtulo 4 analisa os resultados obtidos a partir da escolha deV
proposta nesta seção.
Caṕıtulo 4
Avaliação dos Métodos de Reduç̃ao
Propostos
Este caṕıtulo compara os ḿetodos de redução propostos nas seções 3.2 e 3.3 ao truncamento
balanceado. A comparaç˜ o foi realizada com base na aplicação destes ḿetodos a uma série de
modelos de ordem e natureza diferentes. Os resultados da sec¸ão 4.1 foram obtidos a partir da
reduç̃ao de modelos gerados aleatoriamente, sem correspondência com qualquer sistema fı́sico
em particular. Nas seções 4.2 e 4.3, por outro lado, foram utilizados modelos derivados de dois
sistemas reais: uma barra engastada flexı́vel, na seç̃ao 4.2, e um sistema de massas, molas e
amortecedores, na seção 4.3.
4.1 Comparaç̃ao numérica
Para a comparaç˜ o, foram utilizados dezenove modelos SISO com ordem variando e tre dois







em queA, B, C eD definem uma realizaç˜ o ḿınima. Os elementos de cada matriz foram gerados
de acordo com uma distribuição gaussiana de ḿedia zero e desvio padrão unit́ario. A matriz
dinâmicaA de cada modelo foi multiplicada por uma constante escolhidade forma a garantir
que o ḿaximo ḿodulo dos seus autovalores fosse 5/6, o que imp̂os a estabilidade assintótica dos
modelos gerados.
Para cada um dos modelos, foram calculados modelos reduzidos com ordemq variando entre
43
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Figura 4.1: Reduç̃ao de modelos em normaH2.
1 e(n−1), em quen é a ordem do modelo original. Os modelos obtidos através do truncamento
balanceado s̃ao denotados porHt(ζ) e as matrizes que definem sua realização, porAt , Bt , Ct eDt .
Os modelos obtidos pelos métodos propostos são denotados porHr(ζ) e as matrizes que definem
sua realizaç̃ao, porAr , Br , Cr eDr .
Para a reduç̃ao de modelos em normaH2, os modelosHr(ζ) foram obtidos atrav́es da reso-
lução do problema de otimizaç˜ o definido por (3.57–3.60) e a matrizV foi determinadaa priori,
de acordo com a discussão da seç̃ao 3.2. ParaQ = BB′, os resultados obtidos não foram sa-
tisfatórios, talvez pelo fato de que a matrizQ assim definida tenha posto muito reduzido. Os
resultados apresentados a seguir foram obtidos paraQ d da pelo gramiano de controlabilidade
associado aH(ζ). Os modelosHt(ζ) foram obtidos via truncamento balanceado, com a matriz
de ganho estáticoDt idênticaàquela do modelo original.








A figura 4.1 mostra que o desempenho dos dois métodosé aproximadamente igual, apesar de o
truncamento balanceado apresentar melhores resultados namaioria dos casos resolvidos.
Para a reduç̃ao de modelos em normaH∞, os modelosHr(ζ) foram obtidos atrav́es da reso-
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Figura 4.2: Reduç̃ao de modelos em normaH∞ – primeira comparaç̃ao.
lução do problema de otimizaç˜ o definido por (3.100–3.103). A matrizV foi determinadaa pri-
ori, conforme a discussão da seç̃ao 3.3. Duas comparações diferentes foram feitas. Na primeira,
os modelosHt(ζ) foram obtidos via truncamento balanceado, com a matriz de ganho est́atico
Dt idênticaàquela do modelo original. Na segunda, a partir do resultadodo truncamento ba-
lanceado, a matrizDt foi escolhida de forma a minimizar a normaH∞ do erro de reduç̃ao.
Para a primeira comparaç˜ o, os seguinteśındices de desempenho foram calculados para cada







A figura 4.2 mostra que, neste caso, o método proposto apresenta desempenho sempre superior
ao truncamento balanceado.
Para a segunda comparação, os seguinteśındices de desempenho foram calculados para cada







A figura 4.3 mostra que o ḿetodo proposto foi superior em praticamente todos os casos re lvi-
dos.
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Figura 4.3: Reduç̃ao de modelos em normaH∞ – segunda comparaç˜ o.
Vale ressaltar que, na segunda comparaç˜ o, o ćalculo deHt(ζ) inclui a resoluç̃ao de um
problema de otimizaç̃ao que envolve uma função de transferência de ordemn+q, o que requer
um esforço computacional significativo. A redução via truncamento balanceado com a escolha
ótima da matrizDt é conhecida como aproximaç˜ o de Hankel (Glover 1984).
4.2 Aplicação ao Modelo de uma Estrutura Flex́ıvel
Nesta seç̃ao, os ḿetodos propostos no capı́tulo 3 s̃ao aplicados ao modelo discretizado de
uma estrutura flex́ıvel controlada e os erros de redução s̃ao comparados̀aqueles obtidos via trun-
camento balanceado. Apenas uma breve descrição do modelamento da estruturaé presentada.
Mais detalhes podem ser encontrados em de Souza (1994).
A estrutura, uma barra engastada com seção transversal variável,é mostrada na figura 4.4. A
barra tem comprimentoL = 10 m e a constante de rigidez de seu material, suposto homogêne ,
vale E = 100N. Os pontos 0m e 10m correspondem ao ponto de engastamento eà ponta da
barra, respectivamente. Áarea da seç̃ao transversal da barra varia linearmente com a distˆ ncia
ao engaste é nula na sua ponta. No ponto médio da barra (5m), a área da seç̃ao transversal e a
densidade linear de massa são dadas porA0 = 0,01m2 eM0 = 1 kg/m, respectivamente.
A barra é controlada por dois atuadores, localizados nos pontosp1 = 3,5m e p2 = 5,5 m
e dois sensores medem o deslocamento dos pontosl1 = 3,5 m e l2 = 6,5 m. Sup̃oe-se que a
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L
Figura 4.4: Barra engastada de seção transversal variável.
barra vibre apenas na direção longitudinal e que os esforços de controle e eventuais perturbaç̃oes
tamb́em estejam restritos a esta direção.
O modelo da barra parat ≥ 0 eN modos de vibraç̃aoé descrito pelas equações diferenciais
lineares











em queu1(t) e u2(t) indicam o esforço de controle dos atuadores emp1 e p2, e y1(t) e y2(t)
indicam a leitura dos sensores eml1 e l2, respectivamente.
Sup̃oe-se que a viga esteja inicialmente em repouso, de forma que
ẋi(0) = xi(0) = 0 , i = 1, . . . ,N. (4.5)
As freq̈uências naturaisωi e as funç̃oesφi(η), s̃ao dadas pelas equações







em queJ0(·) eJ1(·) denotam as funç̃oes de Bessel de ordem zero e ordem um do primeiro tipo.
O modelo final da vigáe obtido com a definiç̃ao da lei de controleu(t) = −Rẏ(t)+w(t), em
queR∈ Rm×m é uma matriz siḿetrica, positiva definida escolhida de forma a produzir um fator
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Tabela 4.1: NormaH2 do erro de reduç̃ao.
























em queΩ = diag{w21, · · · ,w2n}, Bi j = φi(p j), e Cki = φi(lk). A função de transferênciaH(s)
representa, portanto, um sistema linear e invariante no tempo de ordemn = 2N, comm entradas
e m sáıdas. Para a aplicaç˜ o dos ḿetodos de redução, foram considerados apenas os quinze
primeiros modos naturais da barra, de forma que o sistema em malha fechadáe de ordem trinta.
A discretizaç̃ao foi feita com base na constante de tempo do pól mais ŕapido do sistema
em malha fechada. Neste sentido, adotou-se o tempo de amostrgemTs = 2 s e assumiu-se
que um segurador de ordem zeroé utilizado para a conversão dos sinais de entrada. Sobre o
sistema discretizado foram aplicados o truncamento balanceado e os ḿetodos de redução de
ordem propostos no capı́tulo 3. No casoH2, a reduç̃ao foi obtida comQ dada pelo gramiano de
controlabilidade associado ao sistema de ordem completa, conforme discutido na seção 3.2.
A tabela 4.1 compara os erros de redução em normaH2 obtidos atrav́es do truncamento
balanceado e do ḿetodo proposto na seção 3.2 para modelos reduzidos de diferentes ordens. Os
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resultados s̃ao coerentes com aqueles mostrados na seç˜ o anterior. O truncamento balanceado
produz erros de redução ligeiramente menores nos quatro casos em destaque.
É importante observar que o erro de redução associado ao modelo reduzido de segunda ordem
representa apenas 15% da normaH2 do modelo original de ordem trinta, o que indica que o
modelo reduzido preserva boa parte das caracterı́sticas din̂amicas do modelo original mesmo sob
severa reduç̃ao de ordem. O erro associado ao modelo reduzido de quarta ordemé ainda menos
significativo.
A figura 4.5 mostra a resposta ao impulso entre o primeiro atuador e o primeiro sensor para
os sistemas original e reduzido de segunda ordem. A semelhança das respostaśe not́avel. A
diferença entre a resposta ao impulso dos sistemas original e reduzido de quarta ordeḿe quase
impercept́ıvel.
A tabela 4.2 compara os erros de redução em normaH∞ obtidos atrav́es do truncamento ba-
lanceado e do ḿetodo proposto na seção 3.3. A matriz de ganho estático dos modelos reduzidos
via truncamento balanceado foi escolhida de forma a minimizar o erro de reduç̃ao associado. Os
resultados mais uma vez são coerentes com aqueles mostrados na seç˜ o 4.1. O ḿetodo proposto
é significativamente superior nos quatro casos em destaque.
A razão entre o erro de redução e a norma do sistema originalé ainda menor no casoH∞.
Os erros associados aos modelos de segunda e quarta ordem repr sentam respectivamente 6% e
2% da normaH∞ do sistema original de ordem trinta, o que indica que a redução ñao introduz
perdas excessivas na qualidade do modelo.
A figura 4.6 mostra o valor singular ḿaximo do erro de reduçãoE(ejω) em funç̃ao deω para
os modelos reduzidos de quarta ordem obtidos através do truncamento balanceado e do método
proposto.
4.3 Aplicação a um sistema de massas, molas e amortecedores
Nesta seç̃ao, os ḿetodos propostos no capı́tulo 3 s̃ao aplicados ao modelo discretizado de um
sistema de massas acopladas por molas e amortecedores. Os erros de eduç̃ao s̃ao comparados
àqueles obtidos via truncamento balanceado. Apenas uma breve descriç̃ao do modelamentóe
apresentada. Mais detalhes podem ser encontrados em Skelton e de Oliveira (2001).
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Figura 4.5: Resposta ao impulso entre o primeiro atuador e o primeiro sensor para os modelos
de ordem completa (linha fina) e reduzido de segunda ordem (linha grossa).
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. (4.13)
O modelo discretizadoH(ζ) foi obtido a partir de um tempo de amostragemTs = 0,25s,
supondo que um segurador de ordem zeroé utilizado para a conversão dos sinais de entrada do
sistema. O modelo de ordem completa´ de oitava ordem, com duas entradas e duas saı́da .
A tabela 4.3 compara os erros de redução em normaH2 obtidos atrav́es do truncamento
balanceado e do ḿetodo proposto na seção 3.2 para modelos reduzidos de diferentes ordens.
Como nos casos já discutidos, o truncamento balanceado produz erros de redução ligeiramente
menores do que aqueles obtidos através do ḿetodo de reduç̃ao proposto.
Neste exemplo, os erros de redução s̃ao mais significativos do que aqueles obtidos na seç˜ o

























Figura 4.6: Valor singular ḿaximo dos erros de redução associados ao truncamento balanceado
(linha fina) e ao ḿetodo proposto (linha grossa) para modelos reduzidos de segunda ordem.




Tabela 4.3: NormaH2 do erro de reduç̃ao.
anterior, indicando que as distorç˜ es introduzidas pela redução de ordem podem não ser des-
preźıveis. O erro associado ao modelo reduzido de segunda ordem representa quase 60 % da
normaH2 do modelo original.
A tabela 4.4 compara os erros de redução em normaH∞ obtidos atrav́es do truncamento ba-
lanceado e do ḿetodo proposto na seção 3.3. A matriz de ganho estático dos modelos reduzidos
via truncamento balanceado foi escolhida de forma a minimizar o erro de reduç̃ao associado. O
resultadóe coerente com aqueles da seção 4.1. O ḿetodo propostóe significativamente superior
ao truncamento balanceado.
Tamb́em no casoH∞, o erro de reduç̃ao é mais significativo do que no exemplo da seção
anterior. O erro associado ao modelo reduzido de segunda ordem representa 40 % da normaH∞
do sistema de original de ordem oito.
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Tabela 4.4: NormaH∞ do erro de reduç̃ao.
4.4 Conclus̃ao
Nesta dissertação foi discutida a redução de ordem de modelos em tempo discreto com base
na minimizaç̃ao das normasH2 e H∞ do erro de reduç̃ao. A soluç̃ao proposta para o problemaé
sub́otima e se baseia na escolhaa priori de uma das variáveis do processo de otimização.
A soluç̃ao proposta foi avaliada a partir de comparações com o truncamento balanceado,
método cĺassico de redução de modelos. Quantòa reduç̃ao em normaH2, os resultados indicam
que o ḿetodo proposto tem desempenho equivalenteàquele do truncamento balanceado. No
casoH∞, no entanto, o ḿetodo proposto apresenta desempenho significativamente superior.
O grande obstáculo para a soluçãoótima do problema se concentra em uma de suas restrições,
um limite sobre o posto de determinadas variáveis matriciais. Esta restrição, ñao-linear e ñao-
convexa, deriva diretamente da imposição de um limite sobre a ordem do sistema reduzido.
Parece ñao ser posśıvel formular o problema de redução atrav́es de um problema de programação
convexa.
A escolha da matrizV é um passo crı́tico nos ḿetodos propostos por esta dissertação. Resul-
tados pobres foram obtidos com escolhas diferentes daquelas tilizadas nas comparações deste
caṕıtulo. Como continuaç̃ao deste trabalho, sugere-se, desta forma, a busca por novasescolhas
para a matrizV que minimizem a subotimalidade inerenteà strat́egia.
É importante avaliar, por outro lado, a possibilidade de estnder os ḿetodos propostos para
o caso em que o modelo de ordem completa contém incertezas, situaç˜ o em que o truncamento
balanceado ñaoé aplićavel. A formulaç̃ao em termos de LMIs aparentemente permite esta abor-
dagem, conforme resultados similares em filtragem robusta (Geromel et al. 2000). Neste sentido,
é interessante considerar alguns trabalhos recentes sobrenovas condiç̃oes de estabilidade em ter-
mos de LMIs (de Oliveira, Bernussou e Geromel 1999, Geromel, de Oliveira e Bernussou 2002).
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