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1. Introduction 
Asymptotic expansions for higher-order scalar difference equations about their limiting equations are 
obtained in [1] via the residue theorem and the z-transform. The results derived in [1] are nearly dual to 
previous ones obtained for ordinary continuous-time linear time-varying and for functional differential 
equations. See [4] and references therein. In this paper, it is proved that, in a dual context, asymptotic 
expansions of ordinary linear time-differential equations which possess limiting equations to their 
limiting equations might be obtained by first discretizing them and then using residues calculation for 
such discrete- time counterparts according to the formulation provided in [1]. The constructive derivation 
of the necessary technical proofs is performed by using the residues theorem on the discrete-time 
associated difference equations. For such a purpose, a time-dependent time-varying finite sampling period 
is defined for each time instant at which the asymptotic expansion of the solution of the continuous-time 
differential equation is investigated. The (time-varying) bounded sampling period is defined as the 
quotient of each current time instant and a positive integer which tends to infinity as time tends to infinity. 
Such a sampling period is only used for obtaining the residue formulas allowing to build the continuous-
time solution for each time instant from the discrete-time difference equation. The asymptotic expansion 
formulas may be directly extended to the case of stable Lyapunov´s equations and to the use of a constant 
sampling period. This second extension is possible since the errors of the solution trajectories with respect 
to their previously sampled values remain uniformly bounded for both the current differential equation 
and its limiting counterpart within the inter-sample period. Complementary stability results are also 
obtained through the manuscript. 
 
1.1 Notation. R  is the set of  real numbers, { }0≥∈=+ z:z: RR , 
{ } { }000 ≥∈=∪= ++ z:z: RRR . 
C  is the set of  complex numbers, { }0≥∈=+ zRe:z: CC , { } { }000 ≥∈=∪= ++ zRe:z: CRC . 
N is the set of natural numbers , { }00 ∪= NN : and { }n,...,,:n 21= ; N∈∀n . 
Let ( ) ( ) ( )TktTkxtx
k
−= ∑∞
=
δ
0
 bea real-valued function or vector function of support of zero measure . 
{ }00 NR ∈∀=∈= + k,Tkr:r:S T  with ( )Tkt −δ  being a Dirac impulse at Tkt =  and 
( ) ( ) Tktk txTkxx ==≡  and whose range is the real sequence ( ){ }∞0Tkx . Then, 
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( ) ( ) k
k
T zTkx:zxˆ
−
∞
=
∑=
0
 is the Z-transform of ( )tx defined over some definition domain in C 
provided that such a domain exits and it  is not empty.  Equivalently, it can be said that ( )zxˆ T  is the –
transform of the real sequence , or vector sequence, ( ){ }∞0Tkx . 
The functions CCN →×0:di and CC →− :di n 1  are defined by ( ) ( ) 111 −− ==− nzzdiz,ndi n . 
 
2. The continuous- time differential equation, its discrete-time counterpart and their limiting 
versions 
 
Consider the nth-order Poincaré differential equation on +0R  
 
( ) ( ) 0
0
=∑
= −
txDt i
n
i
inα , ( ) C∈= ii xxD 00   ( { }01∪−∈∀ ni )                                            (2.1) 
 
where { } N⊂= j,...,,:j 21  and ( ) ( ) in
i
in Dt:t,Dp ∑= −
=
0
α  is a monic polynomial complex–valued 
function of domain +0R in the indeterminate td/d:D = which is the time-derivative operator subject to 
the recursive formulas ii DDD .=+1  with 10 =D , point-wise defined by 
( ) ( ) ( ) ( ) ( )iiii td tfdtftfD ==  ; ( ) ( )qi ,Cf CR +−∈∀ 01 , for any given integer 1≥q ,  such 
that ( ) ( )tf i  exists everywhere in +0R ; and CR →+0:iα  ; { }0∪∈∀ ni  , with { }n,...,,:n 21= ,  
are piecewise continuous bounded functions  with ( ) 10 =tα ;  +∈∀ 0Rt  (since ( )t,Dp  is monic). It is 
a direct to see by construction that (2.1) is equivalent to the time-varying – linear differential system: 
 ( ) ( ) ( )tztAtzD:)t(z ==&                                                                                                                 (2.2) 
 
where ( ) ( ) ( ) ( )( )Tn txD,...,txD,tx:tz 1−= ,  subject  to the initial  condition  vector 
( ) ( ) ( )( ) Tn xD,...,xD,x:zz 000 100 −== , and 
( ) ( )( )
( ) ( ) ( )⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−−−
==
−
−
ttt
I
:tatA
nn
n
ji
11
10
ααα L
M
                                                          (2.3) 
 
since the functions CR →+0:iα  are piecewise continuous, it exists a unique solution on +0R  to the 
differential system (2.2), equivalently to  the differential equation (2.1),  for each 
( ) ( ) ( )( ) Tn xD,...,xD,xz 000 10 −= from Picard- Lindeloff theorem defined by 
 ( ) ( )00 z,t)t(z Ψ=                                                                                                                            (2.4) 
 
where ( )τΨ ,t  is the unique evolution operator associated with (2.2) which satisfies: 
( ) ( ) ( ) ( ) ( ) ( )tA,t,ttA
td
,td:,t ττττ Ψ=Ψ=Ψ=Ψ& ; +∈∀ 0Rτ,t                                 (2.5) 
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subject to ( ) nIt,t =Ψ ; +∈∀ 0Rt ; +∈∀∀ 0Rt,τ . Note that ( )τΨ ,t  is not, in general, a 
convolution operator if )t(A  varies with time. If )t(A  is a constant matrix A, +∈∀ 0Rt  then 
( ) ( ) ( )τττ −=−Ψ=Ψ tAet,t  is a convolution operator and also a 0C - semigroup of infinitesimal 
generator A. A particular case of both theoretical and practical wide interest concerning (2.5) is addressed 
in the subsequent result. 
 
THEOREM 2.1. The following properties hold: 
(i) Assume  that and that all the entries of ( )tA  are in ( )CR ,L +01  and that ( )tA ( )∫ t dAe 0 ττ commute. 
Then, ( ) ( )∫=Ψ
t
t
dA
et,t 11
ττ
is the unique evolution operator of the differential system which satisfies 
( ) ( ) ( )00 11 ,tt,t,t ΨΨΨ =  +∈∀∀ 01 Rt,t  and ( ) ( )111 t,tt,t −Ψ=Ψ . 
 
(ii) ( )( ) nTATnA kk eeTk,Tnk ⎟⎠⎞⎜⎝⎛==+Ψ for any +∈ RT some constant nnA ×∈C dependent on 
the interval ( )[ )Tk,Tk 1+  . Also, if ( ) ( )* ji*
t
aAtAlim ==
∞→
 then  
( )( ) * jijiji
k
akalim =
∞→
ξ ; nj,i ∈∀ ( ) *
k
AkAlim =⇒
∞→ ξ ( ) tAkk
*
elimTk,tlim
∞→∞→
=⇒ Ψ   
( )[ )Tk,Tkt 1+∈∀ , which is a 0C - semigroup of infinitesimal generator *A  being independent on each 
particular T. 
 
(iii)  The solution of the Poincaré  differential system (2.4) is uniquely described at its samples associated  
with any given sampling period +∈RT  by a  discrete- time difference 
system kkk ww Φ=+1 ; ( ) N∈≥∀ nk  for a vector of initial conditions 
( ) ( )00211 zMx,...,x,xw kTnnn == −−−  and any vector ( ) ( )Tn,x,...,xz 10000 −= of initial 
conditions of (2.4) , taken from those of the differential equation (2.1), with  
 
( )( ) 11 1 −+ += kkk MTk,TkM: ΨΦ  ;   kk ME:M =                                                                    (2.6a) 
2
1
1
1
00
00
00
00
nn
TTT
TT
TTT
TTT
e
e
e
:E ×∈
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
= R
L
OL
L
L
;  
( )( )
( ) ( )( )
( ) ( )( )
nn
n
k
I
Tnk,Tnk
Tnk,Tk
Tnk,Tk
:M ×∈
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
+−+−
+−−
+−
= 2
12
11
1
R
Ψ
Ψ
Ψ
M       (2.6b) 
where nnkM
×∈R  is non-singular; ( ) N∈≥∀ nk , ( ) nT,,,e R∈= 0011 L  is the nth –unity 
Euclidean vector. If ( ) ( )* ji*
t
aAtAlim ==
∞→
  then, for any given +∈ RT , kkk ww Φ=+1  has a 
limiting difference system *k
*
k
*
k ww Φ=+1  as ∞→k  depending on each particular T. 
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Proof: (i) ( )1t,tΨ  as defined is unique +∈∀∀ 01 Rt,t by simple inspection. Also,  
 
( ) ( ) ( ) ( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛== ∫∫∫+∫ 1011010
tt
t
tt
t dAdAdAdA eee,t
ττττττττΨ ( ) ( )011 ,tt,t ΨΨ=          (2.7) 
+∈∀∀ 01 Rt,t  since the second identity in (2.6) holds since ( )∫ t dA0 ττ and ( )∫ 10t dA ττ  commute . 
Also, direct calculations yield: 
( ) ( ) ( ) ( )111 11 t,teet,t
t
t
t
t
dAdA −∫−∫ === ΨΨ ττττ ; ( ) +∈∀>∀ 01 Rt,tt                         (2.8) 
 
and 
( ) ( ) ( )∫= tt dAetAt,t 11 ττΨ& ( ) ( )1t,ttA Ψ= ( ) ( )tAt,t 1Ψ=                                          (2.9) 
 
which verifies (2.7). Thus, ( )1t,tΨ , as defined, is an evolution operator +∈∀∀ 01 Rt,t .  Property (i) has 
been proven. 
 
(ii) Note from Theorem 2.1(i)  that  
 ( ) ( )00 z,t)t(z Ψ=  
          ( ) ( ) ( ) ( ) ( )111 100 tzez,tt,t tt dA ⎟⎟⎠
⎞
⎜⎜⎝
⎛== ∫ ττΨΨ  ; ( ) +∈∀≥∀ 011 Rt,tt                             (2.10) 
 
A sequence of (n+1) consecutive samples with any sampling period +∈RT of (2.10) obeys the equation: 
 ( )[ ] ( ) ( )( ) =−++=+= −++ 11 nknk zTnk,TnkTnkz:z Ψ ( )( ) kzTk,Tnk +Ψ                  (2.11) 
 
and nk
T
nk zex ++ = 1 where 
 
( )( ) ( )
( ) ( ) ( ) ( ) TnkAkTkAdA eeeTk,Tnk
kD
i
ii
Tnk
Tk ξξττ ===+Ψ ∑
+
=
+∫ 11                                         (2.12) 
 
provided that nn:A ×+ →CR 0  has piecewise continuous entries with bounded discontinuities at times 
( ) ( )[ )Tnk,TkkTTk kD
i
i +∈+ ∑+
=
1
1
 for some { }00 ∪=∈ NN :D k  and some 
( ) +∈RkT i ( )kDi∈∀  which are dependent on the time interval ( )[ )Tnk,Tk + , where 
∑
=
+ −=
k
k
D
i
iD TTnT
1
1 . The following identities hold in (2.11): 
( ) ( )( )( ) ( )kA
Tn
Tka:kA
kD
jiji l
l
l ξξ ξ ∑+
=
==
1
1
 where ( ) ( )( )( )ka jiji:kA ll ξξ =  for some 
( ) ( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++∈ ∑∑ +
==
kTTk,kTTkk
i
i
i
iji
1
11
ll
lξ ; nj,i ∈∀ , kD∈∀ l { }kD,....,,: 21=  if 0≠kD ;  
and  
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( ) ( )( )( ) ( )( )
Tn
dA
ka:kA
Tnk
Tk
jiji
∫==
+ ττξξ  if 0=kD ( i.e. nn:A ×+ →CR 0  is everywhere 
continuous within the real interval ( )( )Tnk,Tk + ) such that the identities below hold from La Rolle 
mean theorem for integrals with  everywhere continuous integrals: 
 
( )( ) ( ) ( ) ( ) TnkAkTkAdA k
i
D
i
i
Tnk
Tk ξξττ =∑=∫ =
+
1
 
applied for each entry ( )τjia  of the matrix function nn:A ×+→CR 0  on each time interval 
( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++ ∑∑ +
==
kTTk,kTTk
j
i
i
j
i
i
1
11
 leading to a, in general entry-dependent,  mean value ( )( )ka jiji ξ  
within such an interval.  Note that (2.11) is a 0C - semigroup of infinitesimal generator ( )kA ξ  of the  
differential system ( ) ( )tzkA)t(z ξ=&  on the finite interval ( )[ )Tnk,Tk +  with initial conditions 
( )Tkz:z k = . On the other hand, ( ) ( ) tkAeTk,t ξΨ =  ; ( )[ )Tk,Tkt 1+∈∀ is a fundamental matrix 
of such a differential system and then non singular, ( )[ )Tnk,Tnt +∈∀  which fulfils 
( )( ) ( ) ( ) nTkATnkA eeTk,Tnk ⎟⎠⎞⎜⎝⎛==+ ξξΨ . The first part of Property (ii) has been proven with 
( )kA:A k ξ= . Furthermore, if ( ) ( )* ji*
t
aAtAlim ==
∞→
 then:  
( )( ) * jijiji
k
akalim =
∞→
ξ ; nj,i ∈∀ ( ) *
k
AkAlim =⇒
∞→ ξ ( ) tAkk
*
elimTk,tlim
∞→∞→
=⇒ Ψ  ; ( )[ )Tk,Tkt 1+∈∀ , 
which is a 0C - semigroup of infinitesimal generator
*A which is independent on each particular T. 
Property (ii) has been proven.       
                                                                                                                 
(iii) kk ME:M =  is nonsingular since E and kM  are both nonsingular by construction, E possesses  non 
less columns than rows and kM  has non less rows than columns, +∈∀ RT . Furthermore, 
( )01 zMw kn =−  is unique for each given ( )0z  since kM is unique from its definition from given 
values the evolution operator ( )Tj,TkΨ . Then, the existence and uniqueness of the solution 
kkk ww Φ=+1 ; ( ) N∈≥∀ nk under initial conditions ( )01 zMw kn =−  follows from the identities 
 
( )( ) kkkkkk wMTk,TkMzMw 11111 1 −++++ +== Ψ                                                             (2.13) 
 
The solution is identical to that of (2.1), equivalently  to that of (2.4) at sampling instants Tkt k =  since it 
is unique for any given +∈RT . From (2.5)-(2.6), note that 
,lim *k
k
ΦΦ =∃
∞→
,MMlim *k
k
=
∞→
*
k
k
MMlim =
∞→
 if ( ) ( )* ji*
t
aAtAlim ==
∞→   implying that a 
limiting difference system  *k
*
k
*
k ww Φ=+1   exists  as f ∞→k or  each given +∈RT .                       
 6
 
Note that the existence of the limiting system referred  to in Theorem 2.1 (iii) implies that a limiting scalar 
difference equation exists, [1],[5]. A more general result than Theorem 2.1 is the following one: 
 
THEOREM 2.2. Assume  that ( ) ( )tA~tA += A and that all the entries of ( )tA~  are in ( )CR ,L +01  . 
Then, the following properties hold: 
(i) ( ) ( ) ( )( )ττΨτΨ τ d,A~eIe,t tnt 00 0∫ −+= AA                                                                            (2.14) 
is the unique evolution operator of the differential system ( ) +∈≥∀ 00 Rt . Furthermore, if 
( ) *
t
AtAlim =
∞→
 then  ( ) ( ) ( )( )ττΨΨΨ τ d,A~eIee,t:,tlim **tnttA*
t
*
000 0∫ −∞→ +===∃
AA  
where A−= ** A:A~ . 
 
(ii) Theorem 2.1 (iii) holds under the given assumptions.  
 
Proof: (i)  If (2.14) is true then 
 
( ) ( ) ( ) ( )00
0
zd,A~eIetz
t
n
t ⎟⎟⎠
⎞
⎜⎜⎝
⎛ += ∫ − ττΨττAA                                                                               (2.15) 
On the other hand, one gets  by taking time-derivatives in (2.15)  with respect to the argument t  that 
 ( ) ( ) ( )( ) ( ) ( )0001 ,ttA~d,A~eIetd t,td tnt ΨττΨτΨ τ ++= ∫ −AAA                                               (2.16) 
 
Thus, 
 
( ) ( ) ( ) ( ) ( ) ( ) ( )0000
0
z,ttA~zd,A~eIetz
t
n
t ΨττΨττ +⎟⎟⎠
⎞
⎜⎜⎝
⎛ += ∫ −AAA&          
       ( ) ( ) ( )tztA~tzA +=                                                                                                                          (2.17) 
 
Conversely, if (2.16) integrated for any time, one gets 
( ) ( ) ( ) ( ) Czd,A~eIetz tnt +⎟⎟⎠
⎞
⎜⎜⎝
⎛ += ∫ − 00
0
ττΨττAA  for any C∈C  but ( ) ] ( )00 ztz t ==  for t = 0 and 
] ntAt Ie == 0  imply 0=C . Thus, (2.15) is true. The second part of the Theorem is proven as follows. 
Let ( ) tA* *e:,t =0Ψ  the 0C -semigroup and evolution operator of ( ) ( )tzAtz *** =& , assumed under 
initial conditions ( ) ( ) 000 zzz * == ,  so that ( ) tA** *eA:,t =0Ψ& . Direct calculations yield for any 
matrix norm: 
 
( ) ( )00 ,t,t *ΨΨ && − ( ) ( ) ( ) ( ) ( )0000 ,tA~,t,ttA~,t **** ΨΨΨΨ −−+≤ AA  
                                       ( ) ( )( )00 ,t,t *ΨΨ −≤ A + ( ) ( ) ( )00 ,tA~,ttA~ **ΨΨ −       (2.18) 
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The proof is made by complete induction by assuming that 
( ) ( ) ( )δεδΨδΨ it,it,it * +≤+−+ 100  for some given +∈R1ε any arbitrary +∈ Rδ and 
( )11 εtt ≥∀ , { }0\ji∈∀  and some given 0N∈j . Now, +∈∀ R21 εε , , ∃  finite sufficiently large ( )iit ε ; i =1,2  and strictly non-negative monotonically decreasing real sequences ( ){ }
0N∈+ ji jt δε  
for the given arbitrary +∈ Rδ  satisfying  ( ) ii t εε = ; i =1,2  for any ( ) ( )( )2211 εε t,tmaxt ≥  such 
that: 
 
( ) ( ) ( )δεδΨδΨ jt,jt,jt * +≤+−+ 100 ;  ( ) ( )δεδ jtA~tA~ *j +≤−+ 2               (2.19) 
 
( ) ( ) ( )00 ,tA~,ttA~ **ΨΨ − = ( ) ( ) ( )00 ,tA~,ttA~ **ΨΨ −  
                ( )( ) ( ) ( ) ( )( )000 ,t,tA,tAtA~ *** ΨΨΨ −+−≤  
                 ( ) ( )( )00 ,t,tA ** ΨΨ −≤ ( )( ) ( )0,tAtA~ * Ψ−+  
                 ( ) ( ) ( )021 ,jtjtAjt * δΨδεδε ++++≤                                                         (2.20) 
 ( ) ( )( )2211 εε t,tmaxt ≥∀ . Thus, one gets from (2.20) into (2.19): 
 
( ) ( )00 ,jt,jt * δΨδΨ +−+ && ( ) ( ) ( )021 ,jtjtAAjt * δΨδεδε +++⎟⎠⎞⎜⎝⎛ ++≤      (2.21) 
 ( ) ( )( )2211 εε t,tmaxt ≥∀ . One gets from (2.19) and (2.21) proceeding by complete induction: 
 
( )( ) ( )( )0101 ,jt,jt * δΨδΨ ++−++     
             ( ) ( ) ( )01 21 ,jtjtAAjt * δΨδδεδδε +++⎟⎠⎞⎜⎝⎛ +⎟⎠⎞⎜⎝⎛ ++≤  
            ( )( ) ( )( ) ( )( )01111 21 ,jtjtAAjt * δΨδεδε +++++⎟⎠⎞⎜⎝⎛ +⎟⎠⎞⎜⎝⎛ +++≤              (2.22) 
 
provided  that  
 
( )( ) ( ) ( )( ) ( )( )
( ) ( ) ⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
++
++++
+
+−⎟⎠
⎞⎜⎝
⎛ +⎟⎠
⎞⎜⎝
⎛ +++
<<
0
01111
0
2
211
,jtjt
,jtjt
,
AA
jtAAjt
min
*
*
δΨδε
δΨδεδεδεδ  
 
Thus, 
 
( )( ) ( )( ) ( ) ( )( ) ( )( ) 001010101 210 =++−++=++−++ ∞→∋∞→∋ ,jt,jtlim,jt,jtlim *t,,,tS*j jj δΨδΨδΨδΨ εεδN  
where ( ) { }021 N∈+== j:jt:t:,,,tS jj δεεδ ; ( ) ( )( )22110 εε t,tmax:tt =≥∀ . As a result, 
for any +∈Rδ . 
( ) ( )
[ ) ( )
( )( ) ( )( ) 0010100
21
00
=++−++=−
∞→∋∪∞→
+∈
,jt,jtlim,t,tlim *
t,,,tS
*
t jj
t,tt
δΨδΨΨΨ εεδδ
                                                                                                                                                           (2.23) 
 
Property (i)  has been proven. The proof of Property (ii) is quite similar to that of Theorem 2.1 (iii) so that 
it is omitted.                                                                                                                                           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A direct consequence of Theorem 2.1(iii) and Theorem 2.2 (ii) is that, since the discrete-time system has  
a limiting equation if all the coefficients of the differential equation (2.1) converge asymptotically to 
finite limits for any given sampling period T, then there is also (equivalently)  a limiting difference 
equation  which describes the limiting solution of (2.1) at consecutive samples for any given sampling 
period T. The discrete-time equation associated with (2.1) is: 
jkkj
n
j
k
T
kkk
T
k xwwex −+
=
+ ∑=== 11
1
111 ϕϕΦ                                                                              (2.24) 
( ) N∈≥∀ nk , with arbitrary initial conditions ( ) C∈= ii xxD 00   ( { }01∪−∈∀ ni ) and some given 
sampling period +∈RT , where: 
 ( ) ( )Tknkkkjik ,...,,: ϕϕϕϕΦ 21== ;  ( )Tknikikiki ,...,,: ϕϕϕϕ 21=                                (2.25a) 
( )Tnkkkk x,...,x,x:w −+−= 11                                                                                                       (2.25b) 
 
and its limiting version for Tkt =  as ∞→∋ kN  is:  
 
*
jk
*
j
n
j
*
k
T**
k
*T*
k xwwex −+=+
∑=== 11
1
111 ϕϕΦ                                                                             (2.26) 
( ) N∈≥∀ nk , with arbitrary initial conditions ( ) C∈= ii xxD 00   ( { }01∪−∈∀ ni ), where: 
 ( ) ( )T*n*** ji* ,...,,: ϕϕϕϕΦ 21== ;  ( )T*ni*i*i*i ,...,,: ϕϕϕϕ 21=                                             (2.27a) 
( )T* nk*k*k*k x,...,x,x:w −+−= 11                                                                                                       (2.27b) 
 
A unique difference equation (2.24)-(2.25) exists for each given sampling period +∈ RT . Also, a unique 
corresponding limit equation (2.26)-(2.27) exists for the same sampling period provided that 
CR →+0:iα  ; { }0∪∈∀ ni . 
 
3. Main results about stability, error bounds and asymptotic expansions 
Eqn. 2.1 is compared with its limiting counterpart and the corresponding error through the subsequent 
result by using the corresponding vector discrete-time equations (2.24)-(2.25) and (2.26)-(2.27): 
 
THEOREM 3.1. Assume that ( ) *
t
AtAlim =
∞→
and define the error sequence at sampling instants 
*
kkk ww:w~ −=  as well as the parametrical error of the discrete-time difference  system with respect to 
its limiting equation *kk :
~ ΦΦΦ −=  for any given sampling period +∈RT  . The following properties 
hold:  
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(i)  If ∞<≤+≤≤ Wwmax ikji0  for some 0N∈j , then ∞<≤+∞<≤ Wwmax iki0  and 
∞<≤+∞→ Ww iksuplimk  for some +∈ RW  provided  that 
( ) ⎟⎟⎟⎠
⎞
⎜⎜
⎜
⎝
⎛
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−+−
−≤ −< 1
111
10
j
*Nk
N
* ,max~~K~~
~*K
ρρρρρ
ρ  where *K , K~ (being norm-dependent) and *ρ and 
ρ~ [ )10 ,∩∈ +R  are real constants such that i**i* K ρΦ ≤ , i~K~~ik
k
ρΦ ≤∏−+
=
1
l
l (i.e. the 
limiting differential system is exponentially stable and the parametrical error with respect to the limiting 
discrete-time difference system converges exponentially fast to zero) ; 0N∈∀ k,i .  
 
(ii)                kjk w~w~ −+  ( ) ∞<− −≤ +≤≤ * ikjijk wmax~ ~~K
~
01
1
ρ
ρρ         
( ) 000 NN ∈≥∀∈∀ jj,k  and a sufficiently large  finite 00 N∈j  provided that [ ]10 ,*∈ρ , 
[ )10 ,∈ρ  and [ )10 ,~∈ρ . Also ( ) 0=−+∞→ kjkk w~w~suplim , 0N∈∀ j ,  and 
( ) 0=−+∞→∞→ kjkjk w~w~suplim . 
 
(iii) Assume that [ ) [ )100 ,,~ * ⊂∈ ρρ  and [ ) [ )100 0 ,K/, ** ∈∈ ρρ  for some +∈R0ρ  such that 
[ ) [ )100 0 ,, ⊂ρ  . Then,  
1
0 1
1 −
∞<≤ ⎟
⎟
⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−+−≤ *
k
**
k
k /~
~K~Kw~max ρρ
ρρ ∞<− ∞<≤
*
k
k*
k
wmax
/~
~K~*K
01 ρρ
ρ  
and 0===
∞→∞→∞→
*
k
k
k
k
k
k
wlimwlimw~lim . 
 
Proof:  (i) Note  that  
 
kkk
*
kkk w
~www ΦΦΦ +==+1                                                                                                       (3.1) 
 
ikik
j
i
ij
*
kw
j
*
jk w
~w ++
−
=
−−
+ ∑+= ΦΦΦ
1
0
1
  
                     ik
ikj
i
ij
**
k
j
** w~K~KwK ++
−
=
−−
∑+≤ ρρρ 1
0
1
 
                     
( )
⎟⎟
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜
⎝
⎛
−
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−
+ +≤≤
−
≤ ik
ji
j
*jk
k
j
* wmax~
,max~~K~
w*K
0
1
1
11
ρ
ρρρ
ρ         
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( )
ik
ji~
,max~~K~
** wmaxK
j
*jk
j
+≤≤
⎟⎟
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜
⎝
⎛
−
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−
+
−
≤
01
11
1
1
ρ
ρρρ
ρ                                   (3.2) 
Note from (3.1) that  
( ) j,max~~K~~
~*
j
*jk
j
*
K
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−+−
−≤ −< 1
111
10
ρρρρρ
ρ ⇒
( )
1
1
11
1
≤
⎟⎟
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜
⎝
⎛
−
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−
+
−
ρ
ρρρ
ρ ~
,max~~K~
*
j
*jk
j*K  
                                                   ik
ji
ik
ji
wmaxwmax +≤≤++≤≤
≤⇒
010
 
and it implies also that 
( ) ⎟⎟⎟⎠
⎞
⎜⎜
⎜
⎝
⎛
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−+−
−≤ −
+
<
1
1 111
10
j
*jkj* ,max~~K~~
~*K
ρρρρρ
ρ  
Since 10 1 <≤< +kk ~~ ρρ  and the proof that ∞<≤+∞<≤ Wwmax iki0  and ∞<≤+∞→ Ww iksuplimk  
then follow by complete induction. Then, property (i) has been proven. 
 
(ii)  Note that (3.1) is equivalent to the identities below: 
 
kkk
**
kkkk
*
k
*
kkk w
~w~w~w~www~ ΦΦΦΦΦΦ +=+=−=+1                                                      (3.3) 
so that ,  since i
i
K ρΦ ≤  for some real constants +∈ RK  and ( )10 ,∈ρ ; 0N∈∀ i  ,  
*
ikik
j
i
ij
kw
~j
jk w
~w~ ++
−
=
−−
+ ∑+= ΦΦΦ
1
0
1
  
                     * ik
ikj
i
ij
k
j
w~K~Kw~K ++
−
=
−−∑+≤ ρρρ 1
0
1
 
                     ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−+≤ +≤≤
*
ik
ji
jk
k wmax~
~~K~w~K
j
01
1
ρ
ρρρ          
              kjk w~w~ −⇒ +  ( ) ∞<− −≤−≤ +≤≤+ * ikjijkkjjk wmax~ ~~K
~
w~Kw~
01
1
ρ
ρρρ       (3.4) 
 
( ) 000 NN ∈≥∀∈∀ jj,k  and  a sufficiently large  finite 00 N∈j  since ∞<*kw ; 0N∈∀ k  
since [ ]10 ,*∈ρ ,  [ )10 ,∈ρ and [ )10 ,~∈ρ ; 0N∈∀ k   . Furthermore,  
( ) 0=−+∞→ kjkk w~w~suplim , 0N∈∀ j ,  and ( ) 0=−+∞→∞→ kjkjk w~w~suplim . Property (ii) 
has been proven. 
 
(iii) From  the last expression in (3.2):  
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ikik
j
i
ij
*
kw
~
j
*
jk w
~w~ ++
−
=
−−
+ ∑+= ΦΦΦ
1
0
1
  
          ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛+≤ +
−
=
−
∑ ik
i
*
j
i
k
j
*
k
j
** w
~~K~w~K ρ
ρρρρ 1
0
1
 
          
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
+
⎟⎠
⎞⎜⎝
⎛
+
≤≤
−
−
−
≤ ikw*
*
w~*
ji
j
k
j
*
k
j
* max
/~
/~
~K~K
0
1
1
1
ρρ
ρρ
ρρρ         
          
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
⎟⎟⎠
⎞⎜⎜⎝
⎛
++
⎟⎠
⎞⎜⎝
⎛
+
≤≤+≤≤
−
−
−
≤ ik*
*
w~** w~maxwmax
/~
/~
~K~K
ji
*
ik
ji
j
k*
k
j
00
1
1
1
ρρ
ρρ
ρρρ  
          
( )
ik
ji*
j*
k*j** w~max
/~
/~~K~K +≤≤
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−+≤
0
1
1
1
ρρ
ρρρρρ                                
                                                           ( ) * ik
ji*
j*
k** wmax
/~
/~~K~K
j
+≤≤−
−+
01
1
ρρ
ρρρρ    
          ik
ji*
k
** w~max
/~
~K~K +≤≤⎟
⎟
⎠
⎞
⎜⎜⎝
⎛
−+≤ 01 ρρ
ρρ * ik
ji*
k
wmax
/~
~K~*K
+≤≤−+ 01 ρρ
ρ ;  N∈∀ j  (3.5) 
 
Comparing the first and last terms of (3.5), it is obvious that 
ik
ji*
k
**
ik
ji
w~max
/~
~K~Kw~max +≤≤+≤≤ ⎟
⎟
⎠
⎞
⎜⎜⎝
⎛
−+≤ 00 1 ρρ
ρρ  * ik
ji*
k
wmax
/~
~K~*K
+≤≤−+ 01 ρρ
ρ  
                                                                                                           ;  N∈∀ j                               (3.6) 
Since [ ) [ )100 0 ,,K ** ⊂∈ ρρ  and [ ) [ )100 ,,~ * ⊂∈ ρρ , ( )k** ~K~K ρρ +>1  for some 
sufficiently large and finite 00 N∈k  and ( ) 00 N∈≥∀ kk . Also, ∞<∞<≤
*
k
k
wmax
0
 since 
[ ) [ )100 0 ,K/, ** ∈∈ ρρ  so that Property (iii) follows  from (3.6) and 
***ikik /~
K~*K
K
w~maxlim ρρρ −⎟
⎟
⎠
⎞
⎜⎜⎝
⎛
−≤+∞<≤∞→ 11
1
0
0
0
=⎟⎟⎠
⎞
⎜⎜⎝
⎛
∞→+∞<≤
k
k
*
ik
k
~limwmax ρ .                             
  
Again 
 
kkk
**
kkkk
*
k
*
kkk w
~w~w~w~www~ ΦΦΦΦΦΦ +=+=−=+1                                                  (3.7) 
 
so that one gets from the left-hand –side and  the third identity of (3.7) : 
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ik
ji
k
*
jk
k wmax
w~w~
suplim
j
+≤≤
+
∞→
−
0
Φ ( )( ) 0
1
1 1 =⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−≤
−
∞→
k*
k*
*j*
~suplim
/~
K~K/~ j ρρρρ
ρρ
 
provided that  ( )*,min~ ρρ 10 <≤  for +∈R*ρ , N∈∀ j . Also, since 
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛+≤ +
−
=
−
+ ∑ ik
i
*
j
i
k
j
*
k
j
**
jk w
~~K~w~Kw~ ρ
ρρρρ 1
0
1
 
                  ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ +⎟⎟⎠
⎞
⎜⎜⎝
⎛+≤ ++
−
=
∑ * ikik
i
*
j
i
k
j** ww~
~~K~w~K *
k
ρ
ρ
ρ
ρρ 1
0
 
 
  
ik
ji
k
*
jk
k wmax
w~w~
suplim
j
+≤≤
+
∞→
−
0
Φ ( )( ) 0
1
1 1 =⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−≤
−
∞→
k*
k*
*j*
~suplim
/~
K~K/~ j ρρρρ
ρρ
   
 
The following result follows directly from Theorem 3.3 and (2.25)-(2.28) concerning with the 
relationships of the solutions  the differential equation (2.1) with that of its limiting equation defined for 
( )tlim i
t
*
i αα ∞→= , { }0∪∈∀ ni obtained from the associated differential system (2.2)-(2.3) and its 
limiting version since  the results in Theorem 3.1 hold for any given sampling period T. 
 
COROLLARY 3.2.  Consider the time-varying differential equation (2.1) together with its limiting 
counterpart ( ) 0
0
=∑
= −
txD *i
n
i
*
inα , ( ) ( ) C∈== i*ii xxDxD 000  ( { }01∪−∈∀ ni )                                  
defined for ( )tAlimA
t
*
∞→
= ; i.e. ( )tlim i
t
*
i αα ∞→= , { }01∪−∈∀ ni . Thus, the following 
properties hold: 
 
(i)  The differential equation (2.1) and the differential system (2.2)-(2.3) satisfy the properties            
( ) ( )tz~tz~ −+ τ  ∞<   ;  ( ) ( )tx~tx~ −+ τ  ∞<         
+∈∀ 0Rτ  and +∈∀ 0Rt  being finite and provided that the limiting differential equation 
( ) 0
0
=∑
= −
txD *i
n
i
*
inα  is exponentially stable with stability abscissa 0<− *αρ  and 
( ) ( )( )01 tt*ii et −−−= ααα ; 0tt ≥∀  ; { }01∪−∈∀ ni  (for some finite +∈ 00 Rt ) and some 
+∈Rα .  
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 (ii) Assume that 00 <−<−<− ** K/ρρα α  for some +∈R0ρ . Then,  
( ) ( ) ( ) 0===
∞→∞→∞→
txlimtxlimtx~lim *
ttt
 and ( ) ( ) ( ) 0===
∞→∞→∞→
tzlimtzlimtz~lim *
ttt
. 
 
Proof: It is a direct consequence of Theorem 3.1 (ii)-(iii) since the existence of real numbers 
[ ]10 ,*T ∈ρ ,  [ )10 ,T ∈ρ  and [ )10 ,~ T ∈ρ , depending on +∈RT ,  leading to the Properties (ii)-(iii) 
of Theorem 3.1 for any  given sampling period +∈RT ,  implies the existence 
( ] [ ]100 ,min:
*
T
T,T
*
*
∈=
∈
ρρ ,  ( ] [ ]100 ,min: TT,T * ∈= ∈ ρρ  and ( ] [ ]100 ,
~min:~ T
T,T *
∈=
∈
ρρ  which 
lead to the properties for all ( ]*T,T 0∈  for any given  arbitrary +∈R*T . Thus, the Properties (i)-(ii) of 
the continuous-time differential equation and differential system follow.                                                   
 
The following result relates the boundedness and unboundedness of the solutions of (2.1) with their 
limiting equation counterparts depending on the modulus of a dominant  characteristic root of the limiting 
equation by extending a parallel previous result for the discrete-time case, [1] . In the sequel, rename the 
solution sequence { }∞0kx  satisfying nkTnk zex ++ = 1  , obtained from  the discrete system (2.11),  as 
{ }∞0kTx  to reflect its dependence on the sampling period  T  for purposes of comparison of the solution 
sequences for distinct values of T. 
 
THEOREM 3.3.  Assume that ( ) *
t
AtAlim =
∞→
and that CR →+0:x  is a nontrivial solution of the 
(2.1) any set of given nonzero initial conditions. Then, the following properties hold: 
 
(i) ( ) ( ) εμε +≤+≤
∞→∋
k
T
k
TkxsuplimTkx
0N
 for any sampling period +∈RT , 0kk ≥∀ , for any 
given arbitrarily small +∈Rε , and some finite 00 N∈k  depending on ε , where:  
( ) ( ){ } ∅≠==∈== TTTT z,z:z: μΔμΛΛ 0C  , 
( ) ikn
i
*
TiT z:z
−
=
∑=
1
ψΔ  is the characteristic polynomial of ( ) ( )( ) TnA*ji* *e:,T,T == 00 ψΨ , and  
*
Tia  are the entries of its last row with z being the Z- transform argument . 
 
(ii) Assume that the function of the sampling period ( ) ++∞→ →= 00 RR:Tkxsuplim:
k
k
Tμ  is such 
that 1≤Tμ  for some given +∈ 0RT . Then , the difference Poincaré system (2.11) and its limiting 
counterpart are both globally stable in the Lyapunov´s sense. Also, no characteristic root of the limiting 
difference equation associated with (2.11)-(2.12) has modulus greater than unity for any arbitrary 
sampling period +∈ 0RT . 
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(iii) If 1<Tμ  for some +∈RT  then both the Poincaré system (2.11)-(2.12) and its associated limiting 
difference system are both globally asymptotically stable for the sampling period +∈RT . 
 
(iv) If 1>Tμ  for some +∈RT  then the difference Poincaré system (2.11)-(2.12), its limiting 
counterpart and its respective associate limiting equations are unstable for any sampling period and so it 
is the continuous-time differential equation (2.1).  
 
Proof: For any sampling period +∈RT , the discrete system (2.11)-(2.12) satisfies 
∞→k
lim ( )( ) TnA*eTk,Tnk =+Ψ   and ( ) ( ) kTTk zeTkzeTkxx 11 === , the solution of (2.11)-(2.12),   
is also  the solution of (2.1) at sampling instants  for corresponding related initial conditions. The solution 
of the limiting equation of the discrete system (2.11)-(2.12) is ( )( ) *k*T*k* ze TAnz:Tkz =+=+ 11  and,  
equivalently,  that of the  discrete limiting equation associated with (2.1) is ( ) *k*k zeTkxx T*: 1==  , 
obtained from (2.11)-(2.12)  with the replacement ( )( ) ( )( ) TnA* *eTk,TnkTk,Tnk =+→+ ΨΨ , 
equivalent to the replacement ( )( ) ( ) TA* *e,TTk,Tk =→+ 01 ΨΨ which is a constant matrix 
independent of k for each given T. From Theorem 2.1 in [1], ( ) ( ) εμε +≤+≤
∞→∋
k
T
k
TkxsuplimTkx
0N
 
for any given arbitrarily small +∈Rε , 0kk ≥∀  and some finite 00 N∈k  depending on ε , where 
( )k
k
T Tkxsuplim: ∞→
=μ  so that ∅≠TΛ , +∈∀ RT . The above property implies and it is implied 
by Tμ being one of the characteristic roots of the limiting equation ( ) *k* kT zeTkxx T* 1== . Now, it 
follows directly that: 
  
a) If 1≤Tμ  then  the difference Poincaré system (2.11) and its limiting counterpart are both 
globally stable in the Lyapunov´s sense since ( ) ∞<+≤ ε1Tkx for any given arbitrarily 
small +∈Rε , 0kk ≥∀  and some finite 00 N∈k  depending on ε and ( ) ∞<≤ MTkx for 
some finite +∈RM , depending on the initial conditions, ( ) 00 kk <∈∀ N . Since the solution 
of the solution of the differential Poincaré system for corresponding initial conditions coincides 
at sampling instants with that of the difference system , i.e. ( ) kxTkx =  and the solution of (2.1) 
is a continuously- differentiable real function on +0R , it follows that it cannot be unbounded in-
between consecutive sampled values where it is bounded .Thus,  ( ) ∞<≤ 1Ktx , 
( )[ )Tk,kTt 1+∈∀ , 0N∈∀ k . Its limiting counterpart is also uniformly bounded on +0R . 
Also, 1≤
sTμ  for any other ( ) +∈≠ RTT s  since ( )sTkx  is the solution of (2.1) at sTkt = for 
identical initial conditions and it is continuously differentiable and bounded at sampling instants 
so that it is uniformly bounded on +0R . Note finally, that all the roots of the characteristic 
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limiting equation associated with the Poincaré differential system (2.11)-(2.12) have modulus 
less than unity since such a system is Lyapunov´s stable. Property (i) has been proven. 
b) It turns out from the above stability property that if 1≤Tμ  for some sampling period T then no 
characteristic root of the limiting difference equation associated with the limiting system  (2.11)-
(2.12) has modulus greater than unity for any sampling period. Property 8ii) has been proven. 
c) If 1<Tμ  for some +∈RT  then both the Poincaré system (2.11)-(2.12) and its associated 
limiting difference system are both globally asymptotically stable for the sampling period 
+∈RT since ( )Tkx  is uniformly bounded, 0N∈∀ k  and 
( ) 0
00
==
∞→∋∞→∋
k
T
kk
limTkxlim μ
NN
. Also, the limiting differential equation associated with 
(2.1), the limiting difference system associated with (2.11)-(2.12) and the associated  limiting 
difference equation are globally asymptotically stable for any other sampling period since 
0==
∞→∞→
k
T
k
*
Tk
k
limxlim μ ( ) 0=⇒
∞→
txlim *
t
( since the limiting difference equation associated 
with  (2.11)-(2.12) and the limiting differential system  associated with (2.1) are linear time-
invariant . Then, 0
0
=⎟⎠
⎞⎜⎝
⎛
∞→∋
´Tkxlim *
kN
, +∈∀ R´T . Property (iii) has been proven, 
d) If 1>Tμ  for some +∈RT  then the difference Poincaré system (2.11)-(2.12), its limiting 
counterpart and its respective associate limiting equations are unstable. The property also holds 
for any ( ) +∈≠ RTT s and for the continuous-time differential equation (2.1).  Property (iv) has 
been proven.                                                                                                                                     
 
REMARK 3.4. Note from Theorem 3.3 with 1<Tμ  for sampling period T implies the following 
issues. The differential limiting equation associated with (2.1) and the differential Poincaré limiting 
system, obtained from (2.2) by replacing ( )tA with *A , are globally asymptotically stable. As a 
result, all the Poincaré limiting difference equations and their corresponding limiting difference 
systems obtained from (2.1) and (2.11)-(2.12), equivalently the limiting difference equation (2.26)-
(2.27) and its corresponding limiting difference system, with the replacement ( ) *AtA → are 
globally asymptotically stable for any sampling period. However, the test 1<Tμ  does not guarantee 
the global asymptotic stability of the Poincaré differential equation (2.1), since it is not time-
invariant, but only that ( ) 0
0
=
∞→∋
Tkxlim
kN
 and ( )tx is uniformly bounded on +0R .            
Now, the characteristic solutions of the limiting differential equation of (2.1) obtained from (2.1) by 
replacing iα with ( )tlim i
t
*
i αα ∞→= , { }01∪−∈∀ ni  are obtained for all time by applying 
calculus of residues to the discrete limiting equation (2.16)-(2.27) by defining time-varying sampling 
periods associated to each time instant where the computation is performed.  
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THEOREM 3.5. Let C∈λ  be some eigenvalue of ( )* ji* aA =  of multiplicity λm . For any given 
(finite or infinite) +∈ 0Rt , define +∈= 0R
t
t k
t:T  for some 0N∈tk , being both possibly 
dependent on t,  such that either ∞<tT  for any given C∈λ  or ∞≤tT , for +∈ 0Cλ  . Let 
( ) inn
i
*
TiT z:z t
−
=
∑=
1
ψΔ  be the characteristic polynomial of ( ) t* TAt* e,T =0Ψ . Thus, the 
characteristic solution corresponding to λ  of the limiting differential equation of (2.1) may be 
calculated as: 
( ) ( ) ( ) ( )( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−=⎟⎠
⎞⎜⎝
⎛=
−−− λλλΔ λ ;zqz
zfzesR;zfzzesRtx m
k
T
k*
t
t
t
1
11 ( )( ) ( ) ( ) t
t k
tm
k
kp;
zqz
zfzc λλλ λ =⎟⎟⎠
⎞
⎜⎜⎝
⎛
−=
−
−
1
1    
                                                                                                                                                          (3.8) 
+∈∀ 0Rt with ( )λ;zgesR t  denoting the residue of the complex valued function tg  at a pole λ  
of multiplicity  λm  of tg , CC→:f being any holomorphic function in a neighborhod of λ=z , 
( )zq  being any polynomial fulfilling ( ) 0≠λq , ( )tkp  being a polynomial function from +0R to 
+0R of degree less than λm , and ( )( )λ;zgc 1−  being  the coefficient of the term ( ) 1−− λz of the 
Laurent series ( )( ) ( ) j
mj
tj z;zgc
−∞
−=
−∑ λλ
λ
 of the complex-valued function ( )zg  below which 
is meromorphic  in a region of the complex plane and which is identified  with its Laurent series: 
 
( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) jmj tjm
k
T
k
t z;zgczqz
zfzzfzz:zg
t
t
t −
∞
−=
−−− −=−== ∑ λλλΔ λλ
1
11                  (3.9) 
Proof: If ∞<∋+ tT0R then 0≠= t* Te: λΨλ  is a nonzero characteristic root of t
* TAe , C∈∀λ . 
If ∞≤∋+ tT0R then 0≠= t* Te: λΨλ  if. In both cases, tTe λ  is always nonzero characteristic root 
of t
* TAe . Since λm  is the multiplicity of the eigenvalue λ of *A  then it is also the multiplicity of 
the nonzero eigenvalue t* Te λΨλ =  of the fundamental matrix t
* TAe  of the solution of the 
associate limiting difference system * tk
TA*
t,k zez t
*=+1 . It follows by direct calculus of residues 
that (3.8) is true which is identical through (3.9) to  
 
( ) ( ) ( ) ( )( ) ( ) ( )( )zhzzddmzgzzddmtx tmm kz
m
t
m
z
m
*
!!
1
11
11 1
1
1
1 −
=
−
=
−
−− −=−−= λλλλ λ
λ
λ
λ
λ λ            (3.10) 
+∈∀ 0Rt , where ( ) ( ) ( )zq/zp:zh = .   By direct computation of ( )( )zhz
zd
d
t
m
k
z
m
1
1
1
−
=
−
− λλ
λ
, it 
follows that : 
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( )( ) <tkpgreeedmax ( ) λλ mhexcesszero/polekk mtt ≤⎟⎠⎞⎜⎝⎛ ⎟⎠⎞⎜⎝⎛−−−
−1
1  
(See [1] for the details about the above computation for Poincaré difference equations).                 
 
 
REMARK 3.6. Note that Theorem 3.5 is valid to calculate at any time the characteristic solutions of a 
continuous-time time-varying linear differential equation with piecewise continuous-time coefficients  
with no zero characteristic root which possesses a limiting. The computation is performed through 
residues computation theory on an associate difference equation counterpart. In this way, the solution 
of the differential equation may be calculated by linear superposition of all the characteristic 
solutions without needing the explicit calculation of the solution via theory of solutions of differential 
equations. Note also from the statement of Theorem 3.5 that in order that such a result holds: 
 
1) Either ∞<tT , what implies ∞→∋ tk0N  if ∞→∋+ t0R for arbitrary C∈λ  being some 
eigenvalue of *A , or 
2)  ∞≤tT , for arbitrary C∈λ  being some eigenvalue of *A with 0≥λRe , what implies that tk  
may be chosen so that either ∞→∋ tk0N  if ∞→∋+ t0R , as above,  or fixed to any finite 
value ∞<∋ tk0N  if ∞→∋+ t0R implying that ∞→=∋+
t
t k
tT0R .                              
 
 The main result is the subsequent theorem which uses previous technical results from Theorems 3.3 and 
3.5. The following result uses the standard  “small -o”  and “big- O” Landau´s notations: 
 
THEOREM  3.7. Assume that the coefficient functions of (2.1) converge exponentially fast to their 
corresponding constant coefficients of the associate limiting equation; i.e. ( ) ( )t*jj eot σαα −+=  ; 
{ }0∪∈∀ nj  as ∞→t for some +∈Rσ . If RR →+0:x  is a solution of (2.1), then either ( ) 0=tx  
for all large +∈ 0Rt , or one has the asymptotic expansion 
 
( ) ( ) ( )( )t
tt
k
TTtt
*
tt OTkxTkx εμ −+=  as ∞→=∋ tt Tkt0R  for any prefixed finite +∈RtT , 
∞→∋ tk0N , and for some ( )tt TT , με 0∈  and some +∈RtTμ such that : 
 ( ) ( ){ } ∅≠==∈==
tttt TTTT z,z:z: μΔμΛΛ 0C  
where: 
 -  ( )tt* Tkx  is a nontrivial characteristic solution of the limiting equation (2.26)-(2.27) at large time 
ttTkt =  for sampling period tT  which is identical to a nontrivial characteristic solution ( )tx *  of the 
limiting equation of (2.1), i.e. ( ) 0
0
=∑
=
− txD i
n
i
*
inα corresponding to the set ( )tt TT μΛΛ =   
 18
-    ( ) inn
i
*
TiT z:z tt
−
=
∑=
1
ψΔ  is the characteristic polynomial of ( ) t* TAt* e,T =0Ψ . 
 
Proof: First note that the coefficient *n1ϕ  in the limiting discrete- time equation (2.26)-(2.27) is nonzero 
irrespective of the sampling period. Otherwise, such a limiting equation would have a zero characteristic 
root. This is impossible since the eigenvalues of the fundamental matrix tA
*
e of the limiting differential 
system are all nonzero for all +∈ 0Rt . As a result 0>tTμ for any arbitrary +∈RtT . Note from 
Theorem 3.3 that  
 ( ) ( ){ } ∅≠==∈==
tttt TTTT z,z:z: μΔμΛΛ 0C  
                 ( ) ( ) ( ){ } ∅≠==∈==⇒ − t
t
T
T ep,:s:
γγγ μγΔγΛΛ 0C                                   (3.11) 
for some nonzero polynomial ( )tTep γγ − . Note that the differential equation (2.1) may be rewritten 
using its limiting equation as: 
 
( ) ( )tstxD in
i
*
in =∑
=
−
0
α  ;  ( ) ( )( ) ( )txDt:ts in
i
in
*
in∑
=
−− −=
0
αα                                 (3.12) 
 
Rewrite the difference equation (2.24) obtained from  (2.1) for tt Tkt =  and sampling period tT  as 
follows: 
 
( ) ( ) ( )( ) ( )( )ttttn
j
k,jjkk,j
n
j
tt TjkxTkxTkxtx ttt −−≡=≡ ∑∑ = −−−= 11 11111 ϕϕ              (3.13) 
 
with the n- real vector 11 −tk,jϕ  being defined in (25.a). Note that x (t) is the solution of (2.1) for the 
given initial conditions ( ) C∈= ii xxD 00  , { }01∪−∈∀ ni   for tt Tkt = , nk t ≥∀  provided that the 
initial conditions of (3.13) at ti Tit =  are ( )ti Tixx ≡  being the solution of (2.1) , { }01∪−∈∀ ni . In 
the same way, the limiting difference equation for sampling period tT  is: 
( ) ( ) ( )( ) ( )( )tt*tt* k,jn
j
jk
*
k,j
n
j
tt
** TjkxTkxTkxtx
ttt
−−≡=≡ −=−−= ∑∑ 1111111 ϕϕ         (3.14) 
 
with the n- real vector * k,j t 11 −ϕ  being defined in (27.a). Eqn. 3.13 may be rewritten through (3.14) for 
tt Tkt = , nk t ≥∀  as:  
 
( ) ( )( ) ( )( ) ( ) ( )( ) ( )( )( ) ( )( )tt*n
j
ttk,jtt
*
k,jtttttt
*
k,j
n
j
tt TjkxTkTk:TkcTjkxTkTkx ttt −−−−==−−= ∑∑ = −−−= 1 1111111 111 ϕϕϕ
 
                                                                                                                                                    (3.15) 
Taking z-transforms in (3.15), one gets for each +∈ 0Rt  
 ( ) ( ) ( ) ( )zcˆzqˆzxˆz
tttt TTTT +=Δ ,  tTz μ>                                                                    (3.16) 
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with ( ) ( ) t/T
t
k
tt
k
T tt
t
t
txsuplimTkxsuplim:
∞→∞→
==μ , and ( ) inn
i
*
TiT z:z tt
−
=
∑=
1
ψΔ  being the 
characteristic polynomial of ( ) t* TAt* e,T =0Ψ , where ( ) ( ) k
k
tT zTkxzxˆ t
−∞
=
∑=
0
and 
( ) ( ) k
k
tT zTkczcˆ t
−∞
=
∑=
0
 are the Z-transforms of  the sequences ( ){ }∞0tTkx  and ( ){ }∞0tTkc , 
respectively, and  
 
( ) ( ) ( )∑ ∑∑
=
−−
=
−−−
−
=
− += n
j
jn jn
t
*
k,j
n
k
kn
tT zTxzTkx:zqˆ tt 1
1
0
11
1
0 l
llϕ                                             (3.17) 
for tt k/tT =  and some 0N∈tk depends of initial conditions and is zero if ( ) 0=tTkx , 
{ }01∪−∈∀ nk . Note that CC →:xˆ
tT  is  holomorphic in tTz μ> . Also, CC →:cˆ tT is 
holomorphic in  
tTz ν> where ( ) ( ) tttt/T
t
k
tt
k
T tt
t
t
tcsuplimTkcsuplim: μμην ≤≤==
∞→∞→
. 
Take any tt Tkt =∋0R  with 0N∈tk  (properly speaking ∞<=∋+ tt k/t:T0R  for some given 
injective map 00 NR →+:k t  +∈∀ 0Rt  satisfying ( ) 00 =k , ( ) 0≠tk  for 0≠t ). Now, choose tTε  
sufficiently small such that 
ttt TTT νεμ >− 2 and all the roots of the characteristic polynomial 
( )z
tT
Δ belong to the open annulus { }
ttttt TTTTT z:z: εμεμΩ 22 +<<−∈= C . Thus, one gets 
from (3.16): 
( ) ( ) ( ) ( ) ( ) zdzfzz
i
zdzxˆz
i
Tkxtx
t
t
bt
t
a T
k
T
k
tt
111
2
1
2
1 −−− ∫=∫== Δππ γγ  ; +∈∀ 0Rt  
                                                                                                                                                              (3.18)  
where  ( ) ( ) ( )zcˆzqˆzf
tt TT += , aγ  is any positively oriented simple closed curve that lies in the 
region 
tTz μ> and winds around the origin and [ ] +→ Rπγ 20 ,:b  is the positively oriented  
circumference centred at the origin defined by ( ) ( ) ωεμωγ iTTb e: tt += , [ ]πω 20 ,∈∀ .  Note that 
( )zcˆ
tT  is holomorphic for tTz ν> . Thus, ( )zf  is holomorphic in tTz ν>  since ( )zqˆ tT is a 
complex-valued polynomial, then an entire complex-valued function. Then,  the function 
CC→−− :fdi
t
t
T
k 11Δ is meromorphic in 
tTΩ , 0N∈∀ tk , +∈∀ 0Rt  for tt k/tT =  with all its 
poles in ( )
tTμΛ . Let [ ] +→ Rπγ 20 ,:c  be  the positively oriented  circumference centred at the 
origin defined by ( ) ( ) ωεμωγ iTTc e: tt −= , [ ]πω 20 ,∈∀  and let [ ] +→ Rπγ 20 ,:d  be  the 
opposite to   [ ] +→ Rπγ 20 ,:c . Define the cycle    cb: γγΓ += & . By the residue theorem, one gets 
from (3.18): 
( ) ( ) ( ) ( ) ( ) ( )txzdzfzz
i
zdzxˆz
i
Tkxtx *T
k
T
k
tt t
t
ct
t
b
+∫=∫=≡ −−− 111 2
1
2
1 Δππ γγ   
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                            ( ) ( ) ( ) zdzfzz
i
tx
t
t
d
T
k* 11
2
1 −−∫−= Δπ γ  ; +∈∀ 0Rt                            (3.19a) 
 
since  ( ) ( )∑
∈
−−=
tT
t
A
k* fdiesRtx
λ
Δ 11 with 
ttTA μΛ⊂ being the set of poles of fdi tk 11 −− Δ  
in the annulus 
tTΩ , [2] since ( ) ( ) ( ) tttttc kTTTk Kzdzfzz εμπΔγ −≤∫ −− 211  where 
fmax:K
z
1−
−=
= Δεμ ,  [3]. This implies that ( ) ( ) ( )( )ttt kTTtt*tt OTkxTkx εμ −+=  as  
∞→=∋ tt Tkt0R for any prefixed finite +∈ RtT . Finally, note that ( ) 0≡tt* Tkx ; 0N∈∀ tk  and any 
given +∈ RtT would imply ( ) tttt
t
t TTT
k/
tt
k
T Tkxsuplim μεμμ <−<= ∞→
1  which is a 
contradiction . Thus, ( ) ( )tt** Tkxtx ≡ is a nontrivial solution of the limiting equation of (2.1) coincident 
with the solution of the  corresponding limiting discrete equation for any sampling period  +∈RtT .   
 
REMARK 3.8. The use of a time- dependent  sampling period tT  in Theorem 3.7 is a constructive 
technique to obtain an asymptotic approximation formula for all large time between the solution of (2.1) 
and its limiting counterpart by using computation residues theory their respective (sampling period–
dependent) associate discrete-time difference equations. The sampling period is re-calculated for any t 
when necessary to obtain a time-dependent nonnegative  integer  tk  valid to build the identity tt Tkt =  
to proceed with the appropriate residues formulas to obtain an asymptotic comparison of the solutions of 
(2.1) and its associate limiting counterpart. If the sampling period is prefixed to a constant value T then 
the solution of (2.1) is compared to its limiting solution for large time instants Tkt = . For Tkt ≠ , 
Theorem 3.7 is not directly applicable but there is a close version extendable to this case addressed in 
Corollary 3.9 below where continuity and boundedness arguments for  both solutions are used.              
 
Assume that the differential equation (2.1) and its associated limiting differential equation are both 
globally asymptotically Lyapunov´ s stable. For this purpose, it suffices from Theorem 2.1 that all the 
characteristic roots of (2.1), or equivalently, that all the eigenvalues of the matrix A (t) in (2.3) be located 
in the complex open left half plane Re s < 0. Assume also that the convergence of the coefficient 
functions of (2.1) to their limits is exponential (Theorem 3.7). Then, 1<
tTμ , +∈∀ RtT . 
 
Theorem 3.7 becomes a stronger result  if (2.1) and the limiting equation are globally Lyapunov´s stable 
since both solutions converge asymptotically to each other and to zero as it is proven in the subsequent 
result: 
 
COROLLARY 3.9. Assume that the differential equation (2.1) and its associated limiting differential 
equation are both globally asymptotically Lyapunov´ s stable. Assume also that the convergence of the 
coefficient functions of (2.1) to their limits is exponentially fast. Then, 10 <<
tTμ , +∈∀ RtT . 
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Proof: Since the differential equation (2.1) and its associated limiting differential equation are both 
globally asymptotically Lyapunov´s stable, so that 1<
tTμ , +∈∀ RtT and, furthermore,  
( ) ( ) ( )( )t
tt
k
TTtt
*
tt OTkxTkx εμ −+=  from Theorem 3.7, it follows that: 
( ) ( ) ( )( )t
tt
k
TTtt
*
tt oTkxTkx εμ −+=   
as ∞→=∋ tt Tkt0R  for any prefixed finite +∈ RtT , ∞→∋ tk0N , and for some ( )tt TT , με 0∈  
and some finite +∈RtTμ . Also, since 10 << tTμ and 10 <<< tt TT με  then 10 <−< tt TT εμ , 
+∈∀ RtT :  
( ) ( ) ( )( )( ) ( ) 0
000
==−+=
∞→∋∞→∋∞→∋ tt
*
k
k
TTtt
*
k
tt
k
TkxlimoTkxlimTkxlim
t
t
tt
tt NNN
εμ       
 
A particular version of Corollary 3.9 is the following:  
 
COROLLARY 3.10. Corollary 3.9 holds if all the eigenvalues of the matrix A (t) in (2.3) are located in 
the complex open left half plane Re s < 0 and convergence of the coefficient functions of (2.1) to their 
limits is exponentially fast . 
 
Theorem 3.7 may be  reformulated  for the case of a constant sampling period T as follows:  
 
COROLLARY 3.11. Consider any finite constant sampling period +∈RT . Then,  
( ) ( ) ( )( )kTT* OTkxTkx εμττ −++=+ ; [ )T,0∈∀τ  as ∞→+=∋ τkTt0R and ∞→∋ k0N , 
for some ( )TT , με 0∈  and some +∈ RTμ such that ( ) ( ){ } ∅≠==∈= TTT z,z:z: t μΔμΛ 0C . 
Then, ( ) ( ) ( )( )t
tt
k
TTtt
*
tt OTkxTkx εμ −+=  as ∞→=∋ tt Tkt0R  for any prefixed finite +∈ RtT , 
∞→∋ tk0N , and for some ( )tt TT , με 0∈  and some +∈ RtTμ such that 
 
Proof: Note from Theorem 3.7 and using the property 
 
 ( ) ( )( ) ( ) ( ) 221121 KtfKtftfOtf +≤⇔=  
 
for some finite +∈ 0RiK (i=1,2) of the Landau´s big – O,  that for ∞→+=∋ τkTt0R : 
 
( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( )ττττ +−+−++−=+−+ TkxTkxTkxTkxTkxTkxTkxTkx ****  
                                     ( ) ( ) ( ) ( ) ( ) ( )ττ +−+−++−≤ TkxTkxTkxTkxTkxTkx ***  
                               ( )( ) ( ) ( ) ( )( ) 2111 KKOKKO kTTkTT ++−≤++−≤ εμττεμ  
                                ( )( ) ( )( )kTTkTT OKO εμεμ −=+−≤  
where: 
 
 22
 21 KK:K +=  , with [ ) ( )ττ 101 Kmax:K T,∈= and [ ) ( )ττ 202 Kmax:K T,∈=   
are  real finite nonnegative constants depending on T, but independent of τ , since the solution of the 
linear differential equation (2.1) and that of its limiting equation are both continuously differentiable then 
uniformly bounded  within any  finite real  interval provided that they are bounded  at any point of such 
an interval .                                                                                                                                                    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