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1. INTRODUCTION 
A basic problem in the identification of systems is the determination of the 
properties of a system from the knowledge of experimental observation. As an 
example the response of a physical system, when it is subjected to given 
initial conditions, is usually predicted by the solution to a set of differential 
equations modelling the system whose properties are characterized by the 
system parameters. Classically, models have been formulated on the assump- 
tions that the parameters appearing in the differential equations are known 
a priori and are constant over the range of the independent variable. Modern 
engineering problems demand that these assumptions are relaxed; namely, 
that the system parameters need not be known, a priori, and they are allowed 
to vary over the range of interest. 
Techniques have been developed to cope with these identification problems 
which involve a blend of quasilinearization and dynamic programming. 
(For example, see [ 11). In this context the observed experimental data plays a 
central role in the theoretical development for one seeks to determine those 
system parameters for which the model will “best” predict the known 
experimental results. 
Recently, a new method has been suggested [2] to circumvent the quasi- 
linear techniques which have certain inherent computational difficulties. 
The idea we want to explore is to fit the observed experimental data with a 
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known function and use this “data fit” to determine the properties of the 
system parameters. We have chosen the cubic spline as our data fitting 
function, 
2. THE QUASILINEAR TECHNIQUE 
Let us consider the differential equation 
11’ = q@, a), u(0) = c, (1) 
where u = (a,, a2 ,..., aN) is a vector of unknown system parameters and c 
is the initial condition. 
The quasilinear technique hinges on the use of successive approximations. 
Let alo) be an initial guess and let the function u. be determined by the 
equation 
UO ’ = q(u, , u(O)), u,(O) = c. (2) 
Consider the linearized version of (l), 
Ul ’ = q(uo , u(O)) + q&1 - 110) + ja(u(1) - u(O), up) = c, (3) 
where the partial derivative qu , and the Jacobian Matrix Ja are evaluated at 
II = u. , a = a(O). The vector a(i), and thus u1 is determined by the condition 
that 
D&(l)) = 5 (ul(tk) - dk)2 
k4 
(4 
is a minimum, where dk is the observation of the system at time tk . The 
process is then repeated by solving (3) with a(l), ur replacing a(O), u. , thus 
obtaining a sequence of vectors {a(‘)} and functions {u,). If convergence 
occurs, the limiting vector will give the set of system parameters optimally 
consistent with the observations. A thorough examination of convergence 
of the quasilinear technique is found in [3]. An engineering example of the 
technique is discussed in [4]. 
Generally convergence is highly dependent on the initial choice of a(O). 
This restriction is a severe drawback to the success of the technique, and 
therefore, a means must be found to circumvent this difficulty. 
3. THE CUBIC SPLINE 
The analysis of raw experimental data -has usually involved fitting the data 
by smooth functions, in many cases polynomials whose coefficients are 
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determined by a least square procedure. This analytical description of the 
data has many uses, yet from an engineering standpoint it offers little informa- 
tion for the dynamic output from a linear mass-spring-dashpot model gives 
little clue to the appropriate values of the spring constants and the damping 
coefficients, which are the engineering design parameters of the system. 
However, the information contained in the analytical data fit should be 
useful in estimating the engineering design parameters of the system. We 
propose to explore this idea through the use of the cubic spline. 
The cubic spline, defined over the interval [0, b], is constructed in the 
following way. Consider the interval to be subdivided as follows, 
0 = x,, < x1 < x2 -.. < xN = b 
and an associated set of data points {ri} is given. 
We seek a function S,(x), 0 < x < b, with the following properties: 
(1) SJx) is continuous, together with its first and second derivatives, 
on (0 < s < b), 
(2) S,(X) is a cubic within each subinterval, xi-i < x < xi , i = 1, 2,... N, 
(3) ~‘&i) =yi i = 1, 2,... N. 
Such a function is called a spline with respect to the interval [0, b]. Analyti- 
cally the spline can be simply represented over each subinterval [xi-i , xi] as 
qq’ = Miel k$ + Mi (* 12T-l) , 
I E 
where hi = xi - x,.-i and Mi is known as the moment associated with the 
node xi . 
Integrating twice and evaluating the constants of integration, we obtain 
the expression for the spline in terms of the unknown moments: 
S(X) = Mi-1 (xi6;,x)3 + Mi 
(x - Xi-l)” 
6hi 
+ (y ._ ) 
t 1 
_’ Mi-lh,2 (Xi - X) 
----hi 6
Mihi’ (X - Xi-l) 
+ hi) - --$- hi . 
From expressions (5) and (6) it is clear that SA(x) and S:(x) are continuous 
on [0, b]. The continuity of SA’(x) at xi requires 
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If we introduce the parameters 
hi+1 
A’ = hi + hi+l ’ 
pi = 1 - Xi p 
d. = ~[(Y,+I - Ydlhi+l - 0~. - Y&/h4 8 hi + hi+1 
, 
then the continuity requirement becomes 
piMi-1 + 2Mi + hiMi+, = di , i = 1) 2 )..., N - 1. (8) 
Two additional end conditions are required to complete the system which 
we shall write in the form: 
2M, + X,M, = do; p&l,-, + 2M, = dN . (9) 
The accuracy of the spline data fit clearly depends on both the end condi- 
tions and the number of data points. The solution to the Eqs. (8) and (9) 
can be found by introducing the expression 
Mi = Q&,, + U,; (10) 
then AZ,-, = Qi-iAZi + Ui-1, which when substituted into (8), gives the 
expression 
Mi = - 
[ 
Ai 1 2 + PiQi-1 ’ Mi+l  [“; T ~~~~~~ 1 - (11) 
Comparing the expressions (10) and (11) gives the computation algorithm 
Pi = 2 + PiQi-12 Qo =O; 
u, = lIdi - Piui-11 I Pi ’ u, = 0, i = 1, 2 ,..., N - 1. 
To satisfy the end condition at x = b, consider 
Thus 
PN(QN--~MN + u,-,) + 2M, = 4. 
M =dh’-Ppnruh’-,. 
N 
2 f PNQN-I ’ 
W = Q&+1+ Vi, i = iv - l,... 1; (12) 
M 
0 
= (do - AoK) 
2 ; 
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which completes the calculation of the spline. For a full discussion of the 
interesting properties of splines the reader is referred to [5]. 
4. THE DETERMINATION OF THE SYSTEM PARAMETER 
Returning to Eq. (l), we shall consider, for simplicity, a system of the form 
24’ = ug(u); 
u(0) = 0, O<x<b. (13) 
Let {ri}, i = 1, 2 ,..., N be the observations of the system over the region 
[0, b]. Let us fit these observations by a cubic spline, so that 
u(x)~S,(x):O=x,<x,<--<xN=b. 
Consider the functional 
where S,,,(X) is that portion of the spline defined over xi < x < Xi+1 . 
The system parameter a is estimated from the condition the $(a) is a 
minimum. Thus 
5. CUBIC SPLINES WITH UNKNOWN END POINTS 
Thus far we have considered a single spline data fit over the interval of 
observations. By use of this spline we were able to determine the system 
parameter a associated with the observation interval. If the parameter a is 
known to change during the interval of observation, then the identification 
problem is more complex for we wish to know both the set of system param- 
eters {a,} and their individual ranges of validity. 
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For this we rely on the ideas of Dynamic Programming [6]. From the 
previous work we have shown how an estimate of the system parameter can 
be found for any interval of observation. If the state of the system is known 
at the beginning of the interval, then the theoretical solution can be con- 
structed by solving (13). 
For the interval [xi , xj] we shall define an error measure as follows: 
where u(.x, ai) is the theoretical solution and d(x) is the experimental observa- 
tion. 
In the spirit of Dynamic Programming let 
FM(x) = the minimum error measure, the minimum percentage 
deviation of the theoretical solution from the observed 
data, that can be obtained by fitting M cubic splines to the 
observed data over the interval [0, x]. 
A recurrence relation can be stated connecting the function FM with FM-l , 
which is a statement of the Principle of Optimality of Dynamic Programming. 
We have 
FM(X) = ()T,:nx [FM-l(Y) + WY, 41, 
F,(x) = E(0, x). (16) 
If the range of observation is [0, b], and M cubic splines are required, then 
the optimal location of the M intervals and the set of system parameters 
{al,, i = 1, 2,... M} are found as a byproduct of computing F,(b) by means 
of the recursion relation (16). 
6. A NUMERICAL EXAMPLE 
Let us consider the system defined as 
Y’ = 41 +YR 
Y(O) = 0, O,<X,<l. 
The solution of this nonlinear system is y = tan(ax). Let us consider as 
the “observed data” d(x) = tan(x), 0 < x < 1, where the constant a = 1 
over the entire range. Our object is to demonstrate how well the parameter a 
can be estimated by the technique described above. 
32 BELLMAN AND ROTH 
Let the interval [0, I] be subdivided equally into lengths d. For each A, 
the cubic spline data fit can be calculated using the computational algorithm 
(12) and the system parameter a is estimated by evaluation of expression (14) 
numerically using Simpson’s rule. The results are shown in Table 1. 
TABLE 1 
A a 
0.3 .983300 
0.2 .989095 
0.1 .998037 
0.05 .999630 
It should be pointed out that if the same problem was solved using the 
quasilinearization technique with a (O) chosen to be greater than 1~12, then 
the successive approximation technique would diverge. 
The case where a is allowed to change over the interval observation is a 
straightforward application of Dynamic Programming and no example will be 
shown. A simple illustration of the technique is shown in [7]. 
7. DISCUSSION 
From a computational standpoint, the foregoing procedure has many 
advantages over the quasilinearization technique. It requires only that the 
solution u(t) be sufficiently smooth over the region that it can be accurately 
represented by a cubic spline. Furthermore the computer time and storage 
required for solving the quasilinear differential equations have been elimi- 
nated by the new data fitting technique. No initial guess is needed to obtain 
an estimate of the system parameter and finally if further accuracy is required, 
the estimate found from the data fitting technique can be used as an initial 
guess for the quasilinear method. 
The use of the cubic spline in the data fit is particularly successful for the 
spline has both smoothness and convergence properties which are very 
useful. The smoothness property has an advantage since the final parameter 
estimation requires a numerical integration, which can be performed with a 
high degree of accuracy. The strong convergence properties of the spline 
ensured an accurate representation of the data and allows one to estimate 
error bounds on the procedure. 
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Finally the data fitting technique can be readily extended to more complex 
systems of the general form, 
u’ = g(u, a), u(0) = c, 
where the parameter a no longer enters into the system in a linear manner. 
Such a system requires solving a nonlinear algebraic equation for a or a 
system nonlinear of algebraic equations if a is a vector. By the use of doubly 
cubic splines, partial differential equations of the form 
or 
(20) 
There is no particular reason why experimentally observed data has to be 
available for either the quasilinearization or the data technique to be useful. 
The observed data can be replaced by design requirements on the system, 
allowing one to find the system parameters optimally consistent with those 
requirements. Thus the methods we have described should be of value not 
only to the scientist seeking a better understanding of properties of a given 
system but also to the design engineer who wishes to design a system subject 
to a given set of specifications. 
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