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Resumen: En este trabajo se presenta el sintonizado del Regulador Lineal
Cuadra´tico (LQR) mediante la te´cnica de incertidumbre acotada en los datos
o Bounded Data Uncertainties (BDU) con el ﬁn de mejorar la robustez del
sistema, plantea´ndose como un Min-Max donde se busca la mejor solucio´n en
el peor escenario posible. As´ı se ofrece un nuevo me´todo guiado de ajuste del
LQR, considerando los l´ımites de la incertidumbre. La aplicacio´n a sistemas
multidimensionales no es trivial, pues presenta la forma de un Two-Point Boundary
Value Problem (TPBVP), el cual se resuelve iterativamente. Copyright c© 2007
CEA-IFAC.
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1. INTRODUCCIO´N
En este trabajo se aborda el sintonizado del LQR
mediante la te´cnica BDU con el ﬁn de dotar de
mayor robustez al sistema de control, obteniendo
como resultado una ley de control donde se sinto-
niza el para´metro de penalizacio´n del esfuerzo de
control de modo guiado y se modiﬁca la ecuacio´n
recursiva de Riccati.
La eleccio´n de la te´cnica BDU se justiﬁca por su
capacidad de regularizar el problema de mı´nimos
cuadrados (que subyace en la teor´ıa del LQR) de
manera guiada a partir de informacio´n sobre las
cotas de la incertidumbre, frente a otras te´cnicas
cla´sicas de regularizacio´n.
1 Financiado parcialmente por los proyectos de investi-
gacio´n del MEC del Gobierno Espan˜ol FEDER DPI2005-
07835 y FEDER DPI2004-8383-C03-02.
A continuacio´n, se introducen las diferentes te´cni-
cas de regularizacio´n, conectando posteriormente
con la te´cnica BDU y ﬁnalmente su aplicacio´n al
LQR.
Una manera t´ıpica de plantear un problema de
estimacio´n o identiﬁcacio´n consiste en considerar
el siguiente sistema de ecuaciones lineales, donde
A ∈ Rm×n es conocida (con m ≥ n), siendo
x ∈ Rn un vector desconocido y salidas medibles
b ∈ Rm
Ax = b. (1)
A partir de la salidas medibles y conociendo A,
se desea encontrar x, pero en los sistemas reales
raramente se presenta la igualdad (1) porque
nunca se conoce exactamente el valor de A y b.
As´ı, considerando que el vector b contiene me-
didas ruidosas (o con incertidumbre), no resulta
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cierta la ecuacio´n (1), y se plantea el problema de
la forma
Ax ≈ b. (2)
Una te´cnica para manejar el problema anterior
consiste en el uso de Mı´nimos Cuadrados, el cual
aparece en numerosas teor´ıas de identiﬁcacio´n y
control (Aguado y Mart´ınez, 2003), como son el
ﬁltro de Kalman, control LQR, LQG, GPC, etc.
Su popularidad es debida a que es fa´cil de plantear
y de resolver. Considerando el contexto de la
identiﬁcacio´n, dado el vector b ∈ Rm que
contiene medidas ruidosas o con incertidumbre
y considerando el sistema de ecuaciones lineales,
ser´ıa ma´s adecuado expresarlo como
Ax = b+ δb (3)
donde b representa la parte conocida y δb la
incertidumbre. Se estima xˆ resolviendo el sistema
de ecuaciones (1), en la mayor´ıa de los casos
incompatible
min
x
‖Ax− b‖2 (4)
denotando ‖.‖2 la norma eucl´ıdea del vector.
Generalmente δb = 0, y por tanto el vector b no
pertenece al espacio generado por las columnas de
A consideradas como vectores (b /∈ R(A)), y en
ese caso, el problema de mı´nimos cuadrados busca
el vector bˆ = Axˆ ∈ R(A) que este´ ma´s cerca a
b en el sentido de la norma eucl´ıdea (ver ﬁgura
1). As´ı el me´todo considera que todos los errores
e incertidumbre esta´n presentes so´lo en el vector
b, y por tanto A se conoce exactamente.
La solucio´n xˆ, siendo A+ la matriz pseudoinversa
de A, resulta
xˆ =
[
ATA
]−1
ATb = A+b. (5)
En la ﬁgura 1 se muestra geome´tricamente la
solucio´n xˆ como la proyeccio´n de b en el espacio
generado por las columnas de A, R(A). El vector
residuo Axˆ − b es necesariamente ortogonal a la
base constituida por las columnas de la matriz de
datos A, es decir
AT [Axˆ− b] = 0. (6)
El principal inconveniente del me´todo de mı´nimos
cuadrados radica en que es sensible a errores en
los datos. Es decir, un disen˜o de mı´nimos cua-
drados basado en los datos (A,b) puede resultar
inadecuado cuando los datos ’reales’ no son (A,b)
sino una versio´n perturbada de e´stos, (A+δA,b+
δb), siendo δA y δb desconocidos. El problema se
debe a que las perturbaciones o incertidumbre en
los datos aparece con mucha frecuencia en los pro-
blemas de control y pueden deberse a causas como
que los valores nominales de los para´metros del
modelo son aproximaciones de los valores reales, y
pueden variar debido a las no linealidades del pro-
ceso o cambios en el punto de operacio´n, adema´s
siempre existen errores en la medicio´n de las varia-
bles, y generalmente no se conoce la estructura del
proceso en alta frecuencia, y por simplicidad, se
utilizan modelos de bajo orden para representar
dina´micas complejas, lo que ocasiona errores de
modelado, normalmente conocidos como dina´mica
no modelada (Skogestad y Postlethwaite, 1996).
Una variante de este me´todo es el Mı´nimos Cua-
drados Regularizado, el cual puede obtener una
solucio´n ma´s robusta (es decir, menos sensible
a errores en los datos) ante el problema descri-
to anteriormente, y que adema´s pretende com-
batir el problema de mal condicionamiento que
aparece en el mı´nimos cuadrados puro (Golub y
van Loan, 1996; Lawson y Hanson, 1995). El mal
condicionamiento produce que pequen˜os cambios
en los datos de partida originen grandes cambios
en el resultado obtenido (y por tanto una mayor
sensibilidad a dichos errores). Considerando el sis-
tema de ecuaciones normales (6) que describe la
solucio´n mı´nimos cuadrados
ATAxˆ = ATb (7)
el problema surge con el te´rmino ATA, cuyo
nu´mero de condicio´n puede ser mucho peor que el
de A, lo cual origina problemas cuando se invierte
para calcular la solucio´n. La regularizacio´n pue-
de ser una solucio´n, que consiste en elegir de ante-
mano un para´metro positivo λ (el para´metro de
regularizacio´n) para que la inversio´n sea ma´s fa´cil
y ma´s precisa, y elegir xˆ resolviendo el siguiente
ı´ndice (donde se usa la norma al cuadrado la cual
facilita la derivada del ı´ndice)
min
x
[
‖Ax− b‖22 + λ ‖x‖22
]
(8)
siendo la solucio´n
Figura 1. Interpretacio´n geome´trica de la solucio´n
mı´nimos cuadrados.
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xˆ =
[
ATA+ λI
]−1
ATb. (9)
El inconveniente reside en que se elige λ de un mo-
do intuitivo, y sin ningu´n procedimiento o te´cnica
que ayude en su disen˜o. De modo que si es muy
grande, se produce una sobrerregularizacio´n,
la cual puede originar pe´rdida de informacio´n im-
portante, y si λ resulta pequen˜o se produce una
subregularizacio´n que puede provocar que la
solucio´n no sea robusta, es decir, que sea sensible
a errores en los datos.
Existen diferentes te´cnicas de regresio´n que hacen
uso de la regularizacio´n (Schubert, 2003), las
cuales se podr´ıan agrupar en dos familias, aque´llas
que llevan a cabo una regularizacio´n positiva o
llamada simplemente regularizacio´n, es decir, con
λ > 0, tales como las te´cnicas mı´nimos cuadrados
contra´ıdo (Stein, 1981), regresio´n Ridge (Hoerl et
al., 1986), regresio´n Tikhonov (Ghaoui y Lebret,
1997), Min-Max (Chandrasekaran et al., 1998) y
el ya citado mı´nimos cuadrados regularizado, y
aque´llas que usan la regularizacio´n negativa
o desregularizacio´n, es decir, con λ < 0, tales
como las te´cnicas mı´nimos cuadrados total (Golub
y van Loan, 1980; Golub et al., 1999; Van Huﬀel
y Vandewalle, 1991) y Min-Min (Chandrasekaran
et al., 1999).
Tradicionalmente, el uso del mı´nimos cuadrados
(que no usa la regularizacio´n) y mı´nimos cua-
drados total esta´ muy extendido en el a´mbito
de la estimacio´n, pero dichos me´todos presentan
el problema de ser poco robustos, es decir muy
sensibles a los errores en los datos o funcionan
mal cuando la matriz A esta´ mal condicionada.
La desregularizacio´n del Min-Min tambie´n pre-
senta el mismo problema. As´ı pues, en general
los me´todos que desregularizan intentan obtener
una solucio´n ma´s precisa (con menor residuo),
pero menos robusta, obteniendo valores de ‖xˆ‖2
mayores. Por otra parte, los me´todos que regu-
larizan obtienen soluciones ma´s robustas pero
menos precisas, es decir, incorporan un sesgo
o residuo adicional, reduciendo as´ı el valor de
‖xˆ‖2.
Son destacables otros me´todos basados en el crite-
rio del error hacia atra´s (backward error) que pre-
tenden mejorar ambos aspectos, robustez y preci-
sio´n, pero a costa de manejar ı´ndices no convexos
ma´s complejos (Chandrasekaran et al., 2004).
Es dif´ıcil establecer que´ te´cnicas son mejores, pues
tambie´n depende de la aplicacio´n en particular.
Por ejemplo, en la regresio´n Tikhonov hay tra-
bajos para seleccionar λ en (Hansen, 1992; Neu-
bauer y Scherzer, 1998; O’Leary, 2001; Kilmer y
O’Leary, 2001), y ese hecho es a la vez el punto
fuerte y de´bil de este me´todo. En el a´mbito de
la estimacio´n e identiﬁcacio´n, tradicionalmente se
han usado te´cnicas de desregularizacio´n con la
intencio´n de conseguir soluciones precisas, aunque
tambie´n se han usado de regularizacio´n. No obs-
tante, desde el punto de vista de control, y sobre
todo de control robusto, interesar´ıan te´cnicas
de regularizacio´n que proporcionen soluciones ma´s
suaves (menores ‖xˆ‖2) y robustas.
El deseo de un me´todo ma´s riguroso matema´tica-
mente para tratar los problemas de robustez, lleva
al desarrollo del problema Min-Max o BDU
Bounded Data Uncertainties (Chandrasekaran et
al., 1998), tambie´n llamado Robust Least Squares
(Ghaoui y Lebret, 1997). Dicho me´todo se propuso
y se resolvio´, por una parte, mediante te´cnicas
de la ecuacio´n secular en (Chandrasekaran et
al., 1998), y por otra parte, mediante te´cnicas
de Linear Matrix Inequalities (LMI) en (Ghaoui
y Lebret, 1996). Mediante LMIs el tiempo de
ca´lculo es menor, aunque esta ventaja so´lo se
aprecia cuando aparecen muchas restricciones a
tener en cuenta en el problema, ya que en los
casos sencillos, en general, la ecuacio´n secular es
ma´s simple. El me´todo ha sido planteado (Sayed
et al., 1998; Subramanian y Sayed, 2003; Wat-
son, 2001) para resolver problemas de identiﬁca-
cio´n, estimacio´n, ﬁltrado, control, ajuste de datos,
etc.
La te´cnica BDU permite al disen˜ador incorporar
expl´ıcitamente informacio´n a priori sobre el ta-
man˜o de las cotas de la incertidumbre en el plan-
teamiento del problema, y por tanto el para´metro
de regularizacio´n λ ya no se elige intuitiva o arbi-
trariamente, como en otras te´cnicas, sino teniendo
en cuenta dicha informacio´n. As´ı pues, se lleva a
cabo una regularizacio´n semiautoma´tica sin
intervencio´n del usuario, llamada as´ı porque to-
dav´ıa se debe proporcionar la cota de la incerti-
dumbre que se considera presente en los datos, y
no se garantiza que se conozca de manera precisa,
siendo este aspecto cr´ıtico porque el para´metro de
regularizacio´n depende del valor de dicha cota.
La te´cnica BDU ha sido usada principalmente
en el a´mbito de la estimacio´n de para´metros,
y tambie´n existen contribuciones en a´reas aﬁnes
como el ﬁltrado y restauracio´n de ima´genes (Sayed
et al., 1998), pero escasamente desarrollada para
control de procesos, destacando en este u´ltimo
caso la adaptacio´n al controlador lineal cuadra´tico
(LQR).
En el problema LQR se usa un para´metro de pena-
lizacio´n del esfuerzo de control R = rI, siendo ha-
bitualmente una matriz diagonal y constante. En
presencia de incertidumbre, se puede establecer
una analog´ıa entre el problema LQR y el problema
BDU (donde el para´metro de penalizacio´n del es-
fuerzo de control rI se sustituye por el para´metro
de regularizacio´n λI), y por tanto se puede usar
BDU para dotar al sistema de mayor robustez.
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Como consecuencia de la aplicacio´n del BDU al
LQR (llamado LQR-BDU), se modiﬁca la ecua-
cio´n recursiva de Riccati (Ramos et al., 2004; Ra-
mos et al., 2005).
La principal contribucio´n de este trabajo consiste
en la extensio´n del LQR-BDU a sistemas multidi-
mensionales, lo cual conlleva el desarrollo teo´rico
de la nueva ley de control y de la obtencio´n de la
ecuacio´n recursiva de Riccati modiﬁcada mediante
BDU, que en este caso sera´n matriciales.
Por otra parte, la aplicacio´n de dicha ley de con-
trol no resulta trivial, debido a que el problema
presenta la forma de un TPBVP, ya que la ley
de control depende del vector de estado del peor
caso, y por tanto se usa un procedimiento iterativo
para su resolucio´n. Finalmente, se veriﬁcan los
resultados esperados mediante la aplicacio´n de
dicha estrategia de control a dos sistemas mul-
tidimensionales.
Con ello, el resto del trabajo se organiza de la
siguiente manera, en la seccio´n 2 se presentan
los fundamentos de la te´cnica BDU, la seccio´n 3
muestra el controlador LQR-BDU para sistemas
multidimensionales, mientras que en la seccio´n 4
se plantea el problema TPBVP. Posteriormente,
en la seccio´n 5 se presentan los resultados de la
aplicacio´n del LQR-BDU a un sistema de dos
dimensiones y al control del movimiento lateral de
un avio´n, y en la seccio´n 6 se presentan las con-
clusiones ma´s relevantes del trabajo y las l´ıneas
futuras.
2. INCERTIDUMBRE ACOTADA EN LOS
DATOS
El problema de incertidumbre acotada en los
datos, o Bounded Data Uncertainties, (BDU)
(Chandrasekaran et al., 1997; Chandrasekaran et
al., 1998; Sayed et al., 1998; Sayed y Nascimen-
to, 1999; Nascimento y Sayed, 1999) tambie´n
llamado gene´ricamente Min-Max o Robust Least
Squares (RLS) (Ghaoui y Lebret, 1997) se propu-
so y se resolvio´, mediante te´cnicas de la ecuacio´n
secular en (Chandrasekaran et al., 1998). Dicho
problema trata de encontrar una solucio´n xˆ con
las mejores prestaciones en el peor escenario po-
sible dentro de una regio´n acotada.
Existen diferentes planteamientos matema´ticos
del problema BDU, pero uno que resulta muy u´til
en el contexto de la identiﬁcacio´n y control es el
siguiente
min
x
max
‖δA‖
2
≤ηA
‖δb‖
2
≤ηb
[ ‖[A+ δA]x− [b+ δb] ‖22
+ρ ‖ x ‖22
]
(10)
(A,b)
J
x1
x2
x3
Figura 2. Tres vectores solucio´n, su ma´ximo resi-
duo (c´ırculos negros) y la solucio´n cuyo ma´xi-
mo residuo es el menor posible (cuadrado
negro).
donde (A,b) ser´ıa el modelo nominal y (A +
δA,b+δb) ser´ıa el modelo real perturbado, el cual
no puede ser conocido, pues no se conoce ni δA ni
δb, aunque s´ı una cota superior de e´stas ηA y ηb
‖δA‖2 ≤ ηA, (11)
‖δb‖2 ≤ ηb, (12)
y ρ es el para´metro de penalizacio´n de la variable
a minimizar x. Deﬁniendo el residuo J , se puede
reescribir la ecuacio´n (10) de la siguiente forma
min
x
max
‖δA‖
2
≤ηA
‖δb‖
2
≤ηb
J(x, δA, δb), (13)
la cual puede ser vista segu´n la teor´ıa de juegos
como un problema con restricciones donde par-
ticipan dos jugadores. Por un lado el disen˜ador,
que trata de elegir un valor de x que minimice el
residuo, y por otro lado los oponentes δA y δb
que intentan maximizar el residuo. La solucio´n
a este problema consiste en buscar el vector xˆ
cuyo ma´ximo residuo J , siendo ‖δA‖2 ≤ ηA y
‖δb‖2 ≤ ηb, es el menor posible.
Por ejemplo, si se seleccionan los vectores solucio´n
x1, x2 y x3 y se dibujan sus residuos J en funcio´n
de δA y δb, se puede observar en la ﬁgura 2 cua´l
es en cada caso el ma´ximo residuo. La solucio´n
al problema consiste en encontrar que´ x produce
el mı´nimo residuo para el peor caso, siendo en el
ejemplo de la ﬁgura la solucio´n x3.
Para obtener una solucio´n xˆ distinta de cero,
se debe cumplir la condicio´n (Chandrasekaran et
al., 1998)
ηA <
‖ ATb ‖2
‖ b ‖2 . (14)
Tambie´n en (Chandrasekaran et al., 1998) se de-
muestra que el problema Min-Max con restriccio-
nes establecido en la ecuacio´n (10), es equivalente
al siguiente problema de minimizacio´n sin restric-
ciones
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min
x
[
[‖ Ax− b ‖2 +ηA ‖ x ‖2 +ηb]2
+ρ ‖ x ‖22
]
. (15)
Se puede comprobar que en ausencia de incerti-
dumbre, δA = 0 y δb = 0 en (10), se obtiene la
solucio´n al original problema de mı´nimos cuadra-
dos regularizado (8)
xˆ =
[
ATA+ ρI
]−1
ATb (16)
siendo ρ el para´metro de regularizacio´n emp´ırico
en ausencia de incertidumbre. Sin embargo, cuan-
do la incertidumbre esta´ presente, se obtiene un
nuevo para´metro de regularizacio´n λ, que tiene en
cuenta ma´s informacio´n
xˆ=
[
ATA+ λI
]−1
ATb, (17)
λ=
ηA ‖ Axˆ− b ‖2
‖ xˆ ‖2
+
ρ ‖ Axˆ− b ‖2
‖ Axˆ− b ‖2 +ηA ‖ xˆ ‖2 +ηb . (18)
La solucio´n se obtiene resolviendo el sistema de
ecuaciones no lineales formado por (17) y (18),
siendo (18) la ecuacio´n secular no lineal, la cual
depende de λ, A, b, ρ, ηA y ηb. Deﬁniendo F (λ)
como la ecuacio´n secular
F (λ) =
ηA ‖ Axˆ− b ‖2
‖ xˆ ‖2
+
ρ ‖ Axˆ− b ‖2
‖ Axˆ− b ‖2 +ηA ‖ xˆ ‖2 +ηb − λ(19)
existe una u´nica solucio´n λˆ > 0 tal que F (λˆ) = 0,
la cual se puede obtener, por ejemplo, empleando
un me´todo iterativo de localizacio´n de ra´ıces tipo
biseccio´n para resolver la ecuacio´n no lineal.
3. CONTROL ROBUSTO MEDIANTE
INCERTIDUMBRE ACOTADA EN LOS
DATOS
En el problema LQR (Linear Quadratic Regula-
tor) el objetivo principal consiste en regular el
estado de un modelo lineal en espacio de estados
para que llegue a cero, mientras se penaliza el
coste debido al esfuerzo de control, de modo que se
busca una secuencia de control {uˆi} que resuelva
(Ollero, 1991)
min
{ui}
[
xTN+1PxN+1+
N∑
i=0
[
xTi Qxi+u
T
i Rui
]]
(20)
siendo R > 0, P > 0 (matrices deﬁnidas positi-
vas) y Q ≥ 0 (matriz semideﬁnida positiva) sobre
un intervalo de tiempo 0 ≤ i ≤ N .
Para el planteamiento del problema se considera
el siguiente modelo en espacio de estados multidi-
mensional y con ma´s de una entrada
xi+1 = Fxi +Gui, (21)
donde x0 es el estado inicial y {ui} indica la
secuencia de control de entrada. El problema (20)
se puede resolver recursivamente dividiendo la
funcio´n de coste en dos te´rminos (programacio´n
dina´mica),
min
{u0,...,uN−1}
⎡⎢⎢⎢⎢⎢⎣
N−1∑
i=0
[
xTi Qxi + u
T
i Rui
]
+min
uN
⎡⎣ xTN+1PxN+1+xTNQxN
+uTNRuN
⎤⎦
⎤⎥⎥⎥⎥⎥⎦ (22)
donde so´lo el segundo te´rmino, mediante la ecua-
cio´n en espacio de estados (21) para xN+1, depen-
de de uN . Minimizando respecto uN , se obtiene
la ley de control por realimentacio´n del estado
para el instante N , y generalizando se obtiene
para 0 ≤ i ≤ N , donde el coste Pi se propaga
mediante la recursio´n de Riccati con la condicio´n
l´ımite PN+1 = P
uˆi =−Kixˆi, (23)
Ki =
[
R+GTPi+1G
]−1
GTPi+1F, (24)
Pi =Q+KTi RKi
+ [F−GKi]T Pi+1 [F−GKi] , (25)
PN+1 =P. (26)
Para sintonizar el LQR mediante BDU, se debe
transformar el problema LQR en un problema
BDU, considerando en este caso el siguiente mo-
delo en espacio de estados multidimensional con
incertidumbre parame´trica δF y δG
xi+1 = [F+ δF]xi + [G+ δG]ui, (27)
donde x0 indica el valor del estado inicial, y {ui}
indica la secuencia de control. Conociendo un
l´ımite de la incertidumbre (‖δF‖2 ≤ ηF , ‖δG‖2 ≤
ηG), se plantea el problema LQR como
min
{ui}
max
‖δF‖
2
≤ηF
‖δG‖
2
≤ηG
⎡⎢⎣ x
T
N+1PxN+1+
N∑
i=0
[
xTi Qxi + u
T
i Rui
]
⎤⎥⎦ (28)
donde R y P son unas matrices deﬁnidas positivas
y Q una matriz semideﬁnida positiva.
El problema se puede resolver recursivamente di-
vidiendo la funcio´n de coste en dos te´rminos
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min
{u0,...,uN−1}
max
‖δF‖
2
≤ηF
‖δG‖
2
≤ηG
[
N−1∑
i=0
[
xTi Qxi
+uTi Rui
]
+
min
uN
max
‖δF‖
2
≤ηF
‖δG‖
2
≤ηG
[
xTN+1PxN+1
+xTNQxN + u
T
NRuN
]] (29)
donde so´lo el segundo te´rmino, mediante la ecua-
cio´n en espacio de estados (27) para xN+1, de-
pende de uN . Si se sustituye xN+1 en el segundo
te´rmino y se asume que Q = qI y R = rI son
matrices constantes diagonales, se obtiene
min
uN
max
‖δF‖
2
≤ηF
‖δG‖
2
≤ηG
[
xTN+1PxN+1
+xTNQxN + u
T
NRuN
]
=
= min
uN
max
‖δF‖
2
≤ηF
‖δG‖
2
≤ηG
⎡⎢⎣
∥∥∥∥∥ P
1
2 [G+ δG]uN
+P
1
2 [F+ δF]xN
∥∥∥∥∥
2
2
+r ‖ uN ‖22 +q ‖ xN ‖22
⎤⎥⎦ . (30)
Tras eliminar el te´rmino q ‖ xN ‖22 (porque no
depende de uN y por tanto no afecta al resultado
de la minimizacio´n), y mediante unos cambios
de variables se plantea dicho te´rmino como un
problema BDU del tipo (10),
min
x
max
‖δA‖
2
≤ηA
‖δb‖
2
≤ηb
[ ‖[A+ δA]x− [b+ δb] ‖22
+ρ ‖ x ‖22
]
(31)
donde se ha sustituido
A→P 12G,
δA→P 12 δG,
ηA →
∥∥∥P 12 ∥∥∥
2
ηG,
b→−P 12FxN , (32)
δb→−P 12 δFxN ,
ηb →
∥∥∥P 12 ∥∥∥
2
ηF ‖ xN ‖2,
x→ uN ,
ρ→ r.
Minimizando (31) para la variable x, teniendo en
cuenta la solucio´n (17) y (18) del problema BDU
(Sayed et al., 1998), y deshaciendo los cambios de
variables y sustituyendo λ ← λN , se obtiene la ley
de control uˆN para el instante N
uˆN =−KN xˆN , (33)
KN =
[
λNI+GTPG
]−1
GTPF, (34)
λN =
∥∥∥P 12 ∥∥∥
2
ηG
∥∥∥P 12 [F−GKN ] xˆN∥∥∥
2
‖KN xˆN‖2
+
r
∥∥∥P 12 [F−GKN ] xˆN∥∥∥
2⎡⎢⎢⎢⎣
∥∥∥P 12 [F−GKN ] xˆN∥∥∥
2
+
∥∥∥P 12 ∥∥∥
2
ηG ‖KN xˆN‖2
+
∥∥∥P 12 ∥∥∥
2
ηF ‖xˆN‖2
⎤⎥⎥⎥⎦
. (35)
Por otra parte, sustituyendo la solucio´n uˆN en el
ı´ndice de coste (30) y teniendo en cuenta (15) se
obtiene el coste PN que penaliza al estado xˆN
xˆTNPN xˆN = xˆ
T
NQxˆN+uˆ
T
NRuˆN (36)
+ xˆTN+1PxˆN+1
xˆTNPN xˆN = xˆ
T
NQxˆN+uˆ
T
NRuˆN (37)
+ [‖AuˆN−b‖2+ηA ‖uˆN‖2+ηb]2
es decir
xˆTNPN xˆN = xˆ
T
NQxˆN + xˆ
T
NK
T
NRKN xˆN
+
⎡⎢⎢⎢⎣
∥∥∥P 12 [F−GKN ] xˆN∥∥∥
2
+
∥∥∥P 12 ∥∥∥
2
ηG ‖KN xˆN‖2
+
∥∥∥P 12 ∥∥∥
2
ηF ‖xˆN‖2
⎤⎥⎥⎥⎦
2
. (38)
De (38) se obtiene la ecuacio´n recursiva de Riccati
modiﬁcada mediante BDU
PN =Q+KTNRKN
+ [F−GKN ]T P [F−GKN ]
+ 2 [F−GKN ]T P [F−GKN ]
·
⎡⎣
∥∥∥P 12 ∥∥∥
2
ηG ‖KN xˆN‖2
+
∥∥∥P 12 ∥∥∥
2
ηF ‖xˆN‖2
⎤⎦
∥∥∥P 12 [F−GKN ] xˆN∥∥∥
2
(39)
+
∥∥∥P 12 ∥∥∥2
2
⎡⎣ η2GKTNKN+[
η2F + 2ηF ηG
‖KN xˆN‖2
‖xˆN‖2
]
I
⎤⎦
tal y como se demuestra en el Anexo. Del mismo
modo se obtiene la ley de control para el resto de
instantes de tiempo 0 ≤ i ≤ N
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uˆi =−Kixˆi, (40)
Ki =
[
λiI+GTPi+1G
]−1
GTPi+1F, (41)
λi =
∥∥∥P 12i+1∥∥∥
2
ηG
∥∥∥P 12i+1 [F−GKi] xˆi∥∥∥
2
‖Kixˆi‖2
+
r
∥∥∥P 12i+1 [F−GKi] xˆi∥∥∥
2⎡⎢⎢⎢⎣
∥∥∥P 12i+1 [F−GKi] xˆi∥∥∥
2
+
∥∥∥P 12i+1∥∥∥
2
ηG ‖Kixˆi‖2
+
∥∥∥P 12i+1∥∥∥
2
ηF ‖xˆi‖2
⎤⎥⎥⎥⎦
, (42)
Pi =Q+KTi RKi
+ [F−GKi]T Pi+1 [F−GKi]
+ 2 [F−GKi]T Pi+1 [F−GKi]
·
⎡⎣
∥∥∥P 12i+1∥∥∥
2
ηG ‖Kixˆi‖2
+
∥∥∥P 12i+1∥∥∥
2
ηF ‖xˆi‖2
⎤⎦
∥∥∥P 12i+1 [F−GKi] xˆi∥∥∥
2
+
∥∥∥P 12i+1∥∥∥2
2
⎡⎣ η2GKTi Ki+[
η2F+2ηF ηG
‖Kixˆi‖2
‖xˆi‖2
]
I
⎤⎦, (43)
PN+1 =P. (44)
Es destacable que si ηF = ηG = 0 la ley de control
de (40) a (44) coincide con la ley de control del
LQR, es decir de (23) a (26).
Por otra parte, se observa que el para´metro R
del LQR, en la ecuacio´n (24), ajustado emp´ırica-
mente, se sustituye por λiI en la ecuacio´n (41),
y adema´s se modiﬁca la ecuacio´n recursiva de
Riccati, teniendo en cuenta los l´ımites de la in-
certidumbre.
4. PROBLEMA DE CONDICIONES DE
CONTORNO EN DOS PUNTOS
Analizando el sistema de ecuaciones formado por
(17) y (18) se deduce que si b y ηb fueran conoci-
dos, se podr´ıa resolver dicho sistema mediante la
ecuacio´n secular no lineal.
Pero en este caso, para i = N resulta que b y ηb
dependen de xN (que no es conocido)
b = −P 12FxN , (45)
ηb =
∥∥∥P 12 ∥∥∥
2
ηF ‖ xN ‖2 . (46)
Lo mismo ocurre con la ley de control para el resto
de instantes de tiempo 0 ≤ i ≤ N , ya que
b = −P 12i+1Fxi, (47)
ηb =
∥∥∥P 12i+1∥∥∥
2
ηF ‖ xi ‖2 . (48)
Por tanto la ley de control presenta la forma de
un problema de condiciones de contorno en dos
puntos o TPBVP (Two-Point Boundary Value
Problem), debido a que las expresiones de Ki y Pi
dependen del vector de estado del peor caso xˆi, es
decir Ki(xˆi) y Pi(xˆi), y por tanto se debe obtener
la solucio´n iterativamente, mediante el siguiente
procedimiento (Nascimento y Sayed, 1999):
1. Inicializacio´n. Se eligen unos valores iniciales
para las variables Pi, i ∈ [0, N ] (por ejemplo,
mediante la ejecucio´n del controlador LQR
multidimensional sin usar BDU). Tambie´n se
eligen valores iniciales para las variables λi
(cualquier valor positivo).
2. Iteracio´n hacia adelante. A partir de x0, λi y
Pi+1, se obtienen las diferentes ui (mediante
la ley de control) y xi (mediante la ecuacio´n
del modelo).
3. Iteracio´n hacia atra´s. Dados los valores cal-
culados anteriormente (ui y xi) y P se ob-
tienen nuevas aproximaciones de Pi y λi,
mediante las ecuaciones de la ley de control.
4. Recursio´n. Se repiten los pasos 2 y 3 hasta
que la solucio´n converja.
Evidentemente, la solucio´n obtenida debe cumplir
la condicio´n (14) y que λi > 0.
Por tanto, las ecuaciones de (40) a (44), expre-
sadas en formato matricial, se presentan como
un problema TPBVP, debido a que dependen del
estado en el peor caso xˆi.
Dicha dependencia no se puede eliminar, debido a
que no se pueden cancelar las variables xˆi, ya que
aparecen dentro de normas, y ello imposibilita,
por una parte, la obtencio´n una ecuacio´n expl´ıcita
del para´metro λi (ya que λi depende de Ki el
cual depende a su vez de λi), y por otra, que en
este caso, las expresiones de Ki y Pi dependen del
vector de estado del peor caso xˆi.
En cambio, dicha dependencia desaparec´ıa en los
sistemas unidimensionales, ya que en ese caso xˆi
es un escalar y por tanto la relacio´n (48) resultar´ıa
ηb = p
1
2
i+1ηf |xi| (49)
pudiendo cancelar la dependencia de ki y pi
respecto de xi, obtenie´ndose la siguiente ley de
control para sistemas unidimensionales (Sayed et
al., 1998), donde todas las variables son escalares
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uˆi =−kixˆi, (50)
ki =
fgpi+1
λi + g2pi+1
, (51)
λi =
r
1− ηg|g|
− pi+1g2
[
ηf
|f | +
ηg
|g|
]
1 + ηf|f |
, (52)
pi = pi+1f2
[
λi + ηgpi+1 |g|
λi + g2pi+1
+
ηf
|f |
]2
+
rf2g2p2i+1
[λi + g2pi+1]2
+ q, (53)
pN+1 = p. (54)
5. EJEMPLOS
A continuacio´n se presentan dos ejemplos que
muestran las mejoras que introduce la te´cnica
BDU en el sintonizado del LQR (mejora de la
robustez y sintonizado guiado del para´metro de
penalizacio´n del esfuerzo de control). Como pri-
mer ejemplo se ha elegido un sistema de 2 dimen-
siones, que puede resultar habitual a la hora de
modelar ciertos sistemas f´ısicos, y como segundo
ejemplo, se ha elegido un benchmark para un sis-
tema multidimensional que aparece en (Polyak y
Tempo, 2001) que modela el movimiento lateral de
un avio´n, para demostrar que el enfoque realizado
es factible para procesos con sentido f´ısico.
5.1 Sistema de 2 dimensiones
Este ejemplo muestra co´mo el uso de la te´cnica
BDU para el sintonizado del LQR puede mejorar
las prestaciones del sistema. Si se considera el
siguiente sistema de 2 dimensiones
xi+1 = [F+ δF]xi + [G+ δG]ui (55)
donde
F =
[
0.9 0.2
−0.2 0.8
]
G =
[
1
0.9
]
, (56)
estando δF y δG acotadas por ‖ δF ‖2≤ ηF y
‖ δG ‖2≤ ηG, se sintoniza el LQR-BDU conside-
rando
ηF = 0.27, ηG = 0, (57)
y los para´metros del LQR
P =
[
1 0
0 1
]
Q =
[
0.04 0
0 0.04
]
R = I, (58)
siendo x0 = [10 10]T y N = 80. En la ﬁgura 3 se
muestra la respuesta del sistema cuando se supone
que la incertidumbre del sistema perturbado es
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Figura 3. Respuesta del sistema (variables de
estado y acciones de control) sin BDU (l´ınea
continua) y con BDU (l´ınea discontinua).
δF =
[
0.2 0.15
0.05 0.1
]
δG =
[
0
0
]
, (59)
donde se puede ver que el BDU mejora las pres-
taciones del sistema.
Si por otra parte, se considera una incertidumbre
diferente
ηF = 0.1, ηG = 0.02, (60)
y suponiendo en este caso δG = 0
δF =
[−0.1 0
0 0
]
δG =
[−0.02
0.001
]
, (61)
se muestra la respuesta del sistema en la ﬁgura 4,
donde se observa que de nuevo el BDU mejora
las prestaciones del sistema. En la ﬁgura 5 se
muestran los 4 elementos de la matriz de peso Pi
que se obtiene en cada iteracio´n, siendo P12i =
P21i
Pi =
[
P11i P12i
P21i P22i
]
(62)
donde se observa co´mo sin BDU los elementos
de la matriz convergen a unos valores constantes,
mientras que el BDU adapta dichos valores en ca-
da instante teniendo en cuenta la incertidumbre.
Lo mismo ocurre para el para´metro de regulariza-
cio´n λ, como se muestra en la ﬁgura 6, donde se
lleva a cabo una regularizacio´n adaptativa en
lugar de constante.
5.2 Control del movimiento lateral de un avio´n
Este ejemplo presenta el disen˜o de un controlador
para el movimiento lateral de un avio´n, cuyo
modelo en espacio de estados es el siguiente
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Figura 4. Respuesta del sistema (variables de
estado y acciones de control) sin BDU (l´ınea
continua) y con BDU (l´ınea discontinua).
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Figura 5. Elementos de Pi en cada instante de
tiempo, sin BDU (l´ınea continua) y con BDU
(l´ınea discontinua).
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Figura 6. Para´metro de regularizacio´n λ en cada
instante de tiempo.
Figura 7. Estados y entradas del modelo del avio´n:
a´ngulo de ladeo x1 (o), velocidad de ladeo x2
(o/s), a´ngulo de deslizamiento lateral x3 (o),
velocidad de viraje x4 (o/s), desviacio´n del
timo´n u1 (o) y desviacio´n del alero´n u2 (o).
x˙(t) = Fcx(t) +Gcu(t) (63)
donde
Fc =
⎡⎢⎢⎣
0 1 0 0
0 Lp Lβ Lr
g/V 0 Yβ −1
Nβ˙(g/V ) Np Nβ+Nβ˙Yβ Nr−Nβ˙
⎤⎥⎥⎦ (64)
Gc =
⎡⎢⎢⎣
0 0
0 −3.91
0.035 0
−2.53 0.31
⎤⎥⎥⎦ . (65)
El modelo consta de cuatro estados y dos entra-
das, que se muestran en la ﬁgura 7, siendo
x1: a´ngulo de ladeo o bank angle (en grados
(o)),
x2: velocidad de ladeo o roll rate (o/s),
x3: a´ngulo de deslizamiento lateral o sideslip
angle (o),
x4: velocidad de viraje o yaw rate (o/s),
u1: desviacio´n del timo´n o rudder deﬂection
(o),
u2: desviacio´n del alero´n o aileron deﬂection
(o).
Se consideran los siguientes valores nominales
para los para´metros del avio´n que aparecen en las
matrices de estado
Lp = −2.93, Lβ = −4.75,
Lr = 0.78, g/V = 0.086,
Yβ = −0.11, Nβ˙ = 0,
Np = −0.042, Nβ = 2.59,
Nr = −0.39.
Para un periodo de muestreo T = 0.05 s. y un
retenedor de orden cero ZOH, se obtiene el modelo
en espacio de estados discreto utilizando una
aproximacio´n de primer orden de la exponencial
de la matriz (Astro¨m y Wittenmark, 1997)
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F = eFcT ≈ I+ FcT. (66)
Con dicha aproximacio´n el modelo discreto resulta
xi+1 = Fxi +Gui (67)
donde
F=T
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1
T
1 0 0
0
1
T
+Lp Lβ Lr
g/V 0
1
T
+Yβ −1
Nβ˙(g/V ) Np Nβ+Nβ˙Yβ
1
T
+Nr−Nβ˙
⎤⎥⎥⎥⎥⎥⎥⎥⎦
(68)
G = T
⎡⎢⎢⎣
0 0
0 −3.91
0.035 0
−2.53 0.31
⎤⎥⎥⎦ . (69)
Asumiendo incertidumbre, resulta el modelo
xi+1 = [F+ δF]xi + [G+ δG]ui (70)
donde δF y δG esta´n limitados con ‖δF‖2≤ ηF y
‖δG‖2≤ ηG.
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Figura 8. Respuesta del sistema (variables de
estado) con BDU (l´ınea continua) y sin BDU
(l´ınea discontinua).
Considerando
ηF = 0.7,
ηG = 0, (71)
x0 = [5 5 5 5]T ,
N = 20,
y los para´metros del LQR
P = Q = R = I, (72)
se obtiene el LQR-BDU multidimensional. La
ﬁgura 8 muestra la respuesta inestable del sistema
(las variables de estado) que se obtiene con el
LQR (en l´ınea discontinua) y la respuesta estable
que proporciona el LQR-BDU (en l´ınea continua)
cuando se considera que la incertidumbre del
sistema perturbado es
δF =
⎡⎢⎢⎣
0 0.55 −0.01 0.01
−0.03 −0.29 −0.47 0.07
0.01 0.02 −0.01 −0.47
0.05 0 0.26 −0.02
⎤⎥⎥⎦ , (73)
δG = 0. (74)
Como se observa el BDU mejora las prestaciones
del sistema en presencia de incertidumbre.
En la ﬁgura 9 se muestran las acciones de control,
mientras que en la ﬁgura 10 se muestra el para´me-
tro de regularizacio´n λ, el cual no es constante sino
que var´ıa en cada instante de tiempo teniendo en
cuenta la incertidumbre.
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Figura 9. Respuesta del sistema (acciones de con-
trol) con BDU (l´ınea continua) y sin BDU
(l´ınea discontinua).
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Figura 10. Para´metro de regularizacio´n λ en cada
instante de tiempo.
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6. CONCLUSIONES Y TRABAJO FUTURO
En este trabajo se ha abordado la aplicacio´n del
LQR-BDU a sistemas multidimensionales, lo cual
no es trivial, ya que no es posible obtener una
ecuacio´n expl´ıcita del para´metro λ, con el proble-
ma an˜adido de que en este caso, las expresiones de
Ki y Pi dependen del vector de estado del peor
caso xˆi, y por tanto la solucio´n presenta la for-
ma de un problema TPBVP (two-point boundary
value problem), que se resuelve iterativamente.
La conclusio´n fundamental ser´ıa que la te´cnica
BDU puede mejorar la robustez del LQR para sis-
temas multidimensionales. Para ello, el para´metro
ajustado emp´ıricamente R se modiﬁca teniendo
en cuenta la cota de la incertidumbre, y la matriz
Pi tambie´n se reajusta mediante la modiﬁcacio´n
de la ecuacio´n recursiva matricial de Riccati.
La aplicacio´n al LQR, sirve como precursor de la
aplicacio´n a control predictivo, como trabajo
futuro, tanto con modelos en espacio de estado
como en entrada-salida (Ramos, 2007), tal como
el GPC (Generalized Predictive Control), ya que
permite controlar procesos inestables, de fase no
mı´nima, sistemas con retardo, etc., aunque en
cualquier caso la aplicacio´n es extensible a otros
controladores predictivos.
El para´metro de penalizacio´n del esfuerzo de con-
trol λ presente en control predictivo, tambie´n se
puede ajustar teniendo en cuenta los l´ımites de la
incertidumbre usando la te´cnica BDU. La aplica-
cio´n es sencilla ya que los controladores predic-
tivos se pueden expresar en formato de mı´nimos
cuadrados.
Otra l´ınea futura pretende llevar a cabo la apli-
cacio´n de dicha estrategia de control sobre un
sistema real, lo cual requiere el esfuerzo inicial de
identiﬁcacio´n robusta del proceso, que proporcio-
ne un modelo nominal y la informacio´n acerca de
las cotas de la incertidumbre.
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ANEXO: Obtencio´n de la ecuacio´n recursiva de
Riccati modiﬁcada mediante BDU
Desarrollando el te´rmino cuadra´tico de (38)
xˆTNPN xˆN = xˆ
T
NQxˆN + xˆ
T
NK
T
NRKN xˆN
+
∥∥∥P 12 [F−GKN ] xˆN∥∥∥2
2
+
⎡⎣
∥∥∥P 12 ∥∥∥
2
ηG ‖KN xˆN‖2
+
∥∥∥P 12 ∥∥∥
2
ηF ‖xˆN‖2
⎤⎦2 (75)
+ 2
∥∥∥P 12 [F−GKN ] xˆN∥∥∥
2
·
⎡⎣
∥∥∥P 12 ∥∥∥
2
ηG ‖KN xˆN‖2
+
∥∥∥P 12 ∥∥∥
2
ηF ‖xˆN‖2
⎤⎦
se obtiene
xˆTNPN xˆN = xˆ
T
NQxˆN + xˆ
T
NK
T
NRKN xˆN
+ c1 + c2 + c3 (76)
donde los escalares c1, c2 y c3 se pueden expresar
como
c1 =
∥∥∥P 12 [F−GKN ] xˆN∥∥∥2
2
= xˆTN [F−GKN ]T P [F−GKN ] xˆN , (77)
c2 =
[∥∥∥P 12 ∥∥∥
2
ηG ‖KN xˆN‖2+
∥∥∥P 12 ∥∥∥
2
ηF ‖xˆN‖2
]2
=
[∥∥∥P 12 ∥∥∥
2
ηG ‖KN xˆN‖2
]2
+
[∥∥∥P 12 ∥∥∥
2
ηF ‖xˆN‖2
]2
+ 2
∥∥∥P 12 ∥∥∥
2
ηG ‖KN xˆN‖2
∥∥∥P 12 ∥∥∥
2
ηF ‖xˆN‖2
= xˆTN
∥∥∥P 12 ∥∥∥2
2
η2GK
T
NKN xˆN
+ xˆTN
∥∥∥P 12 ∥∥∥2
2
η2F IxˆN
+ xˆTN2
∥∥∥P 12 ∥∥∥2
2
ηG
‖KN xˆN‖2
‖xˆN‖2
ηF IxˆN
= xˆTN
∥∥∥P 12 ∥∥∥2
2
⎡⎣ η2GKTNKN xˆN+[
η2F+2ηG
‖KN xˆN‖2
‖xˆN‖2
]
I
⎤⎦ˆxN , (78)
c3 = 2
∥∥∥P 12 [F−GKN ] xˆN∥∥∥
2
·
[∥∥∥P 12 ∥∥∥
2
ηG ‖KN xˆN‖2+
∥∥∥P 12 ∥∥∥
2
ηF ‖xˆN‖2
]
= xˆTN2
[F−GKN ]T P [F−GKN ]∥∥∥P 12 [F−GKN ] xˆN∥∥∥
2
(79)
·
[∥∥∥P 12 ∥∥∥
2
ηG ‖KN xˆN‖2+
∥∥∥P 12 ∥∥∥
2
ηF ‖xˆN‖2
]ˆ
xN ,
de donde se extrae la ecuacio´n recursiva de Riccati
modiﬁcada mediante BDU (39).
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