We introduce a numerical method in order to compute solutions of hyperbolic partial differential equations on spatial domains diffeomorphic to S 3 . We focus on the discussion of the mathematical background, our implementation and certain tests. Applications are analyzed elsewhere. We argue that this collocation approach has a wide applicability. In order to keep the discussion as transparent as possible, however, we restrict to a particular setting in this work, namely to the conformal field equations of general relativity and a special class of cosmological solutions with certain symmetries.
Introduction
Studies of hyperbolic partial differential equations on certain spatial domains have a long history in many fields of science, some comments can be found for instance in [6] and references therein. In particular for applications in geometry, as for instance cosmological solutions in general relativity [21] or Ricci flow (introduced e.g. in [35] ), there are interesting applications with spatial domains diffeomorphic to S 3 (or lens spaces which are always included in the following discussion without further comment). In fact, it is a very similar problem to deal with symmetry axes in the case of axial symmetric solutions in R 3 . In general relativity this latter issue has often been discussed, as for instance in [19, 9, 30] , but we will focus on domains of S 3 -topology here. Dealing with such a "non-trivial" topology is difficult numerically. When the problem is formulated by means of a single coordinate patch, by which one can cover dense subsets of S 3 for instance, one encounters formally singular terms in the equations. Alternatively, one can try a multipatch approach, but this is much more involved technically. However, one was able to implement reliable multipatch codes for problems in general relativity, as for instance in [34, 12] . Nevertheless, we decided to develop an independent alternative single patch collocation code. One particular motivation is the high accuracy which can be achieved in principle with such techniques.
Further, since most of the multipatch codes mentioned above use finite differencing, our code yields the chance to compare results obtained with such different techniques.
This paper is organized as follows. In Section 2 we briefly introduce the physical problem of our interested which lies in the field of cosmological solutions of general relativity. We comment on the corresponding mathematical formulation and write down the relevant evolution equations. Our discussion of the numerical method afterwards will be based on this special setting in order to keep the presentation simple. Note that we do not analyze the implications of our numerical results for our physical questions of interest. This is done elsewhere as for instance in [4, 5] . In Section 3 we introduce the mathematical formulation of our discretization approach. Section 4 is devoted to the implementation and certain practical issues. In Section 5 we test the code and elaborate on numerical errors, stability and performance. Finally in Section 6 we summarize and conclude. We comment briefly on what might happen when we drop our special assumptions, point to open issues and list things to work on.
To some part, our code, which under a certain symmetry assumption reduces to 2 + 1 dimensions, has already been discussed in [4] . In this work now, besides a summary of that, we also introduce a consistent reduction to 1 + 1 dimensions for Gowdy symmetry. This new 1 + 1-code allows highly accurate computations in the S 3 -Gowdy class as we show here. For instance, it has enabled us, as presented in [5] , to falsify some of our speculations in [4] . Our paper can be read from two perspectives. Either one is only interested in the numerical method. In this case, note again that our presentation is based on a special setting, however, we also comment on how to go beyond that. Those readers can in principle skip Section 2.2. Or, the reader is additionally interested in our physical problem. Then, it possibly makes sense to study this paper together with [5] .
2 Mathematical formulation of the physical problem of interest
Notations and conventions
In this paper we will always assume Einstein's summation convention when we write tensorial expressions. Any tensor can be represented by the abstract symbol, say, T or by abstract index notation, e.g. T µ ν , dependent on the context. Note however, that when we write such an indexed object, we can mean either the abstract tensor or a special component with respect to some basis. Hopefully this will be always clear from the context. Our convention is that Greek indices µ, ν, . . . = 0, . . . , 3 refer to some choice of local spacetime coordinates, whereas Latin indices i, j, . . . = 0, . . . 3 represent indices with respect to some orthonormal frame field. When we have chosen a time coordinate x 0 , then Greek indices α, β, . . . = 1, 2, 3 represent spatial coordinates, and for a choice of frame {e i } with timelike vector field e 0 , Latin indices a, b, . . . = 1, 2, 3 refer to spatial frame indices. Writing {e i } just means the collection of vector fields {e 0 , . . . , e 3 }. If a 2-indexed object is written in brackets, for instance (T µ ν ), we mean the matrix of its components, where the first index labels the lines of the matrix and the second one the columns.
Physical background and equations
Our aim is to compute cosmological solutions of Einstein's theory of relativity; a concept introduced at many places, but in particular in [21] . All of our discussions will assume vacuum and a cosmological constant λ such that Einstein's field equations (EFE) in geometric units c = 1, G = 1/(8π) read R µν = λg µν ,
where g µν is the spacetime metric and R µν its Ricci tensor. By assumption the Cauchy surfaces will be compact. We will always assume four spacetime dimensions and that the signature of the metric is (−, +, +, +). Further, we suppose λ > 0; then the de-Sitter spacetime [21] is a particularly important prototype solution of EFE. A modern presentation of the necessary background about Lorentz geometry is [23] . In [24, 25] , Penrose introduced his idea of conformal compactifications. In general under these assumptions, one finds that conformal boundaries J , if non-empty, are spacelike hypersurfaces in the extended conformal spacetime as reviewed for instance in [15] . One calls a cosmological solution future asymptotically de-Sitter (FAdS) [13, 3] if its conformal boundary has a smooth non-empty future component J + ; analogously there is a corresponding past dual notion. In particular, the de-Sitter solution is FAdS. According to [3] , a FAdS spacetime with compact J + is globally hyperbolic if and only if it is future asymptotically simple, i.e. all future directed inextendible null geodesics starting in the physical spacetimesM have future endpoints on J + . Then, all Cauchy surfaces of (M ,g µν ) are actually homeomorphic to J + , hence "have the same topology". In general the existence of a smooth J + , representing the infinite timelike future, implies that the corresponding spacetime expands in an accelerated manner to the future, i.e. obeys a generalized notion of cosmic no-hair [4] , and hence provides a model of the current observational predictions for the future of our universe [31, 32] . Friedrich introduced his conformal field equations (CFE) in order to deal with conformally compactified spacetimes. He was able to extend the validity of Einstein's field equations non-trivially to the conformal boundaries in a well-defined manner by means of a clever reformulation. A review can be found in [15] . A generalization of his equations was introduced by Anderson [1] , but we restrict to Friedrich's version which we write down in a special form below. In addition to the coordinate gauge freedom of Einstein's theory, the CFE obey the conformal gauge freedom; i.e. the possibility to rescale the conformal metric with a smooth positive conformal factor without changing the physical metric. Under the assumptions above the CFE allow us to formulate what we call J + -Cauchy problem [13, 1] . The idea is to prescribe data for the CFE on the hypersurface J + including its manifold structure subject to certain constraints implied by the CFE. These data can be integrated into the past by means of the evolution equations implied by the CFE. Since it is possible to derive evolution systems from the CFE which are symmetric hyperbolic even on J , the J + -Cauchy problem is well-posed and the unique FAdS solution corresponding to a given choice of smooth data on J + is smooth as long as it can be extended into the past. It is remarkable that this Cauchy problem allows us to control the future asymptotics of the solutions explicitly by deciding on the data on J + . Concerning the past behavior, however, there is only limited understanding and a-priori control, in particular concerning such outstanding questions as strong cosmic censorship and the BKL-conjecture (see references in [2, 27] ), which we are particularly interested in. In this paper, we will give no details on how the constraints implied on J + look and say only briefly what the relevant data components are, since we do not want to introduce all the geometric concepts now. Instead we refer to [13, 4] where the details have been carried out. Besides certain quantities related to the gauge, it turns out that a complete set of data is determined by the differentiable manifold structure of J + , which we assume to be smooth and compact, the induced conformal 3-metric and the electric part of the rescaled conformal Weyl tensor E αβ [15, 16] . The initial data for all other unknowns in the equations are then fixed by algebraic or differential relations. The choice of these data is unconstrained except for E αβ which has to satisfy D α E αβ = 0. Here D is the Levi-Civita covariant derivative operator of h αβ , and the index in the constraint has been raised by means of h αβ . Below, we mention a special class of solutions of this constraint.
For our purposes, we decided to use the so-called general conformal field equations which are the CFE in conformal Gauß gauge [14, 15] . In our applications, we specialize the gauge even further to what we call Levi-Civita conformal Gauß gauge [4] . In this paper we will discuss neither the physical properties nor the possibly bad implications of this choice of gauge, but just refer to [4, 5] . In any case, assuming without loss of generality λ = 3 and having fixed the residual gauge initial data as described in [4] , a hyperbolic reduction of the general conformal field equations is in this gauge
for the unknowns
Among the unknowns are the spatial components e b a -with respect to some reference basis specified below -of a smooth frame field {e i } which is orthonormal with respect to the conformal metric and where, in this special gauge, e 0 = ∂ t is the past directed timelike unit normal of the t = const-hypersurfaces, the spatial frame components of the second fundamental form χ ab of the t = const-hypersurfaces with respect to e 0 , the spatial connection coefficients Γ b a c , given by Γ b a c e b = ∇ ea e c − χ ac e 0 where ∇ is the Levi-Civita covariant derivative operator of the conformal metric, the spatial frame components of the Schouton tensor L ab , which is related to the Ricci tensor of the conformal metric by
and the spatial frame components of the electric and magnetic parts of the rescaled conformal Weyl tensor E ab and B ab defined with respect to e 0 . In this special conformal Gauß gauge, the timelike frame field e 0 is hypersurface orthogonal, i.e. χ ab is symmetric. In order to avoid confusions, we point out that the conformal factor Ω is part of the unknowns in Friedrich's formulation of the CFE. However, in the special case of vacuum with λ > 0, it is possible to integrate its evolution equation in any conformal Gauß gauge explicitly [14] so that it takes the special form Eq. (2g) in our gauge. We note further that, since E ab and B ab are tracefree, we identify E 33 = −E 11 − E 22 ; the same for the magnetic part. The evolution equations Eqs. (2e) and (2f) of E ab and B ab are derived from the Bianchi system [15] . In our gauge, the constraint equations implied by the Bianchi system take the form
Here ǫ abc is the totally antisymmetric symbol with ǫ 123 = 1, and indices are shifted by means of the conformal metric. The other constraints of the system above are equally important but are ignored for the presentation here. Further discussions of that evolution system and the quantities involved can be found in the references above. The choice of reference basis mentioned above depends on the application, but in particular on the spatial topology to be fixed in the next section. Apart from this residual choice, this is the actual evolution system that we will solve in our numerical studies later.
Spatial S 3 -topology
We will restrict to the case in which the spatial slices of the solution, in particular J + , are diffeomorphic to S 3 . There are several reasons why this topology is interesting; for instance one can study perturbations of λ-Taub-NUT spacetimes [7, 4, 5] in order to shed further light on strong cosmic censorship; also there are several open problems in the class of spacetimes with Gowdy symmetry, see [20, 10] and below, in which case S 3 is one of the allowed spatial topologies. Further applications are listed in Section 6. Our formulation of the CFE is based on smooth orthonormal frames. Since S 3 is parallelizable, smooth global frames {e a } tangential to S 3 exist, and we can expand them in terms of the SU(2)-left invariant reference frames {Y a } (see the appendix), i.e.
where (e b a ) is a smooth matrix valued function with non-vanishing determinant on S 3 . Now let us extend the vector fields {Y a }, which are so far only vector fields on a spatial slice, to vector fields on spacetime, using the same name, by means of the condition [∂ t , Y a ] = 0. In particular this means that their coordinate components are constant in time and that they are always tangent to the t = const-slices. Now it makes sense to choose {Y a } as the reference basis in order to express the equations and unknowns in Eq. (2), and we will always assume this choice in the following. Note that in Eqs. (2e), (2f) and (3), the fields {e a } are henceforth considered as differential operators using Eq. (4) and writing the fields {Y a } as differential operators in some coordinate basis which we will fix later. We will not comment here on the properties of symmetric hyperbolic systems on domains which are compact manifolds.
Symmetry assumptions and reductions of the equations
Next we discuss two classes of symmetries which will be of importance for us. Again we skip the discussion of the motivation and the physical background, and only state that these symmetries play an important role in the discussion of cosmological spacetimes; see for instance [2, 27] and references therein.
We briefly explain what we mean by U(1)-symmetry now. Let a time function t be given on spacetime such that the t = const-hypersurfaces are Cauchy surfaces diffeomorphic to S 3 . At a given instant of time t = t 0 , consider the vector field Z 3 defined in the appendix and assume that the induced 3-metric and 2nd fundamental form on this hypersurface are invariant under Z 3 . In general, a local time neighborhood of the surface in the corresponding solution of EFE has a spatial spacetime Killing vector field ξ whose restriction to the t = t 0 -hypersurface equals Z 3 . Let us extend Z 3 to a vector field on spacetime, which we likewise call Z 3 , by means of the condition [∂ t , Z 3 ] = 0. In a sufficiently small time neighborhood this is spacelike. Now, for instance in the gauge assumed here, one can show [4] that this vector field equals that Killing vector field ξ. As another remark note that the group generated by Z 3 is isomorphic to U(1) since the integral curves of Z 3 are closed curves on S 3 , hence the name U(1)-symmetry. Now, let us further assume that the orthonormal frame is Z 3 -invariant on the t = t 0 -hypersurface, i.e. [Z 3 , e i ] = 0 there. Then our choice of frame transport implies that {e i } is Z 3 -invariant in the whole time neighborhood just introduced. With such a frame, we have Z 3 (e b a ) = 0; recall Eqs. (4) and (13). In fact, the frame components of all tensor fields derived from the metric (curvature etc.), i.e. all the unknowns in the evolutions equations at any instant of time, are constant along Z 3 . Now let us introduce adapted coordinates on S 3 , namely the Euler angle parametrization defined in the appendix, such that Z 3 = ∂ ρ 2 . Hence assuming U(1)-symmetry, a Z 3 -invariant frame and these adapted coordinates, our problem of the evolution equations Eqs. (2) reduces to 2 + 1 dimensions since all unknowns are functions only of χ, ρ 1 and t.
Under all these assumptions we can interpret U(1)-symmetry in the following geometric way. The field Z 3 can be considered as being tangent to the fibers of a Hopf fibration of S 3 as discussed in many places, for instance in [4] . Hence the quotient space, i.e. when we consider all unknowns as being constant along Z 3 , is actually S 2 . Thus, all computations on S 3 with U(1)-symmetry and the assumptions above can be considered as taking place on S 2 . This means that one can use one of the many numerical algorithms which have been developed for problems with spatial S 2 -topologies (see for instance [6] for examples). We think, however, that it is important to keep the point of view of S 3 in order to remain able to generalize our approach to the case without symmetries. This is the reason why we worked out an alternative method. In any case, all this tells us that our approach can in particular also be used for problems in which the spatial manifold is the trivial S 2 -bundle S 1 × S 2 if there is a U(1)-symmetry group acting along the S 1 -factor. However, this will not be discussed here.
The other symmetry group of interest, comprised by U(1)-symmetry, is Gowdy symmetry. This symmetry can be represented in the following way. Let us assume U(1)-symmetry as above with a Z 3 -invariant orthonormal frame, and extend the vector field Y 3 (see the appendix) to the spacetime by means of the condition [∂ t , Y 3 ] = 0. If the data on a t = const-surface is Y 3 -invariant, then we can identify Y 3 with another Killing vector field of spacetime in our gauge as above. The symmetry group generated by Y 3 and Z 3 is isomorphic to U(1) × U(1). However, for global smooth frames it is not possible to require Y 3 -invariance additionally, see for instance [4] . Hence, we cannot require Z 3 (e b a ) = Y 3 (e b a ) = 0 simultaneously; the same for the frame components of tensor fields derived from the metric. We will keep the first assumption, however, have to live with the fact that there will always be a non-trivial dependence of the frame components of the relevant tensor fields in the direction of Y 3 despite of Gowdy symmetry. Hence, even in adapted coordinates like the Euler angle parametrization where Y 3 = ∂ ρ 1 , this symmetry assumption does not lead to a 1 + 1-reduction of the equations in the sense that all unknowns only depend on χ and t. Nevertheless, it is possible to perform the following "indirect" reduction. For the frame components of any smooth tensor field S ab on S 3 , which has vanishing Lie-derivative along
Here the matrix (f a c ) is defined as the inverse of the matrix (e c a ). The Killing equations for Y 3 imply directly that T ab := T a ′ a g a ′ b must be antisymmetric. Further we find, after some straight forward algebra, that in our gauge
where L represents the Lie derivative, i.e. the matrix (T a ′ a ) is constant in time. Now, the idea for the "indirect" reduction is the following: substitute the Y 3 -derivatives of all covariant 2-tensor fields by means of Eq. (5) and evaluate the equations only at ρ 1 = 0. Then, with respect to the Euler parametrization, all unknowns only depend on t and χ, and the evolution system is a closed symmetric hyperbolic set of equations. After having found a solution at ρ 1 = 0, the dependence of the variables on ρ 1 can be deduced by integration of Eq. (5). Note however that in other gauges one has to append the components of the matrix (T a ′ a ) to the list of unknown variables and find their evolution equations. It is not clear if in general the resulting extended evolution system is hyperbolic, hence if it leads to a well-posed initial value problem.
A class of initial data
As initial data on J + for the CFE in Levi-Civita conformal Gauß gauge, we use the Berger data derived for U(1)-and Gowdy symmetry in [4] , see also [5] . Here we restrict to Gowdy symmetry. Under the conventions above, the data take the form
The induced conformal 3-metric of J + is a Berger sphere with anisotropy parameter a 3 > 0 and an adapted orthonormal frame which is expressed by Eq. (6a). The only inhomogeneous part of the data is given by the components E ab . It is a solution of the constraint D a E ab = 0 on the background defined by the first expressions. In order to construct solutions we expand the components of E ab in terms of spin-weighted spherical harmonics on S 3 , which under the assumption of U(1)-symmetry are related to spherical harmonics w np on S 2 . For our definition of the functions w np consult [4] ; we just note that with respect to the Euler angle parametrization in the appendix we have
We have restricted to solutions with n = 0 and n = 2 related to the parameters E 0 and C 2 respectively. We remark that we have kept the parameter notation from [4] . Note that the solution corresponding to a general choice of parameters in this family is of unpolarized Gowdy type. This has already been claimed in [4] ; however, there the argument turned out to be incomplete.
For all these data one finds
Indeed it can be shown that for all Gowdy symmetric 3-metrics on an arbitrary S 3 -slice, the orthonormal frame can be adapted such that the restriction of the matrix (T a ′ a ) to the symmetry axes is given by Eq. (7). We refer to such a frame as being boundary adapted. However, it certainly depends on the gauge conditions, if this property is preserved during the evolution; in our gauge this follows directly.
3 Mathematical approach for discretizations on S We will now discuss the mathematical background of our numerical approach for problems with spatial S 3 -topology. We choose a single coordinate patch which covers a dense subset S 3 of S 3 , see the appendix, namely the Euler parametrization of S 3 . We remark that we expect that other choices of coordinates with similar properties would also work. Although the motivation for choosing the Euler angle parametrization stems from Gowdy symmetry, it should nevertheless be robust enough for more general cases.
Geometrically, the Euler angle parametrization map given by Eq. (14) can be interpreted as a smooth map from T 3 to S 3 by considering each of the coordinates χ, ρ 1 and ρ 2 as given on (R mod 2π). Now, the geometrical formulation of our approach is the following. We use this map to transport the unknowns and the equations from S 3 to T 3 and employ a discretization scheme for problems with spatial T 3 -topology. Since under the assumptions before all functions involved are smooth functions on S 3 , one can show [4] that this can actually be done, although the inverse of this map is not smooth and hence smooth vector fields on S 3 cannot be pushed forward to smooth vector fields on T 3 in general. For instance this can be seen from the explicit representations of the standard frames {Y a } and {Z a } given in Eqs. (15) considered as vector fields on T 3 . However, it turns out that a smooth function on S 3 can be considered as a special smooth function on T 3 , and in the following we will often not distinguish between these two anymore. We will not write down the complete characterization of the subspace of smooth functions on S 3 in the space of smooth functions in T 3 here, but only discuss some properties in terms of Fourier series. In the following we restrict to U(1)-symmetry and Z 3 -invariant orthonormal frames as described in Section 2.4; however, a generalization to the case without any symmetries should be straight forward.
Next we discuss our discretization approach which lays the foundation for, first, approximating the equations and unknowns numerically on a spatial domain diffeomorphic to S 3 , and, second, for computing singular expressions which are present in the equations due to coordinate singularities. We make only few comments about convergence now. For a given smooth function f on T 3 , particularly strong convergence of the sequence of truncated Fourier series follows from the standard Fourier theory of smooth periodic functions; see e.g. [33, 8] . However, our aim is to find the solution, likewise symbolized by f , of our PDE system, which we consider now as a problem with spatial T 3 -topology. For this we want to approximate f in some way by a sequence of smooth functions f (N ) on T 3 with truncated Fourier series for N → ∞, each of which is the solution of a particular member of a sequence of approximated equations. The error involved in this approximation is much harder to control for general non-linear evolution systems than the one before, see the references above. Our philosophy is to ignore this serious obstacle and instead rely on Boyd's empirical "assumption of equal errors" [6] . With that our discretization approach for problems with spatial S 3 -topology will be based on the collocation method [6, 8] on T 3 assuming that, first, each approximate function f (N ) of the unknown f is given by a finite Fourier sum and, second, corresponds to a smooth function on S 3 . This is an important decision for the following analysis of the singular terms in the equations. A further assumption which we apparently cannot avoid is that the convergence of f (N ) to f is pointwise everywhere on S 3 . With this, we found in [4] that each approximate solution f (N ) is of the form
with
and, for even p > 0, there are the compatibility conditions
Some of the factors in these expressions are chosen for convenience. Since this approximation is used to solve our system of PDEs, it is important to keep in mind that all Fourier coefficients involved here actually depend on the approximation level N . Further we remark that these formulas hold in the limit N → ∞, i.e. the limit function f is also of the form above with N → ∞. Now, what kind of singular terms can be expected in the evolution equations? Let the frame be decomposed as in Eq. (4) and restrict to U(1)-symmetry with all the associated assumptions described before. Consider the expression in Eqs. (15) for the SU(2)-leftinvariant standard frame {Y a }. It follows that the only singular term which shows up is of the form (tan χ − cot χ)∂ ρ 1 . The evaluation of the expression (tan χ − cot χ)f with f obeying 2π 0 f (χ, ρ 1 )dρ 1 = 0 is determined as follows. Let f be approximated as discussed above, i.e. the approximate functions f (N ) obey Eq. (8a), (8b) together with (8c), so that F (N ) p is determined from that. Then, on the subsetS 3 , we get 
This result means that, as soon as the Fourier coefficients of a smooth function f (N ) obeying the integral condition, the Fourier coefficients of the complete singular term can be computed. The same formulas hold in the limit N → ∞ pointwise onS 3 if the sequence f (N ) converges pointwise to f , thus
Indeed, this expression yields the continuous extension fromS 3 to S 3 of the singular term above, which, as a function on T 3 , is in fact not singular at all. Hence we call terms of the form (tan χ − cot χ)∂ ρ 1 f "formally singular" in this situation. This result can be applied to the 2 + 1-form of the equations directly. However, also for the 1 + 1-system introduced above there is no further difficulty, although in that case we miss the information about the Fourier modes related to the ρ 1 -direction. This issue is solved by Eq. (8b) which implies that all cos-terms in χ are related to the even ρ 1 -modes, while all sin-terms in χ are related to the odd ρ 1 -modes. This information is enough to apply the previous formulas.
Implementation

Numerical collocation infrastructure
For the spatial discretization we use the collocation method based on the standard Fourier basis. Hence it can be applied to all smooth functions on T 3 , including those pulled back from S 3 in the sense above. The spectral infrastructure is currently 2-dimensional and is also used directly without a significant loss of performance in the 1-dimensional case. For the case with spatial S 3 -topology, the relations Eqs. (8) have not been incorporated into the spectral infrastructure explicitly yet; more comments on how we control the smoothness nevertheless can be found in Section 4.2.3. Without any particular reason, we use the so-called partial summation algorithm [6] for computing the discrete Fourier transforms (DFT) so far; however, we plan to switch to the Fast Fourier Transform algorithm (FFT) [11, 26] in order to optimize performance soon. For the discretization in time we use the method of lines in cooperation with various Runge Kutta (RK) schemes, see below. Let us further mention the possibility of the Intel Fortran compiler [22] on Intel CPUs, which we have worked on exclusively up to now, to switch from the standard machine supported number representation called "double precision" with round-off errors of the order 10 −16 to software emulated "quad precision" with round-off errors of the order 10 −32 . In the 1 + 1-case, we have used quad precision successfully with reasonable performance; we come back to this later.
It is clear that many classes of problems require to adapt the spatial resolution because the solutions can develop small spatial structure. One particular effect for underresolved numerical solutions obtained by the collocation method is aliasing. So far, we have not implemented any of the explicit antialiasing recipes which are given for instance in [6] . Rather, our approach is the following simple global spatial adaption technique which, in its current form, is motivated by Gowdy symmetry, but which applies to general situations directly. During the run at each time step the program computes the Fourier transform of one representative unknown; which one to choose requires some amount of experiments. Then the code determines the power of this unknown in the upper third of the χ-frequency spectrum divided by the total power. Earlier in [4] we defined "power" as the sum of the absolute values of the amplitudes of the frequencies. However, with more and more experience it has turned out to be more reliable to sum over the squares of the amplitudes, and this is what we have done in all the results presented here. We refer to this quantity as the adapt norm Norm (adapt) . Besides adaption itself, this norm can also be considered as a tool to estimate the aliasing error. The code is implemented such that a threshold value can be prescribed. When, during the numerical evolution, the adapt norm exceeds the threshold value, the code can be told to stop automatically, to perform interpolations and to continue the run with a higher spatial resolution. We have made good experiences with this automatic adaption technique as reported in [4] . There, we increased the spatial resolution by 10% in each adaption step. However, it has become clear that this leads to stability problems close to singularities of the solutions, and we found it to be reasonable to rather almost double the resolution in each adaption step. In any case, note that this is a very primitive adaption method since it is global in space. In particular for spacetimes which develop sharp localized features, as for instance the spikes in Gowdy spacetimes (see [28, 29] and references therein), a local adaption method in space would be more desirable. This is a future work project. In any case, certainly, we need not only adaption in space but also in time. For this we implemented a couple of Runge Kutta variations described in [26] ; namely, first, the non-adaptive 4th order RK scheme, second, the 4th order "doublestep-adaption" RK scheme and, third, the adaptive 5th order "embedded" RK scheme. In the latter two of those, the time adaption is "global in space" since at a given time the maximal error at all spatial points is taken into account. The parameter η is the error tolerance; the lower its value is the stronger is the tendency of the adaption scheme to decrease the time step. For practical reasons one should also define a minimal time step h min , such that the adaption scheme is prevented from reaching unpractically small values of the time step.
Practical issues in the S
3 -case
Change of spatial coordinates
Let us turn again to the 2 + 1-case of spatial S 3 -topology with U(1)-symmetry. Since we employ the standard Fourier basis on T 3 , the results about the behavior at the coordinate singularity above can be applied directly. In all relevant previous formulas, both the coordinate χ and ρ 1 appear only multiplied with even numbers. So it is convenient to make the substitutions
in all the following discussions and in particular also in the code. This means that the coordinate singularities are now at χ = 0, π, and that the expressions for the standard frames Eqs. (15) also have to be modified accordingly.
Computing the Fourier coefficients of the formally singular terms
From our results in Section 3 we know that the coefficients b N r,p and c N r,p have to be computed numerically from the spectral coefficients of ∂ ρ 1 f where f now symbolizes any relevant function involved. In the 2+1-case the latter coefficients are obtained by taken the spectral derivative in ρ 1 -direction. In the 1 + 1-case they are computed by means of Eq. (5); note that in our case all such functions f are actually frame components of tensors of the required form, namely either E ab or B ab . Now, for even p > 0 -analogously for cos-terms in χ from the 1 + 1-perspective -there are two ways of computing the coefficients of the formally singular terms; namely, due to the compatibility conditions Eqs. (8c) we can write both
Although each pair is equivalent in exact computations they can be distinct numerically due to round-off errors. We refer to the first way of computing these coefficients, i.e. the direct use of the definitions Eqs. (9), as up-to-down, since we need the information of all high frequencies to compute the low frequency coefficients recursively. In contrast to that the second variant, i.e. taking the compatibility conditions into account, is called down-to-up since the information from low frequency coefficients is used to compute the high frequency coefficients recursively. Recall that for odd p there are no compatibility conditions and hence only the up-to-down method exists. Both methods, up-to-down and down-to-up, are endangered by the presence of high-frequency round-off errors; more comments on this can be found in [4] . There we made the experience that the down-to-up method can be stabilized and henceforth behaves very reliably and accurately for the 2 + 1-equations. In contrast, the up-to-down method seems very instable.
Numerical control of smoothness
As was said before we always assume that we prescribe smooth initial data and further that the approximate functions are smooth functions on S 3 . Then both the exact continuum evolution equations and the approximate equations imply that the corresponding solutions are smooth functions on S 3 for the whole existence time so that all functions we are dealing with are of the form discussed above. However, since Eqs. (8) is not enforced explicitly in our DFT algorithm so far, numerical errors can accumulate and drive the numerical solution away from this form, which henceforth does not represent a smooth solution on S 3 anymore. Indeed, what we find in our numerical experiments in the 2 + 1-case is that without any precautions the numerical solution strongly drifts away from the form. We were not able to pin-point the problem, however, it turned out to be sufficient to set all Fourier coefficients to zero explicitly, which are supposed to vanish according to Eqs. (8), after each time step. This was, however, only necessary for the fields E ab and B ab . With this manipulation, the evolution, at least for the down-to-up method introduced above, turned out to be stable, Eq. (8c) stays satisfied within reasonable error limits, and the code is convergent and able to reproduce explicitly known solutions, as was demonstrated in [4] . In the 1+1-case, the situation is a bit different. When we started to implement the 1+1-code, it was clear soon that similar projections as in the 2 + 1-case cannot be done. This is so because the solution is only evaluated at ρ 1 = 0 and hence not all necessary information is available. In order to control the smoothness of the numerical solution nevertheless, the idea is to control the behavior of the unknowns directly at the coordinate singularities χ = 0, π in terms of "boundary conditions". From Eqs. (15) evaluated at ρ 1 = 0 we already know that the only singular term comes from the field Y 1 and is a differential operator of the form cot χ Y 3 . From the evolution equations Eqs. (2) we see that this formally singular operator is only applied to the tensor fields E ab and B ab . In particular this implies that all Y 3 (E ab ) and Y 3 (B ab ) must vanish at the "boundaries" given by χ = 0, π. Exploiting this information by means of Eq. (5) evaluated at the boundaries with the tensor S ab substituted by either E ab and B ab respectively, yields an algebraic homogeneous linear system for all the components of E ab and B ab at the boundaries provided that matrix (T a ′ a ) is known there. In fact this homogeneous linear system holds for the frame components of any symmetric 2-tensor field S ab which is Gowdy-invariant if the frame is Z 3 -invariant. This is so since then we have Z 3 (S ab ) = 0 everywhere and further Y 3 = ±Z 3 on the axes. Hence Y 3 (S ab ) = 0 holds on the axes, and so Eq. (5) implies the same system. Assume that we have chosen the orthonormal frame and its transport such that it is boundary adapted in the sense of Section 2.5 for all times, i.e. Eq. (7) holds on the axes. This is the case for our initial data and gauge choice. Then the solution of that boundary system is represented in the following manner, written down exemplary for the fields related to the rescaled conformal Weyl tensor. Introducing the new fields
and similar for the magnetic part B ab , this boundary system can be solved and the solution reads there
whereas E * 11 and B * 11 are not restricted. For all other symmetric invariant 2-tensor fields the same comes out, but also the 3-3-components are free. Since also the behavior of the connection coefficients on the axes can be derived, we obtain a complete set of "boundary conditions" for all the unknowns in our equations. The quantity Norm (BC) is defined as the sum of the actual absolute numerical values of those variables at the boundaries which are supposed to be zero there according to these results. Monitoring Norm (BC) in a numerical computation yields information on how well the boundary conditions are satisfied. Besides monitoring there is the question of how to enforce the boundary conditions if necessary in order to control the smoothness of the numerical solution. For this we modify the spectral infrastructure slightly such that both χ = 0 and χ = π lie on grid points. For this one needs an even number of grid points which is non-standard for spectral approximations on the basis of Fourier functions. It turns out that this can be done; the only subtlety is that for differentiations, the highest χ-frequency must be ignored. Nevertheless, it can be expected that this leads only to a tiny loss of accuracy. We implement the equations in terms of the new electric and magnetic fields defined in Eq. (11) . Actually, it would be necessary to introduce similar combinations of fields for the other unknowns but this has not been done so far. Hence the code in its current form lacks a clean way of enforcing e.g. the condition χ 11 − χ 22 = 0 at the boundaries. To circumvent this problem we decided to implement a "partial enforcement" scheme which at an arbitrary time enforce all boundary conditions except for those of this special type. We monitor the quantity Norm (BC) , and so far this treatment has turned out to be sufficient. In fact, we find that in regimes far from singularities of the solution, the code runs very stable even without enforcing the boundary conditions at all, hence without any explicit control of the smoothness -in contrast to the 2 + 1-code. This is true at least for the down-to-up method. However, if the simulation approaches a singularity of the solution, we found it to be necessary to enforce the boundary conditions in this way because otherwise the solution strongly deviates more and more from the smooth form.
Tests and results
In [4] we have performed a couple of tests with the 2 + 1-code, discussed the findings and drew conclusions about the numerical method. Here, we focus rather on the 1+1-equations and show so far unpublished tests and discussions. We analyze numerical simulations of a solution which develops a singularity. Afterwards we also compare the simulations of the 2 + 1-code and the 1 + 1-code directly on the basis of another solution.
We just note that we have not made systematic investigations of the Courant stability conditions for our code yet, neither for the 1+1-nor for the 2+1-code. The only statement that we can make so far concerning this is the following. In [4] we made a computation with the 2+1-code in the case of linearized evolution equations. The numerical evolution turned out to be instable when the Courant factor ∆t/∆x was larger than approximately 0.01. Here, ∆t denotes the size of the time step and ∆x the distance between two spatial grid points. Recall that we have so far only used explicit time integrators, namely the Runge Kutta schemes. However, it is not clear if in this particular example the instability was not rather caused by round-off errors, since the initial data were chosen such that almost all Fourier modes vanish during the evolution and hence are dominated by round-off errors.
Analysis of a computation with the 1 + 1-code
As initial data parameters we choose a 3 = 0.7, C 2 = 0.1 and E 0 = 0 corresponding to the "large inhomogeneity case" in [4] and to one of the run presented in [5] where also the related physics and motivations are discussed. The associated solution develops a curvature singularity in the past of J + and hence can be seen as an interesting test case for our code. We use the down-to-up method since the up-to-down method has proven unstable in the 2+1-case [4] . All the results we show here were done without the automatic spatial adaption approach described in Section 4.1 because in order to study convergence it seems more useful to control and adapt the spatial resolution manually. The adapt norm, computed with respect to E 13 , was used only for estimating the aliasing error and hence the demand for spatial resolution. The time integration was done with the adaptive (3) at a given instant of time, all that divided by tr χ in order to factor out the collapse of the solution which is not directly related to the error in the constraint. L p -norms of functions on S 3 are always evaluated here by means of their corresponding functions on T 3 and the standard L p -norm on T 3 . As a warning we remark that although such a constraint quantity is useful to judge the quality of the numerical solution, it should never be used as an absolute error measure. In any case, another norm, which measures how well the numerical solution satisfies Einstein's field equations, is Norm
, with the Ricci tensor evaluated algebraically from the conformal Schouton tensor and the conformal factor. The indices involved in this expression are defined with respect to the physical orthonormal frame given byẽ i = Ωe i . Now we will distinguish two phases of the evolution in which different aspects and effects are of importance: the early evolution close to J + for t between 0.0 and 0.69, and the late evolution close to the singularity which we find at t ≈ 0.69520493. In order to avoid confusions we point out that the terms 'early' and 'late' are always understood with respect to the time coordinate t which however runs backwards with respect to the physical time. Now, concerning the early evolution we can say the following. At early times for these initial data it is easy to achieve that the spatial resolution is sufficient until some later time when spatial structure starts to form more rapidly. Until then spatial discretization errors are not significant. One hint that this is true is that Norm (adapt) is more or less constant over a long time period and small, as we do not show here. Another hint is that the behaviors of Norm (constr) and Norm (einstein) are not strongly influenced by the spatial resolution. See Fig. 1 and 2 where N represents the number of spatial grid points which is chosen to be constant on this early time interval. Nevertheless, the higher N is, the larger is the initial value of the constraint norm due to higher round-off errors for computing spatial derivatives. This is however not the case for Norm (einstein) since this is defined purely algebraically by the unknowns. In Fig. 1 we see that Norm (constr) grows less the higher the time resolution is, i.e. in particular the smaller the parameters η and eventually also h min are. However we always observe exponential growth which is nevertheless weak at these early times for sufficiently high time resolutions. In Fig. 2 we see a similar behavior for Norm (einstein) . We do not show here that there is neither a particular growth of Norm (constr) nor of Norm (einstein) at the symmetry axes. Rather the maximal growth takes place where the curvature increases most strongly. This can be seen as another hint that our approach to treat the coordinate singularities works very well, as already observed for the 2 + 1-equations in [4] . Note that there is an optimal time resolution in the sense that, if we choose a higher resolution, the constraint error and Norm (einstein) are actually increased caused by higher round-off errors. In the optimal case the constraint norm converges to something which might be close to the real solution of the constraint propagation system with the given initial data with an additional contribution by round-off errors. Now at the optimal resolution, the errors can only be decreased by changing the numerical number representation. Although we do not show any plots, we want to mention that we have experimented with quad precision. For the 1 + 1-code this yields reasonable performance and has several consequences. First, the initial data for the constraint violations are decreased by many orders of magnitude since those are determined primarily by the precision of the numerical number representation. By choosing appropriate resolutions, we find that the constraint violations and Norm (einstein) can then be kept several orders of magnitude smaller than in the double precision case during the whole run. However, they always show exponential growth which suggests that this can be interpreted as the typical behavior of the constraint propagation. Further, switching to this higher precision allows us to work in a regime in which discretization errors are much larger than round-off errors, and hence convergence tests are easier to interpret. For these runs here, we find however that the higher number precision does not lead to a significant change in the numerical values of the unknowns. Again for double precision, Fig. 3 shows the behavior of Norm (BC) ; recall our "partial enforcement" scheme. It turns out to be very small and more or less constant for some time. What is unexpected and so far not completely understood, is that it depends mainly on the spatial resolution and is more or less smallest the higher N is. However, we can make similar comments about the behavior of Norm (BC) when we switch to quad precision as before for the constraints. What we can also say, is that in this early regime the 2 + 1-and the 1 + 1-codes behave very similarly; we will compare them directly Section 5.2.
Concerning the late evolution the following is found. In contrast to before, the error is dominated by spatial resolution for sufficient time resolution because in particular spatial structures shrink without bound. This can be seen by looking at the late time plot of the Fig. 4 . Our manual spatial adaption steps are visible by the jumps in the plot. It shows how strongly the demand for spatial resolution grows with time, but also that it is possible to gain control at least temporarily. However, the demand for spatial resolution increases very strongly and it turns into a difficult numerical issue to keep track of that for late times. Note the time axis in this and the following plots. It shows a very small future time neighborhood of the singular time. Further note that in contrast to the figures before we plot the results as curves instead of individual points because the time resolution is so high that it would not be possible to distinguish the individual points. Another remark is that N now represents the final spatial resolution, i.e. the spatial resolution after the very last manual adaption step taken before the numerical solution becomes singular. In Fig. 5 we demonstrate how the spatial resolution determines the propagation of the constraints and how it converges approximately to a weakly exponentially growing function by choosing sufficiently high spatial resolutions. This is a promising result and shows that constraint Fig. 7 : Violations of EFE at late times propagation can be more or less controlled as long as it is possible practically to increase the resolution. Fig. 6 shows the violations of the boundary conditions. They turn out to be very small and under control for sufficiently large resolutions. The higher the final spatial resolution is, the smaller are these violations; this is true at least approximately and the jumps are again caused by switching to higher spatial resolutions during the run. Finally, in Fig. 7 we show Norm (einstein) . We do not observe a very strong difference between the various resolutions; indeed, in order to make the differences visible at all, the time axis represents an even smaller time neighborhood now. It is unexpected that at very late times this norm is not necessarily smaller the higher the resolution is and it has to be investigated if this is a problem.
Direct comparison of a computation with the 2 + 1-and 1 + 1-code
Now we consider a regular, i.e. singularity free spacetime which develops a smooth J − . Recall that due to the conformal approach we are able to compute the complete spacetime including J . We restrict to this singularity free case since we do not want to be spoiled by the lack of spatial resolution of the 2 + 1-code that can be expected in singular spacetimes. The following initial data parameters are chosen: a 3 = 0.93, E 0 = 0 and C 2 = 0.5 which corresponds to the "regular case" in [4] . We show neither convergence plots nor the error quantities before since the situation is very similar to the early phase of the singular solution before. Instead we report only on one run done with a fixed non-adapted resolution where the size of the time step is h = 5 · 10 −4 and the number of spatial points is N = 40 for the 1 + 1-code and N χ = 41, N ρ 1 = 21 for the 2 + 1-code. We use the non-adaptive 4th order RK time integrator. This time the runs with the 1 + 1-code were down without any enforcement of the boundary conditions, this is why we show Norm (BC) in Fig. 8 . We see that it stays very small and is stable. In order to illustrate how well the results obtained 
Consider Fig. 9 where this norm is plotted vs. time. We find very good agreement between the two codes. Some deviations can be expected, since in the 2 + 1-code, Gowdy symmetry is valid only approximately; see more comments in [4] . So far, we have made no effort to explain the oscillatory behavior in both figures, but we conjecture them to be caused by aliasing since its amplitude seems to become smaller the higher the spatial resolution is. We have also compared more variables at other grid points and found similar results.
Discussion
The purpose of this paper is to introduce our numerical approach to study evolution problems with spatial S 3 -topology. We believe that the applicability of the method is very wide, however, in the presentation here we made a couple of special choices which need to be overcome in order to use the method in more general situations. First of course, our analysis to formulate the approach is based on U(1)-symmetry so far. We believe that it is straight forward to generalize to the 3 + 1-case in principle; however, it is doubtful if ato cases where other kinds of frames or spatial coordinates are used. Further, we made a special choice of gauge. Our "Gauß-like" coordinate gauge and parallel transport of the orthonormal frame implies that (T a ′ a ) is constant in time and hence the set of evolution equations obtained by our indirect 1 + 1-reduction approach is symmetric hyperbolic. For other gauges, however, this might not be the case. A further issue turns up when the frame transport does not keep the orthonormal frame boundary adapted in the sense of Section 2.5. Then a different boundary treatment than ours might become necessary.
We believe that the numerical method has not yet been pushed to its limits, and is not yet really optimized for high spatial resolutions. For instance, we still do not use FFT yet but only the partial summation scheme. Also it may be true that there is a more optimal trade-off between accuracy and efficiency for other time integrators than the Runge Kutta schemes of our choice; comments on this can be found in [6] . Further, it might make sense to think about parallelization of the code. This should be straight forward with some publically available FFT libraries as for instance [17] . We expect the 1 + 1-code in its current form is limited to a few thousand spatial grid points. We want to note however that this has turned out to be sufficient in our runs with T 3 -topology in [4] and for the similar problem considered in [18] where another numerical method has been used. Hence, we are optimistic that also such difficult phenomena as Gowdy spikes can be studied with our numerical infrastructure. Dependent on the kind of problem one may nevertheless ask if pseudospectral methods are suitable at all. In general it can be said that although these methods are highly accurate for lower resolutions they might be too slow for high resolutions. Thus it can make sense to also investigate into other methods, for instance finite differencing methods, maybe with multipatch, in order to make systematic comparison studies.
In summary, due to the results of the tests here and in [4] , and the experience in [5] , we believe that our numerical approach has promising potentials which have not been fully exhausted yet for many kinds of applications with spatial S 3 -topology and beyond. For the applications which we have in mind, future research will show how much the method must be adapted or if completely new approaches become necessary in order to deal with probably much more severe phenomena than those present in the classes of solutions considered so far.
A Some facts on S 3 -geometry
We consider S 3 as the embedded submanifold of R 4 given by 4 i=1 x 2 i = 1. Assume the standard matrix representation of the Lie group SU(2). It is a well known fact that there is a diffeomorphism given by Ψ : S 3 → SU (2), (x 1 , x 2 , x 3 , x 4 ) → x 1 + ix 2 −x 3 + ix 4 x 3 + ix 4 x 1 − ix 2 which can be used to transport the group structure of SU(2) to S 3 . Hence, both SU(2) and S 3 can be considered as identical Lie groups via the map Ψ. Thus, from the standard SU(2) group multiplication, we can define left and right translation maps L, R :
such that L u and R u are diffeomorphisms S 3 → S 3 for each point u ∈ S 3 . Those maps can be employed to construct smooth global frames. First choose a basis of the tangent space at the unit element e of the group. We choose the Pauli matrices (except for the factor 1/2)Ỹ [. We will however rather use the coordinates (χ, ρ 1 , ρ 2 ) determined by
The Euler parametrization covers smoothly the dense subsetS 3 ⊂ S 3 which is S 3 minus the points given by the limits χ → 0, π/2. With respect to these coordinates the fields above have the representation 
