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Abstract 
We examine the construction of new filters for  com- 
puting local energy, and compare these filters with the 
Gabor filters and the three-point-filter of Venkatesh [l]. 
Further, we demonstrate that the effect of convolution 
with complex Gabor filters i s  to  band-pass (with some 
diflerentiatiny effect) and compute the local energy of 
the result. The magnitude of the resulting local energy 
is then used to detect features [2], [3] (step features, 
texture etc.), and the phase i s  used to classify the de- 
tected features [l], [d] or provide disparity information 
for stereo [5] and motion work [GI, [7]. Each of these 
types of information can be obtained at multiple reso- 
lutions, enabliny the use af  course to  fine strategies for 
computing disparity, und allouliny the discrimination 
of imaye textures on the basis of which parts of the 
Fourier domuin they dominate [a], [9]. 
1 Introduction 
Several existing feature extraction schemes are 
based on considering the differential properties of vi- 
sual features - they look for changes in the image 
intensity profile as a way of identifying features. An- 
alyzing visual features, Morrone and Owens [2] pro- 
posed an alternate method, termed the local energy 
model for feature extraction based on discerning how 
features are built up in an image rat,her than by us- 
ing differential properties. The local energy model has 
several advantages as a feature extractor. It does not 
suffer from the detection of false positives arising from 
points of inflection, detects features in a trapezoidal 
function where Mach bands exist,, and allows for the 
classification of features with one set, of filters. 
In this paper we establish that the local energy is 
the well known pre-envelope used in digital signal pro- 
cessing. Further, we develop new spatial filters for ex- 
tracting the local energy function or pre-envelope. We 
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also compare these filters with the Gabor filters and 
the three point filters developed in [4]. We show the 
relationship of energy computed in different passbands 
for a single edge, and formulate filters for computing 
the local energy in arbitrary passbands. 
1.1 Background 
An absolutely integrable function F ( z )  defined in 
an interval can be expanded in terms of the Fourier 
series, and is given as 
00 
where U, > 0 and 4, is the phase shift of the nth 
term. The Hilbert, transform of this funct,ion is 
m 
The local energy function E ( z )  is a complex-valued 
function, whose real component is the function F ( c ) ,  
and whose imaginary component is (minus) the corre- 
sponding Hilbert, t,ransform H ( z )  at, the point c [2] 
Thus 
E ( z )  = F ( z )  - i H ( z ) .  
2 Local-Energy and Pre-Envelope 
The anulytic siynul or pre-envelope is defined 
[ll] to be 
A, ( z )  = F ( z )  - i H ( z ) ,  
and the natural envelope or envelope to be the mag- 
nitude of An(z).  Thus, the local energy is the pre- 
envelope. 
The analytic signal is of use in the domain of sig- 
nal processing, where one considers a narrow-band sig- 
nal consisting of an amplitude modulated cosine wave. 
The way in which this applies to image processing is 
shown in Figure 1. Figure 1 shows a pair of step edges 
computed from 1000 terms of the cosine series band- 
passed so that, the band is from w = 20 to w = 2000. 
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Figure 1: F ( z )  and IE(z)I when A = 20, B = 30, 
E = 0.5 and z E [-T, T )  in the band w E [20,2000]. 
3 Developing a Pre-Envelope Filter 
E ( z )  is given [ll] by 
As E ( z )  = F ( z )  - i H ( x ) ,  the Fourier transform of 
23(w), w > 0  
E(w) = (4) 
Thus, the local energy can be computed by taking 
the Fourier transform of t,he signal, forming the one- 
sided transform according to  Equation (4) and tjlien 
taking the inverse Fourier transform [ 113 , [4]. The- 
orem 3.1 shows how this can be done in the space 
domain. 
Theorem 3.1 Tlie loco1 eneryy in t h e  pusshaid spec- 
ajied b y  w E [I, U ]  con he compirted b y  convoliihon with 
odd and  even kernels iisiny 
Proof This theorem is proven in [l'L]. 0 
The first term merely returns the image for t,he pass- 
band while the second computes t>lie tliscret,e Hilbert, 
transform in the band. 
Equation (4) has a problem. The image d a h  ob- 
tained from most every-day scenes is composed of step 
and roof features. Since most, features ill images are 
step features, in the development, of a pre-envelope fil- 
ter, we will consider images that, might, be constructed 
from a sum of such features. The magriitfutle of the 
Fourier transform of such an image is the sum of a set, 
of functions whose shape is 3 ( w )  = 1/w ant1 so also 
has shape F ( w )  = l / w .  
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Figure 2: F ( z )  and IE(z)I when A = 20, B = 30, 
6 = 0.02 and z E [ -T ,  T )  in the band w E [0,256]. 
Features not resolved. 
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Figure 3: F ( z )  and IE(z)I when A = 20, B = 30, 
E = 0.02 and z E [-T,  T )  in the band w E [35,256]. 
Features resolved, 
This means that, when the filter described in Equa- 
tion (4) is applied to image data, the high frequency 
components of the signal will be swamped by the low 
frequency components. Since the resolution of any 
filkr is limited by the bandwidth to which it is sen- 
sit,ive and only the low frequency components of the 
signal will be st8rong enough to contribute significantly 
t,o the filter output,, it, follows that the filter described 
in Equation (4) will respond with decreased resolu- 
tion to the image data. This effect is demonstrated 
iii the comparison of Figure 2 and Figure 3. The fil- 
ter of Equation (4) is not able to resolve the two step 
features, while a siiiiilar filter that ignores the low fre- 
quency components can, even though the second filter 
uses a smaller bandwidth. 
We can avoid this by multiplying the Fourier trans- 
form of the signal by a function d(w)  such that 
Id(w)l = IwI. An intuitively pleasing function to use 
for this purpose is d (w)  = - 2 i ~ w ,  since multiplication 
of 3(w)  with -2i7rw performs the frequency-domain 
equivalent, of differentiating the signal [lo]. The effect 
on resolution of the filtter is shown in Figure 4. We can 
coinbine the derivative operat,or with the envelope op- 
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Figure 4: Same as Figure 2,  except that F ( z )  is 
differentiated before envelope detection. Features 
detected, but side-lobes from differentiation distort 
the result. 
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Figure 5: A complex convolution kernel to differ- 
entiate and compute the envelope of the signal. 
erator and the resulting (complex) space-domain con- 
volution kernel is shown in Figure 5 .  Except for the 
sign, the even component is almost, exact,ly the one 
dimensional equivalent, of the discrete analog of the 
Laplacian’. 
The application of the “differentiating envelope” 
(DE) operator suffers from severe “ringing”. This 
ringing is associated with the sharp step that occurs 
at  ?r (and -T) in its Fourier transform. We can mod- 
ify the Fourier transform of the DE operator to cre- 
ate the smoothed DE (SDE) operator whose Fourier 
transform is shown in Figure 6. The odd component, 
finds places of high image gradient, while extrema in 
the even component show the positions of peaks and 
hollows in the “image”. The magnitude acts as a de- 
tector for both of these kinds of feature. (for details 
see [12]) 
The space-domain convolut,ion kernel of the SDE 
‘This is a line of reasoning that sliows in frequency terms why 
the Laplacian is a high resolution image operator. Its Fourier 
transform is very close to the function F ( w )  = l1/wl ,  which 
means that convolution of this operator with the image data 
maximises the bandwidth (and therefore the resolution) of the 
filter. 
is shown in Figure 7. It, is compact - having only 
7 values that are significantly different from zero. If 
we truncate the filter at, a radius of 3 pixels and then 
normalise it to remove its DC component, we get a 
convolution kernel whose Fourier transform is shown 
in Figure 8. For comparison, the Fourier transform of 
the ‘(three-point-mask” of Venkatesh [4] is also shown 
in Figure 9. The negative part of the Fourier trans- 
form of the discrete SDE is small so i t  is almost causal 
-the even and odd components are almost in quadra- 
ture. The three-point-mask does not have this prop- 
erty. 
The reader will note that, the odd and even compo- 
nents are first and second difference operators. This 
is because to the level of precision that results from 
truncation of the convolution kernels, the major dif- 
ference between the Fourier transforms of the first and 
second difference operators is that the first difference 
operator is negative-imaginary in the negative part of 
the frequency domain where the second difference is 
posit#ive. When we take the Fourier transform of one 
and set, the negative frequencies to zero as we compute 
the envelope, we create the Fourier transform of what 
could be a first or a second difference operator. The 
information as to which operator was involved is no- 
longer stored and the resulting operator is both first 
and second difference. 
4 Gabor Filters 
In texture analysis, a common technique is to con- 
volve the image with a bank of Gabor filters of dif- 
ferent scales and orientations and then recombine the 
multiple channels to segment the image on the basis 
of text,ure. However, the (real) Gabor filter is a band- 
pass filter. Places in the image where a particular 
Gabor filter responds have a strong component of the 
dominant, frequency of the Gabor and the response of 
the filter will vary from large-and-positive to zero to 
large-and negative in t<he texture region. The required 
response is large and positive in the entire texture re- 
gion. Jain and Farrokhnia obtain the positive response 
by effectively emphasising the high frequency compo- 
nenh of the filter output,, rectifying, and then aver- 
aging, which is effectively low-passing. Rectification 
followed by low-passing is the task performed by an 
envelope detector, some version of which is used in al- 
most, all commercial AM radio receivers [ll] (p. 125). 
The approach used by Turner [8] is to convolve com- 
plex Gabor filters with the image and then use the 
magnitude of the response. This is just a more direct 
envelope detection on the band-passed image. 
The second approach has the advantage that the 
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Figure 6: Fourier transform of the DE filter with 
the sharp step removed. 
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Figure 10: One dimensional discrete Fourier trans- 
form of highest resolution filter used in [9]. 
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Figure 7: The complex convolut,ion kernel associ- 
ated with the SDE. 
0 
I I 
real - 
imaginary . . . - 
Figure 8: Fourier transform of the t,ruiicat,etl SDE 
filter. 
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Figure 9: Discrete Fourier transform of the three- 
point-mask. 
phase of the response is still available. It can be used 
for classifying image features [l] or to provide disparity 
information [7] for stereo [5 ]  or motion estimation [6]. 
The highest, frequency in the bank of Gabor filters 
used by Jain and Farrokhnia for a 256 x 256 image was 
U = 6 4 a ,  with a corresponding envelope spread of 
6 4 / 3 m .  The Fourier transform of the full complex 
Gabor filter of these parameters is shown in Figure 10. 
As with bot>h the discretised SDE and the three-point- 
mask of Venkatesh, t>here is some “spill-over” into the 
large-negative parts of the frequency domain, but it 
is still mostly a causal filter. More importantly, since 
in frequency terms the Gabor filt<er is more centrally 
peaked than the discretised SDE, the effective spatial 
resolution will be less. Thus, in sampled images, a 2D 
filter like the discret,ised SDE would help with higher 
resolution texture discrimination and give higher reso- 
lutfion motion segmentation near discontinuities in the 
optical flow field. 
Adelson and Bergen state that Gabor filters “are 
not, practical because they are non-causal’’ [7]. It is ob- 
viously tme that they are non-causal since the Fourier 
transform of a Gabor filt,er is a shifted Gaussian, which 
is nonzero everywhere. However, apart from the nar- 
rowest of the Gabor filters (widest, Gaussians in the 
frequency domain), t,hey c,an be made very close to 
being causal by choosing the parameters of frequency 
and spread such that, their Fourier transform is close 
to zero everywhere in the negative part of the fre- 
quency domain. With narrow filters we run into the 
dual problems of severe under-sampling of the filter in 
t,lie spac,e domain and “spill-over” of the filter into the 
negat,ive part, of the frequency domain. The filter de- 
veloped in Section 3 is not a Gabor, but seeks to find 
a c,ompromise between these two problems to provide 
a causal filkr for the high resolution end of the “bank 
of fi1t)er.s”. 
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5 Scale Space Filtering 
Witkin [13] proposed a method of image analysis 
where the image data is convolved with the second 
derivatives of Gaussians of varying scales to create 
a scale-space image. The spatial zero-crossings are 
tracked across scale and a measure of stability of a 
zero-crossing is taken to be the range of scales over 
which the zero-crossing is represented. Bischof and 
Caelli [14] used a similar stability assessment, scheme 
where a sputial stability index for a pixel is computed 
as the length of the longest contiguous sequence of 
scales over which a zero crossing exists in a small 
neighbourhood of the pixel. These measures corre- 
spond loosely to the spatial stubility ussumption of 
Marr [15] (p. 70). 
The application of Equation (5) at  a pixel is to 
measure the pre-envelope of the image in a part,icu- 
lar passband at  a pixel. If the data is first, normalized 
as suggested in Section 3,  then individual step and 
roof features are represent,ed with equad shength over 
the entire frequency range. At places in the image 
where zero crossings of the second derivative exist over 
a wide range of scales, there is a large number of fre- 
quencies n for which the second t,erm of Equation (5) 
is large. Thus the magnitude of t,he pre-envelope of the 
normalised image is large in places where the spatial 
stability index of Bischof and Caelli is large. 
6 Conclusion 
This work points out in frequency terms the be- 
haviour of important image proc,essing t,ec,hniques for 
low level (early) comput,er vision. Gabor filters not, 
only band-pass the data, but, if trhey are centred low in 
the frequency domain they also differentiate the data, 
since this causes the low frequency partss of the pass- 
band to be multiplied by a func,t,ion similar to d ( w )  
where Id (w) l  = IwI (see Section 3) .  If the band-pass 
filter is centred higher in the frequency domain, the 
problem of the strong low frequencies reduces, as this 
puts the pass-band in a “flatker” part of the spect,rum. 
We have observed that the local energy is the pre- 
envelope or unulytic function, and have formulat,ed 
spatial filters for the comput,ation of the pre-envelope. 
We compare the filters designed with both the Gabor 
filters and the three point, masks, and show tlhatj while 
the Gabor filters and the filter we design are suitable 
envelope detectors, t8he three point, masks are not,. The 
filters we design are flexible, efficient, and simple. 
The local energy or pre-envelope of the Gabor uni- 
fies the concepts of “feature” , “texture” and “dispar- 
ity” since it is a common pre-filt#er allowing one tto 
compute all three properties at, multiple resolutions. 
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