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THE KOHNEN PLUS SPACE FOR HILBERT-SIEGEL
MODULAR FORMS
REN-HE SU
Abstract. The Kohnen plus space, roughly speaking, is a space
consisting of modular forms of half integral weight with some prop-
erty in Fourier coefficients. For example, the n-th coefficient of a
normal modular form of weight k + 1/2 in the plus space is 0 un-
less (−1)kn is congruent to some square modulo 4. The concept of
plus space was initially introduced by Kohnen in 1980. Eichler and
Zagier showed that the plus space is isomorphic to the space of Ja-
cobi forms in the one variable case. Later, Ibukiyama generalized
these results to the cases for Siegel modular forms in 1992. Also,
Hiraga and Ikeda generalized these results to the cases for Hilbert
modular forms in 2013. In this paper, we continue to consider the
case of Hilbert-Siegel modular forms. An analogue of the previous
results will be given.
Notations
For any complex number z ∈ C, put e(z) = e2π
√−1z. When R is
a ring and m is a positive integer, Mm(R) is the set consisting of all
m×m matrices with entries in R and Symm(R) consists of symmetric
matrices in Mm(R). If F is a global field with ring of integers o, a half-
integral symmetric matrix in Mm(F ) is a matrix consisting of entries
in 1
2
o and in particular diagonal entries in o. For a positive integer n
and some arbitrary ordered n-tuple α, when there is no special remark,
αi automatically stands for the i-th component of α for 1 ≤ i ≤ n. If A
is an n-tuple of matrices in Mm(R), the notation A ≥ 0 means that Ai
is positive semi-definite for 1 ≤ i ≤ n. Similarly, the notation A > 0
means that Ai is positive definite for 1 ≤ i ≤ n.
Acknowledgements
The author would like to sincerely show his gratitude to Prof. Ikeda
for his very kind and useful advisements. This paper could not be com-
pleted without his instruction. The author also would like to dedicate
this paper, his second thesis, to his family, friends and Prof. Ikeda.
1
2 REN-HE SU
1. Introduction
Before introducing the main results, let us define the Hilbert-Siegel
Jacobi forms and the plus space for Hilbert-Siegel modular forms.
Let F 6= Q be a totally real field of degree n over Q with integer ring
o and different d over Q. We denote the n real embeddings of F by ιi
for 1 ≤ i ≤ n. For ξ ∈ F, ιi(ξ) will sometimes simply be denoted by ξi
or ξ∞i. An element ξ ∈ F will be considered as a real n-tuple.
Also, let us fix a positive integer m > 1. The Siegel upper half-space
of genus m is defined by
hm = {X +
√−1Y ∈ Mm(C)|X, Y ∈ Symm(R), Y > 0}
where as usual, Symm is the set of symmetric m × m matrices and
Y > 0 means Y is positive definite. The set hnm consists of all n-tuples
whose components are in hm. Similarly, (Cm)n consists of all n-tuples
having column vectors in Cm as components. Note that any vector in
this paper will be considered as a column vector.
For any ring R, the symplectic group of size 2m is defined by
Spm(R) =
{
g ∈ M2m(R)
∣∣∣∣g(0m −ImIm 0m
)
tg =
(
0m −Im
Im 0m
)}
.
It is well-known that Spm(R) acts on hm × Cm by
g(z, w) = (gz,t(cz + d)−1w) = ((az + b)(cz + d)−1,t(cz + d)−1w)
for (z, w) ∈ hm × Cm and
g =
(
a b
c d
)
∈ Spm(R) (a, b, c, d ∈Mn(R)).
In the same way, if we consider Spm(F ) as an subset of Spm(R)n, then
Spm(F ) acts on h
n
m × (Cm)n componentwisely.
Two important congruence subgroups of Spm(F ) are Γ = Γ0(1) and
Γ0(4). Their definitions are
(1.1)
Γ0(1) =
{(
a b
c d
)
∈ Spm(F )
∣∣∣∣a, c ∈Mm(0), b ∈Mm(d−1), c ∈Mm(d)}
and
(1.2)
Γ0(4) =
{(
a b
c d
)
∈ Spm(F )
∣∣∣∣a, c ∈Mm(0), b ∈Mm(d−1), c ∈Mm(4d)} ,
respectively.
Now we define the Hilbert-Siegel Jacobi forms.
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Definition 1.1. Let G(z, w) be a holomorphic function on hnm× (Cm)n
and k = (ki)1≤i≤n be an n-tuple of positive integer. If G satisfies the
following two conditions:
(1) G(z, w+ zx+ y) = e(−Tr(txzx+ 2txw))G(z, w) for any x ∈ om, y ∈
(d−1)m
(2) G(γ(z, w)) = N(det(cz+d))ke(Tr(tw(cz+d)−1cw))G(z, w)
(
γ =
(
a b
c d
)
∈ Γ
)
,
then G is called a Jacobi form of weight k and index 1 or simply of
weight k. Here any addition and multiplication and determinant of
n-tuples are simply calculated componentwisely and for any complex
n-tuple τ = (τi)1≤i≤n, we put
Tr(τ) =
n∑
i=1
τi, N(τ)
k =
n∏
i=1
τkii .
The space of all Jacobi forms of weight k is denoted by Jk,1.
Let G be a Jacobi form of weight k. We define
(G|k,1g)(z, w) = G(g(z, w))N(det(cz + d))−ke(−Tr(tw(cz + d)−1cw))
for g =
(
a b
c d
)
. It is not difficult to see that G|k,1g has a Fourier
expansion
G|k,1g =
∑
N,r
fg(N, r)e(Tr(tr(Nz)))e(Tr(
trz))
where N and r run over certain lattice in Symm(F ) and F
m, respec-
tively, and that fg(N, r) = 0 unless
(
N r/2
tr/2 1
)
≥ 0 by Ko¨cher’s
principle. Here tr denotes the usual matrix trace. In particular, we let
f(N, r) = fI2m(N, r).
Definition 1.2. With the above notations, if G has the property that
fg(N, r) = 0 unless
(
N r/2
tr/2 1
)
> 0
for any g ∈ Spm(F ), we call G a Jacobi cusp form. The subspace of
Jk,1 consisting of all Jacobi cusp forms is denoted by J
CUSP
k,1 .
For any λ ∈ om/(2o)m, the theta function θλ is a function on hnm ×
(Cm)n defined by
(1.3) θλ(z, w) =
∑
p∈om
e
(
Tr
(
t(p+
λ
2
)z(p +
λ
2
) + 2 ·t(p+ λ
2
)w)
))
.
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One easily see that θλ does not depend on the choice of λ. There
are 2nm distinct such theta functions. Now if G is a Jacobi form of
weight k, it is well-known that for any λ ∈ (o/2o)m there is a unique
holomorphic function Gλ on h
n
m such that
(1.4) G(z, w) =
∑
λ∈(o/2o)m
Gλ(z)θλ(z, w).
The above formula is called the theta expansion for G.
Now consider the function θ(z) = θ0(z, 0) on h
n
m. It is actually
a modular form with respect to Γ0(4) of weight 1/2. The factor of
automorphy of half-integral weight is defined by
j˜(γ, z) =
θ(γz)
θ(z)
for γ ∈ Γ0(4) and z ∈ hnm.
It is shown in [8] that
j˜(γ, z)4 = N(det(cz + d))2 if γ =
(
a b
c d
)
∈ Γ0(4).
We are now ready to define the plus space for Hilbert-Siegel modular
forms. Let k = (k1, ..., kn) be an n-tuple of positive integers. For
simplicity, here we only consider the case that k1 ≡ k2 ≡ · · · ≡ kn
(mod 2). The general case will be considered later in Section 6. The
n-tuple k is called even if its entries are even, or odd if its entries are
odd. If k is parallel, i.e, if k1 = k2 = · · · = kn, without any confusion,
we denote the components of k also by k. We let Mk+1/2(Γ0(4)) be the
space of Hilbert-Siegel modular forms of weight k+1/2 with respect to
Γ0(4), that is,Mk+1/2(Γ0(4)) is the complex linear space of holomorphic
functions h on hnm such that
h(γz) = Jk+1/2(γ, z)h(z)
for any γ =
(
a b
c d
)
∈ Γ0(4) where
(1.5)
Jk+1/2(γ, z) =
{
j˜(γ, z)
∏n
j=1 det(cjzj + dj)
kj if k is even,
j˜(γ, z)3
∏n
j=1 det(cjzj + dj)
kj−1 if k is odd.
Again, by Ko¨cher’s principle, we do not need the cusp condition for
the definition of a modular form under the restrictions of F and m.
A modular form h ∈ Mk+1/2(Γ0(4)) has a Fourier expansion h(z) =∑
T c(T )e(Tr(tr(Tz))) where in the summation T runs over all positive
semi-definite half-integral symmetric matrices and c(T ) 6= 0 only if T ≥
0. We call h a cusp form if h4 is a normal cusp Hilbert-Siegel modular
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form of weight 4k+2. The subspace of Mk+1/2(Γ0(4)) consisting of the
cusp forms is denoted by Sk+1/2(Γ0(4)).
Definition 1.3. With the notations above, the plus spaceM+k+1/2(Γ0(4))
is the subspace of Mk+1/2(Γ0(4)) defined by
M+k+1/2(Γ0(4)) =
{
h(z) ∈Mk+1/2(Γ0(4))
∣∣∣∣
c(T ) = 0 unless T ≡ (−1)kλ ·tλ mod 4L∗m for some λ ∈ om
}
where L∗m is the set of all m×m symmetric half-integral matrices. Also,
we let
S+k+1/2(Γ0(4)) =M
+
k+1/2(Γ0(4)) ∩ Sk+1/2(Γ0(4)).
The space S+k+1/2(Γ0(4)) is also called a plus space.
The space just been defined is an analogue of which was initially
brought up by Kohnen in [6]. Also, the Siegel case and Hilbert case
were established by Ibukiyama in [3] and Hiraga and Ikeda in [4], re-
spectively. This is the reason why we only consider the case F 6= Q
and m > 1 in this paper, though similar result and proof apply to the
previous cases if we add some adjustment for the cusp condition in the
definitions.
In this paper, as in [4], we will construct a Hecke operator EK on
Mk+1/2(Γ0(4)) and Sk+1/2(Γ0(4)) such that the fixed subspaces of E
K
are the plus spaces. We set
Γ′ =
{(
a b
c d
)
∈ Spm(F )
∣∣∣∣a, c ∈Mm(0), b ∈Mm((4d)−1), c ∈ Mm(4d)} .
Let A be the adele ring of F . We set a character of ψ of A/F such
that for any archimedean place v of F, the local character ψv is given
by x→ e((−1)kx) for x ∈ R where (−1)k is 1 if k is even and −1 if k is
odd. Fixing a non-archimedean place v of F , the completion of F with
respect to v is denoted by Fv. Let ˜Spm(Fv) be the metaplectic double
covering of Spm(Fv). Also, for any subset S ⊂ Spm(Fv), we denote its
inverse image in ˜Spm(Fv) by S˜. Let ωψv be the Weil representation of
˜Spm(Fv) on the Schwartz space S(Fmv ). The inner product for any two
functions Φ1 and Φ2 in S(Fmv ) is defined by
(Φ1,Φ2) =
∫
Fmv
Φ1(X)Φ2(X)dX.
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Here the Haar measure dX on Fmv is normalized so that V ol(o
m
v ) = 1.
Now denote the characteristic function of om by Φ0,v. The local Hecke
operator EKv is defined by
EKv (g) =
{
|2|mv (Φ0,v, ωψv(g)Φ0,v) if g ∈ Γ˜′v
0 otherwise.
Let Af =
∏′
v<∞ Fv be the finite part of A. The global Hecke opera-
tor EK is a function on the metaplectic double covering ˜Spm(Af ) of
Spm(Af) defined by
EK =
∏
v<∞
EKv .
Note that ˜Spm(Af) acts on the space of all automorphic forms lifted
from the Hilbert modular forms of weight k + 1/2 by the right trans-
lation ρ. This induces a representation of ˜Spm(Af) on the space of all
Hilbert-Siegel modular forms of weight k + 1/2, which is also denoted
by ρ. For a Hecke operator ϕ on ˜Spm(Af) with some properties, ϕ acts
on Mk+1/2(Γ0(4)) by
ρ(ϕ)h(z) =
∫
˜Spm(Af )/{±1}
(ρ(g)h)(z)ϕ(g)dg
for any h ∈ Mk+1/2(Γ0(4)) where {±1} is the kernel of the canonical
mapping ˜Spm(Af ) → Spm(Af) and dg is some normalized Haar mea-
sure on ˜Spm(Af )/{±1}. The spaces Mk+1/2(Γ0(4)) and Sk+1/2(Γ0(4))
are invariant under the Hecke operator EK . Letting Mk+1/2(Γ0(4))
EK
and Sk+1/2(Γ0(4))
EK denote the corresponding fixed subspaces, our first
main result states that they are the plus spaces we defined above.
Theorem 1.1. We have
Mk+1/2(Γ0(4))
EK = M+k+1/2(Γ0(4))
and
Sk+1/2(Γ0(4))
EK = S+k+1/2(Γ0(4)).
Let h(z) =
∑
T c(T )e(Tr(tr(Tz))) ∈ M+k+1/2(Γ0(4)). For any λ ∈
om/(2om), we set
(1.6) hλ(z) =
∑
−T≡λtλ
mod 4L∗m
c(T )e
(
Tr(tr(Tz))
4
)
.
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By the definition of the plus space, we have
h(z) =
∑
λ∈(o/2o)m
hλ(4z).
Now we restrict us to the that case k is odd unless mn is even. Our
second main result states that hλ and Gλ we defined before can be
used to construct a Jacobi form and a modular form in the plus space,
respectively.
Theorem 1.2. Let k be an n-tuple of positive integers which is odd if
mn is odd. For h ∈ M+k+1/2(Γ0(4)) and G ∈ Jk+1,1, letting hλ and Gλ
be as in (1.6) and (1.4), respectively, we have∑
λ∈om/(2om)
hλ(z)θλ(z, w) ∈ Jk+1,1
and ∑
λ∈om/(2om))m
Gλ(4z) ∈M+k+1/2(Γ0(4))
where θλ are the theta functions defined in (1.3). The two canonical
mappings are the inverse of each other. Thus we have
M+k+1/2(Γ0(4))
∼= Jk+1,1
as linear spaces over C. Moreover, we have
S+k+1/2(Γ0(4))
∼= JCUSPk+1,1 .
The case F = Q and m = 1 for the theorem was given by Eichler
and Zagier in [2]. The Siegel case and Hilbert case were treated by
Ibukiyama in [3] and [4], respectively.
Let us briefly state the contents in the rest of the paper. First, we
will introduce the Weil representation and give an important lemma
about it in Section 2 and 3. Next, we define the idempotents Hecke
operators eK and EK in Section 4. And we state some very brief facts
we need about the archimedean places in Section 5. Using the results
in the previous sections, we construct the automorphic forms of half
integral weight in Section 6. Finally, we define the Kohnen plus space
and the Jacobi forms and prove our two main theorems in Section 7
and 8.
2. Weil Representations
Hereafter throughout the whole paper, m > 1 is a fixed positive
integer. Let F be a local field with characteristic 0. If F is archimedean,
we assume F = R. If F a finite extension over Qp, we let o and p denote
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its integer ring and prime ideal, respectively. Moreover, we let q and ̟
be the order of o/p and a prime element, respectively. Now fix a non-
trivial additive character ψ : F → C×. If F = R, we set ψ(x) = e(x) or
e(−x). In the non-archimedean case, the index of ψ, which we denote
by cψ, is the largest integer c such that ψ(p
−c) = 1. Also, we fix an
element δ of order cψ if F is non-archimedean. If F = R, we let δ = 1.
Furthermore, the Haar measure dx of F is the unique one such that o
has volume 1 if F is non-archimedean or the usual Lebesgue measure
otherwise. The Haar measure dX of Fm is simply defined to be
∏
i dxi
where we write X = t(x1, x2, ..., xm).
Now we denote the metaplectic double covering of Spm(F ) by S˜pm(F ),
that is,
S˜pm(F ) = {[g, ǫ]|g ∈ Spm(F ), ǫ ∈ {±1}}
equipped with the group multiplication
[g1, ǫ1][g2, ǫ2] = [g1g2, ǫ1ǫ2c(g1, g2)].
Here c(g1, g2) is Rao’s 2-cocycle as in [7]. If g is an element in ˜Spm(F ),
we set ǫ(g) ∈ {±1} to be the latter component of g.
Some notations for elements in ˜Spm(F ) should be given for simplicity.
For any g ∈ S˜pm(F ), let [g] = [g, 1]. Also, we let
u♯(B) =
[(
Im B
0m Im
)]
, u♭(B) =
[(
Im 0m
B Im
)]
, for B ∈ Symm(F ),
m(A) =
[(
A 0m
0m
tA−1
)]
, wA =
[(
0m −tA−1
A 0m
)]
, for A ∈ GLm(F ).
If L is any subset of Spm(F ), L˜ denotes the inverse image of L in
S˜pm(F ).
Set S(Fm) to be the space of Schwartz functions on Fm. For any
Φ ∈ S(Fm), the Fourier transform of Φ is defined by
(2.1) Φ̂(X) = |δ|m/2
∫
Fm
Φ(Y )ψ(tY X)dY.
Note that |δ|m/2dX is the self-dual Haar measure for the Fourier trans-
formation.
It is known that for any a ∈ F×, there is a constant αψ(a) such that∫
F
φ(x)ψ(ax2)dx = αψ(a)|2a|−1/2
∫
F
φˆ(x)ψ(−x
2
4a
)dx
where φ is a Schwartz function on F and φˆ is its Fourier transform
defined in the similar manner as above. The constant αψ(a) is called
THE KOHNEN PLUS SPACE FOR HILBERT-SIEGEL MODULAR FORMS 9
the Weil constant or the Weil index. It satisfies αψ(a)
8 = 1 and does
not depend on φ. One can easily see that αψ(ab
2) = αψ(a) for any
b ∈ F× and αψ(−a) = αψ(a).
We now introduce the Weil representation of ˜Spm(F ) on S(Fm). Let
Φ be any Schwartz function in S(Fm), the Weil representation ωψ with
respect to ψ is given by
ωψ(u
♯(B))Φ(X) = ψ(tXBX)Φ(X),
ωψ(m(A))Φ(X) =
αψ(1)
αψ(detA)
| detA|1/2Φ(tAX),
ωψ(wIm)Φ(X) = αψ(1)
−m|2|m/2Φ̂(−2X),
where B ∈ Symm(F ) and A ∈ GLm(F ). From these we get that
ωψ(wC)Φ(X) =
αψ(1)
1−m
αψ(detC)
| det 2C−1|1/2ǫ(wImm(C))Φ̂(−2C−1X),
ωψ(u
♭(S))Φ(X) =
αψ(1)
1−2m
αψ((−1)m) |4δ|
m/2ǫ(wImm(−Im))ǫ(w−Imu♯(−S)wIm)
×
∫
Fm
Φ̂(−2Y )ψ(−tY SY + 2tY X)dY,
where S ∈ Symm(F ) and C ∈ GLm(F ). For any Φ1,Φ2 ∈ S(Fm), the
inner product of Φ1 and Φ2 is
(Φ1,Φ2) =
∫
Fm
Φ1(X)Φ2(X)dX.
The Weil representation is unitary with respect to the inner product.
From now in this section we suppose that F is non-archimedean. We
write d = pcψ . As in the introduction, in the local case, we also let
(2.2)
Γ = Γ0(1) =
{(
a b
c d
)
∈ Spm(F )
∣∣∣∣a, c ∈Mm(o), b ∈Mm(d−1), c ∈ Mm(d)}
and
(2.3)
Γ0(4) =
{(
a b
c d
)
∈ Spm(F )
∣∣∣∣a, c ∈Mm(o), b ∈Mm(d−1), c ∈Mm(4d)} .
In general, for any two fractional ideals b and c of F such that bc ⊂ o,
we put
Γ[b, c] =
{(
a b
c d
)
∈ Spm(F )
∣∣∣∣a, c ∈Mm(o), b ∈Mm(b), c ∈Mm(c)} .
The following lemma is a well-known fact.
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Lemma 2.1. The compact open subgroup Γ[b, c] defined above is gen-
erated by the elements
(
A 0
0 tA−1
)
,
(
Im B
0 Im
)
and
(
Im 0
C Im
)
where
A ∈ GLm(o), B ∈ Symm(b) and C ∈ Symm(c).
Let Φ0 ∈ S(Fm) be the characteristic function of om. Using Lemma
2.1, after some calculation, we get the following lemma.
Lemma 2.2. The restriction of ωψ to Γ˜0(4) defines a genuine character
ε : Γ˜0(4)→ C× by
ωψ(γ)Φ0 = ε(γ)
−1Φ0 (γ ∈ Γ˜0(4)).
Let e be the order of 2, that is, be the non-negative integer such that
|2| = q−e. For 0 ≤ 1 ≤ e, set
S(i) = S((p−e)m/(p−i)m)
= {f ∈ S(Fm)
∣∣∣∣Supp(f) ⊂ (p−e)m, f(X + Y ) = f(X) for any Y ∈ (p−i)m}
and
Γ(i) = Γ[δ−1p2i, δo].
Hence we have Γ(0) = Γ0(1). For 0 ≤ i ≤ e and any λ ∈ om, we set
Φ
(i)
λ ∈ S(Fm) to be the characteristic function of λ/2 + (p−i)m. Then
S(i) =
⊕
λ∈om/(pe−i)m
C · Φ(i)λ .
So dimC S(i) = qm(e−i). It is worth mentioning that the Fourier trans-
formation of Φ
(i)
λ is
(2.4) Φ̂
(i)
λ (X) = |δ̟−2i|m/2ψ
(
tXλ
2
)
Φ0(δ̟
−iX).
Proposition 2.1. We restrict the Weil representation ωψ to Γ˜(i) and
denote this restricted representation by Ω
(i)
ψ . Then S
(i) is invariant with
respect to Ω
(i)
ψ .
Proof. Fix a vector λ ∈ om. From Lemma 2.1, to show the invariance
of S(i), it suffices to show that Ω(i)ψ (m(A))Φ
(i)
λ , Ω
(i)
ψ (u
♯(δ−1̟2iB))Φ(i)λ
and Ω
(i)
ψ (u
♭(δC))Φ
(i)
λ all lie in S
(i) for any A ∈ GLm(o) and any B,C ∈
Symm(o). The m(A) case is trivial. The u
♯(δ−1̟2iB) case is also triv-
ial, but it is worth mentioning that
(2.5) Ω
(i)
ψ (u
♯(δ−1̟2iB))Φ(i)λ = ψ
(
̟2i
tλBλ
4δ
)
Φ
(i)
λ .
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Now we consider Ω
(i)
ψ (u
♭(δC))Φ
(i)
λ . Apparently, to get
Ω
(i)
ψ (u
♭(δC))Φ
(i)
λ ∈ S(i),
it is sufficient to show that
ωψ(u
♯(−C/δ))ωψ(wδIm)Φ(i)λ ∈ ωψ(wδIm)S(i).
By the definition of the Weil representation, for any Schwartz function
Φ in S(Fm), the function ωψ(wδIm)Φ(X) is a nonzero constant times
of the Fourier transform Φ̂(−2X/δ). But the dual lattices in Fm as-
sociated to (p−e)m and (p−i)m with respect to (X, Y ) 7→ ψ(−2tXY /δ)
are om and (pi−e)m, respectively. Thus
ωψ(wδIm)S
(i) = S((pi−e)m/om)
={f ∈ S(Fm)
∣∣∣∣Supp(f) ⊂ (pi−e)m, f(X + Y ) = f(X) for any Y ∈ om}
(This also can be gotten from direct calculations). But apparently
ωψ(u
♯(−C/δ)) leaves this space fixed. So we get that Ω(i)ψ (u♭(δC))Φλ
is in S(i). Here ends the proof for the invariance. 
By this proposition or calculating directly, we get an analogue of
Lemma 2.2.
Lemma 2.3. The representation Ω
(e)
ψ defines a genuine character εˇ of
Γ˜(e) by
Ω
(e)
ψ (γ)Φ
(e)
0 = εˇ(γ)
−1Φ(e)0 (γ ∈ Γ˜(e)).
Since ωψ(m(2Im))Φ0 = αψ(1)αψ(2m)2
m/2Φ
(e)
0 andm(2Im)
−1Γ˜(e)m(2Im) =
Γ˜0(4), we have the following relation between ε and εˇ:
(2.6) ε(m(2Im)
−1γm(2Im)) = εˇ(γ) (γ ∈ Γ˜(e)).
The formula of the action of u♭ on Φ
(i)
λ is useful in our paper.
Lemma 2.4. If λ ∈ om and S ∈ Symm(o), we have the following
formula
ωψ(u
♭(δS))Φ
(i)
λ
=ǫS
∑
µ∈om/(pe−i)m
∫
om
ψ
(
̟i
tY λ
2δ
−̟2i
tY SY
4δ
−̟i
tY µ
2δ
)
dY Φ(i)µ
=ǫSq
m(i−e) ∑
µ,ν∈om/(pe−i)m
ψ
(
̟i
tνλ
2δ
−̟2i
tνSν
4δ
−̟i
tνµ
2δ
)
Φ(i)µ
where is ǫS is a fourth root of 1 depending only on S.
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Proof. This can be deduced by direct calculation. Actually, by the
definition of the Weil representation, we have
ωψ(u
♭(δS))Φ
(i)
λ (X)
=ǫS|4δ|m/2
∫
Fm
Φ̂
(i)
λ (−2Y )ψ(−δ · tY SY + 2 · tY X)dY
=ǫS|2δ̟−i|m
∫
Fm
Φ0(−2δ̟−iY )ψ(−tY λ− δ · tY SY + 2 · tY X)dY
=ǫS
∫
om
ψ
(
̟i
tY λ
2δ
−̟2i
tY SY
4δ
−̟i
tY X
δ
)
dY
=ǫS
∑
µ∈om/(pe−i)m
∫
om
ψ
(
̟i
tY λ
2δ
−̟2i
tY SY
4δ
−̟i
tY µ
2δ
)
dY Φ(i)µ (X)
=ǫSq
m(i−e) ∑
µ,ν∈om/(oe−i)m
ψ
(
̟i
tνλ
2δ
−̟2i
tνSν
4δ
−̟i
tνµ
2δ
)
Φ(i)µ (X)
where
ǫS =
αψ(1)
1−2m
αψ((−1)m)ǫ(wImm(−Im))ǫ(w−Imu
♯(−δS)wIm)
is a fourth root of 1 by the properties of the Weil constant. Note that
we used Proposition 2.1 in the fourth equation and the fact that the
formulas does not depend on the choices of µ and ν in the fourth and
fifth equations. 
Proposition 2.2. Given 0 ≤ i ≤ e, with the same notations in Propo-
sition 2.1, we consider Ω
(i)
ψ as a representation of Γ˜
(i) on S(i). Then
Ω
(i)
ψ is irreducible.
Proof. Obviously, as λ running over elements in om/(pe−i)m, the func-
tions ψ(̟2i·tλDλ/(4δ)) ofD ∈ Symm(o) give qm(e−i) distinct characters
of Symm(o). So by equation (2.5) and the linear independence of dis-
tinct characters, we have that if S′ is an invariant subspace of S(i), then
S′ must take the form of
S′ =
⊕
λ∈S
C · Φλ
where S is a subset of om/(pe−i)m. To get S′ = S(i), it suffices to show
that for a fixed λ ∈ S and an arbitrarily chosen κ ∈ om, there exists
some D ∈ Symm(o) such that(
Ω
(i)
ψ (u
♭(δD)Φ
(i)
λ ,Φ
(i)
κ
)
6= 0.
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Fix one κ. Say there are exactly l components of λ which are not
congruent to the corresponding one of κ modulo pe−i. Without loss of
generality, we may assume λj 6≡ κj (mod pe−i) exactly for 1 ≤ j ≤
l. If we take a diagonal matrix D′ ∈ Symm(o) with diagonal entries
d1, . . . , dl ∈ o\{0} and dl+1 = · · · = dm = 0, then by Lemma 2.4, we
have (
Ω
(i)
ψ (u
♭(δD′)Φ(i)λ ,Φ
(i)
κ
)
=ǫD′
∫
om
ψ
(
̟i
tY λ
2δ
−̟2i ·
tY D′Y
4δ
−̟i
tY κ
2δ
)
dY
=ǫD′
l∏
j=1
[∫
o
ψ
(
− dj
4δ
(̟iy − λj − κj
dj
)2
)
dy · ψ
(
(λj − κj)2
4δdj
)]
.
Since λj − κj ∈ o for any 1 ≤ j ≤ l, for our purpose, we only need to
show that for any τ ∈ o, there exists some d ∈ o\{0} such that∫
o
ψ
(
− d
4δ
(̟iy − τ
d
)2
)
dy 6= 0.
Consider the case d = τ 2u for some u ∈ o×. Then it is reduced to show
that there exists some unit u such that∫
o
ψ
(
−τ
2u
4δ
(̟iy − 1
τu
)2
)
dy
=
∫
o
ψ
(
−̟
2iτ 2
4δu
(uy − 1
̟iτ
)2
)
dy
=
∫
o
ψ
(
−̟
2iτ 2
4δu
(y − 1
̟iτ
)2
)
dy
is non-zero. This simply follows from (2) of Lemma 2.10 in [4], so we
get what we want to show. 
3. A key lemma
We use the same notations as in Section 2 and continue the assump-
tion that F is non-archimedean. Let Ωψ = Ω
(0)
ψ and Γ = Γ0(1). The
next lemma is essential in proving our main theorems.
Lemma 3.1. Let π be a genuine representation of ˜Spm(F ) on a vector
space V . If there are qem vectors in V, which are denoted by hκ for
κ ∈ om/(2o)m, such that π has the properties that
π(u♯(B/δ))hκ = ψ
(
tκBκ
4δ
)
hκ
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for any B ∈ Symm(o), κ ∈ om/(2o)m and
π(γ)
 ∑
κ∈om/(2o)m
hκ
 = εˇ(γ)−1
 ∑
κ∈om/(2o)m
hκ

for any γ ∈ Γ˜(e), then (π|Γ˜,⊕κC ·hκ) forms a representation of Γ˜ equiv-
alent to the Weil representation Ωψ and hκ 7→ Φκ gives an intertwining
map for it.
Proof. We use the induction to prove this lemma. The spirit of the
proof of Theorem 1 in [3] will be applied. For 0 ≤ i ≤ e and κ ∈ om,
put
h(e−i)κ =
∑
λ≡κmod (pi)m
λmod (2o)m
hλ.
This definition only depends on κ mod (pi)m. In particular, h
(0)
κ = hκ
and h
(e)
κ is the sum of all hλ for arbitrary κ. By the assumption of
the lemma, we already have that ⊕κC · h(e)κ = C · (
∑
λ hλ) is invariant
under Γ˜(e) and gives an representation equivalent to Ω
(e)
ψ under the map
h
(e)
κ 7→ Φ(e)κ . Now fix 0 ≤ i ≤ e−1 and assume that ⊕κC ·h(e−i)κ gives an
representation of Γ˜(e−i) equivalent to Ω(e−i)ψ and h
(e−i)
κ 7→ Φ(e−i)κ forms
an intertwining map. We want to show that under this condition, the
similar statement also holds for ⊕κC · h(e−i−1)κ . Fix one κ ∈ om. By
Lemma 2.1, Lemma 2.4 and the assumption of the presenting lemma,
it suffices to show that
π(u♭(δS))h(e−i−1)κ
=ǫSq
−m(i+1) ∑
µ,ν∈om/(pi+1)m
ψ
(
tνκ
δ̟i+1
−
tνSν
δ̟2(i+1)
−
tνµ
δ̟i+1
)
h(e−i−1)µ .
(3.1)
Let ∆ be the subgroup Symm(o/p
2i+1) consisting of all the diagonal
matrices. For λ ∈ om and D ∈ ∆, one has
π
(
u♯
(
4D
δ̟2i+1
))
h
(e−i)
λ =
∑
τ≡λmod (pi)m
τ mod (pi+1)m
ψ
(
tτDτ
δ̟2i+1
)
h(e−i−1)τ .
(Note that the formula above does not depend on the choice of D mod-
ulo p2i+1, so the action is well-defined.) For arbitrary τ ≡ λ mod (pi)m,
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by Schur orthogonality relation for finite groups and the restriction of
i, it is easy to see that∑
D∈∆
ψ
(
tλDλ
δ̟2i+1
−
tτDτ
δ̟2i+1
)
=
{
qm(2i+1) if τ ≡ λ mod (pi+1)m,
0 otherwise.
Hence we get
(3.2)
h(e−i−1)κ = q
−m(2i+1) ∑
D∈∆
ψ
(
−
tκDκ
δ̟2i+1
)
π
(
u♯
(
4D
δ̟2i+1
))
h(e−i)κ .
Thus
(3.3)
π(u♭(δS))h(e−i−1)κ = q
−m(2i+1) ∑
D∈∆
ψ
(
−
tκDκ
δ̟2i+1
)
π
(
u♯
(
4D
δ̟2i+1
)
γD
)
h(e−i)κ
where
γD = u
♯
(
− 4D
δ̟2i+1
)
u♭(δS)u♯
(
4D
δ̟2i+1
)
lies in Γ˜(e−i). If we denote the diagonal entries of D by d1, . . . , dm and
let γ act on Φ
(e−i)
κ , we get
Ω
(e−i)
ψ (γD)Φ
(e−i)
κ
=ωψ
(
u♯
(
− 4D
δ̟2i+1
)
u♭(δS)u♯
(
4D
δ̟2i+1
))
Φ(e−i)κ
=
∑
λ≡κmod (pi)m
λmod (pi+1)m
ψ
(
tλDλ
δ̟2i+1
)
ωψ
(
u♯
(
− 4D
δ̟2i+1
)
u♭(δS)
)
Φ
(e−i−1)
λ
=ǫSq
−m(i+1) ∑
λ≡κmod (pi)m
λmod (pi+1)m
µ,ν∈om/(pi+1)m
ψ
(
tλDλ
δ̟2i+1
+
tνλ
δ̟i+1
−
tνSν
δ̟2(i+1)
−
tνµ
δ̟i+1
)
× ωψ
(
u♯
(
− 4D
δ̟2i+1
))
Φ(e−i−1)µ
=ǫSq
−m(i+1) ∑
λ≡κmod (pi)m
λmod (pi+1)m
µ,ν∈om/(pi+1)m
ψ
(
tλDλ
δ̟2i+1
+
tνλ
δ̟i+1
−
tνSν
δ̟2(i+1)
−
tνµ
δ̟i+1
−
tµDµ
δ̟2i+1
)
× Φ(e−i−1)µ
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Here for any ν ∈ om, we have∑
λ≡κmod (pi)m
λmod (pi+1)m
ψ
(
tλDλ
δ̟2i+1
+
tνλ
δ̟i+1
)
=ψ
(
tκDκ
δ̟2i+1
+
tνκ
δ̟i+1
) ∑
β∈om/(p1)m
ψ
(
tβDβ
δ̟
+
tνβ
δ̟
)
.
Notice that β → ψ ((tβDβ +tvβ)/(δ̟)) forms a character of β ∈
om/(p1)m. We write ν ∼ D if the character is trivial. Them the
equations above become
Ω
(e−i)
ψ (γD)Φ
(e−i)
κ
=ǫSq
−mi ∑
µ∈om/(pi+1)m
ν∼D
νmod (pi+1)m
ψ
(
tκDκ
δ̟2i+1
+
tνκ
δ̟i+1
−
tνSν
δ̟2(i+1)
−
tνµ
δ̟i+1
−
tµDµ
δ̟2i+1
)
× Φ(e−i−1)µ
=ǫSq
−mi ∑
µ∈om/(pi)m
ν∼D
νmod (pi+1)m
ψ
(
tκDκ
δ̟2i+1
+
tνκ
δ̟i+1
−
tνSν
δ̟2(i+1)
−
tνµ
δ̟i+1
−
tµDµ
δ̟2i+1
)
× Φ(e−i)µ .
Now applying this formula and the assumption of the induction back
to equation (3.3), we get
π(u♭(δS))h(e−i−1)κ
=ǫSq
−m(3i+1) ∑
µ∈om/(pi)m
D∈∆
∑
ν∼D
νmod (pi+1)m
× ψ
(
tνκ
δ̟i+1
−
tνSν
δ̟2(i+1)
−
tνµ
δ̟i+1
−
tµDµ
δ̟2i+1
)
π
(
u♯
(
4D
δ̟2i+1
))
h(e−i)µ
=ǫSq
−m(3i+1) ∑
µ∈om/(pi)m
D∈∆
∑
ν∼D
νmod (pi+1)m
∑
τ≡µmod (pi)m
τ mod (pi+1)m
× ψ
(
tνκ
δ̟i+1
−
tνSν
δ̟2(i+1)
−
tνµ
δ̟i+1
−
tµDµ
δ̟2i+1
+
tτDτ
δ̟2i+1
)
h(e−i−1)τ
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=ǫSq
−m(3i+1) ∑
µ∈om/(pi)m
D∈∆
∑
ν∼D
νmod (pi+1)m
∑
λ∈om/(p1)m
× ψ
(
tνκ
δ̟i+1
−
tνSν
δ̟2(i+1)
−
tνµ
δ̟i+1
+
tλDλ
δ̟
)
h
(e−i−1)
µ+̟iλ
.
WhenD runs over all the elements in ∆, one easily check that ψ(tλDλ/(δ̟))
give exactly all the qm distinct characters of λ ∈ om/(p1)m for q2i times.
Hence we can associate one η ∈ om/(p1)m to every D ∈ ∆ such that
ψ(tλDλ/(δ̟)) = ψ(tλη/(δ̟)) for any λ ∈ om/(p1)m. In this case,
ν ∼ D means that −ν ≡ η mod (p1)m. So
π(u♭(δS))h(e−i−1)κ
=ǫSq
−m(i+1) ∑
µ∈om/(pi)m
η,λ∈om/(p1)m
∑
θ∈om/(pi)m
× ψ
(
t(−η +̟θ)κ
δ̟i+1
−
t(−η +̟θ)S(−η +̟θ)
δ̟2(i+1)
−
t(−η +̟θ)µ
δ̟i+1
+
tλη
δ̟
)
h
(e−i−1)
µ+̟iλ
=ǫSq
−m(i+1) ∑
µ∈om/(pi)m
λ∈om/(p1)m
∑
ν∈om/(pi+1)m
ψ
(
tνκ
δ̟i+1
−
tνSν
δ̟2(i+1)
−
tνµ
δ̟i+1
−
tλν
δ̟
)
h
(e−i−1)
µ+̟iλ
=ǫSq
−m(i+1) ∑
τ,ν∈om/(pi+1)m
ψ
(
tνκ
δ̟i+1
−
tνSν
δ̟2(i+1)
−
tντ
δ̟i+1
)
h(e−i−1)τ ,
which is equation (3.1). Thus it follows that h
(e−i−1)
λ 7→ Φ(e−i−1)ψ gives
an intertwining map between (π| ˜Γ(e−i−1),⊕λC·h
(e−i−1)
λ ) and (Ω
(e−i−1)
ψ , S
(e−i−1)).
By the induction, what we wanted to show is proved. 
4. The idempotents eK and EK
In this section F is set to be non-archimedean and the same notations
in Section 2 will be used. Let ε be the character of Γ˜0(4) given by
Lemma 2.2.
Definition 4.1. The Hecke algebra H˜ = H˜(Γ˜0(4)\ ˜Spm(F )/Γ˜0(4); ε) is
the space consisting of all compactly supported genuine function ϑ on
S˜pm(F ) such ϑ(γ1gγ2) = ε(γ1γ2)ϑ(g) for any γ1 and γ2 in Γ˜0(4). The
multiplication among H˜ is defined by
(ϑ1 ∗ ϑ2)(g) =
∫
˜Spm(F )/{±1}
ϑ1(gh
−1)ϑ2(h)dh.
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Here the Haar measure dh on ˜Spm(F ) is normalized so that the volume
of Γ˜/{±1} is 1.
Now we introduce two matrix coefficients eK and EK on Γ˜0(1) and
w2δImΓ˜0(1)w
−1
2δIm
which are actually idempotents in H˜. They play im-
portant roles in our paper.
Recall that Γ = Γ0(1).
Definition 4.2. The genuine function eK on ˜Spm(F ) is defined by
eK(g˜) =
{
qme(Φ0, ωψ(g˜)Φ0) if g ∈ Γ˜,
0 otherwise.
Also, we put EK(g˜) = eK(w−12δIm g˜w2δIm) for any g˜ ∈ ˜Spm(F ).
The support of eK is contained in Γ˜ and the support of EK is con-
tained in
w2δImΓ˜w
−1
2δIm
=
{(
a b
c d
)
∈ Spm(F )
∣∣∣∣a, c ∈Mm(0), b ∈ Mm(4−1d−1), c ∈Mm(4d)} .
Note that for g˜ ∈ w2δImΓ˜w−12δIm, we have
EK(g˜) =eK(w−12δIm g˜w2δIm)
=qme(Φ0, ωψ(w
−1
2δIm
g˜w2δIm)Φ)
=qme(ωψ(w2δIm)Φ0, ωψ(g˜w2δIm)Φ)
=qme(Φ0, ωψ(g˜)Φ0)
by the unitarity of ωψ and the equation
ωψ(w2δIm)Φ0 =
αψ(1)
1−m
αψ((2δ)m)
ǫ(wImm(2δIm))Φ0.
Thus we see that both eK and EK are in H˜. The idempotence for eK
and EK easily follow from Schur’s orthogonality relation. Obviously,
we have eK , EK ∈ H˜.
5. The archimedean case
We let F = R and ψ(x) = e(x). The Weil constant αψ(x) is given
by
αψ(x) =
{
exp(π
√−1/4) if x > 0
exp(−π√−1/4) if x < 0.
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The real metaplectic group S˜pm(R) is the unique non-trivial topo-
logical double covering of S˜pm(R) with the multiplication defined in
Section 2. It is known that there exists a unique factor of automorphy
j˜ : S˜pm(R)× hm → C for half-integral weight such that
j˜
([(
a b
c d
)
, ξ
]
, τ
)2
= det(cτ + d).
6. Automorphic forms on S˜pm(A)
In this section, we let F be a totally real field with degree n > 1 over
Q. The notations o, d and the A = AF stand for the integer ring, the
different and the adele ring of F, respectively. We want to take a brief
look at the definition of the automorphic forms on S˜pm(A).
As in Section 1, the n real embeddings of F are denoted by∞1, . . . ,∞n.
We let ψ1 =
∏
v≤∞ ψ1,v be the non-trivial additive character of A/F
such that ψ1,∞j (x) = e(x) for all real places∞j. So for any finite place
v, the index of ψ1,v, which we denote by c1,v, is the exponent of the
corresponding prime ideal pv in the prime decomposition of d. For the
sake of simplicity, from now, when the local case with respect to some
place v is being considered, we use the same notations given in Section
2 with a lower subscript v.
We should give the definition of the global metaplectic group S˜pm(A).
If v is a finite place of F which is not even, there is a canonical splitting
over Γv in Γ˜v where Γv is defined by (1.1). The image of the canonical
splitting is also denoted by Γv. It is the stabilizer for Φ0,v for almost
all v. The global metaplectic covering of Spm(A), which we denote by
S˜pm(A), is the restricted direct product of ˜Spm(Fv) with respect to
{Γv} divided by {(ξv) ∈
∏
v{±1} |
∏
v ξv = 1}. Then the Weil repre-
sentation ωψ1 of S˜pm(A) on the Schwartz space S(A
m) is well-defined.
The group Spm(F ) can be embedded canonically into S˜pm(A), so we
consider Spm(F ) as a subgroup of S˜pm(A) through this embedding. As
in the local case, for any B ∈ Symm(A) and A ∈ GLm(A), we let
u♯(B) = (u♯(Sv))v, u
♭(B) = (u♭(Sv))v,
m(A) = (m(Av))v, wA = (wAv)v.
If S is a subset of Spm(A), we let S˜ denote its inverse image in S˜pm(A).
Let the group {±1} of order 2 be the kernel of the canonical mapping
S˜pm(A) → Spm(A) where 1 is the identity element in S˜pm(A). A
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function f on S˜pm(A) is called a genuine function if f(−1 ·g) = −f(g)
for any g ∈ S˜pm(A). Let (fv)v≤∞ be a family of local genuine functions.
If fv(gv) = 1 for gv ∈ Γv for almost all finite non-even places v, then
the product
∏
v≤∞ fv defined by (
∏
v≤∞ fv)(g) =
∏
v≤∞ fv(gv) for if
g =
∏
v gv (gv ∈ ˜Spm(Fv)) gives a genuine function on S˜pm(A). Note
that the decomposition g =
∏
v gv for g ∈ S˜pm(A) is not unique. But
the function
∏
v fv is still well-defined.
Let Γ′f be a compact open subgroup subgroup of Spm(Af) and ε
′ =∏
v<∞ ε
′
v : Γ˜
′
f → C× be a genuine character. Fix an n-tuple k =
(ki)
n
i=1 ∈ Zn>1 of integers greater than 1 and put Γ′ = Spm(F ) ∩ (Γ′f ×
Spm(R)n). We define a factor of automorphy j
k+1/2
ε′ (γ, z) for γ ∈ Γ′
and z ∈ hnm by
(6.1) j
k+1/2
ε′ (γ, z) =
∏
v<∞
ε′v([γv, 1])
n∏
i=1
j˜([ιi(γ), 1], zi)
2ki+1.
With this factor of automorphy, we denoteMk+1/2(Γ
′, ε′) and Sk+1/2(Γ′, ε′)
the spaces of Hilbert-Siegel modular forms and cusp forms for Γ′ of
weight k + 1/2 with respect to the factor of automorphy j
k+1/2
ε′ (γ, z).
Thus if h ∈Mk+1/2(Γ′, ε′), we have
h(γ(z)) = j
k+1/2
ε′ (γ, z)h(z)
for any γ ∈ Γ′ and z ∈ hnm. We can associate h to an automorphic form
on S˜pm(A) which is genuine and left-invariant with respect to Spm(F ).
For any g ∈ S˜pm(A), by the strong approximation theorem, there exist
γ ∈ Spm(F ), g∞ ∈ ˜Spm(R)n and gf ∈ Γ˜′f such that g = γg∞gh. Then
we put
ϕh(g) = h(g∞(i))ε′(gf)−1
n∏
i=1
j˜(g∞i, i)
−2ki−1
where i =
√−1(Im, . . . , Im) ∈ hnm. It is easy to see that ϕh is well-
defined and thus forms a genuine automorphic form on Spm(F )\S˜pm(A).
Using the notations above, we put
Ak+1/2(Spm(F )\S˜pm(A); Γ˜′f , ε′) = {ϕh | h ∈Mk+1/2(Γ′, ε′)}
and
ACUSPk+1/2(Spm(F )\S˜pm(A); Γ˜′f , ε′) = {ϕh | h ∈ Sk+1/2(Γ′, ε′)}.
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Let ϕ ∈ Ak+1/2(Spm(F )\S˜pm(A); Γ˜′f , ε′). For z ∈ hnm, we can take some
g∞ ∈ ˜Spm(R)n such that g∞(i) = z. If we set
hϕ(z) = ϕ(g∞)
n∏
i=1
j˜(g∞i, i)
2ki+1,
then hϕ ∈ Mk+1/2(Γ′, ε′) and hϕh′ = h′ for all h′ ∈ Mk+1/2(Γ′, ε′).
Hence we get an one-to-one correspondence between the two spaces
Mk+1/2(Γ
′, ε′) and Ak+1/2(Spm(F )\S˜pm(A); Γ˜′f , ε′).
We let
Ak+1/2(Spm(F )\S˜pm(A)) =
⋃
(Γ′
f
,ε)
Ak+1/2(Spm(F )\S˜pm(A); Γ˜′f , ε′)
and
ACUSPk+1/2(Spm(F )\S˜pm(A)) =
⋃
(Γ′
f
,ε)
ACUSPk+1/2(Spm(F )\S˜pm(A); Γ˜′f , ε′)
where in the unions (Γ′f , ε) runs over all pairs of compact open sub-
groups Γ′f of Spm(Af) and genuine characters ε
′ of Γ′f . The group
˜Spm(Af) act onAk+1/2(Spm(F )\S˜pm(A)) andACUSPk+1/2(Spm(F )\S˜pm(A))
by the right translation ρ. These give corresponding actions of ˜Spm(Af)
on
⋃
(Γ′
f
,ε)Mk+1/2(Γ
′, ε′) and
⋃
(Γ′
f
,ε) Sk+1/2(Γ
′, ε′), which we still de-
note by ρ. Take a function h in some Mk+1/2(Γ
′, ε′) with Fourier
expansion h(z) =
∑
T∈Symm(F ) c(T )e(TrF/Q(tr(Tz))). Then for any
S ∈ Symm(Fv) where v is a finite place of F, one can check that
(6.2) ρ(u♯(S))h(z) =
∑
T∈Symm(F )
c(T )ψ1,v(tr(TS))e(TrF/Q(tr(Tz)))
Also, for any A ∈ GLm(F ) with finite part Af and totally positive
determinant det(A) ∈ F , one can check that
(6.3) ρ(m(Af ))h(z) = det(A)
−k−1/2h(A−1z ·tA−1)
where det(A)−k−1/2 =
∏
j det(A∞j)
−kj−1/2.
Let η ∈ o× be an unit such that NF/Q(η)m = (−1)m
∑
j kj and put
ψ(x) = ψ1(ηx) for any x ∈ A. By Lemma 2.2, there exists a genuine
character εv of Γ˜0(4)v constructed from the Weil representation ωψv
for any finite place v of F . Put ε =
∏
v<∞ εv, which is a character
of Γ˜0(4)f =
˜∏′
v<∞ Γ0(4)v. We can get a factor of automorphy j
k+1/2
ε
of half-integral weight from ε and Γ0(4)f by (6.1). Note that j
k+1/2
ε
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depends on the choice of η ∈ o× and if η does not satisfy the condition
NF/Q(η)
m = (−1)m
∑
j kj , then one can check that j
k+1/2
ε (m(−Im), z)
is identically −1 so Mk+1/2(Γ0(4), ε) turns out to be the zero space.
If the components kj of k are all congruent to each others modulo 2
and η = (−1)kj with an arbitrarily chosen kj, it is known that the
corresponding jk+1/2 is the same with Jk+1/2 defined in (1.5). From
now on, we consider the general case given in this paragraph. We
rewrite j
k+1/2
ε by Jk+1/2 and put Mk+1/2(Γ0(4)) = Mk+1/2(Γ0(4)f , ε)
and Sk+1/2(Γ0(4)) = Sk+1/2(Γ0(4)f , ε).
For any finite place v of F, let H˜v = H˜v(Γ˜0(4)v\ ˜Spm(Fv)/Γ˜0(4)v; εv)
denote the Hecke algebra with respect to v as in Definition 4.1. Put
H˜ = ⊗′v<∞H˜v to be the restricted product of H˜v with respect to
{εv}v<∞ where we set εv = 0 outside Γ˜0(4)v. The Hecke algebra H˜
acts on Ak+1/2(Spm(F )\S˜pm(A)) by
ρ(ϑ)ϕ(g) =
∫
˜Spm(F )/{±1}
ϑ(h)ϕ(gh)dh
for ϑ ∈ H˜ and ϑ ∈ Ak+1/2(Sm(F )\S˜pm(A)).
Next, we let eKv and E
K
v in H˜v be the ones defined in Definition
4.2 for all finite place v. Then we have that both eK =
∏
v<∞ e
K
v
and EK =
∏
v<∞E
K
v lie in H˜. Let Ak+1/2(Spm(F )\S˜pm(A))EK and
ACUSPk+1/2(Spm(F )\S˜pm(A))E
K
be the subspaces fixed by EK , that is,
Ak+1/2(Spm(F )\S˜pm(A))EK = {ϕ ∈ Ak+1/2(Spm(F )\S˜pm(A)) | ρ(EK)ϕ = ϕ}
and
ACUSPk+1/2(Spm(F )\S˜pm(A))E
K
= {ϕ ∈ ACUSPk+1/2(Spm(F )\S˜pm(A)) | ρ(EK)ϕ = ϕ}.
Also, we give the corresponding fixed subspaces in Mk+1/2(Γ0(4)) and
Sk+1/2(Γ0(4)).
Definition 6.1. The subspaces of Mk+1/2(Γ0(4)) and Sk+1/2(Γ0(4))
corresponding to Ak+1/2(Spm(F )\S˜pm(A))EK and ACUSPk+1/2(Spm(F )\S˜pm(A))E
K
,
respectively, are denoted by Mk+1/2(Γ0(4))
EK and Sk+1/2(Γ0(4))
EK .
We will give the definition of the plus spaces and show that they are
exactly the EK-fixed spaces in the last definition in the next section.
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7. The Kohnen plus space
In this section we define of the plus spaces for the Hilbert-Siegel
modular forms of half-integral weight and give our first main theorem.
The use of the notations in the last section will be continued.
Definition 7.1. For any symmetric matrix T ∈ Symm(F ), we denote
T ≡  mod 4 if there exists some vector λ ∈ om such that T − λ · tλ ∈
4L∗m where L
∗
m ⊂ Symm(F ) consists of all m×m half-integral matrices
in Symm(F ).
If T ≡  mod 4, then apparently T ∈ L∗m and the corresponding
λ ∈ om is uniquely determined modulo 2om.
For any modular form h ∈ Mk+1/2(Γ0(4)), it can be written in the
Fourier expansion
h(z) =
∑
T∈L∗m
T>0
c(T )e(TrF/Q(tr(Tz))).
Here TrF/Q and tr are the traces of F/Q and matrices, respectively,
and T > 0 means that the image of T under every real embedding in
Mm(R) is positive semi-definite. This follows from Ko¨cher’s principle.
From now on, for simplicity, when the variable z ∈ hnm is being
considered, we let qT = e(TrF/Q(tr(Tz))).
Definition 7.2. The Kohnen plus spaceM+k+1/2(Γ0(4)) and S
+
k+1/2(Γ0(4))
are defined by
M+k+1/2(Γ0(4))
=
{
h(z) =
∑
T
c(T )qT ∈Mk+1/2(Γ0(4))
∣∣∣∣ c(T ) = 0 unless η−1T ≡  mod 4
}
and
S+k+1/2(Γ0(4)) =M
+
k+1/2(Γ0(4)) ∩ Sk+1/2(Γ0(4)).
We shall show that the Kohnen plus spaces are actually the spaces
fixed by EK . The following proposition and its proof are analogues of
Proposition 13.4 and its proof in [4], respectively.
Proposition 7.1. We have Mk+1/2(Γ0(4))
EK ⊂M+k+1/2(Γ0(4)).
Proof. Put oˆ =
∏
v<∞ ov and dˆ = doˆ. For each v < ∞, we pick a
certain fixed generator δv ∈ ov of dv. Then δ = (δv)v<∞ ∈ dˆ. The
quotient group 2−1oˆ/oˆ is canonically isomorphic to 2−1o/o by Chinese
remainder theorem. Let Γf =
∏
v<∞ Γv and S(2
−1oˆm/oˆm) be the space
of Schwartz functions on 2−1oˆm/oˆm. By Proposition 2.1 and 2.2, the
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space S(2−1oˆm/oˆm) gives an irreducible space for Γ˜f through the Weil
representation Ωψ = ⊗v<∞Ωψv . For λ ∈ oˆm/(2oˆ)m, denote the charac-
teristic function of λ/2+ oˆm by Φλ. The set of all such functions forms
an orthonormal basis for S(2−1oˆm/oˆm), which has the properties
Ωψ(e
K)Φ0 = Φ0,(7.1)
Ωψ(u
♯(δ−1S))Φλ = ψ(tλSλ/(4δ))Φλ for S ∈ Symm(oˆ),(7.2)
Ωψ(wδIm)Φ0 = 2
−mn/2ζδ
∑
λ∈om/(2o)m
Φλ(7.3)
where ζδ =
∏
v<∞ αψv(1)
1−mαψv(δ
m
v )ǫv(wImm(δIm)) is a fourth root of
1 depending only on δ. Now take some h ∈Mk+1/2(Γ0(4))EK . We set
h0 = 2
m
∑
j kjζδ · ǫ(wδImw−2δIm)−1ρ(w−2δIm)h
where we set ǫ([g, ζ ]) = ζ for any [g, ζ ] ∈ ˜Spm(Af ). By the defini-
tion of EK , we have ρ(eK)h0 = h0. Let V be the C-space spanned by
{ρ(g)h0 | g ∈ Γ˜f}. Since both Φ0 and h0 are fixed by the matrix co-
efficient eK , there exists some intertwining map i : S(2−1oˆm/oˆm) → V
such that i(Φ0) = h0. For λ ∈ om/(2om), denote i(Φλ) by hλ. Then we
have
ρ(eK)h0 = h0,(7.4)
ρ(u♯(δ−1S))hλ = ψ(tλSλ/(4δ))hλ for S ∈ Symm(oˆ),(7.5)
ρ(wδIm)h0 = 2
−mn/2ζδ
∑
λ∈om/(2o)m
hλ.(7.6)
Let the Fourier expansion of hλ be
∑
T∈Symm(F ) cλ(T )q
T/4, then for any
S ∈ Symm(oˆ), ∑
T∈Symm(F )
cλ(T )ψ1(η ·tλSλ/(4δ))qT/4
=ψ(tλSλ/(4δ))
∑
T∈Symm(F )
cλ(T )q
T/4
=ρ(u♯(δ−1S))hλ(z)
=
∑
T∈Symm(F )
cλ(T )ψ1(tr(TS)/(4δ))q
T/4
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where the latter equation is from (6.2). Thus we get that cλ(T ) vanishes
unless η−1T − λ ·tλ ∈ 4L∗m. But∑
λ∈om/(2om)
hλ(z)
=2mn/2ζ−1
δ
ρ(wδIm)h0(z)
=2m
∑
j(kj+1/2)ǫ(wδImw−2δIm)
−1ρ(wδImw−2δIm)h(z)
=2m
∑
j(kj+1/2)ρ(m(2fIm))h(z)
=h(z/4)
by (6.3). It follows that
h(z) =
∑
λ∈om/(2om)
∑
η−1T−λ·tλ∈4L∗m
cλ(T )q
T .
Hence we have h ∈M+k+1/2(Γ0(4)). 
The converse of this proposition is an analogue of Proposition 13.3
in [4]. We introduce a different but simpler way to prove it. Before
the next proposition, let us put Γ[4d−1, d]f =
∏
v<∞ Γ[4d
−1
v , dv] and
εˇ =
∏
v<∞ εˇv where εˇv is the character of
˜Γ[4d−1v , dv] given in Lemma
2.3.
Proposition 7.2. We have M+k+1/2(Γ0(4)) ⊂Mk+1/2(Γ0(4))E
K
.
Proof. Fix one h(z) =
∑
η−1T≡mod 4 c(T )q
T ∈ M+k+1/2(Γ0(4)). We can
write h in the form h(z) =
∑
λ∈om/(2om) hλ(4z) where
(7.7) hλ(z) =
∑
η−1T−tλ·λ∈4L∗m
c(T )qT/4.
Let V be the C-space spanned by {ρ(g)hλ | g ∈ ˜Spm(Af), λ ∈ om/(2om)}.
So V forms an invariant space of ˜Spm(Af ) by ρ. Note that
ρ(u♯(δ−1S))hλ = ψ(
tλSλ/(4δ))hλ
for any S ∈ Symm(oˆ) and λ ∈ om/(2om) by (6.2). Also, for any γ ∈
˜Γ[4d−1, d]f , we have
ρ(γ)
∑
λ∈om/(2om)
hλ
=2m
∑
j(kj+1/2)ρ(γm(2fIm))h(z)
=2m
∑
j(kj+1/2)ε(m(2fIm)
−1γm(2fIm))−1ρ(m(2fIm))h(z)
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=εˇ(γ)−1
∑
λ∈om/(2om)
hλ
by (2.6). Now Lemma 3.1 tells us that (ρ|Γ˜f ,⊕λC · hλ) is isomorphic
to (Ωψ, S(2−1oˆm/oˆm)) as representations of Γ˜f under the intertwining
map hλ → Φλ. This gives us that ρ(eK)h0 = h0. Now since
ρ(w−12δIm)h0
=ζ ′ρ(m(2−1f Im)w−δIm)h0
=2−mn/2ζ−δζ ′ρ(m(2
−1
f Im))
∑
λ∈om/(2o)m
hλ
=2
∑
j kjζ−δζ ′ · h
where
ζ ′ = ǫ(w2δImw−2δIm)ǫ(m(2
−1
f )w−δIm)
and
ζ−δ =
∏
v<∞
αψv(1)
1−mαψv((−δv)m)ǫv(wImm(−δIm)).
So we get that ρ(EK)h = h by the definition of EK . 
Our first main theorem follows from the two propositions.
Theorem 7.1. The idempotent Hecke operator EK on Mk+1/2(Γ0(4))
and Sk+1/2(Γ0(4)) is just the projection to the plus spaces. That is, we
have
M+k+1/2(Γ0(4)) =Mk+1/2(Γ0(4))
EK
and
S+k+1/2(Γ0(4)) = Sk+1/2(Γ0(4))
EK .
8. Relations to the Jacobi forms
In this section, we shall construct an isomorphism between the plus
space and the space of Jacobi forms for certain restricted weights k.
But before that, let us give a brief introduction of the Jacobi forms.
For more detail, one can consult [5] and [1]. We use the same notations
in the last section and assume m
∑
j kj ≡ mn mod 2 and η = −1.
Let GJm+1(F ) be the subgroup of Spm+1(F ) consisting of all matrices
whose first column is t(1, 0, . . . , 0). If we embed Spm(F ) to Spm+1(F )
by (
A B
C D
)
7→

1
A B
C
1
D

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and define the Heisenberg group Hm(F ) by
Hm(F ) =
(X, Y, κ) =

1 tX
Im
κ tY
Y
1
−X Im
 ∈ Spm(F ) ∣∣∣∣X, Y ∈ Fm, κ ∈ F
 ,
then it is easy to verify thatGJm+1(F ) is the semi-direct product Spm(F )⋉
Hm(F ). The action of G
J
m+1(F ) on h
n
m × (Cm)n is given by(
a b
c d
)
(X, Y, κ)(z, w) = ((Az+B)(Cz+D)−1,t(Cz+D)−1(w+zX+Y ))
and it is transitive. On the other hand, the adelic Heisenberg group
Hm(A) acts on the Schwartz space S(Am) by the Schro¨dinger represen-
tation
πS(X, Y, κ)f(T ) = ψ1(κ+
t(2T +X)Y )f(T +X)
where ψ1 is the character on A/F defined in Section 6. Let ˜GJm+1(A) =
S˜pm(A)⋉Hm(A) be the metaplectic double covering of the adelic Jacobi
group GJm+1(A). The group G
J
m+1(F ) can be embedded into
˜GJm+1(A).
Combining the Schro¨dinger representation and the Weil representa-
tion of S˜pm(A), one can get the Schro¨dinge-Weil representation πSW
of ˜GJm+1(A) on S(A
m). Now for any Φ ∈ S(Am), the theta function ΘΦ
associate to it is defined by
ΘΦ(g) =
∑
ξ∈Fm
(πSW (g)Φ)(ξ)
for any g ∈ ˜GJm+1(A). Note that ΘΦ is a function on ˜GJm+1(A) left-
invariant under GJm+1(F ). Now let us restrict us to the condition such
that
Φ = ΦfΦ∞ ∈ S(Am)
where Φf ∈ S(Amf ) and Φ∞(X∞) = e(iTr(tX∞ · X∞)) for any X∞ ∈
(Rm)n. The space of all the theta functions constructed from such
Φ is denoted by Aθ(GJm+1(F )\ ˜GJm+1(A)). The group ˜GJm+1(Af ) acts
on Aθ(GJm+1(F )\ ˜GJm+1(A)) by the right translation ρ′, which is obvi-
ously equivalent to the finite part of the Schro¨dinger-Weil represen-
tation πSW . By applying the genuine factor of automorphy j˜θ on
˜GJm+1(R)
n
× (hnm × (Cm)n) given by
j˜θ
([(
A B
C D
)]
(X, Y, κ), (z, w)
)
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=e(Tr(tw′(Cz +D)−1Cw′ −tXzX − 2 ·tXw −tXY − κ))
×
n∏
i=1
j˜
([(
A∞i B∞i
C∞i D∞i
)]
, zi
)
where w′ = w + Xz + Y and j˜ is the factor of automorphy for half-
integral weight given in Section 5, any theta function Φ can be asso-
ciated to a function on hnm × (Cm)n in the similar way with Section 6,
which is also called a theta function. A quick calculations shows that,
if for any λ ∈ om/(2om), we put
fλ = ΦλΦ∞ ∈ S(Am),
where Φλ is the characteristic function of λ/2+ oˆ
m and Φ∞ is as above,
the theta function on hnm × (Cm)n associated to Θfλ is
(8.1)
θλ(z, w) =
∑
p∈om
e
(
TrF/Q
(
t(p+
λ
2
)z(p +
λ
2
) + 2 ·t(p+ λ
2
)w)
))
.
The representation of ˜GJm+1(Af ) on the space of all the theta func-
tions on hnm × (Cm)n induced from this association is also denoted
by ρ′. Now consider the tensor product Ak+1/2(Spm(F )\S˜pm(A)) ⊗C
Aθ(GJm+1(F )\ ˜GJm+1(A)). The representation ρ⊗ρ′, where ρ is the right
translation of ˜Spm(Af) on Ak+1/2(Spm(F )\S˜pm(A)), forms a represen-
tation ofGJm+1(Af) onAk+1/2(Spm(F )\S˜pm(A))⊗CAθ(GJm+1(F )\ ˜GJm+1(A)).
Every element ϕ in the tensor product space can be associated to ex-
actly one function Gϕ on h
n
m × (Cm)n which is in the tensor product
of the spaces of all Hilbert-Siegel modular forms of weight k+1/2 and
all theta functions on hnm × (Cm)n. The function Gϕ is called a Jacobi
form of weight k + 1 if
(ρ⊗ ρ′)(γ)ϕ = ϕ for any γ ∈ ΓJm+1 = GJm+1(Af ) ∩
(∏
v<∞
Γm+1,v
)
.
Here Γm+1,v is the group defined by (2.2) with m replaced by m + 1.
Notice that
ΓJm+1 = Γf ⋉
(
Hm(Af) ∩
(∏
v<∞
Γm+1,v
))
where Γf is the same with which in the proof of Proposition 7.1. It is
known and easy to check that this definition for Jacobi forms coincides
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with Definition 1.1. The space of all Jacobi forms and all Jacobi cusp
forms of weight k + 1 are denoted by Jk+1,1 and J
CUSP
k,1 , respectively.
Now we are ready to show our second main result. For any λ ∈
om/(2om), let θλ be the one as in (8.1). The Heisenberg groupHm(Af)∩
(
∏
v<∞ Γm+1,v) leaves all the theta functions θλ fixed. Now assume G
is a Jacobi form of weight k + 1. There exist 2mn uniquely determined
holomorphic functions Gλ on h
n
m for λ ∈ om/(2om) such that
G(z, w) =
∑
λ∈om/(2om)
Gλ(z)θλ(z, w).
It is known that the function Gλ is a Hilbert-Siegel modular form of
weight k + 1/2 for some congruence subgroup of Spm(F ) for every λ.
And G is a Jacobi cusp form if and only if every Gλ is a cusp form. The
space ⊕λC·θλ forms a representation of Γ˜f by ρ′|Γ˜f . This representation
is isomorphic to the Weil representation Ωψ1 under the intertwining
map θλ 7→ Φλ, which is irreducible by Property 2.2. Now since (θλ)λ
form an orthonormal basis of ⊕λC·θλ and the Weil representation Ωψ is
unitary, the invariance of G under Γf implies that (ρ|Γ˜f ,⊕λC·hλ) forms
a genuine representation of Γ˜f which is isomorphic to Ωψ1 = Ωψ1 = Ωψ
via the intertwining map Gλ 7→ Φλ. Note that the intertwining map is
unique up to scalar multiplication due to the irreducibility of Ωψ. So
by the same argument as in the proof of Proposition 7.1, we get∑
λ∈om/(2om)
Gλ(4z) ∈ M+k+1/2(Γ0(4)).
Conversely, let h(z) =
∑
λ hλ(z/4) ∈M+k+1/2(Γ0(4)) where hλ is given
by (7.7). The space ⊕λC · hλ(z) forms an irreducible representation of
Γ˜f by ρ|Γ˜f which is isomorphic to Ωψ = Ωψ1 = Ωψ1 via hλ 7→ Φλ. Hence
ρ′|Γ˜f = ρ|Γ˜f . Under this condition, we have that
∑
λ hλ(z)θλ(z, w) is
invariant under Γf by (ρ⊗ ρ′)|Γf according to the basic representation
theory. Also,
∑
λ hλ(z)θλ(z, w) is fixed by the actions of Hm(Af) ∩
(
∏
v<∞ Γm+1,v) since so are the theta functions θλ, thus forms a Jacobi
form.
We conclude our results in the following theorem.
Theorem 8.1. For any Jacobi form G =
∑
λGλ(z)θλ(z, w) ∈ Jk+1,1,
we have ∑
λ∈om/(2om)
Gλ(4z) ∈ M+k+1/2(Γ0(4)).
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Conversely, for any Hilbert-Siegel modular form h =
∑
λ(z)hλ(4z) ∈
M+k+1/2(Γ0(4)), we have∑
λ∈om/(2om)
hλ(z)θλ(z, w) ∈ Jk+1,1.
The associations above are inverse to each other and thus give a canoni-
cal isomorphism betweenM+k+1/2(Γ0(4)) (resp. S
+
k+1/2(Γ0(4))) and Jk+1,1
(resp. JCUSPk,1 ).
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