In this paper, we propose a new operational matrix method of fractional order integration based on Haar wavelets to solve fractional order differential equations numerically. The properties of Haar wavelets are first presented. The properties of Haar wavelets are used to reduce the system of fractional order differential equations to a system of algebraic equations which can be solved numerically by Newton's method. Moreover, the proposed method is derived without using the block pulse functions considered in open literature and does not require the inverse of the Haar matrices. Numerical examples are included to demonstrate the validity and applicability of the present method.
Introduction
Fractional calculus is the field of mathematical analysis which deals with the investigation and applications of integrals and derivatives of arbitrary order. In comparison with integer order differential equations, the fractional differential equations show many advantages over the simulation of natural physical processes and dynamic systems [1] [2] [3] . During the past several decades fractional calculus has blossomed and grown in pure mathematics as well as in scientific applications because of the fact that, a realFirdous A. Shah: Department of Mathematics, University of Kashmir, South Campus, Anantnag-192 101, Jammu and Kashmir, India. E-mail: fashah79@gmail.com R. Abass: Department of Mathematical Sciences, BGSB University, Rajouri-185234, Jammu and Kashmir, India. E-mail: rustamabass13@gmail.com istic modelling of a physical phenomenon having dependence not only at the time instant but also the previous time history. In fact, recent advances of fractional calculus are dominated by modern examples of applications in differential and integral equations, plasma physics, image and signal processing, fluid mechanics, viscoelasticity, mathematical biology, electrochemistry and even finance and social sciences. There is no doubt that fractional calculus has become an exciting new mathematical method of solution of diverse problems in mathematics, science, and engineering. For more details on fractional calculus and its applications, we refer to the monographs [3] [4] [5] [6] .
Owing to the increasing number of applications, considerable attention has been paid in developing the numerical methods for the solution of fractional differential equations. Due to the complex structure of fractional differential equations, it is not easy to derive the analytical or exact solutions to most of the fractional differential equations. However, many numerical methods have been developed in recent years to solve fractional differential equations, such as Laplace transform method [6] , Adomian decomposition method [7] , fractional iteration method [8] , variational iteration method [9] , differential transform method [10] , generalized differential transform method [11] , finite difference method [12] , Kernel reproducing method [13] and operational methods [14, 15] . In addition to the above methods, several simple and accurate methods based on orthogonal functions have also been applied for the numerical solutions of ordinary and partial differential equations of fractional order. The most frequently used orthogonal functions are sine-cosine functions, Walsh functions, block pulse functions, B-splines, Legendre, Laguerre and Chebyshev orthonormal sets of functions.
Wavelet analysis is the new addition to the orthogonal basis functions which is becoming increasingly popular in the field of numerical approximations. The main advantage of using wavelet basis functions is that the problem under consideration is reduced to a system of linear or nonlinear algebraic equations [4] . Another advantage of wavelet based methods is their simple procedure, easy computation and rapid convergence which is due to their excellent properties such as ability to detect singularities, orthogonality, flexibility to represent a function at different levels of resolution, and compact support. For more details about wavelets and their promising applications, we refer to the monographs [16, 17] .
Different types of wavelet families have been used in numerical solution of fractional differential equations. Among all the wavelet families the Haar wavelets deserve special attention. They are made up of pairs of piecewise constant functions and are therefore mathematically the simplest of all the wavelet families. Haar wavelets are preferred due to their useful properties such as simple applicability, orthogonality and compact support. Compact support of the Haar-wavelet basis permits straight inclusion of the different types of boundary conditions in the numerical algorithms. Another good feature of these wavelets is the possibility to integrate them analytically in arbitrary times. However, the major drawback of these wavelets is their discontinuity; since the derivatives do not exist at the partition points, so the integration approach is preferred instead of the differentiation for calculation of the coefficients. By keeping all these advantages in consideration, Li and Zhao [18] have successfully applied the Haar wavelet operational matrix of fractional order integration to solve fractional differential equations numerically, whereas Ray [19] has applied the same technique to find the numerical solution of fractional Bagley-Torvik equation. Later on Wang et al. [20] have obtained sufficient conditions for the existence and uniqueness of solutions for a class of fractional partial differential equations using Haar wavelet operational matrix of fractional order integration. All of the above Haar wavelet methods consider block pulse functions to obtain the operational matrices of fractional order integration. Recent results in this direction can be found in [21, 22] and the references their in.
In this paper, we propose a new Haar wavelet method based on operational matrices of fractional order integration to solve several types of fractional order differential equations numerically. The proposed method is different from the existing wavelet based methods in the following ways: (i) the operational matrices of fractional order integration were formed without using the block pulse functions, (ii) it does not require to calculate the inverse of Haar wavelet matrix, (iii) less CPU time is needed in this method as the major blocks of Haar wavelet operational matrix are calculated once and, are used in the subsequent computations repeatedly.
The organization of the rest of the paper is as follows. In Section 2, we introduce some necessary definitions and mathematical preliminaries of fractional calculus. Section 3 depicts the fundamentals of Haar wavelets as construction of wavelets, its properties and operational matrix of derivative as a working tool. In Section 4, we derive the Haar wavelet operational matrix of fractional order integration without using the block pulse functions. In Section 5, we demonstrate the efficiency and accuracy of the proposed scheme by considering several numerical examples. Finally, a conclusion is given in Section 6.
Basic Definitions of Fractional Calculus
In this section, we give some necessary definitions and mathematical preliminaries of the fractional calculus theory which are required for establishing our results.
Definition 2.1. The Riemann-Liouville fractional integration operator of order α ≥ 0 of a function f (t) is defined as
where Γ(.) is the well-know gamma function, and some properties of the operator J α are given as follows:
The Riemann-Liouville derivative has certain disadvantages when trying to model real world phenomena with fractional differential equations. Therefore, we shall introduce a modified fractional differential operator D α proposed by Caputo in his work on the theory of viscoelasticity [1] .
where m − 1 < α ≤ m, m ∈ N. Caputo fractional derivative first computes an ordinary derivative followed by a fractional integral to achieve the desired order of fractional derivative.
Similar to integer-order differentiation, Caputo fractional derivative operator is a linear operation
where and δ are constants. The Caputo fractional derivative also satisfies the following basic properties:
In the present study, the fractional derivatives are considered in the Caputo sense because to obtain a unique solution of a fractional differential equation, we need to specify additional conditions. For the case of the Caputo fractional differential equations, these additional conditions are just the traditional conditions, which are alike to those of classical differential equations, and are therefore familiar to us. For more details, we refer to [2, 5, 6 ].
Construction of Haar Wavelets
In this section, we first briefly review the multiresolution analysis which will be used for constructing orthonormal wavelets and then introduce Haar wavelets as a type of orthonormal wavelets.
Wavelet analysis is a fairly recent origin but very useful and powerful mathematical method. The transform has been formalized into a rigorous mathematical framework and has found applications in diverse fields such as harmonic analysis, signal and image processing, differential and integral equations, sampling theory, turbulence, geophysics, statistics, economics and finance and medicine. A wavelet can be described as a real-valued function ψ(t) that satisfies the conditions:
The first condition means that ψ(t) must be an oscillatory function with zero mean and the second condition ensures that the wavelet function has unit energy. More precisely, wavelets are defined as 
where ψ j,k forms a wavelet basis for L 2 (R). In particular, when a 0 = 2 and b 0 = 1, the functions ψ j,k form an orthonormal basis. That is,
One of the most useful methods to construct wavelet basis is through the concept of multiresolution analysis (MRA) introduced by Mallat [23] . This is a remarkable idea which deals with a general formalism for construction of an orthogonal basis of wavelets. Indeed, MRA is central to all constructions of wavelet basis. Mathematically, an MRA is an increasing family of closed subspaces
, and (iv) there is a function ϕ ∈ V 0 called the scaling function, such that {︀ ϕ(t − k) : k ∈ Z }︀ form an orthonormal basis for V 0 . In view of the translation invariant property (iv), it is possible to generate a set of functions
Let W j , j ∈ Z be the complementary subspaces of V j in V j+1 . These subspaces inherit the scaling property of
. By virtue of this property, one can find a function ψ ∈ W 0 such that
constitutes an orthonormal basis for L 2 (R), and hence,
will form an orthonormal basis for the subspaces W j , j ∈ Z. Since, W j 's are dense in L 2 (R), therefore, it follows that the collection of functions {ψ j,k : j, k ∈ Z} will form an orthonormal basis for L 2 (R). It is called an orthonormal wavelet basis with mother wavelet ψ. For the theoretical and mathematical treatment of wavelets, the reader is referred to [16] . The Haar wavelet function was introduced by Alfred Haar in 1910 in the form of a regular pulse pair. The Haar wavelet is the simplest and oldest orthonormal wavelet having compact support in [0, 1]. The basic and simplest form of Haar wavelet is the Haar scaling function that appears in the form of a square wave over the interval t ∈ [0, 1) as
The above expression, called father wavelet, is the zeroth level wavelet which has no displacement and dilation of unit magnitude. Correspondingly, there is a mother wavelet to match the father wavelet which is described as
This mother wavelet can also be written as the linear combination of the Haar scaling function with translation and compression to half of its original interval.
Similarly, the other levels of wavelets can all be generated from h 1 (t) by the combined operations of translation and dilations. The general formula for the family of Haar wavelets can be written as
M and M is a positive integer which is called the maximum level of resolution. Here, j and k represent the integer decomposition of the index i; that is, i = k + 2 j − 1, 0 ≤ j < i and 1 ≤ k < 2 j + 1. For more about Haar wavelets and their applications, we refer to the monographs [16, 17] . 
where the Haar coefficients c i , i = 0, 1, 2, . . . , are given by
In usual, the series expansion of (3.8) contains infinite terms for a general smooth function y(t). However, if y(t) is approximated as piecewise constant during each sub-interval of [0, 1), then the sum in (3.8) will be terminated after m terms and consequently, we can write the discrete version in the matrix form as 
Assume that y(t) satisfies a Lipschitz condition on [0, 1], there exist positive number A > 0, such that
, where A is the Lipschitz constant. Therefore, the Haar approximation ym(t) of y(t) is given by
(3.12) Then, the corresponding error at mth level may be defined as 
Operational Matrix of the General Order Integration
Although, Haar wavelets have some promising features but the major drawback of these wavelets is their discontinuity at the breaking points, so it is not possible to apply the Haar wavelets for solving differential equations directly. To overcome this disadvantage, Chen and Hsiao [3] introduced the notion of operational matrix approach based on Walsh functions in the context of wavelet analysis. The main characteristic of the operational method is that it reduces the system of differential equations into a system of algebraic equations and thus greatly simplifying the problem. Thus, the integration of the vector Hm(t) = [︀ h 0 (t), h 1 (t), . . . , h m−1 (t) ]︀ T can be approximated by Chen and Hsiao [3] 
where Q is called the Haar wavelet operational matrix of integration of order m. Yi et al. [22] proposed a new method to derive the operational matrices of integration and differentiation for all orthogonal functions using block pulse functions in a unified framework. We shall derive the Haar wavelet operational matrix of general order integration without using the block pulse functions and to do so, we may make use of the Definition 2.1. The Haar operational matrix of fractional order integration Q α is given by
where
3) 
In this section, we will use the Haar wavelet operational matrix of general order integration to solve several types of fractional differential equations which arises in different disciplines of applied science and engineering. To demonstrate the efficiency and the practicability of this method, we consider five fractional order differential equations including the Bagley-Torvik equation. All results are computed by MAPPLE 14 and MATLAB R2009b which are reported in Figs. 1-5 and Tables 1-5 . Example 5.1. Consider the following fractional order differential equation
The exact solution for this equation is y(t) = t 3 . Let
together with the initial states, then we have
Similarly, the input signal f (t) may be expanded by the Haar functions as follows: Table 1 and graphically shown in Figure  1 . Figure 1 shows that the approximate solution is in a very good agreement with the exact solution. with given initial states, we have
Similarly, the input signal f (t) can be expanded by the Haar wavelets as follows: 
By discretization, Eq. (5.15) can be written as
Thus, we transform Eq. (5.16) into the system of algebraic equations. Solving the system of algebraic equations, we obtain the vector C T m . Then, using Eq. (5.13), we can get the approximate solution of (5.9). The approximate solutions of given equation for m = 8, 16, 32, 64 are presented in Table 2 and graphically shown in Figure 2 . From the Table  2 , it can be seen that by applying more number of Haar wavelets, a good approximate solution for this problem can be obtained. Example 5.3. Consider the inhomogeneous nonlinear fractional differential equation where f (t) = sin(t).
We applied the Haar wavelet operational matrix method to solve Eq. (5.17) for α=1. The exact solution of the problem at α=1 is y(t) = −0.5 cos(t) + 0.5 sin(t) + 0.5 e −t .
together with the initial condition, then we have
Moreover, the given signal f (t) can also be expanded by Haar wavelet series as Table 3 and graphically shown in Figure 3 . From this figure, we can conclude that our approximate solution is in an excellent agreement with the exact values and more accurate results can be obtained by using a larger m. Example 5.4. Consider the fractional differential equation The exact solution of the problem is y(t) = t 5/2 . 23) together with the initial condition, then we have
The representation of f (t) by means of the Haar wavelets is given by Table 4 and graphically shown in Figure 4 . From the given Table 3 , we observe that the approximate solution provided by the proposed method has an excellent agreement with the exact values. 
where D 2 y(t) is a function describing the displacement of the plate, A, B are real coefficients depending on various parameters such as mass and area of the plate, stiffness of spring, fluid density, and f (t) is an external force. The existence and uniqueness of the exact solution of the above equation has been briefly discussed by Podlubny in [6] . Here, we consider the case A = 1, B = 1 with y(0) = y ′ (0) = 0, and
The accuracy solution in this case is given by y(t) = t 3 . Let Table 5 . Clearly, the approximations obtained by the proposed method are in agreement with exact solutions. The numerical result for m = 64 is shown in Figure 5 . 
Conclusion
In this work, we drive a new numerical method for solving the fractional order differential equations based on Haar wavelet operational matrices of the fractional order integration. In this regard, a general procedure of obtaining this Haar wavelet operational matrix Q α of integration of the general order α is derived in Section 4. Advantages of the proposed method include (i) the Haar wavelet operational matrices of fractional order integration have been derived without using the block pulse functions; (ii) it does not require to calculate the inverse of Haar matrix; (iii) it transforms the problem into algebraic matrix equation so that the computation is simple and it is computer oriented; (iv) it is much effective than the conventional numerical method for fractional order differential equations. The illustrative examples have been included to demonstrate the validity and applicability of the present algorithm. The achieved results are compared with exact solutions and with the solutions obtained by some other numerical methods. These examples inferred that proposed method is reliable, effective and accurate. Moreover, the present method is expected to be further employed to solve other similar problems.
