Abstract-Classical multi-objective evolutionary algorithms (MOEAs) have been proven to be inefficient for solving multiobjective optimizations problems when the number of objectives increases due to the lack of sufficient selection pressure towards the Pareto front (PF). This poses a great challenge to the design of MOEAs. To cope with this problem, researchers have developed reference-point based methods, where some welldistributed points are produced to assist in maintaining good diversity in the optimization process. However, the convergence speed of the population may be severely affected during the searching procedure. This paper proposes a proportion-based selection scheme (denoted as PSS) to strengthen the convergence to the PF as well as maintain a good diversity of the population. Computational experiments have demonstrated that PSS is significantly better than three peer MOEAs on most test problems in terms of diversity and convergence.
I. INTRODUCTION
Many real world application problems are multi-objective optimization problems (MOPs), which include multiple conflicting objectives that must be optimized simultaneously. In the evolutionary multi-objective optimization (EMO) community, multi-objective optimization evolutionary algorithms (MOEAs) have benn demonstrated to be effective in solving these problems [1] - [4] . So far, many different EMO algorithms have been developed, such as Pareto-based methods, e.g., NSGA-II [5] , SPEA2 [6] , decomposition-based approaches, e.g., MOEA/D [7] , and indicator-based approaches [8, 9] , e.g., HypE [10] , SMS-EMOA [11] . However, Pareto-based algorithms more or less lose selection pressure to the PF in the optimization process when solving problems having more than three objectives, i.e., many-objective optimization problems (MaOPs). As a result, the whole performance of MOEAs can be affected by the decrease of convergence.
Pareto-based approaches compare solutions according to their dominance relation and density. The nondominated individuals are considered as primarily selected solutions. However, the Pareto-based dominance relationship has encountered great difficulties in MaOPs when the number of obectives increases [12, 13, 14] . Therefore, some researchers have focused on modifying the dominance relation to provide sufficient selection pressure towards the PF. Many improved methods have been proposed, such as SPEA2+SDE [15] , -dominance [16, 17] , and fuzzy Pareto dominance [18] [19] [20] [21] [22] [23] [24] .
Indicator-based approaches use a single performance indicator to guide the search during the evolutionary process. The indicator-based EA (IBEA) [25] is a pioneer in this group. Recently, the hypervolume [26] , Two Arch2 [27] and S metric selection evolutionary algorithm [28] have been proposed. Indicator-based approaches have been demonstrated to be effective in balancing convergence and diversity due to their good theoretical properties. Nevertheless, the computational cost of the used metrics, e.g., hypervolume, grows exponentially with an increase in the number of objectives [29] .
Decomposition-based methods decompose a problem with multiple objectives into a set of single-objective subproblems, which are then optimized simultaneously using evolutionary algorithms. The diversity of population is maintained by a set of pre-defined well-distributed reference points. The perpendicular distance between the individual and the reference line is usually used in reference vector-based decomposition methods. Reference lines are obtained by connecting reference points and the origin. Consequently, the convergence speed is affected by the perpendicular distance-based method to some degree, although these methods can balance convergence and diversity.
To handle these problems, the perpendicular distance must be replaced with the Euclidean distance to strengthen the selection pressure. In this paper, we propose a proportionbased selection scheme (PSS) for multi-objective optimization, where those solutions having the most approximate proportion can be obtained, thereby maintaining the diversity of the population. The center point (CR) of the reference set is calculated using the average value of all reference points on each objective. The distance from the reference point to the center point is also uniformly-distributed. Therefore, we can use the proportion to find uniformly-distributed Pareto optimal solutions. The proportion-based method is different from Pareto-based approaches and indicator-based approaches, but it is similar to reference point-based MOEAs.
The remainder of this paper is organized as follows. Section II presents the background information on reference pointbased algorithms. The proposed PSS is described in detail in Section III. Experimental studies on well-known test problems are carried out in Section IV. Finally, conclusions are drawn in Section V.
II. PRELIMARIES
In this section, basic definitions in this paper are first given. Then, we briefly introduce the original MOEA/D and NSGA-III.
A. Basic Definitions
Perpendicular distance, euclidean distance, direction vector and proportion are defined as follows:
Definition 1: The distance between an individual and the centroid line is called the perpendicular distance, where a centroid line is defined by joining the centroid point with the origin.
Definition 2: The distance from an individual to the centroid is called the euclidean distance.
Definition 3: AP is the direction vector of individual P , where A is the projective point of individual P on the centroid line.
Definition 4: The perpendicular distance of each individual is calculated, denoted by D. The proportion P of each individual is described as follows:
where j is the j th individual of the population.
B. MOEA/D and NSGA-III
The key idea of MOEA/D is to use a predefined set of welldistributed weight vectors to maintain the diversity of the new population. Each subproblem can find the best solution by using the aggregate function in the population. The collection of the solution on each well-distributed weight vector can be viewed as an approximation of the true PF. Generally, there are three aggregation functions: the weighted sum, Chebyshev, and penalty-based boundary intersection (PBI) function in MOEA/D. Let us take the PBI as an example. We suppose Qt ← MakeOffspringPopulation(Pt) 8 :
SP ← ComputeProportion(St) 10: SV ← ObtainVector(St) 11: κ ← Associate(St, Λ, RP, RV, SP, SV )
12:
Pt+1 ← Niching(κ) 13 : end while Algorithm 2 GetCentriod(Population S t )
Require: Population St Ensure: C(The centroid of reference set or population set)
1:
Ci ← 0 3:
end for
Ci = Ci/n 7: end for w 1 , w 2 , . . . , w n is a set of evenly spread weight vectors, then each subproblem is optimized respectively by:
T , d 1 is the distance from the individual to the origin, d 2 is the perpendicular distance between the individual in the population and each of the reference lines w j , and θ is the penalized parameter. Each individual x * of the population can find a reference vector according to the PBI value. MOEA/D can work well for the curve shape friendly of the Pareto-optimal front.
The NSGA-III framework is similar to the original NSGA-II except in its selection mechanism, and the diversity of a population is maintained by a set of well-distributed reference vector. Further details of NSGA-III can be found in references [30, 31] .
III. PROPOSED PSS ALGORITHM
The framework of the proposed PSS algorithm is described in Algorithm 1. In line 1, we use Das and Denis's systematic approach [32] to generate a set of N reference points, denoted
is an mdimensional vector for an m-objective problem. Line 2 denotes that the initial population P 0 with N members is randomly produced. The proportion of the reference point (RP ) is initialized in line 3. The centroid point of the reference set is calculated in Algorithm 2. The perpendicular distance of each reference point from the centroid line is calculated. Then, the proportion is the value of perpendicular distance to maximum value of perpendicular distance. In line 4, the perpendicular direction (RV ) from the projection point of reference point to reference point is initialized. Lines 6-13 are iterated until the termination criterion is satisfied. The offspring population Q t , having N members, was created from P t by using the recombination operator and mutation operator in line 7. Then, the new population S t is the combination of population P and Q in line 8. Lines 9-10 denote that each individual's proportion and direction vector can be obtained in the same way as Lines 3-4. In line 11, the function associate is used to split the members in S t into a set of N niche, κ = {κ 1 , κ 2 , . . . , κ N }. In addition, each reference point is allocated to a niche. In Line 12, the new population, P t+1 , is filled with individuals produced by the niche operator. In this paper, proportion is the key concept in PSS.
In the following sections, the important procedures of PSS are described in detail.
A. The Centroid of Reference Set and Population Set
In Fig. 1 (a) , CR is the centroid of the reference set and N r is the size of the reference set. Then, each objective value of CR is calculated by the following formula:
where i = (1, 2, . . . , m), and m is the number of objectives, j = (1, 2, . . . , N r ), and R ji is the value of the j-th reference point in the i-th objective. Similarly, in Fig. 1 (b) , CS is the centroid of the population set, and N s is the size of the population set. Then, each objective value of CS is obtained by the following formula:
where S ji is the value of j-th individual of the population in the i-th objective. The procedure of calculating the centroid of the population or reference set is presented in Algorithm 2.
B. The Proportion of Reference Set and Population Set
We define a centroid line corresponding to the centroid point by joining the centroid point with the origin. The perpendicular distance (denoted as Dr) of each reference point is calculated. Finally, the proportion of each reference point in the reference set is computed by the following formula:
where P r j is the proportion of the j-th reference point to the centroid point. Dr j is the perpendicular distance from the reference point to the centroid point of the reference set. This is illustrated in Fig. 2 . Similarly, in Fig. 3 , the proportion of each individual in the solution set (P s) is computed by the following formula:
where Ds j is the perpendicular distance from the j-th individual to the centroid point of the solution Set. The procedure is presented in Algorithm 3.
Ds Ds
The centroid of population = max( 1 , 2 , … , ) Fig. 3 . The proportion of solutions in the population.
Algorithm 3 ComputeProportion(Population S t )
Require: The Population St Ensure: Proportion set(P )
Di= Perpendicular distance between the reference point (or individual) and C) 4: end for 5: for i = 1 to N do 
C. The Direction of Reference point and Solution point
In Fig. 4 , suppose solution A, B is similar to reference point r in that they have similar proportions. A is a best solution for the reference point r, but B is a bad one. Therefore, we use the cosine similarity to select the individual in the population, the bigger the value of cosine similarity, the greater the selected chance that the individual is chosen. we define the direction vector of each reference point ( Dr) by joining the reference point with the centroid line of the reference set. the direction vector of each individual in the population ( Ds) by joining for j = 1 to Ns do
4:
κi select the individual that make RPi − SPj minimum and cosine maximum, simultaneously 5: end for 6: end for the individual with the centroid line of the population. The value of cosine is computed by two direction vectors:
D. Association Operation
After the proportion was computed based on the centroid point, next we need to associate each population member with a reference point. The reference point whose proportion and cosine is equal to a population member in the objective space is considered associated with the population member. This is illustrated in Fig. 5 . For a reference point R, individuals A, B and C are selected because they have the approximation of proportion and cosine according to the proportion and cosine of R. The procedure is presented in Algorithm 4. Each member of the reference point will associate with one or more individuals in the population.
E. Selection Mechanism
Each reference point could be associated with one or multiple solutions in the population according to the proportion and cosine values of the reference point. Thus, we select an individual with the shortest Euclidean distance between the reference point and associated individual. The results are presented in Fig. 6 . For a reference point R, the individual B 
Algorithm 5 Niching(R,κ)
Require: R(Reference Set), κ, Nr is the number of reference set, Ns is the number of population set Ensure:
if size(κi) == 1 then
end if 6: if size(κi) >= 1 then k + + 10: end for 11: while k < Ns do
12:
Pt+1 = Pt+1 ∪ s (s ∈ κ Random() ) && s have the shortest Euclidean distance) 13: end while is selected because it has the shortest Euclidean distance from R, but individuals A and B are discarded. The procedure is presented in Algorithm 5.
IV. EXPERIMENTAL STUDIES

A. Experimental Setup
The five test instances DTLZ1-5 [33] are used as test functions. In each instance, there were 3, 5, 6, 8, 10, and 15 objectives. These test problems have a variety of characteristics and different PFs. In order to evaluate the performance of algorithms, we used the generational distance (GD) [34] , inverted generational distance (IGD) [35] metrics to evaluate the proposed method. We obtained the final points in the objective space and called them set A; P* is a set of uniformly distributed points along the PF. The metrics GD and IGD are defined as follows: 
where
is the Euclidean distance between the i-th member in the set A(P * ) and its nearest member in the Set P * (A). GD can measure the convergence of the obtained solutions. IGD is a comprehensive indicator, which evaluates the convergence and diversity of solutions. We compared three other original algorithms MOEAs, SPEA2+SDE, IBEA and MOEA/D to PSS. The population size N in each algorithm is listed in Table I , where N = C m H+m−1 − 1 and H is the number of divisions considered along each objective axis. The population size of the original SPEA2+SDE is 100. The Wilcoxon ranksum test [36] was carried out to indicate the significance between different results at the 0.05 significance level.
B. Comparison Results
In this subsection, the comparison results among PSS, SPEA2+SDE, IBEA and MOEA/D are presented. The mean GD and IGD values of each compared algorithm for DTLZ1-5 problems are provided in Table II , where the best performance is shown in bold.
From Table II , PSS is better than SPEA2+SDE, IBEA and MOEA/D-PBI on most DTLZ1 except 8-and 10-objective instances. Additionally, for DTLZ2, PSS outperforms SPEA2+SDE, IBEA and MOEA/D on all instances. For DTLZ3, PSS is a little worse than SPEA2+SDE and IBEA. PSS is better than SPEA2+SDE, IBEA on DTLZ4, DTLZ5. However, PSS is little worse than MOEA/D-PBI on DTLZ5. The GD metric purely presents the convergence of an algorithm, it indicates that PSS has the best convergence performance among the four algorithms.
PSS performed better than SPEA2+SDE, IBEA and MOEA/D on most tested problems in terms of the IGD metric. It outperformed SPEA2+SDE, IBEA and MOEA/D on DTLZ4 except for problems with 15 objectives. As for DTLZ1, only PSS was worse than SPEA2+SDE and IBEA on 5-objective and 8-objective instances. In addition, PSS had the smaller IGD value than SPEA2+SDE, IBEA and MOEA/D in DTLZ2, DTLZ3, DTLZ4, DTLZ5 on most objective instances. Since the IGD metric can reflect the comprehensive performance of algorithms in terms of convergence and diversity, it can be concluded that PSS shows the best convergence and diversity on most problems. To verify the selection pressure toward PF, the polyline charts were drawn using the GD metric on 3-objective and 10-objective DTLZ2 instances. The four average GD values were obtained by evaluating the former 100 generations of population, respectively. The four polyline, asterisk sign, plus sign, dot sign and rectangular sign, represent the PSS, SPEA2+SDE, MOEA/D and IBEA, respectively. In Fig. 7 , for the DTLZ2 problem with 3 objectives, the convergence of PSS is better than SPEA2+SDE, IBEA and MOEA/D after about 15-th generation, which shows that PSS has a faster convergence speed on some problems. In addition, for the 10-objective DTLZ2 problem, PSS also has better convergence performance than MOEA/D, IBEA and SPEA2+SDE.
The PSS had better performance than MOEA/D, IBEA, SPEA2+SDE on most problems. One of the important reasons for the PSS is due to their selection criterion that can improve the convergence of the algorithm. The selection mechanism in PSS uses the shortest Euclidean distance between the individual of the solution and reference point to produce selection pressure toward PF. In addition, the proportion method was used to maintain the diversity of the population.
V. CONCLUSION
This paper has proposed the PSS algorithm for multiobjective optimization. PSS aims to improve the selection pressure to maintain the convergence of the population in the selection mechanism. To attain this goal, the proportion-based selection mechanism is introduced into the proposed methods. From comparison results, PSS had the best performance compared to MOEA/D, IBEA and SPEA2+SDE on most instances. In the future, we will apply PSS to more practical problems.
