The paper deals with the problem of linear decomposition of a system of Boolean functions. A novel analytic method for linearization, by reordering the values of the autocorrelation function, is presented. The computational complexity of the linearization procedure is reduced by performing calculations directly on a subset of autocorrelation values rather than by manipulating the Boolean function in its initial domain. It is proved that unlike other greedy methods, the new technique does not increase the implementation cost. That is, it provides linearized functions with a complexity that is not greater than the complexity of the initial Boolean functions. Experimental results over standard benchmarks and random Boolean functions demonstrate the efficiency of the proposed procedure in terms of the complexity measure and the execution time.
Introduction
The linear decomposition approach is a well known technique for efficient implementation of Boolean functions. The linearly decomposed system, see Figure 1 , consists of a linear function σ followed by a linearized function f σ , such that z = σ (x) and y = f σ (z).
Reduction in realization cost is obtained by replacing the original set of input variables by another set of linearly independent variables which are linear combinations of the input variables. The σ defines a linear transformation of variables that minimizes the complexity of the corresponding linearized function.
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The linear part of a Boolean function of n inputs is implemented by two-input XOR gates with complexity of order n 2 /log 2 (n) and thus has negligible effect on overall complexity of the decomposed function [13] . Fig. 1 . Realization of a function f : direct realization (top) and realization by using the linear decomposition f (x) = f σ (σ (x)) (bottom)
In [13] the complexity of the realization is measured by the number µ of adjacent minterms carrying the same output value. For Boolean functions of large number of input variables the realization cost in terms of 2-input gates almost always decreases as the µ increases [22, 25] . The complexity measure µ is the sum of the values of the autocorrelation function of at positions 2 i , i = 0, . . . n − 1. Therefore, it is possible to reduce the implementation cost by choosing a linear transformation σ that reorders the autocorrelation values of f so that f σ has high autocorrelation values at those positions [13] .
A Binary Decision Diagram (BDD) represents a Boolean function as an acyclic directed graph. This form of representation is suitable for Boolean functions of large number of input variables and is used by CAD tools for logic synthesis and simulations. The characteristics of the BDD, i.e. the size of the BDD, the number of paths and the average path length, are sensitive to the ordering of the nodes variables [6, 10, 18, 21] .
Considerable research has been made for developing both dynamic (algorithmic) and static (analytic) procedures for minimizing these parameters by reordering variables or by replacing them by a linear combination of input variables. The algorithmic approach involves an heuristic search algorithm, [4, 5, 7, 19, 24] and references therein. In some cases, the dynamic approach may fail to find a better set of variables within a given time limitation. The analytic approach defines a new ordered set of variables by considering the Boolean function properties like the values of the Walsh coefficients [26] , the autocorrelation values [14, 17, 23] or the ambiguity of the variables [12] . This paper deals with a static linearization based on ordering the autocorrelation values for functions of large number of input variable for which the known linearization procedures may become impractical due to their high computational complexity.
The autocorrelation function, denoted by R(τ), can be calculated either accord-ing to its definition or by using the Wiener-Khinchin theorem. The efficiency of methods for computing the autocorrelation function depends on the way the function f is specified. In this paper we are interested in functions of large number of inputs which are often represented as a set of cubes. Since any set of cubes can be expanded to a set of disjoint cubes, we assume that the function to be linearized is already given as a set of disjoint cubes. Note that a BDD can be interpreted as a compact disjoint cubes representation where the number of paths in a BDD equals to the number of disjoint cubes. In some cases, the number of disjoint cubes, N, may be exponential in the number of inputs. The technique for manipulating disjoint cubes discussed herein is efficient in terms of processing time and memory consumption only for functions represented by a moderate number of disjoint cubes, namely when N << 2 n .
An extensive work has been done in developing efficient methods for calculations of various discrete spectral transforms, including the Walsh transform, of Boolean functions defined by disjoint cubes, see, for instance, [8, 9] and references therein. These methods can be employed to calculate the autocorrelation function following the Wiener-Khinchin theorem. However, the computational complexity of the calculation of R(τ) based on these methods depends not only on the number of cubes representing the function but also on the number of disjoint cubes representing its spectrum.
Another method for the calculation of R(τ) for functions represented by disjoint cubes is the tabular technique [1, 2, 20, 29] . The complexity of the method depends on the number of minterms and hence may become impractical in terms of computation time or memory space for function of large number of ON-SET values. In [30] the complexity of the calculation of the autocorrelation values is reduced by performing the calculation entirely in the disjoint cubes domain. A single autocorrelation value is calculated at a time by comparing pairs of disjoint cubes. The computational complexity depends on the number of disjoint cubes and is of order O(N 2 ) per autocorrelation value. In [15] the autocorrelation R(τ) is also calculated by manipulating the initial set of disjoint cubes. However, the calculation there is performed simultaneously for cubes of τ's (rather for a single τ). The autocorrelation function in [15] has a compact representation as a so called arithmetic-SOP. In this paper we use this form of representation to reduce the computational complexity of the proposed linearization procedure.
Due to their high computational complexity [3] , static linearization procedures tend to be greedy. The majority of known static linearization methods provide an improvement only on average. Namely, at each step a single vector is added to the current set of vectors regardless how it may delimit the set of candidate vectors of future steps.
In [14] a linearization algorithm, called the K-procedure, for the reduction of the size of Binary Decision Diagrams (BDD) was introduced. At each level, starting from the bottom of the BDD, a linearization is performed by determining the basis of the inertia group for the function represented by the nodes at the upper levels, and then the BDD is paired.
The pairing of the BDD's terminal nodes is an essential step of the K-procedure. This guaranties that the chosen vector is linearly independent in previous vectors. However the complexity of the pairing is exponential with the number of inputs, and therefore the K-procedure may not be applicable for functions of large number of inputs.
A linearizarion algorithm for efficient minimization of Boolean functions represented as a set of disjoint cubes was presented in [30] . The procedure there reduces the computational complexity by: a) use of an heuristic algorithm to define a candidate vector, and b) calculation of the autocorrelation of the chosen candidate vector according to the definition of the autocorrelation function.
Consequently, the procedure can handle functions of large number of inputs. However, the complexity of the linearized function depends on the order of processing the initial set of cubes.
Another linearization algorithm, that works on multi-output functions represented as a set of disjoint cubes, was presented in [15] .
The computational complexity of the procedure is polynomial in the number of inputs and in the maximal number of cubes processed per iteration N max .
The drawback of this approach is the value of N max , which may be larger than the initial number of cubes N since a linear transformation of a cube may break it into a number of cubes of a smaller order.
In this paper we introduce a linearization procedure, which is based on ordering the autocorrelation values. The suggested method differs from other known static linearization procedures in:
1. It works directly on a small predefined subset of autocorrelation values and thus has a smaller computational complexity in comparison with existing linearization techniques.
2. Unlike other static greedy algorithms, this procedure never increases the implementation cost of the decomposed system of logic functions.
The paper is organized as follows: Section 2 provides mathematical background. The linear decomposition problem and the suggested linearization procedure are presented in Section 3. In section 4 we show that the suggested procedure cannot produce a linearized function of degraded complexity measure. Section 5 includes simulation result of standard benchmarks and random functions. The conclusions summarizing the results are presented in Section 6.
This section provides basic definitions and briefly presents a technique for the calculation of autocorrelation function over disjoint cubes.
Definitions
A logic unit of n inputs and k outputs can be represented either by a set of k singleoutput Boolean functions f : GF(2 n ) → GF(2) k or by a single multi-output function f : GF(2 n ) → GF(2 k ). In this paper we refer to the function as a multi-output function.
Let G = {0, 1, * }, and, p ∈ G . Let a be a Boolean variable we define a p as
, of order r is a coset comprising the 2 r assignments of x for which the corresponding Boolean product
i equals "1". The intersection between two cubes P i and P j comprises the elements in the intersection of the cosets. Equivalently, the the assignments x for which f P i (x) · f P j (x) = 1. Two cubes are called disjoint if their intersection is empty.
The representation of a multi-output function f in the cubes domain is a set of N pairs
where P i ∈ G n is a cube and Y i ∈ GF(2 k ) is the corresponding output. A function is represented as a set of disjoint cubes if any pair of cubes is disjoint. Clearly any non-disjoint set can be expanded into a disjoint set, and therefore without loss of generality, we assume that the system consists of N disjoint (orthogonal) cubes.
The cubes of a multi-output Boolean function can be partitioned into sets having identical output vectors, called characteristic sets. The characteristic set, F (u) , u ∈ GF(2 k ), is the set
The Boolean function defined by a characteristic set
Since F is an orthogonal set of products, so does F (u) and thus
where ∨ stands for OR operation and ∑ is an arithmetic summation.
0 ) ∈ G n be disjoint cubes. Denote by n * the number places where p
The intersection between P i and P j (equivalently, f P i (x) and f P j (x)) is empty. However, there are τ's in GF(2 n ) for which the intersection between f P i (x) and the shifted function f P j (x ⊕ τ) is not empty. In [15] it was shown that the set of these τ's forms a cube
and 0 ≤ k < n. The number of common elements in the intersection of f P i (x) and
Example 1 Let P 1 = (01 * * 1) and P 2 = (00 * 11) be disjoint cubes. The corresponding functions are f P 1 =x 4 x 3 x 0 and f P 2 =x 4x3 x 1 x 0 . The elements in the cosets defined by the cubes P 1 and P 2 are {(01001), (01011), (01101), (01111)} and {(00011), (00111)}, respectively. The intersection between the cubes is empty. However, if the cube P 2 is being shifted by τ = (01110), then,
and the intersection between the shifted cube and P 1 has V 1,2 = 2 1 elements. Following Eq. 2, the τ's for which the intersection is not empty are elements of the following cube:
Similarly, C 1,1 = (00 * * 0) and V 1,1 = 2 2 , C 2,2 = (00 * 00) and V 2,2 = 2 1 .
Autocorrelation function and complexity measure
The autocorrelation function of a single output Boolean function is defined as
The definition of the autocorrelation function corresponding to a k-output logic unit depends on how the function is addressed. When the function is referred as a multi-output function f : GF(2 n ) → GF(2 k ), the autocorrelation function is called Total autocorrelation function [13] . The Total autocorrelation function is defined as
is the autocorrelation function corresponding to the characteristic function f (u) .
This paper is focused on multi-output functions represented as a set of disjoint cubes. In this case the value of R (u) (τ) equals to
The autocorrelation function has a compact representation in a PLA-like form [15] , i.e. as a set of M pairs
where
2 ) ≤ N 2 , C i is a cube and 1 ≤ V i ≤ 2 n . Equivalently, the autocorrelation function can be represented by the following arithmetic sum
Example 2 Consider a 4-input 3-output Boolean function f : GF(2 4 ) → GF(2 3 )
specified by the following set of cubes : 
. 
Notice that R (0) comprises two identical cubes (0000).
.
The total autocorrelation function consists of the following pairs
The value of the autocorrelation function R(τ) for τ = (0100) is
Note that in some cases (such as reordering or sub-optimal linearization procedure) only a subset of autocorrelation values is considered. In such cases the storage size can be farther reduced by deleting cubes from the set.
As shown in [13] , the complexity measure µ( f ) can be written in terms of the autocorrelation function values : µ( f (u) ) = ∑ n−1 i=0 R (u) (δ i ) where δ i stands for the representation of 2 i as a binary vector of length n in base 2, and 
The problem of linearization
As it was mentioned above, the linear decomposition of a Boolean function is superposition of a linear transformation function σ implemented by XOR operations and a non-linear part, f σ . The linear transformation function σ can be represented by a nonsingular (n × n) matrix and thus, f (x) = f σ (σ ⊙ x) where ⊙ stands for matrix multiplication over GF (2) 
Recall that the autocorrelation functions of f (x) and f σ (x) carry the same values but in a different positions [13] , i.e.
R(τ)
Let σ = T −1 , T = (τ n−1 , . . . τ 1 , τ 0 ), then, the complexity measure of the linearized function is
The matrix σ defines the permutation of the autocorrelation values, i.e. an autocorrelation value at position x in R is relocated to position σ ⊙ x in R σ . Hence, the autocorrelation values associated with the original vectors δ i are moved to positions σ ⊙ δ i and vectors τ i of high autocorrelation values are moved to σ ⊙ τ i = δ i .
Clearly, the problem of the construction of a nonsingular matrix σ , and hence nonsingular T is equivalent to the problem of the construction of a set of n base vectors. That is, the initial set of base vectors, {δ i } 
Linearization algorithm
Known linear decomposition algorithms for Boolean functions of a large number of inputs are greedy and do not guarantee an improvement in the implementation cost. The linearization procedure described below is still greedy, however it has an inherent property that the linearized function has a µ greater or equal to the µ of the original function (see the performance analysis on Section 4).
Denote by F 0 and R F 0 the initial set of disjoint cubes and its corresponding autocorrelation function respectivly.
Let F i , 1 ≤ i ≤ n, be a local linearly transformed set obtained by applying a local linear transformation matrix σ i on
Let R F i be the autocorrelation function corresponding to F i , From Eq. 6 we have,
Clearly, R i (τ) can be computed by applying the local linear transformation matrix σ i directly on the autocorrelation function
be the set of M i cubes that represent the autocorrelation function R F i , then,
. Note that in suboptimal linearization procedures, R F 0 may be calculated for a smaller set of τ's, i.e. R F 0 ⊂ R. 
Example 5 Assume that the predefined set of τ's defined for the function in Example 2 consists of all binary cubes of Hamming weight less or equal to two, i.e. R F
The linearization procedure described in Table 2 works on a predefined set of autocorrelation values corresponding to τ's of Hamming weight smaller or equal to w. The procedure constructs the linear transformation matrix σ and a set of linearized disjoint cubes representing the linearized function f σ .
In order to simplify the calculation of σ i , the matrix T i is decompose into a permutation matrix P i and a linearization matrix L i ,
The matrices P i and L i are defined in Appendix A. Table 2 . Linearization procedure
In case there is more than one τ choose one randomly. Note that the local linear transformation may break a cube C into two cubes of a smaller order. However the number of distinct cubes in each step is upper bounded by the restriction on the Hamming weight of the initial set of τ's, i.e.
n k . Thereby, the complexity of the computation and Table 3 . The autocorrelation function and optimal τ per step without restriction on the Hamming weight of τ. representation of the autocorrelation function in a PLA-like form is of order N 2 and the computational complexity of the ordering for w = 3 is of order n 4 . In this section we prove that although the suggested algorithm is sub-optimal and greedy, it cannot derive a linearized function with a complexity measure µ that is smaller than the µ of the original function.
Example 6
The linearization procedure produces a non-singular linear transformation matrix σ = T −1 , which is a product of n ′ matrices, n ′ ≤ n, σ = σ n ′ ⊙ · · · ⊙ σ 2 ⊙ σ 1 . At the i'th step, (i = 0, . . . n− 1), the (i+ 1)'th base vector is determined. By restricting the decimal value of the candidate τ's to be greater or equal to 2 i it is guaranteed that the chosen vector is linearly independent of previous i base vectors {δ k } 
In other words, the vector of the smallest autocorrelation value is replaced. When the i'th bit of τ is set to "1" then the matrix T i is of the form
and if the i'th bit of τ, is 0, then
In both cases, the i'th column of T i is the vector τ that has larger correlation value than any vector in the set {δ k } n−1 k=i . The matrix T is the product of the local T i matrices,
Let µ i stands for the complexity measure of F i , and let µ 0 and µ n stand for the complexity measure of the original and transformed functions respectively. Since Fig. 3 . Behavior of the elements in GF(2 n ) in two sequential steps of the procedure
The following theorems state that the suggested algorithm cannot decrease the µ of the linearized function. Proof The proof is by induction. At the first step, one of the original base vectors, say δ k , k ∈ {0, . . . n − 1} is replaced by a vector carrying the maximal autocorrelation value. Therefore, R F 0 (τ) ≥ R F 0 (δ k ) and
Assume that the inequality holds for the first (i − 1) steps. Consider the τ = (b n−1 , . . . , b 0 ) of the i'th step. There are two cases: case I, when the i'th bit of τ is equal to "1", and case II, when it equals "0". 
To complete the proof we show that the subset of (the remaining) original base vectors, {δ k } n−1 k=i , that were not replaced by vectors of higher autocorrelation values will be considered as candidates in the next step. In other words, we show that these vectors are transformed to binary vectors of decimal value that fulfills the restriction.
The linearly transformed set of the original base vectors is the set
Clearly, the decimal values of the elements of the transformed set are greater or equal to 2 i . Hence they remain as candidates for the next step.
Case II. The i'th bit of τ, b i−1 , is equal to "0". In case the i'th bit of τ is zero then δ w is replaced by τ, i.e. µ i
Since w ≥ i then the base vector δ w has decimal value greater or equal to 2 i has been considered as a candidate. Moreover, it was chosen to be replaced by τ. Namely,
In this case the original vectors {δ k } n−1 k=i−1 excluding the vector δ w which was replaced by τ are linearly transformed into the vectors
Since the transformed set has decimal values greater or equal to 2 i they are available for future use. Moreover, since for all j ∈ J, R F i (δ w ) ≤ R F i (δ j ) the suggested structure of T i keeps the base vectors of the higher correlation values as candidates.
Based on the above,
Theorem 2
The suggested linearization procedure constructs a linear transformation matrix σ and its corresponding linearized function f σ for which µ( f σ ) ≥ µ( f ).
Experimental Results
In this section we provide simulation results on several benchmarks. The performance of the suggested linearization algorithm is examined in terms of the cost function and the execution time. Table 4 shows that restricting the Hamming weight of the initial set of τ's to be less or equal to w, does not effect the performance significantly. This justifies the use of w = 3. Table 5 shows for standard benchmark functions the cost function µ of the original and linearized functions. The value of the original function is denoted by procedure is compared to the µ's obtained by [14] and [15] . µ upb is an upper bound on cost function. It is defined as the sum of the n maximal values of the autocorrelation values. This bound is not always achievable. Figure 4 shows the average execution time of the linearization procedures of [14, 15] and the proposed method with w = 3 as a function of the number of inputs. The execution time was measured on Intel-Centrino, 1.2Ghz, 0.99GB RAM. For the statistics we used random PLA's of four outputs and 50 products. The variance of the measurements was less than 3%. It is clear from Figure 4 that linearization over disjoint cubes ([15] and ALG) is more efficient in terms of execution time than linearization based on Wiener-Khinchin theorem ( Kproc). Table 7 compares the average execution time of the linearization procedure of [15] and the suggested method (both with w = 3) for randomly generated PLAs having 10 to 40 inputs, four outputs 50 products. The average execution time for larger number of inputs is given in Figure 5 . [14] (labeled as Kproc), [15] and the proposed algorithm linearization procedure (ALG) as a function of the number of inputs of randomly generated PLAs ( 4 outputs and 50 products). 
Conclusion
Linear decomposition is an effective approach for reduction of the implementation cost of a Boolean function. The linearization goal is to construct a linear transfor-mation function for which the corresponding linearized function is of a minimal implementation cost. The computational complexity of known linearization procedures comes from the calculation of the autocorrelation function for functions of large number of input variables. The present work provides a technique having a small computational complexity. This was achieved by ordering a small predefined set of autocorrelation values. Although the proposed technique is greedy and hence suboptimal, it is proved to derive a linearized function having a µ which is not smaller than the µ of the original function.
The proposed technique is checked by using a set of standard benchmarks. The experimental results clearly demonstrate efficiency of the proposed technique.
Apendix

A Construction of the local linear transformation matrix
The matrices T i T i T i and σ σ σ i can be represented as a product of two (n × n) non-singular matrices P P P i and L L L i , namely,
where P i P i P i is a permutation matrix, P P P i −1 = P P P i T = P P P i , and L L L i has ones on its diagonal and a single column of Hamming weight greater or equal one.
Let τ = (b n−1 , . . . , b 0 ) be the chosen vector. The permutation matrix P P P i and a linearization matrix L L L i that are constructed as follows: Construction of P P P i : The structure of the permutation matrix P i P i P i of the i'th step depends on the value of the i'th bit of τ. If it equals "1" then P i P i P i is the identity matrix. Else, P i P i P i is the following permutation matrix: 
Construction of L L L i :
If the i'th bit of τ is set to "1", then w = i − 1, otherwise, w is defined according to Eq. 10. Let I (k×k) be a (k × k) identity matrix. .
