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A RANDOMIZED MILSTEIN METHOD FOR
STOCHASTIC DIFFERENTIAL EQUATIONS WITH
NON-DIFFERENTIABLE DRIFT COEFFICIENTS
RAPHAEL KRUSE AND YUE WU
Abstract. In this paper a drift-randomized Milstein method is introduced
for the numerical solution of non-autonomous stochastic differential equa-
tions with non-differentiable drift coefficient functions. Compared to standard
Milstein-type methods we obtain higher order convergence rates in the Lp(Ω)
and almost sure sense. An important ingredient in the error analysis are ran-
domized quadrature rules for Ho¨lder continuous stochastic processes. By this
we avoid the use of standard arguments based on the Ito¯-Taylor expansion
which are typically applied in error estimates of the classical Milstein method
but require additional smoothness of the drift and diffusion coefficient func-
tions. We also discuss the optimality of our convergence rates. Finally, the
question of implementation is addressed in a numerical experiment.
1. Introduction
For many decades the numerical solution of stochastic differential equations
(SDEs) has been a very active research area in the intersection of probability and
numerical analysis. A wide range of applications, for instance, in the engineering
and physical sciences as well as in computational finance is still spurring the demand
for the development of more efficient algorithms and their theoretical justification.
In particular, the current focus lies on the approximation of SDEs which cannot be
treated by standard methods found in the pioneering books of P. E. Kloeden and
E. Platen [17], or G. N. Milstein and M. V. Tretyakov [24, 25].
Due to the presence of an irregular stochastic forcing term, solutions to SDEs
are typically non-smooth. This makes it notoriously difficult to construct higher
order numerical approximations. The first successful attempt to construct a first
order numerical algorithm for the approximation of an SDE with multiplicative
noise led to the well-known Milstein method [22, 23]. Its derivation is based on
the Ito¯-Taylor formula and it can be generalized to construct approximations of,
in principle, arbitrary high order provided the coefficient functions are sufficiently
smooth. We again refer to the monographs [17, 24, 25].
Unfortunately, the standard smoothness and growth requirements are often not
fulfilled in applications. For instance, already in the case of super-linearly grow-
ing coefficient functions, the standard Euler-Maruyama and Milstein methods are
known to be divergent in the strong and weak sense, see [12]. It is therefore neces-
sary to apply these methods only with caution if the SDE in question does not fit
into the framework of [17, 24, 25]. In this paper we focus on the numerical solution
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of non-autonomous SDEs whose drift coefficient functions are not necessarily dif-
ferentiable. We will show that a higher order approximation of the exact solution
that outperforms the Euler-Maruyama method can still be obtained in this case by
using suitable Monte Carlo randomization techniques.
To be more precise, let T ∈ (0,∞) and (ΩW ,FW , (FWt )t∈[0,T ],PW ) be a filtered
probability space satisfying the usual conditions. For d,m ∈ N letW : [0, T ]×ΩW →
R
m be a standard (FWt )t∈[0,T ]-Wiener process. Moreover, let X : [0, T ]×ΩW → Rd
be an (FWt )t∈[0,T ]-adapted stochastic process that is a solution to the Ito¯-type
stochastic differential equation
{
dX(t) = f(t,X(t)) dt+
∑m
r=1 g
r
(
t,X(t)
)
dW r(t), t ∈ [0, T ],
X(0) = X0,
(1)
where X0 ∈ L2p(ΩW ,FW0 ,PW ;Rd) for some p ∈ [2,∞) denotes the initial value.
The drift coefficient function f : [0, T ] × Rd → Rd and the diffusion coefficient
functions gr : [0, T ]× Rd → Rd for r ∈ {1, 2, . . . ,m} are assumed to satisfy certain
Lipschitz and linear growth conditions. For a complete statement of all conditions
on f and gr we refer to Section 3.
If the drift function f is only γ-Ho¨lder continuous, γ ∈ (0, 1], with respect to
the time variable and Lipschitz continuous with respect to the state variable (see
Assumption 3.2), then it is well-known that in the deterministic case (gr ≡ 0 for
all r ∈ {1, . . . ,m}) the order of convergence of the standard Euler method can, in
general, not exceed γ. This is even true for any deterministic algorithm that only
uses finitely many point evaluations of the drift f , see [11, 14].
One possibility to increase the order of convergence in such a case consists of a
suitable combination of the one-step method with certain Monte-Carlo techniques.
For deterministic differential equations this has been studied, for example, in [4,
11, 13, 15, 20, 33, 34]. In particular, in [4, 11, 20] certain randomized Euler and
Runge-Kutta methods are introduced which converge with order γ + 12 under the
same smoothness assumptions on f as above. In fact, these convergence rates are
shown to be optimal within the class of all randomized algorithms, see [11].
The purpose of this paper is to combine these randomization techniques with the
classical Milstein scheme in order to obtain a higher order approximation method
in the case of a non-differentiable drift coefficient function f . For the introduc-
tion of the resulting drift-randomized Milstein method let πh be a not necessarily
equidistant temporal grid of the form
πh := {tj : j = 0, 1, . . . , Nh, 0 = t0 < t1 < . . . < tNh−1 < tNh = T },(2)
where Nh ∈ N and hj := tj − tj−1 is the width of the j-th step. Given a temporal
grid πh we denote the associated vector of all step sizes by
(3) h := (hj)
Nh
j=1 ∈ RNh with tn =
n∑
j=1
hj .
The maximum step size in πh is then denoted by
|h| := max
j∈{1,...,Nh}
hj .
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Further, let (τj)j∈N be an i.i.d. family of U(0, 1)-distributed random variables on
an additional filtered probability space (Ωτ ,Fτ , (Fτj )j∈N,Pτ ), where Fτj is the σ-
algebra generated by {τ1, . . . , τj}. The random variables (τj)j∈N represent the artifi-
cially added random input for the new method, which we assume to be independent
of the randomness already present in SDE (1).
The resulting numerical method will then yield a discrete-time stochastic process
defined on the product probability space
(Ω,F ,P) := (ΩW × Ωτ ,FW ⊗Fτ ,PW ⊗ Pτ ).(4)
Moreover, for each temporal grid πh a discrete-time filtration (Fhn )n∈{1,...,Nh} on
(Ω,F ,P) is given by
Fhn := FWtn ⊗Fτn , for n ∈ {0, 1, . . . , Nh}.(5)
Finally, for the formulation of the drift-randomized Milstein method, we also recall
the following standard notation for the stochastic increments and iterated stochastic
integrals (c.f.[17, 24, 25]): For s, t ∈ [0, T ] with s < t set
I
s,t
(r) :=
∫ t
s
dW r(u), for r ∈ {1, 2, . . . ,m},(6)
I
s,t
(r1,r2)
:=
∫ t
s
∫ u1
s
dW r1(u2) dW
r2(u1), for r1, r2 ∈ {1, 2, . . . ,m}.(7)
We further introduce the mapping gr1,r2 : [0, T ]× Rd → Rd given by
(8) gr1,r2(t, x) :=
∂gr1
∂x
(t, x)gr2(t, x),
for all r1, r2 ∈ {1, 2, . . . ,m}, t ∈ [0, T ], x ∈ Rd. Then, the drift-randomized Milstein
method on the grid πh is given by the split-step recursion
X
j,τ
h =X
j−1
h + τjhjf
(
tj−1, X
j−1
h
)
+
m∑
r=1
gr
(
tj−1, X
j−1
h
)
I
tj−1,tj−1+τjhj
(r) ,
X
j
h =X
j−1
h + hjf(tj−1 + τjhj , X
j,τ
h ) +
m∑
r=1
gr(tj−1, X
j−1
h )I
tj−1,tj
(r)
+
m∑
r1,r2=1
gr1,r2(tj−1, X
j−1
h )I
tj−1,tj
(r2,r1)
,
(9)
for all j ∈ {1, . . . , Nh}, and the initial value X0h = X0.
The main result of this paper then shows that this method converges to the exact
solution with respect to the norm in Lp(Ω), p ∈ [2,∞). More precisely, Theorem 3.8
states that under Assumptions 3.1 to 3.3 there exists C ∈ (0,∞) independent of
the temporal grid πh such that∥∥ max
n∈{0,1,...,Nh}
|Xnh −X(tn)|
∥∥
Lp(Ω)
≤ C|h|min( 12+γ,1),
where γ ∈ (0, 1] denotes as above the temporal Ho¨lder regularity of the drift co-
efficient function. It turns out that this convergence rate is optimal under these
conditions on f as we will discuss in more detail in Section 3. In addition, it is a
simple consequence of Theorem 3.8 that the drift-randomized Milstein method is
then also convergent in a pathwise sense, see Corollary 3.9.
In Section 7 we will also illustrate that the randomized Milstein method is easily
implemented for a scalar noise. For a multi-dimensional Wiener process the joint
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simulation of the iterated stochastic integrals (7) is, in general, very costly. Since
this issue also applies to the classical Milstein it is, however, not further addressed
in this paper. Instead we refer to the discussion in [17, Chap. 5]. Further approx-
imation methods for the simulation of iterated stochastic integrals are found, for
instance, in [6, 30, 36]. Moreover, it is worth mentioning that, besides the case of
commutative noise (see [17, Chap. 10.3]), the simulation of the iterated stochas-
tic integrals (7) can also be avoided if the Milstein method is combined with an
antithetic multilevel Monte Carlo algorithm, see [7].
Before we give an outline of the remainder of this paper, let us briefly mention
that drift-randomized one-step methods for the numerical solution of SDEs have
also been studied by P. Przyby lowicz and P. Morkisz [26, 27, 28, 29]. Here the focus
lies on randomized Euler-Maruyama type methods applied to SDEs, whose drift-
coefficient functions are of Carathe´odory-type. In particular, the authors derive
optimal and minimal error estimates in the case of drift coefficient functions, that
are discontinuous with respect to the temporal argument t.
In the following sections we will first focus on the error analysis of the drift-
randomized Milstein method. To this end we fix further notation and recall some
useful results from stochastic analysis in Section 2. In Section 3 we then formulate
the main result on the convergence of the drift-randomized Milstein method in the
Lp(Ω) and almost sure sense. In addition, this section also includes a complete list
of all imposed conditions on the drift and diffusion coefficient functions and some
properties of the exact solution to (1). For the proof of our main result stated in
Theorem 3.8 we then employ a framework developed in [1]. For this we first prove in
Section 5 that the method (9) is stochastically bistable. The second ingredient in the
error analysis is then to show that the method is also consistent. This will be done in
Section 6. Our proof of consistency is based on some error estimates for randomized
quadrature rules applied to stochastic processes. This result of possibly independent
interest generalizes error estimates for Monte Carlo integration from [9, 10] and is
presented in Section 4. Finally, in Section 7 we illustrate the practicability of the
drift-randomized Milstein method through a numerical experiment.
2. Notation and preliminaries
In this section we explain the notation that is used throughout this paper. In
addition, we also collect a few standard results from stochastic analysis, which are
needed in later sections.
By N we denote the set of all positive integers, while N0 := N ∪ {0}. As usual
the set R consists of all real numbers. By | · | we denote the Euclidean norm on
the Euclidean space Rd for any d ∈ N. In particular, if d = 1 then | · | coincides
with taking the absolute value. Moreover, the norm | · |L(Rd) denotes the standard
matrix norm on Rd×d induced by the Euclidean norm.
We will also frequently encounter normed function spaces. First, for an arbitrary
Banach space (E, ‖ · ‖E) we denote by Cγ([0, T ];E) with T ∈ (0,∞) and γ ∈ (0, 1]
the space of all γ-Ho¨lder continuous E-valued mappings v : [0, T ]→ E with norm
‖v‖Cγ([0,T ];E) = sup
t∈[0,T ]
‖v(t)‖E + sup
t,s∈[0,T ]
t6=s
‖v(t)− v(s)‖E
|t− s|γ .
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For a given measure space (X,A, µ) the set Lp(X ;E) := Lp(X,A, µ;E), p ∈ [1,∞),
consists of all (equivalence classes of) Bochner measurable functions v : X → E with
‖v‖Lp(X;E) :=
( ∫
X
‖v(x)‖pE dµ(x)
) 1
p
<∞.
If (E, ‖ · ‖E) = (R, | · |) we use the abbreviation Lp(X) := Lp(X ;R). If (X,A, µ) =
(Ω,F ,P) is a probability space, we usually write the integral with respect to the
probability measure P as
E[Z] :=
∫
Ω
Z(ω) dP(ω), Z ∈ Lp(Ω;E).
In the case of the product probability space (Ω,F ,P) introduced in (4) an applica-
tion of Fubini’s theorem shows that
E[Z] = EW [Eτ [Z]] = Eτ [EW [Z]], Z ∈ Lp(Ω;E),
where EW is the expectation with respect to PW and Eτ with respect to Pτ . Finally,
U(0, 1) denotes the uniform distribution on the interval (0, 1).
An important tool is the following discrete-time version of the Burkholder-Davis-
Gundy inequality from [2].
Theorem 2.1. For each p ∈ (1,∞) there exist positive constants cp and Cp such
that for every discrete-time martingale (Y n)n∈N0 and for every n ∈ N0 we have
cp
∥∥[Y ] 12n∥∥Lp(Ω) ≤ ∥∥ maxj∈{0,...,n} |Y j |
∥∥
Lp(Ω)
≤ Cp
∥∥[Y ] 12n∥∥Lp(Ω),
where [Y ]n = |Y 0|2 +
∑n
k=1 |Y k − Y k−1|2 is the quadratic variation of (Y n)n∈N0 .
The following theorem contains a useful estimate of stochastic Ito¯-integrals with
respect to the Lp(Ω;Rd)-norm. For a proof we refer to [21, Section 1.7].
Theorem 2.2. Let W : [0, T ] × ΩW → R be a standard (FWt )t∈[0,T ]-Wiener pro-
cess on (ΩW ,FW ,PW ). Let Y : [0, T ] × ΩW → Rd be a stochastically integrable,
(FWt )t∈[0,T ]-adapted process with Y ∈ Lp([0, T ] × ΩW ;Rd) for some p ∈ [2,∞).
Then, for all t, s ∈ [0, T ] with s < t, it holds true that
∥∥∥ ∫ t
s
Y (u) dW (u)
∥∥∥
Lp(ΩW ;Rd)
≤ Cp(t− s)
p−2
2p ‖Y ‖Lp([s,t]×ΩW ;Rd)
with Cp = (
1
2p(p− 1))
1
2 .
The next inequality is a useful tool to bound the error of a numerical approxi-
mation. For a proof we refer, for instance, to [5, Proposition 4.1].
Lemma 2.3 (Discrete Gronwall’s inequality). Consider two nonnegative sequences
(un)n∈N, (wn)n∈N ⊂ R which for some given a ∈ [0,∞) satisfy
un ≤ a+
n−1∑
j=1
wjuj, for all n ∈ N.
Then, for all n ∈ N, it also holds true that un ≤ a exp(
∑n−1
j=1 wj).
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3. Assumptions and main results
In this section we present sufficient conditions for the convergence of the drift-
randomized Milstein method (9) with respect to the norm in Lp(Ω) for some p ∈
[2,∞). After collecting a few important properties of the exact solution, we state
and discuss the main results of this paper, namely the convergence of the method
in the Lp(Ω)-norm and in the almost sure sense.
Assumption 3.1. There exists p ∈ [2,∞) such that the initial value satisfies X0 ∈
L2p(ΩW ,FW0 ,PW ;Rd).
Assumption 3.2. The drift coefficient function f : [0, T ] × Rd → Rd is assumed
to be continuous. Moreover, there exist γ ∈ (0, 1] and Kf ∈ (0,∞) such that
|f(t, x1)− f(t, x2)| ≤ Kf |x1 − x2|,
|f(t1, x)− f(t2, x)| ≤ Kf (1 + |x|)|t1 − t2|γ ,
for all t, t1, t2 ∈ [0, T ], x, x1, x2 ∈ Rd.
For the formulation of Assumption 3.3 recall the definition of gr1,r2 from (8).
Assumption 3.3. The diffusion coefficient functions gr : [0, T ] × Rd → Rd, r ∈
{1, . . . ,m}, are assumed to be continuous. In addition, we assume that for ev-
ery fixed t ∈ [0, T ] and r ∈ {1, . . . ,m} the mapping Rd ∋ x 7→ gr(t, x) ∈ Rd is
continuously differentiable. Moreover, there exist γ ∈ (0, 1] and Kg ∈ (0,∞) with
|gr(t1, x)− gr(t2, x)| ≤ Kg(1 + |x|)|t1 − t2|min( 12+γ,1),∣∣∣∂gr
∂x
(t, x1)− ∂g
r
∂x
(t, x2)
∣∣∣
L(Rd)
≤ Kg|x1 − x2|,∣∣∣∂gr
∂x
(t, x)
∣∣∣
L(Rd)
≤ Kg,∣∣gr1,r2(t, x1)− gr1,r2(t, x2)∣∣ ≤ Kg|x1 − x2|
for all t1, t2 ∈ [0, T ] and x ∈ Rd and r, r1, r2 ∈ {1, 2, . . . ,m}.
Remark 3.4. (i) It directly follows from Assumption 3.2 that f satisfies a linear
growth bound for all t ∈ [0, T ] and x ∈ Rd of the form
(10) |f(t, x)| ≤ K˜f
(
1 + |x|)
with Kf ≤ K˜f = max(Kf , T γKf + |f(0, 0)|).
(ii) The boundedness of ∂g
r
∂x
immediately implies that gr, r = 1, . . . ,m, is globally
Lipschitz continuous. More precisely, for all t ∈ [0, T ] and x1, x2 ∈ Rd we have
|gr(t, x1)− gr(t, x2)| ≤ Kg|x1 − x2|.(11)
Together with the temporal Ho¨lder continuity of gr this also implies a linear growth
bound of the form
|gr(t, x)| ≤ K˜g
(
1 + |x|)(12)
with Kg ≤ K˜g = max(Kg, Tmin( 12+γ,1)Kg +maxr∈{1,...,m} |gr(0, 0)|).
Before moving to the main result, let us collect a few useful properties of the
exact solution X to the SDE (1). A proof is found, e.g., in [21, Sect. 2.3, 2.4].
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Theorem 3.5. Let Assumptions 3.1 to 3.3 be satisfied with p ∈ [2,∞). Then
there exists an up to indistinguishability uniquely determined (FWt )t∈[0,T ]-adapted
stochastic process X : [0, T ] × Ω → Rd satisfying (1). More precisely, for every
t ∈ [0, T ] it holds true that
X(t) = X0 +
∫ t
0
f(s,X(s)) ds+
m∑
r=1
∫ t
0
gr(s,X(s)) dW r(s)(13)
with probability one. Moreover, there exists C ∈ (0,∞) only depending on K˜f , K˜g,
p, and T such that
(14)
∥∥ sup
t∈[0,T ]
|X(t)|∥∥
L2p(ΩW )
≤ C(1 + ∥∥X0∥∥L2p(ΩW ;Rd)).
In addition, for all s, t ∈ [0, T ] we have
(15)
∥∥X(t)−X(s)∥∥
L2p(ΩW ;Rd)
≤ C(1 + ∥∥X0∥∥L2p(ΩW ;Rd))|t− s| 12 .
In particular, it holds X ∈ C 12 ([0, T ], L2p(ΩW ;Rd)) with
‖X‖
C
1
2 ([0,T ],L2p(ΩW ;Rd))
≤ C(1 + ∥∥X0∥∥L2p(ΩW ;Rd)).
Let us now turn to the drift-randomized Milstein method (9). In the following it
is convenient to formally introduce the increment function of the numerical method.
For this let πh be an arbitrary temporal grid as in (2). Then for each j ∈ {1, . . . , Nh}
the increment function Φjh : R
d × [0, 1]× ΩW → Rd of the j-th step is defined by
Φjh(y, τ) := hjf(tj−1 + τhj ,Ψ
j
h(y, τ)) +
m∑
r=1
gr(tj−1, y)I
tj−1,tj
(r)
+
m∑
r1,r2=1
gr1,r2(tj−1, y)I
tj−1,tj
(r2,r1)
,
(16)
for all y ∈ Rd and τ ∈ [0, 1], where
Ψjh(y, τ) := y + τhjf
(
tj−1, y
)
+
m∑
r=1
gr
(
tj−1, y
)
I
tj−1,tj−1+τhj
(r) .(17)
In terms of Φh we can then rewrite the recursion defining the method (9) by{
X
j
h = X
j−1
h +Φ
j
h(X
j−1
h , τj), j ∈ {1, . . . , Nh},
X0h = X0.
(18)
The next lemma ensures that (18) indeed admits an adapted sequence in Lp(Ω;Rd).
Lemma 3.6. Let Assumptions 3.2 and 3.3 be satisfied. Let πh be an arbitrary
temporal grid and j ∈ {1, . . . , Nh}. For every Z ∈ Lp(Ω,Fhj−1,P;Rd), p ∈ [2,∞),
it then holds true that
Φjh(Z, τj) ∈ Lp(Ω,Fhj ,P;Rd).(19)
Proof. From the continuity of f , gr, and gr1,r2 it follows that Φjh(Z, τj) : Ω → Rd
is Fhj -measurable. Hence, it remains to prove the Lp boundedness of Φjh(Z, τj). As
in (16) we split Φh into three terms
Φjh(Z, τj) =: Π
j
1 +Π
j
2 +Π
j
3.
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We give estimates for these terms separately. First, for the estimate of Πj2 we have
‖Πj2‖Lp(Ω;Rd) =
∥∥∥ m∑
r=1
gr(tj−1, Z)I
tj−1,tj
(r)
∥∥∥
Lp(Ω;Rd)
≤
m∑
r=1
∥∥gr(tj−1, Z)∥∥Lp(Ω;Rd)‖Itj−1,tj(r) ∥∥Lp(Ω)
≤ mCpK˜g
(
1 + ‖Z‖Lp(Ω;Rd)
)
h
1
2
j <∞,
where the penultimate line is deduced from the triangle inequality and the inde-
pendence of Z and the increment of the Brownian motion I
tj−1,tj
(r) . In addition, the
last line follows from the linear growth (12) of g and Theorem 2.2 applied to the
stochastic increment.
The estimate of Πj3 :=
∑m
r1,r2=1
gr1,r2(tj−1, Z)I
tj−1,tj
(r2,r1)
is obtained similarly by
‖Πj3‖Lp(Ω;Rd) ≤
m∑
r1,r2=1
∥∥gr1,r2(tj−1, Z)∥∥Lp(Ω;Rd)∥∥Itj−1,tj(r2,r1) ∥∥Lp(Ω)
≤ m2C2pKgK˜g
(
1 + ‖Z‖Lp(Ω;Rd)
)
hj <∞,
where the last line is deduced from the linear growth of gr2 and the boundedness
of the derivative of gr1 . In addition, by Theorem 2.2 it holds true that∥∥Itj−1,tj(r2,r1) ∥∥Lp(Ω) ≤ C2phj(20)
for all r1, r2 ∈ {1, . . . ,m} with the same constant Cp as above.
It remains to show the Lp-estimate of Πj1 := hjf
(
tj−1 + τjhj,Ψ
j
h(Z, τj)
)
. The
linear growth (10) of f implies
‖Πj3‖Lp(Ω;Rd) ≤ K˜f
(
1 + ‖Ψjh(Z, τj)‖Lp(Ω;Rd)
)
hj ,
where Ψh, defined in (17), can be further estimated through the linear growth of
both f and gr as well as Theorem 2.2:
‖Ψjh(Z, τj)‖Lp(Ω;Rd) ≤ ‖Z‖Lp(Ω;Rd) + hj‖f(tj−1, Z)‖Lp(Ω;Rd)
+
m∑
r=1
∥∥gr(tj−1, Z)∥∥Lp(Ω;Rd)‖Itj−1,tj−1+τjhj(r) ∥∥Lp(Ω)
≤ ‖Z‖Lp(Ω;Rd) +
(
1 + ‖Z‖Lp(Ω;Rd)
)
(K˜fhj +mCpK˜gh
1
2
j ) <∞.
Here the estimate of the increment I
tj−1,tj−1+τjhj
(r) comes from∥∥Itj−1,tj−1+τjhj(r) ∥∥Lp(Ω) = ∥∥W r(tj−1 + τjhj)−W r(tj−1)∥∥Lp(Ω)
=
(
Eτ
[
EW [|W r(tj−1 + τjhj)−W r(tj−1)|p]
]) 1
p
≤
(p(p− 1)
2
) 1
2
h
1
2
j
(
Eτ
[
τ
p
2
j
]) 1
p ≤ Cph
1
2
j
(21)
by an application of Theorem 2.2. 
Definition 3.7. We say that the numerical method (9) converges with order β ∈
(0,∞) to the exact solution X of (1) in the Lp(Ω)-norm if there exist p ∈ [2,∞),
C ∈ (0,∞), h0 ∈ (0, T ) such that for all temporal grids πh with |h| ≤ h0 we have∥∥ max
n∈{0,1,...,Nh}
|Xnh −X(tn)|
∥∥
Lp(Ω)
≤ C|h|β .
Here (Xnh )n∈{0,1,...,Nh} ⊂ Lp(Ω;Rd) is generated by (9) on πh.
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Next, we state our main result. The proof is deferred to the end of Section 6.
Theorem 3.8. Let Assumptions 3.1 to 3.3 be satisfied with p ∈ [2,∞) and γ ∈
(0, 1]. Then, the drift-randomized Milstein method (9) converges with order β =
min(12 + γ, 1) to the exact solution X of (1) in the L
p(Ω)-norm.
We remark that the order of convergence min(12+γ, 1) is optimal in the following
sense: First, recall that the maximum order of convergence of the classical Milstein
method is known to be 1. This has been shown in [18, Thm. 6.2] by a generalization
of the well-known example of Clark and Cameron [3]. Since that example does not
contain a drift coefficient function, the classical Milstein method and our random-
ized version (9) coincide in this case. Therefore, the maximum order of convergence
of (9) cannot exceed 1 as well.
Second, as already mentioned in Section 1, in the ODE case (gr ≡ 0 for all
r ∈ {1, . . . ,m}) the maximum order of convergence of randomized algorithms is
known to be equal to 12 + γ under Assumption 3.2, see [11]. In addition, it is
shown in [29] that the maximum order of convergence for the approximation of a
stochastic integral with (12 + γ)-Ho¨lder continuous integrand can also not exceed
1
2+γ. Therefore, there exists no (randomized) algorithm, depending only on finitely
many point evaluations of the coefficients, that converges with a better rate than
β = min(12 + γ, 1) for all f and g
r satisfying Assumptions 3.2 and 3.3.
We conclude this section with the following convergence result in the almost sure
sense. Its proof follows directly from Theorem 3.8 and a modified version of [16,
Lemma 2.1] found in [20, Lemma 3.3]. Compare further with [8].
Corollary 3.9. Let Assumptions 3.1 to 3.3 be satisfied with p ∈ [2,∞) and γ ∈
(0, 1]. Let (πh(m))m∈N ⊂ [0, T ] be a sequence of temporal grids with corresponding
maximum step sizes |h(m)| satisfying ∑∞m=1 |h(m)| <∞. Then, there exist a random
variable m0 : Ω → N0 and a measurable set A ∈ F with P(A) = 1 such that for all
ω ∈ A and m ≥ m0(ω) we have
max
n∈{0,1,...,N
h(m)
}
∣∣Xn
h(m)
(ω)−X(tn, ω)
∣∣ ≤ |h(m)|min( 12+γ,1)− 1p .
4. A randomized quadrature rule for stochastic processes
In this section we introduce a randomized quadrature rule for integrals of stochas-
tic processes, which is an essential ingredient in the error analysis of the randomized
Milstein method. It is based on a well-known variance reduction technique from
Monte Carlo integration, the stratified sampling. In dependence of the temporal
regularity of the stochastic process this technique is known to admit higher or-
der convergence results than the standard rate 12 usually known for Monte Carlo
methods. Our result is an extension of results from [9, 10] to stochastic processes.
Compare further with [20] for a more recent exposition of the deterministic case.
In the following we consider an arbitrary stochastic process Y : [0, T ]×ΩW → Rd
on the probability space (ΩW ,FW ,PW ) satisfying ‖Y ‖Lp([0,T ]×ΩW ;Rd) <∞ for some
p ∈ [2,∞). Let πh = {tj : j = 0, 1, . . . , Nh} ⊂ [0, T ] be an arbitrary temporal grid
with associated vector of step sizes h = (hj)
Nh
j=1 as defined in (3). Recall that |h|
denotes the maximum step size in πh.
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Then, the goal is to give a numerical approximation of the random variables∫ tn
0
Y (s) ds ∈ Lp(ΩW ;Rd)
for each n ∈ {1, . . . , Nh}. To this end we introduce the following randomized
Riemann sum approximation Qnτ,h[Y ] of
∫ tn
0 Y (s) ds given by
Qnτ,h[Y ] :=
n∑
j=1
hjY (tj−1 + τjhj), n ∈ {1, . . . , Nh},(22)
where (τj)j∈N is an independent family of U(0, 1)-distributed random variables on
the probability space (Ωτ ,Fτ ,Pτ ). In particular, we assume that the family (τj)j∈N
is independent of the stochastic process Y . Consequently, Qnτ,h[Y ] is a random vari-
able on the product probability space (Ω,F ,P) defined in (4). For the formulation
of the following theorem, we recall from Section 2 that Eτ [·] denotes the expectation
with respect to the measure Pτ .
Theorem 4.1. For p ∈ [2,∞) let Y : [0, T ]×ΩW → Rd be a stochastic process with
Y ∈ Lp([0, T ] × ΩW ;Rd). Then, for every temporal grid πh and n ∈ {1, . . . , Nh}
the randomized Riemann sum approximation Qnτ,h[Y ] ∈ Lp(Ω;Rd) defined in (22)
is an unbiased estimator for the integral
∫ tn
0
Y (s) ds in the sense that
(23) Eτ
[
Qnτ,h[Y ]
]
=
∫ tn
0
Y (s) ds ∈ Lp(ΩW ;Rd).
Moreover, it holds true that∥∥∥ max
n∈{1,...,Nh}
∣∣∣Qnτ,h[Y ]−
∫ tn
0
Y (s) ds
∣∣∣ ∥∥∥
Lp(Ω)
≤ 2CpT
p−2
2p ‖Y ‖Lp([0,T ]×ΩW ;Rd)|h|
1
2 ,
(24)
where Cp is a constant only depending on p ∈ [2,∞).
In addition, if Y ∈ Cγ([0, T ], Lp(ΩW ;Rd)) for some γ ∈ (0, 1], then we have∥∥∥ max
n∈{1,...,Nh}
∣∣∣Qnτ,h[Y ]−
∫ tn
0
Y (s) ds
∣∣∣ ∥∥∥
Lp(Ω)
≤ Cp
√
T‖Y ‖Cγ([0,T ],Lp(ΩW ;Rd))|h|
1
2+γ ,
(25)
where Cp is the same constant as in (24).
Proof. Since Y ∈ Lp([0, T ] × ΩW ;Rd) there exists a null set N0 ∈ FW such that
for all ω ∈ N c0 = ΩW \ N0 we have
∫ T
0 |Y (s, ω)|p ds < ∞. Let us therefore fix an
arbitrary realization ω ∈ N c0 . Then for every j ∈ {1, . . . , Nh} we obtain∫ tj
tj−1
Y
(
s, ω
)
ds = hj
∫ 1
0
Y
(
tj−1 + shj , ω
)
ds = hjEτ [Y (tj−1 + τjhj , ω)],
due to τj ∼ U(0, 1). This immediately implies (23) as well as hjY (tj−1 + τjhj) ∈
Lp(Ω;Rd) for every j ∈ {1, . . . , Nh}.
Next, we define a discrete-time error process (En)n∈{0,1,...,Nh} by setting E
0 ≡ 0.
Further, for every n ∈ {1, . . . , Nh} we set
En := Qnτ,h[Y ]−
∫ tn
0
Y (s) ds =
n∑
j=1
(
hjY (tj−1 + τjhj)−
∫ tj
tj−1
Y (s) ds
)
,
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which is evidently an Rd-valued random variable on the product probability space
(Ω,F ,P). In particular, (En)n∈{0,1,...,Nh} ⊂ Lp(Ω;Rd). Moreover, for each fixed
ω ∈ N c0 we have that En(ω, ·) : Ωτ → Rd is Fτn-measurable. Further, for each pair
of n,m ∈ N with 0 ≤ m ≤ n ≤ Nh it holds true that
Eτ [E
n(ω, ·)− Em(ω, ·)|Fτm]
=
n∑
j=m+1
Eτ
[
hjY (tj−1 + τjhj , ω)−
∫ tj
tj−1
Y (s, ω) ds
∣∣∣Fτm]
=
n∑
j=m+1
Eτ
[
hjY (tj−1 + τjhj)
]− ∫ tn
tm
Y (s, ω) ds = 0,
since τj is independent of Fτm for every j > m. Consequently, for every ω ∈ N c0
the error process (En(ω, ·))n∈{0,1,...,Nh} is an (Fτn)n∈{0,1,...,Nh}-adapted Lp(Ωτ ;Rd)-
martingale. Thus, the discrete-time version of the Burkholder-Davis-Gundy in-
equality (see Theorem 2.1) is applicable and yields∥∥ max
n∈{0,1,...,Nh}
|En(ω, ·)|∥∥
Lp(Ωτ )
≤ Cp
∥∥[E(ω, ·)] 12Nh∥∥Lp(Ωτ ) for every ω ∈ N c0 .
After inserting the quadratic variation [E(ω, ·)]Nh , taking the p-th power and inte-
grating with respect to PW we arrive at
∥∥ max
n∈{0,1,...,Nh}
|En|∥∥p
Lp(Ω)
=
∫
ΩW
∥∥ max
n∈{0,1,...,Nh}
|En(ω, ·)|∥∥p
Lp(Ωτ )
dPW (ω)
≤ Cpp
∫
ΩW
∥∥∥( Nh∑
j=1
∣∣∣ ∫ tj
tj−1
(
Y (tj−1 + τjhj , ω)− Y (s, ω)
)
ds
∣∣∣2) 12∥∥∥p
Lp(Ωτ )
dPW (ω)
= Cpp
∥∥∥ Nh∑
j=1
∣∣∣ ∫ tj
tj−1
(
Y (tj−1 + τjhj)− Y (s)
)
ds
∣∣∣2 ∥∥∥ p2
L
p
2 (Ω)
≤ Cpp
( Nh∑
j=1
∥∥∥ ∫ tj
tj−1
∣∣Y (tj−1 + τjhj)− Y (s)∣∣ ds∥∥∥2
Lp(Ω)
) p
2
,
(26)
where the last step follows from an application of the triangle inequality for the
L
p
2 (Ω)-norm. Now, after taking the p-th root, a further application of the triangle
inequality yields
∥∥ max
n∈{1,...,Nh}
|En|∥∥
Lp(Ω)
≤ Cp
( Nh∑
j=1
∥∥∥ ∫ tj
tj−1
|Y (s)| ds
∥∥∥2
Lp(Ω)
) 1
2
+ Cp
( Nh∑
j=1
h2j
∥∥Y (tj−1 + hjτj)∥∥2Lp(Ω;Rd)
) 1
2
.
(27)
The first term on the right hand side of (27) is then bounded by an application of
Ho¨lder’s inequality as follows
( Nh∑
j=1
∥∥∥ ∫ tj
tj−1
|Y (s)| ds
∥∥∥2
Lp(Ω)
) 1
2
=
( Nh∑
j=1
(
EW
[( ∫ tj
tj−1
|Y (s)| ds
)p]) 2
p
) 1
2
≤
( Nh∑
j=1
h
2− 2
p
j
( ∫ tj
tj−1
EW [|Y (s)|p] ds
) 2
p
) 1
2
.
(28)
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Now, if p = 2 we directly obtain the desired estimate
( Nh∑
j=1
∥∥∥ ∫ tj
tj−1
|Y (s)| ds
∥∥∥2
L2(Ω)
) 1
2 ≤ |h| 12 ‖Y ‖L2([0,T ]×ΩW ;Rd).
For p ∈ (2,∞) the estimate in (28) is completed by a further application of Ho¨lder’s
inequality with conjugated exponents ρ = p2 ∈ (1,∞) and ρ′ = pp−2 . This yields( Nh∑
j=1
h
2− 2
p
j
( ∫ tj
tj−1
EW [|Y (s)|p] ds
) 2
p
) 1
2
≤
( Nh∑
j=1
h
ρ′(2− 2
p
)
j
) 1
2ρ′
( Nh∑
j=1
∫ tj
tj−1
EW [|Y (s)|p] ds
) 1
p
≤ T p−22p |h| 12 ‖Y ‖Lp([0,T ]×ΩW ;Rd)
(29)
as claimed, since T
1
2ρ′ = T
p−2
2p as well as |h| 12 (2− 2p )− 12ρ′ = |h| 12 .
In the same way we obtain an estimate for the second term on the right hand
side of (27) by additionally taking note of the fact that
h2j‖Y (tj−1 + τjhj)‖2Lp(Ω;Rd) = h
2− 2
p
j
(
hjEW
[
Eτ [|Y (tj−1 + τjhj)|p]
]) 2
p
= h
2− 2
p
j
(
EW
[ ∫ tj
tj−1
|Y (s)|p ds
]) 2
p
.
(30)
Then, one proceeds as in (28) and (29). Altogether, (26), (28), and (30) yield∥∥ max
n∈{1,...,Nh}
|En|∥∥
Lp(Ω)
≤ 2CpT
p−2
2p ‖Y ‖Lp([0,T ]×ΩW ;Rd)|h|
1
2 .
This completes the proof of (24).
Next, if Y ∈ Cγ([0, T ], Lp(ΩW ;Rd)) we can improve the estimate in (26) by∥∥∥ ∫ tj
tj−1
∣∣Y (tj−1 + hjτj)− Y (s)∣∣ ds∥∥∥
Lp(Ω)
≤
∫ tj
tj−1
(
Eτ
[
EW
[∣∣Y (tj−1 + hjτj)− Y (s)∣∣p]]) 1p ds
≤ ‖Y ‖Cγ([0,T ],Lp(ΩW ;Rd))
∫ tj
tj−1
(
Eτ
[|tj−1 + τjhj − s|γp]) 1p ds
≤ ‖Y ‖Cγ([0,T ],Lp(ΩW ;Rd))h1+γj .
Thus, inserting this into (26) gives
∥∥ max
n∈{0,1,...,Nh}
|En|∥∥
Lp(Ω)
≤ Cp
( Nh∑
j=1
‖Y ‖2Cγ([0,T ],Lp(ΩW ;Rd))h
2(1+γ)
j
) 1
2
≤ CpT 12 ‖Y ‖Cγ([0,T ],Lp(ΩW ;Rd))|h|
1
2+γ .
This completes the proof of (25). 
5. Stability of the drift-randomized Milstein method
In this section we show that the randomized Milstein method constitutes a stable
numerical method. More precisely, we consider the notion of stochastic bistability
that has been introduced in [1, 18, 19] and is based on the abstract framework for
discrete approximations developed by [35].
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For the introduction of the bistability concept let πh be an arbitrary tempo-
ral grid. It is then convenient to introduce the space Gph := G(πh, Lp(Ω;Rd)) of
all (Fhn )n∈{0,1,...,Nh}-adapted and Rd-valued stochastic grid functions, where the
discrete-time filtration (Fhn )n∈{0,1,...,Nh} associated to πh has been defined in (5).
More formally, we set
Gph :=
{
(Y nh )
Nh
n=0 : Y
n
h ∈ Lp(Ω,Fhn ,P;Rd) for each n ∈ {0, 1, . . . , Nh}
}
.
We endow the space Gph with the norm∥∥Yh∥∥p,∞ := ∥∥ maxn∈{0,1,...,Nh} |Y nh |
∥∥
Lp(Ω)
, Yh ∈ Gph.
Then, the tuple Gh := (Gph, ‖ · ‖p,∞) becomes a Banach space. Before we continue
let us briefly take note of the fact that the error in Definition 3.7 is in fact measured
in terms of the norm ‖ · ‖p,∞. To be more precise, we have∥∥Xh −X |pih∥∥p,∞ = ∥∥ maxn∈{0,1,...,Nh} |Xnh −X(tn)|
∥∥
Lp(Ω)
,
where Xh = (X
n
h )
Nh
n=0 ∈ Gph denotes the stochastic grid function generated by the
numerical scheme (9) on πh. In addition, X |pih denotes the restriction of the exact
solution X of the SDE (1) to the temporal grid points in πh. Theorem 3.5 then
ensures that indeed X |pih ∈ Gph, where p ∈ [2,∞) is determined by Assumption 3.1.
The main idea of the bistability concept is now to relate the global error Xh −
X |pih to certain estimates of the local truncation error defined in (40) below. In
order to obtain optimal error estimates it is however crucial to measure the local
errors in a modified norm. Here, we follow an approach developed in [1, 18] and
introduce the so called stochastic Spijker norm on Gph given by
∥∥Zh∥∥S,p := ‖Z0h‖Lp(Ω;Rd) +
∥∥∥ max
n∈{1,2,...,Nh}
∣∣ n∑
j=1
Z
j
h
∣∣∥∥∥
Lp(Ω)
.(31)
This gives rise to a further Banach space denoted by GSh = (Gph, ‖ · ‖S,p). Note
that deterministic versions of this norm are used in numerical analysis for finite
difference methods, see for instance [31, 32, 35]. For a more detailed discussion in
the context of SDEs we refer the reader to [1].
Remark 5.1. In the following, we choose the value of the parameter p ∈ [2,∞) in
the definition of the spaces Gh and G
S
h to be the same as in Assumption 3.1.
Moreover, for every fixed temporal grid πh the norms ‖ · ‖p,∞ and ‖ · ‖S,p are
easily seen to be equivalent. However, the norm of the embedding Gh →֒ GSh grows
with the number of steps Nh in πh. Thus, the topology generated by the Spijker
norm in the limit |h| → 0 is stronger in the following sense: Let (π(j)h )j∈N be a
sequence of temporal grids with |h(j)| → 0 for j → ∞. Then, if (Z(j)h )j∈N ⊂ GSh(j)
is a sequence of stochastic grid functions with
lim
j→∞
‖Z(j)h ‖S,p = 0,
the same holds true with respect to the ‖ ·‖p,∞-norm, since ‖Z(j)h ‖p,∞ ≤ 2‖Z(j)h ‖S,p
for all j ∈ N. In general, the converse implication is, wrong.
We are now in a position to state the definition of bistability.
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Definition 5.2. The numerical method (9) is called (stochastically) bistable if
there exist constants C1, C2 ∈ (0,∞) and p ∈ [2,∞) such that for every temporal
grid πh with |h| ≤ h0 := min(1, T ) and all Yh ∈ Gh it holds true that
(32) C1‖Rh‖S,p ≤ ‖Xh − Yh‖p,∞ ≤ C2‖Rh‖S,p,
where Xh ∈ Gh is generated by (9) and Rh = Rh[Yh] ∈ GSh denotes the residual of
Yh given by R
0
h = Y
0
h −X0h and
(33) Rjh := Y
j
h − Y j−1h − Φjh(Y j−1h , τj)
for all j ∈ {1, . . . , Nh}.
Remark 5.3. (i) The properties of the increment function Φjh (see Lemma 3.6)
ensure that Rh = Rh[Yh] ∈ GSh if Yh ∈ Gh. Therefore, the norms in (32) are
well-defined for every Yh ∈ Gh.
(ii) If a numerical method is bistable, then (32) says that we can estimate the
‖ · ‖p,∞-difference between Xh and an arbitrary stochastic grid function in terms
of the residual of that grid function. Here the residual (33) measures how well
Yh ∈ Gh satisfies the recursion (18) defining the numerical method. In addition,
the first inequality in (32) shows that the Spijker norm yields asymptotically optimal
error estimates.
(iii) For the proof of Theorem 3.8 we will apply the inequality (32) with Yh :=
X |pih in Section 6. However, the connection between Definition 5.2 and the gen-
eral notion of stability used in numerical analysis is that we also easily estimate
the influence of small perturbations to the numerical method. For instance, let
ρh = (ρ
n
h)
Nh
n=0 ∈ GSh model the inevitable round-off errors occurring during the
computation of Xh on a computer. That is, instead of Xh we actually only observe
X˜h = (X˜
n
h )
Nh
n=0 in practice, where X˜
0
h = X
0
h + ρ
0
h and
X˜
j
h = X˜
j−1
h +Φ
j
h(X˜
j−1
h , τj) + ρ
j
h
for all j ∈ {1, . . . , Nh}. Then, the bistability inequality (32) shows that
C1‖ρh‖S,p ≤ ‖Xh − X˜h‖p,∞ ≤ C2‖ρh‖S,p.
For example, for the implementation of an implicit and bistable numerical method,
it is not necessary to solve exactly the implicit nonlinear equations defining the
numerical method. An approximation by, for instance, Newton’s method is suffi-
cient as long as the additional errors measured in the Spijker norm are of the same
(asymptotic) order as the global error.
The remainder of this section is devoted to the proof that under Assumptions 3.2
and 3.3 the drift-randomized Milstein method (9) is indeed bistable, see Theo-
rem 5.5 further below. For the proof the following lemma will be useful.
Lemma 5.4. Let Assumptions 3.2 and 3.3 be satisfied. Let πh be an arbitrary
temporal grid with |h| ≤ min(1, T ). Then, for all stochastic grid functions Yh, Zh ∈
Gph, p ∈ [2,∞), and k ∈ {1, . . . , Nh} it holds true that∥∥∥ max
n∈{1,...,k}
∣∣∣ n∑
j=1
(
Φjh(Y
j−1
h , τj)− Φjh(Zj−1h , τj)
)∣∣∣ ∥∥∥
Lp(Ω)
≤ C3
( k∑
j=1
hj
∥∥∥ max
i∈{0,...,j−1}
∣∣Y ih − Zih∣∣∥∥∥2
Lp(Ω)
) 1
2
,
(34)
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where C3 = Kf
(
1 + Kf + 2mKgCp
)√
T + KgmC
2
p (1 + mCp). Furthermore, with
C4 = C3
√
T
∥∥∥ max
n∈{1,...,Nh}
∣∣∣ n∑
j=1
(
Φjh(Y
j−1
h , τj)− Φjh(Zj−1h , τj)
)∣∣∣∥∥∥
Lp(Ω)
≤ C4
∥∥∥Yh − Zh∥∥∥
p,∞
.(35)
Proof. Recalling the definitions of Φjh and Ψ
j
h from (16) and (17) we have
Φjh(Y
j−1
h , τj)− Φjh(Zj−1h , τj)
= hj
(
f(tj−1 + τjhj ,Ψ
j
h(Y
j−1
h , τj))− f(tj−1 + τjhj ,Ψjh(Zj−1h , τj))
)
+
m∑
r=1
(
gr(tj−1, Y
j−1
h )− gr(tj−1, Zj−1h )
)
I
tj−1,tj
(r)
+
m∑
r1,r2=1
(
gr1,r2(tj−1, Y
j−1
h )− gr1,r2(tj−1, Zj−1h )
)
I
tj−1,tj
(r2,r1)
=: Ξj1 + Ξ
j
2 + Ξ
j
3.
We estimate the three terms separately. For the estimate of Ξj1 in the stochastic
Spijker norm we first apply Assumption 3.2 and obtain for every k ∈ {1, . . . , Nh}
∥∥∥ max
n∈{1,...,k}
∣∣ n∑
j=1
Ξj1
∣∣∥∥∥
Lp(Ω)
≤
k∑
j=1
‖Ξj1‖Lp(Ω;Rd)
≤ Kf
k∑
j=1
hj
∥∥Ψjh(Y j−1h , τj)−Ψjh(Zj−1h , τj)∥∥Lp(Ω;Rd).
In light of Assumption 3.2, the Lipschitz continuity (11) of gr, and that the incre-
ment I
tj−1,tj−1+τjhj
(r) is independent of Y
j−1
h and Z
j−1
h we further have∥∥Ψjh(Y j−1h , τj)−Ψjh(Zj−1h , τj)∥∥Lp(Ω;Rd)
≤ (1 +Kfhj)
∥∥Y j−1h − Zj−1h ∥∥Lp(Ω;Rd)
+
m∑
r=1
∥∥gr(tj−1, Y j−1h )− gr(tj−1, Zj−1h )∥∥Lp(Ω;Rd)∥∥Itj−1,tj−1+τjhj(r) ∥∥Lp(Ω)
≤ (1 +Kf |h|+mKgCp|h| 12 )∥∥∥ max
i∈{0,...,j−1}
∣∣Y ih − Zih∣∣∥∥∥
Lp(Ω)
,
where the last step follows from (21). After taking squares, applying the Cauchy-
Schwarz inequality and |h| ≤ 1 we arrive at
∥∥∥ max
n∈{1,...,k}
∣∣ n∑
j=1
Ξj1
∣∣∥∥∥2
Lp(Ω)
≤ K2f
(
1 +Kf +mKgCp
)2
T
k∑
j=1
hj
∥∥∥ max
i∈{0,...,j−1}
∣∣Y ih − Zih∣∣∥∥∥2
Lp(Ω)
.
(36)
For the estimate of Ξ2 first note that (M
j)Nhj=0 defined by M
0 = 0 and
Mn :=
n∑
j=1
Ξj2, for n ∈ {1, . . . , Nh},
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is a discrete-time martingale with respect to the filtration (FWtj ⊗Fτj )j∈{0,1,...,Nh}.
Hence, an application of Theorem 2.1 gives∥∥∥ max
n∈{1,...,k}
∣∣ n∑
j=1
Ξj2
∣∣∥∥∥2
Lp(Ω)
=
∥∥∥ max
n∈{1,...,k}
∣∣Mn∣∣∥∥∥2
Lp(Ω)
≤ C2p
∥∥[M ] 12 ∥∥2
Lp(Ω)
.
After inserting the quadratic variation of M we therefore obtain the estimate∥∥∥ max
n∈{1,...,k}
∣∣ n∑
j=1
Ξj2
∣∣∥∥∥2
Lp(Ω)
≤ C2p
∥∥∥( k∑
j=1
∣∣Ξj2∣∣2) 12∥∥∥2
Lp(Ω)
= C2p
∥∥∥ k∑
j=1
∣∣∣ m∑
r=1
(
gr(tj−1, Y
j−1
h )− gr(tj−1, Zj−1h )
)
I
tj−1,tj
(r)
∣∣∣2∥∥∥
L
p
2 (Ω)
≤ C2p
k∑
j=1
∥∥∥ m∑
r=1
∣∣gr(tj−1, Y j−1h )− gr(tj−1, Zj−1h )∣∣|Itj−1,tj(r) |∥∥∥2
Lp(Ω)
.
Making again use of the Lipschitz continuity (11) of gr and of the independence of
the increments I
tj−1,tj
(r) as well as its estimate (21) finally yields
∥∥∥ max
n∈{1,...,k}
∣∣ n∑
j=1
Ξj2
∣∣∥∥∥2
Lp(Ω)
≤ mK2gC2p
k∑
j=1
m∑
r=1
∥∥Y j−1h − Zj−1h ∥∥2Lp(Ω)∥∥Itj−1,tj(r) ∥∥2Lp(Ω)
≤ m2K2gC4p
k∑
j=1
hj
∥∥∥ max
i∈{0,...,j−1}
∣∣Y ih − Zih∣∣∥∥∥2
Lp(Ω)
.
(37)
The remaining term Ξ3 is estimated analogously, since the iterated stochastic inte-
grals I
tj−1,tj
(r2,r1)
are also independent of Y j−1h , Z
j−1
h . By estimate (20) we obtain
∥∥∥ max
n∈{1,...,k}
∣∣ n∑
j=1
Ξj3
∣∣∥∥∥2
Lp(Ω)
≤ m4K2gC6p
k∑
j=1
hj
∥∥∥ max
i∈{0,...,j−1}
∣∣Y ih − Zih∣∣∥∥∥2
Lp(Ω)
.(38)
Combining the estimates (36), (37), and (38), completes the proof of (34).
Finally, the inequality (35) is easily deduced from (34). 
Theorem 5.5. Under Assumptions 3.1 to 3.3 with p ∈ [2,∞) the drift-randomized
Milstein method (9) is bistable with stability constants C1 =
1
3+C4
and C2 =√
2eC
2
3T , where C3 and C4 are defined in Lemma 5.4.
Proof. Let Yh ∈ Gh be arbitrary. By recalling the definition of the residual Rh =
Rh[Yh] ∈ GSh from (33) we get for every n ∈ {1, . . . , Nh}
n∑
j=1
R
j
h =
n∑
j=1
(
Y
j
h − Y j−1h − Φjh(Y j−1h , τj)
)
= Y nh − Y 0h −
n∑
j=1
Φjh(Y
j−1
h , τj).
Due to (18) we further have
Xnh −X0h −
n∑
j=1
Φjh(X
j−1
h , τj) = 0.
Therefore, by a telescopic sum argument we obtain that
n∑
j=1
R
j
h =
(
Y nh −Xnh
)− (Y 0h −X0h)−
n∑
j=1
(
Φjh(Y
j−1
h , τj)− Φjh(Xj−1h , τj)
)
.(39)
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Inserting this into the Spijker norm of the residual yields
‖Rh‖S,p = ‖R0h‖Lp(Ω;Rd) +
∥∥∥ max
n∈{1,...,Nh}
∣∣∣ n∑
j=1
R
j
h
∣∣∣ ∥∥∥
Lp(Ω)
≤ 2‖X0h − Y 0h ‖Lp(Ω;Rd) +
∥∥∥ max
n∈{1,...,Nh}
∣∣Xnh − Y nh ∣∣∥∥∥
Lp(Ω)
+
∥∥∥ max
n∈{1,...,Nh}
∣∣∣ n∑
j=1
(
Φjh(X
j−1
h , τj)− Φjh(Y j−1h , τj)
)∣∣∣ ∥∥∥
Lp(Ω)
≤ (3 + C4)
∥∥Xh − Yh∥∥p,∞,
where the last step follows from an application of (35). Thus we have C1 =
1
3+C4
.
On the other hand, by rearranging (39) the distance |Xnh−Y nh | can be represented
for every n ∈ {1, . . . , Nh} by
|Xnh − Y nh | ≤
∣∣∣ n∑
j=1
(
Φ(Xj−1h , τj)− Φ(Y j−1h , τj)
)∣∣∣+ |R0h|+ ∣∣∣
n∑
j=1
R
j
h
∣∣∣.
Therefore, after taking the maximum over n ∈ {0, 1, . . . , k} with arbitrary k ∈
{1, . . . , Nh}, applications of the squared Lp(Ω)-norm and Lemma 5.4 then yield∥∥ max
n∈{0,1,...,k}
|Xnh − Y nh |
∥∥2
Lp(Ω)
≤ 2
∥∥∥ max
n∈{1,...,k}
∣∣∣ n∑
j=1
(
Φ(Xj−1h , τj)− Φ(Y j−1h , τj)
)∣∣∣ ∥∥∥2
Lp(Ω)
+ 2
(
‖R0h‖Lp(Ω;Rd) +
∥∥∥ max
n∈{1,...,k}
∣∣∣ n∑
j=1
R
j
h
∣∣∣ ∥∥∥
Lp(Ω)
)2
≤ 2C23
k∑
j=1
hj
∥∥∥ max
n∈{0,...,j−1}
∣∣Xnh − Y nh ∣∣∥∥∥2
Lp(Ω)
+ 2‖Rh‖2S,p.
Now an application of the discrete Gronwall inequality (Lemma 2.3) gives
∥∥ max
n∈{0,...,Nh}
|Xnh − Y nh |
∥∥2
Lp(Ω)
≤ 2‖Rh‖2S,p exp
(
2C23
Nh∑
j=1
hj
)
,
where we can use the fact that
∑Nh
j=1 hj = T . In total, we obtain that
‖Xh − Yh‖p,∞ ≤ C2‖Rh‖S,p,
with C2 =
√
2eC
2
3T . 
6. Consistency and convergence of the randomized Milstein method
In this section we show that the drift-randomized Milstein method (9) is strongly
convergent of order min(12 + γ, 1) as asserted in Theorem 3.8. To this end we first
show that the numerical method is consistent with the SDE (1) in the following
sense. For the formulation of Definition 6.1 recall the definitions of the Spijker
norm ‖ · ‖S,p in (31) and of the residual Rh[Yh] of a grid function Yh ∈ Gh in (33).
Definition 6.1. The numerical method (9) is called consistent of order β ∈ (0,∞)
with the SDE (1) if there exist constants C ∈ (0,∞) and p ∈ [2,∞) such that for
every temporal grid πh with |h| ≤ min(1, T ) we have
(40)
∥∥Rh[X |pih ]∥∥S,p ≤ C|h|β
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where X |pih is the restriction of the exact solution of (1) to the temporal grid πh.
Below we will show that the drift-randomized Milstein method (9) is consistent
of order β = min(12 + γ, 1) under Assumptions 3.1 to 3.3. For this we first present
some estimates for the diffusion term.
Lemma 6.2. Let Assumptions 3.1 to 3.3 be satisfied with p ∈ [2,∞) and γ ∈
(0, 1]. Let πh be an arbitrary temporal grid with |h| ≤ min(1, T ). For each r ∈
{1, 2, . . . ,m}, j ∈ {1, . . . , Nh} let us denote by Γj(r) the following expression
Γj(r) =
∫ tj
tj−1
gr
(
s,X(s)
)
dW r(s)− gr(tj−1, X(tj−1))Itj−1,tj(r)
−
m∑
r2=1
gr,r2
(
tj−1, X(tj−1)
)
I
tj−1,tj
(r2,r)
.
Then there exists C ∈ (0,∞) only depending on T , p, m, Kg, and K˜f such that
∥∥∥ max
n∈{1,...,Nh}
∣∣∣ n∑
j=1
m∑
r=1
Γj(r)
∣∣∣∥∥∥
Lp(ΩW )
≤ C(1 + ‖X‖2
C
1
2 ([0,T ];L2p(ΩW ;Rd))
)|h|min( 12+γ,1).
Proof. For each fixed r ∈ {1, . . . ,m} we can write
Γj(r) =
∫ tj
tj−1
Gr(s) dW r(s),
with integrand Gr : [0, T ] × ΩW → Rd defined by Gr(0) ≡ 0 and for each j ∈
{1, . . . , Nh} and s ∈ (tj−1, tj ] by
Gr(s) := gr(s,X(s))− gr(tj−1, X(tj−1))−
m∑
r2=1
gr,r2(tj−1, X(tj−1))I
tj−1,s
(r2)
.
From this it follows directly that Gr is predictable. The linear growth conditions
on gr and gr,r2 together with Theorem 3.5 also ensure the integrability of Gr.
Therefore, Γj(r) is a well-defined stochastic integral. Consequently, the discrete-time
process n 7→∑nj=1 Γj(r) ∈ Lp(ΩW ;Rd) is a martingale with respect to the filtration
(FWtn )n∈{0,1,...,Nh}. Hence, the Burkholder-Davis-Gundy inequality (Theorem 2.1)
is applicable and we obtain
∥∥∥ max
n∈{1,...,Nh}
∣∣ n∑
j=1
m∑
r=1
Γj(r)
∣∣∥∥∥
Lp(ΩW )
≤ Cp
m∑
r=1
∥∥∥( Nh∑
j=1
∣∣Γj(r)∣∣2)
1
2
∥∥∥
Lp(ΩW )
= Cp
m∑
r=1
∥∥∥ Nh∑
j=1
∣∣Γj(r)∣∣2∥∥∥
1
2
L
p
2 (ΩW )
≤ Cp
m∑
r=1
( Nh∑
j=1
∥∥Γj(r)∥∥2Lp(ΩW ;Rd)
) 1
2
.
(41)
Moreover, an application of Theorem 2.2 yields
∥∥Γj(r)∥∥Lp(ΩW ;Rd) ≤ Cph
p−2
2p
j ‖Gr‖Lp([tj−1,tj ]×ΩW ;Rd).(42)
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Thus, it remains to give an estimate for ‖Gr‖Lp([tj−1,tj ]×ΩW ;Rd). To this end we add
and subtract several terms and obtain for each j ∈ {1, . . . , Nh} and s ∈ (tj−1, tj ]
Gr(s) =
(
gr(s,X(s))− gr(tj−1, X(s))
)
+
(
gr(tj−1, X(s))− gr(tj−1, X(tj−1))− ∂g
r
∂x
(tj−1, X(tj−1))
(
X(s)−X(tj−1)
))
+
(∂gr
∂x
(tj−1, X(tj−1))
(
X(s)−X(tj−1)
)− m∑
r2=1
gr,r2(tj−1, X(tj−1))I
tj−1,s
(r2)
)
=: Dr1(s) +D
r
2(s) +D
r
3(s).
We estimate the three terms separately. The estimate for the first term follows at
once from Assumption 3.3. In fact, we have
‖Dr1‖Lp([tj−1,tj ]×ΩW ;Rd) ≤ Kg
(
1 +
∥∥ sup
t∈[0,T ]
|X(t)|∥∥
Lp(ΩW )
)
h
min( 12+γ,1)+
1
p
j .(43)
For the estimate of the term Dr2 we first apply the mean-value theorem and obtain
Dr2(s) =
∫ 1
0
(∂gr
∂x
(
tj−1, X(tj−1) + ρ(X(s)−X(tj−1))
)− ∂gr
∂x
(tj−1, X(tj−1))
)
dρ
× (X(s)−X(tj−1)).
Then we make use of the Lipschitz continuity of ∂g
r
∂x
and arrive at
|Dr2(s)| ≤
1
2
Kg
∣∣X(s)−X(tj−1)∣∣2.
Therefore, by an application of (15)
‖Dr2‖Lp([tj−1,tj ]×ΩW ;Rd) ≤
1
2
Kg
(∫ tj
tj−1
EW
[|X(s)−X(tj−1)|2p] ds) 1p
≤ 1
2
Kg‖X‖2
C
1
2 ([0,T ];L2p(ΩW ;Rd))
h
1+ 1
p
j .
(44)
For the estimate of Dr3 first recall the definition of g
r,r2 from (8). In addition,
we also insert the integral equation (13) for X(s) − X(tj−1) and obtain for all
s ∈ [tj−1, tj ]
Dr3(s) =
∫ s
tj−1
∂gr
∂x
(tj−1, X(tj−1))f(u,X(u)) du
+
m∑
r2=1
∫ s
tj−1
∂gr
∂x
(tj−1, X(tj−1))
(
gr2(u,X(u))− gr2(tj−1, X(tj−1))
)
dW r2(u),
where we also made use of the fact that the random matrix ∂g
r
∂x
(tj−1, X(tj−1)) is
FWtj−1 -measurable and is therefore interchangeable with the stochastic integral. By
the linear growth of f and the boundedness of ∂g
r
∂x
we then obtain the estimate
∣∣∣ ∫ s
tj−1
∂gr
∂x
(tj−1, X(tj−1))f(u,X(u)) du
∣∣∣ ≤ K˜fKg(1 + sup
t∈[0,T ]
|X(t)|)hj .
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Moreover, from the boundedness of ∂g
r
∂x
, the Ho¨lder and Lipschitz continuity of gr2 ,
and an application of Theorem 2.2 we also get for all r, r2 ∈ {1, . . . ,m} that∥∥∥ ∫ s
tj−1
∂gr
∂x
(tj−1, X(tj−1))
(
gr2(u,X(u))− gr2(tj−1, X(tj−1))
)
dW r2(u)
∥∥∥
Lp(ΩW ;Rd)
≤ CpK2gh
p−2
2p
j
(∫ tj
tj−1
EW
[(
(1 + |X(u)|)|u− tj−1|min( 12+γ,1)
+ |X(u)−X(tj−1)|
)p]
du
) 1
p
≤ CpK2g
(
1 + ‖X‖
C
1
2 ([0,T ];Lp(ΩW ;Rd))
)
hj ,
since 12 ≤ min(12 + γ, 1) and h
p−2
2p +
1
p
+ 12
j = hj . In sum, after integrating these
estimates over [tj−1, tj ] we obtain the estimate
‖Dr3‖Lp([tj−1,tj ]×ΩW ;Rd) ≤ Kg(K˜f + CpKg)
(
1 + ‖X‖
C
1
2 ([0,T ];Lp(ΩW ;Rd))
)
h
1+ 1
p
j .
(45)
Altogether, by combining (43), (44), and (45) and due to ‖X‖
C
1
2 ([0,T ];Lp(ΩW ;Rd))
≤
‖X‖
C
1
2 ([0,T ];L2p(ΩW ;Rd))
we finally arrive at
‖Gr‖Lp([tj−1,tj]×ΩW ;Rd) ≤ C
(
1 + ‖X‖2
C
1
2 ([0,T ];L2p(ΩW ;Rd))
)
h
min( 12+γ,1)+
1
p
j ,
for some constant C only depending on K˜f , Kg, p. Inserting this into (42) and (41)
then yields the assertion. 
Theorem 6.3. Let Assumptions 3.1 to 3.3 be satisfied with p ∈ [2,∞) and γ ∈
(0, 1]. Then, the residual Rh = Rh[X |pih ] defined in (33) of the exact solution X
can be estimated by
‖Rh‖S,p ≤ ‖X0h −X(0)‖Lp(Ω;Rd) + C
(
1 + ‖X‖2
C
1
2 ([0,T ];L2p(ΩW ;Rd))
)|h|min( 12+γ,1),
where the constant C ∈ (0,∞) only depends on T , p, m, K˜f , and Kg. In particular,
if X0h = X(0) = X0, then the drift-randomized Milstein method (9) is consistent of
order β = min(12 + γ, 1).
Proof. Let πh = {0 = t0 < t1 < . . . < tNh = T } be an arbitrary temporal grid with
maximum step size |h| ≤ min(1, T ). First recall the definition (33) of the residual
of X |pih for j ∈ {1, . . . , Nh}
R
j
h := R
j
h[X |pih ] = X(tj)−X(tj−1)− Φj(X(tj−1), τj).
We have to estimate Rh with respect to the Spijker norm ‖ · ‖S,p. To this end we
expand the residual by inserting (13) and (16). For j ∈ {1, . . . , Nh} we then have
R
j
h =
∫ tj
tj−1
f(s,X(s)) ds− hjf(tj−1 + τjh,X(tj−1 + τjh))
+ hj
(
f(tj−1 + τjh,X(tj−1 + τjh))− f(tj−1 + τjh,Ψjh(X(tj−1), τj))
)
+
m∑
r=1
Γj(r),
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where Γj(r) is the same as in Lemma 6.2. After summing over j ∈ {1, . . . , n} and
taking the Euclidean norm in Rd we get
∣∣∣ n∑
j=1
R
j
h
∣∣∣ ≤ ∣∣∣ ∫ tn
0
f(s,X(s)) ds−Qnτ,h[f(·, X(·))]
∣∣∣
+Kf
n∑
j=1
hj
∣∣X(tj−1 + τjh)−Ψjh(X(tj−1), τj)∣∣+ ∣∣∣
m∑
r=1
n∑
j=1
Γj(r)
∣∣∣,
where we also inserted the definition of the randomized quadrature rule Qnτ,h from
(22) and made use of the Lipschitz continuity of f . Next, we take the maximum
over all n ∈ {1, . . . , Nh} and apply the Lp(Ω)-norm. This yields the estimate
∥∥∥ max
n∈{1,...,Nh}
∣∣∣ n∑
j=1
R
j
h
∣∣∣ ∥∥∥
Lp(Ω)
≤
∥∥∥ max
n∈{1,...,Nh}
∣∣∣ ∫ tn
0
f(s,X(s)) ds−Qnτ,h[f(·, X(·))]
∣∣∣ ∥∥∥
Lp(Ω)
+Kf
Nh∑
j=1
hj
∥∥X(tj−1 + τjh)−Ψjh(X(tj−1), τj)∥∥Lp(Ω;Rd)
+
∥∥∥ max
n∈{1,...,Nh}
∣∣∣ m∑
r=1
n∑
j=1
Γj(r)
∣∣∣ ∥∥∥
Lp(Ω)
.
Next, from Assumption 3.2 it follows that the process Y (s) := f(s,X(s)), s ∈ [0, T ],
is Ho¨lder continuous with exponent ν = min(γ, 12 ). In particular,
‖Y ‖Cν([0,T ],Lp(ΩW ;Rd)) ≤ K˜f
(
1 + ‖X‖
C
1
2 ([0,T ],Lp(ΩW ;Rd))
)
.
Therefore, Theorem 4.1 is applicable and yields
∥∥∥ max
n∈{1,...,Nh}
∣∣∣ ∫ tn
0
f(s,X(s)) ds−Qnτ,h[f(·, X(·))]
∣∣∣ ∥∥∥
Lp(Ω)
≤ CT 12 K˜f
(
1 + ‖X‖
C
1
2 ([0,T ],Lp(ΩW ;Rd))
)|h|min( 12+γ,1),
since ν + 12 = min(
1
2 + γ, 1).
In addition, Lemma 6.2 ensures
∥∥∥ max
n∈{1,...,Nh}
∣∣∣ n∑
j=1
m∑
r=1
Γrj
∣∣∣ ∥∥∥
Lp(ΩW )
≤ C(1 + ‖X‖2
C
1
2 ([0,T ];L2p(ΩW ;Rd))
)|h|min( 12+γ,1).
Therefore, it remains to give an estimate for
∥∥X(tj−1 + τjh)−Ψjh(X(tj−1), τj)∥∥Lp(Ω;Rd)
≤
∥∥∥ ∫ tj−1+τjhj
tj−1
(
f(s,X(s))− f (tj−1, X(tj−1))
)
ds
∥∥∥
Lp(Ω;Rd)
+
m∑
r=1
∥∥∥ ∫ tj−1+τjhj
tj−1
(
gr
(
s,X(s)
)− gr(tj−1, X(tj−1)))dW r(s)∥∥∥
Lp(Ω;Rd)
,
(46)
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where we inserted (13) and (17). Then, by an application of Assumption 3.2 to the
first term on the right hand side in (46) we obtain∥∥∥ ∫ tj−1+τjhj
tj−1
(
f(s,X(s))− f (tj−1, X(tj−1))
)
ds
∥∥∥
Lp(Ω;Rd)
≤
(
Eτ
[
EW
[(∫ tj−1+τjhj
tj−1
∣∣f(s,X(s))− f (tj−1, X(tj−1)) ∣∣ds)p]]) 1p
≤ Kf
(
Eτ
[
EW
[( ∫ tj
tj−1
(
(1 + |X(tj−1)|)|s− tj−1|γ + |X(s)−X(tj−1)|
)
ds
)p]]) 1
p
≤ Kf
(
1 + ‖X‖
C
1
2 ([0,T ];Lp(ΩW ;Rd))
)
h
1+min(γ, 12 )
j .
Moreover, an application of Theorem 2.2 and Assumption 3.3 to the second term
on the right hand side of (46) yields∥∥∥ ∫ tj−1+τjhj
tj−1
(
gr
(
s,X(s)
)− gr(tj−1, X(tj−1))) dW r(s)∥∥∥p
Lp(Ω;Rd)
= Eτ
[
EW
[∣∣∣ ∫ tj−1+τjhj
tj−1
(
gr(s,X(s))− gr(tj−1, X(tj−1))
)
dW r(s)
∣∣∣p]]
≤ Cpph
p−2
2
j
∥∥gr(·, X(·))− gr(tj−1, X(tj−1))∥∥pLp([tj−1,tj ]×ΩW ;Rd)
≤ KpgCpph
p−2
2
j
∫ tj
tj−1
EW
[(
(1 + |X(tj−1)|)|s− tj−1|min( 12+γ,1)
+ |X(s)−X(tj−1)|
)p]
ds
≤ KpgCpp
(
1 + ‖X‖
C
1
2 ([0,T ];Lp(ΩW ;Rd))
)p
h
p
j ,
since h
p−2
2 +
p
2+1
j = h
p
j . Taking the p-th root and inserting this into (46) then yields∥∥X(tj−1 + τjh)−Ψjh(X(tj−1), τj)∥∥Lp(Ω;Rd)
≤ (Kf +mKgCp)
(
1 + ‖X‖
C
1
2 ([0,T ];Lp(ΩW ;Rd))
)
hj .
Altogether, we have shown that
‖Rh‖S,p = ‖X0h −X0‖Lp(Ω;Rd) +
∥∥∥ max
n∈{1,...,Nh}
∣∣∣ n∑
j=1
R
j
h
∣∣∣ ∥∥∥
Lp(Ω)
≤ ‖X0h −X0‖Lp(Ω;Rd) + C
(
1 + ‖X‖2
C
1
2 ([0,T ];L2p(ΩW ;Rd))
)|h|min( 12+γ,1).
This completes the proof. 
The proof of Theorem 3.8 is now a simple consequence of the above.
Proof of Theorem 3.8. Since the drift-randomized Milstein method is bistable (see
Theorem 5.5) we apply the bistability inequality (32) with Yh := X |pih . Then, an
application of Theorem 6.3 yields
‖Xh −X |pih‖p,∞ =
∥∥∥ max
n∈{1,...,Nh}
|Xnh −X(tn)|
∥∥∥
Lp(Ω)
≤ C2‖Rh[X |pih ]‖S,p
≤ C(1 + ‖X‖2
C
1
2 ([0,T ];L2p(ΩW ;Rd))
)|h|min( 12+γ,1),
as claimed. 
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7. Implementation and a numerical example
In this section the implementation of the randomized Milstein method is dis-
cussed and a numerical experiment is conducted.
Being an explicit method, the implementation of the drift-randomized Milstein
method is mostly straightforward. The only obstacle that needs to be treated
carefully is the simulation of the intermediate stochastic increments I
tj−1,tj−1+τjhj
(r)
for all r ∈ {1, . . . ,m} in the computation ofXj,τh in (9). In particular, it is important
that the additional information on the path of the Wiener process at the (random)
intermediate time point tj−1 + τjhj is also taken into account in the computation
of I
tj−1,tj
(r) and I
tj−1,tj
(r1,r2)
. This is ensured by the following step by step procedure:
(1) First simulate τj ∼ U(0, 1) and set θj := tj−1 + τjhj .
(2) Then simulate I
tj−1,θj
(r) and I
tj−1,θj
(r1,r2)
jointly for all r, r1, r2 ∈ {1, . . . ,m} as in
the case of the classical Milstein method, see for instance [17, Sec. 5.8].
(3) In the same way simulate I
θj ,tj
(r) and I
θj,tj
(r1,r2)
for all r, r1, r2 ∈ {1, . . . ,m}.
(4) Then we obtain I
tj−1,tj
(r) and I
tj−1,tj
(r1,r2)
from
I
tj−1,tj
(r) = I
tj−1,θj
(r) + I
θj ,tj
(r)
as well as (Chen’s relation)
I
tj−1,tj
(r1,r2)
= I
tj−1,θj
(r1,r2)
+ I
θj ,tj
(r1,r2)
+ I
tj−1,θj
(r1)
I
θj ,tj
(r2)
.
(5) Compute Xjh as defined in (9).
Listing 1 shows an implementation of method (9) in the case of a 1-dimensional
Wiener process (m = 1) in Python. This allows us to compute the iterated
stochastic increment Is,t(1,1) for s, t ∈ [0, T ], s < t, efficiently by the relationship
I
s,t
(1,1) =
1
2
(
(Is,t(1))
2 − (t− s)).
This algorithm is easily adapted to the case of multi-dimensional Wiener processes
if the coefficient functions gr1,r2 defined in (8) satisfy the commutativity condition
gr1,r2 = gr2,r1 for all r1, r2 ∈ {1, . . . ,m}. Compare further with [17, Sec. 10.3].
Listing 1. A sample implementation of (9) in Python
1 import numpy as np
2
3 def f ( t , x ) :
4 return [ . . . ]
5
6 def g ( t , x ) :
7 return [ . . . ]
8
9 def Dg g ( t , x ) :
10 return [ . . . ]
11
12 def RandMilstein ( pi h ,X0 ) :
13 # input : temporal g r i d pi h , i n i t i a l va lue X0
14 # output : one t r a j e c t o r y o f t he rand . Mi l s t e i n method
15
16 d = np . array (X0 ) . s i z e
17 h = np . d i f f ( p i h ) # vec tor o f s t ep s i z e s
18 N h = h . s i z e
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19 X h = np . z e r o s ( (N h+1, d) ) # a l l o c a t i n g X h
20 X h [ 0 , : ] = np . array (X0) # i n i t i a l condi t i on
21
22 for j in xrange (N h ) :
23 # step ( 1 ) :
24 t au j = np . random . rand ( )
25 t h e t a j = pi h [ j ] + tau j ∗h [ j ]
26 # step ( 2 ) :
27 I 1 = np . s q r t ( t au j ∗h [ j ] ) ∗ np . random . normal ( )
28 I 11 = ( I 1 ∗∗2 − t au j ∗h [ j ] ) / 2 .
29 # step ( 3 ) :
30 J 1 = np . s q r t ((1− t au j )∗h [ j ] )∗ np . random . normal ( )
31 J 11 = ( J 1 ∗∗2 − (1− t au j )∗h [ j ] ) / 2 .
32 # step ( 4 ) :
33 K 1 = I 1 + J 1
34 K 11 = I 11 + J 11 + I 1 ∗ J 1
35 # step ( 5 ) :
36 X tau = X h [ j , : ] + tau j ∗h [ j ]∗ f ( p i h [ j ] , X h [ j , : ] ) \
37 + g( p i h [ j ] , X h [ j , : ] ) ∗ I 1
38 X h [ j +1 , : ] = X h [ j , : ] + h [ j ]∗ f ( th e ta j , X tau ) \
39 + g( p i h [ j ] , X h [ j , : ] ) ∗ K 1 \
40 + Dg g ( p i h [ j ] , X h [ j , : ] ) ∗ K 11
41 return X h
Next, we consider the numerical solution of the scalar SDE{
dX(t) = (µ|X(t)|+ | sin(w1t)|) dt+ | cos(w2t)|X(t) dW (t), t ∈ [0, T ],
X(0) = X0,
(47)
where µ, w1 and w2 are real constants. It is easily verified that Assumptions 3.2 and
3.3 are fulfilled. In the experiment, we set µ = −0.01, w1 = 26π, w2 = 1, X0 = 1.1
and T = 1. We compare the numerical solution of (47) by the drift-randomized
Milstein scheme (9) and its classical counter-part. We approximate the error only at
the terminal time T = 1 with respect to the L2-norm by a Monte Carlo simulation
with 1000 independent samples. Hereby, the reference solution is obtained using
the randomized Milstein scheme with a finer step size of href = 2
−15T .
In Figure 1, we plot the root-mean-squared errors against the underlying step
size, i.e., the number n on the x-axis indicates the corresponding simulation is based
on the step size h = 2−nT . The finest step size here is 2−14T . The two sets of error
data are fitted with a linear function via linear regression respectively, where the
slope of the line indicates the average order of convergence. It is noted that the
classical Milstein scheme does not begin to converge until n = 6. The reason for
this is, that for any coarser (equidistant) step size larger than 2−6T the classical
Milstein scheme cannot distinguish the term | sin(w1t)| in the drift from the zero
function. In contrast, the randomized Milstein method shows better results already
for much coarser step sizes. The experimental order of convergence is 0.83 up to
n = 6 compared with the order 0.19 via classical Milstein. Note that afterwards the
error from classical method begin to shrink at a faster pace and eventually decay
at the same rate as randomized Milstein method.
Finally, we briefly compare the computational efficiency of the two methods.
Clearly, due to the additional computation of Xj,τh the randomized Milstein method
is (9) approximately twice as expensive as the classical one with the same step size.
We also observe this in our experiment, since the data points of the classical Milstein
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Figure 1. Numerical experiment for SDE (47): Step sizes versus L2 errors
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Figure 2. Numerical experiment for SDE (47): CPU time versus L2 errors
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method are shifted to the left in Figure 2, where the CPU times of these schemes
are plotted versus their accuracy. But due to its better accuracy the randomized
Milstein method is superior for all the step sizes larger than 2−6T . However, when
even smaller step sizes are considered, the error of the classical Milstein method
will quickly decrease to the level of the randomized one. In the scalar case the
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