Using a large sample of 38,478 star-forming galaxies selected from the Second Data Release of the Sloan Digital Sky Survey database (SDSS-DR2), we derive analytical calibrations for oxygen abundances from several metallicity-sensitive emission-line ratios:
INTRODUCTION
The chemical properties of stars and gas within a galaxy are a fossil record chronicling its history of star formation. Optical emission lines from H ii regions have long been the primary means of gas-phase chemical diagnostics in galaxies (Aller 1942; Searle 1971; reviews by Peimbert 1975; Pagel 1986; Shields 1990; Aller 1990; Peimbert, Rayo, & Torres-Peimbert 1975; Osterbrock 1989; de Robertis 1987) . Osterbrock (1989) thoroughly discusses the standard techniques for measuring the chemical properties of ionized gas, which require measurements of H and He recombination lines along with collisionally excited lines from one or more ionization states of heavy element species.
Oxygen is the most commonly used metallicity indicator in the interstellar medium (ISM) by virtue of its relatively high abundance and strong emission lines in the optical region of the spectrum (e.g., [ O ii]λ 3727 and [O iii]λλ4959, 5007). Ideally, the oxygen abundance is measured directly from ionic abundances obtained through a determination of the electron temperature (T e ) of the H ii region. This is known as the "T e −method" (Pagel et al. 1992; Skillman & Kennicutt 1993) . The ratio of a high-excitation auroral line such as [O iii] (1) Many calibrations of converting R 23 to 12+log(O/H) abundance have been published, including Pagel et al. (1979) , Pagel, Edmunds, & Smith (1980) , Edmunds & Pagel (1984) , McCall, Rybski, & Shields (1985) , Dopita & Evans (1986) , Torres-Peimbert, Peimbert, & Fierro (1989) , Skillman, Kennicutt, & Hodge (1989) , McGaugh (1991) , Zaritsky, Kennicutt, & Huchra (1994) , Kobulnicky et al. (1999, K99) , Pilyugin (2000 Pilyugin ( , 2001a , Tremonti et al. (2004, T04) , Salzer et al. (2005) and Kewley & Dopita (2002) (hereafter KD02) etc. Some calibrations have attempted to take the ionization parameters into account (e.g., McGaugh 1991; KD02 etc.) , but others have not. However, one problem is that the relationship between R 23 and 12+log(O/H) is double valued, with the transition between the upper metal-rich branch and the lower metal-poor branch occurring near 12+log(O/H)∼8.4 (logR 23 ∼0.8). Moreover, in many cases R 23 is unavailable due to the limit of wavelength coverage or the poor quality around one or some of the related lines. One can then use other various metallicity-sensitive strong-line ratios to estimate metallicities of galaxies, including [N ii] is available, these ratios are also useful for breaking the R 23 upper/lower branch degeneracy. We should notice that some of these strong-line ratios are also sensitive to interstellar reddening (e.g. N ii]/ [O ii]) or depend on the ionization parameter.
Some researchers have used T e -based abundance data to calibrate for some of these strong-line ratios, for example, Denicoló et al. (2002) (2005) also studied some calibrations from the collected 367 emission-line objects on the basis of the T e -based oxygen abundances, but they did not derive analytic calibrating relations. However, these observations are limited to modest samples, and only apply to some of the strongline ratios. The much larger consistent data set (several tens of thousands) from the recently released SDSS database could provide much more information about many of the strong-line ratio calibrations for metallicities of galaxies. KD02 used a combination of stellar population synthesis and photoionization models to calibrate several strong-line abundance diagnostics. In the KD02 models, strong line ratios are a function of both metallicity and ionization parameter. The ionization parameter, q, is a measure of the number of ionizing photons per atom at the inner boundary of the nebula. To determine both metallicity and ionization parameter, KD02 suggested a somewhat complicated iterative approach involving a number of line ratios. We advocate a simpler approach in this study. In Sect. 4 we compare the observed line ratios of a large sample of star-forming galaxies selected from the SDSS-DR2 to the predictions of the KD02 models and show that galaxies span a smaller range of q than used by KD02. We therefore ignore any explicit dependence of the line ratios on q, and use observational data to derive strong-line abundance calibrations which reflect the mean ionization parameter of the data at a given metallicity.
The SDSS-DR2 database is very well suited for this kind of study. There are a large number of galaxies at any given value of oxygen abundance between about 8.4 and 9.3, which makes it ideal for measuring correlations between metallicity and various strong-line ratios and for quantifying the scatter. We make use of the emission line data and metallicities described in Brinchmann et al. (2004) and Tremonti et al. (2004) which have been made publicly available on the web 4 . The oxygen abundances presented in Tremonti et al. (2004) were derived using Bayesian techniques to compare multiple strong emission lines to a grid of photoionization models (Charlot et al. 2006) . We use the R 23 metallicity calibration of Tremonti et al. to derive a fiducial oxygen abundance. We then examine correlations between the oxygen abundances and the observed several strong emission-line ratios:
/Hα, and [O iii]/Hβ, then derive new strong-line metallicity calibrations where appropriate. Our approach differs from the usual way in which abundance indicators are calibrated: 1) using samples of galaxies with direct (T e -based) abundances (e.g. Pagel et al. 1979; Pettini & Pagel 2004) ; 2) using photoionization model grids (e.g. McGaugh 1991; Charlot & Longhetti 4 http://www.mpa-garching.mpg.de/SDSS/ 2001; KD02). Our calibrations are valid for high metallicity (12+log(O/H) > 8.4) galaxies, where the T e -based abundances are only available for a handful of objects (Bresolin et al. 2004 (Bresolin et al. , 2005 Garnett et al. 2004a,b) . We note that our calibrations may be subject to the same systematic uncertainty as the models. For comparison, we use the R 23 calibration of McGaugh (1991) (as Kobulnicky et al. 1999) to derive the fiducial metallicities as well.
We also estimate the log(N/O) abundance ratios of these sample galaxies by using the algorithm given by Thurston et al. (1996) , including the estimated temperature in the [N ii] emission regions. This will be the first such large sample for the observed log(N/O) abundances, and will be useful for understanding the "primary" or "secondary" origin of nitrogen. Specially, the strength of the SDSS dataset is that there are a large number of galaxies at any given value of oxygen abundance between about 8.4 and 9.3. This makes it ideal for quantifying the scatter in various trends.
This paper is organized as follows: the sample selection and R 23 -derived oxygen abundances are described in Sect.2; Sect.3 shows the derived calibrations of the linear and/or third-order polynomial fits from the observational relations of 12+log(O/H) versus the various strong emission-line ratios; these observational relations are compared with the photoionization models of KD02 in Sect.4; The log(N/O) abundance ratios of the sample galaxies are given in Sect.5; and we conclude in Sect.6.
SAMPLE SELECTION, AND R 23 -DERIVED OXYGEN

ABUNDANCES
The data analyzed in this study are drawn from the SDSS-DR2 (Abazajian et al. 2004 ). These galaxies are part of the SDSS "main" galaxy sample used for largescale structure studies (Strauss et al. 2002) . We select the sample galaxies having Petrosian r magnitudes in the range 14.5< r <17.77 mag after correction for foreground Galactic extinction using the reddening maps of Schlegel et al. (1998) , which yields 193,890 objects from the total of 261,054 objects.
We only consider galaxies whose metallicities have been estimated by Tremonti et al. (2004) , leaving 50,385 galaxies. They selected star-forming galaxies using the criteria given by Kauffmann et al. (2003b) following the traditional line diagnostic diagram of [N ii]/Hα vs.
[O iii]/Hβ which has been used by Baldwin, Phillips, Terlevich (1981, BPT) , Veilleux & Osterbrock (1987) and Kewley et al. (2001) etc. Tremonti et al. (2004) discussed the weak effect of the 3 ′′ aperture of the SDSS spectroscopy on estimated metallicities of the sample galaxies with redshifts 0.03 < z < 0.25. Kewley et al. (2005) further recommended that, to get reliable metallicities, redshifts z > 0.04 are required for the SDSS galaxies to ensure a covering fraction >20% of the galaxy light. Thus, we select the galaxies with redshifts 0.04 < z < 0.25, which then leaves 40,693 objects.
We only consider the objects for which fluxes have been
in the study in Sects. 3.5, 3.6). It leaves 40,293 objects (39,919 if the [S ii]6717,6731 are included to be considered as well). Also, the sample objects should have higher S/N ratios by requiring them to have lines of Hβ, H α, and [N ii]6583 detected at greater than 5σ. It leaves 39,029 objects.
The oxygen abundances of the sample galaxies were estimated using the R 23 method. The emission-line fluxes must first be corrected for dust extinction. The extinction correction of the sample galaxies are derived using the Balmer line ratio Hα/Hβ: assuming case B recombination, with a density of 100 cm −3 and a temperature of 10 4 K, and the predicted intrinsic ratio of Hα/Hβ is 2.86 (Osterbrock 1989) , with the relation of
Using the average interstellar extinction law given by Osterbrock (1989), we have f (Hα) − f (Hβ)=−0.37. Then, the extinction parameter A V is calculated following Seaton (1979) :
1.47 (mag). R= 3.1 is the ratio of the total to the selective extinction at V . The emission-line fluxes of the sample galaxies have been corrected for this extinction. For the 311 data points with A V <0, we assume their A V =0 since their intrinsic Hα/Hβ may be lower than 2.86. Tremonti et al. (2004) used the approach outlined by Charlot et al. (2006) , which consists of estimating metallicities statistically, based on simultaneous fits of all the most prominent emission lines
with a model designed for the interpretation of integrated galaxy spectra. Here, we use the corresponding emission-line fluxes to directly get dust extinction-corrected R 23 values first, and then adopt the calibration given by Tremonti et al. (2004) (their eq.1: 12 + log(O/H) = 9.185 − 0.313x − 0.264x 2 − 0.321x 3 , with x = logR 23 ) to estimate the 12+log(O/H) abundances for our sample galaxies, which we denote as 12+log(O/H) R23 . This calibration is only appropriate to the metal-rich branch. The consistency of these two estimates is shown in Fig. 1 . The solid line is the line of equality, and the two dashed lines are ±0.15 dex discrepancies from the line of equality. We notice that, for about 260 data points with 12 + log(O/H) < 8.5 estimated by Tremonti et al. (2004) , our R 23 -derived abundances are higher than those of Tremonti. All of these galaxies have -1.2<[N ii]/Hα<-0.8 (see Fig. 3a ), which implies that they are metal poor galaxies on the lower R 23 branch. Because the calibration of Tremonti et al. is only suitable for the upper branch, we select the galaxies having 8.4<12+log(O/H)<10 (39,006 objects). We also require the two metallicity estimates to be consistent to ±0.15 dex, which leaves a final sample of 38,478 galaxies.
If a histogram distribution of the 12+log(O/H) R23 is presented, it will show a range of 8.4<12 + log(O/H) <9.3 with a peak around 12+log(O/H)=9.0 and an increasing gradient-like distribution following the increasing abundance from 8.4 to 9.1. Among these selection criteria, only the 0.04 lower limit of redshift, the 8.4<12+log(O/H)<10 and the 0.15 dex discrepancy were not considered by Tremonti et al. (2004) , others are the same.
DERIVING CALIBRATIONS FOR OXYGEN ABUNDANCES FROM THE OBSERVATIONS OF THE SDSS GALAXIES
We derive the analytic linear least squares and/or third-order polynomial fits from the observed relations of 12+log(O/H) R23 versus "strong-line" ratios of the SDSS sample galaxies: Kobulnicky et al. (1999 , from McGaugh 1991 , and 12+log(O/H) T 04 , the Bayesian abundances given by Tremonti et al. (2004) . All the calibration coefficients and the rms derivations have been given in Table 1 . 12+log(O/H) K99 is a bit lower than the other two, less than ∼0.1 dex lower. In this paper, we only plot the calibration results of 12+log(O/H) R23 versus line ratios as representatives.
The derived calibrations in this paper are only appropriate for the metal-rich galaxies (12+log(O/H)>8.4), because the metallicities of these SDSS sample galaxies are in the range of 8.4<12+log(O/H)<9.3. The corresponding ranges of the various related strong-line ratios will be given in consequent subsections and Table 1. We omit the galaxies with lower metallicities, 12+log(O/H)<8.4, in calibrations, and leave them to future work.
3.1. Aperture effects in the SDSS Aperture bias is clearly important when comparing metallicities measured in the central regions of galaxies to "global" quantities such as the luminosity (Kewley et al. 2005) . The main question here is if the relation between the metallicity and the ionization parameter is the same in nuclear and global spectra. To estimate the aperture effect on the metallicity estimates, we compare our results about the SDSS galaxies with those of the local Nearby Field Galaxy Survey (NFGS) galaxies from Jansen et al. (2000a,b) . Jansen et al. (2000b) have published the emission-line fluxes from both the integrated and nuclear spectra of their galaxies. We calculated their 12+log(O/H) vs. [N ii]/Hα relations from their integrated and nuclear spectra, respectively, by using the same method as we adopted for the SDSS galaxies.
We select 38 galaxies from the sample of Jansen et al. (2000b) following the criteria: 1) having the related fluxes for both the integrated and nuclear spectra available; 2) confirming that they are star-forming galaxies by adopting the same criterion of Kauffman et al. (2003b) as we used for the SDSS galaxies; 3) using the same calculation method as for the SDSS galaxies, for example, for estimating A V and deriving (O/H) abundances etc. Fig. 2 shows the comparison with the NFGS galaxies from the integrated spectra (the stars) and the nuclear spectra (the open squares). It is clear that all the data points from the nuclear spectra follow the SDSS galaxies very well, but some data points from the integrated spectra show lower 12+log(O/H) at a given [N ii]/Hα value, ∼0.1-0.2 dex lower. Fig. 2 may suggest a relatively lower ionization parameter for the outskirt regions of galaxies, but this conclusion is limited by the small number of galaxies with integrated spectra. Therefore, these calibrations from SDSS galaxies may be more suitable to the nuclear spectra of galaxies.
12+log(O/H) versus [N ii]/Hα
The [N ii]/Hα ratio is sometimes used to estimate metallicities of galaxies since it is not affected very much by dust extinction due to their close wavelength positions (see Pettini & Pagel 2004) . The near infrared spectroscopic instruments, which were developed, can gather these two lines from the galaxies with intermediate and high redshifts.
Metallicity calibrations of log([N ii]λ6583/Hα) (the N2 index) can be found in Storchi-Bergmann, Calzetti, & Kinney (1994) and Raimann et al. (2000) . Recently, Denicoló et al. (2002) presented an analytical linear formula by fitting the relation of a combined sample of 108 metal-poor galaxies (their O/H abundances were estimated from T e ) and 128 metal-rich galaxies (their O/H abundances were estimated from (valid in the range of −2.5 < N 2 < −0.3).
Here we present the relation of N2 index to (O/H) R23 for the 38,478 SDSS star-forming galaxies, and derive a corresponding calibration from these metal-rich galaxies. .0, and then, the galaxies having 12+log(O/H)> 9.0 show a slightly decreasing N2 index. This trend can be understood as follows: when the secondary production of nitrogen dominates, at somewhat higher metallicity, the [N ii]/Hα line ratio continues to increase, despite the decreasing electron temperature; eventually, at still higher metallicities, nitrogen becomes the dominant coolant in the nebula, and the electron temperature falls sufficiently to ensure that the nitrogen line weakens with increasing metallicity (KD02). This is the first large sample to show this turnover relation between N2 and 12+log(O/H) at the very metal-rich region. An analytical third-order polynomial fit to the median-value points can be given in Fig. 3a as the solid line:
(3) The fitting coefficients a0, a1, a2 and a3 are given in Table 1 , as well the rms derivation (σ=0.058 dex) for the data points from the fitting relation. This fit is obtained from the data points with −1.2 < N 2 < −0.2 and 8.4< 12+log(O/H)<9.3. The two dashed lines describe the discrepancy of 2σ. A linear fit does not work well for these relations.
However, we should notice that this calibration could result in large uncertainty when 12+log(O/H)>9.0 because of the turnover of N2 index versus O/H in the very metal-rich region. Thus, we re-derive a third-order polynomial fit for this calibration for the part of sample galaxies having 8.4<12+log(O/H)<9.0. We also re-derive the calibrations of the N2 index to 12+log(O/H) K99 (the dot-long-dashed line in magenta color in Fig. 3a ) and 12+log(O/H) T 04 . All the fitting coefficients and the rms derivation σ values are given in Table 1 .
In Fig. 3a we compare our calibration of [N ii]/Hα vs. 12+log(O/H) with other two calibrations published recently, as shown by the long-dashed and the dotted lines in Fig. 3a . The long-dashed line represents the linear least squares fit given by Denicoló et al. (2002) for the whole sample of their 236 galaxies. The dotted line refers to the linear least squares fit obtained by Pettini & Pagel (2004) from their 137 sample galaxies. Both of these two calibrations show relatively lower O/H abundance compared to ours at a given N2 index, especially at the very metal-rich part.
The difference from Pettini & Pagel (2004) is easily understood since they only select metal-poor galaxies with T e measurements, except four metal-rich and two metalpoor ones. The fit for these metal-poor galaxies can be directly extrapolated to the metal-rich region and results in a lower O/H at a given [N ii]/Hα value there. This may be related to the suggestion of Kennicutt et al. (2003) , who pointed out that the abundance estimates from T e method are systematically lower by 0.2-0.5 dex than those derived from the strong-line "empirical" abundance indicators, when the latter are calibrated with theoretical photoionization models. Denicoló et al. (2002) analyzed their metal-poor and metal-rich galaxies together and used the calibration of Kobulnicky et al. (1999) for converting R 23 to O/H for most of the metal-rich galaxies. Their fig.1 shows that most of the metal-rich samples indeed lie on the left-top side of the fitting line. If only their metal-rich galaxies were considered to derive a calibration, it will predict a higher oxygen abundance at a given [N ii]/Hα ratio than that they derived from the combined sample. To be clear, we re-derive the [N ii]/Hα and 12+log(O/H) values for their metal-rich sample galaxies taken from Terlevich et al. (1991) , in which the fluxes of the related lines were given as a table. The open triangles in Fig. 3a present the H ii galaxies from Terlevich et al. (1991) by using the same calibration as ours for the SDSS galaxies. The two samples show consistency. And the data of Terlevich et al. (1991) show more scatter, perhaps it comes from the different slit widths and resolutions used in different runs with different telescopes. Pettini & Pagel (2004) presented one such calibration by doing linear least squares fitting for a sample of 65 (from the 137) galaxies in the range of −1 < O3N 2 < 1.9. They obtained a calibration of 12 + log (O/H) = 8.73 − 0.32 × O3N 2.
We can obtain such a calibration from the large sam-ple of SDSS galaxies. Fig. 3b shows the R 23 -derived 12+log(O/H) versus O3N2 relations for our sample galaxies. The solid line gives a linear least squares fit:
with the coefficients b0 and b1 given in Table 1 , as well as the rms derivation. The two dashed lines show the discrepancy of 2σ. The dotted line refers to the fit of Pettini & Pagel (2004) for their 65 metal-poor galaxies, which gives lower O/H than that of our samples at a given O3N2 value; about 0.1 dex lower. The reason may be that the galaxies with T e -abundances were mainly used in their study.
To get a better fit for the details of the relation, a thirdorder polynomial fit is obtained and shown as the longdashed line in Fig. 3b , which revises the linear equation slightly. The corresponding fitting coefficients of a0, a1, a2 and a3 are given in Table 1 with the same meaning as Eq. (1), as well as the rms derivation. These linear and three-order polynomical calibrations were obtained from the sample galaxies with 8.4< 12+log(O/H) <9.3 and -0.7 <O3N2< 1.6. The obvious advantages of using the [N ii] and [O iii] lines is that they are unaffected by absorption lines originating from the underlying stellar populations, they lie close to Balmer lines that can be used to eliminate errors due to dust reddening, and they both are strong and easily observable in the optical band. A third-order polynomial fit will revise the fitting equation slightly. The coefficients of the two fits and the rms derivation σ of the data to the line are given in Table 1 Fig. 3d shows these observed results, which can be explained by a linear least squares fit and is given as the solid line. The two dashed lines show the 2σ discrepancy. To get a more detailed fit, a third-order polynomial fit has been obtained (the long-dashed line in Fig. 3d) , which revises the relation slightly. The coefficients of the two fits and the rms derivations are given in Table 1, as well the appropriate ranges of 12+log(O/H) and log([N ii]/[S ii]). The fitting formulas follow the same format as Eq. (2) and Eq.
(1).
It shows that the 12 + log(O/H) abundances of the sample galaxies increase with their log([N ii]/[S ii]) ratios. The reason may be that at high metallicity, nitrogen is a secondary nucleosynthesis element and sulphur is a primary process element (KD02). Both lines have similar excitation potential since they are close to each other in wavelength. Fig. 3e shows that these data points show a double-valued distribution: because of the turnover around 12+log(O/H)∼8.9-9.0, there will be double-valued oxygen abundances at a given [S ii]/Hα ratio. Thus, it is difficult to fit a simple and useful analytic formula from these observational data.
We should notice that the [S ii]/Hα ratio has never been suggested or used as a metallicity indicator, because it is far more sensitive to ionization (see Sect.4) 
12+log(O/H) versus [O iii]/Hβ
The [O iii]4959,5007/Hβ ratios can also be used to estimate the metallicities of galaxies. This was called "R 3 method" (Edmunds & Pagel 1984) , and was shown as: R 3 = 1.35 × (I [OIII]5007 /Hβ), and then, log(O/H) = −0.69 × logR 3 − 3.24, with a range of -0.6 ≤ logR 3 ≤ 1.0 (Vacca & Conti 1992) .
Here we present a new calibration for this ratio vs. O/H derived from the SDSS sample galaxies (Fig. 3f) . The linear least squares and the third-order polynomial fits are obtained, and given as the solid and the longdashed lines in Fig. 3f , respectively. The coefficients of the two fits and the rms derivations are given in Ta has the lowest rms derivation. These calibrations from strong-line ratios to metallicities can be used to calibrate oxygen abundances of galaxies in future studies.
COMPARISON WITH THE PHOTOIONIZATION MODELS
Our strong-line calibrations are in good qualitative agreement with those of KD02. For example, both calibrations show a turnover of [N ii]/Hα near 12+log(O/H)∼9.0. One major difference is that KD02 provided strong-line calibrations for seven different values of the ionization parameter, whereas we assume no explicit ionization parameter dependence. Our approach will be less accurate in some cases, but it is necessary when only a few emission lines can be measured and there is too little information to determine both ionization parameter and metallicity. It is also unclear that the full range of ionization parameters used in the KD02 models are required by the data. We explore this in Fig. 4 , where we plot the relations between R 23 and other strong line ratios in the SDSS data and overlay the KD02 model grids. Fig. 5 also gives the similar information.
In Figs. 4a-f , the y-axis log(R 23 ) is plotted from the lower to the higher values, which corresponds to an increasing trend of metallicity for the galaxies in the metal-rich branch. The seven lines in each plot represent the model results of KD02 for ionization parameters q = 5 × 10 6 , 1 × 10 7 , 2 × 10 7 , 4 × 10 7 , 8 × 10 7 , 1.5 × 10 8 , and 3 × 10 8 cm s −1 , respectively. From the dotted line to the solid line, the ionization parameters increase orderly. The lines in Figs. 4a-f start from 12+log(O/H)=8.4 for the metal-rich branch, and the turn-over trend of the model grids at the low-metallicity end corresponds to the turnover of log(R 23 ) itself from the metal-rich to the metal-poor branches. 6 cm s −1 is too low to explain the distribution of these star-forming galaxies. Most of the sample galaxies fall in the range of ionization parameter q from 1 × 10 7 to 8 × 10 7 cm s −1 , which is narrower than the range proposed by the models. ratios are affected strongly by dust extinction inside the galaxies. We will discuss this in Fig. 8 and in the last paragraph of this section. 
log([N ii]/[S ii]). It shows that the [N ii]/[S ii
] ratios of the sample galaxies increase with the decreasing log(R 23 ) (the increasing metallicities), which is consistent with the general trend of the models. However, the fact is that these SDSS data points show relatively lower log(R 23 ) (higher metallicities) than the model predicts at a given [ 
log([N ii]/[O iii]), log([N ii]/[O ii])
and log(R 23 ), since KD02 did not give a direct formula for this calibration.
These SDSS sample galaxies follow the trend of the model results well, meaning the log([O iii]4959,5007/Hβ) ratios decrease following the decreasing log(R 23 ) (the increasing metallicities). This ratio depends strongly on the ionization parameter. Most of the data points are in a range of q = 1 × 10 7 cm s −1 to 8 × 10 7 cm s −1 , except in the very metal-rich region with log(R 23 )<0.2.
Figs. 4a,b,f show that these star-forming galaxies have a relatively narrower range of ionization parameter q than the range proposed by the photoionization models of KD02. The actual range of q of these galaxies is 1 × 10 7 −8 × 10 7 cm s −1 , narrower than the range of models, q = 5 × 10 6 −3 × 10 8 cm s −1 . We do not consider Figs fig.7 ). The model grids are taken from Kewley et al. (2001) 6 , their instantaneous zero-age starburst models based on the PEGASE spectral energy distribution (SED), which are the most appropriate to use to model H ii regions (KD02), and show informa-tion about both metallicity and q. This diagram shows that these nearby star-forming galaxies have metallicities Z = 0.2 − 2.0Z ⊙ , and the actual ionization level of their ionized gas have ionization parameters in the range of q = 1 × 10 7 to 8 × 10 7 cm s −1 with some exceptions at the very metal-rich end.
Indeed, the parameter q is related to the ionization parameter U by dividing the speed of light c: U = q/c, which is more commonly used (e.g. McGaugh 1991). Therefore, the ionization parameters of KD02's models correspond to a range from logU =−3.78 to logU =−2. Our Figs. 4a,b,f show that the actual range of ionization parameters of these SDSS sample galaxies are from about logU =−3.5 to −2.5. This range is also consistent with what found by Dopita et al. (2000) for the extragalactic H ii regions.
We also compare these SDSS star-forming galaxies with the dwarfs from is insensitive to ionization parameters, logR 23 is, so this plot can help to understand the evolutionary status of these sample galaxies. It is clear that these SDSS galaxies follow the metal-rich spirals well, but the dwarfs probe a metallicity range not covered by the SDSS galaxies− only very few dwarfs have 12+log(O/H)>8.4.
We should notice that dust extinction will seriously affect the metallicity calibration from the line ratio of
is strongly affected by dust extinction. Fig. 7 shows the results without extinction correction for [N ii]/[O ii] for our sample galaxies, which shows a much wider distribution, and is quite far moved from KD02's model results. The comparison between Fig. 7 and Fig. 4c shows that: 1) the dust extinction in these SDSS galaxies could not be omitted; 2) the extinction coefficients of the individual galaxies are quite different, thus, the data can show large scatter when the dust extinction inside the individual galaxies were not estimated properly. 
NITROGEN-TO-OXYGEN ABUNDANCE RATIOS
It is possible to estimate the N abundances of galaxies from strong optical emission lines, which can help to understand the origin of nitrogen.
The basic nuclear mechanism to produce nitrogen is well understood -it must result from CNO processing of oxygen and carbon in hydrogen burning. However, the nucleosynthetic origin of nitrogen has a "primary" and a "secondary" component, which is still in debate. If the "seed" oxygen and carbon are those incorporated into a star at its formation and a constant mass fraction is processed, then the amount of nitrogen produced is proportional to the initial heavy-element abundance, and the nitrogen synthesis is said to be "secondary". If the oxygen and carbon are produced in the star prior to the CNO cycling (e.g. by helium burning in a core, followed by CNO cycling of this material mixed into a hydrogenburning shell), then the amount of nitrogen produced may be fairly independent of the initial heavy-element abundance of the star, and the synthesis is said to be "primary" (Vila-Costas & Edmunds 1993) . In general, primary nitrogen production is independent of metallicity, while secondary production is a linear function of it.
From a theoretical point of view, the secondary production of nitrogen should be common to stars of all masses, whereas the primary production should arise only from intermediate-mass stars (4 < M/M ⊙ < 8) undergoing dredge-up episodes during the asymptotic giant branch evolution. In particular, when the third dredgeup is operating in conjunction with the burning at the base of a convective envelope (hot-bottom burning), primary nitrogen can originate (Renzini & Voli 1981; Matteucci 1986) . The large set of database of galaxies from SDSS must provide important information on the nucleosynthetic origin of nitrogen. The N/O ratio as a function of O/H is the basic method to study the N abundance of galaxies.
The method and results
Firstly, we use the formula given by Thurston et al. (1996) to estimate the electron temperature in the [N ii] emission region (T [NII] ) from logR 23 :
where x=log(R 23 ), T [NII] is in units of K. This formula was derived from the data points with about -0.6<logR 23 <0.8, and 5000K<T [NII] <10000K (see fig.1 of Thurston et al. 1996) . O + , and using the convenient formula based upon a five-level atom calculation given by Pagel et al. (1992) and Thurston et al. (1996): log(
where t [N II] = 10 −4 T [NII] . We consider the flux of [N ii]λ6548 is equal to one-third (0.333) of that of the [N ii]λ6583 in calculations. Fig. 8 gives the log(N/O) vs. 12+log(O/H) relations for our sample galaxies. We also plot models for the primary and secondary origin of nitrogen taken from Vila-Costas & Edmunds (1993) : the dot-dashed line refers to the "primary" component, the long-dashed line refers to the "secondary" component, and the solid line refers to the combination of the two components. The log(N/O) abundances of the sample galaxies are consistent with the combination of the "primary" and "secondary" components, but the secondary one dominates in these metal-rich galaxies. This result is similar to the previous studies, e.g. Shields et al. (1991) , VilaCostas & Edmunds (1993) , Contini et al. (2002) , and Kennicutt et al. (2003) . In addition, 67 H ii regions in 21 dwarf irregular galaxies taken from van Zee & Haynes (2006) are also plotted in Fig. 8 as triangles. The log(N/O) abundances of these dwarf irregulars are dominated by the "primary" component. The SDSS galaxies with 8.0<12+log(O/H)<8.5 in the metallicity transition region are also presented as the stars in Fig. 8 . They are just distributed in the region between the H ii regions in dwarf irregulars and the metal-rich galaxies.
The analyses and discussions
The SDSS sample galaxies show increasing log(N/O) abundance ratios following increasing 12+log(O/H) abundances. The behavior of N/O with increasing metallicity provides clues about the chemical evolution history of the galaxies and the stellar populations responsible for producing oxygen and nitrogen. Oxygen is mainly produced in short-lived, massive stars, and is ejected to the ISM by Type II supernova explosions (SNe). In addition, nitrogen is mainly produced in the long-lived, intermediate-and low-mass stars, and is ejected to ISM through stellar wind. In particular, the burning at the base of the convective envelope (hot-bottom burning) and in conjunction with the third dredge-up process in intermediate-mass stars contribute an important fraction of nitrogen (Renzini & Voli 1981; van den Hoek & Groenewegen 1997; Liang et al. 2001; Henry et al. 2000) . Therefore, nitrogen will be delayed in its release into the ISM as compared to oxygen. Contini et al. (2002) analyzed the delayed release of nitrogen. As they discussed, during a long period of quiescence, intermediate-mass star evolution will significantly enrich the galaxy in nitrogen but not in oxygen; during starburst, however, N/O drops while O/H increases as the most massive stars begin to die and supernovae release oxygen into the ISM. A few tens of Myr after the burst, the massive stars producing oxygen will be gone. Then N/O will rise again as intermediate-mass stars begin to contribute to the primary and secondary production of nitrogen. A galaxy undergoing successive starbursts will make the N/O ratio increase following the increasing O/H abundance. However, the increasing N/O following O/H in the metal-rich region does not have to require star formation to occur in periodic starbursts. Rather, as long as the recent star formation activity is less than the past star formation rate, the delayed release of nitrogen from the aggregate intermediate mass stellar population will slowly increase the N/O ratio since it is not balanced by additional production of oxygen in high mass stars (van Zee & Haynes 2006) .
One fact in Fig. 8 should be noticed: when the O/H increases to be 12+log(O/H)∼9.0, the slope of the increase of log(N/O) becomes steeper, i.e. the log(N/O) shows an upturn trend at higher metallicities than 12+log(O/H)∼9.0, or O/H then saturates for the increasing N/O. The main reason for this may be that the sensitivity of R 23 to metallicity saturates somewhat at a high metallicity. To understand more about this, we rederive the relations of log(N/O) versus the other two sets of R 23 -derived oxygen abundances, 12+log(O/H) K99 and 12+log(O/H) Z94 . The later one is derived from the conversion of R 23 to 12+log(O/H) given by Zaritsky et al. (1994) . They show the same trend as 12+log(O/H) R23 . We then take the Bayesian estimates of 12+log(O/H) T 04 from Tremonti et al. (2004) to replace the R 23 -derived oxygen abundances to present the N/O vs. O/H relations of the sample galaxies. The results are given in Fig. 9 . The saturation of 12+log(O/H) to log(N/O) becomes much weaker now. This confirms that the saturation of O/H to N/O at the metal-rich end mainly comes from the insensitivity of R 23 to 12+log(O/H) there. Indeed, our Fig. 1 has shown this saturation of R 23 -derived oxygen abundances at the high metallicity end. That may mean that the upturn in N/O at high abundance is not physical.
From the comparisons above, we should note that care should be taken in interpreting features in the N/O vs. O/H diagram because of systematic uncertainties in metallicity calibration. If we use T e rather than strongline calibrations, O/H would be lower but N/O would not be much affected since it has only a weak dependence on T e . The net effect would be a shift of the data to the left in Figs. 8,9. The data points will then be more consistent with the H ii regions in M101 studied by Kennicutt et al. (2003) fig.3b ).
In addition, dust extinction is a very important factor affecting the estimated (N/O) abundances, as well as the O/H abundances. It can be understood from Fig. 7 (by comparing with Fig. 4c ). The dust extinction of these SDSS sample galaxies has been considered when deriving their abundances. Moreover, it is a homogeneous sample taken from one single facility using the same set-up, which minimizes the systematic errors from observation runs, and the [N ii]/[O ii] ratio is almost independent of the ionization parameter (KD02). Therefore, these SDSS data points would not show much spread in the N/O vs O/H relations due to observational errors. The observational scatter of these galaxies are about 0.062 dex estimated from Fig. 9 .
The scatter in the observed log(N/O) vs. log(O/H) relation is relatively small. Nevertheless, we can use our large dataset to see if the residuals correlate with any physical properties of galaxies. If the release of nitrogen is indeed delayed with respect to oxygen, we might expect to find a correlation between the N/O residuals and the stellar birthrate, which is the ratio of the present to past average star formation rate (SFR). The equivalent widths of Hα emission lines, log(EW(Hα)), provides a good proxy for the stellar birthrate ). Fig. 10 shows the relation between log(N/O) residual and the log(EW(Hα)) for the sample galaxies. log(N/O) residual is the N/O abundance having its dependence on O/H abundances been removed. To do so, first we obtain a linear least squares fit for the relation between log(N/O) vs. 12+log(O/H) T 04 for the sample galaxies, then the observed log(N/O) abun-dances were subtracted by the fitted values predicted by this linear relation. Fig. 10 shows that the log(N/O) abundances decrease following the increasing EWs(Hα) for these galaxies. The solid line refers to a linear least squares fit for this observed relation with a rms ∼0.057: log( N O ) residual = −0.102 × log(EW(Hα)) + 0.140. (7) This relation means that the log(N/O) increases following the decreasing star formation rates, which is consistent with the suggestion of van Zee & Haynes (2006) for the relation between log(N/O) and B-V colors for their dwarf galaxies. They suggested that the high N/O ratio are correlated with redder systems and decreasing star formation rates.
CONCLUSION
We have use the observational data of a large sample of 38,478 star-forming galaxies selected from SDSS-DR2 to derive oxygen abundance calibrations of 12+log(O/H) versus several metallicity-sensitive emission-line ratios,
/Hα, and [O iii]/Hβ. These calibrations are very useful when the "T e -method", the most accurate method, and the empirical "R 23 -method" are not available to estimate oxygen abundances of galaxies. In addition, they can overcome the "double-valued" drawback of the R 23 -method.
We fit the observed relations with a linear least squares fit and/or a third-order polynomial fit. All the fitting coefficients and the rms derivations (0.032-0.078 dex) have been given in Table 1 . When we only select the sample galaxies with higher signal-to-noise ratio emission lines, e.g. >10σ, the rms derivations only have small changes, which means that probably most of the scatter is intrinsic and not an artifact of observational errors. The scattering of the data points mainly come from the different ionization parameters in the individual galaxies, which is confirmed by the smallest rms value of [N ii]/[O ii] ratio, which is independent on the ionization parameters. Such a large sample of galaxies can show some information never before obtained from much smaller samples, for example, the turnover of the relations between 12+log(O/H) versus [N ii]/Hα at 12+log(O/H)>9.0.
Among these calibrations, the [N ii]/[O ii] ratio should be the best one for metallicity calibration in the metalrich branch (same as KD02) because it shows a monotonical increase following the increasing metallicity and less scatter than other line ratios, and it is independent of the ionization parameter. However, dust extinction must be estimated properly before using this calibration indicator because of the blue line galaxies. We should notice that the derived calibration will result in a higher 12+log(O/H) abundance at a given [N ii]/Hα ratio than those of Pettini & Pagel (2004) and Denicoló et al. (2002) . The main reason for this difference may be due to the discrepancy between the metallicity estimates from the T e -method and R 23 -method.
The resulting calibrations are more suitable for luminous and metal-rich galaxies since they have metallicities in the range 8.4< 12+log(O/H) R23 <9.3. Because our calibrations are derived from SDSS data, they will be best suited for data which samples the inner few kiloparsecs of galaxies rather than the whole disk. This aperture effect is most significant for line ratios with a strong dependence on ionization parameter (e.g.
The observed calibration relations are compared with the photoionization models from KD02, which generally show good consistent trends, including the turnover trend of [N ii]/Hα at the metal-rich end, the independence of [N ii]/[O ii] on ionization parameter, etc. However, most of these sample galaxies are distributed in a narrower range of the ionization parameter q than the models. The actual range of q is from 1 × 10 7 to 8 × 10 7 cm s −1 , i.e., logU =-3.5 to -2.5, but the models cover from q = 5 × 10 6 to 3 × 10 8 cm s −1 , i.e., logU =-3.78 to -2. Another contribution of this work is that we obtained the log(N/O) abundance ratios for this large sample of SDSS star-forming galaxies with 8.4< 12+log(O/H)<9.3. Their log(N/O) abundances are consistent with the combination of the "primary" and "secondary" components of nitrogen, but the "secondary" one dominates at high metallicities. The increasing log(N/O) abundances that follow the increasing metallicities for these metal-rich galaxies can be the prediction of continuous but declining star formation rates, which is confirmed by the linear relation with a negative slope of the log(N/O) residual versus log(EW(Hα)). The scatter of these observational data are ∼0.062 dex in the log(N/O) versus 12+log(O/H) relations. However, we should notice that dust extinction strongly affects the estimates of the log(N/O) abundance ratios and the corresponding scatter for the sample galaxies.
In summary, this work provides several useful metallicity calibrations based on strong emission-line ratios of 38,478 SDSS star-forming galaxies, and estimates the log(N/O) abundance ratios for such a large number of galaxies. These can be used as references for future studies of metallicities of galaxies. We should notice that, when these calibrations are used for high redshift objects, the indices based on [N ii] may have some extra uncertainties since for very high redshifts N/O vs. O/H may be different from the local case because the galaxies are not old enough to produce significant amounts of secondary nitrogen.
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