This paper has been submitted for consideration for publication in Biometrics 1. Regularity Conditions ASSUMPTION 1: The parameter φ 0 lies in the interior of a compact set B and g i (φ) is unbiased, namely E 0 (g i (φ)) = 0, and continuously differentiable in φ.
ASSUMPTION 2: The meta extended score vectorḡ(φ) converges to Eg i (φ) in probability uniformly over B and Eg i (φ) is continuous in φ.
ASSUMPTION 3: The sensitivity matrix ∂ḡ(φ) converges to E{∂g i (φ)} in probability uniformly in a neighbourhood N of φ 0 . E{∂g i (φ)} is continuous in φ and E{∂g i (φ 0 )} = G. Assumptions 1 -4 are the standard regularity conditions required in the theory of Generalized
Moreover, under the partition of G = (G
Method of Moment estimation (Hansen, 1982) . Assumption 5 is required for the estimator φ F to evaluate the ratio of two weights, which is, however, not required for the two proposed FLAPO estimators φ F and φ Fe . To establish finite-sample L 1 -norm error bounds, we need two extra Assumptions 6 and 7 for λ and ∂Q(φ).
ASSUMPTION 6: The tuning parameter λ satisfies λ > J ∂Q(φ 0 ) ∞ for a constant J > 1. 
It follows that F
Using this fact, we can define a set
When the Hessian matrix of Q(φ) exists, assumption 7 essentially requires the smallest eigenvalue of the Hessian matrix bounded away from 0 in a neighborhood of φ 0 defined by C(F).
Algorithm for optimization
Since the proposed penalties use adjacent contrasts, their optimization procedures appear more challenging than that of the popular lasso method. Our idea is to convert the optimization problem into a computationally more manageable setup in order to facilitate numerical calculation. In the following presentation, for convenience we focus on penalty P e (β) in the algorithm; but the entire procedure can also be applicable to the other two penalties P (β) and P (β) as well. As discussed in Section 3 of the paper, we begin by approximating QIF Q(β) by a second-order Taylor expansion at an initial consistent estimate β * . These initial estimates may be obtained by performing routine generalized estimating equation analysis with one study at a time, where the estimation consistency holds when individual study mean models are correctly specified. Specifically, the second-order approximation to the objective function Φ(β) = Q(β) + λ P e (β) around β * is given by
and rewrite the local quadratic minimization of (2) as follows:
It follows that the Lagrangian formulation takes the form:
where τ ∈ R
Kp
+ is the Lagrangian multiplier. Being a function of β, the above objective function
, provided the existence of (∂ 2 Q * ) −1 . Moreover, the corresponding minimum is given by, up to a constant,
Also, minimizing the above objective function L(β, z, τ ) with respect to z gives the minimum:
where · ∞ is the sup-norm. Therefore the dual optimization is to minimize the following (3) with respect to τ :
Having the solutionτ of (3), we can update
In effect, the optimization required in (3) is a quadratic programming problem with boundedness restrictions, τ ∞ < λ, which can be easily solved by applying one of the standard convex optimization algorithms, e.g. the interior-point method (Nocedal and Wright, 2006) .
Theorem

Lemmas
We first prove Lemma 1 given in Section 4 of the paper that is needed for Theorem 3, and then establish Lemma 2 that is needed for the proof of Theorem A in a later section 3.5.
Proof of Lemma 3.1. The estimated ordering of distinct parameter groups is determined by the estimated ordering of different parameters. Parameters in the same parameter group do not matter at all. This is because when β
which depends on the asymptotic distributions of β * k ,l and β * k,l and does not necessarily converge to 0. However, the estimated ordering of β Thus to prove this lemma, it is sufficient to show that when β
in probability as n → ∞. For any ∈ (0, 1),
by the fact that β * k ,l and β * k,l are root-n consistent. This completes the proof of Lemma 3.1.
For a general m×n matrix A, we define (1, 1) operator norm A 1 for A by sup u∈R n : u 1 =1 Au 1 .
LEMMA 2: For any weight matrix W, Proof of Lemma 2.
where
Proof of Proposition 1
Proof of Proposition 1. For notational simplicity, let φ = φ F and Φ(φ) = Q(φ) + λP (φ).
Part (a): Following the argument of Fan and Li (2001) and Peng and Fan (2004) , we show for any > 0, there exists a large L independent of n such that the following (4) holds for all n sufficiently large depending on pr inf
This implies a local minimizer satisfying that
, where φ is between φ and φ 0 . Applying Lemma 2 to F and F respectively, we obtain
where by Assumption 1 and the central limit theory, the unbiased estimating function n 1/2ḡ (φ 0 ) is the order of O p (1), and
, and by the condition of this theorem λn
which is bounded below by a spectral lower bound u
nite and independent of n. This implies (4) and the proof is completed.
Part (b): Without loss of generality, we may assume p = 1 for simplicity of exposition. The case of p > 1 can be proved similarly. Besides A 0 , we also define sets E 0 , E 1 , . . . , E K−1 where
By this definition, E 0 corresponds to K regression coefficients represented by φ 1 , φ 1 + φ 2 , . . . , φ 1 + · · · + φ K and E 1 represents all differences of adjacent parameter pairs, namely φ 2 , . . . , φ K .
Around the true φ 0 , the objective function can be rewritten as
where w 1,...,k , w k , w k,k+1 , . . . , w 2,...,K are exactly the weights defined in equation (2) in the paper
which is minimized at u = n 1/2 ( φ − φ 0 ). We first consider the limit of λI 1 (u), . . . , λI K (u).
(ii) If φ 0 k = 0 and u k = 0,
Let u A 0 is the subvector of u indexed by the set A 0 . Thus, we can write (i), (ii) and (iii) as
For λI 2 (u), we check (i) if φ
Thus, we have that for k = 2, . . . , K,
Now we consider the term Φ(φ
where φ * is between φ 0 and φ
and ∂ḡ(φ * ) converges to G in probability. Thus as n → ∞
and
By the part (a), we know u = O p (1). Then, according to the Lemma 5.1 and Proposition 4.2 in
Geyer (1994), we have
in distribution as n → ∞.
Part (c):
Next we show the sparsity result, A 0 →A 0 in probability, which is equivalent to
When k ∈ A c 0 , the above normality results show pr(k ∈ A 0 | k ∈ A c φ k = 0, we consider the following KKT optimality condition,
where ∂ k Q(φ) = ∂Q(φ)/∂φ k and ∂ k is the subdifferential operation for φ k . By the root-n consistency of φ, it can be obtained that
Next we consider the following two cases:
(i) Any weight w * , whose calculation involves, besides φ *
(ii) Any weight w * , whose calculation only involves, besides φ * k for k ∈ A 0 , an initial zero estimate φ * k for k ∈ A 0 and k = k, satisfies that
where ζ * is a fraction with 0 < ζ * < 1. For example, for k 2 ∈ A 0 and k 2 = k, according to assumption 5,
When 1 ∈ A 0 and φ 1 = 0, there always exists k , 1 k K, such that φ
we can obtain 
When k ∈ A 0 , 1 < k K, and φ k = 0, we have
converges in probability to a partial sum of a harmonic series, which can not be an integer. Thus,
When K ∈ A 0 and φ K = 0, similarly we can obtain
Thus for k ∈ A 0 and φ k = 0,
which is nonzero and converges to ∞ in probability. This implies
Proof of Theorem 2
Proof of Theorem 2. Part (a) and (b) can be proved in the exact same way as Proposition 1. For part (c), we only need to modify b k (φ) for φ F , which is
The result is proved by following the steps in Proposition 1.
Proof of Theorem 3
Proof of Theorem 3. Let us define a set T = p l=1 {T * l = T l } and let φ T be φ Fe when T occurs; otherwise the estimator is denoted by φ T c . Thus φ Fe may be represented as φ Fe = φ T δ{T } + φ T c δ{T c }, where δ{T } is an indicator for whether T occurs. Then
Note the following facts:
by part (a) of Proposition 1; and (iii) δ{T c } = o p (1) and δ{T } − 1 = o p (1) by Lemma 1. It
Theorem ensures that n 1/2 ( φ Fe − φ 0 ) and n 1/2 ( φ T − φ 0 ) converge weakly to the same distribution as n goes to infinity. Let A 0e denote the estimated configuration of parameter homogeneity given by equation (10) in the paper based on the estimator φ Fe , then we have
Summarizing the above outline of arguments, Theorem 3 is proved.
Finite-sample error bounds
Here we establish finite-sample error bounds for the proposed three estimators. Our derivation is 
For a general m×n matrix A, we use A 1 to denote (1, 1) operator norm defined by sup u∈R n : u 1 =1 Au 1 .
The following Theorem A establishes error bounds for estimators of nonzero and zero parameters (a) The estimator φ F satisfies:
where 
We have a few remarks on the results of finite sample error bounds given in Theorem A.
Remark 1: For large n, with a probability close to 1 we can estimate the parameter ordering, so the estimator φ Fe also satisfies φ FeA c
This theoretical result is confirmed numerically in our simulation study. It is interesting to note that the former case (ω A 0 0) may occur for large n. This is because in this case the weights for zero parameters in φ A 0 diverge, so both ρ and ρ tend to ∞, leading to positive ω A 0 . Thus, for large n, the two error bounds are smaller for φ Fe than φ Theorem A and the above remarks provide a theoretical basis to apply the penaltyP e (·) in practice, as φ Fe enjoys smaller error bounds than φ F for large n. These properties are further examined and confirmed by the simulation studies in Section 5 of the paper.
Proof of Theorem A.
We here provide the proof of part (a), and proofs of part (b) and part (c) are trivial consequences from part (a), so the detail is omitted. Let φ = u + φ 0 . First, according to the definition of the first estimator φ using all possible pairwise differences in the penalty, Φ(φ 0 + u) − Φ(φ 0 ) 0. Next we derive the upper bound of u from Φ(φ 0 + u) − Φ(φ 0 ). By Assumptions 6 and 7, for u ∈ C(F),
we have
We also can bound F(φ 0 + u) 1 − Fφ 0 1 from below as follows,
(7) and (8) imply
Next we solve (9) for two cases:
(i.a) We solve (9) for u A 0 1 when u A c 0 1 is fixed. It is easy to derive two inequalities, namely,
The two inequalities imply that
Thus we have
(i.b) Similarly by solving (9) for u A c 0 1 when u A 0 1 is fixed, we obtain
0, (ii) ω A 0 < 0.
(ii.a) We repeat the same procedure to solve (9) for u A 0 1 when u A c 0 1 is fixed as we did in part Based on 200 rounds of simulation, we summarize results in Table 1 , from which we can draw similar conclusions to those given in the first simulation study. Again, we see all three methods perform better in Case I than in Case II as Case II has more distinct parameter groups. Using the criteria of sensitivity and specificity, we see that β D remains the best performer, and that the overall performance of β De again outperforms β D . The model sizes obtained by the three methods all stay
close to the true model sizes.
[ Table 1 about here.] Table 1 Sensitivity (se100, se90), specificity (sp100, sp90), model size (size) and standard deviation of model size for the Case I and Case II in the simulation study II using different penalty matrices. Se100 and se90 represent the sensitivities computed based on 100% and 90% correct identification of all equal parameter pairs, respectively. Sp100 and sp90 are defined in the similar way but for unequal parameter pairs.
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