Some remarks on Kuzmin's theorem for F-expansions  by Schweiger, F. & Waterman, M.
JOURNAL OF NUMBER THEORY 5, 123-131 (1973) 
Some Remarks on Kuzmin’s Theorem for f-Expansions 
F. SCHWEIGER 
Mathematisches Institut der Universitiit Salzburg, Porschestr. l/I, A5020 Salzburg, Austria 
AND 
M. WATERMAN* 
Department of Mathematics, Idaho State University, Pocatello, Idaho 83201, U.S.A. 
Communicated by E. Hlawka 
Received December 14, 1970; revised October 13, 1971 
In this paper a general Kuzmin theorem for a class of multidimensional 
F-expansions is given. This result gives the uniform rate at which a certain 
sequence of approximates converges to the density of the invariant measure 
associated with an F-expansion. Some metric theorems are also given. This 
work extends and corrects some earlier results. The Jacobi algorithm is included 
as an example. 
1. INTRODUCTION 
In a recent paper [6], one of the authors gave a general Kuzmin theorem 
for a class of multidimensional F-expansions. The theorem applies to the 
Jacobi algorithm only when IZ = 2. This is due to the fact that TB,,, = B, , 
v > 1, is not satisfied for n 2 3. This difficulty can easily be shown by an 
example based on the restriction of digits [2, 31. In the proof of the theorem 
the assumption that B, n Ai f o implies B, C Ai , v > 1, is implicitly 
used. Also, in the proof of Theorem 2 of [6] an inequality is obtained 
incorrectly. The notation of [6] is retained and we utilize much of the 
work done there. 
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2. KUZMIN'S THEOREM 
For FE 9, we partition (0, 1): by the sets P&(x), v >, 1, x E (0, 1): , 
This partition is assumed countable and is denoted by {Ai}ial . Next we 
define 
Ei,y = ((k) = (k’l’, kc2’ ,..,, k’“‘) ] TYB(k) 3 Ai}. 
We remark that, if II,,(+)) is a proper cylinder of order v, then (k) E Eisy . 
Our first lemma generalizes Lemma I of [6]. 
LEMMA 1. Suppose FE 9. Let !PO be given and define Y,, , v > 1, by 
Y”(X) = c y/,-1WxN I J&)lY XEAi. (1) 
k’Ei,l 
Then 
wheref,(x) = nl=, ofkCi,(x) and J, = Jf,. 
Proof. Our proof is by induction. Formula (2) is clearly true for v = 1. 
Assume that (2) holds for v. Then, by definition, 
1u,+l(x> = 1 c yO(fy(fk(x)>) 1 Jv(fk(x))l 1 &jx)i, 
J@i,l 4,~ 
x E Ai , where j in the second summation satisfiesf,(x) E Aj . 
Since fk(x) E Aj and Ej,y is the set of all (k(l), k@),..., ktY)) such that 
TYB, 3 Aj , we have that (k(l), IV),..,, key), k) runs over all sequences 
ending in k such thatfkclj ofk,zj o -.* ofkty Of&) is defined. Therefore, we 
have x E TY+lB(k(l),..., kc”), k) which implies TV+lB(k(l),..., k(“), k) 3 Ai . 
Conversely, if TvflB(k(l),..., k(“+l)) 3 Ai we have 
TB(k”+l’) 3 TY+lB(k’l),..., k”+l)) 3 Ai . 
Therefore ktY+l) E E,,, . We have thus shown that (k(l),..., kcY), k) runs over 
all sequences of length v + 1 in Ei,,+l . 
LEMMA 2. Suppose FE 9 and deJine {YV}y>O as in Lemma 1. Then, if 
{A,} is countable, 
s,, l)n Y/,(x) dx = j- yo(x> dx, v 3 1. (0.1)” 
Proof. The proof proceeds as in Corollary 6.1 of [5]. 
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We next state our main theorem. The proof uses the technique of the 
proof of Theorem 2 in [6] but the difficulties mentioned in the introduction 
are corrected here. In addition, we make clear the uniformity of conver- 
gence to p. 
THEOREM 1. Let FE 9 satisfy conditions (c), (q), and (L), and 
O(V) = sups diam B,(x) + 0 as v + co. In addition, assume the partition 
{Ai} countable and that there is an N 2 1 such that B, A TUB, # o 
implies B, C TUB, for all p > 1 and v 3 N. We suppose there exist 
constants A and D such that 
IWd% I ,< A (x E 4 
uniformly in v, k, and j; and 
(l4C4l - IJ,(y)ll 6Dm@v)lIx-~ll (x,YEBJ, 
untjormly in v. Let {YV}V,l be the sequence of functions recursively defined 
in Lemma 1 with Y,, satisfying 
O<m<Y/,<M and I ul,(x) - K(Y) I d N II x - Y Ii. 
Then 
I ul,(x> - ap( < Wv) (3) 
where p is the density of the invariant measure for F, a = J Y,, dm and b are 
constants. 
Proof. As in the proof of Theorem 2 of [6] we have 
I 1v,w - Y”(Y)I G G II x - Y II 
forx,yEA$, and 
df’vC4 < yv+,(x> -=c W’dx) 
uniformly in x, CL, and v. 
We define 
(4) 
and 
Mx) = yu+m - gcYd4 
K(x> = GYdx) - yu+vW. 
By Lemma 1 and condition (C) 
(i) 
126 SCHWEIGER AND WATERMAN 
We let 8, = lJ B, where the union is over all proper cylinders of order v. 
There exists y,’ E B, C (0, 1); such that 
Hence 
Then for v > N 
#G(X) - c-l j-9 Y h,(Y) du 2 c-l $> {h(fy(x>) - ~o(yv’)) m(Bv) 
2 -C-lC,(l + go) 4) c m(BJ 
3 -Czu(v). 
Here the sums are taken over all proper cylinders of order v and the second 
inequality is by (4) applied to & = !PU - g,,$, . For the second inequality 
we use the fact that J(x) and y,’ are contained in the same element Ai of 
the partition. This follows from the assumption that B, n TUB, # o 
implies B, C TUB, for p > 1 and v 3 N. This was tacitly used in [S] 
and [6]. That is, 
In the same manner we obtain 
G,Y”(x) - Yu+&) 2 C-l j,, (W,, - ul,> dm + WV). 
The expressions for Zi and z1 in [6] are functions of g, which makes v0 
a function of g, . Therefore, when we iterate, it is possible that 
v,(g,) > v,(g,,) and so on. From this observation it is clear that we cannot 
let I -+ cc without v--f co, and we see that inequality (9) of [6] was 
obtained incorrectly. We now give another derivation of a similar 
inequality. 
We define 
a(v) = 1 - (M,C)-l s,, Y,, dm, 
p(v) = (M,C)-l Jq, Y,, dm - e, 
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and 
S(v) = (MIC)-l /,, Yu dm + F. 
From the equations 
g,+l = g, + WICF1 I,, (U, - gTU,) dm - * 1 
and 
G ++1 = G, - (M,C)-l 1 
9, 
(G,Y,, - Y,,) dm + y, 
we obtain the recursion relations 
g 7+1 = ‘!wM + iw 
and 
G +-+I = G-44 + W+ 
We have the following inequalities 
a(v) ,< 1 - mlq(MIC)-l < 1, 
#l(v) > 3 - $$ > 0, 
S(v) b m,q(MIC)-l > 0 
for v 2 u,, . We have assumed, without loss of generality, that C > 1 and 
have used the inequality m(P,) 3 q. It now follows that 
g(v) = 5% gt- = Q<v, CC) 4 W+N 
and 
where 
G(v) = !‘& G = Q(v, Y) + WW 
From 
we have 
and hence 
I Qh PEL) ‘J’d.4 - yu+&)I = @4)). 
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Now we integrate over (0, 1)” and, by Lemma 2, obtain 
I Q(v, P) - 1 I d O(4vN. 
Thus 
and the proof is completed as in Theorem 2 of [6]. 
The assumption of Theorem 1 that there is an N > 1 such that 
B, n TUB, # 0 implies B, C TUB, for all p > 1 and v > N is implied by 
the following condition: There is an N > 1 such that TB,,, = B, for 
‘v > N. To see this, take B, = u BLL+” . Then TUB,, = u TuBU+” = (J B, . 
Since distinct cylinders are disjoint we are done. This observation will be 
used in Section 4 in dealing with the Jacobi algorithm. 
3. APPLICATIONS 
As a first application of Theorem 1 we generalize Theorem 6 of [4] and 
Theorem 6.2 of [5]. The rate of convergence is the same as given in [4]. 
THEOREM 2 (Gauss). Let F satisfy the assumptions of Theorem 1. If p 
denotes the invariant measure, then 
I mV-“(EN - 1-49 < bm(E) 44 (5) 
for all Bore1 sets E. 
ProoJ Define Y,(x) = 1. By Theorem 1, we obtain 
I y&4 - PWI -=-z b44 (6) 
since a = S Y,, = I. We multiply (6) by IE and integrate to obtain 
Calculation similar to that in the proof of Theorem 6.2 in [4] shows 
and (5) follows. 
s IEV, dm = mT-*E 
The next application is a generalization of Theorem 7 of [4] and 
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Theorem 6.3 of [5]. We again obtain a rate of convergence identical with 
that in [4]. This result gives us a rate on the mixing. 
THEOREM 3. Let F satisfy the assumptions of Theorem 1. Then for all 
Borel sets F and cylinders E 
Proof. First let B,,O be any proper cylinder and define 
IB”$4 
Ye(x) = - P&,) p(x)- 
The sewen= (y/v)vavo satisfies the hypotheses of Theorem 1. Our proof 
is completed as in Theorem 6.3 of [5], and we obtain 
A similar inequality holds for improper cylinders. The proof of inequality 
(7) from inequality (8) follows as in Folgerung 1 in [4]. 
4. THE JACOBI ALGORITHM 
The main purpose of this paper is to prove a Kuzmin theorem which 
applies to the Jacobi algorithm. In earlier statements of Theorem 1 
[5], [6], it has been assumed that lim,,, diam B,(x) = 0 a.e. However, it is 
necessary to replace that assumption by U(V) - 0 as v - co. In a paper of 
Paley and Ursell fl] it is shown, for n = 2, that g(v) = O(@), where 0 
is the unique root of x3 - x2 - 1 = 0 with 1 < 8. Unfortunately no 
proof is present for their results on the Jacobi algorithm with n > 2. It is 
possible, however, to give a proof that U(V) -+ 0 as v - co which is valid 
for all it > 1. This proof, which will not be included here, is somewhat 
lengthly and depends on additional facts concerning the Jacobi algorithm. 
An earlier paper [6] handled all other assumptions of Theorem 1 with 
the exception of proving (Ai) countable and showing TB”,, = B, for all 
v > n - 1. Thus we must consider the partition generated by all sets TUB, . 
We consider the transformation 
T(x, , xz ,..., x,> = ($ - [$I,..., 2 - [$I, + - g-1) (9) 
641/s/2-3 
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which is defined on the unit cube after the deletion of an appropriate set 
of measure zero. This transformation corresponds to an F-expansion with 
F(x, ,..., x,) = ( 
1 Xl --,x, ,..., +). 
We denote 
and 
k(l)(x) = (k?),..., n k(l)) = mz/XA-.r Ulx,l) 
k’“)(x) = k’l’( T”-l(x)) 3 s >, 1. 
In this fashion we obtain a sequence of n-dimensional digits 
k(l), k@J,... 
which is in one to one correspondence with the point x. The restrictions 
(see [I, 21) on this sequence are as follows: 
and 
k’“’ n > 1 13 ,I&“’ > k!“’ > 0 nlz,’ i = 1, )..., 2 n - 1) (10) 
if k!“’ 2 = k(S) then Iz 2 k!“tl’ z 1 , ( ,$“_+I’ . n 1 (11) 
If we then obtain kj$” = k:Zi’, we have kp_+,2) < kc?;‘, and so on. 
We formally set ka) = 1 and kitI = 0 for r < 0. 
The dependence of the digits is of length n - 1. That is, the occurrence 
of a digit satisfying (10) depends only on the n - 1 preceeding digits. Thus, 
we have TBvcl = B, for v 3 n - 1. The structure of T-l, namely 
1 
X1=k,+ 
kl + YI x2 = k, ,***7 
km-1 + in-1 
xn = k, + yn ’ 
shows that the restrictions (11) correspond to ones of the type yi < yj+h . 
Therefore, the sets T”B, partition the unit cube into n! simplices Ai defined 
by the intersections of the sets {(xi ,..., xn) 1 xi < x$+~} and their com- 
plements. This completes our proof that Theorem 1 (and, hence, 
Theorems 2 and 3) applies to the Jacobi algorithm. 
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