The problem of computing bounds on the conditional steadystate probability vector of a subset of states in finite, ergodic discrete-time Markov chains (DTMCs) is considered. An improved algorithm utilizing the strong stochastic (st-)order is given. On standard benchmarks from the literature and other examples, it is shown that the proposed algorithm performs better than the existing one in the strong stochastic sense. Furthermore, in certain cases the conditional steadystate probability vector of the subset under consideration can be obtained exactly.
INTRODUCTION
Let P denote the transition probability matrix of an irreducible discrete-time Markov chain (DTMC) [14] defined on the finite state space S with n states and the block partitioning
PA,A PA,B PB,A PB,B
nA nB ,
where A∪B = S, A∩B = ∅, and nA and nB are respectively the number of states in subsets A and B, implying n = nA + nB. Note that for given A ⊂ S, P can always be symmetrically permuted to the block form in (1) . Here PA,A is the square submatrix of order nA obtained from P by deleting the rows and columns associated with states in B.
Being an irreducible DTMC, P satisfies P ≥ 0 and P e = e, where e is column vector of ones with appropriate length. Furtermore, PA,A is substochastic, meaning PA,A ≥ 0 and PA,Ae ≤ e, but PA,Ae = e. The stochastic complement of PA,A, denoted by SA, is the irreducible DTMC given by [8] 
some texts refer to the stochastic complement as the censored MC (see, for instance, [3] ). Now, let us further assume that P is aperiodic (meaning it is ergodic since we already assumed it to be irreducible), implying the existence of a unique, positive steady-state probability distribution (row) 
Throughout the text we assume all probability vectors to be row vectors. Now, if πS A denotes the steady-state probability distribution vector of SA (that is, πS A SA = πS A with πS A e = 1), then [8] πS A = πA/(πAe).
In fact, the steady-state vector of the stochastic complement SA represents the conditional steady-state probability of its states given that the DTMC is in subset A.
In practical problems P is large, and therefore it is expensive to form SA unless nB n (see equations (1) and (2)). This simply follows from the fact that the computation of SA requires factorizing the matrix (I − PB,B) of order nB and performing nA forward and backward substitutions, each using a different column of PB,A as the right-hand side, to obtain (I − PB,B) −1 PB,A. Since it is mostly πS A in equation (3) rather than SA in equation (2) that is sought, an alternative approach would be to compute bounds on πS A without forming SA. It is this kind of approach that we consider in this paper. Such an approach is taken, for instance, at the second level of the two-level bounded aggregation method [5] , which is based on polyhedra theory and geared towards nearly completely decomposable (NCD) MCs [14] . The theory essentially says that one can compute bounds on πS A by factorizing the matrix (I − PA,A)
T of order nA and performing nA forward and backward substitutions, each using a different column of I as the right-hand side, under a normalization condition. The bounds obtained in this manner are known to provide the best bounds that can be attained by solely using the information available in PA,A and are especially tight for NCD MCs.
Here, we take a different view and consider the stochastic comparison approach to bound πS A in equation (4) as it is introduced in [15] and later implemented in [10, 11] for sparse NCD MCs. In particular, we show that one can do better than the method discussed in [15] by intelligently distributing the slack probability mass, (e−PA,Ae), among the rows of PA,A using the information available in PB,A. This improved method can be used not only by itself to compute bounds on πS A , but also in two-level bounding methods based on decomposition and aggregation to compute bounds on π. The results in this paper can be combined with reordering of states [7, 10] or polynomial transformations [6] to further improve the bounds, and can be extended to continuous-time MCs through uniformization [14] .
The next section provides background information on stochastic comparison and the existing method to compute bounds on πS A . In section 3, we develop the improved method and prove that it provides better bounds than the existing method in the strong stochastic sense. Furthermore, we show that there are certain cases in which the bounds are exact. Section 4 includes the results of numerical experiments and in section 5 we conclude.
BACKGROUND ON STOCHASTIC COMPARISON AND THE CURRENT METHOD
In this section, we present some preliminaries on the stochastic comparison method; the books [9, 13] can be consulted for theoretical issues and different applications of the method. Then we introduce the existing method used to obtain strong stochastic bounds on the conditional steadystate vector of a subset of states in finite, ergodic DTMCs.
Strong stochastic order
We first provide the definition of strong stochastic (st-) comparison over a finite state space. Let X and Y be random variables taking values on the state space S = {1, 2, . . . , n}. Let p and q be probability distribution vectors such that
Then X is said to be less than Y in the strong stochastic sense, that is X ≤st Y , if and only if
Hence, equation (5) defines a partial order on probability distributions, and this order is called the st-order. Now, we recall the fundamental result which states for two MCs that the st-comparability of their initial probability distributions, the st-monotonicity of one of them, and their st-comparability yield sufficient conditions for their stordering. Let P and Q be DTMCs of order n respectively characterizing the stochastic processes X(t) and Y (t) for t ∈ IN on S. Then {X(t)}t∈IN ≤st {Y (t)}t∈IN (meaning,
(ii) st-monotonicity of at least one of the matrices holds; that is, either
(iii) st-comparability of the matrices holds; that is,
where P [i, * ] refers to row i of P . This result has the following implication. If {X(t)}t∈IN ≤st {Y (t)}t∈IN, limt→+∞ X(t) and limt→+∞ Y (t) exist, and πP and πQ are respectively the steady-state probability distribution vectors of P and Q, then πP ≤st πQ (see equation (5)). In other words, πQ (πP ) provides an st upper (lower)-bound on πP (πQ).
Strong stochastic steady-state bounds for a stochastic complement
As shown in [15] , in order to obtain st upper-and lowerbounds on πS A , we must first form the DTMCs SA and S A of order nA such that
To this end, in Algorithms 1 and 2 we present concise versions of those introduced in [15] . Algorithm 1 places the slack probability mass ∆A = e − PA,Ae (6) in the last column of PA,A to yield SA, whereas Algorithm 2 places it in the first column to yield S A . We remark that SA and S A are minimum and maximum elements of a set of DTMCs bounding SA respectively from below and above in the strong stochastic sense. However, SA and S A need not be st-monotone. The time complexity of Algorithms 1 and 2 in the worst-case when PA,A is full can be O(n Following Algorithms 1 and 2, the st-monotone upperbounding matrix Q A of order nA corresponding to SA can be computed by Algorithm 3 and the st-monotone lowerbounding matrix Q A of order nA corresponding to S A can be computed by Algorithm 4. Algorithm 3 is given for the first time in [1] , whereas Algorithm 4 is the dual of Algorithm 3 for the lower-bounding case and is presented in [10] . The time complexity of their careful implementation in the worst-case when SA and S A are full can be O(n 2 A ) floatingpoint arithmetic operations. It is shown in [10, 15] that Q A and Q A are st-monotone and
In the next section, we propose a new method which is based on distributing ∆A in equation (6) more intelligently among the columns of PA,A and indicate cases in which the bounds may be obtained exactly.
Algorithm 3:
Construct st-monotone upper-bounding DTMC Q A of order nA corresponding to SA.
Algorithm 4: Construct st-monotone lower-bounding DTMC Q A of order nA corresponding to S A .
IMPROVING THE STEADY-STATE BOUNDS OF A STOCHASTIC COMPLEMENT
Our derivation requires us to be able to identify the states within the subsets A and B individually and also distinguish between the states of the two subsets symbolically. Hence, in this section we let A = {a1, a2, . . . , an A } and B = {b1, b2, . . . , bn B }. Now, observe that ∆A[ai] in equation (6) is the total probability of leaving state ai ∈ A to go to any state in B, that is,
Furthermore, recall from equation (2) that in order to determine the stochastic complement SA, the substochastic matrix HA,A must be computed. Indeed, the computation of HA,A signifies that we must somehow find a proper way to distribute the slack probability mass ∆A[ai] among the columns aj ∈ A by adding to the matrix PA,A for all ai ∈ A.
Let Bb k [ai] be the probability of leaving B from state bk ∈ B after having entered B, spent some nonnegative time there, left B, and entered A by state ai ∈ A. Then the probability of leaving A by ai ∈ A must be equal to the sum of
Let us denote by Vb k [aj] the probability of entering A from B by state aj ∈ A given that B is left from state bk ∈ B. Then
As HA,A [ai, aj] represents the probability of leaving A from state ai ∈ A to go to B and returning to A by state aj ∈ A after having spent some nonnegative time in B, from equation (7) we can write
The fact that ∆A[ai] represents the slack probability mass for state ai ∈ A to be stochastic and is equal to
The case of st upper-bound
Knowing that HA,A is substochastic, for the st upperbounding case, we may try to construct a substochastic matrix FA,A so that S new A = PA,A + FA,A is a DTMC and
is satisfied for all ai ∈ A. If this can be done, then the next result holds.
is a DTMC and equation (10) is satisfied for all ai ∈ A, then
Proof. The result follows from the definition of SA in equation (2) and the definition of st-comparability in subsection 2.1 of the matrices SA and S new A under the given assumptions.
If FA,A = ∆Ae T n A (i.e., the slack probability mass is placed in the last column as in Algorithm 1), then it is shown in [10, 15] 
Proof. The st-comparison constraints in equation (10) imply that
must be satisfied for all ai ∈ A. To this end, using equation (9) and then equation (7) we first obtain
for all ai, al ∈ A. Next, using the definitions of FA,A [ai, aj] and cA [aj] in the statement of the theorem, we obtain 
FA,A[ai, al])
The next lemma shows that the proposed approach is better in the strong stochastic sense than the existing one. 
The case of st lower-bound
In a similar way to that of the st upper-bounding case, for the st lower-bounding case, we may try to construct a substochastic matrix GA,A so that S new A = PA,A + GA,A is a DTMC and
is satisfied for all ai ∈ A. For this dual case, we have two theorems and a corresponding lemma, which we present without proofs.
Theorem 3. If GA,A is defined so that
is a DTMC and equation (11) is satisfied for all ai ∈ A, then
If GA,A = ∆Ae T 1 (i.e., the slack probability mass is placed in the first column as in Algorithm 2), then it is shown in [10, 15] 
Using the definition of Vb k [aj] in equation (8), Algorithm 6 constructs the substochastic matrix GA,A in Theorem 4, whose worst-case time complexity is the same as that of Algorithm 5. 
Algorithm 6: Construct improved DTMC S

The cases of exact bounds
We first state a lemma showing that HA,A can be obtained exactly when PB,A is a rank-1 matrix. Proof. If A is the subset of interest and PB,A has a single nonzero, PB,A is still a rank-1 matrix.
In the next section, we provide results of numerical experiments on two benchmark problems from the literature and two versions of a small problem.
NUMERICAL EXPERIMENTS
For brevity, we only present results using Algorithms 1 and 5, and remark that results are reported in four decimal digits after the decimal point; similar results hold for Algorithms 2 and 6. 
The Courtois problem
The PSW problem
The second problem that we consider and name PSW(β) comes from the class of 10 × 10 matrices used in [12] : In passing, we remark that in this problem PA,B is also of rank-1. We return to this property in the last problem.
Two 5 × 5 problems
In this subsection, we consider two MCs which normally would not be classified as NCD. 
First version
Second version
CONCLUSION
In this contribution, we have given algorithms that construct st upper-and lower-bounding DTMCs on a submatrix associated with a subset of states in a finite, irreducible, and aperiodic DTMC. These DTMCs have been shown to provide better bounds in the strong stochastic sense than DTMCs constructed with the existing approach, and are therefore recommended in bounding the conditional steadystate probability distribution vector of the subset of states. In particular, the results with the proposed approach are shown to be exact when the submatrix representing the transitions from states outside the subset of interest to the states in the subset of interest is of rank-1.
Although we have concentrated on bounding the conditional steady-state vector of a subset of states in finite, ergodic DTMCs, the results in this paper can be extended to bounding the conditional transient probability distribution of the subset of interest.
