Cross-domain Adaptation with Discrepancy Minimization for
  Text-independent Forensic Speaker Verification by Wang, Zhenyu et al.
Cross-domain Adaptation with Discrepancy Minimization for
Text-independent Forensic Speaker Verification
Zhenyu Wang, Wei Xia, John H.L. Hansen
Center for Robust Speech Systems (CRSS), University of Texas at Dallas, TX 75080
{Zhenyu.wang, wei.xia, john.hansen}@utdallas.edu
Abstract
Forensic audio analysis for speaker verification offers unique
challenges due to location/scenario uncertainty and diversity
mismatch between reference and naturalistic field recordings.
The lack of real naturalistic forensic audio corpora with ground-
truth speaker identity represents a major challenge in this field.
It is also difficult to directly employ small-scale domain-specific
data to train complex neural network architectures due to do-
main mismatch and loss in performance. Alternatively, cross-
domain speaker verification for multiple acoustic environments
is a challenging task which could advance research in audio
forensics. In this study, we introduce a CRSS-Forensics au-
dio dataset collected in multiple acoustic environments. We
pre-train a CNN-based network using the VoxCeleb data, fol-
lowed by an approach which fine-tunes part of the high-level
network layers with clean speech from CRSS-Forensics. Based
on this fine-tuned model, we align domain-specific distributions
in the embedding space with the discrepancy loss and maxi-
mum mean discrepancy (MMD). This maintains effective per-
formance on the clean set, while simultaneously generalizes the
model to other acoustic domains. From the results, we demon-
strate that diverse acoustic environments affect the speaker ver-
ification performance, and that our proposed approach of cross-
domain adaptation can significantly improve the results in this
scenario.
Index Terms: speaker verification, cross-domain adaptation,
discrepancy loss, maximum mean discrepancy, forensics, dis-
tribution alignment
1. Introduction
The need for forensic speaker recognition arises when an indi-
vidual contributes his or her voice as evidence such from tele-
phone recordings ,wiretaps, audio surveillance, or informant
recordings [1]. The use of technology for forensic speaker
recognition has been considered as early as 1926 based on
speech waveform analysis [2]. Today, forensic speaker recog-
nition is commonly performed by human expert phoneticians,
fully or partially, who generally have backgrounds in linguis-
tics and statistics. Full or assisted automatic approaches are also
considered as an efficient tool for forensic speaker recognition.
Speaker verification determines whether a test utterance be-
longs to the target person. Previously, the segment-level vec-
tor that represents the speech signal, called i-vector, with a
probabilistic linear discriminant analysis (PLDA) backend, has
dominated the text-independent speaker verification research
field [3]. Additionally, i-vector variants have been widely used
in multiple fields of paralinguistic speech attribute recognition
[4, 5]. With the emergence of the large speaker labeled au-
dio datasets and growing computational resources, there is in-
creased interest in applying more effective networks such as x-
vector and other neural network architecture to speaker verifi-
cation tasks [6, 7, 8, 9, 10].
A fundamental assumption in machine learning is that
training data and test data are drawn from the same distribu-
tion [11, 12]. Since this assumption can be undermined by
many factors, such as deploying a well-trained model from
a large-scale dataset to specific tasks with emotion, duration,
language mismatch, etc. [13, 14, 15, 16, 17]. In general, ef-
fective audio data set collection under multiple acoustic envi-
ronments can help, where a portion of the data encompasses
source/reference information, while other data can be obtained
as field, unknown, or target domain with diverse acoustic mis-
match [18]. The source domains and target domain can be
similar, but are generally not identical. In domain adaptative
training, maximum mean discrepancy (MMD) [19] and triplet
discrepancy loss [20, 21] are used for discrepancy evaluation in
some domain adaptation motivated tasks [22, 23].
Speech is a highly variable phenomenon. Intrinsic
speaker characteristics represent speech traits which are con-
trolled/dependent on the speaker, vs. extrinsic characteris-
tics which are dependent on audio capture and environmen-
tal factors [1]. Intrinsic properties include the speakers age,
sex/gender, vocal effort, emotional and physical state (e.g. an-
gry, sad, stressed, distracted, etc.). Extrinsic properties include
the recording conditions such as microphone type and place-
ment, background noise and reverberation due to environmen-
tal scenarios. The multifaceted sources of variation pose the
greatest challenge to accurately model and recognize a speaker
regardless of the approaches employed.
As noted above, intrinsic and extrinsic characteristics of
audio samples may affect the performance of speaker verifica-
tion systems in discriminating speakers. Here, we temporarily
freeze intrinsic variation of the speaker, and place primary re-
search interest on diversity of acoustic environments as extrin-
sic variation. This represents a core challenge in most forensic
voice analysis investigations. In this context, there does exist
shared domain-invariant information across these acoustic en-
vironments. In this study, we employ cross-domain adaptation
to learn the domain-invariant information across domains con-
taining extrinsic variations of the speaker identity. Firstly, we
use a large-scale dataset to train a common feature extractor for
speaker identities. The well-trained model is fine-tuned with
the clean set of our small in-domain data. Finally, we perform
the proposed cross-domain adaptation with discrepancy mini-
mization to extend the fine-tuned model to all other target sets
with learned domain-specific subnets. It can significantly im-
prove the speaker verification performance on other sets in dif-
ferent acoustic environments, and still keep an excellent perfor-
mance on the clean set, alleviating the catastrophic forgetting
problem [24]. Experimental results show that the speaker ver-
ification performance in a specific dataset with multiple acous-
tic domains is improved by a large margin using the proposed
cross-domain adaptation approach.
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2. Overview of the Adaptation Framework
Since the pre-trained system is trained on a large-scale dataset,
the model adaptation should be applied to alleviate the impact
of data mismatch between training data and data in specific
domains. This adaptation includes two stages: adaptation on
the clean set and the cross-domain adaptation among different
acoustic environments.
2.1. Pre-trained systems
We use an i-vector system as one of our pre-trained sys-
tems. The other pre-trained system is based on neural net-
works, by employing a multiple-layer residual neural network
(ResNet) [25] to build a front-end main body as a common
feature extractor, followed by a learnable dictionary encoding
(LDE) layer [9] to encode a variable-length temporal sequence
into a fixed-dimensional representation at the utterance level.
2.2. Adaptation to clean data
The first-stage adaptation method of the GMM-based i-vector
system is MLLR, which uses a linear transformation of Gaus-
sian model parameters on top of the UBM [26].
In the first step of our CNN-based system adaptation, the
new model is initialized by weights of the pre-trained CNN-
based model, freezing the first three layers of ResNet, then it
continues to be trained with clean data. The learning rate of this
adaptation is 10x smaller than that used in the training process.
The inputs across domains will share the domain-independent
adapted feature extractor to generate embeddings for further
cross-domain adaptation, and the process through the entire
common feature extractor is symbolized as Φ0.
2.3. Cross-domain adaptation
The objective of our second-stage adaptation is to learn domain-
invariant representations in the embedding space for all do-
mains. With the fine-tuned model on the clean set in the first
step, following a domain adaptation setup, we take the clean
data as the “source” domain data. LENA-booth, far-field, and
noisy data (CRSS-Forensics corpus explained in Sec. 3.1.2) are
taken as the “target” domain data, which also have speaker la-
bels. At first, a discrepancy loss will be used to reduce the dis-
tinction of clean sample representations across domain-specific
embedding extractors, and this process is symbolized as Φ1.
Next, for process Φ2, it is easier to extract domain-invariant rep-
resentations for each source/target pair and then subsequently
align the distributions of source and target domain afterwards.
In the end, domain-specific classifiers are employed to optimize
verification performance for individual domains.
2.3.1. Cross-domain discrepancy minimization
The embedding extractors learned from target domains are
likely to make wrong decisions on clean samples near the class
boundaries. Based on this fact, a discrepancy loss is employed
to compute the absolute values of differences among all pairs
of representations from domain-specific embedding extractors.
The discrepancy loss function is formulated as,
Lossdis =
2
N(N − 1)×
N−1∑
i=1
N∑
j=i+1
Ex∈Ds
∣∣∣Φi1(Φ0(xs))− Φj1(Φ0(xs))∣∣∣ (1)
In Eq. 1, xs is the input feature vector of the clean set. Φi1 is an
intermediate process between the common feature extractor and
discrepancy evaluation in domain i, N domains are included.
2.3.2. Pair-wise distribution alignment
We employ MMD as a pair-wise discrepancy evaluation, which
is a kernel two-sample test for the hypothesis Ds = Dt (tar-
get and source domains are the same) based on the observed
samples. Given that generated distributions are identical, MMD
assumes that all the corresponding statistics are the same. The
definition is given in Eq. 2, which estimates the discrepancy
between each pair of source and target domain,
MMD (Ds,Dt)h ,∥∥∥EDs [Φh2 (Φh1 (Φ0(xs)))]− EDt [Φh2 (Φh1 (Φ0(xt)))]∥∥∥2
h
(2)
Where h is a specific target domain, xs and xt are
sequence input features in the source and target do-
mains. Φh2 is an intermediate process between the dis-
crepancy evaluation and MMD evaluation in domain h.
Given N target domains, M̂MD(Ds,Dt)h is an un-
biased estimator of MMD(Ds,Dt)h, where Ex∈D =
1/n
∑n
i=1 Φ
h
2 (Φ
h
1 (Φ0(xi))). Domain-invariant representa-
tions for each paired source and target domain can be learned
by minimizing the Lossmmd,
Lossmmd =
N∑
t=1
M̂MD(Ds,Dt)h (3)
2.3.3. Domain-specific classification
Each domain-specific embedding extractor is followed by a
softmax classifier. We add this classification loss for each clas-
sifier to ensure that the embedding distribution performance is
improved in each target domain. We use a cross-entropy J loss
as the following,
Losscls =
N∑
t=1
Ex∈DtJ (Φt2(Φt1(Φ0(xti))), yti) (4)
Given N target domains, the classification losses are computed
for each domain-specific classifiers.
2.3.4. Cross-domain adaptation framework
Given a sequence data input, the common feature extractor
projects a sequence data into a temporal orderless embedding in
a shared process Φ0. Φ1 and Φ2 processes of the cross-domain
adaptation method have three independent subnets correspond-
ing to specific target domains. The domain-invariant represen-
tations are learned in this unshared process Φ1 to minimize dis-
crepancies among target domains. The final embeddings for
new target domains are generated through the unshared pro-
cess Φ2 from domain-specific classifiers. Also, distributions of
both target and source samples are aligned among each domain
in Φ2. Assuming the cross-domain adaptation can effectively
learn a domain-invariant representation, we compute the clean
set embedding as the average of target domain embeddings here.
The framework of the cross adaptation in each step is illustrated
in Fig. 1. The multi-task loss function is formulated as,
Losstotal = µ(Lossmmd + Lossdis) + Losscls (5)
Where µ is a variant adaptation factor with a progressive sched-
ule from 0 to 1. in order to stabilize parameter sensitivity in the
early adaptation stage.
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Figure 1: Cross-domain adaptation framework.
3. Experiments
3.1. Data description
3.1.1. VoxCeleb
We use VoxCeleb 1 and 2 [27] dat set which is extracted from
videos on YouTube as the training data for our pre-trained sys-
tems. Videos included in the dataset are shot in a large num-
ber of challenging visu l and auditory environments including
background chatting, laughter, overlapping speech, and vary-
ing room acoustics [28]. The training dataset contains over
1,261,189 utterances from 7273 identities.
3.1.2. CRSS-Forensics
The CRSS-Forensics corpus1 contains read speech, prompted
speech, and spontaneous speech in three conditions: (i) clean
(sound booth), (ii) noisy (field recordings), and (iii) high stress
(actual police interviews). Two phases are included in the
recording process. Phase-1 contains speech data recorded in
different acoustic environments such as a sound booth and pub-
lic environments. Speech in Phase-2 is collected in a law en-
forcement facility, using an interview room with an actual po-
lice officer/detective. Figure 2 shows sample recording envi-
ronments for the sound booth, public environments, and police
interview room.
For the sound booth of Phase-1, speech data is recorded
using microphones (sample rate: 44.1 kHz) and a participant
body-worn mobile data collection platform called LENA unit
(sample rate: 16 kHz). Microphones are positioned at 4 differ-
ent locations in the booth; the distances from each microphone
to the speaker are 10 inches and 0.8, 4, and 8 feet, as shown
in Fig. 2 (a).In field environments, speech is collected by the
LENA unit worn by the participant, and the recording environ-
ments include seven indoor and outdoor places such as hallway
(Fig.2 (b)), cafeteria (Fig.2 (c)), walking path (Fig.2 (d)), park-
ing lot (Fig.2 (e)), etc. In Phase-2, a detective interviews the
participant concerning a specific investigative scenario while
following standard procedures in an interview room (Fig. 2 (f)).
1The CRSS-Forensics corpus will be released with a license.
Table 1: Data statistics for the CRSS-Forensics corpus
Phase Session type Duration Spk Utt
1
Clean 64 h 75 6788
Far-field 64 h 75 6788
LENA-booth 33.9 h 75 4060
Field Recording 99.4 h 75 11965
2 Police Interview 40.8 h 58 4615
Table 1 summarizes the specific data size for each session.
For the 75 speakers in the corpus, there are 65 English native
speakers and 10 non-native speakers, with 27 male speakers,
and 48 female speakers. Each participant was allowed to opt-out
of Phase-2 (i.e. IRB protocol due to high stress level exposure),
so there are 17 speakers fewer from the police interview set.
In this current study, data from Phase-1 is used for cross-
domain adaptation. We note that various recording environ-
ments are considered as the extrinsic characteristics for audio
samples, while speech from speakers under stress in police in-
terviews are intrinsic variations. Consequently, data in Phase-2
is not compatible with data in Phase-1 for domain-invariant in-
formation extraction. We split data in Phase-1 at a ratio of 7:1:2
for training, enrollment, and test data. The duration of each
speech record is segmented into 30 seconds. The number of test
trials in each set is 47684, 47684, 24564, 47778 for the clean,
far-field, LENA-booth, and field-recording, respectively. For
sound booth data, speech data with mics close to the speaker (10
inches & 0.8 feet) are viewed as clean in the target domain for
first-step adaptation, and speech data from the remaining two
distant mics are viewed as far-field data. Data captured by the
LENA body-worn unit was used to explore channel mismatch
influence.
                                                  	
                                                 
 




                                                                             





Figure 2: Forensic recording environments - (a) sound booth,
(b-e) field recording, (f) police interview.
3.2. i-vector system configuration
Gender independent i-vector extractors were trained on the
VoxCeleb 1 and 2 to produce the 400-dimensional i-vectors.
20-dimensional MFCCs were augmented with their delta and
double-delta coefficients, composing 60-dimensional MFCC
feature vectors. MLLR was used for adapting the basic i-vector
model to the clean data.
3.3. CNN-based system configuration
A 30-dimensional Fbank was extracted with a frame length of
25 ms and frame shift of 10 ms as the acoustic feature for each
utterance. Kaldi energy-based VAD was also applied to remove
the silent segments in each utterance. Then the raw acoustic fea-
ture was input into a widely-used ResNet-34 architecture with
Angular-Softmax [29]. The corresponding channel sizes for
conv1, layer1, layer2, layer3, and layer4 were 16, 16, 32, 64,
and 128 respectively. The number of dictionary components in
the LDE layer was 64. Adam optimizer was employed for the
network training with betas of (0.9, 0.98), weight decay of 1e-4,
and the AMSGrad variant. The learning rate was adjusted with
the warm-up scheduling named Noam in [30].
In the fine-tuning stage, each input data was cropped to
1200 frames, which approximated the mean length of an utter-
ance after VAD. The parameters in layer 4 and the LDE layer
were updated, and parameters for all other layers were frozen.
3.4. Cross-domain adaptation configuration
We did cross-domain adaptive training for layer 4 in ResNet,
LDE layer, and the cross-domain adaptation block via back
propagation. The cross-domain subnet of each domain
was composed of four fully-connected layers: (4096,1024),
(1024,1024), (1024,256), and (256,256); the first two and last
two layers were applied for minimizing discrepancy and distri-
bution alignment, respectively. Since the cross-domain adapta-
tion block was trained from scratch, we set its learning rate to
be 10x larger than that of the layer 4 in ResNet and LDE lay-
ers. The learning rate of the cross-domain adaptation block was
adjusted using the formula,
ηp =
η0
(1 + αp)β
(6)
Where η0 = 0.01, α = 10, β = 0.75 and p linearly changes
from 0 to 1 corresponding to the training steps. Since there exist
no parameter-wise differences between each subnet in the early
adaptation stage,Lossmmd, Lossdis may result in noisy activa-
tions. To stabilize parameter sensitivity, a progress strategy [31]
is used for Losstotal:
µ =
2
exp(−θp) − 1 (7)
Where θ = 10 makes µ change from 0 to 1.
4. Results and Discussion
We compare a GMM-based i-vector system with a system based
on neural networks for the speaker verification task. Results
of the pre-trained model, the fine-tuning step, and the cross-
domain adaptation (CDA) process are presented respectively for
the two systems. In the cross-domain setup, there are chan-
nel, reverberation, and noise mismatches between datasets in
various domains, which can be used to analyze how extrinsic
variation in multiple acoustic environments impacts the speaker
verification performance. Practically, it is very inefficient and
computational expensive to maintain multiple models for dif-
ferent domains. The cross-domain adaptation method can help
us train a single model to keep an excellent performance on the
source-domain clean set and improve the verification result of
the fine-tuned model on each target domain by a large margin.
Table 2 shows systems testing results in terms of equal error
rate (EER) for each set. Due to the small absolute values shown
in each set, we use a relative decrease (RD%) of EER to eval-
uate system improvement in each step. MLLR and fine-tuning
are used by i-vector and CNN-based systems respectively in the
clean set adaptation step.
Before any adaptation is applied, embeddings extracted
from the raw common feature extractor are employed for
speaker verification. Two systems show good results with low
EER in general. Testing results for diverse domains vary a lot
for two systems. The noisy data collected by the LENA unit
in public environments shows the worst testing performance.
Clean data and LENA-booth data are both collected in the sound
booth,where the former one is recorded by microphones and
achieves a better result than the latter recorded with the LENA
unit. This indicates that the noise and channel mismatches con-
siderably affect the speaker verification performance. The far-
field condition generally has less of an influence on speaker ver-
ification. Far-field data in our corpus is recorded by mics in a
sound booth, where the voice is less likely to be distorted by the
given distance as it travels in the wild.
Table 2: Equal error rate of systems in various domains
Clean LENA-booth Far-field Noisy
1 Raw i-vector 0.58% 0.83% 0.69% 2.73%
2 i-vector MLLR 0.22% 0.73% 0.34% 2.37%
1 → 2 RD 62.07% ↓ 12.05% ↓ 50.72% ↓ 13.19% ↓
3 i-vector CDA 0.21% 0.63% 0.23% 2.28%
2 → 3 RD 4.55% ↓ 13.70% ↓ 32.35% ↓ 3.80% ↓
4 Raw CNN 1.15% 1.83% 1.03% 2.43%
5 CNN fine-tune 0.113% 1.49% 0.20% 2.06%
4 → 5 RD 90.17% ↓ 18.58% ↓ 80.58% ↓ 15.23% ↓
6 CNN CDA 0.108% 1.01% 0.16% 2.02%
5 → 6 RD 4.42% ↓ 32.21% ↓ 20.00% ↓ 1.94% ↓
For the clean data adaptation, the i-vector model employs
MLLR to accomplish adptation, and the CNN-based model is
fine-tuned with clean data. Fine-tuning shows a more significant
improvement than MLLR, especially in the clean and far-field
sets. Furthermore, the system verification performance gains a
limit improvement for LENA-booth and noisy set in each sys-
tem. The i-vector system with MLLR and the fine-tuned CNN-
based system achieved effective improvements with an aver-
aged EER RD of +34.5% and +51.1% respectively.
Based on models processed by the first-step adaptation,
the cross-domain adapted i-vector system obtains a better re-
sult with a lower EER of 0.63% in the LENA-booth set, and
the CNN-based system with cross-domain adaptation achieves
better results in the other three conditions, which are 0.108%,
0.16%, and 2.02% in the form of EER for the clean, LENA-
booth, and far-field respectively. By means of generating nearly
identical distributions for all statistics in the CNN CDA, the
model has a good performance on the clean set (+4.42% RD),
while it significantly improves the results on domains of LENA-
booth and far-field for +32.21% and +20% respectively. How-
ever, the model of CNN CDA achieves limited improvement
in the noisy domain. Cross-domain adaptation contributes to
speaker verification performance improvement in both systems,
and is more effective for the CNN-based system. The average
RD of EER for the i-vector system is +13.6%, and that for the
CNN-based system is +14.6%. Therefore, the proposed cross-
domain adaptation methods have been shown to be promis-
ing/effective for new environment mismatch data scenarios.
5. Conclusions
In this study, we explored a cross-domain method to adapt i-
vector and CNN-based systems to data from new various acous-
tic domains. The adaptation included two steps of the clean set
adaptation and cross-domain adaptation. In the clean set adap-
tation, an i-vector system was used with an MLLR method with
clean data, and the CNN-based system employed clean data to
fine-tune the model, which achieved the best result by apply-
ing fine-tuning to layer 4 in ResNet and LDE layer. Based on
the first-stage adaptation, the cross-domain adaptation approach
was employed to learn domain-invariant information so that the
model could be greatly generalized to the other acoustic do-
mains without degrading verification performance on the clean
set. In conclusion, diverse or unknown acoustic environments
which are common in field data for forensics were shown to af-
fect speaker verification system performance, and the proposed
cross-domain adaptation method was able to contribute to veri-
fication performance improvement for multiple domains.
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