and Computational Structural Dynamics (CSD) methodology to the simulation of blast waves generated by bare explosive charges in a test facility with rigid and deformable walls. The coupled algorithm combines FEFLO98 (CFD) and MARS3D (CSD) via an embedded approach, where the CSD objects float through the CFD domain. This combination enables an easier and more accurate prediction of structural deformation, cracking and failure under blast loading. Several experiments were conducted to characterize blast load and structural response as a function of charge size, weapon ignition point (nose or tail) and orientation (horizontal or vertical). The numerical simulations helped in understanding the experimental results, some of which were not intuitively understood. Very good agreement between the experimental results and the numerical predictions were demonstrated for pressure data, blast loading and the corresponding structural response.
I. Introduction
he objective of this study is to validate and apply the coupled CFD/CSD methodology to the simulation of bare/cased weapons detonation/fragmentation, and blast and fragment interactions with rigid and deformable structures. These applications constitute a very severe test to the numerical methodology as they require modeling of several complex and interacting physical phenomena: a) Detonation wave initiation and propagation; b) CSD modeling of case expansion and fragmentation; c) Blast wave diffraction through the breaking case, and around the flying fragments; e) Fragments and airblast impact on the structure; and f) The resulting structural deformation. To model the physics involved, elasto-plastic material models with rupture criteria (CSD) are required, coupled with either the Euler or the Reynolds-Averaged Navier-Stokes (CFD).
Two approaches can be used to model fluid/structure interaction. The 'tight coupling' approach requires solving both CFD and CSD as one coupled set of equations with the drawback of requiring the complete rewrite of both solvers. The second approach, called 'loose coupling', decouples the CFD and CSD sets of equations and uses projection methods to transfer interface information between the CFD and CSD domains. existing and well-established codes, a loose-coupled solver can be assembled with minimum modifications to either of the two solvers. This is the chosen approach. The modularity is kept by the addition of a "controller" code, which handles the transfer of information between the different solvers [Ce98, Lö95, Ba96] . This module handles nonmatching meshes at the interface and incorporates conservative interpolation schemes and fast techniques for neighbor search. The correspondence between fluid and structure points is automatically deduced, without any user input. Time synchronization between the CFD and CSD solvers is also managed by the controller code, using a leapfrog approach.
The motion of a solid or a deforming body through the fluid domain can be modeled using two approaches: the glued approach and the embedded approach. The glued approach requires the CFD surface grid to match the CSD surfaces. The meshes do not need to be identical at the interface. When the structure moves across the CFD domain, the matching CFD boundaries also move, deforming the volume mesh they are based on. Despite the use of complex mesh movement and ALE formulation, the expensive automatic remeshing routine must be triggered when highly deformed elements are detected.
In the second approach, the embedded CSD mesh floats through the CFD domain without body/surface conformance. The faster Eulerian formulation (rather than the slower ALE) is used. The only extra intensive steps involve the identification of the crossed edges and proper modeling of the boundary conditions. On the negative side, this method requires the use of new more complex boundary conditions of first and second order. The penetration of a single CFD element by a multitude of CSD shells can also potentially create problems.
During the early years of our coupled CFD/CSD efforts we have developed and successfully applied the traditional glued approach in several investigations [Ba98, Ba01] . However, this approach has later failed for simulations involving singular points when the CSD contact algorithm can not prevent inter-penetrations and tiny gaps to form. Moreover, for applications such as crack propagation and cased weapons fragmentation, the superfine resolution required to properly model the cracks becomes prohibitive. Finally, the meshing procedure itself may fail due to high level of topology complexity. These shortcomings of the glued approach are, conversely, the strengths of the embedded approach, where the bodies float through the CFD mesh. The closeness of bodies and possible penetration poses no difficulty to the embedded approach.
In the present study, we sought to validate the coupled CFD/CSD methodology against high-quality experimental data. While the geometry modeled is relatively simple, the physical processes modeled are complex. The first step of the validation study, describes in this paper, deals with modeling the detonation of bare charges placed in a tube, and the resulting airblast interaction with rigid as well as deformable walls. In future papers, we will describe the results obtained for cased weapons, where the methodology must also model the case fragmentation, the extra loads imposed by the fragments impact, and the resulting structural response.
II. Methodology
Any blast-structure simulation proceeds through the following stages:
• Pre-Processing;
• Grid Generation;
• Flow Solver; and • Post-Processing. The pre-processor tool used is FECAD [Löh01]. It acquires and sets-up geometric data, boundary conditions and desired mesh size for both CFD and CSD. The grid generation, which is based on an advancing front method, is then performed for both CFD and CSD using FRGEN3D [Lö88, Lö96] . The CFD mesh is composed of triangular (surface) and tetrahedral (volume) elements. The CSD mesh includes beams, triangular or quad shells and bricks for the solids. The quads shells are the result of aggregation of triangles while the bricks are the subdivision of tetrahedral elements followed by smoothing techniques.
The flow solver employed is FEFLO98, a 3-D adaptive, unstructured, edge-based hydro-solver based on the Finite-Element Method Flux-Corrected Transport (FEM-FCT) [Lö92] . It solves the Arbitrary Lagrangean-Eulerian (ALE) formulation of the Euler and Reynolds-averaged turbulent, Navier-Stokes equations. The high order scheme used is the consistent-mass Taylor-Galerkin algorithm. Combined with a modified second-order Lapidus artificial viscosity scheme, the resulting scheme is second-order accurate in space, and fourth-order accurate in phase. The spatial mesh adaptation is based on local H-refinement, where the refinement/deletion criterion is a modified H2-seminorm [Lö92] based on user-specified unknowns. Most of the shock wave propagation cases require the use of a blend of density and energy. FEFLO98 supports various equations of states including real air, water, SESAME and JWL with afterburning. Particles can also be used. They are treated as a solid phase, exchanging mass, momentum 3 of 11 and energy with the fluid. For glued approach modeling where body motions induce large mesh deformation, several automatic remeshing techniques can be used. The embedded approach chosen for the current simulations does not require this capability.
The structural dynamics solver used is MARS3D [Pe98] , a modern variant of DYNA3D [Wh91] . Both codes are unstructured, explicit finite element codes, well suited for modeling large deformations. They provide a good base for non-linear materials with elasto-plastic comportemental laws with rupture. These codes incorporate a large library of materials and various equations-of-state, as well as many kinematic options, such as slidelines and contacts.
III. Results
The test facility developed by SRI [Gran03] is shown schematically in Fig 1. The facility consists of a concrete pipe grouted inside a steel tube with a circular cross section truncated by a planar concrete floor. One end of the tube is open. The other end contains a partial steel bulkhead with either a wellinstrumented steel plate containing 17 pressure gauges or a deformable set of end-plates (leaves). While the test matrix includes detonation of bare as well as cased charges, the discussion in this paper will only deal with the bare charges. These tests examine the effect of varying charge weight, charge orientation (vertical or horizontal) and ignition point (nose or tail), on the blast load and its impact on the closed end of the tube. The charge nose-end is defined as the end nearest to the end-wall.
The quality of measured data was excellent, which was one of the incentives for conducting this validation study. The use of Composition-B explosive was also a compelling factor as it eliminates many of the uncertainties associated with modeling the detonation and aluminum particles burning of non-ideal explosives.
In this paper the experimental results are compared with numerical predictions for uncased explosive charges. Both pressure gauge values (for non-deforming wall) and deformations (for deformable end-plates) are compared.
Bare Charges Against An Instrumented Rigid End-Wall
Two explosive charge sizes were tested. The smaller charge, 174grams of Composition B-3, was a cylinder with an L/D ratio of 5.0025. The larger charge of 263grams of Composition B-3, was a cylinder with an L/D ratio of 4.522. The center-of-gravity of both charges was placed at the identical location relative to the flat floor and the end wall. Both were axially in the direction of the cylinder and therefore normal to the end panels (Fig 1) .
The numerical simulations are conducted in two phases. In a first phase, a highly refined small region around the HE is modeled allowing for a highly accurate simulation of the detonation and product expansion. This phase is stopped shortly after the completion of the detonation. The flow field is then interpolated onto the model of the complete tube for the continuation of the simulation. Both explosive charges have a medium L/D ratio, which contributes to the significant asymmetry (nose-to-tail) of the detonation products expansion. The most noticeable is a strong jet propagating upstream of the nose-end (for tail detonation). This behavior has been observed previously for medium and large L/D cylindrical explosives [Held2003] . Figures 2a through 2c show the predicted velocity contours at times of 40µs, 100µs and 120µs, respectively. For clarity reason, results are shown only on the plane of symmetry (for a small section of the tube), the floor, and the end wall. These results were obtained for the 174grams tail-detonated charge, where the nose-end is nearest the endwall. Very similar results are observed for the 263grams bare charge. Velocity contours are shown at the early times rather than pressure contours, as the reflected pressure amplitudes on the tube circumference are significantly higher than those present in the jet, making it more difficult to visualize this phenomenon. The formation of a strong jet off the nose-end is clearly visible, with a maximum velocity of up to 5 km/sec. The pressure amplitude behind this jet is fairly significant, and fairly focused.
A sequence of pressure contours is shown in Figs 3a through 3f, for respectively 180µs, 200µs, 220µs, 240µs , 260µs, and 280µs. The sequence shows the incident blast wave impact on the wall. Notice: 1. The high-amplitude reflected pressure zone (color: magenta) is limited to a small circle about the center of the jet impact (axis of the cylinder), as shown in Figs 3a through 3e. This high pressure is observed only at the narrow-diameter jet zone, where the high-velocity jet stagnates; 2. The temporal evolution of the circumferential blast wave. This is the wave generated by the detonating cylinder at angles between 45 0 and 135 0 , and contains most of the detonation energy. This blast wave propagation is easily observed on top and bottom of the plane of symmetry, though it is circumferential. This wave impacts the end wall first at the center top (Fig 3d at 240µs) , expanding to the rest of the end-plate/tube corner and only then propagates towards the center (Fig. 3f) ; and 3. While the narrow central jet has a high pressure, it carries significantly less energy than the slower, later-arriving circumferential blast wave that carries most of the energy. Nevertheless, it should be expected that the damage to the deformable steel panels will be initiated at the narrow jet-impact location, along the axis of the cylinder. 
Figs. 3. Pressure contours showing blast wave evolution.
Figs. 6a and 6b show the maximum pressures and impulses observed at any point on the tube surfaces (perimeter, end wall and floor), over the duration of the simulation. The results highlight two major processes discussed above: a) Blast (jet) wave focusing at the center of the end wall with a very high pressure, small diameter, circle around impact point, and exponentially-decaying pressure amplitude outside the zone. Again, the impact point is not at the center of the tube but on the axis of the charge; and b) High-impulse circular domain about the same point. High impulse zones are also observed at the stagnation and near-stagnation wall-tube intersection arcs. Notice the enhanced high-impulse zones near the true stagnation points at the two corners, and the large loads on the tube walls immediately near the charge location.
Similar results, qualitatively, were obtained for the 263grams charge. The CG of this charge was placed at the same location, and this charge was also tail detonated. 
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Finally, the same size charge, placed at the same location and orientation, was nose-detonated (i.e., detonation initiation at the near-wall-end). Analysis of the results show that: 1) On the nose-end we do not observe jet formation, though, naturally, one was formed at the tail-end; and 2) It was expected to obtain higher impulse loads on the closed end from the closer nose-detonation than from the tail-detonated charge. However, the results are mixed due to the large loads exerted by the central jet. Near the jet impact point, the tail-detonated charge has a higher impulse than the nose-detonated charge. As the distance increases from impact point (charge axis), the two equilibrate. Further away, closer to the tube walls, the nose detonated charge indeed imposes higher impulse loads.
Bare Charges Against Deformable End Plates
The same two bare charges previously discussed are used for the next set of simulations. They are both placed horizontally in the tube, with their center of gravity at the same location, and are both tail-detonated. In these tests the rigid, instrumented end-wall is replaced by a set of deformable end plates (Figs. 7) . The deformable set of leaves is made of steel I-beams, covered upfront by steel plates.
The first phase of each simulation, up to the time when the propagating central jet impacts the end wall, is identical to the one used in the previous set of simulations. Hence, they were not repeated. The flow field predicted by the first simulation (174grams) at 100µs, just prior to jet impact on the end wall, was interpolated onto the new CFD domain. The CFD domain is larger, as it also incorporates the domain downstream of the deformable end panels, to enable modeling of the blast wave propagation past the failing plates. The simulation was performed using the coupled CFD/CSD solver, where the CSD code is used to model the deformable end panels, and the CSD model is embedded within the CFD domain. Figs. 8a and 8b show pressure and structure velocity contours at time of 280µs. At that time, the blast wave just started reflecting from the end panels (comparable to the results shown in Fig 3f) . The CSD velocity contours show the maximum deflection and the maximum CSD velocity at the peak pressure impact location.. The steel panels were only slightly damaged in response to this charge, with the largest deformation at the left leaf, at the charge axis.
The asymmetry in the deformable panel response to the charge resulted from structural differences between the leaves: the right leaf contains a large I-beam just behind the impact point, therefore locally strengthening the structure. This results in significantly smaller deformation on the right versus left leaves.
Comparison of measured and predicted panel velocities at three locations (two on the right leaf, one on the left leaf) show good agreement in modeling the deformable panel response. The maximum velocity observed at the right leaf measurement point is about 39m/s, reached at 0.47ms, compared to the experimental value of about 41m/s at 0.50ms. The maximum predicted velocity at the left leaf measurement point is 42.3m/s at 0.44ms, for an experimental value of about 40m/s at 0.46ms. Comparison of the measured (Fig. 9a) and predicted (Fig. 9b ) structural deformation demonstrate very good agreement in the final response, although the simulation predicted break-up of the right hinges, while the test results show that the hinges held. The results are shown after removal of the front plates.
The second test against the deformable panels was conducted with the 263grams Composition-B charge, with the same location, orientation, and tail-detonation. The previous solution for a 263grams charge, obtained just before center-jet impact on the end-wall, was interpolated onto the new extended domain. The coupled CFD/CSD solver was used. Fig. 10a presents a top view of pressure contours on a horizontal planar cut at the charge CG height at t=0.12ms (time is reset to zero for initiation of the coupled simulation). The large-amplitude reflected central jet (discussed previously), and a significantly weaker reflection of the rest of the incident blast wave are clearly visible. The primary shock, which is generated from the circumferential expansion of the detonation wave, is about to impact on the periphery of the end-panel. The original downstream propagating detonation products front forms a mach stem at the tube's wall.
Continued evolution of this solution is shown in Figs. 10b and 10c , which represent two views of pressure contours at 450µs: within the tube and side views. The results show the downstream propagating detonation wave, the multiple reflections of the incident wave from the deformable panels, the opening of the left leaf and the blast wave that came through the deforming leaves. Figure 10d shows CSD velocity contours on the leaves, with a maximum velocity of about 100m/s at this time. Again, the left leaf is significantly more deformed.
Structural deformations at times of 0.45ms, 1.36ms, and the final deformed leaves are presented in Figs. 11a, 11b, and 11c, respectively. Figs. 12a and 12b compare front views of the measured and predicted final deformed panels. The simulation was able to accurately predict most of the structural deformation details. Certain aspects were not predicted as well: 1) The top and bottom latches were not as stout as built, and failed sooner than in the experiments; 2) The hinges broke much sooner, and resulted in larger deformation to the end plates than measures; and 3) Because of the previous two deficiencies, the panels were pushed in more than observed, and the extreme beams deformed more than observed. These discrepancies result from the fact that although the geometric details were modeled very accurately, these components were welded, and we did not have accurate data for the materials and welding process. Similarly, hinge and latch failure modeling is fairly tricky. 
Computational Resources
The 174grams charge detonation used a mesh that contained about 38 million elements and 6.5 million nodes. The 263grams detonation simulation was conducted on a mesh of 53 million elements and 9.2 million nodes. Each of those cases were then interpolated onto a 75.2 million elements mesh (or 12.9 million nodes) for the rigid panel cases and on a 103 million elements mesh (or 17.6 million nodes) for the deformable panels simulations. The deformable panels were modeled with 36,500 CSD shells. The complete detonation and coupled CFD/CSD simulation required about 4 to 5 days of computing on a 48-64 CPU's of SGI Origin 3900.
IV. Conclusions and Outlook
This paper described applications of a coupled Computational Fluid Dynamics (CFD) and Computational Structural Dynamics (CSD) methodology to the simulation of blast waves generated by bare explosive charges in a test facility with rigid and deformable walls. The coupled algorithm combined FEFLO98 (CFD) and MARS3D (CSD) was used with an embedded approach for which the CSD objects float through the CFD domain. This combination enables an easier and more accurate prediction of structural deformation, cracking and failure under blast loading.
Several experiments were conducted to characterize blast load and structural response as a function of charge size, ignition point (nose or tail) and orientation (horizontal or vertical). Very good agreement between the measured and predicted pressure and impulse time histories was produced for the rigid, well-instrumented end walls. The measurements and predictions identified the presence of a strong jet coming off the nose-end for the tail-end detonated charge. Stagnation of the jet on the end wall resulted in a large pressure and impulse amplitudes within a small circle on the cylinder axis line. The jet loading resulted in a minor damage to the deformable leaves for the smaller charge, and significantly more damage for the larger charge. As a conclusion, the simulations were able to accurately predict both the blast loading and structural response.
