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POLYNOMIAL FUNCTIONS OVER DUAL NUMBERS OF SEVERAL
VARIABLES
AMR ALI ABDULKADER AL-MAKTRY
Abstract. Let k ∈ N \ {0}. For a commutative ring R, the ring of dual numbers of k
variables over R is the quotient ring R[x1, . . . , xk]/I , where I is the ideal generated by the
set {xixj : i, j = 1, . . . , k}. This ring can be viewed as R[α1, . . . , αk] with αi αj = 0, where
αi = xi+I for i, j = 1, . . . , k. We investigate the polynomial functions of R[α1, . . . , αk] whenever
R is a finite local ring. We derive counting formulas for the number of polynomial functions and
polynomial permutations on R[α1, . . . , αk] depending on the order of the pointwise stabilizer of
the subring of constants R in the group of polynomial permutations of R[α1, . . . , αk]. Moreover,
we show that the stabilizer group of R is independent from the number of variables k.
1. Introduction
Let R be a finite commutative ring with unity. Then a function F : R −→ R is said to be a
polynomial function on (over) R if there exists a polynomial f ∈ R[x] such that f(a) = F (a)
for every a ∈ R. In this case we say that F is the induced function of f on R and f represents
(induces) F . Moreover, if F is a bijection we say that F is a polynomial permutation and f is
a permutation polynomial. If R is a finite field, it can be shown easily by using the Lagrange’s
interpolation that every function on R is a polynomial function. Unfortunately, this is not the
situation when R is not a field and it is somewhat more complicated to study the properties
of polynomial functions on such a ring. We denote by F(R) the set of polynomial functions
on R, which is evidently a monoid under the composition of functions. Moreover, its subset of
polynomial permutations forms a group and we denote it by P(R).
Kempner [5] was the first mathematician who studied polynomial functions on a finite ring
which is not a field. He studied extensively the polynomial functions on Zm, the ring of integers
modulo m. However, his arguments and results were somewhat lengthy and sophisticated.
So, for a long time some researchers [4, 11, 8] followed his work, obtained simpler proofs and
contributed to the subject as well. Meanwhile, some others were interested on the group of
permutation polynomials modulo pn [10]. Other mathematicians have generalized the concepts
of polynomial functions on Zm into other rings, for examples, local principal ideal rings [9]
and Galois rings [2]. Later, Frisch [3] characterized the polynomial functions of general class
of local rings. Surprisingly, all rings examined in [2, 9, 5] are contained in this class. It
should be mentioned that around forty years ago some mathematicians studied the properties of
polynomial functions on weaker structures such as semi groups [6] and monoids [12]. In a recent
paper [1], the authors considered the polynomial functions of the ring of dual numbers modulo
m. Dual numbers are not contained in the class of rings covered in [3], except for some trivial
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cases. In this paper, we are interested in the polynomial functions of the ring of dual numbers of
several variables over a finite local ring R, that is, the ring R[x1, . . . , xk]/I, where I is the ideal
generated by the set {xixj : i, j ∈ {1, . . . , k}}. We find that the construction of the polynomial
functions over such a ring depends on the polynomial functions over R. Furthermore, we show
that the order of a subgroup of polynomial permutations on R[α1, . . . , αk] plays an essential
role in the counting formulas of the polynomial functions and the polynomial permutations on
R[α1, . . . , αk]. Here is a summary of the paper. Section 2 contains some basics and notations.
In Section 3, we characterize null polynomials and permutation polynomials on R[α1, . . . , αk],
and we develop the ideas needed in the last section. Finally, in Section 4 we introduce the
stabilizer group with some of its properties and obtain some counting formulas.
2. Basics
In this section, we introduce some definitions and facts that appear in the paper frequently.
Throughout this paper let k be a positive integer and for f ∈ R[x], f ′ denotes the first formal
derivative of f .
Definition 2.1. Let S be a commutative ring, R an S-algebra and f ∈ S[x]. Then:
(1) The polynomial f gives rise to a polynomial function on R. We use the notation [f ]R
for this function. We just write [f ] instead of [f ]R, when there is no confusion.
(2) If [f ]R is a permutation on R, then we call f a permutation polynomial on R.
(3) If g ∈ S[x] and [f ]R = [g]R, this means that f and g induce the same function on R and
we abbreviate this with f , g on R.
Remark 2.2. Clearly, , is an equivalence relation on R[x]. For the case when S = R, there is
a bijective correspondence between equivalence classes of , and the polynomial functions on
R. In particular, if R is finite, then the number of different polynomial functions on R equals
the number of equivalence classes of , on R[x].
Definition 2.3. Throughout this paper, when R is a commutative ring, then R[α1, . . . , αk]
designates the result of adjoining α1, . . . , αk to R with αi αj = 0 for i, j ∈ {1, . . . , k}; that
is, R[α1, . . . , αk] is R[x1, . . . , xk]/I, where I is the ideal generated by the set {xixj : i, j ∈
{1, . . . , k}}, and αi denotes xi + I for i = 1, . . . , k. The ring R[α1, . . . , αk] is called the ring of
dual numbers of k variables (degree k) over R.
Remark 2.4. Note that R is canonically embedded as a subring in R[α1, . . . , αk]. Furthermore,
R[α1, . . . , αk] is an R-algebra.
The following proposition summarizes some properties of R[α1, . . . , αk], which is straightfor-
ward from Definition 2.3.
Proposition 2.5. Let R be a commutative ring. Then the following hold.
(1) For a0, . . . , ak, b0, . . . , bk ∈ R, we have:
(a) (a0 +
k∑
i=1
ai αi)(b0 +
k∑
i=1
bi αi) = a0b0 +
k∑
i=1
(a0bi + b0ai)αi;
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(b) a0 +
k∑
i=1
ai αi is a unit in R[α1, . . . , αk] if and only if a0 is a unit in R. In this case
(a0 +
k∑
i=1
ai αi)
−1 = a−10 −
k∑
i=1
a−20 ai αi.
(2) R[α1, . . . , αk] is a local ring if and only if R is a local ring.
(3) If R is a local ring with a maximal ideal m of nilpotency n, then R[α1, . . . , αk] is a local
ring whose maximal ideal m+
k∑
i=1
αiR has nilpotency n+ 1.
We use the following lemma frequently.
Lemma 2.6. Let R be a commutative ring and a0, . . . , ak ∈ R.
(1) If f ∈ R[x], then
f(a0 +
k∑
i=1
ai αi) = f(a0) +
k∑
i=1
aif
′(a0)αi .
(2) If f ∈ R[α1, . . . , αk][x], then there exist f0, . . . , fk ∈ R[x] such that f = f0 +
k∑
i=1
fi αi
and
f(a0 +
k∑
i=1
ai αi) = f0(a0) +
k∑
i=1
(aif
′
0(a0) + fi(a0))αi .
Proof. (1) Follows from Taylor expansion and the fact that αiαj = 0 for i, j = 1, . . . , k.
(2) Let f ∈ R[α1, . . . , αk][x]. Then f(x) =
n∑
j=0
(c0 j+
k∑
i=1
ci j αi)x
j , where ci j ∈ R for i = 0, . . . , k;
j = 0, . . . , n. So set fi =
n∑
j=0
ci jx
j ∈ R[x] for i = 0, . . . , k. Hence f = f0 +
k∑
i=1
fi αi. The other
part follows from (1). 
The above lemma yields a necessary condition for a function F : R[α1, . . . , αk] −→ R[α1, . . . , αk]
to be a polynomial function.
Corollary 2.7. Let F : R[α1, . . . , αk] −→ R[α1, . . . , αk]. If F is a polynomial function over
R[α1, . . . , αk], then for every ai, bj , ci, di ∈ R, i = 0, . . . , k; j = 1, . . . , k, such that
F (a0 +
k∑
i=1
ai αi) = c0 +
k∑
i=1
ci αi and F (a0 +
k∑
i=1
bi αi) = d0 +
k∑
i=1
di αi, we must have c0 = d0.
Definition 2.8. [3]. Let R be a finite commutative local ring with a maximal ideal m and L ∈ N
minimal with mL = (0). We call R suitable, if for all a, b ∈ R and all l ∈ N, ab ∈ ml ⇒ a ∈ mi
and b ∈ mj with i+ j ≥ min(L, l).
Proposition 2.9. Let R be a finite local ring. Then R[α1, . . . , αk] is suitable if and only if R
is a finite field.
Proof: Since R is a local ring with a maximal ideal m and nilpotency n, then R[α1, . . . , αk] is
a local ring with maximal ideal m1 = m +
k∑
i=1
αiR and nilpotency L = n + 1 by Proposition
3
2.5. Now, if R is a field the result follows easily since m21 = (0). If n ≥ 2, we notice that
L = n+1 > 2, then α1 ∈ m1, α1 /∈ m
j
1 for j > 1 and α
2
1 = 0 ∈ m
n+1
1 . Hence R[α1, . . . , αk] is not
suitable, when R is not a field. 
3. Polynomial Functions and Permutation Polynomials on R[α1, . . . , αk]
From now on, let R be a finite commutative ring with unity. A polynomial f ∈ R[x] is
called a null polynomial on R if f induces the zero function; in this case we write f , 0 on
R. In this section we determine when a given polynomial is a null polynomial on R[α1, . . . , αk],
and whether two polynomials induce the same function on R[α1, . . . , αk]. Then we apply these
results to obtain a counting formula, for the number of polynomial functions on R[α1, . . . , αk],
depending on the indices of the ideals NR, N
′
R in R[x] (defined below). Later, we dedicate the
last part of this section to the group of polynomial permutations on R[α1, . . . , αk], characterize
permutation polynomials and provide supplementary results about this group.
Definition 3.1. We define NR, N
′
R as:
(1) NR = {f ∈ R[x] : f , 0 on R};
(2) N ′R = {f ∈ R[x] : f , 0 and f
′ , 0 on R}.
Remark 3.2. It is evident that NR and N
′
R are ideals of R[x] with N
′
R ⊆ NR.
Lemma 3.3. Let f ∈ R[x]. Then:
(1) f is a null polynomial on R[α1, . . . , αk] if and only if f ∈ N
′
R;
(2) f αi is a null polynomial on R[α1, . . . , αk] for every 1 ≤ i ≤ k if and only if f ∈ NR.
Proof. (1) By Lemma 2.6, for every a0, . . . , ak ∈ R, f(a0 +
k∑
i=1
ai αi) = f(a0) +
k∑
i=1
aif
′(a0)αi.
Thus, the fact that f is a null polynomial on R[α1, . . . , αk] is equivalent to f(a0 +
k∑
i=1
ai αi) =
f(a0)+
k∑
i=1
aif
′(a0)αi = 0 for all a0, . . . , ak ∈ R. This is equivalent to f(a0) = 0 and aif
′(a0) = 0
for all a0, ai ∈ R and i = 1, . . . , k, which implies that f(a0) = 0 and f
′(a0) = 0 for all a0 ∈ R.
Hence f and f ′ are null polynomials on R, which means that f ∈ N ′R.
(2) Follows immediately from Lemma 2.6. 
Theorem 3.4. Let f ∈ R[α1, . . . , αk][x]. We write f = f0 +
k∑
i=1
fi αi, where f0, . . . , fk ∈ R[x].
Then f is a null polynomial on R[α1, . . . , αk] if and only if f0 ∈ N
′
R and fi ∈ NR for i = 1, . . . , k.
Proof. By Lemma 2.6, f(a0+
k∑
i=1
ai αi) = f0(a0)+
k∑
i=1
(aif
′
0(a0)+fi(a0))αi for all a0, . . . , ak ∈ R.
This immediately implies the “if” direction. To see the “only if”, suppose that f is a null
polynomial on R[α1, . . . , αk]. Then
f0(a0) +
k∑
i=1
(aif
′
0(a0) + fi(a0))αi = 0 for all a0, . . . , ak ∈ R.
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Clearly, f0 is a null polynomial on R. Substituting first 0, then 1, for ai, i = 1, . . . , k, we find
that fi and f
′
0 are null polynomials on R. Therefore f0 ∈ N
′
R and fi ∈ NR for i = 1, . . . , k. 
Combining Lemma 3.3 with Theorem 3.4 gives the following criterion.
Corollary 3.5. Let f = f0 +
k∑
i=1
fi αi, where f0, . . . , fk ∈ R[x]. Then f is a null polynomial on
R[α1, . . . , αk] if and only if f0 and fi αi are null polynomials on R[α1, . . . , αk] for i = 1, . . . , k.
Theorem 3.4 implies the following corollary, which determines whether two polynomials f, g ∈
R[α1, . . . , αk][x] induce the same function on R[α1, . . . , αk].
Corollary 3.6. Let f = f0 +
k∑
i=1
fi αi and g = g0 +
k∑
i=1
gi αi, where f0, . . . , fk, g0, . . . gk ∈ R[x].
Then f , g on R[α1, . . . , αk] if and only if the following conditions hold:
(1) [fi]R = [gi]R for i = 0, . . . , k;
(2) [f ′0]R = [g
′
0]R.
In other words, f , g on R[α1, . . . , αk] if and only if the following congruences hold:
(1) fi ≡ gi mod NR for i = 1, . . . , k;
(2) f0 ≡ g0 mod N
′
R.
Proof. It is sufficient to consider the polynomial h = f−g and notice that f , g onR[α1, . . . , αk]
if and only if h , 0 on R[α1, . . . , αk]. 
Recall that F(R[α1, . . . , αk]) denotes the set of polynomial functions over R[α1, . . . , αk]. In
the following proposition we derive a counting formula for F(R[α1, . . . , αk]) depending on the
indices of the ideals NR, N
′
R.
Proposition 3.7. The number of polynomial functions over R[α1, . . . , αk] is given by
|F(R[α1, . . . , αk])| =
[
R[x] : N ′R
][
R[x] : NR
]k
.
Moreover, [R[x] : N ′R] is the number of pairs of functions (F,E) with F : R→ R, G : R→ R,
arising as ([f ]R, [f
′]R) for some f ∈ R[x], and [R[x] : NR] is the number of polynomial functions
on R.
Proof. Let f = f0 +
k∑
i=1
fi αi and g = g0 +
k∑
i=1
gi αi where f0, . . . , fk, g0, . . . , gk ∈ R[x]. Then by
Corollary 3.6, f , g on R[α1, . . . , αk] if and only if f0 ≡ g0 mod N
′
R and fi ≡ gi mod NR for
i = 1, . . . , k.
Define ϕ :
k
×
i=0
R[x] −→ F(R[α1, . . . , αk]) by ϕ(f0, . . . , fk) = [f ], where [f ] is the function
induced on R[α1, . . . , αk] by f = f0 +
k∑
i=1
fi αi. Then ϕ is a group epimorphism with
kerϕ = N ′R ×
k
×
i=1
NR by Theorem 3.4. Hence
|F(R[α1, . . . , αk])| = [
k
×
i=0
R[x] : N ′R ×
k
×
i=1
NR] = [R[x] : N
′
R][R[x] : NR]
k.
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Next, we set
A = {(F,E) ∈ F(R)×F(R) : ∃f ∈ R[x] such that f, f ′ induce F,E respectively}.
Define ψ : R[x] −→ A by ψ(f) = ([f ]R, [f
′]R). It is a routine verification to show that ψ is a
group epimorphism with kerψ = N ′R. Hence by the First Isomorphism Theorem of groups we
get [R[x] : N ′R] = |A|. A similar argument proves that |F(R)| = [R[x] : NR]. 
The following proposition gives an upper bound for the degree of a representative of a poly-
nomial function on R[α1, . . . , αk].
Proposition 3.8. Let h1 ∈ R[α1, . . . , αk][x] and h2 ∈ R[x] be monic null polynomials on
R[α1, . . . , αk] and R, respectively, such that deg h1 = d1 and deg h2 = d2. Then every polyno-
mial function F : R[α1, . . . , αk] −→ R[α1, . . . , αk] is induced by a polynomial f = f0 +
k∑
i=1
fi αi,
where f0, . . . , fk ∈ R[x] such that deg f0 < d1 and deg fi < d2 for i = 1, . . . , k. Moreover, if F is
induced by a polynomial f ∈ R[x] and h1 ∈ R[x] (rather than in R[α1, . . . , αk][x]), then there
exists a polynomial g ∈ R[x] with deg g < d1, such that [g]R = [f ]R and [g
′]R = [f
′]R.
Proof. Suppose that h1 ∈ R[α1, . . . , αk][x] is a monic null polynomial on R[α1, . . . , αk] of degree
d1. Let g ∈ R[α1, . . . , αk][x] be a polynomial that represents F . By the division algorithm,
we have g(x) = q(x)h1(x) + r(x) for some r, q ∈ R[α1, . . . , αk][x], where deg r ≤ d1 − 1. Then
clearly, r(x) represents F . By Lemma 2.6, r = f0 +
k∑
i=1
ri αi for some f0, r1, . . . , rk ∈ R[x],
and it is obvious that deg f0,deg ri ≤ d1 − 1 for i = 1, . . . , k. Now, let h2 ∈ R[x] be a monic
null polynomial on R of degree d2. Again, by the division algorithm, we have for i = 1, . . . , k,
ri(x) = qi(x)h2(x) + fi(x) for some fi, qi ∈ R[x], where deg fi ≤ d2 − 1. Then by Corollary 3.6,
ri αi , fi αi on R[α1, . . . , αk]. Thus f = f0 +
k∑
i=1
fi αi is the desired polynomial.
For the second part, the existence of g ∈ R[x] with deg g < d1 such that f , g on R[α1, . . . , αk]
follows by the same argument given in the previous part. By Corollary 3.6, [g]R = [f ]R and
[g′]R = [f
′]R. 
Remark 3.9. Let h(x) =
∏
r∈R
(x−r)2. Then h is a monic polynomial in R[x], and by Lemma 3.3,
it is a null polynomial on R[α1, . . . , αk]. This shows that the polynomial mentioned in the last
part of Proposition 3.8 always exists.
We devote the rest of this section to the group of polynomial permutations over R[α1, . . . , αk].
Theorem 3.10. Let R be a finite ring. Let f = f0 +
k∑
i=1
fi αi, where f0, . . . , fk ∈ R[x]. Then f
is a permutation polynomial over R[α1, . . . , αk] if and only if the following conditions hold:
(1) f0 is a permutation polynomial on R;
(2) for all a ∈ R, f ′0(a) is a unit in R.
Proof. (⇒) Let c ∈ R. Then c ∈ R[α1, . . . , αk]. Since f is a permutation polynomial over
R[α1, . . . , αk], there exist a0, . . . , ak ∈ R such that f(a0 +
k∑
i=1
ai αi) = c. Thus f0(a0) +
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k∑
i=1
(aif
′
0(a0) + fi(a0))αi = c by Lemma 2.6. So f0(a0) = c, therefore f0 is onto, and hence
a permutation polynomial on R.
Let a ∈ R and suppose that f ′0(a) is a non-unit in R. Then f
′
0(a) is a zerodivisor of R. Let
b ∈ R, b 6= 0, such that bf ′0(a) = 0. Then
f(a+
k∑
i=1
b αi) = f0(a) +
k∑
i=1
(bf ′0(a) + fi(a))αi = f0(a) +
k∑
i=1
fi(a)αi = f(a). So f is not one-to-
one, which is a contradiction. This proves (2).
(⇐) It is enough to show that f is one-to-one. Let a0, . . . , ak, b0, . . . , bk ∈ R such that f(a0 +
k∑
i=1
ai αi) = f(b0 +
k∑
i=1
bi αi), that is, f0(a0) +
k∑
i=1
(aif
′
0(a0) + fi(a0))αi = f0(b0) +
k∑
i=1
(bif
′
0(b0) +
fi(b0))αi by Lemma 2.6. Then we have f0(a0) = f0(b0) and aif
′
0(a0)+ fi(a0) = bif
′
0(b0)+ fi(b0)
for i = 1, . . . , k. Hence a0 = b0 since f0 is a permutation polynomial on R. Then, since f
′
0(a0)
is a unit in R, ai = bi follows for i = 1, . . . , k. 
Theorem 3.10 shows that the criterion to be a permutation polynomial on R[α1, . . . , αk]
depends only on f0, and implies the following corollary.
Corollary 3.11. Let f = f0+
k∑
i=1
fi αi, where f0, . . . , fk ∈ R[x]. Then the following statements
are equivalent:
(1) f is a permutation polynomial over R[α1, . . . , αk];
(2) f0 + fi αi is a permutation polynomial over R[αi] for every i ∈ {1, . . . , k};
(3) f0 is a permutation polynomial over R[α1, . . . , αk];
(4) f0 is a permutation polynomial over R[αi] for every i ∈ {1, . . . , k}.
Recall that, for any finite commutative ring A, P(A) denotes the group of polynomial per-
mutations on A.
Corollary 3.12. The group P(R[αi]) is embedded in P(R[α1, . . . , αk]) for every i = 1, . . . , k.
Proof. Fix i ∈ {1, . . . , k} and let F ∈ P(R[αi]). Then F is induced by f = f0 + fi αi for
some f0, fi ∈ R[x]. Furthermore, f0 + fi αi is permutation polynomial on R[α1, . . . , αk] by
Corollary 3.11. Define a function ψ : P(R[αi]) −→ P(R[α1, . . . , αk]) by ψ(F ) = [f ]R[α1,...,αk],
where [f ]R[α1,...,αk] denotes the function induced by f on R[α1, . . . , αk]. By Corollary 3.6, ψ
is well defined and one-to-one. Now, if F1 ∈ P(R[αi]) is induced by g ∈ R[αi][x], then f ◦ g
induces F ◦ F1 on R[αi]. Hence,
ψ(F ◦ F1) = [f ◦ g]R[α1,...,αk]
= [f ]R[α1,...,αk] ◦ [g]R[α1,...,αk] since f, g ∈ R[α1, . . . , αk][x]
= ψ(F ) ◦ ψ(F1).
This completes the proof. 
Remark 3.13. We will show in Proposition 3.16 that the condition on the derivative in Theo-
rem 3.10 is redundant, when R is a direct sum of local rings none of which is a field.
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Lemma 3.14. [7, Thm. XIII.17] Let R be a finite local ring with a maximal ideal M 6= {0} and
suppose that f ∈ R[x]. Then f is a permutation polynomial on R if and only if the following
conditions hold:
(1) f is a permutation polynomial on R/M ;
(2) for all a ∈ R, f ′(a) 6= 0 mod M .
Lemma 3.15. Let R be a finite ring and suppose that R = ⊕ni=1Ri, where Ri is local for
i = 1, . . . , n. Let f = (f1, . . . , fn) ∈ R[x], where fi ∈ Ri[x]. Then f is a permutation polynomial
on R if and only if fi is a permutation polynomial on Ri for i = 1, . . . , n.
Proof. (⇒) Suppose that f is a permutation polynomial on R and fix an i. Let bi ∈ Ri. Then
(0, . . . , bi, . . . , 0) ∈ R. Thus, there exists a = (a1, . . . , ai, . . . , an) ∈ R, where aj ∈ Rj , j =
1, . . . , n such that f(a) = (f1(a1), . . . , fi(ai), . . . , fn(an)) = (0, . . . , bi, . . . , 0). Hence fi(ai) = bi,
and therefore fi is surjective, whence fi is a permutation polynomial on Ri.
(⇐) Easy and left to the reader. 
From now on, let R× denote the group of units of R.
Proposition 3.16. Let R be a finite ring which is a direct sum of local rings which are not
fields, and let f = f0 +
k∑
i=1
fi αi, where f0, . . . , fk ∈ R[x]. Then f is a permutation polynomial
on R[α1, . . . , αk] if and only if f0 is a polynomial permutation on R.
Proof. (⇒) Follows by Theorem 3.10.
(⇐) Assume that f0 is a permutation polynomial on R. By Theorem 3.10, we only need to
show that f ′0(r) ∈ R
× for every r ∈ R. Write f0 = (g1, . . . , gn), where gi ∈ Ri[x] for i = 1, . . . , n.
Then gi is a permutation polynomial on Ri for i = 1, . . . , n by Lemma 3.15. Now, let r ∈ R,
so r = (r1, . . . , rn), where ri ∈ Ri. Hence f
′
0(r) = (g
′
1(r1), . . . , g
′
n(rn)) but g
′
i(ri) ∈ R
×
i by
Lemma 3.14 for i = 1, . . . , n. Therefore f ′0(r) = (g
′
1(r1), . . . , g
′
n(rn)) ∈ R
×, i.e, f ′0(r) is a unit
in R for every r ∈ R. Thus f0 satisfies the conditions of Theorem 3.10. Therefore f is a
permutation polynomial on R[α1, . . . , αk]. 
Corollary 3.17. Let R be a finite ring which is a direct sum of local rings which are not fields.
Let f ∈ R[x] be a permutation polynomial on R[α1, . . . , αk]. Then f + h is a permutation
polynomial on R[α1, . . . , αk] for every h ∈ NR. In particular, x+h is a permutation polynomial
on R[α1, . . . , αk] for every h ∈ NR.
Recall that P(R[α1, . . . , αk]) denotes the group of permutation polynomials on R[α1, . . . , αk].
Proposition 3.18. Let R be a finite ring. Let B denote the number of pairs of functions (H,G)
with
H : R −→ R bijective and G : R −→ R×
that occur as ([g], [g′]) for some g ∈ R[x]. Then the number of polynomial permutations on
R[α1, . . . , αk] is given by
|P(R[α1, . . . , αk])| = B · |F(R)|
k.
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Proof. Let F ∈ P(R[α1, . . . , αk]). Then by definition F is induced by a polynomial f , where by
Lemma 2.6 f = f0 +
k∑
i=1
fi αi for f0, . . . , fk ∈ R[x]. By Theorem 3.10,
[f0] : R −→ R bijective, [f
′
0] : R −→ R
× and [fi] is arbitrary in F(R) for i = 1, . . . , k.
The rest follows by Corollary 3.6. 
In the next section we show that the number B of Proposition 3.18 depends on the order of
a subgroup of P(R[α1, . . . , αk]), which fixes every element of R. However, when R is a finite
field, we can find explicitly this number. For this we need the following lemma from [1].
Lemma 3.19. [1, Lemma 2.11] Let Fq be a finite field with q elements. Then for all functions
F,G : Fq −→ Fq,
there exists f ∈ Fq[x] such that
(F,G) = ([f ], [f ′]) and deg f < 2q.
Proof. Let f0, f1 ∈ Fq[x] such that [f0] = F and [f1] = G and set
f(x) = f0(x) + (f
′
0(x)− f1(x))(x
q − x).
Then
f ′(x) = (f ′′0 (x)− f
′
1(x))(x
q − x) + f1(x).
Thus [f ] = [f0] = F and [f
′] = [f1] = G since (x
q − x) is a null polynomial on Fq. Moreover,
since (xq − x) is a null polynomial on Fq, we can choose f0, f1 such that deg f0,deg f1 < q.
Hence deg f < 2q. 
Proposition 3.20. Let Fq be a finite field with q elements. The number of polynomial permu-
tations on Fq[α1, . . . , αk] is given by
|P(Fq[α1, . . . , αk])| = q!(q − 1)
qqkq.
Proof. Let B be the set of pairs of functions (F,G) such that
F : Fq −→ Fq bijective and G : Fq −→ Fq \ {0}.
By Lemma 3.19, each (F,G) ∈ B arises as ([f ], [f ′]) for some f ∈ Fq[x]. Thus by Proposi-
tion 3.18, |P(Fq[α1, . . . , αk])| = |B| · |F(Fq)|
k. Clearly |B| = q!(q − 1)q and |F(Fq)|
k = qkq. 
4. The stabilizer of R in the group of polynomial permutations of R[α1, . . . , αk]
The main object of this section is to describe the order of the subgroup of polynomial per-
mutations on R[α1, . . . , αk] that fixes pointwise each element of R, and then to use this order
to find a counting formula for the number of polynomial permutations on R[α1, . . . , αk].
Definition 4.1. Let Stabα1,...,αk(R) = {F ∈ P(R[α1, . . . , αk]) : F (a) = a for every a ∈ R}.
Evidently, Stabα1,...,αk(R) is a subgroup of P(R[α1, . . . , αk]).
Lemma 4.2. Let f, g ∈ R[x] with f , g on R. There exists h ∈ NR such that f = g + h.
Proof. Let h = f − g. Then h has the desirable property. 
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Proposition 4.3. Let R be a finite commutative ring. Then
Stabα1,...,αk(R) = {F ∈ P(R[α1, . . . , αk]) : F is induced by x+ h(x), h ∈ NR}.
Proof. It is obvious that
Stabα1,...,αk(R) ⊇ {F ∈ P(R[α1, . . . , αk]) : F is induced by x+ h(x), h ∈ NR}.
For the other inclusion, let F ∈ P(R[α1, . . . , αk]) such that F (a) = a for every a ∈ R. Then
F is represented by f0 +
k∑
i=1
fi αi, where f0, . . . , fk ∈ R[x], and a = F (a) = f0(a) +
k∑
i=1
fi(a)αi
for every a ∈ R. It follows that fi(a) = 0 for every a ∈ R, i.e., fi is a null polynomial on
R for i = 1, . . . , k. Thus, f0 +
k∑
i=1
fi αi , f0 on R[α1, . . . , αk] by Corollary 3.6, that is, F is
represented by f0. Also, f0 , idR on R, where idR is the identity function on R, and therefore
f0(x) = x+ h(x) for some h ∈ NR by Lemma 4.2. 
We have the following theorem, whenR is a finite field, which describes the order of Stabα1,...,αk(Fq).
Theorem 4.4. Let Fq be a finite field with q elements. Then:
(1) |Stabα1,...,αk(Fq)| = |{[f
′]Fq : f ∈ NFq and for every a ∈ Fq, f
′(a) 6= −1}|;
(2) |Stabα1,...,αk(Fq)| = |{[f
′]Fq : f ∈ NFq ,deg f < 2q and for every a ∈ Fq, f
′(a) 6= −1}|;
(3) |Stabα1,...,αk(Fq)| = (q − 1)
q.
Proof. We begin with the proof of (1) and (2). Set
A = {[f ′]Fq : f ∈ NFq such that for every a ∈ Fq, f
′(a) 6= −1}. We define a bijection ϕ from
Stabα1,...,αk(Fq) to the set A. If F ∈ Stabα1,...,αk(Fq), then it is represented by x+ h(x), where
h ∈ Fq[x] is a null polynomial on Fq, by Proposition 4.3. Now h
′(a) 6= −1 for every a ∈ Fq,
by Theorem 3.10, whence [h′]Fq ∈ A. Then we set ϕ(F ) = [h
′]Fq . Corollary 3.6 shows that
ϕ is well-defined and injective, and Theorem 3.10 shows that it is surjective. Moreover, by
Lemma 3.19, h can be chosen such that degh < 2q.
Next, we prove (3). By (1),
|Stabα1,...,αk(Fq)| = |{[f
′]Fq : f ∈ NFq and for every a ∈ Fq, f
′(a) 6= −1}|.
It is clear that |Stabα1,...,αk(Fq)| ≤ |{G : Fq −→ Fq \ {−1}}| = (q − 1)
q.
Now, for every function G : Fq −→ Fq \ {−1} there exists a polynomial f ∈ NFq such that
[f ′]Fq = G by Lemma 3.19. Thus f(x) + x is a permutation polynomial on Fq[α1, . . . , αk] by
Theorem 3.10. Obviously, x+ f(x) induces the identity on Fq, and hence [x+ f(x)]Fq[α1,...,αk] ∈
Stabα1,...,αk(Fq). Therefore every element of the set {G : Fq −→ Fq \ {−1}} corresponds to
an element of Stabα1,...,αk(Fq), from which we conclude that |Stabα1,...,αk(Fq)| ≥ (q − 1)
q. This
completes the proof. 
Notation 4.5. Let
PR(R[α1, . . . , αk]) = {F ∈ P(R[α1, . . . , αk]) : F = [f ]R[α1,...,αk] for some f ∈ R[x]}.
In similar manner, let PR(R[αi]) = {F ∈ P(R[αi]) : F = [f ]R[αi] for some f ∈ R[x]}.
Now, we show that PR(R[α1, . . . , αk]) is a group of P(R[α1, . . . , αk]), and later we prove that
Stabα1,...,αk(R) is a normal subgroup of PR(R[α1, . . . , αk]).
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Proposition 4.6. The set PR(R[α1, . . . , αk]) is a subgroup of P(R[α1, . . . , αk]) and
PR(R[α1, . . . , αk]) ∼= PR(R[αi]) for i = 1, . . . , k.
Proof. It is clear that PR(R[α1, . . . , αk]) is closed under composition. Since it is finite, it is a
subgroup of P(R[α1, . . . , αk]). Let F ∈ PR(R[α1, . . . , αk]) and suppose that F is induced by
f ∈ R[x]. Define
ψ : PR(R[α1, . . . , αk]) −→ PR(R[αi]), F 7→ [f ]R[αi].
Then ψ is well defined by Corollary 3.6, and evidently it is a homomorphism. By Corollary 3.11,
ψ is surjective. To show that ψ is one-to-one, let F1 ∈ PR(R[α1, . . . , αk]) be induced by
g ∈ R[x] with F 6= F1. Then either f 6, g on R or f
′ 6, g′ on R by Corollary 3.6. Thus
ψ(F ) = [f ]R[αi] 6= ψ(F1) = [g]R[αi]. 
Proposition 4.7. Let R be a finite ring. Then for every F ∈ P(R) there exists a polynomial
f ∈ R[x] such that F is induced by f and f ′(r) ∈ R× for every r ∈ R.
Proof. Set Pu(R) = {F ∈ P(R) : F is induced by f ∈ R[x], f
′ : R −→ R×}. By definition
Pu(R) ⊆ P(R). Let F ∈ P(R). Then F is induced by f ∈ R[x]. Since R is finite, R = ⊕
n
i=1Ri,
where Ri are local rings. We distinguish two cases. For the first case, we suppose that every Ri
is not a field. Then f is a permutation polynomial on R[α1, . . . , αk] by Proposition 3.16. Hence
f ′(a) ∈ R× for every a ∈ R by Theorem 3.10. So F ∈ Pu(R). For the second case, we assume
without loss of generality that R1, . . . , Rr are fields and none of Rr+1, . . . , Rn is a field for some
r ≥ 1. Then write f = (f1, . . . , fn) where fi ∈ Ri for i = 1, . . . , n. By Lemma 3.15, fi is a
permutation polynomial on Ri, for i = 1, . . . , n. Now, a similar argument like the one given in
the first case shows that f ′i(ai) ∈ R
×
i for every ai ∈ Ri for i = r + 1, . . . , n. On the other hand,
there exists gj ∈ Rj[x] such that gj , fj on Rj and g
′
j(aj) ∈ R
×
j for every aj ∈ Rj, j = 1, . . . , r
by Lemma 3.19. Then take g = (g1, . . . , gr, fr+1, . . . , fn). Thus g , f on R and g
′(r) ∈ R× for
every r ∈ R. Therefore g induces F and F ∈ Pu(R). 
Proposition 4.8. Let R be a finite ring. Then:
(1) every element of P(R) occurs as the restriction to R of some F ∈ PR(R[α1, . . . , αk]);
(2) PR(R[α1, . . . , αk]) contains Stabα1,...,αk(R) as a normal subgroup and
PR(R[α1, . . . , αk])
/
Stabα1,...,αk(R)
∼= P(R).
Proof. (1) This is obvious from Proposition 4.7.
(2) Stabα1,...,αk(R) is contained in PR(R[α1, . . . , αk]), because every element of Stabα1,...,αk(R)
can be represented by a polynomial with coefficients in R by Proposition 4.3.
Let F ∈ PR(R[α1, . . . , αk]) be represented by f ∈ R[x]. Then define
ϕ : PR(R[α1, . . . , αk]) −→ P(R) by ϕ(F ) = [f ]R. Now, ϕ is well defined by Corollary 3.6, and it
is a group homomorphism with kerϕ = Stabα1,...,αk(R). By Proposition 4.7, ϕ is surjective. 
Corollary 4.9. For any fixed F ∈ P(R),
|Stabα1,...,αk(R)| =
∣∣{([f ]R, [f ′]R) : f ∈ R[x], [f ] ∈ PR(R[α1, . . . , αk]) and [f ]R = F}
∣∣ .
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Proof. Let f ∈ R[x] be a permutation polynomial on R[α1, . . . , αk] with [f ]R = F . Such an f
exists by Lemma 4.8 (1). We denote by [f ] the permutation induced by f on R[α1, . . . , αk]. Then
the coset of [f ] with respect to Stabα1,...,αk(R) has |Stabα1,...,αk(R)| elements. By Lemma 4.8
(2), this coset consists of all polynomial permutations G ∈ PR(R[α1, . . . , αk]) with [f ]R = G
∣∣R,
where G∣∣R is the restriction of the function G to R. Let g ∈ R[x] with [g] = G. By Corollary 3.6,
G 6= [f ] if and only if the pair ([f ]R, [f
′]R) differs from ([g]R, [g
′]R). Thus we have a bijection
between the coset of [f ] with respect to Stabα1,...,αk(R) and the set of pairs ([g]R, [g
′]R) occurring
for g ∈ R[x] such that [g] = G permutes R[α1, . . . , αk] and [f ]R = [g]R. 
We employ Corollary 4.9 to find the number of permutation polynomials on R[α1, . . . , αk] in
terms of |Stabα1,...,αk(R)| in the following theorem.
Theorem 4.10. For any integer k ≥ 1,
|P(R[α1, . . . , αk])| = |F(R)|
k · |P(R)| · |Stabα1,...,αk(R)|.
Proof. For f ∈ R[x], let [f ] be the function induced by f on R[α1, . . . , αk].
Set B =
⋃
F∈P(R)
{([f ]R, [f
′]R) : f ∈ R[x], [f ] ∈ PR(R[α1, . . . , αk]) and [f ]R = F}.
Then |B| = |P(R)| · |Stabα1,...,αk(R)| by Corollary 4.9.
Now we define a function Ψ : P(R[α1, . . . , αk]) −→ B×
k
×
i=1
F(R) as follows: ifG ∈ P(R[α1, . . . , αk])
is induced by g = g0+
k∑
i=1
gi αi, where g0, . . . , gk ∈ R[x], we let Ψ(G) = (([g0]R, [g
′
0]R), [g1]R, . . . , [gk]R).
By Theorem 3.10 and Corollary 3.6, Ψ is well-defined and one-to-one. The surjectivity of Ψ
follows by Proposition 4.8 and Theorem 3.10. Therefore
|P(R[α1, . . . , αk])| = |B ×
k
×
i=1
F(R)| = |P(R)| · |Stabα1,...,αk(R)| · |F(R)|
k.

Definition 4.11. Let NR(< n) = {f ∈ R[x] : f ∈ NR with deg f < n}, and
N ′R(< n) = {f ∈ R[x] : f ∈ N
′
R with deg f < n}.
In the following theorem we obtain several descriptions for the order of the group Stabα1,...,αk(R)
whenever R is a direct sum of local rings which are not fields.
Theorem 4.12. Let R be a finite ring which is a direct sum of local rings which are not fields.
Then the following hold.
(1) |Stabα1,...,αk(R)| = |{[f
′]R : f ∈ NR}|.
(2) Let h ∈ R[x] be a monic polynomial null polynomial on R[α1, . . . , αk] of degree n. Then:
(a) |Stabα1,...,αk(R)| = |{[f
′]R : f ∈ NR with deg f < n}|;
(b) |Stabα1,...,αk(R)| = [NR : N
′
R] =
|NR(<n)|
|N ′
R
(<n)| .
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Proof. (1) We define a bijection ϕ from Stabα1,...,αk(R) to the set of different functions induced
on R by the first derivative of the null polynomials on R. By Proposition 4.3, every F ∈
Stabα1,...,αk(R) is represented by x + f(x), where f ∈ R[x] is a null polynomial on R. We set
ϕ(F ) = [f ′]R. Then Corollary 3.6 shows that ϕ is well-defined and injective, and Corollary 3.17
shows that it is surjective.
(2) Such a null polynomial h ∈ R[x] exists by Remark 3.9.
(2a) If g ∈ NR, then by Proposition 3.8, there exists f ∈ R[x] with deg f < n such that
[f ]R = [g]R and [f
′]R = [g
′]R. Evidently, f ∈ NR.
(2b) For the index, define ϕ : NR −→ F(R) by ϕ(f) = [f
′]R. Clearly, ϕ is a homomorphism
of additive groups. Furthermore,
kerϕ = N ′R and Imϕ = {[f
′]R : f ∈ NR},
and hence NR
/
N ′R
∼= {[f ′]R : f ∈ NR}. Therefore |Stabα1,...,αk(R)| = [NR : N
′
R] by (1).
For the ratio, consider the sets NR(< n) and N
′
R(< n) as defined in Definition 4.11. The equiv-
alence relation in Definition 2.1 restricted to these two additive subgroups and the analogous
proof to the previous part show that
|Stabα1,...,αk(R)| = [NR(< n) : N
′
R(< n)].

Remark 4.13. When R = Fq is a finite field, we have shown in Theorem 4.4 (3) that
|Stabα1,...,αk(Fq)| = (q − 1)!. But we will see later that
[NFq : N
′
Fq
] = [NFq(< 2q) : N
′
Fq
(< 2q)] = qq.
The following theorem shows that the stabilizer group Stabα1,...,αk(R) does not depend on
the number of variables k.
Theorem 4.14. Let k be a positive integer. Then Stabα1,...,αk(R)
∼= Stabαi(R) for i = 1, . . . , k.
Proof. Fix i ∈ {1, . . . , k}. Then by the definition of dual numbers (for the case k = 1), R[α1] ∼=
R[αi]. Thus, by Theorem 4.12 (2b), |Stabα1(R)| = |Stabαi(R)| = [NR : N
′
R] = |Stabα1,...,αk(R)|.
Let F ∈ PR(R[α1, . . . , αk]) and suppose that F is induced by f ∈ R[x]. Define
ψ : PR(R[α1, . . . , αk]) −→ PR(R[αi]), F 7→ [f ]R[αi].
The proof of Proposition 4.6 shows that ψ is an isomorphism. If φ denotes the restriction
of ψ to Stabα1,...,αk(R), then Stabα1,...,αk(R)
∼= φ(Stabα1,...,αk(R)). Since |Stabα1,...,αk(R)| =
|Stabαi(R)|, we need only to show that φ(Stabα1,...,αk(R)) ⊆ Stabαi(R). Let F ∈ Stabα1,...,αk(R).
Then F is induced by x+ h(x) for some h ∈ NR by Proposition 4.3. Again by Proposition 4.3,
φ(F ) = ψ(F ) = [x+ h(x)]R[αi] ∈ Stabαi(R). This completes the proof. 
Lemma 4.15. Let R be a finite ring. Then [R[x] : N ′R] = [R[x] : NR][NR : N
′
R].
Proof. It is clear that R[x] is an additive abelian group with subgroups NR, N
′
R such that
N ′R < NR. Then by the Second Isomorphism Theorem of groups,
(R[x]
/
N ′R)
/
( NR
/
N ′R)
∼= (R[x]
/
NR),
from which the result follows. 
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Theorem 4.16. Let R be a finite ring. Then
|F(R[α1, . . . , αk])| = [NR : N
′
R]|F(R)|
k+1.
Moreover, when R is a direct some of local rings which are not fields, we have
|F(R[α1, . . . , αk])| = |Stabα1,...,αk(R)| · |F(R)|
k+1.
Proof. By Proposition 3.7, |F(R[α1, . . . , αk])| = [R[x] : N
′
R][R[x] : NR]
k.
Then it is enough to notice that |F(R)| = [R[x] : NR] and substituting the formula for [R[x] :
N ′R] from Lemma 4.15 to get the required equation.
The second part follows from the above and Theorem 4.12 (2b). 
We turn now to find explicitly the number of polynomial functions on Fq[α1, . . . , αk]. To do
this we need the following lemma, and we leave its proof to the reader.
Lemma 4.17. Let Fq be a finite field. Then:
(1) NFq = (x
q − x)Fq[x];
(2) N ′
Fq
= (xq − x)2Fq[x].
Proposition 4.18. Let Fq be a finite field. Then |F(Fq)[α1, . . . , αk]| = q
(k+2)q.
Proof. Set
A = {f : f = f0 +
k∑
i=1
fi αi, where f0, fi ∈ Fq[x],deg f0 < 2q,deg fi < q for i = 1, . . . , k}. Then
it is clear that |A| = q(k+2)q. To complete the proof we show that if f, g ∈ A with f 6= g, then
[f ] 6= [g], or equivalently if [f ] = [g], then f = g. Suppose that f, g ∈ A, where f0 +
k∑
i=1
fi αi
and g0+
k∑
i=1
gi αi, such that [f ] = [g]. Thus [f − g] is the zero function on Fq[α1, . . . , αk]. Hence
f−g = (f0−g0)+
k∑
i=1
(fi−gi)αi is a null polynomial on Fq[α1, . . . , αk], whence f0−g0 ∈ N
′
Fq
and
fi−gi ∈ NFq for i = 1, . . . , k by Theorem 3.4. Then by Lemma 4.17, we have (x
q−x)2 | (f0−g0)
and (xq − x) | (fi − gi) for i = 1, . . . , k. Therefore f0 − g0 = 0, fi − gi = 0 for i = 1, . . . , k since
deg(f0 − g0) < 2q and deg(fi − gi) < q for i = 1, . . . , k. Thus f = g. 
The following corollary shows that, when R = Fq, [NFq : N
′
Fq
] 6= |Stabα1,...,αk(Fq)|(See Theo-
rem 4.4 and Theorem 4.12).
Corollary 4.19. Let Fq be a finite field. Then [NFq : N
′
Fq
] = [NFq(< 2q) : N
′
Fq
(< 2q)] = qq.
Proof. By Theorem 4.16, |F(Fq)[α1, . . . , αk]| = [NFq : N
′
Fq
]|F(Fq)|
k+1, whence [NFq : N
′
Fq
] = qq
by Proposition 4.18. On the other hand, Lemma 4.17 gives |NFq (< 2q)| = q
q and
|N ′
Fq
(< 2q)| = 1. Thus [NFq (< 2q) : N
′
Fq
(< 2q)] =
|NFq (<2q)|
|N ′
Fq
(<2q)|
= qq. 
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