: Use of spatially varying Gaussian filters. Left: A noisy signal (left) is filtered with a bilateral filter (middle) and with a bilateral filter whose kernel is oriented along the signal gradient (right). The bilateral filter tends to create piecewise-flat regions. Middle: Tone mapping with the bilateral filter (left) and our proposed algorithm (right). The bilateral filter suffers from false edges and blooming at high contrast regions, such as the perimeter of the lamp. Right: Range image upsampling with the bilateral filter (top) and our proposed algorithm (bottom). The bilateral filter introduces spurious detail on the road at color edges-e.g. the center divider and the shadows on the road.
Introduction
The bilateral filter, first termed over a decade ago [Tomasi and Manduchi 1998 ], has become popular in computer graphics, vision and computational photography. It is a non-iterative, non-linear filter that blurs pixels spatially while preserving sharp edges. If the weights are Gaussian, it can be expressed neatly as a Gaussian blur in an elevated space that encompasses both spatial location and intensity [Paris and Durand 2006] . Other variations, such as the joint bilateral filter [Eisemann and Durand 2004; Petschnigg et al. 2004] and non-local means [Buades et al. 2005] , also can be expressed in this framework of high-dimensional Gaussian filtering.
However, there is no inherent requirement that the Gaussian kernel be spatially invariant. For instance, an extension was proposed by Choudhury and Tumblin [2003] in the context of tone mapping high dynamic range images. In this so-called trilateral filter, the Gaussian kernel is tilted in range as to follow the gradients in the input, leading to better preservation of image details.
The bilateral filter and its relatives have enjoyed a speed-up of several orders of magnitude since their inception [Chen et al. 2007; Adams et al. 2009; Adams et al. 2010] . Unfortunately, acceleration of spatially varying Gaussian filters has lagged far behind, as all these methods rely on the separability of spatially invariant Gaussian kernels. Efforts to evaluate anisotropic Gaussian filters on a regular 2D grid [Geusebroek and Smeulders 2003; Lampert and Wirjadi 2006] also presuppose spatial invariance. No algorithm currently exists for accelerating spatially varying Gaussian filters.
We describe an efficient method for evaluating spatially varying Gaussian filters. We exploit the observation that even in cases that call for spatially varying kernels, the kernel may be considered locally invariant. This allows the application of existing methods for spatially invariant Gaussian filters, such as the algorithm of Adams et al. [2010] , on segments of the dataset, each admitting a nearly constant kernel. Each data point is filtered in multiple segments, and the results are interpolated in order to suppress seam artifacts.
The rest of the paper is organized as follows: in Section 2, we review the formulation of the bilateral filter as a high-dimensional Gaussian filter, and generalize the formulation to allow spatially varying kernels; in Section 3, we consider a number of schemes that enable the use of existing acceleration techniques; in Section 4, we demonstrate the versatility of our algorithm by applying it to the tasks of contrast management and sensor fusion.
Review of Related Work
The bilateral filter is a non-linear filter whose weight depends not only on the spatial distance between pixels but also on the distance in their intensity. For a grayscale image I, we define its filtered image I at position p = (x, y) as
where K = q Nσ s ( p − q ) · Nσ t (I( p) − I( q)) is a normalization factor, and Nσ(·) is a Gaussian kernel with standard deviation σ. For a color bilateral filter, the image I becomes a three-valued function I( p) = (r( p), g( p), b( p)) instead.
The bilateral filter is useful in a number of applications, including tone mapping, style transfer, relighting, denoising, upsampling, and data fusion. Paris et al. [2008] discuss these applications in detail.
High-Dimensional Gaussian Filtering
As demonstrated in the literature [Paris and Durand 2006; Adams et al. 2009 ], the bilateral filter can be ensconced in a more general framework of high-dimensional Gaussian filtering: given a set of position-value pairs ( Pi, Vi) indexed by i, where Pi, Vi are respectively dp-and dv-dimensional signals, we define the output V i:
where D is a dp-by-dp diagonal correlation matrix of the form
. . .
controlling the standard deviation of the blur in each dimension of the position vectors. For instance, bilaterally filtering an RGB image Ii = (ri, gi, bi) in this framework is equivalent to setting Pi := (xi, yi, ri, gi, bi) (dp = 5),
Vi := (ri, gi, bi, 1) (dv = 4).
The last dimension in V has been added as a homogeneous coordinate in anticipation of the normalization. Finally,
t } where σs and σt are the spatial and tonal standard deviations. The R, G, B values of the bilaterally filtered output can be obtained by dividing the first three components of V i by its last component. This homogeneous coordinate value can also be thought of as a measure of confidence in the bilateral filter, as it represents the total weight of all data points contributing to the blurred value.
We briefly discuss recent techniques that rapidly evaluate Eq. (2).
Bilateral Grid: The bilateral grid [Chen et al. 2007 ] is a dense data structure that voxelizes the space of the position vectors into a regular hypercubic lattice. It is perhaps the most natural way to express images whose samples are arranged in a grid. To evaluate Eq. (2), convolution with a windowed 1D Gaussian is carried out along each of the dp-axes. However, as images are typically elevated to a higher-dimensional space before filtering, a dense data structure wastes memory, and as a result, the runtime scales exponentially with dp, the dimensionality of the position vectors. The filter weight is shown as an intensity map. Left: The bilateral filter improves upon a spatial Gaussian filter, avoiding blurring across edges. Right: When the signal has a linear ramp, the support of the bilateral filter becomes limited, leading to artifacts seen in Figure 1 ; the trilateral filter adapts to the local gradient.
Gaussian KD-Tree: The Gaussian KD-tree [Adams et al. 2009 ] allows importance sampling of the space of the position vectors. Because most position vectors generate negligible weights, it is sufficient to find a few j's in Eq. (2) that contribute the most. To evaluate this equation, one builds a KD-tree of the position vectors, and makes a query for k samples nearby to each position. At each splitting hyperplane, the query is split into two subqueries, one for each subtree, such that the samples are divided proportionally to the expected weights (with respect to Eq. (2)) of the two subtrees. The Gaussian KD-tree can handle sparse data, and its runtime grows log-linearly with the size of the dataset and linearly with dp.
Permutohedral Lattice: The permutohedral lattice [Adams et al. 2010 ] is a sparse lattice that tessellates the space with simplices. By exploiting the fact that the number of vertices in a simplex grows slowly with dp, combined with sparsity, it avoids the exponential growth of runtime that the bilateral grid suffers. Its runtime grows linearly with the size of the dataset and quadratically with dp.
All these techniques rely on the separability of the Gaussian kernel.
Anisotropic Gaussian Filtering
A dp-variate Gaussian kernel need not be isotropic in order to be separable; as long as it is spatially invariant, a suitable rotation or tilt of the space makes the kernel decomposable into a number of 1D blurs along the standard axes. Several recent works have focused on accurately evaluating spatially invariant anisotropic Gaussian filters on a regular 2D grid [Geusebroek and Smeulders 2003; Lampert and Wirjadi 2006; Lam and Shi 2007] .
Mathematically, a spatially varying kernel means that the correlation matrix D is no longer fixed and that it may be non-diagonal. However, D must be symmetric and positive-definite to ensure that it can be approximated with a finite support. The first instance of spatially varying Gaussian filters used in graphics of which we are aware is the trilateral filter [Choudhury and Tumblin 2003 ] that operates on a grayscale image I. For each pixel label i, define a tilted imageÎi as follows,
where
i are the image gradients in x-and y-directions at (xi, yi), respectively. Then the output of the trilateral filter is
where ∆x := xj − xi, ∆y = yj − yi. This formulation resembles Eq.
(1), but the image has been locally approximated as a plane, and then tilted to be flat before being bilaterally filtered. This simple modification leverages the fact that the bilateral filter is best applied to piecewise flat regions, as illustrated in Figure 2 .
It is straightforward to show that the trilateral filter can be expressed in terms of Eq. (2): we set Pi = (xi, yi, I(xi, yi)) and Vi = (I(xi, yi), xi, yi, 1), and let
Note that Di is now explicitly non-diagonal and spatially varying. As before, denote by V i the filtered output values with respect to the position-value pairs ( Pi, Vi) and spatially varying correlation matrix Di. The desired output of the trilateral filter is given by
See Section A of the supplement for the derivation of Di and the above equation.
The trilateral filter was originally implemented in a brute-force fashion that scales poorly with dp and cannot handle unstructured data. Shen et al. [2009] improves runtime by downsampling the image, but does not address the fundamental issue of spatial variance.
There are other applications besides tone mapping that can benefit from spatially varying Gaussian filters. For instance, object geometries are also typically piecewise linear, and existing geometry smoothing algorithms fit a tangent plane before attempting to smooth the data [Choudhury and Tumblin 2003; Fleishman et al. 2003] . Similarly, the usefulness of spatially varying bilateral filters for images with spatially varying uncertainty (e.g. shot noise) has already been acknowledged [Zhang and Allebach 2008; Granados et al. 2010] . Other unexplored datasets with strong local anisotropy or scale variation include range data, videos and light fields.
Acceleration
We consider three distinct approaches for evaluating spatially varying Gaussian filters. Each takes advantage of a unique property of an existing acceleration technique for spatially invariant Gaussian filters. The first method modifies the sampling function of the Gaussian KD-tree with a numerical integration step to directly evaluate anisotropic filter kernels. The second method embeds the data in a yet-higher-dimensional space where anisotropic kernels become separable, enabling spatially varying evaluation using a standard Gaussian KD-tree. The third method leverages the speed of the spatially invariant permutohedral lattice by segmenting the dataset into overlapping regions of constant anisotropic kernel. In practice we find this final approach, which we call kernel sampling, to be the best suited for common filtering tasks, and demonstrate its use in Section 4.
Importance Sampling
The Gaussian KD-tree [Adams et al. 2009 ] performs importance sampling of the dataset in order to evaluate Eq. (2) quickly. It is briefly summarized in Algorithm 1 and Figure 3 . The separability of a Gaussian kernel is exploited when the integrals q0, q1 over bounding boxes R0, R1 are evaluated: all that matters is their ratio, and since the two bounding boxes differ only along one dimension (the axis normal to the splitting hyperplane), it suffices to consider only this dimension, and the ratio q0/q1 can be evaluated in O(1).
We note that because the evaluation of Eq. (2) for a particular index i is not tied to that of another index, the Gaussian KD-tree is wellsuited to the task of spatially varying blurs. In fact, if the spatially varying Gaussian kernel is still axis-aligned-e.g. D is diagonalthe extension is trivial. However, if D is not diagonal, we then must solve the problem of evaluating the integral of an artibrary dp-variate Gaussian over a dp-dimensional box:
When dp = 2, the problem can be transformed to the evaluation of rectangular bivariate normal (BVN) probabilities [Genz 2004 ] in the applied mathematics literature:
The BVN problem can be solved efficiently using numerical methods. Because we seek to blur pixels, high precision is not required, and we find that the Gauss-Legendre quadrature of order 6 suffices in practice. By the Fundamental Theorem of Calculus, we may calculate the integral of the kernel over the bounding box with 2 dp calls to the BVN routine.
When dp = 3, the problem of evaluating rectangular trivariate normal (TVN) probabilities is still tractable. For larger dp, however, techniques for evaluating multi-variate normal probabilities quickly become prohibitively expensive as they succumb to the curse of dimensionality. Nonetheless, importance sampling with the Gaussian KD-tree remains a very general solution, albeit impractical for high dimensional problems.
Algorithm 1 Evaluation of Eq. (2) with importance sampling.
for all j where Pj is a leaf node found do wj ← the kernel evaluated at Pj. wj ← wj divided by the likelihood of having sampled Pj. end for return j wj Vj.
QUERY( X, R, k, D)
If R is a leaf node, store R and return. R0 ← the left child of R. R1 ← the right child of R. for all i ∈ {0, 1} do qi ← the integral of the kernel corresponding to D (centered at x) over the bounding box of the subtree rooted at Ri. end for for all i ∈ {0, 1} do
end for return
Dimensionality Elevation
We saw in the previous section that the Gaussian KD-tree can perform spatially varying blurs as long as D is diagonal. With this in mind, consider the problem of anisotropic Gaussian blur with dp = 2. The correlation matrix D is a 2-by-2 matrix of the form
for some A, B, C. The weight of the filter is then, Importance sampling with the Gaussian KD-tree. The node being queried and its bounding box are marked in blue. The query is split into the two children nodes, marked in black, based on the ratio of the integrals of the filter over their bounding boxes. Left: When D is diagonal, the Gaussian is separable along the axes of the KD-tree, so the ratio can be computed easily. Right: When D is not, integrating the kernel over the bounding boxes is non-trivial.
Unfortunately, it is not possible to express the exponent Ax 2 + By 2 + Cxy as a linear sum of x 2 and y 2 terms. These two terms correspond to blurring along the x-and y-axis, and no combination of them can generate the correlation term Cxy. Now, if it were possible to blur along some 1D axis other than those standard axes, the correlation term may be expressible. This notion was explored by Lam and Shi [2007] in the context of performing spatially invariant anisotropic Gaussian on a 2D grid. Consider elevating the position vectors by the following mapping:
One can easily show that M is an isometry:
An axis-aligned Gaussian blur in this space has the form
where a, b, c, d ≥ 0 are controllable. Therefore, it is possible to simulate Eq. (6) by setting a, b, c, d such that the exponent above matches the desired quadratic expression, and the blur can be performed in this elevated space, as visualized in Figure 4 . Solving for a, b, c, d is described in Section B of the supplement. However, there is a bound on the maximum eccentricity of D that can be obtained this way for some orientations.
Algorithm 2 Evaluation of Eq. (2) with dimensionality elevation (dp = 2).
Require: The KD-tree has been created in the elevated space. k ← the number of approximate nearest neighbors desired. R ← the root of the KD-tree. a, b, c, d ← the solution of
Call QUERY( Pi, R, k, D * ). Follow the rest of Algorithm 1.
Algorithm 2 summarizes the overall procedure. The isometry M is equivalent to adding the ability to blur along the two main diagonals x = ±y. When dp = 3, diagonals x = ±y, y = ±z, z = ±x, x = ±y = ±z can be added, resulting in an isometric mapping M : R 3 → R 13 . Once again, the method scales exponentially with dp, simply because the set of possible axes grows combinatorially. Left: The Gaussian KD-tree allows axis-aligned Gaussian blurs. Right: Once the image is elevated via an isometry, an axis-aligned Gaussian blur in the elevated space is equivalent to a tilted Gaussian blur in the original image space.
Kernel Sampling and Segmentation
We observe that while the two previous proposed methods are general methods that deal with arbitrary spatially varying Gaussian kernels, they necessarily incur the curse of dimensionality. In order to avoid this cost, we introduce two additional assumptions.
• The kernel is locally constant. In other words, local anisotropy exists, but when it does exist, it affects a sizable region instead of a single point.
• While the space of possible kernels is very large-D has O(d The first assumption is useful because now our kernel is spatially invariant at least locally, and we know how to apply spatially invariant Gaussian filters efficiently. The second is useful because restricting the space of possible kernels makes sampling it feasible.
Armed with these assumptions, we begin by sparsely sampling the space of kernels. The space of kernels may be regularly sampled, or kernels that appear often in the dataset can be chosen via a clustering algorithm. Let D = {D 1 , D 2 , . . .} be the set of kernels we sample. The naïve approach here is to filter the entire dataset with each kernel in D, and to interpolate the results to simulate kernels that were not sampled, as shown in Figure 5(b) . Unfortunately, this method scales linearly with |D|, which may be large.
Instead, we note that the interpolation in the kernel space only requires a few samples (as few as dr + 1 samples for the barycentric interpolation used by [Adams et al. 2010] ). It suffices then to apply each kernel only to the parts of the dataset that are relevant, as shown in Figure 5 (c). Formally, for each kernel D l ∈ D, define the segment S l as the set of position vectors satisfying the following: Pi is an element of S l only if blurring Pi with D l is necessary for interpolating Di. Each segment S l is then filtered separately: it is rotated or sheared so that D l is diagonal, and an existing method for spatially invariant Gaussian filtering can be applied. We choose the permutohedral lattice over the Gaussian KD-tree because it is more efficient for low-dimensional, spatially invariant blurs (its runtime grows linearly with input size instead of log-linearly.) The Gaussian KD-tree's ability to locally vary the query parameters is unnecessary here, so we can afford the loss of flexibility that the lattice brings. The total runtime of this approach is equal to that of a spatially invariant Gaussian filter, multiplied by the "complexity" of the scene: the average number of segments to which each position vector belongs.
In order to blur accurately, each data point requires a reasonable spatial support. The assumption of locally constant kernel is again useful; if Pi belongs to S l , it is highly likely that its support does as well. However, this assumption does not hold at segmentation boundaries, and causes artifacts as shown in Figure 6 (b).
To alleviate this problem, it is necessary to spatially dilate each segment. Because morphological operators on sparse sets are expensive, we take a sampling approach to bound the runtime: for each Pi, randomly sample a fixed number k of neighbors within a spatial radius, and append Pi to the segments corresponding to these neighbors. (Each neighbor Pj has a corresponding kernel Dj. Find the kernel D l ∈ D closest to Dj. Add Pi to S l . See Figure 6 (a) for a visualization.) This process ensures that if there are sufficiently large number of neighbors belonging to a particular segment, Pi will also be added to the segment to provide spatial support for these neighbors, suppressing seam artifacts. In practice, this dilation has meaningful effects only on those points along a segmentation boundary, and does not increase the total number of points filtered significantly. The method is summarized in Algorithm 3.
Figure 6: Spatial dilation by sampling. Left: The colors designate distinct segments. For each Pi, k random neighbors are chosen, and Pi is added to their segments. Therefore, after dilation, Pi will likely be included in the segment containing Pj, and help its filtering. Middle, Right: Insets from tone mapping result with k = 0 and k = 16, respectively. 
Comparison of Methods
We have described three methods for adopting the existing algorithms for spatially invariant Gaussian filters, and using them to approximate spatially varying Gaussian filters. Log-linear Log-linear Linear Table 1 : Comparison of proposed methods. Importance sampling and dimensionality elevation incur the curse of dimensionality. Kernel sampling uses the permutohedral lattice which grows quadraticallly with dp, and calls it an average of O(dp) times for each data point, resulting in a cubic growth.
Applications
We now evaluate the utility of the kernel sampling method described above for two trilateral filtering applications: high dynamic range image tone mapping and sparse depth image upsampling. We focus on trilateral applications because spatially varying filters for which the filter aligns with the data tend to be the most immediately useful applications, though our techniques can be applied to accelerate any spatially varying blur. These two specific applications lie in very different domains (photography and vision) and manipulate distinct types of data (dense and unstructured), but can both be addressed easily using our generalized framework.
Tone Mapping
Tone mapping is a commonly tackled problem in computational photography. Low dynamic range (LDR) display media such as computer monitors or photographic prints are unable to reproduce the full range of brightnesses present in some scenes. Accordingly, any high dynamic range (HDR) image data must be somehow compressed for viewing on the LDR display.
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A number of algorithms have been proposed for compressing the dynamic range of such images [Larson et al. 1997; Fattal et al. 2002] . Among these, the bilateral tone mapping algorithm has proven popular [Durand and Dorsey 2002] . This approach represents HDR images as a sum of two layers: an HDR base layer that represents the overall brightness of any particular image region and an LDR detail layer that encodes local texture variations from the base. If we scale down the base layer and then recomposite it with the detail layer, we can achieve a tone mapped result that compresses dynamic range but still maintains image details. The base layer is obtained by filtering the log-of-luminance channel of the HDR image. The bilateral filter works well for this task because it removes detail while respecting strong intensity edges, thus preventing the haloing artifacts one would expect from a plain Gaussian blur.
One consequence of using the bilateral filter, however, is the base layer's tendency to contain piecewise constant brightnesses. Image regions with smooth intensity ramps are flattened in the base layer, effectively accentuating the ramps in the detail layer. The result is an increased presence of blooming artifacts. This problem was first recognized by Choudhury and Tumblin [2003] who showed that the trilateral filter yields better base layers for tone mapping.
In this section, we describe how to adapt the trilateral tone mapping technique for use with our new acceleration method.
Spatial Variation
In this application our goal is to produce a piecewise linear base layer from an HDR image. Accordingly, we would like to filter the image with anisotropic Gaussians kernels oriented along dominant image gradients. To find these gradients, we first compute local gradients on the log-of-luminance channel of the image using simple forward differences. We perform a 4D bilateral filter on the gradients in (x, y, G 1 , G 2 ) to eliminate the effects of local texture. We then threshold the filtered gradients by bilateral filter confidence and inpaint low confidence regions with nearby gradient values.
Implementation
Now that we have identified the source of anisotropy in the dataset, we can apply our framework for kernel sampling and segmentation (Algorithm 3). In order to do so, we must also define these three quantities: Di, D and k.
Recall that Di is given by Eq. (3). By design, it is equivalent to an isotropic bilateral filter on the tilted imageÎi(x, y) = I(x, y) − G
We choose the set of sampled kernels D to correspond to a set of gradients whose orientations and magnitudes are uniformly spaced; while gradients in natural scenes follow a sparse prior, we can nonetheless obtain a good coverage of their distribution by this sampling scheme. We experimented with clustering techniques in an attempt to better represent the space of gradients present in the image, but found it increased runtime and did not improve results significantly. For the images shown in the following results section, we found 9 angular bins and 10 magnitude bins to be satisfactory.
The sample count k used in spatial dilation has a small but important effect on filter quality (see Figure 6 ). For small k, filtered images exhibit visible seams at segment boundaries as these regions have less spatial support for filtering. A large k increases the runtime of the algorithm. We found k = 16 to be ideal -larger k increased runtime with little improvement in filter quality.
With these values defined, we apply our kernel sampling technique to extract a base layer from an HDR image. We then scale down the dynamic range of the base layer and recompose it with its derived detail layer to produce a tone mapped image.
Results
We apply our technique to HDR images and compare our results against other filtering techniques: bilateral filtering in (x, y, I); a naïve trilateral filter implemented as a direct evaluation of Gaussian kernels (in a spatial window of radius 2.5σs.) Each technique uses the same set of standard deviations.
Insets from the tone mapped memorial church and design center datasets are shown in Figure 7 . Table 2 compares the runtimes for the different techniques. As expected, the bilateral filter tone mapped results suffer from blooming and false edge artifacts. While both our implementation and the naïve trilateral filter are free of these problems, our algorithm runs two orders of magnitude faster than the naïve counterpart.
When applied to LDR images, the same pipeline acts as a detail enhancing filter. Figure 8 shows one example of this application. [Choudhury and Tumblin 2003] 41.54s 88.08s Our kernel sampling (Section 3.3) 5.10s 6.30s Table 2 : Tone mapping runtimes. Bilateral tone mapping generates results very quickly, but is rife with objectionable artifacts. Our trilateral kernel sampling algorithm faithfully approximates the result of the naïve trilateral implementation, but without its prohibitive time complexity. As Choudhury and Tumblin's algorithm includes automatic parameter selection and other optimizations, visual comparison is difficult; thus we report only its runtime. 
Sparse Range Image Upsampling
Range images encode scene geometry as the per-pixel distance from a camera to its surrounding objects. Accurate, high resolution range images are useful in domains spanning the operation of autonomous vehicles, background segmentation and novel user interfaces. Typically multiple sensors are deployed for these tasks, including high resolution cameras for image data and low resolution laser range finders for unstructured depth samples. Sensor fusion techniques describe how to combine information from these sources to generate high resolution models of the environment.
The joint bilateral filter has recently gained popularity as one such sensor fusion technique [Yang et al. 2007; Dolson et al. 2010] . In this context, the joint bilateral filter mixes homogenized depth values Vi = (zi, 1) at positions Pi = (xi, yi, ri, gi, bi) with samples that are nearby in space and color. This is motivated by the supposition that objects with similar color often have similar depths in a scene. The continuous nature of bilateral filters makes it possible to compute the depth at locations Pj for which no estimate Vj is provided. This produces a depth map at a resolution equal to that of the queried points Pj.
As we have previously discussed, however, the bilateral filter implicitly assumes a scene with piecewise constant value. This assumption does not hold true for many scenes and can result in artifacts as shown in Figure 9 (c). A trilateral upsampling approach, however, assumes that scene depths are piecewise planar, and thus can generate higher quality depth maps.
In this section we discuss how to use our kernel sampling technique for the joint trilateral upsampling of unstructured range data.
Spatial Variation
In this application our goal is to upsample sparse range data with respect to a high resolution color image. We observe that similarly colored pixels often belong to the same locally planar object. Thus, we should vary our Gaussian to align with these local planes to best make use of the information provided by the depth samples.
Our data is sparse and unstructured, however, so we must find an analog to local gradients at each sample point. The most logical approach is to fit a plane in the neighborhood of each sample point (xi, yi, zi). The best-fit plane z = Ai(x − xi) + Bi(y − yi) + Ci minimizes the following error function:
where wj is the weight of the data point (xj, yj, zj). Differentiating with respect to Ai, Bi, Ci and then setting the expressions equal to zero yields a system of linear equations that can be solved easily. If we let the weights wj be bilateral, then a single pass of the bilateral filter can be used to calculate the coefficients of this linear system for all i simultaneously. Details of our bilateral plane-fitting algorithm are provided in supplement Section C.
In order to use our kernel sampling method, however, we require a dense map of plane coefficients. We generate this map with a joint bilateral upsample of plane coefficient values Vi = (Ai, Bi, 1) using position vectors Pi = (xi, yi, ri, gi, bi). Note that the bilateral filter's piecewise constant assumption is valid here because we are blurring plane coefficients rather than depth values.
Finally, we apply a confidence thresholding and inpainting step to clean up the plane coefficients as we did for HDR image gradients.
Implementation
With the data's anisotropy extracted, fitting the application into our kernel sampling algorithm is mostly a matter of again defining the quantities Di, D, and k.
The ideal anisotropic kernel Di for a pixel can be generated in a manner similar to that used in our tone mapping application. Di for a pixel with plane coefficients Ai, Bi is equivalent to an isotropic bilateral filter on the tilted range imageẐi(x, y) = Z(x, y) − Ai(x − xi) − Bi(y − yi).
The choice of sampled kernels D is more complicated than in the tone mapping case, however. The distribution of plane orientations in range data typically exhibits strong asymmetries due to the presence of large planar features like the ground plane. Accordingly, one might suspect that using the most common plane orientations would be more efficient than uniformly sampling the space of orientations as we did for tone mapping. A simple uniform sampling of orientations does indeed "waste" many bins on uncommon plane orientations, but the cost of filtering a segment is linear in the number of data points it contains; thus the total time complexity of the filtering step remains linear in the size of the dataset, regardless of |D|. Having many bins does add overhead, but its effect on runtime is additive, not multiplicative. As a result, we can use a denser sampling of plane orientations without incurring any significant performance penalties. For the depth maps shown in the following section, we use 8 tilt direction bins and 12 tilt magnitude bins.
As in the tone mapping case, the number of spatial dilation samples k determines the visibility of seams between segments. We find k = 16 to again be an adequate choice.
Before we can use kernel sampling on this data, we must make a small modification to Algorithm 3 in order to accommodate joint Accelerating Spatially Varying Gaussian Filters • 169:7
upsampling. For each depth sample i in a segment, we add it to a permutohedral lattice using a position Pi = (xi, yi, ri, gi, bi) and tilted depth value Vi = (Ẑ(x, y), 1). The remaining pixels j in the segment have no depth value, however, so we indicate this by adding values Vj = (0, 0) that have zero homogeneous weight corresponding to their positions Pj = (xj, yj, rj, gj, bj). Filtering each segment propagates depth information from the depth samples to nearby pixels in space and color. We then interpolate depth values across segments to generate a final high resolution depth map.
Results
We first apply this method to synthetic range data in order to analyze its accuracy against ground truth. We also show that our technique generates reasonable depth maps for real-world datasets. Figure 9 shows our results for the synthetic1 dataset. To simulate the sparseness of a laser range finder, we randomly select 1% of the pixels from the ground truth depth map to represent our depth samples. Figure 10 shows our results for the real-world highway2 dataset. The depth maps produced by our algorithm are smoother and more accurate than those produced by simple bilateral upsampling. The bilateral filter flattens the depth values of constant color regions (see the building on the right edge of the scene and the white lane markers), while our trilateral method does not. See the supplemental video for a better illustration. Table 3 compares the runtimes and relative errors of our upsampling algorithms, along with a naïve version of our kernel sampling technique that does not segment the dataset as in Figure 5 (b). As in tone mapping, the bilateral filter is faster but produces lower quality results than kernel sampling. Note that sampling without segmentation amplifies runtime without reducing error significantly. 
Performance and Parallelization
The applications presented above were implemented for a single serial 3.0 GHz CPU. Parallel GPU implementations for bilateral filtering algorithms exist [Chen et al. 2007; Adams et al. 2009; Adams et al. 2010 ] and could easily be integrated into our workflow to increase performance. Additionally, because the kernel sampling and segmentation algorithm requires many independent filtering operations, it could be easily integrated into a parallel architecture to yield a yet still greater increase in performance.
Limitations and Future Work
The kernel sampling method, while its time complexity grows only polynomially with dp and linearly with the dataset size, relies on the additional assumptions that the kernel is locally constant (or at the very least, that its spatial variance is graceful). The number of sampled kernels |D| also affects the resulting quality of the output: while we argue that the runtime is largely unaffected, having too few samples causes the method to degenerate to a spatially invariant Gaussian filter, whereas having too many samples may create segments with too few points each and the dilation to be less effective. Lastly, while our spatially varying technique is more powerful than its spatially invariant counterpart, it remains necessarily slower. The input image and the corresponding depth map, respectively. In order to simulate the sparse nature of real range data, we discard all but a random 1% of the ground truth depth map. Middle: Bilateral upsampling (left) has a tendency to flatten constant color regions and generates rough results. Our kernel sampling (right) generates smoother depth maps when using equivalent kernel standard deviations. Bottom: The relative error maps show the ratio of absolute depth error to ground truth depth at each pixel (scaled up to show detail). Range data courtesy of Jennifer Dolson, Stanford.
There are many other domains that could benefit from accelerated spatially varying Gaussian filtering. So long as the underlying signal contains a spatially varying anisotropy or scale component, our technique offers improved filtering quality over the bilateral filter. One such application is reducing photon shot noise in digital imaging. Shot noise varies with signal strength and is particularly prevalent in areas such as astronomy and medicine, so these areas could make use of a fast photon shot denoising filter. Another potential application is video denoising in which we would align blur kernels in the space-time volume with object movement. Light field filtering or upsampling could also be performed by aligning blur kernels with edges in the ray-space hyper-volume. 
