III. The Proposed Ann Based Fault Locator
The proposed ANN based fault locator is shown in Fig. 3 . The prerequisite of the fault locator is that the fault should be classified before hand .As shown in the figure, for each type of fault, fault locator consists of two ANNs: ANN-I and ANN-II i.e. two ANNs for L-G fault, two ANNs for L-L fault and so on. For training of the ANNs, different values of spread, are used to find the first and second estimates of fault location. The significance of using two ANNs for each fault type is explained in section 3.3. 
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Three phases samples of voltages and currents have been used as the inputs to the fault locator. The selection of appropriate ANN pair is made on the basis of the type of fault. For accurately locating the fault, initially the estimate is made by ANN-I depending on the type of fault. Based on the value of this estimate, i.e. if this estimate falls below a certain predetermined value, a second estimate is found out by ANN-II for the particular type of fault. However, there is no need to find the second estimate if the first estimate is equal to or greater than the predetermined value. For the purpose of fault location only the post-fault samples have been found to be suitable. Seven post-fault samples of each of the three phase currents, voltages and zero sequence currents (for faults involving ground only) taken at one end of line have been used as inputs to the proposed ANN based fault locator. The sampling interval is considered as 1 ms. All these samples are normalized and presented in the form of a single input vector. An output is obtained corresponding to the input vector in p.u. of the line length up to the fault point. The input and output in case of line faults are shown below. In case of faults involving ground, samples of zero sequence current are also considered, as already mentioned .
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Since the number of output is only one in this case, it is not possible to present the input in the form of multiple vectors.
Generation of Training Data
For accurate location of fault using an ANN based scheme, it is necessary to train the associated network/networks with large number of representative fault cases considering wide variations in fault location, fault resistance, fault inception angle and load impedance for each type of fault. A fault locator should be able to distinguish between faults occurring at, say, 80% and 85% of the line; such precision is not required in case of fault classification. This implies that number of training data required for a fault locator will be much more than that required for a fault classifier.
In order to achieve high degree of accuracy in fault location, large number of training data have been generated using EMTP, considering fault at 10%, 20%, 30%, 40%, 50%, 60%, 70%, 75%, 80%, 85% and 90% of the line. Fault inception angles of 0 0 -90 0 at intervals of 18 0 and fault resistances of 0.5, 20, 75 and 150 have been considered. A per phase load impedance variation of 400-1200 at 0.7-0.9 p. f. lagging has also been considered for the training cases.
Choice of "Spread" and "Error Goal"
It has been observed that fault location can be estimated more accurately if instead of one value of spread for the entire line, two different values of spread are used. Therefore, two different values of spread one for faults within about 50% of line and another for faults beyond this range are used. By adopting the technique of using two values of spread a reduction in fault location error of up to 2-3% or more is obtained, which is significant as far as fault location is concerned.
As already mentioned, this strategy of estimating fault location is implemented by using two ANNs: ANN-I and ANN-II for each type of fault, each of the two ANNs being trained with a different value of spread. Table 3 .
The accuracy required in case of fault location is more as compared to that required in fault classification. An output of 0.8 or 0.9 means the same in case of a fault classifier as both indicate a faulty phase, whereas for a fault locator an output of 0.8 means fault occurring at a distance of 80% of line and an output of 0.9 means fault occurring at a distance of 90% of line. To ensure high accuracy in fault location an rms error goal of 0.001 has been considered for all the ANNs of the fault locator. 
IV. Fault Location Algorithm
The operating principle of the proposed fault locator is as follows: After the type of fault has been identified, ANN-I dedicated for the particular type of fault, estimates the fault location. In case this estimate is less than 0.45, then a second estimate is found out using ANN-II for the type of fault. In case the first estimate is equal to or greater than 0.45 then there is no need to find second estimate. Based on the above principle, the following fault location algorithm has been developed. 1. Ascertain the type of fault by a fault classifier. 2. Select the appropriate ANN pair for the particular fault type. 3. Estimate the fault location ( e ) using ANN-I for the particular fault type. 4. If  e < 0.45, find second estimate using ANN-II. 
V. Training Of The Anns
The various ANNs have been trained with the training data as mentioned in section 3.1. The error goals of all the ANNs were fixed at 0.001. The spreads of various ANNs for location of L-L and L-G faults and their training times are as indicated in Tables 1 and 2 . As can be seen from the tables, the training times are much higher as compared to those in case of ANN based fault classifier. This is because of the large amount of training data that are needed to train the ANNs of the fault locator. Fig. 4 -Fig. 11 show the error convergence of the various ANNs during training. 
VI. Testing Of The Anns
After the training phase was over, each ANN was tested for different types of faults considering wide variations in fault location (), fault resistance (R F ), fault inception angle (FIA) and load impedance (Z L ). Some representative test results for the two most common types of fault viz. L-L and L-G faults are presented in 
VII. Comparison With Some Of The Existing Schemes
The salient features of some of the existing RBF neural network based fault location schemes and those of the proposed algorithms are described below. The proposed scheme has several advantages: (a) Unlike many other methods which require frequency [33] and SCR firing angle [32] the proposed one requires only voltage and current samples as ANN inputs (b) filtering of the signals not required (c) covers wider range of R F as compared to many other schemes and hence suitable even under high impedance fault conditions (d)The range of firing angle is similar to other schemes (d) although network is complicated resulting in an increase in number of iterations but more accurate as compare to method suggested by Mahanty et al. [17] .The error is reduced from 6-7% to 2-3%. 
VIII. Conclusions
A methodology for location of transmission line faults based on RBF neural network has been presented. The use of RBFNN has been found to be very effective as it can overcome the deficiencies associated with BP algorithm. Unfiltered samples of both currents and voltages of the three phases have been considered as inputs for ANNs of the fault locator. For each fault type, the fault locator consists of two ANNs: one to locate faults occurring within about 50% of the line and the other one to locate faults occurring beyond this range. Two different values of spread are used for training of ANN's so as to obtain accurate estimates of fault location. To validate the proposed scheme simulations studies have been carried out for two most common types of fault viz. L-L and L-G faults by considering wide variations in fault inception angle, fault location, fault resistance and load impedance. It may be noted that the sizes of the ANNs are quite large. This is because of the use of the radial basis function ANNs and the large amount of data needed to train them. The size of ANNs can be reduced if filtered data are used instead of unfiltered data as inputs.
