Uncertainty quantification and forecasting is a problem of growing importance in reservoir production forecasting. The goal is no longer to produce a single best history matched model, but to generate multiple models, which are "good enough" to honour the production history data and at the same time include the effects of uncertainty in the model components.
Introduction
The problem of probabilistic assessment of uncertain reservoir production forecasts is nowadays one of the most important in industry. A single model scenario is no longer sufficient for vital decision-making and production development. A solution to the problem of presenting uncertainty for the production forecast could be a set of multiple scenarios or confidence bounds, which rigorously quantify the variability of the possible predictions. Uncertainty assessment aims to handle the non-unique nature of reservoir modelling, when the true unknown reality is Generation of multiple models that match history production data is a promising avenue for modelling uncertainty. Our goal is to generate multiple reservoir models enabling us to quantify the probability of the production forecast. Such probabilistic forecasts include the most likely scenario, bounded by the confidence intervals, and characterize the chance of the unknown true solution fall within the uncertainty bounds.
A027 UNCERTAINTY ASSESSMENT IN PUNQ-S3 -NEIGHBOURHOOD ALGORITHM FRAMEWORK FOR GEOSTATISTICAL MODELLING
Our lack of detailed geological knowledge contributes significantly to the model uncertainty and subsequently to uncertainty in prediction of reservoir performance. Traditionally there exist a wide variety of geostatistical algorithms to model the reservoir geology (see Deutsch 2003) . The ones most commonly used involve stochastic simulations of different type (Gaussian, Indicator, Annealing, Boolean). Based on spatial correlation models they provide a fair representation of the heterogeneous nature of the porous medium in respect of available data of different type and scale. However, the underlying spatial correlation model is usually assumed fixed and is based on the "hard" core data, "soft" information and geological thinking. Hence, the geostatistical parametric model can carry significant uncertainty especially due to the lack of the hard data from wells and may not be relevant the followed production history observations. The aim of this paper is to demonstrate the influence of uncertainty of the geostatistical model parameters on the reservoir behaviour and rigorously take into assess this uncertainty and its impact on the production forecast. For this purpose we developed a framework for generation multiple history matched models based on the Neighbourhood Approximation algorithm.
The Neighbourhood Approximation (NA) is an innovative algorithm for generation of multiple models developed initially for seismological problems (Sambridge 1999a) and recently adapted for reservoir characterization (see Subbey 2002) . In this work we combine the NA algorithm with geostatistical stochastic simulations in order to obtain multiple geostatistical porosity/permeability models, which best fit the available production data. NA is able to localize areas in a highly dimensional parameter space that correspond to the better fitting models. Based on the probabilistic distribution of the NA-generated multiple models it is possible to quantify uncertainty of the production prediction and variability of the model's parameters using a Bayesian extension of the framework.
The PUNQ-S3 case study was chosen to illustrate the proposed method as it is a well-known synthetic benchmark problem in the field and is ideal for comparative analysis with the work previously carried out by different groups (see Floris, et. al. 2001 ). The subject of this work is to reassess uncertainty in reservoir production forecast using NA as a new multiple modelling algorithm and compare the results with other existing models. A number of solutions of the PUNQ-S3 problem were published by different teams, which used different approaches in history matching: MCMC, genetic algorithms, gradient methods, etc.
In this work we also compare the modelled uncertainty with the so-called inherent uncertainty of the "TRUTH" case. This inherent uncertainty of the unique "TRUTH" case model arises from stochastic variations originated from the set-up particulars of the PUNQ-S3 -variability between Gaussian simulation and cosimulation realisations.
NA Uncertainty Quantification Framework

NA algorithm for generation of multiple history matched models
The Neighbourhood Approximation algorithm was developed to solve a global optimisation problem for highly parameterised models initially in earthquake seismology (Sambridge, 1999a). Then it was successfully extended for use in reservoir modelling (Subbey et. al, 2002) .
The idea of NA is to sample a multi-dimensional space of model parameters to obtain a set of models with low misfit objective function. The misfit function is designed to quantify the match between the model performance and the history production data. These low misfit models are expected to have good enough performance close to the best solution achieved (global minimum). The sampling is conducted according to the geometrical algorithm based on Voronoi polygons in order to focus on the areas of the parameter space where the models deliver better fit. Voronoi polygons are well known geometrical objects, which represent areas of influence around a point in a 2D or higher dimensional space. Thus, NA localizes the areas in the multidimensional parameter space where "good" models in terms of the misfit are located. Voronoi polygons initially cover the multi-dimensional parameter space at random. Non-linear interpolation of the misfit surface in multi-dimensional parameters space is then conducted by building more Voronoi polygons in the cells with the lower misfit. A Gibbs sampler is used to generate the new points in each cell at every subsequent step. Thus, NA is a stochastic sampling algorithm that is able to deliver multiple optimal solutions alternative to the single local optimum (maximum likelihood model). The key NA tuning parameter is the proportion of the best (lowest misfit) models retained -Voronoi cells selected for further resampling at each step. This proportion controls conversion of the algorithm and its exploratory capability -sampling a wider spectrum of models helps to avoid being trapped in a local minimum. The details of the algorithm are well described in (Sambridge, 1999a).
The models generated at each step are ranked according to the misfit values given by the objective function. The form of the objective function can be different and even incorporate error models (e.g. as in O' Sullivan & Christie, 2004) . For instance, it can be a basic weighted least square norm of the available production observations as was set-up for the PUNQ-S3 problem.
Estimation of the posterior probability density function
The uncertainty in the prediction or reservoir production can be quantified from the posterior probability distribution of the NA-generated multiple models. The latter is computed using the NAB algorithm -a Bayesian extension of NA (Sambridge 1999b). In order to rigorously quantify the uncertainty represented by the generated models an importance sampling algorithm is required. The likelihood of each generated model is given by the volume of the corresponding Voronoi cell in the high dimensional parameter space according to the model generation algorithm based on Voronoi polygons. Calculation of the volume of the Voronoi cells in high dimensional space is a difficult task. In the Bayesian framework the posterior probability of a model is derived from the likelihood as follows:
A Gibbs sampler is used again, as in NA, but the probability distribution is now defined by the misfit surface interpolated by the corresponding NA generated Voronoi cells. Thus, each random walk is now not restricted to a single Voronoi cell as it was in NA, but governed by the conditional probability distribution in the Voronoi cells.
In other words NAB extracts information from a large ensemble of generated "good" solutions resulting in a representative subset of models with associated posterior probability. The newly generated models from the importance sampling are used to define the posterior probability of the Voronoi cells they fall in. Thus, the posterior probability is associated with the frequency of visits of the Voronoi cell. Hence, NAB results in a subset of models from the initial NA generated ensemble, where each of the selected models from the subset has been visited at least once.
A plausible mean prediction with the corresponding confidence intervals is computed taking into account the posterior probability of the resampled models. The corresponding p-quantiles for the production inference are obtained from the cumulative probability distribution at each time step also with respect to the posterior probabilities of each individual model.
PUNQ-S3 Application
The PUNQ-S3 synthetic reservoir description is based on a real reservoir. The PUNQ-S3 geology is described as a 5-layer model, where each layer is characterized by a unique facies with the expected flow channel width, separation distance and direction. A full description of the problem, along with appropriate model include files, is given at (http://www.nitg.tno.nl/punq/cases/punqs3/). The PUNQ-S3 problem was set up as a sequential geostatistical modelling of the petrophysical properties: porosity with sequential Gaussian simulations, and then subsequently correlated horizontal and vertical permeability with sequential Gaussian cosimulation. The core porosity and permeability observations with added noise for each 5 layers are available from 6 production wells. Production history data, including bottom hole pressure (BHP), gas-oil rate (GOR) and water cut (WCT), polluted with noise are available from all 6 wells for the period of just over 8 years. The initial goal of the PUNQ project was to predict production after 16.5 years with the corresponding uncertainty estimate and compare the predictions with the known "truth" solution. The "truth" solution is obtained from the forward modelling with Eclipse given the "truth" geological model, which corresponded to a precisely defined set of input parameters for the geostatistical modelling, along with a specific choice of random seed.
Initially the geostatistical model for porosity and permeability was designed with 60 free parameters: normal score variogram nugget, anisotropy angle, ranges along and across the main direction -4 for each of the three properties in each of the five layers. We were able to reduce the number of degrees of freedom to just 15, without significant loss of accuracy, assuming the same spatial correlation model for porosity and permeability in each particular layer and zero nugget (as it appeared to be the least sensitive parameter). Ranges for the prior distributions of the correlation model parameters were derived from the geological description. The objective function in a form of a weighted least square norm was based on the available BHP, GOR and WCT data from the wells.
Application of the NA framework for generation of multiple history match models resulted in a set 20200 generated models. For this particular run 100 new samples were generated at each of 200 iterations in 50 Voronoi cells corresponding to the lowest misfit models so far. The misfit of the generated models ranges from 3 to 60. The distribution of the model parameters showed preferential NA sampling from the more favourable intervals of the prior range in terms history data fit. Further uncertainty analysis was performed based on the misfit surface in the 15-dimension parameter space represented by the discontinuous interpolation pattern of Voronoi polygons corresponding to the generated multiple models. The NAB algorithm resampled 1114 unique models from the NA-ensemble through a 10000-step MCMC walk. The global distribution of the misfit values from the initial NA ensemble and the NAB ensemble obtained from the resampling is presented in Figure 1 . It illustrates that NAB selected only the "good" models with the misfit lower that 30, including the maximum likelihood model with the lowest misfit, preserving at the same time the global character of the distribution.
FIGURE 1. Histogram of the misfit distributions for the initial NA ensemble (left) and newly generated NAB ensemble (right) FIGURE 2. Posterior probability quantiles (P10/P50/P90) for the variograms in two directions for the layers 1 and 3 vs. the corresponding truth case variogram models
The posterior probability distribution obtained for the resampled models was used to evaluate uncertainty of the model parameters by deriving confidence intervals based on the posterior probability quantiles. Uncertainty of the variogram model for layers 1 and 3 is shown in Figure 2 as the P10/P90 confidence bounds around the P50 directional variograms computed with the corresponding parameter values. The "TRUTH" case variogram model in the primary and secondary directions demonstrates good agreement with the assigned confidence intervals. Furthermore, production history predictions were computed using the NAB resampled models in the flow simulation. Based again on the obtained posterior probabilities of the models it is possible to assign confidence intervals for the history profiles at each time step. An example of the modelled uncertainty of the GOR dynamics in well PRO11 is presented in Fig. 3 as P10/P90 CI (dashed lines) vs. the "TRUTH" case scenario and the history observations.
The inherent uncertainty of the "TRUTH" case model itself was also evaluated by running multiple flow simulations with different stochastic realizations of the same geostatistical model. This resulted in a spread in the production profile due to "seed" uncertainty or inherent uncertainty of the fixed model. The P10/P10 bounds (dotted lines) associated with such inherent uncertainty are compared with the modelled uncertainty and demonstrate a fair match (see Figure  3 ).
The final result is presented as a FOPT prediction for the entire period of 16.5 years with the P10/90 confidence interval, which encapsulates the "TRUTH" case solution well overlapped by the P50 prediction (see Figure 4 ).
The comparison with other methods is summarized in Figure 5 , where predictions with uncertainty (min/P10/P50/P90/max) of the total cumulative oil production after 16.5 years are presented as box plots vs. the constant line of the "TRUTH" case solution (from Floris, et. al. 2001 ). The NA/NAB approach provided a medium uncertainty range relatively to the other predictions. Moreover, the P50 prediction matched the "true" solution very closely. Comparison with the evaluated inherent uncertainty the NA uncertainty demonstrates a good match. Some positive bias, which can be observed in the prediction, may have occurred due to reduction of the model size from 60 parameters (as in the "TRUTH" case model) to just 15. Using evaluated inherent "truth" case uncertainty it is now possible to work out a calibration plot to quantify and distinguish between the uncertainties predicted by different methods. The modelled uncertainty obtained from the selected methods is plotted vs. the evaluated inherent uncertainty of the "truth" case in Fig. 6 . The closer the line is to the bisectrix (grey dash-dot line) the better is the match between the modelled and the inherent uncertainty. NA/NAB prediction performs very well in the upper tail of the FOPT distribution crossing closely the bisectrix line. However, in the lower tail the NA/NAB prediction is not as good but still not far from the best results demonstrated by Amoco and Elf methods.
Conclusions
NA/NAB was applied for the benchmark PUNQ-S3 case in combination with geostatistical stochastic models. The NA framework for generation of multiple history match models demonstrated its efficiency in a combination with geostatistical models. The proposed approach provided rigorous assessment of uncertainty of to the variogram model. Uncertainty for the production predictions and the model parameters was quantified using the NAB algorithm.
The production forecast with uncertainty presented as the posterior mean prediction or posterior median (P50) prediction bounded by the CI obtained from the posterior std. error or posterior pquantiles is very close to the "truth" case solution. The predicted uncertainty range matches the evaluated inherent "truth" case uncertainty. The posterior CIs of the variogram model parameters honour the "truth" case variogram model. Finally, the uncertainty prediction of the cumulative oil production after 16.5 years is very close both to the "true" solution and the evaluated inherent uncertainty, which positions the NA/NAB method in-line with the best methods used in the PUNQ project. Calibration curves provided for the FOPT final predictions using the evaluated inherent uncertainty allow us to quantify and calibrate the uncertainty predictions obtained from other methods.
In general, NAB framework proved to be an efficient way to rank multiple history-matched models in high dimensional parameter space and quantify the uncertainty. Localisation of "good" performing models and further assessment of their posterior probability carried out by NA/NAB framework provides a rigorous way to quantify uncertainty associated with the generated multiple models. The NAB approach can be also used independently from NA to obtain posterior inference for multiple models generated with other methods (e.g. GA).
