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Abstract
One main area of interest in this work is the study of realizability
conditions for moment approximations to the radiative transfer equa-
tion. We present a general framework to establish necessary and suf-
ficient conditions for moment realizability in three space dimensions.
Necessary conditions are derived by elementary linear algebra tech-
niques, using the non-negativity of the distribution function. Making
the ansatz that the distribution is a discrete measure on the upper
and lower boundary of the realizability domain, allows us to explic-
itly calculate this distribution in the form of a combination of Dirac
delta functions. We prove that in multiple space dimensions, con-
trary to slab geometry, the underlying distribution on the boundary
is not unique. Subsequently, we show the sufficiency of the realiz-
ability conditions for moments of up to order two on a subset of the
domain defined by the necessary conditions. This knowledge about
moment realizability is subsequently applied to construct Kershaw
closures which are, per construction, exact in both the free-streaming
limit as well as the diffusive limit. First, we generalize Kershaw’s
idea to higher order approximations and demonstrate how to derive
interpolations of distributions on the boundary curves, as well as in
the equilibrium state. This interpolation works for arbitrary order,
so long as a closed expression for the distribution on the boundary
is available. Second, we introduce the first member of a hierarchy of
generalized Kershaw closures in multiple space dimensions. The eigen-
systems of the flux Jacobian of different moment models are studied:
in slab geometry we consider Kershaw closures for first, second and
third order approximations; we then study and compare three differ-
ent first order closures — Kershaw, spherical harmonics as well as
minimum entropy closures — in two spatial dimensions. The study
includes whether the models guarantee the hyperbolicity of the sys-
tem. As a numerical solver in two space dimensions, we apply the
Runge-Kutta Discontinuous Galerkin method to the aforementioned
models. Optimal third order convergence is verified using the method
of manufactured solutions before we study various test-problems: In
slab geometry we study the plane source problem and a two-beam
instability, while we simulate a line source test-case, a lattice problem
and a ”S”-tube simulation in two space dimensions.
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1Introduction
Radiative transfer plays an important role in a wide variety of subjects: in astro-
physics [97, 99], atmospheric science [55, 87, 88, 96, 131, 135, 141], gas dynamics
[23, 44, 138], nuclear reactor theory [7, 35, 95, 142], optics [78, 114], and ra-
diation therapy [4, 12, 41, 48, 63, 74, 130]. Radiative transfer is well studied
[13, 21, 22, 42, 54, 70, 111, 129, 136, 139] and in general describes the physical
process in which energy, in the form of electromagnetic radiation, is transfered,
usually to a background medium. The propagation of radiation through a medium
is described by scattering, absorption and emission processes. Throughout this
work we consider a general transport equation, describing the motion of particles
through a medium. This integro-differential equation constitutes a balance law
for a radiation field.
An approach to solve this equation is given by the method of moments and
is detailed in Chapter 2. Originally introduced by H. Grad in the context of rar-
efied gases [58], moment models are a means of reducing the phase space, which is
commonly 7-dimensional in transport or kinetic theory, by averaging over the di-
rectional variable, thereby replacing the directional component by a finite number
of moments. Formally, this means multiplying the system by a basis of the space
of polynomials of up to order n in the directional variable and integrating over
all possible directions. A transition in scale is achieved: the mesoscopic system
becomes macroscopic, which is a reasonable simplification, since we are typically
interested in the energy density and not the exact distribution of all particles. In
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this way, a hierarchy of moment systems can be defined which are underdeter-
mined, necessitating a closure, by which one replaces one variable in terms of the
other moments to make it solvable. The choice of closure is in principle arbitrary,
but it determines the structure and properties of the system. Parts of Chapter 2
on transport equations and the moment method were used in [101].
Kershaw’s idea [76] was to naturally extend the common spherical harmonics
method using a-priori knowledge about existence and uniqueness of solutions for
moment problems, which are an important topic in probability theory. General
results about the truncated Hausdorff moment problem in one space dimension
[31, 79] show how to express the realizability domain — the set of all moments
for which an underlying non-negative distribution function, that reproduces the
given moments, exists. Realizable moments must fulfill certain conditions, which
take the form of a set of inequalities containing rational functions of moments
of lower order. One main focus of this work is an extension of these results to
multiple space dimensions which is dealt with in Chapter 3. For given moments
lying on the boundary of the realizability domain, we derive underlying distribu-
tion functions, which take the form of a combination of Dirac delta distributions.
Contrary to the one-dimensional case, we show that these are not unique in mul-
tiple space dimensions. Under an additional assumption, we explicitly state a
distribution function that reproduces a given set of realizable moments, includ-
ing sets on the interior of the domain; thus proving a partial sufficiency result.
This ansatz shows an alternative approach to a proof for three-dimensional sys-
tems first published in [76].
For some reason, Kershaw’s idea has not attracted much attention and, to the
author’s knowledge, has never been extended to higher order or higher dimension.
In Chapter 4, we use previously established knowledge about moment realizabil-
ity to introduce a way to derive Kershaw closures of arbitrary order. We include
explicit computations for closures of up to order 3, denoted by Ki, i = 1, 2, 3.
Each Kn closure is defined as an interpolant of the equilibrium distribution and
the boundary distributions on the two intersecting hyper-surfaces which define
the lower and upper bound of the highest order moment. Thus, they are exact in
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the limit towards both a free-streaming regime — where no scattering happens,
e.g. in vacuum — and a purely diffusive regime — as in an optically thick medium,
where the scattering becomes dominant and thus the distribution isotropic. Sub-
sequently, we introduce Kershaw closures in multiple space dimensions and prove
that the K1 model preserves realizability. In both slab geometry and three space
dimensions, we study the newly constructed closures and compare them to two
common approximations in radiative transfer: the spherical harmonics and the
minimum entropy models. In order to gain insight into the behaviour of the dif-
ferent models, we study the eigensystems of their flux Jacobians. They allow us
to conclude whether the models are hyperbolic; moreover, the eigenvalues yield
the characteristic velocities with which the system propagates information. Main
parts of this work about the moment realizability and the introduction of Ker-
shaw closures are to appear in [102].
In Chapter 5, we apply the Runge-Kutta Discontinuous Galerkin (RKDG)
method to the different moment models, in order to solve them numerically. As
is the nature of (non-linear) hyperbolic partial differential equations, the solu-
tions can develop discontinuities, even when the initial and boundary data are
smooth. The RKDG method is well suited for this application because it allows
for arbitrarily high order approximations with discontinuities and easily handles
boundary conditions and complicated geometries. In addition, the resulting nu-
merical scheme shares information only with neighbouring elements and thus,
because of its local character, is highly parallelizable. The original discontinuous
Galerkin method (DG) was introduced by Reed and Hill [116] and subsequently
analyzed for linear equations [73, 89, 110, 117]. Extension to a non-linear hyper-
bolic equation was introduced by Chavent and Cockburn [24]. In this work, we
use the Runge-Kutta method developed by Cockburn and Shu, first introduced
in [26] for piecewise linear approximations in one dimensional space with periodic
boundary conditions. In [25], the method is extended to arbitrary boundary con-
ditions and polynomials of degree k in space. In [29], the schemes are extended
to systems with a particular emphasis on Euler equations of gas dynamics. The
multi-dimensional case for the scalar case and systems are covered in [30] and
3
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[27], respectively.
Our main reasons for using this method are twofold: First, one application
we have in mind is the simulation of focused beams (thus having sharp edges)
of high-energy particles propagating through a highly inhomogeneous medium
with dense regions and voids to deposit energy [12, 41, 48]. We verify high-order
convergence of our numerical method and show that it can even be obtained for
discontinuous coefficients and non-smooth solutions if the grid is properly aligned
with the discontinuities in the derivatives. The locations of the strong gradients or
discontinuities at the beam edges or material discontinuities are typically known
a priori, so a fixed but locally refined unstructured grid can be used. Second, as
an additional advantage, we demonstrate a high level of parallelizability, which
is possible due to the local nature of the DG method.
Numerical results can be found in Chapter 6, main parts of which are to appear
in [103]. We include computations in slab geometry to compare Kershaw closures
of different order to the minimum entropy and high order spherical harmonics
closures in the plane source test-case, for a two-beam scenario and a heated wall
problem. In two space dimensions we simulate a line source, a lattice problem
and a ”S”-tube scenario.
Finally, in Chapter 7 we conclude this work with a discussion and an outlook
for possible future continuations.
4
2Model description
2.1 Transport equations
We consider the following form of the general transport equation [34, 94, 111]
∂tψ(~x, t, ~Ω)+~Ω · ∇ψ(~x, t, ~Ω) + σt(~x, t)ψ(~x, t, ~Ω)
=
σs(~x, t)
4pi
∫
S2
ψ(~x, t, ~Ω′) d~Ω′ +Q(~x, t, ~Ω). (2.1)
Let ~x ∈ R3 be the spatial, t be the time and ~Ω be the directional variables in
the spherical coordinate system:
~Ω =

√
1− µ2 cosϕ√
1− µ2 sinϕ
µ
 =
sinϑ cosϕsinϑ sinϕ
cosϑ
 , (2.2)
with ϕ and ϑ being the azimuth and polar angle, respectively. We denote the par-
ticle distribution at position ~x travelling in a direction ~Ω at time t by ψ(~x, t, ~Ω).
Thus integrating ψ with respect to ~x and ~Ω yields the number of particles within
the domain. We denote the external particle source by Q. The interactions be-
tween particles and the medium in which they are travelling are expressed by the
non-negative parameters σs, σa and σt, which characterize the scattering, absorp-
tion and total cross-sections, respectively, with σt = σs + σa. They are allowed
to depend on space and time, but are assumed to be isotropic — i.e. indepen-
dent of the angular variable. A scattering event changes the direction in which
5
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a particle is moving; absorption is the process in which a particle is annihilated.
The mean-free-path between interactions is the average distance particles travel
before they are either scattered or absorbed and is given by the reciprocal of the
respective cross-section. See [120] for a detailed overview of electron and photon
interactions in radiative transfer.
High values of σs correspond to optically thick, diffusive media whereas σa
has low values in optically thin media, e.g. in a vacuum. In an opaque medium,
the radiation is assumed to be near isotropic and macroscopic diffusion models
can be used [98, 112]. In a transparent medium, the radiation becomes strongly
anisotropic and one typically must resort to microscopic methods like Monte-
Carlo simulations [106, 124, 125, 137]. However, one generally does not need
the complete microscopic description of all particles; instead, one is interested
in macroscopic quantities, e.g. the amount of energy deposited in the medium
through the process of particle interactions. As the radiative transfer problems,
in our case, belong to the transitional regime between these two extremes, our
goal is to develop models which are macroscopic but also capable of dealing with
those non-equilibria.
Remark 2.1 (1D slab geometry). It is also possible to consider the problem in slab
(or planar) geometry: let us assume the medium to have infinite length in two
spatial dimensions but only finite length in the third. We imagine parallel slabs of
infinite diameter opposite to each other and a perpendicular beam crossing them.
This means the (1D-)spatial variable can be identified as the penetration depth
and the directional variable ~Ω collapses to µ, the cosine of the angle between
direction of flight and the beam. In this case Equation (2.1) becomes rotationally
symmetric and reads as
∂tψ(x, t, µ) + µ∂xψ(x, t, µ) + σtψ(x, t, µ) =
σs(x, t)
2
1∫
−1
ψ(x, t, µ) dµ+Q(x, t, µ).
(2.3)
Remark 2.2 (2D reduction). Frequently, we restrict our study to two spatial di-
mensions instead of three, to allow for a more concise presentation. This two
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dimensional radiative transfer model is also obtained through reduction by in-
variance. Assume a two-dimensional domain in the x1 − x2 plane is extended
infinitely in the x3 direction. If all data is independent of x3, then so must be
the solution ψ. Furthermore, ψ is invariant under reflections with respect to the
x1 − x2 plane, thus
ψ(~x, t, ϕ, µ) = ψ(~x, t, ϕ,−µ). (2.4)
This relation must be kept in mind when computing integrals. The directional
variable then is
~Ω =
(√
1− µ2 cosϕ√
1− µ2 sinϕ
)
(2.5)
and because the integral simplifies
∫
S2
ψ(~x, t, ~Ω′) d~Ω′ = 2
1∫
0
2pi∫
0
ψ(~x, t, µ′, ϕ′) dϕ′ dµ′ (2.6)
the transport equation becomes
∂tψ(~x, t, ~Ω) + Ωx∂xψ(~x, t, ~Ω)+Ωy∂yψ(~x, t, ~Ω) + σt(~x, t)ψ(~x, t, ~Ω)
=
σs(~x, t)
2pi
1∫
0
2pi∫
0
ψ(~x, t, µ′, ϕ′) dϕ′ dµ′ +Q(~x, t, ~Ω),
(2.7)
where Ωx and Ωy denote the components of ~Ω. All ideas presented throughout
this work in two spatial dimensions can easily be adapted to three dimensions.
2.2 Method of moments
We explain in this section the method of moments, which allows us to approxi-
mate the Transfer Equation (2.1) by expanding it into a coupled system of partial
differential equations independent of the angular variable, which we in turn solve
numerically. The method of moments is a means of reducing the phase-space by
7
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averaging over one variable — in this context, over all directions — and hence,
replacing the directional component by a finite number of moments. This is real-
ized by multiplying the transport equation with test-functions in ~Ω, which form
a basis of the space of polynomials of up to order n, and then integrating over all
directions. As will be shown, this leads to a closure problem which we investigate
in more detail in Chapter 4. A brief overview over different moment models can
be found in [46].
A possible motivation for the method of moments is as follows: the trans-
fer equation is a mesoscopic equation, between microscopic and macroscopic;
it describes the exact distribution of all particles in space and time and angle.
However, in radiative transfer we are in general only interested in macroscopic
quantities like the energy density. Hence, it makes sense to try to achieve this
transition in scale by integration. Additionally, we can interpret the transfer
equation as an infinite system of equations, one for each direction, which we want
to replace by a finite number of equations.
Definition 2.3 (Moments). We define the angular averaging operator to be
〈· 〉 :=
∫
S2
· d~Ω =
1∫
−1
2pi∫
0
· dµ dϕ (2.8)
and introduce the term moment : we call
ψ(i) = 〈~Ω⊗iψ〉 (2.9)
the ith moment of ψ. It has the form
ψ
(i)
j1,j2,...,jn
= 〈Ωj1 · Ωj2 · . . . · Ωjnψ〉. (2.10)
ψ(i) is in general a tensor of ith order and the integration is done component-
wise.
Remark 2.4. The zeroth, first, and second angular moment of the distribution
— denoted by ψ(0), ψ(1) and ψ(2)— are called energy density, radiative flux, and
radiative pressure, respectively.
8
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space
dimension n
order d
quadratic
2
cubic
3
quartic
4
quintic
5
sextic
6
2 3 4 5 6 7
3 6 10 15 21 28
Table 2.1: Number of independent components of a symmetric tensor, depending
on the order d and the space dimension n
Remark 2.5. Note that moments as defined here are always symmetric tensors.
It is also possible to consider more general moments:
Definition 2.6 (Moment basis functions). Let m(~Ω) be a vector-valued function
consisting of test functions forming a basis of the space of polynomials of up to
order n, e.g. monomials or Legendre-polynomials in ~Ω.
Definition 2.7 (Solution vector). We denote by U the vector containing the
linearly independent entries of the first n moments
U(~x, t) := 〈mψ(~x, ·, t)〉 (2.11)
In general, the number of independent components of a symmetric tensor of order
d, depending on the number of spatial dimensions n, is given by
(
n+ d− 1
d
)
.
Remark 2.8. For instance, choosing a monomial basis in two space dimensions,
m has the form
m(~Ω) = (1,Ωx,Ωy,Ω
2
x,ΩxΩy,Ω
2
y, . . .). (2.12)
The number of components of m depends on the number of space dimensions
n and the polynomial order d, see Table 2.1. In this work m always contains
monomials.
For this m, the vector U has the form
U = (ψ(0), ψ(1)x , ψ
(1)
y , ψ
(2)
xx , ψ
(2)
xy , ψ
(2)
yy , . . .)
T , (2.13)
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again for x ∈ R2. The radiative flux ψ(1) has components ψ(1)x and ψ(1)y which are
the densities in the x− and y-directions respectively. A similar notation regard-
ing the sub-indices is used throughout this work.
Definition 2.9 (Normalized moments). As additional notation, we introduce the
normalized moments
Ni :=
ψ(i)
ψ(0)
. (2.14)
Now, to construct an nth order moment system (n ≥ 0) — meaning m con-
tains polynomials of up to order n — one multiplies the equation by m(~Ω) and
integrates over all directions.
For the Transport Equation (2.1), multiplication by m and integration over
all angles yields the following system
∂t〈m(~Ω)ψ〉+∇ · 〈~Ωm(~Ω)ψ〉+ σt〈m(~Ω)ψ〉 = σs
4pi
ψ(0)〈m(~Ω)〉+ 〈m(~Ω)Q〉. (2.15)
As can be understood easily, the nth order system always contains the (n+1)th
moment of the distribution, so a closure needs to be defined to make the
system solvable; we prescribe one variable in terms of the retained moments:
ψ(n+1) := ψ(n+1)(ψ(0), . . . , ψ(n)). The way we choose our closure determines the
capabilities of our system to model physical situations correctly and should ad-
ditionally guarantee certain desirable mathematical properties, e.g. the existence
of a solution and the hyperbolicity of the system. The eigenvalues of the flux
function are the characteristic velocities with which information is propagated
and also depend on the choice of the closure. In Chapter 4, using information
from the theory of moments, we present, derive, and analyse different closures.
There we also introduce a closure, which is by construction exact in the limit to
both diffuse and free streaming regimes and is a rational function in terms of the
normalized moments.
Definition 2.10 (Eddington tensor). In the literature, closures are commonly
defined in terms of the Eddington tensor D such that
ψ(n+1) := D(N1, . . . , Nn) · ψ(0) (2.16)
10
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holds. D is a tensor of order n+1, D ∈ R3×n+1... ×3 that depends on the lower order
moments. Eddington tensors are studied in detail in Chapter 4.
Thus with the vector U(~x, t), as before, the function F (U) := 〈~Ωmψ(~x, ·, t)〉
and P := ψ(0) · 〈m〉 we get
∂tU +∇ · F (U) + σtU = σs
4pi
PU + 〈mQ〉. (2.17)
where PU = (4piU1, 0, 0, 0,
4pi
3
U1, . . .) when m contains monomials.
Remark 2.11. For example, in two spatial dimensions the closed first order system
can be explicitly expressed as
∂t
ψ(0)ψ(1)x
ψ
(1)
y
+ ∂x
 ψ
(1)
x
Dxx · ψ(0)
Dxy · ψ(0)
+ ∂y
 ψ
(1)
y
Dxy · ψ(0)
Dyy · ψ(0)
 = −
σaψ(0)σtψ(1)x
σtψ
(1)
y
+
Q(0)Q(1)x
Q
(1)
y
 .
(2.18)
Remark 2.12. In slab geometry, the moments simplify to
〈· 〉 :=
1∫
−1
· dµ (2.19)
and
ψ(i) := 〈mi(µ)ψ〉. (2.20)
Here, all moments are scalar quantities.
In this geometry, the system (2.17) can be rewritten as
∂tψ
(l) + ∂xψ
(l+1) + σtψ
(l) =
σs
2pi
ψ(0)〈µl〉+Q(l), (2.21)
for each moment of order 0 ≤ l ≤ n.
In slab geometry, the system is closed by the Eddington factor
ψ(n+1) := χ(ψ(0), . . . , ψ(n)) · ψ(0) (2.22)
depending on the lower order moments.
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12
3Moment Realizability
In Chapter 2, Section 2.2, we have used the method of moments to approximate
the transport equation by expanding the distribution function ψ in terms of its
angular moments ψ(i), in order to make the system independent of the angular
variable. In this chapter, we analyse some aspects of the theoretical background
of the moment method in more detail.
The theory of moments is studied in probability theory and other fields, where
one is interested whether a probability measure exists that has a specified mean,
variance and so forth [104]. Applications can also be found in electromagnetism
[59, 140, 144], optimization [64], limit or extremal theorems [126].
For the formulation of the moment problems we follow [31]:
Definition 3.1 (Moment problem). Given an infinite sequence of complex num-
bers E = {E0, E1, . . .} and a subset K ⊆ C, the K-power moment problem entails
finding a positive Borel measure µ on C such that∫
tjdµ(t) = Ej, j ≥ 0 (3.1)
with
supp µ ⊆ K. (3.2)
13
3. MOMENT REALIZABILITY
There are classical results for various choices of K, that yield necessary and
sufficient conditions on E such that (3.1) has a solution: the theorems of Ham-
burger (K = R), Stieltjes (K = [0,∞]), Toeplitz (K = {t ∈ C : |t| = 1}), and
Hausdorff (K = [a, b] a, b ∈ R), see [1, 2, 81, 121, 127].
There has been an effort to extend these results: to more general support sets
for µ on the one hand [9, 122], and to the multidimensional case, i.e. allowing Ei
to be a tensor, on the other, c.f. [5, 8, 49, 115].
In this work, we are interested in the truncated moment problem, which is
stated as:
Definition 3.2 (Truncated moment problem). Given a complex vector E =
{E0, E1, . . . , Ep} ∈ Cm+1, 0 ≤ p < ∞ and a subset K ⊆ C, the truncated K-
power moment problem means finding a positive Borel measure µ on C such that∫
tjdµ(t) = Ej, 0 ≤ j < p (3.3)
with
supp µ ⊆ K. (3.4)
Maybe somewhat counter intuitively, the theory for ”full” moment problems,
does not suffice to answer the truncated moment problem. However, the inverse
is true to some extent [1, 81]. The extant literature on the topic of truncated
moment problems is somewhat limited [69]; in most sources only even p are con-
sidered. Most importantly, to the author’s knowledge, there exist no applicable
general results for sets K with dimension higher than one, which is needed in this
context. However, there have been recent developments in the multidimensional
case [32, 33, 84, 85, 86] for both even and odd p, which did not yet lead to explicit
expressions for realizability conditions.
In the radiative transfer setting considered in this work, the moment problem
is given by:
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Definition 3.3 (Radiative transfer moment problem). What necessary and suffi-
cient conditions have to be imposed on a given set of moments ψ(i) ∈ R3× i...×3, i =
0, . . . , p, such that there exists a non-negative distribution function ψ that fulfills
the consistency relation
〈mi(~Ω)ψ〉 = ψ(i), i = 0, . . . , p ? (3.5)
Before we continue, we introduce the following additional notation:
Definition 3.4 (Realizability). We call the conditions on the moments, such that
Eq. (3.5) has a solution, the realizability conditions. If a moment (or a set of
moments) satisfies the realizability conditions, we call it realizable. The set of all
realizable moments is called the realizability domain.
The analysis of the realizability domain is of crucial interest to us; in slab
geometry, the distribution and hence higher order moments are uniquely deter-
mined on its boundary, cf. [79].
This chapter is devoted to summarizing existing and establishing new results
concerning the realizability of moments in one and three spatial dimensions. It
is organized as follows: first we state a theorem by Curto and Fialkow, which
yields realizability conditions for the truncated Hausdorff moment problem in one
spatial dimension. We present the application of this theorem to the radiative
transfer moment problem in slab geometry: here the realizability conditions —
which take the form of inequalities on the normalized moments — and the form
of the distribution on the boundary of the realizability domain are given. They
were previously derived in a different fashion by Kershaw [76]. We present a new
alternative proof in the context of our moment problem for first order systems.
Subsequently, we extend these results into three spatial dimensions. In both
cases, we prove our proposition using similar techniques: We start by deriving
necessary conditions on the normalized moments, which indicate the form of the
realizability domain. This is done by integrating the product of non-negative test-
functions and the distribution function ψ. Next, to proof sufficient conditions
for a subset of the realizability domain, we make use of the fact that, on the
boundary of the realizability domain the distribution is a combination of Dirac
15
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delta distributions. As a tool aiding our calculations in three spatial dimensions,
we show how to derive moments of different types of Dirac deltas. Next, we
explicitly derive distributions that have moments which lie on the boundary.
As we will see, in multiple space dimensions, these boundary distributions are
not unique. Knowledge about this structure helps us to make a suitable ansatz
to proof the existence of a non-negative distribution function that reproduces
given moments, assuming these fulfill the realizability conditions and under an
additional assumption. We conclude by some remarks on different interpretations
of the realizability conditions.
3.1 Results in slab geometry
Definition 3.5. We denote the fact that the matrix A is positive semi-definite
by
A ≥ 0. (3.6)
Curto and Fialkow have shown in [31] (Thms. 4.1 & 4.3), the following:
Theorem 3.6 (truncated Hausdorff moment problem). For the truncated Haus-
dorff moment problem 3.2, with K = [a, b] ⊂ C, the following realizability condi-
tions hold:
Equation (3.3) has a solution for the vector of moments E = (E0, . . . , Ep), p =
2k + 1 if and only if
A(k) ≥ 0 (3.7a)
and
bA(k) ≥ B(k) ≥ aA(k) (3.7b)
hold, where A(n) := (Ei+j)
n
i,j=0 and B(n) := (Ei+j+1)
n
i,j=0.
For p = 2k, condition (3.7a) and
(a+ b)B(k − 1) ≥ abA(k − 1) + C(k) (3.8)
with C(n) := (Ei+j)
n
i,j=1, are necessary and sufficient.
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Remark 3.7. For singular A, uniqueness of the solution follows from Weier-
strass’ approximation theorem, since for two measures µ and ν interpolating
E = (E0, . . . , Ep) with support inside [a, b], it can be shown that µ = ν, cf.
[31, 132].
To check for the conditions of Theorem 3.6, we apply Sylvester’s criterion,
which states that a symmetric matrix A of dimension n×n is non-negative if and
only if each leading principal minor of dimension m ≤ n
Aˆmi,j = Ai,j, 1 ≤ i, j ≤ m (3.9)
satisfies
det(Aˆm) ≥ 0. (3.10)
In the remainder of this chapter we shall frequently make use of this criterion.
The following was shown by Kershaw [76] — where we corrected a small
mistake — before the more general Theorem 3.6 was proven.
Corollary 3.8. In slab geometry, there exists a non-negative distribution ψ solv-
ing the moment problem (3.5) for up to order 4 if and only if the following in-
equalities are satisfied
1 ≥N1 ≥ −1 (3.11a)
1 ≥N2 ≥ N21 (3.11b)
N2 − (N1 −N2)
2
(1−N1) ≥N3 ≥ −N2 +
(N1 +N2)
2
(1 +N1)
(3.11c)
N2 − (N1 −N3)
2
(1−N2) ≥N4 ≥
(N23 +N
3
2 − 2N1N2N3)
(N2 −N21 )
. (3.11d)
Remark 3.9. The realizability conditions 3.11 yield exactly one upper and lower
bound for each normalized moment. Thus we speak of the upper and lower
boundary of the realizability domain.
Remark 3.10. See Figure 3.1 for a depiction of the first order realizability domain.
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N2 = N
2
1
N2 = 1
N1
N2
−1 1
Figure 3.1: First order realizability domain.
When any of the moments equals its boundary value, all higher order mo-
ments are uniquely determined by solving Equation (3.5) plugged into (3.11) for
ψ, cf. [3]. In that case the distribution is a linear combination of Dirac delta
distributions, since it needs to be zero everywhere except on a null set. ψ then
depends on the lower order moments, as well as the directional variable. Explic-
itly, for a given normalized moment Ni equaling its upper or lower bound, we
determine ψ and can hence compute all higher order moments Nj, j > i, which
depend on Nk, k < i. In the following we state the explicit values for ψ and
higher order moments for all boundaries of up to order 4, taken and adapted —
where we corrected a few minor technical errors — from Kershaw [76].
• Assume N1 = ±1, then
ψ = ψ(0)δ(1± µ) (3.12a)
Nj = (±1)j, j > 1. (3.12b)
• Assume N2 = 1, then
ψ = ψ(0)
(
1−N1
2
δ(1 + µ) +
1 +N1
2
δ(1− µ)
)
(3.13a)
Nj =
{
1, j even
N1, j odd
, j > 2. (3.13b)
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• Assume N2 = N21 , then
ψ = ψ(0)δ(N1 − µ) (3.14a)
Nj = N
j
1 , j > 2. (3.14b)
• Assume N3 = ±N2 ∓ (N1∓N2)
2
1∓N1 , then
ψ = ψ(0)(caδ(1∓ µ) + cbδ(xb − µ)) (3.15a)
Nj = (±1)jca + cbxjb, j > 3, (3.15b)
where
ca =
N2 −N21
1∓ 2N1 +N2 (3.15c)
cb =
(1∓N1)2
1∓ 2N1 +N2 (3.15d)
xb =
N1 ∓N2
1∓N1 . (3.15e)
• Assume N4 = N2 − (N1−N3)21−N2 , then
ψ = ψ(0)(caδ(1 + µ) + cbδ(xb − µ) + ccδ(1− µ)) (3.16a)
Nj = ca(−1)j + cb(xb)j + cc, j > 4, (3.16b)
where
ca =
(N1 −N3)(1−N1)− (1−N2)(N1 −N2)
2(N1 −N3) +N1 −N2 (3.16c)
cb =
(1−N2)3
(1−N2)2 − (N1 −N3)2 (3.16d)
cc =
(N1 −N3)(1 +N1)− (1−N2)(N1 +N2)
2(N1 −N3)− 1 +N2 (3.16e)
xb =
N1 −N3
1−N2 . (3.16f)
• Assume N4 = N
3
2−N23+2N1N2N3
N2−N21 , then
ψ = ψ(0)(caδ(xa − µ) + cbδ(xb − µ)) (3.17a)
Nj = ca(xa)
j + cb(xb)
j, j > 4, (3.17b)
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where
ca =
N1 − xb
xa − xb (3.17c)
cb =
N1 − xa
xb − xa (3.17d)
and xa and xb are the roots of the polynomial
x2(N2 −N21 )− x(N3 −N1N2) +N1N3 −N22 = (N2 −N21 )(x− xa)(x− xb).
(3.17e)
3.1.1 A simple constructive proof for realizability condi-
tions for moments of up to order two.
In this section, we re-formulate Theorem 3.6 for the radiative transfer moment
problem and give an alternative proof in order to generalize the result into mul-
tiple spatial dimension.
Classically, realizability conditions have been studied using the spectral the-
orem, normal operators or quasi-orthogonal polynomials [1, 2]. More recently,
necessary and sufficient conditions have been derived using a recursive model for
singular positive Henkel matrices [31], which is mainly based on techniques con-
cerning nonnegative polynomials, Lagrange interpolation and linear algebra.
Knowing the form of the discrete measure on the boundary we seek to con-
struct a distribution function ψ that has these exact boundary limits and ad-
ditionally fulfills the realizability conditions everywhere. One intuitive way of
doing so, is using interpolation; and more specifically using a convex combina-
tion of the upper and lower bound for the highest order moment. Therefore we
first establish the form of the upper and lower boundary distribution in Lemma
3.12 and Lemma 3.13. Subsequently in Theorem 3.14 we prove that, for a first
order system, the realizability conditions (3.11) are equivalent to the existence
of a non-negative distribution function solving the moment problem (3.5). It is
shown that realizability is a sufficient condition by explicitly constructing ψ. This
method is extended into three spatial dimensions in the next section.
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We commence by establishing necessary conditions for moment problems of
arbitrary order.
Lemma 3.11 (Necessary realizability condition). Assuming a non-negative dis-
tribution function ψ, then the matrices A(n) := (ψ(i+j))ni,j=0 and B(n) :=
(ψi+j+1)ni,j=0 fulfill
A ≥ 0 (3.18a)
A±B ≥ 0. (3.18b)
Proof. Let m be the vector containing the first n + 1 monomials in µ, m :=
(1, µ, . . . , µn)T . For any a ∈ Rn+1 define p(µ) := a0 + a1µ+ . . .+ anµn, so that
p(µ)2 = (aTm)2 = aT (mmT )a. (3.19)
Since ψ is non-negative, we find that
1∫
−1
ψ(µ)p(µ)2 dµ ≥ 0 (3.20a)
⇔ aT
1∫
−1
ψ(µ)

1 µ . . . νn
µ µ2
...
. . .
µn µ2n
 dµ
︸ ︷︷ ︸
=A
a ≥ 0 (3.20b)
⇔ A ≥ 0. (3.20c)
Similarly
1∫
−1
ψ(µ) (1± µ)︸ ︷︷ ︸
≥0
p(µ)2 dµ ≥ 0 (3.21a)
⇔ aT
1∫
−1
ψ(µ)(1± µ)mmT dµ
︸ ︷︷ ︸
=A±B
a ≥ 0 (3.21b)
⇔ A±B ≥ 0. (3.21c)
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Having established the necessary realizability condition, we now work towards
establishing a sufficient condition.
It can be shown [3, 31] that the particle distribution ψ needs to be a discrete
measure on the boundary of the realizability domain. There it has the form
ψ(µ) =
∑
i
ciδ(pi(µ)), (3.22)
where δ is a Dirac delta distribution and with coefficients ci and rational functions
pi which depend on ψ
(i). The knowledge of the general form given in Equation
(3.22) is indispensable, in that we can restrict ourselves to determining ci and pi.
See Appendix A for an overview of some properties of the Dirac delta distri-
bution that are used in the following.
Next, the form of the distribution function on the boundary of the realizability
domain is deduced. For the upper boundary we find:
Lemma 3.12 (Distribution on the upper boundary). Given N1, N2 ∈ R such
that
N2 = 1 (3.23a)
|N1| ≤ 1 (3.23b)
is fulfilled, the unique solution to Equation (3.5) for i = 0, 1, 2, is given by
ψu(µ) := ψ
(0)
(
1−N1
2
δ(1 + µ) +
1 +N1
2
δ(1− µ)
)
. (3.24)
Proof. It is trivial to verify that ψu is a solution to Equation (3.5) for i = 0, 1, 2.
Uniqueness follows from Remark 3.7.
On the lower boundary of the realizability domain ψ has the following form:
Lemma 3.13 (Distribution on the lower boundary). Given N1, N2 ∈ R such that
N2 = N
2
1 (3.25a)
|N1| ≤ 1 (3.25b)
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is fulfilled, the unique solution to Equation (3.5) for i = 0, 1, 2, is given by
ψl(µ) := ψ
(0)δ(N1 − µ). (3.26)
Proof. It is straightforward to verify that ψl reproduces ψ
(0), ψ(1) and ψ(2). Again,
uniqueness follows from Remark 3.7.
Theorem 3.14 (Realizability conditions for moments of up to order two). For
a given vector (ψ(0), ψ(1), ψ(2)) there exists a non-negative distribution function ψ
such that the moment problem (3.5) has a solution for i = 0, 1, 2, if and only if
ψ(0) ≥ 0 (3.27)
and the normalized moments Ni := ψ
(i)/ψ(0) fulfill the following realizability con-
ditions
N2 ≥ N21 (3.28a)
N2 ≤ 1. (3.28b)
One solution is given by
ψ(µ) = ψ(0)
(
αδ(N1 − µ) + (1− α)
[
1−N1
2
δ(1 + µ) +
1 +N1
2
δ(1− µ)
])
(3.29)
with
α =
N2−1N21−1 , |N1| < 11, |N1| = 1 . (3.30)
Proof.
”
⇒“: Let ψ be a non-negative distribution function with moments
ψ(0), ψ(1), ψ(2). The conditions follow directly from Lemma 3.11 apply-
ing Sylvester’s criterion.
”
⇐“: Let N1, N2 fulfilling Equation (3.28) be given.
The distribution is of the form
ψ˜(N1, N2) = αψl(N1) + (1− α)ψu(N1) (3.31)
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with ψl and ψu as before and α(N1, N2) is given by 3.30.
We verify that ψ˜ reproduces the correct moments: In Lemma 3.13 and
Lemma 3.12 it has already been shown that ψl and ψu reproduce ψ
(0) and
ψ(1). Clearly, any convex combination of the two also reproduces these mo-
ments.
The second order moment is given by
ψ˜(2)
ψ(0)
= α
1∫
−1
µ2δ(N1 − µ) dµ
+ (1− α)
1∫
−1
µ2
(
1−N1
2
δ(1 + µ) +
1 +N1
2
δ(1− µ)
)
dµ (3.32a)
= αN21 + (1− α). (3.32b)
Substituting
α =
N2 − 1
N21 − 1
=
1−N2
1−N21
. (3.33)
we find that ψ˜(2) = ψ(2).
This definition of α is reasonable, as we construct ψ˜ in such a way that
ψ˜ = ψl on the lower boundary (N2 = N
2
1 ⇒ α = 1) and ψ˜ = ψu on the
upper boundary (N2 = 1⇒ α = 0).
The distribution 3.31 is a non-negative measure only if 0 ≤ α ≤ 1. Assum-
ing realizable N1 and N2, i.e. 1 ≥ N2 ≥ N21 ≥ 0 we find
0 ≤ α ≤ 1. (3.34)
Additional care needs to be taken to guarantee that ψ˜ is well-defined, since
α is not defined for N1 = ±1. In that case N2 = 1 and the lower and upper
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boundary distributions ψl and ψu coincide, so α cancels out in Equation
3.31. In order for ψ˜ to correctly reproduce the normalized second order
moment in the case of N21 = 1, we define an extension of α by setting α = 1
when N1 = ±1.
3.2 Results in three space dimensions
In this section we address the lack of literature on higher dimensional systems.
We extend the results from the previous section for second order systems to three
space dimensions, by first deriving necessary conditions in the form of inequali-
ties on the normalized moments Ni. Subsequently, we first derive distributions on
the boundary of this domain and second, show the sufficiency of the realizability
conditions, by constructing a non-negative distribution that reproduces arbitrary
moments Ni, as long as they are realizable.
The main difficulty in multiple space dimensions lies in the fact that the ith
moment is a tensor of ith degree, i.e. ψ(i) ∈ R3× i...×3. Hence the inequalities cease
to be scalar expression.
3.2.1 Necessary realizability conditions
In this section we derive necessary realizability conditions by defining (polyno-
mial) test-functions φ, assuming the non-negativity of ψ and using
0 ≤
∫
S2
|φ(~Ω)|2︸ ︷︷ ︸
≥0
ψ d~Ω. (3.35)
Lemma 3.15 (Necessary realizability condition). Given a non-negative distri-
bution function ψ, the moments ψ(0), ψ(1), ψ(2) fulfill the following realizability
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conditions
ψ(0) ≥ ‖ψ(1)‖ ≥ 0 (3.36a)
ψ(2) ≥ ψ
(1)(ψ(1))T
ψ(0)
≥ 0 (3.36b)
~nT
ψ(2)
ψ(0)
~n ≤ 1 ∀‖~n‖ ≤ 1 (3.36c)
tr(
ψ(2)
ψ(0)
) = 1 (3.36d)
ψ
(2)
ij = ψ
(2)
ji . (3.36e)
Proof. First of all note that the symmetry of ψ(2) follows directly from the defi-
nition.
• We continue by defining the general first order polynomial in ~Ω
φ(~Ω) = a+~bT ~Ω (3.37)
where a ∈ R and ~b ∈ R3 are arbitrary. Then
0 ≤
∫
S2
|φ(~Ω)|2︸ ︷︷ ︸
≥0
ψ d~Ω (3.38a)
=
(
a
~b
)T ∫
S2
(
1 ~ΩT
~Ω ~Ω~ΩT
)
ψ d~Ω
(
a
~b
)
(3.38b)
=
(
a
~b
)T (
ψ(0) (ψ(1))T
ψ(1) ψ(2)
)(
a
~b
)
=: f(a,~b). (3.38c)
In other words, the following symmetric matrix needs to be positive definite
A :=
(
ψ(0) (ψ(1))T
ψ(1) ψ(2)
)
≥ 0. (3.39)
We deduce
ψ(0) ≥ 0 (3.40)
and from the block structure of A that
ψ(2) ≥ 0. (3.41)
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The function f must be non-negative for all a, b; including the minimum of
f in terms of a. We calculate
0
!
=
∂
∂a
f =
(
1
0
)T
A
(
a
~b
)
+
(
a
~b
)T
A
(
1
0
)
(3.42a)
= 2
(
1
0
)T
A
(
a
~b
)
(3.42b)
= 2(ψ(0)a+ (ψ(1))T~b), (3.42c)
from which we determine the minimizer
a = −
~bTψ(1)
ψ(0)
. (3.43)
The minimum is given by
f
(
~bTψ(1)
ψ(0)
,~b
)
=
(
~bTψ(1)
ψ(0)
~b
)T (
ψ(0) (ψ(1))T
ψ(1) ψ(2)
)(
~bTψ(1)
ψ(0)
~b
)
(3.44a)
= ~bT
(
−ψ
(1)(ψ(1))T
ψ(0)
+ ψ(2)
)
~b. (3.44b)
Since ψ(1)(ψ(1))T is a Gram matrix it is positive definite and thus
ψ(2) − ψ
(1)(ψ(1))T
ψ(0)
≥ 0. (3.45)
• Choosing a different test-function of the form
φ(~Ω) = 1± ~nT ~Ω, (3.46)
where ~n ∈ S2 is an arbitrary unit vector, yields
0 ≤
∫
S2
φ(~Ω)︸︷︷︸
≥0
ψ d~Ω (3.47a)
=
∫
S2
(1± ~nT ~Ω)ψ d~Ω (3.47b)
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which can be expressed as
ψ(0) ± ~nTψ(1) ≥ 0 (3.48a)
⇔ψ(0) ≥ ∓~nTψ(1). (3.48b)
The right hand side of the last inequality becomes extremal when the vectors
~n and ψ(1) are colinear, i.e.
~n =
ψ(1)
‖ψ(1)‖ , (3.49)
such that we get
ψ(0) ≥ ‖ψ(1)‖. (3.50)
• To find the upper bound for the second order moment, we use the ansatz
φ(~Ω) = 1− (~n · ~Ω)2, (3.51)
and thus ∀‖~n‖ ≤ 1 ∫
S2
(1− (~n · ~Ω)2)ψ d~Ω ≥ 0. (3.52)
Calculating the integral, we find for ‖~n · ~Ω‖ ≤ 1
0 ≤
∫
S2
(1− (~n · ~Ω)2)ψ d~Ω (3.53a)
=
∫
S2
(1− ~nT ~Ω~ΩT~n)ψ d~Ω (3.53b)
= ψ(0) − ~nTψ(2)~n, (3.53c)
which can be reformulated as
~nT
ψ(2)
ψ(0)
~n ≤ 1 ∀‖~n‖ ≤ 1. (3.54)
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For the normalized second order moment we also establish the following
trace identity:
tr(
ψ(2)
ψ(0)
) = tr(
∫
S2
~Ω~ΩTψ d~Ω∫
S2
ψ d~Ω
) (3.55a)
=
1∫
S2
ψ d~Ω
∫
S2
tr(~Ω~ΩT )ψ d~Ω (3.55b)
= 1, (3.55c)
where we used that ~Ω is a unit vector.
Remark 3.16. One can observe a strong similarity to the realizability conditions
in one spatial dimension:
ψ(0) ≥ |ψ(1)| ≥ 0 (3.56a)
ψ(2) ≥ (ψ
(1))2
ψ(0)
≥ 0 (3.56b)
ψ(2)
ψ(0)
≤ 1. (3.56c)
The procedure of using general test-functions to derive necessary realizability
conditions can in principle extended to higher order moments.
3.2.2 Sufficient realizability conditions
In order to show that realizability conditions are not only necessary but also
sufficient we construct a non-negative distribution function ψ reproducing given
moments, i.e. ψ solves the moment problem (3.5) for p = 2.
In slab geometry, we already know that the underlying distribution function
can be expressed a linear combination of Dirac delta distribution. The main idea
in the following is to use a similar methodology in three space dimensions, i.e. set
ψ(~Ω) =
∑
i ciδ(pi(
~Ω)), and calculate the moments of ψ in terms of the coefficients
ci and functions pi. Then we can solve the arising system for these coefficients and
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thus construct a discrete measure that correctly reproduces the given moments.
Similarly to the previous section, we begin by deriving the distributions on
the boundary of the realizability domain. We show that, contrary to the one-
dimensional case, these are not unique. Assisted by this knowledge, we guess
a distribution that is non-negative for all realizable moments — under an addi-
tional assumption — and thus proof partial sufficiency. Contrary to one spatial
dimension it does not suffice to make the ansatz of a convex combination of the
two boundary distributions, however.
We will frequently use the following
Lemma 3.17. The moments of up to order two of the distribution
ψα(~Ω) := δ(~β · ~Ω− ), (3.57)
where ~β ∈ S2 and  ∈ R,  = ±1, are given by
ψ(0)α = 1 (3.58a)
ψ(1)α = 
~β (3.58b)
ψ(2)α =
~β~βT (3.58c)
Proof. ψ
(0)
α = 1 follows directly from the definition of the δ Dirac distribution.
For the first order moment we find
ψ(1)α =
∫
S2
~Ωδ(~β · ~Ω− ︸ ︷︷ ︸
=:g(~Ω)
) d~Ω =
∫
g−1(0)
~Ω
|∇g| d
~Ω =
∫
~β·~Ω=
~Ω d~Ω. (3.59a)
The set ~β · ~Ω =  can be found thus: Obviously, since ‖~β‖ = 1,
~β · ~Ω = ‖~β‖‖~Ω‖ cos(ϕ) = cos(ϕ) !=  (3.60)
where ϕ is the angle between ~β and ~Ω.
Thus ~β and ~Ω must be colinear, i.e.
~Ω = ~β. (3.61)
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Then the first order moment can be calculated directly
ψ(1)α =
∫
~β·~Ω=
~Ω d~Ω = ~β. (3.62a)
Using the same argument we find
ψ(2)α =
∫
~β·~Ω=
~Ω~ΩT d~Ω = 2~β~βT = ~β~βT (3.63a)
and the proof is complete.
The case  < 1 in the previous lemma needs special attention and is treated
in:
Lemma 3.18. The moments of up to order two of the distribution
ψγ(~Ω) := δ(~β · ~Ω− ), (3.64)
where ~β ∈ R3 and  ∈ R,  < 1, are given by
ψ(0)γ =
1
‖~β‖
√
1− 22pi (3.65a)
ψ(1)γ =
~β
‖~β‖
√
1− 22pi (3.65b)
ψ(2)γ =
1
‖~β‖
√
1− 22pi
(
1− 2
2
I +
32 − 1
2
~β~βT
)
. (3.65c)
Proof. In order to calculate the integrals we rotate our system such that ~β/‖~β‖ =
ez = (0, 0, 1)
T . We define
Γ(ϕ) =
00

+√1− 2
cos(ϕ)sin(ϕ)
0
 (3.66)
with the derivative
Γ′(ϕ) =
√
1− 2
− sin(ϕ)cos(ϕ)
0
 . (3.67)
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x
y
z
~β
~Ω
Figure 3.2: The surface {~Ω ∈ S2 : ~β · ~Ω = } for fixed ~β ∈ S2 and  ∈ R.
Γ(ϕ), ϕ ∈ [0, 2pi] is a parametrization of the surface ~β · ~Ω = , see Figure 3.2.
Now
ψ(0)γ =
∫
S2
δ(~β · ~Ω− ) d~Ω =
∫
~β·~Ω=
1
‖~β‖ dσ(
~Ω) =
2pi∫
0
‖Γ′(ϕ)‖ 1‖~β‖ dϕ (3.68a)
=
1
‖~β‖
√
1− 22pi (3.68b)
whereas the first order moment of the gamma Dirac is
ψ(1)γ =
∫
S2
~Ωδ(~β · ~Ω− ) d~Ω =
∫
~β·~Ω=
~Ω
‖~β‖ dσ(
~Ω) =
2pi∫
0
‖Γ′(ϕ)‖Γ(ϕ) 1‖~β‖ dϕ (3.69a)
=
~β
‖~β‖
√
1− 22pi, (3.69b)
where we omit the rotation matrix because of the invariance of the Dirac distri-
bution under rotation, see Lemma A.2 and Remark 3.21.
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Lastly,
ψ(2)γ =
∫
S2
~Ω~ΩT δ(~β · ~Ω− ) d~Ω =
∫
~β·~Ω=
~Ω~ΩT
‖~β‖ dσ(
~Ω) (3.70a)
=
2pi∫
0
‖Γ′(ϕ)‖Γ(ϕ)Γ(ϕ)T 1‖~β‖ dϕ (3.70b)
=
1
‖~β‖
√
1− 2
2pi2ezeTz + (1− 2)
pi pi
0

 (3.70c)
=
1
‖~β‖
√
1− 22pi

1− 2
2
1− 2
2
2
 (3.70d)
=
1
‖~β‖
√
1− 22pi
(
1− 2
2
I +
32 − 1
2
~β~βT
)
. (3.70e)
3.2.2.1 First order realizability condition
To begin with, we establish the following results for the first order moment:
Theorem 3.19 (First order realizability condition). Given ψ(0) ∈ R with ψ(0) ≥ 0
and ψ(1) ∈ R3. There exists a solution of the moment problem (3.5) for i = 0, 1,
if and only if
‖N1‖ ≤ 1. (3.71)
One solution is given by
ψ = ψ(0)δ(N1 · ~Ω− 1). (3.72)
Proof.
”
⇒“: In Lemma 3.15 it was shown that Equation 3.71 is necessary for the
existence of a solution.
”
⇐“: Obviously ψ is non-negative and thus a probability distribution. Analo-
gously to the 1D case, to proof sufficiency, we show that ψ reproduces the
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moments ψ(0) and ψ(1). This is a direct application of Lemma 3.17 and
omitted here.
Remark 3.20. We recall that the scalar case for N1 = ±1 yields
ψ = ψ(0)δ(1± µ). (3.73)
Remark 3.21. Defining a substitution ~Ω′ = R · ~Ω where R is a rotation matrix,
defined such that R · ~n = ez, yields an alternative calculation of the first order
moment:
ψ(1) =
∫
S2
~Ωδ(~Ω · ~n− α)d~Ω (3.74a)
= RT
∫
S2
~Ω′δ(R~Ω ·R~n− α)d~Ω′ subs. ~Ω′ = R · ~Ω st. R · ~n = ez (3.74b)
= RT
1∫
−1
~Ω′δ(µ′ − α)dµ′ = RT
00
α
 = αRT ez = α~n. (3.74c)
In the following we extend the results to second order systems, i.e. take the
second order moment ψ(2) into account.
3.2.2.2 Distributions on the boundary of the realizability domain
Before we derive the form of a distribution that reproduces moments that lie on
the upper and lower boundary of the realizability domain, we establish a relation
between N2 and N1, if ‖N1‖ = 1.
Lemma 3.22. Assume that N2 ∈ R3×3 and N1 ∈ R3 fulfill the realizability con-
ditions (3.36). Then, if additionally ‖N1‖ = 1 holds, N1 must be an eigenvector
of N2.
Proof. First we observe that
N2 −N1NT1 ≥ 0 (3.75)
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for ‖N1‖ = 1 implies
NT1 N2N1 − 1 ≥ 0. (3.76)
Since N2 is a symmetric matrix, there exist a orthonormal basis of R3, denoted
by ~ηi, i = 1, 2, 3, consisting of eigenvectors of N2. We express N1 in this basis,
such that for some scalars νi ∈ R
N1 =
3∑
i=1
νi~ηi (3.77)
holds. We find
1 ≤ (
3∑
i=1
νi~ηi)
TN2
3∑
j=1
νj~ηj = (
3∑
i=1
νi~ηi)
T
3∑
j=1
νj N2~ηj︸︷︷︸
=λj~ηj
=
3∑
i=1
ν2i λ
2
i , (3.78a)
where λi is the eigenvalue corresponding to ~ηi, and we have used that ~η
T
i ~ηj = δij.
Plugging ~ηi into the second realizability condition gives us an estimate for the
ith eigenvalue
λi = ~η
T
i N2~ηi ≤ 1 (3.79)
since ‖~ηi‖ = 1. Together with the trace identity
tr(N2) =
3∑
i=1
λi = 1 (3.80)
and
λi ≥ 0, (3.81)
since N2 is positive semi-definite, this yields
3∑
i=1
λ2i ≤ 1. (3.82)
Now using
1 = ‖N1‖2 = NT1 N1 = (
3∑
i=1
νi~ηi)
T
3∑
j=1
νj~ηj =
3∑
i=1
ν2i (3.83)
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and with the help of the Cauchy-Schwarz inequality we find from Eq. (3.78)
1 ≤
3∑
i=1
ν2i λ
2
i ≤
3∑
i=1
ν2i
3∑
i=1
λ2i =
3∑
i=1
λ2i ≤ 1 (3.84)
and hence
3∑
i=1
λ2i = 1. (3.85)
Combining equations (3.80), (3.79) and (3.85), implies that the eigenvalues are
given by λ1 = 1, λ2 = λ3 = 0 and that ν1 = 1, ν2 = ν3 = 0 (without loss
of generality, as the indices are interchangeable). Thus N1 is an eigenvector of
N2.
Consequently, we establish results about the distributions on the boundary of
the realizability domain:
Lemma 3.23 (Distribution on the lower boundary). Let ψ(0) ∈ R and ψ(1) ∈ R3
be given such that ‖N1‖ ≤ 1. A non-negative distribution function fulfilling (3.5)
for p = 1, is given by
ψl(~Ω) :=

ψ(0)
2pi
1√
1− ‖N1‖2
δ(
N1
‖N1‖ ·
~Ω− ‖N1‖), ‖N1‖ 6= 1
ψ(0)δ(N1 · ~Ω− 1), ‖N1‖ = 1
0, ‖N1‖ = 0
(3.86)
and it holds that the lower bound for ψ(2) is sharp, meaning
~nT
(
ψ(2) − ψ
(1)(ψ(1))T
ψ(0)
)
~n = 0 (3.87)
for some unit vector ~n ∈ S2.
Proof. We calculate the moments of ψl: In Theorem 3.19 it was shown that ψl
reproduces ψ(0) and ψ(1).
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To verify that this distribution indeed means that the lower bound for N2 is
sharp, we use Lemma 3.18 and calculate for ‖~n‖ = 1
~nT
(
ψ(2) − ψ
(1)(ψ(1))T
ψ(0)
)
~n = ψ(0)~nT
(
1− 2
2
I +
32 − 1
2
~n~nT − 2~n~nT
)
~n
(3.88a)
= ψ(0)~nT
(
1− 2
2
(I − ~n~nT )
)
~n = 0. (3.88b)
with the notation
~n =
N1
‖N1‖ (3.89a)
 =
1
2pi
1√
1− 2ψ
(0). (3.89b)
The case-distinction is necessary to guarantee well-posedness.
Remark 3.24. Lemma 3.23 corresponds to the scalar case, where for N2 = N
2
1 ⇒
ψ = ψ(0)δ(N1 − µ).
Contrary to the scalar case, in three spatial dimensions the distribution is not
unique, not even on the boundary of the realizability domain. This follows from
the following lemma:
Lemma 3.25 (Non-uniqueness of the boundary distribution). Let ~ηi, i = 1, 2, 3
be an arbitrary orthonormal basis. Given ψ(0) ∈ R and ψ(1) ∈ R3 with ‖N1‖ ≤ 1,
another non-negative distribution function (compare Lemma 3.23) reproducing
N1 and having a second order moment such that for some ~n ∈ S2
~nT
(
ψ(2) − ψ
(1)(ψ(1))T
ψ(0)
)
~n = 0, (3.90)
is given by the characteristic function χΓ(~Ω), where the set Γ is defined by
Γ := {~Ω ∈ S2 : ~η1 · ~Ω = 0, cos(α) ≤ ~η3 · ~Ω ≤ 1} (3.91)
for some 0 ≤ α ≤ pi.
Proof. Obviously χΓ is non-negative.
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η2
η1
η3
Γ
αα
Figure 3.3: The surface Γ := {~Ω ∈ S2 : ~η1 · ~Ω = 0, cos(α) ≤ ~η3 · ~Ω ≤ 1}.
It remains to be shown that N1 is correctly reproduced and the moments of
up to order two of χΓ lie on the boundary of the realizability domain, i.e.
~nT
(
N2 −NT1 N1
)
~n = 0 (3.92)
for some n ∈ S2.
The set Γ can be described by the curve
γ(t) := sin(t)~η2 + cos(t)~η3. (3.93)
for t ∈ [−α, α].
Then
‖ d
dt
γ(t)‖ = 1. (3.94)
Now ∫
S2
mi(~Ω)χΓ(~Ω) d~Ω =
∫
Γ
mi(~Ω) d~Ω =
α∫
−α
mi(γ(t)) dt (3.95a)
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We calculate the moments as
ψ(0)χ = 2α (3.96a)
ψ(1)χ =
α∫
−α
sin(t)~η2 + cos(t)~η3 dt = 2 sin(α)~η3 (3.96b)
ψ(2)χ =
α∫
−α
(sin(t)~η2 + cos(t)~η3)
2 dt (3.96c)
= (α− sin(α) cos(α))~η2~ηT2 + (α + sin(α) cos(α))~η3~ηT3 . (3.96d)
Thus, we find the following normalized moments
N1 =
sin(α)
α
~η3 (3.97a)
N2 =
α− sin(α) cos(α)
2α
~η2~η
T
2 +
α + sin(α) cos(α)
2α
~η3~η
T
3 . (3.97b)
Now, for given first order moment, one can find a unique α ∈ [0, pi], such that
N1 is correctly reproduced since
sin(α)
α
is locally invertible.
From equations (3.97) it becomes immediately clear that
~ηT1
(
N2 −NT1 N1
)
~η1 = 0. (3.98)
Hence, the moments of the characteristic function lie on the boundary of the
realizability domain and the proof is complete.
For the other part of the boundary, we prove the following:
Lemma 3.26 (Distribution on the upper boundary). Let ψ(0) ∈ R and ψ(1) ∈ R3
be given such that ‖N1‖ ≤ 1. A non-negative distribution function fulfilling (3.5)
for p = 1, is given by
ψu(~Ω) := ψ
(0)(
1 + ‖N1‖
2
δ(
N1
‖N1‖ ·
~Ω− 1) + 1− ‖N1‖
2
δ(
N1
‖N1‖ ·
~Ω + 1)) (3.99)
and it holds that the upper bound for ψ(2) is sharp, meaning
~nT
ψ(2)
ψ(0)
~n = 1, (3.100)
for some ~n ∈ S2.
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Proof. After some computations, applying Lemma 3.17, it is easy to verify that
ψu correctly reproduces ψ
(0), ψ(1) and is non-negative.
For the second order moment, we verify that the upper bound is indeed sharp
for the distribution just constructed. Defining ~n = N1/‖N1‖, we calculate
ψ(2)u =
∫
S2
ψ(0)~Ω~ΩT (
1 + ‖N1‖
2
δ(~n · ~Ω− 1) + 1− ‖N1‖
2
δ(~n · ~Ω + 1)) d~Ω (3.101a)
= ψ(0)(
1 + ‖N1‖
2
~n~nT +
1− ‖N1‖
2
~n~nT ) (3.101b)
= ψ(0)~n~nT (3.101c)
and thus
~nT
ψ(2)
ψ(0)
~n = ~nT
ψ(0)~n~nT
ψ(0)
~n = ~nT~n~nT~n = 1 (3.102)
since ‖~n‖ =
√
~nT~n = 1.
Remark 3.27. Lemma 3.26 corresponds to the scalar case, where for N2 = 1 ⇒
ψ = ψ(0)
(
1−N1
2
δ(1 + µ) +
1 +N1
2
δ(1− µ)
)
.
Remark 3.28. The two boundary surfaces constitute a closed hyper-surface, be-
cause they coincide for ‖N1‖ = 1. This can be seen thus
N2 ≥ N1NT1 (3.103a)
⇒ NT1 N2N1 ≥ NT1 N1︸ ︷︷ ︸
=‖N1‖2=1
NT1 N1 = 1. (3.103b)
We note that for ‖N1‖ = 1, the two boundary distributions from Lemma 3.23
and Lemma 3.26 also coincide.
3.2.2.3 Partial sufficiency result for second order realizability condi-
tions
Finally we have all the necessary results to establish necessary and sufficient
realizability conditions for the first order moment problem:
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Theorem 3.29 (Partial sufficiency result for second order realizability condi-
tions). Let ψ(0) ∈ R, ψ(1) ∈ R3, ψ(2) ∈ R3×3 be given and let νi be defined by
expressing the normalized vector N1 as
N1
‖N1‖ =
3∑
i=1
νi~ηi, (3.104)
where ~ηi form a set of orthonormal eigenvectors of N2 with corresponding eigen-
values λi. We assume without loss of generality that νi ≥ 0, i = 1, 2, 3.
Under the additional assumption that
λj ≥ ‖N1‖νj, ∀j = 1, 2, 3, (3.105)
there exists a non-negative distribution function ψ such that the moment prob-
lem (3.5) for p = 2, has a solution, if and only if the normalized moments
Ni := ψ
(i)/ψ(0) fulfill the realizability conditions (3.36).
One solution is given by
ψ˜(~Ω) = ψ(0)
[
3∑
i=1
α+i δ(~ηi · ~Ω− 1) +
3∑
i=1
α−i δ(~ηi · ~Ω + 1)
]
(3.106)
where
α±i =
λi ± νi‖N1‖
2
. (3.107a)
Proof.
”
⇒“: The fact that conditions (3.36) are necessary for the existence of a
distribution was shown in Lemma 3.15.
”
⇐“: It needs to be proven — assuming the conditions (3.36) are fulfilled — that
ψ˜ reproduces the given realizable moments and that the ansatz is a proba-
bility density.
We start by applying Lemma 3.17 to calculate the moments of ψ˜: The
energy density is:
ψ˜(0) = ψ(0)
3∑
i=1
(α+i + α
−
i ). (3.108a)
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We calculate
3∑
i=1
(α+i + α
−
i ) =
3∑
i=1
λi = tr(N2) = 1. (3.109)
Thus, ψ˜(0) = ψ(0), i.e. the zeroth order moment is correctly reproduced.
The first order moment is correctly reproduced, since
ψ˜(1) = ψ(0)
3∑
i=1
~ηi(α
+
i − α−i ) = ψ(0)‖N1‖
3∑
i=1
νi~ηi = ψ
(1). (3.110a)
Next, the radiative pressure is also correctly reproduced, as
ψ˜(2) = ψ(0)
3∑
i=1
~ηi~η
T
i (α
+
i + α
−
i ) = ψ
(0)
3∑
i=1
λi~ηi~η
T
i = ψ
(2), (3.111a)
which holds because ηi and λi are the eigenvectors/-values of N2.
The additional assumption guarantees that α± ≥ 0, i = 1, 2, 3 which in
turn implies the non-negativity of ψ˜.
Remark 3.30. Theorem 3.29 is only a partial result, as it needs the additional
assumption that
λj ≥ ‖N1‖νj, ∀j = 1, 2, 3, (3.112)
holds. However, this assumption is true for the bigger part of the realizability
domain: We establish an estimate of νi in terms of ‖N1‖ and λi by using the
condition
mT (N2 −N1NT1 )m ≥ 0 ∀‖m‖ = 1 (3.113)
and
~ηTj N1 = ‖N1‖~ηTj
3∑
i=1
νi~ηi = ‖N1‖νj. (3.114)
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λi = ‖N1‖2ν2i
λi = 1
‖N1‖νi
λi
−1 1
λi > ‖N1‖νi
Figure 3.4: The set λi ≤ ‖N1‖νi.
Together this yields
~ηTj (N2 −N1NT1 )~ηj = λj − ‖N1‖2ν2j ≥ 0 (3.115)
and thus
λi ≥ ‖N1‖2ν2i . (3.116)
Figure 3.4 shows the part of the realizability domain
Remark 3.31. It can be shown that the additional assumption is not needed, i.e.
that the conditions (3.36) are not only necessary but also sufficient, though the
proof here does not work for the whole domain defined by those equations. Thus,
we call the set of all moments fulfilling (3.36) the realizability domain. In order
to generalize the proof using the same strategy, one needs to add a new type of
Delta function to the ansatz function, see [76].
Remark 3.32. The proof of the previous theorem also aids in giving an intuitive
understanding of what the realizability conditions mean, in terms of the eigen-
values λi of N2 and the implied constraints on N1.
We can deduce from
nT
ψ(2)
ψ(0)
n ≤ 1 ∀‖n‖ ≤ 1, (3.117)
that the eigenvalues are restricted from above and below by
0 ≤ λi ≤ 1 ∀i. (3.118)
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At the same time, from Equation 3.116 we find by summation
3∑
i=1
λi ≥ ‖N1‖2
3∑
i=1
ν2i . (3.119)
Using
1 = ‖n‖2 = nTn = (
3∑
i=1
νi~ηi)
T
3∑
i=1
νi~ηi =
3∑
i=1
ν2i . (3.120)
together with the trace equality
tr(N2) =
3∑
i=1
λi = 1 (3.121)
yields
‖N1‖ ≤ 1. (3.122)
Here we have shown that, from the (second order) realizability conditions on
N2, the (first order) condition on N1 follows.
This holds in more generality; theoretically it suffices to establish conditions
on the highest order moment and all lower order moments are automatically
realizable. We make us of this when we construct Kershaw closures in the next
chapter.
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Applying the method of moments to the transport equation, as described in Chap-
ter 2, transforms an integro-differential equation into a system of partial differen-
tial equations, containing n+ 1 moments of the particle distribution function ψ.
This system is under determined; in order to be able to solve it, a connection be-
tween the highest order moment ψ(n+1) and all lower order moment ψ(0), . . . , ψ(n)
is established. This relation is called a closure and determines mathematical and
physical properties of the system. In this chapter, different types of closures and
their derivations are presented: minimum entropy closures, closures arising from
the spherical harmonics method and Kershaw closures.
We derive a systematic way to compute Kershaw closures of higher order in
one space dimension and introduce Kershaw closures in multiple space dimen-
sions. This approach relies on the knowledge of realizability domains for the
moment problem, on the form of the distribution on the boundary of this domain
and on the form of the Eddington tensor. Kershaw approximations, by construc-
tion, exactly reproduce the moments of the underlying distribution function in
the limit to both the equilibrium and free streaming regimes and are rational
functions of the normalized moments.
Subsequently, the now closed system is analysed; more specifically, charac-
teristic velocities and fields are studied. Since the Jacobian of the flux can be
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difficult to derive and expensive to evaluate, we present a way to compute a re-
duced Jacobian, which is much simpler to compute but has the same eigenvalues
and eigenvectors. This enables us to explicitly state the eigensystem for different
closures. Using a criterion established by Bruner and Holloway [17] and extended
by Hauck and Frank [61], we check whether the models can develop interior dis-
continuities (non-physical shocks) in the energy density.
To start, we introduce the following notation:
Definition 4.1. Mn denotes the minimum entropy approximation of n
th degree,
such that the closed system contains moments of up to order n. Similarly we
denote the spherical harmonics closure by Pn and the Kershaw closure by Kn.
We recall a previous definition:
Definition 4.2 (Eddington tensor). Closures are commonly defined in terms of
the Eddington tensor D such that
ψ(n+1) := D(ψ(0), . . . , ψ(n)) · ψ(0) (4.1)
holds. D is a tensor of order n+1, D ∈ R3×n+1... ×3 that depends on the lower order
moments.
Lemma 4.3 (Levermore [91]). Under the assumption that the distribution is
symmetric around a preferred direction, the Eddington tensors for a first order
system has the form
D(N1) =
1− χ(‖N1‖)
2
I +
3χ(‖N1‖)− 1
2
N1
‖N1‖ ⊗
N1
‖N1‖ . (4.2)
Note that in this case the closure depends only on the (scalar) Eddington
factor χ. A physically sensible Eddington factor satisfies two properties, which
correspond to two extreme regimes in regards to how particles move through the
domain:
• A system is in the equilibrium state when the particle distribution is com-
pletely isotropic, i.e. when particles have no preferred direction of travel.
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This occurs in optically thick media where the flux is dominated by scat-
tering events. Then ψ does not depend on the directional variable ~Ω which
means it has the form
ψeq(~x, t, ~Ω) = C(~x, t). (4.3)
We find for its moments
ψ(i)eq = 〈mi(~Ω)ψeq〉 = ψeq〈mi(~Ω)〉. (4.4)
As throughout this work, we choose monomial basis functions mi(~Ω), and
find for the equilibrium energy density ψ
(0)
eq = 4piC(~x, t) whereas the flux is
given by ψ
(1)
eq = ~0. The equilibrium radiative pressure can be expressed as
ψ(2)eq = C(~x, t)
∫
S2
~Ω~ΩT d~Ω (4.5a)
= C(~x, t)
1∫
−1
(1− µ2)pi 0 00 (1− µ2)pi 0
0 0 µ22pi
 dµ (4.5b)
= C(~x, t)pi
1∫
−1
((1− µ2)I + (3µ2 − 1)~e3~eT3 ) dµ (4.5c)
= C(~x, t)
4pi
3
I. (4.5d)
Thus it was shown that,
N1,eq = ~0 (4.6a)
N2,eq =
1
3
I. (4.6b)
A closure is able to correctly model this situation, if it reproduces these
moments. For example, for a first order system, the Eddington tensor (4.2)
reduces to
D
!
= N2,eq =
1
3
I, (4.7)
which is fulfilled if the Eddington factor satisfies
χ(‖N1‖ = 0) = 1
3
. (4.8)
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• The other extreme case, is a distribution where particles travel in focused
beams. In an optically thin medium, like vacuum, few scattering events
occur and thus the direction of the particles does not change. In the free-
streaming limit the distribution can be expressed as a Dirac delta distribu-
tion depending on the angular variable ~Ω and the lower order normalized
moments Ni, as was shown in Chapter 3.
Assuming a first order system, for the sake of clarity, in the free-streaming
limit, all particles move in (or against) the direction of the radiative flux
ψ(1). Thus
‖ψ(1)‖ = ψ(0), (4.9)
which means that the moments lie on the boundary of the realizable domain,
where ‖N1‖ = 1. The realizability conditions yield
N2 = N1N
T
1 . (4.10)
Requiring the Eddington tensor (4.2) to exhibit the behaviour D
!
= N2, the
Eddington factor has to satisfy
χ(‖N1‖ = 1) = 1. (4.11)
Radiative transfer belongs to the intermediate regime, between these two ex-
tremes. Scattering is significant and cannot be neglected, but at the same time
the distribution can still be highly anisotropic. Ideally, a model is able to handle
both cases. This motivates us to construct Kershaw closures, that are per defi-
nition exact in both limits. As we show in the following, both minimum entropy
and Kershaw approximations have characteristic velocities that scale with to the
flux of the distribution, as opposed to spherical harmonics approximations.
Remark 4.4. In favor of a more concise presentation, the following derivations
are stated in multiple dimensions. The slab geometry closure can be recovered
by closing the system with the Eddington factor, as defined in Chapter 2.
In the following sections, we introduce the three different closures used in this
work.
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4.1 Spherical Harmonics Method
The idea of the well-studied spherical harmonics approach is based on a trun-
cated expansion of the distribution function ψ in terms of the angular variable,
see [22, 52]. It was first proposed and studied by Jeans [72] and developed for
radiative transfer by Eddington [43]. It has been proposed for photon transport
in [6], among others.
In our framework, we write
ψ(~x, t, ~Ω) =
N∑
i=0
αimi(~Ω). (4.12)
Keeping in mind the consistency relation
〈mj(~Ω)ψ〉 = ψ(j), (4.13)
yields ∑
i
〈mi(~Ω)mj(~Ω)〉︸ ︷︷ ︸
Aij
·αj = ψ(i), (4.14)
or, solved for the vector α in terms of the vector of moments U ,
α = 〈mmT 〉−1U = A−1U. (4.15)
Analogously, the components of the flux are
F (U)i = 〈~Ωmiψ〉 =
∑
i
〈~Ωmi(~Ω)mj(~Ω)〉︸ ︷︷ ︸
Bij
·αj, (4.16)
i.e. for this ansatz, F (U) takes the form
F (U) = Bα = BA−1U, (4.17)
where
Aij := 〈mi(~Ω)mj(~Ω)〉, (4.18a)
Bij := 〈~Ωmi(~Ω)mj(~Ω)〉. (4.18b)
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Commonly the Pn approximation is derived by selecting the (orthogonal)
spherical harmonics Y ml as the components of m; however, here we define
m = (1, ~Ωx, ~Ωy, ~Ω
2
x,
~Ωx~Ωy, ~Ω
2
y, . . .), i.e. we expand our distribution in terms of
monomials.
Since it is obvious that
BA−1 =

0 1
. . . . . .
. . . . . .
0 1
∗ ∗ ∗ ∗ ∗
 , (4.19)
the closure has the form
χψ(0) =
∑
i
(BA−1)niUi. (4.20)
For the first order spherical harmonics closure, the Eddington factor takes the
simple form
χ =
1
3
, (4.21)
and the Eddington tensor simplies to
D =
1
3
I. (4.22)
Let us explicitly state the first order spherical harmonics system, P1:
∂t
ψ(0)ψ(1)x
ψ
(1)
y
+ ∂x
 ψ(1)x1
3
ψ(0)
0
+ ∂y
 ψ(1)y0
1
3
ψ(0)
+ σt
ψ(0)ψ(1)x
ψ
(1)
y
 = σs
ψ(0)0
0
+
Q(0)Q(1)x
Q
(1)
y
 .
(4.23)
Remark 4.5. One interpretation of the P1 closure is that it has the underlying
assumption that the distribution function is isotropic. As was previously shown
this alone leads to D = 1
3
I.
In media where the transport is dominated by scattering processes, as opposed
to transport through vacuum, the PN model is a good approximation, but tends to
be too diffusive in the intermediate regime. The Pn model is fairly cheap to solve
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and easy to implement even for high orders, but cannot guarantee properties like
non-negativity of the energy density. Expanding the distribution function into
a polynomial leads to several drawbacks in the approximation [38]. Also, these
models exhibit a propagation speed that is too low and does not scale with the
flux, as is shown later in Section 4.4.
Remark 4.6. Commonly, even order spherical harmonics approximations are
avoided, since they do not posses more linearly independent moments as the
lower odd order approximation [45]. Hence, in general even order approximations
are not more accurate than the lower order odd approximations. Also they ex-
hibit problems at interfaces, like the boundary of discontinuities in the source, cf.
[35].
4.2 Minimum Entropy Closure
In this section, we briefly introduce one member of a class of entropy-based clo-
sures [17, 18, 39, 40, 47, 60, 61, 62, 100, 101, 143]. The idea is to define the highest
order moment to be the respective moment of the distribution which minimizes
the mathematical entropy — which is the negative physical entropy — of the
system, while reproducing the (given) lower, 0th until nth, order moments. We
bear in mind that there is a large family of distributions which fulfill the latter
condition. By expanding into moments of arbitrary order, a hierarchy of moment
systems can be defined, as was shown by Dubroca and Feugeas [38]. This ap-
proach is inspired by the fact that physical systems always tend to increase the
entropy and has become the main concept of rational extended thermodynamics
[105]. Jaynes was the first to study this methodology and has shown that the
entropy-minimizing distribution is indeed the most probable one [71]. Dreyer
[36] has shown that the minimization of the entropy for given moments and the
entropy inequality are equivalent, since for non-equilibrium processes generally
only an entropy inequality exists. Subsequently, much work in this field has been
done by Levermore [91, 92]. In gas dynamics, minimum entropy models have
realizability problems [75], but in radiative transfer this is not the case. For a
more detailed study of different models, see also [48] and the references therein.
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The mathematical formulation of the optimization problem is as follows
min
ψ
H(ψ)
s.t. 〈ψ ·m〉 = E,
(4.24)
where H is the radiative entropy, for details see [108, 118], E a vector of prescribed
moments, ψ and m as before. After obtaining the minimizer ψME, we set
ψ(n+1) = D · ψ(0) := 〈mn+1(~Ω)ψME〉. (4.25)
The closed form of the M1 Eddington factor for boson entropy is, see [38] or
[91] for a proof, is
χ(‖N1‖) = 3 + 4‖N1‖
2
5 + 2
√
4− 3‖N1‖2
, (4.26)
with the usual Eddington tensor (4.2)
The main drawback of higher order minimum entropy closures is that the re-
peated solution of the optimization problem is computationally very costly, even
in slab geometry. One possible remedy, is to resort to pre-calculated look-up
tables that rely on the general form of the minimizer [101]. This way, the min-
imization problem can be avoided entirely. However, the numerical inversion is
computationally expensive and becomes computationally infeasible when either
the order is increased or more spatial dimensions are added [61]. Also, the inver-
sion is very unstable close to the boundary of the realizability domain.
Recently, Hauck has studied high order minimum entropy approximations
in slab geometry and shown that shocks exist for all odd orders [61]. A clear
advantage of the minimum entropy model is the non-negativity of the solution,
as opposed to the spherical harmonics model for example, since in the latter,
unphysical, negative distributions can occur. Additionally, the moment system
closed by the minimum entropy closure is symmetrizable hyperbolic and locally
dissipates the entropy [37, 38]. Recent simulations have shown good agreement
with Monte-Carlo simulations, which are used as a reference, see [80]. Because of
this, and because of the many desirable properties of the Mn approximation, we
shall use minimum entropy models as a reference point when constructing new
closures in the next section.
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4.3 Kershaw closures
With the necessary knowledge about moment realizability established, see Chap-
ter 3, in this section, we introduce the generalized Kershaw closure. Kershaw’s
idea [76] was to define a closure using a-priori knowledge of the distribution
function on the boundary of the realizability domain. It is enforced that the
closures coincide with the analytically calculated moments on the boundary (the
free streaming limit of the system) and, in this work, additionally include the
equilibrium state (in the case of pure diffusion).
When Kershaw closures are defined in such a way that the correct boundary
values for a moment of ith order are attained, all boundaries for the lower order
moments are also satisfied. The reason for this is that the i − 1 dimensional
hyper-surface defining the realizable domain for a moment of ith order, contains
all lower dimensional boundaries of lower moments. This means the boundary
values for the zeroth order moment are included in the boundary curves of the
first order moment, which in turn are included in the boundary surfaces of the
second order moment and so forth. Thus the resulting system is flux limiting
(because ‖N1‖ ≤ 1).
In order to better understand this, let us take a look again at the realizability
conditions for moments of up to order three in slab geometry:
1 ≥N1 ≥ −1 (4.27a)
1 ≥N2 ≥ N21 (4.27b)
N2 − (N1 −N2)
2
(1−N1) ≥N3 ≥ −N2 +
(N1 +N2)
2
(1 +N1)
. (4.27c)
We observe that, the condition on N2 (1 ≥ N2 ≥ N21 ) cannot be fulfilled, if the
condition for N1 (1 ≥ N1 ≥ −1) does not hold. Thus, when Eq. (4.27b) holds,
Eq. (4.27a) is automatically fulfilled. In the same way, the condition for N2 must
be fulfilled, for the condition on N3 to be solvable, and so forth.
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Figure 4.1: Difference between upper and lower boundary of the third order
normalized moment N3
It is also possible to see this from a geometrical point of view: the intersection
of the upper and lower boundary of a ith moment coincides with the boundary
of the (i − 1)th moment. For example, for N2, the intersection of N2 = 1 and
N2 = N
2
1 is exactly {+1,−1}, which are the upper and lower boundary of N1. For
the third order moment N3, in turn, the intersection of upper and lower boundary
are all N1 and N2 such that
∆3(N1, N2) :=
2(N21 −N2)(N2 − 1)
N21 − 1
= 0. (4.28)
See Figure 4.1 for a depiction of the distance ∆3 of upper and lower boundary.
Thus, the intersection is exactly the upper and lower bound for N2.
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Since the realizability conditions are equivalent to the non-negativity of sym-
metric matrices, see Theorem 3.6, this inclusion principle follows from Sylvester’s
criterion: A symmetric matrix is non-negative if and only if each leading principle
minor is non-negative.
Remark 4.7. It is crucial to note that the derivation of the closure presented
here, relies on the knowledge of exact boundary surfaces and in multiple space
dimensions additionally requires the general form of the Eddington tensor.
4.3.1 Derivation in slab geometry
For the sake of clarity, we introduce the procedure by deriving the first closure in
this hierarchy, K1. Subsequently, the method is generalized to higher orders.
Let us recall, from Chapter 3, that for N1 the following inequality holds
1 ≥ N1 ≥ −1, (4.29)
with the implication
N1 = ±1⇒ N2 = 1. (4.30)
Thus, in order for the K1 Eddington factor to mimic this behaviour we require
χ(N1 = ±1) = 1. (4.31)
Physically, this can be interpreted as the model being exact in the anisotropic
free-streaming limit.
Now, in the isotropic case, the closure should reproduce the equilibrium state
and thus for a first order system, we require
χ(N1 = 0) =
1
3
. (4.32)
55
4. CLOSURES
One intuitive, non-unique, way to ensure that χ satisfies both Eq. (4.31) and
Eq. (4.32) and is smooth is to set
χ(N1) =
2
3
N21 +
1
3
. (4.33)
In a generalized way the procedure can be described thus:
Definition 4.8. Let bl and bu, defined according to
bu ≥ Ni ≥ bl, (4.34)
denote the lower and upper boundary of a realizable ith order normalized mo-
ment, respectively. The terms bl and bu depend on the lower order moments
(N1, . . . , Ni−1).
In [3] it was shown that on the boundary of the realizable domain, where
Ni = bl or Ni = bu holds, all higher order moments are uniquely determined. In
this case, we call the (n + 1)st order normalized moment, vl or vu, respectively;
that means
vl := Ni+1(Ni = bl) (4.35a)
vu := Ni+1(Ni = bu). (4.35b)
For a distribution in the equilibrium state we find:
Lemma 4.9 (Normalized moments of the equilibrium distribution). Assuming a
distribution does not depend on the angular variable, i.e. it has the form
ψeq(x, t, µ) = C(x, t), (4.36)
the normalized moments of ψeq of arbitrary order l ∈ N are given by
Nl,eq =
0 l odd1
l+1
l even
. (4.37)
Proof. Using elemental calculus, we find
ψ(i)eq = 〈µiC(x, t)〉 = C(x, t)〈µi〉 = C(x, t)
µi+1
i+ 1
∣∣∣∣1
−1
=
0 l odd2C(x,t)
l+1
l even
(4.38)
where we regard 0 as being even.
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Before we continue, we introduce the following notation:
Definition 4.10. We define the equilibrium point beq and the equilibrium value
veq by
beq := (N0,eq, . . . , Ni−1,eq)T (4.39a)
veq := Ni,eq. (4.39b)
Now, we have all the necessary tools to derive generalized Kershaw closures:
Step 1: Define the interpolation
χ′ =
(Ni − bu)vl + (bl −Ni)vu
bl − bu , (4.40)
to ensure that
χ′(Ni = bu) = vl (4.41a)
χ′(Ni = bl) = vu (4.41b)
holds. χ′ is exact in the free-streaming limit.
Step 2: Next, we set
χ = χ′ + γ(Ni − bl)(Ni − bu) (4.42)
where γ is determined according to
γ =
veq − χ′(beq)
((beq)i − bl(beq))((beq)i − bu(beq)) ∈ R. (4.43)
This way
χ(beq) = veq (4.44)
is guaranteed.
Thus, using linear interpolation we have constructed one closure — among many
possible ones — which is exact on the boundary of the admissible domain and in
the equilibrium point.
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The main advantage of Kershaw closures is that they are exact in both ex-
treme cases, when the distribution is either a discrete measure in the angular
variable, or completely isotropic, i.e. independent of the angular variable. At
the same time, Kn approximations can be derived for higher order n and are,
per construction, rational functions and thus cheap to evaluate, as opposed to
minimum entropy closures. Numerical experiments in Chapter 6 confirm that
the Kershaw approximation is qualitatively and quantitatively very close to the
minimum entropy approximation, while being computationally faster.
In the following, explicit values and calculations for systems of order up to 3,
i.e. K1,K2 and K3, are stated:
K1:
bl = −1, bu = 1, vl = 1, vu = 1 (4.45a)
⇒ χ′ = 1 (4.45b)
beq = 0, veq =
1
3
, γ =
2
3
(4.45c)
⇒ χ(N1) = 2
3
N21 +
1
3
(4.45d)
K2:
bl(N1) = N
2
1 , bu(N1) = 1, vl(N1) = N
3
1 , vu(N1) = N1 (4.46a)
⇒ χ′(N1, N2) = N1N2 (4.46b)
beq = (0,
1
3
)T , veq = 0, γ = 0 (4.46c)
⇒ χ(N1, N2) = N1N2 (4.46d)
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K3:
bu(N1, N2) = N2 − (N1 −N2)
2
1−N1 (4.47a)
vu(N1, N2) =
N2 −N21
1− 2N1 +N2 +
(1−N1)2
1− 2N1 +N2
(
N1 −N2
1−N1
)4
(4.47b)
bl(N1, N2) = −N2 + (N1 +N2)
2
1 +N1
(4.47c)
vl(N1, N2) =
N2 −N21
1 + 2N1 +N2
+
(1 +N1)
2
1 + 2N1 +N2
(
N1 +N2
1 +N1
)4
(4.47d)
⇒ χ′(N1, N2, N3) = N
2
1 +N2(N2 −N22 − 1) + 2N1(N2 − 1)N3
N21 − 1
(4.47e)
beq = (0,
1
3
, 0)T , veq =
1
5
, γ =
6
5
(4.47f)
⇒
χ(N1, N2, N3) =
N21 +N2(N2 −N22 − 1) + 2N1(N2 − 1)N3
N21 − 1
− 6
5
(N2 −N3 + (N1 −N2)
2
N1 − 1 )(N2 +N3 −
(N1 +N2)
2
N1 + 1
).
Figure 4.2 depicts the K2 Eddington factor. We observe that χ interpolates
the analytical boundary curves (N1, 1, N1)
T and (N1, N
2
1 , N
3
1 )
T and the equilib-
rium point (0, 1/3, 0)T . See Figure 4.3 for a comparison of the first-order closures
of spherical harmonics, minimum entropy and Kershaw approximations, where
we have only plotted positive values of ‖N (1)‖, as all Eddington factors are sym-
metric. Note that the Eddington factor in the P1 closure does not depend on the
radiative flux ψ(1) and that the K1 and M1 models are structurally similar. This
observation is confirmed by numerical experiments in Section 6.
4.3.2 Extension to multiple space dimensions
An intuitive extension of the first order Kershaw approximation to multiple space
dimensions is possible by using the knowledge of the equilibrium state and the
free-streaming limit, see equations (4.8) and (4.11).
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Figure 4.2: K2 Eddington factor
60
4.3 Kershaw closures
Figure 4.3: Comparison of P1 (dashed, blue), M1 (solid, black) and K1 (dotted
dashed, red) Eddington factors χ
Analogously to the K1 closure in slab geometry (χ(N1) =
2
3
N21 +
1
3
), setting
χ(‖N1‖) = 2
3
‖N1‖2 + 1
3
(4.48)
guarantees that the model is exact in both extreme regimes, as has been shown
before.
Explicitly, the Eddington tensor 4.2 for K1 takes the form
DK1 = (1− ‖N1‖2)
1
3
I +N1N
T
1 . (4.49)
Lemma 4.11. The K1 model in R3 preserves realizability, i.e. for all realizable
values of N1, N2 := DK1 fulfills the necessary realizability conditions from Lemma
3.15 for N2.
Proof. We assume that ‖N1‖ ≤ 1 and verify that N2 := DK1 is realizable:
• Obviously ψ(2)ij = ψ(2)ji is fulfilled, since D is symmetric.
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• Calculating the trace we find:
tr(N2) = (1− ‖N1‖2) + tr(N1NT1 )︸ ︷︷ ︸
‖N1‖2
= 1 (4.50)
and thus the trace equality is fulfilled.
• For the lower boundary of N2 we have that
N2 −N1NT1 = (1− ‖N1‖2)︸ ︷︷ ︸
≥0
1
3
I ≥ 0 (4.51)
and thus
ψ(2) ≥ ψ
(1)(ψ(1))T
ψ(0)
(4.52)
• It remains to show that the inequality
~nT
ψ(2)
ψ(0)
~n ≤ 1 (4.53)
is fulfilled ∀‖~n‖ ≤ 1. We use a similar technique as in the proof for The-
orem 3.29: Let ~η1, ~η2, ~ηe be an orthonormal basis of R3, comprised of the
eigenvectors of the symmetric matrix N2. We can write every ‖~n‖ = 1 as
~n =
∑3
i=1 αi~ηi, for some αi i = 1, 2, 3 such that
∑3
i=1 α
2
i = 1. Now
~nTN2~n =
(
3∑
i=1
αi~ηi
)T
N2
(
3∑
j=1
αj~ηj
)
(4.54a)
= (
3∑
i=1
αi~η
T
i )(
3∑
j=1
αjλjηj) (4.54b)
=
3∑
i=1
α2iλi, (4.54c)
where λi is the eigenvalue corresponding to the eigenvector ηi. Using the
Cauchy-Schwarz inequality and the trace inequality shown before
3∑
i=1
α2iλi ≤
3∑
i=1
α2i
3∑
i=1
λi = 1 (4.55)
the proof is complete.
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Remark 4.12. We cannot establish sufficiency in the previous lemma. In order for
Theorem 3.29 to apply here, it needs to be shown that the additional assumption
λj ≥ ‖N1‖νj, ∀j = 1, 2, 3, (4.56)
is fulfilled; where, as before, νj is defined by
N1
‖N1‖ =
3∑
i=1
νi~ηi (4.57)
and ηi form an orthonormal basis of eigenvectors of N2 with corresponding eigen-
values λi.
Checking the product
N2N1 = (
1− ‖N1‖2
3
+ ‖N1‖2)N1 (4.58)
we see immediately that N1 is an eigenvalue of N2 with the corresponding eigen-
value
λ =
2‖N1‖2 + 1
3
= χ. (4.59)
It holds that
∑3
i=1 ν
2
i = 1 and thus, without loss of generality, we derive that
ν1 = 1, ν2 = 0, ν3 = 0. (4.60)
As shown before λi ≥ 0 and so
λ2/3 ≥ ‖N1‖ν2/3 = 0. (4.61)
However, it can be easily checked that, for some ‖N1‖ ∈ [0, 1]
λ1 = χ =
2‖N1‖2 + 1
3
 ‖N1‖. (4.62)
On the other hand: if it would be possible to find a proof for Theorem 3.29
without the additional assumption ( 4.56), then K1 would also fulfill the sufficient
condition, as it holds that χ ≥ ‖N1‖2.
Remark 4.13. Since general expressions for higher order Eddington tensors are
not known, as opposed to the first order Eddington tensor, it is difficult to extend
the framework of Kershaw closures to higher order without the assumption of slab
geometry.
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4.4 Analysis of the closed system
All of the presented models are balance laws. In this section, we show that they
are hyperbolic and study their eigenvalues and their characteristic fields. To that
end, we devise a method of diagonalizing the Jacobian of the flux in an arbitrary
direction. This process yields simple expressions for the characteristic velocities
and eigenvectors of the system. The transformation to characteristic variables
helps to illustrate some important properties of the different closures and to bet-
ter understand their behavior in numerical experiments.
Remark 4.14. As a simplification, when analysing systems in multiple space di-
mensions, for the remainder of this chapter, only the two-dimensional case is
considered. However, all ideas presented are applicable also to three spatial di-
mensions.
For a system of the form
∂tU +∇ · F (U) = C(U) (4.63)
the flux Jacobian is given by
J :=
∂
∂U
F (U) · ~n = nx∂Fx(U)
∂U
+ ny
∂Fy(U)
∂U
, (4.64)
for a fixed unit vector ~n ∈ R2.
Hyperbolicity in two spatial dimension means that J is diagonalizable with
real and distinct eigenvalues for any unit vector n and for all U , see [90]. In
other words, the system needs to be hyperbolic in every direction ~n. Note that,
the one-dimensional case is included in this definition, since for ~n = (1, 0)T or
~n = (0, 1)T only the scalar flux in x- or y-direction, resp., is taken into account.
An analysis of the closed system enables us to explicitly state the eigensystem
for different closures and check whether non-physical shocks are possible in the
respective model. We are especially interested in the maximum absolute value of
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the characteristic velocities (the maximum propagation speed of the model) and
whether the characteristic fields are genuinely nonlinear, i.e. whether
∇λi(U) · ri(U) 6= 0 (4.65)
where ∇λ(U) =
(
∂λ
∂ψ(0)
,
∂λ
∂ψ
(1)
x
,
∂λ
∂ψ
(1)
y
, . . .
)
. Equation (4.65) implies that the
eigenvalue λi varies monotonically with U along each integral curve. At the other
extreme, if
∇λi(U) · ri(U) ≡ 0 (4.66)
then λi is constant along each integral curve and the field is called linearly degen-
erate. In this case the characteristics do not expand or compress but are parallel;
in other words, contact discontinuities — a discontinuity only in the density, but
not in the flux — can occur.
4.4.1 Results in slab geometry
Theorem 4.15 (Bruner and Holloway [17], Frank and Hauck [61]). A necessary
condition for the existence of interior discontinuities (shocks) in the steady state
profile of the energy density ψ(0) is that the mapping(
ψ(1)
ψ(0)
, . . . ,
ψ(n)
ψ(0)
)
7→
(
ψ(n+1)
ψ(1)
, . . . ,
ψ(n+1)
ψ(n)
)
(4.67)
is not injective.
The Jacobian in slab geometry in general has the form
J(F (U)) =

0 1 0 . . . 0
0 0 1 . . . 0
. . .
0 0 0 . . . 1
∂ψ(0)χ
∂ψ(0)
∂ψ(0)χ
∂ψ(1)
∂ψ(0)χ
∂ψ(2)
. . .
∂ψ(0)χ
∂ψ(n)

, (4.68)
where the system is closed via one of the previously defined closures χ.
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In order to express the equations in terms of the normalized moments, one
can make use of
∂ψ(0)χ
∂ψ(i)
=

ψ(0)
∂χ
∂Ni
∂Ni
∂ψ(i)
=
∂χ
∂Ni
, i 6= 0
χ+ ψ(0)
n∑
j=1
∂χ
∂Nj
∂Nj
∂ψ(0)
= χ−
n∑
j=1
Nj
∂χ
∂Nj
, i = 0
. (4.69)
Here we restrict ourselves to the study of the K1 and K2 model.
Studies on the M1 [91, 92], M2 [101] and Pn [6, 38] models can be found in
the literature.
4.4.1.1 K1
For the closure
χ =
2
3
N21 +
1
3
, (4.70)
the Jacobian has the form
J(F (U)) =
(
0 1
−2
3
N21 +
1
3
4
3
N1
)
. (4.71)
Its eigenvalues are given by
λ1 =
2
3
N1 − 1
3
√
3− 2N21 (4.72a)
λ2 =
2
3
N1 +
1
3
√
3− 2N21 (4.72b)
and so we can estimate
−1 ≤ λ1 < λ2 ≤ 1. (4.73)
The corresponding eigenvectors are
r1 =
2N1 +√3− 2N212N21 − 1
1
 (4.74a)
r2 =
2N1 −√3− 2N212N21 − 1
1
 . (4.74b)
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The eigenvalues are distinct for all values of N1, which means the K1 model
is hyperbolic.
The derivatives of the characteristic velocities are given by
∇λ1 = (ψ(0))−1
−
2
3
N1 − N
2
1
3
√
3−N21
2
3
+
N1
3
√
3−N21
 (4.75a)
∇λ2 = (ψ(0))−1
−
2
3
N1 +
N21
3
√
3−N21
2
3
− N1
3
√
3−N21
 (4.75b)
The model is linearly degenerate on the boundary of the realizability domain,
where N1 = ±1, and otherwise genuinely non-linear,{
∇λi · ri = 0 N1 = ±1
∇λi · ri 6= 0 else
i = 1, 2. (4.76)
For the K1 closure the function of interest is
ψ(2)
ψ(1)
=
2
3
N1 +
1
3
1
N1
=: f(N1) (4.77)
Obviously the function is continuous on R−, turns to infinity
lim
N1→−∞
f(N1) = −∞ (4.78a)
lim
N1→0,N1<0
f(N1) = −∞ (4.78b)
and at the same time has a local extreme point at
f(− 1√
2
) = −2
√
2
3
. (4.79)
This means the mapping is not injective and hence shocks in the steady state
profile are possible.
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4.4.1.2 K2
The K2 Eddington factor is
χ(N1, N2) = N1N2 (4.80)
and thus
J(F (U)) =
 0 1 00 0 1
−N1N2 N2 N1
 . (4.81)
The characteristic velocities are given by
λ1 = −
√
N2 (4.82a)
λ2 = N1 (4.82b)
λ3 =
√
N2. (4.82c)
Hence the following inequalities hold
−1 ≤ λ1 ≤ λ2 ≤ λ3 ≤ 1. (4.83)
The eigenvectors can be stated as
r1 =
 N−12−N− 122
1
 , r2 =
N−21N−11
1
 , r3 =
N−12N− 122
1
 . (4.84)
We find that for N1 = ±N22 , two eigenvalues have the same value. This means
that, similarly to the M1 model, the K2 model is hyperbolic, except on the bound-
ary of the realizability domain.
To study the characteristic fields, we determine
∇λ1 = (ψ(0))−1
 12√N20
−1
2
(
√
N2)
−1
 (4.85a)
∇λ2 = (ψ(0))−1
−N11
0
 (4.85b)
∇λ3 = (ψ(0))−1
 −12√N20
1
2
(
√
N2)
−1
 (4.85c)
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and conclude from
∇λ1 · r1 ≡ 0 (4.86a)
∇λ2 · r2 ≡ 0 (4.86b)
∇λ3 · r3 ≡ 0 (4.86c)
that all fields are linearly degenerate.
Using
ψ(3)
ψ(1)
=
ψ(2)
ψ(0)
,
ψ(3)
ψ(2)
=
ψ(1)
ψ(0)
(4.87)
it becomes immediately clear that the mapping in question(
ψ(1)
ψ(0)
,
ψ(2)
ψ(0)
)
7→
(
ψ(2)
ψ(0)
,
ψ(1)
ψ(0)
)
. (4.88)
is injective in this case. Thus steady-state shocks are not possible.
4.4.2 Results in multiple space dimensions
Definition 4.16. Let S denote the matrix that diagonalizes the Jacobian J
S−1 · J · S = Λ (4.89)
where Λ is a diagonal matrix, containing the eigenvalues of the Jacobian and S
is (column-wise) comprised of the corresponding eigenvectors.
In the following, a method to derive the matrix S for first order systems with
arbitrary closures is devised. This is equivalent to compute the eigensystem. In
the case of P1 this is trivial. For more involved closures, it is not clear a-priori
how to find a simple expression that is numerically stable and sufficiently fast
to evaluate. Direct computation using computer algebra software can be tedious
and can lead to lengthy expressions. We use the following method of finding a
concise expression for S. The key idea is to use the rotational invariance of the
moment models. We rotate the coordinate system in such a way that the vector
~n in Equation (4.64) coincides with the x-axis. Then the flux Jacobian J sim-
plifies in this new basis, since it only depends on one spatial variable. Because
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orthogonal transformations do not change the eigenvalues, it is then sufficient to
solve the eigenproblem for the reduced Jacobian. It needs to be kept in mind,
that the eigenvalues can only be evaluated for a given solution vector U and a
given direction ~n.
We briefly recall that, assuming a two moment model in 2D, the moments
take the form
ψ(0),
(
ψ
(1)
x
ψ
(1)
y
)
,
(
ψ
(2)
xx ψ
(2)
xy
ψ
(2)
xy ψ
(2)
yy
)
. (4.90)
Lemma 4.17. Given a rotation of the coordinate axes by an orthogonal trans-
formation R ∈ R2×2 where
~˜Ω = R~Ω (4.91)
the moments of up to order two transform in the following way:
ψ˜(0) = ψ(0) (4.92a)
ψ˜(1) = R−1ψ(1) (4.92b)
ψ˜(2) = R−1ψ(2)R. (4.92c)
Proof. Using substitution, we simply calculate
ψ˜(0) =
∫
S2
ψ(~˜Ω) d~Ω =
∫
S2
detR︸ ︷︷ ︸
=1
ψ(~˜Ω) d~˜Ω = ψ(0) (4.93a)
and
ψ˜(1) =
∫
S2
~Ωψ(~˜Ω) d~Ω = R−1
∫
S2
~˜Ω detR︸ ︷︷ ︸
=1
ψ(~˜Ω) d~˜Ω = R−1ψ(1), (4.94a)
where we have used ~˜Ω = R~Ω, and with R−1 = RT
ψ˜(2) =
∫
S2
~Ω~ΩTψ(~˜Ω) d~Ω =
∫
S2
(R−1 ~˜Ω)(R−1 ~˜Ω)T detR︸ ︷︷ ︸
=1
ψ(~˜Ω) d~˜Ω = R−1ψ(2)R.
(4.95a)
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To obtain a decomposition into characteristic variables, it is necessary to
diagonalize the Jacobian of the flux in unit direction ~n, which can be written asψ
(1)
x ψ
(1)
y
ψ
(2)
xx ψ
(2)
xy
ψ
(2)
xy ψ
(2)
yy
 · (nx
ny
)
. (4.96)
We denote the derivative operator giving the Jacobian as
∂
∂(ψ0), ψ
(1)
x , ψ
(1)
y )
.
Through the closure, the second-order moment ψ(2) depends on the zeroth and
first-order moments ψ0) and ψ(1).
Lemma 4.18. Given a fixed unit vector ~n = (nx, ny)
T ∈ S2, let the transforma-
tion from ψ(i) to ψ˜(i) be given as in the previous lemma with
R =
(
nx −ny
ny nx
)
. (4.97)
Then the Jacobian
∂
∂(ψ0), ψ
(1)
x , ψ
(1)
y )
ψ
(1)
x ψ
(1)
y
ψ
(2)
xx ψ
(2)
xy
ψ
(2)
xy ψ
(2)
yy
 ·(nx
ny
)
(4.98)
has the same eigenvalues and eigenvectors as the reduced Jacobian
J˜ :=
∂
∂(ψ˜0), ψ˜
(1)
x , ψ˜
(1)
y )
ψ˜
(1)
x
ψ˜
(2)
xx
ψ˜
(2)
xy
 . (4.99)
Proof. We define the rotation matrix R such that
R−1
(
nx
ny
)
=
(
1
0
)
=
(
n˜x
n˜y
)
(4.100)
which means
R =
(
nx −ny
ny nx
)
, R−1 =
(
nx ny
−ny nx
)
. (4.101)
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For a coordinate transformation g˜(x˜) := g(R(x˜)) we get by the chain-rule
∂g˜
∂x˜
=
∂g
∂x
R−1. (4.102)
Now,
∂
∂(ψ0), ψ
(1)
x , ψ
(1)
y )
ψ
(1)
x ψ
(1)
y
ψ
(2)
xx ψ
(2)
xy
ψ
(2)
xy ψ
(2)
yy
 ·(nx
ny
)
(4.103a)
=
 ∂∂(ψ˜0), ψ˜(1)x , ψ˜(1)y )

1
R

ψ˜
(1)
x ψ˜
(1)
y
ψ˜
(2)
xx ψ˜
(2)
xy
ψ˜
(2)
xy ψ˜
(2)
yy
R−1R(n˜x
n˜y
)

1
R−1

(4.103b)
=

1
R

 ∂
∂(ψ˜0), ψ˜
(1)
x , ψ˜
(1)
y )
ψ˜
(1)
x
ψ˜
(2)
xx
ψ˜
(2)
xy



1
R−1
 , (4.103c)
where we used Lemma 4.17, i.e. that the moments are invariant under rotation.
Since orthogonal transformations do not change eigenvalues and
1
R
 (4.104)
is orthogonal for any orthogonal R, the proof is complete.
It is thus shown that, in this case it is sufficient to compute the reduced
Jacobian. For the normalized moment N1 := ψ
(1)/ψ(0) we get the transformations
N˜1,x = R
−1N1,x = nxN1,x + nyN1,y (4.105a)
N˜1,y = R
−1N1,y = nxN1,y − nyN1,x. (4.105b)
Subsequently, we study the first order systems P1, K1 and M1.
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4.4.2.1 P1 closure
For
D =
1
3
(
ψ(0) 0
0 ψ(0)
)
(4.106)
we directly compute
∂F (U)
∂U
· n =
 0 nx ny1
3
nx 0 0
1
3
ny 0 0
 . (4.107)
Additionally, we find
S =
−√3 √3 0nx nx −ny
ny ny nx
 (4.108)
which has the inverse
S−1 =
−√3/6 nx/2 ny/2√3/6 nx/2 ny/2
0 −ny nx
 , (4.109)
where we have used that ~n is a unit vector. The eigenvalues are given by
λ1 =
1√
3
> λ2 = 0 > λ3 = − 1√
3
. (4.110)
Since the P1 model is linear, all fields are naturally linearly degenerate.
4.4.2.2 K1 closure
For the Kershaw closure of first order, the reduced Jacobian is
J˜ =
 0 1 01
3
(1− 2N˜21,x + N˜21,y)
4
3
N˜1,x −2
3
N˜1,y
−N˜1,xN˜1,y N˜1,y N˜1,x
 , (4.111)
which has the eigenvalues
λ1 =
1
3
(2N˜1,x +
√
3− 2(N˜1,x)2 − 3N˜21,y) (4.112a)
λ2 =
1
3
(2N˜1,x −
√
3− 2(N˜1,x)2 − 3N˜21,y) (4.112b)
λ3 = N˜1,x (4.112c)
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and the corresponding eigenvectors
v1 =

1
1− 2N˜21,x − N˜21,y
−2N˜1,x +
√
3− 2N˜21,x − 3N˜21,y
N˜1,y
 (4.113a)
v2 =

1
1− 2N˜21,x − N˜21,y
−2N˜1,x −
√
3− 2N˜21,x − 3N˜21,y
N˜1,y
 (4.113b)
v3 =
 2N˜1,y2N˜1,xN˜1,y
1− N˜21,x + N˜21,y
 . (4.113c)
We find that ∀N˜1
∇λ1 · v1 6= 0 (4.114a)
∇λ2 · v2 6= 0 (4.114b)
∇λ3 · v3 ≡ 0. (4.114c)
The characteristic fields of the first and second eigenvalue are genuinely nonlin-
ear, while the third field is linearly degenerate. This means that the characteristic
speed λ3 is constant along each integral curve, whereas λ1 and λ2 vary monoton-
ically along every integral curve. Simple waves, in which the variation in N1 lies
only in the field belonging to λ3, behave like contact discontinuities.
4.4.2.3 M1 closure
Closed expressions for the characteristic velocities or the eigenvectors are not
stated here because they are too lengthy. We find that for the M1 closure all
eigenvalues are bounded by 1
|λi| ≤ 1 i = 1, 2, 3 (4.115)
and that two characteristic fields are genuinely nonlinear, meaning
∇λi · vi 6= 0. (4.116)
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(a) N1,y = 0
One eigenvalue can become zero, see Figure 4.3, and the corresponding charac-
teristic field is linearly degenerate, see also [11].
4.4.3 Interpretation
In Figure 4.3 a comparison of the different eigenvalues, including those belonging
to M1, is shown. For a clearer presentation we assume (nx, ny) = (1, 0) in the
plot and present the cut N1,y = 0 in Figure 4.3 (a) and the cut N1,x = 0 in Figure
4.3 (b).
We observe that the absolute values of all eigenvalues are bounded by 1; i.e.
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(b) N1,x = 0
Figure 4.3: Comparison of M1 (solid) and K1 (dotted dashed) eigenvalues de-
pending on N1,x or N1,y, respectively; choosing (nx, ny) = (1, 0).
for all closures and all i = 1, 2, 3
1 ≥ λi ≥ −1 (4.117)
holds.
One expects all eigenvalues to have the same value on the boundary of the
realizability domain ‖N1‖ = 1, since there the underlying distribution is a dis-
crete measure, and hence all particles travel with the same speed along the same
straight line. This is only fulfilled for the minimum entropy approximation. Not
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all characteristic velocities of the Kershaw approximation approach an absolute
value of 1 as the normalized moments tend to one. This smaller eigenvalue could
result in a slower wave lagging behind the correctly propagated one. Hence the
K1 model is not exact in the free-streaming limit even though by construction it
correctly reproduces the normalized energy flux N1 and energy pressure N2 on
the boundary of the realizability domain. The characteristic velocities in the P1
are constant throughout the domain.
Remark 4.19 (Loss of hyperbolicity). When the eigenvalues are non-distinct the
system is not hyperbolic. In this case, it is not possible to diagonalize the flux Ja-
cobian, because the matrix S, containing the eigenvectors, does not have full rank
and hence is not invertible. In practice, this problem is circumvented by forcing
moments away from the boundary into the realizability domain, c.f. Section 5.2.2
for details.
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5Numerical Method
5.1 The Runge-Kutta discontinuous Galerkin
method
In this chapter, the application of the discontinuous Galerkin method to the nu-
merical approximation of moment closure problems is described. Solutions of the
hyperbolic moment approximation can develop discontinuities, even for smooth
initial and boundary conditions. The scattering and absorption parameters σs and
σt associated with the background medium are also allowed to be discontinuous.
Hence, the discontinuous Galerkin method is well suited to provide approximate
solutions, because it naturally allows for discontinuities across element edges. In
order to implement sufficiently fast simulations, it was shown in [14] that the
numerical scheme should be at least second order, in order to be an alternative to
Monte-Carlo simulations, which yield accurate results but require long run-times.
Furthermore, the discontinuous Galerkin method provides a general framework
for arbitrarily high order approximate solutions on complicated geometries with
unstructured meshes and easily handles boundary conditions, which can be very
problematic in hyperbolic moment approximations.
The original DG method was introduced in 1973 by Reed and Hill [116]
for neutron transport. In this work we consider the Runge-Kutta discontin-
uous Galerkin method developed by Cockburn et al. in a series of papers
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[25, 26, 27, 29, 30]. A (k + 1)st order RKDG method uses a DG approxima-
tion utilizing discontinuous polynomials of degree k in space and a (k+ 1)st order
strong stability preserving explicit Runge-Kutta scheme in time [56, 57].
The application of the RKDG method to the closed systems is outlined in
Section 5.1.1 We have implemented a parallel RKDG numerical scheme in the C
programming language, using the Open Multi-Processing API (OpenMP). One
section is devoted to the clarification of implementation details; here it is also
discussed how to ensure moment realizability.
In the next chapter, Chapter 6, numerical results verifying convergence rates
on known smooth solutions and common benchmark problems are presented. A
parallel implementation of the code using OpenMP is discussed in Section 6.3.
We consider an open set Θ ⊂ R2 whose boundary ∂Θ is Lipschitz continuous.
First, we write the closed nth order moment system (2.17) in the following form:
∂tU +∇ · F (U) = G(U) in D× (0, T ) (5.1a)
U(x, 0) = u0 in D, (5.1b)
where U = (ψ(0), ψ(1)x , ψ
(1)
y , . . .), as in Chapter 2 and G(U) =
σs
4pi
PU + 〈mQ〉 −
σtU contains the source term Q and also includes the effects of scattering and
absorption. As previously noted, the flux function F (U) depends on the choice
of the closure. The model is completed with appropriate boundary conditions, as
discussed in the following section.
Remark 5.1. For a more concise presentation we restrict ourselves to the two-
dimensional case throughout this chapter.
The system (5.1a), is discretized using the discontinuous Galerkin method in
space and a TVD Runge-Kutta scheme in time.
5.1.1 Discontinuous Galerkin formulation
We follow the approach outlined in a series of papers by Cockburn and Shu
[25, 26, 27, 30]. Let {tn}Nn=0 be a partition of [0, T ] with ∆t = tn+1 − tn, n =
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0, · · · , N − 1 and let Th be a triangulation of a polygonal computational domain
D and E be an element in Th with boundary edges e.
Remark 5.2. In this work only triangular elements are considered. Triangles are
often advantageous, because of their flexibility to map arbitrary polygonal (e.g.
non-rectangular) domains. On the other hand, these elements lead to more com-
plex formulae, for example compared to rectangular elements, and in general
yield mass matrices that are non-diagonal, see below. In principle, one could
easily adapt the numerical method for different elements.
We seek an approximate solution Uh(x, t) for each time step t
n ∈ [0, T ] in the
finite element space
V kh = {v ∈ L1(D) : v|E ∈ P k(E),∀E ∈ Th}, (5.2)
were P k(E) is the set of polynomials of degree k. We follow the Galerkin ap-
proach: first, we multiply (5.1a) by a smooth test function v and integrate by
parts over each element. We replace the exact solution U and smooth test func-
tion v by the approximation solution Uh and vh (both in V
k
h ), respectively, to
obtain:
∂
∂t
∫
E
Uh(x, t)vh(x) dx+
∑
e∈∂E
∫
e
F (Uh(x, t)) · ~ne,Evh(x) dΓ
−
∫
E
F (Uh(x, t)) · ∇vh(x) dx =
∫
E
G(Uh(x, t))vh(x) dx ∀vh ∈ Vh, (5.3a)∫
E
Uh(x, 0)vh(x) dx =
∫
E
u0vh(x) dx, (5.3b)
where ~ne,E is the outward unit normal to each element edge e. A discontinuous
basis implies that our approximate solution Uh(x, t) is discontinuous. In this case
the normal trace F (Uh(x, t)) · ~ne,E is not defined on the element boundary ∂E.
We replace the normal trace by a numerical flux function He,E(x, t) that depends
on the approximate solution from the interior and exterior of the element E:
He,E(x, t) = He,E(Uh(x
int{E}, t), Uh(xext{E}, t)) (5.4)
with:
Uh(x
int{E}, t) = lim
ξ∈E→x
Uh(ξ, t) (5.5)
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for the approximate solution defined from the interior of the element and
Uh(x
ext{E}, t) =
{
γh(x, t) if x ∈ ∂Θ,
limξ /∈E→x Uh(ξ, t), otherwise,
(5.6)
for the boundary elements. The value γh is the L
2-projection of the exact bound-
ary data onto the finite element space. We obtain:
∂
∂t
∫
E
Uh(x, t)vh(x) dx+
∑
e∈∂E
∫
e
He,E(x, t)vh(x) dΓ
−
∫
E
F (Uh(x, t)) · ∇vh(x) dx =
∫
E
G(Uh(x, t))vh(x) dx ∀vh ∈ Vh, (5.7a)
∫
E
Uh(x, 0)vh(x) dx =
∫
E
u0vh(x) dx (5.7b)
In this work, we use a global Lax-Friedrichs flux:
He,E(a, b) =
1
2
[F (a) · ~ne,E + F (b) · ~ne,E − α(b− a)], (5.8)
due of ease of computation and implementation. This flux function is associated
with a monotone scheme and maintains properties like stability and convergence
to entropy solution, cf. [109]. The numerical viscosity constant α is taken as the
global estimate of the absolute value of the largest eigenvalue of the Jacobian
∂
∂u
F (Uh(x, t)) · ~ne,E. As we have shown in Section 4.4, α ≤ 1.
Equations (5.7) can be written as a system of ordinary differential equations.
Let {ϕ1, ϕ2, · · · , ϕNk} denote a basis of the space of polynomials of degree k,
where Nk =
1
2
(k + 1)(k + 2). On each element, the DG approximate solution Uh
has components of the form:
ψ(0) =
Nk∑
i=1
αψ
0
i ϕi (5.9a)
ψ(1)x =
Nk∑
i=1
α
ψ1x
i ϕi (5.9b)
ψ(1)y =
Nk∑
i=1
α
ψ1y
i ϕi (5.9c)
...
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Using (5.9), we can write (5.7) in matrix form:
M
d
∂t
αh +Hαh − Fαh = Gαh (5.10a)
Mα0h = U 0 (5.10b)
with
(M )ij =
∫
E
ϕjϕi (5.11a)
(H)i =
∑
e∈∂E
∫
e
He,E(x, t)ϕi (5.11b)
(F )i =
∫
E
F (Uh) · ∇ϕi (5.11c)
(G)i =
∫
E
G(Uh)ϕi (5.11d)
(U 0)i =
∫
E
u0ϕi. (5.11e)
The vector
αh = {αψ01 , . . . , αψ
0
Nk
} (5.12)
contains the coefficients of the numerical approximation to the zeroth moment
(αψ
0
i ). Similarly, we solve system 5.10a for each component of U , i.e. for the first
moment (α
ψ1x
i ) then (α
ψ1y
i ) and so forth.
Finally, we write (5.10a) in the form:
∂
∂t
αh = Lh(αh), on (0, T ) (5.13a)
αh(x, 0) = α
0
h (5.13b)
Lh(αh) = M
−1(G(αh) + F (αh)−H(αh)) (5.13c)
In this work we use quadratic polynomials. Hence an explicit time stepping
scheme that is at least third order is required. The coefficients of the DG solu-
tion on each element are updated using a TVD third order Runge-Kutta time
discretization introduced in [128]:
• Set α0h = M−1U 0
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• For n = 0, · · · , N − 1 compute αn+1h as follows:
1. α
(1)
h = α
n
h + ∆tnLh(α
n)
2. α
(2)
h =
3
4
αnh +
1
4
(α
(1)
h + ∆tnLh(α
(1)
h ))
3. α
(3)
h =
1
3
αnh +
2
3
(α
(2)
h + ∆tnLh(α
(2)
h ))
• Set α(n+1)h = α(3)h
In the assembly of the discrete operator Lh(αh), introduced in (5.13c), we use
quadrature rules exact for polynomials of degree 2k+1 on the elements and k+1
on the edges (recall that we use k = 2). Our experiments show that, for the
models described in this work, the method is third order if
∆t
∆x
< 0.1.
In the following section we outline the formulation of boundary conditions for
the discontinuous Galerkin method.
5.1.2 Boundary conditions
Prescribing boundary conditions for hyperbolic moment problems one generally
needs to be careful. It is necessary to distinguish between in- and outgoing char-
acteristics on each boundary to preserve well-posedness. Defining the full solution
vectors on the boundary (Dirichlet boundary conditions) is problematic because
for moments there is no way of distinguishing between the in and outgoing part
of the solution. It is still an open problem how to define appropriate boundary
conditions for moment problems. Some progress, however, has been made re-
cently for linear system [82, 83, 93, 113]. Therefore we use Dirichlet boundary
conditions only in the test cases designed to verify optimal convergence rates with
known smooth solutions, whose exact boundary values are prescribed. Otherwise
we use periodic or reflective boundary conditions, which can both be formulated
without modeling error for moments. We refer the reader to [28] for details on
how to implement boundary and initial values in the RKDG context.
We are given the choice to impose different types of boundary conditions,
which for the sake of simplicity are described only for first order systems:
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E
E˜
ψ(1)
ψ˜(1)
~n
Figure 5.1: Reflective boundary conditions on a boundary edge
• Dirichlet boundary condition
In this case, we prescribe the first and second order moments ψ(0) and ψ(1)
on the boundary.
• Reflective boundary condition
Imposing reflective boundary conditions, we force particles to be reflected
back into the domain. In terms of moments this can be expressed as
~n · ∇ψ(0) = 0, ~n · ψ(1) = 0, (5.14)
where ~n is the outward unit normal on the boundary edge, as shown in
Figure 5.1.
We implement these conditions as follows: The solution at the boundary
edge depends on the solution of the adjacent element. For each element
E with a boundary edge and a DG approximate solution U = (ψ(0), ψ(1)),
reflection is achieved by creating a ghost element E˜ with a new solution
U˜ = (ψ˜(0), ψ˜(1)) with
ψ˜(0) = ψ(0) (5.15a)
ψ˜(1) = ψ(1) − 2(~n · ψ(1))~n. (5.15b)
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Then the flux over the boundary edge can be treated the same way as be-
tween interior elements. This boundary condition results in the reflection
of the flux of particles on the boundary edge. In example 6.6 we present
numerical results from an implementation of this reflective boundary con-
dition.
• Periodic boundary condition
In the case of periodic boundary conditions we connect the horizontal and
vertical boundary edges respectively. To compute fluxes over the boundary
edges, in this case we map our rectangular domain to a two dimensional
torus. Then boundary edges are treated as regular interior edges.
5.2 Implementation details
5.2.1 Reference element
Calculations are always performed on a reference triangle with the nodes (0,0),
(1,0), (0,1), see Figure 5.2. We call the reference coordinates (s, t) and use
x = x1 + (x2 − x1)s+ (x3 − x1)t (5.16a)
y = y1 + (y2 − y1)s+ (y3 − y1)t (5.16b)
to transform a triangle with nodes (x1, y1), (x2, y2), (x3, y3) to our reference sys-
tem.
We have the following expression for the approximate solution Uh(x, y, t) inside
the triangle K:
Uh(x, y, t) =
n∑
i=1
γi(t)φi(x, y), (5.17)
where for simplicity we choose monomials as our basis function
φ = (1, x, y, x2, xy, y2, . . .)T . (5.18)
This yields non-diagonal mass matrices (M )ij, cf. Eq. (5.11a), which need to be
numerically inverted on each element for each time-step.
86
5.2 Implementation details
y
x
n1 = (1, 0)
n2 = (0, 1)
n3 = (0, 0) m1 = (0.5, 0)
m2 = (0.5, 0.5)m3 = (0, 0.5)
Figure 5.2: Definition of triangle geometry
5.2.2 Ensuring moment realizability and admissibility
In a numerical scheme it is possible that non-realizable values for the moments
occur during run-time in the code, cf. [38, 107]. Even if the model itself would
preserve realizability, we can not expect the numerical discretization to do the
same. For example, it might thus be possible that the inequality
‖N1‖ ≤ 1 (5.19)
is violated.
On the other hand, closures can in principle have real values even for non-
realizable moments. The M1 closure, for example, is real as long as
‖N (1)‖ ≤
√
4
3
, (5.20)
since otherwise the square-root
√
4− 3‖N1‖2 becomes imaginary. As we have
shown, if Eq. (5.19) is violated, the M1 system is not hyperbolic any more since
the eigenvalues become imaginary. This leads to the following:
Definition 5.3. If the Eddington factor χ has a real and finite value for given
moments, we call these moments admissible for the respective closure. The set
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of all admissible moments is defined as the admissible region or the admissibility
domain for this model and denoted by A.
Remark 5.4. For closures presented in this work, the realizability domain is always
a subset of the admissible region.
The P1 and K1 approximations in contrast can always be evaluated and the
system stays hyperbolic, meaning A = R×R2. However it is not guaranteed that
realizability conditions are fulfilled. For example negative values of the energy
density ψ(0) are unphysical, however they do occur in test-cases, see Chapter 6.
Depending on the closure it might be necessary (or preferable) in the code to
enforce equations (5.19) or, for example, (5.20). For the sake of brevity restricting
ourselves to first order systems, in the following we present a procedure to extend
our model by enforcing either of the two inequalities:
• To guarantee admissibility for the M1 closure, in other words make sure Eq.
(5.20) is fulfilled, we simply cut off ‖N1‖2 as follows:
‖N1‖2 :=
{
4
3
, if ‖N1‖2 > 43
‖N1‖2, else
. (5.21)
For the P1 and K1 closure all values of ‖N (1)‖2 are admissible.
• To explain the procedure we use ensure realizability, i.e. ensure that Equa-
tion (5.19) is fulfilled, let (ψ¯(0), ‖ψ¯(1)‖) be a point (actually a pair of mo-
ments) outside of the convex cone of the admissible domain which we want
to map to a realizable (ψ˜(0), ‖ψ˜(1)‖).
If ‖N1‖ > 1, we use a non-orthogonal projection into the realizability do-
main: we move from (ψ¯(0), ‖ψ¯(1)‖) to the closest point within the domain
(ψ¯(0), ‖ψ˜(1)‖), i.e. we lower ‖ψ¯(1)‖. In the process, we do not change the
value of ψ¯(0), since otherwise the density would change and particles would
be artificially created.
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As an additional safety precaution we move by a value δ further from
ψ(0) = ‖ψ(1)‖ into the domain.
Assuming a normalized moment greater one
N¯1 :=
‖ψ¯(1)‖
ψ¯(0)
> 1, (5.22)
we enforce that the new normalized moment N˜1 fulfills
N˜1 :=
‖ψ˜(1)‖
ψ˜(0)
!
= 1− δ. (5.23)
It is reasonable to conserve the direction of ψ¯(1) while solely changing its
norm according to (5.23). Otherwise particles would suddenly and inde-
pendent of any scattering events change their direction of flight. Enforcing
realizability is hence achieved by multiplying each component by a factor
φ < 1.
To summarize, this procedure yields the formulae
ψ˜(0) = ψ¯(0), ψ˜(1) = φψ¯(1), (5.24)
where
φ =
1− δ
‖N¯1‖ =
(1− δ)ψ¯(0)
‖ψ¯(1)‖ . (5.25)
For all
ψ¯(0) ≤
√
2δ, (5.26)
we set
ψ˜(0) =
√
2δ, ψ˜(1) = 0, (5.27)
which is the closest ”allowed” point. In this work we set δ = 10−8.
Cf. Figure 5.3 for a visual representation of how we enforce realizability.
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‖ψ(1)‖
ψ(0)
ψ(0) = ‖ψ(1)‖
δ
realizability domain
ψ¯(0) =
√
2δ
(ψ˜(0), ‖ψ˜(1)‖)
‖ψ˜(1)‖
‖ψ¯(1)‖
Figure 5.3: Enforcing realizability of first and zeroth order moments
Remark 5.5. Enforcing realizability of moments in a discontinuous Galerkin con-
text in this way has one fundamental flaw: we only change the solution for the
evaluation of the flux, leaving the actual coefficients encoding this solution un-
changed. During our computation, we store the coefficients αi describing polyno-
mial approximation of the moments. Now, when evaluating the flux, we evaluate
the moments as
Ui = ψ
(i)(x, y, t) =
∑
αi(x, y, t)ϕi(x, y) (5.28)
where ϕ are the basis functions on the elements of the computational grid. The
method presented here is a way of transforming the moments into the realizable
domain, which we use in turn to evaluate the flux function. However it does
not change the underlying coefficients αi. Thus for a given set of non-realizable
moments, we calculate a flux that does not (perfectly) correspond to the actual
solution vector U . In other words, realizability is only enforced for the calculation
of the flux and not for the moments themselves. In [107] a slope-limiting tech-
nique is presented for RKDG-schemes in one spatial dimension which preserves
realizability under a more restrictive CFL condition.
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In this chapter, we discuss numerical simulations using the different moment mod-
els that have been presented in the Chapter 4. We examine different scenarios,
i.e. test our simulations with different parameters, boundary or initial conditions.
First, in Section 6.1 we focus on a one-dimensional slab-geometry setting.
Consequently, in 6.2 we study the numerical method and different closures in
detail in the two-dimensional case.
6.1 Results in slab geometry
In this section, problems in a one-dimensional slab-geometry setting are consid-
ered. The Kershaw closures of up to order three, defined in 4.3, are studied and
compared to minimum entropy and spherical harmonics approximations. As will
be shown, the K1 model behaves very similar to the M1 model, while the higher
order K2 and K3 are able to fix M1’s biggest disadvantage, the occurrence of
shocks in the steady state profile for zero net fluxes.
6.1.1 Method
As shown earlier, all systems studied are hyperbolic. To solve the closed system,
we choose to use a kinetic scheme [134], which is a finite volume method, to
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achieve a spatial discretization in the equations. After the discretization, we
end up with a system of ordinary differential equations, which in turn is being
solved by an adaptive Runge-Kutta method. We always use a equidistant space
discretization with mesh size h. A high order discrete ordinates approximation,
cf. [77], is used as a benchmark in all test cases. The algorithms are implemented
in MATLAB.
6.1.2 Test-cases
We present various scenarios to study and compare the Kershaw closures K1, K2
and K3 to the minimum entropy closures M1 and the spherical harmonics P1.
Example 6.1. Plane source
The plane source is a ”torture” test-case, where initially all particles are confined
in a small interval in the center of the domain. This is realized by setting
ψ(0) =

1
2∆x
, x ≤ ∆x
0.0, else
(6.1a)
ψ(1) = 0. (6.1b)
All higher order odd moments are set initially set to zero, while for the even
order moments initially ψ(l) = 1
l+1
ψ(0) holds. The domain of length L is defined
as x ∈ [−L/2, L/2] where we set ∆x = L/210. We set the final time to T = 1,
such that particles do not reach the boundary of the domain. Still, in practice
boundary conditions need to be prescribed: here we define zero Dirichlet boundary
conditions. We assume a purely scattering medium, i.e.
σs = σt = 1 (6.2)
and set the source to zero.
This test is designed to study the ability of the different closures to handle
very strong discontinuities. In [16] it was proven that the PN method represents
the solution as a sum of Dirac delta functions emanating from the initial source.
The scattering serves to smooth out these delta functions. The M1 model was ap-
plied to the plane source in [17]. There it was shown that the non-physical effects,
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stemming from the delta functions, are less pronounced for the minimum entropy
closure. Additionally, the correct propagation peak speed (of 1 in this case) can
be observed for the M1 closure; whereas for the linear spherical harmonics the
particle speed is limited by the maximum eigenvalue of the flux Jacobian. Espe-
cially for lower order approximations, the characteristic velocity of the spherical
harmonics method is significantly lower than one: 1/
√
3 ≈ 0.577 for P1.
In Figure 6.1 we show the results for computations using the P1, M1, K1, K2
and K3 closures, where we include analytical solutions from [51] as a benchmark.
Displayed are solution for different times T : T = 1.0, T = 2.0, T = 4.0 and
T = 4.0. Note that the scale on the x-axis varies for different plots.
We observe a good agreement between our computations and the aforemen-
tioned references. In all models particles move into the domain in smeared out
Dirac peaks and converge towards the benchmark solution as time progresses and
particles move into the domain. The number of peaks depends on the number
of moments in the approximation, since for higher order the model has more
different characteristic velocities, with which particles are transported. We see
that the M1 model and K1 model behave very similar, both qualitatively and
quantitatively. Peaks in the P1 and K2 models show similar propagation speeds;
however they are less pronounced for the Kershaw model. The K3 approxima-
tion exhibits and additional peak, as expected, and seems to converge to the
benchmark solution somewhat faster, as can be seen for T = 8.0.
Example 6.2. Two opposing beams
In Section 4.4 it was shown that the K1 and M1 model can develop unphysical
steady state shocks. This example is set up to demonstrate this effect. The com-
putational domain is bounded on the right and left by a heated wall and particles
are emitted into the domain according to the temperature.
The parameters are the following: The domain is x ∈ [0, 1], with ∆x = 1/1000,
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(a) T = 1.0
(b) T = 2.0
Figure 6.1: Planesource: Comparison of P1 (blue), M1 (magenta), K1 (red solid),
K2 (red dashed) and K3 (red dotted dashed) against transport solution; at different
times.
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(c) T = 4.0
(d) T = 8.0
Figure 6.1: Planesource: Comparison of P1 (blue), M1 (magenta), K1 (red solid),
K2 (red dashed) and K3 (red dotted dashed) against transport solution; at different
times.
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and is purely absorbing, according to
σs = 0.0 (6.3a)
σt = 4.0. (6.3b)
We define zero initial conditions, set the source to zero and define on the left and
right boundaries
ψ(e)(0, t) = σskT
4
l , e ∈ Z even (6.4a)
ψ(e)(1, t) = σskT
4
r , e ∈ Z even (6.4b)
ψ(o)(0, t) = σskT
4
l , o ∈ Z odd (6.4c)
ψ(o)(1, t) = −σskT 4r , o ∈ Z odd, (6.4d)
with the Stefan-Boltzmann constant σsk = 1.804979393 · 10−8Wm−2K−4 and pre-
scribe on both walls the same temperature Tl = Tr = 1000K.
In Figure 6.2 we show the results at different times T for the M1, K1, K2 and
K3 closures, where we include a direct solution of the transport equations as a
benchmark. For T = 1.5 the solution is at steady state.
We observe that the first order approximationsM1 andK1 generate unphysical
shocks in the center of the domain. This is due to the fact, that a model including
only moments of up to order one, cannot distinguish between a net flux of zero
— when identical streams of particles move in opposing directions, as is the case
here — and a truly vanishing flux. The higher order approximations K2 and K3
are able to overcome this crucial disadvantage and agree with the benchmark well
at all times. Note that the K2 and K3 solution here are indistinguishable to the
eye.
Example 6.3. Heated Wall
In this example, particles are emitted at the left boundary of the domain and
propagate through vacuum, realized as
σs = σt = 0.0. (6.5)
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(a) T = 0.4
(b) T = 0.5
Figure 6.2: Two beam: Comparison of M1 (blue), K1 (red solid), K2 (red dashed)
and K3 (red dotted dashed) against transport solution; at different times.
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(c) T = 0.7
(d) T = 1.5
Figure 6.2: Two beam: Comparison of M1 (blue), K1 (red solid), K2 (red dashed)
and K3 (red dotted dashed) against transport solution; at different times.
98
6.2 Results in two space dimensions
This is a simplified set-up compared to the previous test-problem. Initially, the
medium is void, i.e.
ψ(0)(x, 0) = 0. (6.6)
On the right boundary we prescribe zero Dirichlet boundary conditions, where on
the left boundary we prescribe
ψ(e)(0, t) = σskT
4
l , e ∈ Z even (6.7a)
ψ(o)(0, t) = σskT
4
l , o ∈ Z odd (6.7b)
(6.7c)
again, with the Stefan-Boltzmann constant σsk = 1.80497939310
−8 and the wall
temperature Tl = 1000K.
See Figure 6.3 for a comparison of of M1, K1, K2 and K3 closures versus
the transport equations. All models exhibit very similar behaviour. The three
different Kershaw approximations perform identical to the eye. It should be noted
that the shock travelling through the domain is smoothed out by the numerical
scheme.
6.2 Results in two space dimensions
In this section the performance of a third order parallel implementation of the
RKDG method, explained in Chapter 5, on moment closure models P1, M1 and
K1 is investigated. In particular, the robustness of the method in capturing parti-
cle flow patterns due to different moment closure models and boundary conditions
is analysed. Another main point of interest is the study of whether the models
are capable of handling both the radiative equilibrium and a free-streaming limit.
In Appendix C we verify optimal convergence rates of the numerical solutions
to known smooth solutions. This is done both for linear (P1) and non-linear
closures (M1) and a model with an explicitly time- and space-dependent flux;
additionally we verify high order for discontinuous parameters and for a discon-
tinuous solution where all discontinuities lie on cell edges.
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(b) zoom
Figure 6.3: Heated wall: Comparison of M1 (blue), K1 (red solid), K2 (red
dashed) and K3 (red dotted dashed) against transport solution at T = 0.5.
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Figure 6.4: Line source: coarse uniform mesh.
We study our models using well-known benchmark problems from the liter-
ature: a Green’s function (line source) and a checkerboard geometry with dis-
continuous material coefficients. In addition, to demonstrate an advantage of the
unstructured grid, we show radiation propagating through an S-shaped domain.
Finally, we also present results showing the efficiency of the parallelization of the
scheme on problems of varying size.
Example 6.4. Line source
In the line source problem, particles are emitted from an initial source. This
torture test-case tests the methods capability to handle strong discontinuities. Here
we assume a purely scattering medium with no source:
Q = 0, σs = 1, σa = 0. (6.8)
The length L of the domain x ∈ [0, L] has to be chosen large enough to contain
the significant part of the solution. The boundary conditions are set to zero, while
the initial conditions represent a approximation to a Delta distribution
ψ(x, t = 0, µ) ≈ δ(x), (6.9)
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# elements h ∆t δ
23284 0.01 0.000737 10−8
Table 6.1: Line source: computation parameters.
here realized by setting
ψ(0)(x, y, 0) = exp(−10
(
(x− x0)2
2β2x
+
(y − y0)2
2β2y
)
) (6.10a)
ψ(1)(x, y, 0) = 0 (6.10b)
ψ(2)(x, y, 0) =
ψ(0)(x, y, 0)
3
(6.10c)
ψ(3)(x, y, 0) = 0, (6.10d)
with βx = βy = 0.07 and x0 = y0 = 0.5. In Table 6.1 we state the computation
parameters used, where δ refers to the parameter used in enforcing realizability,
see Section 5.2.2. Computations were performed on a uniform grid of similar to
Fig. 6.4.
Figure 6.6 shows the numerical solution for the M1, K1, P1 and P3 models at
time t = 0.3. As a reference, we show in Figure 6.8 the P49 solution, computed
on 62500 rectangular cells, using a staggered-grid code [123]. The K1 and M1
solutions shown use the realizability limiter described in Section 5.2.2 while the
P1 and P3 solutions are not limited. Our method and code can handle the strong
discontinuity in the initial value well. Note that all models exhibit the expected
isotropy of the solution. It can be seen that the K1 solution shows a slightly
larger propagation speed, compared to the M1 solution. The realizability limiting
guarantees that the solution remains non-negative. Both spherical harmonics
approximations show much larger oscillations and become negative. The higher
order P3 method has more eigenvalues and thus transports particles with different
speeds which can be identified as two ”waves” travelling outwards at different
velocities. All first order closures only produce a single ”wave”. Both P1 and P3
exhibit propagation speeds which are too low compared to the reference solution.
Example 6.5. Lattice problem
Discontinuous material coefficients are present in many applications. A promi-
nent example is the checkerboard test case from [19], which is loosely based on
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Figure 6.5: Line source problem: P49 reference solution at t = 0.3.
a reactor core simulation. The geometry in this two-dimensional scenario is
a checkerboard of alternating highly scattering and highly absorbing regions, as
shown in Figure 6.7.
Two sets of parameters represent these regions:
σs = 1, σa = 0 (6.11)
for the scattering, orange or white regions and
σs = 0, σa = 10 (6.12)
for the absorbing, black regions. As a consequence, the right hand side in the
moment equations is a discontinuous function in space. The spatial domain here
is x ∈ [0, 7]× [0, 7].
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(a) P1 (b) P3
(c) M1 (d) K1
Figure 6.6: Line source problem: P1, P3, M1 and K1 solutions at t = 0.3.
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Figure 6.7: Checkerboard geometry.
# elements h ∆t δ
50172 0.05 0.00221 10−8
Table 6.2: Lattice problem: computation parameters.
A square source is placed in the center, defined by
Q =
1, x, y ∈ [3, 4]0, else . (6.13)
The source is colored white in Figure 6.7.
We mesh the domain in such a way that the mesh follows the regions with dif-
ferent scattering and absorption properties, i.e. discontinuities in the parameters
always lie on cell edges. See Figure C.7 (b) for a qualitative depiction of this type
of mesh.
In Figure 6.9 we present the M1, K1 and P1 solution at time T = 3.2. Again,
we use the P49 solution [123] as reference — here on 24964 grid cells — shown in
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Figure 6.8: Lattice problem: P49 reference solution at t = 3.2. The color-scale is
logarithmic.
Figure 6.8. Once more we can verify the much higher characteristic velocities of
the minimum entropy and Kershaw models. It can be seen that the K1 model,
which can be understood as an approximation to the M1 model, is qualitatively
and quantitatively very close. Our simulation is in good agreement to the results
shown in [19]. Both M1 and K1 are limited using the realizability limiter. The
unlimited P1 produces slight oscillations.
Example 6.6. S-shaped domain
In this test-case we let particles move through an S-shaped domain (a tube), while
they are reflected on the boundary. This showcases the capability to handle com-
plex geometries as well as reflective boundary conditions.
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(a) M1 (b) K1
(c) P1
Figure 6.9: Lattice problem: M1, K1 and P1 solutions at t = 3.2. The color-scale
is logarithmic.
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# elements h ∆t δ
27968 0.023 0.001194 10−8
Table 6.3: S-shaped domain: computation parameters.
We prescribe the following initial condition
ψ(0)(x, y, 0) =
1, x ≥ 10.50, else (6.14)
ψ(1)(x, y, 0) = 0. (6.15)
In other words, we let a shock of particles diffuse into the tube from the right.
On the left and right end of the tube, i.e. at x = 0 and x = 11 we let particles
leave the domain while reflective boundary conditions are prescribed for all other
boundary edges.
The source is set to zero and the medium is purely scattering with the param-
eters
σt = σs = 0.5. (6.16)
Computational parameters are listed in Table 6.3.
Figure 6.10 shows a plot of the particle distribution from the initial state and
at sample times as the computation progresses in time. We can see that particles
leave the domain on the right and spread throughout the domain as time moves
forward. Because of the reflection they are able to move down the tube.
6.3 Parallelizability
We note that most of the effort in the implementation of the fully discrete scheme
is in the routine defining the discrete operator Lh(U
h) introduced in Section 5.1.1.
This is because this requires loops over all elements and edges of the computa-
tional domain. We have implemented a parallel scheme in the C programming
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(a) t = 0.00s (b) t = 2.75s
(c) t = 6.07s (d) t = 9.37s
Figure 6.10: Reflective boundary: P1 solutions at different times.
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(e) t = 13.23s (f) t = 16.00s
Figure 6.10: Reflective boundary: P1 solutions at different times.
language using the OpenMP API. OpenMP is based on the creation of multiple
computational threads in a shared memory programming paradigm. We desig-
nate the parts of the computation that are most expensive and require loops over
edges and elements as parallel regions. These regions are the setup of the initial
conditions, the intermediate Runge-Kutta steps and the limiting, all performed
for each element separately. At the start of the computation a master thread is
created, which subsequently splits into multiple threads in the parallel regions.
Each thread is assigned automatically a specific number of elements in the loop
over elements in a way that optimizes the work share. Our time stepping scheme
is explicit, therefore as we march forward in time all the threads have access to the
solution at the previous (intermediate) time step. After the threads complete the
statements in the parallel region they synchronize and terminate leaving only the
master thread. This sequence is repeated for each time step and for all parallel re-
gions present in the computation. In the third order scheme implemented in this
work the initialization is done once and the start and for each time step we have 6
parallel regions, i.e. 3 intermediate Runge-Kutta steps along with a limiting stage
for each step. As would be expected, there is some overhead time resulting from
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the synchronization and waiting. However, as illustrated by the computational
times for sample computations from Example 6.5 on increasing numbers of cores
in Figure 6.11, we are able to achieve an almost perfect scaling. We refer the
reader to Figure 6.12 for a schematic flowchart of our implementation. A more
detailed flowchart can be found in the Appendix D.
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Figure 6.11: CPU times vs Cores.
Initialize problem and model parameters (meshes, data structures, etc.)
Compute initial DG solution including limiting
Time-stepping loop containing intermediate steps including limiting
Write output
serial
parallel
parallel
serial
Figure 6.12: Schematic flowchart of algorithm.
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Moment methods are an adequate means of treating radiative transfer problems.
Utilizing moment methods, we approximate the transfer (integro-differential)
equation by a system of partial differential equations independent of the angular
variable. Especially highly anisotropic radiation necessitates a careful choice of
the closure, as many models have problems close to the free-streaming regime.
On the other hand, a model should be able to correctly handle an isotropic flux,
which occurs when the system is in the equilibrium state – the diffusive regime.
One main area of interest in this work is the study of realizability conditions
for moment equations. We derive moment realizability conditions for moments of
up to order two in three spatial dimensions in Chapter 3. We give an alternative
proof to an existing theorem by Curto and Fialkow yielding realizability condi-
tions in one space-dimension; inspired by this, we present a general framework
to establish necessary and sufficient conditions for moment realizability. Thus we
address a lack of literature on this topic for higher dimensional systems. Nec-
essary conditions are derived by elementary linear algebra techniques, using the
non-negativity of the distribution function. Making the ansatz that the distribu-
tion is a discrete measure on the upper and lower boundary of the realizability
domain, allows us to explicitly calculate this distribution in the form of a com-
bination of Dirac delta functions. We prove that in multiple space dimensions,
contrary to slab geometry, the underlying distribution on the boundary is not
unique. Subsequently, we show the sufficiency of the realizability conditions for
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moments of up to order two on a subset of the domain defined by the necessary
conditions. Unfortunately, we fail to establish sufficient conditions for the whole
domain, but need to make an additional assumption.
In Chapter 4, knowledge about moment realizability is subsequently applied
to the transport equation to construct Kershaw closures which are, per construc-
tion, exact in both the free-streaming limit as well as the diffusive limit. So far,
Kershaw closures have not received much attention, and have only been studied
in one space dimension and for first order systems in [76]. First, we generalize
Kershaw’s idea to higher order approximations and demonstrate how to derive
interpolations of distributions on the boundary curves, as well as in the equi-
librium state. This interpolation works for arbitrary order, so long as a closed
expression for the distribution on the boundary is available. Second, we introduce
the first member of a hierarchy of generalized Kershaw closures in multiple space
dimensions. In order to do so, we combine knowledge about Kershaw closures in
slab geometry, the form of the moments of a distribution in free-streaming and
equilibrium regimes, and the general form of the Eddington tensor — under the
assumption of rotational symmetry around a preferred direction.
Different moment approximations to the transport equation are studied: in
slab geometry we consider Kershaw closures for first, second and third order ap-
proximations; we then study and compare three different first order closures —
Kershaw, spherical harmonics as well as minimum entropy closures — in two spa-
tial dimensions. The analysis mainly encompasses the study of the eigensystems
of the flux Jacobian of the respective model. The eigenvalues are the characteris-
tic speeds with which information is transported through the medium and thus is
an important factor in the evaluation of a model. To arrive at concise expressions
for the eigenvectors and eigenvalues in two spatial dimensions, we make use of the
rotational invariance of the moments and show how to derive a reduced Jacobian,
that has a much simpler form but an identical eigensystem as the original flux
Jacobian. These explicit expression are needed for the numerical scheme later
on. Another crucial point of interest in studying different models is whether they
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guarantee the hyperbolicity of the system, which in turn depends on the eigen-
values. Finally, we determine the genuine non-linearity of the systems.
The numerical method is described in Chapter 5; we apply the Runge-Kutta
Discontinuous Galerkin method to the aforementioned models. The RKDG
method can easily handle complicated geometries, and because the numerical
scheme communicates only between cells that share an edge, allows for efficient
parallelization. Since many practical applications require fast simulation of larger
problems, this is a clear advantage. Different boundary conditions and their im-
plementation are briefly discussed. One cannot reasonably expect the numerical
scheme to preserve realizability; indeed, in general it does not. Moreover, for
certain moments, closures do not even have real and finite values. Hence, it is
necessary to ensure either realizability or admissibility of the moments during
the computation. The former is realized by an projection into the realizability
domain, while the latter is defined as a cut-off.
Numerical results are presented in Chapter 6. To begin with, we study dif-
ferent aspects to ensure the correct working of the method; using the method of
manufactured solutions, in the Appendix C an optimal third order convergence
rate is verified, even for a explicitly space and time dependent flux function and
discontinuous coefficients. The implementation is able to handle complex geome-
tries and boundary conditions; here tested, for example, on an ’S’-shaped domain
with a reflective boundary. Additionally, we observe an almost perfect scaling of
the parallelization of the code.
Various test-problems are studied in order to gain insight into how the different
models behave:
• The line source scenario is a ”torture” test-case to show that the models
(and the numerical method) can handle strong discontinuities in the initial
data; however, one can clearly see the difference between the spherical har-
monics closure (P1 and P3) on the one hand and the minimum entropy (M1)
and Kershaw (K1) closures on the other. The P1 and P3 models tend to
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oscillate strongly, whereas the M1 and K1 approximations exhibit the cor-
rect propagation speed; together with the realizability enforcing, the latter
models show good results.
• The checkerboard problem is a test-case loosely based on a nuclear safety
simulation. Mathematically, it poses a challenge to the model in that it
has discontinuous coefficients on a complex geometry, which the numerical
method can handle well. Again we observe that, the P1 model shows a
propagation speed that is too low, while the M1 and K1 models show the
correct propagation speed.
To summarize, the Kershaw approximations, that have been introduced in this
work, behave qualitatively and quantitatively very similar to the minimum en-
tropy approximation. Kershaw closures are able to handle radiative non-equilibria
and provide good approximations that are computationally cheap, because they
can be expressed as rational functions. In slab geometry, as seen in the two-beam
problem, higher order Kershaw closures correct the M1 model’s biggest incapabil-
ity: its ineptitude to distinguish between radiative equilibrium and two identical
beams travelling in opposite directions, i.e. it cannot handle a zero net flux. By
the employment of the second order method, no physical shocks occur and the
solution always remains positive, as opposed to spherical harmonics approxima-
tions. Also, the propagation speed is physically reasonable; it is slower than the
speed of light — a fact that does not hold, for instance, in diffusion models —
and it scales correctly with the flux — unlike in the spherical harmonics approx-
imation. In the plane source test-case we show that the higher order moment
models (K2 and K3) yield more accurate approximations than first order models,
by comparing to an analytical solution.
There are several possibilities for future work:
• To generalize the partial result on realizability in three space dimensions,
one would need to make a suitable ansatz and calculate the form of the
coefficients. However, it should be possible to extend the technique used in
this proof.
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• In order to derive higher order realizability conditions, one could apply the
same principles as presented in this work. Direct computation by hand of a
distribution function that is non-negative may prove infeasible however; one
possible remedy could be using optimization tools to show that a solution
satisfying the realizability inequalities exists.
• To derive higher order Kershaw approximations in multiple space dimen-
sions, one would need knowledge about the general form of the Eddington
tensor. In principle, the Eddington tensor must depend on all lower or-
der moments; hence combining a clever ansatz and knowledge about the
eigensystem might lead to success.
• In slab geometry, the Kershaw closures as presented here could be modified
such that, additionally, the correct eigenvalues on the boundary of the re-
alizability domain are reproduced. Since higher order moments are known
exactly on the boundary, the flux Jacobian can be calculated explicitly.
Thus in principle, it should be possible to enforce that a modified Kershaw
closure would have certain characteristic velocities.
• The procedures to ensure realizability and admissibility as stated are ei-
ther switched on or off. This can lead to oscillations when the solutions
”bounces” away from the boundary. One possible improvement would be
to design a continuous function that makes this process smooth.
• Implementing a problem-independent limiter, e.g. the one proposed by Ol-
brant et al. in [20], would make the numerical method more flexible and
robust.
• It would be interesting to apply the models and numerical scheme presented
in this work to radiotherapy. Especially a coupled transport equation for
both electrons and photons would allow for realistic dose calculations. In
this case empirical databases for realistic scattering kernels and stopping
powers could be employed, see [10, 66, 67, 68]
117
7. DISCUSSION AND CONCLUSIONS
118
Appendix A
Properties of the Dirac delta
distribution
At this point, we summarize properties in the scalar and multi-dimensional case
frequently used throughout this work.
Lemma A.1 (Properties of the scalar Dirac delta distribution). For a scalar
Dirac delta distribution it holds that:
(i) By definition the integral over the Dirac distribution equals one∫
δ(x) dx = 1. (A.1)
(ii) For non-zero α, δ scales in the following way [133]
δ(αx) =
δ(x)
|α| (A.2)
from which one can immediately deduce the symmetry
δ(−x) = δ(x). (A.3)
(iii) δ has the translation or sifting property [15]∫
f(x)δ(x− T ) dx = f(T ). (A.4)
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(iv) Composition with other functions leads to the generalized scaling property∫
R
δ(g(x))f(g(x))|g′(x)| dx =
∫
g(R)
δ(u)f(u) du (A.5)
for a continuously differentiable g with g′ nowhere zero [53].
If g has real simply roots xi then it holds that∫
f(x)δ(g(x)) dx =
∑
i
f(xi)
|g′(xi)| . (A.6)
Consequently, Lemma A.1 can be generalized to multiple space dimensions in
the following way:
Lemma A.2 (Properties of the general Dirac delta distribution). For x ∈ Rn
and α ∈ R, a Dirac delta distribution satisfies:
(i)
δ(α~x) = |α|−nδ(~x). (A.7)
(ii)
δ(R~x) = δ(~x) (A.8)
for any rotation R.
(iii) For a continuous function g : Rn → R, whose gradient is nowhere zero:∫
Rn
f(~x)δ(g(~x)) d~x =
∫
g−1(0)
f(~x)
|∇g| dσ(~x), (A.9)
where σ(~x) is a measure of the n−1 dimensional surface defined by g(~x) = 0,
see [65].
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Appendix B
Basis transformations
In this appendix, we state the transformations between the monomials φ and the
polynomial basis functions on triangles ϕ as used by Cockburn et al. [25, 26, 27,
29, 30], for first and second order polynomials.
B.1 Piecewise linear approximations
For piecewise linear approximations, ϕi is defined as the linear function has the
value 1 on the ith edge midpoint and the value 0 on the others, such that
ϕi(mj) = δij. (B.1)
We have that
ϕ1(x, y) = 1− 2y = φ0 − 2φ2 (B.2a)
ϕ2(x, y) = 2x+ 2y − 1 = 2φ1 + 2φ2 − φ0 (B.2b)
ϕ3(x, y) = 1− 2x = φ0 − 2φ1 (B.2c)
and conversely
φ0(x, y) = ϕ1 + ϕ2 + ϕ3 (B.3a)
φ1(x, y) =
1
2
(ϕ1 + ϕ2) (B.3b)
φ2(x, y) =
1
2
(ϕ2 + ϕ3). (B.3c)
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B.2 Piecewise quadratic approximations
For piecewise linear approximations, ϕ are the basis functions which have the
value 1 on the ith point of all nodes or edge-midpoints and 0 on the others. The
order is given by (n1,m1, n2,m2, n3,m3), see Figure (5.2).
We determine the transformations by writing
ϕi =
6∑
i=1
γiφi−1 (B.4)
and evaluating at all nodes and midpoints.
ϕ1 = 1− 3(x+ y) + 2(x+ y)2 = φ0 − 3(φ1 + φ2) + 2(φ3 + φ5) + 4φ4 (B.5a)
ϕ2 = 4(x− x2 − xy) = 4(φ1 − φ3 − φ4) (B.5b)
ϕ3 = 2x
2 − x = −φ1 + 2φ3 (B.5c)
ϕ4 = 4xy = 4φ1φ2 (B.5d)
ϕ5 = 2y
2 − y = −φ2 + 2φ5 (B.5e)
ϕ6 = 4(y − y2 − xy) = 4(φ2 − φ5 − φ4) (B.5f)
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Verification
In this appendix, we use the method of manufactured solutions (MMS) to verify
optimal convergence rates of our implementation of the RKDG method, described
in Chapter 5.
First, an analytical solution is constructed, by explicitly choosing an energy
density ψ(0). Subsequently, the corresponding source and higher order moments
are generated by solving the system for Q and ψ(i), i = 1, . . . , n; e.g. ψ(1), in a
first-order system. Next, we prescribe correct initial and boundary conditions and
this Q as a source. Last, we measure the error between the numerical solution
to the constructed solution ψ(0) at a specified time. By using a series of refined
meshes, we thus check the rate of convergence of the method. Further details on
confirming numerical convergence using the method of manufactured solutions
can be found in [50, 119].
We present different MMS test-cases to illustrate the optimal third order con-
vergence of our implementation of the RKDG method with piecewise quadratic
polynomials in space and a third order time stepping scheme. In each case we
perform a convergence study by computing the L∞ and L1 errors on a sequence
of refined meshes starting with mesh with size h = 0.25 with 32 elements. Nu-
merical convergence tests for both linear P1 and nonlinear M1 moment closures
are presented, prescribing radially symmetric or periodic smooth solutions, using
both continuous and discontinuous coefficients and also using one model with an
123
C. VERIFICATION
Figure C.1: Manufactured solution computational mesh with 512 elements.
explicitly time and space-dependent flux. Unless stated otherwise, for the sake
of simplicity, the computational domain in space is [0, 1] × [0, 1] and t ∈ [0, 1].
Figure C.1 is an example of a computational mesh used for the convergence tests.
C.1 Linear P1 model
Here the P1 model as stated in Equation (4.23) is used. Following the method
of manufactured solutions we prescribe the zeroth-moment component of the
solution of (5.1) and determine ψ(1) and Q. Assuming Q to be independent of
the angle, the right-hand side simplifies toQ(0)Q(1)x
Q
(1)
y
 =
 〈Q〉〈Ω ·Q〉x
〈Ω ·Q〉y
 = Q
4pi0
0
 . (C.1)
The scattering parameters and absorption parameters are set to σs = 0.5 and
σa = 0.5 respectively.
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Example C.1. P1 closure with a periodic smooth solution
We prescribe initial conditions and the source function so that the zeroth and first
order moments are constant constant along c = x+ y, c ∈ [0, 2]:
ψ(0) = exp(−t) sin(2pi(x+ 2y)) (C.2a)
ψ(1)x = −
2
3
pit exp(−t) cos(2pi(x+ 2y)) (C.2b)
ψ(1)y = −
4
3
pit exp(−t) cos(2pi(x+ 2y)), (C.2c)
respectively. The appropiate source term is given by:
Q =
1
4pi
(
20
3
pi2t− 1
2
)ψ(0) =
1
4pi
(
20
3
pi2t− 1
2
) exp(−t) sin(2pi(x+ 2y)). (C.3)
The moments are on [0, 1]× [0, 1] periodic in both x- and y-direction.
Errors and convergence rates in the L∞ and L1 norms for both periodic and
Dirichlet boundary conditions are shown in Figure C.2. It is clear that we obtain
the expected third order convergence in both norms for both types of boundary
conditions.
In Figure C.3, we plot the zeroth moment for solutions from both the Dirichlet
and periodic boundary conditions.
Example C.2. P1 closure with radially symmetric smooth solution
For the choice of
ψ(0) := exp(−t) sin(4pi((x− 1
2
)2 + (y − 1
2
)2)), (C.4)
which is a radially symmetric solution centered around [0.5, 0.5], we obtain the
following expression for ψ(1):
ψ(1)x = −
4
3
pit exp(−t)(2x− 1) cos(4pi((x− 1
2
)2 + (y − 1
2
)2)) (C.5a)
ψ(1)y = −
4
3
pit exp(−t)(2y − 1) cos(4pi((x− 1
2
)2 + (y − 1
2
)2)). (C.5b)
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Figure C.2: P1 closure with a periodic smooth solution: Errors and convergence
rates
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Figure C.3: P1 closure with a periodic smooth solution: Numerical solutions for
periodic and Dirichlet boundary conditions (h = 0.0625)
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Figure C.4: P1 closure with radially symmetric smooth solution: Errors and
convergence rates.
and the source
Q =
4
3
exp(−t)t
(
(pi((1− 2x)2 + (1− 2y)2)) sin(4pi((x− 1
2
)2 + (y − 1
2
)2))
− cos(4pi((x− 1
2
)2 + (y − 1
2
)2))
)
− 1
8pi
exp(−t) sin(4pi((x− 1
2
)2 + (y − 1
2
)2)).
(C.6)
The corresponding error and convergence rates are shown in Figure C.4. We
also observe optimal third order convergence in this case.
C.2 Non-linear M1 closure
We proceed using the same MMS technique outlined before, closing our system
with the M1 closure, i.e. we use the general first-order system (2.17) closed by
plugging the Eddington factor (4.26) into the Eddington tensor (4.2).
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Example C.3. M1 closure with periodic smooth solution
We define again a solution that is constant along c = x+ y, c ∈ [0, 2]:
ψ(0) = exp(−t) sin(2pi(x+ y)) (C.7a)
ψ(1)x = −
2
3
pit exp(−t) cos(2pi(x+ y)) (C.7b)
ψ(1)y = ψ
(1)
x . (C.7c)
The moments of the source, Q(0), Q
(1)
x , Q
(1)
y , have to be determined by plugging the
prescribed moments of the solution into the system. In this case the source Q is
not isotropic anymore; meaning its first order moment is non-zero. The MMS
approach, in this case, is slightly different as before: instead of prescribing ψ(0)
and solving for ψ(1) and Q, here we prescribe both ψ(0) and ψ(1), which neces-
sitates to calculate not the source function Q itself, but its individual moments
Q(0), Q
(1)
x , Q
(1)
y .
The explicit formulae for the corresponding moments of the source
Q(0), Q
(1)
x , Q
(1)
y can be derived using computer algebra software, but are omit-
ted here, because they are very lengthy.
Figure C.5 shows the convergence plots for both Dirichlet and periodic bound-
ary conditions, verifying optimal convergence rates for the non-linear moment
closure model in Example C.3.
C.3 Explicitly time and space-dependent flux
Explicitly time and space-dependent fluxes play a role in the use of moment mod-
els for radiotherapy dose calculation [12]. To test the capabilities of our method
to handle these flux functions, we consider the following (academic) model:
∂x
 ψ(1)x1
3
ψ(0)
0
+ sin(x− t)
11
0
+ ∂y
 ψ(1)y0
1
3
ψ(0)
+ cos(y − t)
10
1

= −(∂t + σt)
ψ(0)ψ(1)x
ψ
(1)
y
+ σs
4pi
〈ψ(0)〉0
0
+Q
4pi0
0
 . (C.8)
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Figure C.5: M1 closure with periodic smooth solution: Errors and convergence
rates
Here, we added a new term to the already verified P1 flux function.
Example C.4. Explicitly time and spatially dependent flux with radi-
ally symmetric smooth solution
As before, we define
ψ(0) := exp(−t) sin(4pi((x− 1
2
)2 + (y − 1
2
)2)). (C.9)
This yields:
ψ(1)x =−
8
3
pit exp(−t)
[
cos(4pi((x− 1
2
)2 + (y − 1
2
)2))
−2pi(2x− 1)2 sin(4pi((x− 1
2
)2 + (y − 1
2
)2))
]
+
1
2
(sin(x− t) + cos(x− t)) (C.10a)
ψ(1)y =−
8
3
pit exp(−t)
[
cos(4pi((x− 1
2
)2 + (y − 1
2
)2))
−2pi(2y − 1)2 sin(4pi((x− 1
2
)2 + (y − 1
2
)2))
]
+
1
2
(− sin(y − t) + cos(y − t)). (C.10b)
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Figure C.6: Explicitly time and spatially dependent flux with radially symmetric
smooth solution: Errors and convergence rates.
and
Q =− 1
4pi
exp(−t)
(
16
3
pit
[
cos(4pi((x− 1
2
)2 + (y − 1
2
)2))
−pi((2x− 1)2 + (2y − 1)2) sin(4pi((x− 1
2
)2 + (y − 1
2
)2))
]
+
1
2
sin(4pi((x− 1
2
)2 + (y − 1
2
)2))
)
+
1
2
(sin(x− t) + 3 cos(x− t)− 3 sin(y − t) + cos(y − t)). (C.11)
Figure C.6 shows that we also obtain optimal convergence for this example.
C.4 Higher order for non-smooth solutions
Discontinuities either in the solution or in the scattering and absorption parame-
ters are common in many applications and scenarios. For discontinuous solutions
we typically cannot expect higher order convergence because the formal consis-
tency order is obtained by Taylor expansion of the analytical solution.
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However, for the checkerboard or lattice Example 6.5 described in Section
6.2 one can show that, if the initial condition is zero, the analytical solution has
discontinuous derivatives only at the discontinuities of the material coefficients,
and is otherwise smooth. If we align the cell edges of the triangular elements
with the discontinuities, the formal consistency analysis still is valid on every
element. These considerations suggest that it should be possible to achieve high
order convergence.
The two following examples show that, on the one hand, we achieve high
order convergence for discontinuous coefficients for any type of mesh, since the
source is chosen such that the solution itself is always smooth. If the solution is
non-smooth however, high order can only be achieved if the discontinuities are
aligned with cell edges.
Example C.5. P1 closure with periodic symmetric smooth solution on
checkerboard geometry
Consider a checkerboard of alternating highly scattering and highly absorbing re-
gions, as seen in Figure 6.7. The set-up is the same as in Example 6.5 in Chapter
6. Again, the spatial domain here is x ∈ [0, 7]× [0, 7] and two sets of parameters
represent these regions:
σs = 1, σa = 0 (C.12)
for the scattering, orange or white regions, denoted by Ds and
σs = 0, σa = 10 (C.13)
for the absorbing, black regions, denoted by Da.
As before, we prescribe the smooth, periodic solution
ψ(0) = exp(−t) sin(2pi(x+ 2y)) (C.14a)
ψ(1)x = −
2
3
pit exp(−t) cos(2pi(x+ 2y)) (C.14b)
ψ(1)y = −
4
3
pit exp(−t) cos(2pi(x+ 2y)) (C.14c)
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(a) Coarse uniform mesh (b) Coarse checkerboard mesh
Figure C.7: Meshes used for checkerboard geometry
The source term now has discontinuities corresponding to the different sets of
parameters. It is defined piecewise by
Q(0) =
(−1− 6tpi) sin(2pi(x+ 2y)) exp(−t), x ∈ Dx30 + (9− 6tpi) sin(2pi(x+ 2y)) exp(−t), x ∈ Da (C.15a)
Q(1)x =
(1 + 23pi) cos(2pi(x+ 2y)) exp(−t), x ∈ Dx(1 + 9t+ 2
3
pi) cos(2pi(x+ 2y)) exp(−t), x ∈ Da
(C.15b)
Q(1)y =
(1 + 43pi) cos(2pi(x+ 2y)) exp(−t), x ∈ Dx(1 + 9t+ 4
3
pi) cos(2pi(x+ 2y)) exp(−t), x ∈ Da
. (C.15c)
Convergence analysis for two different sets of meshes are presented: One that
has uniform elements over the whole domain and another that always guarantees
that parameter discontinuities lie on cell edges, see Figure C.7. The correspond-
ing errors and convergence rates are shown in Figure C.8. We observe third order
convergence for both kinds of meshes. Even though discontinuities of the param-
eters and the source do not fall on edges, we do not observer a reduction to first
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(a) Errors uniform mesh (b) Errors checkerboard mesh
Figure C.8: P1 closure with periodic symmetric smooth solution on checkerboard
geometry: Errors and convergence rates.
order since the solution itself is smooth.
Example C.6. Smooth checkerboard test-case
Contrary to previous convergence studies, here we do not use the method of man-
ufactured solutions to study convergence rates, but instead compare a solution to
a reference solution computed on a very fine grid with a very small time step.
Again, we use the checkerboard geometry shown in Figure 6.7 and the two sets
of parameters
σs = 1, σa = 0 (C.16)
for the scattering, orange or white regions and
σs = 0, σa = 10 (C.17)
for the absorbing, black regions, as in the previous example.
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Figure C.9: Smooth checkerboard test-case: L1-errors and convergence rates.
We compare solutions at time T = 1.0, prescribe zero initial and boundary
conditions and define the following smooth source
Q(0) :=
4pi sin4(x− 3) sin4(y − 3), x, y ∈ [3, 4]0, else (C.18)
located in the center of the domain.
We compare convergence rates for two different kinds of meshes: uniform
meshes and meshes where parameter discontinuities always fall on cell edges,
shown in Figure C.8 (a) and (b) respectively. Figure C.9 shows the L1-errors
and convergence rates for Example C.6. Optimal convergence necessitates the
latter kind of mesh, while the convergence rate for the uniform mesh drops to
first order. This shows the benefit of the RKDG-method in having flexibility in
the choice of mesh one uses.
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Appendix D
Schematic flowchart of algorithm
Figure D.1 shows a schematic flowchart of the algorithm described in Chapter
5. All involved or expensive computations run in parallel on multiple processors
and, apart from pre- and post-processing, only minor assignments and the writing
of output runs in serial.
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D. SCHEMATIC FLOWCHART OF ALGORITHM
initialization and
pre-processing of
data-structures
compute DG solution
from initial value
limiting
set
tind = 0
set i = 1
compute i-th inter-
mediate RK-step
limiting
i == 3? i = i+ 1
write output
for time tind
tind ==
tend?
tind =
tind + 1
post-processing
parallel
parallel
parallel
parallel
RKDG algorithm
no
yes
no
yes
Figure D.1: Flowchart of the algorithm
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