Abstract-We consider in this paper the mobility challenges that emerge in the context of vehicular wireless communications. Specifically, we research the problem of estimating the mobile doubly selective channels for the IEEE 802.11p orthogonal frequency-division multiplexing-based communication. To mitigate some of the major challenges imposed by the time-varying vehicular environments and to solve this estimation problem a new standard-compliant channel estimator block is proposed. The estimator structure is an innovative construct stemming from the idea of subcarrier frequencies self-organization, which leverages intersubbands connections through decision directed feedback, spectral smoothing, and time tracking. Comparisons between the new method and existing alternatives already indicate that the proposed scheme outperforms the latter. Furthermore, the bit error rate (BER) and frame error rate (FER) performance of the new estimator is close to the one with perfect channel state information for low and medium SNRs.
A Self-Organizing Frequency Approach to 802.11p Channel Estimation rely on these protocols to deliver services to road users under different regionally enforced schemes, e.g. the European ITS architecture [4] . One of the main challenges of ITS communication is the varying nature of the vehicular channels. Different measurement initiatives have shown that vehicular environments yield harsh wireless media with high Doppler shifts and large delay spreads. A good overview of such measuring initiatives and their results are given in [1] , [5] , [6] , and references therein. It thus follows that the problem of channel estimation is particularly challenging in the WAVE context. Specifically, channels are selective in both time and frequency due to motion and multipath effects. Furthermore, the channel statistics of the vehicular channels is non-stationary [1] , [6] . Thence, the WAVE channel estimation problem has two branches, i.e. the channel frequency response (CFR) estimation, and respectively, the estimates tracking in time-varying channels.
The challenges enumerated above are not entirely mitigated by the IEEE 802.11p OFDM based PHY layer [7] . The IEEE 802.11p PHY is derived in fact from the legacy WiFi standard IEEE 802.11a PHY with a couple of modifications, i.e. halved bandwidth and higher carrier frequency [3] . These changes aim at exploiting the currently available radio chips implementations allowing a shift from the standard WiFi to the vehicular one with relatively low costs. However, as a result, the 802.11p is not good in handling some of the undesired effects of the mobile vehicular channels. Concretely, the standard can cope with large delay spreads given the halved bandwidth and extended guard interval (GI), but it cannot properly resolve the high Doppler shifts and subsequent timeselectivity by itself due to poor pilots arrangement [6] . It so follows that more complex channel estimation approaches than the least squares (LS) estimator implemented by most commercial off-the-shelf (COTS) devices are necessary for robust communication.
The IEEE 802.11p standard has already been amended to the IEEE 802.11 collection for more than 5 years [3] , and it constitutes in fact the proposed main communication scheme for dedicated short range communication (DSRC) Consequently, a low-latency standard-compliant robust channel estimator is highly desirable.
A. Related Work
It is therefore natural that a lot of research has been done related to this topic particularly to IEEE 802.11p. A good survey and overview of most of the existing works in the field can be found in [8] . There, the authors differentiate between standard and non-standard compliant channel estimators and rate their performance and complexity in [8, Table 3 ].
The non-compliant estimators arise from the time when IEEE 802.11p was still a draft proposition. Hence, they mostly employ some changes in the pilot structure which were not absorbed by the standardization bodies. For example, the midamble based estimator [9] , [10] uses pilot blocks inserted in the packet at the PHY layer. The time domain least square estimator in [11] leverages sequenced PN based preambles and time domain estimation. The iterative estimator based on generalized discrete prolate spheroidal sequences [12] makes use of a postamble and a reserved header bit to reduce its computational complexity and to preserve its performance. In more recent works, the approach of introducing auxiliary midambles or postambles in the payload to help with the estimation has been moved up to the network layer (NET) layer [13] . Although such methods may provide good solutions, they do not adhere to the standard and do not allow interoperability with compliant devices under same performance returns.
On the other hand, the IEEE 802.11p-compliant channel estimators use different strategies to make the most out of the existent features of the standard, and respectively, of the communication scenarios. For instance, in [14] the Wiener filter and a decision directed feedback are used to adjust the original LS estimates and deliver the minimum mean square error CFR. This solution requires knowledge of the channel statistics which needs to be computed via the CFR covariance matrix. Hence, it introduces both a high computational complexity and a high latency as the processing is done per packet rather than sequentially. A similar decision directed feedback approach is taken in [15] to correct the intermediate LS channel estimates and to track the vehicular channels. However, in here, the estimation is performed in the time domain to leverage the received signal power for estimation. Furthermore, by performing the time domain channel estimation, CFR smoothing is achieved based on truncating the number of propagation paths to a threshold value. This method requires however a pseudoinverse calculation for the time domain estimation. Another smoothing and decision directed scheme is used by the spectral-time averaging (STA) estimator [16] . The CFR estimation is done in this case in frequency domain via LS and then further improved by spectral filtering with a moving average squared window. This intermediate estimate is averaged with the old CFR to produce the updated version used in equalization. In [17] , the authors use the same intermediate CFR estimation and feedback structure as [16] , but introduce the concept of constructed data pilot (CDP) based on the channel correlation of adjacent OFDM symbols. This technique is then slightly refined for an improved low SNR performance in [18] . An iterative approach to channel estimation based on factor graphs is introduced in [19] . Here, the estimation is performed across the edges of a factor graph with observable and emitting nodes containing the received signals, and respectively, the estimated CFR. The estimation is thus the result of a soft decision maximum a posteriori directed feedback which is iteratively ran in order to improve the current estimate. A scalable complexity/performance tradeoff is suggested to reduce the complexity introduced by the iterations. As a result, the performance decreases significantly for lower complexity schemes.
B. Paper Contributions
• We present a new practical channel estimation framework applicable to varying mobile channels based on the concept of self-organization of the subcarrier frequencies.
• We use both the time and frequency correlations of the orthogonal subcarriers to estimate and to adaptively organize the CFR.
• We validate the proposed sequential estimator through an IEEE 802.11p fully compatible link-level simulation based on the V2V and V2I channels from [20] . In this we show that good results close to the zero-forcing with perfect channel state information (CSI) knowledge can be achieved with the proposed channel estimator.
• We provide a complexity analysis in order to prove the implementation feasibility of the method and its expected real-time performance.
• We present detailed BER and FER results of the simulations comparing the proposed channel estimator with some of the most relevant state of the art solutions. In addition, we provide insightful comments about some particular challenges of the varying mobile channels that reduce the system performance and need special attention.
C. Paper Overview
In Sect. II an overview of IEEE 802.11p is given and the system model and general considerations are introduced. Sect. III presents the general structure of the proposed channel estimator. The practical aspects of the implementation for the introduced estimation scheme together with its complexity overview are discussed in Sect. IV. The simulation results and their follow-up comments are outlined in Sect. V, while the paper is concluded by Sect. VI.
II. IEEE 802.11P & THE SYSTEM MODEL
The IEEE 802.11p PHY is based on the OFDM technology [3] . Consider therefore an OFDM communication link where encoded data modulates N parallel orthogonal subcarriers [21] . The modulation and demodulation are based on linear transforms upon the IDFT and DFT matrices. The orthogonal modulated carriers are further multiplexed into a stream of OFDM symbols which are each appended with a GI of length G to avoid intersymbol interference (ISI) and intercarrier interference (ICI). The OFDM symbol stream is then up-converted to the carrier frequency f c of the system and sent over the wireless channel. The transmission is therefore framed containing a varying length I of OFDM symbols which spread over a fixed system bandwidth B. The receiver (RX) front-end captures the transmitted frames and samples them at the rate T s = 1/B being responsible for the detection and equalization problem. A depiction of an OFDM transmitter (TX)-RX PHY link is portrayed in Fig. 1 . This OFDM signal processing paradigm applies as well at the IEEE 802.11p PHY level [3, Ch. 18] . More concretely, IEEE 802.11p operation is defined through its system parameters tabulated in summary in Tab. I.
The mobile wireless channel which attenuates the signal from TX to RX is time-varying and, as mentioned, contains multipath propagation and large Doppler shifts [22] . A classic abstract time-delay domain definition of such a channel based on a tapped-delay line (TDL) representation is Furthermore, multiple field test trials [6] , [22] , [24] show that the V2X channels have typical delay spreads shorter than the GI duration as depicted in 802.11p standard. As a result, ISI due to multipath propagation can be as well neglected. Consequently, one could summarize the discrete frequency transmission equation after the cyclic prefix removal as
The symbol sequence number is denoted thus 
To initialize the channel estimator and to be able to leverage (3), the standard embeds block pilots as training symbols at the beginning of each IEEE 802.11p frame. Hence, two OFDM symbols containing known BPSK modulated data form a preamble which can be used for obtaining an initial channel estimate. This constitutes in fact the LS estimation scheme of most COTS receivers which equalize the frame OFDM symbols based only on this initial estimate. Additional four BPSK comb pilots are inserted during each OFDM symbol at predefined subcarrier positions, i.e. K P {−21, −7, 7, 21}. The reduced frequency resolution of these comb pilots and the long delay spread of the vehicular channels make the use of these pilots for channel estimation rather difficult. Nevertheless, they still provide support in correcting the equalization phase offset or in calculating meaningful time domain correlations.
From the subcarrier perspective, the IEEE 802.11p frame has a total of 64 subcarriers indexed as K {−32, −31, . . . , 30, 31}. Besides the comb pilots reserved subcarriers, 12 others are nulled, i.e. 11 side subcarriers to avoid interchannel leakage effects, and respectively, the DC to avoid any DC offset [3] . Thus, K N {−32, −31, . . . , −27, 0, 27, 28, . . . , 31} represents the null subcarriers subset. The encoded and modulated data is then assigned to the data subcarriers K D K\(K N ∪ K P ). These are the input to the equalizer and therefore accurate CFR estimates for these subcarriers are desired. An overview of the time-frequency domain of subcarriers distribution within IEEE 802.11p is shown in Fig. 2 .
III. THE SELF-ORGANIZING FREQUENCIES ESTIMATOR
An OFDM single-input single-output (SISO) system implementing a PHY TX-RX link based on the parameters of IEEE 802.11p as introduced in Sect. II is considered. Hence, a wireless channel selective both in frequency and in time is the object of estimation. Ideal incoming frame detection and synchronization is assumed on the RX side. A solution based on self-organizing frequencies is proposed in the sequel to mitigate the time-varying channel effects on the transmitted symbols.
A. Frequencies Self-Organization
Self-organization is not a new concept, as it can be found across a myriad of disciplines. Originating from the natural and biological sciences, the term has gained momentum over the last decades also in Engineering and Computer Science fields. For instance, an emerging use of self-organization is undergoing in wireless sensor networks [25] . A broad discussion about self-organization is out of the scope of this paper, but we describe below what the concept stands for and how we use it in estimating the channel in an OFDM system.
Loosely speaking, self-organization is the process where a global pattern emerges based on numerous local decentralized interactions of a system's components [26] . One of the advantages of OFDM systems over single carrier ones is the orthogonality of frequency carriers. In this sense, the OFDM subcarriers can be regarded as separate sub-systems which can be processed in parallel. Consequently, we regard them as separate sensing units capable of detecting the channel effects induced within their subbands on the transmitted symbols [27] . Nevertheless, they are connected through the physical channel which introduces correlations among adjacent such units in both time and frequency domain. We thus take advantage of these relations to obtain a more accurate CFR estimate. And the collection of the CFRs over each transmitted frame represent the target pattern.
This estimation is practically achieved through a careful filtering of the subcarrier sensed channel subbands and their aggregation into a block CFR estimate. The filtering is controlled adaptively by local relations among the individual subcarrier channel estimates which lead to a self-organization into the overall CFR. Concretely, the main filtering tools used are least squares subcarrier estimation, decision directed feedback, spectral moving average and correlation based tracking. A diagram of the SOF estimator overall structure is given in Fig. 3 and its algorithm is summarized at the end of this section.
B. Initialization
Consider the two block training symbols in the preamble as
After the computation of the DFT on the synchronized received symbol, the DC component can be integrated into the estimation problem. To avoid division by 0 we consider the DC subcarrier channel estimate to be always the average of its left and right neighbors. The objects of the channel estimation problem are therefore the k−subcarriers with k ∈ K S .
It is assumed that the wireless channel remains the same over the first two training symbols. This assumption is validated in practice [7] , and hence, the knowledge of both two long training symbols X T can be used to obtain an initial channel estimate for H 0 . Applying the LS estimator from (3), the estimateĤ 0 (k) is obtained
However, (5) still contains a noise distorted component given (2) . To reduce this noise component we apply moving average filtering on the estimateĤ 0 and obtain the initial estimate of the SOF estimator
In (6), MA(·) denotes the moving average (MA) filtering which will be detailed later in Sect. III-D.
C. The Feedback Loop
The previous estimate of the SOF estimatorĤ S O F,i−1 is used to obtain the candidate transmitted symbol estimatê
To track the dynamic channel changes, some reference block pilots would be needed as in the estimator initialization step. However, such block pilots are not available and using the comb ones does not provide sufficient resolution to mitigate small scale effects via interpolation methods. Consequently, feedback is applied to generate noisy pilots which are then used as the block training symbols within the standard to obtain new current intermediate channel estimates. The decision directed feedback scheme is a common construct in OFDM systems used to update the CFR based on intermediate decoded symbols and simple vector algebra. It is in fact applied to combat the fast-fading channel effects such as the ones described for the case of vehicular channels, i.e. mainly Doppler shift. Therefore, most of the literature channel estimators dedicated to IEEE 802.11p apply this solution [16] [17] [18] .
The idea is taken then further by introducing in the feedback loop decoding and encoding capabilities which can reduce the equalization errors by means of error correction codes. This extension is mainly the principle behind turbo equalization [28] , [29] where the feedback loop is ran iteratively on a symbol until a stopping criterion is met. For instance, the iterative channel estimators [12] , [19] use similar concepts and schemes. While this approach may produce good channel estimates near the optimal detector, it comes with high computational load and complexity/performance trade-offs need to be made for practical development, see for example the introduction of legacy non-compliant postamble in [12] , and respectively, the iteration limitation policy in [19] .
On the other hand, the SOF uses just a one hard-decision pass through the already standard Viterbi decoder and an additional convolutional encoder. This produces an improved estimate of noisy pilots per OFDM symbol according to the Maximum Likelihood principlê
The noisy pilots are then fed back to obtain the current intermediate channel estimateĤ i aŝ
This latter estimate may still contain both residual estimation errors and noise from the received signal. Hence, the SOF applies spectral filtering to (9) in order to improve the intermediate estimate before using it in the update ruleH
D. Spectral Filtering
Eq. (10) motivates the use of post-estimation filtering to reduce residual noise inherited from the received OFDM symbols. This technique is used often in conjunction with noisy OFDM channel estimates [21] , and it can be performed in different ways, i.e. via time domain low-pass filtering, time-domain channel estimation and truncation [15] or respectively, via spectral moving average filtering [16] . As the SOF estimator operates based on frequency domain estimates, it uses for filtering a MA technique.
The desired output of such spectral filtering is the noise attenuation, and respectively, the preservation of the underlying CFR. Expanding (10) it is obtained that
Following (11) it is clear given the original assumption of zero-mean white complex noise that the second term reduces to 0 asymptotically as the filter length increases. Nevertheless, also from (11) one can remark that it is important for the estimated pilotsX T X,i (k) to be accurate in order forH i (k) to approach the real channel realization. Therefore, decoding and error correcting are performed on the feedback loop to improve the quality of the noisy pilots. In the case whenX T X,i (k) = X i (k) the error biases the channel estimate away from the real H i (k). However, provided that an error is unique across the filtering support and the channel is relatively flat in that particular region, a MA recovery of the filtered estimate close to the real H i (k) is possible.
To achieve the filtering goals listed above the use of a maximum entropic sampled and truncated Gaussian kernel as the MA filter window is proposed
where [·] tr denotes the MA filter taps truncated above the tr ∈ (0, 1] value and normalized to unity sum. The filtering window is centered at k with taps n = . .
. . located symmetrically around k and depending on the filter length, which is discussed below.
As the discrete Gaussian kernel (12) has infinite support, this needs to be truncated to a number of discrete taps l which will be used in MA filtering. By truncation, it is desirable to preserve the bell shaped Gaussian characteristic curve with exponentially decaying sides. Thus tr is used as a truncation threshold to discard the too small samples of the Gaussian kernel. Moreover, considering l 2w * + 1 as the number of filter taps after such a truncation, it follows that for a fixed filter length l, tr and σ are related by
with the σ solution
From (13) and (14) it is clear that a specific w * value, and implicitly a filter length l, can be achieved by controlling tr and σ . Furthermore, both tr and σ determine the shape of the filtering window. However, the key observation here is that tr is a coarse tuning parameter and σ is the fine tuning one which needs to be handled with care. For instance, consider 3 choices of tr, i.e. tr 1 = 1, tr 2 = 0.5, tr 3 = 0.1. Given (13), tr 1 = 1 leads to essentially no filtering, as the filtering window is a spike of value 1. The choice tr 2 = 0.5 allows the kernel to have multiple taps. However, the normalization flattens the shape of the filtering window given the fact that the leftmost and the rightmost extremities are 0.5, while the central sample is 1. Lastly, tr 3 = 0.1 allows multiple taps as well and preserves simultaneously after truncation the bell shape of the Gaussian kernel as the sides have low contributions compared to the central component. Hence, the key insight is to pick a small value tr 1 and then use (14) to fine tune the filtering window by σ up to a desired filter length l. Thus, we fix tr = 0.01 to provide enough side lobes separation from the central peak frequency during filtering.
Furthermore, the maximum number of taps is limited to l max 11 in order to prevent excessive filtering and keep complexity at reasonable levels. Hence, applying (14) the l and σ pairs from Tab. II were obtained.
In addition, (11) suggests that filtering is influenced by both the SNR, and respectively, by the channel frequency selectivity. Consequently, we introduce in the sequel a method to estimate the SNR and a measure of channel selectivity to control σ and implicitly the filtering.
The algorithm proposed in [30] is used to robustly estimate the SNR in practical OFDM systems. It leverages the assumption of a static channel over the preamble, and respectively, the two repeating BPSK modulated block pilot symbols of the preamble. The noise power is thus estimated by averaging the squared difference of the training received symbols and then this estimate is used to derive the SNR for the current frame. The main assumptions in [30] are applicable to IEEE 802.11p, and so, reliable SNR estimates can be achieved asρ using this method.
The CFR frequency bears an implicit correlation among adjacent subcarriers despite its frequency selective nature. Therefore we compute the normalized frequency correlations
for s ∈ S = {0, 1, . . . , 5} given the restrictions on the filter length, i.e. l max = 11. Eq. (15) 
and respectively,
such that σ is controlled as
by the SNR estimateρ and the normalized correlation
Concretely, following (14) and (16)- (18), for low SNR a long and spread filtering window is chosen fitting to roughly 30% miscorrelation, while for a high SNR a short and narrow one accounting to 10% subband miscorrelation is used. At a certain threshold value ρ σ , the filtering is stopped completely as it does not provide any gain, but in fact degrades the estimates. This is what happens for high SNR.
Lastly, in order to maintain the spectrum shape of the CFR at the side frequencies where the filter length exceeds the nonnull subcarriers, a non-symmetric "discard and renormalize" approach for the Gaussian window is applied to the extra taps.
E. The Update Rule
To cope with long frames in mobile environments, the SOF needs to also track the CFR as this may change significantly compared to the beginning of the frame. Thence, the intermediate channel estimateH i (k) is combined with the previous estimateĤ S O F,i−1 (k) in order to produce the final estimatê H S O F,i which is then passed to the final equalizer. The proposed update rule iŝ
The tracking filter in (19) for time series prediction [31] . Nonetheless, the time-varying channel statistics cannot be considered wide-sense stationary, but in fact there exists a high degree of correlation in time between adjacent channel realizations [1] , [7] . Hence, these correlations of channel subbands between consecutive OFDM symbols should be leveraged to track the wireless mobile channel and to obtain a better CFR estimate. Let then γ be computed as
where the fraction is positive and upper bounded by 0.5 as the maximum is attained forĤ
The scaling factor c(ρ) is a confidence coefficient for the current channel estimate which depends on the SNR as
Insofar from (19) and (20), and respectively, from the above remarks, in low SNR regimes γ (ρ) is slightly less than 0.5. This increases with the SNR up to a threshold value ρ c where the intermediate estimate would gain significantly more confidence over the current CFR estimate given a high degree of correlation between the two. The high level idea of the update rule is depicted graphically for a subcarrier frequency k * in Fig. 4 .
From (7) and (8) it is clear that there may be situations where
However, (7) shows that this may happen not only due to an erroneous channel subband estimate, but also because of low SNR. Hence, in the case of low SNR relative to a constellation scheme, (19) is applied for all k subcarriers. On the other hand, given a sufficiently high SNR, the error is considered to be generated by an erroneous previous channel estimate, and hence for those subcarriers k ∈ K Err the intermediate channel estimate is considered correct. The delimiting SNR where the 
Hence, to fully trust the intermediate channel estimates (22) requires the SNR to provide a separation of at least 5 times the halved constellation specific minimum distance given the noise Gaussian complex distribution CN (0, σ 2 w ). A summary for the IEEE 802.11p constellations ρ M threholds is listed in Tab. III To summarize, the SOF algorithm is presented explicitly in Alg. 1.
IV. SOFTWARE SIMULATION & COMPLEXITY ANALYSIS

A. Software Testbed & Channel Selection
In Sect. III we have introduced a new parametric channel estimator for vehicular communications based on the IEEE 802.11p standard. To compare our estimator with some of the best performing ones in the literature, software experiments were performed using a common test infrastructure for all the estimators.
The used testbed was a self-implemented MATLAB solution simulating a TX-RX PHY link level at baseband for IEEE 802.11p. This was done following the parameters in Tab. I, and respectively, the diagram in Fig. 1 . Simulations were run for 200 frames each with independent channel realizations at multiple PHY service data unit (PSDU) lengths, i.e {100, 300, 800} Bytes, typical for different ITS applications.
The modeling of vehicular wireless channels represents by itself a broad emerging communications topic [32] . Multiple studies and measurements have been performed in this respect as outlined in [1] . The key features of time-varying mobile wireless channels have already been discussed throughout the paper, especially in outlining the estimation problem and its challenges. As the channel modeling is not the focus of the current paper, we briefly mention some of the latest works and direct the reader to their corresponding references.
A general introduction and good surveys of the main features of vehicular channels and current models are provided by [5] , [22] , and [32] . Hence, in the literature exist non-geometry-based channel models (NG) and geometrybased channel models (GB). The NG channels are based on extensive measurement campaigns in different environments which are meant to extract the statistics of the communication link and enable the synthesis of TDL models such as the one in (1) . Some examples of such models are [20] and [33] . These capture essential mean information about the physical transmission media such as average power loss, mean delay and mean Doppler spread which are sufficient for a fair system wide assessment. However, they leave out scenario based geographical information and mobility traces. On the other hand, the GB models include a more complete description of the vehicular channels, modeling in fact particular scenarios. Hence, they are more accurate in depicting geographical information, mobility traces, scatterer diffusion and distribution. These are modeled either deterministically through ray-tracing methods or stochastically by applying channel measurement statistics to simplify deterministic raytracing. Such models are described under different perspectives and signal processing paradigms in [34] [35] [36] [37] [38] .
Regardless of the existent literature on the vehicular channel estimation, there is still not a standardized performance validation reference channel model for ongoing research on IEEE 802.11p. However, a relatively popular stack of vehicular channels for general system validation is the one presented in [20] , and respectively, detailed in [24] by Acosta-Marum. The models in this set are based on the TDL. They are popular due to their clear description and ease of implementation in software systems, such as MATLAB. A succinct summary of the six channel models proposed is given in [20] . Out of the six models available in this stack the results related only to the first two are presented in this work due to space considerations. The models are respectively: the vehicle-to-vehicle express-way oncoming at 300-400 m V2V, and respectively, the vehicleto-roadside unit urban canyon 100 m V2I, see Tab. IV. These were chosen as representative as they model two scenarios of highly importance to ITS applications, i.e. V2V highway and V2I urban canyon. Furthermore, to provide a validation reference for time invariant channels as well, the AWGN channel was simulated alongside the ones in [20] . These results are also included in the discussion.
B. State of the Art Sequential Estimators
Based on the sequential IEEE 802.11p-compliant decoding scheme of the SOF estimator, similar state of the art solutions were selected for comparison. Concretely, the non-iterative estimators STA [16] , CDP [17] , [18] , and respectively, SNR-assisted modified constructed data pilot (SAMCDP) [18] were chosen. Out of these, the STA provides the best accuracy in low SNR regimes, while the CDP presents good performance of BER for high SNR operation. The SAMCDP estimator is an improvement over the CDP for lower SNR regions which still provides the similar CDP high performance at high SNR. Furthermore, in comparison the LS estimator and zero-forcing with perfect CSI knowledge were also added. The LS is meant to outline the performance improvement over the current default solution in COTS, while the CSI optimal estimator constitutes the ideal reference target.
C. The SOF Implementation & Complexity Analysis
The implementation of the SOF estimator followed Algorithm 1, while the ones of the state of the art estimators and their prospective parameterization followed their referenced works. In the sequel, we discuss the configuration of the SOF estimator. Given Sect. III and Eqs. (18) and (21), it is clear that the SOF algorithm is mainly configured by two parameters, i.e. ρ σ , the threshold of turning filtering off, and respectively, ρ c the threshold of allowing full confidence for the intermediate channel estimates. We discuss further a suboptimal but practical strategy to set the two parameters since optimizing the SOF for each simulated channel would be impractical. Both parameters should be picked in the high SNR region as they define simultaneously the piecewise continuous ramps which control the filtering, and respectively, the adaptation, and so, choosing ρ σ or ρ c low severely decreases performance.
Consider first ρ c , we set this value to ρ c 30 dB as at this point the intermediate channel estimates should be reliable for all modulation schemes available to IEEE 802.11p. In this sense, Tab. III shows that at roughly 30 dB even the 64QAM modulated symbols should provide enough separation to become detectable with low error rates. At the same time, based on (21) the adaptation rate γ (ρ) increases steadily with the choice of ρ c thus having a more moderate value in low and medium SNR regimes as desired.
Secondly, given (18), it is clear that the filtering is reduced as long as the SNR increases and the channel is frequency-selective, so some of the non-desirable effects of excessive filtering are reduced by this mean only. On the other hand setting ρ σ too high will reduce the channel frequency-selectivity and it will eventually smear it out if not stopped early. Following the same strategy as for ρ c and balancing the observations from above, we set ρ σ 30 dB as well as at that point there is a very high chance that the filtering will start reducing the SOF performance.
The SOF estimator is sequential, and hence, a complexity analysis would be of interest for comparison to the other estimators considered, i.e. LS, STA, CDP, and respectively, SAMCDP. An overview complexity comparison can be made across the 4 estimators in terms of the standard Landau notation [39] . This provides a high level time complexity description without being necessary to go further into detail of counting FLOPS or individual operations. As all the estimators are sequential, it is therefore sufficient to look into the complexity it takes for each of them to process a single OFDM symbol. This can then be scaled by the length I of the frame to yield the complexity over a frame. For simplicity, we drop the indices and denote the total number of subcarriers to be estimated as N. A breakdown of the SOF time complexity per performed operation according to Alg. 1 is given in Tab. V.
The constraint length of the forward error correction code (FEC) is K = k − 1 = 6, and so, the run time of the Viterbi decoder is O(2 6 log 2 (|M|) · N) as for each encoded bit, i.e. log 2 (|M|) · N, all the 2 6 paths of the constraint length are surveyed [40, Ch. 8.8.2] . Furthermore, l ≤ l max = 11 as introduced in Sect. III, which leads to linear complexity for the spectral filtering in terms of N. As a consequence, the time complexity of the SOF over an OFDM symbol is linear in N, i.e. O(N). In addition, as N is fixed by the IEEE 802.11p standard, this results in a linear time complexity per frame given an arbitrary frame length; hence, for a frame length of I , the SOF has complexity O(I ).
All the other 4 estimators have linear time complexity depending on the number of OFDM symbols in a processed frame. Nevertheless it is fair to say that they are faster in practice than the SOF given the lower number of operations per OFDM symbol they undergo, and hence, smaller constants in Landau notation. A clear assessment in this case, also following the observations in [18] is that LS < CDP < SAMCDP < STA < SOF.
V. COMPARISON WITH THE STATE OF THE ART
In this section we evaluate and comment the results of the performance simulations. For this purpose we make use of the Figs. 5 -8 .
Precisely, Figs. 5 and 6 display 3 different performance measures, i.e. BER, FER and MSE, across all tested estimators for the vehicular channels V2V, and respectively, V2I from Tab. IV. Qualitatively it is clear from both of them that the proposed SOF estimator is better over the entire SNR range than all the state of the art estimators; the remark holds for both QPSK and 16QAM modulation. This is a general observation remarked across the six models in [20] , but in here we detail due to space constraints only the two cases selected in Tab. IV. From both Figs. 5 and 6 it is easy to notice that the SOF estimator is close to the optimal receiver within a distance of 3-6 dB for a SNR up to 24 dB in both cases, and respectively, for both modulations, i.e. V2V, V2I, and respectively, QPSK, 16QAM. This suggests on one hand that the considerations made related to the configuration of ρ σ and ρ c were practical. On the other hand, it also shows the added value of building up noisy pilots based on the Maximum Likelihood criterion for the current OFDM symbol compared to using previous OFDM symbol decisions correlations as the CDP proposes. This gain is clear also from the parallel BER curves in low noise regimes between the SOF and the optimal receiver. In addition, the smooth BER curves of the SOF validate the modeling assumptions made for both the filtering and tracking operations of the estimator. Specifically, the soft linear control of the main parameters of the filtering and of the update works practically. From an end-to-end system perspective a quality of service (QoS) FER less than 10% is desirable. Both Figs. 5 and 6 show that for a 300 B PSDU the SOF is able to achieve such a performance already at 12 dB for QPSK and at 21 dB for 16QAM as compared to the CDP/SAMCDP which achieve this in between 27 − 35 dB depending on the channel and modulation combination. This is attained therefore invariant of the channel statistics which proves that SOF estimator is able to extract the necessary channel information to mitigate most of the vehicular channels challenges. Finally, as expected, the MSE plots within Figs. 5 and 6 show that the SOF provides the closest CFR estimate to the ideal one out of all the non-ideal estimators compared.
One particularly interesting remark coming out of our tests is that the SOF presents an asymptotic behavior with respect to the SNR in terms of BER performance. This effect is visible at the other state of the art simulators as well. It suggests in fact that not all the vehicular channel effects on the transmitted symbols are resolved. For instance, we identified by inspection that a particularly challenging situation is the case when a subcarrier or set of adjacent subcarriers alternate the magnitude between a high peak and an extreme low in time. Explicitly, fast such changes from a strong channel subband to a very weak state which attenuates severely the received symbols are problematic and pose a challenge for accurately tracking the CFR at these local subband minima.
Consequently, this may yield erroneous bit detections at the receiver, and hence, prevent the BER to drop to 0 as SNR increases continuously.
One of the IEEE 802.11p challenges in mobile environments is that frames may be variable in length. It is therefore natural given the dual estimation and tracking problem that SOF QPSK FER across different PSDU lengths in a V2V channel (above) and a V2I channel (below). performance may decrease with the increase of payload. We look into this issue for the SOF estimator by investigating different PSDU loads of 100 Bytes, 300 Bytes, and respectively 800 Bytes for the vehicular channels considered at QPSK modulation. The payloads of 100, 300 and 800 Bytes yield for the QPSK modulation respectively, 17, 50, and 134 payload OFDM symbols.
These are typical message sizes given the ITS architecture and its applications stack [4] . For instance, the 100 B messages could come from a safety application, the 300 B could represent cooperative framed localization data, and the 800 B payload could correspond to a streaming application. In any of this cases good system performance is desirable. This is achieved by SOF as Fig. 7 clearly outlines. It can thus be seen that the FER is almost invariant to the payload regardless of the vehicular channel considered. This validates the CFR tracking proposed by the SOF estimator.
Finally, Fig. 8 displays the performance of the considered estimators in the AWGN channel for QPSK and 16QAM modulations. As in this case a single-path stationary channel is considered, the estimators are checked against possible biases introduced by their tracking and update rules. In this situation, the LS estimator is considered the reference as it ensures linear optimal equalization for each OFDM symbol. From Fig. 8 it is easy to see that the proposed SOF estimator does not introduce any performance degrading bias, and in fact by means of spectral filtering improves slightly the LS estimate. This remark holds also for the STA. On the other hand, the CDP family of estimators introduces a bias through their update rule based on previous symbol correlation. The SAMCDP is better than the CDP in this case due to its soft decision update rule. Lastly, the slightly improved FER performance of the SOF over the STA in Fig. 8 for very low SNR is a direct result of a more efficient filtering in frequency and time domain which validates once again the subsequent modeling and decision taking in the SOF scheme.
VI. CONCLUSIONS AND FUTURE WORK
The problem of channel estimation and tracking for vehicular wireless access has been studied in this paper. The effects of the time-varying channels with multipath propagation, challenging delay spreads and high Doppler shifts have been considered. These lead to limitations in the performance of the communication link which requires in response good channel estimation schemes. A survey of the related work has shown that the current solutions which are compliant to the IEEE 802.11p standard are either good but highly complex due to high computational iterative schemes or computationally light but with low FER performance. As a consequence, a sequential channel estimator has been proposed. This is based on the concept of self-organization of frequencies and it does not need a priori information about the channel statistics as it operates based on decision directed feedback, spectral filtering and time averaging controlled internally by relations among the subcarrier frequencies defined within the IEEE 802.11p standard.
In addition, a practical set of directions for configuring the estimator was introduced and detailed. Extensive simulations have been carried which validated the proposed scheme under realistic assumptions and channel models. The results of these simulations have furthermore shown that the proposed estimator, namely the SOF, is capable of achieving FER performance close to the optimal receiver with ideal CSI. This constitutes a significant performance increase at an asymptotically linear computational cost with respect to the length of the received frame.
