Abstract-Extracting full-body motion of walking people from monocular video sequences in complex, real-world environments is an important and difficult problem, going beyond simple tracking, whose satisfactory solution demands an appropriate balance between use of prior knowledge and learning from data. We propose a consistent Bayesian framework for introducing strong prior knowledge into a system for extracting human gait. In this work, the strong prior is built from a simple articulated model having both time-invariant (static) and time-variant (dynamic) parameters. The model is easily modified to cater to situations such as walkers wearing clothing that obscures the limbs. The statistics of the parameters are learned from high-quality (indoor laboratory) data and the Bayesian framework then allows us to "bootstrap" to accurate gait extraction on the noisy images typical of cluttered, outdoor scenes. To achieve automatic fitting, we use a hidden Markov model to detect the phases of images in a walking cycle. We demonstrate our approach on silhouettes extracted from fronto-parallel ("sideways on") sequences of walkers under both high-quality indoor and noisy outdoor conditions. As well as high-quality data with synthetic noise and occlusions added, we also test walkers with rucksacks, skirts, and trench coats. Results are quantified in terms of chamfer distance and average pixel error between automatically extracted body points and corresponding hand-labeled points. No one part of the system is novel in itself, but the overall framework makes it feasible to extract gait from very much poorer quality image sequences than hitherto. This is confirmed by comparing person identification by gait using our method and a well-established baseline recognition algorithm.
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INTRODUCTION
F INDING the articulated motion of walking people is an important task in many applications, including analyzing gait for medical, biometric, or entertainment purposes. Because of articulation, the motion will be complex with constantly changing shapes. If the goal is simply tracking the position of a walker, then much of this complexity can be treated as noise. For our purposes, however, we aim to extract useful information concerning limb position and dynamics, etc. In many practical applications, the motion will take place in a cluttered dynamic environment, making segmentation difficult or ambiguous [1] , [2] , [3] . In addition, a walker may be partially obscured by objects in the environment and/or carrying a bag or wearing a coat or other clothing that occludes part of their walk, thereby complicating the problem.
Our goal is to develop a flexible and easily extensible framework capable of dealing with the uncertainties inherent in this application. To this end, we have adopted a Bayesian approach exploiting strong prior information about how humans walk. By strong, we mean very basic, almost inviolable knowledge such as the fact that all humans have a head and two legs, with each leg jointed at the knee. This strong prior information is imposed by a two-dimensional (2D) articulated model of a walker, which can be easily extended, for example, to allow for the walker carrying a bag or wearing a coat or skirt. The method works by fitting the articulated model to silhouettes extracted from fronto-parallel image sequences (for which a 2D model is considered adequate). At this stage, we consider only walkers moving perpendicular to the camera as this is typical of the current state-of-the-art and because we have a large database collected under these conditions. As well as exploiting prior information about body articulation, knowledge of the characteristic, dynamic movement of the body was built into a hidden Markov model (HMM). The adopted framework also allows us to learn the statistics of normal walkers from high-quality video images. In Bayesian language, we can use good data to obtain a posterior for the model parameters; this posterior can then be used as a prior when presented with noisy data. Such "bootstrapping" via Bayesian updating prevents us having to obtain extensive statistics of human walkers manually, which might otherwise make this approach prohibitively expensive. Because we aim to extract the fullest information about articulated motion that the image quality allows, rather than to track walkers in real time, it is highly advantageous to process the whole sequence of images. In this way, and combined with the use of prior information, we can obtain a global solution that, for instance, copes with extreme noise, occlusions, etc.
The remainder of this paper is structured as follows: In Section 2, we present the background to this work, emphasizing similarities and differences to related works in the literature. Section 3 describes the image data used in this study. In Section 4, we outline the Bayesian framework for extraction of gait. Results for model fitting are presented in Section 5. In Section 6, we apply the method to person identification by gait. Section 7 concludes the paper.
BACKGROUND
Since the seminal work of O'Rourke and Badler [4] and Hogg [5] , extracting human motion from video sequences by exploiting prior knowledge in the form of an articulated model has become a classic problem in machine vision. Landmarks in the subsequent development include the publications of Baumberg and Hogg [6] , Rohr [7] , and Ju et al. [8] -see Aggarwal and Cai [9] for a review. More recently, the availability of large databases and the increased power of computers have led to a number of leading groups tackling harder variations of this problem and reporting preliminary results at conferences in the last two years (e.g., [10] , [11] , [12] , [13] , [14] , [15] ). These latter investigations share a common perspective, namely, they use a Bayesian framework in combination with a model to capture strong prior information which is learned from data. The originality of these approaches is not so much in the techniques used (although many of these papers do introduce novel contributions), but, rather, in the way a system is built by combining often standard techniques. The main differentiator between these approaches is the objective being pursued. For example, in the work of Zhang et al. [15] , the aim is to extract as much information aspossible fromaclutteredscene(infact,thesame database that we use here) in order to fit a high-quality model; while, in the work of Lan and Huttenlocher [13] , the purpose is to fit a simple model to a walker with extreme pose variations. The type of prior information used (for example, whether dynamic information is exploited) depends on the task.
The work reported in this paper, although developed entirely independently (initiated in September 2002), fits into this paradigm. What makes it different is that our objective has always been to build a system that can handle high levels of noise including external occlusions and occlusions due to clothing or bags. Although we use the same database as Zhang et al. [15] , who have also produced very good results recently, we purposely made no attempt to clean up the data or use potentially unreliable information such as skin color. As a result, our system can cope with a higher level of noise than any other system that we are aware of.
In this paper, we maintain a distinction between the tasks of gait extraction and human tracking. The goal of tracking is simply to locate body position in space and time across an image sequence, whereas our concern is the identification of the position of relevant limbs. Tracking is exemplified by the work of Toyama and Blake [16] and, although many of the methods used are similar, the goals are different. The distinction drawn here is not often made in the literature since limb "tracking" amounts to extraction in our terms.
DATA USED IN THIS STUDY
This research has used a subset of the Southampton human identification at a distance (HiD) database [17] containing sequences of just over 100 walkers, viewed from the side and filmed at 25 frames per second. It consists of both high-quality (indoor) data and lower quality outdoor data, representative of a real application. There is also supplemental data of some of the walkers carrying bags, wearing coats, skirts, etc. Our concern is to devise a system that is capable of extracting gait information from image sequences at least as challenging as the outdoor and supplemental data, exploiting the highquality indoor data for initial learning. Rather than taking raw color images as input, our algorithms are designed to work with simple extracted silhouettes as described below.
The Southampton HiD Database
This database is being increasingly used in gait studies. It consists of three parts.
Indoor Sequences
These were filmed under laboratory conditions with a highquality camera, controlled lighting, and a constant green background to facilitate silhouette extraction. These data are clearly not representative of a real application scenario. For our purposes, they are treated as initial training data for learning typical body shape and motion parameters and their variations.
Outdoor Sequences
To test the potential of our Bayesian framework on data more representative of a practical application, we used the outdoor image sequences in the HiD database. These images are affected by changes in illumination, motion of trees, passers-by, and cars, and ambiguous color contrasts between the walker and background.
Supplemental Data
The database contains supplemental images of walkers carrying bags, rucksacks, wearing clothing such as long skirts or trench coats which obscure the legs, etc. Some of these have been used to test the Bayesian framework. Although collected under laboratory conditions, these represent difficult data, which stretch the methods developed in a different way from the outdoor data.
Silhouette Extraction and Normalization
For the sequences filmed indoors, high-quality silhouettes were obtained using a chroma-key technique. Silhouettes for the outdoor images were produced by background subtraction [18] . Fig. 1 shows typical examples. To explore fully the potential of the Bayesian framework with challenging data, no attempt is made to "repair" the extracted silhouettes (contra [18] ). Subsequent processing is greatly simplified if we are able to track walkers in the scene, thus allowing silhouettes to be normalized (i.e., centered in each image). Although normalization could be simply and straightforwardly done for the indoor data, the noise inherent in the outdoor data dictates the use of a relatively more sophisticated approach.
For this purpose, we use an evidence-based tracking algorithm described by Lappas et al. [19] , who extended the dynamic Hough transform to detect arbitrary shapes undergoing arbitrary affine motion. The algorithm processes the whole image sequence globally and the optimal object trajectory is found by maximizing its associated energy. No initialization is required. Lappas et al. used temporal dynamic programming to achieve the optimization. The template used for the Hough transform is the very rough contour of the upper body (head and torso) formed by averaging across walkers. A limited number of templates with different sizes was generated and the optimal trajectory found for each. The overall best trajectory tells us the locations of the walker in the sequence and the size of the optimal template is used to normalize the silhouettes. Fig. 2 illustrates the normalization for an outdoor sequence. Fig. 2a shows the average template; the sequence depicted in Fig. 2b shows the position found by the tracking algorithm with the optimal template superimposed. (Note that the polarity of the silhouette has been inverted and silhouette pixels substituted by gray to show the superimposed template more clearly.) As seen, the walker is well located even in the presence of a passing bus. Finally, Fig. 2c shows the bounding box obtained by recentering the walker. Because walkers in the indoor images are large (in terms of number of pixels) relative to the outdoor images, they were reduced to fit in a (70 Â 70) bounding box. The outdoor images were simply cropped to ð120 Â 120Þ pixels. Images can be smaller in the former case as ð70 Â 70Þ images were found adequate for bootstrapping Bayesian learning, which is the main purpose for these data.
A BAYESIAN FRAMEWORK FOR GAIT EXTRACTION
Satisfying the complex requirements of extracting human gait from real-world images demands decomposition into subproblems, with the solutions to each integrated into a consistent framework (Bayesian in this work). Our first subtask is to define the strong prior knowledge of shape and movement of humans via an articulated model. This is described in Section 4.1. The variation in pose during a gait cycle is quite large. This makes fitting an articulated model difficult as there is a large region of parameter space corresponding to feasible walkers. To ease this difficulty, we divide the walking cycle into six sections and use an HMM to label the images automatically depending on which part (decided empirically-see below) of the walking cycle they come from. We build into the HMM prior knowledge of the coordinated movement of the body parts. Section 4.2 describes the automatic labeling process. In Section 4.3, we describe the posterior probability of the model parameters given the images. This is maximized to extract information about the gait in terms of those parameters that best fit each image. The technical issues that arise in maximizing the posterior are discussed in Section 4.4. Finally, in Section 4.5, we detail how the priors for the model parameters are learned using Bayesian updating. To obtain the data for this, we reuse modules developed in the rest of the framework.
Articulated Model
A cornerstone of our approach is the exploitation of strong prior knowledge of human walkers and walking. The most basic level at which this knowledge is introduced is the articulated walker model. In our view, it is important to match the complexity of the model to the quality of the data available to us. There is no point in including and defining aspects to the model which cannot be realistically estimated. Because we are viewing walkers from the side, we can build a very simple 2D articulated model. Fig. 3 shows the model used and lists the parameters that control it. The basic model has 12 parameters which divide into two groups: those determining the sizes of the body parts which remain constant for all images in the sequence; and the angles between the body parts, which vary from frame to frame. We refer to these as static and dynamic variables, respectively. Clearly, the model is only a crude approximation to a real walker. No account is taken of perspective, parts of the body such as the neck, arms, and hands are missing, foot lengths and widths are fixed across all sequences, and there is no distinction made between the left and right sides of the body. We rather distinguish between the front and back legs alone. Thus, our definition of a gait cycle is half the length of the one defined in [20] . These simplifications reduce computational complexity and are consistent with our stated philosophy of matching model complexity to the available data. For example, there is unlikely to be sufficient information in the outdoor images to be able to fit details such as the arms. (This has been confirmed in preliminary work in which arms were included in the articulated model, but results were no better than those reported later in this paper.) Furthermore, we avoid possible ambiguities in fitting the model arising from having to determine which leg is which.
Gait information is extracted by finding the best set of model parameters to fit any given silhouette. In the Bayesian framework, this means determining the likelihood of the image given the model. To achieve this, we generate from the model a silhouette of the appropriate size. This "model silhouette" is then matched against the observed data silhouette-see Section 4.2. In the following, we denote the set of parameters of the articulated model as and the model silhouette as Ið Þ.
Locating Phase in the Gait Cycle
Our prior knowledge of walking tells us that the dynamic parameters of the articulated model (i.e., joint angles) are a strong function of the phase within the gait cycle. The Bayesian framework exploits this information by finding which part of the gait cycle an image comes from. To automate this, we use a hidden Markov model (HMM). Of course, given that they provide a natural framework for processing sequential stochastic data, HMMs have been very popular in previous work on human gait (e.g., [21] , [22] , [23] , [13] ). In this work, we use the Viterbi algorithm for state decoding.
Because the walking cycle is a rather simple case of cyclical motion, we took the approach of defining a handcrafted HMM whose parameters are chosen to reflect this prior knowledge rather than being automatically learned from data. This prior information has been extracted from hand-labeled data: three randomly chosen sequences for each of seven walkers. The definition of the HMM went through some iterations of improvement; its final form, along with its associated parameters, is shown in Fig. 4 .
Originally, the walking cycle was divided into K ¼ 5 sections, each having four tied states, to give a 20 state HMM. We used tied states rather than single states with selftransitions to model the state occupancy better. The intention was that each section was occupied for approximately the same time. Four states per section were chosen because this is a reasonable upper limit on the number of frames per section. Skip transitions will therefore model cycles of less than 20 frames. Initial probabilities were chosen so that each state was equally likely ( ¼ 0:05). Skip transition probabilities were chosen to reflect the distribution of state occupancy estimated from the data of a few walkers. The largest skips (transitions p 3 and q 4 ) are included to model possible missing frames, although these did not occur in the training data. Subsequently, it was realized that, for one particular section of the cycle, the variation in walker pose was very large as a consequence of rapid limb movement in this phase. This occurred at the bottom of the leg swing, where the dynamic movement is high. To remedy this, we split this section into two to give K ¼ 6 sections with the split pair represented by three HMM states. The transition probabilities were adjusted to cater to this, as listed in Fig. 4b .
The probability of an image belonging to (i.e., being emitted by) a particular state is estimated from a measure of the distance between that image and a prototype silhouette for the corresponding section of the walk. The prototypes embody the average articulated-model parameters extracted from that section of the walk for each of the hand-labeled sequences. The parameters for the prototype are denoted by
Starting from some initial values, the average parameters were iteratively refined by the bootstrapping method described below (Section 4.5). To measure the distance between the images and the prototypes, we use the chamfer distance, which has been popular in object detection and tracking [24] , [25] , [16] . We denote the chamfer distance between edge images x x x x and y y y y by ðx x x x; y y y yÞ. In this work, the chamfer distance is computed efficiently using the chamfer distance transform. The real (silhouette) images and the prototype images are converted to edge images using the Sobel edge detector. The real edge images then serve as a reference; they are chamfer distance transformed. We use a ð3 Â 3Þ mask with a (3, 4)/3 distance measure to approximate a Euclidean distance using integer arithmetic as described by Borgefors [24] . The chamfer distance between an image x x x x and the model prototype is thus ðx x x x; Ið k ÞÞ.
Modeling the probability of a template match is nontrivial and many methods have been suggested. The most recent of these uses the pdf projection theorem [26] , [27] , [28] , which takes into account the differing discriminative abilities of the templates. This method is easily adapted to compute the probability of an image x x x x being emitted from state k as:
where we model the probability of a chamfer distance ðx x x x; Ið k ÞÞ being equal to r given that x x x x comes from the jth section of the walk by a gamma distribution:
The function gðx x x xÞ is the same for all states k so does not need to be determined. Thus, to use the pdf projection theorem, we need to know the parameters a and b for each of the gamma distributions describing the spread of chamfer distance matches between the images in section j of the walk and the prototype for section k-giving a total of K 2 gamma distributions. (As we will see in the next section, gamma distributions do an excellent job of modeling chamfer distance data in this application.) These parameters will be different for the high-quality indoor data and the noisy outdoor data. We therefore need to perform an initial calibration for each database used. Given a set of labeled images, we can perform this calibration by first calculating the chamfer distances between the images in each section of the walk and each of the prototypes and then finding the parameters of the gamma distributions that maximize the likelihood of the chamfer distance values. For the indoor data, we used the same training data as used to compute the average prototype parameters; for the outdoor later, we hand-labeled a similar number of images.
Posterior Probability for Model Parameters
Having labeled each image according to its section in the walking cycle, we are in a position to find the parameters of the articulated model which best fit each of the images. The static parameters describing sizes of the body parts and the dynamic parameters describing the angles of the limbs are treated differently. The static parameters are assumed to remain constant over all frames in a sequence. We thus accumulate evidence for these values from a large number of images. The dynamic parameters are optimized on a frameby-frame basis. In both cases, we maximize a posterior probability for the parameters. For the dynamic parameters, this is the posterior given a particular image, while, for the static parameters, it is the posterior given a sequence of images. The posterior for the sequence is assumed to be the product of the posteriors for each of the single images.
The posterior probability of the parameters , given an image from section k and a model M k , can be written as:
where pðx x x xj ; M k Þ is the likelihood of the image given the parameters and pð jM k Þ is the prior for the parameters. The constant of proportionality is independent of the model so it does not influence the maximum a posteriori parameters. We cannot use the pdf projection theorem for calculating the likelihood, pðx x x xj Þ of an image, x x x x, given a set of model parameters, , because we now have a continuum of models. Instead, we follow the conventional (maximum entropy) assumption that the likelihood is exponentially distributed in the chamfer distance:
Àb ðx x x x;Ið ÞÞ ;
where b is a Lagrange multiplier to be determined empirically. We make the additional assumption that the number of images with chamfer distance ðx x x x; Ið ÞÞ equal to r grows as a polynomial r aÀ1 . That is, the distribution of chamfer distances is given by:
i.e., a gamma distribution. Empirically, this distribution fits the data well, as shown in Fig. 6 , in which the theoretical distribution is compared to a histogram of values obtained from selected calibration data (3,606 chamfer distances), chosen on the basis of good visual fit. The parameters a and b can be found by fitting empirical data using maximum likelihood. This way to determine the exponent b is identical to that of Toyama and Blake [16] , although we give a slightly different (and we believe more direct) motivation. We assume a Gaussian prior for the parameters:
where k and C C C C k are the averages and covariances for the parameters in section k of the walk. The average parameters are the same as those of our prototypes described in Section 4.2. The covariance matrix is learned using Bayesian updating described in Section 4.5. In Section 4.4, we discuss the practical details of finding the parameters which maximize the posterior probability.
Optimizing Parameters
The posterior probability is a highly nonlinear function of the parameters which may have many local maxima. To find the best-fit parameters, we use a standard multidimensional continuous optimization algorithm (Powell's method) to maximize the log-posterior. At each iteration, we compute the likelihood between the images and a "silhouette model;" precomputing the chamfer distance transform for all the images speeds up this computation considerably. The chamfer distance transform is also used by the HMM in computing the likelihood of the image coming from a particular section of the walker. The quality of the solution found, as well as the time taken to perform the optimization, depends on the initial values of the parameters. We discuss our strategy for choosing these initial parameter below. Since the criteria for optimizing the static and dynamic parameters differ, we separated the two tasks. We start by finding the best-fit static parameters over the sequence. To achieve this, we find the best static parameters where the dynamic parameters are chosen to be those of the appropriate prototype k . The log-likelihood of the sequence of images can be computed efficiently by summing the chamfer distance transforms for the K sets of images with the same label. Calculating the posterior for the sequence then involves K matchings of the summed, transformed images versus the model.
The dynamic parameters are extracted on an image-byimage basis. We optimize the dynamic parameters twice, from two different starting positions. The first initialization takes the dynamic parameters for the corresponding prototype model. The second uses a linear prediction of the parameters from the best parameter values found in the previous time steps. That is, denoting the optimal parameters found in frame t by ðtÞ, then our initial parameter estimates in frame t þ 1 are given by:
We choose the fit that gives the highest posterior probability after optimization. In principle, we can refine our estimates for the static and dynamic parameters iteratively. However, in practice, we found that, after a single iteration, our estimates for the model parameters were adequate and the improvements obtained by further iterations were insignificant.
Bayesian Updating of Priors
Part of the prior information built into our framework is the statistics of the parameters of the prototype model, in terms of their means f k g K k¼1 and covariances fC C C C k g K k¼1 . These statistics were acquired from fitting high-quality images. To initiate the process, we used the same data as for finding the HMM prototypes (see Section 4.2). The images were manually labeled to determine which section of the gait cycle they came from. The framework described above was used to find a bestfit model for the images in these sequences but using likelihoods rather than posteriors. In addition, some hard constraints were imposed to prevent an implausible fit between an image and model. For instance, we limited the radius of the head to be between 3 and 5 pixels. The results were checked visually to ensure that the fitting had not failed catastrophically. The means and covariances were calculated from the extracted models. Having obtained a reasonable first estimate for the means and covariances, we were able to fit other high-quality sequences which were then used to refine our prior via Bayesian updating.
RESULTS OF MODEL FITTING
We have tested our method on various sequences in the Southampton HiD database [17] , not only the indoor, outdoor, and supplemental data as outlined in Section 3.1, but also some artificially modified data. The modifications tested are addition of synthetic "salt and pepper" noise and addition of occluding bars. We believe it is very important to derive quantitative figures of merit for our model-fitting results. In the case of high-quality images (i.e., indoor data), it is sufficient to use the chamfer distance for this purpose since the extracted silhouettes are of a high fidelity. For outdoor data, however, the chamfer distance is unsuitable as a sole measure of performance because noise in the image can give rise to high distance values, even for a close-to-correct fit. We have, therefore, established (approximate) ground truth by hand labeling body points in a selection of images. Of course, the hand labels are not used in any way during the extraction; they are "unseen." This approximate ground truth is then used to calculate an average pixel error per body point. Fig. 7a illustrates three typical extracted model sequences superimposed on the corresponding high-quality indoor data. To enable the reader to judge the significance of the chamfer distance as an error measure, their respective values are shown below each image. As can be seen, most errors are attributable to the simplifications implicit in the model; for example, the walker on the bottom row has a pony-tail and long tee-shirt which are not well-modeled by the rectangleplus-circle representation of the torso and head. Nonetheless, it is clear that, for the most part, the model fitting is very good with an average error of about 1 pixel. (Recall that edges are detected in the "model silhouette" before chamfer distance computation so that the average quoted here is that computed across this number of edge points.)
Indoor Data
Sequences with Added Synthetic Noise
To demonstrate the robustness of the system performance, salt and pepper noise was added to 10 normalized highquality data sequences, each of length 20 images, from 6 . Distribution of empirical chamfer distance values for 3,606 data points selected as calibration data and fitted gamma distribution. As can be seen, the fit is excellent. different walkers. A percentage p of pixels was randomly chosen; half of these were set to 1 and the remainder were set to 0, irrespective of their original values. Fig. 8 shows an example frame with different levels of noise added. We then fitted models to these noisy data sequences.
Results for 50 percent noise are shown in Fig. 7b for the same (noise-free) images as in Fig. 7a , allowing easy comparison of the two cases and giving further insight into the interpretation of the chamfer distance values. As expected, there is an overall increase in error which is easily seen to result largely from poorer fitting of the dynamic parameters.
The means and corresponding error bars of the chamfer distance between the walker model and the original (noisefree) images are shown in Fig. 9 in two forms as a function of percentage of added noise. First, we show the best fit model obtained by optimizing dynamic and static parameters as described in Section 4.4. These results are shown by a full line. Second, to determine the relative contributions of the HMM decoding and the parameter optimization, we show results using only the six mean (prototype) model walkers as in Fig. 5a . As can be seen, the HMM is almost completely unperturbed up to 50 percent noise and fails catastrophically thereafter. (Although not shown on the figure, 100 percent added noise gives an average error of just below 2.5 pixels. This apparently low value can be Fig. 7 . Examples of extracted models overlaid on their original images. The models shown in (a) were found on noise-free data, whereas those in (b) were found after 50 percent salt and pepper noise-not shown here-had been added to the silhouettes. The numbers below each image are the calculated chamfer distances between the fitted models and the noise-free silhouettes. understood from the fact that normalization was done before adding the synthetic noise so that the average static model is automatically placed at approximately the right place.) As expected, the gain from the additional parameter optimization is maximal under low noise conditions and degrades gracefully up to the point of failure.
Sequences with Artificial Occlusion
We also tested the system on the indoor data with artificial occlusion, for the same sequences as in the previous section. This is a good exemplar of difficult, structured "noise" as opposed to the previously used random salt and pepper noise. The method of occlusion is illustrated in Fig. 10a . The walker is assumed to walk behind regularly spaced vertical bars. The mean width of the silhouettes in a sequence was calculated and the midlines of neighboring bars arranged at intervals of this distance. The width of the bars is expressed as a proportion of this mean width. Fig. 10b shows an example silhouette occluded by bars with different widths.
Chamfer distances were computed between the extracted models and the clean original images as before. Results are shown in Fig. 11 in terms of mean chamfer distances and estimated errors of these means versus the occlusion measure. As before, results are shown using only the six prototype walkers (dotted line) as well using fully optimized walker models (full line) in order to make explicit the contribution of the HMM fitting procedure. It can be seen that the structured "noise" presents a harder problem than random salt and pepper noise, with the system failing almost completely at around 50 percent occlusion.
Outdoor Sequences
The real test of our approach is how well it performs on image sequences with realistic amounts of noise, exemplified by the outdoor data. Fig. 12a illustrates the complexity of the problem by showing the raw silhouettes used as inputs to the algorithm. These are clearly contaminated with extraneous detail such as a passing bus and another walker at some distance. Although the silhouettes could be "repaired" (e.g., [18] ), the techniques for doing so are ad hoc and we wished to avoid using them because our method is intended to cope with challenging data. Fig. 12b shows the models extracted from the data. To show the fidelity of the fit, Fig. 12c illustrates the original images with outlines of these models superimposed. As can be seen, an accurate fit of the model to the walker is obtained. There are some systematic errors; for example, the forward leg position in frame 4 is slightly misaligned. However, given the degree of noise, this test illustrates the robustness of our algorithm.
These results, although typical, are illustrative only. Ideally, we wish to quantify performance on as large a set of data as possible. The real problem in so doing is to know what counts as correct. To approximate a "gold standard," we manually marked the positions of five fiducial points, namely, the hip, front/back knee, and front/back ankle, in the original data. Although the manual labeling can never be perfect, we feel this is a reasonable, practical compromise. The labeling was done for 10 sequences of five walkers from the database, each of which had 50 frames. The gait-extraction algorithm was then applied to these same sequences. We calculated the distances from the hip, front/back knee, and front/back ankle positions obtained from the extracted models to the fiducial points in the corresponding images.
In Fig. 13a , we illustrate an example frame that has been marked manually and the corresponding points on the model fitted to the walker in that frame are shown in Fig. 13b . Table 1 shows the means and standard deviations (SD) of the distances computed for each of the five points plus the overall mean and SD. Note that the overall mean and SD for the example sequence shown in Fig. 12 were 2.49 and 1.35 pixels, respectively; this justifies our earlier description of this sequence as "typical."
We are unaware of any other system in the literature which is able to cope with this level of "realistic" noise, especially when no attempt is made at "repairing" (cf. [18] ) the sort of silhouettes seen in Fig. 12a . The reason that the results are as good as they are is because we have a consistent way of exploiting the constraints of the problem by treating them as prior knowledge within the Bayesian framework. We accept that these constraints (i.e., uninterrupted walk orthogonal to camera direction) do simplify the problem considerably, but this kind of data is very typical of that used in current studies. Such data are available to us in a large database which was expensive and time-consuming to collect and is starting to become widely used in gait studies.
Extending the Walker Model
A severe problem with gait extraction arises when the body and limbs are obscured by, for example, an overcoat or carried briefcase. Because our approach combines a powerful statistical approach with a simple articulated model of a walker, it offers a straightforward way to cope with this situation by extending the walker model. We illustrate this with three examples in which the model is generalized by the addition of a rucksack or a long skirt or a trench coat. A rucksack was represented by a half ellipse, a long skirt by filling the gaps between the legs, and a trapezoid was added to stand for a trench coat. A maximum of two more static parameters was needed to cater for each of the three cases.
These additions were tested on the supplemental data from the Southampton HiD database. Tests used four sequences of 20 frames each from one walker for each condition (added rucksack, long skirt, or trench coat). Fig. 14 shows typical results. We quantified the fit as for the outdoor sequences, using average pixel joint error ( Table 2) . As expected, for walkers wearing a long skirt or a trench coat, the errors at the knees are larger than at other points. In spite of this, the overall results (as judged visually) remain good. We believe the level of disruption of body shape which occurs in these sequences would defeat most current approaches to gait extraction.
Clearly, if we were to attempt to exploit the extensibility of the framework in a real application, it would be necessary to devise some means of performing automatically the necessary model selection between regular, rucksack, long skirt, or trench coat models on a particular data sequence. This is an important and difficult issue; its full and proper treatment takes us far away from the focus of the current paper. Accordingly, it will not be considered further here.
APPLICATION TO PERSON IDENTIFICATION BY GAIT
The methods developed in this paper have obvious application to person recognition by gait, a problem domain in which there has been significant interest in recent years [29] , [30] . Furthermore, since the identity of all the walkers in the Southampton HiD database is known, we do not confront the problem of the absence of a "gold standard" as was the case in the previous model-fitting work. Performance on gait recognition therefore offers a very direct way to test the efficacy of our algorithms, especially as there exists a well-established baseline algorithm due to Sarkar et al. [30] for this task that can be used for comparison. This algorithm estimates silhouettes by background subtraction and performs recognition by temporal correlation of silhouettes. For the purposes of this paper, we use the baseline algorithm as described in [30] except that we use the normalization procedure outlined in Section 3.2 earlier. Whereas the normalization in the baseline algorithm is semiautomatic, ours is fully automatic. Results were obtained using both the indoor and outdoor data as described in Section 3.1. We did not use the HumanID gait challenge data [30] because these feature walkers moving in a circular pattern whereas our work has thus far been based on an assumption of frontoparallel movement (i.e., "sideways on") relative to the camera. We restrict our attention to identification. Using the Bayesian framework developed above, we find a best-fit model for each frame of a given walking sequence. The static parameters of the model can be used directly in person recognition; the dynamic parameters are assumed to vary periodically across frames and can be compactly described by the coefficients of a Fourier series. For the purposes of gait recognition, of the six dynamic parameters depicted in Fig. 3 , we use only the first four, 1 to 4 , i.e., front thigh angle, back thigh angle, front calf angle, and back calf angle. The feet angles are omitted because, for the outdoor data, the pixels around the feet are very noisy. Very often, the feet are missing or connected to spurious silhouette pixels caused by shadows. For these reasons, initial feet angles are not much different from the optimized ones and their inclusion did not affect results.
Fitting Fourier Series
We use Fourier series having a limited number of harmonics to approximate the variation of dynamic parameters. The function F ðt; f 0 ; ; C C C CÞ returns the value of the complex Fourier series at time t, that is:
where f 0 is the fundamental frequency, C C C C ¼ fc k g K k¼ÀK is the set of complex Fourier series coefficients, K is the highest rank of the harmonics, and is a temporal adjustment to account for the starting phase in the gait cycle.
To estimate these parameters, we find the best fit between the joint-angle trajectories extracted from the model, i ðtÞ, 1 t T , and the four Fourier series symbolized by F ðt; f 0 ; ; C C C C i Þ, 1 i 4. We have found it sufficient to use K ¼ 3. This is done by minimizing:
with the imaginary part of c 1 equal to zero for the back thigh angle. This ensures that all trajectories align. This standard nonlinear least squares problem can be solved by the Levenberg-Marquardt algorithm. Fig. 15 shows the results of fitting the Fourier series to dynamic parameters from a typical sequence.
Identification Results
Having fitted the Fourier series, we can use the amplitude and phase of its complex coefficients for the dynamic parameters together with the static parameters as a "signature" for the individual walkers. However, we have obtained better performance by reweighting the features (i.e., components of the signature) according to their F statistics, following Lee [31] . The fundamental frequency f 0 was found to have the biggest F -statistic. Among the static parameters, only 4 (leg width) was found to be strongly discriminative.
Identification results were obtained for our Bayesian approach and for the baseline system on both the indoor and outdoor data. In all, 50 subjects in the gait database were selected and, for each subject, 10 indoor and 10 outdoor sequences were taken. Both approaches were tested using leave-one-out cross validation with a nearest-neighbor, Euclidean distance classifier.
Results are depicted for the indoor data in Fig. 16 by means of cumulative match characteristics (CMC) as described (for face recognition) in [32] . Thus, a value of N on the abscissa (labeled "rank") means that the correct walker is included within the top-ranking candidates. The performance of the baseline algorithm is superior in this case. It achieves 79, 97, and 100 percent identification rate at ranks 1, 5, and 10, respectively, whereas the corresponding recognition rates for our algorithm are 61, 92, and 99 percent. We interpret these results in the light that a simple identification algorithm can do rather well on the relatively "easy" indoor data; there is no advantage to using anything more complicated. Further, we believe our algorithm is adversely affected by the rather short sequences achievable when filming indoors, which makes fitting of the dynamic parameters (having a strong dependence on f 0 ) problematic. By contrast, the baseline algorithm performs well on this high quality database because it can exploit discriminative information about the shape of the head and upper torso.
For the much harder outdoor data, the F -statistics of most of the features are smaller than for the indoor data, as expected. Among the static parameters, the leg width again has the largest F -statistic. Fig. 17 shows the identification results for outdoor data. The performance fell in comparison with the indoor data. Here, there is a reversal of the relative merits of the baseline and new algorithm, with the latter outperforming the former, at least up to some relatively large value of the rank. Fig. 18 shows a comparison of the rank 1 performance of the baseline algorithm and the new Bayesian method across the indoor/outdoor conditions. The baseline method is known to perform quite well across a range of gait recognition scenarios (see Fig. 8 of [30] where it is noticeable that it is comparable to the best other approaches for the harder tasks). For the relatively "easy" indoor data, it outperforms our method, as we have seen. However, as stated in Section 5.4, the real test of our approach is how well it performs on the difficult (and much more realistic) outdoor data. Here, we see that our new algorithm does significantly better than the baseline algorithm.
To evaluate the contribution of the various kinds of features to the overall performance of the Bayesian algorithm, we have rerun the tests using static parameters alone, dynamic parameters alone and f 0 alone. Results for the outdoor data are shown in Fig. 19 ; those for the indoor data were very similar in shape. As expected, the dynamic features provided most of the biometric information, but even the fundamental frequency plays some part in discriminating walkers. (Remember that the chance rate is 2 percent in this task.)
CONCLUSIONS
We have described a consistent Bayesian framework for addressing the important and well-studied problem of human gait extraction from video sequences and established the utility of the method by applying it to biometric identification of humans. The framework developed allows us to integrate strong prior knowledge with data-driven learning and thereby to produce results comparable with the best reported in the literature, handling noise and occlusion especially well. Results of model-fitting have been quantified on a large database which is becoming increasingly available, opening the way for other researchers to compare their results objectively with ours. The individual component parts of the overall system are themselves quite simple; the power comes from the Bayesian framework. We regard a degree of simplicity as a virtue since the component parts of the system can be easily extended and modified, as illustrated in the extensions of the articulated model to cope with rucksacks, long skirts, etc.
Within the computer-vision community, there has been a (very understandable) tendency to focus on the novel-and, therefore, usually complex-component parts of such a system. These have often been built into a Bayesian framework, yet the vital contribution made by the framework has not always been fully recognized. Advances in this field are, we believe, at least as likely to come from the adoption of a consistent, extensible, and principled framework using well-established component techniques as from a search for novel, sophisticated algorithms. In our opinion, a key contribution of this paper is to illustrate the advantages of deploying an appropriate mix of strong prior knowledge and simple but powerful learning methodologies in just the way that the Bayesian framework allows. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
