Estudio de la viabilidad de una red híbrida foto-eléctrica by Puche Lara, José
Departament d’Informa`tica de Sistemes i Computadors
Universitat Polite`cnica de Vale`ncia
Estudio de la viabilidad de una red hı´brida
foto-ele´ctrica
TRABAJO FIN DE MASTER
Ma´ster en Ingenierı´a de Computadores
Autor
Jose Puche Lara
Directores
Prof. Salvador Petit
Prof. Marı´a Engracia Go´mez Requena
Prof. Julio Sahuquillo Borra´s
September 4, 2015
2
Resumen
Las altas escalas de integracio´n disponibles actualmente en la fabricacio´n de
microprocesadores hacen posible incluir cientos de nu´cleos de procesamiento den-
tro del mismo chip. Para reducir la contencio´n en el acceso a memoria principal,
estos procesadores manycore incluyen varios controladores de memoria que son
accesibles desde cualquier nu´cleo. Para permitir la comunicacio´n entre los dife-
rentes nu´cleos, ası´ como entre e´stos y los controladores de memoria, los many-
cores suelen utilizar una red de interconexio´n ele´ctrica conocida como NoC (del
ingle´s Network on Chip).
En este contexto, la red dentro del chip es un elemento fundamental ya que
puede incrementar significativamente la latencia de acceso a memoria por dos
razones principales. Por un lado, la latencia de un acceso a memoria principal de-
pende, entre otros, de la distancia (es decir, del nu´mero de saltos) que el acceso
recorre por la red desde el nu´cleo de ejecucio´n hasta el controlador correspon-
diente. Por otro, dependiendo de la combinacio´n de aplicaciones que se encuentre
en ejecucio´n y de la distribucio´n de e´stas en los nu´cleos, los accesos pueden en-
contrar una alta contencio´n tanto en la red como en los controladores de memoria.
Estos factores pueden potencialmente reducir la escalabilidad de la red.
Una de las soluciones a estos problemas de escalabilidad es el uso de tec-
nologı´as alternativas, como la foto´nica, en el disen˜o de la red. En este trabajo
se propone el disen˜o de una red hı´brida que combine las tecnologı´as ele´ctrica y
foto´nica. La red ele´ctrica se mantiene para su uso en distancias cortas, mientras
que la red o´ptica establece comunicaciones directas nodo-controlador, reduciendo
significativamente las altas latencias en el acceso a memoria.
Como paso previo al disen˜o, se realiza un estudio de exploracio´n sobre el im-
pacto de la distancia que separa las aplicaciones del controlador de memoria en
las prestaciones de las mismas. El estudio tambie´n analiza el tra´fico adicional ge-
nerado por la prebu´squeda hardware y la contencio´n producida por aplicaciones
ejecuta´ndose en nodos vecinos del manycore. Estos resultados se han considerado
para disen˜ar el mecanismo de seleccio´n de red (hı´brida o ele´ctrica) en tiempo de
ejecucio´n. Los resultados obtenidos muestran que la introduccio´n de la red hı´brida
combinada con una te´cnica de conmutacio´n eficiente permite reducir la degrada-
cio´n de prestaciones de las aplicaciones hasta un 16 % respecto al peor de los
casos.
Palabras Clave: Mecanismos de Prebu´squeda, Redes nanofoto´nicas, Contencio´n de Me-
moria, Procesadores Multinu´cleo, Redes en Chip
Abstract
The scale of integration of current microprocessor manufacturing processes
allows including hundred of cores on a single chip. To reduce main memory
access contention, these processors (referred to as manycores) use to implement
multiple memory controllers that can be accessed from the distinct cores in the
chip. A Network on Chip (NoC) is implemented to enable communication among
cores and between cores and memory controllers.
In this context, the NoC becomes a key component that can heavily increase
memory access latency due to two main reasons. On one hand, memory access
latency depends basically on the distance (i.e. the number of hops) that a mem-
ory request has to travel from the requesting core to the corresponding memory
controller across the NoC. On the other hand, requests can experience network
and memory contention depending on the number of running applications, their
memory access patterns and the cores they are allocated to. These factors can
potentially reduce network scalability.
A possible solution to overcome these problems relies on the use of alterna-
tive network technologies. One example of these emerging technologies is the
nanophotonic technology. On this work we propose a hybrid network design that
combines electrical and optical technologies. This way, electrical network is used
to perform transactions over short distances, while the optical one communicates
cores to memory controllers, significantly reducing memory latencies.
First, we study the impact of the distance between memory controllers and the
core where applications are executed on the applications’ performance. This study
also analyzes the additional traffic generated by hardware prefetchers as well as
the contention produced by applications co-running on the CMP. The obtained
results have been considered in the design of the network (electric or photonic)
selection mechanism that applies at run time. Results achieved on the evaluation
of our proposal show that the hybrid network jointly with an efficient NoC switch-
ing mechanism reduces the performance degradation of the studied applications
up to a 16% compared to the worst case.
Keywords: Prefetch Mchanisms, Nanophotonic Network, Memory Hierarchy Contention,
Manycore Processors, Networks On Chip
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Capı´tulo 1
Introduccio´n
Este capı´tulo presenta la motivacio´n de la investigacio´n desarrollada en este Tra-
bajo Fin de Ma´ster (TFM). Para ello, se introducen las ventajas y los problemas
con los que se encuentan las redes en chip ele´ctricas tradicionales. A continuacio´n,
se propone la tecnologı´a nanofoto´nica como una alternativa que puede mitigar los
problemas de escalabilidad de estas redes, mejorando las prestaciones y el consu-
mo de las arquitecturas de los Chip MultiProcessor (CMP) actuales. Finalmente,
se presenta un resumen de las aportaciones de este TFM.
1.1 Limitaciones de las redes en chip tradicionales
Con el objetivo de satisfacer los requisitos de escalabilidad de la Ley de Moore, las
u´ltimas generaciones de la mayorı´a de microprocesadores han adoptado una ar-
quitectura multinu´cleo, tambie´n denominada multiprocesador en un chip o CMP.
La arquitectura multinu´cleo ma´s comu´n se denomina tiled, en la que el procesador
contiene mu´ltiples tiles ide´nticos. Cada uno de estos tiles esta´ compuesto por un
nu´cleo de ejecucio´n, su cache´ de L1 privada correspondiente y un banco o frag-
mento de L2 que puede ser o bien privada o bien compartida entre los diferentes
nu´cleos. Recientemente la cache´ de L2 tiende a ser privada y los tiles incorporan
un banco de cache´ L3 que suele ejercer de u´ltimo nivel de cache´ o Last Level
Cache (LLC). Adema´s, cada tile cuenta con un interfaz de red por el que accede a
la red que lo comunica con el resto de tiles y componentes del chip.
En este tipo de arquitecturas, por tanto, cuando un nu´cleo necesita acceder a
una parte de la cache´ que no se encuentra en su propio tile debe utilizar la red
de interconexio´n para llegar hasta ella. La misma situacio´n tiene lugar cuando el
acceso es a los controladores de memoria, que se encuentran tı´picamente ubicados
en los extremos del chip.
Por otro lado, el paradigma CMP resulta escalable y beneficioso al ejecutar
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aplicaciones multihilo. Sin embargo, estas aplicaciones requieren unos mecanis-
mos de comunicacio´n y sincronizacio´n eficientes entre los diferentes hilos dentro
del chip. Todo ello, unido a lo expuesto anteriormente, hace del disen˜o de una red
en el chip eficiente un aspecto clave tanto en el rendimiento como en el consumo
del CMP.
En lo que respecta a la necesidad de comunicaciones globales eficientes den-
tro del chip, las redes ele´ctricas tradicionales presentan buenas prestaciones para
un nu´mero reducido de nodos. Adema´s, en estos casos, estas prestaciones se co-
rresponden con un nivel razonable de consumo de energı´a. Sin embargo, diversos
aspectos intrı´nsecos de este tipo de redes compromenten la escalabilidad de los
futuros procesadores manycore. Con el aumento del nu´mero de nu´cleos se incre-
menta la distancia recorrida en la red para acceder a los datos; esto provoca el
aumento de la latencia y de la contencio´n degradando la productividad de la red,
ası´ como incrementando su consumo.
Pese a todas estas razones, las redes en chip convencionales son, actualmente,
las ma´s ra´pidas cuando se trata de comunicar nodos a una distancia relativamente
corta. El estudio realizado en este trabajo esta´ enfocado a cubrir las posibles ca-
rencias que manifiestan este tipo de redes cuando el nu´mero de nu´cleos crece por
encima de varias decenas.
1.2 La tecnologı´a nanofoto´nica
En los u´ltimos an˜os, los avances en la fabricacio´n sobre silicio de tecnologı´a
foto´nica han permitido la integracio´n de interconexiones o´pticas en los micro-
procesadores. Esta tecnologı´a promete introducir mejoras en las tres cualidades
deseables de toda tecnologı´a de interconexio´n: alto ancho de banda, alta eficiencia
energe´tica y baja latencia. Por otro lado, su capacidad para realizar transmisiones
de datos a lo largo del chip con una latencia independiente de la distancia supone
una solucio´n a los problemas de escalabilidad de las redes en chip tradicionales.
Debido a estas caracterı´sticas, recientemente ha habido una serie de propuestas
de redes nanofoto´nicas con diferentes topologı´as y para diferentes arquitecturas.
La complejidad de estas propuestas es variada y oscila desde simples anillos [1,2]
foto´nicos hasta topologı´as ma´s complejas que intentan actuar como fat trees, ma-
llas o toros tradicionales [3, 4]. Sin embargo, el uso de interconexiones foto´nicas
complejas puede limitar los beneficios en latencia o consumo energe´tico debido a
la cantidad de recursos o´pticos necesarios para soportar los requisitos de este tipo
de redes.
Otro aspecto clave se encuentra en que la capacidad de este tipo de redes para
realizar tareas de encaminamiento dentro del chip es limitada. Si bien en otros con-
textos como exascale computing el encaminamiento es factible, la introduccio´n de
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algoritmos de encaminamiento complejos y eficientes en switches o´pticos es ac-
tualmente un reto. Esta limitacio´n puede introducir complicaciones, por ejemplo,
en CMPs que utilicen mecanismos de coherencia por hardware.
Adema´s, el uso de redes nanofoto´nicas tambie´n se ve afectado por las limita-
ciones de la transmisio´n de la informacio´n entre tecnologı´as. Puesto que el proce-
sador trabaja con tecnologı´a ele´ctrica, es necesario para el envı´o de informacio´n
realizar la conversio´n de la sen˜al ele´ctrica en o´ptica. Asimismo, para la recepcio´n
es necesario volver a convertir la sen˜al o´ptica en ele´ctrica. Un disen˜o adecuado
de una red nanofoto´nica dentro del chip debe controlar el consumo y latencia de
estas conversiones de manera que estos se mantengan en unos lı´mites adecuados.
1.3 Aportaciones de este Trabajo Fin de Ma´ster
Teniendo en cuenta las ventajas e inconvenientes de las redes identificadas en
los apartados anteriores, en este Trabajo Fin de Ma´ster se propone una nueva
red hı´brida que aune las ventajas de ambos tipos de tecnologı´as de red. En primer
lugar, dada la velocidad y eficacia de las redes convencionales en distancias cortas,
se propone la utilizacio´n de una malla ele´ctrica que interconecta todos los tiles
del CMP ası´ como los controladores de memoria. Pero adema´s, se introduce un
anillo o´ptico que proporcione baja latencia y evite posibles contenciones cuando
las transmisiones se realizan entre componentes lejanos en la red.
Ası´, las aportaciones de este Trabajo Fin de Ma´ster son las siguientes:
• Estudio de la escalabilidad de prestaciones de una red ele´ctrica tradicional
utilizando la suite de benchmarks SPEC2006.
• Categorizacio´n de las diferentes aplicaciones en funcio´n del impacto que
presenta en sus prestaciones la distancia que separa el nu´cleo de co´mputo
donde se ejecutan del controlador de memoria.
• Estudio de la influencia de te´cnicas de prebu´squeda agresiva en la degrada-
cio´n ocasionada por la distancia hasta el controlador.
• Estudio del impacto de la contencio´n junto con la distancia hasta el contro-
lador en las prestaciones de las aplicaciones.
• Propuesta y evaluacio´n de una red hı´brida fotoele´ctrica que selecciona me-
diante un modelo teo´rico la red ma´s ra´pida para realizar una peticio´n a me-
moria desde un nu´cleo determinado.
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1.4 Estructura de este Trabajo Fin de Ma´ster
El capı´tulo 2 introduce el campo de las redes en chip, el principal tema de investi-
gacio´n de este trabajo. El capı´tulo 3 expone y explica diferentes trabajos y artı´cu-
los previos que guardan relacio´n con el sistema propuesto. El capı´tulo 4 presenta
la propuesta de red hı´brida desarrollada en este trabajo. El capitulo 5 introduce
el entorno de simulacio´n sobre el que se ha implementado nuestra propuesta. En
este capı´tulo se incluyen tambie´n las ampliaciones que se han realizado sobre el
co´digo del simulador Multi2Sim y que han hecho posible la simulacio´n de la tec-
nologı´a nanofoto´nica. El capı´tulo 6 muestra y discutee los resultados obtenidos
en la evaluacio´n de las propuesta. El capı´tulo 7 recoge las principales conclusio-
nes de este trabajo y presenta posibles trabajos futuros relacionados con el tema
tratado.
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Capı´tulo 2
Redes en chip
En este capı´tulo se introducen las redes en chip, el principal tema de investigacio´n
de este TFM. En primer lugar, se introducen las redes en chip ele´ctricas utilizadas
actualmente en la gran mayorı´a de CMPs comerciales. Se presentan sus principa-
les virtudes y defectos, ası´ como posibles limitaciones que e´stas pueden presentar
en el futuro. A continuacio´n se exponen las redes en chip nanofoto´nicas, enu-
merando sus principales caracterı´sticas y componentes. Adema´s, se presenta un
ana´lisis acerca de la viabilidad de este tipo de redes y su coste de implementacio´n
sobre silicio en la actualidad.
2.1 Redes ele´ctricas en chip
A lo largo de la u´ltima de´cada, los multiprocesadores en chip o CMPs han domina-
do el mercado de los microprocesadores. Los esfuerzos realizados anteriormente
en conseguir incrementos de prestaciones aumentando la complejidad de los pro-
cesadores superescalares han encontrado lı´mites en te´rminos de a´rea y consumo
que no pueden ser pasados por alto. Como resultado, las arquitecturas multinu´cleo
pasan a ejercer un papel clave para conseguir un mayor rendimiento en los pro-
cesadores sin incurrir en crecimientos de consumo prohibitivos. Ası´, uno de los
princiaples paradigmas actuales se basa en utilizar hasta cientos de nu´cleos de ar-
quitecturas relativamente simples y consumo limitado en lugar de un so´lo nu´cleo
excesivamente complejo.
El disen˜o de este tipo de procesadores esta´ basado en la re´plica de bloques
ide´nticos denominados tiles e interconectados por la red. Un tile tı´picamente esta´
formado por el nu´cleo de procesamiento, varios niveles de cache´ privados y/o
compartidos y la interfaz con la red de interconexio´n. La Figura 2.1 puede ob-
servarse un disen˜o de alto nivel de un CMP de 64 nodos interconectados por una
malla bidimensional. En el ejemplo, cada tile consta, adema´s del nu´cleo y del rou-
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Core L1
Interfaz de red
Figura 2.1: Ejemplo de disen˜o por tiles de un chip multinu´cleo.
ter de la red, de una cache´ L1 y una cache´ L2. Observando esta figura, se aprecia
claramente co´mo el disen˜o puede ser ampliado fa´cilmente simplemente replican-
do el tile.
En este nuevo paradigma, las redes de interconexio´n on-chip juegan un papel
fundamental en el rendimiento de estos procesadores. Las redes en chip permiten
adema´s que las prestaciones se incrementen de un modo escalable, ya que e´stas
se encuentran asociadas a aumentar el nu´mero de nu´cleos (i.e. el nivel de parale-
lismo) con los que cuenta el CMP.
2.1.1 Aspectos de disen˜o de una red dentro del chip
Las redes en chip heredan la mayorı´a de las te´cnicas y mecanismos ya disen˜ados
para el campo de las redes de altas prestaciones. Sin embargo, a pesar de las si-
militudes, existen ciertas limitaciones que obligan a establecer diferencias entre
ambos contextos. Estas limitaciones esta´n relacionadas con las altas escalas de
integracio´n on-chip y provocan que las redes en chip se encuentren mucho ma´s
expuestas a efectos fı´sicos que otro tipo de redes no llegan a experimentar. As-
pectos como el taman˜o de los bu´feres, la ubicacio´n y longitud de los enlaces (que
esta´ directamente relacionada con la eleccio´n topologı´a) o el a´rea de los switches
utilizados son puntos clave en el disen˜o de una red en el chip eficiente.
A lo largo de este apartado se presentan los principales aspectos a tener en
cuenta en el disen˜o de una red en el chip. Adema´s, se discuten las opciones con-
templadas y seleccionadas en el disen˜o del sistema base utilizado en este trabajo.
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Topologı´as: La topologı´a constituye un aspecto de disen˜o clave en el rendi-
miento y coste de cualquier red dentro del chip. La industria de multiprocesadores
tiende a utilizar topologı´as de malla en las redes dentro del chip. Este tipo de to-
pologı´as es actualmente el ma´s utilizado gracias a que se ajusta a la superficie
bidimensional del silicio. Esto permite una fabricacio´n en serie sencilla de tiled-
CMPs a la vez que ofrece unas prestaciones aceptables en te´rminos de ancho de
banda y latencia media. Por este motivo, esta topologı´a de red sera´ utilizada como
base en los estudios y ana´lisis realizados.
Algoritmos de encaminamiento: La eleccio´n de una determinada topologı´a
ofrece mu´ltiples rutas de comunicacio´n entre los nodos fuente y destino. Sin em-
bargo, se debe realizar una correcta seleccio´n entre las diferentes rutas disponibles
que permita un rendimiento sostenido de la red a la vez que evite situaciones de
bloqueo y colapso en la misma. Es en este punto donde el algoritmo de encami-
namiento establecido en cada uno de los switches de la red adquiere importancia.
Durante la realizacio´n de este trabajo, el algoritmo de encaminamiento utilizado
ha sido el algoritmo bien conocido XY o Dimension Ordered (DOR). En una ma-
lla 2D que utiliza este algoritmo, los mensajes alcanzan primero la coordenada X
del destino y posteriormente circulan sobre la coordenada Y del mismo. Se trata
de un algoritmo determinista que garantiza la ausencia de interbloqueos en la red
y cuya implementacio´n sobre una malla requiere un coste mı´nimo.
Te´cnicas de conmutacio´n: Las te´cnicas de conmutacio´n determinan co´mo los
paquetes circulan por la red y que´ recursos (como bu´feres o enlaces) utilizan a lo
largo del tiempo. El principal objetivo de estas te´cnicas es proporcionar un uso
equilibrado de los recursos de la red y evitar contenciones innecesarias en paque-
tes listos para continuar su ruta. Las tres te´cnicas de conmutacio´n bien conocidas
son: Store and Forward (SAF), Virtual Cut Through (VCT) y wormhole. En SAF,
cada nodo debe esperar la recepcio´n del paquete completo antes de comenzar el
reenvı´o del mismo al siguiente nodo. Obse´rvese que este esquema supone un in-
cremento lineal de la latencia respecto a la distancia del origen al destino incluso
en ausencia de contencio´n en la red. Con VCT, un paquete puede comenzar a
ser reenviado tan pronto como es recibida la cabecera del mismo. Este esquema
permite solapar en el tiempo la recepcio´n del paquete con el reenvı´o al nodo si-
guiente. Como alternativa a VCT, wormhole controla el flujo de paquetes a nivel
de flit en lugar de a nivel de paquete. Este cambio en el esquema permite utilizar
bu´feres de taman˜o ma´s reducido pero como contrapartida puede presentar situa-
ciones complejas en las que los mensajes quedan bloqueados en varios switches
de la red simulta´neamente. Wormhole aparece debido a la necesidad de reducir
el a´rea consumida por los switches dentro del chip; sin embargo, dado que es-
14
te aspecto no es relevante en el presente trabajo y wormhole ofrece prestaciones
similares a VCT, no se han realizado pruebas con esta te´cnica.
Te´cnicas de control de flujo: Para garantizar la ausencia de pe´rdidas de paque-
tes en la red (i.e. descarte de paquetes en presencia de bloqueo) el mecanismo
de conmutacio´n debe cooperar con te´cnicas de control de flujo a nivel de enlace.
Estas te´cnicas proporcionan un modo de controlar el flujo de datos entre el emisor
y el receptor de manera que el switch receptor no se ve obligado a descartar pa-
quetes por falta de espacio en sus bu´feres. Las dos te´cnicas principales de control
de flujo utilizadas son el control por cre´ditos y la sen˜alizacio´n stop&go. La pri-
mera de ellas mantiene una cuenta del nu´mero de slots disponibles en el bu´fer del
receptor que se actualiza segu´n la entrada o salida de nuevos flits en el bu´fer. El
nu´mero de cre´ditos se transmite a los switches anteriores y de esta forma el emi-
sor cuenta con informacio´n acerca del estado del switch receptor. Por otro lado, la
te´cnica stop&go envı´a una de estas dos sen˜ales cuando corresponde para permitir
o impedir el envı´o de nuevos paquetes al receptor.
La toma de decisiones adecuadas respecto a estos componentes permite obte-
ner disen˜os de redes en chip eficientes que ofrecen buenas prestaciones a costes
aceptables.
Sin embargo, la red en el chip no esta´ exenta de problemas en te´rminos de
escalabilidad. Conforme el nu´mero de nodos de la red crece, esta se puede ver
expuesta a problemas de contencio´n, cuellos de botella o variaciones de latencia.
Adema´s, estos problemas se acentu´an cuando se trabaja con las topologı´as de
malla 2D tan habituales dentro del campo de las redes en chip.
En las redes con topologı´a de malla bidimiensional existen varios aspectos que
se ven comprometidos conforme crece el nu´mero de nodos. Uno de los aspectos
principales se encuentra en el aumento de colisiones que se produce entre los
mensajes en la red. Debido a que estos pasan ma´s tiempo dentro de la misma,
son ma´s propensos a generar contencio´n, lo que afecta a la productividad de la
red. Adema´s, al incrementar el nu´mero de nodos, la distancia media de la red
no escala linealmente, lo que conlleva que la latencia de las transmisiones crece
incluso en ausencia de contencio´n.
Veamos un ejemplo para ilustrar este problema. Supongamos una malla bidi-
mensional de 64 nodos distribuidos en 8 filas y 8 columnas. En el primer y u´ltimo
nodo se encuentran conectados los controladores de memoria a los que debera´n
acceder los 64 nodos de la red segu´n corresponda. Adema´s, la red utiliza switches
segmentados de 3 etapas y 16 bytes/ciclo de ancho de banda en sus enlaces. Ası´,
si el nodo 0 pretende almacenar un paquete de 72 bytes (formado por 64 bytes de
taman˜o de un bloque de cache´ ma´s 8 bytes de cabecera) en el controlador ubica-
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do junto al nodo 63, este paquete debera´ realizar un total de 14 saltos por la red.
La traduccio´n en ciclos correspondiente con ese nu´mero de saltos depende de la
te´cnica de conmutacio´n utilizada por la red. En el peor de los casos la red utilizara´
conmutacio´n SAF, lo que supondrı´a que en cada nodo el paquete debe ser alma-
cenado y serializado por completo hasta comenzar su reenvı´o. Ası´, el nu´mero de
ciclos de latencia en este caso serı´a 14× (3 + 72
16
) = 112 ciclos.
El incremento en la latencia de las comunicaciones puede suponer una degra-
dacio´n de prestaciones del sistema completo cuando e´ste ralentiza el servicio de
las peticiones de memoria. Por tanto, para evitar esta degradacio´n en las presta-
ciones se debe investigar en mecanismos que permitan paliar las dificultades de
escalabilidad de la red en el chip. En este TFM se realiza un estudio de explo-
racio´n que cuantifica los problemas ya identificados y se propone una solucio´n
basada en la tecnologı´a nanofoto´nica.
2.2 Redes o´pticas en chip
Las redes o´pticas han sido tradicionalmente utilizadas en a´reas metropolitanas de-
bido a que la tecnologı´a foto´nica es muy poco dependiente a la distancia entre
los elementos que establecen comunicacio´n. Esta latencia independiente de la dis-
tancia, unida a la mayor eficiencia energe´tica que presentan estas redes frente a
las redes tradicionales, hacen de ellas un componente que potencialmente puede
mejorar las prestaciones y consumo del CMP.
Gracias a los avances en tecnologı´a nanofoto´nica sobre el silicio, en la actua-
lidad esta tecnologı´a se plantea como una alternativa real a las tradicionales redes
ele´ctricas dentro del chip [5]. Las redes o´pticas cuentan con la capacidad de trans-
mitir varios flujos de informacio´n simulta´neamente a altas velocidades, lo que se
traduce en una reduccio´n significativa del nu´mero de cables necesarios para llevar
a cabo la comunicacio´n entre mu´ltiples emisores y receptores.
2.2.1 Componentes de una red o´ptica
Para conseguir establecer una comunicacio´n o´ptica completa entre dos compo-
nentes dentro del chip se necesita de la integracio´n de varios elementos propios de
este tipo de redes. A continuacio´n se exponen los principales dispositivos que se
requieren para integrar una red foto´nica completamente operativa dentro del chip.
• La´ser: Los la´seres son los encargados de introducir el haz de luz en el chip.
Este componente puede ubicarse dentro o fuera del chip, aunque tı´picamen-
te son emplazados en el exterior del encapsulado. Esto se debe a que el
consumo y el a´rea que requieren los la´seres on-chip son mucho mayores y
supone por tanto un desperdicio de recursos para el resto de componentes.
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• Waveguides: Los waveguides se acoplan a los la´seres para transportar la
sen˜al luminosa. El proceso de fabricacio´n de estos componentes es de vital
importancia para evitar pe´rdidas de sen˜al significativas (y por tanto desper-
dicio de potencia) cuando se introducen cambios de direccio´n y giros en el
waveguide. Estos elementos combinan dos materiales de alto y bajo ı´ndice
de refraccio´n en su parte interna y externa respectivamente, confinando el
haz luminoso y guia´ndolo hasta su destino. La eleccio´n de estos materiales
ası´ como de un proceso de fabricacio´n compatible con CMOS son cruciales
para evitar que los waveguides presenten pe´rdidas de energı´a excesivas.
Por otro lado, una de las mayores ventajas de las redes foto´nicas radica en
que la sen˜al o´ptica se puede multiplexar en un rango finito de longitudes de
onda o wavelengths. Este proceso se conoce como Multiplexado por Divi-
sio´n de Longitudes de Onda o Wavelength Division Multiplexing (WDM).
Cuando el nu´mero de wavelengths en el que se divide la sen˜al es elevado
(tı´picamente hasta 64 longitudes de onda) este proceso recibe el nombre de
Dense Wavelength Division Multiplexing (DWDM). Esta caracterı´stica es
la que dota a las redes o´pticas de una densidad de ancho de banda elevada.
• Anillo resonador: Un anillo resonador es un componente formado por una
waveguide que toma la forma de una circunferencia de dia´metro reducido
(entre 3 y 5 µm) [6]. Los resonadores son componentes o´pticos que por
defecto so´lo reaccionan a una determinada longitud de onda, determinada
por su diametro. Sin embargo, los resonadores pueden calibrarse para reac-
cionar a diferentes longitudes de onda alterando la temperatura mediante la
aplicacio´n de corriente. Por tanto, cuando se usa WDM o DWDM se deben
calibrar los resonadores involucrados en una comunicacio´n o´ptica. Los ani-
llos resonadores son el elemento base de dos componentes conocidos como
moduladores y detectores:
- Modulador: Un modulador o transmisor es un anillo resonador que se
encarga de imprimir la sen˜al digital en la luz extraı´da por el resonador
y que circula por el waveguide. El material utilizado en los modula-
dores es el Germanio, ya que puede ser utilizado en proceso CMOS y
presenta un alto porcentaje de absorcio´n luminosa. Generalmente, un
modulador es simplemente un resonador que absorbe sen˜al ele´ctrica y
la modula en un determinado wavelength λi.
- Detector: Un detector o receptor es un anillo resonador que se en-
cuentra calibrado a una determinada longitud de onda. Actu´a como
filtro de una wavelength λi y dirige los haces de luz extraı´dos a un
fotodetector. Obse´rvese que en la recepcio´n se requieren tantos detec-
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Figura 2.2: Ejemplo de comunicacio´n mediante un enlace o´ptico.
tores como longitudes de onda esten asociadas a una comunicacio´n
o´ptica determinada.
• Fotodetector: Tras filtrar las longitudes de onda correspondientes a un des-
tino, se les debe aplicar una operacio´n de conversio´n o´ptico-ele´ctrica. Esta
labor es realizada por el fotodetector, componente que extrae los fotones
de la sen˜al o´ptica y los transforma en corriente ele´ctrica. El fotodetector
debe tener acoplado un amplificador de sen˜al ele´ctrica para que la salida
producida pueda ser tratada correctamente.
En la Figura 2.2 se puede observar un ejemplo de comunicacio´n que emplea
todos los componentes descritos anteriormente. La figura muestra co´mo se realiza
la transmisio´n de un flujo de bits entre un emisor y un receptor, utilizando un la´ser
y un waveguide que permite WDM. En primer lugar, el modulador del emisor
recibe la orden de transmitir un determinado flujo de bits. Para ello, el modulador
A que opera a una determinada λi comienza a codificar y modular dicho flujo en la
longitud de onda i. Obse´rvese que las posibles comunicaciones que usan el resto
de longitudes de onda no se ven afectadas por este proceso.
Posteriormente, la sen˜al luminosa modulada que circula por el waveguide pasa
por el modulador B que debe ser previamente calibrado para resonar en la longitud
de onda λi. De esta manera el resonador reaccionara´ al paso de la luz y la filtrara´,
realizando e´sta un movimiento circular en el interior del anillo. A continuacio´n,
el fotodetector acoplado al anillo convierte la luz que circula en el interior del
receptor. Finalmente, la sen˜al ele´ctrica obtenida pasa a ser manejada por el driver
B que almacena los valores correspondientes en los biestables del receptor.
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Figura 2.3: Esquemas de comunicacio´n single writer.
2.2.2 Esquemas de comunicacio´n y asignacio´n de wavelengths
Pese a que la red o´ptica puede operar a frecuencias de hasta 10 GHz, e´sta solo
puede transmitir un bit en cada wavelength por ciclo. Esto significa que el nu´mero
de wavelengths que se asignan a cada nodo es crı´tico, ya que repercute en el
ancho de banda agregado con el que dicho nodo contara´ para sus transmisiones y
recepciones.
Para la comunicacio´n entre los diferentes nodos utilizando un u´nico canal o´pti-
co existen numerosas propuestas en la literatura. Los esquemas que se explican a
continuacio´n permiten interconectar diferentes entradas con diferentes salidas me-
diante el acceso a un canal de comunicacio´n compartido. Ma´s adelante, mediante
la utilizacio´n de DWDM, el nu´mero de wavelengths asociadas a cada nodo se
incrementara´ y, por tanto, estos esquemas podra´n realizar envı´os simulta´neos en
diferentes longitudes de onda.
• Single Writer Broadcast Reader (SWBR): En este esquema se realiza una
difusio´n entre todos los receptores de una sen˜al que ha introducido el emisor
en una determinada longitud de onda. Se trata de un esquema poco habitual
ya que requiere del calibrado de los moduladores de todos los receptores
cada vez que se realiza una transmisio´n, lo que supone un desperdicio de
energı´a en la red. En la Figura 2.3a puede apreciarse un diagrama sobre la
comunicacio´n en este esquema. Obse´rvese co´mo todos los anillos corres-
pondientes a las salidas se encuentran calibrados para recibir el mensaje.
• Single Writer Multiple Reader (SWMR): En este esquema los modula-
dores de los receptores se encuentran sin calibrar, por lo que por defecto
ninguno de ellos extrae sen˜al alguna del waveguide. Ası´, cuando el emisor
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Figura 2.4: Esquemas de comunicacio´n multiple writer.
quiere enviar un paquete a un receptor, e´ste primero ha de comprobar que
su anillo resonador se encuentra activo en la wavelength correspondiente.
Esto requiere por tanto una lo´gica adicional ele´ctrica u o´ptica que permita
al emisor activar y calibrar el filtro del receptor cuando corresponda. En la
Figura 2.3b se puede observar un diagrama de comunicacio´n de este esque-
ma. Se trata de un esquema similar al correspondiente a SWBR pero en este
caso so´lo los receptores interesados en la comunicacio´n son los que activan
sus anillos resonadores.
• Multiple Writer Single Reader (MWSR): El esquema MWSR resulta de
utilidad cuando varios emisores quieren comunicarse con un mismo destino.
Sin embargo, este esquema precisa del uso de te´cnicas de arbitraje entre los
diferentes emisores para decidir quie´n accede al medio o´ptico. Estas te´cni-
cas de arbitraje pueden implementarse bien ele´ctricamente o bien mediante
o´ptica. En la Figura 2.4a puede observarse este esquema de comunicacio´n.
La utilizacio´n de este esquema cuando se cuenta con DWDM permite asig-
nar diferentes wavelengths a cada emisor. De esta manera, el arbitraje solo
es necesario cuando varios emisors pretenden comunicarse con el mismo
destino.
• Multiple Writer Multiple Reader (MWMR): En el caso de MWMR se
permite la comunicacio´n entre cualquier emisor con cualquier receptor, por
lo que se debe arbitrar en ambos lados antes de realizar la transmisio´n para
evitar colisiones. La cantidad de moduladores en este esquema es del orden
de O(N × bλ) donde N es el nu´mero de nodos tanto emisores como recep-
tores y bλ es el nu´mero de wavelengths utilizados. Se trata por tanto de un
esquema de comunicacio´n que permite gran flexibilidad pero que supone
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Figura 2.5: Esquemas de comunicacio´n SWMR y MWSR con WDM de 3 longi-
tudes de onda.
un coste elevado de recursos o´pticos. En la Figura 2.4b se puede observar el
diagrama correspondiente a este esquema.
Estos esquemas de comunicacio´n se corresponden con una red foto´nica en la
que el canal o´ptico no se encuentra multiplexado por longitudes de onda. Sin em-
bargo, cuando se cuenta con DWDM, estos esquemas pueden ampliarse teniendo
en cuenta que cada waveguide puede ser dividida en un total de hasta 64 λi. Este
tipo de esquemas se utilizan para la implementacio´n de crossbars o´pticos, ya que
permiten conectar un determinado nu´mero de entradas y salidas entre sı´. En este
punto se encuentra una de las principales decisiones de disen˜o de una red foto´ni-
ca ya que el esquema elegido tiene un impacto directo en el nu´mero de posibles
comunicaciones paralelas y su ancho de banda.
En la Figura 2.5a se puede observar el esquema de comunicacio´n SWMR co-
rrespondiente a una multiplexacio´n de la sen˜al luminosa en tres longitudes de
onda. En este caso, las tres entradas cuentan con una λi propia para comunicarse
con cada una de las tres salidas. Sin embargo, se puede apreciar que en caso de
que dos o ma´s entradas pretendan comunicarse con el mismo terminal de salida
se presenta un conflicto en la red. Por tanto, se debe utilizar una te´cnica de arbi-
traje que determine que´ entrada gana el acceso hacia la salida. De esta forma, el
proceso de comunicacio´n a seguir en este esquema serı´a el siguiente:
1. Las entradas I1 e I2 intentan enviar un paquete a la salida O2.
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2. Una funcio´n de arbitraje determina que´ entrada es la escogida. Supongamos
I2 como la ganadora del medio.
3. La entrada I2, al saberse ganadora del arbitraje, envı´a una sen˜al ele´ctrica al
terminal O2 para que calibre correctamente el receptor que le corresponde
en λ2 (identificada con color amarillo).
4. El transmisor en I2 modula la longitud de onda λ2 para enviar el paquete.
5. Finalmente, el terminal de salida recibe el paquete y lo convierte a sen˜al
ele´ctrica, terminando ası´ la comunicacio´n.
Este tipo de crossbar o´ptico tambie´n permite implementar el esquema SWBR
mediante el reenvı´o del paquete a todas las terminales de salida. En este caso, ca-
da terminal de salida convierte el paquete recibido y comprueba si es responsable
del mismo. La utilidad de este esquema se reduce a la distribucio´n de informa-
cio´n de arbitraje redundante, ya que para comunicaciones entre pares consume
significativamente ma´s energı´a que el esquema SWMR.
En el esquema SWMR existe adema´s una alternativa que permite evitar uti-
lizar arbitraje global antes de realizar el envı´o. La solucio´n recibe el nombre de
buffered-SWMR y consiste en incluir bu´feres junto a cada receptor o´ptico en cada
terminal de salida. Ası´, el emisor solo debe conocer si cuenta con espacio sufi-
ciente en el bu´fer destino antes de enviar el paquete. En el lado del receptor, si
este cuenta con paquetes disponibles en varias colas, realizara´ un arbitraje local
entre las mismas e ira´ sirviendo los paquetes sucesivamente. Este esquema resulta
de utilidad cuando no se cuenta con mecanismos de arbitraje global eficientes (i.e.
mecanismos de arbitraje por tecnologı´a o´ptica que no ralentizan los envı´os). En la
Figura 2.6 se puede observar una ilustracio´n de este esquema de comunicacio´n.
Independientemente del tipo de esquema SWMR que se utilice, las comu-
nicaciones bajo este patro´n necesitara´n al menos un transmisor por entrada y
O(N2 × bλ) receptores donde N es el nu´mero de nodos tanto emisores como
receptores y bλ es el nu´mero de wavelengths utilizados en el bus. Por tanto, para
evitar disparar el consumo y coste de los recursos o´pticos, es recomendable utili-
zar este esquema en situaciones en las que el nu´mero de receptores es reducido.
Por otro lado, en la Figura 2.5b se presenta el esquema de comunicacio´n
MWSR que, al igual que en el caso anterior, utiliza tres longitudes de onda para
interconectar tres entradas con tres salidas. En este caso, las longitudes de onda
(o canales o´pticos formados por varias λi) se asocian al nu´mero de salidas del
crossbar. Como resultado, en este caso tambie´n es necesario un arbitraje global
que evite colisiones cuando dos o mas´ entradas pretenden comunicarse con una
misma salida. De esta forma, el proceso de comunicacio´n resulta pra´cticamente
ana´logo al anterior:
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Figura 2.6: Esquema de comunicacio´n buffered-SWMR.
1. Las entradas I1 e I2 intentan enviar un paquete a la salida O2.
2. Una funcio´n de arbitraje determina que´ entrada es la escogida. En este caso
se supone I2 como la ganadora del medio.
3. En este caso, la salida O2 ya se encuentra calibrada por defecto en λ2, por
lo que no es necesario realizar el calibrado activo en este esquema.
4. El transmisor en I2 modula la longitud de onda λ2 para enviar el paquete.
5. Finalmente, el terminal de salida recibe el paquete y lo convierte a sen˜al
ele´ctrica, terminando ası´ la comunicacio´n.
La principal ventaja del esquema MWSR se encuentra en que no es necesario
realizar el calibrado activo de las diferentes salidas. Gracias a esto, es posible
evitar el consumo necesario para activar los receptores, a diferencia del caso del
esquema SWMR que sı´ lo necesita.
En lo que respecta a componentes o´pticos, MWSR requiere de al menos un
receptor por entrada y O(N2 × bλ) transmisores. Esto quiere decir que, al igual
que el esquema SWMR, el nu´mero de componentes (transmisores en el caso de
MWSR y receptores en el caso de SWMR) crece cuadra´ticamente. Por tanto estos
esquemas deben ser utilizados en situaciones en las que el taman˜o y requisitos
de la red no impliquen un crecimiento desmedido de la cantidad de componentes
o´pticos necesarios. En caso contrario, el consumo derivado de estos componentes
y el a´rea utilizada por los mismos se convertira´n en limitaciones para la red.
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Capı´tulo 3
Trabajo relacionado
Este capı´tulo describe trabajos relacionados con la tecnologı´a foto´nica ası´ como
su aplicacio´n a las redes en chip.
El desarrollo de la tecnologı´a foto´nica ası´ como su integracio´n en el silicio han
sido campos ampliamente investigados en la u´ltima de´cada. En [7], S. Abadal et.
al estudian diferentes posibilidades de aplicacio´n de la tecnologı´a foto´nica en ar-
quitecturas hı´bridas y multiprocesadores. En lo que respecta a la utilizacio´n de los
componentes o´pticos en redes en chip, numerosos trabajos como [8–10] estudian
diversas alternativas acerca de co´mo abordar el disen˜o de una red foto´nica dentro
del chip, ası´ como sus oportunidades y retos.
Como resultado de estas investigaciones previas, a lo largo de los u´ltimos an˜os
se han presentado numerosas propuestas de redes o´pticas como solucio´n a los pro-
blemas cada vez mayores de escalabilidad en las prestaciones de las redes dentro
del chip. En previsio´n de los requisitos de ancho de banda que necesitara´n las
arquitecturas futuras, D. Vantrease et. al proponen Corona [1], una arquitectura
manycore 3D que utiliza comunicacio´n mediante tecnologı´a foto´nica tanto dentro
como fuera del encapsulado.
Por otro lado, en [11] G. Kurian et. al presentan ATAC, una arquitectura que
cuenta con una red o´ptica dentro del chip que permite la interconexio´n de 1000
nu´cleos dentro del mismo. La principal diferencia que presenta con Corona radica
en la asignacio´n de los recursos o´pticos a los emisores y receptores de la red.
Como alternativa a Corona y ATAC, en [2] se propone Firefly, una arquitectura
hı´brida que agrupa los nu´cleos del chip en clusters e interconecta dichos clusters
mediante conexiones o´pticas.
La integracio´n de la tecnologı´a foto´nica dentro del chip, sin embargo, no esta´
exenta de dificultades. Debido a las caracterı´sticas especiales y a la reducida escala
de los componentes o´pticos, el desarrollo de NoCs foto´nicas es muy sensible a los
errores de fabricacio´n; este propiedad se conoce como variabilidad en el proceso
de fabricacio´n. Respecto a este problema, en [12] se proponen diferentes solucio-
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nes para mitigar el efecto de la variabilidad en la fabricacio´n en las prestaciones
de la red foto´nica.
En [13] encontramos la red FlexiShare, un anillo foto´nico con un esquema
MWMR propuesto para un CMP de 64 nu´cleos. Esta red utilia un mecanismo de
arbitraje basado en flujos de tokens para incrementar la utilidad de la red. Los
autores utilizan diferentes cantidades de canales y DWDM de 64 longitudes de
onda por canal.
Si bien Corona, FlexiShare y Firefly presentan resultados y prestaciones acep-
tables, lo hacen a cambio de una utilizacio´n significativa de los recursos o´pticos.
En [14], A. Garcı´a-Guirado y S. Bartolini realizan un estudio de los componentes
o´pticos utilizados por estas tres redes y proponen una serie de polı´ticas para admi-
nistrar estos recursos de un modo ma´s adecuado. Los autores proponen polı´ticas
basadas en el taman˜o de los mensajes que circulan por la red, la disponibilidad de
los recursos o´pticos necesarios para la comunicacio´n y la distancia que separa al
emisor del receptor.
Las redes anteriores y los esquemas de comunicacio´n comentados en el Apar-
tado 2.2.2 requieren de te´cnicas de arbitraje a la hora de compartir los canales
o´pticos en comunicaciones simulta´neas. En [15], D. Vantrease et. al proponen la
utilizacio´n de la tecnologı´a o´ptica para realizar las tareas de arbitraje y control de
flujo. Los autores presentan dos clases de te´cnicas de arbitraje basadas en tokens
y evalu´an las mismas con objetivos relativos a latencia, utilizacio´n y fairness.
Aunque este trabajo se centra en la integracio´n de la tecnologı´a foto´nica den-
tro del chip, otros autores como Batten et. al proponen en [16] una estrategia de
disen˜o para redes o´pticas a nivel interchip. Adema´s, realizan una propuesta so-
bre co´mo utilizar una red o´ptica para interconectar el procesador con la memoria
principal.
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Capı´tulo 4
Propuesta: Red hı´brida fotoele´ctrica
En este capı´tulo se describe la red hı´brida propuesta en este Trabajo Fin de Ma´ster.
Teniendo en cuenta las limitaciones de las redes en chip ele´ctricas ya explicadas
en el Capı´tulo 2, en este trabajo presentamos una red formada por una malla bi-
dimensional ele´ctrica acompan˜ada por un anillo foto´nico que permitira´ reducir la
latencia de las largas distancias dentro del chip.
4.1 Modelo de red hı´brida
El modelo de red hı´brida propuesto en este trabajo puede observarse en la Fi-
gura 4.1. Los 64 nodos del CMP esta´n conectados por una malla bidimensional
ele´ctrica, a la que se conectan tambie´n a trave´s del primer y u´ltimo nodos (nodos 0
y 63) los controladores de memoria. Adema´s, se incluye un anillo implementado
con tecnologı´a foto´nica.
Para conseguir que todos los nodos sean alcanzados por el anillo o´ptico, en esta
propuesta el disen˜o de los tiles es sime´trico en lugar de totalmente ide´ntico. De
esta forma se consigue conectar los switches de 4 tiles para proporcionar un acceso
cercano al anillo o´ptico. Esto es necesario ya que la tecnologı´a o´ptica no permite
la implementacio´n de waveguides que realicen un gran nu´mero de cambios de
direccio´n. De lo contrario, la potencia requerida para transmitir el haz de luz por
el waveguide se incrementarı´a en exceso [17].
Por otra parte, la decisio´n de ubicar los controladores a ambos extremos de la
red se corresponde con la situacio´n habitual de estos componentes en las redes en
chip tradicionales. Obse´rvese que ambos controladores se encuentran separados
por un total de 14 saltos en la red, lo que coincide con el dia´metro de la misma.
El objetivo es, por tanto, reducir la latencia de las comunicaciones de los nodos
que se encuentran ma´s alejados de los controladores de memoria. La red hı´brida
propuesta permite a los nodos que se encuentran a elevadas distancias de los con-
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Figura 4.1: Modelo de red hı´brida propuesta.
troladores utilizar un camino alternativo y ma´s veloz a trave´s del cual realizar las
peticiones y obtener los bloques de memoria. Sin embargo, este no sera´ el u´nico
criterio que determine cua´ndo utilizar el anillo o´ptico. En el Apartado 4.1.1 se
presentan los criterios contemplados a la hora de determinar que´ red es utilizada
para llevar a cabo un acceso a los controladores.
El esquema de comunicacio´n utilizado en el anillo o´ptico requiere diferen-
ciar entre la comunicacio´n de nodo a controlador (nodo-controlador) y en sentido
inverso (controlador-nodo). En lo que respecta al sentido nodo-controlador, se uti-
liza un esquema buffered-SWMR en el que cada nodo cuenta con cuatro1 longitu-
des de onda asignadas para el envio de paquetes a los controladores de memoria.
Debido a que el sistema cuenta con 64 nodos, se requieren al menos 256 wave-
lengths para satisfacer este requisito. Teniendo en cuenta que cada waveguide se
puede descomponer mediante DWDM en 64 wavelengths, se requieren al menos
4 waveguides para implementar la comunicacio´n nodo-controlador.
En lo que respecta al sentido controlador-nodo, se utiliza igualmente un es-
quema buffered-SWMR en el que cada controlador tiene asignados un total de
32 wavelengths para el envı´o de paquetes a los nodos. Puesto que el procesador
cuenta con dos controladores, el sentido controlador-nodo requiere un waveguide
completo adicional. En total, para la comunicacio´n en ambos sentidos se requieren
5 waveguides (es decir, 320 wavelengths) 4 para el envı´o de paquetes en el sentido
1Este valor ha sido determinado tras un estudio teo´rico del ancho de banda requerido para el
anillo o´ptico.
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Nu´cleos de procesamiento
Nu´cleos 64
ISA x86
Frequencia 3GHz
Polı´tica de issue Fuera de orden
Predictor de saltos Combinado
Ancho de issue/commit 4 instrucciones/ciclo
Taman˜o del ROB 256 entradas
Cola de Load/Store 64/48 entradas
Jerarquı´a de cache´
L1 Icache (privada) 32KB, 8 vı´as, 64B-lı´nea, 2cc
L1 Dcache (privada) 32KB, 8 vı´as, 64B-lı´nea, 2cc
L2 (privada) 256KB, 16 vı´as, 64B-lı´nea, 11cc, 16 MSHR
Red de interconexio´n ele´ctrica
Topologı´a 2D Mesh 8x8
Frecuencia 2 GHz
Encaminamiento X-Y
Taman˜o de los bu´feres 256B
Ancho de banda de enlace 16Bytes/ciclo
Conmutacio´n Store & Forward y Virtual Cut-Through
Router Segmentado 3 etapas, 3 ciclos/hop
Red de interconexio´n o´ptica
Topologı´a Anillo
Frecuencia 10 GHz
DWDM Sı´
No de waveguides 5, 64 wavelengths/waveguide
Ancho de banda/wavelengh 1bit/ciclo
Esquema de comunicacio´n Buffered-SWMR asime´trico
Conversio´n Ele´ctrico-O´ptica 1 ciclo
Conversio´n O´ptico-Ele´ctrica 1 ciclo
Memoria principal
Latencia fija 200 ciclos
Tabla 4.1: Configuracio´n del sistema completo
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nodo-controlador y 1 para el envı´o de paquetes en el sentido controlador-nodo.
El resto de los para´metros del sistema base se pueden consultar en la Tabla 4.1.
4.1.1 Criterios de eleccio´n de red
El funcionamiento de la red hı´brida propuesta depende de ciertos criterios relati-
vos al estado de las redes en el momento de la comunicacio´n. El objetivo primario
de la red hı´brida es proporcionar a los nodos un acceso ra´pido a la memoria. Para
conseguir esto, se han escogido una serie de criterios que permiten a un nodo de-
terminar que´ red utilizar en el momento de iniciar una peticio´n al controlador de
memoria. Estos criterios son los siguientes:
• Umbral de latencia: En este criterio se tienen en cuenta dos factores. El
primer factor se debe a la comparacio´n de los resultados obtenidos por el
modelo teo´rico de la latencia de la red ele´ctrica en ausencia de contencio´n y
el modelo teo´rico de la latencia del anillo o´ptico. En caso de que la latencia
teo´rica del anillo o´ptico resulte inferior, la transmisio´n es realizada por el
mismo.
Para ambas redes, el modelo teo´rico de la latencia en ausencia de contencio´n
depende de la te´cnica de conmutacio´n de paquetes utilizada. La Tabla 4.2
expone las expresiones correspondientes a los modelos teo´ricos de latencia
de Store & Forward y Virtual Cut-Through. En ambos modelos, la variable
d se corresponde con la distancia en nu´mero de saltos que separa al emisor
del receptor; tlink es el tiempo que lleva a un paquete atravesar un enlace y
por tanto depende del taman˜o del paquete y del ancho de banda del enlace; y
thop es la cantidad de ciclos necesaria para atravesar el switch segmentado.
Finalmente, la u´ltima parte de la expresio´n hace referencia al tiempo de
serializacio´n necesario para reintroducir el paquete en un nuevo enlace y
reenviarlo al siguiente destino.
Store & Forward
latSAF = tlink × (d+ 1) + thop × d+ packetSizebandwidthlink × d
Virtual Cut-Through
latV CT = tlink × (d+ 1) + thop × d+ packetSizebandwidthlink
Tabla 4.2: Modelos de latencia utilizados
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Resulta llamativa en estas expresiones la diferencia de latencia derivada de
la utilizacio´n de una te´cnica de conmutacio´n u otra. En el caso de SAF, la
latencia de serializacio´n se incrementa proporcionalmente con el nu´mero
de saltos, mientras que en VCT esta latencia permanece constante. Es im-
portante destacar que para la red ele´ctrica el nu´mero de saltos depende de
las posiciones relativas entre nodo y controlador, mientras que para la red
o´ptica la distancia es constante ya que todos los nodos conectados al anillo
o´ptico se comunican directamente a trave´s de este con ambos controladores.
El segundo factor tiene en cuenta la latencia de la red ele´ctrica en presencia
de contencio´n. Esta latencia no se calcula teo´ricamente sino que se obtiene a
partir del valor de la latencia observado en la red por el u´ltimo fallo de cache´
generado por la ejecucio´n de una instruccio´n de load. Este valor se compara
con la latencia teo´rica del anillo o´ptico y determina que´ red debe utilizar-
se. No´tese que no se tiene en cuenta la contencio´n en la comunicacio´n a
trave´s del anillo o´ptico debido a que el esquema buffered-SWMR garantiza
ausencia de contencio´n en la comunicacio´n entre nodos y controladores.
• Privacidad de los datos: Este criterio so´lo se aplica a cargas paralelas y
permite utilizar la red o´ptica para garantizar una ra´pida obtencio´n de los da-
tos privados desde la memoria principal, mientras que los datos compartidos
son proporcionados por las distintas cache´s que se encuentren en posesio´n
del bloque a trave´s de la red ele´ctrica.
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Capı´tulo 5
Entorno experimental
En este capı´tulo se presenta el entorno de simulacio´n utilizado para evaluar la
propuesta de este Trabajo Fin de Ma´ster. Adema´s, se describen las principales
incorporaciones y ampliaciones que se han desarrollado sobre este entorno de
trabajo con el objetivo de soportar la simulacio´n de la tecnologı´a foto´nica. Final-
mente, se introducen las cargas multiprogramadas que se han utilizado durante las
simulaciones para obtener los resultados.
5.1 El framework de simulacio´n Multi2Sim
Multi2sim [18] es un entorno de simulacio´n dirigido por eventos y con precisio´n a
nivel de ciclo disen˜ado para computacio´n heteroge´nea CPU-GPU. Esta´ escrito en
lenguaje C e incluye modelos para CPUs superescalares, multinu´cleo y multihilo,
ası´ como para arquitecturas GPU. El simulador se encuentra en su versio´n 4.2, so-
porta la ejecucio´n cualquier suite de benchmarks de la que se disponga del co´digo
fuente e incluso de co´digo pre-compilado de usuario en diversas arquitecturas sin
necesidad de realizar tareas de portabilidad.
El entorno de simulacio´n CPU se divide en dos componentes software princi-
pales: el simulador funcional y el simulador arquitectural. La simulacio´n funcional
emula la ejecucio´n de un programa en un procesador x86 nativo, interpretando el
co´digo binario del programa y reproduciendo dina´micamente su comportamien-
to a nivel de ISA. Por otro lado, la simulacio´n arquitectural obtiene una traza de
las instrucciones x86 a partir del simulador funcional y sigue la ejecucio´n de las
estructuras hardware del procesador ciclo a ciclo. Este tipo de simulacio´n modela
procesadors superescalares multinu´cleo segmentados fuera de orden, una jerar-
quı´a de memoria completa con protocolo de coherencia cache´ y diferentes redes
de interconexio´n. Sin embargo, Multi2Sim no ofrece un modelo detallado de me-
moria principal, ası´ como del controlador de memoria, sino que las latencias mo-
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deladas en el acceso a memoria principal son fijas independientemente del patro´n
de accesos a memoria.
5.2 Ampliaciones realizadas sobre Multi2Sim
Durante la implementacio´n de este Trabajo Fin de Ma´ster se han realizado una
serie de ampliaciones en el simulador Multi2Sim. Las extensiones implementa-
das tienen el objetivo de permitir en primer lugar la simulacio´n realista de las
caracterı´sticas u´nicas de la tecnologı´a foto´nica y, adema´s, dotar al simulador de la
capacidad de utilizar la mejor opcio´n entre las redes disponibles.
Ası´, cabe destacar el estado del simulador Multi2Sim en su versio´n 4.2 antes
de comenzar este trabajo. En lo que respecta a las caracterı´sticas relativas a los
objetivos de este trabajo, e´stas eran:
• Multi2Sim permite declarar varias redes en sus archivos de configuracio´n.
Sin embargo, no admite ma´s de una interconexio´n entre los mo´dulos de me-
moria por lo que estos no pueden seleccionar diferentes redes para acceder
a otros niveles de la jerarquı´a de memoria.
• Multi2Sim define un sistema de red con una frecuencia u´nica, por lo que
todas las redes declaradas en sus archivos de configuracio´n presentan la
misma frecuencia.
• Multi2Sim no utiliza VCT. Calcula el tlink y el tserializacion dividiendo el ta-
man˜o del paquete entre el ancho de banda del enlace, por lo que implementa
SAF por defecto.
• Multi2Sim mantiene en la Unidad de Gestio´n de Memoria (MMU) una lista
sobre las pa´ginas de memoria utilizadas. No realiza sin embargo clasifica-
cio´n alguna sobre estas pa´ginas que permita diferenciar si contienen datos
privados o compartidos.
Para alcanzar los objetivos de este trabajo, las caracterı´sticas anteriores del
simulador deben ser modificadas. En los siguientes apartados se describen las
implementaciones realizadas sobre el framework Multi2Sim que permiten utilizar
la red hı´brida propuesta.
5.2.1 Mu´ltiples redes de interconexio´n
La red hı´brida propuesta en el Capı´tulo 4 requiere por parte del sistema la capa-
cidad de soportar dos redes completamente operativas. Adema´s, el anillo o´ptico
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IL1i
L2i
DL1i
neti
MP
mesh
IL1i
L2i
DL1i
neti
MP
mesh
ring
*low_network = neti *low_network = neti
*low_network = mesh
*high_network = mesh
low_network[0] = mesh
low_network[1] = ring
high_network[0] = mesh
high_network[1] = ring
Figura 5.1: Interconexio´n entre mo´dulos de memoria antes y despue´s de la am-
pliacio´n de Multi2Sim.
debe contar con caracterı´sticas especı´ficas de la tecnologı´a foto´nica como son la
multiplexacio´n en longitudes de onda o la frecuencia a 10 GHz. Por ello, la pri-
mera extensio´n realizada sobre el simulador consiste en permitir que el sistema
opere con dos redes simulta´neamente.
Multi2Sim soporta la declaracio´n de varias redes en el archivo de configura-
cio´n correspondiente a la red. Partiendo de este punto, el siguiente paso consiste
en habilitar a los diferentes mo´dulos de memoria la utilizacio´n de cualquiera de
las redes. En la Figura 5.1 se observa la diferencia entre co´mo se realizaban las
conexiones de los mo´dulos de memoria en la versio´n 4.2 del simulador y co´mo se
realizan tras la ampliacio´n.
Tal y como se indica en la Figura 5.1, esta modificacio´n ha consistido en am-
pliar el puntero utilizado anteriormente por los mo´dulos de memoria para acceder
a su red asociada. En la jerarquı´a de memoria de Multi2Sim, cada mo´dulo de
memoria cuenta con punteros para acceder a su red superior e inferior si la hu-
biera. Por ello, en esta ampliacio´n se han convertido los punteros low network y
high network del LLC y de la memoria principal respectivamente en vectores de
punteros. De esta forma, tanto los mo´dulos de LLC como los controladores de
memoria cuentan con tantas redes accesibles como elementos tiene su vector aso-
ciado. Ası´, tras esta extensio´n, Multi2Sim soporta actualmente declarar cualquier
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Nodo0
Nodo1
Nodo63
Switch0
Switch1
Switch63
Controlador0
Controlador1
Figura 5.2: Modelo de anillo o´ptico en Multi2Sim.
nu´mero de redes de interconexio´n entre los mo´dulos de LLC y memoria principal.
Gracias a esta implementacio´n, el anillo o´ptico se puede simular en Multi2Sim
mediante conexiones directas entre cada nodo y cada controlador de memoria,
limitando el ancho de banda de cada una de estas conexiones al determinado por
el esquema de comunicacio´n o´ptico seleccionado. El modelo de anillo o´ptico en
Multi2Sim se presenta en la Figura 5.2.
5.2.2 Virtual Cut-Through
La te´cnica de conmutacio´n Virtual Cut-Through es muy habitual en el campo de
las redes en chip. Por tanto, para obtener resultados realistas relativos al impacto
de diversos factores como distancia o contencio´n en la red en el chip es necesario
contar con un simulador que implemente esta te´cnica.
Para introducir la implementacio´n de VCT es necesario explicar varios con-
ceptos previos acerca de co´mo opera la red en el framework Multi2Sim. En pri-
mer lugar, Multi2Sim diferencia dos tipos de nodos: endpoints y switches. Los
endpoints son nodos que se asocian a los mo´dulos de memoria, mientras que los
switches son los que llevan a cabo las tareas de interconexio´n entre nodos, control
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Endpoint 0 Switch 0 Endpoint 1
0
1 2 3 4
5
Obuf00 Obuf01Ibuf00 Ibuf10
Figura 5.3: Esquema de conexio´n entre dos nodos de red adyacentes en Mul-
ti2Sim.
de flujo, conmutacio´n, etc.
El funcionamiento de la red se dirige por medio de una ma´quina de estados
que se activa por medio de eventos. En la Figura 5.3 se muestra el esquema ba´sico
de conexio´n entre dos nodos. Los eventos que tienen lugar para llevar a cabo una
comunicacio´n entre ambos son los siguientes:
• Evento 0 - SEND: El evento SEND es el que inicia una transmisio´n. Intro-
duce un paquete en la red, comprueba que el bu´fer de salida del endpoint
tiene espacio disponible para el paquete y programa un evento OUTPUT
para el ciclo siguiente.
• Evento 1 - OUTPUT: El evento OUTPUT realiza la transmisio´n por el enla-
ce contiguo al bu´fer de salida en el que se encuentra el paquete. Comprueba
que el bu´fer de entrada del siguiente switch o endpoint tiene espacio sufi-
ciente para almacenar el paquete y programa el evento INPUT para n ciclos
despue´s, donde n = packetSize
bandwidthlink
.
• Evento 2 - INPUT: El evento INPUT simula la segmentacio´n del switch
en etapas. Este evento cuenta con un para´metro que recibe el nombre de
bandwidthnode que, junto con el taman˜o de paquete, determina los ciclos
de latencia que se tarda en atravesar el switch. El siguiente evento OUT-
PUT o RECEIVE que corresponda se programa tras n ciclos, donde n =
packetSize
bandwidthnode
.
• Evento 3 - OUTPUT: Este evento realiza las mismas acciones que el evento
1, dirigiendo esta vez el paquete al endpoint final.
• Evento 4 - INPUT: Este evento realiza las mismas acciones que el evento
2. Adema´s, se programa el evento RECEIVE para el mismo ciclo en el que
se ha realizado este evento.
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Ciclos 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Eventos S O O O O O I I I O O O O O I & R
Tabla 5.1: Transmisio´n ciclo a ciclo de un paquete de 72B en Multi2Sim con SAF.
Ciclos 0 1 2 3 4 5 6 7 8 9 10
Frag0 S O I I I O - - - - I & R
Frag1 S O I I I O - - - I & R
Frag2 S O I I I O - - I & R
Frag3 S O I I I O - I & R
Frag4 S O I I I O I & R
Tabla 5.2: Transmisio´n ciclo a ciclo de un paquete de 72B en Multi2Sim con VCT.
• Evento 5 - RECEIVE: Este evento lee el mensaje de la red y actualiza las
estadı´sticas correspondientes al mismo. La latencia final de la comunica-
cio´n se calcula obteniendo la diferencia entre el ciclo de envı´o y el ciclo de
recepcio´n del paquete.
Siguiendo este esquema se aprecia la presencia implı´cita de conmutacio´n Sto-
re & Forward en Multi2Sim. Para ilustrar esto con un ejemplo, supongamos la
transmisio´n de un paquete de 72 bytes (62B de datos ma´s 8B de cabecera) entre
dos nodos adyacentes siguiendo este esquema y contando con un ancho de ban-
da de enlace de 16 bytes/ciclo; el evento INPUT consume un total de 3 ciclos en
atravesar el switch.
La sucesio´n de ciclos correspondiente a este ejemplo se muestra en la Ta-
bla 5.1. Tal y como se observa, la transmisio´n requiere un total de 14 ciclos debido
a que, con 16 bytes/ciclo de ancho de banda, la serializacio´n del paquete consume
5 ciclos tanto en el endpoint origen como en el switch que lo retransmite.
Para superar esta limitacio´n de Multi2Sim, la implementacio´n de VCT se ha
basado en la divisio´n de los paquetes en fragmentos de taman˜o igual o menor al
ancho de banda del enlace expresado en bytes/ciclo. De esta forma, un paquete de
72 bytes queda dividido en 4 fragmentos de 16 bytes y un fragmento de 8 bytes.
De esta forma se produce una segmentacio´n de los eventos en el tiempo y se oculta
la latencia de serializacio´n del reenvı´o por parte de los switches intermedios. Si-
guiendo este esquema, la sucesio´n de ciclos del ejemplo anterior queda tal y como
se observa en la Tabla 5.2. En este caso, la latencia de la transmisio´n se reduce a
10 ciclos gracias a la operacio´n segmentada de la red.
Obs´ervese que los ejemplos mostrados en las Tablas 5.1 y 5.2 se corresponden
con comunicaciones a un salto de distancia. Conforme se incrementa la distancia
de la comunicacio´n, SAF aumenta la latencia en 8 ciclos por salto mientras que
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VCT lo hace en 4 ciclos por salto. De esta forma, la introduccio´n de VCT en
Multi2Sim consigue reducir la latencia de las comunicaciones.
5.2.3 Mu´ltiples dominios de frecuencia a nivel de red
La red hı´brida propuesta asume que el anillo foto´nico opera a una frecuencia de
10 GHz. Multi2Sim administra las frecuencias del sistema mediante dominios de
manera que cada subsistema de la arquitectura cuenta con un dominio propio. En
nuestro caso, Multi2Sim define dominios para el sistema de memoria, el sistema
de red y las redes locales que interconectan los mo´dulos de memoria local con los
mo´dulos de cache´ L2. Por tanto, para soportar mu´ltiples frecuencias en el sistema
de red, el sistema de dominios ha de ser modificado.
En la implementacio´n actual, cada red declarada en el archivo de configuracio´n
define su propia frecuencia. Posteriormente, Multi2Sim crea un dominio por cada
frecuencia declarada en el sistema y actualiza el dominio de simulacio´n a la mayor
frecuencia declarada en la arquitectura.
5.2.4 Conversiones electrico-o´ptica y o´ptico-ele´ctrica
Los componentes descritos en la Seccio´n 2.2 realizan operaciones de conversio´n
entre las sen˜ales o´ptica y ele´ctrica. Estas operaciones consumen cada una un ciclo
en la red o´ptica (i.e. un ciclo a 10 GHz) y deben ser incluidas en el modelo de red
foto´nica para obtener resultados realistas.
En Multi2Sim la introduccio´n de estas latencias de conversio´n se ha imple-
mentado an˜adiendo dos nuevos eventos a la ma´quina de estados del simulador:
los eventos E2O y O2E. Cada uno de ellos tiene lugar a la entrada y salida de
los switches que conectan cada para nodo-controlador y se encargan de an˜adir la
latencia correspondiente a cada conversio´n, de manera que el siguiente evento se
programa despue´s de los ciclos correspondientes a esta latencia.
Para calcular la latencia de conversio´n, se ha incorporado a Multi2Sim un
nuevo componente denominado fotoconversor que cuenta con una frecuencia y
ancho de banda de conversio´n determinados. La frecuencia del fotoconversor es
habitualmente la frecuencia a la que opera la red o´ptica, mientras que el ancho de
banda de conversio´n hace referencia a la cantidad de bits o longitudes de onda que
el componente es capaz de convertir en un ciclo. En nuestro caso de trabajo este
para´metro toma el valor del nu´mero de longitudes de onda asignadas a cada nodo,
tı´picamente 4. De esta forma, cada evento introduce un retardo de un ciclo debido
a estas conversiones.
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5.2.5 Clasificacio´n de pa´ginas de memoria
Adicionalmente, para dotar al modelo de mayor flexibilidad cuando el sistema
ejecuta cargas paralelas, es necesario contar con una clasificacio´n de los datos de
memoria que se solicitan. Obteniendo informacio´n acerca de la privacidad de los
datos se abre la puerta a implementar polı´ticas que favorezcan el tra´fico de datos
privados por el anillo o´ptico y que a su vez permitan compartir datos entre varios
nu´cleos por la red ele´ctrica.
La clasificacio´n de pa´ginas en memoria se hace habitualmente a nivel de TLB.
Sin embargo, dado que Multi2Sim carece de este componente de la arquitectura,
en la versio´n actual el mecanismo de clasificacio´n se ha implementado en la Uni-
dad de Gestio´n de Memoria (MMU, del ingle´s Memory Management Unit). El
mecanismo consiste en establecer todas las pa´ginas como privadas inicialmente y
detectar cua´ndo ma´s de un nu´cleo ha accedido a la misma pa´gina, momento en el
que pasara´ a clasificarse como compartida.
5.2.6 Modelo de seleccio´n de red
Teniendo en cuenta los criterios de seleccio´n de red expuestos en la Seccio´n 4.1.1
se ha incorporado a Multi2Sim un modelo de eleccio´n que determina sobre que´
red se va a enviar el paquete. En el Algoritmo 1 se expone la cadena de acciones
que realiza el simulador cuando recibe una peticio´n de envı´o de un paquete en
cualquier sentido (nodo-controlador o controlador-nodo).
En primer lugar, el algoritmo debe conocer si existe una red alternativa que
utilizar. En caso afirmativo, se calcula la latencia umbral de seleccio´n como la la-
tencia teo´rica del anillo foto´nico. A continuacio´n, se obtiene la latencia teo´rica de
la malla ele´ctrica teniendo en cuenta la te´cnica de conmutacio´n empleada. Utili-
zando estos datos el algoritmo calcula el primer criterio de seleccio´n, que consiste
en determinar que´ red presenta una latencia teo´rica menor.
El segundo criterio se utiliza cuando el sistema ejecuta cargas paralelas. De
ser ası´, el bloque de memoria cuenta con informacio´n que indica si pertenece a
una pa´gina privada o compartida. En caso de pertenecer a una pa´gina privada, el
bloque sera´ enviado por el anillo.
Si finalmente ninguno de los dos criterios es satisfecho, el algoritmo seleccio-
na la malla ele´ctrica como medio de envı´o del paquete.
5.3 Benchmarks utilizados para simulacio´n
Las propuestas de este Trabajo Fin de Master han sido evaluadas utilizando las
cargas de la suite SPEC 2006 [19], que se explican a continuacio´n.
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Algorithm 1: Algoritmo de seleccio´n de red.
if existe una red foto´nica adicional then
establecer la latencia del anillo foto´nico como latencia umbral;
if conmutacion de la red ele´ctrica es SAF then
calcular latencia teo´rica con la fo´rmula de latencia de SAF;
else
calcular latencia teo´rica con la fo´rmula de latencia de VCT;
end
if umbral < latencia teo´rica ele´ctrica or
(estamos ejecutando cargas paralelas and es bloque privado) then
enviar paquete por anillo o´ptico;
return;
end
end
enviar paquete por malla ele´ctrica;
5.3.1 Aritme´tica de Enteros
perlbench: Lenguaje C, derivada a partir de Perl V5.8.7. La carga incluye Spa-
mAssasin, MHonArc y specdiff (herramienta de SPEC que comprueba la salida
del benchmark).
bzip2: Lenguaje C, herramienta de compresion. Se trata de la herramienta bzip2
V1.0.3 de Julian Seward modificada para realizar su mayor parte de trabajo en
memoria en lugar de E/S.
gcc: Lenguaje C, compilador C. Esta´ basado en gcc V3.2.
mcf: Lenguaje C, optimiza operaciones combinacionales para programacio´n de
vehı´culos. Utiliza el algoritmo de redes simplex para programar el transporte
pu´blico.
gobmk: Lenguaje C, aplicacio´n de inteligencia artificial. Juega al juego Go, de
complejidad profunda.
hmmer: Lenguaje C, aplicacio´n de bu´squeda de secuencia gene´tica. La carga
realiza ana´lisis de secuencias utilizando perfiles de modelos ocultos de Markov
(perfiles HMM).
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sjeng: Lenguaje C, aplicacio´n de inteligencia artificial, ajedrez. Un programa
de ajedrez de alta clasificacio´n que adema´s permite ciertas variantes del juego del
ajedrez.
libquantum: Lenguaje C, aplicacio´n de fı´sica, Computacio´n Cua´ntica. Simula
un computador cua´ntico ejecutando el algoritmo de Shor de factorizacio´n tiempo-
polinomial.
h264ref: Lenguaje C, aplicacio´n de compresio´n de vı´deo. Una implementacio´n
de referencia del esta´ndar H.264/AVC, sustituto de MPEG2. Codifica streams de
vı´deo utilizando dos conjuntos de para´metros.
omnetpp: Lenguaje C++, aplicacio´n de simulacio´n discreta de eventos. Utiliza
el simulador OMNet++ para modelar una red Ethernet en un campus de gran
taman˜o.
astar: Lenguaje C++, aplicacio´n de algoritmos de bu´squeda de rutas. Se trata
de una librerı´a de bu´squeda de rutas para mapas 2D, incluyendo el algoritmo bien
conocido A*.
xalancbmk: Lenguaje C++, aplicacio´n de procesamiento XML. Se trata de una
versio´n modificada de Xalan-C++, que transforma documentos XML en otro tipo
de documentos.
5.3.2 Aritme´tica de Coma Flotante
bwaves: Lenguaje Fortran, aplicacio´n de Dina´mica de Fluı´dos. Calcula el flujo
viscoso laminar transitorio transo´nico en tres dimensiones.
gamess: Lenguaje Fortran, aplicacio´n de Quı´mica Cua´ntica. Gamess implimen-
ta un amplio rango de ca´lculos de quı´mica cua´ntica.
milc: Lenguaje C, aplicacio´n de Fı´sica y Cromodina´mica Cua´ntica. Un aplica-
cio´n que genera campos gague para programas basados en la teorı´a de campos
gauge en retı´culos con quarks dina´micos.
41
zeusmp: Lenguaje Fortran, aplicacio´n de Fı´sica. ZEUS-MP es un co´digo de
computacio´n de Dina´mica de Fluı´dos desarrollado por el Laboratorio de Compu-
tacio´n Astrofı´sica (NCSA, Universidad de Illinois) para la simulacio´n de feno´me-
nos astrofı´sicos.
gromacs: Lenguajes C y Fortran, aplicacio´n de Bioquı´mica y Dina´mica de Mole´cu-
las. Simula ecuaciones newtonianas del movimiento de cientos de millones de
partı´culas. Los casos de prueba simulan la proteı´na Lisozima en una disolucio´n.
cactusADM: Lenguajes C y Fortran, aplicacio´n de Fı´sica y Relatividad General.
Resuelve las ecuaciones de evolucio´n de Einstein utilizando el me´todo nume´rico
Staggered-Leapfrog.
leslie3d: Lenguaje Fortran, aplicacio´n de Dina´mica de Fluı´dos. Dina´mica de
Fluı´dos Computacional (CFD) utilizando Simulaciones de Large-Eddi con el Mo-
delo Linear-Eddy en 3D. Utiliza el esquema de integracio´n temporal MarCormack-
Predictor-Corrector.
namd: Lenguaje C++, aplicacio´n de Biologı´a y Dina´mica de Mole´culas. Simula
sistemas biomoleculares de gran taman˜o. El caso de prueba cuenta con 92224
a´tomos de apoliproteı´na A-I.
dealII: Lenguaje C++, aplicacio´n de Ana´lisis de Elementos Finitos. Librerı´a de
C++ dirigida a la adaptatividad de elementos finitos y a la estimacio´n de errores.
El caso de prueba resuelve una ecuacio´n del tipo Helmholtz con coeficientes no
constantes.
soplex: Lenguaje C++, aplicacio´n de Programacio´n Lineal y Optimizacio´n. Re-
suelve un programa lineal utilizando el algoritmo simplex y a´lgebra lineal dis-
persa. Los casos de prueba incluyen planificacio´n de raı´les y modelos de puentes
ae´reos militares.
povray: Lenguaje C++, renderizado y trata de ima´genes. El caso de prueba es
una imagen suavizada de 1280×1024 de un paisaje con objetos abstractos y dife-
rentes texturas basadas en la funcio´n de ruido de Perlin.
calculix: Lenguaje C y Fortran, aplicacio´n de Meca´nica de Estructuras. Co´digo
de elementos finitos para aplicaciones de estructuras 3D lineales y no lineales.
Utiliza la librerı´a SPOOLES.
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GemsFDTD: Lenguaje Fortran, aplicacio´n de Electromagne´tica Computacio-
nal. Resuelve las ecuaciones de Maxwell en 3D utilizando el me´todo de tiempo-
dominio de diferencias finitas (FDTD).
tonto: Lenguaje Fortran, Quı´mica Cua´ntica. Un paquete de quı´mica cua´ntica de
co´digo abierto que utiliza un disen˜o orientado a objetos en Fortran 95.
lbm: Lenguaje C, aplicacio´n de Dina´mica de Fluı´dos. Implementa el Me´todo
Lattice-Boltzmann para simular fluidos incomprimibles en 3D.
wrf: Lenguaje C y Fortran, aplicacio´n de clima. Modela el clima en escalas
desde metros hasta miles de kilo´metros. El caso de prueba consiste en un a´rea de
30km durante dos dı´as.
sphinx3: Lenguaje C, aplicacio´n de reconocimiento de voz. Sistema de reco-
nocimiento de voz ampliamente conocido disen˜ado por la Universidad Carnegie
Mellon.
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Capı´tulo 6
Resultados experimentales
En este capı´tulo se presentan y analizan los resultados obtenidos. En primer lugar,
se presenta un estudio de exploracio´n acerca de las limitaciones de escalabilidad
de una malla ele´ctrica comu´nmente utilizada. Para ello, se evalu´an las prestaciones
de cargas multiprogramadas a diferentes distancias del controlador de memoria
y bajo diferentes configuraciones del sistema. Tras identificar las limitaciones, se
analizan las mejoras obtenidas a partir de la red hı´brida propuesta en el Capı´tulo 4.
6.1 Estudio de limitaciones de la red ele´ctrica
Tal y como se ha expuesto en el apartado 2.1, la topologı´a de red ma´s empleada
en el a´mbito de las redes en chip es la malla bidimensional. Sin embargo, este tipo
de redes presenta lı´mites de escalabilidad conforme crece el nu´mero de nodos,
ya que el dia´metro de la red aumenta significativamente. Esto supone un incre-
mento de la latencia de las comunicaciones entre extremos de la red ası´ como del
nu´mero de colisiones que se producen en la misma, lo que finalmente implica una
degradacio´n de las prestaciones de la red. En este apartado se llevan a cabo varios
estudios relativos a la ejecucio´n de cargas alejadas progresivamente del controla-
dor de memoria, con el objetivo de cuantificar el impacto de las distancias de la
red en las prestaciones del sistema.
N0 N1 N14 MC
Figura 6.1: Topologı´a utilizada para medir el impacto de la distancia hasta el con-
trolador.
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Figura 6.2: MPKI de L2 de las aplicaciones estudiadas.
Como topologı´a para este estudio preliminar se ha seleccionado un array co-
mo el que puede observarse en la Figura 6.1. Esta topologı´a permite simular de un
modo eficaz elevadas distancias hasta el controlador para un bencmark en ejecu-
cio´n individual, por lo que resulta ideal para estas evaluaciones. El dia´metro del
array se ha establecido en 14 ya que coincide con el dia´metro del sistema base de
64 nodos (ve´ase Capı´tulo 4) que se evaluara´ posteriormente. Las caracterı´sticas
de los componentes del sistema empleado en estas simulaciones son las indicadas
en la Tabla 4.1. Dado que la latencia de las transmisiones esta´ condicionada por
la te´cnica de conmutacio´n empleada por la red, se evaluara´n tanto el caso de SAF
como de VCT.
Por otro lado, los microprocesadores actuales implementan mecanismos de
prebu´squeda que tratan reducir el nu´mero de ciclos de espera mediante la anti-
cipacio´n de bloques de memoria que la aplicacio´n puede necesitar en un futuro.
Estos mecanismos suponen un incremento en la utilizacio´n del ancho de banda ya
que aumentan el nu´mero de peticiones y bloques que circulan por la red. Por esta
razo´n se ha considerado relevante incluir en este estudio el impacto adicional del
prefetch junto con la distancia hasta el controlador de memoria.
Finalmente, otro aspecto que no debe pasarse por alto en la evaluacio´n de
las prestaciones de una red es el efecto de la contencio´n. La ejecucio´n de cargas
paralelas o de mu´ltiples cargas simulta´neamente sobre el sistema hace que los
recursos de la red se vean saturados, con el consiguiente impacto negativo en las
prestaciones. Adema´s, este efecto se ve realzado tambie´n conforme aumenta el
dia´metro de la red debido al aumento del nu´mero de colisiones. Este caso, por
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(a) Evaluacio´n con Store-and-Forward. (b) Evaluacio´n con Virtual-Cut-Through.
Figura 6.3: Impacto de la distancia en los ciclos de latencia de la aplicacio´n
cactusADM.
tanto, tambie´n sera´ contemplado en este estudio de exploracio´n.
6.1.1 Impacto de la distancia en las prestaciones
Las Figuras 6.3a y 6.3b muestran, respectivamente, el incremento de latencia de
red conforme crece la distancia al controlador utilizando las te´nicas de conmuta-
cio´n SAF y VCT. Los resultados se corresponden con la ejecucio´n de la aplicacio´n
cactusADM, aunque el resto de cargas presentan resultados similares debido a
que se trata de valores de latencia media. Tal y como se observa, en el caso de uti-
lizar SAF, el nu´mero de ciclos de media por transmisio´n asciende de 12 ciclos a
0 saltos del controlador hasta 122 ciclos a 14 saltos, lo que supone un incremento
del 90 % entre ambas ubicaciones. El nu´mero de saltos indica el nu´mero de nodos
de co´mputo por los que debe pasar la peticio´n. A esto se le an˜ade el propio nodo
del controlador de memoria.
Por otro lado, cuando se utiliza la te´cnica de conmutacio´n VCT, los ciclos to-
tales se ven significativamente reducidos respecto a los obtenidos con SAF. Sin
embargo, los porcentajes de incremento de latencia entre distancias se mantienen
similares. Ası´, cuando cactusADM se encuentra a 0 saltos de controlador presen-
ta una media de 8 ciclos en sus transmisiones, mientras que cuando se encuentra
a 14 saltos esta cifra crece hasta un total de 43 ciclos. Esto supone, por tanto, un
incremento de latencia media de red del 81.5 % entre ambas distancias.
Estos resultados pueden afectar, por tanto, a las prestaciones de las aplica-
ciones que se ejecutan en el CMP. En la gra´fica de la Figura 6.4 se presenta la
degradacio´n de prestaciones que experimentan las aplicaciones cuando se ejecu-
tan en diferentes posiciones del array con SAF respecto a su ejecucio´n separadas
0 saltos del controlador. Aquı´ se puede observar que no todas las aplicaciones se
ven afectadas de igual forma por la distancia al controlador. El pico de degra-
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Figura 6.4: Impacto de la distancia y SAF en las prestaciones (IPC) de las aplica-
ciones en orden creciente de izquierda a derecha.
dacio´n de prestaciones se encuentra en la aplicacio´n cactusADM, que alcanza
el 61 % cuando se ha de recorrer el dia´metro completo hasta alcanzar el contro-
lador. Sin embargo, aplicaciones como zeusmp o specrand apenas degradan
sus prestaciones en un 1 %.
Las diferentes aplicaciones se han categorizado teniendo en cuenta su sensi-
bilidad al efecto del dia´metro en las prestaciones. Ası´, las cargas menos sensibles
(7 de 26) presentan, a distancia 14 del controlador, una degradacio´n de IPC media
cercana al 4 %. Por otro lado, en lo que respecta a las cargas ma´s sensibles, esta
degradacio´n media se eleva hasta un porcentaje que ronda el 43 %.
Estos resultados se justifican teniendo en cuenta la frecuencia de accesos a
memoria que presenta que presenta cada aplicacio´n. En el caso del primer grupo
de aplicaciones, e´stas son cargas que fallan con poca frecuencia en la LLC, de
manera que presentan escasos accesos a memoria respecto al total de instrucciones
ejecutadas. Se trata de aplicaciones con un MPKI de L2 reducido, tal y como
puede observarse en la Figura 6.2.
Sin embargo, el resto de aplicaciones requieren de un uso mucho ma´s frecuen-
te de la red de interconexio´n debido a su mayor cantidad de accesos a memoria.
Esto significa que el impacto negativo de los incrementos de latencia indicados
anteriormente se experimenta con mucha ma´s frecuencia en este tipo de cargas.
Por consiguiente, el IPC se ve degradado significativamente cuando el dia´metro
de la red comienza a ascender por encima de 5 nodos.
Los resultados correspondientes a las ejecuciones realizadas con la te´cnica
de conmutacio´n VCT se presentan en la Figura 6.5. En este caso, gracias a que
VCT supone un incremento mucho menor en los ciclos por salto en la red, la
degradacio´n de prestaciones se ve reducida hasta un 27 % en el caso extremo de
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Figura 6.5: Impacto de la distancia y VCT en las prestaciones de las aplicaciones
en orden creciente de izquierda a derecha.
cactusADM y un 20 % de media. La reduccio´n ma´s significativa la experimenta
la aplicacio´n bwaves que disminuye su degradacio´n de IPC de un 58 % en la
ejecucio´n con SAF a un 30 % en la ejecucio´n con VCT.
Esta mejora en la degradacio´n de prestaciones es tambie´n experimentada por
las aplicaciones que no utilizan en exceso la red, si bien la reduccio´n respecto a
SAF en estos casos es limitada. Algunos ejemplos de estas reducciones limitadas
los encontramos en h264ref que pasa de un 13 % de degradacio´n a un 5 % y
en gromacs, con una disminucio´n del 7 % al 3 %. En general, la degradacio´n de
prestaciones media de las aplicaciones menos sensibles a la distancia se ha reduci-
do en un 3 % cuando e´stas se encuentran a 14 saltos del controlador. Estas cargas,
por tanto, requieren del estudio de otros factores que afecten a su rendimiento y
que justifiquen la utilizacio´n de la red foto´nica.
Por tanto, como conclusio´n a este apartado, cabe destacar que las prestacio-
nes de ciertas aplicaciones se ven comprometidas conforme aumenta el dia´metro
de la red y, por tanto, el nu´mero de nodos que las separan del controlador de me-
moria. Adema´s, las prestaciones presentan una escalabilidad dra´sticamente menor
cuando la te´cnica de conmutacio´n empleada es SAF, mientras que VCT consigue
reducir significativamente el impacto negativo de la distancia en las aplicaciones
que ma´s la acusan. Sin embargo, pese a la utilizacio´n de VCT, cuando la distancia
al controlador supera el umbral de 10 saltos, 11 de las 26 aplicaciones experimen-
tan degradaciones de IPC superiores al 25 %.
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6.1.2 Impacto de la prebu´squeda en la degradacio´n de presta-
ciones por distancia
Un aspecto que puede condicionar negativamente el rendimiento de la red dentro
del chip a distancias elevadas es el uso de te´cnicas de prebu´squeda agresiva. Este
tipo de te´cnicas permite incrementar las prestaciones de algunas cargas a costa
de un incremento de la utilizacio´n del ancho de banda y los recursos de la red.
Para observar y cuantificar el impacto de este tipo de te´cnicas, en este apartado se
repiten las ejecuciones anteriores activando el prefetch.
El prefetch utilizado cuenta con una agresividad de 4, lo que significa que para
cada bloque de cache´ solicitado el prefetch estima cua´les sera´n los 4 siguientes
bloques que necesita la aplicacio´n, y pide los 4 bloques a memoria en caso de que
se detecte un patro´n regular de accesos. De esta forma, teniendo en cuenta que el
prefetch puede fallar en la prediccio´n de los bloques, el ancho de banda requerido
para satisfacer las peticiones de memoria aumenta significativamente respecto a
las ejecuciones sin prefetch. Ası´, este estudio presenta un doble objetivo: observar
el beneficio que introduce el prefetch en las prestaciones de las aplicaciones y
comprobar co´mo afecta e´ste al rendimiento de la red, debido al incremento de
tra´fico que supone.
Los distintos efectos de la prebu´squeda y la distancia en las prestaciones de
las cargas ejecutadas con SAF se muestran en la Figura 6.6. Se puede observar
que el prefetch afecta de forma diferente a las distintas aplicaciones. En primer
lugar, cargas como bzip2, milc o tonto apenas presentan diferencias entre
las ejecuciones con o sin prefetch, ya que sus porcentajes de degradacio´n apenas
se han reducido en torno a un 2 %.
Por otro lado tambie´n encontramos aplicaciones que se ven ampliamente be-
neficiadas por el uso de prefetch. El ejemplo ma´s claro es la aplicacio´n wrf a dis-
tancia 14, cuya degradacio´n de prestaciones ha pasado de un 52.5 % a un 41.2 %.
Ası´, u´nicamente mediante la activacio´n del prefetch la carga ha visto reducida su
degradacio´n de IPC en un porcentaje superior al 10 %. Existen otras cargas que
tambie´n han mejorado sus prestaciones gracias a la utilizacio´n de prebu´squeda.
Estas aplicaciones (e.g. astar, soplex, perlbench, mcf) reducen la degra-
dacio´n de prestaciones en porcentajes cercanos al 5 %.
El impacto positivo en las prestaciones por parte del prefetch se justifica en la
cantidad de fallos de L2 que consigue evitar. En los casos anteriores, el prefetch
reduce el nu´mero de fallos de L2 por cada mil instrucciones (i.e. el MPKI) de
las aplicaciones beneficiadas. Por consiguiente, los benchmarks realizan menos
peticiones a memoria lo que reduce tanto la cantidad de mensajes que circulan por
la red como el nu´mero de ciclos de red y memoria asociados a ellos. Todo esto se
consigue gracias a los bloques que son anticipados correctamente por medio del
prefetch.
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Figura 6.6: Impacto de la prebu´squeda y SAF en las prestaciones de las aplicacio-
nes en orden creciente de izquierda a derecha.
Sin embargo, hay casos en los que la utilizacio´n del prefetch no resulta be-
neficiosa para las prestaciones de la carga. El ejemplo ma´s paradigma´tico de este
grupo es GemsFDTD, cuya degradacio´n de prestaciones aumenta desde el 8 %
hasta el 34 %, lo que supone un incremento del 26 %. La explicacio´n de esto se
encuentra en que GemsFDTD es un benchmark esencialmente de co´mputo (ve´ase
apartado 5.3.2) que presenta un MPKI cercano a cero. Por tanto, en este caso
el prefetch u´nicamente aporta sobrecarga a la red y reemplazos innecesarios en
cache´, sin otorgar ningu´n beneficio a la aplicacio´n.
Otro aspecto que puede influir negativamente en los resultados obtenidos es la
localidad de cada aplicacio´n. Dependiendo de e´sta, el prefetch puede perjudicar
las prestaciones en caso de no anticipar los bloques adecuados. El estudio acerca
de que´ tipo de aplicaciones requiere del uso de te´cnicas de prebu´squeda dina´micas
que resuelva este problema no se encuentra dentro de los objetivos de este trabajo.
En lo que respecta a las ejecuciones realizadas con la te´cnica VCT, los resul-
tados obtenidos muestran una degradacio´n de prestaciones media a 14 saltos del
controlador del 18 %, un 3 % menor respecto a las ejecuciones con VCT sin pre-
fetch. Se trata de la menor degradacio´n de prestaciones media obtenida entre los
4 tipos de ejecuciones realizados hasta el momento.
Sin embargo, tal y como se ha indicado anteriormente, si bien VCT supone un
benefecio global para todas las aplicaciones, el prefetch no afecta de igual modo a
todas ellas. Por ello, ana´logamente a como ocurrı´a en las ejecuciones con SAF, ca-
sos como wrf y tonto presentan una reduccio´n en su degradacio´n de prestacio-
nes cercana al 10 %. Por el contrario, las aplicaciones GemsFDTD, h264ref,
povray, sjeng y omnetpp muestran una degradacio´n de prestaciones ma-
yor que en las ejecuciones sin prefetch. El caso de GemsFDTD es nuevamente el
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Figura 6.7: Impacto de la prebu´squeda y VCT en las prestaciones de las aplica-
ciones en orden creciente de izquierda a derecha.
que ma´s acusa esta degradacio´n, incrementa´ndose un 8 % respecto a la ejecucio´n
sin prebu´squeda.
Como conclusio´n a este apartado, la utilizacio´n de una te´cnica de prebu´squeda
esta´tica agresiva no permite reducir de forma significativa los efectos negativos de
las distancias elevadas dentro de la red. Adema´s, el uso de estas te´cnicas en ciertas
aplicaciones agrava au´n ma´s estos efectos, ya que se sobreutiliza la red sin obtener
beneficios reales en las prestaciones de la aplicacio´n. Para conseguir una mejora
de prestaciones escalable por medio de prefetch en la red en el chip se requiere por
tanto de una te´cnica de prebu´squeda que evite transferir bloques innecesarios por
la red. En caso contrario, el coste de transferir estos bloques por la red provocara´
un incremento de utilizacio´n del ancho de banda de la red, lo que en presencia de
contencio´n puede llevar a una pe´rdida de prestaciones au´n mayor.
6.1.3 Impacto de la contencio´n de la red en la degradacio´n de
prestaciones segu´n la distancia
Los resultados de las ejecuciones en los apartados anteriores se corresponden con
la ejecucio´n de las aplicaciones en solitario en la red. En este apartado se presentan
los resultados obtenidos tras la ejecucio´n de diversas aplicaciones en compan˜ı´a
de dos cargas que aumentan el tra´fico en la red, denominadas corunners. Con
el objetivo de aumentar el impacto de los corunners y apreciar el impacto en las
prestaciones de la aplicacio´n estudiada, e´stos sera´n ubicados entre el nu´cleo donde
se ejecuta la aplicacio´n y el controlador de memoria.
Para limitar el tiempo de estos experimentos se ha seleccionado un subconjun-
to de aplicaciones que presentan diferentes grados de degradacio´n de prestaciones
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en funcio´n de la distancia. Las cargas seleccionadas han sido astar, mcf y namd
que, utilizando VCT y situadas a 14 saltos del controlador, presentan una degra-
dacio´n de IPC del 25 %, 12 % y 3 %, respectivamente, en ejecucio´n individual.
En lo que respecta a la eleccio´n de los corunners, el criterio de seleccio´n de los
mismos ha sido el MPKI de la cache´ L2. Esta me´trica permite evaluar co´mo varı´a
la contencio´n en funcio´n de la cantidad de tra´fico que introducen los corunners
hasta el controlador de memoria. De este modo, los corunners seleccionados han
sido lbm y zeusmp, que presentan un MPKI de 0.03 y 15.54 respectivamente
(ve´ase Figura 6.2).
Las simulaciones se han llevado a cabo ubicando dos instancias de cada uno
de los corunners junto al nu´cleo donde se ejecuta la aplicacio´n. Esto significa que,
en caso de que la aplicacio´n se ejecutara sobre el nu´cleo 2 del array, la primera
simulacio´n ubicarı´a una instancia de zeusmp en el nu´cleo 0 y otra en el nu´cleo
1 del array. A continuacio´n se repetirı´a el proceso ubicando instancias de lbm en
lugar de zeusmp. Durante estas simulaciones, se han estudiado las prestaciones
de la aplicacio´n ubicada en los nu´cleos 12, 8, 4 y 0 del array1.
La Figura 6.8 muestra los resultados correspondientes a las simulaciones de la
aplicacio´n astar. La degradacio´n experimentada por la ejecucio´n con zeusmp
respecto a la ejecucio´n en solitario ve incrementado el porcentaje medio en 14
puntos en cualquier distancia cuando se utiliza SAF. Esta degradacio´n aumenta
aun ma´s (hasta 16 puntos por encima del porcentaje base) cuando el corunner
empleado es lbm, debido a que se trata de una aplicacio´n que introduce mayor
sobrecarga.
Por otro lado, los resultados con VCT presentan un incremento similar, ya que
los porcentajes de degradacion base se incrementan entre 15 y 12 puntos porcen-
tuales en las diferentes posiciones. Esto significa que la degradacio´n por conten-
cio´n se mantiene pra´cticamente constante en todas las ejecuciones, independiente-
mente de la te´cnica de conmutacio´n empleada. Sin embargo, la degradacio´n total
se ve reducida gracias a la reduccio´n de latencia de red que consigue VCT.
La siguiente aplicacio´n estudiada es mcf, que presenta una sensibilidad res-
pecto a la distancia al controlador media-baja. Para esta aplicacio´n, tanto en la
ejecucio´n realizada con SAF como en la realizada con VCT, el efecto de la con-
tencio´n aumenta la degradacio´n de prestaciones respecto al caso anterior. Ası´, en
el caso de la ejecucio´n junto a zeusmp, la degradacio´n media debida u´nicamente
a contencio´n (esto es, degradacio´n total menos el porcentaje de degradacio´n en so-
litario) supone el 38 %, lo que significa que la degradacio´n en solitario se ha visto
multiplicada en un factor de 5. En el caso del corrunner lbm, estas cifras son au´n
mayores ya que la contencio´n incrementa de media en 46 puntos la degradacio´n
de prestaciones en las distintas posiciones.
1El controlador de memoria se encuentra ubicado en la posicio´n 15 del array (ve´ase Figura 6.1)
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Figura 6.8: Degradacio´n de prestaciones en la aplicacio´n astar en su ejecucio´n
con dos corunners. A la izquierda, evaluado con SAF; a la derecha, VCT.
Figura 6.9: Degradacio´n de prestaciones en la aplicacio´n mcf en su ejecucio´n con
dos corunners. A la izquierda, evaluado con SAF; a la derecha, VCT.
Figura 6.10: Degradacio´n de prestaciones en la aplicacio´n namd en su ejecucio´n
con dos corunners. A la izquierda, evaluado con SAF; a la derecha, VCT.
A priori este resultado no parece lo´gico, ya que al contar con menor nu´mero
de accesos a L2 mcf utiliza menos la red y por tanto se ve menos expuesta a
sufrir contenciones de tra´fico. Sin embargo, la explicacio´n se encuentra en las
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IPC utilizando SAF
Num. saltos astar mcf namd
0 0.683 2.189 2.498
2 0.608 2.074 2.477
4 0.544 1.972 2.456
6 0.494 1.879 2.435
8 0.451 1.794 2.413
10 0.415 1.717 2.395
12 0.384 1.647 2.375
14 0.358 1.584 2.356
IPC utilizando VCT
Num. saltos astar mcf namd
0 0.711 2.214 2.503
2 0.679 2.176 2.495
4 0.648 2.137 2.487
6 0.622 2.098 2.481
8 0.596 2.061 2.472
10 0.574 2.026 2.463
12 0.552 1.996 2.455
14 0.532 1.954 2.448
Tabla 6.1: IPCs de astar, mcf y namd ejecutadas en solitario
cifras relacionadas con el IPC absoluto de las cargas, que se puede consultar en la
Tabla 6.1. Como se observa en esta tabla, el IPC de mcf y namd es mucho mayor
que el de astar. Por esta razo´n, ambas cargas se ven mucho ma´s expuestas a
sufrir pe´rdidas de prestaciones por contencio´n que astar, cuyas prestaciones
son bajas incluso cuando se ejecuta en solitario.
El mismo ana´lisis se puede realizar teniendo en cuenta los resultados de la
ejecucio´n de mcf con VCT. En general, VCT permite atenuar la degradacio´n de
prestaciones gracias a los efectos positivos que tiene sobre la latencia de la red.
Sin embargo, los beneficios de VCT no afectan de igual forma a la degradacio´n
debida a la contencio´n. Ası´, mientras que ejecuta´ndose en solitario la degradacio´n
de prestaciones por distancia en mcf a distancia 14 alcanza el 11 %, cuando se
ejecuta con zeusmp y lbm este porcentaje se eleva hasta el 49 % y el 59 % res-
pectivamente. Esto significa que la contencio´n a distancia 14 es responsable de
ma´s del 80 % de la degradacio´n de prestaciones que experimenta la aplicacio´n.
Los resultados obtenidos para la aplicacio´n namd se muestran en la Figu-
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ra 6.10. Esta carga presenta resultados similares a los obtenidos con mcf, e inclu-
so ma´s acentuados. Esto se debe a que namd, tal y como se observa en la Tabla 6.1
es la aplicacio´n que mejor IPC absoluto presenta de todas las seleccionadas. Ası´,
las prestaciones de esta aplicacio´n se degradan dra´sticamente, suponiendo la con-
tencio´n porcentajes de degradacio´n medios cercanos al 40 % tanto con zeusmp
como con lbm. Obse´rvese que en el caso de namd, dado que esta carga apenas es
sensible a la distancia, la degradacio´n de prestaciones por contencio´n es pra´ctica-
mente la degradacio´n total que experimenta la aplicacio´n.
El empleo de VCT consigue reducir la degradacio´n media de namd en torno
a un 8 %. Los beneficios obtenidos por VCT son en este caso menores que los
que experimenta astar, como resultado de los distintos niveles de tra´fico en la
red que presentan ambas cargas. La te´cnica de conmutacio´n no consigue por tanto
reducir en este caso de forma significativa la degradacio´n de prestaciones, sino
que necesita de algu´n mecanismo que permita reducir la contencio´n provocada
por los corunners.
En resumen, y como conclusio´n a este apartado, cabe destacar que la impor-
tancia de la contencio´n en las prestaciones de las aplicaciones es mayor que la de
la distancia que separa a e´stas del controlador. Esto se acentu´a au´n ma´s en casos
de aplicaciones que presentan accesos poco frecuentes a memoria, ya que este
tipo de cargas presentan IPCs muy altos que se ven muy reducidos cuando son
entorpecidas en sus accesos a memoria. Es por tanto necesaria la existencia de
mecanismos que permitan un acceso ra´pido a los controladores de memoria con
los que aplicaciones de este tipo no vean tan limitadas sus prestaciones.
6.2 Evaluacio´n de red hı´brida
En este apartado se muestran los resultados correspondientes a la evaluacio´n de
la propuesta de red hı´brida expuesta en el Capı´tulo 4. La evaluacio´n ha consis-
tido en ubicar las aplicaciones en solitario en varios nu´cleos del CMP situados
a distancias diferentes de los controladores de memoria. Ası´, los nu´cleos selec-
cionados se encuentran en los nodos 0, 2, 4, 6, 15, 31, 47 y 63 de la NoC. Las
distancias que separan a estos nu´cleos de ambos controladores se pueden consul-
tar en la Tabla 6.2. Por otro lado, para garantizar un acceso equilibrado a ambos
controladores el sistema cuenta con memoria entrelazada a nivel de pa´gina.
El objetivo de estos experimentos es reducir, por medio de la red o´ptica, el
impacto en la latencia que sufre una aplicacio´n cuando accede a un controlador
lejano. De esta forma, las prestaciones de dicha aplicacio´n pueden verse benefi-
ciadas al obtener el bloque de memoria mucho antes.
Para observar el impacto en las prestaciones, se han realizado cuatro tipos de
simulaciones diferentes. En primer lugar, se han realizado ejecuciones tanto con
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Nodo Controlador 0 Controlador 1
N0 0 14
N2 2 12
N4 4 10
N6 6 8
N15 8 6
N31 10 4
N47 12 2
N63 14 0
Tabla 6.2: Distancia desde cada posicio´n estudiada hasta los controladores de me-
moria.
SAF como con VCT en una malla bidimensional de caracterı´sticas ide´nticas a la
utilizada en la red hı´brida. Esta red sera´ utilizada para medir las prestaciones en
ausencia de foto´nica.
Por otro lado, se han ejecutado las cargas sobre la red hı´brida utilizando SAF
y VCT en la malla subyacente. Estos resultados junto a los obtenidos en las ejecu-
ciones anteriores sera´n contrastados con el mejor caso posible, que se corresponde
con las prestaciones obtenidas por cada carga ejecutada en solitario junto a un con-
trolador de memoria. De esta forma se podra´ apreciar con claridad que´ esquemas
presentan ma´s degradacio´n de prestaciones respecto a este mejor caso, ası´ como
que´ soluciones permiten reducir esta degradacio´n.
6.2.1 Degradacio´n de prestaciones en malla y red hı´brida
Los resultados correspondientes a la degradacio´n de prestaciones de la malla con
SAF se muestran en la Figura 6.11. A diferencia de los resultados mostrados en
el capı´tulo anterior, la degradacio´n de prestaciones en este caso se presenta equi-
librada en las distintas posiciones de la malla. Esto se debe a la presencia de dos
controladores de memoria, lo que equilibra el nu´mero de accesos que se realizan a
distancia elevada y distancia reducida. Pese a esto, la degradacio´n de prestaciones
general es significativamente elevada, con una media del 27 % entre todas las car-
gas. Adema´s, cargas como cactusADM alcanzan picos del 43 % de degradacio´n
de IPC en todas las posiciones.
En el lı´mite inferior encontramos la carga zeusmp. Tal y como se ha comen-
tado anteriormente, e´sta es una carga que apenas presenta accesos a memoria por
lo que apenas modifica su IPC respecto al mejor caso. Esto queda patente en la
gra´fica, donde zeusmp presenta una degradacio´n de prestaciones casi nula, en
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Figura 6.11: Degradacio´n de prestaciones respecto al mejor caso en los nodos 0,
2, 4, 6, 15, 31, 47 y 63 de la malla con SAF.
Figura 6.12: Degradacio´n de prestaciones respecto al mejor caso en los nodos 0,
2, 4, 6, 15, 31, 47 y 63 de la red hı´brida con SAF.
concreto del 0.5 %.
En la Figura 6.12 se presenta la degradacio´n de prestaciones que experimen-
ta la red hı´brida con SAF respecto al mejor caso. Tal y como se puede apreciar,
el porcentaje de degradacio´n se ve reducido en pra´cticamente la totalidad de las
cargas. Concretamente, la red hı´brida consigue reducir el porcentaje de degrada-
cio´n de la malla anterior de un 27 % a un 18 %, una reduccio´n muy significativa
teniendo en cuenta que se esta´ utilizando la te´cnica de conmutacio´n VCT.
Resulta llamativo que la reduccio´n de la degradacio´n de IPC tiene lugar tam-
bie´n incluso en aquellas aplicaciones que ya presentan una baja degradacio´n. Estas
aplicaciones reducen la degradacio´n de prestaciones media en porcentajes que os-
cilan entre el 1 % y el 2 %, reduciendo pra´cticamente en su totalidad el efecto
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Figura 6.13: Degradacio´n de prestaciones respecto al mejor caso en los nodos 0,
2, 4, 6, 15, 31, 47 y 63 de la malla con VCT.
Figura 6.14: Degradacio´n de prestaciones respecto al mejor caso en los nodos 0,
2, 4, 6, 15, 31, 47 y 63 de la red hı´brida con VCT.
negativo de la distancia respecto al controlador.
En lo que respecta a las cargas que ma´s acusan la distancia, la mayor reduccio´n
de la degradacio´n la encontramos en la carga milc. En esta aplicacio´n se consi-
gue reducir el porcentaje medio de degradacio´n de prestaciones desde un 35 %
hasta un 14 %. Adema´s, tal y como se observa en la gra´fica, el porcentaje medio
en este caso es una me´trica fiable ya que las aplicaciones presentan porcentajes
similares en cualquiera de las posiciones en las que han sido ubicadas. Nuestra
propuesta permite, por tanto, seleccionar la mejor red en funcio´n de do´nde se
situ´a la aplicacio´n en ejecucio´n dentro de la malla.
Los resultados de las ejecuciones con VCT pueden ser consultados en las Fi-
guras 6.13 y 6.14. Debido a los beneficios en la latencia de la red que proporciona
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Figura 6.15: Degradacio´n de prestaciones media de las aplicaciones en las cuatro
configuraciones estudiadas.
VCT, la reduccio´n en la degradacio´n de prestaciones en la red hı´brida es en este
caso menor que en el anterior. Sin embargo, siguen existiendo mejoras en los re-
sultados ya que se reduce el porcentaje medio de degradacio´n de todas las cargas
en torno a un 4 %.
Aunque la red hı´brida reduce la degradacio´n de prestaciones, existen ciertos
efectos intrı´nsecos a la utilizacio´n del anillo que no deben ser pasados por alto.
Por ejemplo, en el caso de la aplicacio´n lbm, las ejecuciones realizadas en las
posiciones 15 y 31 apenas han experimentado mejoras respecto a las ejecuciones
en el resto de ubicaciones. Lo mismo ocurre con la ejecucio´n en las posiciones 31
de gobmk y 15 y 31 de dealII. Estos comportamientos se deben a que el anillo
o´ptico, pese a operar a una alta frecuencia, cuenta con un ancho de banda reducido
(4 bits/ciclo), lo que provoca que este alcance niveles de saturacio´n cuando recibe
ra´fagas de peticiones prolongadas.
Pese a esto, la red hı´brida propuesta contribuye, junto con VCT, a reducir el
porcentaje medio inicial de degradacio´n del 27 % experimentado por la malla con
SAF hasta un 11 %. Esto se puede observar en la Figura 6.15, donde se presentan
las degradaciones medias de las cuatro combinaciones empleadas.
En esta u´ltima Figura queda patente co´mo la red hı´brida propuesta presenta la
menor degradacio´n de prestaciones entre todas las configuraciones con las que se
han realizado los experimentos. Ahora bien, en las combinaciones de malla con
VCT y red hı´brida con SAF los resultados son dispares. Las aplicaciones milc,
xalancbmk y dealII presentan mejores resultados en la red hı´brida con SAF
que en la malla con VCT. En estas cargas, debido al uso intensivo que se hace de
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Figura 6.16: Porcentaje de tra´fico encaminado por la red foto´nica en cada nodo
cuando se utiliza SAF.
Figura 6.17: Porcentaje de tra´fico encaminado por la red foto´nica en cada nodo
cuando se utiliza VCT.
la red, nuestra propuesta mejora las prestaciones en mayor medida que VCT pese
al ancho de banda reducido con el que cuenta el anillo.
En resumen, el estudio realizado demuestra la eficacia de la red hı´brida pro-
puesta como complemento de la te´cnica de conmutacio´n VCT. Ambos mecanis-
mos consiguen reducir el impacto negativo que suponen en las prestaciones las
elevadas distancias en la red entre los nu´cleos de co´mputo y los controladores
de memoria. La red hı´brida propuesta permite ası´ compensar situaciones en las
que VCT no es suficiente por sı´ mismo, en casos como aplicaciones que presen-
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tan numerosos accesos a memoria o en los que la distancia al controlador crece
excesivamente.
6.2.2 Distribucio´n del tra´fico en la red hı´brida
El modelo de seleccio´n de red presentado en los apartados 4.1.1 y 5.2.6 tiene co-
mo objetivo decidir que´ red es la encargada de transmitir cada mensaje. Como ya
se ha explicado anteriormente, este modelo tiene en cuenta las latencias teo´ricas
estimadas tanto para SAF como para VCT. Esto se debe a que la latencia expe-
rimentada por un mensaje cuando se esta´ trabajando con SAF es mucho mayor,
por lo que en esta situacio´n es mejor utiizar el anillo desde un mayor nu´mero de
nu´cleos. Para comprobar la eficacia del modelo implementado, en este apartado se
presentan las gra´ficas correspondientes a la distribucio´n de tra´fico que tiene lugar
en la red hı´brida en las ejecuciones anteriores. Las gra´ficas presenta el porcentaje
de bytes que han sido transmitidos por la red o´ptica respecto del total, mostrando
ası´ el porcentaje de tra´fico que ha sido entregado por esta red.
En la Figura 6.16 se presentan los porcentajes de tra´fico relativos a las ejecu-
ciones con SAF. Como se puede observar, las ejecuciones ubicadas en los nodos
2, 4, 6, 15, 31 y 47 presentan un porcentaje mucho mayor de tra´fico encamina-
do por la red foto´nica. Esto se debe a que estos nodos superan, para taman˜os de
mensaje elevados (tı´picamente 72 bytes), el umbral de latencia teo´rico estimado
hasta el controlador. El empleo de SAF hace que el umbral se alcance antes, por
lo que u´nicamente los nodos ubicados en las posiciones 0 y 63 (colindantes con
los controladores) presentan un porcentaje de tra´fico por la red foto´nica reducido.
Por otro lado, los resultados correspondientes a la red hı´brida con VCT se
muestran en la Figura 6.17. En este caso, u´nicamente los nodos 6 y 15 son los
que presentan mayor porcentaje de tra´fico encaminado por la red foto´nica. Se
aprecia, por tanto, el efecto de VCT en estos resultados. En este caso, la latencia
teo´rica calculada por el modelo es mucho menor que al utilizar SAF, por lo que el
umbral necesario para utilizar la red o´ptica se alcanza a una mayor distancia del
controlador.
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Capı´tulo 7
Conclusiones
El principal objeto de estudio de este Trabajo Fin de Ma´ster ha sido la escalabi-
lidad de las redes dentro del chip en procesadores multinu´cleo. En vista de los
futuros requisitos de escalabilidad que se espera de este tipo de procesadores, en
este trabajo hemos evaluado que´ limites puede suponer la red en los mismos. Pa-
ra ello, hemos estudiado co´mo afecta el aumento del dia´metro de la red en las
prestaciones de las aplicaciones que se ejecutan en el CMP. En primer lugar, los
resultados correspondientes a la latencia de red muestran que e´sta puede alcanzar
cotas superiores de hasta el 90 % cuando el dia´metro alcanza los 14 saltos entre
nodos de co´mputo y controlador de memoria. Este incremento en la latencia de
red supone una degradacio´n en las prestaciones excesiva para algunas cargas, en
especial para aquellas que presentan frecuentes accesos a memoria.
Adema´s, este estudio preliminar ha puesto de manifiesto la importancia de la
te´cnica de conmutacio´n que utiliza la red. Cuando la te´cnica seleccionada es Store
& Forward, conforme crece el nu´mero de nodos de la red la degradacio´n de pres-
taciones experimentada por las cargas hace que la escalabilidad sea insostenible.
Sin embargo, cuando la te´cnica utilizada es Virtual Cut-Through, el incremento
de latencia y la degradacio´n de IPC de las cargas son menos significativos.
Pese a esto, los resultados obtenidos muestran claramente un lı´mite en la es-
calabilidad de las mallas ele´ctricas tradicionales conforme aumenta el nu´mero de
nodos. Basa´ndonos en esta premisa, en este Trabajo Fin de Ma´ster proponemos
una red hı´brida que utiliza tanto una malla bidimensional convencional como un
anillo o´ptico para conectar los distintos nodos con los controladores de memoria.
El objetivo de esta red hı´brida es conseguir reducir la latencia de las comunicacio-
nes de red que se realizan entre nodos y controladores muy alejados entre sı´. De
esta forma, bloques servidos por el controlador que se verı´an ralentizados en su
transmisio´n por la malla son obtenidos rapidamente por medio del anillo o´ptico.
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7.1 Contribuciones
Este Trabajo Fin de Ma´ster presenta tres contribuciones principales en los campos
de las redes dentro del chip y las redes fotoele´ctricas.
La primera contribucio´n es la caracterizacio´n de las cargas multiprogramadas
SPEC2006 respecto a co´mo se ven afectadas por la distancia que las separa del
controlador de memoria. Esta caracterizacio´n se ha realizado teniendo en cuenta
distintos factores. En primer lugar se ha estudiado co´mo afecta la distancia a las
diferentes cargas multiprogramadas ejecutadas en solitario en la red utilizando
tanto la te´cnica de conmutacio´n SAF como VCT. En este punto, los resultados
muestran que no todas las cargas ven afectadas sus prestaciones de igual forma
conforme se alejan del controlador de memoria. En particular, aquellas cargas que
presentan un MPKI ma´s bajo son las que menos impacto reciben en estos casos.
Por contra, aplicaciones que presentan frecuentes accesos a memoria y que, por
tanto, hacen un uso ma´s prolongado de la red, pueden llegar a ver degradadas sus
prestaciones en porcentajes de hasta el 60 %.
La segunda contribucio´n de este trabajo es el estudio de diversos factores que
pueden incrementar la degradacio´n de prestaciones experimentada por las distin-
tas aplicaciones. Estos factores han sido la te´cnica de conmutacio´n empleada, la
utilizacio´n de te´cnicas de prebu´squeda agresiva y la presencia de contencio´n en la
red. Los experimentos realizados en te´cnicas de conmutacio´n apuntan que VCT
consigue reducir hasta en un 17 % la degradacio´n media de todas las cargas cuan-
do e´stas se ejecutan a distancia 14 del controlador. Sin embargo, el uso de te´cnicas
de prebu´squeda agresivas no reduce de forma significativa los efectos negativos
de las elevadas distancias en la red. Es ma´s, en algunas aplicaciones las presta-
ciones se ven au´n ma´s degradadas debido a la sobreutilizacio´n que estas te´cnicas
provocan sobre la red. Finalmente, la presencia de contencio´n ha demostrado ser
un problema todavı´a mayor que la distancia que separa a las diferentes cargas
del controlador, con porcentajes de degradacio´n que superan el 20 % en todos los
casos estudiados.
Por u´ltimo, la tercera contribucio´n de este trabajo es la propuesta de una red
hı´brida que pretende reducir la latencia de acceso al controlador de las aplicacio-
nes que se encuentran demasiado lejanas al mismo. Dicha red hı´brida cuenta con
un modelo teo´rico de seleccio´n de red que estima la latencia de la malla bidimen-
sional en funcio´n de la te´cnica de conmutacio´n que e´sta utiliza. Utilizando estos
datos el modelo determina cua´l de las dos redes disponibles es la mejor opcio´n
para realizar el acceso al controlador, escogiendo en todo caso la que menos ci-
clos necesita para entregar el paquete. Los resultados obtenidos muestran que la
red hı´brida que utiliza VCT presenta una degradacio´n de prestaciones media del
11 %, mejorando en todo caso los resultados obtenidos en las ejecuciones sobre la
malla ele´ctrica.
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7.2 Trabajo futuro
Como trabajo futuro, planeamos extender la propuesta de red hı´brida incluida en
este Trabajo Fin de Ma´ster teniendo en cuenta los distintos aspectos estudiados
anteriormente. Las diferentes lı´neas de investigacio´n a este respecto son las si-
guientes:
• Modelado de la contencio´n. El modelo actual cuenta con un registro de las
latencias que experimentan las operaciones de load del procesador. Esto da
una nocio´n acerca del estado en el que se encuentra la red en el momen-
to de realizar la transmisio´n correspondiente. En implementaciones futuras
se propone utilizar esta informacio´n para elaborar un modelo detallado de
contencio´n que estime de una manera ma´s precisa que´ red es la adecuada
para el siguiente envı´o.
• Modelado de arbitraje o´ptico por tokens. Muchos de los esquemas o´pticos
expuestos requieren de arbitraje global o de te´cnicas de buffering cuando
varios emisores seleccionan un mismo destino. La implementacio´n en el
entorno Multi2Sim de te´cnicas de arbitraje por tokens permitira´ ampliar las
opciones de reparto de wavelengths entre nodos y controladores, ası´ como
utilizar esquemas ma´s dina´micos y flexibles.
• Red foto´nica completa. La implementacio´n de una red o´ptica completamen-
te funcional permitira´ estudiar de forma ma´s detallada los requisitos de la
misma en presencia de tra´fico intenso. Esta implementacio´n constituye la
base para un estudio experimental de los diferentes esquemas de comunica-
cio´n o´pticos explicados en este trabajo.
• Mecanismo de core-allocation para la malla bidimensional. A la vista de
los resultados obtenidos en diferentes cargas, se propone la implementacio´n
de un mecanismo que permita ubicar las aplicaciones en los nodos ma´s
adecuados. De esta forma, aplicaciones que apenas sufren por la distancia
pero sı´ por contencio´n pueden ser ubicadas en un nodo extremo de la red
que cuenta con conexio´n o´ptica directa con el controlador de memoria. Por
contra, aplicaciones muy sensibles a la distancia pueden ser ubicadas en
nodos contiguos a los controladores de manera que se beneficien del buen
rendimiento de la malla en distancias reducidas.
7.3 Publicaciones
Parte del trabajo de investigacio´n presentado en este Trabajo Fin de Ma´ster ha sido
aceptado para publicacio´n en la siguiente conferencia:
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• J. Puche, J. Duro, S. Petit, M. Go´mez y J. Sahuquillo, “Estudio de explora-
cio´n sobre los beneficios de la tecnologı´a foto´nica en manycores”, en XXVI
Jornadas de Paralelismo (JP2015).
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