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We study the sum of integral powers of monic polynomials of a
given degree over a ﬁnite ﬁeld. The combinatorics of cancellations
are quite complicated. We prove several results on the degrees
of these sums giving direct or recursive formulas, congruence
conditions and degree bounds for them. We point out a ‘duality’
between values for positive and negative powers. We show that
despite the combinatorial complexity of the actual values, there
is an interesting kind of a recursive formula (at least when
the ﬁnite ﬁeld is the prime ﬁeld) which quickly leads to many
interesting structural facts, such as Riemann hypothesis for Carlitz–
Goss zeta function, monotonicity in degree, non-vanishing and
special identity classiﬁcation for function ﬁeld multizeta, as easy
consequences.
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1. Introduction
We study some basic questions on the behavior of Sd(k) deﬁned as the sum of 1/ak as a runs
through all the monic polynomials of degree d in Fq[t]. (In the literature, the notation Sd(−k) for this
sum is also common. Though we allow k to be any integer, because of the zeta connection, we follow
this particular sign convention here.)
We will be interested in (i) getting simple formulas (direct or recursive in k or d) for these sums
and for their degrees, (ii) understanding how these degrees behave as functions of d and k.
While the degree of the term 1/ak , being just −dk, has extremely simple behavior, the degree
we are interested in behaves quite erratically, because of complicated cancellation possibilities. Apart
from their intrinsic interest, these questions have applications to the non-vanishing of the multizeta
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D.S. Thakur / Finite Fields and Their Applications 15 (2009) 534–552 535values deﬁned [8, Sec. 5.10] by the author and to the zero distribution results for the Goss zeta
function for Fq[t], namely the Riemann hypothesis analog in this context, proved for q prime by
Daqing Wan [10], with another proof by Diaz-Vargas [3], [8, Sec. 5.8] and for general q by Sheats [6],
see also [4, Sec. 8.24], [5]. While they used values for k negative, we show a ‘duality’ between positive
and negative k and explain how to calculate values for positive k similarly and approach the zero
distribution this way.
Let k be positive for this paragraph. While −dk is clearly a strictly decreasing function of d or k,
the degree of Sd(k) is not a strictly decreasing as a function of k. The statement that it is a strictly
decreasing function of d is a subtle claim which implies non-vanishing of all the multizeta values. As
d jumps by one, −dk changes by k. But again the claim that the jumps in the degree of Sd(k) strictly
increase with d easily implies the Riemann hypothesis analog mentioned above.
When q is a prime, we describe (and prove in Theorem 1) a simple recursion formula (1) (for
k ∈ Z) for the degree of Sd(k), which has immediate implications this analog of Riemann hypothesis
as well as many other applications and it also allows fast calculations of the degrees. The recursive
formula reduces all its complexities to s1(k) which being simple for q = 2, we have a simple direct
proof in the case q = 2, k > 0. If we could generalize this, it would lead to another proof of Riemann
hypothesis coming from power sums for positive k. The proof we give in general uses the results
of Carlitz, the author and Diaz-Vargas [3] for negative k. We also see that the simple recursive for-
mula underlies the zero distribution phenomena with the ‘initial values’ s1(k) being almost irrelevant,
except for the trivial fact s1(k) > k, for positive k.
The recursion formula (1) sometimes fails, when q is not a prime and we plan to investigate the
case of general q in the near future.
2. Power sums
2.1. Notation
Z = {integers},
Z+ = {positive integers},
Z0 = {non-negative integers},
q = a power of a prime p, q = p f ,
A = Fq[t],
A+ = {monics in A},
Ad+ = {monics in A of degree d},
K = Fq(t),
K∞ = Fq
(
(1/t)
)= completion of K at ∞,
C∞ = the completion of an algebraic closure of K∞,
[n] = tqn − t,
dn =
n−1∏
i=0
(
tq
n − tqi ),
n =
n∏(
t − tqi ),
i=1
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deg = function assigning to a ∈ A its degree in t, deg(0) = −∞.
2.2. Power sums
2.2.1. For k ∈ Z and d ∈ Z0, write
Sd(k) :=
∑
a∈A+
dega=d
1
ak
∈ K , sd(k) := −deg Sd(k).
Hence sd(k) is the valuation of Sd(k) at the inﬁnite place of Fq[t].
2.2.2. Zeta and multizeta
For k ∈ Z, put
ζ(k) :=
∞∑
d=0
Sd(k) ∈ K∞.
These are the Carlitz–Goss zeta values. See [2,4,8] and references there for more details on interpo-
lations and properties. Let si ∈ Z>0. Then
ζ(s1, . . . , sr) :=
∑
d1>···>dr0
Sd1 (s1) · · · Sdr (sr) ∈ K∞
are the multizeta values deﬁned in [8]. See [1,9] for more details and results on their properties and
interpolations.
2.2.3. Note S0(k) = 1 and thus s0(k) = 0, for k ∈ Z.
If k > 0, then Sd(k) does not vanish (as we can see using P -adic valuation for prime P of degree d)
and sd(k) > 0, if further d > 0.
Let k 0. If Sd(k) does not vanish, then sd(k) 0. But Sd(k) does vanish (and then sd(k) is inﬁnite)
for d large enough, for example if d > (k)/(q − 1) (this is ‘if and only if’ when q is a prime, but not
in general). We refer to [8, 5.6] and references there for this fact, history and some formulas, when
k 0, by Carlitz, Lee, Gekeler etc. But note that Sd(k) in this reference corresponds to our Sd(−k) and
also that Theorem 5.6.3 there has two misprints: both in the statement and the proof (i) the exponent
of x in the ﬁrst sum should be −n − 1 rather than −n + 1, (ii) the minus sign is missing in front of
the second sum.
2.2.4. Since we are in characteristic p, we have
Sd
(
kpn
)= Sd(k)pn .
So we can often restrict to k’s not divisible by p without loss of generality, in many situations. Observe
also that Sd(k) ∈ Fp(t), by considering Gal(Fq/Fp)-invariance.
2.2.5. Since Sd(k), for d > 0, is the sum of S1(k)’s evaluated at t replaced by all the monic poly-
nomials of degree d with zero constant coeﬃcient, we have (i) a simple bound sd(k)  ds1(k), (ii) if
Sd(k1) = Sd(k2) holds for d = 1, then it holds for all d.
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By a generating function approach, Carlitz (see [2], [8, 5.6.3]) proved:
Let k 0 and d 0. Then Sd(k + 1) is the coeﬃcient of xk in (1+∑+∑2 +· · · +∑k)/d , where∑=∑di=0 xqi/diqid−i , i.e.,
Sd(k + 1) = 1
d
∑
∑d
i=0 kiqi=k,ki0
( ∑
ki
k0, . . . ,kd
)∏( 1
di
qi
d−i
)ki
= 1
k+1d
∑
∑d
i=0 kiqi=k,ki0
( ∑
ki
k0, . . . ,kd
)∏( (d/d−i)qi
di
)ki
= 1
k+1d
∑
k=kdqd+···+k0,ki0
(
kd + · · · + k0
kd, . . . ,k0
) d∏
i=1
(
(−1)i([d] · · · [d − i + 1])qi
di
)ki
.
2.3.1. Remarks
(1) While the number of terms in Sd(k), as deﬁned in 2.2.1, is qd , in these formulas the number of
terms does not grow with d, for suﬃciently large d, because ki = 0 for i > logq k.
(2) Lucas theorem says that if k =∑ki pi and mj =∑mji pi are base p expansions, then
(
k
m1, . . . ,mr
)
=
∏( ki
m1i, . . . ,mri
)
.
Since we have
( a
b
) = 0 if b > a, we see as a corollary that the multinomial coeﬃcient displayed
above is zero, if there is a carry over base p in the sum k =∑mi . So only terms where there is no
carry over base p in the sum of ki ’s need to be considered.
(3) When d = 1, we see that s1(k+1) = (k1+k0+1)q = k+q+k0(q−1), where k0 is the minimum
possible such that k = k1q + k0, ki  0, with no carry over base p in the sum k1 + k0. For example,
if the last two digits in the base q expansion of k add without carry over base p, then k0 is the last
digit. In particular, if q divides k, then s1(k + 1) = k + q. This together with 2.2.4 takes care of d = 1,
q = 2 case.
(4) Let us write, for 0 i  d,
b(i,d) := deg1/(qid−idi)= −
(
qd+1 − qi+1
q − 1 + iq
i
)
.
Hypothesis (H1). In the sum in 2.3, there is unique term of maximum degree among the terms cor-
responding to various decompositions of k.
Under Hypothesis (H1), we see that sd(k + 1) = −(b(0,d) +∑kib(i,d)) where the ki ’s correspond
to this unique term. We do not have a proof, but only numerical evidence, gathered by David Roe for
small q,k,d, that there is no clash for the maximum degree contribution.
3. Recursion in d for sd(k)
Let k > 0 in this section. We have S0(k) = 1, so s0(k) = 0.
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The next case d = 1 is already a little complicated:
Claim: s1(k) = k + j where j is the least positive integer divisible by q − 1 for which
(−k
j
) =
(−1) j( k+ j−1j )= (−1) j( k+ j−1k−1 ) is non-zero modulo p:
We have
S1(k) = 1
tk
∑
θ∈Fq
(
1+ θ
t
)−k
= −
∞∑
j=1,(q−1)| j
(−k
j
)
1
tk+ j
.
Here we use that
∑
θ j is 0 if q− 1 does not divide j and is −1 if j > 0 is divisible by q− 1. Note
that the sum starts with j = 1 rather than j = 0, because the j = 0 contribution is ∑1 = q = 0, as
we are in characteristic p.
When q = 2, s1(k) = k + 2ord2(k) as can be seen directly from this or by reducing, using 2.2.4, to k
odd, when j = 1 clearly works.
3.2. Recursion in d
Consider the calculation
Sd+1(k) =
∑
n∈Ad+,θ∈Fq
1
(tn + θ)k = −
∞∑
j=1,(q−1)| j
(−k
j
)
Sd(k + j)
tk+ j
.
As we see from the d = 1 case above, the binomial coeﬃcients are zero for j < s1(k) − k, so we
can replace j by s1(k) − k + j. Consider
Hypothesis (H2). When q is a prime, ‘min sd−1(s1(k) + j) + s1(k) + j, where the minimum is taken
over j  0, with (q − 1) | j and ( s1(k)+ j−1k−1 ) non-zero modulo p, is unique and occurs at j = 0’.
If it holds, then we have the main recursion formula (for q a prime):
sd(k) = sd−1
(
s1(k)
)+ s1(k). (1)
Using this iteratively leads to (for q a prime)
sd(k) = s(d)1 (k) + · · · + s(2)1 (k) + s1(k), (2)
where s(i)1 is the ith iteration of s1 map.
We do not yet know whether Hypothesis (H2) holds, but we will prove this recursion in Theorem 1
for any prime q and k ∈ Z.
3.2.1. By 2.2.4, the recursion works for k =m if and only if it works for all k =mpn .
3.3. Reformulation for q = 2
When q = 2, combining the formula (at the end of 3.1) for s1(k) with our recursive formula for sd
we can describe sd(k) as follows:
Consider the base 2 expansion of k written in the usual way, except for the inﬁnitely many zeros
at the left end. Let 2e0 be the place value of the ﬁrst one from the right, 2e1 be the place value of the
ﬁrst zero to its left and 2ei+1 be the place value of the next zero to the left of the zero corresponding
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exponents of the place value, and where some of the in–between strings of 1’s or 0’s can be empty)
like
k = · · ·0em+10em1 · · ·10e31 · · ·10e21 · · ·10e11 · · ·11e00 · · ·0.
Then s(i)1 (k) = k + 2e0 + · · · + 2ei−1 and so
sd(k) = dk + d2e0 + (d − 1)2e1 + · · · + 1 ∗ 2ed−1 .
3.3.1. Remark
Note that when d k, the terms can be combined by arithmetic geometric sum formula, since ei ’s
all increase by one at each step eventually, so the number of terms does not grow with d, as it seems
at ﬁrst.
4. Proof of the recursion (1) for any prime q and k ∈Z
We ﬁrst recall some facts about Sd(k) for k negative. See [8, 5.6] for more on this, Carlitz gener-
ating function, special evaluations and references to earlier works by Carlitz, Lee, Goss, Paley, Gekeler
etc.
4.1. Carlitz, Diaz-Vargas, Poonen, Sheats result
Put y = −k. Then y is positive. We have
Sd(k) =
∑
f i∈Fq
(
td + fd−1td−1 + · · · + f0
)y =∑( y
m0, . . . ,md
)(
td
)m0 · · · ( f0)md .
Using this, Carlitz, without full justiﬁcation, gave the following non-vanishing criterion for Sd(k):
(C1) Sd(k) is non-zero if and only if there is decomposition
y =m0 + · · · +md without carry over base p,mi ∈ Z0, for 1 i  d, (q − 1) |mi > 0.
It was noticed in [7] that Carlitz argument also gives
(C2) −sd(k) = max(dm0 + · · · +md−1) = −dk − min(m1 + · · · + dmd), where the minimum is among
the lists of mi ’s as in (C1).
This is assuming (as Carlitz does) that there is unique maximum. After Daqing Wan’s proof [10] of
Riemann hypothesis for Carlitz–Goss zeta function for Fp[t], the author realized that Fq[t] case can
be reduced easily to this assertion. It was justiﬁed in Diaz-Vargas thesis (see [3,4,8]) for q = p and
later by Sheats [6] in full generality. The general q case turned out to be much more diﬃcult and
combinatorially involved than the p case! They proved (in the q = p case and in general respectively),
as Carlitz hinted, that
(C3) The maximum in (C2) is unique and is given by the ‘greedy’ algorithm, namely: arrange possible
sets of mi ’s in (C1) as md  md−1  · · ·  m1 and then choose one with minimum md , then
among those with minimum md−1 and so on.
For the proof of Theorem 1, we only need easier q = p case.
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sd(k) = sd−1
(
s1(k)
)+ s1(k),
where both sides are either ﬁnite or both inﬁnite (see 2.2.3).
Proof. We deal with general prime power q and point out exactly which parts of the argument need
q to be a prime. The rest of the arguments work for general q.
The trivial case k = 0 is taken care by 2.2.3, as both sides are then inﬁnite. For k = 0, we will make
heavy use of (C1)–(C3) above, without speciﬁc mention at each instance of the use. We denote by ⊕
sum without carry over base p.
(I) Let us ﬁrst consider k < 0 and y = −k > 0.
First we look at the case when some term can be inﬁnite.
(i) If s1(k) is inﬁnite, then there is no m0, m1 valid decomposition, and thus no decomposition for
higher d also and thus sd(k) is also inﬁnite. (Alternately, use 2.2.5.)
Now assume s1(k) is ﬁnite and let y = m0 ⊕m1 be the corresponding greedy decomposition, so
that s1(k) =m0.
(ii) If sd−1(s1(k)) is ﬁnite corresponding to greedy decomposition m0 = ⊕d−10 m0i , then y =⊕
m0i ⊕m1 is a valid decomposition so that sd(k) is ﬁnite.
(iii) Finally we claim that if q is a prime and sd(k) is ﬁnite, then sd−1(s1(k)) is ﬁnite and the
equality of the Theorem holds.
Let
⊕d
0mi be the optimum (greedy) decomposition of y corresponding to sd(k). First md = m1,
since otherwise by the greedy property, md >m1, and then we get a contradiction as we can exchange
then two appropriate p-powers between md and the rest lowering the minimum md . Note that (see
[8, p. 180] for very similar argument) such an exchange retains ⊕ and also divisibility by q − 1, as
pi ≡ p j modulo q − 1, as q = p. So we get md =m1 and also m0 = m0 ⊕ · · · ⊕md−1 is the optimum
greedy decomposition corresponding to sd−1(s1(k)). The claimed equality follows by using (C2).
We remark that the recipe to ﬁnd the optimum decomposition (when q is prime) is just that
one ﬁlls up md,md−1, . . . ,m1 in that order by putting p − 1 lowest possible p powers each in order
corresponding to the base p digits of y and the remaining part of y (if any) is m0.
(II) Now consider k > 0. Now
Sd(k) = 1
tdk
∑(
1+ f1
t
+ · · · + fd
td
)−k
= 1
tdk
∑(−k
y
)(
f1
t
+ · · · + fd
td
)y
= 1
tdk
∑(−k
y
)∑( y
m1, . . .md
)(
f1
t
)m1
· · ·
(
fd
td
)md
.
Since
(−k
y
)= ±( k+y−1y ), the only y’s that contribute are such that the sum (k−1)+ y has no carry
over base p and the inner sum contribution comes from mi such that y =⊕d1mi with mi positive
and divisible by q − 1.
In this case, y varies among the multiples of q − 1, but it is big enough so that decompositions
exist and by minimization it is small enough so that ‘m0’ in the notation above is zero. For each
such y, there is unique optimum decomposition by (C1)–(C3).
Thus sd(k) = dk +m1 + · · · + dmd with mi ’s corresponding to the unique minimum, when there is
one. Consider n large enough so that sd(k − qn) is ﬁnite, as the corresponding decomposition as in
(C1)–(C3) of qn − k exists. Then as (qn − k) + (k − 1) = qn − 1 is the sum with no carry over giving
‘complementary’ digits, so that we see that same decomposition mi ’s (i > 0) can be used both in (I)
and (II) for the two numbers, and hence by Sheats result there is a unique minimum giving similar
recipe for sd(k) with positive k.
D.S. Thakur / Finite Fields and Their Applications 15 (2009) 534–552 541When q is a prime, we can do better directly: all p-powers (i.e., place values in the expansions)
being congruent to one modulo q− 1, if each md,md−1, . . . ,m1 is ﬁlled in order using p− 1 of lowest
possible p-powers to add to k − 1 without carry over, we clearly reach the unique minimum.
So if q is a prime, s1(k) = k + m1, we consider (k − 1) + m1 + y′ with y′ =⊕d−11 m′i optimum
decomposition corresponding to sd−1(s1(k)), then we have md =m1 and mi =m′i , for 1 i  d − 1.
sd−1
(
s1(k)
)+ s1(k) = ((d − 1)s1(k) + (d − 1)m′d−1 + · · · +m′1)+ (k +m1)
= dk + dm1 + (d − 1)m′d−1 + · · · +m′1
= sd(k),
as claimed. 
As pointed out in this proof, optimal mi ’s (i > 0) match for k and qn − k and thus comparing the
formulas for sd at negative and positive powers mentioned above, we immediately see ‘duality’ result
as follows.
Theorem 2. Let k > 0, q be a prime power, then we have
∣∣sd(−k)∣∣+ ∣∣sd(qn − k)∣∣= dqn, for qn > k,
if sd(−k) is ﬁnite. In particular, under these conditions we have sd(qn+m − k) − sd(qn − k) = d(qn+m − qn).
5. Applications to zeta zero distribution and multizeta
5.1. Applications to zeta zero distribution
The Carlitz–Goss zeta values are in fact special values of Goss zeta function deﬁned on C∞ × Zp .
We refer to [4, Ch. 8], [8, 5.5, 5.8] for the deﬁnitions, motivation and discussion. Its zeros, for a ﬁxed
value of the second variable (in Zp), can a priori lie in the ‘complex plane’ C∞ , but do lie on the ‘real
line’ K∞ . This analog of the Riemann hypothesis in this case was proved in [3,6,10], see also [4,8].
Theorem 3. The analog of Riemann hypothesis for Fp[t] follows easily from recursion (1).
Proof. We claim that 2sd(k) < sd−1(k) + sd+1(k) or equivalently the jump inequality sd(k) − sd−1(k) <
sd+1(k)− sd(k): The formula (1) reduces this statement to the statement with d replaced by d−1 and
k replaced by s1(k), and the base case 2s1(k) < s0(k) + s2(k) = s2(k) = s1(s1(k)) + s1(k) is equivalent
to s1(k) < s1(s1(k)). This is clear since s1(k) > k for any k from any of the above descriptions. This
proves the claim.
As explained in the references above, e.g. [8, 5.8], our analog of the Riemann hypothesis follows
from this degree jump behavior, because it implies that the Newton polygon for Carlitz–Goss zeta
function has slopes increasing at every integral step and hence has simple zeros in K∞ (analog of the
set of real numbers), rather than its algebraic closure where they would be a priori. 
5.1.1. Remark
Since the analog of the Riemann hypothesis is already known as mentioned before, the only point
of this theorem is that it is an easy consequence of (1) and easy, different proof of (1) would thus
give an easy and different proof for it. We provide in Section 8 such a proof for q = 2 only and
our general proof unfortunately uses ideas of Carlitz, Sheats etc. in the original proof. Proof of our
theorem also shows that rather than actual (initial) value of s1, it is the recursion that implies the
zero distribution. And plausibly some direct recursion for general prime power q case might simplify
the proof by Sheats.
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In contrast to the case of the Riemann zeta and the Euler multizeta values at positive integers,
where they are deﬁned as sums of positive terms and thus are non-zero, in the function ﬁeld case,
the non-vanishing is not obvious. Indeed, the Carlitz–Goss zeta, at negative integers, are also given
by sums, but vanish for negative ‘even’ integers. At positive k, ζ(k) does not vanish for the simple
reason that d = 0 term, being 1, is of degree zero, whereas the terms for d > 0 are of negative degree
and thus there is no chance of cancellation. For the depth two multizeta (i.e., with r = 2 in 2.2.2),
similarly, we can see using 2.2.5, that the d2 = 0, d1 = 1 term is the only term of the largest degree
and thus these values are non-zero.
Theorem 4. The multizeta values ζ(s1, . . . , sk), with si > 0, are never zero.
Proof. When q is a prime, the recursion formula (1) implies strict monotonicity in d of sd(k), namely
sd(k) < sd+1(k). This is because the formula reduces the statement for d, to the statement for d − 1
(and with k replaced by s1(k)), and the base case d = 0 is clear.
This proves the non-vanishing of the multizeta values deﬁned above by showing that they have
the degree of the ‘lowest’ term.
We can deduce the general case by either (i) appealing to the formula in the proof of Theo-
rem 1 for sd(k): Taking d components of the minimal decomposition corresponding to sd+1(k) gives
valid decomposition for d and thus gives the contribution at least that of minimal one, thus we get
sd+1(k) > sd(k) again, (ii) appealing to Riemann hypothesis inequality sd+1(k)− sd(k) > sd(k)− sd−1(k)
noted above together with the obvious base case s1(k) − s0(k) > 0 for k > 0. 
6. Degree bounds and divisibilities
6.1. General q, k > 0
Trivial bounds for sd(k + 1) are
max
(
(k + 1)d,q(qd − 1)/(q − 1)) sd(k + 1) (k + 1)q(qd − 1)/(q − 1)
where the right inequality follows from the second generating function formula (and k = k0 term),
the ﬁrst term of the left inequality follows by looking at terms in the deﬁnition of Sd(k + 1) and the
second term by noting that in the ﬁrst generating formula, we have terms of negative degree.
We can do a little better by looking more closely at second generating function in whose notation
sd(k + 1) (k + 1)qq
d − 1
q − 1 −max
∑
ki
(
qd+1 q
i − 1
q − 1 − iq
i
)
= min
(
qd+1
q − 1
(
1+
∑
ki
)
+
∑
ikiq
i
)
− (k + 1)q
q − 1
since
∑
kiqi = k. Here the minimum is over all the decompositions k =∑di=0 kiqi , with no carries in
the sum of ki ’s base p, i.e., multinomial coeﬃcient of
∑
ki with respect to ki ’s is non-zero modulo p.
(1) Here
∑
ki is at least the sum (k) which is the sum of the digits base q of k.
(2) The inequality is equality, e.g. if the maximum is unique, i.e., under Hypothesis (H1) of 2.3.1.
(3) Once d is large enough, choice of ki ’s is independent of d and, e.g. if the maximum is unique we
thus get a clear asymptotics in d.
The upper and lower bound is best possible as k = qm shows.
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that for d = 0 we have equality, but for d  1 we can claim strict inequality as the leading degree
contribution occurs multiple of characteristic times.) In fact, by 3.1, we have s1(k) k+ (q−1). By 3.2,
iteration of this gives sd(k) dk + d(d + 1)(q − 1)/2, for q prime, from our main recursion. For q = 2,
sd(k) ds1(k) d(k + q − 1) by 2.2.5 and 3.1.
6.2. When q = 2, k > 0
Let q = 2. For k odd, s1(k) = k + 1 (we have s1(k) k + q − 1 in general) and thus the inequality
ds1(k)  d(k + q − 1) is best possible for d = 1. For all k of the form 4n + 1, s2(k) = 2k + 4. More
generally, our formula in terms of ei ’s shows that
sd(k) = dk + d + (d − 1)2+ (d − 2)22 + · · · + 1 ∗ 2d−1 = dk + 2
(
2d − 1)− d, if k = 2dn + 1,
and that the right side is thus the best lower bound in general for sd(k) when q = 2. For an upper
bound, we have s1(k) 2k, with equality for k a power of 2. So using the iteration formula, s(i)1 (k)
2ik and so sd(k)  2(2d − 1)k, with equality for the k a power of 2 agreeing as it should with what
we get for generating function approach. In summary, we have
Theorem 5.
dk + 2(2d − 1)− d sd(k) 2(2d − 1)k, if q = 2,
with each inequality being an equality for inﬁnitely many k’s.
6.3. Asymptotic in d for a ﬁxed k > 0
There are only ﬁnitely many choices for ki > 0, where ki are as in 2.3 and thus for d large, sd(k) is
asymptotic to qd+1/(q − 1)(1 +∑ki), e.g., if Hypothesis (H1) of 2.3.1 holds and there is no clash for
maximum degree contribution.
6.4. Divisibility by q
We have seen (2.3.1 Remark (3)) that q divides s1(k). The main recursion (1) (or also Hypothe-
sis (H1), i.e., equality in the second displayed formula in 8.1) implies that q divides sd(k), if q is a
prime.
6.5. Congruence conditions
We have seen that s1(k) is congruent to k modulo q − 1. So the recursion relation implies that
sd(k) is congruent to dk modulo q − 1, when q is a prime. (This fact easily generalizes to any q, by
the recipe for Sd(k) given in the proof of Theorem 1, as mi are divisible by q − 1 there.)
Combining the above two, we get
Theorem 6.We have sd(k) ≡ dk mod (q − 1), for d 0 and k > 0, and further q divides sd(k) if q is a prime.
The referee points out following nice easy consequence of the recursion (1) and (2) which follows
directly by induction.
Theorem 7.We have s(i)1 (k) is divisible by q
i and sd(k) − sd−1(k) divisible by qd, when q is a prime.
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7.1. In the study of multizeta identities, we are interested in when sum shuﬄe ζ(a)ζ(b) =
ζ(a + b) + ζ(a,b) + ζ(b,a) works and in particular when it works term by term (for motivation and
reason for this, see [9]), or equivalently when Sd(a)Sd(b) = Sd(a+ b). We know that this works when
a = b and p = 2, or when a + b  q for example. There are other examples known, when q > 2. For
example, q > p, a = q − 1, b = p + 1.
Theorem 8.When q = 2, Sd(a)Sd(b) = Sd(a + b) if and only if a = b.
Proof. In fact, we show a priori stronger statement that sd(a)+ sd(b) = sd(a+b) for all d implies that
a = b. For d = 1, our q = 2 formula in 3.1 for s1(k) and the hypothesis imply that ord2 is the same
for both a and b. In other words, in the notation above, e0’s are the same. The d = 2 equality then
implies that s1’s of a and b are the same, which means e1 are the same and so on, so that a = b. 
7.2. The easiest sum shuﬄe source in general comes when i = a,b satisfy Sd(i) = 1/id .
Theorem 9. Consider the following statements:
(i) Sd(k + 1) = 1/k+1d ,
(ii) sd(k + 1) = (k + 1)q(qd − 1)/(q − 1),
(iii) sd(k + 1) (k + 1)q(qd − 1)/(q − 1),
(iv) k + 1 = cqn, with 0 < c < q, n 0,
(v) whenever k =∑kiqi , ki  0, k0 = k, there is a carry over base p in∑ki .
Then (v) ⇒ (iv) ⇒ (i) ⇒ (ii) ⇔ (iii).
Under Hypothesis (H1) of 2.3, i.e., assuming that the maximum degree term is unique in decomposition for
Sd(k + 1) in 2.3, (ii) ⇒ (i) ⇒ (v), so that all the statements are equivalent.
Proof. (v) implies (iv): Notice that we can take the p-powers out, so it is enough to prove that if (v)
holds for k + 1 not divisible by p, then k + 1 q. So assume k + 1 > q and let ∑a jq j be the base q
expansion of k. Then there is j  1 with a j > 0. Then the sum of k j = 1 and k0 = k − q j has no carry
over base p, as a0 = p − 1 by the assumption.
(iv) implies (i): Use 2.2.4 and 2.3.
(i) implies (ii): It is straight degree calculation and (ii) is equivalent to (iii) follows from the trivial
bounds in 6.1.
Assuming unique maximum, the claims follow as then there is unique contribution corresponding
to k0 = k. 
8. Direct proof of (1) when q = 2, k > 0 and equivalent formulas
8.1. Direct proof of the recursion when q = 2, k > 0
Theorem 10.When q = 2, k > 0, the recursion (1) holds, i.e., sd(k) = sd−1(s1(k)) + s1(k).
Proof. We prove (1), when q = 2, by proving the minimizing condition in 3.2. In fact, using (2), it is
enough to show that s(i)1 (s1(k) + j) s(i)1 (s1(k)) for j’s as in the condition.
In terms of the expansion of k as in 3.3, we have
k − 1 = · · ·0em+10em1 · · ·10e31 · · ·10e21 · · ·10e11 · · ·10e01 · · ·1,
s(i)1 (k) = · · ·0em+10em1 · · ·0ei+11 · · ·11ei0 · · ·0.
D.S. Thakur / Finite Fields and Their Applications 15 (2009) 534–552 545So the binomial non-divisibility condition that
( s1(k)+ j−1
k−1
)
is odd, allows us, by Lucas theorem, to
restrict positive j’s to j such that
s1(k) + j − 1 = · · · ∗em+1 ∗em1 · · · · · ·1 ∗e3 1 · · ·1 ∗e2 1 · · ·1 ∗e1 1 · · ·1 ∗e0 1 · · ·1
where ∗ can either stand for a 0 or 1 with at least one ∗ being 1 at euth place with u  1 (since it is
at least s1(k)). (Note j  2e0 .)
Consider the three cases (i) ∗e0 = 0, (ii) ∗e0 = 1,∗e1 = 0 and (iii) ∗e0 = 1,∗e1 = 1.
Now note that by 3.1, s(i)1 applied successively to s1(k) = k + 2e0 adds to it 2e1 ,2e2 , . . . in turn.
In the ﬁrst case,
s1(k) + j = · · · ∗e1 1 · · ·1e00 · · ·0
so that s(i)1 applied successively to s1(k)+ j  k+2eu adds in turn 2e0 ,2e1 , . . . ,2eu−1 and then at least
2eu+1 and so on.
In the second case, s1(k) + j = · · ·1e10 · · ·0, so that we add successively 2e1 and at least 2e2 , . . . .
In the third case, we add at least 2e2 , . . . .
So in each case, the claimed inequality follows and hence the unique minimum is at j = 0 and the
recursion formula (1) is proved when q = 2. 
8.2. The inequality needed above for the analog of the Riemann hypothesis can be checked directly
from the formula for sd(k) in 3.3 and it shows that the difference between the two sides is in fact 2ed .
8.3. Equivalent formula
(This formula, and its generalization in the next section for prime q, was found by Greg Anderson,
by computer experimentation trying to solve a recursion in k.)
Theorem 11.We have, when q = 2, k > 0,
sd(k + 1) = 2d+1 − 2d +
∑(
min(ei − i + 1,d) − 2
)
2ei + 2max(ei+1,d+i),
where the notation now is k =∑(k)i=1 2ei , with 0 e1 < e2 < · · · .
Proof. We need only check that right side satisﬁes the recursion (1). Using 2.2.4, it is suﬃcient to
check for k even, when k + 1 =∑(k)+1i=1 2e′i , with e′1 = 0 and e′i = ei−1 for i > 1. So it is suﬃcient
to check that the right side of the displayed formula above is the same as k + 2 + sd−1(k + 2),
which is
∑
2ei + 2 + 2d − 2 plus the ∑ above with ei replaced by e′i and d replaced by d − 1. This
sum has −2+ 2d as a contribution from e′1 term and
∑(k)+1
i=2 ((min(ei−1 − i + 1,d − 1) − 2)2ei−1 +
2max(ei−1+1,d−1+i)) which matches perfectly, when you re-index i to i − 1. 
8.3.1. Remark
By Remark 3.3.1, we see that the number of terms in the formula for sd(k) given in 3.3 is the
number of zeros in the base 2 expansion of k to the left of the ﬁrst one from the right, whereas the
number of terms in the formula above (when rewritten for sd(k) rather than for sd(k + 1) for better
comparison) is the number of 1’s in the base 2 expansion of k − 1.
9. Equivalent formulas for prime q
While the formulas explained for sd(k) in the proof of Theorem 1 are very simple and eﬃcient for
prime q, here we discuss another formula.
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Let q be a prime and let us temporarily write u and v for best k0, k1 as in 2.3.1, remark (3), so
that k = vq + u and s1(k + 1) = (u + v + 1)q. Let m =∑miqi be the base q expansions of m, so that
now ki (ui , vi respectively) stands for ith digit of the base q expansion of k (u, v respectively). Here
is a recipe to ﬁnd u, v and hence s1(k):
Claim. u0 = k0 and u j = k j −min(q− 1− u j−1,k j). (Note that when u j is zero for some j, then it is zero for
higher j’s.)
Proof. This follows from u j + v j < q and u j + v j−1 = k j as we now show (this does not generalize to
non-prime case, see the last section): We have to rule out the only other possibility that u j + v j−1 =
k j + q. Let j be smallest such that this happens. Then changing u and v by only replacing v j by
v j + 1, u j by zero and v j−1 by k j is legal:
(i) vi + 1 is legitimate digit, since otherwise v j = q − 1 and thus u j = 0 making assumed carry
over impossible.
(ii) Earlier sums are preserved: earlier u j+1 + v j +1 where 1 was from carry over is now the same
digit sum without carry over.
But this change decreases u contrary to the minimality assumption. 
9.2. Another formula for d = 1
We continue to assume that q is a prime. We now show that this formula is equivalent to
s1(k + 1) = q + q
∑
e′i=0
qei +
∑
e′i>0
qei
where we write k =∑mi=1 qei , with ei monotonically increasing with i and no more than q − 1 con-
secutive values being the same and where
e′i = ei −
⌊
i − 1
q − 1
⌋
.
This recipe is equivalent to the one above, because u prescribed above is the same as
∑
qei where
the sum is over i such that e′i = 0 and e′i > 0 exactly when qei can be forced into v-part satisfying the
carry-over restrictions.
9.3. Formula for general d and equivalence to recursion
Theorem 12. Let q = p be prime. Let k > 0 and let ei , e′i be deﬁned as above. Then recursive formula (1) is
equivalent to
sd(k + 1) = q
d+1 − q
q − 1 +
∑(
min
(
e′i,d
)+ q
q − 1
(
qmax(d−e′i ,0) − 1))qei .
Proof. Since in the last subsection, we have checked that the starting case d = 1 of the recursion
agrees with the claimed formula which is therefore correct in the case, to show the equivalence it is
enough to show that the formula above satisﬁes the recursion. So we want to show that with sd(k)
deﬁned by this formula, we have sd(k + 1) − s1(k + 1) = sd−1(s1(k + 1)).
Let ei and e′i be deﬁned as ei and e
′
i respectively when k is replaced by s1(k + 1) − 1.
D.S. Thakur / Finite Fields and Their Applications 15 (2009) 534–552 547The left side of the claimed equality is
[
qd+1 − q
q − 1 − q
]
+ q(q
d−1 − 1)
q − 1
(∑
e′i=0
qei+1 +
∑
e′i=1
qei
)
+
∑
e′i>1
(
min(e′i,d) − 1+
q(qmax(d−e′i ,0) − 1)
q − 1
)
qei
whereas the right side is
[
qd − q
q − 1
]
+ q(q
d−1 − 1)
q − 1
∑
e′i=0
qei +
∑
e′i>0
(
min
(
e′i,d − 1
)+ q
q − 1
(
qmax(d−1−e′i ,0) − 1))qei .
Now the difference between the square bracket terms is q(qd−1 − 1)/(q − 1) times q − 1. We have
s1(k + 1) − 1=∑e′i=0 qei+1 +∑e′i>0 qei + q − 1.
We see from the recipe above that the sequence of ei ’s is obtained by appending to q−1 ﬁrst zeros
the sequence of ei ’s and by replacing ei by ei + 1 whenever e′i = 0. This results into shifting by q − 1
of the indexing of i’s in ei to ei correspondence, which causes extra subtraction of 1 in calculating e′i
whenever corresponding e′i > 0. When e
′
i = 0, ei is obtained by increasing by 1, so e′i = 0.
The two sides are thus equal by matching the terms as follows: (i) The q − 1 difference coming
from square brackets matches with the 0th digit of s1(k + 1) − 1, i.e., the ﬁrst q − 1 ei ’s which are
zero. (ii) The terms with e′i > 1 match with e
′
i+q−1 = e′i − 1 > 0 and ei = ei+q−1. (iii) The terms with
e′i = 0,1 match with those with e′i = 0: In more detail, ei + 1 = ei+q−1 when e′i = 0 and ei = ei+q−1
when e′i = 1. 
9.4. Recursion in k for s1(k)
Theorem 13. For general q, and k > 0, we have s1(k+ 1) = k+ q, if q divides k. Let q = p be a prime. If q does
not divide k, then s1(k + 1) = s1(k) + qordq(s1(k)) .
Proof. We use 2.3. The ﬁrst statement is proved there in the remark (3). For notational convenience,
we replace k by k + 1, and write k = k1q + k0 and k + 1 = k1q + k0 for the minimum decompositions
in the notation of the remark. Let r := ordq(s1(k+1)). Then we have s1(k+1) = (k1 +k0 +1)q exactly
divisible by qr . Hence the ‘no carry over’ and ‘minimization’ conditions imply that k0 = k0 + qr−1 +
· · · + 1. (Here we use that since q does not divide k + 1, by hypothesis, the last digit of k is not q − 1
and can be increased by one). Thus s1(k + 2) = (k1 + k0 + 1)q = s1(k + 1) + qr as claimed. 
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Appendix A. Special evaluations and observations
In this appendix, we collect some special examples, counterexamples, observations and open ques-
tions for the beneﬁt of the reader.
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Here are some special cases of 2.3:
Sd(a) = 1/ad, 0 < a q,
Sd(q + b) = 1

q+b
d
(
1− b [d]
q
[1]
)
, b < q,
Sd(aq + b) = 1

aq+b
d
(
1+
a∑
j=1
(−1) j
(
b + j − 1
j
) [d] jq
[1] j
)
, 0 < a,b < q,
Sd
(
q2 + 1)= 1

q2+1
d
(
1+
q∑
j=1
(−1) j [d]
jq
[1] j +
[d]q2 [d − 1]q2
[2][1]q
)
.
The following is a little harder to prove directly, but follows from straight manipulations. (See
also [9].)
Sd
(
qi − 1)= d+i−1
i−1q
i
d
= [d + i − 1] · · · [d + 1]
[i − 1] · · · [1]qi−1d
.
A.2. Special simple evaluations of sd(k), k > 0
It follows from simple manipulations from above formulas, with deg(d) = (qd+1 − q)/(q − 1),
(1) sd(qn − 1) = (qn − 1)deg(d) − (qd+n−1 + · · · + qd+1) + (qn−1 + · · · + q) = qn(qd − 1).
(2) 0 a,b < q, 1 aq + b, sd(aq + b) = (aq + b)deg(d) − (qd+1 − q)Max j, where the maximum
is over 1 j  a with
(b+ j−1
j
)
being non-zero.
(A simple corollary is that sd(b + 1) = sd(q + b), if b < q and b prime to p).
(3) We have sd(qn + 1) = dqn + qd + · · ·+ q = dqn + (qd+1 − q)/(q− 1), when n d, as follows from
our minimization formula because the minimum is achieved for qn = ∑kiqi , with the conditions
above, when kd = qn−d and with all other ki = 0. Our recursion works under this condition: Since
s1(qn + 1) = qn + q = q(qn−1 + 1), the pair (d,n) is taken to (d − 1,n − 1), so that the inequality is
justiﬁed.
Note that explicit evaluation above gives sd(q0 + 1) = sd(q1 + 1) = 2(qd+1 − q)/(q − 1) (which do
not agree with the formula above when d > n) and sd(q2 + 1) = (q2 + 1)(qd+1 − q)/(q − 1) − qd+2 −
qd+1 + 2q2, for d 2 (it works for d = 1 but not for d = 0).
(4) Let us give a short table for the reader’s convenience, when q = 3. Note s1(3k) = 3s1(k) and
s1(k) = k + 2, if k is 1 mod 3.
k 1 2 4 5 7 8 10 11 13 14 16 17 19 20 22 23
s1(k) 3 6 6 9 9 18 12 15 15 18 18 27 21 24 24 27
s2(k) 12 24 24 36 36 72 30 42 42 72 72 108 48 78 78 108
k 25 26 28 29 31 32 34 35 37 38 40 41 43 44 46 47
s1(k) 27 54 30 33 33 36 36 45 39 42 42 45 45 54 48 51
s2(k) 108 216 66 78 78 90 90 126 84 96 96 126 126 216 102 132
k 49 50 52 53 55 56 58 59 61 62 64 65 67 68 70
s1(k) 51 54 54 81 57 60 60 63 63 72 66 69 69 72 72
s2(k) 132 216 216 324 120 132 132 144 144 234 138 150 150 234 234
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k 1 3 5 7 9 11 13 15 17 19 21 23 29
s1(k) 4 12 8 16 12 32 16 48 20 28 24 32 32
s2(k) 20 60 40 80 60 160 80 240 52 92 120 160 160
A.3. Special Sd(k) and sd(k) with k negative
Using Carlitz–Lee results [8, 5.6.4]
Sd
(
1− (qa1 + · · · + qas ))= ([a1]d · · · [as]d)/d,
where [a]m := Da/Dq
m
a−m if m a and 0 otherwise, we have
sd
(
1− (qa1 + · · · + qas ))= qqd − 1
q − 1 − d
∑
qai , when s < q,d ai .
A.4. sd(k) with k negative: short tables
We record some values of sd(k) calculated directly. The dash represents inﬁnite value.
For q = 2, with k divisible by 2 omitted because of 2.2.4, we have
−k 1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31
−s1(k) 0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
−s2(k) − 2 4 10 8 18 20 26 16 34 36 42 40 50 52 58
−s3(k) − − − 10 − 18 20 34 − 34 36 58 40 66 68 82
For q = 3, with k divisible by 3 omitted because of 2.2.4, we have
−k 1 2 4 5 7 8 10 11 13 14 16 17 19 20 22 23 25
−s1(k) − 0 0 3 3 6 0 9 9 12 12 15 9 18 18 21 21
−s2(k) − − − − − 6 − − − 12 12 24 − 18 18 30 30
and the ﬁrst few ﬁnite values for −s3 are 42,78,84,84,123 at −k being 26,44,50,52,53, respec-
tively.
For q = 4, with k divisible by 2 omitted because of 2.2.4, we have
−k 1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33
−s1(k) − 0 − 4 0 8 4 12 − 16 0 20 16 24 20 28 0
and ﬁrst few ﬁnite values for −s2 are 12,24,24,44,36,36,76,48,48,68 at −k being
15,27,30,31,39,45,47,51,54,55 respectively, and −s3(63) = −108 is the only ﬁnite value for
−k 110. (Note (63)/3 = 3.)
A.5. Properties of sd(k) for k < 0
We can use the ‘duality’ to study these properties also. But we proceed directly.
The special case d = 1 of the Carlitz–Sheats recipe follows directly exactly as in 3.1, i.e., existence of
greedy property of minimum is obvious in this case. Thus we have (when ﬁnite) −s1(k) = max(m0),
where the decompositions −k = m0 + m1, with (q − 1) | m1 > 0, have no carry over base p. Thus
s1(k) ≡ −m0 ≡ k mod (q − 1) and thus by the recursion we have that sd(k) ≡ dk mod (q − 1), when
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mi are divisible by q − 1.
Note s0(k) 0, s1(k) = −m0 > k and also |sd+1(k)| |sd(k)| (when all ﬁnite) exactly as in the proof
of Theorem 1, when q is a prime.
Finally, we see that q divides sd(k), when it is ﬁnite, and q a prime, as follows.
By looking at d = 1 case of the Carlitz generating function theorem [8, 5.6.3] (with sign corrections
as mentioned in 2.2.3 and with w = 1/x, y = −k) we see that for k  0, S1(k + 1) is the coeﬃcient
of wy in −wq∑∞j=0(wq−1 + (tq − t)wq) j . This implies that s1(k + 1) = −rq, where y − q = rq +
( j − r)(q − 1), with r maximum possible (clearly unique) such that r, j − r  0 and that there is no
carry over base p in the sum r + ( j − r), if such decompositions exist. (In particular, if q divides k,
s1(k + 1) = k + q parallel to 2.3.1(3).) The assertion for d follows from d = 1 case by the recursion,
exactly as before.
As for the bounds when sd(k) is ﬁnite, we see that when q is a prime, 4.1 implies that mi 
(q − 1)qd−i for i > 0 and m0  0, and so
(q − 1)
d−1∑
i=1
(d − i)qd−i  ∣∣sd(k)∣∣ |dk| − (q − 1)(qd−1 + 2qd−2 + · · · + d)= |dk| − q(qd − 1)/(q − 1) − d
and these bounds are reached when k = 1 − qd . We see that for a ﬁxed d and k large, |sd(k)| can be
as large as |dk| asymptotically, e.g. for k = 1− qd+m , with m large, where sd(k) is recalled in the next
section. Note s1(k) is zero if k has q − 1 digits and q is prime, as k =m1 then. (This was proved long
ago by Thomas and Goss by another method.)
We collect these facts in
Theorem 14. Let k < 0. Then sd(k) ≡ dk mod (q − 1).
If further q is prime, then
(i) q divides sd(k), if it is ﬁnite,
(ii) |sd+1(k)| |sd(k)|, and
(iii) |sd(k)| is bounded as in the displayed formula above, assuming all the values are ﬁnite.
Note that given a d, |sd(k)|/|k| tends to d as the sum of the base q digits of k tends to inﬁnity, by
the recipe (C1)–(C3) of Section 4.
It is known (2.2.3 and 2.2.4) that Sd(k) = 0, if d > L := min(kps)/(q − 1). Gebhard Boeckle has
informed us that SL(k) = 0 follows easily from [6] and also from his cohomological approach.
A.6. Case q = 4
Complicated nature of s1 for general q makes the general case diﬃcult. We discuss s1 in more
detail now.
We do not have a nice ‘formula’ in general, but the following ‘recipe’ for q = 4 case is almost as
simple computationally.
Recipe for s1(k + 1) when q = 4.
Case 0, k + 1 is even: We can take out power of 2 by using 2.2.4, so we assume that k + 1 is odd.
Even when it is even, sometimes it is better to get direct answer. For example,
u = 1 when k + 1 is 2 mod 8 and u = 3 when it is 4 mod 16.
Case I, k+ 1 is odd: From the carry over minimization description in 2.3.1, remark (3), it follows imme-
diately that
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So we need to look at k + 1 which are either 11 or 15 modulo 16 only.
Sub-case Ib: k ≡ 10 = 23 + 2 modulo 16.
For k = · · · + 0 ∗ 22+1 +∑2i=4 2i + 23 + 2,  2, we have u =∑j=3 22 j−1 + 23 + 2.
(This is because 2 is forced into u and if you put 22 in it, all even powers are forced and you get
a bigger u than claimed, if you do not put 22 in then one by one all odd powers up to 2 − 1 are so
forced, on the other hand, for this u we have decomposition without carry.)
For k = · · · + 0 ∗ 22 +∑2−1i=4 2i + 23 + 2,  2, we have u =∑−1j=2 22 j + 22 + 2.
(This is because this u gives good decomposition and if the minimal u has no 22 in it, then it has
23 and thus all odd powers up to 2 − 1 forced into it and is then not minimum.)
Sub-case Ic: k ≡ 14 = 23 + 22 + 2 modulo 16.
For k = · · · + 0 ∗ 2+1 +∑i=m 2i + 23 + 22 + 2, with  even and m = 4 or 5, then u is the sum of
all odd power of 2 from ﬁrst to  − 1th.
For k = · · · + 0 ∗ 2+1 +∑i=5 2i + 23 + 22 + 2, with  odd, then u is 2 + 23 plus all higher even
powers up to  − 1th.
Now let  be odd.
For k = · · · + 0 ∗ 2+2 + 0 ∗ 2+1 +∑i=1 2i , we have u =∑(−1)/2i=0 22i+1.
For k = · · ·+0∗2+m+1 +∑mi=2 2+i +∑i=1 2i , with m 2, we have u = the sum of all odd powers
of 2 up to 2+m−1, if m is odd and u = the sum of all odd powers up to 2 plus all even powers from
2+1 up to 2+m−1, if m is even.
(Proofs are similar as above. We always use the simple principle that if some u, with highest
power 2 in it, works for a given k then the same u works for k′ obtained from k by changing powers
higher than 2+2.)
A.7. Remark on monotonicity
As a function of k > 0, sd(k) may not monotonically increase, as the example q = 3, d = 1 and
k = 3,4 already shows. In fact, if q = 2, by 2.2.4, s1(2n) = 2n+1 and we will see below that s1(2n+1) =
2n − 2.
A.8. Remark on Hypothesis (H1)
First note that since q divides b(i,d), under Hypothesis (H1), we see that q divides sd(k) for posi-
tive k and then by duality (Theorem 2), the same holds for negative k also.
Note though that qb(i,d)− b(i + 1,d) = qi+1 − qd+1 < 0, for i < d. Hence when we move contribu-
tion to k =∑kiqi from higher i term to lower i’s, we lose degree. But since we can also simultane-
ously move up terms from lower i’s to compensate, there can be clash of degrees even retaining ‘no
carry over’ condition. Here is an example: Consider the two decompositions 1∗q6 +q2 ∗q4 + (2q)∗q2
and (2q) ∗ q5 + 1 ∗ q3 + q2 ∗ q of k = 2q6 + 2q3 when q > 2: There is no carry over in digit sums,
but the contributions are the same by the calculation above. Hence, e.g. if q = 4, because the degrees
match and top coeﬃcients are one (as they are in Fp), the total degree of the two terms is less.
A.9. Remark on Hypothesis (H2)
The minimum in Hypothesis (H2) is not necessarily at j = 0 if we drop the binomial coeﬃcient
condition: e.g. take q = d = 2, k = 4, j = 0,1. The uniqueness of minimum and strict increase of sd(k)
as a function of d would have easily followed if sd(k) < sd(k + q − 1) + q − 1. But this is not true, e.g.
for q = 2, d = 2, k = 2d .
A.10. Hypothesis (H3)
The numerical data suggests
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We have proved more reﬁned version of the special case, d = 1, q prime, in Theorem 13.
A.11. Counter-examples when q is not a prime
The converse of (I)(ii) in proof of Theorem 1 is not true, e.g. if q = 4, −k = 181, d = 2, where
181 = 160⊕21 = 16⊕132⊕33 are greedy decompositions for d = 1,2 respectively, giving s2(k) = 164.
When q = 4, d = 2 and k is negative, odd, there are exactly 8 counter-examples to the recursion
for y  1000 with y = −k being 181, 437 = 256 + 181, 565 = 128 + 437, 661, 693 = 512 + 181, 709,
721, 949 = 512+ 437.
There are ‘dual’ counter-examples at positive k. For example, for k = 75 the recursion and Hypoth-
esis (H2) fails. (Minimum is at j = 12 rather than j = 0.)
In contrast to the prime q case, when q is not a prime, the u and v corresponding to sd(k + 1) as
in the last section need not be ‘sub-sums’ in the expansion of k:
Example. q = 4, k + 1 = 11, k = 23 + 2, but u = 22 + 2 giving s1(11) = 32. Other such examples when
q = 4 are e.g. when k + 1 are 43, 47, 59, 75, 107, 139 and 2 power multiples of these examples.
Consider naive generalized formula, when q = p f , for sd(k + 1), namely
sd(k + 1) = q
d+1 − q
q − 1 +
∑(
min
(
e′i,d
)+ q
q − 1
(
qmax(d−e′i ,0) − 1))pei ,
where k =∑Ni=1 pei with monotonically increasing ei and with no more than p−1 consecutive values
being the same and with
e′i =
⌊
ei
f
⌋
−
⌊
#{ j : j < i, e j ≡ ei mod f }
p − 1
⌋
.
When k+ 1= 2 ∗ 4n + 4n − 1, it fails, even for d = 1 (e.g. for k+ 1 = 11, it gives wrong answers 44
and 220 for d = 1, 2, respectively).
A.12. Open questions
It would be nice to settle the status of Hypotheses (H1)–(H3) (note that we have not used them in
any proofs or theorems, but they are just interesting observations), get simple recursion or formulas of
the type of Section 9, for general q (and also for negative k’s) and see whether the applications (which
are easy consequences of our recursion when q is prime) generalize for any q, say by generating
function approach or by direct applications of Sheats’ and our algorithm for k negative and positive,
respectively.
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