Abstract. We study the propagation of wave packets for a one-dimensional system of two coupled Schrödinger equations with a cubic nonlinearity, in the semi-classical limit. Couplings are induced by the nonlinearity and by the potential, whose eigenvalues present an "avoided crossing": at one given point, the gap between them reduces as the semi-classical parameter becomes smaller. For data which are coherent states polarized along an eigenvector of the potential, we prove that when the wave function propagates through the avoided crossing point, there are transitions between the eigenspaces at leading order. We analyze the nonlinear effects, which are noticeable away from the crossing point, but see that in a small time interval around this point, the nonlinearity's role is negligible at leading order, and the transition probabilities can be computed with the linear Landau-Zener formula.
Introduction
In the framework of the Born-Oppenheimer approximation, systems of linear time-dependent Schrödinger equations have been studied throughout years in order to understand molecular dynamics. The notion of adiabaticity and questions about energy level crossing arose. In fact, when one considers systems where the electronic energy levels are assumed to be well isolated from each other, one can prove that there is an adiabatic decoupling. The validity of such appoximations has been analyzed, in various settings (see for instance [33] and [37] and the references given there); however the approximation breaks down in the presence of eigenvalue crossing, leading to numerous questions about those situations. Thus several types of eigenvalue crossing phenomena have been analyzed, since they can imply transitions between electronic energy levels. One of these situations, where the adiabatic approximation breaks down is when one has an Avoided crossing, as studied in [20] , [21] , [22] , and [34] . Definition 1.1. Let d, n ∈ N * , and Ω ⊂ R d an open subset of R d . We suppose that V δ (x) is a family of n × n symmetric and smooth matrices on Ω and δ ∈ [0, δ 0 ), for a fixed δ 0 > 0. We suppose that V δ (x) has two eigenvalues λ , and assume that Γ is a single point or a non-empty connected proper submanifold of Ω. Then, we say that V δ (x) has an Avoided crossing on Γ.
This work was supported by ERC Grant DISPEQ. 1 In this case, two energy levels come close to one another, without crossing and a solution with a data polarized along one given mode is not polarized along this mode anymore, when it has propagated through the avoided crossing point. In the linear case, it is possible to compute the transition probabilities, thanks to the well known Landau-Zener formula ( [31] , [41] ), which was mathematically proved in [18] , and in [29] with less restrictions. Propagation of specific coherent states through avoided crossing has been studied in [20] (see also [22] for a classification) and in [19] for "exact" crossing, where some issues about regularity are added in the study. For more general data and crossing, the transition is also noticeable when one looks at the Wigner transform of the wave function, whose description is performed studying semi-classical measures and is useful to understand how the Wigner transform concentrates on trajectories passing through the crossing region (see for instance [10] for semi-classical measures describing the Wigner transform in an explicit case and [12] for more general data). The crossing phenomena have been analyzed in the linear case and the reader can find various results on different aspects, including [8] , [9] for a classification of results for more general equations. For some numerical simulations, that are used in other fields such as Quantum Chemistry, we refer the reader to see for instance [13] and [32] .
The aim of this paper is to analyze the nonlinear twin of the situation presented in [20] in a simple and explicit case, in order to understand the nonlinear effects combined with the crossing phenomenon: we will study an avoided crossing phenomenon, which occurs at one point, for a system of two nonlinear time-dependent Schödinger equations with an initial coherent state, in dimension one, with a cubic nonlinearity. This problem arises from the description of nonadiabatic transitions when one studies properties of binary mixtures of Bose-Einstein Condensates (see [23] , [24] , [25] ). The nonlinearity induces a coupling between each mode and if the systems do present crossing phenomena, we want to understand how effects from both couplings can interact. Some cases with a potential without eigenvalue crossing have been studied, in order to analyze the nonlinear effects: in [5] and [26] , for initial coherent states, adiabatic theorems and validity of approximations of the wave function at leading order are proved for cubic nonlinearities, provided there is a gap assumption. Note also that other point of views, such as stationnary problems, are also discussed, for instance in [1] , using Ginzburg-Landau Energies in the context of Binary mixtures of Bose-Einstein Condensates. Some results in different frameworks, such as quantum systems with periodic potentials, and transitions between Bloch bands, can be found for instance in [27] , [28] . The result presented here extends to more general nonlinearities, of the form (a|ψ
2 )ψ ε such as whose studied in [23] , [24] , [25] and references there.
1.1. Framework. We consider the semi-classical limit ε → 0 for the nonlinear Schrödinger equation
where ψ ε (t, x) = (ψ ε 1 (t, x); ψ ε 2 (t, x)), (t, x) ∈ R×R, κ ∈ R is a small coefficient, and the quantity |ψ ε | 2 denotes the square of the Hermitian norm in C 2 of the vector ψ ε . The initial data ψ ε (−T, .) is a coherent state or wave packet, which concentrates at some given point in the phase space. We consider the following potential V δ (x) = x δ δ −x , where δ > 0, for δ = c √ ε for a nonnegative constant c. The eigenvalues are given by λ ± δ (x) = ± x 2 + δ 2 , and λ + 0 (0) = λ − 0 (0) = 0. One can see that the gap size between the two eigenvalues is at least δ > 0, and that it is minimal when x = 0 and so that an avoided crossing phenomenon occurs at x = 0. The eigenvectors associated with the eigenvalues of V δ are
One can see that since δ > 0, the eigenvectors are C ∞ . In the following, we will use estimates on their derivatives: writing Θ
, where f ± j are homogeneous of degree 0 and we obtain
It is also possible to obtain finer bounds in some cases, see Section 4.2 for a deeper discussion about these eigenvectors.
Let us first comment on the value of the parameter δ. In the linear case, studied in [20] , the authors work with a gap size of the order √ ε since there can be important transitions between each mode for δ of this size. The same critical value appears in the study of Dirac type equations, studied in [11] . For higher power of ε, one can prove that the adiabatic decoupling is still valid. We choose to study the nonlinear propagation in this setting too. For asymptotics in linear cases, with other values of δ, which can be independent of ε we refer the reader to [34] .
Another notion of criticality appears for the exponent of the nonlinearity. We recall that if we write the nonlinearity κε α |ψ ε | 2σ ψ ε and denote by d the space dimension, we say that:
• the nonlinearity is
Here, the nonlinearity is L 2 −subcritical which is a good point to prove global existence of the solution for fixed ε more easily, and to deal with other technical issues that will be developped later. The coefficient κ can be either negative or nonnegative, but has to be small: ∃C > 0 independent of ε, δ, such that |κ| ≤ 1/C. For convenience, we will use |κ| ≤ 1 and will then make a restriction and take it smaller in the analysis, when it will be needed. It is also worth pointing out that the nonlinearity is critical for semi-classical wave L.HARI packets, in the case without crossing: if we write the nonlinearity κε α |ψ ε | 2 ψ, and introduce α c = 1 + dσ/2 = 3/2, for data which are wave packets, we have
• if α > α c , one can linearize the equation at leading order, since the nonlinearity's weight (or in an other point of view, the size of the initial data) is not big enough to have an effect. One can build an approximation which is a linear coherent state (at leading order), in the case of adiabatic regimes.
• if α = α c , for this critical situation, the effects of the nonlinearity cannot be neglected: in the absence of crossing points, one can still approach the wave function by a coherent state at leading order, but it will get some nonlinear effects. We refer the reader to [6] for a deeper discussion about this critical exponent, in a scalar case, and [5] , [26] for matrix-valued cases. Similar discussions are made for Hartree equations in [2] , [3] . For fixed ε, and for δ > 0, since the potential is at most quadratic, in view of [4] , one can prove global existence and uniqueness of the solution ψ ε to (1.1), for any data in S(R) and for any κ ∈ R. Since our aim is to understand the competition between couplings induced by the nonlinearity and those induced by the potential, if there is some, we choose a critical power of ε in front of the nonlinearity.
Classical trajectories and actions.
We introduce the following quantities. Classical trajectories. Let (x ± (t), ξ ± (t)) be the solution of the following system:
Remark 1.2. These trajectories admit a limit when δ tends to zero:
Note that these limit trajectories are well-defined (see for instance [12] ). Remark 1.3. Since δ > 0, the eigenvalues are smooth and so (1.4) has a unique, global, δ−dependent and smooth solution. Besides, for any T > 0, using [6] one can write
Classical action.
1.3. Initial time and Data. We consider the "+" classical trajectories introduced by (1.4), defined by choosing
as initial data for them. The point of minimal gap is reached at time t = 0 for x = 0. We chose an initial data ψ ε (−T, x) which is a localized wave packet, polarized along the eigenvector χ
where the terms
are the values of the quantities, introduced by (1.4), at time t = −T , and a ∈ S(R). Moreover, we restrain to T such that for t ∈ [−T, 0], the classical trajectory x + (t) grows to zero.
1.4. Main result. We will split the analysis of the propagation of the coherent state into three parts, depending on the closeness of the crossing region; we will have to consider different time intervals. Each one will lead to a different regime, and the approximations will have to be matched at the border of the time intervals. It is necessary to consider different regimes because of nonadiabatic transitions: in fact, the wave function cannot remain localized in the mode "+" at leading order beyond a specific time, which is a small power of ε. Thus, in order to deal with energy level transitions, we have to build different approximations. We first introduce some functions. In the adiabatic region, where x + (t) ≪ 0, we consider the function u δ = u δ (t, y), solution to
where a ∈ S(R), and λ
Existence and properties of u δ are discussed in Section 3. In the crossing region, we introduce f , a vector-valued function, solution to
with data
where s, y ∈ R, γ ∈]0, 1/6[, and φ ε (y) is a real-valued phase function (see (5.1) for an explicit formula). Note that the system (1.7) presents transitions between each mode.
We can now state the main theorem of the paper, which gives a valid approximation of the exact solution ψ ε at leading order, in the limit ε → 0: Theorem 1.4 (Main Theorem). We consider ψ ε (t, x) the exact solution to the Cauchy problem (1.1) with data (1.5), and δ = c √ ε for some c > 0. Then, if c 0 > 0 is independent of ε, and if γ ∈]0, 1/6[:
where u δ is the profile, solution to (1.6).
(2) For −c 0 ε
where f is the solution to (1.7) and with data (1.8).
Remark 1.5. For both approximations given by points (1) and (2) from the previous theorem, to deal with the nonlinearity, we also need estimates in some weighted Sobolev spaces of type H 1 (see Theorems 2.5 and 2.9).
For time t ∈ [−T, c 0 ε 1/2−γ ], the exact solution ψ ε can be approached, at leading order, by a coherent state polarized along the same eigenvector as the initial data. The nonlinear effect is noticeable thanks to the profile u δ , whose equation is a nonlinear Schrödinger equation (1.6). The transition between energy levels occurs on the time interval
but the nonlinearity, does not affect the phenomenon. Corollary 1.6 (Transition between the modes). We consider
δ (x) the exact solution to the Cauchy problem (1.1) with data (1.5), and δ = c √ ε for some c > 0. Consider c 0 > 0, γ ∈]0, 1/6[, and
.
. Note that p is the same transition coefficient as in [20] (the Landau-Zener coefficient).
We are not able to describe the wave function for nonnegative times of order O(1) because the approximation given by Theorem 1.4 is not good enough to be propagated. In fact, in simplest situations, as in [5] and [26] , one can treat initial data which are a wave packet up to a term of size
, and can prove the validity of the approximation. In our case, the fact that 0 < γ < 1/6 yields a technical obstruction if we keep the same approach for t ∈ [t ε , T ] as we did for t ∈ [−T, −t ε ].
1.5. Organization of the paper. In Section 2, we give a brief exposition without proofs of all results we need in order to prove the main theorem of the paper. We then look more closely at the profile u δ in Section 3 before proceeding with the study of the approximation far from the crossing region in Section 4. The fifth section is devoted to the analysis of the crossing region and gives the proof of the validity of the second approximation. In the last section, we restrict our attention to the transition phenomenon.
2. Sketch of proof of the main theorem 2.1. Approximation away from the crossing point. Our aim is to approach the exact solution ψ ε by a function polarized along the eigenvector χ + δ (x), that we are going to build using the profile u δ , up to a time −t ε of order ε 1/2−γ , for some γ ∈]0, 1/6[. near the crossing point. We consider the classical trajectories and action associated with λ + δ (x). In order to prove the validity of the approximation of point (1) in Theorem (1.4), we first need to control u δ , solution to (1.6). By [5] , we have global existence of u δ for any δ > 0.
Theorem 2.1 (Global existence from [4] ). Let δ > 0 and κ ∈ R. For all a ∈ S(R), (1.6) has a unique solution
Moreover, its L 2 −norm is conserved:
Sketch of the proof. This result is proved in [4] : for a fixed δ > 0, the potential is at most quadratic. Thus, one can use local in time Strichartz estimates (which are available thanks to [14] and [15] ) and prove local existence of the solution.
And since we are in the L 2 −subcritical case, the mass conservation implies global existence of the profile for any κ, in the suitable space. Proposition 2.2 (Control of derivatives and momenta far from t = 0). For any
Sketch of the proof. The only thing we need to observe is that
for t ∈ [−T, −T 0 ], since |x + (t)| is bounded from below by a positive constant independent of ε far from t = 0. The control of the derivatives and momenta is then a consequence of [4] .
We actually need the profile on a bounded time interval of the form [−T, 0], and it requires additionnal work to prove the uniformity of the bound since this interval contains zero. The following result will be proved in Section 3: Theorem 2.3 (Behaviour of derivatives and momenta until t = 0). Let κ ∈ R, and a ∈ S(R). We consider u δ the solution to the Cauchy problem (1.6), and δ = c √ ε for some c > 0. Then, there exists T 0 > 0 such that for all k ∈ N, the following property is satisfied: There exists C > 0, such that We denote by ϕ ε , the following function associated with u δ , x + , ξ + , S + :
, we deduce the following corollary.
Corollary 2.4. Let T > 0. Let us consider a ∈ S(R), and u δ solution to (1.6).
We have for ϕ ε defined by (2.1)
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The first point of Theorem 1.4 is a consequence of the following theorem, that will be proved in Section 4.
Theorem 2.5. Let T > 0, γ ∈ [0, 1/6], c 0 > 0 and a ∈ S(R). We consider ψ ε , the exact solution to the Cauchy problem (1.1) -(1.5), and ϕ ε , the function given by (2.1). Then the difference
where t ε = c 0 ε 1/2−γ .
2.2.
Through the crossing point: comparison with the linear model. As in the linear case, studied by the authors of [20] , the classical trajectories and action x + , ξ + and S + are not relevant to build an approximation when one approaches the avoided crossing point: the aim is to show that the exact solution does not remain in the energy level "+" and so, that after time t = 0, the wave function is not utterly localized around (x + (t), ξ + (t)) in the phase space, at leading order. We are going to prove that it has two components on each mode at time t ε = c 0 ε 1/2−γ . Thus, on this small time interval, we localize the approximation around an "averaged" trajectory which is close to both trajectories "+" and "−" near zero. Indeed both ± trajectories satisfy
so we introduce the free trajectory, which is an approximation of the previous ones:
In the nonlinear case, the main difficulty that could arise is the presence of the nonlinear contribution at leading order on this time interval. We will see that with a critical nonlinearity, at leading order, there won't be any effect and the mechanism of transition is guided by the system (1.7), as in the linear case (see Equation (3.91) in [20] ). We introduce the following rescaled variables:
and the rescaled solution v ε is given by
, satisfying the following Schrödinger equation
(y) where
2) holds at t = −c 0 ε 1/2−γ and will be given in details in Section 5.1. There exist nonlinear Landau-Zener formulae adapted to nonlinear transition systems; see for instance the following system from [7] and [40] .
, with
where δ is the coupling constant between the energy levels, κ is a parameter for the nonlinear interaction, and γ(t) is the level separation. The reader can also refer to [30] or [35] for other discussions about the nonlinear versions of the Landau-Zener formula. However, we will not use these tools in this paper since the nonlinear effects will not be visible in our transition system. In fact, v ε can be approached at leading order by the linear function f solution to
. Let us first notice that an explicit form of the solution f is computed in [20] , using parabolic cylinder functions, whose asymptotics are well known (see [17] for details). We need some results on f , how it is "carried" on each eigenspace, in order to deduce some information on
we have the following theorem from [10] , which contains the only results we need on the asymptotics: Theorem 2.6 (Scattering result from Appendix 9 in [10] ). We consider the following system
Then there exist g
and g
two orthonormal bases of solutions to (2.4) such that locally uniformly in η, the following asymptotics hold:
where
and with the following transition rule from components
and |a(η)| 2 + |b(η)| 2 = 1.
As a consequence, for f we obtain
, and
. Here again, the behaviour of f and its derivatives is important. 
Then, we state the following theorem which implies the second point of Theorem 1.4 and is proved in Section 5. 
Let us mention that Corollary 1.6 is a consequence of Corollary 2.7 and Theorem 2.9 as we shall see in Section 6.
Properties of the profile u δ in the adiabatic region
In this section, we prove Theorem 2.3 and study the profile, solution to the Cauchy problem (1.6) when t = 0. There are two difficulties. The first one is linked with the small size of the gap δ since the function λ (2) δ (x(t)) = O(δ −1 ) when t tends to zero. The second one is that we have no Strichartz estimates for the operator
In order to avoid dealing with the δ−dependent potential, we use a Lens transform that allows to drop the potential and to use "free Strichartz estimates".
Preliminary results.
We introduce the tools and some results that we need in our proofs. In many computations in this paper, the function λ +(2) δ (x(t)) has to be controlled. We will use the following lemma. 
From now on, we shall take δ ∈]0, δ 0 ].
Proof from [20] . Asymptotic estimates when t → 0 and δ → 0:
This gives for λ (2) δ (x(t)):
Then we use (3.1) to write
We now introduce µ δ , ν δ , solutions to
δ (x(t))ν δ = 0; ν δ (0) = 1;ν δ (0) = 0. Let us notice that for fixed δ > 0, there exists a unique couple of solutions (µ δ , ν δ ) satisfying (3.2) on some maximal interval of existence [0, T δ ]. Proposition 3.2. We consider µ δ , ν δ solutions to (3.2). There exist T 0 > 0 such that T δ ≤ T 0 , independently of δ, and C > 0 such that
In the rest of this paper, in order to simplify the notations, we will not write the dependence on δ of these functions. Lemma 3.1 is a crucial tool to obtain the preceding proposition.
Proof. Let us first study ν andν. For 0 ≤ t ≤ T 0 , we write:
We deduce
We introduce the following notation:
It gives
and then
We choose T 0 small enough at the beginning, such that for all 0 ≤ t ≤ T 0 , we have
We now study (ν(t)) −1 . Since ν(0) = 1 we have
We deduce 1 − C 2 |t| ≤ |ν(t)| ∞ , which gives for t small enough |ν(t)| ∞ ≤ 1 2 and so (ν(t)) −1 ≤ 2. Using the same arguments, we finally compute for µ:
And so, choosing T 0 small enough, as we have already done, we find
and taking C = max {C 1 , C 2 , C 3 , C 4 }, the desired estimates are proved.
It is then easy to see that t → µ(t) ν(t) is an increasing function on our time interval:
and soμν −νµ = 1 for all t ∈ [0, T 0 ]. We deduce that µ ν
3.2. Lens transform and Free Strichartz estimates. In order to remove the potential, we now introduce the Lens transform, from [4] , which relies upon the functions µ, ν:
Proposition 3.3. Let a ∈ S(R) and T 0 > 0, µ, ν as in Proposition 3.2. We set
We consider v the solution to:
then u δ is the solution to (1.6):
Remark 3.4. In [4] , the statement is given in a more general case, for higher dimensions, with potentials of the form Ω(t)x|x , with Ω ∈ C(R, R) and isotropic. More general nonlinearities, with time-dependent coefficients, are also allowed under specific conditions. Remark 3.5. Using Proposition 3.2, it is easy to see that
is bounded independently of δ and so is H(s) on 0,
The conservation of mass of the profile u and Proposition 3.2 allow us to infer existence of the solution v for fixed δ, on the bounded time interval 0,
The next step is to study the derivatives and momenta of v, solution to (3.3). We introduce free Strichartz estimates, from [16] , [36] and [38] .
Definition 3.6 (Admissible pairs).
A pair (p, q) is admissible if 2 ≤ q ≤ ∞ and
We now introduce the following notation to state Strichartz estimates.
Notation. For 1 ≤ p ≤ +∞, we denote by p ′ , the dual exponent:
L.HARI Theorem 3.7. Let (p, q), (p 1 , q 1 ), (p 2 , q 2 ) be admissible pairs and let I be a finite time interval. Let us introduce
− There exists C = C(q) such that for all u 0 ∈ L 2 (R), we have for all s ∈ I
Control of v.
Using the previous results, we can study the derivatives and momenta of v, given by (3.3).
Proposition 3.8. Let a ∈ S(R) and T 0 > 0 the fixed time given by Proposition 3.2.
Let v be the solution to the Cauchy problem (3.3), with
Then, for all k ∈ N, there exists C k > 0 such that for all admissible pairs (p, q) and for all δ ∈]0, δ 0 ]
Proof. We proceed by induction on k. Case k = 0: Thanks to the conservation of the L 2 −norm of u, and Proposition 3.2 we deduce that (3.6) is true for the pair (∞, 2). We know prove (3.6) for an other admissible pair. We consider an interval I = [s, s + τ ], where s ∈ 0, µ(T 0 ) ν(T 0 ) and τ > 0. Using Strichartz estimates given by Theorem 3.7, we write
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We define:
Since we only have a finite number of intervals of size τ 0 in the whole considered interval, we can deduce ||v|| L 8 0,
The equations for the k−derivative and momentum are:
We recall the following result, which is a consequence of [39] , and that will be useful to drop all "mixed" norms of derivatives and momenta:
We consider I = [s, s + τ ], τ > 0 and thanks to Strichartz estimates and Remark 3.5:
We write
where w j l is a derivative of u orū of order lower than k − 1. So
where we have used Hölder, the fact that we are in the one-dimensional case, the estimate obtained for k = 0 and the induction hypothesis. Then, we choose τ such that Kτ 1/2 ≤ 1/2 and we obtain
L.HARI
Then, we analyze the other term, with the same tools:
We choose τ small: Kτ 1/2 ≤ 1/2 and Kτ ≤ 1/2. For τ such that τ ≤ inf 1/(2K); 1/(4K 2 ) , we have
Since we work on a finite time interval, and τ is bounded by a constant independent of s, δ, we have a finite number of intervals of size τ in it:
Bound for other admissible pairs are easily obtained using Strichartz estimates and the previous estimate.
3.4.
Control of the profile. We will now prove Theorem 2.3. We recall:
The mass-conservation of the profile gives the result for k = 0. For k ≥ 1, we still analyze full derivatives and momenta of order k only, and not all "mixed" norms, thanks to [39] . Using the previous formula, we can compute for all t ∈ [0, T 0 ]:
We use Faa di Bruno's formula to deal with the derivative of the exponential and notice that we obtain a sum of terms of the form ν −2γ ∂ γ x v×ν γ 1 ν γ2 y γ3 v, with exponents smaller than 2k. Using Propositions 3.2 and 3.8 we deduce that all these terms are bounded by constants independent of δ and t; we finally obtain for t instead of t − T 0 :
From this study of the profile, we easily deduce the result on ϕ ε stated in Corollary 2.4.
The task is now to prove the validity of the approximation given by (2.1).
Convergence of the approximation in the adiabatic region.
In this section, we prove Theorem (2.5). To simplify notation, we will drop the sign "+" when no confusion can arise.
4.1. Strategy of the proof. We recall the equation satisfied by ψ ε :
and the definition (2.1) of ϕ ε ,
We first notice that ϕ ε satisfies:
We want to study the term w ε given by
Using (1.3), it is easy to see that some terms are too big (in L 2 ) and will present an obstacle to prove that the remainder is small. Thus, we need a finer analysis of the eigenvectors. Besides, a rough estimate suggests that the second term in L ε presents an O(1) contribution. Nevertheless after a careful analysis of the eigenvectors to find finer estimates, presented in the next subsection, and using the minimal gap size δ, as it is done in [20] we will be able to study all linear terms and their derivatives in L 2 . The last subsection will be devoted to the nonlinear terms, which will be handled by a bootstrap argument, and this will complete the proof of Theorem 2.5.
About the eigenvectors.
We need more refined estimates than (1.3). We recall that the eigenvectors of the potential are of the form:
We can rewrite the coordinates: So we deduce .4) 4.3. Analysis of the linear terms. We recall the form of L ε which stands for the linear term of (4.2):
In this subsection, we will prove the following lemma:
Lemma 4.1. Let a ∈ S(R) and Λ > 0 be a fixed constant. Then, there exists a constant C L > 0 independent of ε, such that for all
In order to prove this lemma, we will analyze each term and its derivative in L 2 .
• Analysis of
We see that
where we have used (1.3) . This rough estimate is not good enough: it presents an O(1) contribution for δ = c √ ε. So, using (4.4), we find for −T ≤ t ≤ −Λ √ ε:
For I, since |x| ≥ θ|s|, we write
, and obtain
where we have used mass-conservation of the profile. For II, we write
where M is an integer, M > 1. We notice that since |x| ≤ θ|s|, we have |x− x(s)| ≥ ξ 0 |s|− θ|s|. For θ small enough, we can write |x − x(s)| ≥ ξ 0 |s|/2, and so
where we have used that all momenta of the profile are bounded by constants independent of ε and t. Finally, we compute
√ ε, and where we have only kept the worst contribution. In fact, thanks to Theorem 2.3, all momenta of the profile are bounded on the time interval we consider. So we can choose M as big as we want.
We estimate the derivative in the same fashion:
It is sufficient to use (1.3) to deal with the following terms:
and we notice that since |ξ(t)| is bounded (Remark 1.3), we have thanks to (4.5)
• Analysis of ε∂ x ϕ ε .dχ δ
We have ε∂ x ϕ ε .dχ δ = ε −1/4 e ... [ √ ε∂ x u + iξ(t)u] dχ δ , and we study successively each part. We use (4.3) and compute
For I, since |x| ≥ θ|s|, we have
where we have used that the H 1 −norm of the profile is bounded. Integrating in time, we obtain
We then write:
and arguing as in the previous analysis, using the control of all momenta of the profile, and integrating in time, we find
where M > 1 can be choosen as big as we want. So, keeping only the worst contribution, we obtain:
We now need to estimate the second contribution of ε∂ x ϕ ε .dχ δ , we write
with c > 0. For A, we write |y| ≥ θ |s| √ ε and so |y| −1 ≤ √ ε θ|s| and then, for an integer
and so
|s| M , where M > 1 is an integer. This gives
L.HARI
For the other part, B, we first need to find a lower bound for the term (x(s)+ √ εy) 2 . We write
since |y| ≤ θ|s|/ √ ε. For a small θ > 0, we have
with t = ξ 0 t/(4δ). We finally find
So, choosing M big enough, we can write
In order to estimate the derivative of this term, we write
Using (1.3), and (4.7), we argue as in the previous computations, keeping only "worst" terms and find
• Analysis of ε
We notice that 1
, since
, for T sufficiently small, ∃C 1 , C 2 independent of δ (they depend on T ) such that
We can write
C(u) (I + II) .
which finally gives
For its derivative, we write
Study of (1):
, 1[, and since x(t) = t.ξ 0 + O(t 2 ), for T sufficiently small, ∃C 1 , C 2 independent of δ (they depend on T ) such that
we can write
Arguing as before, we find
where C is a constant depending on L 2 −norms of momenta of the profile. We write:
(r 2 + 1)
and
Using same computations as for I, we find for III
So, we only keep the worst term and find:
Study of (2): We then write
Using (4.9), and since y α ∂ β x u(t) L 2 are bounded for all α, β, we can easily find
Study of (3): We finally use (1.3) and see
L.HARI Using (4.9), we can write:
Conclusion: Combining (4.5),(4.7) and (4.9), and dropping better contributions, we obtain
and thanks to (4.6), (4.8) and (4.10):
and taking C L as the largest constant in front of these terms, we obtain Lemma 4.1.
4.4.
Nonlinear terms and end of the proof. We recall the equation (4.2) satisfied by the remainder w ε :
Thanks to the Duhamel formula, we use a standard L 2 −estimate and find
We now focus on the nonlinear terms; we have the following pointwise estimate:
We recall that thanks to Corollary 2.4, we have
and we perform the following bootstrap argument:
L.HARI
The first part will be handled as before. For the second part of this term, we write
where we have used (1.3). So
where we have used Corollary 2.4, (4.13), and (4.14). We recall that by Lemma 4.1, we have
and it is easily seen that this contribution is the most important. So we find, dropping better terms
Applying Gronwall lemma again, and arguing as before, as long as (4.13) holds, we finally get
Note that t has to satisfy ε 1/2−γ |t|, for 0 < γ < 1/2, if we want w ε to become smaller in H 1 ε (R), as ε tends to zero. We can now use Gagliardo-Nirenberg inequality, and obtain thanks to (4.14) and (4.15)
where C 1 and C 2 are both nonnegative constants, depending on K, K, C T , C T , C GN only. Taking M = 2C 1 C L , and choosing Λ large enough to have
we have
so the remainder w ε is small in the appropriate spaces and the bootstrap assumption (4.13) holds for −T ≤ t ≤ −c 0 ε 1/2−γ , for any c 0 > 0 and 0 < γ < 1/2. And the proof is complete.
Conclusion:
Since this approximation is valid until a time −t ε = −c 0 ε 1/2−γ , where c 0 is a fixed constant, for any γ ∈]0, 1/2[, we can choose the exponent γ as small as we wish. In order to study the propagation through the crossing point, we can now work on a time interval of the form [−c 0 ε 1/2−γ , c 0 ε 1/2−γ ] without restriction, as it is done in the linear case, in [20] .
Approximation in the crossing region.
This section is devoted to the proof of Theorem 2.9.
5.1. Introduction of a new regime. We recall the free trajectories, introduced in Section 2.2 ξ(t) = ξ 0 > 0 ; x(t) = ξ 0 t, and the following rescaled variables:
We then recall that for t ∈ [−c 0 ε 1/2−γ , c 0 ε 1/2−γ ], where 0 < γ < 1/6, v ε is defined by
and the associated Schrödinger equation
Our aim is to construct an approximation of v ε on [−s ε , s ε ]. In the linear case, the solution is approached by f , solution to (1.7)-(1.8):
In fact, assuming the approximation has an expansion of the form
where c j and f j are vector-valued constants and functions, we can easily see that the lowest order terms satisfies (1.7). Since our power of ε in front of the nonlinearity
Our next steps are
Step (1): To check that θ(ε) is small.
Step (2): To prove that φ ε , the difference between both phases is not troublesome.
Step (3): To prove that the three last terms of (5.2) are small in the semiclassical limit, and in the appropriate space.
Step (1): Analysis of θ(ε). Using (1.4), we compute higher derivatives of the classical trajectories and the action, and find those we will need:
L.HARI and so (5.3)
. An easy computation, using Taylor expansions of the classical trajectories around − √ εs ε , which is small, allows us to write for τ = τ (ε) ∈]0, 1[:
where we choose γ small enough to have 1/2 − 2γ > 0.
Step (2): Analysis of the phase φ ε (y). We prove the following Lemma:
Lemma 5.2. We consider φ ε the difference between both phases, given by (5.1). Then
where the last term does not depend on y, and whereξ(−c 0 ε
Proof. We need to estimate the difference of both phases φ ε at time s = −s ε . This term will depend on ε and y and will induce a loss of ε at each derivative for the initial data. In fact, we compute:
We write, using Taylor expansion of the classical action, and (5.3)
We then study the second term:
where 0 < τ ′ , τ ′′ < 1 depend on ε and where we have used the estimates on the classical trajectories. Using (5.7) and (5.8), we can write (5.5). For (5.6), we notice that only one part of the phase depends on y, and so the √ ε−derivative of the phase gives
Step (3): Analysis of W ε . (i) We first study ω ε (−c 0 ε −γ , y): it will allow us to see in which weighted space we need to estimate the derivative. We recall
where w ε is defined in Section 3.4, by (4.2), for s √ ε ∈ [−T, −c 0 ε 1/2−γ ]. Thanks to Theorem 2.5, we deduce
(ii) We then study the second term:
• We first notice that for the L 2 −norm of this term, we have
and using (5.4) and Theorem 2.3, we deduce that the second term of
L.HARI
• Then for the derivative, we need to study the following terms
Using similar arguments as before, we find that the first term presents a O(ε 1−2γ ) contribution in L 2 . We then use (1.3) for the second term and obtain that it is a O(ε 1−2γ ) contribution too. We finally use (5.6) for the third term and deduce that the √ ε−derivative of the second term of
(iii) For the last term, we write
where θ < 1 is independent of ε. For the first integral, we first recall that in the new variables the eigenvector χ δ (x), associated with λ δ (x) = √ x 2 + δ 2 is given by (Section 4.2):
and since |y| ≤ θc 0 ξ 0 ε −γ , θ < 1, we have
Then, using Taylor Finally, for |y| ≤ θc 0 ξ 0 ε −γ , we can write
and so, thanks to Theorem 2.3
For the second integral, we notice that, since |y| ≥ θc 0 ξ 0 ε −γ , we have
We then deduce
and arguing as before, using (5.6) we can also deduce
and the proof is complete.
5.3.
Study of the linear approximation f . In this subsection, we prove Corollary 2.7 and Lemma 2.8 concerning f solution to (1.7)
with data (1.8)
where s, y ∈ R, γ ∈]0, 1/6[, and φ ε is given in (5.1). We first prove Corollary 2.7.
Then, using the relation between the coordinates in each basis, we find ) is an orthonormal basis, we have |ρ s− | C 2 ≤ 2. Moreover, for all y ∈ R, ρ s− tends to zero when ε tends to zero. Then, thanks to massconservation of u δ and using Lebesgue's Dominated Convergence Theorem, one can deduce that u δ (−c 0 ε 1/2−γ ξ 0 , y) ρ
The same argument holds for other terms containg ρ s± . So, the L 2 -norms for each coordinates, at time −s ε and s ε can be computed, using that α 2 L 2 = a L 2 :
, and the proof is complete.
Since the function f depends on ε because of its data, we have to study its derivatives in order to understand if it implies a loss of power of ε.
Proof of Lemma 2.8. We proceed by induction. Using (1.7), it is easily seen that d ds f and that
where we have used the induction hypothesis. Then, since φ ε (y) is linear in y (see (5.1)) we then easily notice that for all k ∈ N ∂ k y u δ (s, y)e So using (5.6), we deduce for |s| ε
We perform a bootstrap argument with the following assumption (5.9) r ε 2
with α = (1 − 3γ)/2. Besides, we use Gagliardo-Nirenberg inequality and Lemma 2.8 to write
These points allow us to write
Integrating these terms, we obtain for s ∈ [−c 0 ε −γ , c 0 ε
where C 1 is given by (4.14), and where we only keep the worst contributions. We now wish to prove the validity of the bootstrap assumption (5.9). Thus, we look for the weighted derivative of r ε , which satisfies We first notice that ∂ y |r ε + f | 2 (r ε + f ) = (r ε + f ) 2 ∂ y r ε + ∂ y f + 2|r ε + f | 2 (∂ y r ε + ∂ y f ) .
Proceeding in the same way as before, and thanks to (5.9), (5.10) and Lemma 2.8, we see that where C 2 is given by (4.15), where we have only kept the worst term and since Cε 1/2−γ + κε 3γ/2 ≤ 1, for ε sufficiently small, the exponential term is bounded independently of ε on the time interval we consider. Then, Gagliardo Nirenberg inequality gives us r ε 2 
and Corollary 1.6 is proved. We can then infer that the propagation through an avoided crossing point of this type generates transition of energy between both levels.
