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Résumé
Lors du développement d’un système complexe, les modèles de données sont la clé d’un pro-
cessus d’ingénierie réussi : ils contiennent et organisent toutes les informations manipulées par les
différentes fonctions impliquées dans la conception du système. Le fait que les modèles de données
évoluent tout au long de la conception soulève des problèmes de maintenance des données déjà
produites. Notre travail aborde la problématique de l’évolution des modèles de données dans un
environnement d’ingénierie dirigée par les modèles (IDM). Nous nous concentrons sur la minimisa-
tion de l’impact de l’évolution du modèle de données sur le processus de développement du système
dans le domaine spécifique de l’ingénierie spatiale.
Dans l’industrie spatiale, l’ingénierie dirigée par les modèles (IDM) est un domaine clé pour
modéliser les échanges de données avec les satellites. Lors de la préparation d’une mission spatiale,
les modèles de données doivent être comparés d’une version à l’autre. Ainsi, en raison de la croissance
des changements en terme de type et de nombre, il devient difficile de les suivre. De nouvelles
méthodes et techniques pour comprendre et représenter les différences et les points communs entre
les différentes versions du modèle sont indispensables. Des recherches récentes traitent le processus
d’évolution entre les deux couches architecturales (M2 / M1) de l’IDM. Dans cette thèse, nous avons
exploré l’utilisation des couches (M1 / M0) de la même architecture afin de définir un ensemble
d’opérateurs complexes et leur composition qui encapsulent à la fois l’évolution du modèle de
données et la migration des données. L’utilisation de ces opérateurs améliore la qualité des résultats
lors de la migration des données, en assurant la conservation complète de l’information contenue
dans les données.
Dans la première partie de cette thèse, nous nous sommes concentrés sur la façon de gérer
les différences structurelles au cours du processus d’évolution. L’approche proposée repose sur la
détection des différences et la construction d’opérateurs d’évolution. Après, nous avons étudié les
performances de l’approche à base des modèles sur deux missions spatiales, nommées PHARAO
et MICROSCOPE. Ensuite, nous avons présenté une approche observationnelle sémantique pour
traiter l’évolution des modèles de données au niveau M1. L’intérêt principal de l’approche proposée
est la transposition du problème d’accessibilité de l’information dans un modèle de données, en
un problème de chemin dans un graphe orienté et étiqueté. L’approche s’est révélée capable de
capturer toutes les évolutions d’un modèle de données dans une liste d’opérateurs logique au lieu
d’une liste non exhaustive d’opérateurs d’évolution. Elle est générique car peu importe le type de
modèle de données en entrée, si le modèle de données est interprété correctement en graphe orienté
étiqueté (LDG) puis en le projetant sur chaque concept, nous obtenons un ensemble de systèmes
de transitions étiquetées (LTS), on peut vérifier la conservation de l’information.
Abstract
When developing a complex system, data models are the key to a successful engineering pro-
cess because they contain and organize all the information manipulated by the different functions
involved in system design. The fact that the data models evolve throughout the design raises pro-
blems of maintenance of the data already produced. Our work addresses the issue of evolving data
models in a model-driven engineering environment (IDM). We focus on minimizing the impact of
the evolution of the data model on the system development process in the specific area of space
engineering.
In the space industry, model-driven engineering (MDI) is a key area for modeling data exchange
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with satellites. When preparing a space mission, the associated data models are often updated and
must be compared from one version to another. Thus, because of the growth of the changes, it
becomes difficult to follow them. New methods and techniques to understand and represent the
differences and commonalities between different versions of the model are essential. Recent research
deals with the evolution process between the two architectural layers (M2 / M1) of the IDM. In this
thesis, we have explored the use of the (M1 / M0) layers of the same architecture to define a set
of complex operators and their composition that encapsulate both the evolution of the data model
and the data migration. The use of these operators improves the quality of results when migrating
data, ensuring the complete preservation of the information contained in the data.
In the first part of this thesis, we focused on how to deal with structural differences during
the evolution process. The proposed approach is based on the detection of differences and the
construction of evolution operators. Then, we studied the performance of the model-based approach
on two space missions, named PHARAO and MICROSCOPE. Then, we presented a semantic
observational approach to deal with the evolution of data models at M1 level. The main interest
of the proposed approach is the transposition of the problem of accessibility of the information in
a data model, into a problem of path in a labeled directed graph. The approach proved to be able
to capture all the evolutions of a data model in a logical operator list instead of a non-exhaustive
list of evolution operators. It is generic because, regardless of the type of input data model, if the
data model is correctly interpreted to labelled directed graph (LDG) and then project it into a set
of labelled transition systems (LTS), we can check the conservation of the information.
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Chapitre 1
Introduction
1.1 Problématique
L’Ingénierie Dirigée par les Modèles (IDM), ou Model Driven Engineering (MDE), a permis
plusieurs améliorations significatives dans le développement de logiciels complexes en permettant
de se concentrer sur une préoccupation plus abstraite que la programmation classique [23].
L’IDM préconise une séparation entre les modèles de données et les modèles d’architecture. Les
modèles de données contiennent une description des données alors que les modèles d’architecture
décrivent comment les modèles de données sont interprétés. Ainsi, les modèles d’architecture per-
mettent de capitaliser la logique, technique permettant de décrire le support des données tandis que
les modèles de données sont propres à chaque projet. Au fil de l’évolution d’un projet, le modèle
de données est rarement figé et va évoluer au gré des besoins de ses membres. Il s’agit d’un grand
bénéfice pour un projet puisqu’une grande partie de l’application peut être très rapidement mise à
niveau. Toutefois, les données qui ont été générées avec une certaine version de cette application ne
sont pas nécessairement compatibles avec une autre version. Il est à noter que le modèle de données
peut évoluer de manière temporelle, c’est-à-dire qu’il évolue en versions successives au fil des jours,
ou de manière spatiale, c’est-à-dire que différentes versions coexistent en parallèle.
A l’heure actuelle, il existe des frameworks [12], [24] qui permettent de comparer des modèles
comme dans le cas d’EMF 1. A l’image de la suite des outils diff, basés sur des algorithmes de com-
paraison tels que ceux de HuntMcIlroy [56] ou Myers [90], qui permet d’identifier des suppressions,
modifications ou ajouts d’éléments. Toutefois, la solution trouvée, évidente pour un algorithme, ne
sera pas toujours logique pour un être humain. Il existe aussi différentes méthodes de comparaison,
basées sur des moteurs de mise en correspondance (model matching) [65]. Ces moteurs peuvent
commettre des erreurs et en particulier ne pas être en mesure d’identifier correctement des élé-
ments quasiment identiques. Cinq erreurs classiques sont exposées par Pietsch & al. dans [102].
Des travaux récents cherchent à faire apprendre à ces moteurs des recommandations faites par des
utilisateurs humains, afin d’influencer les réponses données par ces moteurs [88].
1. En génie logiciel, le projet Eclipse Modeling Framework (EMF) est un framework de modélisation, une infra-
structure de génération de code et des applications basées sur des modèles de données structurées. Partant d’une
spécification décrite généralement sous la forme d’un modèle en XMI, EMF fournit des outils permettant de produire
des classes Java représentant le modèle avec un ensemble de classes pour adapter les éléments du modèle afin de
pouvoir les visualiser, les éditer avec un système de commandes et les manipuler dans un éditeur [125].
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1.2 Problème étudié
Les agences spatiales européennes ont été impliquées depuis plus de 20 ans dans la modélisation
des données et dans la normalisation des techniques de modélisation des données.
Il existe plusieurs solutions efficaces pour comparer, évoluer et co-évoluer des simples modèles de
données, mais il n’existe pas de solutions efficaces pour faire face à l’évolution de modèles complexes.
D’après ce constat plusieurs questions et défis scientifiques sont levés.
Comment les modèles de données industriels complexes évoluent-ils structurellement
d’une version à l’autre ? Comment leurs données migrent-elles ?
Par ailleurs, la vérification et la validation sont considérées comme deux activités importantes dans
l’ingénierie dirigée par les modèles (IDM), les parties prenantes de projets ont besoin d’une technique
simple et sûre pour mettre à jour les applications basées modèle. D’autres défis scientifiques sont
donc levés :
Comment les modèles de données industriels complexes évoluent-ils sémantiquement
d’une version à l’autre ? Comment leurs données migrent-elles ?
1.3 Objectifs de cette thèse
L’objectif de cette thèse est d’explorer et d’améliorer différentes techniques qui permettent d’une
part de comparer deux versions de modèles de données régis par des méta-modèles orientés donnée,
d’autre part de faire évoluer les données correspondantes.
— Dans un premier temps, il s’agira d’identifier les différences structurelles entre deux modèles,
c’est-à-dire de trouver une transformation qui permet de passer d’une version d’un modèle de
données à une autre, et ensuite d’identifier les transformations qui permettent de migrer les
données régies par la première version du modèle de données en données compatibles avec la
seconde version. L’identification de la première transformation se fera semi-automatiquement
en tenant compte des spécificités des méta-modèles étudiés [OR1].
— Dans un second temps, une validation de l’approche proposée sur des cas d’études de l’ingé-
nierie spatiale sera établie afin de mesurer l’efficacité du protocole proposé face à des modèles
de données complexes [OR2].
— Dans un troisième temps, il s’agira d’identifier les différences sémantiques entre les deux
modèles de données en transposant la problématique de conservation des interfaces d’accès
aux données (API - Application Programming Interface) en une problématique d’accessibilité
dans un graphe. La vérification de la préservation des interfaces est considérée comme une
étape intéressante pour comprendre l’évolution des modèles de données. Les interfaces définies
sur un modèle de données peuvent être utilisées pour définir des mécanismes d’évolution
du modèle à l’aide d’une sémantique observationnelle. Dans cette contribution, nous avons
proposé une approche d’analyse, de vérification et de validation rigoureuses du refactoring de
modèles de données. Cette contribution porte sur le problème de l’évolution des modèles de
données dans un cadre formel de modélisation et de vérification [OR3].
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1.4 Contributions
L’étude de la manière dont les modèles de données industriels complexes évoluent d’une version
à l’autre et sur la migration de leurs données reste l’un des défis scientifiques les plus difficiles à
relever. Cela est dû au fait que les solutions existantes sont incapables de faire face à l’énorme
complexité des changements en termes de type et de nombre. L’interprétation des résultats de la
comparaison de deux petits modèles de données peut être une tâche facile, mais l’interprétation des
résultats de comparaison de deux grands modèles de données est toujours une tâche difficile. Pour
aborder :
— OR1, dans notre approche, des méta-modèles, des modèles de données, des instances de
données et des opérateurs d’évolution ont été définis afin d’obtenir un cadre intégré et unifié.
Des opérateurs atomiques et composites ont été définis et mis en place sur différents exemples
et études de cas.
— OR2, nous avons déployé notre approche dans le domaine de l’ingénierie spatiale avec deux
missions de longue durée qui ont supporté plusieurs évolutions de modèles. Les résultats
obtenus permettent aux concepteurs de modèles de gérer l’évolution en même temps que la
migration des données, montrant ainsi que notre approche peut s’appliquer à des modèles de
données complexes.
— OR3, nous avons transposé la problématique d’accessibilité (en termes d’API) de l’informa-
tion dans un modèle de données, en un problème de chemin dans un graphe orienté et étiqueté
(LDG). Nous avons interprété un modèle de données par un (LDG) puis nous avons fait la
projection du (LDG) sur un ensemble de systèmes de transitions étiquetés (LTS), enfin nous
avons utilisé la notion de (bi)simulation pour vérifier l’équivalence observationelle entre deux
modèles de données.
1.5 Publications
Nos travaux ont abouti à des publications internationales :
— Article A. Automating the Evolution of Data Models for Space Missions. A Model-Based Ap-
proach. Lynda Ait Oubelli, Yamine Ait Ameur, Judicaël Bedouet, Benoît Chausserie-Laprée
and Béatrice Larzul International Conference on Model and Data Engineering. Springer,
MEDI 2017 : Model and Data Engineering pp 340-354 [2].
— Article B. A scalable model based approach for data model evolution : Application to space
missions data models. Lynda Ait Oubelli, Yamine Aït Ameur, Judicaël Bedouet, Romain
Kervarc, Benoît Chausserie-Laprée and Béatrice Larzul. Computer Languages, Systems &
Structures. Volume 54, ELSEVIER, December 2018, pp 358-385 [100].
— Article C. Finding conservative schema evolutions by analysing API changes. Lynda Ait
Oubelli, Yamine Aït Ameur, Judicaël Bedouet, Benoît Chausserie-Laprée and Béatrice Larzul.
The 31st international Conference on Software Engineering & Knowledge Engineering. July
2019, pp 1-6 [3].
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1.6 Evolution des modéles dans le domaine spatiale
Depuis une quinzaine d’années, le CNES, conjointement avec l’ESA, développe un atelier de
description de données, BEST [61]. Cet atelier, particulièrement orienté données satellitaires, permet
de décrire de manière très précise les données de son projet, de simuler des données conformes à cette
description, de lire ou d’écrire ces données dans des fichiers grâce à une interface de programmation
(C, ADA, Java, Fortran) et de contrôler la conformité des données. Dans sa future refonte, BEST
NG s’appuiera sur un interpréteur de modèles EMF [113], EMF étant le framework de modélisation
d’Eclipse, qui représente un des cadres de méta-modélisation utilisé dans le monde de l’ingénierie
des modèles.
L’ONERA s’intéresse aussi à l’ingénierie des modèles pour automatiser une partie du dévelop-
pement d’outils de simulation orientée données. Cela se concrétise au travers de l’outil GAMME
[7], qui permet de décrire ses données suivant un métamodèle proche d’UML [117]. GAMME sert le
tétraptyque stocker, accéder, présenter et distribuer : plus précisément, il va permettre de générer
des briques logicielles dans différents langages (C++, Java avec une extension à Matlab et Python)
qui vont permettre d’écrire ces données sur différents supports (XML, JSON, SGBD), de les éditer
via une interface graphique voire de les distribuer sur un bus de simulation tel que HLA [43] ou
Ivy [13]. Un utilisateur quelconque peut donc écrire le modèle de données de son projet, générer,
via différentes transformations, des briques logicielles qu’il pourra utiliser voire personnaliser pour
construire son application finale.
L’ingénierie des modèles préconise une séparation entre les modèles de données et les modèles
d’architecture. Les modèles de données contiennent une description des données alors que les mo-
dèles d’architecture décrivent comment les modèles de données sont structurés et organisés. Ainsi,
les modèles d’architecture permettent de capitaliser la logique technique permettant de décrire le
support des données tandis que les modèles de données sont propres à chaque projet. Au fil de
l’évolution du projet, le modèle de données est rarement figé et va évoluer au gré des besoins de
ses membres. Il s’agit d’un grand bénéfice pour un projet puisqu’une grande partie de l’application
peut être très rapidement mise à niveau. Toutefois, les données qui ont été générées avec une cer-
taine version de cette application ne sont pas nécessairement compatibles avec une autre version. Il
est à noter que le modèle de données peut évoluer de manière temporelle, c’est-à-dire qu’il évolue
en versions successives au fil des jours, ou de manière spatiale, c’est-à-dire que différentes versions
coexistent en parallèle.
L’objectif de cette thèse est d’explorer et améliorer différentes techniques qui permettent de
comparer des modèles de données régis par des méta-modèles orientés données, tels que ceux de
GAMME ou BEST. Il en découle alors la nécessité d’automatiser le processus d’évolution des
différentes versions d’un modèle de données afin de gérer la migration des données correspondantes.
1.7 Plan de la thèse
Les grandes lignes de la suite de cette thèse sont les suivantes. Le chapitre 2 présente l’état de
l’art et les travaux connexes autour de l’ingénierie dirigée par les modèles, l’évolution du modèle,
la coévolution des données, les approches et les algorithmes de comparaison structurels et séman-
tiques. Le chapitre suivant (chapitre 3) présente le cadre général défini intégrant notre première
contribution. Un cadre général répondant aux objectifs de recherche (OR1) est présenté par la
définition d’une approche de traitement des évolutions syntaxiques des modèles de données.
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Le chapitre suivant (chapitre 4) présente le cadre général défini intégrant notre deuxième contri-
bution. Un cadre général répondant aux objectifs de recherche est présenté par la définition d’une
approche de traitement des évolutions sémantiques des modèles de données.
Nous avons validé nos approches pour plusieurs études de cas. Le chapitre 5 présente le cadre
d’application de ces approches. Deux déploiements sont proposés :
Le premier déploiement de l’approche de traitement des évolutions syntaxiques des modèles de
données est appliqué sur des cas d’études du CNES et ceux de l’ONERA dans un environnement
IDM (OR2).
Le deuxième déploiement de l’approche de traitement des évolutions sémantiques des modèles
de données est appliqué sur des cas d’études du CNES et ceux de l’ONERA dans un environnement
formel (OR3).
Enfin dans le chapitre 6, une conclusion clôture notre mémoire et propose quelques perspectives
et futurs travaux.
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Chapitre 2
Cadre de la thèse
Dans l’IDM, les modèles occupent une place de premier plan parmi les artefacts de développe-
ment des systèmes, et doivent en contrepartie être suffisamment précis afin de pouvoir être inter-
prétés ou transformés par des moteurs. Le processus de développement des systèmes peut alors être
vu comme un ensemble de transformations de modèles ordonné, chaque transformation prenant un
ou plusieurs modèles en entrée et produisant un ou plusieurs modèles en sortie [32].
Pour donner aux modèles cette dimension opérationnelle, il est essentiel de spécifier leurs points
de variations syntaxiques et sémantiques, et donc aussi de décrire de manière précise les langages
utilisés pour les représenter. On parle alors de méta modélisation.
Les méta-modèles sont aussi des artefacts essentiels car ils permettent de définir la syntaxe et la
sémantique des modèles de domaine. Étant donné que les modèles de données évoluent, différentes
versions existantes du même modèle doivent être gérées et contrôlées en termes de précision pour
assurer la fiabilité.
Pour le cas des modèles traités durant cette thèse, lorsque le projet évolue, le modèle rarement
figé, évolue en fonction des besoins du projet. De plus, en IDM, la génération de code est très utile
pour un projet, car certaines parties de l’application peuvent être mises à jour rapidement et effi-
cacement avec un coût de développement minimal. Toutefois, les données générées avec une version
particulière de l’application (modèle de données -V1-) ne sont pas nécessairement compatibles avec
une autre version (modèle de données -V2-). Ainsi, la création ou la génération de données -V2-
conformes au (Modèle de données -V2-) en reprenant depuis le début (à partir de "zéro") est une
opération fastidieuse et sujette aux erreurs. De plus, durant une mission spatiale, le temps alloué
pour générer la nouvelle version des modèles de données est important pour chaque cycle. Ce temps
peut être réduit par l’introduction d’outils et l’adoption de nouvelles méthodes et techniques.
Au début de ce chapitre, les définitions de base nécessaires à la construction de notre approche sont
données. Un état de l’art est ensuite effectué, où nous évaluons les différentes approches existantes.
2.1 Ingénierie dirigée par les modéles
Cette section définit les concepts de base de l’ingénierie dirigée par des modèles et les relations
qui existent entre ces concepts. La suite de ce manuscrit s’appuie fortement sur ces définitions.
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2.1.1 Modèle
La première notion importante est la notion de modèle. Quelle que soit la discipline scientifique
considérée, un modèle est une abstraction d’un système, construite dans un but précis. On dit alors
que le modèle représente le système. Un modèle est une abstraction puisqu’il contient un ensemble
restreint d’informations sur un système. Il est construit dans un but précis dans la mesure où les
informations qu’il contient sont choisies pour être pertinentes vis-à-vis de l’utilisation qui sera faite
du modèle [23].
2.1.2 Méta-modèle : langage de modélisation
Afin de rendre un modèle utilisable, il est nécessaire de préciser le langage de modélisation dans
lequel il est exprimé. On utilise pour cela un méta-modèle. Ce méta-modèle représente les concepts
du langage de méta-modélisation utilisé et la sémantique qui leur est associée. En d’autres termes,
le méta-modèle décrit le lien existant entre un modèle et le système qu’il représente. On dit qu’un
modèle est conforme à un méta-modèle si l’ensemble des éléments du modèle sont définis par le
méta-modèle. Cette notion de conformité est essentielle à l’ingénierie des modèles mais n’est pas
nouvelle : un texte est conforme à une orthographe et une grammaire, un programme JAVA est
conforme au langage JAVA et un document XML est conforme à son DTD [4].
2.1.3 Méta-méta-modèle : langage de méta-modélisation
De la même manière qu’il est nécessaire d’avoir un méta-modèle pour interpréter un modèle,
pour pouvoir interpréter un méta-modèle il faut disposer d’une description du langage dans lequel
il est écrit : un méta-modèle pour les métas modèles.
C’est naturellement que l’on désigne ce méta-modèle particulier par le terme de méta-méta-
modèle. En pratique, un méta-méta-modèle détermine le paradigme utilisé dans les méta-modèles
et les modèles qui sont construits à partir de lui. De ce fait, le choix d’un méta-méta-modèle est
un choix important et l’utilisation de différents méta-méta-modèles conduit à des approches très
différentes du point de vue théorique et du point de vue technique.
A titre d’exemple, on peut citer deux approches différentes. Tout d’abord, EBNF qui permet
de définir des grammaires qui jouent le rôle de méta-modèles et dont les mots jouent le rôle de
modèles. On retrouve également, sur la figure 2.1, les trois relations de base de l’ingénierie des
modèles : la conformité ( J X), la représentation ( υ I ) et l’appartenance (∈). Cela permet de
mettre en évidence les relations qui existent entre modèles et langages : un modèle est exprimé dans
un langage de modélisation (c’est-à-dire qu’il appartient à ce langage) et est conforme au modèle qui
représente ce langage. Cela permet également de préciser ce que l’on entend par auto définition : le
méta-méta-modèle représente le langage dans lequel il est exprimé, il est donc conforme à lui-même
[4].
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Figure 2.1 – Niveaux de modélisation [4]
2.1.4 Pyramide de méta-modélisation
Model Driven Architecture [11] (MDA 1) s’appuie sur une architecture pyramidale à quatre
niveaux, figure 2.2 permettant d’organiser les modèles selon différents niveaux d’abstraction. Plus
précisément, les niveaux considérés sont décrits de la façon suivante [5] :
— Niveau M0 : Ce niveau situé en bas de la pyramide représente l’ensemble des systèmes à
modéliser.
— Niveau M1 : Ce niveau contient des modèles issus de l’activité de modélisation avec par
exemple, un modèle UML modélisant un système particulier.
— Niveau M2 : Ce niveau contient l’ensemble des méta-modèles conçus à partir d’un méta méta-
modèle du niveau M3. A ce niveau se trouve en particulier le méta-modèle et la spécification
pour le langage de modélisation UML.
— Niveau M3 : Dans ce niveau situé en haut de la pyramide réside des entités, nommées méta
méta modèles, utilisées pour décrire des langages de modélisation. La propriété principale d’un
1. Le principe de base du MDA est l’élaboration de différents modèles, en partant d’un modèle métier indépendant
de l’informatisation (computation independent model, CIM), la transformation de celui-ci en modèle indépendant
de la plate-forme (platform independent model, PIM) et enfin la transformation de ce dernier en modèle spécifique
à la plate-forme cible (platform specific model, PSM) pour l’implémentions concrète du système. Les PSMs peuvent
utiliser des langages spécifiques à un domaine ou des langages généralistes comme Java, C#, Python. . . etc. Les tech-
niques employées dans le cadre de l’approche MDA sont donc principalement des techniques de modélisation et des
techniques de transformation de modèles. L’OMG fournit des spécifications des standards plutôt que des implémen-
tations, le plus souvent après avoir reçu une demande de proposition (Request for Proposals). Les implémentations
sont ensuite le fruit du travail d’entreprises privées ou de groupes open source [124].
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Figure 2.2 – Pyramide de modélisation de l’OMG [15]
méta-méta-modèle est la réflexivité, c’est à dire la capacité à s’auto décrire. Dans l’approche
MDA, ce méta-méta-modèle est le Meta Object Facility (MOF)[5].
2.1.5 Méga modèle
Un mégamodèle est un modèle dont les éléments représentent des (méta)modèles ou d’autres
artefacts (comme des DSML, des outils, des services,... etc.) [23].
2.2 Graphe et système de transitions étiquetées
2.2.1 Historique
La réécriture de graphes [111] est un mécanisme de transformation des graphes d’une manière
mathématique rigoureuse. Ce formalisme a été introduit à la fin des années 60 pour traiter des
problématiques telles que la comparaison entre deux systèmes concurrents.
Actuellement, ces techniques constituent la base formelle pour la résolution de problèmes relatifs
à des domaines d’application tels que l’identification faciale [127], la reconnaissance d’objets [14],
la reconnaissance de symboles [76], l’identification de caractères et la graphologie [77].
2.2.2 Différents types de graphe
Le formalisme de base définit un graphe par l’ensemble de ses noeuds et l’ensemble de ses
arêtes. Ces graphes basiques sont décrits par un couple G = (N,A) où N est l’ensemble des noeuds
constituant le graphe et A est l’ensemble (de cardinalité 2) des arêtes du graphe où chaque arête
est définie par un ensemble de deux éléments correspondants aux deux noeuds qu’elle relie.
2.2.3 Graphe orienté
Définition
Soient N un ensemble (fini ou infini) et A une partie de N ×N (i.e., une relation sur N ). Le
graphe G = (N,A) est la donnée du couple (N,A). Les éléments de N sont appelés les sommets ou
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noeuds de G. Les éléments de A sont appelés les arcs ou arêtes de G. Si N est fini, on parlera de
graphe fini (en particulier, A est alors fini et contient au plus 2 arcs) [104].
Remarque
Observons que l’ordre au sein des couples appartenant à A est intrinsèquement présent. On
parlera donc parfois de graphe orienté ou de graphe dirigé. Soit I, un ensemble d’indices. Si
N = {ni|i ∈ I} et si a = (ni, nj), i, j ∈ I, on pourra alors définir l’origine ni et la destination
nj de l’arc a. On dit que ni et nj sont les extrémités de l’arc a et que a relie ni à nj . Si b = (ni, ni),
on définit généralement la boucle b. Il est souvent commode de donner une représentation sagittale
d’un graphe. Les sommets sont représentés par des points et si (ni, nj) est un arc, alors on trace une
flèche de ni vers nj . Deux arcs sont des arcs adjacents s’ils ont au moins une extrémité en commun
[104]. La figure 2.3 représente un exemple d’un graphe orienté G = (N,A) où :
N = {1, 2, 3, 4, 5}
A = {(1; 3), (2; 1), (2; 4), (4; 3), (4; 5), (5; 2)}
1
2 5
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Figure 2.3 – Graphe orienté.
2.2.4 Graphe orienté étiqueté
Définition
Un graphe étiqueté un graphe où toutes les arêtes portent une étiquette (lettre, mot, nombre,
symbole, code, etc).
Soit G un graphe orienté étiqueté où un sommet est marqué début (D) et un autre fin (F ).
Dans un graphe étiqueté, une suite d’étiquettes est un mot reconnu par le graphe s’il existe une
chaîne telle que chacune des étiquettes soit associée (dans l’ordre) à une arête de cette chaîne. Sinon,
le mot est dit refusé [26].
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Remarque
Le graphe orienté ci-dessous est orienté et étiqueté. La figure 2.4 représente un exemple d’un
graphe orienté étiqueté G = (N,A,Etiq, E) où :
N = {1, 2, 3, 4, 5}
A = {(1; 3), (2; 1), (2; 4), (3; 2), (4; 3), (4; 5), (5, 2)}
E = {a, b, c}
Etiq(1; 3) = b;
Etiq(2; 1) = a;
Etiq(2; 4) = c;
Etiq(3; 2) = a
Etiq(4; 3) = c;
Etiq(4; 5) = b;
Etiq(5; 2) = b;
1
2 5
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Figure 2.4 – Graphe orienté étiqueté.
2.2.5 Système de transitions étiquetées
Un système de transitions étiquetées lts est une structure lts = 〈S, s0, E, −→〉 où S est l’
ensemble d’états, s0 ∈ S dénote un état initial E est un ensemble d’étiquettes et −→ ⊆ S ×E × S
est une relation de transition entre les états.
Notations
Lors de la spécification d’un système par un système de transitions étiquetées, les étiquettes
indiquent les actions. L’étiquette spécifique τ ∈ E est utilisée pour désigner les actions internes,
c’est-à-dire les actions non observables. Nous notons E∗ pour représenter l’ensemble de toutes les
séquences possibles d’étiquettes de E et LTS comme l’ensemble de tous les systèmes de transitions
étiquetées.
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Transition
Une transition (s, e, s′), aussi écrit , s e−→ s′ dénote la transition depuis l’état s à l’état s′ avec
l’ étiquette e. E∗ est l’ensemble de toutes les séquences d’étiquettes. Soit t = e1, e2, e3, · · · , en ∈ E∗
une séquence d’étiquettes. Un chemin ou une trace s1
t−→ sn est une séquence de transitions de
la forme s1
e1−→ s2 e2−→ s3 . . . sn−1 en−1−→ sn. Ce peut être une trace finie ou une trace infinie. Nous
écrivons e
?
−→ pour désigner une séquence de zéro ou plusieurs transitions d’étiquette e dans E. Nous
écrivons aussi s e=⇒ t la trace s τ
∗
−→ s′ e−→ t′ τ
∗
−→ t
2.2.6 Relations sur les états
Soit T = 〈S, s0, E, −→〉 un lts.
Relation de simulation sur les états. Soit ≺ ⊆ S×S une relation binaire 2 sur les états. ≺
est une Simulation lorsque pour n’importe quel état p, p′, q ∈ S et pour chaque a ∈ E, si (p, q) ∈ ≺
et p a−→ p′, alors il existe q′ ∈ S tel que q a−→ q′ et (p′, q′) ∈ ≺. Nous disons que l’état q simule p
selon ≺. Notons que la simulation n’est pas une relation symétrique.
Relation de simulation faible sur les états. Soit ∼ ⊆ S × S une relation binaire sur les
états. ∼ est une relation de simulation faible lorsque pour n’importe quel état p, p′, q ∈ S et pour
chaque a ∈ E, si (p, q) ∈ ∼ et p a=⇒ p′, alors il existe q′ ∈ S tel que q a=⇒ q′ et (p′, q′) ∈ ∼.
Nous disons que l’état q simule p selon ∼. Notons que la relation de simulation n’est pas une
relation symétrique. Relation de bi-simulation forte sur les états. Une bi-simulation est une
relation de simulation symétrique. Soit  ⊆ S × S une relation binaire sur les états et p, q ∈ S
telle que (p, q) ∈  alors
 est une relation de bi-simulation forte si
• p a−→ p′ implique qu’il existe q′ ∈ S tel que q a−→ q′ et (p′, q′) ∈ .
• q a−→ q′ implique qu’il existe p′ ∈ S tel que p a−→ p′ et (p′, q′) ∈ 
Relation de bi-simulation faible sur les états.
Soit ≈ ⊆ S × S une relation binaire sur les états et p, q ∈ S tel que (p, q) ∈ ≈
≈ est une relation de bi-simulation faible si
• p a−→ p′ implique qu’il existe q′ ∈ S tel que q a=⇒ q′ et (p′, q′) ∈ ≈
• q a−→ q′ implique qu’il existe p′ ∈ S tel que p a=⇒ p′ et (p′, q′) ∈ ≈
2.2.7 Extensions de la relation de simulation aux systèmes de transition
étiquetés
Les définitions précédentes sont étendues aux systèmes de transition étiquetés. Soit lts =
〈S, s0 E, −→〉 et lts′ = 〈S′, s′0 E, −→〉 deux systèmes de transitions étiquetées avec le même
ensemble d’étiquettes E and S ∩ S′ = ∅.
De manière informelle, cette extension de ces relations aux systèmes de transition étiquetés
consiste à exiger l’existence d’une relation correspondante sur les états initiaux de ces systèmes de
transition étiquetés.
2. La relation binaire R est définie par : R ⊆ S ∗ S′. En d’autres termes, la relation R définit un ensemble de
couples (s, s’) où s est un état de S et s’ un état de S’. Le choix d’association d’un état d’un système à un état d’un
autre système dépend de l’analyse que l’on veut faire sur les deux systèmes. Lorsque (s, s’) appartient à R, on dit
que s’ simule s.
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Relation de simulation sur les lts.
Soit ≺ ⊆ S × S′ une relation de simulation. On définit ≺lts ⊆ LTS × LTS comme une relation
de simulation entre deux systèmes de transition étiquetés.
Ensuite (lts, lts′) ∈ ≺lts si (s0, s′0) ∈ ≺.
De manière informelle, la relation ≺lts sur lts est une relation de simulation si c’est possible de
construire une relation de simulation d’état (≺) qui comprend leurs états initiaux. On dit que lts′
simule lts.
Relation de simulation faible sur les lts.
Soit ∼ ⊆ S × S′ une relation de simulation faible. Nous définissons ∼lts ⊆ LTS × LTS comme
une relation de simulation faible entre deux système d’états de transitions étiquetés.
Ensuite (lts, lts′) ∈ ∼lts si (s0, s′0) ∈ ∼.
Informellement, la relation ∼lts srelation de simulation faible s’il est possible de construire une
relation de simulation d’état faible (∼) qui comprend leurs états initiaux. On dit que lts′ simule
faiblement lts.
Relation de bisimulation Forte sur les lts.
Soit  ⊆ S × S′ une relation de bi-simulation forte.
On définit lts ⊆ LTS × LTS comme une relation de bi-simulation entre deux systèmes de
transitions. Ensuite (lts, lts′) ∈ lts si (s0, s′0) ∈ .
Informellement, la relation lts sur lts est une relation de bi-simulation forte s’il est possible
de construire une relation de bi-simulation forte basée sur les états () qui comprend leurs états
initiaux. On dit que lts′ et lts sont bi-similaire.
Relation de bisimulation faible sur les lts. Soit ≈ ⊆ S × S′ une relation de bisimulation
faible.
Nous définissons ≈lts ;⊆ LTS×LTS comme une relation de bi-simulation entre deux systèmes
d’états de transitions étiquetés. Puis (lts, lts′) ∈ ≈lts si (s0, s′0) ∈ ≈.
De manière informelle, la relation ≈lts sur lts c’est une relation de bi-simulation faible s’il est
possible de construire un état faible relation de bisimulation (≈) qui comprend leurs états initiaux.
On dit que lts′ et lts sont faiblement bi-similaire.
Les sous-sections suivantes résument les différentes approches existantes pour traiter les deux
processus d’évolution et de coévolution en utilisant une approche basée sur la différence. En suivant
les étapes identifiées de notre approche, nous étudions les approches disponibles et la contribution
de la littérature mise en place à chaque étape de notre approche. Au début, nous récapitulons les
travaux liés à la comparaison des modèles de données et à leur mise en correspondance. Ensuite,
nous étudions les approches de définitions des opérateurs d’évolution. Nous étudions les processus
de construction des opérateurs composites basés sur les opérateurs atomiques et la dépendance entre
ces opérateurs. Enfin, nous abordons les résultats existants en matière de migration de données.
2.3 État de l’art
Dans cette section nous présentons l’état de l’art sur les travaux existant autour de la compatibi-
lité ascendante/ compatibilité descendante, l’évolution et le refactoring des modèles, la comparaison
des modèles, les problèmes de mise en correspondance des modèles et les défis de la migration des
données.
30
2.3.1 Compatibilité ascendante/ Compatibilité descendante
L’évolution du logiciel est le terme utilisé en ingénierie logicielle (en particulier la maintenance
logicielle) pour désigner le processus de développement initial du logiciel, puis de son actualisation
répétée pour diverses raisons. La nécessité d’une évolution du logiciel provient du fait que personne
ne peut prédire comment les besoins des utilisateurs évolueront a priori. En d’autres termes, les
systèmes existants ne sont jamais complets et continuent d’évoluer.
Un modèle ne sera pas créé une nouvelle fois depuis le début (i.e. à partir de zéro) s’il existe un
autre modèle dont il est possible d’en dériver. Avec des modèles de taille substantielle, l’opération
de dérivation est généralement moins chère que l’opération de création et les efforts de validation
effectués sur le modèle existant peuvent partiellement être reportés sur le modèle dérivé.
Figure 2.5 – Compatibilité des modèles [66]
Comme illustre la figure 2.5, un méta modelM est compatible ascendant (forward-compatible)
par rapport à un modèleM′, si les instances deM′ (modèles m′) sont conformes àM. Également,
un sous modèleM′ est compatible descendant (backward-compatible) par rapport à un méta modèle
M, si les instances deM (les modèles m) sont conformes àM′ [66].
2.3.2 Évolution/Refactoring
Selon [20], le terme évolution est apparu pour la première fois dans la littérature en génie logiciel
dans une étude basée sur les observations faites sur le code source de 20 versions du système d’ex-
ploitation OS/360 [8]. L’évolution du logiciel a ensuite été étudiée par [58, 69, 70]. Les auteurs ont
abordé la définition des lois de l’évolution du logiciel telles que : changement continu, complexité
croissante, loi fondamentale de l’évolution du programme, conservation de stabilité organisation-
nelle et conservation de la familiarité, dans le but d’inclure une nouvelle vision des activités de
maintenance telles que l’adaptation du système. Ensuite, les pratiques en matière de génie logiciel
nécessitant d’urgence certaines règles afin de faciliter la comparaison coût-efficacité, la conception,
la construction et la maintenance de programmes, une nouvelle discipline nommée «Software Evo-
lution a été officiellement mise en évidence dans [71].
Les auteurs dans [71] mentionne que «Software Evolution est toute activité de programmation
destinée à générer une nouvelle version du logiciel d’une version opérationnelle antérieure ». Cap-
turer et formaliser les étapes d’évolution des systèmes complexes est une tâche difficile en raison de
la nature et des caractéristiques de tels systèmes. En outre, l’évolution rapide, la densité et le type
31
de différences changent selon les besoins de l’utilisateur final. C’est la raison pour laquelle une large
variété d’algorithmes, de méthodes et de règles ont été développés dans cette communauté.
En IDM, selon [81], nous pouvons aussi parlé de l’évolution du méta modèle, non seulement
parce que les modèles évoluent mais également les méta-modèles ou langages dans lesquels ils
sont exprimés, bien qu’à un rythme plus lent [37, 83]. Pour que les modèles ne deviennent pas
obsolètes car leurs langages ont évolué, nous avons besoin de mécanismes pour prendre en charge
la coévolution entre les modèles et leurs méta-modèles associés.
Les auteurs dans [17] présentent le problème de l’évolution en regardant l’interface utilisateur.
Ils se concentrent sur la préservation du comportement et étudient le processus de conception
d’une interface utilisateur résultant de l’évolution d’une ancienne interface, suite à l’introduction
de nouveaux appareils et/ou de nouvelles capacités d’interactions. Les comportements d’interface
sont décrits par des systèmes de transition étiquetés (LTS) et la comparaison est gérée par la
théorie de bi-simulation entre deux LTS. De plus, [97] décrit comment l’équivalence entre deux
interfaces utilisateur peut être mesurée du point de vue de leur interaction, capacités et apparence.
Les divergences entre ces interfaces utilisateurs sont mises en évidence et la possibilité de les exclure
de l’analyse est fournie.
Le refactoring est une technique bien connue pour améliorer la qualité des logiciels [82]. Fowler
[42] le définit comme "A change made to the internal structure of software to make it easier to
understand and cheaper to modify without changing its observable behaviour". C’est un cas parti-
culier dans lequel la structure d’un logiciel est modifiée sans affecter la fonctionnalité. Bien que le
refactoring puisse faciliter l’évolution des logiciels, la valeur du produit par rapport à son exécution
reste souvent inchangée du point de vue du client. Il est donc souhaitable de minimiser les coûts de
refactoring [87]. Selon [82], la qualité du modèle, la synchronisation de modèles, la préservation du
comportement, le test de refactoring de modèles, la modélisation spécifique à un domaine, l’analyse
du refactoring des modèles, le support d’outils et le développement de logiciels distribués sont les
principaux défis du refactoring du logiciel.
2.3.3 Comparaison
L’historique des algorithmes de comparaison peut être vu en trois grandes étapes. Au début,
la comparaison caractère à caractère a été mise en place. Par exemple, les programmes diff sont
utilisés pour résoudre le plus long problème de sous-séquence commun (LCS) [57]. Ils sont basés
sur la recherche de ligne qui ne changent pas entre deux fichiers. Lors de la comparaison de deux
fichiers texte, les outils de différences de texte permettent de récupérer les modifications apportées
entre deux fichiers en termes de lignes ou de caractères modifiés. La deuxième étape consiste à
améliorer les algorithmes de comparaison qui se concentrent sur les attributs et les nœuds d’un
document structuré. Un certain nombre de solutions sont disponibles pour capturer des différences
pour XML telles que XDiff [123]. Cependant, même s’ils donnent des résultats logiques à base de
trois opérateurs de différenciation (ajout, suppression, modification), ils leur manquent la capacité
de reconnaître un grand nombre de changements complexes dans un délai raisonnable. La troisième
étape consiste à améliorer les algorithmes de comparaison des modèles, non seulement pour faire
une comparaison textuelle mais aussi structurelle. Ces algorithmes donnent des résultats logiques à
base de quatre opérateurs de différenciation (ajout, suppression, modification et déplacement), ils
ont la capacité de reconnaître un grand nombre de changements complexes dans un délai raison-
nable. Ils offrent des solutions extensibles, génériques qui comportent trois aspects pertinents de la
différenciation de modèles : le calcul, la représentation et la visualisation.
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La comparaison de modèles est cruciale pour la gestion de l’évolution, afin de récupérer les
différences entre les nouvelles et les anciennes versions d’un modèle. Les outils de comparaison
prennent deux modèles en entrée et produisent en sortie un modèle de différences [101]. Il existe deux
types d’approches conceptuellement différentes pour la représentation et le calcul des différences
entre les modèles :
— Dans les approches basées sur les états, les différences de modèles sont calculées entre deux
états d’un modèle, c’est-à-dire entre deux versions d’un modèle. Ils utilisent un modèle de
différence pour décrire ces différences [101].
— Selon [101] dans les approches basées sur les opérations (également appelées sur les modifica-
tions), les différences de modèle sont représentées par une séquence d’opérations prédéfinies,
qui, lorsqu’elles sont appliquées au modèle initial, produisent le modèle final. Ainsi, dans
les approches basées sur les opérateurs, tous les outils utilisés pour développer des modèles
doivent fournir un ensemble d’opérations couplées réutilisables sous une forme prédéfinie,
alors que dans les approches basées sur les états, cela n’est pas nécessaire [118]. Ces opéra-
tions fonctionnent aussi bien au niveau du méta modèle qu’au niveau du modèle [54].
L’avantage de l’approche basée sur l’utilisation d’opérations est que l’analyste des differences
n’est pas la personne qui fait évoluer l’artefact (il s’agit d’une dépendance externe du sys-
tème) et le processus de changement pour décider le type de changements à utiliser ou pour
enregistrer l’évolution n’est pas controlé [101].
2.3.4 Comparaison de deux documents XML
Dans [123], les auteurs (Y. Wang et al. 2003) ont abordé le défi de la comparaison entre deux
documents XML en utilisant X-Diff et en se concentrant sur le critère de précision des résultats
obtenus et le temps de comparaison, en analysant l’efficacité et la performance de l’algorithme
XDiff. La nouvelle contribution des auteurs a été l’utilisation de représentations arborescentes non
ordonnées de documents XML (seules les relations entre ancêtres sont significatives) : selon eux,
avec un modèle non ordonné, la détection de changement est beaucoup plus difficile pour un modèle
ordonné, mais le résultat sur les changements identifiés est plus précis.
— La notion d’ordre dans l’algorithme XDiff :
— Un arbre ordonné : est un arbre dans lequel la relation ancêtre (parent-enfant) et
l’ordre de gauche à droite entre frères et sœurs sont significatives.
— Un arbre non ordonné : est un arbre dans lequel seules les relations d’ancêtre sont
significatives, tandis que l’ordre de gauche à droite entre frères et sœurs n’est pas si-
gnificatif. Deux arbres sont qualifiés d’isomorphes s’ils sont identiques, à l’exception de
l’ordre des frères et sœurs. X-Diff considère que deux arbres sont équivalents s’ils sont
isomorphes.
L’algorithme X-Diff introduit la notion de signature de nœud et une nouvelle correspondance
entre les arbres correspondant aux deux versions d’un document. Ensemble, ces deux fonctionnalités
permettent de rechercher la correspondance de coût minimum et de générer un script d’édition de
coût minimum capable de transformer la version d’origine du document en une nouvelle version.
La plupart des méthodes de correction arborescentes ordonnées ne peuvent pas être appliquées
aux arborescences non ordonnées, car leur correction dépend généralement de la préservation de
l’ordre de gauche à droite lors de la mise en correspondance des nœuds. En outre les auteurs ont
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présenté des opérateurs d’évolution sous la forme d’opérations d’édition ou d’opérations de base.
Cela concerne trois types de nœuds dans l’arborescence DOM :
— nœuds d’élément : Nœuds non-feuille avec une seule étiquette, nom.
— nœuds de texte : Nœuds feuille avec une seule étiquette, valeur.
— nœuds d’attribut : Noeuds feuille avec deux étiquettes, nom et valeur.
La signature d’un nœud est obtenue en concaténant les noms de tous ses ancêtres avec ses propres
noms et type. X-Diff ne fait correspondre que les nœuds qui ont la même signature.
— Algorithme de mise en correspondance :
Au cours du processus d’analyse, X-Diff utilise une fonction de hachage spéciale, XHash, pour
calculer une valeur de hachage pour chaque nœud sur les deux arbres. Semblable à DOMHash
[47], la valeur XHash d’un nœud représente l’ensemble du sous-arbre enraciné sur ce nœud.
La différence réside dans le fait que DOMHash est utilisé pour le modèle ordonné, alors que
XHash est utilisé pour le modèle non ordonné, de sorte que deux arbres isomorphes doivent
avoir la même valeur XHash. Il existe un M correspondant de T1 à T2, qui génère un script
d’édition à coût minimal pour (T1→ T2). M est appelé une correspondance de coût minimum
de T1 à T2, indiquée par Mmin (T1, T2). Les auteurs ont prouvé qu’il était possible de trouver
une correspondance de coût minimum en calculant la distance d’édition entre T1 et T2, qui
est au cœur de la correspondance.
— Tout d’abord, l’algorithme élimine les sous-arbres équivalents entre deux nœuds racine en
comparant les valeurs XHash des nœuds enfants de second niveau. Les sous-arbres avec des
valeurs XHash identiques peuvent être considérés comme équivalents, car cela est vrai avec une
probabilité extrêmement élevée. Étant donné que de nombreux documents XML ne sont que
légèrement modifiés entre les versions, cette étape permettra de réduire efficacement la taille
de l’arborescence, en évitant les calculs inutiles au cours des phases ultérieures de l’algorithme.
— Deuxièmement, l’algorithme calcule la distance d’édition pour chacune des paires de sous-
arbres restantes et obtient les correspondances de coût minimum entre les sous-arbres.
— Enfin, il calcule la distance de montage entre T1 et T2 et obtient l’adéquation au coût mi-
nimal Mmin (T1, T2). À chaque niveau, les valeurs XHash des nœuds enfants sont utilisées
pour filtrer les sous-arbres équivalents afin de réduire l’espace de correspondance. Dans l’algo-
rithme d’appariement, la programmation dynamique est utilisée pour calculer Dist (T1, T2).
Il commence à calculer la distance d’édition entre les paires de nœuds feuilles et se déplace
vers le haut.
Nous précisons que l’algorithme de Matching de XDiff utilise l’algorithme de flux maximum à
coût minimum [114, 129] pour trouver la cartographie bipartite à coût minimum. Ensuite, X-Diff
génère un script d’édition à coût minimum basé sur la correspondance de coût minimum trouvée
dans la phase précédente. Cette procédure de génération est effectuée de manière récursive à partir
des racines.
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2.3.5 Comparaison de deux modèles
Après la présentation de l’approche de comparaison de deux documents XML, qui peut amener
à inutilement comparer des éléments de types totalement différents, nous présenterons dans les
prochains paragraphes les différentes approches de comparaison, de détection des conflits et de
fusion, basées sur des modèles. Notons que le processus de comparaison se fait entre des éléments
du modèle de données qui ont le même type : une classe avec une classe, un attribut avec un attribut,
un package avec un package, etc.
EMF Compare
Dans [115], l’auteur Antoine Toulmé a présenté un système de pondération basé sur la théorie de
l’information 3 qui calcule l’importance des différences entre deux éléments , qui montre réellement
les changements sémantiques dans le modèle et qui compare efficacement tout modèle, sans être
basé sur des identifiants.
Selon Cédric Brun et Alfonso Pierantonio [12] EMF Compare est un support dédié à EMF
pour calculer les différences entre les modèles. La figure 2.6 ci-dessous représente le processus de
comparaison de EMF Compare. Il peut être divisé grossièrement en 6 phases principales Model
Resolving, Matching, Differencing, Equivalences, Requirements et Conflicts [34].
EMF Compare est un plug-in Eclipse permettant de comparer les modèles, ainsi il a plusieurs
points d’extension permettant de développer une prise en charge adaptée de la mise en correspon-
dance et de la différenciation. C’est un outil qui fournit des algorithmes permettant de calculer le
delta entre deux versions d’un modèle et de les visualiser à l’aide de représentations arborescentes.
Cédric Brun et Alfonso Pierantonio [12] ont présenté une partie de l’état de la technique en matière
de calcul des différences de modèle et décrit un cadre conceptuel qui prescrit des exigences cruciales
pour tirer parti des différences avec des entités de premier ordre. En conséquence, une solution
doit nécessairement comporter un degré élevé de séparation entre trois aspects pertinents de la
différenciation de modèles : le calcul, la représentation et la visualisation.
Le processus de comparaison globale est généralement reconnu comme étant composé de deux
parties principales : l’appariement et la différenciation. Dans EMF Compare, ces parties sont ex-
plicitement disjointes et effectuées par deux types de processeurs de données, le moteur de mise en
correspondance et le moteur de différenciation.
EMF Compare est basé sur les représentations de modèle de différenciation et de mise en cor-
respondance de deux modèles. Il est possible de reformuler le modèle de différenciation pour ignorer
certaines différences.
Quatre paramètres affectent les performances de la comparaison.
— Le nombre de différences : plus le nombre de différences identifiées est important (en particulier
d’éléments ajoutés et supprimés), plus il faut itérer sur les éléments restants à la fin du
processus de mise en correspondance.
— Structure du modèle : un modèle bien structuré permet des comparaisons plus rapides car la
structure facilite la recherche d’éléments correspondants.
— Parcourt des modèles par le moteur de correspondances générique : une identité d’instance
peut souvent être considérée comme valide dans une localité donnée, comme par exemple
3. Pour distinguer un élément d’un autre, il faut trouver les éléments sémantiques contenant un maximum d’infor-
mations. La théorie de l’information a été fondée par Claude Shannon. Il propose de calculer la quantité d’informations
liée à un mot m avec la formule : I (m) = log2 [p (m)] Où p (m) est la probabilité pour que le mot m apparaisse.
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Figure 2.6 – Architecture d’EMF Compare [34]
un paquet contenant une classe est certainement un élément important pour l’identité de la
classe, mais pour d’autres types de modèles, cette hypothèse n’est pas vérifiée et la stratégie
de navigation utilisée est alors inefficace.
— Enfin, le plus gros problème avec la mise en œuvre actuelle est commun à de nombreux
systèmes basés sur des valeurs de seuil (la valeur de seuil est la valeur minimale acceptable
pour le paramètre), car ces seuils sont basés sur des expériences massives sur de nombreux
modèles du monde réel et ne sont ni basés sur une théorie formelle, ni capable de s’adapter
automatiquement.
Mesures de similarité sémantique :
Les auteurs dans [1] ont fait un premier pas vers l’introduction du raisonnement sémantique
dans le processus d’appariement dans EMF Compare. En particulier, ils présentent un moteur de
correspondance personnalisé qui étend celui par défaut d’EMF Compare. En plus des corrélations
syntaxiques et structurelles, l’extension proposée compare les éléments du modèle en ce qui concerne
leur signification sémantique à l’aide de la base de données lexicale WordNet 4. Ce travail est basé
sur EMF Compare en raison de la flexibilité et de la possibilité de personnalisation de son moteur
de correspondance. L’expérience accumulée au cours du développement de l’extension sémantique
proposée d’EMF Compare et de sa phase de validation permet de tirer certaines leçons, qui sont
détaillés dans les points suivants :
— Les auteurs ont remarqué qu’un pouvoir de couplage croissant (grâce au raisonnement sé-
mantique) revient souvent au prix d’une imprécision croissante, en particulier à un nombre
4. WordNet est une base de données lexicale pour la langue anglaise. Il a été créé et est maintenu au laboratoire
des sciences cognitives de l’université de Princeton, sous la direction du professeur de psychologie George A. Miller.
Dans cette base de données, les mots anglais sont regroupés dans des ensembles de synonymes appelés synsets, qui
comprennent également une définition générique joignant les mots contenus et des informations sur les relations
sémantiques les reliant à d’autres synsets [99].
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croissant de faux positifs (correspondance inattendue) ou de faux négatifs (corres-
pondance non détectée) qui doivent être échangés.
— Le raisonnement sémantique permet de détecter beaucoup plus de relations entre les termes
qu’une simple comparaison de chaînes.
— La décomposition des noms d’entités ne produit pas toujours des termes connus dans l’on-
tologie exploitée pour le raisonnement sémantique (WordNet), ce qui diminue la valeur de
similarité.
— Les auteurs ont tenté de résoudre ce problème en ajustant les seuils de similarité et en étendant
les informations sur le contexte dans lequel la paire d’éléments est comparée (c’est-à-dire en
incluant les propriétaires et les relations des éléments).
— Néanmoins, une expérimentation plus poussée est nécessaire pour atteindre des performances
plus fiables.
— Par conséquent, les auteurs estiment que cette extension devrait être testée dans le contexte
de la comparaison de modèles, étant donné la probabilité plus élevée d’avoir des noms séman-
tiquement proches pour les entités comparées.
— En outre, les auteurs ont affirmé que le choix du dictionnaire utilisé en fonction du type de
modèle à comparer jouait un rôle essentiel.
EMF Diff/Merge (EDM)
Le processus d’utilisation du framework EMF Diff/Merge (EDM) est illustré par la figure 2.7
ci-dessous. Tout d’abord, une comparaison est créée sur la base des modèles à comparer. Les diffé-
rences entre ces modèles sont calculées en fonction de règles données. Ensuite, tant que des diffé-
rences subsistent, vous pouvez sélectionner n’importe quel sous-ensemble de ces différences pour les
fusionner. EDM utilise à chaque fois des règles de cohérence prédéfinies et une stratégie de cohé-
rence définie par l’utilisateur pour calculer le sur-ensemble minimal de différences à fusionner pour
préserver la cohérence. L’utilisateur peut décider de confirmer ou d’annuler la fusion de l’ensemble
des différences.
Les différences entre les modèles peuvent être représentées à différents niveaux d’abstraction.
À un niveau technique le plus bas, il s’agit simplement d’une information atomique présente dans
un modèle et non dans l’autre. À un niveau élevé, cela peut correspondre à une action d’édition
effectuée par un utilisateur via une palette d’outils dans un diagramme, qui englobe généralement
plusieurs différences de bas niveau [25].
Le moteur EMF Diff/Merge fonctionne à un niveau plus bas : cela fournit un cadre très simple
pour la fusion, ce qui est une bonne chose pour la solidité et la cohérence. En revanche, dans un
cas d’utilisation où un utilisateur doit comprendre les différences et décider celles qui doivent être
fusionnées, il est préférable d’exposer les différences de haut niveau. Dans EMF Diff/Merge, ces deux
objectifs sont alloués à des composants différents : le moteur de la qualité et l’interface graphique
par défaut permettant de relever l’abstraction [24]
Le moteur EMF Diff/Merge compare et fusionne les portées des modèles. La portée d’un mo-
dèle est le plus souvent un modèle ou un sous-ensemble d’un modèle. Plus généralement, il peut
s’agir d’un ensemble d’éléments de modèle défini de manière cohérente, pouvant couvrir plusieurs
ressources EMF. Notons que les éléments ou les références situés en dehors des portées du modèle
sont ignorés lors de la comparaison et de la fusion.
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Une comparaison peut être faite entre 2 ou 3 portées de modèle qui jouent des rôles différents.
Des différences seront signalées entre le périmètre cible et le périmètre de référence.
Calculer une comparaison signifie faire correspondre les éléments des portées et trouver des
différences entre eux. Ce comportement est déterminé par une stratégie de correspondance et une
stratégie de différenciation. En outre, une stratégie de fusion détermine la manière dont les diffé-
rences doivent être fusionnées afin que le modèle reste cohérent : cette stratégie doit être passée à ce
stade afin d’optimiser la construction des différences. Les interfaces correspondantes, IMatchPolicy,
IDiffPolicy et IMergePolicy, ont des implémentations par défaut qui peuvent être personnalisées
[25].
Figure 2.7 – Le processus d’utilisation de EMF Diff/Merge [98]
SiDiff
L’approche SIDiff [116] permet de comparer les modèles en se basant sur la similarité à condition
qu’ils soient représentés en format XMI. Le processus de correspondance commence par transformer
les modèles XMI d’entrée en une représentation interne à base de graphes. Par la suite les liens de
correspondances sont identifiés par un parcours du graphe de bas en haut en commençant par les
feuilles et en y appliquant des séries de fonctions qui retournent des valeurs comprises entre 0 et 1.
SiDiff fournit également le moyen de spécifier des algorithmes personnalisés de calcul de similarité
[36]
UMLDiff
UMLDiff résout le problème de la détection et de la visualisation des différences entre les ver-
sions de documents UML, telles que les diagrammes de classes ou d’objets. C’est un algorithme
de détection automatique des changements structurels entre deux versions d’un langage orientés
objet. Il prend en entrée deux classes Java, rétro conçu à partir de deux versions de code correspon-
dantes. Il produit en sortie un arbre des changements structurels, qui rend compte des différences
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entre les deux versions de code en termes d’ ajouts, suppressions, déplacements, renommage des
packages, classes, interfaces, champs et méthodes, modifications de leurs attributs, et modifications
des dépendances entre ces entités.
L’algorithme le mieux adapté est celui présenté par Sudarshan S. Chawathe et Hector Garcia-
Molina dans [16]. Dans leur approche, la mise en correspondance des éléments est réduite à un
problème de graphe, qui tente de trouver le coût minimal pour la mise en correspondance d’un
graphe bipartite. Une fonction de pondération est utilisée pour déterminer la probabilité d’une
correspondance correcte. Cette approche est très bonne pour les structures de données génériques,
mais si la structure de données est connue, de meilleurs résultats seront obtenus en écrivant des
algorithmes spécifiques.
La structure de données XML est comparée niveau par niveau. Tout d’abord, tous les packages,
suivis de toutes les classes, suivis des quatre types d’élément dans toutes les classes. Chaque ni-
veau produit un ensemble d’opérations de transformation. Après avoir comparé tous les niveaux,
les opérations de transformation collectées sont éventuellement transmises à une phase d’analyse
supplémentaire.
À chaque niveau, une fonction de comparaison appelée findMatch aide à trouver la meilleure cor-
respondance pour chaque élément. Pour cela, des fonctions d’évaluation sont utilisées, qui mesurent
la «qualité» d’une correspondance.
Certaines fonctions sont communes à tous les types d’éléments, d’autres sont spécifiques à un
sous-ensemble d’entre elles. Une approche «largeur d’abord» a été choisie car les éléments sont
souvent déplacés vers d’autres conteneurs (classes vers d’autres packages, opérations vers des sous-
classes ou des super-classes). Un autre avantage est que l’effet des correspondances erronées est
minimisé, car une fois que toutes les classes ont été comparées, les éléments de ces classes sont pris en
compte. Avec une approche en profondeur, chaque classe et ses parties seraient traitées séparément.
Cela dégrade la qualité des correspondances vers la fin du processus de correspondance, car il se
peut que de meilleurs éléments correspondants aient trouvé une correspondance auparavant. La
largeur commence par rendre la correspondance plus précise dans les niveaux suivants [59], [78].
Epsilon Comparison Language (ECL)
ECL [64] est un langage à base de règles pour l’établissement de liens, basé sur la plateforme
Epsilon. Epsilon est une plateforme sur laquelle il est possible de définir des langages de gestion
de modèles, centrés sur des tâches spécifiques (task-specific language), comme la validation, la
transformation, la génération, la comparaison et la fusion de modèles. Une règle ECL prend en
entrée deux paramètres faisant référence aux éléments de modèles à comparer. Elle est exécutée sur
l’ensemble des paires d’instances de méta-classes qui vérifient ces paramètres. Le corps d’une règle
ECL est composé de trois parties : une comparaison (compare), une mise en conformité (conform) et
une troisième partie optionnelle «guard». La comparaison détermine si deux instances correspondent
selon un ensemble de critères. La mise en conformité est un raffinement de la comparaison dans
le sens où elle est exécutée seulement sur les éléments qui ont satisfait les critères définis dans la
comparaison. Ainsi, par exemple, on pourra vérifier si deux éléments de modèles possèdent le même
nom. Si cette comparaison retourne une valeur vraie, on pourra vérifier la conformité en comparant
des propriétés supplémentaires (type, cardinalité, . . .). En ce qui concerne la partie optionnelle
«guard», on peut y limiter l’application des règles de comparaison et de mise en conformité, à un
sous-ensemble d’éléments définis. Ainsi les éléments qui ne sont pas déclarés dans cette partie ne
seront pas affectés par l’exécution de ces règles.
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Le résultat de l’exécution des règles ECL fournit des paires d’instances, sauvegardées dans une
« trace de correspondance » (matching trace) [36].
2.3.6 Comparaison entre deux graphes
La bisimulation [85] permet de définir l’équivalence entre deux systèmes de transitions. On dit
qu’un système est équivalent à un autre lorsqu’ aux états et actions exécutées par l’un correspondent
(selon une certaine relation) des états et actions exécutées par l’autre. En particulier, lorsqu’un
système peut mimer chaque transition d’un autre système, vus de l’extérieur ces deux systèmes
sont indiscernables.
La simulation est utilisée pour lier un lts qui inclut le comportement d’un autre lts. Symétrique-
ment, la bisimulation définit une relation d’équivalence binaire sur ses états. Cette équivalence peut
être une équivalence exacte grâce à une bisimulation forte et observationnelle avec une bi-simulation
faible. En général, les relations faibles sont utilisées pour identifier les systèmes de transition éti-
quetés partageant le même comportement.
2.3.7 Techniques d’appariement de modèles (Matching)
Dans ce qui suit, nous citons un ensemble d’approches fondées sur l’appariement de modèles, qui
peuvent être considérées comme le premier pas vers la comparaison de modèles. Les techniques d’ap-
pariement revêtent une importance particulière pour les approches de différenciation des modèles
de données. De nombreuses techniques de mise en correspondance sont disponibles. Ils reposent sur
des identifiants universels (UUID) [95],[60], une mise en correspondance basée sur l’identité [12], une
mise en correspondance basée sur une heuristique [123, 74, 106, 115], une mise en correspondance
basée sur la signature [103], une mise en correspondance basée sur la similarité [116, 75]. Et des
algorithmes de mise en correspondance spécifiques à un langage UML [128, 94].
Identificateurs universellement uniques (UUID)
Dans cette catégorie d’approches [95], [60], on suppose que chaque élément du modèle possède
un identifiant unique pour réaliser une correspondance. Un UUID est attribué à chaque élément
nouvellement créé et ne doit pas être modifié avant la suppression de l’élément. Si deux éléments
apparaissant dans des versions différentes ont le même UUID, ils sont considérés comme équivalents.
De toute évidence, cette méthode ne fonctionne que si les UUID sont disponibles pour tous les
éléments et ne changent pas d’une version à l’autre. Dans les études de cas abordées dans le chapitre
3, ces identificateurs n’étaient pas disponibles.
Mise en correspondance basée sur l’identité
Lorsque les UUID ne sont pas disponibles, il est possible de déterminer des identificateurs
artificiels pour les différents éléments du modèle de données. De tels identifiants sont utiles pour
rechercher quels objets se correspondent ensemble, même si la correspondance obtenue n’est pas
totalement garantie, contrairement à la correspondance basée sur UUID [12]. Dans les études de cas
abordées dans cette thése, il est possible de définir de tels identificateurs pour les éléments nommés.
Ainsi, l’identifiant d’un élément nommé est souvent son nom ajouté au nom des différents éléments
le contenant. Dans ce travail, l’appariement basé sur l’identité a prouvé qu’il pouvait résoudre les
erreurs d’appariement produites par d’autres techniques.
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Mise en correspondance basée sur des heuristiques
Une autre technique permettant de faire correspondre des éléments de différentes versions intro-
duites dans [123, 74, 106, 115] repose sur l’utilisation d’heuristique. Ces algorithmes d’appariement
sont basés sur la distance entre la sérialisation des différents éléments de modèle de données. Plus
une sérialisation entre deux éléments est proche, plus ces deux éléments correspondent. Il existe
plusieurs algorithmes de mise en correspondance basée sur des heuristiques décrits dans la litté-
rature. Ils utilisent souvent des métriques de la théorie de l’information telles que la distance de
Hamming ou de Levenshtein, qui calcule le nombre minimal d’opérations (insertion, suppression ou
substitution d’un seul caractère) nécessaires pour transformer une chaîne en une autre.
Mise en correspondance basée sur la signature
Dans la correspondance basée sur la signature, l’identité de chaque élément de modèle n’est
pas statique. Son identité, appelée signature, est calculée dynamiquement en combinant les valeurs
de ses caractéristiques. Le calcul de la signature est effectué au moyen d’une fonction définie par
l’utilisateur spécifiée à l’aide d’un langage de requête de modèle.
Mise en correspondance basée sur la similarité
Les approches de mise en correspondance basées sur la similarité [116, 75] traitent les modèles en
graphes d’attributs typés et tentent d’identifier les éléments de mise en correspondance en fonction
de la similitude agrégée de leurs caractéristiques. Il est à noter que toutes les fonctionnalités des
éléments de modèle ne sont pas également pertinentes pour établir une correspondance (par exemple,
les classes avec des noms correspondants ont plus de chances d’être associées à des classes spécialisées
dans la même superclasse parente). Par conséquent, les algorithmes basés sur la similarité doivent
généralement être configurés de manière à spécifier le poids relatif de chaque caractéristique et donc
des correspondances détectées. Selon Rose et al. [108], l’algorithme intégré d’EMF Compare entre
dans cette catégorie. Cependant, le réglage des poids des entités est un processus essentiellement
empirique d’erreurs et de tâches. Par conséquent, il peut être particulièrement difficile de trouver les
bonnes valeurs de pondération qui produisent les meilleurs résultats pour un langage de modélisation
particulier.
Algorithmes de mise en correspondance spécifique à un langage
Cette catégorie comprend des algorithmes d’appariement adaptés à un langage de modélisation
particulier tel que UMLDiff [128]. Le principal avantage de cette catégorie est qu’elle peut intégrer la
sémantique du langage cible afin de fournir plus de précisions, et également réduire considérablement
l’espace de recherche. Par exemple, lors de la comparaison de modèles UML, l’algorithme de mise
en correspondance peut exploiter le fait que deux classes ou types de données portant le même nom
constituent de facto une correspondance.
Évaluation
Comme discuté dans [41] et [65], il n’y a pas demeilleure solution pour l’appariement de modèles.
Le problème doit plutôt être traité comme une décision sur le meilleur compromis dans les limites
des contraintes imposées par le contexte. Il y a plusieurs exigences pour les approches d’appariement
de modèles, comprenant la précision, le niveau élevé d’abstraction à laquelle la comparaison est faite,
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l’indépendance par rapport à des outils, à des langages, l’efficacité et l’effort minimal. Les auteurs
dans [65] ont fourni un aperçu des approches existantes pour l’appariement des modèles et ils ont
démontré que ces exigences peuvent se respecter mutuellement. Par exemple, un algorithme de
mise en correspondance spécifique au langage est probablement le plus approprié pour obtenir une
meilleure précision et de meilleures performances qu’un algorithme générique basé sur la similitude,
mais il nécessite beaucoup d’efforts pour le mettre en œuvre.
2.3.8 Définition et détection des opérateurs d’évolution/coévolution
Dans les travaux de [50], [120], [92], les opérateurs d’évolution sont des micro-stratégies pour des
patrons de mise en correspondance qui associent les éléments d’un méta modèle original avec ceux
de son évolution. Le principe est qu’un ensemble de tels opérateurs, lorsqu’il est appliqué à un méta
modèle, produira l’évolution du dit-méta modèle. Des transformations d’ordre supérieur peuvent
ensuite être appliquées pour générer une stratégie de migration pour des modèles conformes au
méta modèle d’origine. De telles approches sont généralement extensibles, de sorte que de nouveaux
opérateurs puissent être conçus et spécifiés. Il convient aussi dans ces approches de distinguer les
opérateur d’évolution atomique des opérateurs d’évolution complexe ou composite.
Opérateur atomique. Nous considérons comme atomiques, les évolutions suivantes d’un mo-
dèle de données : ajout, suppression, déplacement et mise à jour d’un élément bien précis du modèle
de données. Une mise à jour modifie la valeur d’une propriété d’un élément, telle que le type, le
nom, les propriétés des limites supérieure/inférieure, etc. Ces types de modifications sont suffisants
pour représenter toutes les actions minimales possibles sur un modèle de données.
Opérateur complexe. Un opérateur complexe peut être défini comme une séquence de modi-
fications atomiques [119, 67, 46]. Cependant, selon [62] cette définition ne suffit pas principalement
pour les raisons suivantes :
— La variabilité d’un changement complexe ne fait pas partie de la définition
— Certaines conditions préalables et ultérieures doivent encore être vérifiées sur la séquence des
modifications atomiques qui composent une modification complexe avant d’être considérées
comme valides. Par exemple, pour une propriété de déplacement p de source à cible, une
référence doit exister de source à cible. Pour une propriété pull/push p de source à cible, un
héritage doit exister entre source et cible.
Dans [55], un catalogue de plus de 61 opérateurs est proposé, 30 sont atomiques et 31 sont
composés. Les auteurs affirment que cette bibliothèque est complète pour des applications pratiques.
Bien que l’applicabilité de cette bibliothèque d’opérateurs ait déjà été étudiée dans un contexte
industriel, des travaux antérieurs [80] ont montré la bibliothèque d’opérateurs précédente manque de
11% des opérateurs complexes nécessaire pour coévoluer automatiquement les DSL et leurs modèles.
Dans ce travail, une étude de cas industriel de vingt-deux DSL avec quatre ans d’histoire fournit
une validation plus élaborée. Après avoir lié manuellement les opérateurs atomiques de [55] aux
opérateurs atomiques de (Mengerink et al.2016), nous observons que 41 des opérateurs atomiques
de [80] sont couverts par les opérateurs atomiques dans [55]. Cet écart est dû à des relations plusieurs
à un et un à plusieurs entre les deux bibliothèques. Par exemple, les opérateurs RenameAttribute
et RenameClass dans [80] sont associés à l’opérateur Rename dans [55]. D’autre part, l’opérateur
Change Class Abstract dans [80] est lié à deux opérateurs : Make Class Abstract et Drop Class
Abstract dans [55]. Les auteurs dans [55] ont présenté aussi les techniques de coévolutions, ce qui
signifie que si les méta modèles sont modifiés, les instances existantes doivent être migrées vers la
nouvelle version. Ce vaste catalogue d’opérateurs réutilisables est structuré en différentes catégories,
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telles que les opérateurs primitifs structurels, les opérateurs s’occupant d’héritage et la délégation. Si
des opérateurs d’évolution prédéfinis ne peuvent pas être utilisés, les migrations de modèle doivent
être spécifiées manuellement. Nous citons en dessous une liste de catégories des opérateurs :
— Primitifs structurels : Ces opérateurs modifient la structure d’un modèle de données en
créant ou en supprimant des éléments de ce modèle.
— Primitifs non-structurels : Ces opérateurs modifient seulement un élément du modèle de
données existant, c’est-à-dire modifient les propriétés de l’élément.
— Opérateurs de spécialisation/généralisation : Ces opérateurs s’appliquent aux entités
et aux super-types.
— Opérateurs d’héritage : Ces opérateurs déplacent les fonctionnalités le long de la hiérarchie
d’héritage. La plupart d’entre eux sont bien connus grâce au refactoring de code orienté
objet. Il y a toujours une paire constructeur, destructeur, le destructeur étant l’inverse sûr du
constructeur, et le constructeur étant l’inverse dangereux du destructeur.
— Opérateurs de délégation : Ces opérateurs déplacent les éléments du modèle de données
le long de références composites ou ordinaires. La plupart du temps, ils se présentent sous la
forme de paires de refactoring correspondantes, inversement opposées.
— Opérateurs de remplacement : Ces opérateurs s’appliquent aux entités et aux super-types.
— Opérateurs de fusion/scission : Ces opérateurs fusionnent plusieurs éléments de modèle
de données du même type en un seul élément, tandis que les opérateurs de scission divisent
un élément de modèle de données en plusieurs éléments du même type. Par conséquent, les
opérateurs de fusion sont généralement des destructeurs et des constructeurs d’opérateurs
fractionnés. En général, chaque opérateur de fusion a un opérateur de division inverse. Les
opérateurs de division sont plus difficiles à définir car ils peuvent nécessiter des informations
spécifiques au modèle de données. Il existe différentes valeurs de fusion et de fractionnement
pour les différentes structures de modélisation de données.
Selon (Khelladi et al. 2015) [63], la détection de changement complexe est une tâche difficile car
de multiples séquences de changements atomiques peuvent définir une seule intention de l’utilisa-
teur et des changements complexes peuvent se chevaucher au-dessus de la trace de changements
atomiques. Les auteurs (Khelladi et al., 2015) ont proposé un moteur de détection de changements
complexes. Et pour la première fois simultanément, les auteurs dans [63] aborde les deux problèmes
de variabilité et de chevauchement entre les opérateurs de l’évolution. En outre, ils ont examiné la
question des opérations d’annulation des modifications. Une tâche complexe dans ce travail consiste
à détecter tous les changements menant d’un méta modèle d’une version n à une version n + 1, ap-
pelée Evolution Trace (ET). Sa détection automatique aide non seulement les développeurs à suivre
automatiquement l’évolution des métas modèles, mais également à déclencher et/ou à appliquer
des actions automatiques en fonction de ces modifications. Les auteurs ont détecté avec précision
des modifications complexes en s’appuyant sur la trace réelle de l’évolution enregistrée par l’utili-
sateur en train de modifier l’action, au moment de l’exécution. Les modifications atomiques sont
des ajouts, des suppressions et des mises à jour d’un élément de méta modèle. Les changements
complexes qui consistent en une séquence de changements atomiques combinés ensemble. En com-
paraison aux seuls changements atomiques, les changements complexes incluent des connaissances
supplémentaires sur l’interrelation de ces changements atomiques. Les refactorings sont des modi-
fications complexes utilisées pour améliorer la structure d’un méta-modèle. Le moteur de détection
implémente l’algorithme de détection qui nécessite les définitions de modifications complexes, ainsi
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que la trace d’évolution des modifications atomiques. Il détecte d’abord, crée tous les candidats
source de changements complexes, puis valide les candidats qui sont des changements complexes.
En tant que perspectives, les auteurs ont proposé de se concentrer sur le changement caché qui
constituera un futur défi pour les approches basées sur la différence. Par conséquent, ils ont mis
les cinq étoiles que la future approche basée sur la différenciation delta doit considérer avec soin, à
savoir :
1. Comment détecter les changements atomiques ?
2. Le problème d’ordre des modifications atomiques est-il traité ?
3. Est-ce que le problème des changements cachés est traité ?
4. La question des chevauchements est-elle abordée ?
5. Le problème de longueur indéfinie est-il traité ?
2.3.9 Intégration de l’utilisateur final dans le processus de construction
des opérateurs
Avant d’appeler le moteur de mise en correspondance, le fichier de préréglage utilisateur est ob-
tenu. L’utilisateur est également informé si il y a des utilisations contradictoires et la correspondance
de modèle est annulée dans ce cas. Le moteur de mise en correspondance de modèles recherche les
éléments de modèle correspondants de manière habituelle, sauf qu’il trouve un élément de modèle
pour lequel une instruction de préréglage utilisateur existe. Dans ce cas, le moteur de mise en cor-
respondance de modèles détermine le bon mapping conformément à l’instruction de préréglage de
l’utilisateur. L’élément de correspondance résultant est ensuite ajouté au modèle de correspondance
si l’instruction de préréglage utilisateur correspondante ne représente pas l’ajout ou la suppression
d’un élément de modèle. Sinon, un élément sans correspondance est ajouté au modèle de correspon-
dance, car aucun élément correspondant n’existe dans ce cas. Ce fichier de préréglage utilisateur
peut être transmis directement à l’outil de différenciation de modèle où il est automatiquement
vérifié si un fichier de préréglage utilisateur approprié existe déjà dans le système de contrôle de
version. L’avantage de stocker les fichiers de préréglage utilisateur dans un système de contrôle de
version réside dans le fait que les fichiers de préréglage utilisateur peuvent être obtenus automatique-
ment chaque fois que les versions de modèle correspondantes sont comparées. Les auteurs ont établi
une convention de dénomination pour les fichiers de préréglage utilisateur permettant de déduire
quelles versions de modèle sont concernées. Le schéma de nommage concret utilisé est le suivant : “
< Révision source > < Révision cible > ”. Par exemple, le fichier de préréglage utilisateur nommé
«up 240 271» concernerait un modèle avec la révision 240 et le modèle avec la révision 271. A la
fin, le modèle de différence résultant ne violera pas les instructions de préréglage de l’utilisateur [89].
2.3.10 Migration de modèles
La migration des modèles a attiré l’attention de plusieurs chercheurs. Dans [107], les auteurs
définissent la migration de modèle comme une transformation de modèles exprimés dans un lan-
gage de modélisation donné en d’autres modèles définis dans le même langage de modélisation.
Théoriquement, le modèle de migration pose le problème de la préservation sémantique [52] qui
constitue un défi de recherche. En pratique, la migration de modèle est mise en œuvre à l’aide d’un
langage de migration dédié [108] ou d’un langage de transformation de modèle [9]. Dans [110], une
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classification des approches de migration par modèle en trois catégories est décrite. Elle est résumée
ci-dessous.
Approches manuelles
Ces approches permettent de définir des modèles de migration à l’aide de langages de transfor-
mation adaptés à la migration de modèle. Un exemple d’un tel modèle est le modèle « Copier les
éléments de modèle » qui duplique les éléments des modèles. Sprinkle’s language [108], MCL [92]
et Epsilon Flock [108] sont des exemples de ces langages de transformation.
Selon Herrmannsdoerfer et Koegel [52], le langage de Sprinkle [112] présente un langage de
transformation graphique qui demande à un développeur de spécifier des modèles de migration pour
les différences de méta-modèles. Il prend en charge la copie automatique des éléments de modèle non
affectés. Le MCL (Model Change Language) de Narayanan et al spécifie les changements de méta-
modèles utilisés à la fois pour la migration de modèle [92] et pour l’adaptation de la transformation
de modèle [72]. Enfin, Epsilon Flock désactive également automatiquement les éléments de modèle
qui ne correspondent plus aux modèles de migration définis [108]. Les approches de spécification
manuelle ne fournissent pas de support explicite pour garantir que la migration spécifiée conserve
la sémantique. Selon Williams et al. [126] cette approche donne au développeur de méta-modèle un
contrôle fin de la stratégie de migration, mais le travail d’intégration de la stratégie au cadre de
modélisation est une activité spécialisée difficile [110].
Approches basées sur les opérateurs
Les approches basées sur les opérateurs, telles que [121] et COPE [50], fournissent des opéra-
tions réutilisables qui encapsulent les adaptations et les migrations de méta-modèles récurrents.
Selon Williams et al. [126], ces approches permettent aux utilisateurs de définir des évolutions de
méta-modèles à l’aide d’opérateurs prédéfinis (petites transformations appliquées au méta-modèle),
chacune associée à une action de migration de modèle associée (ajout, suppression, mise à jour, ...).
Dans ce cas, la stratégie de migration est construite de manière incrémentielle et la migration est
automatiquement créée à partir de cette stratégie. De plus, on mentionne l’approche de Wachsmuth
[121] qui définit des classes d’opérations couplées assurant la sémantique et la préservation d’ins-
tance. Wachsmuth [121] indique la préservation de la sémantique du méta modèle, i. e. l’ensemble
des modèles syntaxiquement corrects, plutôt que la préservation de la sémantique du langage de
modélisation, i. e. la fonction qui mappe chaque modèle à sa signification.
Approches d’études de migration des données
Les outils de migration basés sur le refactoring sont discutés dans [48] où l’outil de recherche
CatchUp est utilisé pour mettre à jour des applications. [48] utilise des descriptions de refactorings,
par exemple renommer une classe ou une interface, déplacer un type Java d’un package vers un
autre package, modifier le nom de la méthode, le type de retour, la visibilité, ajouter, supprimer, re-
nommer les paramètres, définir la valeur par défaut pour les paramètres ajoutés. ajouter/supprimer
des types d’exception. généraliser le type d’un champ, d’un paramètre ou d’un type de retour, renom-
mer le champ et éventuellement renommer les getters et les setters, remplacer toutes les occurrences
d’un type avec un super-type particulier. Afin d’aider les développeurs d’applications à migrer leurs
applications vers une nouvelle version. Ces travaux visent à mettre à jour les applications en enregis-
trant et en lisant les refactorings. Seulement, peu de refactorings ont des enregistrements complets
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et un support de relecture. Selon [33], le refactoring au niveau du modèle est intrinsèquement plus
difficile en raison de la difficulté à évaluer l’impact potentiel sur les caractéristiques structurelles et
comportementales des systèmes.
2.4 Bilan
Il existe des approches qui facilitent l’évolution et/ou la coévolution. Les tableaux 2.1 2.2 pré-
sentent une comparaison entre ces approches. Le tableau 2.1 synthétise les approches existantes de
détection et de construction d’opérateurs complexes [62].
Une brève explication des dimensions utilisées dans le tableau 2.2 pour caractériser les travaux
existants est présentée ci-dessous.
Différenciation : les différences peuvent être obtenues à partir de deux versions de méta-
modèle : basée sur les liens entre deux « états» (sans connaître la transformation) ou bien basée
sur les opérations (applications d’opérations prédéfinies sur le métamodèle pour le faire évoluer).
Adaptations : les métamodèles peuvent être modifiés par une séquence d’opérateurs. Par consé-
quent, l’adaptation des artefacts affectés peut se faire en considérant les changements de métamodèle
dans leur ensemble ou en gérant un seul changement à chaque fois. À cet égard, des adaptations
peuvent être distinguées comme batch ou entrelacé, respectivement.
Ordre : les migrations peuvent être spécifiées directement à l’aide d’un langage fourni par la
technique considérée (ordre unique), ou bien elles peuvent être générées automatiquement à partir
des modifications du métamodèle (Ordre supérieur).
Type de transformation : si la migration donne l’artefact adapté en tant que nouvelle entité
(Out-place) ou comme élément initial avec l’adaptation opérant directement dessus (In-place).
Concentration : une approche de migration peut être dédiée à des types spécifiques d’artefacts
(par exemple, modèles ou transformations), ou elle peut être générale et capable de migrer tout
constituant de l’écosystème de métamodélisation.
Paradigme : si la logique d’adaptation est définie selon une approche déclarative ou bien im-
pérative.
Syntaxe concrète : si la notation utilisée pour spécifier les migrations est textuelle ou gra-
phique.
Manque de gestion de l’information : certains cas d’adaptation ne peuvent pas être effec-
tués automatiquement et nécessitent des informations supplémentaires. (Spécifiées par l’utilisateur)
ou alternativement, le programme de migration peut s’appliquer sans ces informations.
Raffinement : les stratégies de migration peuvent être raffinées ou pas.
Navigation dans le modèle : langage utilisé pour naviguer et interroger les artefacts.
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Intrusive (structurelle) : si l’approche proposée traite les différences structurelles ou pas.
Non intrusive(sémantique) : si l’approche proposée traite les différences au niveau des in-
terfaces d’accès aux classes et à leurs attributs.
Niveau architectural : à quel niveau architectural l’approche proposée traite la problématique
de coévolution.
Passage à l’échelle : traitement ou pas d’un grand nombre de changements sur des modèles
volumineux.
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Chapitre 3
Transformations structurelles pour
l’évolution des modèles de données
3.1 Introduction
Dans ce chapitre nous proposons une approche incrémentale, orientée modèle, pour traiter l’évo-
lution des modèles de données complexes et la co-évolution de leurs données (instances). Nous avons
défini notre approche dans un environnement d’ingénierie dirigée par les modèles (IDM). Des méta-
modèles de modèles de données, d’instances de données et d’opérateurs d’évolution ont été définis
afin d’obtenir un cadre intégré et unifié.
Ce chapitre décrit le travail présenté dans [2]. Il vise les trois objectifs suivants :
— être capable de reconnaître de nombreuses différences en tant qu’opérateur composite unique ;
— construire le schéma d’évolution en indentifiant des changements structurels ;
— assurer la conservation intégrale des données sans perte d’information ;
3.2 Contexte : modèles de données spatiaux
Selon l’utilisation finale des données, le même concept peut être modélisé de deux manières. Par
exemple, l’héritage est représenté dans le méta-modèle XIF par des relations de composition, alors
que le méta-modèle XTCE [39] définit les relations conventionnelles d’héritage. Une telle différence
de modélisation induit un grand nombre de différences syntaxiques, structurelles entre un modèle
de données XIF et un modèle de données XTCE, même si elles représentent le même concept. Cet
exemple illustre les objectifs principaux de ce travail :
1. Nous voulons pouvoir reconnaître une évolution sémantique (qui est en réalité la différence
réelle entre deux modèles, et la cause de l’évolution) en tant que transformation complexe
unique, malgré le fait que la différence associée soit cachée dans un très grand nombre de dif-
férences syntaxiques (qui sont en fait des différences apparentes sans signification, autrement
dit des symptômes de l’évolution).
2. Nous admettons que la compatibilité ascendante peut ne pas toujours être conservée, mais
nous souhaitons traiter la migration des données sans perte d’informations.
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Revenons à notre exemple de l’héritage. Dans le premier but, on veut reconnaître les différences
dues à l’héritage en tant qu’opérateur unique, englobant les différences syntaxiques associées, afin
de pouvoir identifier clairement d’autres différences. Cet exemple est un exemple extrême de recons-
truction de modèle de données. Mais on rencontre souvent de tels cas lorsque on étudie l’évolution
des modèles de données dans l’industrie spatiale. De plus, les modeleurs doivent souvent recons-
truire leur modèle de données pour répondre aux nouvelles exigences, mais ne souhaitent pas casser
complètement l’ancien modèle de données. Même en l’absence de compatibilité ascendante, ce qui
pourrait ne pas être possible si la conception d’origine ne permet pas de traiter correctement les
modifications nécessaires, il pourrait rester possible de conserver les informations contenues dans
les anciennes données si la reconstruction est correctement identifiée.
Ainsi, la capacité de gérer l’évolution des modèles de données et les processus de migration de
données est un problème majeur dans le domaine de l’ingénierie spatiale. Des techniques d’évolution
et de migration facilitant ces processus amélioreront considérablement la qualité et l’efficacité du
développement du système.
3.3 Gestion de l’évolution des modèles et de la migration
des données : approche proposée
3.3.1 Vue d’ensemble de notre approche
Afin de gérer les modifications de modèles et de données impliquées dans le développement et
l’exploitation de systèmes complexes dans un domaine d’application critique tel que l’ingénierie
spatiale, on doit concevoir un protocole rigoureux pour contrôler l’évolution du modèle et des
migrations de données. Ce protocole doit synthétiser et capturer l’ensemble des modifications, qui
peuvent être différentes d’une version à l’autre.
La figure 3.1 représente une approche novatrice basée sur des modèles pour automatiser l’évolu-
tion des modèles de données. Cette approche repose sur différentes étapes. Chacune manipule des
modèles en tant qu’objets de première classe et nécessite la capacité de gérer les langages de modéli-
sation et leur sémantique. Par exemple, dans l’ingénierie dirigée par les modèles, des méta-modèles
sont configurés pour prendre en charge une telle manipulation.
Figure 3.1 – Une approche en trois étapes pour la migration des données.
Afin de contrôler le processus d’évolution et de garantir la conservation des valeurs de données
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pendant la migration, les trois étapes de notre approche, à savoir la comparaison des modèles de
données, la mise à plat des opérateurs d’évolution, et la conservation des données, sont appliquées
dans un processus séquentiel où la sortie de chaque étape est utilisée comme entrée de la suivante.
L’approche décrite ci-dessus peut être appliquée à tout modèle de données et pour tout domaine
d’application donné, à condition que la capacité de manipuler, aux niveaux structurel et descriptif,
ces modèles de données en tant qu’objets de première classe soit offerte. Nous avons notamment
déployé cette approche pour le domaine spécifique des missions spatiales où les modèles de données
sont manipulés dans un environnement IDM via leurs méta-modèles (Voir chapitre 5 sections 5.1.1
et 5.1.2.
3.3.2 Étape 1. Comparaison des modèles de données
Description
L’étape de comparaison des modèles de données est illustrée à la figure 3.2. Deux modèles de
données d’entrée conformes au même langage de modélisation sont comparés. À la suite de cette
comparaison, à l’aide de moteurs de comparaison spécifiques, les résultats de la comparaison sont
générés aux niveaux structurel et descriptif. Selon la figure 3.2, ces résultats contiennent :
Figure 3.2 – Etape. 1. Comparaison des modèles de données.
— des correspondances entre les éléments source et cible, ainsi que
— des différences appartenant à quatre classes
— Ajout pour affirmer quand un concept de modèle de données a été ajouté dans le modèle
de données cible,
— Suppression pour affirmer quand un concept de modèle de données source a été supprimé
dans le modèle de données cible,
— Déplacement pour affirmer quand un concept de modèle de données source a été déplacé
vers un autre concept dans le modèle de données cible,
— Modification pour affirmer quand un concept de modèle de données source a été modifié
dans le modèle de données cible.
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Figure 3.3 – Exemple d’une évolution simple
Exemple
Considérons deux modèles de données orientés objet comme le montre la figure 3.3 :
— un modèle de données source SM contenant une classe C avec des attributs a, b, c, d et
— un modèle de données cible TM contenant une classe C avec des attributs entiers a et b et
une classe C ′ avec des attributs c et d et C ′ hérite de C
Un moteur de comparaison peut produire les différences suivantes :
— ajout de la classe C ′ au modèle cible, en utilisant la différence Ajout
— déplacement des attributs c et d vers la classe C ′, en utilisant la différence Déplacement
Notons que, selon les moteurs de différences utilisés, d’autres classes de différences acceptables
auraient pu être identifiées. Par exemple, nous pouvons identifier les différences Suppression suivi
de Ajout pour les attributs c et d.
3.3.3 Étape. 2 Aplatissement des opérateurs d’évolution
Description
Comme mentionné, les différences produites à l’étape 1 sont structurelles et descriptives. Elles
peuvent être considérées comme des différences de bas niveau ou des différences syntaxiques. Par
conséquent, leur interprétation d’un point de vue sémantique n’est pas une tâche facile. Afin de
surmonter cette difficulté, nous avons proposé un ensemble d’opérateurs permettant au concepteur
de dériver le modèle de données cible à la suite d’applications successives d’opérateurs d’évolution
voir la figure 3.4.
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Figure 3.4 – Aplatissement des opérateurs d’évolution.
Les résultats obtenus à l’étape de comparaison précédente sont interprétés, à l’aide d’un moteur
de transformation voir figure 3.4, en tant qu’opérateurs d’évolution atomique. Ces opérateurs sont
indépendants du processus de comparaison : ils sont définis en fonction du niveau de langage de
modélisation et peuvent manipuler les concepts du modèle. Ces opérateurs atomiques sont composés
pour définir un ensemble d’opérateurs composites permettant d’évoluer un modèle de données source
à un modèle de données cible. En d’autres termes, lorsqu’ils sont appliqués au modèle de données
source, la séquence d’applications d’opérateurs atomiques et/ou composite permet de dériver (c’est-
à-dire de produire) le modèle de données cible. Ces opérateurs sont définis par le concepteur en
fonction de son expertise.
Après l’application de la séquence d’opérateurs composites, le modèle cible obtenu est identique
à celui obtenu après évolution. En procédant ainsi, on obtient une approche constructive pour
l’évolution des modèles de données.
Exemple
Revenons à l’exemple précédent représenté sur la figure 3.3. Considérons des modèles de données
de la forme M = (Cm, Rm) avec
— Cm est un ensemble de classes (identifiants de classes)
— Rm = {rm|rm ∈ Cm × Cm} un ensemble de relations binaires entre classes (identifiants de
relations).
Par ailleurs, chaque classe est associée à un ensemble d’attributs, éléments de l’ensemble A de tous
les attributs (identifiants d’attributs), qui y sont définis. La fonction Attr : Cm −→ P(A), où P(A)
définit l’ensemble des parties de A, renvoie pour chaque classe, l’ensemble des attributs déclarés au
sein de cette classe.
Ainsi, le modèle de données cible de la figure 3.3 défini comme M = ({C,C ′}, {C ′ is_a C}) est
le modèle de données comprenant deux classes C et C ′ et une relation d’héritage où C ′ hérite de
C. Ici, les attributs de ces classes sont définis par Attr(C) = {a, b} et Attr(C ′) = {c, d}.
Pour définir les opérateurs atomiques, nous utilisons les notations suivantes :
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— M.Cm et M.Rm pour désigner respectivement l’ensemble des classes et des relations binaires
d’un modèle M ;
— pour une action donnée manipulant une notion X désignant un modèle, une classe ou une
relation,X ′old désigne la notionX avant l’exécution de cette action. Cette notation est utilisée
pour la description des préconditions et postconditions d’une action.
Toujours pour l’exemple de la figure 3.3, après analyse des différences obtenues, trois opérateurs
atomiques sont identifiés. Nous décrivons ci-dessous leur spécifications à l’aide de préconditions et
de postconditions.
— OP1 : Ajout_Classe(c,M) permet de d’ajouter une nouvelle classe c au modèle de données
(MD) M . Cet opérateur ne s’applique que s’il n’existe pas dans M de classe ayant le même
identifiant de classe.
— Pré-condition : @c′ ∈M.Cm
— Post-condition : M = (M ′old.Cm ∪ {c},M ′old.Rm)
— OP2 : Ajout_Classe_Is_a(c1, c2,M) pour définir une relation d’héritage entre deux classes
c1 et c2 d’un modèle de données M , que nous noterons c2 is_a c1.
— Pre-condition : c1 ∈M.Cm ∧ c2 ∈M.Cm
— Post-condition : M = (M ′old.Cm,M ′old.Rm ∪ {c2 is_a c1})
— OP3 : Déplacement_Att(c1, a, c2,M) pour déplacer l’attribut a de la classe c1 vers la classe
c2 dans le modèle de données M . Bien que les attributs des sous-classes restent inchangés,
les emplacements des attributs d’origine doivent être supprimés des attributs de la classe
elle-même [46].
— Pre-condition : c1 ∈ M.Cm ∧ c2 ∈ M.Cm ∧ c2 is_a c1 ∈ M.Rm ∧ a /∈ Attr(c2) ∧ a ∈
Attr(c1)
— Post-condition : Attr(c2) = Attr(c2′old) ∪ {a} ∧ Attr(c1) = Attr(c1′old) − {a} ∧M =
(M ′old.Cm ∪ {c1, c2} − {c1′old, c2′old}, Rm)
Ces opérations atomiques peuvent être composées en utilisant la composition séquentielle notée
◦. Ainsi, si nous reprenons l’exemple de la figure 3.3, on peut définir, par instantiation, un opérateur
d’évolution défini comme l’opérateur composite suivant :
Ajout_Classe ◦Ajout_Classe_Is_a ◦Déplacement_Att ◦Déplacement_Att
De manière plus générale, cet opérateur peut être généralisé à l’opérateur
Pushdown = Ajout_Classe ◦Ajout_Classe_Is_a ◦Déplacement_Att ◦Déplacement_Att∗
où ∗ signifie composition itérative.
Cet opérateur permet de construire le modèle cible de la figure 3.3.
3.3.4 Étape. 3 . Conservation des données
Description
Après avoir traité l’évolution du modèle de données à l’étape précédente, la dernière étape
de notre approche procède à la migration des données, c’est-à-dire aux données caractérisées par
les modèles de données définis. En effet, les données disponibles en tant que valeurs de données
(ou instances) dans le modèle source sont migrées en tant que valeurs de données (ou instances) du
modèle cible. A ce niveau, on définit les opérateurs de coévolution (ou de migration) tels qu’illustrés
à la figure 3.5.
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Figure 3.5 – Processus de coévolution.
Exemple
Toujours, avec le même exemple, considérons une instance de la classe C définie parOid_int_C =
(1, 2, 3, 4) où les attributs a, b, c et d sont évalués à 1, 2, 3 et 4 respectivement. Ensuite, l’opérateur
de coévolution Change_Instance_Type est appliqué sur cette instance en tant que Oid_int_C ′ =
Change_Instance_Type(C ′, Oid_int_C) évalué en tant que Oid_int_C ′ = (1, 2, 3, 4).
De la même manière, d’autres opérateurs de coévolution peuvent être définis. Par exemple,
une autre opération de coévolution peut produire les instances suivantes : Oid_int_C = (1, 2) et
Oid_int_C ′ = (Oid_int_C, 3, 4).
— Ajouter une classe (c : C) : lors de la coévolution, l’opérateur est sans impact sur la donnée
— Ajouter une relation d’héritage : lors de la coévolution, l’opérateur est sans impact sur la
donnée
— Déplacer une/plusieurs propriétés : lors de la coévolution, les instances d’attribut doivent
être remplacées par des instances des nouveaux types. Si la super-classe avait des instances
directes, ces instances perdent leur «valeur» [79].
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3.3.5 Évolutions du modèle et migration des données
Vérification de l’évolution du modèle et de la migration des données
Une fois que l’évolution du modèle et les opérateurs de migration de données sont appliqués,
ils conduisent à la synthèse d’un nouveau modèle de données cible, nommé modéle de données
synthétisé, et d’un ensemble de données cible (cf. figure 3.5). À ce stade, il devient possible de vérifier
si l’évolution est correcte, d’une part en vérifiant la conformité du modéle de données synthétisé avec
le méta modéle cible, d’autre part en vérifiant l’égalité (et uniquement l’égalité) entre le modèle de
données cible et le modéle de données cible synthétisé. À ce stade, l’alternative suivante se présente :
— soit la vérification que la migration est saine réussit et l’évolution/coévolution est acceptée et
validée, auquel cas, par exemple, une nouvelle version peut être émise.
— soit la vérification que la migration est saine échoue. Dans ce cas, le processus d’évolution
doit être exécuté à nouveau avec une nouvelle séquence d’applications d’opérateurs atomiques
/ composites. L’utilisateur final est chargé de définir une nouvelle séquence d’opérateurs en
fonction d’une stratégie choisie. Le choix d’une telle stratégie n’entre pas dans le cadre du
présent travail, mais la section 3.5 contient des orientations pour les futurs travaux.
A propos de l’évolution du modèle et du processus de migration des données
L’approche proposée peut être déployée dans différentes situations, telles que des systèmes de
base de données ou des paramètres d’ingénierie dirigés par des modèles. Cependant, la définition
des opérateurs d’évolution et/ou de migration (coévolution) atomiques et composites nécessite une
attention particulière.
— La manière dont les modifications sont enregistrées par les moteurs de comparaison peut avoir
une incidence sur le choix des opérateurs atomiques à appliquer pour définir les opérateurs
d’évolution composite.
— La définition des opérateurs composites dans l’évolution du modèle de données peut nécessiter
une sémantique supplémentaire exprimées par des conditions préalables et des postconditions.
— La définition d’une migration de données conservatrice ou non conservatrice à la troisième
étape (coévolution). En fonction de l’opérateur défini, le concepteur peut définir des opérateurs
de migration qui conservent les données source complètement ou partiellement.
La section suivante montre comment notre approche est déployée dans le cas de techniques
d’ingénierie dirigées par des modèles prises en charge par le cadre de modélisation Eclipse (EMF).
3.4 Aperçu général du cadre méthodologique pour l’évolu-
tion et la migration
La section précédente présente un cadre général basé sur trois étapes pour gérer l’évolution des
modèles de données et la migration des données (instances). Ce cadre est générique et chaque étape
a été illustrée à l’aide d’un exemple simple. Nous affirmons que l’utilisation de ce cadre dans une
grande variété de situations de modélisation est possible.
Afin de valider cette affirmation, cette section décrit le déploiement de l’approche présentée
dans la section 3.3.1 au cas où les modèles sont décrits dans un langage de modélisation de données
conforme à la vision de l’ingénierie des modèles. Voir figure 3.6. Ainsi, les langages de modélisation
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sont caractérisés par des méta-modèles permettant au concepteur de manipuler des modèles de
données et leurs instances en tant qu’objets de première classe. Les trois étapes identifiées sont
définies dans ce cadre.
Figure 3.6 – Description technique de l’approche proposée dans un environnement IDM basé sur
l’architecture MOF.
3.4.1 Notre approche dans un contexte IDM : Architecture
L’utilisation d’une approche d’ingénierie dirigée par un modèle pour gérer les différentes étapes
de la méthode développée présentée dans la section 3.3 nécessite de définir ces étapes aux différents
niveaux de modélisation de MOF. La figure 3.6 décrit l’architecture globale de notre approche. Elle
donne un positionnement clair des différentes étapes au dessus de l’architecture MOF. Pour la suite,
les modèles de données considérés sont conformes aux diagrammes de classes UML.
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Préparation des données
La préparation des données est une phase de prétraitement. Cela consiste à aligner les différentes
représentations des modèles de données source et cible. En d’autres termes, il s’agit d’alignements de
formats. Les modèles de données ainsi que leurs instances sont transformés en modèles aux niveaux
M0 et M1 de l’architecture EMF (Eclipse Modeling Framework). Cette phase de préparation des
données correspond aux boîtes en pointillés de la figure 3.6.
Trois étapes
Une fois que tous les éléments de données manipulés sont décrits dans le paramètre de mo-
délisation unique offert par EMF, il devient possible de positionner les trois étapes de l’approche
proposée dans cette architecture.
— Étape 1. La première étape, notée Compare dans la figure 3.6, consiste à utiliser un outil
externe pour effectuer la comparaison entre les modèles de données source et cible. Nous
avons utilisé l’outil EMF Compare [35], à cette fin.
— Étape 2. L’étape suivante consiste à appliquer les opérateurs d’évolution atomique et compo-
site. Grâce à la capacité offerte par l’approche IDM, ces opérateurs sont modélisés à l’aide d’un
méta-modèle d’opérateurs. Chaque opérateur est caractérisé par un ensemble de propriétés
définissant les conditions d’application.
— Étape 3. De manière similaire à l’étape précédente, la troisième étape consiste à appliquer
des opérateurs de coévolution ou de migration également définis à l’aide du méta-modèle
d’opérateurs.
3.4.2 Notre approche dans un environnement IDM : déploiement avec
EMF
Donnons les détails de chaque étape. Pour illustrer le fonctionnement de l’approche dans un
environnement IDM, on utilise des exemples basés sur différents modèles et méta-modèles conformes
à l’architecture MOF à l’aide de la suite d’outils EMF. Ces modèles sont volontairement réduits
pour que l’approche reste compréhensible. Des études de cas complexes, basées sur une approche
IDM, correspondant à des applications réelles dans le domaine de l’ingénierie des missions spatiales
sont présentées dans le chapitre 5.
Étape. 1
Figure 3.7 décrit un extrait (sous-ensemble simplifié) du méta-modèle pour les diagrammes de
classes UML. Les modèles qu’on manipule (source et cible) sont conformes à ce méta-modèle.
Ce méta-modèle prend en charge la définition des modèles de données de classes avec attributs.
Deux types de relations entre les classes sont disponibles : l’héritage simple et la composition de
classe. Naturellement, ce méta-modèle contient de nombreux autres concepts importants, qui ne
sont pas affichés ici car ils ne sont pas utilisés dans notre exemple.
Deux modèles de données conformes au méta-modèle précédent de la figure 3.7 sont définis sur
la figure 3.8, décrivant tous les deux les classes Father et Child. Dans le modèle de données source
(à gauche de la figure 3.8), Child hérite de Father. Dans le modèle de données cible (à droite
de la figure 3.8), une relation de composition remplace cet héritage. Cette dernière introduction
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Figure 3.7 – Extrait du méta modèle du diagramme de classes.
fait partie des différences syntaxiques latérales qui doivent être fusionnées en un opérateur unique
décrivant la transformation.
Figure 3.8 – Une évolution de modèle structurel : de la relation UML entre l’héritage et la com-
position.
Lorsque nous avons utilisé EMF Compare sur l’exemple de la figure 3.8, les correspondances et
différences suivantes sont générées. Ils sont décrits dans un format interne pouvant être traité.
Correspondances (matches).
La première catégorie de résultats générée est matches. Les correspondances identifiées entre les
concepts de modèles de données source et cible sont explicitement énoncées. En ce qui concerne les
modèles de données décrits à la figure 3.8, les correspondances de la table 3.1 sont obtenues. L’outil
identifie les correspondances relativement au méta-modèle.
Ici, avec le méta-modèle décrit à la figure 3.7, trois types de correspondances sont identifiés : les
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Source Cible Commentaire
Left = Source Data Model Right = Target Data Model Compared models
Left Father type = Class Right Father type = Class Class Father matching
Left Child type = Class Right Child type = Class Class Child matching
Left Inheritance type = Relation Right Composition type = Relation Matching at the Relation level
Left Firstname type = Attribute Right Firstname = Attribute Attribute Firstname matching
Left Familyname type = Attribute Right Familyname type= Attribute Attribute Familyname matching
Table 3.1 – Les correspondances obtenus sur les modèles de données de la figure 3.8.
Catégorie de différence Localisation source de la différence Commentaire
referenceChangeSpec :
Kind= CHANGE
reference=Inheritance.SimpleClass,
value= Class B
Changement dans la relation
d’héritage de la sous-classe B
referenceChangeSpec :
Kind= CHANGE
reference=Inheritance.SuperClass,
value= Class A
Changement dans la relation
d’héritage de la superclasse A
referenceChangeSpec :
Kind= DELETE
reference=DataModel.relations,
value= Inheritance
Suppression de la relation
d’héritage
referenceChangeSpec :
Kind= CHANGE
reference=Composition.Source,
value= Class A
Changement dans la relation
de classe A
referenceChangeSpec :
Kind= CHANGE
reference=Composition.Cible,
value= Class B
Changement dans la relation
de classe B
referenceChangeSpec :
Kind= ADD
reference=DataModel.relations,
value= Composition.ComposedOf
Ajout d’une relation de
composition dans la classe source A
Table 3.2 – Résultats des différences obtenus sur les modèles de données de la figure 3.8.
classes (Father et Child), les attributs (Familyname et Firstname) et les relations (une relation
entre classes Father et Child des deux côtés). On observe que la relation identifiée correspond à
la superclasse Relation du méta-modèle, alors qu’une différence au niveau de l’ heritage et de la
composition est identifiée ci-dessous.
Différences.
La deuxième catégorie de résultats produits par l’outil de comparaison EMF est différences. Ils
sont classés en fonction des quatre différences Ajout, Suppression, Modification et Déplacement.
Dans notre exemple, les différences obtenues sont données dans le tableau 3.2.
Six changements sont identifiés. Ils correspondent à deux modifications pour la relation d’héri-
tage (une première sur la superclasse et une seconde sur la sous-classe) et une autre pour la relation
de composition. Ces modifications sont suivies d’une suppression de la relation d’héritage suivie
d’un ajout d’une relation de composition.
Étape. 2
Comme le montre la figure 3.4, les correspondances et/ou les différences donnent lieu à un
ensemble d’opérateurs atomiques. Ces opérateurs sont indépendants du processus de comparaison.
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Leur définition doit être conforme au méta-modèle utilisé.
Dans le cas général, chaque différence identifiée conduit à un opérateur atomique. Par exemple,
Add_Class_to_ Model est un opérateur atomique directement extraits de l’ensemble des modifica-
tions. De plus, d’autres opérateurs atomiques peuvent être obtenus par cascade c’est-à-dire combiner
des différences au niveau structurel. Par exemple, la différence en cascade Add_Attribute_to_Class
suivi par Add_Class_to_ Model définit un seul opérateur atomique Add_Class_to_Model puisque
l’ajout d’une classe entraîne l’ajout de tous les attributs de cette classe.
Opérateur Atomique Changements utilisés pour définir l’opérateur
DELETE_Inheritance_Relationship ReferenceChangeSpec: Kind= CHANGE
reference=Inheritance.SimpleClass, value=Class Child
ReferenceChangeSpec: Kind= CHANGE
reference=Inheritance.SuperClass, value=Class Father
ReferenceChangeSpec: Kind= DELETE
reference=DataModel.relations, value=Inheritance
ADD_Composition_Relationship ReferenceChangeSpec: Kind= CHANGE
reference=Composition.Source, value=Class Child
ReferenceChangeSpec: Kind= CHANGE
reference = Composition.Cible , value=Class Father
ReferenceChangeSpec: Kind= ADD
reference=DataModel.relations, value=Composition.ComposedOf
Table 3.3 – Opérateurs atomique obtenus à partir des changements des tables 3.1 et 3.2.
Poursuivant notre exemple, l’analyse des tables 3.1 et 3.2 conduit à la définition des opérateurs
atomiques de la table 3.3. Deux opérateurs atomiques sont identifiés en cascade : ajout d’une relation
de composition et suppression d’une relation d’héritage. Ainsi, six différences au niveau syntaxique
sont encapsulées dans deux opérateurs atomiques. Les opérateurs composites sont définis par le
concepteur comme des compositions d’opérateurs atomiques et/ou d’autres opérateurs composites
définis précédemment. Dans notre exemple, un opérateur composite From_Inheritance_to_Composition_
Relationship est défini comme étant la composition de la suppression de l’héritage et de l’ajout
de relations de composition. On obtient :
From_Inheritance_to_Composition_Relationship =
DELETE_Inheritance_Relationship ◦ ADD_Composition_Relationship
L’application de cet opérateur produit le modèle de données synthétisé identique au modèle de
données du côté droit de la figure 3.8.
Remarques
— Comme mentionné précédemment, une action de vérification est requise pour vérifier si le
modèle de données synthétisé est identique au modèle de données cible. On vérifiant d’une
part la conformité du modèle synthétisé avec le méta modèle cible et d’autre part l’égalité
entre le modèle cible et le modèle synthétisé. Si cette vérification échoue, une autre stratégie
d’applications d’opérateurs composites / atomiques doit être définie et appliquée.
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— Différentes stratégies de définition des opérateurs composites peuvent être définies par le
concepteur. Ces stratégies correspondent à l’ordre de composition séquentiel des opérateurs
atomiques.
— Les opérateurs atomiques et composites ne s’appliquent pas aléatoirement. Des conditions
préalables et postérieures sont associées à chaque opérateur. L’application de ce dernier n’est
possible que si la condition préalable associée est vérifiée.
— Le nombre d’opérateurs composites intégrés a une incidence sur l’efficacité de la définition de
l’évolution du modèle de données. En effet, la disponibilité de plusieurs opérateurs composites
permet au concepteur de définir davantage de stratégies de composition des opérateurs com-
posites / atomiques. Une bibliothèque d’opérateurs composites et de stratégies d’application
peut être mise en place.
Un méta-modèle pour les opérateurs
Tous les opérateurs d’évolution identifiés sont conformes à un méta-modèle d’opérateurs faisant
référence au méta-modèle de données. La figure 3.9 représente un extrait de ce méta-modèle, qui
est également simplifié. Elle décrit un méta-modèle d’évolution en tant qu’ensemble d’opérateurs.
Les opérateurs peuvent être atomiques ou composites. Chaque opérateur composite est décrit par
sequence qui est une liste ordonnée d’opérateurs (>= 2 opérateurs) correspondant à la stratégie
d’application qu’il exécute.
Figure 3.9 – Méta-modèle d’évolution basé sur les opérateurs atomiques et composites.
Il est à noter que la classe Operator est dotée de différents attributs :
— Precondition et Postcondition sont des expressions booléennes décrivant les conditions
requises avant et aprés l’exécution de l’opérateur. Ces expressions manipulent des concepts
tels que des classes ou des attributs empruntés du méta-modèle de données.
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— WithImpact est une expression booléenne indiquant si Operator impacte des instances du
modèle de données considéré. En effet, certaines évolutions peuvent concerner des éléments
de modèle de données pour lesquels aucune instance ne peut exister.
— DataConservative est une expression booléenne affirmant si l’évolution est sans perte d’infor-
mation. Parmi les opérateurs qui ont un impact sur les données, certains d’entre eux peuvent
ne pas être conservatifs, c’est-à-dire peuvent nécessiter, par exemple, la migration de certaines
informations supplémentaires qui ne sont pas contenues dans les instances d’origine.
Deux opérations importantes sont également disponibles, elles sont fondamentales dans notre
approche.
— Lors de l’exécution de Operator, l’opération Apply construit l’action d’évolution associée à
la classe Operator . Celle-ci est appelée à chaque fois que l’opérateur Operator apparait dans
une composition d’opérateurs. L’opération Apply n’est définie que pour des opérateurs où
WithImpact est vrai.
— De la même manière, l’opération Migrate procède à la migration de données associées à un
opérateur, qui sera abordé lors de l’étape suivante.
Étape. 3
Une fois que le modèle de données cible a été obtenu par application des opérateurs d’évolution,
la dernière étape consiste à appliquer les opérateurs de migration chargés de la coévolution, c’est-à-
dire de créer des instances du modèle de données cible. Dans notre cas, ces instances sont conformes
au méta-modèle de données, c’est-à-dire au méta-modèle d’instances. Un extrait de ce méta-modèle
est présenté à la figure 3.10. Dans sa partie supérieure, cette figure représente les concepts du
méta-modèle pour les modèles de données de la figure 3.9.
Figure 3.10 – Un extrait du méta-modèle de la donnée et de sa connexion avec le méta-modèle
des modèles de données.
La classe data du méta-modèle de la figure 3.10 décrit les instances d’une classe à laquelle elle
est liée via le lien InstanceOf. Chaque instance est composée d’un ensemble de valeurs d’attributs.
Si on revient au méta-modèle des opérateurs représentés sur la figure 3.9, on observe que l’
opérateur est équipé d’une opération Migrate chargée de produire des instances de type data.
Pour chaque opérateur composite et/ou atomique introduit à l’étape 2, une opération Migrate
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est définie par le concepteur. Cette opération décrit l’impact de l’évolution sur les instances et les
données. Lors de la définition de cette opération, deux situations peuvent se présenter.
— La migration est conservative des données. Dans ce cas, la structure de données a changé sans
perte d’information.
— La migration est non-conservative des données. Dans ce cas, la structure de données peut être
modifiée par les opérateurs d’évolution et une perte d’informations peut survenir.
Figure 3.11 – Exemple de conservation des valeurs de données après l’évolution structurelle du
modèle de données.
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Sur notre exemple, la figure 3.11 illustre le premier cas avec une conservation des données. La
valeur de l’instance John est inchangée. Par contre Alice et Bob sont conservés avec le changement
dans la structure de données, puisque l’évolution est passée de la relation d’héritage à la relation
de composition.
3.4.3 Notre approche dans un contexte IDM
L’approche par étapes illustrée par la figure 3.1 résume les étapes précédentes dans le cas
particulier où les techniques IDM sont mises en place. La figure 3.12 montre une représentation
graphique du processus par étapes obtenu pour ce cas.
Figure 3.12 – Description théorique de l’approche proposée.
Le processus commence par des modèles de données source et cible conformes à un méta-modèle
de données. Ensuite, l’étape 1 exécute le moteur de comparaison entre les modèles de données
source et cible. Un ensemble de différences de bas-niveau est produit. Ces différences représentent
les différences structurelles et descriptives identifiées grâce à la disponibilité du méta-modèle.
Ensuite, l’étape 2 traite la définition des opérateurs d’évolution du modèle. Les différences de bas
niveau sont transformées en un ensemble d’opérateurs atomiques (A1, A2 . . . An pour notre exemple)
et sont conformes à un méta-modèle d’opérateurs. Ce méta-modèle s’enrichit de caractéristiques
spécifiques telles que les pré ou post-conditions associées aux définitions des opérateurs. De la
même manière, les opérateurs composites sont également définis. Par exemple, les deux opérateurs
composites C1 = A1 ◦ A2 ∧ C2 = A1◦ A2 ◦ A3 ◦ C1 peuvent être définis. Enfin, le modèle de
données cible synthétisé est obtenu après l’application d’une séquence d’opérateurs atomiques et/ou
composites. Dans la dernière étape, les opérations de migration, associées à chaque opérateur, sont
appliquées.
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3.5 Conclusion
Dans ce chapitre, nous avons abordé la question de l’évolution de modèles de données et la coévo-
lution des données. Nous avons proposé une approche générique basée sur trois étapes (comparaison,
évolution et coévolution). La première étape utilise un moteur de comparaison pour identifier les
différences structurelles et descriptives. Ensuite, les étapes 2 et 3 réalisent respectivement l’évolution
du modèle et la migration des données. Ces deux étapes reposent sur la définition et l’application
d’opérateurs d’évolution atomiques et/ou composites. La définition de tels opérateurs est au centre
de notre approche. Ils doivent remplir les conditions d’applicabilité afin de garantir la conservation
des données. Le concepteur est chargé de définir la stratégie d’application des opérateurs, c’est-à-dire
la séquence d’applications d’opérateurs atomiques et/ou composites.
Dans un second temps, nous avons déployé cette approche dans un environnement d’ingénierie
dirigée par les modèles. Des méta-modèles de modèles de données, d’instances de données et d’opé-
rateurs d’évolution ont été définis afin d’obtenir un cadre intégré et unifié. Les opérateurs atomiques
et composites ont été définis et configurés sur différents exemples.
L’approche développée dans ce chapitre est basée sur la structure des modèles de données étu-
diés. Nous penssons qu’il est prometteur de résoudre le problème de l’évolution des modèles en
regardant les interfaces logiques (API). Ces interfaces logiques sont définies sur les modèles de
données, peuvent être utilisées pour identifier la correction de l’évolution du modèle à l’aide de
la sémantique observationnelle. Dans le chapitre suivant nous allons montrer comment la problé-
matique d’accessibilité aux interfaces logiques dans un modèle de données a été transposé en une
problématique de chemin dans un graphe. Nous allons présenter le passage d’une approche intru-
sive basée sur la définition d’une liste non-exhaustive des opérateurs atomiques/complexes en une
approche no-intrusive basée sur la définition d’une liste exhaustive d’opérateurs logiques.
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Chapitre 4
Transformations sémantiques pour
l’évolution des modèles de données
4.1 Introduction
Il existe plusieurs approches de vérification et de validation (V & V) de modèles [38, 105, 91]
visant à garantir la qualité des modèles en termes de construction et en termes de pertinence pour
atteindre les objectifs de conception et les exigences des parties prenantes [93].
Dans ce chapitre, nous proposons une approche qui prend en charge l’analyse de la préservation
des interfaces logiques (API) des modèles après re-factoring. Cela consiste à vérifier que les API
d’un modèle de données source sont toujours valables pour le modèle de données cible, quelques
soient les modifications structurelles qui ont été apportées. Cette approche est qualifiée d’observa-
tionnelle, dans le sens où on observe l’évolution d’un modèle depuis l’extérieur, c’est-à-dire depuis
ses interfaces.
Dans la littérature [61], les auteurs ont proposé deux catégories d’interfaces de programmation :
Les API externes sont conçues par les responsables de la bibliothèque pour son utilisation par
des clients.
Les API internes sont utilisées par le code lui-même pour collecter automatiquement les opéra-
tions de refactoring entre les versions de deux API.
Les auteurs dans [61] identifient jusqu’à 52 types de refactoring entre deux versions d’API. Le
refactoring identifie des différences structurelles, détectables uniquement par des transformations
mécaniques. Dans ce cas, une application construite avec une ancienne version du composant API
peut échouer sous une nouvelle version du composant API. Lorsque le problème est visible, l’ap-
plication ne parvient pas à compiler. Dans le cas contraire, l’application peut compiler mais son
comportement peut être modifié [33].
Pour résoudre le problème de l’évolution sémantique des modèles de données, nous avons identifié
trois exigences.
1. Accessibilité. Les accès aux concepts du modèle (classes/attributs) doivent être conservés après
le refactoring du modèle, c’est-à-dire que les getters ou les setters du modèle source doivent
être préservés. La problématique d’accessibilité devient une problématique de chemin dans un
graphe.
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2. Cardinalités. Les cardinalités définissent les extensions des relations entre les concepts du
modèle source (spécifiant le nombre d’instances autorisées) qui doivent être conservées après
le refactoring du modèle.
3. Connaissance. Afin de renforcer l’évolution des concepts, une base de connaissances peut être
associée au processus de refactoring afin de définir les éventuelles équivalences de connaissances
ou les relations entre les concepts du modèle. Les ontologies sont de bons candidats pour une
telle base de connaissances.
Ce chapitre traite la problématique de conservation de données via l’accessibilité. Il se concentre
particulièrement sur les modèles de données produits en ingénierie spatiale.
4.2 Gestion de l’évolution des modèles et la migration des
données : approche proposée
Afin de gérer les changements de données sémantiques impliqués dans le développement et
l’exploitation de systèmes complexes dans un domaine d’application critique tel que l’ingénierie
spatiale, on doit concevoir une approche non-intrusive basée sur l’observation des interfaces au
niveau des deux modèles pour assurer une conservation efficace de la donnée.
Figure 4.1 – Architecture linéaire de l’approche d’évolution sémantique et de migration des don-
nées.
La figure 4.1 représente l’architecture linéaire du processus de gestion de l’évolution sémantique
et de la coévolution des modèles de données.
— Étape 1. Refactoring des modèles de données (Interprétation). Il identifie, dans
chaque modèle de données, les concepts altérés par l’évolution. Un concept peut par exemple
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être une classe au sens UML. Deux modèles de données d’entrée sont comparés en fonction
de ces concepts communs identifiés. Nous utilisons un graphe étiqueté dirigé (LDG) comme
une base d’interprétation de ces concepts. Deux LDGs sont produits pour la source (LDGs)
et la cible (LDGt).
— Étape 2. Projection des modèles de données. Pour chaque LDG produit à l’étape 1,
un ensemble de systèmes de transitions étiquetées (LTS) sont produits avec le même nombre
d’états, le même nombre des transitions et avec différents états initiaux pour chaque lts.
— Étape 3. Comparaison des LTS. L’ensemble des LTS obtenus pour les modèles de données
source et cible sont comparés en utilisant une relation de simulation. Chaque LTS cible est
en relation de simulation avec le LTS source correspondant. Quand il existe une relation
de simulation entre tous les LTS sources et tous les LTS cibles, la préservation du chemin
d’accès aux concepts est assurée.
— Étape 4. Conservation des données. Si l’étape 3 réussit, les instances de données source
conformes au modèle de données source sont migrées. La procédure de migration est définie
en fonction du type de relation de simulation établie à l’étape 3 :
— en cas de simulation forte, les instances de données source sont réutilisées telles quelles
— en cas de simulation faible, les instances de données source sont refactorisées avec l’aide
du chemin identifié par la relation de simulation.
En cas de non préservation de l’API, différentes stratégies de migration peuvent être adoptées :
— Si uniquement des éléments d’une interface ont été enlevés, le modèle source simule le mo-
dèle cible mais la réciproque n’est pas vraie. Des données peuvent alors être supprimées
des instances de données source.
— Si uniquement des éléments d’une interface ont été ajoutés, seul le modèle cible simule le
modèle source. Il y alors nécessité de renseigner de nouveaux attributs dans les instances
de données source pour obtenir les instances cibles. Suivant les cas, la migration peut
être automatique ou non.
— Autrement, aucune action de migration n’est facilement identifiable et cette étape né-
cessitera une intervention manuelle.
4.2.1 Un modèle formel pour vérifier l’évolution des modèles de données
En réponse à l’exigence d’accessibilité, identifiée à la section 4.1, et selon l’étape 1 vu précé-
demment, nous définissons LDG comme un modèle pivot unifié dans lequel des modèles de données
sont transposés.
Dans ce qui suit, C, attr et Bt désignent les concepts de modèle de données (classes, entités,
etc.), les attributs et les types de base (booléen, entier, chaine de caractères, etc.).
Définition 1
Un graphe dirigé étiqueté ldg ∈ LDG est un couple ldg = (V,E) où :
— V = C×P(attr×Bt) est un ensemble de nœuds non vide. Chaque nœud représente un concept
associé à ses attributs typés.
— E ⊆ V × label×V est un ensemble d’arêtes dirigées indiquant les relations entre les concepts.
73
Pour tout e = (vs, l, vt) ∈ E, vs et vt représentent le noeud source et le noeud cible de l’arc e. Et e
est l’étiquette associée à l’arête.
Le noeud v = (c, {(a1, t1), . . . , (an, tn)}) ∈ C × P(attr ×Bt) définit :
— c en tant que concept (classe, entité, etc.), avec
— {(a1, t1), . . . , (an, tn)} comme un ensemble d’attributs de type Bt.
Nous définissons comme étiquette label l’ensemble {is_a, refs, haspart, partof, ref, cast, prop}.
Il comprend les relations d’héritage is_a, d’agrégation refs, de composition haspart, de composition
réflexive partof, de référencement entre concepts ref, de casting cast et d’association prop.
Définition 2
Dans notre approche, l’étiquette spécifique τ ∈ E désigne l’étiquette vide utilisée pour modé-
liser des actions internes non pertinentes, c’est-à-dire des actions non observables. On note LTS
l’ensemble des lts et E∗ l’ensemble de toutes les séquences possibles d’étiquettes de E construites
sur des étiquettes de E [85].
LTS est la projection du graphe LDG sur chaque concept, c’est-à-dire que pour chaque graphe
ldg, il est défini autant de lts qu’il y a de concepts (noeuds de ldg). Chaque lts posséde un état
initial correspondant à chaque concept.
Dans les sous sections suivantes, nous détaillons les différentes étapes de l’approche de traitement
des évolutions sémantiques des modèles de données suivant l’approche observationelle.
4.2.2 Étape 1. Interprétation
L’interprétation est le processus qui produit un graphe g ∈ LDG à partir d’un modèle concep-
tuel cm ∈ CM , où CM est l’ensemble des modèles conceptuels définit à l’aide des langages de
modélisation suivants comprenant, par exemple, UML [10], Entité-Relation (ER) [18], XIF [40] ou
EMF [84]. On note CM Int−→ LDG et g = Int(cm) la fonction qui décrit ce processus. Chaque
concept est interprété comme un nœud et chaque relation comme une arête dans le graphe g.
4.2.3 Étape 2. Projection
La projection est le processus qui produit un ensemble LTS = {lts_1, lts_2, · · · , lts_n} de lts
à partir d’un graphe ldg = (V,E) ∈ LDG où n correspond au nombre de nœuds dans g.
On note LDG Proj−→ LTS et LTS = Proj(g) la fonction qui décrit ce processus. Les règles de
transformation suivantes pour la projection définissent un lts.
Noeud de V = C × P(attr ×Bt). Pour chaque noeud v = (c, {(a1, t1), . . . , (an, tn)}) ∈ C×P(attr×
Bt) dans g,
— le concept c ∈ C définit un état c ∈ S où S est l’ensemble des états d’un système de
transitions.
— chaque type ti ∈ Bt définit un état ti ∈ S
— chaque attribut ai définit une transition (c
ai→ ti) ∈→
Arcs E ⊆ V × label × V . Chaque arête e = (v_s, l, v_t) ∈ E où v_s = (c_s, {(a_s1, t_s_1), . . . ,
(a_s_n, t_s_n)}) et vt = (c_t, {(a_t_1, t_t_1), . . . , (a_t_n, t_t_n)}) définit une ou plu-
sieurs transitions de la forme (c_s l→ ct) ∈ →, avec
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Label = {ref, haspart, partof, touslesnomsdepropriété, touslesnomsd′attribut}
États initiaux pour chaque lts. Finalement, chaque noeud vi ∈ V du graphe g = (V,E) définit
l’état initial de lts_i ∈ {lts_1, · · · lts_n}.
La projection résulte en un ensemble de systèmes de transition étiquetés correspondant à un
modèle de données. On peut bénéficier des techniques de comparaison définies sur de tels systèmes
[85].
4.2.4 Les lts comme modèles pour les APIs
Une api dans un ensemble d’apis est constituée de signatures d’opérations opi telles que getters,
setters. Ces opérations permettent d’accéder, de modifier ou d’interroger des concepts ou des at-
tributs d’un modèle de données. On note {op1, op2, · · · , opm} ⊆ API.
Pour un lts ∈ LTS, on dit qu’une api ∈ API d’un concept donné c est valide si et seulement
si, pour chaque opération opi ∈ api, il existe un chemin, à partir de l’état initial correspondant au
concept c, qui accède à tous les concepts d’entrée et de sortie utilisés par chaque opi ∈ api. On dit
que lts satisfait l’api ∈ API et on note lts |=a api.
Cette définition peut être étendue à toutes les api ∈ API de tout concepts dans un graphe
g = Int(cm) résultant de l’interprétation d’un modèle conceptuel cm. Nous disons qu’un ensemble
Api ⊆ API de APIs défini sur g est satisfait si et seulement si pour chaque api ∈ API il existe un
ltsi ∈ Proj(ldg) tel que ltsi |=a api et on note g |=g Api.
4.2.5 Étape 3. Comparaison des LTS
Définition 3
Soit gs et gt deux ldg. Soit ltss ∈ Proj(gs) et ltst ∈ Proj(gt) deux lts avec un état initial associé
au même concept c et api une API définie sur le ltss et plus précisément sur le concept c.
On dit que api est conservé sur ltst si et seulement si ltst et ltss (écrit comme ltst ∼ ltss) sont
liés par une relation de simulation. De manière informelle, tous les chemins dans ltss sont aussi des
chemins dans ltst, c’est à dire que l’ api est toujours satisfaite dans ltst. Formellement, on écrit :
∀api ∈ API,∀ltss |=a api ∧ ltst ∼ ltss ⇒ ltst |=a api
Cette définition impose de vérifier que tous les lts obtenus pour une api satisfont la propriété α
(∀ltss |=a api ∧ ltst ∼ ltss), on écrit ltst |=a api si α.
4.2.6 Étape 4. Conservation des données
Définition 4
Soit gs et gt deux ldg et Api ⊆ API un ensemble d’API défini sur gs, tel que gs |=g Api. On
dit que l’ensemble Api ⊆ API est préservé sur gt, si et seulement si pour toute api ∈ Api telle
que : ∃ ltss ∈ proj(gs) ∧ ltss |=a api il existe un ltst ∈ proj(gt) tel que : ltst ∼ ltss ∧ ltss |=a api.
Formellement, on écrit :
gs |=g Api
∧ (∀api ∈ Api, ∃ ltss. ltss ∈ proj(gs))∧ ( ltss |=a api)
∧ (∃ ltst ∈ Proj(gt)∧ ltst |=a api)∧ (ltst ∼ ltss)
⇒ gt |=g Api
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Cette définition impose de vérifier que tous les g obtenus pour une api satisfont la propriété
β (gs |=g Api ∧ (∀api ∈ Api,∃ ltss. ltss ∈ proj(gs))∧ ( ltss |=a api) ∧ (∃ ltst ∈ Proj(gt)∧
ltst |=a api)∧ (ltst ∼ ltss), on écrit : gt |=g Api Si β.
4.2.7 Étape 5. Conclusion sur la conservation des données
On dit qu’un modèle conceptuel cmt est une évolution correcte d’un modèle concep-
tuel cms par rapport à un ensemble Api ⊆ API, si et seulement si :
gs = Int(cms) |=g Api =⇒ gt = Int(cmt) |=g Api
Lorsque le modèle conceptuel cmt définit une évolution correcte de cms, les instances peuvent
être migrées.
Soit x un attribut dans le modèle conceptuel source cms du concept Cs, on peut obtenir x dans
l’instance cible du Ct à partir du x dans l’instance source et on écrit : à partir du Get_x() dans le
diagramme d’instance source, x est initialisé suivant Set_x(Get_x(Cs, x), Ct) dans le diagramme
d’instance cible.
4.3 Exemples
4.3.1 Héritage
Nous appliquons la méthodologie définie sur un exemple d’évolution d’un diagramme de classe
UML conceptuel (voir figure 4.2). L’objectif est de vérifier si le diagramme de classes de la partie
droite de la figure 4.2 est une évolution correcte du modèle de données de la partie gauche sur la
même figure.
Figure 4.2 – Exemple d’évolution d’un modèle de données.
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Étape 1. Interprétation
Un exemple d’évolution d’un diagramme de classes UML utilisant l’héritage est donné sur la
figure 4.2. Le tableau 4.1 représente l’api source et l’api cible pour chaque concept du LDG source
et du LDG cible. Les concepts suivants sont identifiés. Le modèle source contient trois concepts A,
B et C. Le concept B et le concept C héritent de la classe A. Le concept A posséde trois attributs
a1, a2 et a3. Le concept C a un attribut a4 et le concept B a un attribut a5. Dans le modèle cible,
on décide de déplacer l’attribut a3 de la classe A aux classes B et C. Les modèles de données source
et cible sont interprétés à l’aide de la fonction Int conduisant à deux ldg. Les trois classes A, B et
C deviennent trois nœuds associés aux attributs a1 jusqu’à a5. La relation d’héritage est identifiée
comme une étiquette d’un arc.
Étape 2. Projection
Le ldg source et cible sont projetés pour obtenir un ensemble de systèmes de transitions étique-
tées. Trois nœuds sont identifiés dans le ldg. On obtient donc trois lts pour le ldg source et trois lts
pour le ldg cible. L’état initial de chaque lts correspond à l’un des trois concepts associés au ldg.
Api Source Api Cible
à partir de A {get_a1, get_a2, get_a3}
à partir de B {get_a1, get_a2, get_ a3, get_a5}
à partir de C {get_ a1, get_a2, get_a3, get_ a4}
à partir de A {get_a1, get_a2}
à partir de B { get_a1, get_a2, get_a3, get_a5}
à partir de C {get_a1, get_a2, get_a3, get_ a4}
Table 4.1 – API source et cible des deux modèles conceptuels
Étape 3. Comparaison des LTS
En se basant sur la théorie de la simulation présentée au chapitre 2 (sous section 2.2.7), on peut
remarquer que chaque lts cible simule faiblement le lts source correspondant (cf. les deux figures
4.3 et 4.4).
On peut aussi remarquer que l’inverse ne se vérifie pas. En effet,
— Si A est l’état initial, on accède directement à l’interface logique {get_a1, get_a2, get_a3}
dans le lts source. Dans le lts cible, on peut accéder uniquement et d’une manière directe à
l’interface logique {get_a1, get_a2}. Comme il n’y a pas conservation d’accès à l’attribut a3
dans l’interface logique {get_a1, get_a2}, le lts source simule le lts cible mais la réciproque
n’est pas vraie.
— Si B est l’état initial, on accède directement, dans le lts source, à l’attribut a5 et indirectement
à l’interface logique {get_a1, get_a2, get_a3} via la relation d’héritage is_a. Il en est de
même dans le lts cible. Comme il y a une conservation d’accès de tous les attributs, il y a
simulation faible dans les deux sens.
— Si C est l’état initial, on accède directement, dans le lts source, à l’interface logique {a4} et
indirectement à l’interface logique {get_a1, get_a2, get_a3} via la relation d’héritage, soit di-
rectement ou indirectement à l’interface logique {get_a1, get_a2, get_a3, get_a4}. Dans le lts
cible, on accède directement ou indirectement à l’interface logique {get_a1, get_a2, get_a3, get_a4}.
On peut conclure qu’il y a simulation faible dans les deux sens.
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(a) (b)
(c)
Figure 4.3 – La projection de ldg source en un ensemble de lts source.
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(a) (b)
(c)
Figure 4.4 – La projection de ldg cible en un ensemble de lts cible.
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Étape 4. Conservation des données
La figure 4.5 représente le diagramme d’objet pour la migration des données, on peut affirmer
que les ldg et les lts obtenus sont conformes à la définition 3. Les fonctions des API peuvent être
utilisées pour la migration des données. Lorsque A est l’état initial, l’attribut a3 est supprimé de
son interface. Lors de la migration d’une instance de A, a3 peut alors être supprimé des instances
de données source. Lorsque B ou C est l’état initial, les interfaces sont conservées. Lors de la
migration, les instances de données source sont réutilisées telles quelles. Nous attirons toutefois
l’attention sur le fait que suivant l’implémentation qui peut être faite des instances, il peut être
nécessaire de les régénérer pour respecter un éventuel format de l’implémentation. Par exemple,
dans certaines représentations, l’ordre pourrait avoir de l’importance, ce qui nous oblige a régénérer
plusieurs instances même si ce sont conceptuellement les mêmes.
Figure 4.5 – La conservation des données durant la migration.
4.3.2 Association
Un exemple d’évolution d’un diagramme de classes UML utilisant la relation d’association est
donné sur la figure 4.6.
Dans le modèle de données source, nous avons cinq classes A,B,C,D et E. La classe A possède
deux attributs a1 et b1 de type String. La classe E possède deux attributs a2 de type String, a3
de type Int. La classe B possède indirectement par héritage deux attributs a1 et b1. Une relation
d’association dirigée représente le lien b existant entre les deux classes B et C.
Pendant l’évolution vers le modèle de donnée cible, le concepteur a décidé de rajouter la classe
F entre les deux classes B et C ainsi qu’une relation d’association dirigée de F vers C.
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Figure 4.6 – Refactoring de la relation d’association.
Étape 1. Interprétation
Le tableau 4.2 représente l’api source et l’api cible pour chaque concept du LDG source et du
LDG cible. Les concepts suivants sont identifiés. Le modèle source contient cinq concepts A,B,C,D
et E. Le concept B hérite du concept A. Le concept A à deux attributs a1 et b1. Le concept D
hérite du concept, le concept E hérite du concept D. Le concept D ne possède aucun attribut. Le
concept E à deux attributs a2 et a3 et le concept B est associé au concept C par la propriété b.
Dans le modèle cible, on décide de transformer la relation d’association à un concept nommée F ,
ce dernier référence le concept C par la propriété f . De plus, le type de l’attribut a3 a été changé
passant de Integer à String.
Api Source Api Cible
à partir de A {get_a1, get_b1}
à partir de B{get_a1, get_b1}
à partir de E {get_a2, get_a3}
à partir de A {get_a1, get_ b1}
à partir de B {get_a1, get_b1}
à partir de E{get_a2, get_a3}
à partir de F {get_ f}
Table 4.2 – API source et cible des deux modèles conceptuels
Étape 2. projection
Le ldg source et cible sont projetés pour obtenir un ensemble de systèmes de transitions étique-
tées. Cinq noeuds étant identifiés au niveau de ldg, on obtient cinq lts pour le ldg source et cinq
lts pour le ldg cible comme indiqué sur les deux figures 4.7, 4.8. L’état initial de chaque lts est un
des cinq noeuds associés au ldg.
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Étape 3. Comparaison des LTS
Dans cet exemple, chaque lts cible simule faiblement le lts source correspondant. On peut
remarquer que la réciproque n’est pas vraie.
(a)
(b)
Figure 4.7 – La projection de ldg source en un ensemble de lts source.
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(a)
(b)
Figure 4.8 – La projection de ldg cible en un ensemble de lts cible.
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Étape 4. Conservation des données
Pour la migration des données comme le montre la figure 4.9, on peut affirmer que les ldg et les
lts obtenus sont conformes à la définition 3. Les fonctions des API peuvent être utilisées pour la
migration. En d’autres termes, les instances de données source sont refactorisées à l’aide du chemin
identifié par la relation de simulation.
Figure 4.9 – Conservation des données.
4.3.3 Composition
Un exemple d’évolution d’un diagramme de classes UML (relation de composition) est donné
sur la figure 4.10.
Figure 4.10 – Déplacement d’un attribut lors du refactoring du diagramme de classes UML.
Étape 1. Interprétation
Le tableau 4.3 représente l’api source et l’api cible pour chaque concept du LDG source et du
LDG cible. Les concepts suivants sont identifiés. Le modèle source contient cinq concepts A,B,C,D
et E. Le concept A est composé du concept B, le concept B du concept C, le concept C du concept
D et le concept D du concept E. Le concept A à un seul attribut attr. Le reste des concepts ne
possèdent aucun attribut. Dans le modèle cible, on décide de déplacer l’attribut attr du concept A
vers le concept E.
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Api Source Api Cible
à partir de A {get_attr}
à partir de A {get_attr}
à partir de B {get_attr}
à partir de C {get_ attr}
à partir de D {get_ attr}
à partir de E {get_ attr}
Table 4.3 – API source et cible des deux modèles conceptuels
Étape 2. Projection
Les deux figure 4.11, 4.12 représentent la projection du ldg source et le ldg cible à un ensemble
de systèmes de transition étiquetés. Cinq nœuds étant identifiés au niveau de ldg, on obtient cinq
lts pour le ldg source et cinq lts pour le ldg cible. Pour le modèle sur le côté gauche et le modèle
sur le coté droit de la figure 4.10. L’état initial de chaque lts est l’un des cinq nœuds associées au
ldg.
Étape 3. Comparaison des LTS
Dans cet exemple, chaque lts cible simule faiblement le lts source correspondant. On peut
remarquer que la réciproque n’est pas vraie.
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(a)
(b)
Figure 4.11 – La projection de ldg source en un ensemble de lts source.
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(a)
(b)
Figure 4.12 – La projection de ldg cible en un ensemble de lts cible.
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Étape 4. Conservation des données
Pour la migration des données comme le montre la figure 4.13, on peut affirmer que les ldg
et les lts obtenus sont conformes à la définition 3. Les fonctions des API peuvent être utilisées
pour la migration des données. Les instances de données source sont refactorisées à l’aide de l’API
correspondant au chemin identifié par la relation de simulation.
Figure 4.13 – Conservation des données.
4.3.4 Suppression d’une classe
Un exemple d’évolution d’un diagramme de classes UML (suppression de classe) est donné sur
la figure 4.14.
Étape 1. Interprétation
Le tableau 4.4 représente l’api source et l’api cible pour chaque concept du LDG source et
du LDG cible. Le modèle source contient deux concepts Trajet et Position. Le concept Trajet est
composé du concept Position via deux propriétés start et end, le concept Position à deux attributs
x et y. Dans le modèle cible, on décide de supprimer le concept Position et de déplacer les propriétés
des deux relations de compositions dans le concept Trajet.
Api Source Api Cible
à partir de Trajet {start.get_x, start.get_y}
à partir de Trajet {end.get_x, end.get_y}
à partir de Position{get_x, get_y}
à partir de Trajet {get_startx, get_ starty,
get_endx, get_endy}
Table 4.4 – API source et cible des deux modèles conceptuels
Étape 2. Projection
Les ldg source et cible sont projetés pour obtenir un ensemble de systèmes de transitions étique-
tées. On obtient deux lts pour le ldg source et un seul lts pour le ldg cible. Pour le modèle source
partie gauche et le modèle cible sur la partie droite de la figure 4.14. L’état initial des lts comparés
est le concept commun "Trajet" associé au ldg.
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Figure 4.14 – Suppression d’une classe et changement des propriétés vers des attributs.
Étape 3. Comparaison des LTS
Dans cet exemple, comme illustré sur la figure 4.15, durant la phase de comparaison, une opéra-
tion d’éclatement des états est nécessaire afin de preserver la semantique des coordonnées x et y. Le
lts cible est en relation de simulation faible avec le lts source. On peut remarquer que la réciproque
est vraie.
Figure 4.15 – Comparaison des LTS.
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Étape 4. Conservation des données
Pour la migration des données, comme le montre la figure 4.16, on peut affirmer que les ldg et
les lts obtenus sont conformes à la définition 3. Il y a simulation entre le lts cible et lts source. A la
migration, on n’aura pas besoin de créer de nouveaux attributs sur les instances. Les nouveaux attri-
buts peuvent être renseignés avec les anciens attributs (get_startx, get_starty, get_endx, get_endy).
Toutefois, on ne sait pas quel attribut correspond à quel attribut. Cette ambiguïté ne peut être levée
qu’en fournissant manuellement les chemins entre l’ancien Trajet et le nouveau Trajet. On remar-
quera que l’approche structurelle présentée dans le chapitre 3 est incapable de voir cette simulation
car elle va détecter cette évolution comme une série d’ajouts et de suppressions.
Figure 4.16 – Conservation des données
4.4 Conclusion
Résoudre le problème de l’évolution des modèles en étudiant les interfaces logiques est une
approche non-intrusive, basée sur la sémantique observationnelle et elle est complémentaire à l’ap-
proche structurelle. Les interfaces logiques sont définies sur des modèles de données et sont utilisées
pour valider leur évolution. Les apis sont également utilisées pour prouver l’existence ou l’absence
d’opérateurs logiques composites possédant la propriété de préserver les informations contenues
dans les instances du modèle d’origine.
Dans cette approche, nous avons utilisé les systèmes de transitions étiquetés. La modélisation
à l’aide de ces systèmes présente trois avantages potentiels. Premièrement, le système global est
souvent plus facile à comprendre en raison de la nature formelle et précise du schéma de repré-
sentation. Deuxièmement, le comportement du système peut être analysé à l’aide de systèmes de
transition étiquetés. Qui comprend des outils d’analyse. Enfin, les techniques développées pour la
comparaison de programmes parallèles peuvent également être appliquées.
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Chapitre 5
Cas d’applications
5.1 Approche structurelle
Dans cette section, nous montrons l’application de notre approche à des évolutions particulières
de modèles de données utilisés dans les missions spatiales PHARAO [22] et MICROSCOPE [6]. Ils
sont fournis par le centre national d’études spatiales (CNES) et le laboratoire français de recherche
aérospatiale (ONERA).
1. Mi-2018, l’instrument PHARAO est devenu la première horloge à atomes froids orbitant
autour de la terre, fonctionnant en dehors de la station spatiale internationale [22]. Cette
mission spatiale a été conçue pour amener le chronométrage à des nouveaux niveaux de
précision. Dans ce cas, nous avons déployé la première phase de l’approche proposée, à savoir
le processus de comparaison, sur certains modèles de données afin d’identifier les modifications
successives. On vise également dans cette étude à montrer que les résultats peuvent être
obtenus dans un court laps de temps. En effet, l’outil actuel utilisé pour comparer ces modèles
de données, Aladin [21], basé sur l’algorithme X-Diff [123], est incapable de produire des
résultats dans un délai raisonnable. Plus de plusieurs heures de calcul sont nécessaires pour
certaines versions de modèles de données.
2. Le satellite MICROSCOPE a été lancé mi-2016. Cette mission vise à tester l’universalité
de la chute libre pour la première fois dans l’espace. L’environnement spatial a permis de
concevoir une expérience cent fois plus précise que n’importe quelle expérience terrestre, grâce
à deux accéléromètres différentiels fournis par le laboratoire français de recherche aérospatiale
(ONERA), et intégrés dans un micro-satellite du centre national d’études spatiales (CNES).
Le CNES est responsable du développement du système et des satellites et participe à l’éva-
luation des performances, tandis que l’ONERA est responsable de l’emport scientifique ainsi
que du centre de mission scientifique, comme indiqué sur la figure 5.1. Un modèle de données
a été développé pour modéliser les télécommandes (TC) et les télémesures (TM) échangées
entre la terre et l’espace.
Dans sa dernière version connue, il contenait 374 classes, 778 attributs, 500 relations de compo-
sitions, 110 relations d’agrégations, 146 relations d’héritages et 68 énumérés. D’autres modèles
de données ont été développés pour modéliser le traitement scientifique des télémesures.
Dans les deux cas d’études, la complexité du projet a été gérée par un recours intensif à l’in-
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Figure 5.1 – Collaboration entre le CNES-ONERA via les modèles de données MICROSCOPE.
génierie dirigée par les modèles. Chaque organisme s’appuie sur un méta-modèle qui lui est propre
propre : XIF [40] et GAMME [7].
Les modèles de données conformes à ces méta modéles sont appelés à evoluer dans le temps avec
l’évolution des architectures.
Dans les sections suivantes, on détaille ces méta-modèles et la phase de comparaison, puis on
examine de plus près les processus de mise en correspondance, de filtrage et de différenciation.
Dans la deuxième étude de cas, nous présentons également les stratégies d’évolution et de mi-
gration qui pourraient être utilisées pour faire coévoluer les paramètres du traitement scientifique.
5.1.1 Premier déploiement : modèles de données spatiales PHARAO
Contexte
Le méta-modèle XIF définit le contenu et le format des trames échangées entre un segment
terrestre et un satellite. La figure 5.2 en donne une vision très synthétique mais explicite les concepts
de champ, d’enregistrement et de paquet de données.
Figure 5.2 – Extrait du métamodèle XIF.
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Un champ correspond à un ensemble de bits (par exemple, la valeur de l’attitude). Un enregis-
trement est un ensemble de plusieurs champs (par exemple, une attitude 1). Un paquet (ou racine)
est un ensemble d’enregistrements qui constitue un message complet, comme une télécommande
(c’est-à-dire un message envoyé de la terre à l’espace) ou une télémétrie (c’est-à-dire un message
envoyé par un satellite). L’exemple de la figure 5.3 représente un paquet subdivisé en plusieurs
enregistrements, eux-mêmes subdivisés en plusieurs champs.
Le méta-modèle XIF définit également deux types de fonctions : des fonctions de surveillance
pour indiquer quand une alarme doit être déclenchée et des fonctions d’étalonnage pour transformer
les valeurs brutes en valeurs physiques. Il convient de noter que les modèles de données considérés
sont plutôt volumineux, comme indiqué dans le tableau 5.1, et sont représentatifs des missions
spatiales.
Versions Taille (MO) Nombre d’enregistrements Nombre de champs
16 3.37 367 2383
17 3.37 367 2383
18 3.37 367 2419
19 3.41 367 2418
20 3.37 367 2417
21 3.42 367 2421
Table 5.1 – Taille des modèles de données du projet PHARAO.
Dans le contexte de l’évolution du modèle de données, on peut identifier à partir de la description
précédente divers exemples d’évolution (à savoir, avec ou sans impact sur les données).
— Le changement de l’ordre des champs dans un enregistrement est un exemple d’évolution ayant
un impact sur les données : ce changement implique que les images enregistrées précédemment
sont obsolètes et que de nouvelles images doivent être générées.
— Le changement de la loi d’étalonnage est un exemple d’évolution sans impact sur les données :
les trames précédentes sont toujours valides. En effet, les trames ne contiennent pas les données
physiques mais uniquement les données brutes. Les utilisateurs doivent toutefois être informés
de cette modification pour recalculer les valeurs physiques si nécessaire.
Étape 1 : Comparaison des modèles de données
Les modèles de données PHARAO sont exprimés dans le méta-modèle XIF, qui est actuellement
défini par deux schémas XML. On transforme les deux en un méta-modèle Ecore unique en suivant
le processus décrit dans [34]. Le codage des attributs XML étant similaire dans XIF et dans Ecore,
nous avons développé un simple patron de transformation XSLT (Extensible Stylesheet Language
Transformations) pour transformer les fichiers XML PHARAO en fichiers XMI compréhensibles par
le framework EMF d’Eclipse [113].
Une fois la conversion effectuée, il devient par exemple possible de comparer deux versions à
l’aide du framework EMF Compare [12]. La figure 5.4 représente les modifications en fonction des
quatre types de différence identifiés dans le méta-modèle de comparaison EMF (Ajout, Suppression,
Modification et Déplacement).
1. L’attitude, dans le domaine aérospatial, est la direction des axes d’un aéronef ou d’un véhicule spatial par
rapport à un trièdre de référence [68].
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Figure 5.3 – Construction d’une trame binaire [40].
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Figure 5.4 – Différences avant la personnalisation du moteur de comparaison EMF.
Le temps nécessaire pour calculer les différences sur notre machine de référence est donné par la
ligne brisée en vert. Par rapport à l’algorithme X-Diff, qui nécessite plus de 3 heures pour comparer
les versions 18 et 19, on obtient les résultats dans un délai très raisonnable. Néanmoins, on obtient
beaucoup de faux positifs, c’est-à-dire des correspondances inattendues et des faux négatifs, c’est-
à-dire des correspondances non détectées et des modifications cachées.
Par exemple, les éléments racine du XIF qui décrivent les paquets de télécommande et de
télémesure ne correspondent pas toujours correctement. En effet, les différences réelles peuvent être
suffisamment importantes pour que les résultats ne contiennent qu’une différence Suppression d’un
paquet et une différence Ajout d’un paquet de même nom, masquant les différences réelles pouvant
exister entre chacun d’entre eux. Les paragraphes suivants décrivent comment on personnalise le
comportement par défaut du moteur de comparaison EMF afin de les éliminer.
Étape 2 : Personnalisation du moteur de mise en correspondance
Au cours de l’étape de mise en correspondance, on identifie des éléments à l’intérieur du champ
de comparaison via des "identificateurs" qui pourraient ne pas être reconnus par le moteur de mise en
correspondance par défaut. Par exemple, EMF Compare ne met pas correctement en correspondance
les paquets de télécommande et de télémesure en raison des nombreux éléments qui constituent
chaque paquet. Néanmoins, ils sont toujours nommés TC_PACKET respectivement TM_PACKET, ce qui
aidera à les identifier correctement.
L’appariement entre les éléments du modèle de données source et cible est une phase clé de
notre approche. L’obtention de différences correctes est un point crucial dans la construction des
opérateurs d’évolution. Cela évite les ambiguïtés pouvant résulter des équivalences détectées. En
conséquence, cela facilite la construction d’opérateurs d’évolution avec un seul rôle d’évolution et/ou
de coévolution. Ensuite, les opérateurs non ambigus obtenus peuvent être composés pour définir
des opérateurs de haut niveau qui sont eux-mêmes non ambigus.
Comme mentionné dans le listing 5.1, on indique que le nom d’un RootType correspond à
l’identificateur qui peut aider à faire correspondre deux RootType (ligne 5). Pour d’autres éléments
de modèle, la recherche d’un identifiant peut nécessiter de concaténer les noms des différents champs
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parents afin de garantir l’unicité de chaque élément de modèle (ligne 1). Ensuite, pour savoir si deux
éléments de modèle peuvent correspondre, nous utilisons la correspondance basée sur l’identité
lorsqu’un identifiant est disponible (ligne 12). Dans le cas général, l’approche dite similarity-based
matching est utilisé (ligne 8) [12].
Listing 5.1 – Extrait de la personnalisation du moteur de matching.
1 1 @ensures uniqueness(\result)
2 2 matchingIdentifier (element: NamedElement): String
3 3
4 4 @ensures \result == element.name;
5 5 matchingIdentifier (element: RootType): String
6 6
7 7 @requires element1.eClass() == element2.eClass()
8 8 @ensures \result == similarity_based_matching (elt1, elt2);
9 9 mayMatch (element1 : EObject, element2 : EObject): boolean
10 10
11 11 @requires element1.eClass() == element2.eClass()
12 12 @ensures \result == identity_based_matching(matchingIdentifier(elt1),
matchingIdentifier(elt2);
13 13 mayMatch (element1 : NamedElement, element2 : NamedElement): boolean
Personnalisation du moteur de filtrage des différences.
Dans le méta-modèle XIF, seuls les éléments à l’intérieur des éléments RecordType sont ordonnés
car ils déterminent l’ordre dans lequel les différents bits d’un paquet sont transmis entre la terre et
l’espace.
Afin de détecter uniquement les modifications d’ordre de certains éléments, nous redéfinissons
un filtre (implémenté en tant que FeatureFilter dans EMF Compare) afin d’ignorer toutes les
différences MOVE de tous les éléments (ligne 2 du Listing 5.2) sauf les différences MOVE de
l’élément RecordType (ligne 5).
Listing 5.2 – Personnalisation du moteur de filtrage
1 1 @ensures \result == false;
2 2 checkForOrderingChange (EObject)
3 3
4 4 @ensures \result == true;
5 5 checkForOrderingChange (RecordType)
Étape 3 : Les différences données par le moteur diff d’EMF Compare
Après avoir personnalisé les moteurs de correspondance et de filtrage, des différences sont obte-
nues. La figure 5.5 montre que le nombre de modifications et de déplacements est considérablement
réduit, ce qui élimine de nombreuses modifications inintéressantes de déplacements.
On observe également que le temps nécessaire pour calculer les différences est également réduit,
en particulier lors de la comparaison de l’évolution la plus complexe (18-19 sur la figure 5.5).
96
Figure 5.5 – Évaluation de l’aspect de l’évolutivité de l’approche basée sur un modèle avant et
après la personnalisation.
Évaluation
Comparée à une approche basée sur XML dans laquelle chaque nœud du modèle original est
comparé à chaque nœud du nouveau modèle, une approche basée sur un modèle se concentre sur
la comparaison des éléments du même type. Une telle approche aide clairement à trouver une
correspondance plus logique entre les modèles de données originaux et évolués.
Pour améliorer la qualité des résultats, nous avons personnalisé les deux processus suivants :
— le processus de mise en correspondance pour faire correspondre correctement les éléments du
modèle de données d’origine aux éléments du modèle de données cible. Trouver des identifiants
uniques pour identifier chaque élément du modèle est essentiel. Il est utile de faire correspondre
les éléments de modèle et de voir quelles sont les véritables différences.
— le processus de filtrage des différences pour éliminer les différences indésirables, telles que les
modifications de l’ordre de certains éléments.
La prise en compte des propriétés du méta-modèle considéré permet d’obtenir les vraies diffé-
rences : un Ajout correspond à un élément de modèle de données réellement ajouté, une Suppression
correspond à un élément réellement supprimé.
Dans le contexte du méta-modèle XIF, après personnalisation, EMF Compare est capable de
détecter les vraies différences sur des modèles de données représentatifs des missions spatiales et
réalise cette tâche efficacement. Pour les exemples les plus complexes (18-19 sur la figure 5.5),
le temps de calcul passe de plusieurs heures pour l’approche XML à moins de dix minutes pour
l’approche basée sur un modèle.
Il est intéressant de noter que les figures 5.4 et 5.5 ne servent pas seulement à illustrer les
avantages de la personnalisation pour accélérer le processus de comparaison, mais également à
fournir une interprétation logique (modification, ajout, suppression et déplacement) de chaque
élément de différence identifié (diff ).
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5.1.2 Second déploiement : modèles de données spatiales MICROSCOPE
Contexte
Dans cette section, on étudie comment l’approche proposée s’applique à une évolution particu-
lière du modèle de données utilisé dans le projet MICROSCOPE [6]. Dans ce qui suit, on détaille les
stratégies de comparaison, d’évolution et de migration qui pourraient être utilisées pour coévoluer
(migrer) les données, en suivant une architecture linéaire.
Figure 5.6 – Un extrait du meta-modèle Gamme
Le modèle de données considéré est conforme au méta-modèle GAMME où un modèle (GModel)
est un ensemble de types (GClass et GBasicType) et de quantités (GQuantity) (cf. figure 5.6).
Chaque quantité est un ensemble d’unités physiques (GUnit). Chaque classe contient un ensemble
de fonctionnalités (GStructuralFeature) de deux types différents : (GAttribute) et (GReference).
Une fonctionnalité (GReference) représente des relations d’agrégation ou de composition avec
d’autres classes. Une fonctionnalité (GAttribute) représente un attribut typé par un type primitif
tel que chaîne de caractére, entier, float, date, énumération, etc.
Une quantité physique peut être associée à une fonction (GAttribute) via le type (GSimpleType),
qui référence une quantité et une unité préférée [7]. Un extrait du méta-modèle GAMME est pré-
senté à la figure 5.6.
Cette étude de cas, présentée dans la figure 5.7, porte sur la combinaison de deux télémesures.
Ce concept est représenté par la classe Signals avec deux attributs signal1 et signal2. Les deux
attributs ont été typés par une énumération appelée Signal, identifiant les différentes télémétries.
Ensuite, il a été décidé de combiner des signaux autres qu’une télémétrie.
L’évolution consiste à reconstruire le modèle de données en remplaçant les deux attributs par
deux relations de composition vers une nouvelle classe, appelée AbstractData. Les attributs ori-
ginaux signal1 et signal2 sont factorisés en une classe SessionData, héritant de AbstractData
et possédant un attribut signal de type Signal. De cette façon, les utilisateurs finaux peuvent
combiner deux télémesures, une télémesure avec un autre signal ou deux signaux. Ainsi, on peut
identifier les éléments évolués suivants :
— une nouvelle classe abstraite nommée AbstractData est ajoutée ;
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Figure 5.7 – Evolution du modèle de données de l’ancien au nouveau.
— deux nouvelles classes nommées SessionData, OtherData héritant de AbstractData sont
ajoutées ;
— un nouvel attribut nommé signal de type Signal est ajouté à la classe SessionData ;
— un nouvel attribut nommé signalExt de type String est ajouté à la classe OtherData ;
— les types de signal1 et signal2 sont changés de Signal à AbstractData.
Il convient de noter que le modèle de données présenté ci-dessus est un extrait d’un modèle réel
contenant environ une centaine d’unités et des centaines de classes, d’attributs et de relations de
composition/agrégation.
Étape 1. Comparaison des modèles de données
En utilisant le moteur par défaut d’EMF Compare 3.0.1, on trouve de nombreux faux négatifs
(correspondances non détectées) et faux positifs (correspondances inattendues), soit 247 différences.
Le tableau 5.2 présente un extrait des résultats significatifs de comparaison obtenus avec le moteur
par défaut. Certaines différences en cascade, qui sont les conséquences d’une différence précédente,
sont également indiquées (par exemple, l’attribut signalExt pour la nouvelle classe OtherData).
De nombreuses différences sont dues à l’incapacité du moteur de correspondance par défaut de
faire correspondre une unité à une autre. En effet, la plupart des unités font référence à une ou
deux autres unités et chaque unité n’a que deux attributs : un nom et un facteur de multiplication
ou d’exponentiation, ce qui ne facilite pas le processus d’appariement.
Une correspondance inattendue intéressante est la correspondance de l’attribut signal1 de la
classe d’origine Signals avec l’attribut signal de la nouvelle classe SessionData (voir différence
-1- dans le tableau 5.2). En effet, l’attribut signal1 est plus similaire à cet attribut qu’au nouvel
attribut signal1 de la nouvelle classe Signals. Le nouvel attribut signal1 est maintenant une
référence à une classe, ce qui implique un changement de type du type Signal au nouveau type
AbstractData. Néanmoins, il est plus logique de faire correspondre signal1 de l’ancien Signal
avec signal1 du nouveau Signal.
Par conséquent, une correspondance non détectée intéressante est la suppression de l’attribut
signal2 de l’ancienne classe Signals, alors qu’elle pourrait être mise en correspondance avec
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l’attribut signal2 de la nouvelle classe Signals (voir différence -2- dans le tableau 5.2).
Personnalisation du moteur de mise en correspondance
Dans le méta-modèle considéré, les noms des classes sont uniques, mais ceux des fonctionnalités
(attributs et relations d’agrégation / composition) ne le sont pas. On considère qu’une fonctionnalité
peut être identifiée par son nom ajouté au nom de la classe qui la contient.
Dans notre cas, le nom d’une quantité ou d’une unité est unique. Après avoir personnalisé le
moteur de correspondance EMF Compare pour utiliser la correspondance basée sur l’identité pour
les fonctions, les classes, les quantités et les unités, le nombre de différences diminue à 13 différences
uniquement. En particulier, les anciens attributs signal1 et signal2 sont correctement mis en
correspondance avec les nouvelles références signal1 et signal2 (voir tableau 5.4), ce qui induit
des différences CHANGE (voir les différences de 10 à 13 dans le tableau 5.3) à la place des différences
précédentes MOVE et DELETE.
Personnalisation du moteur de filtrage des différences
Nous avons personnalisé le moteur de filtrage par défaut pour ignorer toutes les modifications
d’ordre.
Différences soulevées par le moteur EMF Compare Diff
Le moteur de différence est appelé pour obtenir toutes les différences une fois que les différents
éléments sont correctement appariés. Nous avons choisi d’ignorer les différences en cascade car,
par définition, elles représentent des conséquences logiques d’autres différences. Par exemple, les
différences 3, 4 et 5 dans le tableau 5.3 sont des conséquences logiques de l’ajout de la classe
SessionData (différence 2). Au bout du compte, nous obtenons à la fin de l’étape 1, 7 différences
à prendre en compte pour la prochaine étape (voir tableau 5.5).
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Étape 2. Aplatissement des opérateurs d’évolution
Comme mentionné ci-dessus, après personnalisation d’EMF Compare, on obtient 7 différences
(voir le tableau 5.5) satisfaisantes en termes de correction et de précision. Ces différences ont été
mémorisées pour être transformées en opérateurs atomiques (voir tableau 5.6).
Opérateurs atomiques Avec impact Données-Conservatifs
ADDClass(AbstractData, Lap1nDataModel) Faux
ADDClass(SessionData, Lap1nDataModel) Faux
ADDClass(OtherData, Lap1nDataModel) Faux
ChangeTypeofStructuralFeature(Signals.signal1, AbstractData) Vrai Faux
ADDReferenceType(Signals.signal1, Composition) Vrai Faux
ChangeTypeofStructuralFeature(Signals.signal2, AbstractData) Vrai Faux
ADDReferenceType(Signals.signal2, Composition) Vrai Faux
Table 5.6 – Les instances de l’opérateur atomique issu de la stratégie d’évolution initiale.
Dans notre méta-modèle d’évolution, les opérateurs atomiques suivants ont été définis.
— ADDClass(class:GClass, model:GModel) ajouter une classe à un modèle ;
— ChangeTypeOfStructuralFeature(f:GStructuralFeature, type:GType) pour changer le type d’un at-
tribut ou d’une référence ;
— ADDReferenceType(f:GStructuralFeature, referenceType:GReferenceType) pour indiquer si une réfé-
rence correspond à une composition ou à une relation d’agrégation.
On définit un opérateur composite MoveFeatureFromCompositeToComponent capable de conser-
ver les informations véhiculées par les instances de l’ancienne classe Signals. La formule associée à
cet opérateur est définie par la séquence ADDReferenceType suivie de ChangeTypeofStructuralFeature.
La construction de cette séquence avec les instances appropriées de ces deux opérateurs atomiques
est contrôlée par la condition préalable suivante :
∃f ′ ∈ \new(f).gType.allFeatures, f ′.gType = \old(f).gType
où
— f représente la fonctionnalité source et cible, dans notre cas signal1 ou signal2 ;
— \new(f ′).gType.allFeatures représente toutes les fonctionnalités du type de la nouvelle fonc-
tionnalité cible ;
— f ′ est l’une de ces caractéristiques, dans notre cas l’attribut signal dans la classe SessionData ;
— f ′.gType est le type de la fonctionnalité f ′, dans notre cas l’énumération Signal ;
— \old(f).gType est le type de la fonctionnalité source, dans notre cas l’énumération Signal.
Sont obtenus à la fin :
— trois instances, présentées dans le tableau 5.7, de l’opérateur atomique ADDClass
— deux instances, présentées dans le tableau 5.8, de l’opérateur composite Move Feature From
Composite To Component.
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Opérateurs atomiques Avec impact Données-Conservatifs
ADDClass(AbstractData, Lap1nDataModel) Faux
ADDClass(SessionData, Lap1nDataModel) Faux
ADDClass(OtherData, Lap1nDataModel) Faux
Table 5.7 – Instances d’opérateur atomique restantes de la stratégie d’évolution finale.
Opérateur composite Séquence d’opérateurs atomiques
MoveFeatureFromCompositeToComponent ADDReferenceType(Signals.signal1, Composition)
ChangeTypeofStructuralFeature(Signals.signal1, AbstractData)
MoveFeatureFromCompositeToComponent ADDReferenceType(Signals.signal2, Composition)
ChangeTypeofStructuralFeature(Signals.signal2, AbstractData)
Table 5.8 – Instances d’opérateurs composites issues de la stratégie d’évolution finale.
Ces cinq opérateurs correspondent à la stratégie d’évolution finale permettant de faire évoluer
le modèle de données source vers le modèle cible tout en préservant les informations contenues dans
les données d’origine. Lors de l’appel de la méthode apply associée à chaque opérateur, il devient
possible de vérifier que la stratégie d’évolution proposée est correcte et que le modèle de données
source transformé est égal au modèle de données cible utilisé lors du processus de comparaison.
Étape 3. Conservation des données
Comme indiqué précédemment dans la figure 3.9, la stratégie de migration est spécifiée de ma-
nière dynamique dans le méta-modèle des opérateurs d’évolution. Dans notre exemple, la migration
est prise en charge par l’application successive de l’opération migrate pour les deux opérateurs com-
posites. Au cours de la migration, les valeurs des anciennes instances impactées de la classe Signals
sont préservées, tout d’abord par la création de deux nouvelles instances de la classe SessionData,
initialisées avec ces valeurs, et deuxièmement, via la modification des fonctionnalités des instances
originales de la classe Signals voir Figure 5.8.
Figure 5.8 – Conservation des données pendant le processus de migration.
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5.1.3 Évaluation
Le cas d’utilisation de MICROSPCOPE montre que les approches basées sur des modèles et
leurs outils associés peuvent induire des erreurs à cause de la complexité des relations existantes
entre les classes d’un méta-modèle. Par exemple, les unités, qui sont principalement définies en
faisant référence à d’autres unités, peuvent déjouer un tel outil, alors qu’aucune unité n’a évolué.
Plus précisément dans le cas d’étude de la figure 5.7, les approches basées sur des modèles et
leurs outils associés interprètent cette évolution par la liste suivante des différences : ajout des
classes AbstractData, SessionData et OtherData, suppression de l’attribut signal2 de Signals, ajout
de la référence signal1, ajout de la réference signal2, déplacement de l’attribut signal1 de Signals à
Session Data et enfin ajout de l’attribut SignalExt. Au niveau instance (données), lorsque Signals
est instanciée, une préservation de la donnée de signal1 est possible mais la donnée de signal2 est
perdue. La recherche d’un identifiant permettant de faire correspondre correctement les éléments du
modèle est une étape cruciale pour obtenir les différences réelles. Une fois correctement appariés, la
qualité des différences peut être faible. Par exemple, la suppression d’une relation d’héritage peut
entraîner trois différences. Pour améliorer la lisibilité et la réutilisabilité, on compose ces faibles
différences pour former des opérateurs atomiques décrivant une évolution logique du modèle. Les
opérateurs atomiques peuvent être combinés pour créer des opérateurs complexes afin de décrire
un ensemble de modifications connexes qui doivent être agrégées pour conserver les informations
dans des données d’origine.
Dans la séquence initiale d’application des opérateurs atomiques de notre exemple (voir tableau
5.6), certains opérateurs ont un impact sur les données et ne sont pas en mesure de conserver les
informations véhiculées par les instances source. La dernière séquence (voir tableaux 5.7 et 5.8)
contient des opérateurs atomiques sans impact et des opérateurs composites ayant un impact et
capables de conserver des informations. Cette procédure présente l’avantage de réduire la séquence
à un ensemble d’opérateurs composites capturant l’intention initiale du modeleur, c’est-à-dire de
déplacer les valeurs d’attributs d’une instance vers des instances d’autres classes, tout en éten-
dant le modèle avec de nouveaux concepts représentés par les opérateurs atomiques d’ajout. La
recherche d’opérateurs composites qui remplissent l’intention du modeleur et préservent les infor-
mations lorsque cela est possible est une propriété pertinente pour déterminer une évolution logique
du modèle d’origine, ce que nous allons étudier dans la suite de ce chapitre.
5.2 Approche sémantique
5.2.1 Premier déploiement : modèles de données spatiales PHARAO
L’approche de traitement des évolutions sémantiques a été déployée dans le domaine de l’in-
génierie spatiale. Nous avons étudié plusieurs cas de modèles de données. Dans cette section, on
examine le cas du modèle de données PHARAO [22]. Dans la suite, nous expliquons comment à
travers les chemins d’accès aux API la migration des données est assurée.
Étape 1. Interprétation
Les modèles de données XIF sont interprétés vers un graphe orientée étiqueté LDG. Le listing 5.3
explique les différentes étapes d’interprétation. Le modèle de données XIF possède plusieurs racines,
chaque racine étant interprété en un nœud (ligne 5). Comme chaque racine possède plusieurs champs
et que le type d’un champ peut être un enregistrement possédant lui-même plusieurs champs, chaque
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enregistrement est interprété comme un nœud (ligne 7). Un nœud final est un enregistrement ne
contenant que des champs de type primitif (ligne 9). Les relations entre les nœuds sont des relations
de compositions nommées haspart "nom du nœud cible" (ligne 11) et la relation de composition
réflexive devient partof "nom du nœud cible" (ligne 13). Dans les sections suivantes, nous expliquons
comment la migration est assurée dans le cas de l’enrichissement d’un modèle de données XIF.
Listing 5.3 – Algorithme de mapping entre un modele de données XIF et un graphe orientée étiqueté
(LDG)
1 Entree : un modele de donnees xif
2 Sortie: un graphe orientee etiquetee (LDG)
3 Debut
4
5 Initialiser le graphe (LDG) par un noeud n (R) pour chaque racine R.
6
7 Initialiser le graphe (LDG) par un noeud n (E) pour chaque enregistrement E.
8
9 Initialiser le graphe (LDG) par un noeud n_f (Ch: T) pour chaque champ de type primitif
T.
10
11 Pour chaque propriete de composition [(n (R); n (Ch)] connectez les noeuds n (R); n
(Ch) par une arete etiquetee <haspart noeud cible> dirigee de n (R) vers n (Ch).
12
13 Pour chaque propriete de composition reflexive [(n (Ch); n (R)] connectez les noeuds n
(Ch); n (R) par une arete etiquetee <partof noeud cible> dirigee de n (Ch) vers n
(R).
14 Fin
Étape 2. Projection
Dans l’étape de projection, on projette le graphe LDG sur un seul état initial. Dans ce cas
d’étude, l’état initial du lts source (cf. figure 5.9) et du lts cible (cf. figure 5.10) est InternalFormat.
Chaque type primitif se transforme en une feuille et chaque champ se transforme en une relation
entre son conteneur et la feuille. Par exemple, sur la figure 5.9 qui représente un extrait succinct
du LTS complet, nous pouvons voir que le champ A est un champ de l’enregistrement Header et
qu’il donne lieu à la transition Header, A→, IntegerType. Nous pouvons aussi dire que la relation
de composition haspart "telemetry" représente l’enregistrement de télémétrie.
Sur des cas réalistes de modèles de données PHARAO, nous obtenons des lts avec environ 60000
états et 30000 transitions (29856 états et 59695 transitions pour la version 18 du modèle de données
PHARAO).
Étape 3. Comparaison des LTS.
Pour la comparaison, nous avons utilisé CADP (Construction and Analysis of Distributed Pro-
cesses : CADP) avec l’aide du module BISIMULATOR de CADP qui nous a permis de faire plusieurs
types de comparaison modulo une relation d’équivalence et d’inclusion. Le résultat du diagnostic
est une réponse booléenne qui indique que la simulation est vraie ou fausse entre le lts source et le
lts cible. Par exemple, dans notre cas, le lts cible simule le lts source mais la réciproque n’est pas
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vraie à cause de la transition CALCULATEURA du champ SPACE_SYSTEM. Malgré l’efficacité
de CADP toolbox pour vérifier la simulation entre deux systèmes de transitions complexe comme
ceux du PHARAO, il est incapable de récupérer les chemins, ce qui est un point crucial pour le
traitement de l’accessibilité dans notre approche.
Après l’obtention du diagnostic, nous avons opté pour une approche orientée graphe pour la
récupération des chemins d’accès à chaque attribut dans les lts source et cible. Par exemple, le
chemin d’accès à l’attribut A est la séquence suivante de transitions :
{(InternalFormat, haspart
′′telemetry′′→ , T elemetry), (Telemetry, haspart
′′Header′′→ , Header), (Header, A→
, IntegerType.)}.
Après la récupération des chemins pour toutes les apis dans le lts source et cible, on obtient une
table de mise en correspondance (voir tableau 5.9 entre les nœuds de chaque système de transitions
étiquetées suivant l’algorithme présenté dans le listing 5.4.
Listing 5.4 – Extrait de la mise en correspondance entre les états de lts cible et les états de lts
source.
1 1 @ensures uniqueness(\result)
2 2 matchingIdentifier (state: NamedElement): Integer
3 3
4 4 @ensures \result == state.name;
5 5 matchingStates (element: Root): Integer
6 6
7 7 @requires state2.type() == state1.type
8 8 @ensures \result == simulation_based_matching (state2, state1);
9 9 mayMatch (state2 : lts2, state1 : lts1): boolean
10 10
11 11 @requires state2.transitions == state1.transitions
12 12 @requires transition2.label == transition1.label
13 13 @ensures \result == identity_based_matching(matchingIdentifier(transition2),
matchingIdentifier(transition1);
14 14 mayMatch (state2 : NamedElement, state1 : NamedElement): boolean
L’appariement entre les états du lts cible et les états du lts source est une phase primordiale pour
traiter l’équivalence entre deux systèmes de transitions étiquetés. L’obtention de la mise en corres-
pondance entre les états (voir tableau 5.9) enlève les ambiguïtés pouvant résulter des équivalences
détectées entre les deux lts. En conséquence, cela facilite la migration des données dans l’étape
suivante. Comme mentionné dans le listing 5.4, la racine de chaque lts représente l’état initial, ce
qui facilite la mise en correspondance des deux racines InternalFormat (ligne 5). Pour le reste des
états de chaque lts, la mise en correspondance est faite par la recherche d’un identifiant similaire
pour chaque transition sortante de cet état, quitte à suivre des transitions de composition.
Pour savoir si deux nœuds de lts peuvent correspondre, nous utilisons la correspondance basée
sur l’identité lorsqu’un identifiant est disponible sur les transitions (ligne 13). Dans notre cas d’étude,
l’approche dite similarity-based matching est utilisée (ligne 8). A la fin, si le couplage entre chaque
état cible avec chaque état source est garanti, nous pouvons construire la relation de simulation
binaire entre deux états, comme expliqué avant dans la section 2.2.6, et nous en déduisons que le
lts cible simule faiblement le lts source.
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Table 5.9 – Table de mise en correspondance entre les nœuds du lts cible et les nœuds du lts
source.
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Figure 5.9 – Un extrait de la projection du LDG source en un lts source
L’état initiale s0_c = InternalFormat est en relation avec l’état initiale s0_s = InternalFormat.
Comme il est illustré dans le tableau de mise en correspondance 5.9, l’état successeur Telemetry cible
est en relation d’équivalence avec l’état Telemetry source à cause des mêmes transitions sortantes de
cet état : (Telemetry, partof
′′InternalFormat′′→ , InternalFormat), (Telemetry, haspart
′′Header′′→ , Header),
(Telemetry, haspart
′′Data′′→ , Data).
Par contre, l’état cible Str n’est pas équivalent à l’état source Str car dans Str cible nous avons la
transition (Str, haspart
′′TAB′′→ , TAB)
Étape 4. Conservation des données
L’étape 3 produit la liste des chemins vers tous les attributs dans le lts cible et dans le lts source.
Sur notre court exemple, nous pouvons depuis l’état initial dans le lts cible accéder à l’interface
logique (D, E, B1, PADDING, A, B, C, F, CALCULATEURA, CALCULATEURB). Dans le lts
source nous pouvons accéder à partir de l’état initial à l’interface logique (D, E, B1, PADDING,
A, B et C). Nous en déduisons que lts cible ∼ lts source. La table de mise en correspondance
entre les états (voir tableau 5.9) permet de réaliser la migration de données. Dans cet exemple,
de nouveaux attributs ont été ajoutés. Il y alors nécessité de renseigner les nouveaux attributs
(CALCULATEURA, CALCULATEURB, F) dans les instances de données source pour obtenir les
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Figure 5.10 – Un extrait de la projection du LDG cible en un lts cible
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instances cibles.
5.2.2 Second déploiement : modèles de données spatiales MICROSCOPE
Notre approche a été déployée dans le domaine de l’ingénierie spatiale. Nous avons étudié plu-
sieurs cas avec des modèles de données complexes. Dans cette section, on examine le cas du modèle
de données Microscope [6]. Dans la suite, on considère un extrait du modèle de données utilisé pour
paramétrer le traitement de télémétrie et en particulier pour combiner deux télémétries.
Étape 1. Interprétation
La Figure 5.7 montre le type de refactoring établit sur le cas d’étude. La section précédente
5.1.2 explique l’évolution du modèle de données source au modèle de données cible. Les modèles de
données source et cible sont transformés vers deux LDG. Dans le LDG source, la classe Signals
devient un concept. Dans le LDG cible, trois nouveaux concepts apparaissent : AbstractData,
SessionData et OtherData.
Étape 2. Projection
Comme le montre la figure 5.11, on projette les LDG source et cible sur une source lts nommée
ltss et une lts cible nommée ltst. Comme le concept Signals est le seul concept existant des deux
côtés, l’état initial de chaque lts est Signals.
Étape 3. Comparaison des LTS.
Comme le montre la figure 5.11, à partir de l’état initial Signals, toutes les transitions de source
sont réalisables si on lançe la cible signal1 et signal2 vers le concept SessionData :
Figure 5.11 – Un extrait de la projection du ldg à un ensemble de lts en microscope.
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signal1source = ((SessionData)signal1cible).signal
signal2source = ((SessionData)signal2cible).signal
Ainsi, lts_cible simule lts_source parce qu’on peux trouver la relation binaire de simulation faible
suivante R = {< Signals, Signals >}. On peut remarquer que le contraire est faux à cause de la
transition signalExt.
Étape 4. Conservation des données
Au cours de la migration, comme le montre la figure 5.12 les valeurs des anciennes instances
de la classe Signals sont préservées grâce à la création de deux nouvelles instances de la classe
SessionData, initialisées avec ces valeurs.
Figure 5.12 – Conservation des données
— lts cible simule lts source
— sur la base de chemins : chaque élément unitaire d’information de l’ancien concept se trouve
dans le nouveau concept
5.2.3 Évaluation
Outillage : L’utilisation de la boîte à outils CADP 2 aide beaucoup. Nos enquêtes ont prouvé que
nous avons pu obtenir le diagnostic des résultats de la comparaison. En utilisant des transformations
de modèles, nous avons pu transformer le modèles de données microscope et les modèles de données
PHARAO à des LDG, puis pour obtenir une interne représentation du système de transitions
étiquetées en AUT format (automate). Enfin, la simulation entre le deux automates est vérifiée
grâce au module BISIMULATOR de CADP, en utilisant la relation d’équivalence observationnelle.
2. https://cadp.inria.fr/
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5.3 Résultats et discussion
Dans ce chapitre, nous avons présenté une approche observationnelle sémantique pour traiter
l’évolution des modèles de données au niveau M1. L’intérêt principal de l’approche proposée est la
transposition de l’accessibilité de l’information dans un modèle de données au niveau de l’interface
logique en un problème de chemin dans un graphe orienté et étiqueté.
L’approche s’est révélée capable de capturer toutes les évolutions d’un modèle de données dans
des séquences d’opérateurs logiques au lieu d’une liste non exhaustive d’opérateurs d’évolution.
Enfin, l’approche proposée est générique car une fois qu’un modèle de données en entrée peut
être interprété en un ldg puis projeté vers un ensemble de lts, on peut vérifier la conservation de
l’information en utilisant la théorie de Robin Milner.
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Troisième partie
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Chapitre 6
Conclusion
6.1 Conclusion
Le développement des systèmes d’information complexes nécessite la définition des modèles sur
lesquels les développeurs et les ingénieurs peuvent compter pour garantir la qualité des systèmes
conçus. Cela est primordial lorsque le système appartient à un domaine critique, tel que l’aéro-
nautique, l’espace, la santé, la gestion de l’énergie,... etc. Les modèles conçus sont complexes et
impliquent de nombreux concepts, notamment des artefacts de modélisation et des vues. En outre,
ils peuvent être soumis à des évolutions, en particulier s’ils sont développés dans le cadre d’un projet
à long terme impliquant une collaboration étendue, en raison des changements pouvant survenir
au cours du processus, que ce soit sur les exigences et les spécifications ou sur les techniques et
les outils de modélisation. Dans un processus de développement basé sur l’ingénierie dirigée par les
modèles (IDM), les modèles sont au centre des processus de conception et de développement.
Nous avons concentré nos contributions sur les modèles produits dans le domaine de l’ingénierie
des systèmes, en particulier de l’ingénierie spatiale et des missions spatiales. Nos travaux sont axés
sur les processus d’ingénierie basés sur les modèles, des systèmes à grande échelle, à long terme,
critiques et largement documentés.
Dans la première partie de la thèse, nous nous sommes concentrés sur la façon de gérer les
différences structurelles au cours du processus d’évolution [2, 100]. L’approche proposée repose sur
trois étapes. La première utilise un moteur de comparaison pour identifier les différences structurelles
et descriptives.
Par rapport à une approche basée sur XML où chaque noeud du modèle original est comparé
aux noeuds du nouveau modèle, une approche fondée sur un méta-modèle met l’accent sur la
comparaison des éléments de même type. Une telle approche aide clairement à améliorer la mise en
correspondance des modèles. Pour améliorer la qualité des résultats, il est nécessaire de personnaliser
ce processus de mise en correspondance, par exemple, en trouvant des identifiants uniques pour
chaque élément du modèle. Ainsi, on peut obtenir les vraies différences : un ajout correspond à un
élément réellement ajouté et une suppression à un élément réellement supprimé.
Les deux dernières étapes de notre approche comprennent l’évolution du modèle et la migration
des données. Ces deux étapes reposent sur la définition et l’application d’opérateurs d’évolution
atomiques et/ou composites. La définition de tels opérateurs était au centre de notre approche. Ils
doivent satisfaire aux conditions d’applicabilité afin de garantir la conservation des données. Nous
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avons également déployé cette approche dans un cadre d’ingénierie dirigée par le modèle (IDM).
Des méta-modèles de modèles de données, d’instances de données et d’opérateurs d’évolution ont
été définis afin d’obtenir un cadre intégré et unifié. Les opérateurs atomiques et composites ont été
définis et configurés sur différents exemples. Comme on veut un moyen simple et sûr qui permet de
mettre à jour des applications basées sur un modèle, plusieurs approches formelles ont été dévelop-
pées pour soutenir l’IDM [96, 97, 17]. La nécessité d’une approche de comparaison formelle est en
augmentation. Dans la deuxième partie de la thèse, nous avons proposé une nouvelle approche qui
prend en charge l’analyse du refactoring comportementale. En d’autres termes, nous vérifions si les
interfaces d’application du modèle de données source sont satisfaites par le modèle de données cible
et étudions l’impact du refactoring du modèle de données sur la préservation des interfaces d’appli-
cation. Nous appelons interface d’application l’agrégation des différents accesseurs aux informations
stockées dans un modèle de données. Ainsi, comparer deux modèles de données consiste à vérifier
s’ils décrivent le même comportement ou non. Pour traiter ce problème, nous l’avons subdivisé en
trois sous-problèmes liés à l’accessibilité, aux cardinalités et aux connaissances.
Nous étudions les « API » de chacun des éléments des modèles de données source et cible. L’API,
au sens où nous l’entendons, définit l’ensemble des attributs auxquels on peut accéder en traversant
l’ensemble des relations de type conteneur. Afin d’assurer la préservation des API(s) entre l’ancienne
et la nouvelle version des modèles de données, on vérifie si l’API du modèle de données source existe
toujours dans le modèle de données cible. Dans notre étude, la comparaison des deux modèles de
données consiste alors à vérifier la similitude de leurs APIs. Si depuis le modèle cible, on peut accéder
à l’ensemble des attributs du modèle source, on peut conclure à la préservation de l’information
dans les instances du modèle source. Par ailleurs, si l’accès à ces informations est identique entre les
deux modèles, ce qui serait équivalent à la (simulation forte) au sens système d’états de transitions,
on peut alors savoir si une instance du modèle de données source est compatible ascendant avec le
modèle de données cible. En outre, si l’accès à ces informations n’est pas identique mais toutefois
possible (simulation faible), nous pouvons déduire que l’accès à l’information est préservé mais avec
la nécessité de migrer les instances.
Pour migrer les données dans le cas d’un renommage d’attribut, nous considérons qu’un diction-
naire externe, en amont du processus, permet d’identifier que l’attribut renommé dans le modèle
cible est sémantiquement équivalent à l’attribut d’origine dans le modèle source.
6.2 Perspectives
Comme suggéré tout au long du document, il reste un certain nombre de pistes de recherche :
— Le processus de comparaison est actuellement basé sur une correspondance syntaxique et
sémantique. L’utilisation d’une base sémantiquement plus forte, avec des ontologies, des
contraintes (pour répondre à l’évolution des modèles de données en présence des rôles et des
cardinalités) augmentera sans aucun doute la qualité du processus d’extraction des différences
qui en résultent et donc des opérateurs atomiques identifiés.
— L’approche pourrait également être enrichie par une bibliothèque d’opérateurs :
— atomiques et composites pouvant être réutilisés par les concepteurs de modèles. Des
procédures d’accès et de sélection efficaces doivent être mises en place ;
— d’ordre supérieur, qui pourraient être définis au niveau du méta-modèle et qui seraient
instanciés pour un usage spécifique dans un contexte d’évolution spécifique.
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La définition d’une telle bibliothèque d’opérateurs contribuerait à offrir un ensemble d’opéra-
teurs prêts à l’emploi pour l’évolution du modèle.
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