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Video	 is	 currently	 at	 the	 forefront	 of	 most	 business	 and	 natural	 environments.	 In	
surveillance,	 it	 is	 the	 most	 important	 technology	 as	 surveillance	 systems	 reveal	
information	 and	 patterns	 for	 solving	 many	 security	 problems	 including	 crime	




aspects	 include	 system-wide	 architecture,	 meta-data	 generation,	 meta-data	
persistence,	object	identification,	object	tagging,	object	tracking,	search	and	querying	
sub-systems.	 The	 current	 less-than-optimum	 performance	 is	 attributable	 to	 many	




for	 designing	 and	 implementing	 surveillance	 systems,	 based	 on	 the	 authors’	 system	
architecture	 for	 generating	meta-data.	 Secondly,	we	 design	 a	 simulation	model	 of	 a	
multi-view	surveillance	 system	 from	which	 the	 researchers	generate	 simulated	video	
streams	in	large	volumes.	From	each	video	sequence	in	the	model,	the	authors	extract	
meta-data	 and	 apply	 a	 novel	 algorithm	 for	 predicting	 the	 location	 of	 identifiable	
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Learn from yesterday, live for today, hope for tomorrow. The 





to	designing	networks	of	 smart	objects.	 That	 is,	 any	device	 capable	of	 connecting	 to	




of	 connectivity	 among	 the	 billion	 smart	 objects	 on	 the	 Internet	 to	 support	 their	
awareness	of	one	another	-	 it	also	provides	capability	for	knowledge	and	information	




be	 conceptually	 described	 as	 a	 globally	 unified	 system.	 This	 claim	 would	 be	 more	
socio-economically	attractive,	if	each	device	on	the	Internet	has	a	unique	identity,	and	
can	 be	 tracked	 down	 to	 a	 local	 membership	 of	 public	 hierarchies	 similar	 to	 the	
geopolitical	 categories	as	 in:	 the	 street,	 city,	 country,	and	 the	continent	–	 that	 is,	an	
identifiable	member	of	 the	global	digital	 community	 (or	a	digital	 citizen).	 This	 is	 the	
fundamental	motivation	of	 this	 research	 -	 to	 investigate	 the	 feasibility	of	 a	 ‘globally’	
unified	platform	that	supports	the	systematic	access	to	any	‘known’	video	surveillance	




decade	 since	 video	 is	 these	 days	 at	 the	 forefront	 of	 most	 life	 domains	 including	
security,	 entertainment,	 media,	 communication,	 commerce/e-Commerce,	 domestic,	
education,	 manufacturing,	 technology,	 and	 healthcare	 [4]	 [5].	 In	 fact,	 cameras	 and	
their	networks	are	 increasingly	playing	vital	 roles	 in	 intelligent,	ubiquitous	and	smart	
systems	where	they	are	being	applied	to	detect,	acquire,	process	and	report	events	in	
various	 life	 support	 situations.	 Intelligent	 camera	networks	 have	been	 introduced	 to	
support	 environments	 and	 systems	 such	 as	 autopilot	 cars,	 unmanned	 air	 vehicles,	
surveillance,	health	monitoring,	environmental	monitoring,	and	smart	cities.		
For	 example,	 the	 Microsoft	 Kinect-like	 camera	 technology	 has	 been	 proposed	 for	
health	 monitoring	 for	 the	 fall-prone	 patients	 such	 as	 the	 elderly.	 Such	 camera	 is	
capable	of	extracting	the	3-D	body	joint	coordinates	at	low	cost	and	without	the	need	
for	body	markers	 since	 it	 captures	 the	RGB	properties	 and	 the	depth	 information	of	
the	 image	 [6]	 [7].	These	video	data	are	collectively	being	generated	at	massive	 rates	
such	that	they	are	fast	becoming	a	significant	proportion	of	the	global	data	[8]	[9]	[10].	
To	bring	 this	 to	perspective,	as	at	2010,	Youtube	claimed	 that	about	2	billion	videos	
were	watched	daily	and	up	to	24	hours	of	video	content	were	uploaded	every	minute	
[11]	[12].	More	so,	 in	2012,	Cisco	systems	reported	that	in	2012,	video	encoded	data	




database	 software	 tools	 to	 capture,	 store,	manage,	 and	 analyze”	 [15].	 Although	 the	
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exact	quantification	and	definition	for	‘big	data’	is	still	evolving,	all	major	players	in	the	
industry	 share	 similar	 views	 about	 the	 immense	 benefits	 and	 challenges	 it	 would	
unravel.	
1.2. Research	Background	and	Relevance	
There	 is	 increasing	 reliance	 on	 video	 surveillance	 systems	 for	 systematic	 derivation,	
analysis	 and	 interpretation	 of	 the	 data	 needed	 for	 business	 intelligence,	 predicting,	
planning,	evaluating	and	implementing	public	safety	and	services.	This	is	evident	from	
the	 massive	 number	 of	 surveillance	 cameras	 deployed	 across	 public	 locations.	 In	
Britain	alone,	the	British	Security	Industry	Association	(BSIA)	estimated	there	are	over	
4.2	million	surveillance	video	cameras	 in	public	domain	[16]	and	it	was	reported	that	
the	 size	 of	 video	 data	 generated	 by	 military	 unmanned	 aerial	 vehicles	 is	 in	 the	
petabyte	range	[17].	
Under	 the	data	protection	act	 [18],	 the	owners	of	 video	surveillance	 systems	have	a	
responsibility	 to	 protect	 the	 identity	 and	 privacy	 of	 the	 people	 recorded	 by	 their	
camera	 –	 especially	 if	 the	 camera	 is	 likely	 to	 record	 events	 that	 are	 of	 personal	 or	
sensitive	 nature	 such	 as	 one	 installed	 in	 residential	 areas.	 The	 owners	 also	 have	 a	
sense	of	ownership	hence	 the	need	 to	secure	 the	surveillance	system	since	 the	data	
hold	 information	 about	 their	 personal	 (or	 business)	 operations	 and	 security.	 Such	
information	 in	 the	 wrong	 hands	 could	 threaten	 their	 lifestyle,	 or	 damage	 their	




data	must	be	processed	 and	preserved	with	 access	 control	measures.	 This	 is	 usually	
achieved	 in	corporate	environments,	by	physically	 locking	the	storage	 location	of	the	
surveillance	data,	 and	employing	a	 security	officer,	who	manually	 inspects	 the	 video	







already	 available	 and	 affordable	 [19],	 it	 is	 therefore	 reasonable	 to	 expect	 that	 a	
tangible	 proportion	 of	 the	 current	 and	 future	 surveillance	 cameras	 are	 capable	 of	
capturing	 digital	 data.	 Invariably	 data	 from	 digital	 cameras	 could	 be	 accessed	 over	
communication	networks	such	as	the	Internet.	
In	 fact,	 research	 has	 proposed	 the	 implementation	 of	 centralised	 repositories	 for	
video-encoded	data	originating	from	multiple	sources.	An	example	of	such	research	is	
by	Giovanni	 Borga	 et	 al.	 in	 2011	 [20].	 They	 proposed	 a	 solution	 for	 integrating	 data	
arriving	 from	various	 locations,	on	a	 real	 time	basis.	They	 identified	sources	of	video	
data	 that	 included	 satellite	 imaging	 systems,	 telecommunications	 and	 territorial	
innovative	 monitoring	 networks,	 sensor	 networks,	 Internet	 and	 mobile	 monitoring	
devices.	
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Another	 advancement	 that	 supports	 our	 claim	 is	 the	 smart	 surveillance	 architecture	
implemented	 in	 [21],	 which	 is	 capable	 querying	 video	 metadata.	 Among	 other	
achievements,	 which	 we	 discussed	 further	 in	 chapter	 2,	 the	 solution	 involved	
approaches	 to	 achieving	 real-time	 alerts,	 events	 statistics,	 events	 detection,	 object	
tracking,	colour	classification,	and	face	tracking.	However,	the	deployment	is	targeted	
at	specific	environments	such	as	retails,	and	security.	The	operation	of	the	solution	is	
depicted	 in	 Figure	 1,	 which	 shows	 that	 the	 video	 data	 is	 analysed	 to	 generate	
metadata	 on	 detected	 events.	 The	metadata	 is	 persisted	 in	 a	 database,	 from	which	








provided	 evidence	 that	 surveillance	 systems	 (or	 cameras)	 are	 available	 in	 large	
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numbers	 in	 the	 public	 domain.	 They	 are	 however	 currently	 not	 utilised	 to	 their	 full	
potential	 because	 the	 relevant	 technology	 is	 still	 advancing	 towards	 maturity.	 	 In	
essence,	 the	 review	 revealed	 that	 video	 surveillance	 is	 an	 active	 research	 area	 but	
there	are	still	open	problems,	which	calls	for	improvement.	
1.3.1. Areas	Needing	Further	Research	










• Capability	 to	 provide	 limited	 access	 to	 query	 the	 surveillance	 data	 without	
allowing	full	access	to	the	video	stream.	
• Capability	 to	capture	digital	data	 (by	 the	cameras).	 In	many	old	buildings,	 the	
installed	 cameras	 are	 not	 capable	 of	 recording	 digital	 data	 -	 they	 are	 only	
capable	of	recording	analogue	video.	
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Considering	 the	 requirements	 mentioned	 above,	 and	 based	 on	 the	 knowledge	 that	
only	a	few	(if	any)	of	the	currently	deployed	surveillance	systems	 is	accessible	to	the	
public	safety	departments,	this	research	explores	the	notion	that:	
1. The	 accuracy	 of	 the	 results	 obtained	 from	 surveillance	 infrastructure	 would	
improve	greatly	if	privately	owned	surveillance	systems	contribute	to	the	data	
used	by	the	public	safety	departments.		
2. Independent	 owners	 of	 surveillance	 networks	 would	 exchange	 surveillance	
data	with	the	city,	 if	 the	data	shared	will	not	break	the	requirements	of	data	




It	 focuses	 chiefly	 on	 three	 features	 of	 surveillance	 systems:	 (i)	 unification	 of	
independent	surveillance	systems	–	metadata,	(ii)	public-level	querying	of	surveillance	
data,	 (iii)	event	prediction	based	on	pattern	recognition	of	past	events.	This	research	
does	 not	 involve	 other	 usage/applications	 of	 video	 technologies	 such	 as	 social	












































3. To	 identify	 the	 current	 state	of	 technology	 in	 video	 surveillance	 systems	and	
automated	 surveillance	 system	 in	 general.	 We	 achieve	 this	 objective	 by	
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6. To	 test	 and	 validate	 our	 hypothesis	 that	 it	 –	 “is	 possible	 to	 ‘open’	 the	 data	
generated	 by	 an	 individually	 owned	 surveillance	 system	 to	 the	 safety	
department	for	querying”.	
Intelligent	video	big	data	architecture	 such	as	 the	proposed	FVSA	could	 improve	 the	
benefit	 derived	 from	 combination	 of	 cameras	 and	 their	 data	 stores.	 It	 suggest	 the	
presentation	of	 the	 surveillance	 systems	 in	 a	 country	 as	 a	 national	 surveillance	 grid,	
which	 is	composed	of	 independent	networks	such	as	a	building	surveillance	systems,	
street	surveillance	systems,	city	surveillance	systems.	Access	to	a	specific	 level	of	the	




This	 research	 involves	 the	 set	 up,	 configuration	 and	 implementation,	 testing	 and	





• A	 demonstration	 of	 the	 proposed	 surveillance	 network	 that	 is	 capable	 of	
managing	 metadata	 generated	 from	 an	 enterprise	 surveillance	 system.	 This	
was	achieved	 in	chapter	5	 in	an	experiment,	which	systematically	 tracked	the	
location	of	objects	at	various	locations	on	the	topology-aware	network.	








layer	 abstraction	 software	 interface.	 It	 presents	 video	 surveillance	 systems	 as	 an	
adapted	 computational	 grid	 of	 intelligent	 services,	 which	 are	 integration-enabled	 to	
communicate	with	 other	 compatible	 systems	 in	 the	 Internet	 of	 Things	 (IoT)	 –	 this	 is	
described	 in	 chapter	3.	But	 as	mentioned	above,	 this	 research	 involved	a	 simulation	
experiment	involving	the	implement	of	a	lean	but	demonstrable	model	of	the	FVSA.		
Figure	 2	 depicts	 the	 high-level	 architecture	 in	 the	 experiment,	 showing	 the	 flow	 of	
metadata	 from	 the	 independent	 CamNets	 to	 the	 city’s	 CRD.	 The	 components	
presented	 in	 the	 CamNet	 shows	 the	 high-level	 process/information	 flow	 within	 the	









Throughout	 this	 thesis,	 various	 acronyms	 and	 terminologies	 were	 used	 to	 identify	
system	components,	processes	and	applications.	We	refer	to	a	camera	or	a	’group	of	
cameras’,	 used	 to	 capture	 surveillance	 data	 by	 an	 individual	 or	 organization	 as	 a	




We	refer	 to	a	collection	of	CamNets	 in	 the	same	city	as	 the	City	Surveillance	System	
(CiSS),	where	 all	 the	CamNets	 in	 a	 city	 are	 registered	 in	 the	City	 Resource	Directory	
(CRD).	 Furthermore,	 the	 network	 of	 all	 the	 CRDs	 in	 a	 country	 is	 referred	 to	 as	 the	
Country	Surveillance	System	(CoSS)	–	we	refer	to	the	resource	directory	that	manages	
all	 the	 CRDs	 in	 a	 country	 as	 the	 Country	 Gateway	 Resource	 Directory	 (GWRD).	 The	
GWRD	is	a	CRD	configured	as	the	server	for	all	the	CRDs	in	a	country.	
The	metadata	 generated	 on	 the	 CamNet	 is	 saved	within	 the	 CamNet.	 However,	 the	
CamNet	also	sends	the	metadata	to	the	CiSS.	Both	the	CamNet	and	CiSS	are	capable	of	
computing	 a	 logical	 network	 based	on	 the	metadata.	 The	 logical	 network	 is	 a	 graph	
where	the	camera	whose	object	is	identified	becomes	the	network	node.	If	the	same	
object	 is	 re-identified,	 then	 there	 is	a	 link	between	 the	 two	nodes	 (or	cameras).	The	
logical	network	is	referred	to	as	the	Fused	Video	Surveillance	Network	(FVSN).	
1.9. Thesis	Structure	
The	rest	of	this	document	 is	organised	as	follows	-	chapter	2	 is	a	 literature	review	of	
the	 existing	 work	 in	 the	 area	 of	 video	 surveillance	 systems,	 focusing	 on	 system	
architecture,	metadata	generation	and	future	trend	in	video	surveillance.	Chapter	3	is	
a	discussion	of	the	system	architecture	in	this	research	–	it	is	where	the	components	of	
the	 experimental	 network,	 metadata	 subsystem,	 storage	 infrastructure	 and	 their	
connectivity	 were	 discussed.	 Chapter	 4	 presents	 the	 internal	 configuration	 and	




city	 CamNets	 and	 how	 they	 collectively	 ‘interface’	 with	 each	 other,	 to	 form	 the	
citywide	network	surveillance	directory	server,	the	CRD.	At	the	end	of	this	chapter,	 it	
was	 noted	 that	 that	 the	 ability	 to	 explore	 the	 CRD	 can	 provide	 evidence	 to	 support	
investigations	and	business	decisions.	Ultimately	it	can	reduce	both	financial	and	time	
costs	that	are	associated	with	processing	video	surveillance	signals	by	human	analysts.	
Chapter	6	 involve	 the	unification	of	a	collection	of	 the	CRDs	 in	a	country	 to	produce	
the	 country’s	 surveillance	 system	 -	 a	 technological	 view	 of	 the	 global	 surveillance	
system.	 	 	 This	 chapter	 investigated,	 presented	 and	 described	 the	 hierarchies,	
responsibilities,	 scopes,	 and	 system	 boundaries	 in	 the	 global	 surveillance	 system.	
Chapter	7	is	the	last	chapter	and	conclusion	of	this	thesis	–	it	includes	a	discussion	of	
the	relevance	of	this	research	including	technical	and	security	implications	of	a	global	
surveillance	 systems,	 ethical	 and	 privacy	 concerns.	 Also	 in	 this	 last	 chapter,	 we	













This	 chapter	 reviews	 and	 examines	 the	 current	 level	 of	 innovation	 and	 the	 future	
trends	 of	 technological	 advancement	 in	 video	 big	 data,	 which	 influence	 aspects	 of	
video	 surveillance	 systems	 such	 as	 video	 surveillance	 systems/architectures,	 video	
metadata	 generation/extraction,	 video	 object	 detection/identification,	 video	 object	
tagging	 and	 video	 object	 tracking.	 The	 review	 articulates	 questions,	 findings	 and	
projects	 requiring	 further	 work	 with	 a	 view	 to	 evaluating	 key	 elements	 of	 video	




the	 interactions	 of	 the	 system	 components,	 such	 as	 cameras,	 monitoring	 screens,	
video	 data	 storage,	 and	 analytics	 of	 the	 video	 data.	 As	 depicted	 in	 Figure	 3,	 the	
approach	for	configuring	these	components	has	advanced	from	the	initial	one-to-one	
camera-to-screen	 connection	 into	 better	 system	 where	 multiple	 cameras	 are	
connected	 to	 a	 Network	 Video	 Recorders	 (NVR).	 NVRs	 are	 devices	 that	 connect	
multiple	 cameras,	 serving	as	 single	output	hub	 for	all	 connected	cameras.	 Lately	 the	






It	was	noted	 in	 the	 literature	 that	 the	global	 impetus	 in	 video	 surveillance	has	been	
towards	cloud	computing	[23]	especially	since	the	cost	of	cloud	computing	and	Cloud	
Video	 Recorders	 (CVR)	 is	 dropping.	 New	 interest,	 challenges	 and	 opportunities	 are	
emerging	 towards	 optimising	 video	 surveillance	 architectures	 [24].	 Owing	 to	 its	
capability	 to	 record	 video	 across	 communication	 networks,	 CVR	 appears	 as	 an	
appropriate	 subcomponent	 for	designing	 reliable	architectures	 for	 cloud-based	video	
surveillance	systems.		
An	 implementation	 approach	 for	 the	 CVR	was	 proposed	 in	 [24],	 where	 the	 authors	
suggested	the	use	of	Infrastructure	as	a	Service	(IaaS)	-	a	cloud	computing	paradigm	in	
which	 services	 are	 deployed	 on	 outsourced	 virtual	 infrastructure	 as	 opposed	 to	







Publications	 in	 the	 literature	 suggested	 that	 a	 research-based	 project	 is	 being	
introduced	 to	 the	 industry	 by	 the	 IBM,	 called	 the	 IBM	 Smart	 Surveillance	 Analytics	
(SSA)	[22]	[21].	The	system	overall	system	architecture,	which	was	depicted	in	Figure	1	
above,	 was	 described	 as	 “an	 open	 framework	 for	 event	 integration	 and	 correlation,	
highly	specialized	searches	based	on	multiple	object	attributes,	and	advanced	real-time	
alerts”	 [21].	 It	 was	 reported	 that	 the	 SSA	 provides	 capability	 and	 an	 approach	 to	
generating	 metadata	 for	 achieving	 both	 real-time	 analytics	 and	 post-event	
investigation.		
A	real-time	analytics	 involves	small	spatial	areas	plus	specific	event	detection	such	as	
identification	 of	 threat,	 alert	 generation	 and	 object	 tracking.	 While	 post-event	
investigation	involves	large	spatial	area	such	as	a	city	for	the	purpose	of	investigation	
and	historical	pattern	discovery	[25].	Figure	4,	the	block	diagram	of	the	components	in	
the	 architecture,	 shows	 that	 the	 SSA	 employs	 a	 software	 stack	 (that	 is,	 SSE,	 MILS,	
Middleware	etc.),	mostly	written	in	C++	framework,	to	achieve	the	solutions,	including	
event	detection	in	metadata	and	real	time	alert	generation.	Publication	suggested	that	












Neely	 et	 al.	 presented	 a	 video	metadata	 approach	 that	 has	 been	 promoted	 by	 the	
ARDA/DTO/IARPA	–	the	approach	was	name-tagged	‘Video	Analysis	Content	Extraction	
program’	 (VACE)	 [17]	 [28]	 [29].	 Their	 initial	 effort	 was	 focused	 on	 generating	
‘annotated	 temporal	 log’	 from	 the	 raw	video	 signals	using	 their	metadata	extraction	
solution.	Then	they	classified	the	log	into	symbolic	representations	of	events,	activities,	
relationships,	 and	 other	 important	 attributes,	 from	 which	 they	 implement	 a	 query	
algorithm	 named	 Video	 Event	 Representation	 Language	 (VERL)	 and	 a	 video	markup	
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algorithm	 called	 Video	 Event	 Markup	 Language	 (VEML)	 [30].	 Both	 algorithms	 are	
metadata	representation	proposals	from	the	VACE	program	mentioned	in	[17]	[31].	
The	approach	was	an	extension	of	the	VEML	metadata	in	which	they	convert	elements	
of	 VEML	 metadata	 into	 analytical	 input	 for	 their	 own	 novel	 system	 called	 the	
Analogical	 Reasoning	 System	 (ARS).	 It	 sequentially	 attempts	 to	 match	 behaviours	
described	 in	 the	metadata	 to	previously	 known	and	analysed	behavioural	 cases,	 and	
reason	 about	 missing	 components	 of	 the	 scenes.	 In	 Figure	 5	 below,	 the	 author	
presented	an	adapted	knowledge-adding	service,	which	functions	in	cloud	architecture	
for	 the	ARS.	This	 service	extracts	event	metadata	 from	connected	video	sources	and	







the	 internal	 processing	 of	 surveillance	 systems.	 The	 proposal	 in	 [32]	 focused	 on	 the	
internal	transactions	in	a	video	surveillance	system	including	remote	play,	request	and	
response	 flow.	 Several	 works	 involved	 the	 systematic	 approaches	 to	 designing,	




can	 be	 queried	 independently	 of	 the	 video	 images	 -	 this	 can	 technically	 solve	 the	
problem	of	data	protection.	
This	research	is	established	on	the	reality	of	video	metadata	based	on	the	theory	that	
surveillance	 systems	 can	 share	 their	 metadata.	 The	 shared	 data	 can	 solely	 provide	
means	 for	matching	 or	 comparing	 interesting	 events	 but	 the	 video	 data	will	 not	 be	
shared	 to	 conceal	 the	 identity	 of	 people	 in	 the	 video	 frames.	 This	 makes	 the	 data	
useful	 beyond	 the	 political	 and	 economic	 boundaries	 of	 the	 system	 owners	 and	
simultaneously	protecting	the	privacy	of	the	people	in	the	video.	A	similar	concept	has	




Notable	 video	 metadata	 standards	 include	 the	 Dublin	 Core	 Metadata	 Innovation	
(DCMI),	the	ISO/IEC	Moving	Picture	Experts	Group’s	standard	(MPEG-7),	and	the	IEEE	
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LTSC	LOM	[27]	 -	 among	which	MPEG	 is	most	 recently	updated.	The	MPEG	called	 for	
proposals	 globally	 in	 2008	 towards	 attaining	 an	 interoperability	 solution	 in	 the	
identification	of	video	data.	The	outcome	is	a	video	signature	tools	that	serve	as	a	basis	









The	 early	 IBM	 vision	 for	 autonomic	 computing	 implies	 that	 a	 self-managing	 system	
should	be	self-configuring,	self-healing,	self-optimizing,	and	self-protecting	and	should	
exhibit	 self-aware-ness,	 self-situation,	 self-monitoring,	 self-expression,	 and	 self-
adjustment	 [37]	 [38].	 The	 vision	 was	 birthed	 from	 the	 autonomic	 operation	 of	 the	
human	 body’s	 nervous	 system,	 which	 was	 found	 to	 oversee	 the	 operations	 of	 the	
heart	 rate	 and	 the	 body	 temperature	without	 external	 intervention	 [37].	 To	 achieve	




The	 autonomic	 manager	 identifies	 the	 non-autonomic	 elements	 under	 its	 influence	
and	 monitors	 both	 its	 external	 environment	 and	 executes	 actions	 based	 on	 the	
received	information.	The	non-autonomic	elements	are	perceived	to	be	any	computer	
or	 resources	 used	 within	 the	 computer	 system.	 In	 other	 words,	 the	 autonomic	
managers	are	perceived	to	relieve	the	humans	of	some	of	the	computer	administrative	
tasks.	 The	 approach	 employed	 in	 autonomic	 computing,	 with	 the	 concept	 of	 an	
autonomic	manager	is	not	compliant	with	our	approach	in	this	work	since	we	aim	at	a	
completely	decentralized	solution.	




that	 SA	and	SE	 cuts	 across	multiple	disciplines	 and	dimensions	 including	Psychology,	
Artificial	 Intelligence	 &	 Robotics,	 Organic	 Computing,	 Systems	 Engineering	 and	
Autonomic	computing.	 In	particular,	 [39]	gave	a	good	account	of	how	computational	
self-awareness	 corresponds	 to	 human	 self-awareness.	 The	 work	 suggested	 that	 a	
healthy	 and	 reliable	 self-aware	 system	 is	 capable	 of	 obtaining	 self-aware	 knowledge	
within	own	internal	sensors.	Equally,	the	system	can	simultaneously	capture	self-aware	
knowledge	from	external	phenomena	such	as	integrated	servers	and	the	environment.	
The	 work	 in	 [39]	 further	 compared	 a	 proposed	 framework	 for	 computational	 self-
awareness	 levels	 with	 the	 human	 self-awareness	 levels	 in	 [45]	 and	 [46].	 The	










































SA	 and	 SE	 are	 two	 key	 properties,	 that	 if	 jointly	 present	 in	 a	 system,	 signifies	 the	
system	 is	 capable	 of	 achieving	 a	 level	 of	 system	 autonomy.	 In	 the	 context	 of	
computational	 systems,	SA	 is	used	 to	describe	 the	ability	of	a	 system	to	acquire	and	
maintain	 knowledge	 about	 ‘self’	 and	 own	 context,	 in	 relation	 to	 achieving	 expected	
objective(s)	while	SE	refers	to	the	ability	of	the	system	to	automate	actions	and	attain	
adaptive	behaviour,	following	SA	[47]	[48]	[49].		
The	 study	 by	 [48]	 identified	 2	 inter-related	 dimensions	 of	 adaptive	 systems	 (or	
autonomous	 systems).	 First	 is	 ‘where’	 the	 adaptation	 takes	 place	 –	 this	 is	 further	
separated	 into	 2	 levels:	 (i)	 individual	 level,	 and	 (ii)	 the	 collective	 level.	 Second,	 they	
identified	‘what’	the	possible	adaptation	mechanisms	are	–	this	is	further	established	


















to	 design	 topology	 aware	 camera	 networks	 [42]	 [50]	 [51]	 [52]	 [33]	 [28].	 It	 was	
established	 in	 [50]	 that	 5	 system	 parameters	 are	 fundamental	 to	 achieving	 self-
configuration	in	camera	networks:	(i)	camera,	(ii)	network,	(iii)	environment,	(iv)	task,	
and	 (v)	 performance.	 The	 first	 3	 parameters	 were	 used	 to	 achieve	 the	 cameras’	




communicate	 and	 interact	 with	 other	 cameras	 through	 task-induced	 operational	
decisions.	 Examples	 of	 these	 decisions	 are:	 the	 detection	 and	 tracking	 of	 moving	
objects	 across	 the	 camera	 network,	 resource	 monitoring,	 and	 task-load	 balancing	
among	 the	 cameras	 on	 the	 network.	 Lastly,	 performance	 parameters	 involve	 the	
management	of	system	metrics	and	an	active	attempt	to	achieve	a	healthy	state	that	





















not	 aim	 to	 acquire	 the	 most	 efficient	 (in	 terms	 of	 distance	 from	 self	 or	 any	 other	
metrics)	DNS	configuration;	it	is	based	on	best	effort.	This	is	similar	to	our	approach	in	
this	research,	the	resource	directories,	which	is	discussed	in	chapter	6	does	not	aim	to	
detect	 the	best	neighbours,	 it	 simply	 keeps	 the	 records	of	directory	 servers	 in	other	
cities	within	the	same	country	as	itself.	
2.5. Topology	Learning	and	Auto-Interactivity	











based	on	 [62]	and	 [63]	 (and	as	applicable	 to	 this	 research).	A	vertex	 (or	a	node	or	a	
thing	in	IoT)	is	a	connection	point	where	2	or	more	edges	meet.	An	edge	is	a	link	that	









of	one	edge	joining	them.	A	subgraph	of	a	graph	𝐺 = 𝑉,𝐸 ,	is	a	graph	𝐺 ! =  (𝐺 !, 𝐺 !),	
where	𝐸!  ⊆  𝐸,	and		𝑉!  ⊆  𝑉.	
A	weighted	 graph	 is	one	 in	which	weights	 are	 assigned	 to	 its	 vertices	 and/or	edges.	
The	weight	may	be	 used	 to	 denote	 frequency	 or	 size	 of	 the	 events	 on	 the	 graph.	 A	
directed	 graph	 (or	digraph)	 has	a	pair	𝐺 = 𝑉,𝐸 	where	E	defines	 the	 relation	on	V,	
which	 is	 a	 finite	 set	 of	 vertices.	 The	 digraph	 identifies	 the	 travel	 direction	 between	
each	pair	of	vertices	–	the	edges	of	digraphs	are	also	referred	to	as	arcs	or	arrows.	For	
example,	 the	 weighted	 digraph	 in	 Figure	 7	 represents	 the	 devices	 on	 a	 computing	
network	 such	 that	 weight	 5	 is	 assigned	 to	 the	 edge	 connecting	 vertices	 a	 and	 b	 to	
indicate	the	capacity	or	cost	(such	as	the	bandwidth	or	the	attenuation)	of	the	edge.	
Weight	3	 is	assigned	to	vertex	a	 to	 indicate	 its	degree	 -	 that	 is,	an	arithmetic	sum	of	
the	edges	that	it	links.	
A	path	of	 length	k	 in	a	graph	 is	a	sequence	of	distinct	vertices	𝑣!, 𝑣!,… , 𝑣!	such	that	𝑣!!!𝑣! 	is	an	edge	for	𝑖 = 1,… , 𝑘.	A	cycle	in	a	graph	is	a	path,	in	which	the	first	vertex	is	
the	 same	 as	 the	 last	 and	 no	 other	 vertices	 are	 repeated.	 An	acyclic	 graph	 G	 is	 one	
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where	 no	 cycle	 exists,	 and	 a	 directed	 acyclic	 graph,	 DAG	 (or	 acyclic	 digraph)	 is	 a	
directed	 graph	 with	 no	 cycle.	 Let	 us	 denote	 uv	 as	 a	 valid	 arc	 in	 the	 digraph	𝐺𝑑 =𝑢, 𝑣 .	If	𝐺𝑑	is	a	simple	graph,	then	it	follows	that	u	is	said	to	be	an	antecedent	of	v.	
In	 a	 connected	 graph,	 there	 exists	 a	 path	 between	 every	 pair	 of	 vertices.	 	 A	 graph	𝐺 = 𝑉,𝐸 	is	a	tree	if	G	is	connected	and	acyclic.	Spanning	tree	for	a	graph	G	is	a	tree	






is	 the	number	of	network	nodes)	used	 to	 represent	 the	 relations	of	 the	vertices	and	
edges	in	a	graph	𝐺𝑚,	with	a	finite	set	of	vertices	and	edges,	in	which	the	elements	of	
the	matrix	signify	whether	each	pair	of	vertex	is	adjacent	or	not.	For	example,	Figure	7	
is	a	simple	digraph	𝐺𝑚 = 𝑉,𝐸 	with	𝑉 =  𝑎, 𝑏, 𝑐,𝑑 ,	and	𝐸 =  𝑎𝑏, 𝑏𝑐, 𝑏𝑑, 𝑐𝑑 ,	where	
Equation	1	is	the	adjacency	matrix	derived	from	𝐺𝑚.	
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own	routing	 tables	such	 that	 the	overall	network	 routing	calculations	are	distributed	
throughout	the	network.		
M =  
0 1 0 00 0 1 10 0 0 00 0 1 0
  ( 1 ) 
	
The	routing	 table	of	a	node	 is	therefore	the	computed	relations	between	the	known	
vertices	 and	 edges	 of	 the	 network,	 which	 a	 node	 consults	 to	 decide	 the	 next	 node	
when	 forwarding	 information	 to	 a	node	on	 the	network.	 For	example,	based	on	 the	
depicted	configuration	of	 the	network	 in	Figure	8,	 the	routing	table	of	node	a	 in	 the	
network	 is	 represented	 in	 Table	 4.	 Note	 that	 the	weight	 on	 the	 edges	 (in	 Figure	 8)	
represents	 bandwidth.	 The	 protocol	 assumed	 in	 this	 example	 is	 based	 on	 Dijkstra’s	
algorithm	[62].	
Table	4:	The	routing	table	in	node	a,	derived	from	the	network	depicted	in	Figure	8	
Destination	node	 b	 c	 d	 e	
Next	node	 d	 	d	 b	 c	
Bandwidth	 16	 20	 24	 2	







Network	 centrality	 is	 a	 broad	 concept	 for	 assessing	 and	 identifying	 the	 most	
‘important’	vertices	(or	nodes)	in	a	network.	Depending	on	the	measure	of	interest	in	
the	study	of	centrality,	the	most	important	vertices	may	be	considered	in	terms	of	the	
‘magnitude	of	 the	effect	of	 removing	a	node’	 (that	 is,	system	science	analysis)	or	 the	
‘magnitude	of	the	influence	of	a	node’	(that	is,	social	network	analysis)	[55].	It	is	noted	
that	the	study	of	centrality	involved	several	indicators	and	parameters	but	the	scope	of	
this	 thesis	 does	 not	 cover	 the	 comprehensive	 discussion	 of	 all	 the	 approaches,	
application	and	metrics	 that	have	been	used	 to	 implement,	 compare	and	assess	 the	
efficacy	of	centrality	indicators.	
Below,	we	present	basic	definitions	of	some	notable	centrality	methods	that	support	
our	approach	 in	 this	 research,	as	presented	 in	 the	graph	 theory	 literature.	However,	
we	identify	that	[55]	[64]	[65]	[66]	[67]	[68]	[69]	discussed	different	approaches	to	the	
comparison	 and	 the	 efficacy	 of	 centrality	 measurements.	 [46]	 –	 [52],	 and	 [70]	 [71]	
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presented	approaches	in	the	application	of	centrality	concepts	to	various	projects	and	
environments,	 and	 [65]	 included	 an	 extensive	 proof	 of	 stability	 in	 closeness,	 degree	
and	eigenvector	centrality	indicators.	
2.5.3. Closeness	Centrality	
One	 of	 the	 fundamental	 indicators	 of	 centrality	 in	 the	 literature	 is	 the	 closeness	
centrality	[72]	–	it	is	used	to	rank	the	influence	of	a	node	within	the	network	based	on	
its	computed	distance	to	all	other	nodes	in	the	network	[73]	[67].	In	[67]	and	[74],	the	
closeness	 centrality	 of	 an	 undirected	 and	 unweighted	 but	 connected	 graph	 was	
derived,	in	which	the	graph	𝐺 =  𝑉,𝐸 	where	𝑉 =  𝑣!,… , 𝑣! 	is	the	set	of	nodes,	and	𝐸 =  𝑒,… , 𝑒! 	is	the	set	of	edges.	The	closeness	centrality	𝐶! 	of	a	node	𝑖	is	defined	as:	
𝐶!  ≜   𝑁 − 1𝑑!"!∈𝒱   ( 2 ) 
Where	𝑑!" 	=	𝑑!" 	-	the	shortest	path	between	𝑖	and	𝑗.	It	is	observed	in	(1)	above	that	the	










this	approach	 is	simplistic	 in	that,	 it	 ranks	a	node	based	on	the	arithmetic	sum	of	 its	
adjacent	edges.	 It	 follows	that	the	higher	the	number	of	adjacent	vertices	of	a	node,	
the	higher	its	degree	centrality	[65]	[75]	[72].	For	example,	in	Figure	7,	the	node	b	will	
compute	 as	 the	 most	 central	 node,	 based	 on	 the	 degree	 approach,	 since	 it	 has	 3	
adjacent	nodes,	which	is	a	node	higher	than	any	other	node	on	the	network.		
In	this	approach,	a	network	may	have	multiple	central	nodes	at	different	segments	of	
the	network,	where	 clusters	appear.	 It	was	noted	 in	 [76]	 that	 the	practicality	of	 this	
concept	 is	 limited	 in	 that	 it	merely	 indicates	 local	 centrality,	 it	does	not	 indicate	 the	




A	 limitation	 of	 the	 degree	 approach	 is	 that	 it	 does	 not	 account	 for	 the	 full	 network	








𝑥! = 1𝜆  𝑥!! ∈ !(!)  ( 3 ) 
Where	𝑀(𝑖)	is	the	set	of	nodes	that	are	connected	to	the	ith	node,	and	𝜆	is	a	constant.	
Eq.	 2	 computes	 the	 value	 of	𝑥! 	such	 that	 its	 value	 depends	 on	 the	 degree	 of	 the	
neighbours	(that	is,	𝑀(𝑖))	of	node	i.	If	𝑀 𝑖 	computes	to	a	high	value,	then	i	compute	
to	a	high	value	and	vice	versa.	This	can	be	represented	in	vector	notation	as:	
!  = 1𝜆  A !  ( 4 ) 
Or	equivalently	as:	
𝐴 !  =  λ !  ( 5 ) 
With	Eq.	4,	𝑥	represents	an	eigenvector	of	the	adjacency	matrix	A	whose	eigenvalue	is	
the	λ 	and	 there	 can	 be	 many	 satisfactory	λ .	 But	 based	 on	 the	 Perron-Frobenius	
theorem	for	non-negative	matrices,	 for	non-negative	matrices;	 the	highest	value	of	λ	
that	satisfies	Eq.	4	yields	a	non-negative	eigenvector,	and	this	value	is	the	eigenvector	
centrality	 of	 the	 network	 nodes.	 The	 Perron-Frobenius	 theorem	 for	 non-negative	
matrices	states	that:	
	“If	 the	 (nontrivial)	matrix	A	has	nonnegative	entries,	 then	 there	exists	an	
eigenvector	 r	 with	 nonnegative	 entries,	 corresponding	 to	 a	 positive	
eigenvalue	 λ.	 Furthermore,	 if	 the	 matrix	 A	 is	 irreducible	 (e.g.	 connected	
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graph),	 the	eigenvector	r	has	strictly	positive	entries,	 is	unique	and	simple	





and	 accessibility.	 Earlier	 works	 have	 proposed	 approaches	 to	 actively	 learning	 a	
network	 comprising	 multiple	 sources	 and	 destinations.	 The	 most	 relevant	 to	 these	
work	are	the	works	of	[79]	and	[80]	–	these	works	showed	2	main	approaches.		







In	 chapter	5	we	demonstrate	 the	use	of	 a	 traceroute-based	approach,	 supported	by	
the	degree	centrality	of	the	nodes	to	predict	the	path	of	travel	by	objects	of	interest.	
2.6. Resource	Directory	and	Service	Discovery	
A	resource	directory	 (RD)	 is	a	network	service	 (typically,	a	software	component)	 that	
holds	 information	 about	 services	 and	 resources	 hosted	 on	 other	 network	 objects.	 It	
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provides	 a	 lookup	 and	 discovery	 facility	 to	 the	 resource	 or	 service	 in	 response	 to	 a	
network	 request	 [2]	 [81].	 The	 RD	 does	 not	 contribute	 to	 the	 performance	 of	 the	
resource	but	seeks	to	provide	location	and	availability	information	about	the	resource	
by	 modelling	 the	 request/response	 elements,	 using	 the	 concepts	 of	 the	 Internet	
Protocol	 (IP)	 and	 web	 properties	 such	 as	 the	 URI	 and	 Internet	 media	 type.	 The	
activities	of	the	RD	will	normally	rely	on	the	use	of	a	service	discovery	protocol,	which	
describes	the	procedures	that	a	request	uses	to	learn	the	endpoints	of	the	RD.	




structure	 (which	 is	one	of	 the	key	concepts	of	 the	 IoT)	could	only	be	efficient,	 if	 the	
registration	of	new	objects,	discovery	and	resolution	of	the	objects	are	automated.	It	
was	 suggested	 that	 once	 each	 smart	 object	 acquires	 a	 unique	 identification	 on	 the	
Internet,	 for	example	using	 IPv6,	a	directory-like	 ideology	could	act	as	a	 low	cost	but	
effective	 system	 concept	 for	 initiating	 multidimensional	 unification	 among	 the	
heterogeneous	smart	objects	and	networks	in	the	IoT.		
2.6.1. Centralised	Client/Server	Architecture	
The	architecture	 for	 service	discovery	proposed	 in	 [2]	 is	 relevant	 to	 this	 research.	 In	
their	 proposition,	 Cirani	 et	 al	 employed	 the	Constrained	Application	Protocol	 (CoAP)	
[81],	 which	 is	 currently	 being	 proposed	 to	 the	 IETF	 and	 the	 IEEE	 as	 the	 standard	
communication	 protocol	 for	 constrained	 applications,	 to	 provide	 a	 mechanism	 for	
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service	discovery	and	 location.	Each	CoAP	server	exposes	an	 interface	 (called	 ‘/.well-
known/core’)	 through	 which	 a	 device	 can	 send	 a	 request	 to	 discover	 available	
resources.	The	server	replies	with	a	list	of	resources	and	an	attribute	that	specifies	the	
data	format	associated	with	the	resource.		
At	 the	 application	 layer,	 the	 CoAP	 is	 designed	 to	 employ	 the	 Representation	 State	
Transfer	(REST)	framework	for	automatically	registering	and	managing	smart	objects	in	
smart	networks.	Despite	its	perceived	suitability	to	distributed	systems,	the	CoAP	has	
been	 criticized	 for	 severe	 limitations.	 For	 example,	 (i)	 the	 CoAP	 does	 not	 provide	
specifications	for	a	node	to	announce	itself	to	the	RDS,	when	joining	the	network	for	
the	first	time.	(ii)	The	RDS	in	the	CoAP	is	a	centralized	node,	which	makes	the	concept	
less	 appealing	 to	 this	work.	 The	main	 limitation	 of	 the	 centralized	 client/server	 that	
makes	 it	 unattractive	 to	 this	 research	 is	 the	 potential	 limitation	 in	 scalability	 of	 the	
servers	 since	 it	was	 found	 that	continuously	 increasing	 in	 the	number	of	 clients	may	
result	in	system	failure	[2].		
The	work	in	[87]	suggested	a	potential	solution	to	the	limitations	imposed	by	the	use	
of	 the	 client/server	 architecture	 in	 a	 website	 hosting	 environment,	 which	 limits	 the	
number	 of	 concurrent	 visitors	 to	 a	website.	 The	 proposed	 solution	 involved	 a	 3-tier	
architecture	 that	 provides	 end	user	 interfaces	 to	 publish	websites,	 supports	 full-text	
search	 and	 indexing,	 resolves	 names,	 manages	 sessions,	 and	 removal	 of	 a	 website	
membership	 to	 a	 network.	 Tier-1	 is	 the	 hosting	 network,	 which	 is	 essentially	 the	
Internet	and	all	the	underlying	namespace	and	name	resolution	schemes.		
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Tier-2	was	 introduced	 to	 support	 and	group	data	persistence,	while	 tier-3	 is	used	 to	
administer	a	novel	routing	protocol	and	searching	algorithm.	However,	the	solution	is	
not	suited	to	the	approach	of	this	research	because	we	empowered	selected	servers	to	







has	 been	 demonstrated	 by	 the	 Chord,	 a	 P2P	 protocol	 [90],	 which	 was	 proposed	 to	
achieve	5	system	goals:	






4. Availability,	 the	 internal	 tables	 are	 dynamically	 adjusted	 to	 reflect	 the	
currently	 connected	 nodes	 –	 this	 promotes	 the	 knowledge	 of	 newly	 joined	
nodes	and	discards	disconnected	nodes.	
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5. Flexible	 naming	 convention,	 irrespective	 of	 real	 system	 name	 of	 the	 nodes,	
Chord	uses	its	own	generated	keys	to	map	to	the	nodes,	making	it	possible	to	
keep	 the	 name	 assigned	 by	 system	 administrators	 but	 still	 be	 a	 compliant	
member	of	the	P2P	network.		
The	 authors	 of	 the	 P2P	 network	 proposed	 in	 [88]	 groups	 the	 nodes	 into	 grid	
membership	 so	 that	 each	 grid	 assigns	 distance	 and	 other	 cost	 information	 to	 each	
member	node.	This	information	is	then	used	to	generate	indexing	and	search	criteria,	
which	 are	 used	 to	 assign	 new	 nodes	 to	 the	 appropriate	 grid	 membership.	 A	 more	
relevant	 approach	 to	 establishing	 neighbourhood	 information	 about	 the	 network	
peers	was	found	in	GeoKad	[91]	[92],	a	P2P	protocol	that	is	optimized	to	use	a	distance	
metric	to	identify	neighbourhood	information	about	other	nodes.		





The	 demonstrated	 approaches	 in	 the	 P2P	 network	 are	 relevant	 to	 this	 research’s	
approach	 to	 integrating	 the	 CRDs.	 It	 is	 noted	 that	 the	 P2P	 approach	 could	 provide	





In	 computer	 vision,	object	 tracking	 refers	 to	 the	process	of	 continuous	 identification	









Research	work	 have	 achieved	 a	 significant	 success	 in	 near-accurate	 segmentation	 of	
still	 images	 [94]	 [95].	 In	 addition,	 several	 research	 activities	 have	 explored	 the	
hypothesis	 of	 automatic	 human	 detection	 and	 tracking	 (in	 video	 sequences)	 with	
combination	of	several	monocular	cues	such	as	colour,	texture	and	disparity	to	classify	
the	body	into	segments	such	as	head,	torso,	upper	legs,	lower	legs,	and	feet	[93]	[96].		
In	 outdoor	 scenes	 however,	 unresolved	 problems	 still	 plague	 the	 achievement	 of	
consistent	 segmentation	 and	 tracking	 dynamic	 multi-view	 video	 sequences	 due	 to	
complexities	 such	 as	 abrupt	 object	 motion,	 non-rigid	 shape	 distortion,	 object	 and	
scene	 occlusions,	 variable	 camera	 trajectory,	 and	 camera	 motion	 [97]	 [98].	 For	







Several	 approaches	 have	 been	 employed	 to	 detect	 and	 classify	 objects	 in	 video	
surveillance	researches,	with	each	approach	leaning	towards	a	set	of	criteria	that	best	
support	 the	 conditions	 and	 features	 of	 the	 video	 and	 prevalent	 technology.	 For	
example,	object	classification	approaches	have	been	based	on	the	features	in	objects	
throughout	 the	 video	 shot	 (shot-based	 approach),	 while	 others	 are	 based	 on	 the	
features	of	objects	in	selected	video	frames	(object-based	approach)	[99]	[100].		
These	 employed	 a	 combination	 of	 established	 frameworks	 such	 as	 the	 k-nearest	
neighbour,	 hidden	 Markov	 models,	 support	 vector	 machine	 (SVM),	 finite-state	
machine,	 and	 neural	 networks	 to	 model	 the	 classifiers.	 Whereas,	 the	 classification	
process	use	various	criteria	such	as	 foreground	or	background	extraction,	movement	




The	 ability	 to	 dynamically	 manage	 camera	 actions	 such	 as	 tracking,	 coverage	
optimization	 and	 pan-tilt-zoon	 (PTZ)	 is	 important	 in	 surveillance,	 transportation	 and	




of	 fusion	 centre.	 The	 fusion	 centre	 is	 a	 node	 with	 high	 performance	 output	 and	
capability,	 which	 collects	 data	 from	 cameras	 within	 the	 network	 cluster	 (or	 sub-
network)	 and	performs	 state	estimation.	 The	 result	 of	 the	estimation	 is	 then	 shared	
with	 other	 fusion	 centres	 on	 the	 network	 to	 determine	 state	 estimates	 among	 the	
clusters.	
The	 fusion	 centre	 calculates	 the	 correspondence	 and	 measurement	 activities	 on	
camera	 and	 data	 properties	 such	 as	 the	 camera	 position,	 bounding	 boxes	 and	
trajectories.	 Then	 it	 applies	 the	 outcome,	 using	 data	 association	 and	 tracking	









network	 load	 since	 it	 limits	 the	 transmission	 of	measurements	 among	 neighbouring	
cameras,	there	are	yet	to	be	considered	an	efficient	multi-object	multi-camera	tracking	
approaches.	For	example,	the	prevalent	track-to-measurement	association	for	multiple	
targets	with	 higher	 accuracy	 incurs	 higher	 processing	 costs	 than	 tolerable	 in	 a	 large	
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network.	 It	 is	 however	 noted	 as	 an	 active	 research	 area	 with	 potential	 for	 future	
improvement.	
2.7.3. Head	Count	and	Distance	Estimation	




1. Estimation	 of	 crowd	 density	 in	 an	 area,	 which	 is	 then	 compared	 with	 the	
transformation	 of	 the	 people	 across	 the	 location.	 The	 crowd	 density	 d(n)	 is	
given	by:		
d n =   𝑑!!! −  𝑑!  𝑛!!! −  𝑛!  𝑛 − 𝑛! + 𝑑!  ( 6 ) 
Where	r	is	the	r-th	region,	as	in	[nr,	nr+1].	
2. Calculation	of	crowd	velocity	based	on	optical	flow.	The	optical	flow	is	derived	
using	𝑂𝐹!(𝐾) 	and	𝑂𝐹!(𝐾) ,	 where	 u	 and	 v	 are	 the	 horizontal	 and	 vertical	
components,	 and	 k	 is	 the	 video	 frame.	 Velocity	 is	 calculated	 by	 finding	 the	
speed	and	direction	of	the	optical	flow	-	the	speed	is	obtained	by:	
𝑂𝐹! k = 𝑂𝐹!! k +  𝑂𝐹!! k  ( 7 ) 
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𝜌	is	an	assumed	constant	for	mapping	group	relations	between	crowd	density	




𝑂𝐹! k = arctan
𝑢𝑣  ,    𝑢 > 0, 𝑣 > 0          𝑎𝑟𝑐𝑡𝑎𝑛 𝑢𝑣 +  𝜋 ,     𝑢 < 0              𝑎𝑟𝑐𝑡𝑎𝑛 𝑢𝑣 + 2𝜋 ,    𝑢 > 0, 𝑣 < 0
	 ( 8 ) 
Where	𝜃	is	derived	by	sampling	the	direction	with	M	bins	histogram	(that	is	4	
or	8)	such	that	𝜃 =  (!!!"#!!) !! .	
3. The	 prediction	 of	 crowd	 density	 based	 on	 directed	 structural	 diagram	 –	 this	
involved	the	estimation	of	number	of	people	an	area	a	moment	of	time	before	
the	 crowd	 arrival.	 Figure	 9	 is	 used	 to	 describe	 the	 approach	 where	 node	 A	
represents	the	area	of	interest,	installed	with	camera	C0.	Nodes	B,	C,	D	and	F	
are	 installed	with	 cameras	 C1,	 C2,	 C3,	 and	 C4	 respectively	 and	 are	 distances	
away	from	A	as	in	S1,	S2,	S3,	and	S4	respectively.	It	follows	that	the	estimated	
number	of	people	is	given	by:		















relies	 on	 complementary	 operations	 of	 2	 separate	 cameras	 systems	 –	 first	 a	 colour	
camera	and	second	a	depth	sensing	system,	which	comprise	of	an	infrared	(IR)	camera	
and	an	IR	projector.	The	IR	devices	jointly	generate	and	process	IR	speckles	on	the	3-D	
scenery	 to	produce	 the	depth	data	while	 the	 colour	 camera,	unable	 to	 read	 IR	 rays,	












the	 cameras	 such	 as	 camera	 geometry,	 network	 topology,	 space-time	 cues,	 and	


















assignment	of	descriptors	 to	a	 collection	of	 images,	which	 is	 generally	 known	as	 the	





uniquely	 identifies	 the	 image.	 The	 remaining	 images	 are	 then	 each	 compared	 with	
already	 ID-ed	 images	 in	 the	 gallery	 in	 a	 pairwise	 manner.	 If	 a	 match	 is	 found,	
corresponding	 mapping	 is	 computed	 to	 highlight	 the	 existence	 of	 similarity,	 and	
ultimately	a	confirmation	of	re-identification	of	the	person(s)	in	the	2	images.	
Re-id	 is	 a	 very	 challenging	 ordeal	 and	 despite	 the	 increased	 attention	 given	 to	 this	
research	area	 in	both	academic	and	commercial	communities,	the	highest	achievable	
match	to	date	is	still	just	over	53%	[115]	[112]	[113]	[116]	[117]	[118]	[119]	[120].	The	
accuracy	 of	 the	 match	 is	 however	 weighted	 in	 a	 ranked	 fashion	 such	 that	 multiple	









shows	 the	2	main	 stages	 to	 re-id	–	 the	 first	 stage	 is	where	 images	are	 captured	and	





mentioned	 above.	 This	 is	 because	 the	 non-contextual	method,	 which	 is	 to	 date	 the	
more	effective,	relies	on	visual	attributes	of	people	such	as	their	appearance,	clothing	





Cloud	computing	 is	 consistently	being	 suggested	 for	video	surveillance	systems,	with	







In	 another	 work,	 Dey	 et	 al.	 proposed	 a	 solution	 capable	 of	 continuous	 I/O	
manipulations,	read/write	mix,	random	vs.	sequential	access	with	supporting	variety	of	
input	 sources	 [122].	 Others	 have	 suggested	 storing	 video	 data	 in	 the	 cloud	 where	
growth	 becomes	 elastic	 and	 affordable	 [123].	 However,	 while	 cloud	 storage	 is	
profitable	and	realistic	solutions	in	most	cases	for	extremely	sensitive	and/or	massive	
data	 environments	 such	 as	 defence,	 cloud	 storage	 is	 not	 an	 option.	 As	 mentioned	
earlier,	 video	 from	 several	 surveillance	 cameras	would	 consume	massive	 bandwidth	








technologies	 [121].	 The	 implementation	 of	 cloud	 storage	 is	 expected	 to	 increase	





deployed	 to	 support	 interoperable	 communication	 between	 machines	 (such	 as	 a	
computer)	over	the	network	such	as	the	Internet	[125]	[126].	Web	services	are	the	key	
components	 in	 Service	 Oriented	 Architecture	 (SOA),	 which	 is	 an	 umbrella	 term	 for	
describing	design	patterns	and	architectural	approaches	that	support	communications	
between	 systems	 that	 are	 independent	 of	 vendors,	 programing	 language,	 and	 the	
underlying	 technology.	 In	 this	 thesis,	 we	 considered	 the	 two	 most	 widely-adopted	
approaches	 (or	 protocols)	 to	 actualising	 web	 services:	 the	 SOAP-based	 approach	
(Simple	 Object	 Access	 Protocol),	 and	 the	 RESTful	 approach	 (Representational	 State	
Transfer)	[127]	[128]		[129]	[130].		
Each	 approach	 provides	 a	 set	 of	 features	 and	 supports	 technologies	 such	 that,	 the	
decision	to	choose	one	instead	of	the	other	calls	for	a	careful	evaluation.	A	comparison	
of	 the	 two	 approaches	 was	 discovered	 in	 the	 literature	 [130],	 the	 comparison	 was	
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carried	out	from	2	perspectives.	First,	based	on	architectural	principles,	and	secondly,	
based	 on	architectural	 decisions.	 Below	 is	 a	 brief	 summary	 of	 the	 comparison	 as	 it	





is	 identified	 via	 a	 URL	 (a	 standard	means	 for	 locating	 objects	 over	 the	 Internet).	 2)	
Uniform	interface,	resources	can	only	be	manipulated	using	the	4	uniform	operations	
–	they	are	the	same	in	all	cases,	and	they	are	never	required	to	change	–	that	is,	POST,	
GET,	 PUT,	 and	DELETE.	POST	 is	used	to	 transfer	a	new	state	onto	a	 resource;	GET	 is	
used	to	obtain	the	current	state	of	a	resource;	PUT	is	used	to	create	a	new	resource,	
while	DELETE	 is	used	as	 its	name.	3)	Statelessness,	 this	means	 that	each	message	to	
the	 web	 services	 is	 self-descriptive,	 self-contained	 and	 does	 not	 rely	 on	 an	 existing	
communication.		
The	 message	 representation	 may	 conform	 to	 either	 XML	 or	 JSON	 format	 (see	
Acronyms).	At	top-level,	a	rest	message	is	structured	into	three	elements.	First	 is	the	
endpoint,	 which	 defines	 the	 URL	 of	 the	 resource	 to	 be	 operated	 on.	 Second	 is	 the	
header,	which	contains	information	about	the	data	format	of	the	resource.	And	third,	
is	 the	method,	 which	must	 be	 from	 the	 uniform	 interfaces.	 Service	 identification	 of	
resources	is	achieved	using	the	standard	URI	addressing	mechanism,	which	facilitates	
the	 encapsulation	 of	 information	 required	 to	 uniquely	 identify	 and	 locate	 a	 service	
globally.	However,	 the	 service	description	has	 to	be	manually	 compiled	 in	which	 the	
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which	 defines	 the	 envelope	 element	 at	 the	 top	 level.	 The	 envelope	 contains	 the	
header	and	body	elements,	while	the	body	may	further	contain	the	fault	element.	The	
header	can	be	extended	to	transmit	routing	information	(such	as	addressing	schemes),	




definition	 in	 WSDL	 makes	 it	 possible	 for	 the	 compiler	 to	 generate	 the	 service	
description	that	can	be	processed	by	the	system.	
SOAP	 is	 transport	 independent	 –	 that	 is	 apart	 from	 being	 exchanged	 over	 the	 web	
(that	 is,	 using	 http),	 a	 SOAP	 message	 may	 be	 exchanged	 by	 any	 other	 complaint	
protocol	such	as	TCP,	SMTP,	and	JMS	among	others.	This	provides	a	level	of	flexibility	
and	adaptability	–	for	example,	SOAP	services	can	be	used	to	exchange	both	request-
response	 and	 one-way	 transactions	 since	 protocols	 such	 as	 JMS	 supports	
asynchronous	 transmission.	 In	 terms	 of	 security,	 SOAP	 allows	 extensibility	 on	 top	 of	
the	security	offered	by	the	transport	protocol	-	although	this	 is	necessary	since	SOAP	
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non-secure	 protocols	 such	 as	 http.	 This	makes	 it	 possible	 to	 define	QoS	 parameters	
that	guarantee	successful	communication.	
As	 mentioned,	 the	 above	 summary	 is	 based	 on	 the	 comprehensive	 comparison	
published	in	[130].	Among	several	other	comparison	criteria	discussed	in	the	literature,	














In	 this	 literature	 review,	 this	 research	 discovered	 significant	 advances	 towards	 the	
automation	of	video	surveillance	systems	and	architecture.	We	present	literatures	and	
evidence	of	works	 that	 support	 enterprise-scale	 video	 surveillance	 architecture,	 self-
awareness	 and	 autonomy	 in	 video	 surveillance	 technologies.	 Our	 findings	 include	




metadata	generated	 from	a	 surveillance	network	and	equally	achieve	both	 real	 time	
and	post	event	analytics	on	the	surveillance	data.	
Despite	 these	 and	 advances	 and	 achievements,	 there	 is	 a	 great	 deal	more	 to	 do	 to	
optimise	 video	 surveillance	 systems	 to	 improve	 the	 benefits.	 These	 works	 provide	
evidence	 and	 various	 approaches	 that	 contribute	 to	 the	motivation	 and	 direction	 of	






identification	 and	 classification	 of	 objects	 in	 video	 data	 -	 although	 they	 are	 still	
evolving.	 Further,	 we	 found	 support	 for	 the	 ability	 to	 automatically	 track	 multiple	
objects	 across	 multiple	 cameras	 was	 suggested.	 Standardisation	 approaches	 were	
suggested	 for	 metadata	 generation	 and	 implementation	 in	 several	 works	 providing	
evidence	and	support	for	analytics	of	video	surveillance	systems.		
The	 works	 that	 were	 reviewed	 in	 this	 chapter	 are	 mostly	 state	 of	 the	 art	 in	 video	
surveillance	and	 they	are	 in	 the	 same	direction	as	our	 research	 -	 these	 indicate	 that	
this	 research	 conforms	 to	 the	 state	of	 the	 art	 and	 the	 future	of	 technology	 in	 video	
surveillance.	 Based	 on	 our	 knowledge	 from	 the	 evidences	 in	 the	 literature	 (which	
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includes	 both	 academy	 and	 commercial	 community),	 we	 found	 that	 all	 the	 existing	
researches	 and	 literature	 have	 considered	 video	 surveillance	 systems	 as	 isolated	
systems,	 based	 on	 the	 system	 boundaries	 of	 the	 independent	 owner.	We	 identified	
that	 the	 isolation	 of	 the	 surveillance	 systems	 are	 a	 major	 reason	 for	 the	 limitation	
(research	 gap)	 that	 we	 identified	 in	 chapter	 1.	 However,	 this	 research	 provided	 a	
unique	and	novel	perspective	into	solving	these	problems.	
Based	on	the	identified	research	gaps	in	this	literature	review,	this	research	identified	
the	opportunities	 of	 unifying	 and	 integrating	 the	 independent	 systems	 and	 explored	
the	feasibility	of	public-level	exploration	of	the	unified	video	surveillance	systems.	We	
proposed	 the	 overall	 system	 architecture	 capable	 of	 supporting	 the	 unification	 and	
integration	 of	 multiple	 but	 independent	 surveillance	 systems,	 based	 on	 real	 world	
technologies	in	chapter	3.	Then	in	chapter	4,	we	gave	a	detailed	account	of	the	main	
components	of	the	architecture,	as	implemented	in	the	experiments	in	this	research.		
We	 implement	 a	 simulation	 project,	 which	 involved	 an	 implementation	 of	 a	 non-
contextual	 re-id	method	 (following	our	 findings	 in	 section	2.8).	 This	was	 achieved	 in	
chapter	 5	where	we	also	 satisfy	 this	 research’s	 use	 case	by	using	 the	experiment	 to	
predict	 the	 location	of	an	 interesting	object	 that	has	been	detected	on	 the	network.	
Finally	 we	 demonstrate	 the	 feasibility	 and	 efficacy	 of	 this	 research’s	 ambition	 to	
propose	an	approach	for	unifying	independent	surveillance	networks.	This	involved	an	








In order to change an existing paradigm you do not struggle 
to try and change the problematic model. You create a new model 




In	 chapter	 2,	 we	 reviewed	 the	 literature	 and	 identified	 existing	 works,	 and	 open	
questions	 that	 contribute	 to	 our	 work.	 It	 was	 noted	 that,	 in	 both	 the	 research	 and	
industrial	 communities,	 the	current	 level	of	 technological	advancement	has	achieved	
support	for	the	following	system	features	and	services:	










• The	 generation	 of	 video	metadata	 is	 actively	 being	 researched.	 Solutions	 are	
already	 emerging	 in	 the	 research	 community	 and	 are	 currently	 being	
introduced	to	the	industry.	
Considering	the	above	system	capabilities,	the	desired	concepts	in	this	research	appear	
as	 being	 supported	 by	 the	 current	 technologies.	 Based	 on	 the	 availability	 of	 the	
support,	 this	 research	 proposes	 a	 systematic	 approach	 to	 designing	 a	 system	design	
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that	 leverage	 the	 capabilities	 in	 these	 features	 and	 services	 to	 achieve	 a	 globally	
unified	 surveillance	 system	 -	 the	 proposed	 architecture	 is	 described	 in	 this	 chapter.	
This	 chapter	 describes	 the	 overall	 architecture	 that	 supports	 our	 proposal	 for	 a	
surveillance	system,	which	is	query-able	at	the	public	level.		
In	 section	 3.3,	 we	 outline	 our	 assumptions,	 goals	 and	 design	 considerations	 while	
section	3.4	is	a	list	of	our	design	considerations	and	some	assumptions	about	the	need	
and	usability	 for	 the	 proposed	 system.	 Section	 3.5	 describes	 the	 components	 of	 the	
architecture	and	their	relationships.	In	section	3.6,	we	suggest	and	provide	support	for	
the	 practicality	 of	 our	 approach	 in	 terms	 of	 deployment	 and	 usability	 in	 real	 life	
environments.	Section	3.7	introduces	the	integration	and	application	of	the	FVSA	into	




Existing	 research	 into	 video	 metadata	 has	 chiefly	 focused	 on	 the	 generation	 and	
accessing	 of	metadata	 by	 the	 administrative	 owner	 of	 the	 system.	Our	 solution,	 the	
FVSA	 presents	 video	 surveillance	 systems	 as	 an	 adapted	 computational	 grid	 of	
intelligent	 services,	 which	 is	 integration-enabled	 to	 communicate	 with	 other	
compatible	systems	in	the	Internet	of	Things	(IoT).	
A	 notable	 implementation	 of	 a	 computational	 grid	 based	 on	 the	 IoT	 is	 smart	 cities,	
which	 is	 a	 complex	 system	 comprising	 several	 unrelated	 lifeline	 services	 such	 as	





However,	 despite	 progressive	 trends	 of	 integrating	 systems	 across	 industries,	 as	 in	
smart	 city,	 video	 surveillance	 systems	 are	 deployed	 and	 administered	 as	 standalone	
systems.	Video	data	originates	from	each	surveillance	camera	in	large	volumes	without	
means	 to	 aggregately	 explore	 the	 embedded	 information.	 This	 is	mainly	 because	 of	
complexities	that	are	technical,	financial,	socio-cultural,	security	and	ethically	inclined,	
such	as	the	following:	
• Data	 protection	 –	 owners	 of	 video	 surveillance	 systems	 have	 a	 sense	 of	
responsibility	to	protect	the	privacy	of	the	people	captured	in	their	data.	
• Data	 ownership	 –	 fear	 of	 loss	 of	 full	 ownership	 and/or	 control	 over	 data	 if	
shared	outside	their	own	network	facilities.	
• Heavy	 cost	 and	 investment	 -	 surveillance	 systems	were	usually	 installed	 into	
the	 building	 structure;	 replacement	 may	 disrupt	 many	 other	 services,	 the	
financial	cost	can	seem	unrealistic	or	unreasonable.	
• System	 incompatibility	 –	 based	 on	 manufacturer/vendor	 configuration	 and	
video	encoding,	video	from	each	camera	has	a	format	that	does	not	necessarily	
make	it	readily	compatible	with	video	from	another	camera.	
• Cost	 of	 computing	 bandwidth	 –	 continuous	 and	 consecutive	 transmission	 of	








It	 is	 noted	 that	 current	 video	 surveillance	 architectures	 have	 been	 successful	 in	 the	
sense	that	they	deter	vandalism	and	provide	a	level	of	security	to	their	administrative	
owners/managers	 [32].	 Figure	 12a	 is	 a	 typical	 process	 flow	 in	 video	 surveillance	
systems.	It	shows	that	anyone	with	access	to	the	computer	screen	or	TV	can	view	data	
from	any	camera	on	the	network.		
In	 the	 current	 systems,	 a	 typical	 business	model	 places	 a	 security	 officer	 in	 front	 of	
multiple	 screens	 where	 the	 officer	 attentively	 monitors	 video	 streams	 from	 the	
cameras	 in	order	to	detect,	 investigate	and	raise	alarms	 in	the	event	of	unwanted	or	
unexpected	scenes.	Some	of	 these	systems	provide	 the	capability	 to	watch	real-time	
video	 from	 any	 camera	 on	 the	 network	 –	 permission	 to	 view	 the	 data	 is	 normally	
assumed	 since	 only	 authorised	 officers	 have	 physical	 access	 to	 the	 CCTV	 rooms.	 In	
recent	years,	as	mentioned	above	in	chapter	2,	some	of	these	systems	are	configurable	
to	 trigger	 alarms	 by	 sending	 email	 or	 SMS	 in	 the	 event	 of	 unwanted	 or	 unexpected	
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events.	With	the	proposal	of	this	research	(as	in	Figure	12b),	a	security	office	is	able	to	





only	 permitted	 users	 can	 access	 the	 system,	 where	 each	 user	 only	 has	 access	 as	
appropriate	for	his/her	role.	For	example,	while	a	security	officer	in	a	train	station	has	
been	 granted	 permission	 to	 view	 all	 surveillance	 data	 including	 real-time	 video,	 a	
police	officer,	may	only	have	access	 to	alerts	 that	are	 triggered	 from	 the	 same	 train	
station.		








As	 noted	 earlier,	 surveillance	 data	 is	 the	 property	 and	 responsibility	 of	 the	 system	







Our	 goals	 revolve	 around	 the	 need	 to	 optimise	 the	 video	 surveillance	 systems	 as	
technology	advances	towards	aggregated	analytics	in	the	sense	of	the	IoT,	smart	city,	
and	hierarchical	communications	-	we	explain	this	further	in	section	3.7.	Summarily,	a	




available	 for	such	 investigations,	so	police	can	automatically	query	any	 ‘open’	
video	surveillance	systems	to	build	up	evidence.	
• To	unify	 the	data	mining	 interface	of	 independent	 video	 surveillance	 systems	
through	a	robust	API.	
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• Surveillance	 system	 can	 interoperate	 in	 existing	 computational	 grid	 systems,	
such	as	in	a	smart	city	or	Cisco	Service-Oriented	Network	Architecture	(SONA)	
[133].	
• Potential	 integration	 point	 for	 further	 sources	 of	 surveillance	 data	 such	 as	
satellite	images,	social	media,	which	can	provide	useful	information.	
• To	increase	the	accuracy	of	results	obtained	by	public	safety	departments	while	
the	owners	of	 independent	surveillance	system	still	protects	 their	 ‘real’	 video	
data.	
• Autonomous	 and	 continuous	 identification,	 tracking	 and	 investigation	 of	
objects	 from	 any	 camera	 on	 the	 network.	 And	 to	 generate	 statistical	
information	for	informed	decision-making	
• Apply	 a	 level	 of	 authorisation	 and	 authentication	 on	 the	 data	 to	 prevent	
fraudulent	 access.	 A	 user	 of	 the	 system	 (in	 this	 research)	 are	 required	 to	





The	 suggested	 architecture	 of	 this	 proposal	 is	 based	 on	 considerations	 and	
assumptions	as	follows:	
• Public	 safety	departments	are	 interested	 in	using	video	 from	privately	owned	
surveillance	systems.	
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• We	 assume	 that	 current	 video	 systems	 can	 be	 preserved	 while	 the	 new	
architecture	 is	 implemented.	 However,	 a	 new	 video	 surveillance	 system	 will	
benefit	immensely	from	this	new	structure.	
• We	assume	 that	 owners	 or	managers	 of	 CCTV	 systems	will	 find	 our	 proposal	
more	profitable	and	more	beneficial.	










Figure	 14	 depicts	 the	 high-level	 architecture	 of	 the	 FVSA	 -	 it	 presents	 the	 system	
services	in	the	modular	view.	In	practice,	some	of	the	modules	depicted	are	merged	–	
for	 example,	 the	 web	 services,	 metadata	 server	 (excluding	 storage),	 and	 queue	
services	are	all	installed	on	the	analytics	server.	The	depicted	architecture	features	the	
following	system	modules	(i)	cameras,	(ii)	intelligent	Network	Video	Recorders	(i-NVR),	
(iii)	a	queue	service,	 (iv)	a	metadata	server	 (MDS),	 (v)	a	metadata	warehouse,	 (vi)	an	
analytics	 server	 (vii)	 web	 services	 (viii)	 a	 global	 directory	 server	 (ix)	 user	 computer	
system.		
As	 discussed	 in	 chapter	 1,	 a	 CamNet	 is	 made	 up	 of	 the	 collection	 of	 surveillance	
camera(s)	 that	 jointly	 belong	 to	 the	 same	 administrative	 owner.	 The	 CamNet	 also	
includes	 all	 other	 devices,	 components	 (both	 software	 and	 hardware),	 integrated	
services,	 and	 operations	 on	 the	 CamNet.	 The	 operation	 of	 the	 individual	 module	 is	
described	below.	 It	 is	worth	noting	 that	 the	researchers	envisage	a	 flexible	set	up	of	
the	 framework	described	above,	depending	on	 the	number	of	 installed	cameras	and	
budget.	
3.5.2. The	Camera	








camera	 CamNet	 can	 perform	 the	 combined	 operations	 of	 a	 simple	 camera	 plus	 the	
functions	of	an	i-NVR	–	in	this	case,	the	camera	records	and	also	generates	metadata.		
In	 a	 large	 system	however,	 all	 video	processing	 can	be	 achieved	 at	 the	 i-NVR,	while	
unintelligent	 cameras	 can	 be	 used	 to	 capture	 data.	 A	 system	 administrator	 can	
configure	several	cameras	onto	the	same	CamNet	even	if	the	cameras	are	deployed	in	
different	physical	locations,	as	in	different	streets	of	the	same	city.	For	an	organisation	
with	 branches	 across	 various	 cities	 and/or	 countries,	 the	 FVSA	 can	 be	 leveraged	 to	
administer	all	the	CCTV	systems	from	all	locations.	This	can	be	achieved	by	setting	up	
the	 i-NVR	hierarchically	 as	described	 in	 section	3.6.	 The	CamNet	 is	 further	discussed	
and	experimented	with,	in	chapter	4.	
3.5.3. Intelligent	Network	Video	Recorders	(i-NVR)	
In	 addition	 to	 functioning	 as	 the	 hub	 that	 physically	 connects	 several	 surveillance	
cameras	 (as	 mentioned	 in	 section	 2.2)	 -	 in	 this	 research,	 the	 i-NVR	 supports	 the	
cameras	 connected	 to	 it.	 The	 i-NVR	encodes	 the	video	 files	 and	generates	metadata	
before	sending	both	to	their	respective	storage	solutions	as	depicted	above	in	Figure	
14.	Where	 it	 was	 shown	 that	metadata	 are	 sent	 to	 the	metadata	 server,	 while	 the	




The	 analytics	 server	 is	 a	 stack	 of	 services	 that	 performs	 several	 administrative	 and	
management	 operations	 of	 the	 network.	 It	 hosts	 the	MDS,	 which	 is	 responsible	 for	
generating	the	logical	topology	of	the	network.	We	explained	in	chapter	4,	that	the	TA	








it	 can	 decompress	 and	 transmit	 a	 specified	 block	 of	 video	 on	 request.	 When	 the	
configured	 time	 lapses,	 the	 storage	 solution	 deletes	 old	 videos	 to	 provide	 space	 for	
more	recent	data.	
Metadata	 contains	 information	 that	 was	 extracted	 from	 the	 video	 frames	 including	
camera	 identity,	captured	objects,	and	system	owner.	Data	exploration	and	analytics	
are	 carried	out	on	 the	metadata,	 so	 accuracy	of	 results	 and	 reports	depends	on	 the	
quality	 of	 the	metadata.	 To	 send	metadata	 to	 the	 CRD,	 the	Metadata	 Server	 (MDS)	













the	 implementation	 of	 web	 service	 interfaces	 (APIs)	 is	 key	 to	 achieving	 the	 loose	






services.	 This	 research	 implements	 the	 SOAP-based	 services	 since	 its	 features	better	
match	to	our	requirements	-	in	particular,	the	out-of-the-box	authentication	provides	a	
good	 use	 case.	 The	 web	 service	 layer	 supports	 the	 achievement	 of	 integration	 and	






deployed	 instances	 of	 video	 surveillance	 systems	 that	 register	with	 it.	 The	 service	 is	
responsible	 for	 cataloguing	 available	 systems	 details,	 and	 contact	 details.	 The	 high-
level	 functionality	of	this	service	 is	described	 in	the	next	section.	 In	practice,	security	
firms	and	public	safety	departments	such	as	the	police	will	own	and	administer	these	
services,	and	surveillance	system	owners	can	configure	their	systems	as	private	(data	
will	 not	 be	 shared	with	 any	 directory	 service)	 or	 public,	 where	 the	 system	 registers	





road	 traffic	 cameras,	 and	 mobile	 devices	 used	 by	 public	 safety	 officers.	 The	 portal	
provides	an	interface	for	capturing	data	from	different	devices	and	for	requesting	and	




have	 full	 knowledge	 of	 the	 network,	 can	 only	 grow	 to	 a	 limited	 size	 –	 where	 the	
limitation	 is	 dictated	 by	 the	 capacity	 of	 the	 routers’	memory	 size,	 processing	 power	
and	transmission	speeds.	 In	order	to	build	 large	networks,	where	both	 inter-network	
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and	intra-network	routing	can	scale	efficiently,	there	is	a	need	for	hierarchical	design	
[134].	A	hierarchical	 network	 is	partitioned	 into	areas	 (or	 sub-networks)	where	each	




networks,	 departmental	 networks,	 overall	 company	 networks,	 and	 city	 networks.	
Although	 these	 partitions	 are	 usually	 political	 and	 ownership	 defined,	 they	 enhance	
scalability,	performance,	security	and	efficiency	of	the	bigger	network.	
The	FVSA	depicts	video	surveillance	systems	as	a	hierarchical	system,	where	subsystem	
boundaries	 are	 based	 on	 administrative	 ownership	 and	 geographical	 location.	




in	 the	 global	 scope,	 an	 MDS	 provides	 connectivity	 to	 external	 surveillance	 systems	
through	the	Directory	service	as	described	below.	
Figure	 15	 shows	 that	 an	 L-MDS	 only	 has	 knowledge	 of	 cameras	 that	 are	 directly	
connected	 to	 itself,	 and	 those	 that	 connect	 through	 an	 i-NVR	 and	 those	 that	 are	
connected	 to	 neighbouring	 L-MDSs.	Any	G-MDS	 knows	how	 to	 contact	 any	other	G-
MDS	that	is	connected	to	the	directory	server,	however	the	level	of	access	or	visibility	
depends	on	the	role	of	the	user.	For	example,	 in	Figure	15,	the	various	L-MDS	in	the	
city	 mall	 system	 represents	 various	 independent	 FVSA	 systems	 in	 the	 mall,	 where	
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different	 shops	 own	 and	 independently	manage	 their	 own	 surveillance	 system.	 The	
mall’s	authority	however	provides	a	G-MDS,	which	every	shop	can	connect	to.	The	mall	
authority	 manages	 the	 G-MDS	 and	 at	 the	 same	 time,	 the	 G-MDS	 can	 provide	







the	 user	 meets	 authentication	 and	 authorisation	 requirements.	 Only	 the	 local	
administrator	has	full	authorisation	on	all	system	services.	Any	user	that	is	not	local	to	
the	system	has	to	be	granted	authorisation	to	use	a	specific	service.	For	example,	by	
default,	 a	 police	 officer	 can	 view	 a	 system	 overview	 of	 any	 connected	 surveillance	
system	 but	 to	 play	 video	 or	 query	 such	 a	 system,	 the	 system	 owner	 must	 first	
authorise	 the	 access.	 In	 Table	 7,	 it	 is	 noted	 that	 all	 external	 users	 are	 not	 allowed	
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and	contact	information.	 Yes	 No	 Yes	
Plays	recorded	video.	 Yes	 No	 No,	unless	permitted	by	system	A.	
Queries	System	 Yes	 No	 No,	unless	permitted	by	system	A.	
Receives	feeds	and	alerts	 Yes	 No	 No,	unless	permitted	by	system	A.	
Configures/updates	system	or	





The	 layers	 (or	 hierarchies)	 in	 this	 view	 of	 the	 architecture	 fall	 into	 either	 hardware	
domain	 (physical	 and	 network	 layers)	 or	 software	 domain	 (services	 and	 application	
layers).	 The	 physical	 layer	 comprises	 all	 the	 devices	 that	 capture	 video	 such	 as	
cameras.	 The	 network	 layer	 includes	 all	 network	 and	 switching	 devices	 such	 as	 the	








Based	 on	 the	 author’s	 industrial	 experience	 and	 the	 literature	 review,	 which	 was	
presented	in	chapter	2,	this	chapter	introduced	the	overall	framework	of	our	system,	
which	encapsulates	the	system	as	discussed	in	this	thesis.	The	suggested	framework	in	
this	 chapter	 is	 an	 overview	 of	 our	 solution	 for	 the	 problems	 described	 in	 the	
introduction	 of	 this	 thesis	 –	 it	 equally	 highlights	 major	 areas	 that	 are	 still	 work	 in	
progress.	 The	 solutions	 proposed	 by	 the	 FVSA	 include	 unification	 of	 independent	
surveillance	systems.	As	described	in	section	3.5,	each	implementation	of	the	FVSA	is	
independent	while	several	instances	can	integrate	to	form	a	larger	system	(or	a	unified	
system),	 such	 as	 a	 city’s	 surveillance	 system.	 The	 same	 section	 also	 introduced	 the	
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directory	 server,	which	 is	 the	 integration	 catalogue	 for	 unifying	 the	 systems.	 This	 in	
place,	 section	 3.6	 introduced	 how	 authorised	 public	 safety	 officers	 can	 ‘browse’	 all	
connected	 surveillance	 systems	within	 their	 jurisdiction,	with	 latent	 ability	 to	 review	
alerts	and	video	from	any	camera.	In	section	3.7,	we	demonstrate	FVSA’s	compatibility	
with	other	hierarchical	network	solutions	such	as	a	smart	city.		
Ultimately,	we	 suggest	 a	 hierarchical	 design	 and	 a	 high-level	 configuration	 for	 video	
surveillance	 devices	 and	 services,	 making	 it	 possible	 to	 approach	 video	 networks	 in	
layers	such	as	internal	system	(local)	or	external	system	(global).	Hierarchical	design	is	
an	 approach	 engineers	 employ	 to	 abstract	 complex	 multifaceted	 requirements	 into	
granular	manageable	 subsystems.	 The	 framework	 of	 our	 solution	 is	 compatible	with	
the	hierarchical	structure	of	computer	networks	and	emerging	technologies	–	the	IoT.	








If we knew what it was we were doing, it would not be called 
research, would it? To raise new questions, new possibilities, to 
regard old problems from a new angle, requires creative 











simulation	 experiments	 –	 one	 in	 chapters	 5,	 and	 the	 other	 in	 chapter	 6.	 Here	 in	
chapter	4,	we	introduce	and	account	for	the	internal	configuration	and	design	strategy	
for	 each	 component	 in	 the	 experiments.	 We	 show	 how	 the	 modules	 interact	 to	
support	 the	hierarchical	 structure	of	 the	world.	That	 is,	homes	and	street	 levels;	 the	
CRDs	represent	the	cities,	while	a	collection	of	the	CRDs	represents	a	country.		
We	 discuss	 how	 components	 are	 represented	 in	 the	 experiments,	 and	 how	 each	
module	 contributes	 to	 the	 overall	 operation	 of	 the	 FVSA.	 In	 essence,	 this	 chapter	
provided	 answers	 to	 two	 research	 questions	 asked	 in	 section	 1.5.	 First	 the	
developmental	question	in	RQ1:	“Can	we	design	surveillance	systems	with	a	view	to	
exchanging	 information	 across	 independent	 networks?”.	 Second,	 part	 b	 of	 the	
developmental	 question	 in	 RQ2:	 “Can	 the	 architecture	 represent	 the	 geo/political	
structure	 of	 the	 world?”.	 This	 chapter	 provides	 an	 approach	 to	 answering	 these	


















the	metadata,	 starts	 the	process.	The	metadata	 is	 sent	 to	 the	MDS,	which	processes	
and	 saves	 the	metadata	 in	 the	 CamNet	 database	 (see	 section	 4.3.1).	 Then	 the	MDS	







In	the	simulation	experiments,	each	component	(that	 is,	 the	camera,	the	CRD	etc.)	 is	
designed	 and	 represented	 with	 database	 fields,	 and	 then	 the	 database	 fields	 is	
abstracted	into	a	reusable	object	–	we	used	PHP	and	Matlab	in	2	separate	projects.	For	
example,	each	camera	on	the	network	has	a	corresponding	database	table	where	all	its	
features	 and	 properties	 are	 configured	 as	 database	 fields.	 Whenever	 a	 particular	
camera	 is	needed,	 its	 fields	are	selected	and	 instantiated	as	an	object	of	 the	camera	
class,	as	described	in	section	4.3.		






security	 requirements	are	achieved.	The	experiments	 in	 this	 research	 implement	 the	
SOAP-based	approach	because,	its	features	discussed	below	makes	it	more	practicable	
and	suited	than	the	RESTful	approach:	
• 	Out	 of	 the	 box	 support	 -	 SOAP	 provides	 standardised	 approaches	 to	 some	
non-functional	 features	 that	 were	 desired	 in	 the	 research	 such	 as	 the	
implementation	of	 trust	and	authorisation	between	components,	devices	and	
system	 users.	 For	 example,	 it	 provides	 a	 directive	 to	 enforcing	 integrity	 and	
confidentiality	 on	 messages	 using	 XML	 signature	 and	 encryption	 to	 provide	
end-to-end	security	[131].	
• Security	-	It	readily	supports	the	concept	of	security,	in	that	a	successful	SOAP	




• Standardisation	 -	 It	 relies	 on	 the	 generic	 transport	 protocol	 and	 readily	
supports	 the	 industry-standards	 SSL,	 which	 is	 easily	 implemented	 across	 the	
devices	implemented	in	this	research.	
• Compatibility	 -	 The	 components	 in	 the	experiments	 (such	as	 the	 camera	and	
the	 MDS)	 are	 abstracted	 and	 encapsulated	 as	 xml	 objects.	 Since	 SOAP	







The	 block	 diagram	 in	 Figure	 18	 depicts	 each	 component	 of	 the	 CamNet	 as	
implemented	 in	 the	 experiments.	 The	 web	 forms	 are	 used	 to	 install,	 manage,	 and	
configure	 the	devices	–	 that	 is,	 the	cameras,	and	 the	MDS.	Additionally,	 it	 is	used	 to	
administer	and	manage	the	CamNet’s	FVSN.	The	experiment	simulates	camera	objects	
that	generate	metadata,	which	are	saved	in	MySQL	database.	Once	metadata	is	saved	














The	 approach	 for	 encapsulating	 the	 camera	 object	 is	 crucial	 to	 the	 realisation	 of	
integrating	the	metadata	from	multiple	CamNets.	The	camera	object	 is	created	as	an	
abstraction	of	the	database	properties	of	the	camera,	which	are	described	in	Table	8	–	
the	 left	 column	 is	 the	name	of	 the	property	while	 the	 right	column	describes	 it.	The	
complete	 database	 definition	 and	 the	 data	 types	 are	 presented	 in	 Appendix	 C.	 The	
system	administrator	manually	inputs	the	latitude	and	longitude.	Although	it	is	noted	
that,	 in	 practice,	 a	 better	 approach	 would	 be	 the	 installation	 of	 radio	 device	 that	










































to	 configure	 the	 cameras.	 Figure	 19	 is	 a	 screenshot	 of	 the	 user	 interface	 for	 this	
purpose.	 It	 shows	 the	properties	 of	 the	 camera	 that	 are	 configurable	 by	 the	 system	
administrator.	 These	 are	 grouped	 into	 4	 categories:	 Configuration,	 camera	 identity,	
location,	and	ownership	 information.	These	are	all	 represented	 in	the	database	table	


















A	 camera	with	 privacy	 level	 set	 to	 either	 ‘full’	 or	 ‘query’	will	 register	with	 the	MDS	
upon	a	successful	installation.	The	registration	process	involves	the	verification	of	the	
location	 and	 the	 identity	 of	 the	 camera.	 The	 MDS	 will	 only	 accept	 a	 camera	
registration,	if	the	IP	address	of	the	camera	is	within	the	same	local	network	and	if	 it	
satisfies	 the	 security	 requirements.	 A	 registration	 message	 originating	 outside	 the	




sequence	diagram	of	 the	 registration	process	 and	how	decisions	 are	made	 to	 either	







The	 camera	 generates	 and	 sends	 metadata	 to	 the	 MDS	 periodically,	 based	 on	 the	
interval	assigned	to	its	‘metadata_frequency	‘	field	(if	the	privacy	is	not	set	to	private).	
In	 our	 experiment,	 an	 identifiable	 object	 is	 constructed	 by	 referencing	 a	 pre-built	
object	 in	 the	database.	The	object	 is	encapsulated	and	 introduced	unto	the	FVSN,	at	
intervals	(see	chapter	5	for	further	details).	The	digital	image	is	then	saved	in	a	secure	

































The	 MDS	 automatically	 generates	 a	 logical	 topology,	 the	 FVSN	 of	 the	 CamNet	 as	
described	 in	 detail	 in	 section	 5.4.	 The	 FVSN	 is	 used	 to	 identify,	 track,	 query	 and	
achieve	analytics	–	as	proposed	in	this	research.	As	mentioned	in	chapter	3,	the	MDS	
may	be	configured	to	only	communicate	within	the	local	network	(that	is,	L-MDS).	But	
it	 can	 also	 be	 configured	 to	 serve	 as	 the	 gateway	 to	 the	 CamNet	 (that	 is,	 G-MDS),	
which	communicates	with	the	city	CRD	to	integrate	and	unify	the	CamNet	with	the	city	
surveillance	 system.	 When	 configured	 as	 a	 G-MDS,	 it	 integrates	 with	 both	 internal	
cameras	 and	 the	 CRD.	 It	 then	 receives	 metadata	 from	 the	 cameras	 through	 the	
exposed	web	methods	while	it	consumes	the	web	methods	published	by	the	CRD.		
The	G-MDS	is	responsible	for	sharing	the	metadata	with	the	city’s	CRD.	Before	sending	
the	metadata	with	 the	CRD,	 the	G-MDS	 first	 encapsulates	 the	metadata,	 adding	 the	
CamNet’s	identity	information.	This	way,	the	CRD	unifies	with	the	surveillance	system	
only	 through	 the	 G-MDS	 –	 the	 CRD	 does	 not	 have	 direct	 connectivity	 with	 the	
individual	cameras	on	the	CamNets	–	any	CRD	communication	with	the	CamNet	goes	



































metadata,	 and	 alert.	 The	 register	 endpoint	 accepts	 registration	 requests	 from	 the	
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CamNets,	 the	 update	 is	 used	 when	 updating	 an	 existing	 CamNet,	 the	 metadata	
endpoint	 accepts	metadata	 from	 the	 camera,	 and	 the	alert	method	 is	 used	 to	 send	
alerts	 to	 the	 CRD.	 Based	 on	 the	 above	 database	 properties,	 an	 MDS	 object	 is	
encapsulated	as	a	SOAP	XML	document	before	being	sent	to	the	CRD.		
Figure	21	 is	an	example	SOAP	XML	message	generated	by	a	MDS	 in	 the	experiment,	
showing	the	header,	body	envelopes	alongside	other	properties	that	are	defined	in	this	
research.	It	shows	that	the	request	contains	a	set	of	identity	details	for	the	requesting	











































to	 all	 subsequent	 messages	 to	 the	 CRD.	 During	 the	 CamNet	 configuration,	 the	 IP	
address	of	the	network	is	retrieved	and	used	to	evaluate	and	verify	the	location	of	the	
network.	 This	 is	 possible	 since	 IP	 addresses	 are	 registered	 to	 specific	 geographical	
locations	 [137]	 [3]	 –	 if	 the	 supplied	 address	 is	 not	 consistent	with	 the	 registered	 IP	
address,	the	user	will	be	presented	with	a	warning	message.	
The	user	can	either	accept	the	suggested	address	based	of	the	IP	address	or	ignore	the	
warning.	 If	 the	 warning	 is	 ignored,	 the	 response	 sent	 to	 the	 CRD	 signifies	 that	 the	
provided	 address	 is	 inconsistent	 with	 the	 IP	 address	 provided	 by	 the	 network.	












CRD.	 In	 chapter	 6,	 we	 present	 a	 detailed	 approach,	 implementation,	 and	 the	
algorithms	that	actualise	these	requirements.	The	main	requirements	are:	
• To	ensure	that	each	MDS	is	unique	and	corresponds	to	only	1	CRD	at	a	time.	








Figure	23	 is	the	architecture	of	the	CRD	as	 implemented	 in	this	experiment.	 It	shows	
that	 a	CamNet	only	 receives	 a	 response	 from	a	CRD	 (upon	a	 successful	 request)	 –	 a	












adding	the	allowed	cities,	 regions	and	postcodes	among	others.	The	CRD	 is	 the	main	
directory	 server	 that	manages	 the	entire	CamNets	 in	 the	city	 -	 it	 also	belongs	 in	 the	
country’s	surveillance	network.	It	has	a	database	that	is	used	as	a	look	up	table	service	
for	 discovering	 and	 receiving	 metadata	 from	 the	 CamNets	 in	 the	 city.	 It	 also	 has	
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CRDs	 –	 this	 is	 referred	 to	 as	 the	 Globally	 Unique	 Identity	 Number	 (GUIDN).	 These	






the	 surveillance	 system	 as	 in	 buildings,	 streets,	 cities,	 regions,	 and	 country”	 (as	
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mentioned	 in	 section	 1.6).	 The	 overall	 system	 hierarchy,	 as	 depicted	 in	 Figure	 25	
achieves	 this	 objective.	 In	 addition	 to	 the	 local	 roles	 within	 each	 layer	 of	 the	
hierarchies,	the	Figure	also	represents	the	user	permission	as	described	in	section	4.7.	
There	are	3	manageable	layers	of	system	hierarchies	within	the	surveillance	system	in	










request	 to	 another	 CRD,	 with	 a	 more	 localized	 view	 of	 the	 destination	 object.	 For	
example,	 if	 a	public	 safety	officer	 in	 charge	of	 city	A	 requests	 to	 search	 the	possible	
location	of	 a	 car	nationally,	 the	 resultant	 result	will	 be	 limited	 to	CamNets	 in	 city	A.	
However,	 another	 public	 safety	 officer	 with	 the	 national	 responsibility	 will	 be	
presented	a	result	that	covers	the	activities	of	the	same	car,	nationally.	
The	 outcome	 of	 this	 is	 that	 an	 officer	 in	 any	 location	 in	 the	world	may	 be	 assigned	
system	 permission	 to	 query	 the	 system	 of	 any	 CamNet	 anywhere	 in	 the	 world.	 For	
example,	 the	 public	 safety	 officer	 in	 the	UK	may	 search	 for	 cameras	where	 a	 car	 of	
interest	has	been	in	France,	 if	the	officer	has	been	assigned	permission	to	access	the	
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French	 network.	 A	 combination	 of	 techniques	 are	 being	 suggested	 for	 improved	
security	of	the	surveillance	networks	including	the	following:	










to	 install,	 administer	 and	 manager	 the	 CamNet	 –	 that	 is,	 all	 the	 components	 and	
devices	on	the	CamNet.	On	the	CRD,	a	powered	user	can	view,	query,	and	analyse	the	
data	 from	 all	 non-private	 metadata	 from	 the	 CamNets	 in	 the	 city.	 While	 the	 city	
administrator	is	capable	managing	and	administering	all	the	metadata	from	the	entire	
city	CamNets.	The	permission	of	a	user	is	only	effective	within	their	local	network.		
Table	11	shows	 the	 fields	 in	 the	user	details’	database	 table	while	Table	12	contains	























In	 Figure	 25,	 the	 first	 level	 CamNets	 signify	 where	 the	 users	 of	 the	 CamNets	 have	
permissions	-	the	CamNets	users	have	the	lowest	 level	of	permission	since	a	CamNet	
user	 only	 has	 access	 to	 the	 immediate	 network.	 Second	 the	 Cities	 level	 where	 city	
safety	officers	 (for	example,	 the	city	police)	have	permission	to	use	 the	public	safety	
affairs	 -	a	city	security	officer	has	permission	to	operate	the	CRD,	and	any	permitted	
CamNet	 within	 the	 city.	 Third	 the	 Regions	 level	 is	 not	 physically	 connected	 by	 any	






In	 Figure	 25,	 the	 GWRD	 is	 the	 country’s	 gateway,	 which	 also	 acts	 as	 the	 directory	
server	 for	 the	entire	CRDs	 across	 the	 country.	However,	 the	 regional	 networks	have	
only	 system	 roles,	based	on	 the	membership	of	 cities	 in	 the	 region.	 Finally	CamNets	
belong	to	a	specific	city.	The	CamNets	are	all	in	the	city	managed	by	CRD1,	while	both	
CRD1	and	CRD2	belong	 to	 the	same	region	and	ultimately	 the	country	GWRD	knows	
about	both	RD1	and	RD2.	A	user	must	first	satisfy	security	requirements	to	access	the	







To	 access	 the	 operations	 or	 features	 within	 a	 CamNets	 or	 a	 CRD,	 the	 system	
administrator	 is	 required	 to	 create	 a	 username/password	 for	 each	 user.	 The	
administrator	also	assigns	the	user	role(s),	which	decides	the	users’	 level	of	access	to	
system	 resources.	 If	 account	 creation	 is	 successful,	 the	 password	 in	 encrypted	 using	
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that	 are	 capable	 of	 interacting	with	 each	 other,	 through	 published	 endpoints,	while	
exchanging	SOAP-based	XML	metadata.	The	CamNets	are	capable	of	sending	metadata	
to	a	single	repository	where	the	unified	metadata	is	used	to	compute	a	logical	network	
from	 the	 metadata	 sourced	 across	 the	 city,	 which	 also	 constitutes	 the	 surveillance	
system	of	the	country.	
																																																								















In	 chapter	 4	 (the	 last	 chapter),	we	discussed	 the	 construction	of	 the	 components	 in	
this	 chapter’s	 experiments.	 The	 chapter	provided	 the	basis	 for	 the	design	 strategies,	
and	configuration	approach	for	 the	components,	and	the	representation	of	 the	data,	
which	are	employed	 in	 this	chapter	 to	 implement	and	run	 the	simulation	projects.	 It	
gave	 an	 account	 of	 how	 the	 components	 of	 the	 FVSA	 are	 represented	 in	 the	
experiments,	and	how	each	module	contributes	to	the	overall	operation	of	the	FVSA.	
The	 activities	 in	 the	 current	 chapter	 involve	 the	 development	 of	 an	 experimental	




object	 is	detected,	 and	 tracked.	Ultimately,	we	provide	an	approach	 to	querying	 the	
metadata	in	the	FVSN.	
While	achieving	the	above,	we	also	provide	answers	to	two	research	questions	in	this	
research.	First,	 the	primary	question	 in	RQ1:	 “Is	 it	 technically	 achievable	 to	 analyse	
and	 explore	 a	 video	 surveillance	 system	 without	 the	 full	 system	 access	 to	 the	
surveillance	network	cameras	and	data?”.	Second,	RQ4:	“To	what	degree	of	accuracy	





which	 simulates	 the	 processes	 and	 results	 that	 are	 obtainable	 on	 a	 CamNet,	 as	
proposed	in	this	research.	The	design,	format,	and	representation	of	the	components	
in	 the	 simulation	 are	 based	 on	 the	 designs	 presented	 in	 chapter	 4.	 As	 described	 in	
chapter	 4,	 each	 component	 is	 an	 encapsulation	 of	 database	 properties,	 which	 are	
instantiated	 and	 encapsulated	 as	 reusable	 objects.	 The	 project	 components	 are	
configured	to	achieve	the	following	system	features	and	capabilities.	
1. A	 2-dimensional	 grid	 was	 constructed	 using	 Matlab,	 which	 represents	 the	
space	covered	by	the	surveillance	cameras.	All	infrastructures	and	components	












5. Whenever	a	person	 is	 located	at	a	cell,	which	has	been	marked	as	a	camera,	
that	object	is	recorded	into	the	metadata	table.	Other	movements	that	do	not	
land	on	a	camera	are	ignored.	















in	Table	13	 -	Matlab	 is	the	main	development	environment	used	 in	this	chapter.	The	


















• Each	 person	 introduced	 to	 the	 surveillance	 network	 is	 pre-assigned	 the	




However,	 5%	 of	 the	 people	 introduced	 are	 false	 so	 these	 people	 do	 not	
contribute	any	activity	to	the	processes	of	the	system.	
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• The	 starting	 point	 and	 end	 point	 of	 each	 journey	 is	 pre-assigned	 at	 the	
beginning	of	the	journey	by	randomly	choosing	nodes	within	the	grid.	However,	





• Each	 journey	 starts	 and	 ends	within	 the	 grid	 –	 no	 activity	 outside	 the	 grid	 is	
considered	in	any	aspect	of	the	experiment.	













crucial	 to	 the	 success	 of	 the	 person	 re-identification	 process,	 which	 is	 discussed	 in	
	104	
section	5.3	–	they	are	‘traveller_id’,	the	system	generated	ID.	The	‘top_colour’,	which	





and	 the	 ‘finishLocation’,	 cell	 where	 the	 object	 last	 appeared.	 Then	 there	 is	 the	
‘distance’,	 which	 is	 computed	 from	 the	 time_taken	 and	 velocity,	 the	 ‘time_taken’,	























Table	14.	The	coloured	 lines	 (that	 is,	 red,	green,	blue,	and	black	 lines)	correspond	to	
the	 top	 colours	 of	 the	 last	 person	 that	 traversed	 the	 path.	 However,	 the	 grey	 lines	
represent	 real	 paths	 (roads)	 linking	 the	 location	of	 the	 cameras.	 The	weights	on	 the	





while	 the	 coloured	 lines	 represent	 the	 paths	 that	 may	 be	 included	 in	 the	 logical	
network,	which	is	generated	based	on	the	pattern	that	objects	traverse	the	network.	





This	 section	 contains	 information	 about	 the	 experiment’s	 implementation	 of	 person	
identification	 and	 re-identification	 (Re-ID)	 of	 people	 across	 the	 network,	 and	 the	








the	matching	 simulation.	 Based	 on	 the	methods	 employed	 in	 similar	 research	 [115]	
[116],	 we	 consider	 the	 non-contextual	methods	 (colour-based	 feature	 extraction)	 in	
which	we	assign	and	extract	6	descriptors	on	each	simulated	person.		
We	divide	a	person	 into	upper	and	bottom	horizontal	halves	 so	a	different	 colour	 is	
assigned	 to	 each	 half	 of	 the	 person’s	 body.	 The	 5	 simulated	 descriptors	 are	 –	
top_colour	 (20%),	bottom_colour	 (20%),	 texture	 (10%),	 height	 (10%),	 and	 system	 ID	
(30%).	The	percentage	at	the	front	of	each	descriptor	signifies	the	maximum	that	the	
descriptor	can	account	for	when	matching	a	person.	Basically,	if	a	match	is	found	for	all	
5	descriptors,	 then	there	 is	a	100%	match	–	 that	 is	 rank	1.	However,	a	partial	match	




the	descriptors	are	extracted,	a	 search	 is	 conducted	on	 the	metadata	database	 for	a	
match.	If	a	match	is	found,	the	system	returns	the	first	20	results	sorted	by	the	highest	
match	 -	 this	 represents	 the	 rank	of	 the	 images.	 If	 a	match	 is	 found,	a	 link	 is	 created	




















1. Foreach image in gO 
2. set rank=0; count=0; tc=20; bc=20; tx=10; hg=10; pn=10;  id=30; 
3. if gO.tc == pO.tc then 
4. rank += 20 AND count += 1 
5. if gO.bc == pO.bc then 
6.  rank += 20 AND count += 1 
7. if gO.tx == pO.tx then 
8.  rank += 10 AND count += 1 
9. if gO.hg == pO.hg then 
10.  rank += 10 AND count += 1 
11. if gO.id == pO.id then 
12.  rank += 30 AND count += 1 
13. if gO.tc == pO.tc then 
14.  rank += 20 AND count += 1 
15. if gO.pn == pO.pn then 
16.  rank += 10 AND count += 1 
17. if count > 1 
18.  save pO in the FVSN database; 
19.  return rank 
20. else  
21.  return 0  
22. save pO into metadata database 
23. calculate rank – that is, (rank/count*100) = rank% 
24. save path, rank in the FVSN database 




person’s	 attributes	 are	 recorded	 into	 the	metadata	 database	 table.	 As	 the	 cameras	
capture	people,	the	pattern	of	travel	is	used	to	generate	a	logical	network	(that	is,	the	









	 a	 b	 c	 d	 e	 f	 g	 h	 i	 j	 k	 l	
a	 0	 5	 0	 7	 0	 0	 0	 0	 0	 0	 13	 0	
b	 8	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	 0	
c	 0	 0	 0	 10	 0	 0	 0	 0	 0	 0	 0	 0	
d	 0	 0	 0	 0	 0	 4	 0	 0	 0	 0	 0	 0	
e	 17	 0	 0	 12	 0	 0	 0	 0	 5	 0	 0	 0	
f	 1	 0	 0	 0	 0	 0	 0	 0	 0	 0	 1	 0	
g	 0	 0	 0	 0	 0	 0	 0	 0	 0	 1	 0	 0	
h	 0	 0	 6	 0	 0	 0	 0	 0	 0	 0	 0	 0	
i	 0	 0	 0	 0	 0	 12	 0	 16	 0	 0	 0	 0	
j	 0	 0	 0	 0	 9	 0	 0	 0	 5	 0	 0	 0	
k	 0	 0	 0	 0	 0	 0	 6	 0	 4	 0	 0	 7	
l	 7	 0	 0	 0	 0	 0	 0	 0	 0	 1	 0	 0	
	
To	compute	the	FVSN,	a	sparse	form	of	the	matrix	is	generated,	









































Any	 query	 to	 the	 FVSN	 is	 computed	 on	 the	 FVSN	 database	 in	 which	 the	 routing	
protocol	 is	 computed	 dynamically	 per	 query,	 so	 there	 is	 no	 pre-computed	 routing	







score	of	22	compared	to	14	 in	path	1.	The	protocol	 is	an	adaptation	of	 the	dijkstra’s	
algorithm	 in	 [62],	 in	 which	 it	 evaluates	 the	 next	 node	 based	 on	 the	 links	 with	 the	
highest	 weight	 rather	 than	 the	 least	 cost.	 Based	 on	 the	 database	 properties	 of	 the	
metadata	presented	in	section	4.3.6,	we	can	search	for	an	object	in	the	database.	For	
example,	to	predict	the	current	location	of	a	person	who	was	instantiated	as	‘traveller’,	














we	 can	 select	 the	 4	 highest	 ranked,	 for	 example.	 Equally,	 this	 presents	 the	 level	 of	






The	 initial	 experiment	 simulates	 an	 area	 of	 1Km2	 (that	 is,	 1000m2),	 which	 is	
represented	in	Matlab	by	a	1000	x	1000	grid	–	so	that	a	cell	represents	1-meter	square	
on	ground.	Then	100	cameras,	1000	people,	and	1000	journeys	were	randomly	added	
to	 the	 grid.	 The	 simulation	 was	 repeated	 10	 times	 to	 increase	 the	 reliability	 and	
stability	 of	 the	 results.	 And	 to	 achieve	 a	 reasonable	 level	 of	 consistency	 and	
traceability,	the	size	of	the	parameters	assigned	to	each	simulation	is	left	the	same.	
In	order	to	evaluate	the	reliability	of	the	experiments	under	different	conditions,	the	
parameters	 were	 varied	 to	 simulate	 differences	 in	 persons’	 appearance	 due	 to	
variation	in	colour	of	clothing	etc.	In	particular,	this	effect	of	the	following	conditions	
were	observed	-	different	size	of	crowd,	different	number	of	cameras,	and	the	period	
in	 which	 a	 person	 is	 being	 tracked.	 The	 option	 from	 which	 the	 system	 choses	
parameters	at	random	are	presented	in	Table	16,	showing	10	options	each	for	the	top	
colour,	 bottom	 colour,	 heights,	 texture,	 and	 personality.	 However	 the	 cameras,	 and	














the	query	 in	 section	5.4.5	 to	 search	 the	FVSN	database	and	 then	 compute	 the	most	
likely	 4	 cameras	 to	 locate	 the	 person	 –	 based	 on	 the	 search	 result	 ranking.	 The	
algorithm	(which	is	presented	in	section	5.6.1)	accepts	3	parameters	–	first,	the	system	
id	 of	 the	 person	 (in	 practice,	 this	 is	 one	 of	 the	 person’s	 descriptors	 such	 as	 their	
clothing	colour),	second	is	initial	to	final	time,	and	third	is	either	the	period	of	time	or	
the	 exact	 timestamp	 after	 which	 to	 predict	 the	 person’s	 location.	 For	 example,	 we	
could	be	 interested	 in	predicting	 the	 location	of	a	person	with	 id	=	24,	 from	1pm	to	
2pm.	Alternatively	we	could	be	interested	in	their	location	10	minutes	after	1pm.	
The	algorithm	used	for	computing	the	 location	of	a	person	evaluates	each	path	from	
camera	 to	camera	 to	decide	which	path	 is	most	popular	 to	 the	destinations	 that	are	
within	 the	 time	 frame	 to	 search	 for	 a	 person.	 This	 algorithm	 is	 presented	 below	 in	
section	5.6.1.	The	algorithm	accepts	a	weighted	digraph	(that	 is,	the	FVSN),	period	in	
consideration,	and	then	the	start	node.	The	FVSN	nodes	correspond	to	cameras	while	




Action:	 traverse	 a	weighted	 digraph	(𝑽,𝑬),	 and	 find	 the	 4	most	 popular	 paths	 from	
vertex	𝐀	to	any	vertex	𝐯	where	the	journey	from	𝐀 𝑡𝑜 𝐯	is	completed	within	time	𝒕 𝒗 .	
Input:	the	Graph	(𝑽,𝑬),	time	𝑷.	
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Process:	 For	 any	 2	 vertices	𝒖 𝑎𝑛𝑑 𝒗,𝒑 𝒖,𝒗 	is	 the	 popularity	 of	 the	 arc	𝒖𝒗 ,	 and	𝑃𝐴𝑇𝐻𝑇𝑂(𝑣)	lists	the	vertices	in	the	current	most	popular	path	𝑨 to 𝒗.	
Output:	the	4	most	likely	cameras	the	person	is	located	based	on	ranks	1	to	4.		
Begin	
1. Foreach 𝑣 ∈ 𝑉 do 
2.   Begin 
3.       𝑡 𝑣 ∶= 𝑝(𝐴, 𝑣); 
4.       𝑃𝐴𝑇𝐻𝑇𝑂 𝑣  ∶= 𝐴; 
5.   End 
6. Mark vertex 𝐴; 
7. 𝒇𝒐𝒓 𝑟𝑎𝑛𝑘 = 0;  𝑟𝑎𝑛𝑘 < 5;  𝑟𝑎𝑛𝑘 ++ do 
8.   While unmarked vertices remain do 
9.   Begin 
10.     𝑢 ∶= unmarked vertex whose popularity from 𝐴 is max; 
11.     Mark vertex 𝑢; 
12.     foreach unmarked vertex 𝑣 𝑤𝑖𝑡ℎ 𝑢𝑣 ∈ 𝐸 do 
13.       𝒃𝒆𝒈𝒊𝒏 
14.       𝑡!  ∶=  𝑡 𝑢 +  𝑝 𝑢, 𝑣  
15.       if 𝑡! > 𝑡 𝑣  𝒕𝒉𝒆𝒏 
16.         𝒃𝒆𝒈𝒊𝒏 
17.           𝑡 𝑣  ∶=  𝑡!; 
18.           𝑃𝐴𝑇𝐻𝑇𝑂 𝑣 𝑟𝑎𝑛𝑘 ∶=  𝑃𝐴𝑇𝐻𝑇𝑂 𝑢  , 𝑣; 
19.         𝒆𝒏𝒅 
20.     end 











A	 second	 criterion	employed	 to	 establish	 the	 reliability	 of	 this	 research’s	 proposal	 is	
the	proportion	of	people	to	the	cameras.	We	conducted	10	simulations	starting	with	
20	 cameras	 and	 increasing	 at	 the	 rate	 of	 20	 cameras	 until	 200	 cameras,	 while	 the	




1000,	1500,	2000,	and	2500	people	–	 the	result	of	 the	experiments	are	presented	 in	
section	5.7.3.	
The	fourth	set	of	experiments	(which	are	available	in	section	5.7.4)	showed	the	impact	




























from	 20	 to	 200.	 A	 sharp	 improved	 was	 recorded	 between	 60	 cameras	 and	 100	
cameras.	 However,	 the	 improvement	 in	match	 rate	 ‘stalled’	with	 increased	 cameras	
number	above	100.	 In	other	words,	 increase	 in	camera	density	does	not	significantly	
improve	 match	 rate	 beyond	 100	 cameras	 in	 a	 1Km2	 space	 (or	 a	 density	 ratio	 of	 1	
camera	 to	 10	 metres	 square).	 Based	 on	 this	 observation,	 this	 author	 is	 inclined	 to	
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the	 result	 in	 Figure	 33	 (a)	 and	 (b)	 shows	 that	 the	 matching	 rate	 declines	 as	 more	
people	 are	 being	 introduced	 on	 the	 network.	 32	 (a)	 depict	 the	 rate	 of	 decline	 per	
number	of	people	in	the	network	at	any	time	in	which	the	rate	of	match	is	constantly	
higher	 for	 less	 number	of	 people	on	 the	network	over	 the	whole	 60	minutes	of	 the	
simulation.	This	result	confirms	our	expectation	that	the	more	the	number	of	people,	






































10	 61.8	 84.7	 78	
20	 56	 85	 69	
30	 44	 88	 5	
40	 40	 87	 59	
50	 34	 92	 52	



















3. Although	 the	 God’s	 view	 propels	 towards	 100%	 over	 time,	 it	 did	 not	 reach	
100%.	 This	 confirms	 our	 suspicion	 that	 someone	 once	 spotted	 by	 a	 camera	




expect	 that	 system	 verification;	 validation	 and	 testing	 of	 the	 results	 are	 achieved	
through	proven	practices	in	simulation	model	verification	and	validation.	For	the	scope	
of	 this	 research,	 we	 define	 model	 verification	 as	 a	 procedure	 for	 ensuring	 that	
processes	 and	 their	 implementation	 on	 our	 simulation	 model	 are	 as	 expected	 or	
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‘correct’	 [138].	We	define	model	validation	as	a	concept	 that	our	model	possesses	a	











network	 by	 assigning	 them	 a	 system	 ID,	 which	 can	 be	 used	 to	 track	 them	 at	 100%	




minutes).	We	 then	 compared	 the	 results	 of	 our	 prediction	with	 the	 real	 location	 of	
those	people	after	the	same	timeframe	–	the	real	location	of	people	are	known	in	this	
simulation,	 using	 their	 system	 ID.	 The	 result	 is	 shown	 in	 Figure	 35	 in	 which	 the	
performance	of	the	prediction	seems	to	decrease	with	time	and	it	would	appear	that	








some	openly	 available	 images	 sets,	which	have	been	 calibrated	 to	 support	 research,	
our	model	is	completely	simulated	with	similar	calibration	but	more	unexpected	inputs	
since	 our	 parameters	 are	 randomly	 assigned.	 Our	 result	 compares	 relatively	 well,	
showing	an	improvement	of	8.3%	in	rank	1	(61.8%)	and	84.7	compared	to	82.6	for	rank	
5.	 Table	18	presents	a	 comparison	of	our	 result	with	 the	5	best	 results	 found	 in	 the	

















the	 network.	 We	 stated	 the	 assumptions	 and	 approaches	 to	 creating	 the	 FVSN	
database,	which	accepts	standard	SQL	queries,	and	presents	matched	results	based	on	
the	 features	 and	 properties	 of	 the	 people	 captured	 by	 cameras	 in	 an	 area.	 This	





a	 video	 surveillance	 system	 without	 the	 full	 system	 access	 to	 the	 surveillance	
network	 cameras	 and	 data?”.	 Secondly	 this	 chapter	 provided	 answers	 to	RQ4:	 “To	
what	degree	of	accuracy	can	we	systematically	and	analytically	predict	the	location	
of	 an	 object	 such	 as	 a	 person,	 across	 a	 well-connected	 camera	 cluster	 in	 a	 smart	
city?”.	




this	 solution	 is	 not	 accurate	 enough	 for	 predicting	 the	 precise	 location	 of	 someone	
within	a	network.	However,	it	is	observed	that	this	solution	could	be	used	to	eliminate	
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cameras	 that	 don’t	 need	 to	 be	 investigated	 when	 searching	 for	 someone	 within	 a	
camera	surveillance	system,	in	the	short-term	re-id,	such	as	within	a	10-minute	period.	
In	this	chapter	it	was	also	observed	that	increasing	the	number	of	cameras	monitoring	









The greatest part of a writer's time is spent in reading, in order 








on	 the	pattern	 the	objects	 traverse	 the	network,	we	computed	 the	CamNet’s	 logical	
network	 –	 the	 FVSN.	 The	 FVSN	 is	 the	 graph	 that	we	 used	 to	 predict	 the	 location	 of	
objects,	which	was	presented	in	chapter	4.	
In	 this	 chapter,	we	 build	 on	 the	 design	 effort	 in	 chapter	 4,	 and	 the	 implementation	
effort	 in	 chapter	 5	 to	 simulate	 a	 network	 made	 up	 of	 multiple	 CRDs.	 That	 is,	 the	
surveillance	 system	 of	 a	 country	 (or	 CoSS).	 We	 now	 show	 how	 the	 experiment	
supports	 the	hierarchical	design	 that	was	 introduced	 in	 chapter	4.	 In	 the	design,	 the	
overall	 global	 surveillance	 system	emulates	 the	 geopolitical	 structure	 of	 the	modern	
world	–	as	in	buildings,	street,	cities,	and	country	(see	section	2.2).	
We	demonstrate	how	the	independent	CRDs	integrate	with	each	other	to	achieve	the	
objective(s)	 through	 the	published	APIs.	 Furthermore,	we	present	 the	overall	 system	
architecture,	service	discovery	process,	and	the	lookup	service,	amongst	others,	which	
the	CRDs	use	to	discover	one	another,	during	communication.	Finally,	we	answer	the	




















that	originate	within	 the	 country.	 The	 cloud	on	each	CRD	 represents	 the	network	of	
CamNets	in	which	it	is	the	server.	The	CRD	is	the	directory	for	the	entire	CamNets	in	a	
city	–	that	 is,	 the	city	surveillance	system	(CiSS),	which	 is	 further	discussed	 in	section	
6.2.2.	
In	 theory,	 any	 CRD	 can	 connect	 to	 any	 other	 CRD	 anywhere,	 irrespective	 of	 their	
geographical	 location.	However,	this	will	result	in	a	security	vulnerability	and	inability	
to	establish	 the	 locality	of	a	CamNet	 (or	a	camera).	To	add	a	 layer	of	 security	 to	 the	
conceptually	 flat	 (P2P)	 network,	 we	 introduce	 a	 hierarchical	 layering	 where	 some	
servers	are	nominated	as	the	country	Gateways.	So	that	requests	to	a	CRD	or	CamNet	














The	second	database	 is	the	directory	of	the	CRDs	-	 it	 is	used	to	administer	the	CRD’s	
membership	 of	 the	 country’s	 surveillance	 system	 –	 that	 is,	 the	 CoSS.	 As	 further	
discussed	 in	 section	 6.2.6,	 it	 uses	 the	 database	 to	 obtain	 detailed	 location,	 and	
identification	 properties	 of	 the	 other	 CRDs	 on	 the	 same	 CoSS.	 Also	 above	 each	
database	 depicted	 in	 Figure	 37	 are	 some	 of	 the	 published	 web	 methods	 –	 that	 is,	






The	 P2P-like	 distributed	 dynamic	 hash	 table	 (DHT)	 keeps	 information	 for	 looking	 up	
and	discovering	other	CRDs	within	a	country	–	such	that	all	the	CRDs	in	a	country	form	
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a	 network	 of	 the	 country’s	 surveillance	 system.	 As	 mentioned	 in	 section	 6.2.2,	 to	
achieve	 the	 routing	 for	 both	 CamNets	 and	 the	 CRDs,	 each	 CRD	 is	 equipped	 with	 2	
routing	tables.	Table	19	is	a	cut-down	version	of	the	simple	DHT-like	implementation	in	































the	 request	 and	 the	 sender.	 If	 the	 request	 is	 valid,	 the	 destination	 GWRD	 adds	 a	
‘token’	to	the	message	before	sending	it	to	the	GWRD	in	the	destination	country.	Upon	
receipt	of	 a	 request,	 the	destination	GWRD	verifies	whether	 the	message	originated	
from	an	authorised	sender	by	checking	the	‘token’	added	by	the	source	GWRD.	If	valid,	
the	destination	GWRD	accepts	the	request.	Its	functions	include	the	following:	
1. The	 GWRD	 represents	 a	 country	 in	 a	 network	 hierarchy	 that	 emulates	 the	
geopolitical	landscape	of	the	world.	
2. It	serves	as	an	access	control	server	for	the	country.	







Figure	38	depicts	 the	CoSS	architecture,	 showing	 it	 comprise	of	 the	entire	CRDs	 in	a	
country	–	that	is,	all	the	CRDs	that	belong	to	the	same	network,	which	together	form	








hierarchy	 level	 in	 which	 communication	 is	 established	 from	 the	 knowledge	 of	 each	
other	 in	 the	 lookup	 table	 –	 the	 lookup	 table	 is	 distributed	 across	 the	 CRD	 and	 the	






The	 CiSS	 system	 architecture,	 which	 is	 depicted	 in	 Figure	 40,	 is	 the	 client-server	
network	of	 the	CamNets	 in	a	 city.	 Each	CamNet	 joins	 the	 city’s	CiSS	upon	 successful	
registration	and	sends	metadata	to	the	CRD,	based	on	its	configuration.	A	CamNet	only	
has	knowledge	of	its	own	existence	and	the	CRD	-	and	does	not	have	the	knowledge	of	








1. New	 registration	process:	The	addition	of	a	new	CamNet,	which	aims	to	 join	
the	 relevant	CRD	 in	 the	city	of	 its	 location.	The	experiment	aims	 to	ascertain	
how	 availability	 of	 the	 CRDs	 affects	 the	 registration	 algorithm,	 which	 is	
presented	in	section	6.4.2.	
6.4.1. Registration	Process	
The	 submission	 of	 the	 registration	 form	 (as	 discussed	 in	 section	 4.3.9)	 activates	 the	
registration	algorithm	presented	in	section	6.4.2	below.	The	MDS	only	needs	to	have	
the	 registration	 URL	 for	 any	 CRD	 -	 the	 registration	 process	 will	 ensure	 that	 the	
appropriate	 CRD	 is	 located	 and	 accepts	 the	 CamNet,	 if	 it	 meets	 the	 registration	













2. init count_HOP = 0; 
3. if get d == TRUE AND get e == TRUE then 
4.       do f 
5. if i == TRUE AND j == TRUE 
6.   do g 
7.   do h = SUCCESS 
8. else  
9.   do count_HOP++ 
10. if j == FALSE then 
11.   do tag d = INTERNATIONAL 
12.   forward d to GWRD 
13.   else if i == FALSE AND j == TRUE then 
14.     do forward d to k 
15.     else if i == TRUE AND k == FALSE then 
16.       do h == FAIL 
17.     endif 




Input:	 A	 request	 sent	 by	 a	 CRD	 l,	 a	 request	 tagged	 INTERNATIONAL	 m,	 GWRD	 is	
allowed	to	communicate	with	destination	country	n.	
Entities:	Sending	CRD	o,	recipient	country	p.	
21. Begin  
22. if get l == TRUE AND m == TRUE AND n == TRUE then 
23.   forward l to p 
24. else do  
25. if get l == TRUE then 
26.   if ping k == TRUE 
27.     forward response to k; endif 
28. else  






To	 demonstrate	 the	 registration	 process,	 we	 develop	 an	 experimental	 project	 to	
evaluate	 and	 assess	 the	efficiency	of	 the	 approach	 in	 relation	 to	 the	 success	 rate	of	
CamNets	 registering	with	a	city	CRD.	We	 further	 investigate	how	the	end	of	 life	of	a	
CRD	(within	a	CoSS)	could	affect	the	reliability	of	the	system	with	a	view	to	providing	
answers	 to	 the	 following	 research	 question:	 “To	 what	 degree	 of	 accuracy	 is	 the	
registration	 process	 for	 a	 new	CamNet	 in	 respect	 to	 locating	 the	 politically	 correct	









Using	 the	 Rapid	 Application	 Software	 development	 methodology,	 we	 completed	 a	
prototype,	 based	 on	 the	 CoSS	 architecture	 presented	 in	 section	 6.2.5.	 The	
programming	 aspects	 of	 the	 experiment	 was	 achieved	 using	 the	 ‘Hypertext	 Pre-
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processor,	 PHP’ 5 	(version	 5.6.10),	 supported	 by	 the	 ‘MySql	 database	 community	
server’6	(version	5.5.47)	to	set	up	the	cameras,	MDS,	CRDs	and	CamNets	as	described	
in	chapter	4.	The	project	was	built	using	the	community	version	of	the	Zend	framework	




the	 components	 in	 this	 research	 including	 the	 cameras,	MDS,	 CRDS,	 and	 the	
accompanying	data,	based	on	the	design	approach	in	chapter	4.	
• They	 are	 open-source	 and	 community	 driven	 software,	 ease	 of	 modification	
and	adaptability	to	the	research	implementation.	




The	 architecture	 of	 the	 experimental	 set	 up	 is	 presented	 in	 Figure	 41	 –	 note	 the	
servers	are	not	physically	connected	neither	did	we	run	networking	software	to	form	a	
network	 because	 our	 current	 experiment	 did	 not	 account	 for	 the	 underlying	
networking.	 The	 links	 between	 the	CamNet	 and	 the	CRDs	 are	 an	 indication	 that	 the	












The	 CamNet	 choses	 a	 CRD	 at	 random	 from	 the	 total	 n	 CRDs	 (where	 n	 can	 be	 any	
integer	 –	 we	 experiment	 with	 n	 =	 1000,	 5000,	 and	 10000),	 and	 submits	 each	
registration	 request	 to	 the	 randomly	 chosen	 CRD.	 The	 project	 implemented	 the	
‘mt_rand()’	 random	 number	 generator,	 which	 is	 shipped	 with	 PHP	 library.	 The	
generator	is	an	adaptation	of	the	‘Mersenne	Twister’	random	number	generator	[141].	
To	ensure	that	the	CamNet	registration	is	valid	for	one	of	the	n	CRDs,	we	provide	a	list	
of	 n	 IP	 addresses	 where	 each	 IP	 address	 is	 valid	 for	 1	 CRD.	 When	 submitting	 the	
	139	
registration,	 the	CamNet	assigns	 itself	one	of	 the	n	 IP	addresses,	which	the	receiving	
CRD	uses	to	check	whether	the	request	is	valid	for	itself.	
The	simulation	experiments	are	employed	to	 investigate	the	achievable	reliability	(by	
the	CoSS)	 in	detecting	and	 registering	a	CamNet	 in	 the	appropriate	city’s	CRD,	when	
the	url	of	the	city	CRD	is	not	known	beforehand.	
6.6. Results	
The	 experiment	 was	 simulated	 first	 with	 all	 the	 deployed	 CRDs	 running	 as	 a	 flat	









Figure	42	depicts	 the	 result	of	experimenting	all	CRDs	as	a	 flat	architecture	 in	which	
any	 CRD	 is	 capable	 of	 directly	 communicating	with	 any	 other	 CRD	 through	 the	 DHT	
(see	 section	 6.2.3).	 In	 this	 set	 of	 experiments,	 it	 is	 noted	 that	 the	 success	 rate	 of	
registration	 is	 100%	 for	 any	 number	 of	 requests,	 and	 for	 any	 number	 of	 CRDs.	 This	
result	satisfies	our	suspicion	since	100%	success	rate	is	expected	when	all	the	CRDs	are	
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some	nodes	unavailable.	To	achieve	 this	we	disable	 some	nodes	while	 the	details	of	
the	disabled	nodes	still	remain	in	the	DHT.	Then	we	varied	the	number	of	failed	node	
to	 assess	 the	 impact	 of	 network	 disruptions	 of	 faulty	 CRDs	 and	 how	 these	 would	




rate	 rises	with	 increase	 in	 the	 number	 of	 requests,	 for	 any	 number	 of	 CRDs	 on	 the	

























which	 the	 100%	 failure	 occurred,	we	 repeated	 the	 simulations	while	we	 change	 the	
failed	nodes	by	an	increment	of	2%	and	the	number	of	requests	was	kept	constant	at	
500.	Figure	43	 (e)	depicts	 the	effect	of	 the	simulations	on	a	100	CRD	network,	while	
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Figure	43	 (f)	shows	the	same	experiment	 for	1000	CRDs.	 It	can	be	observed	that	 the	
failure	rate	reached	100%	between	17%	and	19%	with	the	100	CRDs.	While	it	reached	
100%	between	13%	failed	nodes	and	15%	failed	nodes	for	the	1000	CRDs	network.	This	





identified	 in	 section	 6.6.2	 above,	 we	 introduced	 the	 GWRD	 to	 achieve	 client-server	
architecture	as	discussed	in	section	6.2.5.	The	GWRD	serves	as	the	server	for	the	other	
CRDs	 by	 acting	 as	 the	 gateway	 for	 all	 the	 CRDs	 and	 by	 acting	 as	 the	 server,	 which	
manages	the	distributed	DHT.	However,	it	is	observed	that	the	improvement	achieved	
by	the	 introduction	of	the	GWRD	is	negligible	since	the	highest	success	rate	was	 just	













requesting	CRD	 first	 checks	 the	 reachability	of	 the	destination	CRD	before	 sending	a	
request.	If	a	CRD	is	not	reachable,	then	CRD	sends	the	message	to	the	GWRD	instead.	










If	 a	 CRD	 is	 identified	 for	 the	 request,	 the	 GWRD	 forwards	 the	 registration	 request	
accordingly.	Otherwise,	 the	GWRD	 sends	 a	 ‘failed’	 response	 to	 the	 CamNet	 and	 the	
GWRD	 sends	a	message	 to	 all	 CRDs	on	 the	network	 to	disable	 the	 failed	CRD	 in	 the	
CoSS	DHT.	With	this	solution	in	place,	we	are	able	to	prevent	a	network	crash	where	
the	worst-case	 reliability	 achieved	was	 at	 96%	with	 20%	 failed	nodes.	 Figures	 45	 (a)	
and	 (b)	both	 showed	 similar	 level	 of	 success	 varying	96%	 to	99%	 for	 any	number	of	
failed	nodes.	
















this	 solution	 could	 support	 the	public	 safety	 departments	 in	 identifying	 and	 locating	
surveillance	networks	across	the	city	without	the	need	for	physical	street	inspection	–	
this	 could	 potentially	 improve	 the	 efficiency	 and	 success	 of	 police	 investigations.	 In	
practice,	 we	 envisage	 that	 the	 size	 and	 number	 of	 cameras	 in	 the	 city	 will	 change	
erratically	over	 time	as	 cameras/CamNets	are	added,	 transferred	and	migrated	 from	
place	to	place.		
In	section	6.6.2,	where	we	varied	the	availability	of	the	nodes	to	achieve	between	5%	
and	20%	failed	nodes,	 the	accuracy	of	process	was	significantly	 low	(46%	 in	 the	best	
case	 scenario).	 This	 demonstrated	 that	 an	 unreachable	 CRD	 could	 disrupt	 the	
	145	
functioning	of	 the	 system.	However,	 based	on	 the	 introduction	of	 the	 self-managing	
procedure	 where	 the	 GWRD	 first	 checks	 the	 availability	 of	 a	 node	 before	
communicating,	 the	 reliability	 of	 the	 registration	 process	 achieved	 at	 least	 34%	
improvement	to	the	reliability	of	the	registration	process	(that	is,	96%	in	Figure	45(b),	
and	62%	 in	Figure	44	 (a)).	Therefore	 this	 research	 recommends	self-update	and	self-
management	as	a	requirement	for	the	CoSS.	
 
The	 experiments	 in	 this	 chapter	 ultimately	 answered	 our	 research	 questions,	RQ2	 –	











A story has no beginning or end: arbitrarily one chooses that 








the	 concepts	 of	 graph	 theory,	 person	 re-identification,	 and	 self-aware	 algorithms	 to	
propose	a	system	architecture	for	a	globally	unified	video	surveillance	system,	which	is	
capable	of	 representing	 the	world’s	 geopolitical	 structures	 such	as	 a	 city	or	 country.	
The	 thesis	 demonstrated	 an	 approach	 to	 unify	 the	 video	 metadata	 that	 belong	 to	
independent	owners,	which	makes	 it	possible	 for	a	 system	user	 to	query	 the	unified	





In	 Chapter	 3,	 this	 thesis	 presented	 the	 FVSA,	 a	 system	 architecture,	 which	 aims	 to	
provide	support	for	unifying	independent	surveillance	systems.	We	showed	that	each	
implementation	 of	 the	 FVSA	 is	 an	 independent	 surveillance	 network.	 However,	 a	
collection	of	individual	FVSA	could	hierarchically	integrate	as	a	unified	system	-	such	as	





to	 2	 research	 questions	 that	 were	 raised	 in	 section	 1.5.	 First	 the	 developmental	
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question	 in	 RQ1:	 “Can	 we	 design	 surveillance	 systems	 with	 a	 view	 to	 exchanging	
information	across	independent	networks?”.	The	second	question	answered	is	part	b	of	
the	developmental	question	in	RQ2:	“Can	the	architecture	represent	the	geo/political	
structure	 of	 the	 world?”.	 This	 chapter	 provides	 an	 approach	 to	 answering	 these	
questions,	 showing	 the	 design	 strategies,	 configuration	 of	 the	 components,	 and	
representation	of	the	data.	
Chapter	 5	 involved	 the	 development	 and	 implementation	 of	 an	 experiment,	 which	
simulates	the	CamNets.	The	simulated	CamNet	was	based	on	the	design	in	chapter	4,	
where	 the	CamNet	 is	 presented	 as	 a	 component	within	 a	 CiSS	 and	we	 showed	how	
their	 output	 (metadata)	 contributes	 to	 the	 public	 level	 investigation	 and	 decision,	
using	 an	 experimental	 project	 that	 was	 developed	 as	 a	 citywide	 resource	 directory.	





with	 the	 hierarchical	 structure	 of	 computer	 networks	 and	 emerging	 technological	
platforms	such	as	the	IoT.	We	discussed	and	implemented	experiments	based	on	the	






This	 research	 suffered	 in	 the	ability	 to	accurately	emulate	existing	 solutions	 in	 video	
surveillance	 since	 the	 research’s	 theme	 is	 futuristic	 and	 predictive.	 The	 size	 of	 data	
required	to	test	our	hypothesis	and	theories	in	the	research	could	not	be	achieved	in	
real	 life	 video	 surveillance	 systems.	 In	 addition	 the	 theme	 is	 reasonable	 since	 it	 is	 a	
common	 phenomenon	 in	 this	 area	 of	 research	 and	 it	 opens	 opportunities	 for	
improving	the	accuracy	and	applicability	of	video	solutions.	For	example	 the	concept	
re-id	 is	 still	 seriously	 evolving	 with	 several	 research	 efforts	 contributing	 to	 the	
improvement	 of	 re-identifying	 of	 people	 across	 cameras	 (see	 section	 2.8).	 However,	
some	 aspects	 and	 components	 are	 already	 implemented	 and	 deployed	 in	 real	 life	




the	metadata	 resulted	 in	 the	 exhaustion	 of	 computing	 resources	 (memory	 and	 CPU	
capacity)	during	the	generation	and	processing	of	metadata.	In	other	words,	the	use	of	





of	 the	 research,	 instead	 encapsulated	 database	 objects	 and	 virtual	 machines	 were	
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used	 to	 simulate	 components	 in	 which	 the	 virtual	 machines	 were	 deployed	 on	 the	
same	network.	
7.4. Ethics	and	Privacy	
The	 perception	 of	 the	 public	 to	 the	 advanced	 exploration	 of	 video	 surveillance	 data	
includes	 privacy	 concerns.	 This	 research	 considers	 the	wider	 benefits	 of	 surveillance	
data	 including	business	usage,	 service	availability	and	 improvements	 such	as	 the	use	
case	 for	 transportation	 planning	 that	 was	 discussed	 in	 chapter	 3.	 The	 scope	 of	 this	





research	 gap	 section	 -	 it	 provided	 answers	 to	 all	 the	 research	 questions	 raised	 in	
section	 1.5.	 However,	 there	 are	 still	 open	 questions	 and	 challenges	 that	 can	 be	
answered	by	building	on	the	achievements	of	this	research	in	the	future.	
7.5.1. Standardisation	and	Terminologies	
The	 experiments	 presented	 in	 this	 thesis	 involved	 the	 development	 of	web	 services	
and	other	interfaces,	which	are	in	need	of	review	to	assign	standard	terminologies	and	
naming	 conventions	 that	 enhances	 universal	 integration	 between	 various	 vendors,	
manufacturers	 and	 implementers	 of	 the	 system	 in	 real	 life.	 The	 components	
introduced	 in	 this	 thesis	 such	 as	 the	 CamNet,	 and	 the	 CRDs	 presents	 a	 set	 of	
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could	 also	 improve	 the	 re-id	 results.	 The	 globally	 scoped	 distributed	 surveillance	
directory,	which	was	demonstrated	in	chapter	6,	was	demonstrated	within	a	country.	
It	 would	 be	 interesting	 to	 develop	 and	 deploy	 this	 across	 various	 countries	 to	
investigate	 and	 explore	 the	 applicability	 and	 challenges	 of	 internationally	 connected	
surveillance	network.	
7.5.3. Testing	
Similar	 to	 other	 simulation-based	 research,	 we	 want	 to	 apply	 the	 hypothesis	 and	
theories	of	this	research	to	real	 life	environments	where	this	could	help	discover	the	
real	behaviour	of	people	and	on	surveillance	network	and	potentially	a	review	to	the	
proposed	 solution.	 The	 deployment	 of	 servers	 in	 various	 geographic	 locations	 may	
introduce	 new	 ideas	 and	 underlying	 network	 parameters	 that	 could	 reveal	 new	
directions,	which	have	not	been	addressed	in	this	thesis.	
Future	work	will	encompass	testing	and	validation	of	the	end-to-end	parameters	of	the	
global	 surveillance	 system.	 These	were	 set	 up,	 tested,	 and	 validated	 as	 independent	





An	 important	 consideration	 is	 the	 management	 and	 enforcement	 of	 the	 security	
boundaries	that	 is	suggested	with	 implementation	of	 the	GWRD	(as	demonstrated	 in	
chapter	6).	 In	practice,	each	country	has	 independent	 internal	security	requirements,	
which	may	require	a	great	deal	of	adaptation	and	customisation.	Since	each	country	is	
usually	 responsible	 for	managing	own	 internal	 security,	a	global	 integration	 strategy,	
which	caters	for	each	country’s	requirements,	needs	to	be	investigated	and	applied	at	
the	local	level.	The	process	of	collating	and	setting	up	the	requirements	will	open	up	a	




the	 identity	 of	 people	 are	 preserved,	 this	 may	 not	 meet	 the	 requirement	 in	 some	
countries.	A	review	of	the	data	protection	requirements	in	various	countries	will	help	
identify	 the	 potential	 issues	 around	 this	 topic	 and	 assess	 how	 it	 affects	 an	




This	 thesis	 presents	 a	 novel	 approach	 to	 designing	 and	 utilising	 video	 surveillance	
systems	by	systematic	exploration	of	relevant	technologies	to	achieve	self-awareness	
and	 integration-awareness	 among	 systems	 that	 are	 owned	 and	 managed	 by	
independent	owners.	The	presented	approach	is	achieved	at	the	software	layer	of	the	
surveillance	devices	to	unify	video	metadata	across	a	city	and	the	ability	to	query	the	
data	 at	 the	 public	 level.	 Thereby	 promoting	 public	 level	 analytics	 and	 exploration	 of	
video	surveillance	systems	across	a	city	or	a	country.	
The	 solution	 involves	 configuration	 options	 for	 achieving	 data	 protection	
requirements,	which	 protects	 the	 privacy	 of	 the	 people	 captured	 in	 the	 surveillance	
data.	This	is	aided	by	segmenting	the	resulting	globally	unified	system	into	hierarchies	
that	 emulate	 the	 geo-political	 structure	of	 the	world	while	 it	 also	 complies	with	 the	
trend	 in	 technology	 -	 as	 a	 component	 in	 the	 IoT	 compliant	 smart	 city.	 The	 author	
hopes	 this	 thesis	 will	 provide	 a	 pathway	 for	 critically	 evaluating	 the	 results	 derived	
from	surveillance	systems	future	research	that	 improves	the	relevant	technologies	 in	
the	field.		
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Appendix	A:	BPMN	Notations	Used	in	
this	thesis	
Notation	symbol	 Name	and	description	
	
Start		-	used	to	signify	the	beginning	process/sub-process.	
	
Default	flow	–	Used	to	signify	the	default	flow	for	a	decision.	
	
Task	–	Used	to	describe	a	single	action	in	a	process.	
	
Event	Sub-Process	–	Used	to	describe	events	that	occur	in	a	
sub-process.	
	
Pool	–	represents	participants	-	it	is	used	to	set	the	boundary	
of	a	business	processes	and	it	may	only	contain	1	process.	
	 	
Exclusive	Gateway	–	Used	to	asses	the	state	of	a	business	
process	and	follows	a	path	based	on	the	conditions	of	the	
business	process.	
	
Data	Object	–	represents	a	data-based	object.	
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Appendix	B:	Database	Schemas	
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Appendix	C:	SOAP	XML	Message	
(Metadata	Object)	
<?xml	version="1.0"	encoding="UTF-8"?>	
<SOAP-ENV:Envelope	xmlns:SOAP-ENV="http://schemas.xmlsoap.org/soap/envelope/"	
xmlns:ns1="urn:FVSA"	xmlns:ns2="http://xml.apache.org/xml-soap"	xmlns:SOAP-
ENC="http://schemas.xmlsoap.org/soap/encoding/"	xmlns:xsi="http://www.w3.org/2001/XMLSchema-
instance"	xmlns:xsd="http://www.w3.org/2001/XMLSchema">	
<SOAP-ENV:Body>	
<ns1:callResponse>	
<callReturn	SOAP-ENC:arrayType="ns2:Map[32]"	xsi:type="SOAP-ENC:Array">	
<item	xsi:type="SOAP-ENC:Array">	
	 <item>	
	 	 <key	xsi:type="xsd:string">id</key>	
	 	 <value	xsi:type="xsd:string">1</value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">camera_id</key>	
	 	 <value	xsi:type="xsd:string">1</value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">camnet_id</key>	
	 	 <value	xsi:type="xsd:string">1</value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">camnet_camera_id</key>	
	 	 <value	xsi:type="xsd:string">1</value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">ip_address</key>	
	 	 <value	xsi:type="xsd:string">192.168.1.5</value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">camera_name</key>	
	 	 <value	xsi:type="xsd:string">Engineering,	Floor	1,	University	of	Sussex	
	 	 </value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">camera_description</key>	
	 	 <value	xsi:type="xsd:string">Engineering,	Floor	1,	University	of	Sussex	
	 	 </value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">mds_url</key>	
	 	 <value	xsi:type="xsd:string"></value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">latitude</key>	
	 	 <value	xsi:type="xsd:string"></value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">longitude</key>	
	 	 <value	xsi:type="xsd:string"></value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">direction</key>	
	 	 <value	xsi:type="xsd:string"></value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">camera_projection</key>	
	 	 <value	xsi:type="xsd:string"></value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">owner_name</key>	
	 	 <value	xsi:type="xsd:string"></value>	
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	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">owner_email</key>	
	 	 <value	xsi:type="xsd:string">test@test.com</value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">owner_phone</key>	
	 	 <value	xsi:type="xsd:string">12345678</value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">privacy</key>	
	 	 <value	xsi:type="xsd:string">full</value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">address1</key>	
	 	 <value	xsi:type="xsd:string">Address	1</value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">address2</key>	
	 	 <value	xsi:type="xsd:string">Address	2</value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">city</key>	
	 	 <value	xsi:type="xsd:string">Brighton</value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">region</key>	
	 	 <value	xsi:type="xsd:string">East	Sussex</value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">postcode</key>	
	 	 <value	xsi:type="xsd:string">BN2</value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">country</key>	
	 	 <value	xsi:type="xsd:string">GB</value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">metadata_frequency</key>	
	 	 <value	xsi:type="xsd:string"></value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">status</key>	
	 	 <value	xsi:type="xsd:string">0</value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">created_at</key>	
	 	 <value	xsi:type="xsd:string">2016-10-17	16:09:57</value>	
	 </item>	
	 <item>	
	 	 <key	xsi:type="xsd:string">updated_at</key>	
	 	 <value	xsi:nil="true"	/>	
	 </item>	
</item>	
</callReturn>	
</ns1:callResponse>	
</SOAP-ENV:Body>	
</SOAP-ENV:Envelope>	
	
