To test whether synthetic emotions expressed by a virtual human elicit positive or negative emotions in a human conversation partner and affect satisfaction towards the conversation, an experiment was conducted where the emotions of a virtual human were manipulated during both the listening and speaking phase of the dialogue. Twenty-four participants were recruited and were asked to have a real conversation with the virtual human on six different topics. For each topic the virtual human's emotions in the listening and speaking phase were different, including positive, neutral and negative emotions. The results support our hypotheses that (1) negative compared to positive synthetic emotions expressed by a virtual human can elicit a more negative emotional state in a human conversation partner, (2) synthetic emotions expressed in the speaking phase have more impact on a human conversation partner than emotions expressed in the listening phase, (3) humans with less speaking confidence also experience a conversation with a virtual human as less positive, and (4) random positive or negative emotions of a virtual human have a negative effect on the satisfaction with the conversation. These findings have practical implications for the treatment of social anxiety as they allow therapists to control the anxiety evoking stimuli, i.e. the expressed emotion of a virtual human in a virtual reality exposure environment of a simulated conversation. In addition, these findings may be useful to other virtual applications that include conversations with a virtual human.
Introduction
Humans are social creatures for which conversations with others are an essential part of their everyday life. These conversations allow them to influence each other's behaviour, attitudes and emotions. Conversations are part of complex social interactions, such as learning, negotiation, and coordination. Not surprisingly, people strive to become more comfortable and skilled in conducting conversations. With the introduction of virtual reality and virtual humans, people can experience satisfaction. Several researchers have also studied the impact of positive behaviour of a virtual human on actual humans. De Melo, Carnevale, and Gratch (2012) found that people disliked negotiating with angry virtual humans and tended to treat them as uncooperative and dominant. At the more positive side, Maldonado et al. (2005) found that positive emotions expressed by a co-learner enhanced student's learning gains and enjoyment, even if the co-learner simply existed of a set of photos of human facial expressions. Also Burleson and Picard (2007) showed that systems with a virtual character that provided affective support reduced frustration of less confident users. All these studies show that virtual humans that express emotions may also affect an individual.
Therapists may use this; for example, at an initial stage of an exposure therapy they may use virtual humans expressing positive emotions to limit the amount of anxiety they want to elicit in a patient.
Later on in the exposure they may let the virtual human express negative emotions to again elicit anxiety as the anxiety provoking element of having a conversation with a positive virtual human has worn off. Being able to do this would be beneficial for applications such as VRET. Evidence in the literature supports the idea that positive and negative emotions can be elicited in a conversation with a virtual human, but this evidence is basically indirect in the sense that the literature mainly focused on one-way conversations where a single virtual human or audience listened to a human (Ling, Brinkman, Nefs, Qu, & Heynderickx, 2012; Pertaub et al., 2002; Wong & McGee, 2012) or where a virtual human speak to a human (Baylor, Ryu, & Shen, 2003; Konstantinidis, Hitoglou-Antoniadou, Luneski, Bamidis, & Nikolaidou, 2009; Qiu & Benbasat, 2005) . Here, we systematically examine the effect of emotion expression of a virtual human on its conversational partner in a two-way free-speech dialog. In the context of social anxiety, negative or positive emotion expression refers to expressions of the virtual human from which human conversation partners could deduce that they are 
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important than gender stereotypes for the evaluation of the interaction. Therefore, a Chinese female virtual character aged around 25 was specially created for this study.
The model of the Chinese lady was created with FaceGen and 3Ds MAX. Several factors, which were considered to contribute to her emotional expression during the conversation, were manipulated: her facial expressions, her head movements, her eye movements and her voice intonation. A repeated facial expression animation method was used to generate facial expressions. This method rigged the face mesh with 22 action units and 18 features (Gratch et al., 2002) , and each feature had an anchor point attached to a set of vertices of the face as control points. A model of dynamics that could control the intensity of the expression, the onset, peak and decay was defined. This model gave the virtual human the ability to show any intensity and any combination of the six basic Ekman facial expressions (Ekman & Friesen, 1978) . By setting the values for the three emotion dimensions (i.e., valence, arousal and dominance), and the expression duration, any emotion could be expressed (Broekens, Qu, & Brinkman, 2012) . Figure 1 shows the virtual human expressing emotions from neutral (b) to negative (a) or positive (c). During the listening phase, the virtual lady showed a happy facial expression in the positive condition. She also nodded her head once in a while to agree with what the participant said. Her eyes looked away only occasionally, but most of the time, she looked at the participant (Figure 2c ). In the negative condition, on the other hand, she had an angry facial expression and looked away most of the time. She showed only limited interest in her conversation partner -the participant (Figure 2a ).
The intensity of both the positive and negative emotional expressions was evaluated in a previous study (Broekens, Qu, et al., 2012) to ensure that they both could be identified by individuals. For the neutral condition, a neutral facial expression 2 was used and the lady kept looking at the participants with some slight eye and head movements ( Figure 2b ). In the random condition, the Chinese lady had an unstable emotional expression. At one moment in time, she appeared positive, but one moment later when she finished her sentence and started listening she could become negative. The chance of her being positive or negative was 50% -50%, and she would only change her behaviour at the beginning of every speaking or listening phase. During the entire speaking phase, the virtual lady looked directly at the participants. An angry facial expression was shown in the negative condition ( Figure 3a ) and a happy facial expression was shown in the positive condition ( Figure 3c ). In addition, negative / positive voice intonation was added to the corresponding conditions. For the neutral condition, neutral voice intonation was used instead and the lady showed a neutral facial expression ( Figure 3b ). Again, the random condition existed of the combination of positive and negative emotions, controlled by a random coefficient. 
Validation of the Stimuli
The voice of the virtual lady used in this experiment was recorded in Chinese by a Chinese linguistics student. Each single sentence was recorded three times. The content was each time the same, but the intonation was different: once neutral, once positive and once negative. To validate the recordings, a small preliminary study with 6 Chinese participants (3 male and 3 female) with an average age of 27 (SD = 0.5) years was conducted. These participants were all students from Delft
University of Technology and they were all native speakers of mandarin Chinese. To avoid a possible learning effect, these participants did not participate in the main experiment. They were asked to rate the valence of the recorded voice on a scale from 1 (negative) to 9 (positive). As the dependent variable deviated from normality, non-parametric analyses were conducted. The result of a Friedman test showed that the emotion in the recorded voice was indeed perceived as intended (χ 2 (2, N=6) = 11.57, p = .003). The result of Wilcoxon Signed Ranks tests showed that the positive voice received a significantly higher valence rating than the neutral voice (z = 2.03, p = .042), and the negative voice (z = 2.21, p = .027). Furthermore, the negative voice received a significantly lower 
15
valence rating than the neutral voice (z = 2.21, p = .027). The medians and interquartile ranges (in brackets) of the scores on the positive, neutral and negative voice were 8.5 (2.0), 5.5 (6.0) and 1.5
(1.0) respectively.
For testing Hypothesis 2, a fair comparison between the listening and speaking phase was needed, which meant that the intensity of the non-verbal communication in both phases should be similar.
For example, the virtual lady's facial and body expressions in the negative speaking phase should have a similar valence impact as in the negative listening phase. To test this, another small preliminary study was conducted using sound exclusive videos of the virtual lady during a conversation. Twelve participants, 5 male and 7 female with an average age of 27 years (SD = 1.8)
were presented simultaneously with two video clips of the virtual lady, one of the listening and one of the speaking phase. These participants were all students from Delft University of Technology.
Half of the participants were Chinese, and all these participants again did not participate in the main experiment. The participants were asked to rate how easily they could see the difference between the two videos on a scale from very easy (0) to very difficult (100). The participants were explicitly asked not to rate the valence, but only the easiness with which differences were perceived, representing the intensity of the emotion. The participants were asked to rate 12 pairs in total (S-L0/S0L0, S0L-/S0L0, S+L0/S0L0, S0L+/S0L0, S-L-/S+L+, S-L-/S0L0, S+L+/S0L0, S0L0/S0L0, S+L0/S+L0, S-L0/S-L0, S0L+/S0L+, S0L-/S0L-). Before they rated the pairs, the participants were shown all the possible behaviours of the virtual human so that they could establish an overall frame of reference.
As all the dependent variables were normally distributed, a parametric test, i.e., MANOVA with repeated measures was conducted with the valence direction and the phase (speaking versus listening)
as independent variables. The analysis only used the ratings for the only positive speaking (S+L0/S0L0) and only positive listening (S0L+/S0L0) pairs, and the ratings for the only negative 
Dialogue Length
The Figure 5c ). Table 5 shows a significant main effect for the synthetic emotions expressed in the speaking phase. When the virtual human showed positive instead of negative speaking behaviour, the participants talked longer (which supports Hypothesis 1). Table   5 shows no significant main effect of the synthetic emotions in the listening phase on dialogue length.
In addition, Table 5 shows a significant interaction between the emotions expressed in the speaking and listening phase. As can be seen in Figure 5c , especially the combination of both negative Qu, C., Brinkman, W.-p., Ling, Y., Wiggers, P., & Heynderickx, I. (2014) . Human Behavior, 34, 58-68 .
Conversations with a virtual human: Synthetic emotions and human responses. Computer in
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speaking and listening behaviour resulted in a reduction of the speaking time, which was for example significantly (z = 2.49, p = .013) shorter than the speaking time in the positive listening and negative speaking condition. (2961) in the same conditions respectively. Table 6 shows a significant interaction between the PRCS groups and the listening behaviour on the heart rate data. As can be seen in Figure 5d , highly confident participants had a higher median heart rate than lowly confident participants when the virtual human expressed positive listening behaviour. This tendency approached the significance level (z = 1.93, p = .054). The corresponding detailed analysis also showed that the heart rate of only the low confidence group increased significantly (z = 1.96, p = .050) when the virtual lady changed her listening behaviour Preliminary version of : Qu, C., Brinkman, W.-p., Ling, Y., Wiggers, P., & Heynderickx, I. (2014) . Conversations with a virtual human: Synthetic emotions and human responses. Computer in Human Behavior, 34, 58-68. 25 from positive to negative. Table 6 also shows a significant main effect for the listening behaviour on the participants' skin conductance, F(1,39) = 4.59, p = .039. Participants sweated more when the virtual human expressed negative instead of positive listening behaviour. F(1,15) = 0.57, p = .461
Listening F(1,49) = 1.44, p = .236 F(1,39) = 4.59, p = .039
Speaking F(1,49) = 0.18, p = .671 F(1,40) = 0.23, p = .638
PRCS×Listening F(1,47) = 5.90, p = .019 F(1,38) = 0.26, p = .612
PRCS×Speaking F(1,49) = 0.49, p = .487 F(1,34) = 0.37, p = .548
Listening×Speaking F(1,49) = 0.04, p = .849 F(1,40) = 3.92, p = .055
PRCS×Listening×Speaking F(1,49) = 0.49, p = .487 F(1,38) = 0.99, p = .325
Listening vs. speaking phase
To test whether synthetic emotions expressed in the speaking phase had more impact on the emotional valence and the satisfaction than emotions expressed in the listening phase (i.e., Table 7 shows that the contrast value was significantly larger than zero for the score on discussion satisfaction and for the valence score, suggesting that the synthetic emotions had a larger impact during the speaking phase than during the listening phase (which supports Hypothesis 2). 
Discussion and conclusions
The analyses on the data for valence and discussion satisfaction suggest that positive compared to negative synthetic emotions expressed by a talking virtual human can elicit a more positive emotional state in a person, and can create more satisfaction towards the conversation. Therefore, we only found support for the first hypothesis in the speaking behaviour of the virtual human as no significant effect was found for the different emotions expressed by the listening virtual human. This dominance of the speaking phase over the listening phase was also hypothesised by the second hypothesis and confirmed by the data analyses since a larger effect on reported valence and discussion satisfaction was found for the synthetic emotions manipulated in the speaking phase compared to the listening phase of the virtual human. Besides the additional verbal channel to express emotions in the speaking phase, the participants might also have spent less attention to the virtual human when they were talking and the virtual human was listening. In human-human communication, the gaze of a listener is often fixed on the speaker, while the gaze of the speaker is only fixed on the listener when he or she begins or stops talking (D. Morris, 2002b) . 
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Our findings also suggest that a conversation with a virtual human has clinical relevance as support was found for the third hypothesis. Participants with less speaking confidence obtained a more negative emotional state and were less satisfied with the discussion than participants with more speaking confidence. Although the experiment did not include individuals diagnosed with social anxiety disorder, social anxiety can be regarded as a continuous scale. Therefore these findings might generalise to the more extreme side of this scale. In this context, the results on the self-reported arousal and the dominance emotion dimensions, and on the physiological and behaviour measures are also interesting. For VRET to work effectively, it needs to be able to elicit fear. speaking confidence increased when they were confronted with negative instead of positive listening behaviour. As social anxiety is centred on the fear for negative social evaluation, these low confidence participants might have spent more attention to the virtual human when they were talking to see how it responded to them. We also observed more avoidance behaviour, i.e. reduced speaking time, when the virtual human expressed negative instead of positive speaking behaviour. This avoidance behaviour was even enhanced when negative speaking behaviour was combined with negative listening behaviour.
Our findings also show that a virtual human expressing randomly positive or negative emotions has a negative effect on the conversation satisfaction as compared to expressing neutral emotions.
This result confirms the fourth hypothesis. In addition, the random behaviour made the participants feel less dominant. Again this seems to replicate reports on how negotiators felt when negotiating with someone that changed often from expressing anger to happiness (Sinaceur et al., 2013) . These findings seem to have two practical implications. First, simply giving a virtual human the ability to express some random emotions may have a negative effect on the emotional state of the conversation partner. Second, if therapists in a simulated conversation environment change the emotions often it could reduce the conversation satisfaction.
Apart from the contributions, there are still a number of limitations to this study. First, although the study used a 3D virtual human with head and chest, full-body postures or gestures were not manipulated in this study. Considering that in recent decades more insights have become available on body expression (Gross, Crane, & Fredrickson, 2010; Kleinsmith & Bianchi-Berthouze, 2013) , investigating the impact of full-body emotional expression of a virtual human is an interesting topic for future research, especially in relation to eliciting human emotions. Second, because of the language used by the virtual human, only Chinese participants were recruited, which might limit the generalisation of the findings to other nationalities. Still our conclusions seem to agree with findings of studies conducted with non-Chinese individuals. Third, only a sample of students from a technical university were recruited in this study, which also might limit the generalization of the findings to a larger more diverse population. Fourth, to have the human conversation partners perceive that they were negatively or positively evaluated by a virtual human, this study only used a limited set of facial expressions, i.e., basically expressing anger or happiness, where more negative and positive emotions exist. Future research could examine whether other negative emotions, such as sadness, fear, or frustration might also lead individuals to believe that they are negatively evaluated by a virtual human.
To conclude, the results of this paper show the effect of synthetic emotions in a conversation with a virtual human, especially when it is speaking. This suggests that designers who want to elicit emotions should especially focus on this phase of the conversation. The contributions of our study could help to improve the overall experience with simulated conversations, for example as part of a training, game, or psychotherapy.
