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Abstract
We consider the following prescribed boundary mean curvature
problem in BN with the Euclidean metric
−∆u = 0, u > 0 in BN ,
∂u
∂ν
+
N − 2
2
u =
N − 2
2
K˜(x)u2
#−1 on SN−1,
where K˜(x) is positive and rotationally symmetric on SN−1, 2# =
2(N−1)
N−2 . We show that if K˜(x) has a local maximum point, then the
above problem has infinitely many positive solutions, which are
not rotationally symmetric on SN−1.
Keywords: Infinitely many solutions; prescribed boundary mean curvature;
variational reduction
1 Introduction
Parallel to the prescribed scalar curvature problem, the prescribed bound-
ary mean curvature problem also plays an important role in conformal ge-
ometry. Given an N -dimensional (N ≥ 3) Riemannian manifold (M, g) with
boundary, this problem concerns if one can find a new metric g˜ in the confor-
mal class of g, such that (M, g˜) has zero scalar curvature and the boundary
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mean curvature becomes a prescribed function. Denote g˜ = u
4
N−2 g where u
is a positive smooth function, then problem may be addressed to finding a
positive solution u of the coming equation
−
4(N − 1)
N − 2
∆gu+Rgu = 0 in M,
∂u
∂ν
+
N − 2
2
Hgu =
N − 2
2
K˜(x)u2
#−1 on ∂M,
where 2# = 2(N−1)
N−2
is the critical exponent of the Sobolev trace embedding.
Here ∆g is the Laplace-Beltrami operator, Rg is the scalar curvature of M ,
Hg is the mean curvature of ∂M , ν is the outward normal unit vector with
respect to the metric g and K˜(x) is the prescribed function.
Due to the fact that the embedding H1(M) →֒ L2
#
(∂M) is not compact,
the Euler-Lagrange functional J associated to our problem fails to satisfy
the Palais-Smale condition. That is there exists noncompact sequence along
which the functional J is bounded and its gradient goes to zero. Therefore,
it is not possible to apply the standard variational methods to prove the
existence of solutions. Notice that the above problem is a natural analogue
to the well-known scalar curvature problems on closed manifolds.
Escobar [11, 13] and Marques [18, 19] studied this problem for the case
K˜(x) is a constant. From the existence of solutions, they showed in this case
that most compact manifolds with boundary are conformally diffeomorphic
to a manifold that resembles the ball in two ways, namely, it has zero scalar
curvature and its boundary has constant mean curvature, although very few
regions are really conformal to the ball in higher dimensions. About other
related results we refer to the works [2, 7, 12] and the references therein.
In this paper, we prescribe mean curvature on the boundary SN−1 of the
unit ball BN in RN (N ≥ 3) with Euclidean metric g0. Precisely we study the
problem of finding a conformal metric to g0 whose scalar curvature vanishes
in BN and the mean curvature of boundary SN−1 is given by K˜(x). This
problem is equivalent to solving the following boundary problem
−∆u = 0, u > 0 in BN ,
∂u
∂ν
+
N − 2
2
u =
N − 2
2
K˜(x)u2
#−1 on SN−1,
(1)
Note that Cherrier [8] studied the regularity for this equation. He showed
that solutions of (1) which are of class H1 are also smooth.
The problem of determining which K˜(x) admits a solution to (1) has been
studied extensively. It is easy to see that a necessary condition for solving
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the problem is that K˜(x) has to be positive somewhere. But there are also
some obstructions for the existence of solutions, which are said of topological
type. For example, the solution u must satisfy the following Kazdan-Warner
condition (see [13]) ∫
SN−1
∇K˜ · xu2
#
dx = 0. (2)
Some existence results have been obtained under some assumptions involving
the Laplacian at the critical points of K˜. Sufficient conditions in dimensions
3 and 4 are given in [14] and [10]. Furthermore in [1], the authors devel-
oped a Morse theoretical approach to this problem in the 4-dimensional case
providing some multiplicity results under generic conditions on the function
K˜.
Consider the case K˜(x) = 1 + εh(x) is a perturbation of 1 (or generally
a perturbation of some constant). In [6], by a perturbation method, Chang,
Xu and Yang obtained positive solutions by looking for constrained mini-
mizers, more precisely, they proved that if at each critical point Q of h(x),
∆SN−1h(Q) = 0, then under additional conditions, the above problem has
a positive solution for ε sufficiently small. Furthermore, Cao-Peng [5] con-
structed a two-peak solution whose maximum points are located near two
critical points of h as ε→ 0 under certain assumptions.
It is well known that the unit ball BN is conformal to the half-space RN+ .
As in [5], to consider this problem we transfer the equation (1) to an equation
in the half-space RN+ . We denote y = (y1, · · · , yN) = (y
′, yN) ∈ B
N . By the
standard stereographic projection: Π: BN → RN+ ,
Π(y′, yN) =
(
4y′
(1 + yN)2 + |y′|2
,
2(1− y2N − |y
′|2)
(1 + yN)2 + |y′|2
)
,
u˜(x) =
4
N−2
2 u(Π−1x)
[(2 + xN )2 + |x′|2]
N−2
2
,
we see that the function u˜(x) satisfies
∆u = 0, u > 0 in RN+ ,
∂u
∂ν
= K(x)u2
#−1 on ∂RN+ ,
u ∈ D1,2(RN+ ),
(3)
whereD1,2(RN+ ) denotes the completion of C
∞
0 (R
N
+ ) under the norm
∫
RN+
|∇u|2,
the bounded function K = K˜ ◦ Π−1.
3
For the case that K(x) is a positive constant, say 1 for convenience, it is
well-known from [17] that the only solution to (3) has the following form
Uζ,Λ(x) = (N − 2)
N−2
2
[
Λ
(1 + ΛxN)2 + Λ2|x¯− ζ¯|2
]N−2
2
,
where both Λ > 0 and ζ¯ ∈ RN−1 are arbitrary. Obviously it is radially
symmetric in ∂RN+ with respect to ζ¯. Here we write x = (x¯, xN), x¯ ∈ R
N−1.
In this paper, we consider the simplest general case, i.e. K(x) = K(|x¯|) =:
K(r) is a radially symmetric positive function in ∂RN+ . The Kazdan-Warner
condition (2) is correspondingly deduced to∫
RN−1
K ′(r)ru2
#
dx¯ =
∫
RN−1
(∇K(x¯) · x¯)u2
#
dx¯ = 0.
Hence by positiveness of u, K ′(r) cannot have fixed sign in RN−1. Thus it is
natural to assume that K is not monotone.
The purpose of this paper is to answer the following two questions:
Q1: Does the existence of a local maximum of K guarantee the existence of
solutions to (3)?
Q2: Are there solutions to (3) which are non-radially symmetric in ∂RN+?
To state the main result, we assume that K(r) satisfies the following
condition: K(x) is positive, bounded and there is a constant r0 > 0, such
that
K(r) = K(r0)− c0|r − r0|
m +O(|r − r0|
m+θ) for r ∈ (r0 − δ, r0 + δ) (K)
where c0 > 0, θ > 0, δ > 0 are some constants and the constant m satisfies
m ∈ [2, N − 2). To make sure that such m exists, we consider the problem
for N ≥ 5. Without loss of generality, we assume that
K(r0) = 1.
Our main result is stated as follows.
Theorem 1.1. Suppose that N ≥ 5. If K(r) satisfies (K), then problem (3)
has infinitely many solutions, which is non-radial in ∂RN+ .
Remark 1.2. Combining the results in [14] and [10], we give sufficient con-
ditions for the existence of solutions for all N ≥ 3.
Remark 1.3. The condition (K) is a local condition while the condition in
[1] is global.
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Remark 1.4. Theorem 1.1 exhibits a new phenomena for the prescribed
boundary mean curvature problem. It suggests that if the critical points of K
are not isolated, new solutions to (3) may bifurcate.
We formulate the following conjecture in the general case.
Conjecture: If the set {x ∈ ∂RN+ : K(x) = maxx∈∂RN+ K(x)} is an ℓ-
dimensional smooth manifold without boundary, where 1 ≤ ℓ ≤ N − 2. Then
problem (3) admits infinitely many positive solutions.
Let us outline the main idea in the proof of Theorem 1.1. Let us fix a
positive integer
k ≥ k0
where k0 is a large integer, which is to be determined later. Set
µ = k
N−2
N−2−m
be the scaling parameter.
Using the transformation u(y) 7→ µ−
N−2
2 u( y
µ
), we note that (3) is equiva-
lent to 
∆u = 0 in RN+ ,
∂u
∂ν
= K(
|y|
µ
)u2
#−1 on ∂RN+ .
(4)
In the paper, let
xj =
(
r cos
2(j − 1)π
k
, r sin
2(j − 1)π
k
, 0, · · · , 0
)
, j = 1, . . . , k,
then the approximation solution we choose is
Wr,Λ(y) =
k∑
j=1
Uxj ,Λ = (N − 2)
N−2
2
k∑
j=1
[
Λ
(1 + ΛyN)2 + Λ2|y¯ − x¯j |2
]N−2
2
.
We will find the solution with the form Wr,Λ + φ, furthermore φ has the
following symmetries
φ(y1, y2, · · · , yN−1, yN) = φ(y1,−y2, · · · ,−yN−1, yN), (i)
φ(y) = φ(Qky), Qk =

cos 2π
k
− sin 2π
k
sin 2π
k
cos 2π
k
0
0 I
 , (ii)
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where I denotes the (N − 2)× (N − 2) identical matrix. In the whole paper,
we always assume that
r ∈
[
µr0 −
1
µθ¯
, µr0 +
1
µθ¯
]
, L0 ≤ Λ ≤ L1,
where θ¯ > 0 is a small number and L1 > L0 > 0.
Theorem 1.1 is a direct consequence of the following theorem.
Theorem 1.5. Suppose N ≥ 5. If K satisfies (K), then there is an integer
k0 > 0 such that for any integer k > k0, problem (4) has a solution uk of the
form
uk = Wrk,Λk + φk,
where φk satisfies (i) and (ii). Moreover, as k → ∞, ‖φk‖∞ → 0, rk ∈[
µr0 −
1
µθ¯
, µr0 +
1
µθ¯
]
and L0 ≤ Λk ≤ L1.
Remark 1.6. Changing back the solutions in Theorem 1.5, we see that the
solutions to (1) can blow up at arbitrarily large number of points on SN−1.
On the other hand, Escobar-Garcia [14] shows that when N ≥ 4 and the
function K at its critical points vanishes up to order m with m > N − 2,
there is actually at most one possible blow-up point. Thus our existence result
means that m < N − 2 is almost sharp.
We will use the finite reduction method introduced by Wei-Yan [20] to
prove Theorem 1.5, in which the authors use k, the number of the bubbles
of the solutions, as the parameter in the construction of bubbles solutions
for (4). The main difficulty in constructing solution with k-bubbles is that
we need to obtain a better control of the error terms. Since the maximum
norm will not be affected by the number of the bubbles, we will carry out
the reduction procedure in a space with weighted maximum norm.
Our paper is organized as follows. In Section 2, we get some preliminary
estimates. In Section 3, we deal with the corresponding linearized and nonlin-
ear problems. In Section 4, we come to the variational reduction procedure.
In Section 5, the proof of Theorem 1.5 is given. Finally we give the energy
expansion of the approximation solution and list some useful estimates in the
appendix Section 6.
Throughout this paper, C is a various generic constant independent of k
and µ.
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2 Preliminary Estimates
In this section we will get some estimates for the posterior use.
Under the assumption that the solution u = Wr,Λ + φ, it is not difficult
to check that φ should satisfy the following equation−∆φ = 0 in R
N
+ ,
∂φ
∂ν
− (2# − 1)K(
|y|
µ
)W 2
#−2
r,Λ φ = −R(y) +N(φ) on ∂R
N
+ ,
(5)
where the error term R(y) and the nonlinear term N(φ) is defined by
R(y) =
∂Wr,Λ
∂ν
−K(
|y|
µ
)W 2
#−1
r,Λ ,
N(φ) = K(
|y|
µ
)
[
(Wr,Λ + φ)
2#−1 −W 2
#−1
r,Λ − (2
# − 1)W 2
#−2
r,Λ φ
]
.
In what follows, we use the following two important weighted norms
‖φ‖∗ = sup
y∈RN+
(
k∑
j=1
1
(1 + |y − xj |)
N
2
− m
N−2
+τ
)−1
|φ(y)|,
‖h‖∗∗ = sup
y∈∂RN+
(
k∑
j=1
1
(1 + |y − xj |)
N+2
2
− m
N−2
+τ
)−1
|h(y)|
= sup
y¯∈RN−1
(
k∑
j=1
1
(1 + |y¯ − x¯j |)
N+2
2
− m
N−2
+τ
)−1
|h(y)|
where 0 < τ < 1
2(N−2)
is a fixed small constant.
For the later purpose we need the following two lemmas.
Lemma 2.1. It holds that, for some small 0 < σ < m
N−2
( m
N−2
− τ),
‖R‖∗∗ ≤ C
(
1
µ
)m
2
+σ
.
Proof. Define
Ωj =
{
y¯ ∈ ∂RN+
∣∣∣ y¯ = (y¯′, y¯′′) ∈ R2 × RN−3, 〈 y¯′
|y¯′|
,
x¯j
|x¯j |
〉
≥ cos
π
k
}
.
We have
R(y¯) = K
( |y¯|
µ
)(
W 2
#−1
r,Λ −
k∑
j=1
U2
#−1
xj ,Λ
)
+
k∑
j=1
U2
#−1
xj ,Λ
(
K
( |y¯|
µ
)
− 1
)
:= J1 + J2.
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From the symmetry, we assume that y¯ ∈ Ω1. Then Taylor’s theorem gives us
|J1| ≤
C
(1 + |y¯ − x¯1|)2
k∑
j=2
1
(1 + |y¯ − x¯j |)N−2
+C
( k∑
j=2
1
(1 + |y¯ − x¯j |)N−2
)2#−1
.
(6)
Since |y¯ − x¯j | ≥ |y¯ − x¯1| and |y¯ − x¯j | ≥
1
2
|x¯j − x¯1| for y¯ ∈ Ω1, we obtain
1
(1 + |y¯ − x¯1|)2
1
(1 + |y¯ − x¯j |)N−2
≤ C
1
(1 + |y¯ − x¯1|)2
1
(1 + |y¯ − x¯j |)N−2−α
1
(1 + |y¯ − x¯j |)α
≤ C
1
|x¯j − x¯1|α
1
(1 + |y¯ − x¯1|)N−α
. (0 ≤ α ≤ N − 2)
Thus, for any 1 < α ≤ N − 2,
1
(1 + |y¯ − x¯1|)2
k∑
j=2
1
(1 + |y¯ − x¯j |)N−2
≤
C
(1 + |y¯ − x¯1|)N−α
(k
µ
)α
. (7)
Take α = N−2
2
+ m
N−2
− τ ∈ (1, N − 2] in (7), then
1
(1 + |y¯ − x¯1|)2
k∑
j=2
1
(1 + |y¯ − x¯j |)N−2
≤
C
(1 + |y¯ − x¯1|)
N+2
2
− m
N−2
+τ
( 1
µ
)m
2
+σ
.
Similarly, for y¯ ∈ Ω1 and any 1 < α ≤ N − 2, we again have
k∑
j=2
1
(1 + |y¯ − x¯j |)N−2
≤
C
(1 + |y¯ − x¯1|)N−2−α
(
k
µ
)α
.
Now we choose α = N−2
N
(N−2
2
+ m
N−2
− τ). It’s easy to verify that
α− 1 >
(N − 2)2 + 4− 2(N − 2)τ − 2N
2N
≥ 0,
and
α <
N − 2
N
(
N − 2
2
+
m
N − 2
) ≤
N − 2
N
·
N
2
< N − 2
since τ < 1
2(N−2)
.
Note also that
Nmα
(N − 2)2
=
m
2
+
m2
(N − 2)2
−
mτ
N − 2
≥
m
2
+ σ
8
owing to τ < 1
2(N−2)
. Thus we can directly check that(
k∑
j=2
1
(1 + |y¯ − x¯j |)N−2
)2#−1
=
C
(1 + |y¯ − x¯1|)
N− Nα
N−2
(
1
µ
) Nmα
(N−2)2
≤
C
(1 + |y¯ − x¯1|)
N+2
2
− m
N−2
+τ
(
1
µ
)m
2
+σ
.
The same estimates obviously hold for (7). Thus, we proved that
‖J1‖∗∗ ≤ C
(
1
µ
)m
2
+σ
.
Now, we estimate J2. For y¯ ∈ Ω1 and j > 1, similarly |y¯− x¯j | ≥
1
2
|x¯j− x¯1|
indicates that, for 0 ≤ α ≤ N ,
U2
#−1
xj ,Λ
(y) ≤
C
(1 + |y¯ − x¯1|)N−α
1
|x¯1 − x¯j |α
,
which implies that, for α = N−2
2
+ m
N−2
− τ > 1,∣∣∣∣∣
k∑
j=2
(
K
( |y¯|
µ
)
− 1
)
U2
#−1
xj ,Λ
∣∣∣∣∣ ≤ C(1 + |y¯ − x¯1|)N+22 − mN−2+τ
(
1
µ
)m
2
+σ
. (8)
For y¯ ∈ Ω1 and ||y¯| − µr0| ≥ δµ where δ > 0 is a fixed constant, then
||y¯| − |x¯1|| ≥ ||y¯| − µr0| − ||x¯1| − µr0| ≥
1
2
δµ.
As a result, for any 0 ≤ α ≤ N ,∣∣∣∣U2#−1x1,Λ (K( |y¯|µ )− 1)
∣∣∣∣ ≤ C(1 + |y¯ − x¯1|)N−α 1µα
≤
C
(1 + |y¯ − x¯1|)
N−m
2
−σ
(
1
µ
)m
2
+σ
≤
C
(1 + |y¯ − x¯1|)
N+2
2
− m
N−2
+τ
(
1
µ
)m
2
+σ
. (9)
If y¯ ∈ Ω1 and ||y¯| − µr0| ≤ δµ, then∣∣∣∣K( |y¯|µ )− 1
∣∣∣∣ ≤ C ∣∣∣∣ |y¯|µ − r0
∣∣∣∣m ≤ Cµm((||y¯| − |x¯1||)m + ||x¯1| − µr0|)m)
≤
C
µm
||y¯| − |x¯1||
m +
C
µm+θ¯
.
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and
||y¯| − |x¯1|| ≤ ||y¯| − µr0|+ |µr0 − |x¯1|| ≤ 2δµ.
Consequently it holds that, for any 0 ≤ α ≤ m,
||y¯| − |x¯1||
m
µm
1
(1 + |y¯ − x¯1|)N
=
1
µα
1
(1 + |y¯ − x¯1|)N−α
||y¯| − |x¯1||
m
µm−α
1
(1 + |y¯ − x¯1|)α
≤
C
µα
1
(1 + |y¯ − x¯1|)N−α
||y¯| − |x¯1||
α
(1 + |y¯ − x¯1|)α
≤
C
µα
1
(1 + |y¯ − x¯1|)N−α
,
and
C
µm+θ¯
1
(1 + |y¯ − x¯1|)N
≤
C
µα
1
(1 + |y¯ − x¯1|)N−α
.
Thus we obtain, for ||y¯| − µr0| ≤ δµ and α =
m
2
+ σ, that∣∣∣∣U2#−1x1,Λ (K ( |y¯|µ
)
− 1
)∣∣∣∣ ≤ C
(1 + |y¯ − x¯1|)
N+2
2
− m
N−2
+τ
(
1
µ
)m
2
+σ
. (10)
Combining (8), (9) and (10), we reach that
‖J2‖∗∗ ≤
(
1
µ
)m
2
+σ
.
The lemma is concluded.
Lemma 2.2. We have
‖N(φ)‖∗∗ ≤ C‖φ‖
2#−1
∗ .
Proof. Obviously, it holds from Taylor’s theorem that
|N(φ)| ≤ C|φ|2
#−1 since N ≥ 5 > 4.
Using the inequality
k∑
j=1
ajbj ≤
( k∑
j=1
a
p
j
) 1
p
( k∑
j=1
b
q
j
) 1
q
for
1
p
+
1
q
= 1, aj , bj ≥ 0.
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we have that
|N(φ)| ≤ C‖φ‖2
#−1
∗
(
k∑
j=1
1
(1 + |y − xj |)
N
2
− m
N−2
+τ
)2#−1
≤ C‖φ‖2
#−1
∗
(
k∑
j=1
1
(1 + |y¯ − x¯j |)
N
2
− m
N−2
+τ
)2#−1
≤ C‖φ‖2
#−1
∗
k∑
j=1
1
(1 + |y¯ − x¯j |)
N+2
2
− m
N−2
+τ
(
k∑
j=1
1
(1 + |y¯ − x¯j |)
N−2−m
N−2
+τ
) 2
N−2
≤ C‖φ‖2
#−1
∗
k∑
j=1
1
(1 + |y¯ − x¯j |)
N+2
2
− m
N−2
+τ
, (11)
since without loss of generality we may assume that y¯ ∈ Ω1, then
k∑
j=1
1
(1 + |y¯ − x¯j |)
N−2−m
N−2
+τ
≤ C +
k∑
j=2
1
|x¯1 − x¯j |
N−2−m
N−2
+τ
≤ C +
k
µ
N−2−m
N−2
+τ
≤ C.
The lemma is concluded.
3 Linearized and nonlinear problem
To solve (5), we in this section consider the following intermediate non-
linear problem
−∆φk = 0 in R
N
+ ,
∂φk
∂ν
− (2# − 1)K(
|y|
µ
)W 2
#−2
r,Λ φk = Rk +N(φk) +
2∑
j=1
cj
k∑
i=1
U2
#−2
xi,Λ
Zi,j on ∂R
N
+ ,
φk satisfies (i) and (ii),〈
U2
#−2
xi,Λ
Zi,j, φk
〉
= 0 i = 1, · · · , k, j = 1, 2,
(12)
for some numbers cj , where 〈u, v〉 =
∫
∂RN+
uv and
Zi,1 =
∂Uxi,Λ
∂r
= Uxi,Λ
(N − 2)Λ2(y¯ − x¯i)
(1 + ΛyN)2 + Λ2|y¯ − x¯i|2
·
x¯i
r
,
11
Zi,2 =
∂Uxi,Λ
∂Λ
= Uxi,Λ
N − 2
2Λ
·
1− Λ2y2N − Λ
2|y¯ − x¯i|
2
(1 + ΛyN)2 + Λ2|y¯ − x¯i|2
.
Let us remark that in general we should also include the translational
derivatives of Wr,Λ in the right hand side of (12). However due to the sym-
metry assumption on φ, this part of kernel automatically disappears. This
is the main reason for imposing the symmetries (i) and (ii).
Then the following proposition holds.
Proposition 3.1. There is an integer k0 > 0, such that for each k ≥ k0,
L0 ≤ Λ ≤ L1, |r− µr0| ≤
1
µθ¯
, where θ¯ > 0 is a fixed small constant, (12) has
a unique solution φ = φ(r,Λ), satisfying
‖φ‖∗ ≤ C
(1
µ
)m
2
+σ
, |cj| ≤ C
(1
µ
)m
2
+σ
, j = 1, 2.
In order to obtain Proposition 3.1, we first consider the corresponding
linearized problem
−∆φk = 0 in R
N
+ ,
∂φk
∂ν
− (2# − 1)K(
|y|
µ
)W 2
#−2
r,Λ φk = h+
2∑
j=1
cj
k∑
i=1
U2
#−2
xi,Λ
Zi,j on ∂R
N
+ ,
φk satisfies (i) and (ii),〈
U2
#−2
xi,Λ
Zi,j, φk
〉
= 0 i = 1, · · · , k, j = 1, 2.
(13)
For any fixed y = (y1, · · · , yN) ∈ R
N
+ , we denote G(x, y) the Green’s
function of the problem
−∆G(x, y) = δy for x ∈ R
N
+ ,
G(x, y) = 0 for |x| → ∞,
∂G
∂ν
(x, y) = 0 for xN = 0.
It is not difficult to check that
G(x, y) =
1
ωN(N − 2)
(
1
|x− y|N−2
+
1
|x− ys|N−2
)
where ωN is the volume of the unit ball in R
N , ys is the symmetric point of
y with respect to ∂RN+ = {x : xN = 0}, i.e.
ys = (y¯,−yN).
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Lemma 3.2. Assume that φk solves (13) for h = hk. If ‖hk‖∗∗ goes to zero
as k goes to infinity, so does ‖φk‖∗.
Proof. We argue by contradiction. Suppose that there are k → +∞, h = hk,
Λk ∈ [L0, L1], rk ∈ [r0µ −
1
µθ¯
, r0µ +
1
µθ¯
], and φk solving (13) for h = hk,
Λ = Λk, r = rk, with ‖hk‖∗∗ → 0, and ‖φk‖∗ ≥ c
′ > 0. We may assume that
‖φk‖∗ = 1. For simplicity, we drop the subscript k.
First, we estimate cℓ (ℓ = 1, 2). Multiplying (13) by Z1,ℓ and integrating,
we see that cj satisfies
2∑
j=1
k∑
i=1
〈
U2
#−2
xi,Λ
Zi,j, Z1,ℓ
〉
cj
=
∫
∂RN+
Z1,ℓ
∂φ
∂ν
− (2# − 1)
∫
∂RN+
K(
|y|
µ
)W 2
#−2
r,Λ Z1,ℓφ−
∫
∂RN+
hZ1,ℓ. (14)
By Green’s formulas, we have∫
∂RN+
Z1,ℓ
∂φ
∂ν
− (2# − 1)
∫
∂RN+
K(
|y|
µ
)W 2
#−2
r,Λ Z1,ℓφ−
∫
∂RN+
hZ1,ℓ
=
∫
∂RN+
φ
[
∂Z1,ℓ
∂ν
− (2# − 1)K(
|y|
µ
)W 2
#−2
r,Λ Z1,ℓ
]
−
∫
∂RN+
hZ1,ℓ
:= I1 + I2.
The equation of Z1,ℓ indicates that, in ∂R
N
+ ,
∂Z1,ℓ
∂ν
− (2# − 1)K(
|y|
µ
)W 2
#−2
r,Λ Z1,ℓ
=(2# − 1)Z1,ℓ
[
U2
#−2
x1,Λ
−K(
|y|
µ
)W 2
#−2
r,Λ
]
.
Note that, because of Lemma 6.3 and Lemma 6.4,∣∣∣∣∣
∫
∂RN+ \Ω1
φZ1,ℓU
2#−2
x1,Λ
∣∣∣∣∣ ≤ C‖φ‖∗
∫
∂RN+ \Ω1
U2
#−1
x1,Λ
k∑
i=1
1
(1 + |y¯ − x¯i|)
N
2
− m
N−2
+τ
≤ C‖φ‖∗
k∑
i=2
∫
Ωi
1
(1 + |y¯ − x¯1|)N
1
(1 + |y¯ − x¯i|)
N
2
− m
N−2
+τ−1
≤ C‖φ‖∗
k∑
i=2
1
|x¯i − x¯1|
N
2
− m
N−2
∫
Ωi
1
(1 + |y¯ − x¯i|)N−1+τ
= o(1)‖φ‖∗,
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and∣∣∣∣∣
∫
∂RN+ \Ω1
φZ1,ℓW
2#−2
r,Λ
∣∣∣∣∣ =
∣∣∣∣∣
k∑
i=2
∫
Ωi
φZ1,ℓW
2#−2
r,Λ
∣∣∣∣∣
≤ C‖φ‖∗
k∑
i=2
∫
Ωi
Ux1,ΛW
2#−2
r,Λ
k∑
j=1
1
(1 + |y¯ − x¯j |)
N
2
− m
N−2
+τ
≤ C‖φ‖∗
k∑
i=2
1
|x¯i − x¯1|
N+2
2
− N
N−2
+ 2m
(N−2)2
∫
Ωi
1
(1 + |y¯ − x¯i|)N−1+τ
= o(1)‖φ‖∗
since N+2
2
− N
N−2
+ 2m
(N−2)2
> 1 for N ≥ 5. Then we have
I1 = (2
# − 1)
∫
Ω1
φZ1,ℓU
2#−2
x1,Λ
(
1−K(
|y¯|
µ
)
)
dy¯
+O
{∫
Ω1
φZ1,ℓ
[
U2
#−3
x1,Λ
k∑
i=2
Uxi,Λ +
( k∑
i=2
Uxi,Λ
)2#−2]
dy¯
}
+ o(1)‖φ‖∗. (15)
Direct computations show that∣∣∣∣∫
Ω1
φZ1,ℓU
2#−2
x1,Λ
(
1−K(
|y¯|
µ
)
)
dy¯
∣∣∣∣
≤ C
‖φ‖∗
µm
∫
||y¯|−µr0|≤µ
m
N−2
||y¯| − µr0|
mU2
#−1
x1,Λ
k∑
j=1
dy¯
(1 + |y¯ − x¯j|)
N
2
− m
N−2
+τ
+ C‖φ‖∗
∫
||y¯|−µr0|≥µ
m
N−2
U2
#−1
x1,Λ
k∑
j=1
dy¯
(1 + |y¯ − x¯j |)
N
2
− m
N−2
+τ
≤ C
‖φ‖∗
µm
∫
||y¯|−µr0|≤µ
m
N−2
||y¯| − µr0|
mdy¯
(1 + |y¯ − x¯1|)
N+N
2
− m
N−2
−N−2−m
N−2
+τ
+O(µ−
m
N−2
(N+2
2
− m
N−2
))‖φ‖∗
= o(1)‖φ‖∗.
Similar estimates can be gotten for the second term of (15). Thus we get
that
|I1| = o(1)‖φ‖∗.
In addition it holds that, using the estimates in the proof of Lemma 6.3,
|I2| ≤C‖h‖∗∗
∫
RN−1
1
(1 + |y¯ − x¯1|)N−2
k∑
i=1
1
(1 + |y¯ − x¯i|)
N+2
2
− m
N−2
+τ
14
≤C‖h‖∗∗
∫
RN−1
1
(1 + |y¯ − x¯1|)
N−2+N+2
2
− m
N−2
+τ
+ C‖h‖∗∗
k∑
i=2
∫
RN−1
1
(1 + |y¯ − x¯1|)N−2
1
(1 + |y¯ − x¯i|)
N+2
2
− m
N−2
+τ
≤C‖h‖∗∗.
On the other hand, for any i 6= 1, it is easy to check that∣∣∣〈U2#−2xi,Λ Zi,j, Z1,ℓ〉∣∣∣ ≤ C ∫
∂RN+
U2
#−1
xi,Λ
Ux1,Λ. (16)
By Lemma 6.3, we may have that∫
∂RN+
U2
#−1
xi,Λ
Ux1,Λdy¯ ≤
∫
∂RN+
1
(1 + |y¯ − x¯i|)N
1
(1 + |y¯ − x¯1|)N−2
≤
C
|x¯i − x¯1|N−2
∫
∂RN+
[
1
(1 + |y¯ − x¯i|)N
+
1
(1 + |y¯ − x¯1|)N
]
≤
C
|x¯i − x¯1|N−2
. (17)
In addition, it is easy to get from the symmetry that, for j 6= ℓ,〈
U2
#−2
xi,Λ
Zi,j, Zi,ℓ
〉
= 0. (18)
Now we find that the coefficient matrix of the system (14) with respect to
(c1, c2) is nondegenerate. Therefore
|cℓ| ≤ o(1)‖φ‖∗ + C‖h‖∗∗ = o(1).
We claim that
‖φ‖
L∞(RN+∩|y−xi|≤R)
= o(1) for any i = 1, . . . , k.
Indeed, by elliptic regularity we can get a φˆ such that φ(y − xi) → φˆ in
C2loc(R
N
+ ) and 
−∆φˆ = 0 in RN+ ,
∂φˆ
∂ν
− (2# − 1)U2
#−2
0,Λ φ = 0 on ∂R
N
+ ,〈
U2
#−2
0,Λ Z0,j, φˆ
〉
= 0 j = 1, 2,
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This implies φˆ = 0, which concludes the claim.
We next rewrite (13) as
φ(y) =
∫
∂RN+
G(y, z)
2∑
j=1
cj
k∑
i=1
U2
#−2
xi,Λ
(z)Zi,j(z)dz¯
+
∫
∂RN+
G(y, z)
[
(2# − 1)K(
|z|
µ
)W 2
#−2
r,Λ (z)φ(z) + h(z)
]
dz¯,
where z = (z¯, 0) ∈ RN−1 × {0}.
Direct computations show that∣∣∣∣∣
∫
∂RN+
G(y, z)
k∑
i=1
U2
#−2
xi,Λ
(z)Zi,j(z)dz¯
∣∣∣∣∣
≤ C
k∑
i=1
∫
∂RN+
1
|y − z|N−2
1
(1 + |z − xi|)N
dz¯
≤ C
k∑
i=1
1
(1 + | y − xi|)
N
2
≤ C
k∑
i=1
1
(1 + |y − xi|)
N
2
− m
N−2
+τ
,
where we have used Lemma 6.4.∣∣∣∣∣
∫
∂RN+
G(y, z)h(z)dz¯
∣∣∣∣∣ ≤ C‖h‖∗∗
∫
∂RN+
1
|y − z|N−2
k∑
i=1
1
(1 + |z − xi|)
N+2
2
− m
N−2
+τ
dz¯
≤ C‖h‖∗∗
k∑
i=1
1
(1 + |y − xi|)
N
2
− m
N−2
+τ
,
since N
2
− m
N−2
+ τ < N − 2 and∣∣∣∣∣
∫
∂RN+
G(y, z)K(
|z|
µ
)W 2
#−2
r,Λ (z)φ(z)dz¯
∣∣∣∣∣
≤ o(1)
k∑
i=1
∫
BR(x¯i)
1
|y − z|N−2
W 2
#−2
r,Λ (z)dz¯
+ ‖φ‖∗
∫
∂RN+ \
k
∪
i=1
BR(x¯i)
1
|y − z|N−2
W 2
#−2
r,Λ (z)
k∑
j=1
1
(1 + |z − xj |)
N
2
− m
N−2
+τ
dz¯
≤ o(1)
k∑
i=1
1
(1 + |y − xi|)
N
2
− m
N−2
+τ
16
+
C
R
(m−2)N+4
(N−2)2
‖φ‖∗
k∑
i=1
∫
Ωi
1
|y − z|N−2
1
(1 + |z − xi|)
N
2
− m
N−2
+1+τ
dz¯
≤
(
o(1) +
C
R
(m−2)N+4
(N−2)2
‖φ‖∗
)
k∑
i=1
1
(1 + |y − xi|)
N
2
− m
N−2
+τ
.
Up to now, choosing R large, we obtain that
‖φ‖∗ ≤ C‖h‖∗∗ + o(1) = o(1),
a contradiction.
From Lemma 3.2, using the same argument as in the proof of Proposi-
tion 4.1 in [9], we can prove the following result.
Proposition 3.3. There exists k0 > 0 and a constant C > 0, independent of
k, such that for all k ≥ k0 and all h ∈ L
∞(RN−1), problem (13) has a unique
solution φ := Lk(h). Besides,
‖Lk(h)‖∗ ≤ C‖h‖∗∗, |cℓ| ≤ C‖h‖∗∗. (19)
It is now ready for us to prove Proposition 3.1.
Proof of Proposition 3.1. Let us recall that µ = k
N−2
N−2−m and denote
E =
{
φ ∈ C(RN+ ) : φ satisfies (i) and (ii), ‖φ‖∗ ≤ η
(1
µ
)m
2
+σ
,∫
∂RN+
U2
#−2
xi,Λ
Zi,jφ = 0 for any i = 1, · · · , k, j = 1, 2
}
,
where η > 0 is a fixed large constant. Then (5) is equivalent to
φ = A(φ) := L(N(φ)) + L(R).
We will first prove that A is a contraction mapping from E to E.
In fact, by Lemma 2.1 and Lemma 2.2 we have
‖φ‖∗ ≤ C‖R‖∗∗ + C‖N(φ)‖∗∗
≤ C
(
1
µ
)m
2
+σ
+ Cη
N
N−2
(
1
µ
)(m2 +σ) NN−2
≤ C
(
1
µ
)m
2
+σ
(
1 + η
N
N−2
(
1
µ
)(m2 +σ) 2N−2)
≤ η
(
1
µ
)m
2
+σ
.
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Thus A maps E to E itself.
On the other hand, it holds obviously that
‖A(φ1)− A(φ2)‖∗ = ‖L(N(φ1))− L(N(φ2))‖∗ ≤ C‖N(φ1)−N(φ2)‖∗∗.
Since 2# − 2 < 1, we have that
|N ′(t)| ≤ C|t|2
#−2.
Thus for any y ∈ ∂RN+ ,
C|N(φ1)−N(φ2)| ≤ C(|φ1|
2#−2 + |φ2|
2#−2)|φ1 − φ2|
≤C(‖φ1‖
2#−2
∗ + ‖φ2‖
2#−2
∗ )‖φ1 − φ2‖∗
(
k∑
j=1
1
(1 + |y¯ − x¯j |)
N
2
− m
N−2
+τ
)2#−1
≤Cη
2
N−2
( 1
µ
)(m2 +σ) 2N−2‖φ1 − φ2‖∗ k∑
j=1
1
(1 + |y¯ − x¯j |)
N+2
2
− m
N−2
+τ
≤
1
2
‖φ1 − φ2‖∗
k∑
j=1
1
(1 + |y¯ − x¯j |)
N+2
2
− m
N−2
+τ
.
where the relation (11) has been used. Thus A is a contraction mapping.
It follows from the contraction mapping theorem that there is a unique
φ ∈ E such that
φ = A(φ).
The proof finishes.
4 Variational reduction
After problem (12) has been solved, we find a solution to problem (5) and
hence to the original problem (4) if (r,Λ) is such that
cj(r,Λ) = 0, j = 1, 2.
This problem is in fact variational.
Let
F (r,Λ) = I(Wr,Λ + φ)
where φ is the function obtained in Proposition 3.1 and
I(u) =
1
2
∫
RN+
|Du|2 −
1
2#
∫
∂RN+
K
( |y|
µ
)
|u|2
#
.
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Proposition 4.1. Assume (r,Λ) is a critical point of F (r,Λ). Then cj = 0
for any j = 1, 2.
Proof. By (17) and (18), we first get that
2∑
j=1
cj
k∑
i=1
∫
∂RN+
U2
#−2
xi,Λ
Zi,j
∂Wr,Λ
∂Λ
=
2∑
j=1
cj
k∑
i=1
k∑
ℓ=1
∫
∂RN+
U2
#−2
xi,Λ
Zi,jZℓ,2
=
2∑
j=1
cj
k∑
i=1
∫
∂RN+
U2
#−2
xi,Λ
Zi,jZi,2 +O
(
2∑
j=1
cj
k∑
i=1
∑
ℓ 6=i
1
|x¯i − x¯ℓ|N−2
)
= c2
k∑
i=1
∫
∂RN+
U2
#−2
xi,Λ
Z2i,2 +O
(
kµ−m
2∑
j=1
cj
)
= kc2
[∫
∂RN+
U2
#−2
x1,Λ
Z21,2 +O
(
1
µ
)m]
+ kO
(
1
µ
)m
c1,
and similarly
2∑
j=1
cj
k∑
i=1
∫
∂RN+
U2
#−2
xi,Λ
Zi,j
∂Wr,Λ
∂r
=kc1
[∫
∂RN+
U2
#−2
x1,Λ
Z21,1 +O
(
1
µ
)m]
+ kO
(
1
µ
)m
c2.
In addition, since∣∣∣∣∂Zi,1∂Λ
∣∣∣∣ ≤ CUxi,Λ Λ2|y¯ − x¯i|(1 + ΛyN)2 + Λ2|y¯ − x¯i|2 ≤ CUxi,Λ,∣∣∣∣∂Zi,2∂Λ
∣∣∣∣ ≤ CUxi,Λ,
it holds that∣∣∣∣∣
k∑
i=1
∫
∂RN+
U2
#−2
xi,Λ
Zi,j
∂φ
∂Λ
∣∣∣∣∣ =
∣∣∣∣∣∣−
k∑
i=1
∫
∂RN+
∂
(
U2
#−2
xi,Λ
Zi,j
)
∂Λ
φ
∣∣∣∣∣∣
≤ C
k∑
i=1
∫
∂RN+
U2
#−1
xi,Λ
|φ|
≤ C‖φ‖∗
∫
∂RN+
k∑
i=1
1
(1 + |y¯ − x¯i|)N
k∑
ℓ=1
1
(1 + |y¯ − x¯ℓ|)
N
2
− m
N−2
+τ
dy¯
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≤ C‖φ‖∗
k∑
i=1
∫
Ωi
dy¯
(1 + |y¯ − x¯i|)
N−1+N
2
− m
N−2
−
2(N−2−m)
N−2
+τ
≤ Ck
(
1
µ
)m
2
+σ
. (20)
A same estimate also holds for
∑k
i=1
∫
∂RN+
U2
#−2
xi,Λ
Zi,j
∂φ
∂r
.
Finally we note that
0 =
∂F
∂r
=
∫
∂RN+
2∑
j=1
cj
k∑
i=1
U2
#−2
xi,Λ
Zi,j
(
∂Wr,Λ
∂r
+
∂φ
∂r
)
,
0 =
∂F
∂Λ
=
∫
∂RN+
2∑
j=1
cj
k∑
i=1
U2
#−2
xi,Λ
Zi,j
(
∂Wr,Λ
∂Λ
+
∂φ
∂Λ
)
.
Therefore it is easy for us to get that cj = 0 (j = 1, 2) from the nondegeneracy
of their coefficient matrix.
Proposition 4.2. We have
F (r,Λ) =I(Wr,Λ) +O
( k
µm+2σ
)
=k
(
A+
B1
Λmµm
+
B2
Λm−2µm
(µr0 − |x1|))
2
−
k∑
i=2
B3
ΛN−2|x1 − xj |N−2
+O
( 1
µm+σ
+
1
µm
|µr0 − |x1||
3
))
,
where Bi > 0, i = 1, 2, 3, are some constants.
Proof. Since
DI
(
Wr,Λ
)
φ = 0,
there is t ∈ (0, 1) such that
F (r,Λ) = I(Wr,Λ) +
1
2
D2I
(
Wr,Λ + tφ
)
(φ, φ)
= I(Wr,Λ) +
1
2
∫
RN+
|Dφ|2 −
2# − 1
2
∫
∂RN+
K(
|y|
µ
)
(
Wr,Λ + tφ
)2#−2
φ2
= I(Wr,Λ)−
2# − 1
2
∫
∂RN+
K
( |y|
µ
) [(
Wr + tφ
)2#−2
−W 2
#−2
r
]
φ2
+
∫
∂RN+
(
N(φ)− R
)
φ
= I(Wr,Λ) +O
(∫
∂RN+
(
|φ|2
#
+ |N(φ)||φ|+ |R||φ|
))
.
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Moreover it is easy to check that,∫
∂RN+
|N(φ)||φ|
≤C‖N(φ)‖∗∗‖φ‖∗
∫
∂RN+
k∑
i,j=1
1
(1 + |y¯ − x¯j |)
N+2
2
− m
N−2
+τ
1
(1 + |y¯ − x¯i|)
N
2
− m
N−2
+τ
dy¯
≤ C(
1
µ
)m+2σ
k∑
i=1
∫
∂RN+
dy¯
(1 + |y¯ − x¯i|)
N+1− 2m
N−2
+2τ−N−2−m
N−2
≤ Ck
(
1
µ
)m+2σ
.
So does
∫
∂RN+
|R||φ|. Similarly, we have
∫
∂RN+
|φ|2
#
≤ ‖φ‖2
#
∗
∫
∂RN+
(
k∑
i=1
1
(1 + |y¯ − x¯i|)
N
2
− m
N−2
+τ
)2#
dy¯
≤ C‖φ‖2
#
∗
k∑
ℓ=1
∫
Ωℓ
dy¯
(1 + |y¯ − x¯ℓ|)
(N2 −
m
N−2
−N−2−m
N−2
+τ) 2(N−1)N−2
≤ C‖φ‖2
#
∗
k∑
ℓ=1
∫
Ωℓ
dy¯
(1 + |y¯ − x¯ℓ|)N−1+τ
≤ Ck‖φ‖2
#
∗ ≤ Ck
(
1
µ
)m(N−1)
N−2
+2#σ
. (21)
From Proposition 6.1 we conclude the proof.
Proposition 4.3. We have
∂F (r,Λ)
∂Λ
=k
(
−
B1m
Λm+1µm
+
k∑
i=2
B3(N − 2)
ΛN−1|x1 − xj |N−2
+O
( 1
µm+σ
+
1
µm
|µr0 − |x1||
2
))
.
Proof. First we note from (20) and Proposition 3.1 that
∂F (r,Λ)
∂Λ
= DI(Wr,Λ + φ)
(
∂Wr,Λ
∂Λ
+
∂φ
∂Λ
)
= DI(Wr,Λ + φ)
(
∂Wr,Λ
∂Λ
)
+
2∑
j=1
k∑
i=1
cj
〈
U2
#−2
xi,Λ
Zi,j,
∂φ
∂Λ
〉
21
= DI(Wr,Λ + φ)
(
∂Wr,Λ
∂Λ
)
+O
(
kµ−m−σ
)
=
∂
∂Λ
I(Wr,Λ)−
∫
∂RN+
K(
|y|
µ
)
[
(Wr,Λ + φ)
2#−1 −W 2
#−1
r,Λ
] ∂Wr,Λ
∂Λ
+O
(
kµ−m−σ
)
, (22)
because the orthogonality of φ implies∫
RN+
∇φ∇
∂Wr,Λ
∂Λ
= −
∫
RN+
φ∆
∂Wr,Λ
∂Λ
+
∫
∂RN+
φ
∂
∂ν
(
∂Wr,Λ
∂Λ
)
= 0.
Next we will deal with the second term in the right side of (22). It holds that∫
∂RN+
K(
|y|
µ
)
[
(Wr,Λ + φ)
2#−1 −W 2
#−1
r,Λ
] ∂Wr,Λ
∂Λ
= (2# − 1)
∫
∂RN+
K(
|y|
µ
)W 2
#−2
r,Λ
∂Wr,Λ
∂Λ
φ+O
(∫
∂RN+
W 2
#−2
r,Λ |φ|
2 + |φ|2
#
)
.
For α = N−2−m
N−2
, we know that in Ωi,∑
j 6=i
1
(1 + |y¯ − x¯j |)N−2
≤
1
(1 + |y¯ − x¯i|)N−2−α
∑
j 6=i
1
|x¯j − x¯i|α
,
which leads to
W 2
#−2
r,Λ ≤
C
(1 + |y¯ − x¯i|)
2− 2α
N−2
,
k∑
j=1
1
(1 + |y¯ − x¯j |)
N
2
− m
N−2
+τ
≤
C
(1 + |y¯ − x¯i|)
N
2
− m
N−2
+τ−α
.
As a result, we find that
∫
∂RN+
W 2
#−2
r,Λ |φ|
2 ≤ C‖φ‖2∗
k∑
i=1
∫
Ωi
dy¯
(1 + |y¯ − x¯i|)
2− 2α
N−2
+N− 2m
N−2
+2τ−2α
≤ C‖φ‖2∗
k∑
i=1
∫
Ωi
dy¯
(1 + |y¯ − x¯i|)
N−1+N
2−6N+2m+8
(N−2)2
+2τ
≤ Ckµ−m−2σ.
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A similar estimate also holds for
∫
∂RN+
|φ|2
#
which is given by (21). Further-
more, from the orthogonality of φ, we have that∫
∂RN+
K(
|y|
µ
)W 2
#−2
r,Λ
∂Wr,Λ
∂Λ
φ
=
∫
∂RN+
K(
|y|
µ
)
(
W 2
#−2
r,Λ
∂Wr,Λ
∂Λ
−
k∑
i=1
U2
#−2
xi,Λ
∂Uxi,Λ
∂Λ
)
φ
+
k∑
i=1
∫
∂RN+
[
K(
|y|
µ
)− 1
]
U2
#−2
xi,Λ
∂Uxi,Λ
∂Λ
φ
= k
∫
Ω1
K(
|y¯|
µ
)
(
W 2
#−2
r,Λ
∂Wr,Λ
∂Λ
−
k∑
i=1
U2
#−2
xi,Λ
∂Uxi,Λ
∂Λ
)
φ
+ k
∫
∂RN+
[
K(
|y|
µ
)− 1
]
U2
#−2
x1,Λ
∂Ux1,Λ
∂Λ
φ.
Thus we can check that∣∣∣∣∣
∫
Ω1
K(
|y¯|
µ
)
(
W 2
#−2
r,Λ
∂Wr,Λ
∂Λ
−
k∑
i=1
U2
#−2
xi,Λ
∂Uxi,Λ
∂Λ
)
φ
∣∣∣∣∣
≤ C
∫
Ω1
(
U2
#−2
x1,Λ
k∑
i=2
Uxi,Λ +
k∑
i=2
U2
#−1
xi,Λ
)
|φ|
≤ C
(
1
µ
) Nm
2(N−2)
+m
2
+σ
≤ C
(
1
µ
)m+σ
,
and, using Lemma 6.3,∣∣∣∣∣
∫
∂RN+
[
K(
|y|
µ
)− 1
]
U2
#−2
x1,Λ
∂Ux1,Λ
∂Λ
φ
∣∣∣∣∣
≤ C‖φ‖∗
1
µm
∫
||y¯|−µr0|≤µ
m
N−2
||y¯| − µr0|
m
(1 + |y¯ − x¯1|)N
k∑
i=1
1
(1 + |y¯ − x¯i|)
N
2
− m
N−2
+τ
+ C‖φ‖∗
∫
||y¯|−µr0|≥µ
m
N−2
1
(1 + |y¯ − x¯1|)N
k∑
i=1
1
(1 + |y¯ − x¯i|)
N
2
− m
N−2
+τ
≤
C
µm+σ
.
Thus we finish the proof from Proposition 6.2.
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5 Proof of Theorem 1.5
Since
|xj − x1| = 2|x1| sin
(j − 1)π
k
, j = 2, . . . , k,
we have
k∑
j=2
1
|xj − x1|N−2
=
1
(2|x1|)N−2
k∑
j=2
1
(sin (j−1)π
k
)N−2
=

2
(2|x1|)N−2
∑ k
2
j=2
1
(sin (j−1)π
k
)N−2
+ 1
(2|x1|)N−2
, if k is even;
2
(2|x1|)N−2
∑[ k
2
]
j=2
1
(sin
(j−1)π
k
)N−2
, if k is old.
But
0 < c′ ≤
sin (j−1)π
k
(j−1)π
k
≤ c′′, j = 2, · · · ,
[
k
2
]
.
So, there is a constant B4 > 0, such that
k∑
j=2
1
|xj − x1|N−2
=
B4k
N−2
|x1|N−2
+O
( k
|x1|N−2
)
.
Thus, we obtain
F (r,Λ) =k
(
A+
B1
Λmµm
+
B2
Λm−2µm
(µr0 − r)
2
−
B3B4k
N−2
ΛN−2rN−2
+O
( 1
µm+σ
+
1
µm
|µr0 − r|
3 +
k
rN−2
))
,
and
∂F (r,Λ)
∂Λ
=k
(
−
B1m
Λm+1µm
+
B3B4(N − 2)k
N−2
ΛN−1rN−2
+O
( 1
µm+σ
+
1
µm
|µr0 − r|
2 +
k
rN−2
))
.
Let Λ0 be the solution of
−
B1m
Λm+1
+
B3B4(N − 2)
ΛN−1rN−20
= 0,
that is
Λ0 =
(B3B4(N − 2)
B1mr
N−2
0
) 1
N−2−m
.
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Define
D =
{
(r,Λ) : r ∈
[
µr0 −
1
µθ¯
, µr0 +
1
µθ¯
]
, Λ ∈
[
Λ0 −
1
µ
3
2
θ¯
,Λ0 +
1
µ
3
2
θ¯
]}
,
where θ¯ > 0 is a small constant.
The existence of a critical point in D of F (r,Λ) may be identically proved
just as [20, Prop. 3.3, Prop. 3.4]. We omit the details.
It remains to prove that the solution we found vµ =Wr,Λ + φ is positive.
Testing the equation to vµ (4) against v
−
µ = min{vµ, 0} itself, it holds that∫
RN+
|∇v−µ |
2 =
∫
∂RN+
K
( |y|
µ
)
(v−µ )
2# .
Moreover the trace theorem tells us that∫
∂RN+
K
( |y|
µ
)
(v−µ )
2# ≤ C
(∫
RN+
|∇v−µ |
2
) 2#
2
.
Combining the above two inequalities, we get that∫
∂RN+
K
( |y|
µ
)
(v−µ )
2# ≥ C or v−µ ≡ 0 on ∂R
N
+ . (23)
On the other hand, we know that |v−µ | ≤ |φ| since Wr,Λ > 0. Thus, by
(21) it holds that∫
∂RN+
K
( |y|
µ
)
(v−µ )
2# ≤ C
∫
∂RN+
|φ|2
#
≤ C
(
1
µ
)2#(m
2
+σ)
= o(1).
On account of (23) again it must hold that v−µ ≡ 0 on ∂R
N
+ , which implies
that
vµ ≥ 0 on ∂R
N
+ .
Therefore vµ must be positive because it is harmonic in R
N
+ .
6 Appendix
In all of the appendixes, we always assume that
xj =
(
r cos
2(j − 1)π
k
, r sin
2(j − 1)π
k
, 0
)
j = 1, · · · , k,
where 0 is the zero vector in RN−2, and r ∈
[
r0µ−
1
µθ¯
, r0µ+
1
µθ¯
]
for some
small θ¯ > 0.
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6.1 Energy expansion of the approximate solution
In this section, we will calculate I(Wr,Λ).
Let us recall that
µ = k
N−2
N−2−m ,
I(u) =
1
2
∫
RN+
|Du|2 −
1
2#
∫
∂RN+
K
( |y|
µ
)
|u|2
#
,
Uxj ,Λ(y) =
(
N − 2
)N−2
2
[
Λ
(1 + ΛyN)2 + Λ2|y¯ − x¯j |2
]N−2
2
and
Wr,Λ(y) = (N − 2)
N−2
2
k∑
j=1
[
Λ
(1 + ΛyN)2 + Λ2|y¯ − x¯j |2
]N−2
2
.
Proposition 6.1. We have
I(Wr,Λ) =k
[
A+
B1
Λmµm
+
B2
Λm−2µm
(µr0 − r)
2
−
k∑
i=2
B3
ΛN−2|x1 − xj|N−2
+O
( 1
µm+σ
+
1
µm
|µr0 − r|
2+σ˜
)]
,
where A, Bi (i = 1, 2, 3) are some positive constants only depending on N ,
r = |x1| and σ˜ = min{m− 2, 1}.
Proof. First let us calculate
∫
RN
|DWr,Λ|
2. It is easy to get that, for j =
1, · · · , k,
AN :=
∫
∂RN+
U2
#
xj ,Λ
= (N − 2)N−1
∫
RN−1
dz
(1 + |z|2)N−1
. (24)
By using the symmetry, we claim that
k∑
i,j=1
i 6=j
∫
∂RN+
U2
#−1
xi,Λ
Uxj ,Λ = k
k∑
j=2
∫
RN−1
U2
#−1
x1,Λ
Uxj ,Λ
=k
[
k∑
j=2
C3N
ΛN−2|x¯1 − x¯j |N−2
+O
( k∑
j=2
ln Λ|x¯i − x¯1|
ΛN−1|x¯1 − x¯j |N−1
)]
, (25)
26
where C3N = (N − 2)
N−1
∫
RN−1
dz
(1+|z|2)
N
2
. In fact, denote that dj = |x¯1 − x¯j|,
then Taylor’s expansion tells us that, in B dj
2
(x¯1) ⊂ ∂R
N
+ = R
N−1 and for
large dj,(
1
1 + Λ2|y¯ − x¯j |2
)N−2
2
=
(
1
1 + Λ2|x¯1 − x¯j |2
)N−2
2
+O
(
|y¯ − x¯1|
ΛN−2|x¯1 − x¯j |N−1
)
=
1
ΛN−2|x¯1 − x¯j |N−2
+O
(
|y¯ − x¯1|
ΛN−2|x¯1 − x¯j |N−1
)
+O
(
1
ΛN |x¯1 − x¯j |N
)
. (26)
Thus ∫
B dj
2
(x¯1)
U2
#−1
x1,Λ
Uxj ,Λ =
(N − 2)N−1
ΛN−2|x¯1 − x¯j |N−2
∫
RN−1
dz
(1 + |z|2)
N
2
+O
(
ln Λ|x¯1 − x¯j |
ΛN−1|x¯1 − x¯j |N−1
)
.
In B dj
2
(x¯j), since |y¯− x¯1| ≥
|x¯1−x¯j |
2
and |y¯− x¯1| ≥ |y¯− x¯j |, it is easy to know
that(
1
1 + Λ2|y¯ − x¯1|2
)N
2
≤
(
1
1 + Λ
2
4
|x¯1 − x¯j |2
)N−1
2 (
1
1 + Λ2|y¯ − x¯j |2
) 1
2
,
therefore we have∫
B dj
2
(x¯j)
U2
#−1
x1,Λ
Uxj ,Λ = O
(
ln Λ|x¯1 − x¯j |
ΛN−1|x¯1 − x¯j |N−1
)
.
In RN−1 \B dj
2
(x¯1) ∪ B dj
2
(x¯j), it holds that∫
RN−1\B dj
2
(x¯1)∪B dj
2
(x¯j)
U2
#−1
x1,Λ
Uxj ,Λ = O
(
1
ΛN−1|x¯1 − x¯j |N−1
)
.
From (24) and (25), we finally obtain that∫
RN
|DWr,Λ|
2 =
k∑
j=1
k∑
i=1
∫
∂RN+
U2
#−1
xj ,Λ
Uxi,Λ
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= k
(∫
∂RN+
U2
#
0,1 +
k∑
j=2
∫
∂RN+
U2
#−1
x1,Λ
Uxj ,Λ
)
= k
[
AN +
k∑
j=2
C3N
ΛN−2|x¯1 − x¯j |N−2
+O
( k∑
j=2
ln Λ|x¯1 − x¯j |
ΛN−1|x¯1 − x¯j |N−1
)]
. (27)
Let
Ωj =
{
y¯ : y¯ = (y¯′, y¯′′) ∈ R2 × RN−3 = ∂RN+ ,
〈
y¯′
|y¯′|
,
xj
|xj |
〉
≥ cos
π
k
}
.
Then, from Taylor’s expansion we obtain that∫
∂RN+
K
( |y¯|
µ
)
|Wr,Λ|
2# = k
∫
Ω1
K
( |y¯|
µ
)
|Wr,Λ|
2#
= k
[∫
Ω1
K
( |y¯|
µ
)
U2
#
x1,Λ + 2
#
∫
Ω1
K
( |y|
µ
) k∑
i=2
U2
#−1
x1,Λ
Uxi,Λ
+O
(∫
Ω1
U2
#−2
x1,Λ
( k∑
i=2
Uxi,Λ
)2)
+O
(∫
Ω1
( k∑
i=2
Uxi,Λ
)2#)]
. (28)
First, let us estimate the remainders. Note that for y¯ ∈ Ω1, it holds that
|y¯ − x¯i| ≥ |y¯ − x¯1| and |y¯ − x¯i| ≥
1
2
|x¯i − x¯1|. Thus we know, for any
0 < α < N − 2, that
k∑
i=2
Uxi,Λ ≤
C
(1 + |y¯ − x¯1|)N−2−α
k∑
i=2
1
|x¯i − x¯1|α
,
and it is not difficult to check, for any α > 1, that
k∑
j=1
1
|x¯1 − x¯j |α
=
k∑
j=1
1
rα sinα (j−1)π
k
= O
((k
µ
)α)
= O(
1
µ
mα
N−2
)
If we select the constant α with (N−2)
2
< α = m+σ
m
· N−2
2
< N−1
2
(N ≥ 5), then
∫
Ω1
U2
#−2
x1,Λ
( k∑
i=2
Uxi,Λ
)2
≤C
(
k
µ
)2α ∫
Ω1
1
(1 + |y¯ − x¯1|)2+2(N−2−α)
= O
(
1
µm+σ
)
. (29)
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In addition, we may also choose α independently such that (N−2)
2
2(N−1)
< α =
m+σ
m
· (N−2)
2
2(N−1)
< N−2
2
(N ≥ 5) and then acquire that
∫
Ω1
(
k∑
i=2
Uxi,Λ
)2#
= O
(
1
µm+σ
)
.
Next we will calculate the second term in (28). It is easy to show as in (25)
that ∫
Ω1
K
( |y¯|
µ
) k∑
i=2
U2
#−1
x1,Λ
Uxi,Λ
=
∫
Ω1
k∑
i=2
U2
#−1
x1,Λ
Uxi,Λ +
∫
Ω1
(
K
( |y¯|
µ
)
− 1
) k∑
i=2
U2
#−1
x1,Λ
Uxi,Λ
=
k∑
i=2
C3N
ΛN−2|x1 − xi|N−2
+O
(
1
µm+σ
)
. (30)
Finally the first term in (28)∫
Ω1
K
( |y¯|
µ
)
U2
#
x1,Λ =
∫
{||y¯|−µr0|≤µδ}∩Ω1
K
( |y¯|
µ
)
U2
#
x1,Λ +O
(
kN−1
Λ2N−2µN−1
)
=
∫
{|y¯−µr0|≤µδ}∩Ω1
U2
#
x1,Λ
−
c0
µm
∫
{||y¯|−µr0|≤µδ}∩Ω1
||y¯| − µr0|
mU2
#
x1,Λ
+O
(
µ−m−θ
∫
{||y¯|−µr0|≤µδ}∩Ω1
||y¯| − µr0|
m+θU2
#
x1,Λ
)
+O
(
kN−1
Λ2N−2µN−1
)
=AN −
c0
µm
∫
∂RN+
||y¯| − µr0|
mU2
#
x1,Λ
dy¯ +O
(
1
µm+θ
)
+O
(
kN−1
Λ2N−2µN−1
)
=AN −
c0
µm
∫
∂RN+
||y¯ − x¯1| − µr0|
mU2
#
0,Λdy¯ +O
(
1
µm+θ
+
kN−1
µN−1
)
. (31)
But
29
1µm
∫
∂RN+ \B |x¯1|
2
(0)
||y¯ − x¯1| − µr0|
mU2
#
0,Λdy¯
≤C
∫
∂RN+\B |x¯1|
2
(0)
(
|y¯|m
µm
+ 1
)
dy¯
(1 + Λ2|y¯|2)N−1
≤
C
µN−1
.
On the other hand, if y¯ ∈ B |x¯1|
2
(0), y¯ = (y¯1, y¯
∗), y¯∗ = (y¯2, · · · , y¯N−1), then
|x¯1| − y¯1 ≥
|x¯1|
2
> 0. So, as |x¯1| becomes large,
|y¯ − x¯1| = |x¯1| − y¯1 +O
(
|y¯∗|2
|x¯1| − y¯1
)
= |x¯1| − y¯1 +O
(
|y¯∗|2
|x¯1|
)
.
As a result, Taylor’s expansion says, for m ≥ 2, that
||y¯ − x¯1| − µr0|
m =
∣∣∣∣|x¯1| − y¯1 +O( |y¯∗|2|x¯1| )− µr0
∣∣∣∣m
= |y¯1|
m +m|y¯1|
m−2y¯1
[
µr0 − |x¯1|+O(
|y¯∗|2
|x¯1|
)
]
+
1
2
m(m− 1)|y¯1|
m−2
[
µr0 − |x¯1|+O(
|y¯∗|2
|x¯1|
)
]2
+O
(
|y1|
m−2−σ˜
∣∣∣∣µr0 − |x¯1|+O( |y¯∗|2|x¯1| )
∣∣∣∣2+σ˜
)
(σ˜ = min{m− 2, 1})
+O
(∣∣∣∣µr0 − |x¯1|+O( |y¯∗|2|x¯1| )
∣∣∣∣m) .
Thus, using ∫
B |x¯1|
2
(0)
|y¯1|
m−2y¯1
(1 + Λ2|y¯|2)N−1
dy¯ = 0,
we obtain that, since m < N − 2,
1
µm
∫
∂RN+
||y − x1| − µr0|
mU2
#
0,Λ
=
1
µm
∫
B |x¯1|
2
||y − x1| − µr0|
mU2
#
0,Λ +O
(
1
µN−1
)
30
=
1
µm
∫
∂RN+
|y¯1|
mU2
#
0,Λdy¯ +
m(m− 1)
2µm
∫
∂RN+
|y¯1|
m−2(µr0 − |x1|)
2U2
#
0,Λdy¯
+O
(
1
µm
|µr0 − r|
2+σ˜ +
1
µN−1
)
=
C1N
Λmµm
+
C2N
Λm−2µm
(µr0 − |x1|)
2 +O
(
1
µm
|µr0 − r|
2+σ˜ +
1
µN−1
)
, (32)
where
C1N = (N − 2)
N−1
∫
RN−1
|y¯1|
mdy¯
(1 + |y¯|2)N−1
and
C2N =
m(m− 1)(N − 2)N−1
2
∫
RN−1
|y¯1|
m−2
(1 + |y¯|2)N−1
dy¯.
Thus, from (28)–(32) we have proved∫
RN−1
K
( |y¯|
µ
)
|Wr,Λ|
2#
= k
[
AN −
C1N
Λmµm
−
C2N
Λm−2µm
(µr0 − |x1|)
2
+ 2#
k∑
i=2
C3N
ΛN−2|x1 − xj |N−2
+O
( 1
µm
|µr0 − r|
2+σ˜ + (
1
µ
)m+σ
)]
. (33)
The proposition is concluded from (27) and (33) by setting A = (1
2
−
1
2#
)AN , B1 =
C1N
2#
, B2 =
C2N
2#
and B3 =
C3N
2
.
Proposition 6.2. We have
∂I(Wr,Λ)
∂Λ
=k
[
−
mB1
Λm+1µm
+
k∑
i=2
B3(N − 2)
ΛN−1|x1 − xj |N−2
+O
( 1
µm+σ
+
1
µm
|µr0 − r|
2
)]
,
where Bi (i = 1, 3) are the same positive constants as in Proposition 6.1.
Proof. The proof of this proposition is similar to that of Proposition 6.1. So
we just sketch it.
It is not difficult to get
∂I(Wr,Λ)
∂Λ
= k
[
1
2
k∑
i=2
∂
∂Λ
∫
∂RN+
U2
#−1
x1,Λ
Uxi,Λ −
1
2#
∂
∂Λ
∫
Ω1
K
( |y¯|
µ
)
W 2
#
r,Λ
]
. (34)
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Note that
∂Uxj ,Λ
∂Λ
∣∣∣∣
∂RN+
=
(N − 2)
2Λ
1− Λ2|y¯ − x¯j |
2
1 + Λ2|y¯ − x¯j |2
Uxj ,Λ
∣∣
∂RN+
,
hence
∂
∂Λ
∫
∂RN+
U2
#−1
x1,Λ
Uxi,Λ =
∂
∂Λ
∫
∂RN+
U2
#−1
x1,Λ
(N − 2)
N−2
2
Λ
N−2
2 |x¯i − x¯1|N−2
+
∂
∂Λ
∫
∂RN+
U2
#−1
x1,Λ
(
Uxi,Λ −
(N − 2)
N−2
2
Λ
N−2
2 |x¯i − x¯1|N−2
)
.
(35)
In B di
2
(x¯1), recalling (26) and using
∂
∂Λ
(
Uxi,Λ −
(N − 2)
N−2
2
Λ
N−2
2 |x¯i − x¯1|N−2
)
=O
(
|y¯ − x¯1|
Λ
N
2 |x¯i − x¯1|N−1
)
+O
(
1
Λ
N+4
2 |x¯i − x¯1|N
)
,
we have that
∂
∂Λ
∫
B di
2
(x¯1)
U2
#−1
x1,Λ
(
Uxi,Λ −
(N − 2)
N−2
2
Λ
N−2
2 |x¯i − x¯1|N−2
)
= O
(
ln Λ|x¯i − x¯1|
ΛN |x¯i − x¯1|N−1
)
.
Similar as the proof of Proposition 6.1, it is also easy to check that
∂
∂Λ
∫
B di
2
(x¯i)
U2
#−1
x1,Λ
(
Uxi,Λ −
(N − 2)
N−2
2
Λ
N−2
2 |x¯i − x¯1|N−2
)
= O
(
ln Λ|x¯i − x¯1|
ΛN |x¯i − x¯1|N−1
)
,
∂
∂Λ
∫
∂RN+ \B di
2
(x¯i)∪B di
2
(x¯1)
U2
#−1
x1,Λ
(
Uxi,Λ −
(N − 2)
N−2
2
Λ
N−2
2 |x¯i − x¯1|N−2
)
=O
(
1
ΛN |x¯i − x¯1|N−1
)
.
Thus from (35) we get that
∂
∂Λ
∫
∂RN+
U2
#−1
x1,Λ
Uxi,Λ
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=
∂
∂Λ
∫
∂RN+
U2
#−1
x1,Λ
(N − 2)
N−2
2
Λ
N−2
2 |x¯i − x¯1|N−2
+O
(
ln Λ|x¯i − x¯1|
ΛN |x¯i − x¯1|N−1
)
=−
(N − 2)C3N
ΛN−1|x¯i − x¯1|N−2
+O
(
ln Λ|x¯i − x¯1|
ΛN |x¯i − x¯1|N−1
)
.
As for the terms in the right side of (34), direct computations show that
∂
∂Λ
∫
Ω1
K
( |y¯|
µ
)
U2
#−1
x1,Λ
Uxi,Λ
=
∂
∂Λ
∫
Ω1
U2
#−1
x1,Λ
Uxi,Λ +
∂
∂Λ
∫
Ω1
(
K
( |y¯|
µ
)
− 1
)
U2
#−1
x1,Λ
Uxi,Λ
=
∂
∂Λ
∫
∂RN+
−
∫
∂RN+ \Ω1∪B di
2
(x¯i)
−
∫
B di
2
(x¯i)
U2#−1x1,Λ Uxi,Λ
+
∂
∂Λ
∫
Ω1
(
K
( |y¯|
µ
)
− 1
)
U2
#−1
x1,Λ
Uxi,Λ
= −
(N − 2)C3N
ΛN−1|x¯i − x¯1|N−2
+O
((k
µ
)N−2+σ)
. (36)
The last equality is due to that, because of the condition on the function K,
∂
∂Λ
∫
Ω1
(
K
( |y¯|
µ
)
− 1
)
U2
#−1
x1,Λ
Uxi,Λ
=
∂
∂Λ
(∫
Ω1∩{||y¯|−µr0|≤µ1−σ}
+
∫
Ω1∩{||y¯|−µr0|≥µ1−σ}
)
U2
#−1
x1,Λ
Uxi,Λ
= O
(
1
µmσΛN−1|x¯i − x¯1|N−2
)
+O
(
ln Λ|x¯i − x¯1|
ΛN |x¯i − x¯1|N−1
)
.
By the similar estimates as in getting (31) and (32), we have that
∂
∂Λ
∫
Ω1
K
( |y¯|
µ
)
U2
#
x1,Λ =
∂
∂Λ
∫
{||y¯|−µr0|≤µδ}∩Ω1
K
( |y¯|
µ
)
U2
#
x1,Λ +O
(
kN−1
µN−1
)
=
∂
∂Λ
∫
{|y¯−µr0|≤µδ}∩Ω1
U2
#
x1,Λ
−
c0
µm
∂
∂Λ
∫
{||y¯|−µr0|≤µδ}∩Ω1
||y| − µr0|
mU2
#
x1,Λ
+O
(
1
µm+θ
+
kN−1
µN−1
)
=−
c0
µm
∂
∂Λ
∫
RN−1
||y¯| − µr0|
mU2
#
x1,Λdy¯ +O
(
1
µm+σ
+
kN−1
µN−1
)
=−
c0
µm
∂
∂Λ
∫
RN−1
||y¯ − x¯1| − µr0|
mU2
#
0,Λdy¯ +O
(
1
µm+σ
+
kN−1
µN−1
)
.
33
=
mC1N
Λm+1µm
+O
(
1
µm+σ
+
1
µm
|µr0 − r|
2
)
.
The remaining estimates of this proposition are similar to the previous one.
We omit the details.
6.2 Basic Estimates
For each fixed i and j, i 6= j, consider the following function
gij(y) =
1
(1 + |y − xj |)α
1
(1 + |y − xi|)β
, (37)
where α > 0 and β > 0 are two constants.
Then we have the following lemma whose proof can be found in Ap-
pendix B in [20].
Lemma 6.3. For any constant 0 ≤ σ ≤ min(α, β), there is a constant C > 0,
such that
gij(y) ≤
C
|xi − xj |σ
[
1
(1 + |y − xi|)α+β−σ
+
1
(1 + |y − xj |)α+β−σ
]
.
Lemma 6.4. For any constant 0 < σ < N − 2, there is a constant C > 0,
such that for any y ∈ RN+ ,∫
∂RN+
1
|y − z|N−2
1
(1 + |z|)1+σ
dz¯ ≤
C
(1 + |y|)σ
,
where z = (z¯, 0) = RN−1 × {0} ∈ ∂RN+ .
The result is well known. Readers may refer to Appendix B in [20] to
find almost the same proof.
Lemma 6.5. Suppose that N ≥ 5. Then for any y ∈ RN+ , we have that∫
∂RN+
1
|y − z|N−2
W 2
#−2
r,Λ (z)
k∑
j=1
1
(1 + |z − xj |)
N−2
2
− m
N−2
+τ
dz¯
≤
k∑
i=1
C
(1 + |y − xi|)
N−2
2
− m
N−2
+τ
.
Proof. Note that for any β ≥ N−2−m
N−2
and fixed ℓ, as k →∞∑
i 6=ℓ
1
|xi − xℓ|β
=
1
2β
∑
i 6=ℓ
1
rβ sinβ |i−ℓ|π
k
34
≤
Ckβ
µβ
k∑
i=1
1
iβ
≤

Ckβ
µβ
= O(µ−
mβ
N−2 ) β > 1,
Ckβ ln k
µβ
= O(µ−
mβ
N−2 lnµ) β = 1,
Ck
µβ
= O(µ−(β−
N−2−m
N−2
)) β < 1.
In Ωℓ, we have |z − xj | = |z¯ − x¯j | ≥ |z − xℓ| and |z − xj | ≥ |xj − xℓ| for any
j 6= ℓ. Thus for any N−2−m
N−2
≤ α ≤ N − 2, it holds∑
j 6=ℓ
1
(1 + |z − xj |)N−2
≤
1
(1 + |z − xℓ|)N−2−α
∑
j 6=ℓ
1
|xj − xℓ|α
..
Thus in Ωℓ we have
W 2
#−2
r,Λ (z) ≤
C
(1 + |z − xℓ|)
2− 2α
N−2
,
k∑
j=1
1
(1 + |z − xj |)
N
2
− m
N−2
+τ
≤
C
(1 + |z − xℓ|)
N
2
− m
N−2
+τ−α
.
As a result, we find for z ∈ Ωℓ that
W 2
#−2
r,Λ (z)
k∑
j=1
1
(1 + |z − xj |)
N
2
− m
N−2
+τ
≤
C
(1 + |z − xℓ|)
N+2
2
− m
N−2
+1− Nα
N−2
+τ
.
It gives that, for α = N−2−m
N−2
, since ∂RN+ =
k
∪
i=1
Ωi,
∫
∂RN+
1
|y − z|N−2
W 2
#−2
r,Λ (z)
k∑
j=1
1
(1 + |z − xj |)
N
2
− m
N−2
+τ
dz¯
≤
k∑
i=1
C
(1 + |y − xi|)
N
2
− m
N−2
+ (m−2)N+4
(N−2)2
+τ
≤
k∑
i=1
C
(1 + |y − xi|)
N
2
− m
N−2
+τ
.
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