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1 Introduction
Considerable efforts have been devoted to obtaining the Plancherel formula in the important
general case where G is semisimple and G/H a symmetric space, by Oshima and Matsuki
[14], Delorme [3], and by van den Ban and Schlichtkrull [1]. Some explicit cases had also
been previously studied by Faraut [6], Charchov [2], and by van Dijk and Poel [5]. Since the
completion of the program for symmetric spaces, the interest has shifted to non-symmetric
spaces, in particular real spherical spaces with some publications by Kobayashi and Oshima [9],
Kro¨tz, Sayag and Schlichtkrull [12]. A simple general family of real spherical spaces is said to be
“almost symmetric” [16]. The Plancherel formula for the almost symmetric space obtained from
a symmetric space G/H is equivalent to the Plancherel formula for the line bundles over G/H.
We deal with the example of SL(n+ 1,R)/S(GL(1,R)×GL(n,R)) here, and it amounts to the
explicit solution of the Plancherel formula for the almost symmetric space SL(n+1,R)/SL(n,R).
We give the Plancherel formula for the spaces of L2-sections of the line bundles over the
pseudo-Riemannian space G/H, which is motivated by [5,6,10,11,15]. Analogous to Charchov’s
doctor thesis [2] on complex hyperbolic space U(p, q;C)/U(1;C) × U(p − 1, q;C), we define
χλ-spherical distributions, study their asymptotic behaviors and express them by means of hy-
pergeometric functions. There is another version of the Plancherel formula for almost symmetric
Corresponding author(L. Chen): chenly640@nenu.edu.cn.
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spaces in general by Ørsted and Speh [16], which is more general because it covers all almost
symmetric spaces, but less explicit than our.
The content of this paper is as follows. In Section 2 we describe the symmetric space
X1 = G/H1 with G = SL(n + 1,R) and H1 = SL(n,R). In this section we also give the def-
inition of χλ-spherical distributions and use Laplace (Casimir) operator to obtain a singular
differential equation. In Section 3 we define the cone Ξ and Poisson kernels and calculate the
eigenvalues of the Poisson kernels under the Laplace (Casimir) operators. The eigenvalues of
the Laplace (Casimir) operators in [2, 6, 10] all take the form of s2 − ρ2, but our eigenvalue is
s2 − ρ2 − n−1n+1λ
2. This eigenvalue is used to obtain a hypergeometric equation in Section 5. In
Section 4 we use averaging mapping to determine the dimension of the space of χλ-spherical
distributions. We obtain the explicit Plancherel formula in Section 5.
2 The Symmetric Spaces X1 = G/H1 for n ≥ 2 and A
Singular Differential Equation
2.1 The χλ-Spherical Distributions
Let G = SL(n + 1,R) and H1 = SL(n,R). We imbed H1 in G as usual, i.e., for any h ∈ H1,
h 7→
(
1
h
)
∈ G. Let H be the subgroup of G:
H = S(GL(1,R) ×GL(n,R)) =
{(
det h−1
h
)
: h ∈ GL(n,R)
}
.
In what follows tA denotes the transpose of a matrix A. Consider as in [4] the algebraic
manifold X1 of R
n+1
∗ × R
n+1
∗ (R
n+1
∗ = R
n+1 \ {0}) defined by
X1 = {(x, y) ∈ R
n+1
∗ × R
n+1
∗ : 〈x, y〉 = x0y0 + x1y1 + · · ·+ xnyn = 1},
where x = t(x0, x1, · · · , xn), y =
t(y0, y1, · · · , yn). G acts on R
n+1
∗ × R
n+1
∗ by g · (x, y) =
(gx, tg
−1
y) for g ∈ G, (x, y) ∈ Rn+1∗ × R
n+1
∗ . With this action X1 is transitive under G. Let
x0 = (e0, e0) ∈ X1, where e0 is the first standard unit vector in R
n+1, i.e., e0 =
t(1, 0, · · · , 0).
Then the stabilizer of x0 in G is H1. An elementary proof shows that X1 ≃ G/H1. We also
have X ≃ G/H, where X = {x ∈Mn+1(R) : rank x = trace x = 1}. Here Mn+1(R) is the space
of all real (n+1)× (n+1) matrices. G acts on Mn+1(R) by conjugation (see [10]): g ·x = gxg
−1
for g ∈ G, x ∈Mn+1(R).
Let g = sl(n+1,R) be the Lie algebra of G. The Killing form of g is B(X,Y ) = 2(n+1)trXY
for X, Y ∈ g. The Killing form induces a measure on X1. Corresponding to this measure there
is a second order differential operator on X1 which is induced from the Casimir operator Ω of
g. We call it the Laplace operator and denote it by 1.
For λ ∈ R, let χ0(h0) = h
iλ
0 (h0 ∈ R∗ = R \ {0}) be a continuous unitary character of R∗.
Define a character χλ of H by χλ(h) = χ0(h0) = h
iλ
0 for h =
(
h0
h1
)
∈ H. Let D(X1) be
2
the space of complex-valued C∞-functions on X1 with compact support. The action of G on X1
induces a representation U of G in D(X1):
U(g)f(x) = f(g−1x), g ∈ G, x ∈ X1, f ∈ D(X1)
and by inverse transposition a representation U of G in D′(X1).
We define
D′(X1, χλ) = {T ∈ D
′(X1) : U(h)T = χλ(h)
−1T, h ∈ H}.
Since χλ = 1 onH1, the distributions T in D
′(X1, χλ) can be characterized as the bi-H1-invariant
distributions on G satisfying
U(h)T = χλ(h)
−1T, h ∈ H.
If µ ∈ C, we define
D′(X1, χλ, µ) = {T ∈ D
′(X1, χλ) : 
′
1T = µT},
where ′1 is the transpose of the Laplace operator 1.
Definition. The χλ-spherical distributions T on X1 are the distributions on X1 with the
following properties:
• T is invariant under H1,
• T (hx) = χλ(h)T (x), h ∈ H, x ∈ X1,
• ′1T = µT for some µ ∈ C.
2.2 A Singular Differential Equation and the Averaging Map
Define a mapping Q1 : X1 → R by Q1(x, y) = x0y0 as in [4]. We take the open subsets
X01 = {(x, y) ∈ X1 : Q1(x, y) < 1} and X
1
1 = {(x, y) ∈ X1 : Q1(x, y) > 0} of X1. There is an
averaging mapping M1 : f 7→ M1f defined by
M1f(t) =
∫
X1
f(x, y)δ(Q1(x, y)− t)d(x, y),
where δ is the Dirac measure and d(x, y) is a G-invariant measure on X1. Define ξ : X1 → R
2
by ξ(x, y) = (ξ1(x, y), ξ2(x, y)) = (x0, y0). Then χ0 ◦ ξ1(x, y) = x
iλ
0 . Let M
′
1,iλ = (χ0 ◦ ξ1) · M
′
1
where M′1 is the adjoint of M1. Then one obtains
Theorem 2.1. There is a second order differential operator Lλ on R such that the following
formula holds:

′
1 ◦M
′
1,iλ =M
′
1,iλ ◦ Lλ,
where
Lλ = 4t(t− 1)
d2
dt2
+ [4((n + 1)t− 1) + 4iλ(t− 1)]
d
dt
+
2n
n+ 1
iλ(iλ+ n+ 1).
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Proof. Take E11 − 1n
n+1∑
j=2
Ejj, Euu − Eu+1,u+1 (2 ≤ u ≤ n),
E1v, Ev1 (2 ≤ v ≤ n+ 1), Ekl (2 ≤ k 6= l ≤ n+ 1)
}
as a basis of g = sl(n+ 1,R). Here Eαβ = (δαµδβν)µν is as usual.
We choose coordinates x0, y0, x1, y1, · · · , xn−1, yn−1, xn on X1. Similar to [13], Eαβ can be
expressed Eαβ as differential operators on X1 in these coordinates:
E11 −
1
n
n+1∑
j=2
Ejj =x0
∂
∂x0
− y0
∂
∂y0
+
1
n
− n∑
j=1
xj
∂
∂xj
+
n−1∑
j=1
yj
∂
∂yj
 ;
E1v =xv−1
∂
∂x0
− y0
∂
∂yv−1
, 2 ≤ v ≤ n;
E1,n+1 =xn
∂
∂x0
;
Ev1 =x0
∂
∂xv−1
− yv−1
∂
∂y0
, 2 ≤ v ≤ n;
En+1,1 =x0
∂
∂xn
−
1− x0y0 − x1y1 − · · · − xn−1yn−1
xn
∂
∂y0
.
Analogous to [2], let F be a C2-function on X1 with the condition F (x, y) = F (x0, y0).
Then we calculate the action of the Laplace operator 1 or the Casimir operator Ω on such
function. Since F depends on x0, y0 only, Ω can be written as
2(n + 1)Ω =
n
n+ 1
E11 − 1
n
n+1∑
j=2
Ejj
2 + n+1∑
k=2
(E1kEk1 + Ek1E1k) + other terms,
where the ‘other terms’ are the combinations of Ekl(2 ≤ k 6= l ≤ n + 1). With the coordinates
x0, y0, x1, y1, · · · , xn−1, yn−1, xn, it follows that
2(n + 1)ΩF (x0, y0) =
{
n
n+ 1
(
x20
∂2
∂x20
+ y20
∂2
∂y20
)
+
(
2
n+ 1
x0y0 − 2
)
∂2
∂x0∂y0
+
n(n+ 2)
n+ 1
x0
∂
∂x0
+
n(n+ 2)
n+ 1
y0
∂
∂y0
}
F (x0, y0).
Let the function F (x0, y0) satisfy the condition F (x0, y0) = x
iλ
0 F0(x0y0) and t = x0y0. Then
we have
4(n+ 1)Ω(xiλ0 F0(x0y0)) = x
iλ
0 LλF0(x0y0),
where
Lλ = 4t(t− 1)
d2
dt2
+ [4((n + 1)t− 1) + 4iλ(t− 1)]
d
dt
+
2n
n+ 1
iλ(iλ+ n+ 1).
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For f ∈ D(X1), T ∈ D
′(R),∫
X1
1[(T ◦Q1) · ξ
iλ
1 ](x, y)f(x, y)d(x, y)
=
∫
X1
(LλT )(Q1(x, y)) · ξ
iλ
1 (x, y)f(x, y)d(x, y)
=
∫
R
(LλT )(t)
∫
Q1(x,y)=t
ξiλ1 (x, y)f(x, y)d(x, y)dt
=〈LλT,M1ξ
iλf〉R
=〈M′1LλT, ξ
iλ
1 f〉X1
=〈ξiλ1 M
′
1LλT, f〉X1 ,
∫
X1
1[(T ◦Q1) · ξ
iλ
1 ](x, y)f(x, y)d(x, y)
=
∫
X1
(T ◦Q1)(x, y) · ξ
iλ
1 (x, y)(1f)(x, y)d(x, y)
=〈T,M1(ξ
iλ
1 1f)〉R
=〈M′1T, ξ
iλ
1 1f〉X1
=〈1M
′
1,iλT, f〉X1 .
Comparing the above two formulaes, it follows
1 ◦M
′
1,iλ =M
′
1,iλ ◦ Lλ.
3 The Cone Ξ = G/M0N and Poisson Kernels Pj,s,λ
Define a Cartan involution θ of G = SL(n+ 1,R) by θ(g) = tg
−1
for g ∈ G. The group of fixed
points of θ is K = SO(n+1). Let J = diag{1,−In} ∈Mn+1(R), where In is the identity matrix
of order n. Define another involution σ of G by σ(g) = JgJ for g ∈ G. The group of fixed points
of σ is H = S(GL(1,R)×GL(n,R)). σ commutes with θ.
Let g, h and k be the Lie algebra of G, H and K respectively. The differentials of θ and σ
are automorphisms of g. Denote these automorphisms by the same letters. Then σ(X) = JXJ ,
θ(X) = −tX for X ∈ g.
The direct sum g = k⊕ p = h⊕ q is the decompositions of g into eigenspaces for eigenvalues
1 and −1 of θ and σ respectively. Here
h =
{(
−trX 0
0 X
)
: X ∈ gl(n,R)
}
,
q =
{(
0 tp
q On
)
: p, q ∈ Rn, On is the zero matrix of size n
}
,
k =
{
X ∈ sl(n+ 1,R) : tX = −X
}
,
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p =
{
X ∈ sl(n+ 1,R) : tX = X
}
.
Put L = diag
{(
0 1
1 0
)
, 0, · · · , 0
}
∈ q ∩ p. Then a = RL is a Cartan subspace of g with
respect to σ. The centralizer m of a in h is
m =

 −12trX 0 00 −12trX 0
0 0 X
 : X ∈ gl(n− 1,R)
 .
For γ ∈ a∗, let
gγ = {Y ∈ g : ad(X) = γ(X)Y for all X ∈ a}
be the simultaneous eigenspace for all adX (X ∈ a). Let α ∈ a∗ be α(µL) = µ. Then
gα =
X(p, q) =
 0 0 tp0 0 tp
q −q On−1
 : p, q ∈ Rn−1
 ,
where On−1 is the zero matrix of size n− 1, and
g2α =
Y (β) =
 β −β 0β −β 0
0 0 On−1
 : β ∈ R
 .
Let g−α = σ(gα), g−2α = σ(g2α). Then we have the following direct sum decomposition of
g into eigenspaces of adL:
g = g−2α ⊕ g−α ⊕ (m⊕ a)⊕ gα ⊕ g2α.
Let ρ =
1
2
(dimgα + 2 dimg2α) = n be half the sum of the positive roots.
Put n = gα ⊕ g2α. The connected subgroups A = exp a, N = exp n are given by
A =
at = exp tL =
 cosh t sinh t 0sinh t cosh t 0
0 0 In−1
 : t ∈ R
 ,
N =
{
U(p, q, β) = exp(X(p, q) + Y (β))
=
 1 + 12(p, q) + β −12(p, q)− β tp1
2(p, q) + β 1−
1
2(p, q)− β
tp
q −q In−1
 : p, q ∈ Rn−1, β ∈ R}.
The centralizer M of a in H is
M =

 h0 00 h0
h′
 : h0 ∈ R∗, h′ ∈ GL(n− 1,R), h20 det h′ = 1
 .
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Let
M0 =

 1 00 1
h′
 : h′ ∈ SL(n− 1,R)

be a subgroup of M . The asymptotic cone Ξ of X1 is
Ξ =
{
(x, y) ∈ Rn+1∗ ×R
n+1
∗ : 〈x, y〉 = x0y0 + x1y1 + · · ·+ xnyn = 0
}
.
Then G acts transitively on Ξ.
Take ξ0 = (e0 + e1, e0 − e1) = (
t(1, 1, 0, · · · , 0), t(1,−1, 0, · · · , 0)). The stabilizer of ξ0 in G
is M0N . Then Ξ ≃ G/M0N . An elementary application of linear algebra to prove this fact is
left to the reader. Let M =M ∪ wM with
w = diag
{(
0 1
1 0
)
,−1, In−2
}
.
Then M is given by
M =
{
m =
(
h0x
h′
)
: h0 ∈ R∗, h
′ ∈ GL(n− 1,R),
x =
(
1 0
0 1
)
and deth′ > 0, or x =
(
0 1
1 0
)
and deth′ < 0
}
.
MAN is a maximal parabolic subgroup of G. Define a character χ of M by χ(m) = det x if m
is as above. For λ ∈ R, define the characters χj,λ (j = 0, 1) of MAN by
χj,λ(matn1) = χ
j(m)h−iλ0
for m =
(
h0x
h′
)
∈M, t ∈ R, n1 ∈ N,
For s ∈ C, we also define spaces Ej,s,λ(Ξ) (j = 0, 1) of functions on Ξ by
Ej,s,λ(Ξ) =
{
f ∈ C∞(Ξ) :f(gmatξ
0) = e(s−ρ)tχj,λ(mat)f(gξ
0)
for all t ∈ R,m ∈M,g ∈ G
}
.
G acts on Ej,s,λ(Ξ) (j = 0, 1) by translation. We denote the corresponding representation
by pij,s,λ:
(pij,s,λ(g)f)(ξ) = f(g
−1ξ) if f ∈ Ej,s,λ(Ξ), ξ ∈ Ξ, g ∈ G.
The Poisson kernels Pj,s,λ(g) (j = 0, 1) are defined by
Pj,s,λ(g) =
{ χj,λ(matn)e(s−ρ)t, if g−1 ∈ SL(n,R)matN,m ∈M, t ∈ R,
0, otherwise.
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For any (x, y) = g ·x0 ∈ X1, g
−1 ∈ SL(n,R)matN,m ∈M, t ∈ R, the Poisson kernels of the
line bundle over G/H are given by
Pj,s,λ(x, y) = Pj,s,λ(g · x
0)
=χj,λ(matn)
tr
g

1
0
0
...
0
 (1, 0, 0, · · · , 0)g−1

1
1
0
...
0
 (1,−1, 0, · · · , 0)


(s−ρ)/2
.
By g−1 ∈ SL(n,R)matN , we find that for (x, y) = g · x
0, j = 0, 1,
Pj,s,λ(x, y) = Pj,s,λ(g · x
0) = Pj,s,λ(g).
It is easy to see that the definition of the Poisson kernels Pj,s,λ(x, y) does not dependent on the
choice of g, i.e., if (x, y) = g · x0 = g′ · x0, g, g′ ∈ SL(n,R)matN , then Pj,s,λ(g) = Pj,s,λ(g
′).
The Poisson kernels on X1 can be expressed in coordinates x0, y0, x1, y1,
· · · , xn−1, yn−1, xn. One has
Proposition 3.1. For any point (x, y) = (t(x0, x1, · · · , xn),
t(y0, y1, · · · , yn)) ∈ X1, the Poisson
kernels Pj,s,λ(x, y) (j = 0, 1) can be expressed as:
if (x0 − x1)(y0 + y1) > 0, then
P0,s,λ(x, y) = |(x0 − x1)(y0 + y1)|
(s−ρ−iλ)/2(x0 − x1)
iλ,
and if (x0 − x1)(y0 + y1) < 0, then
P0,s,λ(x, y) = |(x1 − x0)(y0 + y1)|
(s−ρ−iλ)/2(x1 − x0)
iλ;
P1,s,λ(x, y) = P0,s,λ(x, y)sgn ((x0 − x1)(y0 + y1)) .
Proof. If x0 − x1 > 0, y0 + y1 > 0, then (x, y) can be written as (x, y) = g · x
0 with
g−1 ∈ SL(n,R)mAN , g−1 = h1matn1. Here h1 ∈ SL(n,R), m =
 h0 h0
h′
 with h′ ∈
SL(n− 1,R) and h0 ∈ R∗, at =
 cosh t sinh tsinh t cosh t
In−1
 with t ∈ R,
n−11 =
 1 + a −a tpa 1− a tp
q −q In−1
 with a ∈ R and p, q ∈ Rn−1. Thus
tr
g

1
0
0
...
0
 (1, 0, 0, · · · , 0)g−1

1
1
0
...
0
 (1,−1, 0, · · · , 0)
 = e2t.
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On the other hand
tr
g

1
0
0
...
0
 (1, 0, 0, · · · , 0)g−1

1
1
0
...
0
 (1,−1, 0, · · · , 0)

=tr


x0
x1
...
xn
 (y0, y1, · · · , yn)

1
1
0
...
0
 (1,−1, 0, · · · , 0)
 = (x0 − x1)(y0 + y1).
It follows
(x0 − x1)(y0 + y1) = e
2t.
From g

1
0
0
...
0
 =

x0
x1
x2
...
xn
 we obtain

x0
x1
x2
...
xn
 = g

1
0
0
...
0
 =
 1 + a −a tpa 1− a tp
q −q In−1


h−10 cosh t
−h−10 sinh t
0
...
0
 ,

ah−10 e
t + h−10 cosh t = x0
ah−10 e
t − h−10 sinh t = x1,
and
h0 = e
t/(x0 − x1).
Finally
P0,s,λ(x, y) = |(x0 − x1)(y0 + y1)|
(s−ρ−iλ)/2(x0 − x1)
iλ.
The other cases can be proved similarly.
Now we calculate the eigenvalue of the Poisson kernels under the Laplace (Casimir) opera-
tors.
Proposition 3.2. 1Pj,s,λ(x, y) =
(
s2 − ρ2 − n−1n+1λ
2
)
Pj,s,λ(x, y) for j = 0, 1.
Proof. Let{
E11 −
1
n
n+1∑
u=2
Euu, E22 −
1
n− 1
n+1∑
v=3
Evv , Ejj − Ej+1,j+1(3 ≤ j ≤ n),
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E1k, Ek1(2 ≤ k ≤ n+ 1), E2l, El2(3 ≤ l ≤ n+ 1), Est(3 ≤ s 6= t ≤ n+ 1)
}
be a basis of g = sl(n+ 1,R). With this basis, the Casimir operator Ω is
2(n + 1)Ω =
n
n+ 1
(
E11 −
1
n
n+1∑
u=2
Euu
)2
+
n− 1
n
(
E22 −
1
n− 1
n+1∑
v=3
Evv
)2
+
∑
3≤s 6=t≤n+1
EstEts +
n+1∑
k=2
(E1kEk1 + Ek1E1k)
+
n+1∑
l=3
(E2lEl2 + El2E2l) + other terms,
where the ‘other terms’ are the combinations of Ejj − Ej+1,j+1(3 ≤ j ≤ n).
In terms of coordinates x0, y0, x1, y1, · · · , xn−1, yn−1, xn, we have
E22 −
1
n− 1
n+1∑
v=3
Evv =x1
∂
∂x1
− y1
∂
∂y1
−
1
n− 1
xn
∂
∂xn
−
1
n− 1
n−1∑
v=2
(
xv
∂
∂xv
− yv
∂
∂yv
)
;
E2l =xl−1
∂
∂x1
− y1
∂
∂xl−1
, 3 ≤ l ≤ n;
E2,n+1 =xn
∂
∂x1
;
El2 =x1
∂
∂xl−1
− yl−1
∂
∂y1
, 3 ≤ l ≤ n;
En+1,2 =xn
∂
∂x1
−
1− x0y0 − · · · − xn−1yn−1
xn
∂
∂y1
.
Since the Poisson kernels depend on x0, y0, x1, y1 only,
2(n + 1)2
n
ΩPj,s,λ(g) =
{(
E11 −
1
n
n+1∑
u=2
Euu
)2
+
n2 − 1
n2
(
E22 −
1
n− 1
n+1∑
v=3
Evv
)2
+
n+ 1
n
n+1∑
k=2
(E1kEk1 + Ek1E1k)
+
n+ 1
n
n+1∑
l=3
(E2lEl2 + El2E2l)
}
Pj,s,λ(g).
With the expression of E11 −
1
n
∑n+1
u=2 Euu, E22 −
1
n−1
∑n+1
v=3 Evv , E1k, Ek1 (2 ≤ k ≤ n+ 1),
E2l, El2 (3 ≤ l ≤ n+1) and Pj,s,λ(g) in terms of coordinates x0, y0, x1, y1, · · · , xn−1, yn−1, xn, it
follows that
4(n + 1)ΩPj,s,λ(g) =
(
s2 − ρ2 −
n− 1
n+ 1
λ2
)
Pj,s,λ(g),
or
1Pj,s,λ(x, y) =
(
s2 − ρ2 −
n− 1
n+ 1
λ2
)
Pj,s,λ(x, y).
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4 Determination of the χλ-Spherical Distributions
In this section similar to [10], the dimension of the space D′(X1, χλ, µ) of the χλ-spherical
distributions is determined. We take the open sets X01 = {(x, y) ∈ X1 : Q1(x, y) < 1} and X
1
1 =
{(x, y) ∈ X1 : Q1(x, y) > 0} as in section 2.2. Since X
0
1 ∪X
1
1 = X1, the map T 7→ (T |X0
1
, T |X1
1
)
defines a linear bijection from D′(X1, χλ, µ) onto the set of pairs (T0, T1) ∈ D
′(X01 , χλ, µ) ×
D′(X11 , χλ, µ) satisfying the matching condition:
T0|X0
1
∩X1
1
= T1|X0
1
∩X1
1
.
Analogous to [2,6,10], the idea is still to determine such pairs satisfying the matching condition.
We determine D′(Xj1 , χλ, µ) separately for j = 0, 1.
We first deal with D′(X11 , χλ, µ). On X
1
1 the function ξ1 does not vanish. Thus the multi-
plication by ξiλ1 induces a bijection
ξiλ1 : D
′(X11 )
H → D′(X11 , χλ).
Here D′(X11 )
H is the space of H-invariant distributions on X11 . According to Theorem A.2 in [6]
or Lemmas 4.3 and 5.1 in [17], one has the averaging map M1 defined in Section 2:
M1f(t) =
∫
X1
f(x, y)δ(Q1(x, y)− t)d(x, y).
For any (x, y) = g · x0, if g−1 ∈ SL(n,R)MAN , let h =
1
x0 − x1
√
(x0 − x1)(y0 + y1) and
if g−1 ∈ SL(n,R)wMAN , let h =
1
x1 − x0
√
(x1 − x0)(y0 + y1). Let X
′
1 = {(x, y) ∈ X1 :
(x0 − x1)(y0 + y1) 6= 0}. Define a map ι from X
′
1 into X ×R∗ by ι : (x, y) 7→ (x
ty, h). With this
map M1f(t) can be rewritten as
M1f(t) =
∫
R∗
∫
X
f(z, h)δ(Q(z) − t)dzh−1dh,
where Q is the function defined on page 189 of [10], dz is the G-invariant measure on X = G/H.
M1 is surjective from D(X
1
1 ) onto Hη = Hη(]0,∞[). The space Hη consists of functions on
]0,∞[ of the following form:
ϕ(t) = ϕ0(t) + η(t)ϕ1(t), ϕ0(t), ϕ1(t) ∈ D(]0,∞[),
where η is the “singularity” function
η(t) =

Y (t− 1)(t− 1)n−1 if n is even,
(t− 1)n−1 log |t− 1| if n is odd
with Y the Heaviside function: Y (t) = 1 if t ≥ 0, Y (t) = 0 if t < 0.
From Theorem 2.1, it follows
Proposition 4.1. The map M′1,iλ = ξ
iλ
1 ◦ M
′
1 is a bijection from the kernel of Lλ − µI in
H′η(]0,∞[) onto D
′(X11 , χλ, µ).
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Now we treat D′(X01 , χλ, µ). Consider χλ-spherical distributions on a neighborhood of the
subset S1 = {(x, y) ∈ X1 : x0 = y0 = 0} of X1. These χλ-spherical distributions are determined
by their restriction to a small neighborhood O of x1 ∈ S1 with
x1 = (t(0, 1, 0, · · · , 0), t(0, 1, 0, · · · , 0)).
On the neighborhood O we still take coordinates x0, y0, x1, y1, · · · , xn−1, yn−1, xn. The G-
invariant measure d(x, y) on X1 can be expressed as
d(x, y) = ∆(x0, y0, · · · , xn−1, yn−1, xn)dx0 · · · dxn−1dxndy0 · · · dyn−1,
where ∆(x0, y0, · · · , xn−1, yn−1, xn) is a C
∞-function and dxi, dyj are the usual Lebesgue mea-
sures. By taking O smaller if necessary, we may assume that O consists of the points with
coordinates xi, yj (0 ≤ i ≤ n, 0 ≤ j ≤ n − 1) with |x0| < ε, |y0| < ε, |x1 − 1| < ε, |y1 − 1| < ε,
|xi| < ε (2 ≤ i ≤ n), |yj| < ε (2 ≤ j ≤ n− 1) for some ε > 0.
Let {
E11 −
1
n
n+1∑
u=2
Euu, Ekl(2 ≤ k 6= l ≤ n+ 1), Ejj − Ej+1,j+1(2 ≤ j ≤ n)
}
be a basis of h. In terms of coordinates x0, y0, x1, y1, · · · , xn−1, yn−1, xn, the vector fields E11 −
1
n
∑n+1
u=2 Euu, Ekl(2 ≤ k 6= l ≤ n+ 1), Ejj − Ej+1,j+1(2 ≤ j ≤ n) are
E11 −
1
n
n+1∑
u=2
Euu =x0
∂
∂x0
− y0
∂
∂y0
+
1
n
(
−
n∑
u=1
xu
∂
∂xu
+
n−1∑
u=1
yu
∂
∂yu
)
;
Ejj − Ej+1,j+1 =xj−1
∂
∂xj−1
− xj
∂
∂xj
− yj−1
∂
∂yj−1
+ yj
∂
∂yj
;
Enn −En+1,n+1 =xn−1
∂
∂xn−1
− xn
∂
∂xn
− yn−1
∂
∂yn−1
;
Ekl =xl−1
∂
∂xk−1
− yk−1
∂
∂yl−1
;
En+1,l =xl−1
∂
∂xn
−
1− x0y0 − x1y1 − · · · − xn−1yn−1
xn
∂
∂yl
;
Ek,n+1 =xn
∂
∂xk−1
.
χλ-spherical distributions T satisfy
U(h)T = χλ(h)
−1T, h ∈ H.
For any E ∈ h, we have
ET (x) = lim
t→0
T (exp tE · x)− T (x)
t
= lim
t→0
χλ(exp tE)− 1
t
T (x).
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Then
(Ejj − Ej+1,j+1)T = EklT = 0
and (
E11 −
1
n
n+1∑
u=2
Euu
)
T = iλT.
From these, we see that
∂
∂x1
T = · · · =
∂
∂xn
T =
∂
∂y1
T = · · · =
∂
∂yn−1
T = 0
and (
x0
∂
∂x0
− y0
∂
∂y0
− iλ
)
T = 0.
Define for f ∈ D(O) the function M1,1f on {(x0, y0) : |x0| < ε, |y0| < ε} by
M1,1f(x0, y0) =
∫ 1+ε
1−ε
∫ 1+ε
1−ε
dx0dy0
∫ ε
x1,y1,··· ,xn−1,yn−1,xn=−ε
f(x0, y0, · · · , xn)
×∆(x0, y0, · · · , xn−1, yn−1, xn)dx1 . . . dxn−1dxndy1 · · · dyn−1,
then we can deduce
Lemma 4.2. If T is a χλ-spherical distribution on X1, then there exists a unique distribution
Ψ on (−ε, ε) × (−ε, ε) such that for every f ∈ D(O),
Tf = Ψ(M1,1f)
and Ψ satisfies that for all s 6= 0,
s−iλΨ(sx0, s
−1y0) = Ψ(x0, y0).
Proof. Only the last formula needs to be proved. In fact
d
ds
s−iλΨ(sx0, s
−1y0) =− iλs
−iλ−1Ψ(sx0, s
−1y0)
+s−iλ
{
x0
∂
∂x0
Ψ(sx0, s
−1y0)− s
−2y0
∂
∂y0
Ψ(sx0, s
−1y0)
}
=s−iλ−1
{
sx0
∂
∂x0
− s−1y0
∂
∂y0
− iλ
}
Ψ(sx0, s
−1y0)
=0.
Therefore
s−iλΨ(sx0, s
−1y0) = Ψ(x0, y0).
Define Q1,1 : X1 → R
2 by Q1,1(x, y) = (x0, y0).
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Lemma 4.3. If f ∈ C2 ((−ε, ε) × (−ε, ε)), then
1(f ◦Q1,1) = (Λf) ◦Q1,1
where
Λ = x20
∂2
∂x20
+ y20
∂2
∂y20
+ 2
(
x0y0
n
−
n+ 1
n
)
∂2
∂x0∂y0
+ (n+ 2)
(
x0
∂
∂x0
+ y0
∂
∂y0
)
.
Proof. See the proof of Theorem 2.1.
Define Q1,2 : R
2 → R by Q1,2(x0, y0) = x0y0. We get
Lemma 4.4. If f ∈ C2(R), then
Λ(f ◦Q1,2 · ξ
iλ
1 ) = ξ
iλ
1 (Lλf) ◦Q1,2.
For f ∈ D ((−ε, ε) × (−ε, ε)), the function M1,2f is defined by∫ ε
−ε
F (Q1,2(x0, y0))f(x0, y0)dx0dy0 =
∫ ∞
−∞
F (t)M1,2f(t)dt
for all F ∈ D(−∞,∞). Let H = M1,2(D ((−ε, ε) × (−ε, ε))) and let H
′ be the dual of H. Set
Ψ1 = Ψ/ξ
iλ. Similar to page 199, line −7 ∼page 200, line +7 of [10], we have
Ψ1 =M
′
1,2S +
N∑
k=0
ak
(
δ(k)y0 ⊗ Pfx
−(k+1)
0 − δ
(k)
x0 ⊗ Pfy
−(k+1)
0
)
,
where M′1,2 is the dual of M1,2 and S ∈ H
′. Thus
Ψ = ξiλ1
{
M′1,2S +
N∑
k=0
ak
(
δ(k)y0 ⊗ Pfx
−(k+1)
0 − δ
(k)
x0 ⊗ Pfy
−(k+1)
0
)}
.
Remark. M1 =M1,2 ◦M1,1, Q1 = Q1,2 ◦Q1,1.
Lemma 4.5. Let M′1,1 be the dual of M1,1, then
1 ◦M
′
1,1 =M
′
1,1 ◦ Λ.
Proof. For any f ∈ D(O), F ∈ D′(R2),∫
X1
1(F ◦Q1,1)(x, y)f(x, y)d(x, y)
=
∫
X1
(ΛF )(Q1,1(x, y))f(x, y)d(x, y)
=
∫
R
∫
R
(ΛF )(x0, y0)dx0dy0
×
∫
x1,y1,··· ,xn
f(x0, y0, x1, y1, · · · , xn−1, yn−1, xn)
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×∆(x0, y0, · · · , xn−1, yn−1, xn)dx1 . . . dxn−1dxndy1 · · · dyn−1
=
∫
R
∫
R
(ΛF )(x0, y0)(M1,1f)(x0, y0)dx0dy0
=
∫
X1
(M′1,1 ◦ ΛF )(x, y)f(x, y)d(x, y).
On the other hand∫
X1
1(F ◦Q1,1)(x, y)f(x, y)d(x, y)
=
∫
X1
(F ◦Q1,1)(x, y)1f(x, y)d(x, y)
=
∫
R
∫
R
F (x0, y0)(M1,1(1f))(x0, y0)dx0dy0
=
∫
X1
(M′1,1F )(x, y)(1f)(x, y)d(x, y).
Hence
1 ◦M
′
1,1 =M
′
1,1 ◦ Λ.
Similarly we obtain
Lemma 4.6. Λ ◦ (ξiλ1 M
′
1,2) = ξ
iλ
1 ·M
′
1,2 ◦ Lλ.
For a χλ-spherical distribution T ∈ D
′(X01 , χλ, µ), 1T = µT . By Lemma 4.2, we have
T =M′1,1Ψ, where
Ψ = ξiλ1
{
M′1,2S +
N∑
k=0
ak
(
δ(k)y0 ⊗ Pfx
−(k+1)
0 − δ
(k)
x0 ⊗ Pfy
−(k+1)
0
)}
.
By Lemma 4.5, we obtain
1T = 1 ◦M
′
1,1Ψ =M
′
1,1 ◦ ΛΨ.
On the other hand µT = µM′1,1Ψ =M
′
1,1µΨ. Hence ΛΨ = µΨ and
(Λ− µ)
{
ξiλ1
{
M′1,2S +
N∑
k=0
ak
(
δ(k)y0 ⊗ Pfx
−(k+1)
0 − δ
(k)
x0 ⊗ Pfy
−(k+1)
0
)}}
= 0.
By Lemma 4.6, Λ(ξiλ1 M
′
1,2S) = ξ
iλ
1 M
′
1,2LλS. Therefore
ξiλ1 M
′
1,2(Lλ − µ)S = (Λ− µ)(ξ
iλ
1 M
′
1,2S)
=− (Λ− µ)
{
ξiλ1
N∑
k=0
ak
(
δ(k)y0 ⊗ Pfx
−(k+1)
0 − δ
(k)
x0 ⊗ Pfy
−(k+1)
0
)}
,
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or
M′1,2(Lλ − µ)S
=− ξ−iλ1 (Λ− µ)
{
ξiλ1
N∑
k=0
ak
(
δ(k)y0 ⊗ Pfx
−(k+1)
0 − δ
(k)
x0 ⊗ Pfy
−(k+1)
0
)}
. (∗)
Lemma 4.7. In formula (∗), ak = 0 for all k. Then Ψ = ξ
iλ
1 M
′
1,2S.
Proof. The proof is similar to page 200, line −10 ∼page 201, line +2 in [10].
Since ξiλ1 M
′
1,1 =M
′
1,1 ◦ ξ
iλ
1 , we obtain that
T =M′1,1Ψ = ξ
iλ
1 M
′
1,1M
′
1,2S = ξ
iλ
1 M
′
1S,
where S satisfies M′1,2(Lλ − µ)S = 0, i.e., LλS = µS. Thus we can conclude
Proposition 4.8. The χλ-spherical distribution space of D
′(X01 , χλ, µ) reduces to the distribu-
tion solution of the following equation on (−∞, 1):
LλT = µT.
Combining Propositions 4.1 and 4.7, we obtain
Theorem 4.9. dim D′(X1, χλ, µ) = 2 for all µ ∈ C.
Proof. The proof is analogous to the proof of Proposition 7.9 in [10].
We will determine the basis of D′(X1, χλ, µ) in terms of hypergeometric functions in the
next section.
5 Plancherel Formula with n Odd
In section 4 we have seen that every χλ-spherical distribution T is of the form T (f) = S(M1(ξ
iλf))
(f ∈ D(X1)), where S is a linear form onM1D(X1) with the property: there is a function, which
by abuse of notation we shall also call S, on (−∞,+∞) \ {0, 1} such that if φ ∈ M1D(X1) and
0, 1 /∈ Suppφ, then
S(φ) =
∫ +∞
−∞
S(t)φ(t)dt.
On (0,+∞) \{1}, S is a linear combination of certain functions Φ and W , and on (−∞, 1) \{0}
of certain functions Φ˜ and W˜ . Φ is analytic on (0,+∞) and Φ˜ is analytic on (−∞, 1). W and
W˜ can be expressed with the aid of Φ and Φ˜.
The equation
LλT =
(
s2 − ρ2 −
n− 1
n+ 1
λ2
)
T
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with
Lλ = 4t(t− 1)
d2
dt2
+ [4((n + 1)t− 1) + 4iλ(t− 1)]
d
dt
+
2n
n+ 1
iλ(iλ+ n+ 1)
is a hypergeometric differential equation. From the theory of special functions (c.f., e.g., [18])
we obtain (writing ρ = n)
Φ(t) = 2F 1
(
ρ+ iλ+ s
2
,
ρ+ iλ− s
2
; ρ; 1 − t
)
,
Φ˜(t) = 2F 1
(
ρ+ iλ+ s
2
,
ρ+ iλ− s
2
; 1 + iλ; t
)
.
Then we have
lim
t↑1
(1− t)ρ−1
Γ
(
ρ+iλ+s
2
)
Γ
(
ρ+iλ−s
2
)
Γ (1 + iλ) Γ(ρ− 1)
Φ˜(t) = 1.
For 0 < t < 1, we can take W and W˜ such that
W (t) =(−1)ρ−1
Γ
(
ρ+iλ+s
2
)
Γ
(
ρ+iλ−s
2
)
Γ(1 + iλ)Γ(ρ − 1)
×2F 1
(
ρ+ iλ+ s
2
,
ρ+ iλ− s
2
; 1 + iλ; t
)
,
W˜ (t) =c(ρ, s, λ)2F 1
(
ρ+ iλ+ s
2
,
ρ+ iλ− s
2
; ρ; 1− t
)
,
where c(ρ, s, λ) is a function of ρ, s and λ. However for our purpose we do not need to know
the explicit form of c(ρ, s, λ).
Now we define functions S0,s(t), S1,s(t) and S2,s(t) on (−∞,+∞) \ {0, 1} as follows:
S0,s(t) =

2F 1
(
ρ+ iλ+ s
2
,
ρ+ iλ− s
2
; ρ; 1 − t
)
, t > 0,
1
2
[
2F 1
(
ρ+ iλ+ s
2
,
ρ+ iλ− s
2
; ρ; 1− t− i0
)
+2F 1
(
ρ+ iλ+ s
2
,
ρ+ iλ− s
2
; ρ; 1− t+ i0
)]
, t < 1;
S1,s(t) =

2F 1
(
ρ+ iλ+ s
2
,
ρ+ iλ− s
2
; 1 + iλ; t
)
, t < 1,
1
2
[
2F 1
(
ρ+ iλ+ s
2
,
ρ+ iλ− s
2
; 1 + iλ; t− i0
)
+2F 1
(
ρ+ iλ+ s
2
,
ρ+ iλ− s
2
; ρ; t+ i0
)]
, t > 0;
S2,s(t) =

piα(s, λ)S0,s(t), t < 1,
0, t > 1
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with α(s, λ) = −
Γ
(
ρ+s+iλ
2
)
Γ
(
ρ−s+iλ
2
)
Γ(ρ− 1)Γ(ρ)Γ
(
−ρ+s+iλ+2
2
)
Γ
(
−ρ−s+iλ+2
2
) .
From Theorem 4.9 of Section 4 or Proposition 7.9 in [10], we see that if n is even then S0
and S2 correspond a basis of D
′
(
X1, χλ, s
2 − ρ2 −
n− 1
n+ 1
λ2
)
, S0 and S1 if n is odd. We will
write f ∼ g(t → ±∞) if f(t) = g(t)[1 + o(1/|t|)] for t → ±∞. The following lemma gives the
asymptotic behavior as t→ ±∞ of these functions.
Lemma 5.1. If ℜs > 0, then
Si,s(t) ∼ di,+,λ t
(s−ρ−iλ)/2 (t→ +∞), and Si,s(t) ∼ di,−,λ (−t)
(s−ρ−iλ)/2 (t→ −∞),
where the constants di,±,λ are given by:
d0,+,λ =
Γ(ρ)Γ(s)
Γ
(
ρ+iλ+s
2
)
Γ
(
ρ−iλ+s
2
) ,
d1,−,λ =
Γ(1 + iλ)Γ(s)
Γ
(
ρ+iλ+s
2
)
Γ
(
s−ρ+iλ+2
2
) ,
d1,+,λ =
Γ(1 + iλ)Γ(s)
Γ
(
ρ+iλ+s
2
)
Γ
(
s−ρ+iλ+2
2
) cos pi(s− ρ− iλ
2
)
,
d0,−,λ =
Γ(ρ)Γ(s)
Γ
(
ρ+iλ+s
2
)
Γ
(
ρ−iλ+s
2
) cospi(s− ρ− iλ
2
)
,
d2,+,λ =0,
d2,−,λ =−
piΓ
(
ρ−s+iλ
2
)
Γ(s) cos pi
(
s−ρ−iλ
2
)
Γ(ρ− 1)Γ
(
ρ−iλ+s
2
)
Γ
(
s−ρ+iλ+2
2
)
Γ
(
−s−ρ+iλ+2
2
) .
Proof. See the proof of Lemma 8.1 in [10].
Our χλ-spherical distributions are H1-invariant distributions on X1 with the property:
T (g · (t(h0, 0, · · · , 0),
t(h−10 , 0, · · · , 0))) = h
iλ
0 T (g · x
0), ∀g ∈ G,h0 ∈ R∗.
Moreover, they are eigendistributions of the Laplacian 1 on X1. We consider the Hilbert space
L2λ(X1) which consists of functions from L
2(X1) with an extra property:
f(g · (t(h0, 0, · · · , 0),
t(h−10 , 0, · · · , 0))) = h
−iλ
0 f(g · x
0) ∀g ∈ G,h0 ∈ R∗.
For φ,ψ ∈ L2λ(X1), we denote
〈φ,ψ〉 =
∫
X1
φ(x)ψ(x)dx, 〈φ|ψ〉 =
∫
X1
φ(x)ψ(x)dx.
With the domain D(X1) the operator 1 is an essentially self-adjoint operator. Let ˜1 be
the self-adjoint extension of 1 and denote by E(dµ) the spectral measure of ˜1. In this section
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the Plancherel formula on the line bundles over G/H is obtained by determining the spectral
resolution of ˜1 on X1. Our method is similar to [2,5,6]. We shall only calculate for n odd; for
n even the calculations are the same. Therefore from now on n is odd unless otherwise explicitly
stated.
The functions S0,s and S1,s defined above correspond to a basis ofD
′
(
X1, χλ, s
2−ρ2−n−1n+1λ
2
)
provided s 6= ±(ρ+ 2r + iλ), r ∈ N. If s = sr,λ = ρ+ 2r + iλ, then
S1,sr,λ(t) = (−1)
rΓ(1 + iλ)Γ(ρ+ r)
Γ(1 + r + iλ)Γ(ρ)
S0,sr,λ(t).
For these sr,λ, define
Ur,λ =
d
ds
[
(−1)r−1
Γ(1 + iλ)Γ(s+ρ−iλ2 )
Γ(s−ρ+iλ+22 )Γ(ρ)
S0,s + S1,s
]
s=sr,λ
=
d
ds
[
(−1)r−1
d1,−,λ
d0,+,λ
S0,s + S1,s
]
s=sr,λ
.
Then S1,sr,λ and Ur,λ correspond to a basis of D
′
(
X1, χλ, s
2
r,λ − ρ
2 − n−1n+1λ
2
)
.
For every h ∈ D(R) and φ, ψ ∈ D(X1), one has∫ +∞
−∞
h(µ)〈E(dµ)φ|ψ〉 = −
1
2pii
lim
ǫ→0
∫ +∞
−∞
h(µ)〈(Rµ+iǫ −Rµ−iǫ)φ|ψ〉dµ
where Rµ is the resolvent of (µI − ˜1)
−1, ℑµ 6= 0. It is also known that Rµ exists at least for
µ /∈ R and has the following properties:
(1) Let || · ||2 be a usual L
2-norm. If φ,ψ ∈ L2λ(X1) and ℑµ 6= 0, then∣∣∣〈Rµφ|ψ〉∣∣∣ ≤ 1
|ℑµ|
· ||φ||2 · ||ψ||2.
(2) If φ,ψ ∈ D(X1), then
〈Rµ1φ|ψ〉 = 〈Rµφ|1ψ〉 = µ〈φ|ψ〉.
Since Rµ commutes with G-action on L
2
λ(X1) (because 1 does), by continuity of the
injection D(X1) ∩ L
2
λ(X1) → L
2
λ(X1) and Schwartz kernel theorem, there is an H1-invariant
distribution Vµ,λ on X1 with an extra property
Vµ,λ(g · (
t(h0, 0, · · · , 0),
t(h−10 , 0, · · · , 0))) = h
iλ
0 Vµ,λ(g · x
0), ∀g ∈ G,h0 ∈ R∗
such that
〈Rµφ|ψ〉 = 〈Vµ,λ, f〉,
where f = ψ˜0 ∗ φ with φ ∈ L
2
λ(X1) ∩ D(X1), ψ0 ∈ D(G) such that ψ(x) = ψ(g · x
0) =∫
X1
ψ0(gh)dh and
∫
G ψ0(g)dg =
∫
X1
ψ(x)dx. Here we use the notation ψ˜0(g
−1) = ψ0(g) and
(ψ˜ ∗ φ)(x) =
∫
G ψ˜0(g
−1)φ(g · x)dg. Similar to [2], the following proposition holds.
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Proposition 5.2. With the above notations one has
a) 〈(µI −1)Vµ,λ, f〉 = δx0(f).
b)
∣∣∣〈Vµ,λ, f〉∣∣∣ ≤ 1
|ℑµ|
· ||φ||2 · ||ψ||2,
where f = ψ˜0 ∗ φ ∈ L
2
λ(X1). Here δx =
∫
R∗
f(xh)hiλ0 dh0.
The following proposition is crucial, and is also valid for n even.
Proposition 5.3. There is an unique element Kµ,λ ∈ H
′
η such that
M′1,iλKµ,λ = Vµ,λ.
Proof. See Lemma 5.3 in [5].
Choose Kµ,λ in Proposition 5.3 such that M
′
1,iλKµ,λ = Vµ,λ for ℑµ 6= 0. Then Kµ,λ is a
solution of the equation
µKµ,λ − LλKµ,λ =
1
c
B0
with c = (−1)(ρ+1)/2piρ−14/Γ(ρ). For c see p.434 in [6]. Here B0 ∈ H
′
η is defined by B0(ϕ0 +
log |t|ϕ1 + ηϕ2) = ϕ2(1) with ϕj ∈ D(R). Now we determine Kµ,λ in terms of S0,s, S1,s and S2,s
explicitly.
Proposition 5.4.
Kµ,λ = a(s, λ)S0,s + b(s, λ)S1,s −
α(s, λ)
c(ρ− 1)
Y (t− 1)S0,s −
1
c(ρ− 1)
E,
with µ = s2−ρ2−n−1n+1λ
2, Y the Heaviside function, E ∈ H′η defined by E(φ) =
∑n−2
k=0
bn−2−k
k! φ
(k)
0 (1),
if φ = φ0 + ηφ1 (φ0, φ1 ∈ D(0,+∞), see Section 7 of [10]).
Here
a(s, λ) =−
[
Γ
(
ρ+ s+ iλ
2
)
Γ
(
ρ− s+ iλ
2
)
cos2
pi
2
(s− ρ− iλ)
]
×
[
cΓ
(
−ρ+ s+ iλ+ 2
2
)
Γ
(
−ρ− s+ iλ+ 2
2
)
Γ(ρ)2 sin2
pi
2
(s− ρ− iλ)
]−1
,
b(s, λ) =
Γ
(
ρ+s+iλ
2
)
Γ
(
ρ−s+iλ
2
)
cos π2 (s − ρ− iλ)
cΓ(ρ)Γ(1 + iλ)Γ
(
ρ+s−iλ
2
)
Γ
(
−ρ−s+iλ+2
2
)
sin2 π2 (s− ρ− iλ)
,
and c = (−1)(ρ+1)/2piρ−14/Γ(ρ).
Proof. From Proposition A.5 in [6] and Section 2.5 of Chapter 2 in [11], it is known that
Kµ,λ can be written as
Kµ,λ = a(s, λ)S0,s + b(s, λ)S1,s −
α(s, λ)
c(ρ− 1)
Y (t− 1)S0,s −
1
c(ρ− 1)
E.
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The point is to determine a(s, λ) and b(s, λ). Select ψ0 ∈ D(G) and φ ∈ D(X1), let f = ψ˜0∗φ and
ft = ψ˜0 ∗ φt, where φt((x, y)) = φ(at · (x, y)), at ∈ A. From Proposition 5.2 and ||φt||2 = ||φ||2,
we have for ℜs > ρ
lim
t→+∞
2s−ρe(−s+ρ)t(M′1,iλKν,λ)ft = 0.
On the other hand if
Suppf ⊆ {(x, y) ∈ X1 : (x0 − x1)(y0 + y1) > 0}
and
S2,s(t) ∼ d2,±,λ(±t)
(s−ρ−iλ)/2(t→ +∞),
then
lim
t→+∞
2s−ρe(−s+ρ)t(M′1,iλS2,s)ft
= lim
t→+∞
2s−ρe(−s+ρ)t
∫
X1
S2,s(Q1(x, y))ξ
iλ
1 (x, y)ft(x, y)d(x, y)
= lim
t→+∞
2s−ρe(−s+ρ)t
∫
X1
S2,s(Q1(a−t · (x, y)))ξ
iλ
1 (a−t · (x, y))f(x, y)d(x, y).
If (x, y) = (t(x0, x1, · · · , xn),
t(y0, y1, · · · , yn)), then
a−t · (x, y) =


x0 cosh t− x1 sinh t
−x0 sinh t+ x1 cosh t
x3
...
xn
 ,

y0 cosh t+ y1 sinh t
y0 sinh t+ y1 cosh t
y3
...
yn

 ,
ξ1(a−t · (x, y)) =x0 cosh t− x1 sinh t,
Q1(a−t · (x, y)) =(x0 cosh t− x1 sinh t)(y0 cosh t+ y1 sinh t).
Therefore
S2,s(Q1(a−t · (x, y)))ξ
iλ
1 (a−t · (x, y))
∼ d2,+,λ2
−s+ρe(s−ρ)t(x0 − x1)
(s−ρ+iλ)/2(y0 + y1)
(s−ρ−iλ)/2.
An application of the dominated convergence theorem shows
lim
t→+∞
2s−ρe(−s+ρ)t(M′1,iλS2,s)ft = d2,+,λ
∫
X1
P0,s,λ(x, y)f(x, y)d(x, y).
Similarly we have
lim
t→+∞
2s−ρe(−s+ρ)t(M′1,iλS0,s)ft = d0,+,λ
∫
X1
P0,s,λ(x, y)f(x, y)d(x, y),
lim
t→+∞
2s−ρe(−s+ρ)t(M′1,iλS1,s)ft = d1,+,λ
∫
X1
P0,s,λ(x, y)f(x, y)d(x, y).
From d2,+,λ = 0 we get
a(s, λ)d0,+,λ + b(s, λ)d1,+,λ = 0.
21
If Suppf ⊆ {(x, y) ∈ X1 : (x0 − x1)(y0 + y1) < 0}, then
lim
t→+∞
2s−ρe(−s+ρ)t(M′1,iλS2,s)ft = d2,−,λ
∫
X1
P1,s,λ(x, y)f(x, y)d(x, y),
lim
t→+∞
2s−ρe(−s+ρ)t(M′1,iλS0,s)ft = −d0,−,λ
∫
X1
P1,s,λ(x, y)f(x, y)d(x, y),
lim
t→+∞
2s−ρe(−s+ρ)t(M′1,iλS1,s)ft = −d1,−,λ
∫
X1
P1,s,λ(x, y)f(x, y)d(x, y).
Thus
a(s, λ)d0,−,λ + b(s, λ)d1,−,λ = −
1
c(ρ− 1)pi
d2,−,λ.
From the equation 
d0,+,λa(s, λ) + d1,+,λb(s, λ) = 0
d0,−,λa(s, λ) + d1,−,λb(s, λ) = −
1
c(ρ− 1)pi
d2,−,λ,
we obtain the explicit form of a(s, λ) and b(s, λ).
Now we come to the Plancherel formula, the main theorem of this section.
Theorem 5.5. Let f = ψ˜0 ∗ φ, where φ, ψ ∈ L
2
λ(X1) ∩ D(X1). Then
δx0(f) = 〈φ|ψ〉 = 〈φ|ψ〉c.p. + 〈φ|ψ〉d.p.,
where
〈φ|ψ〉c.p. =
∫ +∞
0
iνΓ
(
ρ+iν+iλ
2
)
Γ
(
ρ−iν+iλ
2
)
2picΓ(ρ)2Γ
(
−ρ+iν+iλ+2
2
)
Γ
(
−ρ−iν+iλ+2
2
)
×
[
tanh2
pi
2
(ν − λ) + tanh2
pi
2
(ν − λ)
]
〈M′1,iλS0,iν , f〉dν
+
∫ +∞
0
iνΓ
(
ρ+iν+iλ
2
)
Γ
(
ρ−iν+iλ
2
)
2pi2cΓ(ρ)Γ(1 + iλ)
×
[
tan
pi
2
(iν + iλ) + tan
pi
2
(iν − iλ)
]
〈M′1,iλS1,iν , f〉dν
and
〈φ|ψ〉d.p. =
∑
−
ρ
2
≤r<0
(−1)r2Γ(ρ+ r)Γ(−r)Γ(ρ+ r + iλ)
cpi2Γ(ρ)2Γ(1 + r + iλ)
sr,λ〈M
′
1,iλS0,s, f〉
+
∑
−
ρ
2
≤r<0
(−1)ρ2Γ(−r)Γ(ρ+ r + iλ)
cpi2Γ(ρ)Γ(1 + iλ)
sr,λ〈M
′
1,iλS1,s, f〉
+
∑
r≥0
(−1)ρ+r+14Γ(ρ+ r + iλ)
cpi2Γ(ρ)Γ(1 + iλ)Γ(1 + r)
sr,λ〈M
′
1,iλUr,λ, f〉,
with c = (−1)(ρ+1)/2piρ−14/Γ(ρ).
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Proof. With Kµ,λ in Proposition 5.4, we have∫ +∞
−∞
h(µ)〈E(dµ)φ|ψ〉 = −
1
2pii
lim
ǫ→0
∫ +∞
−∞
h(µ)〈xiλ0 · [Kµ+iǫ,λ −Kµ−iǫ,λ], f〉dµ.
Consider the limit
−
1
2pii
lim
ǫ→0
〈xiλ0 · M
′
1[Kµ+iǫ,λ −Kµ−iǫ,λ], f〉dµ
in the sense of vague convergence.
Passing from µ to s by µ = s2− ρ2− n−1n+1λ
2, we change the notation Kµ,λ = K˜s,λ. Split the
s-contour into two parts, we have
〈φ|ψ〉 =
∫ +∞
0
〈xiλ0 ·M
′
1K1, f〉
∣∣
s=iν
dν +
∑
〈xiλ0 · M
′
1Res[K2], f〉,
where
K1 =
1
2pi
s(K˜s,iλ − K˜s¯,iλ),
K2 =sK˜s,iλ
and the sum is taken over all points sr,λ = ρ + iλ+ 2r, ρ + 2r ≥ 0 at which the function K˜s,iλ
has a pole. Since with s = iν, ν ∈ R,
s¯ = −s, S0,iν = S0,−iν , Ss,iν = Ss,−iν, α(iν, λ) = α(−iν, λ),
one has
K˜s,iλ − K˜s¯,iλ = [a(s, λ)− a(−s, λ)]S0,s + [b(s, λ)− b(−s, λ)]S1,s.
Calculation shows that
a(iν, λ) − a(−iν, λ) =
Γ
(
ρ+iν+iλ
2
)
Γ
(
ρ−iν+iλ
2
)
cΓ(ρ)2Γ
(
−ρ+iν+iλ+2
2
)
Γ
(
−ρ−iν+iλ+2
2
)
×
[
tanh2
pi
2
(ν − λ) + tanh2
pi
2
(ν − λ)
]
b(iν, λ) − b(−iν, λ) =
Γ
(
ρ+iν+iλ
2
)
Γ
(
ρ−iν+iλ
2
)
cpiΓ(ρ)Γ(1 + iλ)
×
[
tan
pi
2
(iν + iλ) + tan
pi
2
(iν − iλ)
]
.
Let 〈φ|ψ〉c.p. be the continuous part of 〈φ|ψ〉. Then we obtain the formula of this part.
Now we consider the discrete part 〈φ|ψ〉d.p.. This part consists of point-measures located
at sr,λ = ρ+ iλ+ 2r with ρ+ 2r ≥ 0 (r ∈ Z). Let us find the poles of K˜s,iλ.
Res(K˜s,iλ; ρ+ 2r + iλ) =Res
(
a(s, λ)S0,s; ρ+ 2r + iλ
)
+Res
(
b(s, λ)S1,s; ρ+ 2r + iλ
)
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+Res
(
−
1
c(ρ− 1)
(α(s, λ)Y (t− 1)S0,s +E); ρ + 2r + iλ
)
.
The function K˜s,iλ has the following singularities inside the contour:
(i) sr,λ = ρ+ 2r + iλ, r ∈ Z, −
ρ
2
≤ r < 0, poles of order 1;
(ii) sr,λ = ρ+ 2r + iλ, r = 0, 1, 2, · · · , poles of order 2.
In case (i), explicit calculation shows
Res
(
−
1
c(ρ− 1)
(α(s, λ)Y (t− 1)S0,s + E); ρ+ 2r + iλ
)
= 0,
and
Res
(
a(s, λ)S0,s; ρ+ 2r + iλ
)
=
(−1)r2Γ(ρ+ r)Γ(−r)Γ(ρ+ r + iλ)
cpi2Γ(ρ)2Γ(1 + r + iλ)
,
Res
(
b(s, λ)S1,s; ρ+ 2r + iλ
)
=
(−1)ρ2Γ(−r)Γ(ρ+ r + iλ)
cpi2Γ(ρ)Γ(1 + iλ)
.
In case (ii), we still has
Res
(
−
1
c(ρ− 1)
(α(s, λ)Y (t− 1)S0,s + E); ρ+ 2r + iλ
)
= 0,
but
Res
(
a(s, λ)S0,s + b(s, λ)S1,s; ρ+ 2r + iλ
)
=
(−1)ρ+r+14Γ(ρ+ r + iλ)
cpi2Γ(ρ)Γ(1 + iλ)Γ(1 + r)
Ur,λ.
Thus we obtain the expression of 〈φ|ψ〉d.p..
Combining the above two parts completes the proof.
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