Type I interferons (IFNs), including various IFN-a isoforms and IFN-b, are a family of homologous, multifunctional cytokines. IFNs activate different cellular responses by binding to a common receptor that consists of two subunits, IFNAR1 and IFNAR2. In addition to stimulating antiviral responses, they also inhibit cell proliferation and modulate other immune responses. We characterized various IFNs, including a mutant IFN-a2 (IFN-1ant) that bound tightly to IFNAR2 but had markedly reduced binding to IFNAR1. Whereas IFN-1ant stimulated antiviral activity in a range of cell lines, it failed to elicit immunomodulatory and antiproliferative activities. The antiviral activities of the various IFNs tested depended on a set of IFN-sensitive genes (the "robust" genes) that were controlled by canonical IFN response elements and responded at low concentrations of IFNs. Conversely, these elements were not found in the promoters of genes required for the antiproliferative responses of IFNs (the "tunable" genes). The extent of expression of tunable genes was cell type-specific and correlated with the magnitude of the antiproliferative effects of the various IFNs. Although IFN-1ant induced the expression of robust genes similarly in five different cell lines, its antiviral activity was virus-and cell type-specific. Our findings suggest that IFN-1ant may be a therapeutic candidate for the treatment of specific viral infections without inducing the immunomodulatory and antiproliferative functions of wild-type IFN.
INTRODUCTION
Type I interferons (IFNs) are a family of cytokines that are characterized by their antiviral, antiproliferative, and immunomodulatory activities (1, 2) . Type I IFNs act on and can be produced by nearly every nucleated cell (3) . In humans, there are 16 type I IFNs, including many IFN-a isoforms and a single IFN-b, all of which act by binding to the same receptor complex, which consists of two subunits, IFNAR1 and IFNAR2 (4) . Upon formation of the ternary complex, the IFN signal is transduced through receptorassociated Janus kinases (JAKs), which activate members of the signal transducer and activator of transcription (STAT) family of proteins. Subsequently, STAT1 and STAT2 proteins translocate to the nucleus, where, together with the transcription factor IRF9 (interferon regulatory factor 9), they form the IFN-stimulated gene factor 3 (ISGF3) transcription complex, which induces the expression of IFN-stimulated genes (ISGs) (5) . In addition to members of the canonical JAK-STAT pathway, IFNs also signal through other, less well-defined factors (3) . We previously showed that even low amounts of weak-binding IFNs induce the transcription of some genes, whereas the activation of other genes requires a high concentration of high-affinity IFN and a high concentration of receptors on the cell surface (6) . We refer to this first group as "robust" genes, with many of them related to antiviral activities, whereas the second group of genes, whose products have immunomodulatory and antiproliferative functions, are termed "tunable" genes.
Type I IFNs share a similar spectrum of activities, but they vary substantially in their potency against different viruses, their antiproliferative activity, and their ability to activate cells of the immune system (7, 8) . Studies of these overlapping yet differential cellular responses have suggested that the dynamics of ligand interaction with the receptor subunits and the stability of the ternary complex play a key role in regulating cellular response patterns (9) (10) (11) (12) . We previously showed that increasing the binding affinity of IFN-a2 to either IFNAR1 or IFNAR2 enhances its antiproliferative activity (6, 11, 13) . Accordingly, an IFN-a2 variant that combines the His 57 →Tyr (H57Y), Glu 58 →Asn (E58N), and Gln 61 →Ser (Q61S) mutations (termed YNS) and has its C-terminal tail substituted with that of IFN-a8 (YNS-a8tail) was previously constructed. This mutant binds to IFNAR1 and IFNAR2 with 50-and 15-fold higher affinities, respectively, than those of wild-type IFN-a2. This results in a~200-fold increase in its antiproliferative activity compared to that of IFN-a2 (6) . On the other side of the spectrum, we identified an IFN-a2 mutant, R120E-a8tail (IFN-1ant), which has markedly reduced binding to IFNAR1, but enhanced binding to IFNAR2 (14) . This mutant does not confer any antiproliferative activity and antagonizes the activities of other type I IFNs. Decreasing binding affinity to one of the receptors is a known strategy to design antagonists because it prevents the formation of a functional signaling complex (15) .
Here, we showed that at high concentrations of IFN-1ant, a partial IFN signal was induced that activated the expression of only robust genes, whereas it suppressed the antiproliferative response stimulated by IFN-a and IFN-b proteins. We next characterized the robust and tunable patterns of IFN activities by focusing on the biological responses to IFN-1ant in a number of cell lines. Studying several cell lines and viruses showed that the antiviral activity of IFN-1ant was both virus-and cell type-specific, ranging from no antiviral response to full protection. Hence, IFN-1ant is an IFN-a mutant with differential antiviral activity. Examination of IFN-1ant-induced gene expression suggested gene-specific protection against viruses. Finally, analysis of gene induction profiles implied that different transcriptional programs mediate the robust versus tunable responses of type I IFNs.
RESULTS

IFN-1ant has increased binding to IFNAR2, whereas its binding to IFNAR1 is undetectable
The structure of the type I IFN ternary complex marking the locations of the mutations used in this study is shown in Fig. 1A (16) . Whereas the YNS triple mutation increases the binding of this variant to IFNAR1 compared to that of wild-type IFN-a2 (9, 11) , the R120E mutation abolishes it (14) . On the opposite side of the molecule, the unstructured C-terminal tail has a role in modulating its affinity for IFNAR2 (13) . IFN-1ant was generated by mutating both sides of IFN-a2, thereby altering its binding characteristics to both IFNAR1 and IFNAR2. With surface plasmon resonance (SPR) measurements, we compared the binding affinity of IFN-1ant to those of the wild-type IFN-a2 and the two superagonists: YNS and YNS-a8tail. Whereas both YNS and YNS-a8tail bound with higher affinity than did IFN-a2 to IFNAR1, IFN-1ant showed no detectable binding (Fig. 1B) . Both IFN-1ant and YNS-a8tail exhibited higher binding affinities for IFNAR2 (Fig. 1C) because of the C-terminal tail of IFN-a8 (13) .
IFN-1ant antagonizes the antiproliferative activity of other type I IFNs
The biological activity of IFNs is related to their binding affinity for the receptor. Here, we examined the biological activity of IFN-1ant on five cell lines: WISH, OVCAR3, T47D, A549, and Huh7.5 cells. These experiments revealed that OVCAR3 cells were highly sensitive to the antiproliferative effects of IFN-a2 or YNS; WISH, A549, and Huh7.5 cells exhibited intermediate sensitivity; whereas T47D cells were completely resistant to the antiproliferative activity of these IFNs ( Fig. 2A) . IFN-1ant did not induce an antiproliferative effect in any of the cell lines, even at a high concentration (1 mM) ( Fig. 2A) . Notably, this was true even for OVCAR3 cells, which were highly sensitive to the IFN-induced antiproliferative effect (Fig. 2, A and B, and Table 1) .
We previously showed that concentrations of type I IFN that have an antiproliferative effect also result in a continued decrease in the amount of IFNAR on the cell surface (12, 16) . Consistent with its lack of antiproliferative activity, IFN-1ant did not cause a reduction in the cell surface abundance of IFNAR, even at 50 nM ( fig. S1 ). Because IFN-1ant binds tightly to IFNAR2, but has minimal binding to IFNAR1, it has the ability to antagonize ternary complex formation by other type I IFNs (14) . Indeed, when used at 2 and 20 nM, IFN-a2 had no antiproliferative effect on WISH cells in the presence of 200 nM IFN-1ant (Fig. 2C) . Similarly, 200 nM IFN-1ant fully antagonized the antiproliferative activity of 0.2 nM of the high-affinity IFNs, IFN-b and YNS. At higher, nonphysiological, concentrations of IFN-b and YNS, the antagonistic effect of IFN-1ant was incomplete (Fig. 2C) . A reciprocal experiment in which the amount of IFN-1ant was varied demonstrated that increasing its concentration enhanced its antagonistic effect, consistent with the simple mass action equilibrium of competitive binding of the ligands (fig. S2 ).
The antiviral activity of IFN-1ant is virus-and cell type-specific
In a previous study (14) , the antiviral activity of IFN-1ant was found to be low compared to that of wild-type IFN-a2; however, this conclusion was based solely on the calculated median effective concentration (EC 50 ) values for inhibition of viral replication. Here, we evaluated the EC 50 values of the various IFNs in terms of viral inhibition as well as the fraction of cell survival. After infection of WISH cells with vesicular stomatitis virus (VSV), IFN-1ant protected about 60% of the cells from virus-induced death, which was similar to the protection conferred by 1 pM IFN-a2 ( only the IFN-a2-treated cells exhibited a reduction in cell survival compared to cells not treated also with IFN-1ant (Fig. 3B ). Increasing the concentration of IFN-a2 to 1 nM almost completely restored its antiviral activity ( fig. S3 ). Hence, in contrast to its inhibitory effect on the antiproliferative response (Fig. 2C) , the ability of IFN-1ant to inhibit antiviral activity was partial. Next, we determined the ability of the IFNs to protect T47D and OVCAR3 cells from VSV and encephalomyocarditis virus (EMCV). IFN-1ant did not protect T47D cells from VSV infection, whereas the other IFNs tested provided only partial protection (Fig. 3C) . Moreover, YNS led to a substantially lower fraction of surviving cells compared to that in response to IFN-a2, which was in contrast to the 17-fold lower EC 50 value of YNS (Table 2 ). The inability of YNS to fully protect T47D cells from VSV was not a result of its antiproliferative activity, because T47D cells were resistant to this effect ( Fig. 2A) . Infection of T47D cells with EMCV did not provide any information, because T47D cells are resistant to this virus even in the absence of IFN ( fig. S4) .
Although OVCAR3 cells were sensitive to the antiproliferative effects of IFNs, relatively high IFN concentrations were required to protect them from VSV infection ( Fig. 3D and Table 1) . As a consequence, in the VSV antiviral assay, we observed both the antiviral and antiproliferative effects of IFNs, which resulted in a failure to obtain complete survival of infected OVCAR3 cells upon treatment with IFN-a2 or YNS (Fig. 3D) . IFN-1ant, which did not elicit any antiproliferative effect (Fig. 2B) , partially protected OVCAR3 cells from VSV. OVCAR3 cells were fully protected from EMCV infection by IFN-1ant, IFN-a2, and YNS because of the lower EC 50 values of these IFNs in protecting against EMCV versus VSV (Fig. 3 , D and E, and Table 2 ). That IFN-1ant fully protected OVCAR3 cells from EMCV but only partially protected them from VSV suggests that different genes are required to defend cells from these two viruses, and that these genes also differ from the genes involved in the antiproliferative activities of IFNs.
We further evaluated the cell line-specific antiviral response by infecting four different cell lines with a fluorescent reporter yellow fever virus (YFV). This assay has the benefit of directly measuring the relative numbers of infected cells, as determined by flow cytometry, independently of the antiproliferative activity of IFN. In addition to type I IFNs, we also tested type III IFN (IFNL3), which signals through interleukin-10 receptor b (IL-10RB) and IFNLR1 (17, 18) . Type III IFNs are thought to have activities similar to those of weak type I IFNs (19) . Examining the antiproliferative activity of IFNL3 on A549, Huh7.5, OVCAR3, and T47D cells revealed that, with the exception of Huh7.5 cells, IFNL3 had very little or no effect on cell proliferation ( Fig. 2A) . Whereas IFN-a2 fully protected all four cell lines from YFV infection, IFN-1ant conferred only partial protection from infection at any concentration, except in the case of Huh7.5 cells, for which high concentrations of IFN-1ant were effective (Fig. 3, F and G). The ability of IFNL3 to induce cell survival from YFV infection was cell line-dependent, ranging from 40% survival to full rescue. Treating (E) OVCAR3 cells were treated for 4 hours with IFN-1ant, IFN-a2, or YNS, after which they were infected with EMCV for 25 hours, and surviving cells were counted as described in (A). (F) The indicated cell lines were treated for 6 hours with IFN-1ant, IFN-a2, or IFNL3, after which they were infected with the reporter virus YFV, and cells were counted as described in Materials and Methods. Fraction of virus inhibition was calculated by defining the virusinfected, untreated sample as zero. (G) As described in (F), but with Huh7.5 cells treated with serial dilutions of IFN-1ant, IFN-a2, or IFNL3. The fraction of infected cells was determined relative to the virus-infected, untreated sample (which was set as 1). (H) As described in (F), but with Huh7.5 cells treated with IFN-1ant, IFN-a2, or IFNL3 and then infected with HCV. Data in all panels are means ± SEM from three experiments. *P < 0.05, **P < 0.01, ***P < 0.001, by two-tailed Student's t test.
effect of these IFNs (which signal through different receptors). Similarly, combining IFN-a2 at sub-saturating concentrations with IFNL1 elicits increased antiviral activity against hepatitis C virus (HCV) than do the two IFNs separately (20) . Finally, because IFN is used to treat chronic hepatitis B virus (HBV) and HCV infections, we examined the efficiency of the IFNs against a fluorescent reporter HCV. We found that both IFN-1ant and IFNL3 had partial antiviral activity against HCV in Huh7.5 cells, whereas IFN-a2 conferred full protection (Fig. 3H ). In summary, examining the antiviral dose-response curves of the different IFNs on these cell lines (Fig. 3 , D and G) revealed that the maximal antiviral activity of IFN-1ant was equivalent to that of~1 pM IFN-a2, with EC 50 values being 300-to 3000-fold higher than those of IFN-a2 (Table 2) .
IFN-1ant induces STAT phosphorylation to a small extent
IFN-1ant stimulated the phosphorylation of STAT1 and STAT2 in WISH cells, albeit to a low extent (Fig. 4A ). Expanding our analysis to other cell lines showed that the amount of phosphorylated STAT (pSTAT) in response to 200 nM IFN-1ant was similar to that generated by 1 pM IFN-a2 (Fig. 4 , B to D), whereas the abundances of pSTAT1 and pSTAT2 in response to 2 nM IFNL3 were intermediate (Fig. 4D ). These data are consistent with the biological activity of IFNL3 and its EC 50 values in comparison to those of the other IFNs. Because pSTAT amounts in T47D, WISH, and OVCAR3 cells were similar in response to IFNs, this suggests that the differential activation of antiproliferative and antiviral responses is not related to the extent of STAT activation.
IFN-1ant activates robust genes and inhibits induction of tunable genes
Phosphorylated STATs translocate to the nucleus and drive target gene expression (21, 22) . To examine the ability of IFN-1ant to activate gene expression, we treated WISH cells with IFN-1ant at concentrations ranging from 1 to 500 nM for 6 and 24 hours. Through quantitative polymerase chain reaction (qPCR) assays, we measured the gene induction patterns of several robust (MX1 and IFI6) and tunable (CXCL11, IL8, and IRF1) genes ( (Fig. 5C ). Whereas combining IFN-1ant with YNS had almost no effect on the induction of robust gene expression, a substantial reduction in the expression of tunable genes was observed when 200 nM IFN-1ant was combined with 0.2 nM YNS (Fig. 5C ). This effect was even more pronounced when the cells were treated for 24 hours because of the delayed induction of these genes (Fig. 5C ).
Different IFNs induce distinct gene expression profiles
To identify the molecular basis behind the seemingly contradictory effects of different IFNs on different cell lines and viruses, we assessed gene expression profiles with the BioMark real-time PCR system, which enables high-throughput analysis of 96 complementary DNAs (cDNAs) with 96 different primer pairs in a single run, with a similar quality to that of standard qPCR ( fig. S8 ). Primers were chosen for ISGs that are involved in the antiviral, antiproliferative, and immune-modulating activities of IFN to obtain a broad perspective on gene expression profiles. Cells were treated with 200 nM IFN-1ant, 1 pM IFN-a2, 1 nM YNS, 1 nM IFN-b, or 2 nM IFNL3 for 8 and 24 hours. We showed earlier that these IFN concentrations (except for 1 pM IFN-a2) conferred maximal biological activity (Figs. 2 and 3 ). Gene expression was analyzed by several bioinformatics methods. First, gene expression profiles were evaluated by principal components analysis (PCA) and hierarchical clustering analysis (Fig. 6, A and B) . Note that in the PCA analysis, the x axis accounts for most of the variability (59 and 68% for 8 and 24 hours, respectively), whereas the y axis accounts for only 14 and 12.5% of the variability at these times. Whereas most qPCR analyses are focused on fold differences in mRNA (based on DDC T values), we also explored DC T values, which represent absolute mRNA (Fig. 6 , A to C), which was also true for IFN-1ant and 1 pM IFN-a2 (Fig. 6, A , B, and D). Both pairs of IFNs were clearly separable by PCA. In addition, although the gene expression profile of IFNL3-treated cells was similar to that of IFN-1ant-treated cells at the 8-hour time point, IFNL3 led to a more distinct gene expression profile at 24 hours (Fig. 6, A, B , and E). This likely is a result of the inhibitory mechanisms that affect IFN-1ant-dependent, but not IFNL3-dependent, gene expression (24, 25) . Furthermore, clustering the DC T data (Fig. 6B) , which represent absolute mRNA amounts, revealed that the gene expression profiles for a given cell line clustered together and were separated from those of other cell lines. This indicates cell line-specific differences in basal gene expression.
Expression of many of the IFN-induced genes does not confer virus-specific protection
We further analyzed the expression data for WISH, OVCAR3, and T47D cells. As shown earlier, these cell lines exhibited distinct IFN-induced biological activities. We focused on treatments with 200 nM IFN-1ant and 1 nM YNS and analyzed the expression profiles of two groups of transcripts with the NetWalker analysis tool (26 (Fig. 7A) . These data show a strong correlation between tunable gene induction and antiproliferative responsiveness. On the other hand, robust genes displayed high −DC T values in all cell lines in response to either IFN-1ant or YNS (Fig. 7A ). Because there were major differences in the antiviral responses between cell lines and IFNs (Fig. 3 , A and C to E), one cannot pinpoint specific genes from this list as being responsible for the variation in viral defense. The basal mRNA amounts of tunable genes were in general much lower than those of robust genes (Fig. 7A , zero time point). Examining DDC T values (Fig. 7A, right panel) showed that YNS-induced gene expression was generally stronger than that induced by IFN-1ant; however, this does not seem to be the determining factor in antiviral potency between different IFNs and type of viruses.
We next compared the induction of tunable and robust genes by IFN-1ant and YNS (Fig. 7B) . Expression of robust genes was activated under all conditions and in all cell lines. Conversely, the expression of tunable genes was activated only by YNS. Moreover, in T47D cells, whose proliferation was not inhibited by IFNs, the extent of tunable gene expression was the lowest, whereas in OVCAR3 cells, the extent of tunable gene expression by YNS was the highest (Fig. 7B) . These results clearly show a difference in the transcriptional program between robust and tunable genes.
Classification and clustering analysis differentiates robust from tunable genes
To formally differentiate between robust and tunable genes, we classified and clustered the IFN-induced gene expression data. This was performed by correlation-based constant shift embedding (CCSE) to extract distances from pairwise similarities between gene expression profiles ( fig.  S9 and see Materials and Methods). We used various tunable and robust genes as training sets (Fig. 7A) . All of these genes (except IDO1) were clustered according to our previous classification (Fig. 7A) . IDO1 is an exception because its expression in T47D cells was increased by YNS; however, the absolute amount of IDO1 mRNA in these cells was similar to that in the other cell lines under noninduced conditions. In addition to the genes of the training set, HRASLS2, TNFSF13B, CEACAM1, IFI16, IRF1, TNFRSF10A, and TNFAIP3 were classified as tunable genes ( Fig.  8A and table S1 ). These genes are involved in tumor suppression, apoptosis, and the induction and modulation of immune and inflammatory responses. SOCS1, IRF2, and USP18 were left uncategorized (Fig. 8A ).
The expression of SOCS1 and IRF2 was induced only by a strong IFN signal; however, their expression was also induced with the same amplitude in T47D cells. Analysis of the expression profile of USP18 positioned this gene on the border between the two groups. Finally, our mathematical analysis (Fig. 8A) suggests the presence of two distinct clusters within the group of robust genes (with CCSE feature 2 above or below that of TRIM22), which requires further examination.
Promoters of robust genes contain canonical transcription factor binding sites
Differences in transcriptional programs can be linked to differential transcription factor binding in promoter regions. We evaluated the putative binding sites of 445 transcription factors in the promoter sequences of robust, tunable, and housekeeping genes (table S2) . For each evaluated transcription factor, we obtained a position weight matrix (PWM) that describes its binding preferences to DNA from the TRANSFAC database. Next, we located the best hits for each PWM across the promoters of each group of genes and compared the distributions of best-hit scores between the groups by analysis of variance (ANOVA) (see Materials and Methods). We found a number of transcription factors that had a statistically significant difference in binding between the promoters of the robust and tunable genes (Fig. 8B) . We found that the binding sites of the three canonical transcription factors-IFN-stimulated response element (ISRE), IFN regulatory factor 8 (IRF8), and IRF1-were enriched specifically in the promoters of robust genes, whereas there were no statistically significant differences in their binding to the promoters of tunable and housekeeping groups. In addition, the binding sites of hepatocyte nuclear factor 4a (HNF4A) and Wilms' tumor 1 (WT1) were statistically significantly enriched in the promoters of tunable genes, but not in the promoters of robust or housekeeping genes (Fig. 8B) .
To further evaluate mechanistic differences between the activation of robust and tunable genes, we determined the timing of expression for members of each group (Fig. 8B ). Whereas expression of robust genes was activated within the first 4 hours of treatment with IFN, the expression of tunable genes was activated after a lag period of~12 hours. Moreover, the expression of robust genes peaked at 16 hours after treatment (presumably because of negative feedback by SOCS and USP18), whereas the expression of tunable genes was further enhanced even after 36 hours. This would suggest either that tunable genes are not directly activated through the JAK-STAT pathway or that there exists an inhibitor that delays their induction. , and the amounts of the indicated mRNAs were determined as described in (B). For YNS versus YNS + IFN-1ant at 6 hours, IRF1 expression is statistically significantly different (P < 0.05), and at 24 hours, MX1, CXCL11, IL8 (P < 0.05), and IRF1 (P < 0.01) expression are statistically significantly different, as determined by two-tailed Student's t test from three experiments.
To directly assess the importance of ISGF3 in inducing the expression of robust and tunable genes, we knocked down STAT2, IRF9, or both with small interfering RNAs (siRNAs). This resulted in a substantial reduction in the basal expression of MX1 and IFI6, as well as in their induction upon IFN treatment (Fig. 8C) , indicating the importance of ISGF3 for their expression. Analysis of several tunable genes demonstrated a more complex mechanism of gene activation. The basal expression of CXCL10 and CXCL11 was hardly affected by knockdown of STAT2 or IRF9, whereas their induction by YNS was substantially reduced (Fig.  8C) . The basal expression of IL8 increased in cells in where STAT2 and IRF9 were knocked down, implying that an inhibitory mechanism may be involved in regulating its expression. In response to YNS, the expression of IL8 was only mildly affected by knockdown of STAT2 or IRF9. IRF1 expression was essentially unaffected by knockdown of either STAT2 or IRF9, which is consistent with its activation by STAT1 homodimers (27) . These results imply that at least some tunable genes require ISGF3 for their expression, either directly or indirectly.
To analyze the role of HNF4A and WT1 in IFN-induced gene activation, we performed knockdowns of either or both of them. Whereas knockdown of these transcription factors had almost no effect on the amounts of mRNA for robust genes in response to IFNs (except for having some small effect on IRF7 expression), knockdown of HNF4A substantially increased their basal expression (Fig.  8D) . This suggests that HNF4A may act to repress the expression of robust genes in unstimulated cells. Examining the effect of knockdown of HNF4A on the expression of tunable genes demonstrated that HNF4A activated IFN-dependent CXCL10 expression (Fig. 8D) . On the other hand, WT1 repressed the IFN-induced expression of IL6, IL8, and IL11. These results suggest that HNF4A and WT1 are indeed involved in the IFN-dependent regulation of expression of tunable and robust genes, as was predicted by the bioinformatics analysis. 
DISCUSSION
Type I IFNs are a main component of the host innate immune response against viral infection. They limit early viral replication through multiple direct molecular mechanisms, including inhibition of viral transcription and translation, as well as degradation of viral nucleic acids (28) . However, they also activate the adaptive immune response, take part in immunomodulation, and induce antiproliferative activities, such as cell cycle arrest and apoptosis (29) (30) (31) . Here, we used an IFN mutant (IFN-1ant) that exclusively activates the cellular antiviral response to study the regulation of the different functions of IFNs. IFN-1ant was originally produced as an antagonist of type I IFNs (14) , which binds tightly to IFNAR2, but has little or no detectable binding to IFNAR1. Because ternary complex formation is required for signaling [although non-JAK-STAT signaling was suggested to occur in the absence of IFNAR2, but not IFNAR1 (32) IFl6  CXCL10  IL8  CXCL11  IRF1  MX1  IFl6  ISG15  IL6  IL8  IL11  IFIT1  CXCL10 were analyzed by CCSE to extract distances from pairwise similarities between gene expression profiles. In the embedding space, machine learning analysis consisted of classification and clustering. Classification was used to generalize existing partial knowledge regarding two classes: robust and tunable genes. Selected genes were marked by name as examples for binary classification. TS, training set. The list of genes used for the analysis is found in table S1. (B) Binding sites for canonical IFN-dependent transcription factors (including ISRE, IRF8, and IRF1) are enriched in the promoter regions of genes from the robust group. *P < 0.01, **P < 0.001, by one-way ANOVA followed by a post hoc Tukey test. Inset: WISH cells were treated with 1 nM YNS for the indicated times, and the amounts of mRNAs of selected robust or tunable genes were determined by qPCR analysis and were calculated and normalized to those in untreated cells. (C) WISH cells were transfected with control siRNA or with STAT2-or IRF9-specific siRNAs individually or in combination. Cells were then left untreated or were treated with 1 nM YNS for 24 hours. The amounts of mRNAs of the indicated robust and tunable genes were determined by qPCR analysis, and are expressed as fold changes relative to those in untreated cells transfected with control siRNA. (D) WISH cells were transfected with control siRNA or with HNF4A-or WT1-specific siRNAs individually or in combination. Cells were then left untreated or were treated with 1 nM YNS for 24 hours. The amounts of mRNAs of the indicated robust and tunable genes were determined by qPCR analysis and are expressed as fold changes relative to those in untreated cells transfected with control siRNA. Data are from two independent experiments. *P < 0.01, **P < 0.001, by one-way ANOVA followed by a post hoc Tukey test.
antiviral response at very high concentrations (>1000-fold higher than the EC 50 of IFN-a2). We found that IFN-1ant activated a signal equivalent to that activated by 1 pM wild-type IFN-a2, a concentration that supports the formation of only few ternary complexes, but was sufficient to induce an antiviral, but not an antiproliferative, response. Because IFN-1ant binds tightly to IFNAR2, this finding also explains how it acts as an antagonist of the antiproliferative activity of IFN by blocking the formation of many more ternary complexes. Furthermore, the IFN-1ant-induced antiviral response was virus-and cell type-specific, ranging from providing no rescue to complete protection from viral infection. This wide range of antiviral activity may result from complex virus-host interactions, together with differences in the cellular composition of antiviral proteins. Upon binding to their cell surface receptor, type I IFNs activate the expression of more than 1000 genes involved in various activities (21, 22) . IFN-induced genes can be divided into at least two groups: (i) genes that are highly sensitive and require only picomolar concentrations of IFNs for their expression (so-called robust genes), and (ii) genes that require 100-fold higher concentrations of IFN for their expression (so-called tunable genes). Analysis of gene array results showed that genes whose products mediate IFN-dependent antiviral activity belong to the first group, whereas the products of genes from the second group are involved in cell proliferation, chemokine activity, inflammation, and other biological processes (9, 12, 16, (33) (34) (35) (36) . IFN-1ant is unique among IFN variants in that it only activates the expression of robust genes, consistent with its inability to elicit antiproliferative activity in all of the five cell lines that we examined.
Although IFN-1ant and YNS induced similar profiles of robust gene expression in all cell lines, these gene activation patterns were not consistent with their degrees of antiviral activity, particularly in T47D cells, which were not protected from VSV by IFN-1ant and were only partially protected by YNS. This finding may relate to the activation of virus-specific antiviral genes that were not examined in this study. Indeed, two studies in mice demonstrated that classical robust genes (MX1, OAS, and EIF2AK2) are either insufficient or nonessential to protect from viral infection (37, 38) . A study of the role of ISGs in viral defense revealed that different genes stimulated by IFNs were required to target different viruses (39) . Results from another study also suggest that the mRNA amounts of robust genes in different cell lines do not simply correlate with the inhibition of HIV-1 infection (40) . Therefore, although we examined the expression of about 100 genes, we may have missed specific genes that are responsible for the antiviral response of a particular cell line to a specific virus. An unbiased approach, such as the use of microarrays or RNA sequencing in combination with knockdown of suspected targets, may be useful in identifying the regulatory mechanisms responsible for the cell line-and virus-specific functions of IFNs. Because IFN-1ant elicited only antiviral activity, this approach might also uncover the mechanisms responsible for differential IFN activity with respect to antiviral versus antiproliferative signaling pathways.
IFN-1ant and IFNL3 mediated similar biological activities and gene expression profiles, at least at 8 hours after treatment. Both IFNs mainly activated expression of the robust group of genes, but did not induce expression of the tunable group of genes in all of the cell lines examined, or at least did so to a very low extent. At later times, negative feedback by USP18 inhibits signaling by type I, but not type III, IFNs (24, 25) , and, at least under the experimental conditions used here, the expression of IFNL3-induced genes was not inhibited. It may be clinically relevant that combining IFN-1ant and IFNL3 resulted in an additive antiviral effect while blocking the tunable type I IFN response that may relate to some of its side effects (41) . Another clinical advantage of combining these two IFNs comes from the independent activities of the type I and type III receptor complexes. In vitro and in vivo experiments demonstrated that type I or type III antiviral systems are functional in cells lacking receptors from the opposite receptor complex (42) (43) (44) .
Activating a strong IFN signal (with YNS, IFN-b, or a high concentration of IFN-a2) resulted in maximal gene expression, including the expression of tunable genes. Nevertheless, YNS did not enhance the expression of tunable genes in T47D cells. This is consistent with the lack of an antiproliferative response in these cells. The observation that not all tumor cells, irrespective of their origin, are susceptible to the apoptotic effects of IFNs (45, 46) , together with our gene expression data and promoter analysis, suggests that unique transcriptional signatures are present in IFN-sensitive cells, and that these signatures are distinct from those in IFN-resistant cells. Because STAT phosphorylation and the expression of robust genes did not vary between the cell lines that we tested, the analysis of downstream signaling components, which are not well defined, should distinguish between responsive and nonresponsive cells. This was also suggested in a study of renal cancer cells that are resistant to the antiproliferative activity, but not the antiviral activity, of IFN-a or to IFN-induced gene activation (47) .
Bioinformatics analysis of the extent of gene expression in response to IFN-1ant, IFN-a2, IFN-b, YNS, and IFNL3 in a number of cell lines provided insights into the relationship between gene induction, signaling, and biological outcome. Three methods of clustering revealed two basic sets of IFN-sensitive genes: robust and tunable. Members of the first set are directly related to the antiviral response according to Gene Ontology biological process terms in the Database for Annotation, Visualization, and Integrated Discovery (DAVID), and their expression is driven by canonical, IFN-induced transcription factors, such as ISGF3, IRF8, and IRF1. Moreover, the basal mRNA amounts for these genes were already high and were further increased by minute quantities of IFN-a2, IFN-b, or YNS. Conversely, basal mRNA amounts of tunable genes were low, and much higher concentrations of IFN were required to increase their abundance.
According to DAVID, the activities of tunable genes mainly cluster to the cytokine, chemokine, inflammatory, and immune responses, as well as the regulation of cell proliferation, cell death, and locomotion functions. Moreover, the promoters of tunable genes are not enriched for binding sites for ISRE, IRF8, or IRF1. This does not mean that ISGF3 is unimportant for the expression of tunable genes, because knockdown of STAT2 or IRF9 substantially reduced their expression. Nevertheless, activation of tunable gene expression by IFN may be a secondary response, as was suggested by the delayed onset of their activation and by the absence of canonical ISRE-binding sites in their promoters, or it may be delayed by specific transcriptional inhibitors. Our bioinformatics analysis also showed enrichment for the binding of HNF4A and WT1 to putative sequences within the promoters of tunable genes. Knockdown of these two transcription factors differentially affected basal and IFN-induced transcription of robust and tunable genes. Whereas knockdown of HNF4A resulted in a substantial increase in the basal expression of robust genes, transcriptional activation of some of the tunable genes in response to IFN was reduced.
At the early stages of IFN signaling, the rates of receptor endocytosis and degradation or recycling rather than the kinetics of ligand dissociation determine the decomposition of the IFN signaling complex (3). This could explain why similar activities can be observed for all IFNs except for IFN-a1, which has the weakest binding affinity and biological activity of all of the IFN-a forms (8, 30) . IFN-a2 mutants with lower binding affinity, as well as IFN-a1, have dissociation kinetics that are more rapid than the kinetics of receptor endocytosis and, for this reason, show reduced activity compared with that of wild-type IFN-a2. We did not observe any endocytosis of IFNARs in response to IFN-1ant. Furthermore, the low binding affinity and the high EC 50 values of IFN-1ant are reminiscent of the properties of IFN-a1, but are more extreme. IFN-a1 is reported to be among the major subtypes of type I IFN that are produced upon viral infection (48) (49) (50) . That the IFN-a isoform with the lowest activity is one of the most highly produced isoforms in response to a pathogen may enable a careful adjustment of cellular activation during host defense.
Because of its potent antiviral activity, IFN-based therapies have been developed for chronic infections with HBV and HCV, as well as for HIV infections; however, a poorly understood phenomenon has been the persistence of virus despite the induction of antiviral immune responses by type I IFNs (29) . Teijaro et al. (51) and Wilson et al. (52) addressed this question and found that IFNs can also suppress the immune system in ways that promote viral persistence. The authors showed that blocking IFN signaling led to an initial increase in the amount of lymphocytic choriomeningitis virus (LCMV) in mice, but to a substantial reduction in viral load by 2 months after infection and to an improved immune response. The conclusion from these studies is that although the early antiviral effects of IFNs are critical, the potential immunoregulatory roles of IFNs later during chronic infection could explain the paradoxical clinical observations with IFN-based treatments. This conclusion should, however, be taken with caution. In a study on SIV (simian immunodeficiency virus)-infected rhesus macaques treated with IFN-1ant, we showed that inhibition of IFN activity during early infection resulted in a more severe disease over time (53) . IFN-1ant may also have therapeutic applications in the treatment of systematic lupus erythematosus, a disease that appears to be driven by constant IFN signaling (54, 55) . Moreover, combining IFN-1ant with IFN-a2 or IFN-b may provide useful alternatives to conventional IFN-based therapy because this combination promotes full antiviral potency while reducing the occurrence of side effects driven by the tunable genes.
Here, we demonstrated that IFN-1ant does not have antiproliferative activity or induce the expression of inflammation-associated genes, but that it elicits antiviral effects over a wide range of concentrations. Moreover, we used IFN-1ant as a tool to differentiate between the robust and tunable responses of type I IFNs, and we suggest that these relate to differences in gene regulation programs induced by different IFNs at different concentrations and in various cell types. Future studies should focus on how this relates to the varied activities of IFNs at the organismal level to assess how to optimize the use of IFN-1ant as a drug for the multiplicity of conditions for which it may be applied.
MATERIALS AND METHODS
Cell lines and viruses
WISH is a human amniotic epithelial cell line. The OVCAR3 ovarian cancer cell line and the T47D breast cancer cell line are part of the NCI60 panel of human tumor cells. A549 is an adenocarcinomic human alveolar basal epithelial cell line. Huh7.5 cells are derived from the human hepatoma cell line Huh7 and are highly permissive to HCV infection. YFV-Venus and HCVYPet were described previously (56) (57) (58) .
Protein expression and purification
Recombinant IFNs and IFNARs were expressed and purified as detailed previously (11, 59, 60) .
In vitro binding assays
The binding affinities of wild-type and mutant forms of IFN-a2 for IFNAR1-EC or IFNAR2-EC were measured by SPR with the ProteOn XPR36, as previously described (6, 13, 59 ).
Antiviral and antiproliferative assays
Assays of the antiproliferative effects of the IFNs were performed as described previously (61) . Cell numbers were monitored after 72 or 96 hours of IFN treatment by staining the cells with crystal violet or by measuring cellular adenosine triphosphate (ATP) content with the CellTiter-Glo Luminescent Cell Viability Assay (Promega) according to the manufacturer's protocol. Antiviral activity against VSV and EMCV was assessed by determining the extent of inhibition of the cytopathic effects of the viruses (39, 61, 62) . In general, IFN was added at serial dilutions to cells grown on flat-bottomed, 96-well plates. Four hours later, the virus was added to all wells. Incubation times were determined after calibration, and were 17, 23, and 25 hours for VSV in WISH, OVCAR3, and T47D cells, respectively, and 25 hours for EMCV in OVCAR3 cells. Cell density was measured by crystal violet staining. The overlap between those concentrations of IFN that promoted an antiproliferative effect and those that promoted antiviral activity was marginal ( fig. S10 ), except for OVCAR3 cells treated with YNS (in reality, it was even smaller because antiviral activity was measured after~24 hours, a time point at which antiproliferative effects were limited). To further limit this problem, we also used the fluorescent reporter viruses YFV-Venus and HCV-YPet. In these experiments, the fluorescent proteins served as markers for viral protein production. For the YFV or HCV antiviral assays, cells were grown in 24-well plates. Six hours after the addition of IFN, the virus was added for 1 hour and then removed, and medium containing IFN was added back to cells. After 24 hours (YFV) or 48 hours (HCV), cells were harvested with Accumax (Millipore) and fixed with 2% paraformaldehyde before being analyzed by flow cytometry. For normalization, virus-infected, untreated cells were set as 1 for measuring virus infection efficiency. EC 50 values for antiproliferative and antiviral assays were calculated as previously described (61) .
Flow cytometric analysis of cell surface receptors
Relative cell surface amounts of IFNAR1 and IFNAR2 were assessed by flow cytometry with the AA3 and 117.7 antibodies, as previously described (9, 63).
Analysis of pSTAT1 and pSTAT2
STAT phosphorylation was determined by Western blotting as described previously (6) , with the following antibodies: polyclonal anti-pSTAT1 (Tyr 701 ) (Santa Cruz Biotechnology Inc.), polyclonal anti-pSTAT2 (Tyr 689 ) (Millipore), polyclonal anti-STAT1 (Santa Cruz Biotechnology Inc.), polyclonal anti-STAT2 (Delta Biolabs), and monoclonal anti-a-tubulin (Sigma). Quantitative analysis of band intensities on Western blots was performed with ImageQuant software (GE Healthcare).
Quantitative PCR analysis
The extent of expression of human IFN-stimulated genes was measured as described previously (6) . High-throughput qPCR was performed with BioMark 48 × 48 and 96 × 96 Dynamic Arrays (Fluidigm Corporation) according to the manufacturer's protocol. cDNAs (50 ng/ml) were preamplified with all the primers together (see table S3 ) and analyzed with the BioMark real-time PCR instrument. Initial data analysis was performed with the Fluidigm real-time PCR analysis software.
Small interfering RNAs
WISH cells were transfected for 48 hours with the following human siRNAs: HNF4A or WT1 siGENOME SMARTpool siRNAs, ON-TARGETplus STAT2 or IRF9 siRNAs, ON-TARGETplus Non-Targeting siRNA #2 (control siRNA), or a combination of these siRNAs (Dharmacon). Transfection was performed with INTERFERin (Polyplus-transfection) according to the manufacturer's recommendations.
Data analysis
PCA was performed with Partek Genomics Suite 6.6 software. Hierarchical clustering was performed in Partek with Pearson dissimilarity and complete linkage. To test whether different transcription factors were more likely to regulate the expression of robust genes rather than that of tunable genes, PWMs for 445 transcription factors from the TransFac database (version 11.4) were retrieved. Next, we extracted the promoter sequences, which were defined as the region from 2000 base pairs (bp) upstream to 500 bp downstream of the transcription start site (TSS). For each transcription factor-promoter pair, we searched for the highest matching score, which was defined as the log-ratio sum between the PWM and the background nucleotide distribution. For example, for a PWM of length N and a sequence S = S 1 …S N :
where P i (S i ) is the probability to see nucleotide S i at position i of the PWM, and b(S i ) is the probability to see nucleotide S i given the nucleotide distribution in the promoter. Finally, for each transcription factor, we computed the mean and SE of the best score across the promoters of robust and tunable genes (as well as for the housekeeping genes; see table S2), and computed a P value for the statistical significance of the difference by one-way ANOVA. Further analysis for classification and clustering of the IFN-induced gene expression data consisted of three parts. First, we performed binary classification to generalize the existing manual set of binary labels (robust and tunable) for the genes. Classification was performed with a linear support vector machine trained on the constant shift embedding in two dimensions of the genes, in which the Pearson correlation of the pairwise distance between all features (all time points for all conditions) has been used as a dissimilarity metric (64, 65) . Next, we proceeded with unsupervised analysis, which was performed on the basis of the same constant shift embedding in two dimensions based on correlation dissimilarity. The analysis consisted of clustering with Gaussian mixture models. The Bayesian information criteria, a principle for model order selection, selected three components (65, 66) . Finally, we used a system for the analysis of logical queries to identify genes on the basis of given queries. For each, we calculated the empirical cumulative density functions Pgene(X) over all combinations of time points and conditions. Queries were combined according to the rules of probability calculus to yield joint distributions on the basis of an assumption of independence. In the query system, atomic literals for fold changes were combined into conjunctive expressions by multiplying their estimated cumulative distributions (67) . The complete list of genes used for computational data analysis is found in table S1. Functional categories enriched in the different gene clusters were identified with the functional annotation and clustering tool of DAVID v 6.7 (68, 69) .
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