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1. INTRODUCTION 
We shall study bifurcation and stability for nonlinear ordinary differential 
systems of arbitrary dimension when an equilibrium solution loses its stability by 
virtue of two pairs (LX(X) f  $I@), y(A) * is(A)) 0 complex conjugate eigenvalues f  
of the linearized system simultaneously crossing the imaginary axis. Such a 
situation is not at all uncommon, and we shall give applications where this 
situation is indeed the usual phenomenon encountered. In these situations 
considerably different and more diverse behavior can occur than in the simpler 
bifurcation at a simple complex eigenvalue (Hopf bifurcation). As we shall see, 
the complexity of bifurcating solutions will result principally from the simple 
fact that superpositions such as sin fit --I sin 6t are not periodic if /3 and 6 are 
incommensurate. The extension of our theory to account for arbitrary numbers 
of pairs of complex conjugate eigenvalues will be clear. 
We consider the system 
dY/dt = F( Y, A), (1.1) 
where 
y= T ) 
0 YP 
F(Y) = (Z ;:::;;;:) > (1.2) 
and where h is a parameter. Equilibrium solutions (or steady states or critical 
points) are given by the solutions of F(Y, h) = 0. Suppose that Y,,(h) is such a 
solution; that is, suppose that 
F(Y,(A), A) = 0. (I -3) 
To determine the (linearized) stability of the steady state Y,(h), we linearize (1.1) 
around this steady state. In the standard manner we obtain a system of linear 
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ordinary differential equations with constant coefficients, the solutions of which 
are linear combinations of exponentials of the form exp(&), where the pi are 
the eigenvalues of the matrix 
(1.4) 
Hence, based on linear theory, the steady state Y,(X) is stable (or attracting) if 
all eigenvalues have negative real parts and unstable if at least one eigenvalue 
has a positive real part. 
Suppose now that (1.4) possesses two simple complex conjugate pairs of 
eigenvalues given by 
111.2 = &v sr %w P3.4 = Y(4 i W)~ (1.5) 
and all other eigenvalues &), i 3 5, are distinct negative real numbers for all X. 
Suppose further that for some X = X, we have 
“&I) = 0, q&J # 0, 
r0,) = 0, Y’ob) # 0, (1.6) 
44 Y(4 3 0 for all h. 
Thus, the real parts of p1,2 and p3,4 are both of the same sign and simultaneously 
change sign. As h varies in such a way that a(h) and y(h) change from negative 
to positive, the equilibrium solution Y,,(h) 1 oses its stability, and new (possibly 
quite complicated) time dependent solutions bifurcate from the branch of steady 
states at X = h, . We shall study these bifurcating solutions in the following 
sections. 
Our main result, a representation for the form of the bifurcating solutions, is 
stated and derived in Section 2. Two quantities (which we call amplitude modula- 
tions) appear in our representation, and we give the general equations (called 
the modulation equations) which determine these quantities. In specific problems 
these amplitude modulations give quite detailed information about the bifur- 
cating solutions and their stability. Thus, in Section 3 we study the general 
modulation equations. Finally, in Section 4 we give some specific applications. 
There has been a considerable amount of recent interest and research in 
bifurcation theory in many different contexts. In particular, a considerable 
literature exists, and many of the papers treat bifurcation at a single simple 
complex conjugate pair. An excellent reference, together with many references, 
is the monograph of Sattinger [I]. More recent results, concerned with bifurca- 
tion at a simple eigenvalue, have been given by Crandall and Rabinowitz [2] 
and Joseph and Nield [3], and results and further references dealing with bifurca- 
tion from a multiple real eigenvalue can be found in the work of Keller and 
Langford [4]. However, our present results are believed to be the first governing 
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the situation of bifurcation from multiple complex eigenvalues. Our methods 
were suggested by the chemical and nuclear reactor problems recently treated 
by Cohen and Keener [5-71. 
2. THE BIFURCATION THEORY 
We shall now derive representations for the bifurcating solutions. Specifically, 
we derive the following. 
MAIN RESULT. Let & = /?(A,), 6, = 6(&J, let @ = min,<& pLi I], and let 
2 = x - A, if ~‘(4d > 0, 
=&-A ;f CqX,) < 0. 
(2.1) 
Then, if 1 p,, - 28, j , j 2& - 6,1 , and I&, - 6,; are aZZ O(1) in E, we hawe 
Y(t, A) = Y&J + E[C,R(~) sin !J + C$(T) cos D + O(e+)] 
+ 6[DlS(i-) sin N + &S(T) cos N + O(e+)] + O(E~), 
(2.2) 
where Ci , Di , i = 1, 2, are constant vectors, where 
Q = (1 + wZ) Pot + $(T), (2.3) 
AJ = (1 + V2~“) 49 + $(7>, (2.4) 
7 = a, (2.5) 
and where R(T), S(T), 4(T), and #(T) are scalar functions determined by di@rentiaZ 
equations of the form 
R’ = k,,R + k,,S + k,R3 + k,R2S + k,,RS2 + k&P, 
R$’ + BowzR = k,,R + k,,S + k,,@ + k,,R2S + k&S2 + ksaS3, 
S’ = k,,R + k,,S + &,R3 + k,,R% + k,,RS2 + k&P, 
S$’ + S,v,S = k,,R + k,,S + k,,R3 + k,,R3S + kMRS2 + k&P, 
(2.6) 
or equivalently, 
S 
R3 
R2S 
RS2 
S3 
(2.7) 
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where K = (kij) is a constant 4 x 6 matrix, The representation (2.2) is valid at 
least fw times of order 0( l/e”). 
Remarks. (1) Note that in sharp contrast with the case of (Hopf) bifurca- 
tion at a simple complex eigenvalue, we do not generally obtain periodic bifur- 
cating solutions in the present case because the superposition of harmonics in J2 
and N is not periodic if /3,, and 6, are incommensurate. 
(2) The conditions that //3s - 26, i , / 2& - S, 1 , and I/$, - 6, 1 all be 
of order O(1) in E is essential; otherwise, the representation (2.2) is not valid. 
These conditions are a manifestation of the so-called problem of small divisors. 
In the present context the small divisor problem occurs as a purely mathematical 
defect in most analytical treatments and is neither inherent in the physics 
described by the equations nor a property of the mathematical solutions. A 
good historical survey (starting with the attempts of Poincart and Whittaker) 
of the small divisor problem together with a formal method for systematically 
overcoming the difficulties has been given by Kabakow [8]. We shall use 
Kabakow’s method to eliminate all possible small divisors occuring in all terms 
of order O(G), thus ensuring that the representation (2.2) is uniformly valid on 
intervals 0 < t < T(E) where T(E) = O(1/e2). Kabakow’s method can, in fact, 
be used to remove the imposed conditions that I& - 6, 1 be O(1). Then, a 
slightly different form for (2.2) would occur (see the remarks after Eq. (2.28)). 
(3) Stability of the bifurcating solutions is determined by the asymptotic 
behavior of R(T) and S( 7 ) as r - 00. If these approach constant values or oscillate, 
then the bifurcating solutions are stable. 
(4) The first and third equations of (2.6) decouple from the rest, and thus 
the amplitude modulations R(T) and S(T), and their implications for stability, 
can be studied by phase plane techniques for example. We shall consider these 
modulation equations in Section 3. 
(5) Clearly, to lowest order O(E), the frequency shifts w2 and y2 in (2.3), 
(2.4) can be neglected. We have included them because later in Section 3 we 
shall show how to determine them quite easily in certain cases and thereby 
obtain the first nontrivial correction to the frequency. 
(6) It will be quite clear from our derivation of the representation (2.2) 
how to write the appropriate representation for bifurcating solutions in the 
general case when Y,(h) loses its stability due to i pairs of complex eigenvalues 
simultaneously crossing the imaginary axis. 
We shall now derive the results which we have just stated. In order to apply 
our methods, it is first necessary to transform system (1.1) to a certain canonical 
form. We now do this. Let Z(t, X) = Y(t, h) - Y,(h), and expand the right-hand 
side of (1.1) in a Taylor’s series around the equilibrium solution Y,(h) to write 
(1.1) as 
dZ/dt = Fy(Y&), A) 2 + W(Z), (2.8) 
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where H(Z) denotes the remainder after the linear terms and hence contains no 
linear terms near Y,,(X). Now, let 2 = TX where the (constant) matrix T is yet 
to be specified. Then; (2.8) becomes 
dX/dt = T-‘F,(Y,($), A) TX + T-‘H(TX). 
At h = &, we can choose T such that 
T-‘F=(Y,(X,), A,) T = 
-i. t 0 0 0 * -** o- - 
0 0 0 6, . 
0 0 4, 0 
0 * * - P&) 
0 . . . PLn(b). 
(2.9) 
z P. 
(2.10) 
The parameter E defined in (2.1) ensures that we are slightly into the region 
where the steady state Y,(h) is unstable. Therefore, since Fr(Y&), h) = 
Fr(Y&,), ;\,J + O(l X - X, I), we can choose T such that 
T-lFr(Yo(X), A) T = P + c2A, (2.11). 
where A = (Q). The matrix A can be singular or even identically zero. (For 
specific applied problems, the matrix T has been explicitly given by Cohen and 
Keener [5-71 in cases where there is a transition to instability due to a single 
complex conjugate pair crossing the imaginary axis, and we exhibit a specific T 
in the applications given in Section 4.) Therefore, we choose T such that (2.11) 
is satisfied, where P is given in (2.10). Then, system (2.8) becomes 
dX/dt = PX + l 2AX + G(X), (2.12) 
where G(X) = T-lH(X) and where 
, gi(o) = (ag&) (0) = 0, i,j = l,...) n. (2.13) 
We shall now investigate the bifurcation from X = 0 of time dependent 
solutions in system (2.12), (2.13). S’ mce Y(t, h) = Y,,(h) + TX, the elements 
yi of Y are just linear combinations of the elements xi of X. 
As we cross the stability boundary h = &, from the stable to the unstable 
region, linearized stability theory predicts that the equilibrium solution X E 0 
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loses its stability via an exponentially growing function of time t. This (linearized) 
exponentially growing function cannot represent the solution for very long 
because clearly the nonlinear terms must then become important. If, in fact, this 
exponentially growing function tends to a stable time dependent solution, then 
growth on another time scale must come into play so that in some sense the 
perturbation from the unstable steady state should exhibit a more or less typical 
multiscale representation, namely, to lowest order we expect a representation 
of the form 
where the Pk(tk*) represent periodic oscillation on a so-called “fast time” tk*, 
and the &(T) represent “slow time” modulation. More specifically, the form of 
the matrix P strongly suggests that to Zowest order in E the components xl(t) and 
x2(t) of X(t) are oscillatory with fast time to * = /3t (or a small perturbation of 
BO? %W and 4t) are oscillatory with fast time t, * = St (or a small perturbation 
of St), and all other xi(t), i = 5 ,..., n, decay exponentially. We shall now imple- 
ment this heuristic reasoning with a formal perturbation technique. 
Note. It should now be clear that the transformation of the original problem 
to the form (2.12) is crucial. Suppose that x1,2(t) and x,,,(t) are indeed periodic 
with angular frequencies p and 6, respectively, and that ail other x,(t), i = 5,..., n, 
decay exponentially. Then, the yi(t), which are linear combinations of the x,(t), 
are generally not periodic functions because, for example, cos j3t + cos St is not 
periodic if j3 and 6 are incommensurate. 
The only necessary tool we shall need in carrying out the n-dimensional 
multitiming formalism is an elementary fact for a specific two-dimensional 
system which we shall state in the form of an easily referenced lemma. 
LEMMA. The general solution of 
(du/dt) + v  = m sin t f n cos t, 
(dvldt) - u = p sin t + 4 cos t, 
u(t) = A sin t + B cos t + ((m - q)/2) t sin t + ((n + p)/2) t cos t 
+ ((n - P)/2) sin t, 
v(t) = -A cos t + B sin t + ((rz + p)/2) t sin t - ((m - q)/2) t cos t 
+ ((m + d/2) sin t. 
Thus, in order to suppress secular terms (i.e., in order to have solutions bounded for 
all t > O), it is sujicient to require m - q = 0 and n + p = 0. 
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In order to completely determine the first term in an asymptotic expansion of 
X(t) for small E, we shall see that we must actually carry out the formalism to 
three terms. To find an asymptotic expansion valid to lowest order it is sufficient 
now to assume that 
where 
(2.14) 
ts* = (1 + v$) lit, 
r (2.15) 
tk * = tLkt, k= D,..., n. 
We wish to reiterate the fact that the assumed form (2.14), (2.15) is sufficient 
to find the lowest order terms xii (i = l,..., n). To determine higher order terms 
much more general multitime dependence must be assumed to overcome small 
divisor problems, etc. (see [S]). 
With the definitions (2.15) we find that 
Thus, upon substituting (2.14), (2.15) into (2.12) and equating coefficients of 
like powers of E, we obtain from the coefficients of the first power of E that 
ax,lat* = px, , 
where 
axI1 
at * ax, P 
-@T= : 
i i 
* 
a”%, 
at,* 
(2.16) 
(2.17) 
The solution of (2.16) is 
X 11 = R(T) sin&* + $(T)), x21 = R(7) co&3 + 4(4>, (2.18) 
X 31 = S(T) sin@, + 4(d), x41 = S(T) SW,* + #(T)), (2.19) 
Xkl = C,(T) etri, k = 5,..., n, (2.20) 
where the unknown functions R(T), S(r), $(T) G(T), and C,(T) are to be determined 
at a later stage of the perturbation procedure. 
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Since tk* = pkt with plc < 0, all the xlcl , k = 5,..., n, decay exponentially. 
Thus, shortly after bifurcation the dominant terms are xl1 , xai , sar , and x4i . 
Since all components of Y(t, h) to lowest order are linear combinations of the 
xi1 , i = l,..., n, it suffices now to consider only the steps in the perturbation 
procedure which determine R(T), S(T), $(T), and #(T). We shall now see that due 
to the specific form of our transformed system (2.12) the equations for these 
quantities decouple from the rest of the system. 
It will be convenient to carry out the derivation in two stages. First, we shall 
proceed for the special situation where G(X) of (2.12), (2.13) is given by 
gi(X) = -f b,$x,xl E XTB,X, 
k.Z=l 
i = l,..., n. (2.21) 
It will then be an easy matter to return to our derivation for the general G(X) at 
the second stage because we shall be able to use certain identities and tricks 
arising from the case where G(X) is the quadratic form (2.21). A special example, 
with all the necessary algebraic and trigonometric manipulations worked out, 
is given in the Appendix so that the reader can follow the ensuing calculations 
in this concrete case if he wishes. 
Upon substituting (2.14), (2.15) into (2.12) with G(X) given by (2.21) and 
equating coefficients of like powers of 6, we find that the coefficients of t 
yield (2.16), the solution of which is given by (2.18)-(2.20). Upon equating the 
coefficients of e2 and l 3 and retaining only those terms which are needed for 
determining R(T), S(T), &7), and #(T), we obtain 
ax 2 - m, = V(X), at* (2.22) 
(2.23) 
where 
) (2.24) 
vi(x) = i bfl)x,,x, = X,=B,X, i = l,..., 4, (2.25) 
k.b=l 
1 
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y(X) = i bg)(X& + xpx*J E X2TBiXl + XlTB,X2 , i=l 4, ,..*> 
k-.1=1 
(2.26) 
and where the superscript cap (“) is used to denote the truncation of an n-vector 
or an n x n matrix to a I-vector or a 4 x 4 matrix, respectively. For example, 
We now solve system (2.22). From (2.18)-(2.20), (2.25) we see that the right- 
hand side of (2.22) contains decreasing exponentials (i.e., those with et**, 
k = 5,..., rz, as factors) plus purely trigonometric terms of the forms 
R2 sin2 D, R2 cos2 L’, RS sin Q sin N, RS sin Sz cos N, 
S2 sin2 N, S2 cos2 N, RS cos f2 sin N, RS cos Q cos N, 
where Gr and N are defined in (2.3) and (2.4). (See Eqs. (A-lO)-(A-13) of the 
Appendix.) Upon using common trigonometrical identities such as cos2 A = 
4 + i cos 2A and sin A cos B = $ sin(A + B) + 4 sin(A - B), we find that 
the purely trigonometrical terms on the right-hand side of (2.22) are all of the 
form 
R2 =h 29 S2 sin 252, 
cm cm RS 1: (J-i’ - N), RS ;l (Q + N). (2.28) 
(See Eqs. (A-lo)-(A-13) of the Appendix.) Hence, if & # 26,) 2& # S, , 
there are no terms which correspond to forcing at a reasonance, and thus the 
solution of (2.22) contains constants (R2 and S2), terms of the form (2.28), and 
decaying exponentials. (This corresponds to Eqs. (A-14)-(A-17) of the 
Appendix.) It is at this stage that we require that 1 /?s - 26, j and 1 2/I,, - 6,I be 
of order O(1) in E. To see this, suppose that they were O(E), for example. Then, 
the O(E~) terms in our perturbation expansion (2.14) would really be of order 
O(E), and our expansion would not be uniformly valid. (In our special example, 
this is illustrated with Eqs. (A-14)-(A-17) of the Appendix.) Kabakow’s 
method [S] allows us to investigate the situation even when 1 &, - 28, / and 
1 2& - 6, 1 are O(E), but we shall not do so here. 
Finally, we examine system (2.23). F rom (2.26) we see that resonance pro- 
ducing terms (secular terms) arise only from products of the terms (2.18), (2.19), 
and the terms of the form (2.28). (Equations (A-18) and (A-19) of the Appendix). 
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Thus, for example, the first two equations of (2.23) are of the form 
+ ( > RS2 -t ( ) S3i 
+ (other nonresonance producing terms), (2.29) 
==$(sinQ)/&02R+R$+()R+()S+()R3+()R2S 
+ ( ) RS2 + ( ) S3/ 
+$(c+$+()R+()S+()R3+()R2S+()RS2 
+ (other nonresonance producing terms). (2.30) 
Now, the application of our lemma to the system (2.29), (2.30) implies that to 
suppress secular terms we must require that 
R’ = ( )R + ( >S + ( )R3 + ( )R2S + ( )RS2 + ( P, 
R$ + PweR = ( )R + ( >S + ( )R3 + ( )R2S + ( )RS2 + ( F. 
Similar considerations clearly apply to the third and fourth equations of (2.23), 
and we then obtain the equations for S and #. Therefore, R, S, 4, and 4 are 
determined by equations of the form (2.6), and the amplitude modulation 
equations (i.e., those for R and S) decouple from the others. Thus, our deriva- 
tion is complete. (Note that the vectors C, , C, , D, , D, in (2.2) are determined 
by the matrix transformation T, and initial conditions are used to determine the 
constants of integration arising from solving the modulation equations (2.6).) 
It should be clear that the generalization from the quadratic form (2.21) to 
the general case proceeds in the same way because the Taylor’s series expansion 
of G(X) is a power series first containing a quadratic form whose coefficients are 
second derivatives of the gi(X). 
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3. THE MODULATION EQUATIONS AND STABILITY CONSIDERATIONS 
First, we shall consider the amplitude modulation equations; namely, the 
first and third equations of (2.6) for th e q uantities R(T) and S(T). The 12 con- 
stants kIi , Ksi (; = l,..., 6) can take on all real values depending on any specific 
case of the nonlinearity F( Y, X) in (1. l), and thus, any general treatment of these 
equations to account for all possibilities would be prohibitively lengthy. How- 
ever, since phase plane considerations are clearly possible, we can make some 
general statements. For example, it is clear what implications the appearance 
of the more usual structures such as spiral points, saddle points, limit cycles, 
etc., have with regard to analytical form, growth or decay rates, and stability for 
R(T) and S(T), and thus for Y(t, h) as given by (2.2). We shall now illustrate 
some of these situations for two special examples which occur in the theory of 
chemical reactions. 
Suppose that 
hi , hi > 0 fori= 1,2, 
hi , hi < 0 for i = 3,..., 6, 
(3.1) 
and suppose that the only critical point is the point (I?, S) = (0,O). Multiply 
the first equation of (2.6) by R and the third equation of (2.6) by S and add the 
equations to obtain 
$(d/&) (R2 + 9) = k11R2 + (k,, + k,,) RS + k,,S2 
+ k,,R4 + (k,, + 4,) R3S + (k,, + k34)R2S2 (3.2) 
+ (k,, + k,,) RS3 f k,,S4. 
Now, on some sufficiently small circle surrounding the origin, the quadratic 
terms are the dominant terms on the right-hand side of (3.2), and on some 
sufficiently large circle (completely containing the small one), the quartic terms 
dominate. Hence, (3.1) implies that (d/&) (R2 + S2) is positive on the small 
circle and negative on the large circle. Since there is no singular point in the 
annular region between the circles, the fundamental PoincarbBendixson theory 
implies that there exists a stable limit cycle contained inside the annulus. There- 
fore, according to (2.2), the bifurcating solutions consist of the superposition 
of two components oscillating on fast time scales f&t and S,t and modulate by 
amphtudes periodically changing on the slow time scale 23. 
A totally different situation is encountered with the following example. 
Suppose that the nonlinearity F(Y, h) . IS such that the amplitude modulation 
equations possess a saddle point at the origin and two stable spiral points, one in 
the first quadrant and the other, symmetric with respect to the origin, in the 
third quadrant. (Note that the result of the transformation R ---f -R, S + -S 
leaves the equations invariant, and thus the trajectories in the phase plane are 
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symmetric with respect to the origin.) Therefore, depending on the initial con- 
ditions, R(T) and S(T) approach one or the other of the spiral points, and the 
bifurcating solution approaches a time dependence consisting of the super- 
position of sines and cosines of Q and N. If the spiral points occur on an axis, 
then one component asymptotically vanishes, and the bifurcating solution even- 
tually becomes periodic at the surviving frequency. 
In the case that R(T) and S(T) app roach finite limits as T + 00 we can find the 
O(G) frequency shifts w2 and v2 directly from Eqs. (2.6) as follows. We expect 
that C(T) and I/(T) approach finite limits as 7 --t co. Then, $‘(T), #‘(T) -+ 0 
as T + co. Therefore, the second and third equations of (2.6) become algebraic 
equations for w2 and vS in terms of the limiting values R(a) and S(a). 
4. APPLICATIONS 
The author was led to developing the methods for the results obtained by 
considering various problems and observations occurring in chemical and bio- 
chemical reactions. In particular, the appearance of complicated and peculiar 
time dependent states as the result of varying the concentration of one reactant 
[9]-[IO] can not be accounted for by bifurcation at a single simple complex 
eigenvalue. The chemical kinetics is given by equations of the form (1.1) where 
the nonlinearity in most cases is a quadratic form in the unknowns. Thus, the 
vector Y of concentrations is governed by (1.1) where the right-hand side 
contains linear and quadratic terms in the concentrations. This corresponds to 
accounting for all reactions on the basis’ of single- and bimolecular reactions. 
(Trimolecular and higher type reactions are thought to be extremely rare or non- 
existent. In any event, our theory could handle them because we have developed 
it for a general nonlinearity.) A typical situation is worked out in the Appendix. 
In the chemical kinetics the bifurcation parameter X can depend on many 
other parameters and groupings of parameters, and it can easily happen that 
complex eigenvalues simultaneously cross the imaginary axis. However, even in 
the classical mechanics of particle motion these occurrences are not only common 
but in some situations the usual case, and perhaps this would be a good context 
in which to illustrate this, We shall do so with the following simple example. 
Consider two coupled harmonic oscillators nonlinearly coupled and with a 
slight amount of damping. Hence, consider 
y  + dy - ax9 + f( y, z) = 0, (4.1) 
1 + y?z - + + g(y, z) = 0. (4.2) 
Let u = y and ~1 = z, and then (4.1), (4.2) can be written as 
dU/dt = BU + EDC; -+ F(U), 
where 
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Let U = TX with T constant. Then, (4.3) becomes 
dX/dt = T-IBTX + CT-IDTX + T-lF(TX). (4.4) 
Now, let 
Then, simple straightforward calculations yield 
ow 00 
x 
(4.5) 
I* 
(4.6) 
Therefore, from (4.4)-(4.6) we see that (4.3) can be written as 
dX/dt = PX + EAX + G(X), 
where P = T-IBT, A = T-‘DT, and G(X) = T-lG(TX). This is clearly of 
4w57/3-3 
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the form (2.12) which was the canonical starting form for all our analyses. As 
both damping coefficients 01 and /? change from negative to positive, the complex 
eigenvalues of the system simultaneously cross the imaginary axis. 
!h’PENDIX 
We consider the problem 
dXjdt = PX + 2AX $ G(X), 
x= T ) 
0 
P= 
x4 
op 00 
$0 
00 
00 i 
OS A= 
0 0 -8 0 
lb llX12 + bw3 
G(X) = b2lW2 + b24w4 
hY% 
Upon substituting (2.14), (2.15) into (A-l) and equating coefficients of like 
powers of E, we obtain 
8% -=PX, at* 
ax2 ---x2= at* 
ax3 PX __- 
at* 3 
&.J ax2 =- -- 
at* +AX+ 
(A-4) 
(A-9 
where M is given by (2.24). The solution of (A-4) is 
xl1 = R(7) sin Q, x21 = R(7) cm 9, (A-3 
X 31 = S(7) sin IV, X& = S(7) cos iv, 64-Q 
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where 
Q = (1 + w2) Bt + (b(T), 
The system (A-5) then becomes 
iv = (1 + v2c”) +t + $J(4. (A-9) 
ax12 
v-X 22 = k b,,R2 sin 2Q + $ b,,RS sin Lr sin N 
= $ b,,R2(1 - cos 2Q) + $ b,,RS[cos(Q - N) - cos(Q + N)], 
(A-10) 
ax --=+x at,* 12 = L b2,R2 sin 52 cos Q + $ b,RS cos Q cos N B 
= $ b,,R2 sin2 Q + $ b,,RS[cos(Q + N) + cos(Q - N)], 
(A-l 1) 
3x22 
at,* - xa2 = i b,,RS sin Sz sin N 
= $ RS[cos(Q - N) - cos(Q + N)], (A-12) 
ax,, 1 1 
at,* + x22 = s b,,RS sin Q sin N + s b4,S2 sin N cos N 
= $ b,,RS[sin(Q + N) + sin@ - N)] + & b,,S2 sin 2N. 
(A-13) 
We now require that /3 # 26 and 28 # 6 so that the terms cos(Q - N) in (A-10 j 
(A-12) and sin@ -N) in (A-13) d o not contribute secular terms. Then, the 
solution of (A-lO)-(A-13) is given by 
X -- -’ (b,, + $- b,,) R2 sin 2Q + 2Lp2 y:f” g)2] cos(L? - N) 
12- 5p 
Bb,,RS (B - 6) b&S 
+ @2 _ (p + 8)2] c-P + NJ - 2[@ _ 32 _ /32] sin(Q - N) 
(B + 6) b&S 
- -qp + 32 _ 823 sir@ + Nh (A-14) 
x22 = 33 _=I b,,RZ - -!- (‘b,, - b,,) R2 cos 28 + 
/%RS 
9 2 218 _ 32 _ f32] co4-Q - w 
lBb,,RS (B - 4 b-&S 
- 2[(/3 + 32 _ /32] co@ + N) - qo92 _ (p _ 321 M-Q - N) 
(B + 6) b&S 
- 2[/32 _ (p + gy] sin(Q + NJ- (A-15) 
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XQ = 2 b,,S2 sin 2iv + EM - s> b31 - %,I q/3 _ S)Z _ 621 RS sinP - NJ 
_ KB + 6) b31 + hll 
(A-16) 
q/3 + 92 _ 821 RS sin@ + N), 
x42 = 2 b&P cos 2iv -j- Lsb,l - (p - ‘> bd R‘J cos(Q I N) 
2[(jl - q2 - q 
(A-17) 
. 
Now, upon substituting (A-7)-(A-9) and (A-14)-(A-17) into (A-6) and using 
the standard trigonometrical addition formulas, we find after a considerable 
amount of algebraic and trigonometric manipulation that if /I # S the first two 
equations of system (A-6) become 
8x13 P2h3b24 -- 
at,* x23 = $ (sin fin) c---R’ + a,R + w/3 - 6) w + 6) 
RS2] 
+ -!- (cos Q) [-/3w2R - R4’ + $ b,, t-b,, + + b,,) R3 
6 
b;,(2fi2 - S’) 
- 28(2/3 - S) (28 + S) RS2 1 
+ (other nonresonance producing terms), (A-18) 
8x23 
ata* + *13 = p -f- (sin 52) //AJJ~R + R+’ + a,,R - $ b,,b,,R3 
+ & b,, (5 bn - + 
b&P2 - S2) 
b21) R3 - 28(28 - S) (2/l + 6) RS2 I 
+ $ (sin SZ) [-R’ - q R2S - 2s(2p r$F$ + s> RSz] 
+ (other nonresonance producing terms}. (A-19) 
Now, the application of our lemma to the system (A-18), (A-19) implies that to 
suppress secular terms we must require that 
R’ = k,,R + k,,R2S + k,,RS=, (A-20) 
R+’ + jlw,R = k,,R + k,RS + k,,RP, (A-21) 
where 
k,, = k,, = y , k,, = - 9 , k,, = 4(2p !;<;; + s) , 
k,, = b,, = (; 
lW 
b,, - ; b,,) - + (-b,, + + b,,) , 
k2, = Pi2 - b%d G73’ - s2) 
2473 - 6) (V + 6) - 
(A-22) 
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Equations (A-20), (A-21) are of the form given in (2.6), and quite clearly, by 
similar manipulations on the second two equations of system (A-6), we obtain 
the equations for S and # which are also of the form given in (2.6). 
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