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Increased bus patronage has the potential to facilitate the achievement of transport 
sustainability in cities in the developed and developing countries by alleviating 
congestion and its consequences including delays and pollution. However, this 
requires bus-friendly policies and a significant improvement in the efficiency of urban 
bus operations. Such operations consist of a large number of location based 
services such ‘countdown’ which requires the computation of bus arrival times at bus 
stops. However, to date there is a lack of agreement globally on the location based 
services and their key performance indicators expressed in the form of the required 
navigation performance parameters of accuracy, integrity (quality of or confidence in 
the position accuracy), continuity of service, and service availability. As a result of 
this, there is currently no optimal positioning system specification for bus operations.  
This thesis addresses these two issues and contributes to the field by firstly creating 
a comprehensive list of location-based services together with the required navigation 
performance for some of the applications. This is through a comprehensive literature 
review, consultation with a subject matter expert, and augmentation with, for the first 
time, a global survey of the major bus operators. Secondly, by demonstrating that a 
significant improvement in positioning accuracy is achievable with multi-constellation 
differential positioning. This is achieved through a comparative analysis of GPS only 
and augmentation with GLONASS and local differential positioning. Thirdly, the 
benefits of the new signals are demonstrated in the measurement and position 
domains, using established and novel mathematical models.  
The thesis analyses in detail the measurement qualities of the legacy and new 
signals in the measurement and position domains. The results of the former 
demonstrate the superiority of the L5 signal both in terms of signal strength and 
measurement precision, over the legacy L1 coarse acquisition (C/A) code 
measurements, with the new L2C as the weakest. The results of the position domain 
analysis show a significant improvement in positioning accuracy over the use L1 C/A 
code measurements alone, as a result of the mitigation of the ionospheric error 
through the combined use of the L1 C/A and L2C code measurements. The 
improvements in 3D positioning accuracy at the 95th percentile range from 22% (6m) 
in the clean (unobstructed environment) to 48% (13.66m) in the urban environment. 
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The corresponding 2D horizontal positioning accuracy at the 95th percentile are 
3.33m and 9.03m respectively. These improvements would not only enable more of 
the location based services to be supported but also facilitate the achievement of 
higher accuracy performance when using carrier phase measurements through 
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The world’s population continues to grow significantly. In particular, the growth in 
urban areas is expected to account for more than 60% of the population of the world 
within five years (United Nations, 2013). This level of growth is expected to result in 
increasing traffic congestion with its consequences including air pollution and the 
wider negative impacts on the economy.  
Today urban transport systems are dominated by private vehicles, which are 
significant contributors to traffic congestion and pollution. In comparison to private 
cars, transport systems dominated by buses produce significantly lower traffic 
congestion and energy consumption and emissions, and improved mobility for all 
irrespective of social and economic classes. Therefore, improvements in bus 
operations particularly in urban areas have the potential to facilitate the achievement 
of transport sustainability (International Energy Agency, 2002). 
The improvement of bus operations in order to realise the maximum potential of 
buses requires a comprehensive and exhaustive identification of the various 
underpinning services, the corresponding Key Performance Indicators (KPIs) and the 
quantified performance targets (i.e. Key Performance Targets – KPTs). Thereafter, 
there is a need to specify efficient technologies to support the provision of the 
services. The services include those that are location based, referred to as Location 
Based Services (LBS), examples of which are travel time estimation, the provision of 
bus priority at junctions, and in-situ (dynamic) environmental compliance monitoring. 
The current location based services are supported by disparate/various ad-hoc 
systems (i.e. not integrated), resulting in low levels of performance in terms of, for 
example, accuracy and reliability of travel time estimation. These technological 
limitations can be addressed by the appropriate application of Intelligent Transport 
Systems (ITS). 
ITS integrate the application of advanced sensing, computing, electronics, control, 
navigation, and communication technologies to improve surface transport services 
(ITS America, 1992). These services enable the improvement of the key 
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performance areas of safety, capacity, efficiency, congestion, environmental impact, 
energy consumption, and economic productivity. ITS systems have five major 
functional areas (ITS America, 1992; Quddus, 2006): Advanced Traffic Management 
Systems (ATMS), Advanced Traveller Information Systems (ATIS), Advanced 
Vehicle Control Systems (AVCS), Commercial Vehicle Operations (CVO) and 
Advanced Public Transport Systems (APTS).  
ATMS improve the performance of transport systems by employing state-of-the-art 
navigation, surveillance, navigation, computer and communication and computing 
technologies for monitoring and analysis. ATMS consists of the main elements of 
dynamic traffic control systems, motorway ramp metering, and incident management 
systems. ATIS facilitate journeys by providing a range of information, with on-board 
navigation systems being the core element. ATIS exploit information from ATMS to 
provide a number of services including the locations of incidents, weather and road 
conditions, optimal routes and lane restrictions.  
AVCS supports drivers to better control vehicles to improve the safety and efficiency 
of travel. For example, through AVCS, traffic accidents can be avoided by using 
intelligent cruise control and systems that alert drivers of impending collisions. CVO 
mainly involve the use of automatic vehicle location systems linked to computer-
aided dispatch (CAD) systems to operate fleets including trucks, buses, vans, taxis, 
and emergency vehicles 
APTS are the public transport information and control systems that, for example, 
provide passengers at bus stops with information on the arrival times of buses or 
trains. They also permit priority signals for buses at signalised junctions with the 
assistance from ATMS and ATIS.  
In addition to the functional areas above, a number of ITS services have emerged 
including electronic payment systems (Chadwick, 1994; Ochieng et al., 1999), 
emergency management (such as notification and personal security, and vehicle 
management), and information management.  
This thesis focusses on APTS (aided by the other systems supporting the other 




Although there has been significant research effort dedicated to the identification of 
ITS services involving the various stakeholders including academic researchers in 
both the transport industry and relevant government entities (ITS America, 1992; 
Chadwick, 1994; Porretta, et al, 2009; Manela, 2016a; SaPPART, 2015), there is 
currently no agreement globally on the types and number of location based services, 
their corresponding KPIs (Key Performance Indicators) and the Key Performance 
Targets (KPTs) for urban bus operations.  
For positioning and navigation, the KPTs are specified in terms of the Required 
Navigation Performance (RNP) parameters of accuracy, integrity (quality of or 
confidence in accuracy), service continuity and service availability. Largely because 
of the lack of agreement on the services, the current positioning systems are 
predominantly based on single frequency GPS integrated with the Deduced or Dead 
Reckoning (DR) sensors, in the position domain and supported by basic map 
matching algorithms for the identification of the physical location of the buses 
(Okunieff, 1997; Manela, 2016a). There are a number of limitations with these 
current positioning systems as discussed below.  
Firstly, although a model for the mitigation of the error in the range (distance) 
measurement between the satellite and the user receiver caused by the ionosphere, 
is broadcast in the navigation message transmitted by the satellites, its performance 
is sometimes limited resulting in relatively low positioning accuracy. Secondly, the 
use of the single frequency range measurement only does not provide the level of 
redundancy required for checking or validating solutions including protection from 
interference.  
Thirdly, integration of GPS and DR at the positioning output level (i.e. in the position 
domain) results in no position solutions being generated by the GPS receiver when 
enough satellites are not available, relying instead on the DR for relatively long 
periods with the consequence of cumulative errors due to drift and ageing. Fourthly, 
the current systems are not designed to benefit from the other global navigation 
satellite systems (Russia’s GLONASS, space based augmentations such as the 
European Geostationary Navigation Overlay Service –EGNOS, ground based 
augmentation and potentially Europe’s GALILEO and Chian’s BeiDou), signals of 
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opportunity (e.g. those based on Wireless Local Area Networks – WLAN) and 
advanced map matching algorithms.  
Fifthly, for mission critical location based applications, the current systems do not 
have the capability for self-monitoring of failures to assure the quality or integrity of 
the system. Finally, the current systems are not designed to benefit from the new 
signals L2C and L5 from GPS (US Government, 2016) with the enhanced features 
described briefly below. 
L2C is the second civilian GPS signal and is broadcast or transmitted at the L2 
frequency (1227.60 MHz), and is designed for mass market applications. Compared 
to the L1 C/A code transmitted at the L1 frequency (1575.42 MHz), L2C is designed 
to have greater data recovery and carrier tracking, although its transmission power is 
weaker. The signal design features of L2C are expected to deliver speedier signal 
acquisition, improved reliability, and wider range of operating. Compared to the 
legacy L1 C/A signal, L2C is transmitted at a higher effective power. This makes it 
potentially easier to receive in difficult environments including under trees and even 
indoors. In summary, the L2C signal is designed to improve positioning accuracy, 
provide an easy to track signal, and provide redundancy to mitigate the effects of 
localized interference. 
The third civilian GPS signal is L5 transmitted at 1176.45 MHz. It is designed for 
mission (e.g. safety) critical applications. Like the L1 signal, L5 is transmitted in the 
Aeronautical Radio Navigation Services (ARNS) radio band protected and reserved 
for safety critical services (in particular aviation). It is broadcast at a higher power 
than the L2C and legacy L1 C/A signals. It’s wider bandwidth enables better 
protection from interference. Furthermore, it encapsulates an advanced signal 
design including a dedicated channel for codeless tracking. L5 is modulated with two 
Pseud-Random-Noise (PRN) ranging codes: the in-phase code (the I5-code); and 
the quadrature-phase code (the Q5-code). 
The use of any two the signals (L1 C/A and L2C, L1 C/A and L5 or L2C and L5) 
should enable improvement in positioning accuracy by correcting for the delay 
caused by the ionosphere and robustness through signal redundancy. The combined 
use of L1 C/A, L2C and L5 should provide a higher level of service robustness. 
When linear combinations of all three GPS carrier frequencies are used (referred to 
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as trilaning), there is the potential to deliver sub-meter accuracy without 
augmentations.  
Research to date (Tran, 2004; Sükeová, et al., 2007; Engel, 2008; Cai, et al., 2016; 
Saleem, et al., 2017) on the assessment of the benefits of the new signals has 
predominantly concentrated on measurement quality (or precision) for static 
applications using either simulated or real data captured in open and clean 
environments represented by the reference stations such as those operated by the 
International GNSS Service (IGS). There has been no comprehensive research to 
characterise the performance in the built environment for dynamic ITS applications 
such as urban bus operations Location Based Services (LBS). Furthermore, 
research on the impact of the new signals on positioning measured in terms of the 
RNP parameters of accuracy, integrity, continuity and availability has been patchy 
due to a lack of enough satellites in the constellation transmitting the new signals, 
both for static and dynamic applications in all environments. 
1.2 Aims and objectives 
Given the limitations of the current bus positioning systems identified in the 
background above, this thesis has the three aims of (i) identifying the location based 
services, their KPIs and the quantified targets in terms of the RNP, (ii) enhancing the 
current GPS based approach with error reduction through differential corrections, 
and the addition of another GNSS, and (iii) analysing the impact of the new GPS 
signals L2C and L5 on measurement precision and positioning accuracy in urban 
areas for bus operations. The following specific objectives have been formulated to 
achieve these aims. 
 Identify a comprehensive list of applications and specify the targets set for the 
Required Navigation Performance (RNP) parameters of accuracy, integrity, 
continuity and availability based on a detailed literature review and a 
representative global survey of bus operators.  
 Determine the relevant existing and future positioning systems, identifying their 
strengths and weaknesses with a particular reference to the RNP targets, and 
specify a high level positioning system architecture for urban bus operations. 
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 Quantify the performance of the current GPS based positioning system in urban 
areas (using London’s bus operations as a case study), and assess the impact of 
differential corrections and the combined use of more than one GNSS. 
 Assess in detail, and compare and contrast the measurement quality or precision 
of the legacy and new GPS signals as represented by the absolute and relative 
levels of multipath and noise. 
 Assess in detail the impact of the new signals on the positioning accuracy of GPS 
in urban areas, using London’s bus operations as a case study. 
1.3 Structure of the thesis 
This thesis consists of nine chapters. The first presents the background of the 
research and formulates the aims of the thesis, its objectives and structure. Chapter 
2 reviews the current and future location based services and their RNP in terms of 
accuracy, integrity, continuity and availability. Based on the RNP, the chapter 
reviews the current functional architectures and concludes with a recommendation 
for urban bus operations. Chapter 3 reviews the possible technologies to support the 
functional architecture specified in Chapter 2, including the principles of operation, 
strengths and weaknesses. This chapter also captures the current technology 
landscape as used by the major urban bus operators. From the findings of the 
literature review, and the current bus positioning technology landscape, the chapter 
specifies a high-level physical architecture for bus positioning. The chapter also 
highlights the focus of the rest of the thesis as GPS and its augmentations (including 
usage in combination with GLONASS).  
The fundamentals are presented in Chapter 4, in terms of the measurements 
(including error sources and mitigation techniques) and how they are used for 
position determination. In particular, the functional (mathematical) models used with 
GPS data for positioning are presented. Chapter 5 uses real data, a comprehensive 
performance assessment process and processing tools, to characterise the 
performance of the current positioning systems based on single frequency GPS in 
stand-alone and differential modes when used in combination with GLONASS. 
Recognising the expense and complexity associated with the provision and 
operation of differential GNSS infrastructure and increasing availability of multiple 
GPS civil signals for ranging, Chapter 6 sets the foundation for the analysis of the 
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practical impact of the new signals by discussing their design features and expected 
benefits, along with the assessment methodology, data and processing tools used.  
Chapter 7 uses aspects of the methodology proposed in Chapter 6 to analyse the 
performance of the three GPS signals in terms of the quality of the measurement 
both in terms of the signal strength as measured by the Signal-to-Noise (SNR) ratio, 
and the absolute and relative levels of multipath (error caused by signal reflection off 
proximate objects) and noise in the ranging data. The impact of the measurement 
quality is mapped to the position domain in Chapter 8, and the performance 
achievable with the combined use of the legacy signal and new signal, L2C are 
compared to those in Chapter 5 representing the current systems and the Required 
Navigation Performance (RNP) for bus operations in Chapter 2. The thesis is 
concluded in Chapter 9 with the main findings and suggestions for future work.  
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2. URBAN BUS OPERATIONS 
 
The world’s population is predicted to grow significantly over the next decades (UN, 
2013). It is predicted that within the next five years, a half of the world’s population 
will live in cities. By 2030, the urban population will reach nearly 5 billion 
representing approximately 60% of the world’s population (Figure 2.1). In particular, 
most of this growth will be in the urban centres of the developing world, in which 
population growth is predicted to double to nearly 4 billion by the period 2030 – 2050 
(UN, 2013).  
The predicted levels of growth particularly in the developing world’s large cities will 
inevitably be accompanied by rapidly increasing traffic congestion, air pollution, 
sprawl, energy use and pollution thereby jeopardising the ability to achieve 
sustainability. Figure 2.1 shows that this trend is also applicable to the developed 
countries (USA and Europe). In the UK it is predicted that the population will 
increase by 16.5% from about 64.7 million in 2015 to 75.4 million in 2050 (Roser, 
2015; Roser and Ortiz-Ospina, 2017). 
 
 
Figure 2.1: Estimated and Projected World Population, 1950-2050 (UN, 2013) 
In order to address the problems associated with population growth in the near-term, 
improvement in bus systems (and hence operations) in the developed and 
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developing cities has a significant potential as a cost-effective approach to facilitate 
the achievement of transport sustainability. This is particularly true in areas where 
cars are not yet dominant. In comparison to private-vehicle dominated urban 
transport systems, those that are largely reliant on buses produce significantly less 
congestion, lower energy consumption and emissions, and better mobility for all 
irrespective of social and economic class. Continuing research and development is 
also generating relevant technologies that have the potential to significantly reduce 
bus related accidents, emissions and oil consumption (International Energy Agency, 
2002). 
In the European Union (EU), in 2012, local public transport was used for about 57 
billion passenger journeys (Figure 2.2). Considering the demand for various forms of 
travel by public transport, although there is considerable variation at the national 
level bus based transport dominates the others in terms of ridership. Urban and 
suburban bus systems carry the majority of public transport journeys in the EU, 
accounting for approximately 56% of the total journeys. Rail-based modes make up 
the rest as follows. Tramways or light rail systems account for 14%, metro systems 
16% and suburban railway 14% of the total of journeys (UITP, 2014). 
 
Figure 2.2: Breakdown per mode of local public transport journeys in 2012 in the EU 
(UITP, 2014) 
Overall, although bus transport systems in the developing and developed worlds 
carry a large share of urban travellers, the systems are responsible for only a small 
part of the congestion, pollution and energy consumption. This is because buses 
when full are inherently efficient both in terms of road space and fuel consumption 
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per passenger kilometre. A fully occupied bus (depending on size) displaces 
anywhere from 5 to 50 other motorised vehicles, including cars and in some cases 
very dirty two-wheeled motors (International Energy Agency, 2002). 
However, the realisation of the maximum potential of buses requires both bus-
friendly policies and efficient technology to support operations. A significant element 
of the operational improvements required rely on Location Based Services (LBS) 
such as travel time estimation, bus priority at junctions, and in-situ (dynamic) 
environmental compliance monitoring. Currently, LBSs are delivered with 
disparate/various ad-hoc systems (i.e. not integrated), with the consequence of low 
level of performance in terms of, for example, accuracy and reliability of travel time 
estimation.  
The case of bus operations in London illustrates the importance of appropriate 
positioning technologies to underpin bus operations. London Buses’ Advanced 
Public Transport System (APTS) consists of 13 bus operators, 700 routes, 8700 
buses, 19,000 bus stops, 22,400 drivers and 6.5 million passengers per working day 
(Manela, 2016a). In order to deliver the required performance (where such 
performance is used also as a reference for payments to bus service operators of 
over 1.6 billion dollars), contract compliance is a key activity (Reed, 2013).  
Compliance is measured in terms of a number of quality of service indicators such as 
operated (trip) mileage (lost mileage when this is less than the actual mileage), 
performance to schedule (measured either in terms of adherence to schedule for low 
frequency services or Excess Waiting Time – EWT, for high frequency services). 
EWT is the difference between the Actual Wait Time (AWT) and the Scheduled Wait 
Time (SWT). To date the location based data required to quantify these indicators is 
at the 98% availability level. The missing 2% is partly due to diversions, and 
inaccuracies and lack of integrity in the determination of the location of the buses 
(1%), as shown in Section 5.3.6.2.  
Therefore, Transport for London (TfL) has the aim to increase the level of availability 
to 100%. Another example, where the missing data could have contributed, is low-
bridge warning where although decreasing, incidents still occur on the bus network. 
The cost implications are many and varied including potential fatalities or injuries, 
damage to vehicles and bridge structures and interruption of railway services. 
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Clearly, a reduction to zero would have a significant positive impact. Equally 
important is the reduction of accidents with pedestrians, cyclists and other vehicles. 
A lack of the required position accuracy, integrity and availability can reduce the 
ability to manage the fleet with a consequential degradation in the quality of service 
which impacts amongst others on the reputation of the agency or operator, service 
control, and time lost for customers and staff satisfaction. Reduced ability to manage 
the fleet can also impact on performance measurement (contract compliance).  
Furthermore, as a secondary effect, it can increase the load in the radio network 
(due to increased communication activities, e.g., between the drivers and service 
control) which has its own set of consequences. It is noteworthy, that the same 
dataset is used for the derivation of information disseminated to the passenger. 
Therefore, better performance should enable passengers to have confidence in the 
service and to be more likely to use it instead of others (Reed, 2013). 
Intelligent Transport System (ITS) technology offers an integrated approach to 
improve the efficiency of bus operations. By definition, ITS combines the 
technologies of communication (through Local Area and Wide Area Networks, LAN 
and WAN respectively), positioning, computing, data capture plus data processing 
and Human Machine Interfaces (HMI) to deliver innovative solutions to transportation 
problems.  The high-level functional architecture of ITS, is captured in Figure 2.3 
(adapted from Chadwick, 1994).  
 
Figure 2.3: ITS system Functional architecture (Adapted from Chadwick, 1994) 
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Different functions and corresponding technologies can be combined to support a 
variety of ITS services. Some of the services for bus operations require a positioning 
capability with performance defined by the concept of Required Navigation 
Performance (RNP). As explained in Section 2.1, The RNP concept captures 
positioning performance in terms of the four parameters of accuracy, integrity, 
continuity and availability. The navigation function of ITS is responsible for providing 
spatial and temporal data.  
2.1 Location based applications and requirements 
In this thesis, bus operation requirements are expressed in terms of coverage and 
the RNP parameters of accuracy, integrity, continuity and availability (Porretta et al., 
2009). Coverage is defined as the geographical area over which the required service 
is delivered, in this case, an urban environment or city. The RNP parameters are 
defined below. 
Accuracy: Position accuracy performance (Figure 2.4) is expressed as an error in 
metres and an associated statistical value (95%). The error is the difference between 
the true position and the estimated position, whereby this distance represents the 
radius of a circle which encloses 95% of the position estimates indicated by the 
positioning terminal. It is the parameter that measures performance when a system 
is operating normally. 
 
Figure 2.4: Accuracy (adapted from Ochieng, 2009) 
Integrity: Integrity is defined as the ability of a system to provide timely warnings to 
users when it should not be used for the purpose for which it is intended. It is the 
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quality of positioning reflecting the confidence in the positioning accuracy provided 
by the system, i.e. an accuracy failure. It is the parameter that measures 
performance in the presence of a failure. Integrity is specified in terms of the 
following parameters (Figure 2.5). 
Alarm/Alert limit (AL): AL is the maximum position error resulting in an alarm or alert 
being issued to the user. An alarm or alert is issued in the form of a ‘don’t use’ 
message. 
Time to alarm (TTA): TTA is the time which elapses between the onset of a failure 
and the reception by the user of an alarm or alert. The TTA is expressed in the unit 
of time.  
 
Figure 2.5: Integrity (adapted from Ochieng, 2009) 
Integrity Risk: This is the probability that the positioning terminal provides position 
information with an error exceeding the AL for a period longer than the TTA. The risk 
can be normalised over an exposure time of say 1 hour depending on the operation. 
Integrity risk is the product of the Probabilities of Failure (PF) and Missed Detection 
(PMD). PMD can happen in three ways, a failure is not detected at all, a failure is 
detected but the user is not informed within TTA or the system detects a fault but 
does not issue an alert. The Probability of False Alert (PFA) is the scenario where 
the system detects a non-existent failure and the user so informed. 
Continuity: Continuity (Figure 2.6) is defined as the probability that a positioning 
terminal provides the specified level of accuracy and integrity throughout an 
operation of a specified period, given that the required accuracy and integrity are 
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available at the start of the operation. It is a function of true and false alerts, with the 
former impacting safety and the latter, confidence and efficiency. Continuity is a 
measure of system reliability. 
Availability: Service availability is the percentage of the time that the system is 
operating satisfactorily, i.e. the user positioning terminal provides the required levels 
of accuracy, integrity and continuity. It is measured over a long time period (a month 
or more) in a local environment which is representative of that normally encountered. 
Availability is a measure of operational economy.  
 
Figure 2.6: Continuity risk (adapted  from Ochieng, 2009) 
2.2 Urban bus operations location based services and requirements 
Having defined the performance measures (also referred to as indicators or metrics), 
this section reviews the LBS for bus operations and attempts to quantify the targets 
set for each in terms of accuracy, integrity, continuity and availability. The 
information presented here is derived from three sources: (i) existing literature 
Porretta et al. (2009), SaPPART (2015) and Manela (2016a) (ii) a Subject Matter 
Expert (SME) from Transport for London (Manela, 2016b), and (iii) for the first time, a 
survey of a number of major urban bus operators from a number of countries 
globally. This approach ensures a comprehensive definition of the requirements and 
their RNP, through a comparative analysis and transference of best practice. The 
literature review is augmented with the input from the SME and the results from the 




2.2.1.1 Literature review 
From Porreta et al (2009), (SaPPART, 2015) and Manela (2016a), the typical location 
based services are listed in Table 2.1 together with the relevant stakeholders.  
Table 2.1: Urban bus operations location based services 
Application/Service User group or stakeholders 
Service control  Operators 
Real Time Passenger Information 
(RTI)  
Bus riders, travel and traffic management and operators.  
Bus priority at junctions/selective 
vehicle priority   
Travel and traffic management and operators.  
Low bridge alarms  Riders, drivers, traffic management and operators 
Headway  Operators, traffic management and operators 
Bus Lane enforcement Traffic enforcement 
Dynamic route guidance/ Navigation Bus drivers, bus operators 
Fleet management  Bus operators and managers 
Intelligent Speed Assistance Bus driver, bus operators /managers 
Collision avoidance Riders, Bus operators and managers, Fleet asset owners 
Emergency / Incident management  Bus operators and managers, Fleet asset owners 
Lane Control Bus drivers and operators 
Restraint Deployment Bus drivers and operators 
Travel time: This involves the estimation of bus travel time to various bus stops pre-
trip with the necessary dynamic updates during trips. This service is crucial for bus 
riders, bus drivers and bus monitoring authorities. The information is communicated 
to the various stakeholders via appropriate media. This service underpins the Real 
Time Information (RTI) delivered to passengers via applications (apps), the internet, 
Short Message Service (SMS), countdown signs and on the bus. 
Bus priority at junctions/selective vehicle priority: This is required to enable seamless 
movement of buses through signalised junctions by giving priority to buses over 
other traffic. The buses transmit their position to a control centre which locates them 
on the road network and provides signal priority. This could be done for example, by 
extending or pre-empting the green phase at traffic lights, thus creating a green 
wave to significantly reduce delays. Such a service could be applied all the time, but 
more practically only for late running buses. 
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Dynamic route Guidance /navigation: In this application, drivers input the location of 
the destination and in some cases the details of the preferred route, into the on-
board navigation computer which matches the current position estimation of the bus 
with the digital map via map matching (Section 3.1.3.3). The navigation system then 
provides turn-by-turn navigation instructions and visual display to reach the required 
destination. Real time traffic information can be input as well as other factors that 
affect traffic such as weather conditions and forecasts, incidents/accidents and 
blocked roads. Figure 2.7 captures the typical functional and physical elements of a 
dynamic route guidance system. 
 
Figure 2.7: Typical functional and physical elements of a dynamic route guidance 
system (Ochieng, 2009) 
Fleet Management: This application is for fleet operators to optimise their operations 
(in other words, keep operations as normal as possible) particularly during incidents 
/accidents, safety and security issues.  
Service Control: This service enables the management of headways and off-line 
intervention. It relies on the fleet management functionality. 
Intelligent speed assistance: This application detects firstly through the position of a 
vehicle, and a Geographical Information System (GIS), the relevant attribute in the 
form of the speed limit on a certain link, and then compares it with the speed applied 
by the driver. It can either issue a warning or invoke a speed limiter if implemented or 
both. The link determination is through a positioning system and GIS where the 
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former is responsible for the determination of the coordinates of the vehicle and the 
GIS is responsible for the physical location of the link and its speed limit.   
Collision Avoidance: This application detects proximate traffic to avoid potential 
collisions whether leading to incidents or accidents in parking garages as well as en-
route. A high update rate of the position and velocity estimations could be used to 
detect and avoid collisions. This works on the state estimation of the two vehicles 
and derivation of velocity and intervention through speed adaptation and or warning 
the drivers.  
This application currently mostly uses camera/radar technology to issue warnings. 
There is the potential for GNSS (potentially augmented with the camera/radar) to be 
used particularly for enhanced collision avoidance between equipped vehicles.  
Emergency Management: The requirements in terms of the location determination 
for a bus in distress is dictated by the needs of the emergency services in 
maximising the benefits of a response, e.g. reducing the impact of injuries or 
fatalities related to journeys. 
Environmental monitoring: With the increasing availability of low-cost portable 
Emissions Monitoring Systems (PEMS), this service would support such systems for 
in-service emissions monitoring by enabling the spatio-temporal referencing of the 
emissions data. 
Lane control: In this application positioning, navigation and timing information are 
used to aid drivers in lane keeping in different types of roads, to improve safety. 
Lane keeping involves detection of irregular driving and raising alerts, and potentially 
automated intervention. 
Restraint Deployment: In the case of an unavoidable collision, restraints are 
deployed for the safety of vehicle occupants, resulting in the reduction of the severity 
of accidents. In the event of incorrect decisions, this application could have 
significant safety and legal implications, and thus, the required performance are 
inevitably stringent.  
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Countdown/RTI: This service provides passengers with real-time bus arrival (e.g. 
time in minutes to the next bus) and other journey information via various media 
including on the bus, bus-stop signs, apps and the web.  
 Headway: The headway indication system in the bus cab displays information on 
the destination of the bus and the next stop for those who are not close to a sign on 
the road but close to a bus. In case of any change in the route, this service conveys 
the relevant information on the change. 
Low bridge warning: This service uses real-time bus tracking and low bridge position 
data together with communication methods to warn the driver that the bus is 
approaching a low structure or bridge. This is particularly crucial when a vehicle is 
diverted from its normal route (in service or while returning to the depot/garage).  
Performance measurement/operations monitoring: The data collected and the 
information gathered feeds into measuring and quantifying the Quality Service 
Indicators (QSI) and the performance monitoring models. QSI such as the Excess 
Waiting Time (EWT), lost mileage and driver compliance with schedules, form the 
basis for contracts granted to operators.  
From the applications or services above, it is notable that there is no function 
dedicated to the real-time monitoring of the quality or integrity of the navigation 
solution, a key requirement for mission (e.g. safety) critical applications. 
2.2.1.2 Survey 
In discussions with TfL, a confidential questionnaire survey based study was 
commissioned in collaboration with the Railway Transport and Strategy Centre 
(RTSC) within the Centre for Transport Studies (CTS) at Imperial, to capture the 
state-of-the-art in automatic vehicle location based bus operations in 14 major cities 
around the world including London. The initiation of this study recognised the 
demonstrated vital role and potential that high performance bus location could play in 
delivering efficient operations.  
Together with the results of the literature review, the results of this survey would 
provide the most comprehensive list of location based services and the 
corresponding performance targets. These are critical for the specification of a 
location determination system that meets the current and future location based 
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services. Therefore, the objective of the study was to capture and analyse data on 
the current and future location based services or operations, the performance 
measures and related performance monitoring methods and practices.  
To enable the study objective to be achieved, the questionnaire was designed to 
capture: (i) the current stakeholders and the relevant applications, (ii) the different 
performance measures or indicators and the corresponding quantified targets 
(including the RNP), (iii) the different practices for tracking and monitoring 
performance, and detection and mitigation of performance degradation, (iv) the 
future location based services and the corresponding performance measures and 
targets, and (v) the bus location technologies used.  
The questionnaires were dispatched to urban bus operators in 14 cities (including 
London). The overall approach for the study in terms of participation levels was (i) 
completion of the questionnaire, (ii) follow-up, (iii) teleconference, and if necessary, 
(iv) a visit. Table 2.2 presents the anonymised list of the cities that received the 
questionnaires, and participation levels. Two of the operators did not participate, 
while a third was not able to participate as it does not have a bus positioning system. 
Table 2.2: Bus operator participation levels  
City A B C D E F G H I J K L M N 
Questionnaire               
Follow-up               
Teleconference               
Visit               
From the responses received, Tables 2.3 presents the current applications indicating 
the number of bus operators that currently employ them and the level of criticality 
(high or medium) of automated vehicle location capability. From the results, the 
following observations can be made.  
 Comparing Table 2.1 and 2.3, the current applications from the survey do not 
include a number of established ITS applications including Bus lane enforcement, 
dynamic route guidance, intelligent speed adaption, collision avoidance, lane 
control and restraint deployment. 
 Of the eighteen current applications, there is no single operator that covers them 
all, with the highest number of applications being eight. 
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 Most operators focus on the first five services (RTI, service control/fleet 
management, incident management, network performance and signal priority. 
Table 2.3: Current services 




A B C D F H I J K M N 
Real Time Passenger 
Information (RTI) 
           H 11 
Service Control / Fleet 
Management 
           H 11 
Incident Management            H 8 
Network Performance            H 8 
Traffic Signal Priority            H 7 
Ticketing System            H 4 
Fare System            M 2 
Low Bridge Alarms             M 2 
Audit of Compliance by 
the Transport Authority 
           M 1 
Automatic Passenger 
Counting 
           M 1 
Control Depot Leaving 
Times  
           M 1 
Detection of Traffic Jam 
Hotspots 
           M 1 
Eco Assist            M 1 
Headway            M 1 
In-Depot Bus Location            M 1 
Monitoring Driver 
Behaviour 
           M 1 
Schedule Optimisation            M 1 
Closed Circuit TV 
(CCTV) 
           M 1 
Total 7 5 8 5 3 7 7 5 5 3 8 M  
In order to facilitate the specification of a location determination system useful in the 
long term, the Survey also requested a response on what were considered by the 
operators as future applications. As expected some of the operators identified some 
applications that were already in use by others. Excluding these, the following new 
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additional nine applications were identified by the operators: automatic parking, 
automatic accident detection, disruption management, intelligent speed assistance, 
driving range (for electric vehicles), restraint deployment, ticketing and predictive 
maintenance. It should be noted that intelligent speed assistance and restraint 
deployment were identified in the literature review (Table 2.1). Another new 
application is real time performance quality (integrity) monitoring, identified as 
missing from the literature review.  The applications from the literature review and 
the survey are collated in Table 2.4 to provide a comprehensive list of location based 
bus operations.  
In addition to those described in Section 2.2.1.1, the Eco Assist service facilitates 
efficient driving practices to improve fuel economy and reduce the impacts on the 
environment. Such practices are inherently location based. In the case of the 
monitoring driver behaviour service, spatio-temporally referenced data (e.g. on 
speed, acceleration and idling) captured and used to improve engine efficiency, 
safety and fuel economy. The automatic parking service requires real-time state 
estimation aided by spatial information and vehicle control. It has the potential to 
both reduce the time taken to conduct manual parking and accidents in the parking 
zones.  
The automatic accident detection application informs the relevant stakeholders of the 
occurrence and location of an accident and its attributes. The information is 
conveyed the stakeholders using terrestrial communication systems. The use of 
CCTV is mainly for the safety and security of passengers and drivers. The location 
and time of the occurrence of safety and security related incidents and accidents are 
vital in their reduction. The other applications are schedule optimisation (related to 
headway management), in-depot bus location, driving range management required 
for charging of electric vehicles, predictive maintenance through automated location 
based in-use bus inspection and disruption management enabling the dynamic 
recovery of operations at a pre-defined level following different kinds of disruption. 
Furthermore, the fare and ticketing applications require information on location and 





Table 2.4: Current and future location based services for urban bus operations 
Urban Bus operations location based applications/services 
Real time passenger information (RTI) 
Service control / fleet management 
Incident management 
Network performance 
Traffic Signal Priority 
Ticketing system 
Fare system 
Low bridge alarms  
Audit of compliance by the transport authority 
Automatic passenger counting 
Control depot leaving times  
Detection of traffic jam hotspots 
Eco assist 
Headway 
In-depot bus location 
Monitoring driver behaviour 
Schedule optimisation 
CCTV 
Bus lane enforcement 
Dynamic route guidance 




Automatic parking  
Automatic accident detection 
Disruption management  
Driving range (for electric vehicles) 
Real time performance (integrity) monitoring 
Predictive maintenance 
 
2.2.2 Required Navigation Performance 
Similar to the previous section, this section reviews the literature and the results of 
the survey to capture the performance targets for the applications in terms of the 
RNP parameters of accuracy, integrity, continuity and availability.  
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2.2.2.1 Literature review 
Table 2.5 captures the RNP targets where available, for the applications in Table 
2.1, from Porretta et al (2009) and Manela (2016a).  It can be seen that: 
 There is a complete specification of the targets for accuracy, with lane control 
and intelligent speed assistance being the most stringent ranging from 1cm to 1m 
(2).  This is followed by restraint deployment and collision avoidance at 1m (2). 
Clearly, this level of performance would require the use of the carrier phase 
measurements (as explained in chapter 4, in real-time using either conventional 
real-time kinematic positioning or precise point positioning). This is outside the 
scope of this thesis in terms of the analysis of the impact of the new GPS ranging 
codes, L2C and L5.  
 The specifications of the targets of integrity (in terms of risk, alarm limit and time-
to-alert), continuity and availability are incomplete.  
 The basis or justification of the targets is not given. 
2.2.2.2 Survey 
In order to capture the state-of-the-art in the specification of the RNP, the survey 
described in section 2.2.1.2 requested information on the RNP targets for the 
location based applications. Interestingly, most of the operators (76%) reported 
along track accuracy requirements ranging from 5 to 25 m (2) with the in-depot bus 
location having the most stringent requirement at 5m (2). In the case of the across 
track accuracy 62% of the operators reported accuracies in the range of 10 to 25 m 
(2), again with the in-depot bus location being the most stringent. There were some 
oddities in terms of different targets for the same application given by different 
operators. This difference could in part, be explained by some applications having 
different phases of operation. However, the main conclusion here is a lack of 
agreement in the definition of applications, performance measures and their targets.  
In terms of problem detection and mitigation techniques, there is no direct reference 
to the real-time monitoring of the integrity of the location determination system. The 
instruments used include operations management, data cleaning, maintenance, 
customer feedback and exchange of information through a special operators’ forum. 
The approaches used in operations management include service monitoring and 
control, on-board health checks, monitoring of scheduling and bus data distribution 
to vehicles, network maintenance and monitoring, regular vehicle location 
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performance monitoring and system availability.  Furthermore, there is no reference 
to the RNP parameter of continuity of service.  
In terms of service availability (defined as the ability of the system to provide the 
required navigation capability, excluding preventive maintenance and downtime), the 
target ranges from 90% to 99.913%. This however, makes no distinction between 
system-wide and location determination system availability. In conclusion, while 
accuracy is largely well understood and specified, the other RNP parameters of 
integrity, continuity and availability are less understood or acknowledged and 
therefore, have generally no quantified required navigation performance. 
2.2.2.3 Determination of the required navigation performance 
From literature review and survey in sections 2.2.2.1 and 2.2.2.2 respectively, it is 
clear that the specification of the targets or quantities is not only incomplete but also 
not always justified where such targets exist. Therefore, in consultation with the SME 
(subject matter expert) from TfL (Manela, 2016b), this section attempts to improve on 
the state-of-the-art as presented in Table 2.5.  
Table 2.6 presents some of the applications in Table 2.4 together with the 
corresponding RNP. The bases for the quantified RNP targets include the 
consideration of the results of field experimentation, operational factors, human 
factors, level of mission criticality and the literature.  Clearly, these targets require 
further refinement where required through rigorous scientific methods such as 
hazard analysis. Furthermore, the RNP for the other applications in Table 2.4 should 
be specified in future research. 
For example, controlled tests undertaken by TfL in 2006 to quantify the accuracy of 
GPS using CCTV and accuracy landmarks as a reference, and the subsequent 
successful delivery of a number of services have been used here to justify the 
accuracy specifications for service control, low bridge alarms, headway, and fleet 
management. Assuming a bus travelling at 15 miles per hour (6.7 m/s) at a tolerance 
of 5 seconds, the along track position accuracy for countdown (RTI) is specified at 
30m (95%).  
For some applications, such as emergency management where communication with 
central control is available, it is assumed that the accuracy could be refined through 
48 
 
radio communication. Furthermore, integrity requirement is driven in this case by a 
requirement for an operator to receive a call from a bus within 1.5 seconds. The 
availability requirement is specified here based on the data on radio communication 
availability of a period of four years, while the targets for the application is derived 
from Garage availability over a period 2.5 years. 
In the case of bus priority, the targets are based on a study on bus delay savings 
undertaken by TfL in 2004. The main driver here is the requirement that the signal 
trigger time should not be in error by more than 1 second. 
 
2.3 Functional architecture of Bus operations system 
Figure 2.8 captures a high-level functional architecture of a bus operations system 
for the location based applications/services in section 2.2. In summary, the 
functionality includes the two main inputs on traffic and schedules/bus priority data; 
navigation module (consisting of the three components of navigation data capture, 
map data capture and the solution generation); central processing capability to 
estimate travel time and together with other data derive the information to underpin 
the required services including Countdown (RTI); command and control (for strategic 
and tactical operational support), operations monitoring and output (delivery of the 
services).  
In delivering the applications in section 2.2, bus operations systems are designed 
with the overall objectives to improve safety, operational capacity and economic 
efficiency, reduce environmental impacts and improve traveller experience through 
information dissemination and timely communication. A notable gap identified in the 
performance measurement or operations monitoring function, is a lack of real-time 
monitoring of the quality or integrity (Chapter 4) of the navigation solution. This is a 
major requirement for the mission critical applications in section 2.2. 
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Table 2.5: State-of-the-art required navigation performance for urban bus location based service operations 
Application/Service User group Horizontal 
Accuracy 
(m, 95%) 







Service control (iBus) Operators 12      Manela (2016a) 
Countdown – RTI 
(iBus) 
Bus riders, travel and traffic 
management and operators.  
<266  <30    Manela (2016a) 
Bus priority at 
junctions/selective 
vehicle priority  (iBus) 
Travel and traffic management 
and operators.  
10m To Be 
Decided 
(TBD) 
1 TBD TBD 95 Manela (2016a) 
Low bridge alarms 
(iBus) 
Riders, drivers, traffic 
management and operators 
5m-50m      Manela (2016a) 
Headway (iBus) Operators, traffic management 
and operators 
<266  <30    Manela (2016a) 
Bus Lane enforcement Traffic enforcement <70      Manela (2016a) 
Dynamic route 
guidance/ Navigation 






95 Porretta et al. 
(2009) 
Fleet management  Bus operators and managers 1m-100m TBD 60s 10
-2 
 




Bus driver, bus operators 
/managers 
0.01m-1m 5m 2s 10
-5 
 
TBD TBD Porretta et al. 
(2009) 
Collision avoidance Riders, Bus operators and 
managers, Fleet asset owners 
1m-5m TBD 0.1-1s TBD TBD 99.9 Porretta et al. 
(2009) 
Emergency / Incident 
management  
Bus operators and managers, 
Fleet asset owners 





10-3 99 Porretta et al. 
(2009) 
Lane Control Bus drivers and operators 0.01m-1m 1m 1s 2*10
-7 
 
TBD TBD Porretta et al. 
(2009) 
Restraint Deployment Bus drivers and operators 1m TBD 0.1s TBD Not 
Applicable 
(NA) 




Table 2.6: Required navigation performance for urban bus location based service operations 






















30 s or 
event  
Countdown - RTI 
Riders, travel/traffic managers, 
operators 
30 15 50 / 25 <UR 
1/round trip 
(100 min) 
99.5% 99 % 
30 s or 
event 
Bus priority 
Travel/traffic managers and 
operators 
6 15 10 / 25 2s 
1/round trip 
(100 min) 
99.5% 99 % 1 s  
Low bridge 
alarms 
Riders, drivers, traffic 
managers, operators 
3 1.25 5 / 2 1s 
1/10years (bus) 
1/year (network)  
99.5% 99 % 1 s 
Headway Operators, traffic managers 10 15 18 / 25 <UR 10-5 99.5% 99 % 




Traffic enforcement 12 1.40 2.45 
1 s (bus) 
or <UR 
2∙10-7 99.9% 99.5% 
1 s (bus) or 
30s 
(operator) 
































Bus driver, bus operators 
/managers 
10 1.40 20/2.45 2 1-99.95% 99.9% 99.5% 





Riders, operators, managers, 
asset owners 
1 1.40 1.5 / 2.45 0.1 2∙10-7 99.9% 99.5% 1 s (bus) 
Emergency 
management  
Operators, managers, fleet 
asset owners 
50 1.40 80 / 2.45 1 10-3 – 10-6 99.9% 99.5% 
Event 
trigger 
Lane Control Bus drivers and operators 12 1.40 2.45 
1 s (bus) 
or <UR 
2∙10-7 99.9% 99.5% 





Bus drivers and operators 1 1.8 1.5/3 <UR 10-5 99.9% 99.5% 






Figure 2.8: Bus operations system functional architecture (adapted from Manela, 
2016a) 
2.4 Urban bus location determination functional architectures 
 
Figure 2.9 presents a high level typical functional architecture for the bus positioning 
component (in blue) of the architecture in Figure 2.8. The following weaknesses can 
be identified. In line with the limitation of the system-wide functional architecture in 
Figure 2.8, there is no provision for quality or integrity monitoring (Chapter 4) of the 
navigation solution. This is required to guarantee a level of performance in the 
provision of the mission critical location based applications in section 2.2.  
Furthermore, as bus positioning in built environments pose particular challenges in 
terms of attenuation and blockage of signals, integration in the position domain is 
undesirable since for example, a GPS position solution is required before integration 
(Chapter 4). In this case, for example, when there are less than four satellites in 
good geometry for 4-D positioning, there would be no position fix from the GPS 
terminal relying instead on augmentation sensors such as Dead Reckoning (DR). 
This is aggravated by the need for integrity monitoring, where measurement 
redundancy is required. To address this, it is sensible to perform the integration at 
the measurements level, i.e. measurement domain integration, in which the 
measurements from the different sensors are combined or integrated through an 
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appropriate optimiser (e.g. a Kalman Filter) to generate a position solution (Chapter 
4). Figure 2.10, shows the proposed bus location determination functional 
architecture including the integrity monitoring feature. 
 
Figure 2.9: Typical current functional architecture of bus positioning systems 
 
 
Figure 2.10: Proposed functional architecture  
There are a wide variety of technologies that could in principle be used to support 
the positioning/navigation module of bus operation systems including space based 
(GNSS and their augmentations), terrestrial systems (Dead Reckoning, Wireless 
Local Area Networks–WLAN and Map Matching-MM) and space/based terrestrial 




This chapter has presented the context of the research in this thesis highlighting the 
role that buses could play in facilitating the achievement of sustainability in urban 
areas. This is by alleviating congestion and its consequences. However, to maximise 
the benefits of buses, bus-friendly policies and a higher level of operational efficiency 
are required. The latter can be achieved through an integrated and optimal adoption 
of Intelligent Transport Systems (ITS), enabled by a high performance cost-effective 
bus location determination system. Subsequently, using a number of instruments 
(literature review, consultation with a Subject Matter Expert (SME) from Transport for 
London, and a dedicated global survey), the chapter has collated a comprehensive 
list or register of the relevant Location Based Services (LBS) and where available, 
the Required Navigation Performance (RNP) in terms of accuracy, integrity, 
continuity and availability. While the collated list of applications could be argued to 
be comprehensive, the specification of the RNP is less so, requiring further research 
to enable a standard set to be agreed by the relevant stakeholders in urban bus 
operations. 
Based on the applications and where available the corresponding RNP, the chapter 
has presented a typical functional architecture for a bus operations system. This is 
followed by a presentation of the typical functional architecture of the 
positioning/navigation component identifying its strengths and weaknesses. The 
limitations are addressed and an enhanced functional architecture is presented. The 
applications, the RNP and the functional architectures are used in the rest of the 
thesis to analyse the impact of different positioning techniques including the impact 
of the new GPS signals L2C and L5 on positioning accuracy.  
The next chapter reviews the relevant technologies that could be implemented to 
support the location determination functional architectures presented in this chapter.    
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3. POSITIONING TECHNOLOGIES FOR BUS OPERATIONS 
 
This chapter describes in detail, the technologies identified to support the functional 
architectures presented in Chapter 2. The review of the technologies is based on the 
works of many researchers including Kaplan and Hegarty (2006), Quddus (2006), 
DoD (2008), Milner (2009), Moradi (2014), Nur et al. (2010, 2012) and Groves 
(2013). Based on the strengths and relevance, the chapter specifies a potentially 
optimal physical architecture to support the location based services in section 2.2, 
required for urban bus operations. The Chapter concludes by identifying the areas of 
focus for further research in this thesis. 
Section 3.1 presents the basic principles of operation of space-based systems 
focussing on GNSS and its augmentations. This is followed in Section 3.2 by a 
discussion of terrestrial systems. Section 3.3 addresses the options for integrated 
use of space-based and terrestrial systems. Section 3.4 specifies a potential urban 
bus operations physical architecture and identifies the areas for further research in 
the thesis. 
3.1 Space-based positioning systems 
Currently the US Global Positioning System (GPS) and Russia’s Globalnaya 
Navigatsionnay Sputnikovaya Sistema (GLONASS) are the main operational Global 
Navigation Satellite System (GNSS). By 2020, it is expected that the European 
Union’s Galileo and China’s BeiDou will also achieve Full Operation Capability 
(FOC). Although, there are some differences in these systems, they fundamentally 
share a number of common characteristics including a high-level architecture 
(ground, space and user segments) and operational concept. Therefore, this section 
reviews the various GNSSs with a particular focus on GPS as the most mature in 
terms of technology, operation and application. The others are then described briefly 
and the differences in the main characteristics of the systems summarized before a 
discussion of ground-based and space-based augmentations, to improve 
performance. In each case, the system performance is assessed against the 
Required Navigation Performance (RNP) in chapter 2. Furthermore, the potential 
impact on bus operations of modernization and new signals and systems, are 




3.1.1.1 The Global Positioning System (GPS) 
GPS allows a global capability to compute the state vector of an object equipped 
with a receiver, in the form of position, time, velocity and other derivatives such as 
attitude. The system achieved FOC in 1995 with a nominal constellation of 24 
satellites arranged in six orbital planes. Like any other GNSS, GPS consists of three 
segments (Figure 3.1): space (composed of the satellite constellation), control 
(including the facilities for orbit determination, time keeping, system control and 
monitoring), and user (including users, positioning service types and associated 
performance standards). Since FOC, there have been a number of improvements 
made to GPS’s ground and space segments, while the user receiver technologies 
continue to evolve through innovative research and development activities in the 
industry. With respect to the ground and space segments, the main improvements 
have involved better quality clocks, on-board integrity monitoring, and better orbit 
prediction and modelling. These have continued to result in improved performance 
through the reduction of the User Equivalent Range Error (UERE), also known as 
Use Range Error \(URE).  
 
Figure 3.1: GPS Architecture (Dana, 2000) 
UERE errors originate from different sources and are assumed to be independent. 
This assumption allows for example, the application of the Guassian propagation law 
to derive the UERE. The various sources of errors (section 4.3) range from instability 
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in the satellite orbit, satellite clock, propagation environment (ionosphere, 
troposphere and multipath), receiver clock and receiver noise. The square root of the 
sum of the squares of the individual errors is the total UERE. The control segment 
estimates the maximum expected total UERE (including only the errors that the GPS 
ground/control is responsible for, i.e. satellite orbit and satellite clock) and provides it  
in the navigation message for each satellite (also containing information for the 
computation of satellite coordinates) as the User Range Accuracy (URA). The 
components in the URA are also referred to as Signal-in-Space (SiS) errors. The 
details on the different sources of error including their characteristics and mitigation 
techniques are given in Chapter 4. 
Space Segment: The space segment consists of Medium Earth Orbit (MEO) 
satellites which transmit continuous ranging (distance measurement) signals and 
navigation data messages synchronised to an on-board atomic time standard. The 
constellation is formed of six orbital planes inclined at 55 degrees to the equatorial 
plane. The satellites orbit the earth approximately twice a day within near circular 
orbits at an altitude of 20,200km. Due to the progressive improvement to the satellite 
payload, a number of different satellites make up the constellation (at the time of 
writing there are: 2 Block IIA (reserve), 12 Block IIR, 7 Block IIR-M and 12 Block IIF 
(a Block is a group of satellites with the same features). 
 
Figure 3.2: Satellite Navigation Payload (Kaplan and Hegarty, 2006) 
From Figure 3.2, it can be seen that the high-level structure of the payload is 
relatively simple whilst the complex technical elements specific to GPS are in the L-
band sub-system and frequency synthesis. The link between the satellites and 
ground control (the Ground Antenna – GA) as well as control of the navigation 
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payload is via a communications antenna connected to the Tracking, Telemetry and 
Control (TT&C) unit. This enables both regular and on-demand updates to the 
navigation message to be made and any necessary manoeuvres to be performed. 
The basis for many of the payload functions are the multiple Atomic Frequency 
Standards (ASFs) or clocks used to generate the ranging codes and carrier 
frequencies transmitted by the payload. Multiple clocks are employed to provide 
redundancy and enable integrity checks. Since they operate at their natural 
frequencies, the ASFs are phase locked to a frequency synthesizer, to generate a 
very stable 10.23 MHz signal for frequency generation. The signal is then distributed 
to the Navigation Data Unit (NDU) and the L-Band sub-system.  
The NDU, also known as the mission data unit uses the signal as a reference to 
generate the Pseudo-Random Noise (PRN) ranging codes (e.g. Coarse Acquisition – 
CA and P(Y) code) and combines them with the navigation message for modulation 
on to the carrier frequencies by the L-band sub-system. The L-band subsystem 
continuously generates the coded signals and transmits them towards the earth from 
the L-band transceiver (transmitters and associated antenna) after amplification. The 
crosslink subsystem also shown in Figure 3.2 is a means for modern satellites to 
communicate with each other (Blocks IIR, IIR-M and IIF) and thus enable prolonged 
and improved performance (GPS JPO, 2004). The subsystem is used also for 
ranging on Block IIR and later versions. Therefore, performance enhancement is 
firstly through the extra measurement enabling better orbital estimation and 
secondly, in extreme failure cases for example, where there is a loss of 
communication between the ground segment and the satellite, communication can 
be established via another satellite.  
Each of the satellites prior to modernisation emits two carrier frequencies L1 and L2 
at 154f0 (1575.42 MHz) with a wavelength () of 19.05 cm, and 120f0 (1127.60 MHz), 
with a wavelength of 24.45 cm. f0 is the fundamental frequency at 10.23 MHz. The 
L1 frequency is modulated by two PRN coded signals from which the ranges 
(distances) are derived and the navigation message used to compute the state 
vector of each satellite (time, position, velocity and acceleration). These two codes 
are the Coarse Acquisition (C/A code) with a chipping rate of 1.023Mcps (Million 
chips per second), repeated every millisecond (i.e. 1023 bits) and Precise (P code) 
with a chipping rate of 10.23Mcps repeated over a GPS week. The P code is 
59 
 
encrypted and downgraded to the P(Y) or Y code for security purposes. The 
navigation data message is modulated at 50bits per second (bps) and contains 
satellite ephemeris, satellite clock parameters, ionospheric error correction 
parameters, and satellite health and measurement quality related data. The L2 
frequency of the legacy satellites is modulated only with the P code with an 
encryption key for the receiver to generate the replica code to underpin the Precise 
Positioning Service (PPS). Civilian users only have access to the L1 (C/A) signal via 
the Standard Positioning Service (SPS). 
The modernisation programme of GPS has resulted in a number of changes to 
signal generation and structure, with some already implemented. The motivation is to 
improve the SPS performance, particularly from enhanced ionospheric error 
mitigation provided by signals on multiple carrier frequencies. This is because the 
range error induced by the ionosphere depends on the frequency and is governed by 
the inverse square law (details in Chapter 4). The most significant change is the 
addition of two new civil signals, L2C and L5.  
The second civil signal, L2C uses a code similar to the C/A code currently used on 
L1 and is available on Block IIR-M satellites for non-Safety-of-Life (SoL) applications 
at the L2 frequency. The third civil signal, L5 is in the Aeronautical Radio Navigation 
Service (ARNS) band at 1176.45MHz and is intended for SoL applications. The L5 is 
available on Block IIF satellites. These additional signals are designed to enable 
SPS users to correct for ionospheric errors by making dual frequency 
measurements. Additional signals increase the receiver’s robustness to interference 
by providing bandwidth redundancy.  
Mission critical applications should benefit from the use of a dual L1/L5 solution as 
both are protected for primary services. The next generation satellites, GPS III with 
enhanced features are in production with initial launch scheduled for the spring of 
2018 (GPS World, 2017).  
Table 3.1 below summarises the types of satellites and their characteristics. 
60 
 
Table 3.1: GPS Satellites and their characteristics (adapted from: http://www.gps.gov/systems/gps/space/; http://gpsworld.com/wp-
content/uploads/2016/08/GPS_AUG16_Almanac.pdf) 
FEATURE LEGACY SATELLITES MODERNISED SATELLITES 
Block IIA IIR IIR-M IIF GPSIII 
Operational satellites 
(June 2016) 
2 (reserve satellites) 12 7 12 0 (in production) 
Signals/Codes Coarse Acquisition (C/A) code 
on L1 frequency for civil users 
Precise P(Y) code on L1 & L2 
frequencies for military users 
C/A code on L1 
 
P(Y) code on L1 & L2 
All legacy signals 
2nd civil signal on L2 (L2C) 
 
All Block IIR(M) 
signals 
3rd civil signal on L5 
frequency (L5) 
All Block IIF signals 
4th civil signal on L1 (L1C) 
 
  On-board clock monitoring 
Enhanced ASFs (improved 
stability and reliability) 
Improved URE performance 
(0.8m average) 
Inter-satellite ranging 
Better satellite orbit 
modelling and improved 
user signal power 
In addition to IIR enhancements: 
New military M code signals for 
enhanced jam resistance 




In addition to IIR-M 
enhancements:  
Dual technology ASFs 
Improved accuracy, 
signal strength, and 
quality 
3 times more NDU 
power and memory to 
support new M and L5 
signals 
In addition to II-RM 
enhancements: 
Enhanced signal reliability, 
accuracy, and integrity 
No Selective Availability 
 
Satellites 9+: laser reflectors; 
search & rescue payload 
Design Life (Years) 7.5 7.5 7.5 12 15 





Control or Ground Segment: The ground Control Segment (CS) is responsible for 
monitoring, and command and control of the GPS satellites (Table 3.2). It achieves 
this by processing the downlink L-band signals, generating the navigation data, 
updating the navigation messages and resolving satellite anomalies or failures. The 
CS comprises the Master Control Station (MCS), Monitor Stations (MS) and Ground 
Antennas (GA). The primary functions are performed at the MCS at Schriever Air 
Force Base in Colorado Springs or in the event of a prolonged MCS outage at the 
Back-up MCS (BMCS) in Gaithersburg, Maryland (Kaplan and Hegarty, 2006).  
GPS satellites and their orbits are designed to have predictable trajectories. 
However, because of a number of error sources including solar pressure, 
gravitational tide and temperature, satellites deviate from their planned orbital 
courses (Montenbruck and Gill, 2005). Therefore, the CS must achieve accurate 
orbit determination and prediction. The ranging data (carrier, code and doppler), 
details in Chapter 4, are transmitted from the MS to the MCS along with telemetry, 
meteorological and navigation data.  
The MCS runs an optimisation algorithm in the form of a Kalman Filter (Chapter 4) to 
estimate satellite ephemeris and clock correction parameters using the ranging data. 
The ephemerides are a set of parameters which are used to calculate the position of 
a satellite at a particular point in time (GPS-JPO, 2004). Using these most recent 
estimates for the satellite positions and the reference trajectory computed from 
accurate force models, the positions of satellites for a specific duration of time during 
which the navigation data message is valid are computed. The ephemeris and clock 
data are then uploaded to the satellites and rechecked with the broadcast data 
message received at the MS.  
It is important to note that the GPS is a time based positioning system. Therefore, in 
addition to the capability for the generation of accurate satellite orbital parameters, 
the clock correction parameters for each satellite are required also. This is because 
the accuracy of GPS is driven fundamentally by the existence of and conformance to 
an absolute time scale. This time scale referred to as GPS time, is derived at the 
MCS using an ensemble of all the satellite and monitoring station clocks (Brown, 
1991). In order for users to accurately determine their positions, all the relevant time 
scales (satellite and receiver) must be referenced to GPS time. Therefore, the 
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relationship between satellite time and GPS time must be known. The MCS uses the 
Kalman Filter to maintain estimates of satellite clock bias, drift and drift rate to enable 
clock corrections obtained from the navigation message to be utilised by users. The 
offset between the receiver time and GPS time is estimated by the user. Additionally, 
Universal Coordinated Time (UTC) parameters are provided which relate the current 
GPS time to the UTC time scale for timing applications. In addition, the MCS 
computes an ionospheric model (known as the Klobuchar model) using the ranging 
data (section 4.3) and derives satellite health information based on a comparison of 
the geometric ranges and ranging data from the monitoring stations. 
Table 3.2: GPS Ground Control Segment (Kaplan and Hegarty, 2006) 
Master Control Station  
Schriever Air Force Base (MCS), 
Gaithersburg, Maryland (BMCS) 
Navigation data message generation 
Navigation data upload operations 
Constellation time synchronization steering 
Satellite maintenance and housekeeping 
Satellite health and anomaly resolution 
Management of SPS Performance 
Monitor Stations  
Colorado Springs, Hawaii, Cape 
Canaveral, Ascension Islands, 
Diego Garcia, Kwajalein 
Navigation signal tracking (raw pseud-orange, carrier phase, 
Doppler, Navigation message) 
Near real-time range measurement data upload to MCS 
Support for constellation monitoring 
 Atmospheric data collection 
 Stable time reference generation  
Ground Antennas  
Diego Garcia, Kwajalein, Cape 
Canaveral, Ascension 
SV command transmissions 
SV navigation upload transmissions  
 Collection of SV telemetry 
 Interface between SVs and MCS 
 
User segment: The user segment encompasses the applications most of which 
make use of the civil sector’s Standard Positioning Service (SPS). The other, Precise 
Positioning Service (PPS) is for authorised users. The level of performance from 
each service is specified in terms of ‘standards’. This thesis focuses on the SPS as it 
applies to bus operations. The SPS Standard (DoD, 2008) specifies performance in 
both the measurement and positioning domains. The former considers the Signal-In-
Space (SIS) level, and relates to the transmitted signal between the satellite and the 
receiver excluding the effects of the propagation media (the effects of the 
ionosphere, troposphere and multipath) and receiver errors. Therefore, SIS only 
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takes into account satellite clock and satellite orbit errors. The position domain 
standard is achieved by scaling the measurement error by the geometry factor. 
The accuracy of the ranging signal is expressed in terms of the following: 
 User Range Error (URE) is the difference between the measured pseudo-range 
and geometric range derived from the true position and navigation message data. 
A SIS URE includes residual orbit, satellite clock and group delay errors. 
 User Range Accuracy (URA) is the 1 (67%) value for the satellite’s expected 
SIS URE. A corresponding URA index is contained in the navigation message. 
 The User Equivalent Range Error (UERE) includes all signal path errors including 
SIS errors and ionospheric, tropospheric and multipath errors (DoD, 2008). 
The performance of the SPS SIS is specified in terms of the URE (DoD, 2008) and 
the GPS SIS equivalents of the RNP parameters defined in Chapter 2. Table 3.3 
summarises the SPS Performance Standard (PS) for the SIS (DoD, 2008). Note that 
the Table 3.3 only refers to SIS error which is in the measurement domain. The 
position domain equivalent is derived by scaling the SIS error by the effect of the 
satellite to user geometry factor (Table 3.4). 
From Table 3.3, it is notable that the TTA is 10 seconds, and hence failures lasting 
less than 10 seconds are not included within the integrity guarantee. This could 
realistically have an impact on the applications in Table 2.5 and 2.6 with the required 
TTA less than 10 seconds. From Table 3.3, the GPS system built-in integrity model 
compares the error (URE) derived from the difference between the geometric range 
(computed from the ephemeris and the known coordinates of the monitoring station) 
and the measured range (or pseudo-range), with a threshold that is equal to 4.42 
times the optimiser (Kalman Filter) generated URA or SIS error (satellite orbit and 
satellite clock errors).  
A satellite is set to unhealthy if the URE is greater than the threshold. In addition to 
the limitation of the TTA of 10 seconds, the integrity monitoring function only 
accounts for SIS related failures (fundamentally associated with satellite orbits and 
clocks). Hence, there is no protection for failures arising from the propagation 






Table 3.3:  SPS SIS Performance Standards (DoD, 2008) 
Coverage  
 100% global coverage (using time-filtered solutions) 
Accuracy Global Average URE (unless stated) 
 7.8m  (95%) average Age-Of-Data (AOD – elapsed time from the reference 
time or time of application of the navigation message) 
6.0m (95%) zero AOD 
12.8 (95%) worst case AOD 
 30.0m (99.94%) zero AOD 
30.0m (99.79%) worst location in relation to orbit error (highest value of orbital 
error) 
338.0m (95%) extended operations up to 14 days 
Integrity No excessive URE 
 10
-5
 per hour =Probability (URE > 4.42 × URA), issue an alert within 10 sec 
10 second time-to-alert  




No unscheduled SV SIS outage due to continuous improved monitoring station 
network  
There are 2 types of outages: 
- scheduled: users are informed in advance through NOTAM (Notice to 
Airmen) 
- unscheduled: this is a system failure  




 Scheduled Outages informed at least 48 hours before 
Unscheduled Outages informed as soon as possible 
Availability SV SIS proportion of normal operation 
 0.957 = probability (Pr) that each of 24 SV (in predefined slot) is healthy 
0.98 = Pr that 21 of 24 baseline SVs are broadcasting a healthy SIS 
0.99999= Pr that 20 of 24 baseline SVs (in predefined slots) are broadcasting a 
healthy SIS 
 
In addition to the SIS performance provided in the SPS Performance Standard 
(DoD,2008), the level of the expected user positioning and timing performance are 
given. In addition to the range error, the quality of a Positioning, Navigation and 
Timing (PNT) solution is affected by the geometry of the participating satellites 
relative to the user location. This relationship is expressed by the Dilution of 
Precision (DOP) factor. In effect therefore, the accuracy of the position solution may 





𝜎𝑃𝐸 = 𝜇𝐷𝑂𝑃 ∗ 𝜎𝑀𝐸        [3.1] 
 
Where PE is the position error, ME the measurement error, and 𝜇 is the component 
of the solution (expressions 3.2 to 3.6). A high DOP indicates a poor transference of 
error from the range domain to the positioning domain and so results in a relatively 
inaccurate solution. Likewise, a low DOP leads to a more accurate solution. Well-
spaced satellites provide a low DOP whereas clustered satellites contribute to a high 
DOP. The DOP may be derived from knowledge of the satellite positions and the 
covariance matrix of the position solution error of the user receiver coordinates 
(details in Chapter 4). Various functions or projections of the DOP matrix may be 
used to generate the necessary DOP relating to the solution subspace.  
When  𝜇=H, 𝜎𝐻𝐸 = 𝐻𝐷𝑂𝑃 ∗ 𝜎𝑀𝐸, for horizontal positioning    [3.2] 
𝜇=P, 𝜎𝑃𝐸 = 𝑃𝐷𝑂𝑃 ∗ 𝜎𝑀𝐸, for 3-D positioning     [3.3] 
𝜇=G, 𝜎𝐺𝐸 = 𝐺𝐷𝑂𝑃 ∗ 𝜎𝑀𝐸, for 4-D positioning     [3.4] 
𝜇=V, 𝜎𝑉𝐸 = 𝑉𝐷𝑂𝑃 ∗ 𝜎𝑀𝐸, for vertical positioning     [3.5] 
𝜇=T, 𝜎𝑇𝐸 = 𝑇𝐷𝑂𝑃 ∗ 𝜎𝑀𝐸, for Timing      [3.6] 
 
The accuracies provided within the GPS SPS performance standard utilise the SIS 
range measurement accuracy to derive the user accuracy standards shown in Table 
3.4. These values are therefore, not indicative of true user performance as they 
exclude signal path and receiver errors. Furthermore, as stated earlier the current 
built-in integrity monitoring is limited by the TTA of 10 seconds and the lack of 
protection against failures resulting from the signal propagation environment and the 
user receiver. These two limitations are relevant to mission critical bus operations in 
built environments.  
Furthermore, from Table 3.4 GPS performs better in the horizontal component (9m, 
95%) than the vertical (15m, 95%), degraded further in built environments by signal 
blockage. This would potentially affect those applications that require positioning in 
the vertical dimension (height). Comparing the specified accuracy performance to 
the RNP in Table 2.6, and given the limitations above, the SPS performance is 
unlikely to meet most of the requirements for urban bus operations. 
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Table 3.4: SPS Accuracy Standards (DoD, 2008) 
PDOP Availability PDOP < 6 
 0.98 (global average) 




 0.99 (17m horizontal, global average)  
0.99 (37m vertical, global average) 
 0.90(17m horizontal, worst user location - 
WUL)  
0.90 (37m vertical, WUL) 
Positioning Accuracy Quality 95% accuracy 
 9m (horizontal, global average) 
15m (vertical, global average) 
17m (horizontal, WUL) 
37m (vertical, WUL) 
 
3.1.1.2 GLONASS 
GLONASS is operated by Russia with 21 active satellites uniformly distributed in 
three orbital planes plus a spare satellite in each orbital plane. The orbital period is 
11 hours and 15 minutes. Each satellite passes the same point on the earth after 8 
sidereal days. With 21 satellites, at least 4 satellites should be visible over 97% of 
the Earth’s surface at any time. At the time of writing, there are 24 GLONASS 
satellites “in operation” in addition to three "spare" satellites. The orbits of the 
GLONASS satellites are circular at 19,100km above the Earth’s surface, with an 
inclination of 64.8 degree to the equator. 
GLONASS uses Frequency Division Multiple Access (FDMA), where all satellites 
use the same PRN code modulated at different frequencies of an L band, as 
opposed to Code Division Multiple Access (CDMA) and Time Division Multiple 
Access (TDMA) (Figure 3.3). In TDMA each pair of satellite transmitters is allocated 
to all or a large part of the spectrum for a part of the time. In CDMA, every 
transmitter is allocated the entire spectrum all of the time, using codes to identify the 
transmitters. 
FDMA is more robust against narrowband interference as only those satellites 
transmitting in this band are affected. Whether a system is  narrowband or wideband  
depends on the bandwidth of the transmission channels. The channel bandwidth is 
in turn assessed with respect to the coherence bandwidth, the frequency band within 
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which all frequency components are equally affected by fading due to multipath. 
Systems that operate with channels substantially narrower than the coherence 
bandwidth are narrowband. Those operating with channels wider than the coherence 
bandwidth are wideband.  
On the other hand, for the CDMA technique where all satellites operate on the same 
frequency, narrowband interference has the potential to block the signals on all 
satellites. The disadvantage of using FDMA is that it requires more complex 
receivers, capable of processing a multitude of frequencies. GLONASS L1 signals 
are transmitted using different frequency channels. Since, a receiver on the surface 
of the Earth’s does not receive signals from antipodal satellites (i.e. in the same orbit 
but separated by 180 degrees), every antipodal satellite pairs have the same 
frequency channel. 
The frequencies are obtained as: 
1602𝑀𝐻𝑧 +  𝑛 ∗  0.5625        [3.7] 
Where 𝑛 is the satellite frequency channel number and takes integer values from -7 
to 6. Similarly, the frequencies of the L2 signals are obtained as: 
1246𝑀𝐻𝑧 +  𝑛 ∗  0.4375        [3.8] 
Where n can also take integer values ranging between -7 and 6. 
Similar to GPS, GLONASS has a C/A code for civil use and a P code for military use. 
The C/A code has a rate of 0.511 Mchips/s. The code length is 511 chips and 
repeats every 1ms. The P code rate is 5.11 Mchips/s and the code length is 
33,554,432 chips. The code is truncated resulting in a repetition rate of 1 Hz. The 
acquisition of the P code is harder than the C/A code due to the 511 million different 
code phase possibilities requiring the need for several permutations of the code. 
Thus, it is common to first acquire the C/A code to narrow down the search 
possibilities before acquiring the P code (Kaplan and Hegarty, 2006). 
Similar to GPS, GLONASS is undergoing improvement through a dedicated 
modernization program. A CDMA signal has been introduced on an L3 band carrier, 
with the result of facilitating interoperability with other GNSS. In addition, the 
introduction of new signals will enhance the current positioning performance and 
increase the number of applications that require measurements at two or three 
frequencies for the mitigation of the relevant errors.  
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Currently most of the GLONASS satellites are GLONASS-M satellites with FDMA 
civil signals in the L1 and L2 bands. The new generation of GLONASS satellites, 
known as GLONASS-K started operation in February 2011 in the L1, L2 and L3 
bands. The signals in L1 and L2 are modulated in FDMA mode as before, while the 
signal in the L3 band is modulated in the CDMA mode. The next step for GLONASS 
modernisation started after launching the first GLONASS-K2 satellite in 2015. 
GLONASS-K2 is designed to transmit FDMA signals in L1 and L2. In addition CDMA 
signals will be transmitted in all three bands L1, L2 and L3 (GPS World, 2011). 
3.1.1.3 Galileo 
Galileo is being built by the European Space Agency (ESA). It consists of 24 
operational  MEO and 6 active spare satellites located in 3 circular orbits at 
23,222km above the Earth (ESA, 2017). The satellites have an inclination of 56 
degrees to the equatorial plane. The orbital period is 14 hours and 7 minutes. It is 
designed to provide good coverage up to 75 degrees in latitude. At the time of writing 
there were 18 operational Galileo satellites launched between 2014 and 2016 (EC, 
2017). The EC declared the start of provision of initial services on 15 December 
2016. The system is expected to reach FOC in 2020. Similar to GPS, Galileo uses 
CDMA, and will provide multiple levels of service: 
 An open service (OS) available free for use to all users. 
 A commercial service (CS) to provide high accuracy positioning and additional 
data with some integrity monitoring.  
 A safety-of-life service intended for safety critical users such as those in aviation 
 The public regulated service (PRS) to be made available to government 
authorized users that require data encryption and added robustness to 
interference, jamming or spoofing. 
 A search and rescue (SAR) support service that requires other infrastructure on 
top of PNT for dissemination of information to relevant stakeholders such as civil 
aviation authorities. 
The performance of each of the services is presented in Table 3.5 (GALILEO, 2003). 
Galileo signal modulation improves on that of GPS by using the Binary Offset Carrier 
(BOC) modulation technique. This also ensures that the main peaks of the Galileo 
signal have minimal interference with the GPS L1 signal. The modulation, in addition 
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to code and carrier, has a third component referred to as the subcarrier (excluding 
data). The subcarrier is a square wave type with a chipping rate of 2fs.The subcarrier 
function repeats at a rate, fs, which spreads the signal into 2 sidebands, centered at 
fca±fs. To separate the main lobes of the sidebands, fs must be at least  at the 
spreading code chipping rate, fco.  
A modulation is identified as BOC (m, n) where m and n are the subcarrier frequency 
in units of 1.023MHz and code chipping rate in units of 1.023 Mcps respectively. For 
example BOC(1,1) which is used in L1-OS signals has a subcarrier frequency of 
1.023MHz and a code chipping rate of 1.023Mcps (Borre, et al, 2007). The code 
length in L1-B (data channel) is 4092 chips (four times the GPS CA code length) with 
a repeat period of 4ms. This long code yields better separation between wanted and 
unwanted signals due to better cross-correlation performance (the longer the code 
is, the more robust it is to interference). The L1-C (pilot channel) code is made of a 
primary code of 4092 chips and a secondary code of 25 chips. The secondary code 
extends the repetition period of the L1-C code to 100ms. 
Table 3.5: Expected Performance of Galileo Services (GALILEO, 2003) 
Galileo Global 
Services 
Open Service Commercial 
Service 
Safety of Life Public Regulated Service 
Signals Used E5a, E5b, L1 E5a, E5b, E6c, 
L1 












































Service Availability 0.995 0.995 0.995 0.995 









information in the 
navigation data 
message 
Controlled Access of ranging 
codes and navigation data 
message 










The Chinese Beidou Navigation System (BDS) is being developed with a 
constellation of 5 Geostationary Earth Orbiting (GEO) satellites, 27 Medium Earth 
Orbit (MEO) satellites and 3 Inclined Geosynchronous Satellites Orbits (IGSO) 
satellites. The altitudes of the GEO, MEO and IGSO satellites are is 35,786, 21,528 
and 35,786 km respectively. The latter two orbits are inclined at 55 degrees to the 
equator. BDS is being developed in two steps. The first step was completed after the 
successful launch of 5 GEO satellites and 8 IGSO satellites between the years 2007 
and 2012. In December 2012 the system started its services for the Asia-Pacific 
region. The second step targets global coverage expected in 2020. 
The multiplexing technique (combining two signals into one to share a transmission 
channel) used by BDS signal is CDMA similar to GPS. BDS transmits its signals over 
4 different bands. The modulation technique used is BPSK. The system will provide 
two levels of services, civil and restricted. The open service signal, B-1 consists of 
code and navigation message modulated on a carrier with frequency of 1561.098 
Hz. The B-1 ranging code has a length of 2046 chips with a chip rate of 2.046 Mcps 
(BDS, 2014).  
 
3.1.1.5 Summary of the main features of GNSSs 
Table 3.6 summarizes the main features of the different Global Navigation Satellite 
Systems. These are fundamental to applications such as bus operations that may 
require the combined use of the systems, as discussed in the next section. 
 
3.1.1.6 Benefits from multi-constellation positioning capability 
From expression [3.1], improvement in user positioning accuracy requires 
improvement in the measurement error, geometry or both. The combination of 
multiple systems has the potential to improve both resulting in improved accuracy. In 
addition, the other performance measures of integrity and continuity, and hence 
availability can be improved. Overall, the rationale for multiple GNSS is firstly that 
national or regional sovereignty has the benefit of bringing a level of service 
guarantee and hence aids certification of safety and mission critical applications. 
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Secondly, as highlighted earlier in challenging environments, such as urban 
canyons, additional satellites should improve the coverage over a single system. 
Specifically, there will be: 
 greater satellite ‘visibility’ through more satellites, more signal power, longer 
codes, pilot signals,(pilot signals are data-less signals designed to be easier to 
acquire than the data encoded signals), fast acquisition, higher penetration, and 
better interference protection. 
 higher ranging accuracy through less multipath, less ionospheric error, better 
tropospheric modelling due to more satellites, and less orbit and clock errors. 
 better integrity through greater satellite visibility, system and signal diversity. 
 better continuity through greater satellite visibility and better integrity monitoring. 
 better accuracy, integrity and continuity resulting in better availability. 
In order to benefit from multiple systems, they must be designed to be compatible 
and interoperable, the former in terms of not interfering with one another. The latter 
is vital in the use of the systems within a combined solution, which would enable the 
integration of measurements to improve performance.  
The key areas for compatibility and interoperability are the signal structure, message 
format, spatial reference system and time reference system. The signal structures 
are designed such as to minimise interference of the codes which would interfere 
with tracking at the receiver and precision correlation. Common data message 
formats aid receiver manufacturers to simplify designs. 
The Galileo Terrestrial Reference Frame (GTRF) for example, is expected to be 
aligned to the international Terrestrial Reference frame (ITRF) and WGS84. In any 
case, a transformation between the two sets of spatial reference frames should be 
relatively simple. However, the temporal offset is more problematic.  
The GPS-Galileo Time Offset (GGTO) will be broadcast by GPS and Galileo 
satellites within the navigation message. Alternatively, the user can compute the 
offset in which case there will be five unknowns (instead of the traditional four) to 




Table 3.6: Features of Global Navigation Satellite Systems 
Characteristics GPS GLONASS GALILEO BEIDOU 
Constellation 24 MEOs (+3 spares) 24 MEOs (+3 spares) 24 MEOs (+6 spares) 27 MEOs+5 GEOs + 3 IGSOs 
Orbital planes 6 3 3 3 
Inclination at the equator (degrees) 55 64.8 56 55 
Orbital height (km) 20,180 19,130 23,220 21,150 MEO and 35,786 for the rest 
Nominal orbital period 11hr 58 min 11hr 15 min 14hr 5min 12hr 38min 
Evolution per sidereal day 2 
17/8 
17/10 17/9 
Signal structure L1: 1575.42 












Transmitting codes C/A ; P/Y ; M  C/A; P   
Coding CDMA  FDMA/CDMA CDMA CDMA 
Positioning accuracy (95%) 9m (H); 15m (V) 5-10m 15-24m (single frequency); 4-8m (dual frequency) 10m 
Modulation BPSK BPSK BPSK/BOC  
Reference Frame WGS-84 PZ-90 GTRF Beijing 1954 
Time System GPS Time (GPST) UTC (SU) GALILEO System Time (GST) China (UTC) or BDT 
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3.1.2 Augmented GNSS 
Recalling expression [3.1], different types of augmentation to GNSS have been 
developed to improve the performance delivered by the stand-alone systems GPS, 
GLONASS and BeiDou presented in Tables 3.4, 3.5 and 3.6. Such augmentations 
include the combination of different GNSSs (section 3.1.1.6), Ground Based 
Augmentation Systems (GBAS), Space Based Augmentation Systems (SBAS), and 
non-GNSS terrestrial systems based augmentation such as those used to reduce the 
measurement error and/or improve the geometric strength.   
GBAS and SBAS are based on the concept of differential positioning (Figure 3.3) 
developed to eliminate and reduce some of the GNSS errors. It involves accurately 
determining these errors using ranging data captured at one or more points whose 
coordinates are with a high degree of accuracy (i.e. reference station, RS). The 
computed errors (i.e. differential corrections) are then broadcast either using 
terrestrial radio links or Geostationary Earth Orbiting (GEO) satellites to other 
receivers in a defined area to determine their unknown positions more accurately, by 
correcting their ranges. GBAS is based on the original concept of conventional 
differential positioning invented to operate in a local area referred to as Local Area 
Differential GNSS (LADGNSS). SBAS on the other hand, is based on Wide Area 
Differential GNSS (WADGNSS) technique. 
Figure 3.4 illustrates the three scenarios for positioning stand-alone positioning, 
LADGNSS and WADGNSS. While LADGNSS uses ranging from a single RS, the 
WADGNSS techniques uses data from several RSs to model the different error 
components (orbit, clock and ionospheric) at a Master Control Station (MCS) for 
application over a wide area. These errors are uploaded to the GEO satellites by a 
Near Land Earth Station (NLES) for dissemination to the users.  
 






      Stand-alone
      LADGPS








3.1.2.1 Ground Based Augmentation Systems (GBAS) 
The concept of GBAS is based on the principles of Local Area Differential 
GPS/GNSS (LADGPS/GNSS). A ground RS is installed local to the intended service 
area for specific applications, where local area differential corrections and integrity 
messages are delivered to users via terrestrial communications links. GBAS can 
deliver positioning accuracies at the metre level with pseudo-ranges or better if the 
carrier phase measurements are used. GBAS transmits bundled corrections without 
accounting for differences in terms of correlations. Therefore, its service area is 
limited by the spatial correlation properties of the relevant errors, primarily satellite 
orbit and atmospheric propagation errors. For this reason, for GBAS to cover a wide 
area, would require an impractical number of reference stations. In an effort to 
extend the service coverage area to a region, Network Differential GNSS (DGNSS) 
was invented. Unlike LADGNSS which relies on one reference station, NDGNSS 
employs more than one reference station with the bundled corrections weighted 
according to the distance from the user.  
3.1.2.2 Satellite Based Augmentation Systems (SBAS) 
Satellite-Based Augmentation Systems (SBAS) addresses the coverage limitation of 
GBAS and NDGNSS to operate over wide-area (e.g. the European Civil Aviation 
Conference and Continental USA). This is enabled by an innovative way of handling 
the correlated errors (employing the WADGNSS concept) using a sparse network of 
reference and integrity monitoring stations, and the use of NLESs and GEO satellites 
for communication of the differential correction and integrity messages to the users. 
For GPS, the SBAS provides the following services to users: 
 Additional ranging by transmission of a GPS-like signal to improve availability. 
 Integrity information broadcast by the GEO for mission critical applications. 
 Wide Area Differential (WAD) corrections broadcast by the GEO via to the users 
to enhance the accuracy of stand-alone GPS. 
SBAS operate by gathering data at widely dispersed RSs which are forwarded to the 
MCS for processing. The data are used to derive integrity and differential corrections 
for each monitored satellite and uplinked to the SBAS space segment together with 
the SBAS navigation message. The corrections are subdivided into three types; fast, 
slow and ionospheric corrections. Fast corrections account for rapidly changing 
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errors such as satellite clock error and are formatted as range corrections to be 
directly applied to the raw ranges at the receiver. Slow corrections account for slowly 
varying errors such as erroneous satellite positions caused by degradation in the 
computed ephemeris over time. Ionospheric corrections and their errors are provided 
over the service region. The application of these corrections by the user removes the 
dependence of accuracy on the user-reference station separation (Figure 3.4). 
 
Figure 3.4: DGNSS plan accuracy as a function of user-reference station distance 
(Ochieng, 2009) 
The Wide Area Augmentation System (WAAS) established by the Federal Aviation 
Administration (FAA) in the U.S. and the European Geostationary Navigation 
Overlay Service (EGNOS) (Figure 3.6) have reached FOC, providing positioning 
accuracy at the metre level. Other systems under development are the Indian GPS-
aided Geo Augmented Navigation (GAGAN) system and the Japanese Quasi-Zenith 
Satellite System (QZSS).  
Of particular relevance to bus operations, is the capability to deliver SBAS services 
via the internet. An example of such a system is SiSNeT (Figure 3.6) developed by 
the European Space Agency (ESA), which delivers EGNOS corrections and integrity 
messages via the internet in real time. SiSNeT has been operational since February 
2002. This avoids the difficulty of the need for line of sight to GEO satellites in higher 
or lower latitudes and in built environments.  
Although requiring additional infrastructure, the potential benefit of the application of 









Figure 3.6: SISNeT high level architecture (http://www.egnos-pro.esa.int/sisnet/) 
 
Table 3.7 summarises the characteristics of the stand-alone and the various forms of 
differential GNSS, in terms of the enablers (infrastructure, the required navigation 













Stand-alone Differential -  SBAS  Differential -  
GBAS 
Consequences 
Enablers Sparse global network of 
reference/monitoring 
stations for data capture 
and algorithms for the 
generation of the 
navigation message 
(including some error 
models). 
Additional dedicated reference 
and integrity monitoring 
stations, communication 
infrastructure, GEO satellites 
and algorithms for the 
generation of relevant error 
corrections and integrity 
information. 
Additional dedicated reference 
station and ground based 
communication infrastructure for 
the generation of ‘bundled’ 
differential corrections and 
integrity information. 
Accuracy Limited by the quality of 
navigation message and 
integrity data. Due to the 
sparse monitoring 
network not having the 
required level of 
redundancy and not 
modelling the relevant 
error sources accurately 
(9m, 95% for horizontal 
positioning in the case of 
GPS).  
Improved accuracy through 
error reduction by the 
application of the three 
components of the differential 
corrections (satellite orbit, 
satellite clock and ionospheric 
delay). Results in metre level 
accuracy, 95%). The level of 
accuracy is achieved does not 
depend on the distance 
between the user and a 
reference station (Figure 3.5). 
Improved accuracy (metre level 
with pseudo-range or better with 
carrier phase measurements). 
Limited by dependence on the 
user-reference station distance.   
 
 
Integrity Limited by the sparse 
reference/monitoring 





hour integrity risk with a 
TTA of 10 seconds does 
not meet the requirement 
for many applications. 
Improved integrity 
monitoring via dedicated 
reference stations which 
provide redundancy (data 
capture mechanism), 
algorithms responsible for 
processing and 
communication channels 
which help achieve TTA.  
Improved integrity (particularly 
through the NDGNSS concept).  
Continuity Limited by the levels of 
accuracy and integrity 
achievable. For example, 
the GPS performance of 
0.9998 per hour is not 
suitable for many 
applications. 
Improved continuity through 
the achieved accuracy and 
integrity. 
Improved continuity through the 
levels of accuracy and integrity 
achievable. 
Availability  Improved availability through 
the extra measurements from 
the GEO satellites. 




Global Wide area/regional Local/sub-regional 
3.1.3 Non-GNSS terrestrial based augmentation 
The augmentation systems and methods discussed so far have GNSS at their core 
(i.e. they are designed to improve the GNSSs themselves and thus cannot operate 
on their own in the event of GNSS outage). Although there is better GNSS signal 
design, the use of multiple GNSSs and services such as SiSNET may only 
marginally improve performance in built environments such as cities. Therefore, the 
challenge of high performance in such environments require the augmentation of 
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GNSS with complementary independent systems. The need for such systems has 
been accelerated by an increasing and significant growth in the provision of Location 
Based Services (LBS) in environments such as cities, where GNSS struggles to 
provide the required level of performance. The technologies relevant to bus 
positioning are discussed in the following sub-sections.  
3.1.3.1 Deduced Reckoning Systems 
The principle of operation of Deduced or Dead Reckoning (DR) systems is that given 
an initial position of a vehicle, the subsequent positions are obtained by 
accumulating the distance and direction travelled from the previous position (Figure 
3.8). The sensors or systems for measuring distance include odometer, Doppler 
radar and accelerometer. The odometer measures distance and speed by counting 
the rotations of a wheel. Doppler radar exploits the Doppler effect based on the 
change of the frequency of a transmitted signal as a function of the relative speed 
between the transmitter and receiver. The transmitter and receiver are placed on the 
same body, and by measuring the frequency shift of a signal reflected off a surface, 
the relative velocity of the body can be estimated. The distance is then estimated by 
integrating the velocity. An accelerometer measures a specific force which is doubly 
integrated to determine the distance. The direction is measured using magnetic 
compasses or a gyroscope which measures the angular rate along an axis. 
 The implementation of DR is via a number of sensor configurations ranging from 
basic (such as typically used in bus operations employing a combination of an 
odometer and a gyroscope) to advanced, in the form of Inertial Navigation Systems 
(INS) discussed in the next section, employing accelerometers and gyroscopes. With 
respect to the basic configuration, odometer performance suffers from tire slippage 
and sliding while the Doppler radar method suffers from a number of error sources 
including the nature of the reflecting surface, change in radiation angle and vibration 
effects. In general, as shown in Figure 3.7, the cumulative and unbounded error 
nature of DR systems limits their use in a stand-alone mode (following initialization) 




Figure 3.7: Dead Reckoning Concept (Ochieng, 2009) 
3.1.3.2 Inertial Navigation Systems (INS) 
The Inertial Navigation System (INS) employs the basic principle of operation of DR. 
It is composed of the Inertial Measurement Unit (IMU) containing the sensors and 
the navigation equations that exploit the data from the sensors to output the 
navigation information. The IMU consists of three accelerometers orthogonally 
mounted on a stable platform and their output doubly integrated to determine the 
distance travelled in each of the three directions. The distances are converted to 
changes in position by the use of direction measurements from the same number of 
gyroscopes.  
The strengths of INS are that it is 3-dimensional, operates in all weather, and is 
independent and self-contained (no institutional problems due to external ownership 
and control as is the case with satellite navigation systems). The main drawbacks 
are that it is a relative system (requires initialisation for absolute positioning), can be 
expensive (although low cost sensors based on Micro-Electro-Mechanical Systems – 
MEMS – technology are now available), and the accuracy achievable which is 
affected by a number of error sources including estimation of the initial state, sensor 
drift and ageing, and gravity computational error. The error accumulation must be 
controlled (calibrated) by integrating it with other positioning systems. The 
performance level is estimated at better than 10 Parts Per Million (PPM). 
3.1.3.3 Map matching 
In surface transport, map matching uses processes and mathematical models to 
integrate geometric position fix data with spatial (map) road network data, to identify 
the road segment or link a vehicle is travelling on, and to compute its location on that 
segment. In order to ensure a high accuracy map matching, the processes and 
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mathematical models should be specified to account for the various relevant errors in 
the map and positioning (or navigation) data. The errors result in the deviation 
between the geometric position fix from a positioning system and the physical 
location of the vehicle. As shown in Figure 3.8 (Quddis, 2006; Quddus et al., 2007) 
map matching algorithms determine the correct link (AB) for the position fix P, and 
computes its location on the link Q. 
The other less well known and used feature of map matching is its capability to 
augment or aid other positioning systems such GNSS to improve geometric position 
fixing by extracting relevant map data such as displacement (distance) and heading. 
In this case the information extracted from the map is used based on the principle of 
DR. Map matching algorithms for the identification of link and location, are 
categorised into four groups: geometric, topological, probabilistic and advanced. 
These presented very briefly here, with the details available in Quddus (2006) and 
Quddus et al. (2007). 
 
Figure 3.8: Map matching concept (Quddus, 2006; Quddus et al., 2007) 
3.1.3.3.1 Geometric algorithms 
Geometric map matching algorithms consider only the shape of the road segments 
or links, and do not take into account the manner in which the segments or links are 
interconnected (i.e. connectivity). The three classes of geometric algorithms are: 
point-to-point, point-to-curve, and curve-to-curve. In Point-to-point matching a 
geometric position fixes is matched to the nearest ‘node’ or ‘shape point’ of a link. 
Because of its simplicity, point-to-point matching is straightforward to implement and 
is quick. However, it should be used with caution as it is very sensitive to the density 
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of the road network and hence the less dense the connectivity is the more inaccurate 
this approach is.  
In point-to-curve matching the geometric position fix is matched to the closest curve 
in the network. A curve consists of piecewise linear line segments. Based on the 
distances computed from the geometric position fix to the line segments, the vehicle 
is placed on the nearest segment to the geometric position fix. Point-to-curve 
matching is more accurate and reliable than point-to-point matching, although it 
performs poorly in urban road networks because of high road density.  
In curve-to-curve matching, the first step is to use point-to-point to identify the 
candidate nodes. Thereafter, for a given candidate node, the second step computes 
the piecewise linear curves from the set of paths originating from that node. The third 
step uses the vehicle trajectory data to construct piecewise linear curves. In the 
fourth step, the distances between the curves (from the vehicle trajectory) and those 
corresponding to the road network are computed. The vehicle is then placed or 
matched to the road arc nearest to the curve formed the vehicle trajectory. Curve-to-
curve matching is sensitive to large in addition to inheriting the weaknesses in point-
to-point matching highlighted above. 
3.1.3.3.2 Topological Algorithms  
Topological algorithms use the geometry of links and their connectivity and 
contiguity, for map matching. The original topological algorithm is that by Greenfeld 
(2002) which is based only on geometric position fixing (coordinate) information and 
does not take into account derivative information such as heading or speed. This 
approach is inherently sensitive to larger position fixing errors. A further refinement 
has involved correlating vehicle trajectory with topological attributes including road 
junctions, curvature and link connectivity. The algorithm uses specified tests with 
appropriate thresholds (determined from statistical analysis of field data) to eliminate 
irrelevant road segments. Another enhancement exploits similarity between road 
network geometry and derivative data from positioning and timing information. This 
approach applies weighting to control the contribution of the derived data (including 
vehicle speed, vehicle heading and vehicle  position relative to the candidate links).  
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3.1.3.3.3 Probabilistic Algorithms  
Probabilistic map matching algorithms are based on the definition of an error 
(uncertainty) region (usually elliptical, circular or rectangular) around a geometric 
position fix. The region is determine from the a posteriori covariance of the geometric 
position fix parameters. The uncertainty is superimposed on the road network, and 
the segments within it are considered as candidates for matching. Further evaluation 
is undertaken using heading, connectivity, proximity closeness and vehicle speed 
(e.g. In a variation of this algorithm developed by Ochieng et al (2003), the elliptical 
error region is constructed only when a vehicle travels through a junction (as 
opposed to constructing uncertainty region for each position fix). This method is 
more reliable as the use of an uncertainty region at each epoch could lead to 
incorrect link identification if other links are proximate to that on which the vehicle is 
travelling.  
3.1.3.3.4 Advanced Map Matching Algorithms  
Advanced map matching algorithms employ optimal state estimators such as 
Kalman Filtering or an Extended Kalman Filtering, flexible state-space models and 
particle filtering, interacting multiple models, fuzzy logic, and Bayesian inference. For 
example, the fuzzy logic algorithm by Quddus (2006) resolves at no extra cost, a 
number of limitations of the conventional and advanced algorithms. These are: (1) 
the speed of the vehicle, (2) the connectivity among road links, (3) the quality of 
position solution, and (4) the position of a fix relative to a candidate link. The data are 
encapsulated into a number of fuzzy rules to enhance map matching.  
Table 3.8 presents the various features of traditional and advanced map matching 
algorithms. Advanced algorithms exploit all available quantitative and qualitative 
information to deliver high rates of correct link identification and higher positioning 
accuracy. Existing bus positioning systems tend to employ basic (largely geometric) 
algorithms.  
The use of the more sophisticated map matching algorithms discussed in this section 




3.1.3.4 3-D Map aided positioning in urban areas 
This approach, also referred to as Intelligent Urban Positioning (IUP) employs the 
combination of basic ranging based GNSS positioning and 3D mapping based 
shadow matching technique (Ajrad and Groves, 2016). The latter determines 
position by comparing the availability of the measured signal with the signal 
predicted over a grid of candidate positions using 3D mapping. IUP offers an 
improvement over the previous approaches exploiting 3D mapping, by using a 
variety of information including both pseud-orange and SNR from multiple 
constellations, NLOS/LOS predictions and height aiding (where appropriate) from 3D 
mapping.  Table 3.8 below shows the results (in terms of root mean square – RMS 
accuracy) for Canary Wharf in London, showing an improvement by a factor ranging 
from 4.6 to 8.8 depending on the dimensions. 
 
Table 3.8: IUP accuracy performance (Ajrad and Groves, 2016) 





RMS Along-street Position Error 13.50 m 2.90 m 
RMS Across-street Position Error 24.70 m 2.80 m 
RMS Horizontal (2D) Position Error 28.20 m 4.00 m 
It should be noted, however, that the focus has so far been on the improvement of 
accuracy, with no attention paid to integrity, continuity and availability. This would 
require an extensive testing to quantify the effects of different error sources on both 
shadow matching and 3DMA GNSS ranging. Furthermore, for practical 
implementation and application, there is a need to determine from the GNSS 
measurement data when the receiver is in an environment where it can benefit from 
IUP. In addition, the requirement of a current, detailed and reliable 3D mapping 
information could potentially hamper the uptake of the method. 
3.1.3.5 Other terrestrial Positioning Systems  
There are many positioning systems that exploit ultrasound, vision and 
communication technologies. The relatively low propagation speed of ultrasound 
(344m/sec) is exploited by ultrasound systems to extract Time of Flight (TOF) and 
hence ranging measurements. Although these systems achieve cm-position 
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accuracy, they are limited by the short range of propagation of ultrasonic signals (9-
10m). This inhibits scalability and significantly increases implementation costs (Nur, 
2010; 2012). Furthermore, ultrasound propagation is sensitive to temperature and 
wind, factors that limit their use in outdoor environments.  
Vision systems exploit camera technology for positioning, based on feature 
matching, proximity detection, dead reckoning, ranging or direction finding methods. 
Although decimeter level accuracy is achievable, multiple cameras are required to 
cover a small area and the required computational power can be significant.  
The prevalence of wireless communications and wireless devices have attracted 
significant research into exploiting their signals to provide positioning information 
(Nur, 2010; 2012). Wireless communications networks can be classified according to 
their coverage area into Wireless Personal, Local, Metropolitan and Wide Area 
Networks (i.e. WPAN, WLAN, WMAN and WWAN). WPAN are designed to provide 
wireless connectivity among devices within a personal space. Their main attributes 
include short communications range of about 10-30m, low cost and low power 
consumption. WPAN includes the Bluetooth, Zigbee and Ultar Wide Band (UWB) 
based networks. Radio Frequency IDentification (RF-ID) is also classified as WPAN. 
Despite their overall good positioning performance at the cm level, the short range of 
WPAN is expensive and limits large scale deployments. This precludes them for 
consideration for bus operations. WMAN, WWAN and wireless broadcast network 
based systems deliver poor positioning accuracies (100-150m) and are therefore, 
not considered further for bus operations. 
WLAN (WiFi) provides wireless network access to portable devices in a local 
environment within a range from 10-100 m. WLAN currently operate in the 2.4GHz 
and 5GHz license-free frequency bands with different standards supporting data 
rates of up to 600Mbps. The past decade has witnessed significant growth and wide 
deployment of WLAN networks due to their support for mobility, ease of installation 
and support for high data rates. Future WLAN standards such as the IEEE802.11ac 
and IEEE802.11ad are expected to enhance the WLAN use by supporting higher 
mobility and data rates.  
The popularity and wide deployment of WLAN have attracted significant research 
into developing positioning functionality. These include proximity detection, feature 
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matching with Received Signal Strength (RSS) measurements, ranging with Time Of 
Flight (TOF) and RSS, range difference and direction finding. Proximity detection 
with Access Point (AP) ID is the simplest method to implement and can achieve 
accuracies of about 20m (95%) in indoor environments and worse accuracies in 
outdoor environments depending on the AP density. Most of the WLAN positioning 
research effort is focusing on the use of feature matching with RSS measurements. 
Reported performance vary greatly depending on a set of parameters such as the 
size of the test area, the number of used APs, the propagation environment, the 
resolution of the RF map grid points and the applied matching algorithm.  
In general, the use of feature matching with RSS measurements achieves 
positioning accuracy at the level of 6m (95%) in indoor environments and about 40m 
(95%) in urban areas. This is mainly due to the variability of RSS measurements 
which is due to interference from other devices working in the license-free WLAN 
frequency band, the ability of humans to absorb the 2.4GHz signals, effect of device 
orientation, and variability of RSS readings from different device manufacturer. 
Furthermore, the effort required to build and maintain the RSS database limit the use 
of this method. On the other hand, a number of algorithms have been developed to 
extract time-based range/range difference measurements ((Nur, 2010; 2012). Time-
based measurements provide better accuracy at the metre or even sub-metre level 
compared to RSS, are therefore, potentially suitable for urban bus operations, 
particularly as an augmentation to GNSS. 
3.1.4 Integrated positioning systems 
The lack of a single positioning solution to provide navigation in all environments and 
satisfy the requirements of all location based applications for bus operations is quite 
apparent. However, the integration of multiple positioning sensors has the potential 
to address such requirements. In general and in order to develop an effective 
integrated system a number of factors have to be assessed. These include the 
system requirements (e.g. RNP, cost, security), the operational environment and the 
characteristics of the candidate sensors (error behaviour, sensor output, required 
interfaces, cost, etc.). Such factors dictate the type of sensors to be integrated, the 
applied integration technique and integrated system architecture.  
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There is a variety of integration algorithms such as basic and weighted averaging, 
consensus sensing, weighted least squares, Kalman filtering, neural networks, fuzzy 
logic and particle filtering (Groves, 2013). Depending on the applied sensors, 
integration can be performed at the position output level of each sensor (loose 
coupling), at the measurements level (tight coupling) or at the signals level (ultra-
tight coupling or deep integration) (Groves, 2013). The integrated system can be 
implemented on a centralized or a decentralized (cascaded) architecture. Most of the 
existing integrated systems employ GNSS with DR systems using the Kalman Filter 
(KF). This is due to the complementary nature of such systems where DR systems 
can cover the outages of GNSS while GNSS corrects the drift of DR systems. 
However, the limitations of DR, requires the use of alternative technologies. A 
potential solution for bus operations is the integration of GNSS with WiFi-based 
positioning. 
3.1.5 The current bus operations technology landscape 
Table 3.9 presents the results of the survey in Section 2.2.1.2 on the current 
technology landscape used for bus operations by the major urban bus operators.  
Table 3.9: The current technologies employed by bus operators 
Application/Service Operator (City) 
A B C 
 







GPS            
Logical location            
Door sensor            
Odometer + Gyroscope 
(Dead Reckoning) 
           
Odometer only            
Map Matching            
Networked Ultra-wideband 
RF-ID tags and sensors 
           
Kalman Filter            
2D (Horizontal positioning)            
From Table 3.9, it can be seen firstly, that GPS is used by all the operators. In the 
absence of any detail on the types of receivers used and cost considerations, it is 
assumed that low cost single frequency GPS receivers are employed. Furthermore, 
there is no reference to multi-constellation receivers. Secondly, logical location 
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(exploiting the relationships of nodes with each other and their environment) and 
calibration through the operation of door sensors are used by most operators. 
However, such techniques are of low accuracy and continuity of service. Thirdly, 
augmentation of GPS by Dead Reckoning (DR) sensors is implemented by 7 
operators with only 1 relying on GPS only. Fourthly, only 1 operator uses RF-ID for 
positioning (at the depot). Fifthly, only 3 operators use map matching algorithms to 
identify the physical location of buses. Finally, only 1 operator stated that it uses a 
Kalman Filter to integrate the different data from positioning sensors, and map 
matching. It is known that this operator performs integration in the position domain.  
From the results of the survey, it is clear that there is no consensus the optimal 
positioning system for urban bus operations. Different operators employ variations of 
positioning systems. It is not always clear what the bases of the choice of some of 
the technologies are.  
3.1.6 Summary and proposed architecture for urban bus operations 
Taking into account the requirements in Table 2.6, strengths and weaknesses of the 
technologies discussed in the previous sections in this Chapter and the current 
technology landscape as used by the major operators, Figure 3.9 proposes an 
architecture for urban bus operations. The core of the system is multi-constellation 
and multi-frequency GNSS (metre level accuracy), strategically augmented with 
signals of opportunity (SOOP) in particular decimeter level Wi-Fi base positioning.  
The DR using the odometer (displacement measurement, d) and low cost rate 
gyroscopes (change in direction, ), and in some cases aided by map derived data, 
are retained in the event that there are failures with either the GNSS or SOOP 
signals. The multi-sensor fusion is undertaken in the measurement domain to 
maximize availability of the positioning solution in terms of the coordinates, velocity, 
heading and their uncertainties (𝐸, 𝑁, 𝑣, 𝜃, 𝜎𝐸 , 𝜎𝑁 , 𝜎𝑣, 𝜎𝜃). Advanced map-matching 
algorithms are recommended for link identification (LinkID) and physical location 
determination (𝐸𝐿𝐼𝑁𝐾, 𝑁𝐿𝐼𝑁𝐾, 𝑠𝑚𝑚). Integrity monitoring is performed both within the 
data fusion and map-matching functions.  
This rest of the thesis addresses the role of GNSS in this architecture with a 
particular focus on differential GPS, multi-constellation positioning and the impacts of 
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the new signals L2C and L5.  Chapter 4 presents the functional or mathematical 
models used with GNSS measurements to determine the position of a user equipped 
with GNSS receiver. 
 




4. FUNCTIONAL MODELS OF GNSS 
Chapter 3 discussed the GNSS architecture (including their augmentations), 
terrestrial systems and the combined use of GNSS and terrestrial systems, with a 
focus on urban bus operations. This Chapter presents the fundamentals in terms of 
the measurements and how they are used to estimate the state of an object. This 
forms the foundation of the data analysis carried out in Chapter 5. The underpinning 
fundamentals are presented in Section 4.1 covering spatial and temporal references 
and satellite orbits. Section 4.2 presents the basic measurement types and the 
associated functional models. Potential sources of measurement errors are then 
considered in Section 4.3. This is followed by the presentation of the relevant state 
estimation techniques in Section 4.4. The chapter is summarized in Section 4.5. The 
content of this chapter is largely based on the review of the works of Ochieng (1993), 
Kaplan and Hegarty (2006), DoD (2008), Milner (2009), Moradi (2014), Groves (2013), Leick 
et al., (2015) and Ochieng (2016). 
4.1 GNSS Fundamentals 
4.1.1 Reference Systems, Reference Frames and Coordinate Systems 
Global Satellite Navigation Systems (GNSS) operate on the use the Time-Of-Arrival 
(TOA) ranging concept, involving measuring the time it takes for a signal to travel 
from a satellite to the receiver. Scaling this by the propagation velocity results in the 
range or distance between the satellite and the user or satellite to receiver range. 
Multiple satellites are needed to solve for the position of the receiver antenna. This 
requires that the time of signal transmission and the position of the satellites are 
known accurately. Hence, both the realisations of the spatial and temporal reference 
systems (i.e. the spatial reference frame and reference time scale) must be 
established to a high degree of accuracy. These references must be chosen in which 
the state of both the user and satellite are represented easily. Note that a reference 
system defines the processes, models and data used to realise a reference frame 
with unique datum parameters, and a reference time scale. 
The spatial reference frames can be the non-rotating Earth Centred Inertial (ECI) or 
the rotating Earth Centred Earth Fixed (ECEF). The former enables the satellite 
positions and velocities to be conveniently calculated from their orbits as the 
satellites themselves obey the laws of motion and gravitation in it. However, from the 
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user receiver point of view it is preferable to adopt a reference frame which relates to 
objects in the local vicinity. The ECEF frame enables this as it rotates at the same 
rate as the Earth where it is more straight forward to determine the longitude (𝐺), 
latitude (
𝐺
) and height (ℎ) parameters that the receiver outputs. In order to 
represent a unique position of an object on a given reference frame either of the two 
coordinate systems Cartesian (X,Y,Z) in Figure 4.1 or Geodetic (𝐺 , 𝐺 , ℎ) in Figure 




Figure 4.1: Cartesian Coordinates (Ochieng, 2016) 
 
Figure 4.2: Geodetic (Ellipsoidal) Coordinates (Ochieng, 2016) 
Conversion from the ellipsoidal coordinates of longitude, latitude and height to the 
ECEF Cartesian coordinates rely on a physical model which for GPS is chosen to be 
the World Geodetic System 1984 (WGS84). This is accomplished using well-
established conversion formulae (Ochieng, 2016). To determine the local height 
above the mean sea level a geoid model must be used which is a database of local 
deviations. Expression 4.1 captures the relationship between the height above the 
sea level (H), ellipsoidal height (h) and geoidal undulation, N. 




















Each GNSS has a unique temporal reference time scale. In the case of GPS, this is 
GPS Time (GPST) determined from the ‘average’ of the very stable atomic clocks at 
the monitor stations and on-board the satellites. Table 3.6 in Chapter 3 identifies the 
systems for the others GNSSs. 
There are currently many geodetic datums in use necessitating transformation of 
coordinates from one datum to another.  An example here is the transformation of 
coordinates in the World Geodetic System 1984 (WGS 84) to GLONASS’ PZ-90.  A 
number of different procedures are available for performing coordinate 
transformations, with the relative merits considered with respect to accuracy 
requirements and computational complexity. One such method is Helmert 
transformation (Ochieng, 2016). 
For the services such as bus operations that are provided over relatively small areas 
and therefore assume a flat earth without loss of positioning accuracy, map 
projection is required. This involves a well-defined and unambiguous mathematical 
or geometrical rule, which will retain a number of properties, such as shape or scale 
but may distort others. Generally, the properties of map projections are classified into 
those that are equidistant (correct representation of distances), equivalent (correct 
representation of areas) and conformal or orthometric (correct representation of 
shapes). 
Figure 4.3 is a flowchart illustrating the datum transformation and map projection 
procedures (Ochieng, 2016).  The chart basically consists of the two main parts 
namely datum transformation and map projection. The former consists of those 
modules needed to convert three-dimensional geodetic coordinates from one 
reference frame to another. This group includes: 
 The conversion from geodetic coordinates to Cartesian coordinates within the 
same datum. 
 The transformation of coordinates from one reference datum to another 
performed by Helmert transformation. 
 The reverse computation of the conversion (R.Convert) from Cartesian 
coordinates to the geodetic coordinates. 
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It can be seen from the chart that in order to transform geographic (geodetic) 
coordinates (, , h) from one datum to another, they must first be converted to 
Cartesian coordinates (X, Y, Z) before employing the Helmert transformation. 
The map projection process consists of those algorithms needed to project: 
 Ellipsoidal coordinates (, , h) into projection coordinates (Northings - N, 
Eastings – E) - 'Projection'  
 Projection of surface coordinates (N, E) to ellipsoidal  
coordinates (, , h) - ‘Reverse projection’. 
 
Figure 4.3: Coordinate Transformation and Projection Flowchart (Ochieng, 2016) 
4.1.2 Satellite Orbit 
Once spatial and temporal reference frame and reference time scale have been 
established, the next problem is to determine the coordinates of the satellites at the 
time of signal transmission. The orbit trajectories may be derived from Newton’s laws 
which are extended from those applicable to point masses to a more general model 
which accounts for the Earth’s uneven non-spherical distribution of mass. The GPS 
navigation message contains the broadcast ephemeris information which includes 
the Keplerian elements that enable the computation of the satellite coordinates at a 












1, 1, h1 x1, y1, z1
x1, y1, z1 x2, y2, z2
x2, y2, z2 2, 2, h2

2, 2, h2 E2, N2, h2
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orbital elements which characterise the smooth orbit and the correction parameters 
for perturbations. The reference time of applicability is included to locate the point 
where the accuracy of the computation of the satellite coordinates is highest. The 
GPS receiver is then able to compute the satellite state vector at a given time during 
the period of validity of the broadcast ephemeris using a standard algorithm (GPS-
JPO, 2004). 
4.2 GPS pure observables  
GPS can be used in many areas requiring different accuracies. In order to achieve 
these accuracies, different observables and hence receiver types are used. There 
are three GPS observables: code phase (or pseudo-range), carrier phase and 
Doppler. 
4.2.1 Derivation of the pseudo-range observation equation 
The pseudo-range is the basic navigation observable of GPS. Instantaneous 
navigation is accomplished by the timing codes (C/A and P) and the navigation 
message. GPS receivers compare the received timing codes with replica codes 
generated within the receiver. The two codes (received and generated) are out of 
alignment, and the difference between them (in seconds) is the travel time between 
the satellite and the receiver (Figure 4.4). This process is referred to as cross 
correlation. This time delay is equivalent to the range between the satellite and the 
receiver. However, these ranges are contaminated by a number of error sources, 




Figure 4.4: The pseudo-range observable (Ochieng, 2009) 
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Consider the following two statements which define the time frames used in GPS, 
and their relationship. A satellite has a precise atomic clock operating in a satellite 
time frame. All signals are transmitted relative to this time frame. A receiver has a 
less precise quartz clock operating in a receiver time frame. All signals are received 
relative to this time frame. 
 
The satellite time frame (t) and the receiver time frame () are related to the "true" 
GPS time frame (T) by 
T = t + t   [4.2] 
T =  +    [4.3] 
 
Where t is the satellite clock offset and  is the receiver clock offset. Now consider 
the next two further statements which define the pseudo-range and the geometric 
range for a signal transmitted from a satellite (s) to a receiver (r). 
The pseudo-range (PR) is the difference between the time of transmission of a GPS 
signal (ts), in the satellite time frame, and the time of reception of the GPS signal (r), 
in the receiver time frame, when scaled by the speed of light in vacuo (c), i.e. 
𝑃𝑅𝑟
𝑠 = 𝑐[𝑟 − 𝑡
𝑠]       [4.4] 
The geometric range () is the difference between the time of transmission of a GPS 
signal (Ts) , in the GPS time frame, and the time of reception of a GPS signal (Tr), in 
the GPS time frame, when scaled by the speed of light in vacuo, i.e. 

𝑟
𝑠 = 𝑐[𝑇𝑟 − 𝑇
𝑠]     [4.5] 
 
However, from expressions [4.2] and [4.3] it is known that 
 Ts = ts + ts     [4.6] 
 Tr = r + r     [4.7] 
Substituting for Ts and Tr in expression [4.5], gives the geometric range as: 

𝑟
𝑠 = 𝑐([𝑟 + 𝑟] − [𝑡
𝑠 + 𝑡𝑠])     [4.8] 





𝑠 = 𝑐[𝑟 − 𝑡
𝑠] + 𝑐[𝑟 − 𝑡
𝑠]    [4.9] 
The basic pseudo-range observation equation is now obtained by combining 




𝑠 − 𝑐[𝑟 − 𝑡
𝑠]   [4.10] 
However, this observation equation is not truly explicit as the exact time frames for 
each of the constituent quantities is not defined. Looking at the basic pseudo-range 
observation equation in more detail, the following are apparent. 
𝑃𝑅𝑟





𝑠  is the geometric range obtained from the true GPS time when the signal left the 
satellite s and the true GPS time the signal arrived at receiver r, i.e. 
𝑟
𝑠(𝑇𝑠, 𝑇𝑟)  
𝑟 is the receiver clock offset for receiver r in the receiver time frame of receiver r, 
i.e. 𝑟(𝑟) 
𝑡𝑠 is the satellite clock offset for satellite s in the satellite time frame of satellite s, 
i.e. 𝑡𝑠(𝑡𝑠)  
Therefore, a more rigorous basic pseudo-range observation equation is written as: 
 𝑃𝑅𝑟
𝑠(𝑟) = 𝑟
𝑠(𝑇𝑠, 𝑇𝑟) − 𝑐[𝑟(𝑟) − 𝑡
𝑠(𝑡𝑠)]     [4.11] 
There are other terms which may be added to this expression, particularly to account 
for atmospheric propagation effects of the ionosphere (dion) and the troposphere 
(dtrop). Other error sources include orbital errors (dorb), multipath (dmp) and receiver 
noise (dnse) (Section 4.3). Therefore, the full pseudo-range observation equation is: 
𝑃𝑅𝑟
𝑠(𝑟) = 𝑟
𝑠(𝑇𝑠, 𝑇𝑟) − 𝑐[𝑟(𝑟) − 𝑡
𝑠(𝑡𝑠)] + 𝑑𝑜𝑟𝑏 + 𝑑𝑖𝑜𝑛 + 𝑑𝑡𝑟𝑝 + 𝑑𝑚𝑝 + 𝑑𝑛𝑠𝑒 [4.12]
  
The 3-dimensional coordinates of the receiver r, which have to be solved for in 
expression [4.12], are implicit in the geometric range, as: 
 
𝑟
𝑠 = [(𝑋2 − 𝑋𝑟)
2 + (𝑌𝑠 − 𝑌𝑟)
2 + (𝑍𝑠 − 𝑍𝑟)




where (Xs, Ys, Zs) and (Xr, Yr, Zr) are the coordinates of satellite s and receiver r 
respectively. 
4.2.2 The Carrier Phase Observable 
The level of accuracy achievable by the stand-alone absolute point (non-differential) 
instantaneous positioning and differential positioning techniques using the pseudo-
range observable is adequate for many applications including most land navigation 
requirements. For applications requiring higher levels of accuracy (sub-metre and 
better) the more precise and accurate carrier phase observable has to be used. The 
carrier phase measurement is generated by the comparison of the phase of the 
carrier signal from the satellite and that of a replica at the receiver at the time of 
reception. The direct measurement consists of a phase reading of the fractional part 
of the whole (integer) number of cycles in the range between the satellite and the 
receiver (Figure 4.5).  
However, the receiver does not know the total number of whole wavelengths (initial 
integer ambiguity, N), either at the start or after loss of lock, but keeps count of the 
additional integer number of wavelengths (ΔN) since the initial position of the 
satellite, to be added or subtracted as the receiver to satellite range changes, as 
long as there is no loss of lock on the signal (cycle slip). The whole number of cycles 
(N) referred to as initial integer ambiguity must be resolved in order to determine the 
range between the receiver and the satellite. 
 
Figure 4.5: Carrier phase and integer ambiguity (Ochieng, 2016) 
The resolution of the integer ambiguity has arisen from the desire to use carrier-
phase ranges in the user position solution instead of pseudo-ranges. The use of 
carrier phase ranges results both in improved accuracy and precision. This 






















the observables. The improvement in precision is mainly due to the difference in the 
effect of receiver thermal noise on carrier-phase and code-phase measurement 
errors. Improvement in accuracy is the direct result of the effect of the multipath error 
which is proportional to the wavelength of the signal.  
With the exception of the multipath bias and ionospheric delay bias, the latter 
affecting code (pseudo-range) and carrier-phase measurements in an equal but 
opposite sense, all other measurement biases associated with pseudo-ranges have 
an identical effect on the carrier phase range. Hence well-established principles and 
techniques such as modelling (section 4.3) and differencing (section 4.4) used to 
reduce these biases in pseudo-range measurements can be applied to carrier phase 
measurements to allow an accurate resolution of the integer ambiguities. After the 
treatment of the biases arising from satellite navigation errors, what remains in the 
derivation of the range between the satellite and receiver from carrier-phase 
measurements is the determination of the integer ambiguity. 
4.2.2.1 Derivation of the Carrier Phase Observation Equation 
Consider the following two statements which define the carrier phase and the integer 
ambiguity (Figure 4.5) for a signal transmitted from a satellite s to a receiver r. 
Instead of a pseudo-range we have a range which consists of the carrier phase
 and an integer ambiguity . The integer ambiguity  is the geometrically 
correct integer number of wavelengths between satellite s and receiver r when the 
receiver first locks on to the satellite.  is unknown to the receiver and must be 
determined as a part of the position solution. The carrier phase  consists of the 
fractional part of a wavelength in the range between satellite s and receiver r, and 
the change in the integer number of wavelengths between satellite s and receiver r 
since lock-on ΔN (assuming that there is no cycle slip). Now consider the basic 
pseudo-range observation equation in expression [4.11]. 
 𝑃𝑅𝑟
𝑠(𝑟) = 𝑟
𝑠(𝑇𝑠, 𝑇𝑟) − 𝑐[𝑟(𝑟) − 𝑡
𝑠(𝑡𝑠)] 
If the pseudo-range is substituted for the carrier phase and integer ambiguity, and 
the units of this equation are changed from metres to cycles (by multiplying the 
geometric range and the clock offsets by the frequency (f) divided by the speed of 


















(𝑇𝑠, 𝑇𝑟) − 𝑓[𝑟(𝑟) − 𝑡
𝑠(𝑡𝑠)] + 𝑁𝑟







, the reciprocal of the wavelength . 
This is the basic carrier phase observation equation. In practice, however, the 
receiver assigns an arbitrary "guess" to the integer ambiguity, such that the terms in 
this equation are better described as: 
𝑟
𝑠(𝑟) is the carrier phase observed at a receiver r, in the time frame of receiver r, 
which consists of the fractional part of a wavelength, the change in the integer 
number of wavelengths since lock-on, and the receivers arbitrary "guess" at the 
value of integer ambiguity. 

𝑟
𝑠(𝑇𝑠, 𝑇𝑟) is the geometric range between the satellite s and receiver r. 
𝑟(𝑟) is the receiver clock offset for receiver r in the receiver time frame of receiver 
r. 
𝑡𝑠(𝑡𝑠) is the satellite clock offset for satellite s in the satellite time frame of satellite 
s. 
𝑁𝑟
𝑠 is the integer ambiguity between satellite s and receiver r. This consists of the 
correction to the receiver's arbitrary "guess" at the value of the integer ambiguity, 
which is in fact the difference between the "true" integer ambiguity and the receiver's 
arbitrary guess. 
As with the pseudo-range observation equation, there are other terms to be added to 
this expression to compensate for the various sources of error. Therefore, the full 













[𝑑𝑜𝑟𝑏 + 𝑑𝑖𝑜𝑛 + 𝑑𝑡𝑟𝑝 + 𝑑𝑚𝑝 +
𝑑𝑛𝑠𝑒]                                                                                                                                            [4.15] 
The 3-dimensional coordinates of the receiver r, which have to be solved for in 
expression [4.15], are implicit in the geometric range, as: 
 
𝑟
𝑠 = [(𝑋2 − 𝑋𝑟)
2 + (𝑌𝑠 − 𝑌𝑟)
2 + (𝑍𝑠 − 𝑍𝑟)
2]0.5   [4.16] 




In addition to the receiver coordinates (Xr,Yr,Zr) and  there is another unknown N.  
As there are now 5 unknowns, at least 5 measurements in good geometry are 
needed. This is different from the Pseudo-range with only 4 unknowns, requiring at 
least 4 measurements. 
4.2.3 The Doppler Observable 
Consider a radio wave transmitted to a receiver in motion relative to the transmitter. 
The receiver either moves towards or away from the signal causing the wavefronts to 
arrive at the receiver at a faster or slower rate than that at which they are 
transmitted. Hence, due to the relative motion between the receiver and the satellite, 
the received signal is be shifted, referred to as Doppler shift. Therefore, a 
relationship can be established between the amount of this Doppler shift, the velocity 
of both the receiver and the transmitter (from satellite ephemeris information) as part 
of the state estimation of the receiver (El-Rabbany, 2006) 
The emitted(transmitted) frequency by a satellite, 𝑓𝑠, is related to the received 






          [4.17]  
Where 𝑣𝑟 is the radial velocity in the satellite-receiver distance, and c is the speed of 
light in a vacuum. The Doppler shift is the difference between the transmitted and the 
received frequency (𝑓𝑠 − 𝑓𝑟) from which the radial velocity (the actual rate of change 





𝑐          [4.18] 
Unlike carrier phase (formed by the integration of Doppler shifts over time) and is 
therefore, affected by cycle slips, the Doppler shift is immune to cycle slips because 
it is instantaneous. It’s level of precision is also the same as the carrier phase 
measurement. From expression [4.28], the main use of the Doppler shift 
measurements is receiver velocity estimation with high quality receivers capable of  
velocity estimates with 3D RMSE of up to 2 mm/s in  low dynamics. It has also been 
shown that although complex, Doppler shift measurements can be used to aid the 
determination of the receiver position through a number of techniques including the 
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determination of displacement and smoothing code multipath and noise (Bahrami, 
2011). 
4.3 Measurement Errors 
The formulation of the raw GPS observables and the corresponding observation 
equations developed in section 4.2, includes the satellite clock errors and ephemeris 
(orbit) errors as well as the signal propagation errors. Each error is discussed in turn 
below including its magnitude and modelling-based mitigation techniques, followed 
by a summary of the error budget. The techniques for mitigating spatially correlated 
errors involving the use of differenced observables are presented in Section 4.4. 
4.3.1 Satellite Clock Error 
Satellite clock error is due to the difference between the absolute GPS time frame 
(GPS Time) T and the on-board atomic time frame t. The parameters transmitted in 
the navigation message are used with the following second order equation to 
determine the satellite clock error (DoD, 2008): 
𝑡𝑐𝑙𝑜𝑐𝑘
𝑠𝑎𝑡 = 𝑎𝑓0 + 𝑎𝑓1(𝑡 − 𝑡𝑜𝑐) + 𝑎𝑓2(𝑡 − 𝑡𝑜𝑐)
2𝑡𝑟𝑒𝑙     [4.19] 
Where 𝑎𝑓0 = clock bias; 𝑎𝑓1= clock drift; 𝑎𝑓2= frequency drift; 𝑡𝑜𝑐= clock data reference 
time; 𝑡 = current time epoch; 𝑡𝑟𝑒𝑙= relativistic correction 
Satellite clock corrections are computed using a predicted curve-fit with residual 
errors, typically less than 1m at zero Age of Data (AOD) rising to 1-4m after 24 hours 
(DoD, 2008).  
4.3.2 Ephemeris Error 
The ephemeris data are computed using a curve fit such that at the time of upload to 
the satellite the best fit is obtained. Therefore, the accuracy of satellite position 
computed from the ephemeris data is a function of time. Naturally there exists a 
residual error between the predicted and actual satellite trajectories (due to the 
difficulty in modelling the forces acting on the satellites), which is of the order of 1-
6m. Although larger errors do exist, the projection of the error onto the line of sight 
vector usually reduces the error significantly. This is because the orbital error is 
always at the zenith, i.e. vertical, whereas the LOS component can be shorter 
depending on the angle of LOS.  This is the result of the fact that the measurements 
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which are used to compute the ephemeris are also made along similar Line-Of-Sight 
(LOS) vectors.  
4.3.3 Ionospheric Effects 
The ionosphere layer extends from approximately 50 to 1000 km above the Earth. It 
contains free electrons (negatively charged), positively charged atoms and 
molecules ionised by ultra-violet and X-ray radiation from the sun. Therefore, it is a 
dispersive medium at radio frequencies. This means that its effects vary with the 
signal frequency. It speeds up the propagation of the carrier beyond the speed of 
light and slows down that of the PRN code and the navigation message by an equal 
amount (El-Rabbany, 2006). The relationship between the atmospheric refractive 




 (+higher order terms)      [4.20] 
Where 𝐴1 is a simple combination of a number of physical constants (40.3 in SI 




depends on whether the refractive index of the velocity of the code envelope (group 
refractive index) or the phase of the signal (phase refractive index) is determined (i.e. 
the code is delayed while the phase is advanced). 
The excess path length (ionospheric error), 𝑆 is obtained as: 
𝑆 =  ∫ 𝑛 − 1 𝑑𝑠
𝑏
𝑎
         [4.21] 
Where a and b are the boundaries of the ionosphere 
Substituting for n in expression [4.21] by expression [4.20] results in: 
𝑆 =  
𝐴1
𝑓2





𝑁𝑇        [4.22] 
Where 𝑁𝑇 is the Total Electron Content (TEC) along the signal propagation path. 
For an instant in time, 𝐴1 and 𝑁𝑇 can be combined to give a single constant value A. 




          [4.23] 
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From expression [4.23], it is possible to significantly remove the effects of the 
ionosphere if observations are made on two frequencies 𝑖 and 𝑗. Neglecting the 
measurement noise and multipath, the difference between two simultaneously 
observed ranges is due to the ionosphere. This leads to an expression for the 
constant A in expression [4.23] as: 






2            [4.24] 
Therefore,  






2         [4.25] 
Thus substituting for A in expression [4.23] by expression [2.35] results in: 






2          [4.26] 
The corrected range, 𝑅𝑐, is: 






2        [4.27]  











𝟐 𝑹𝒊        [4.29] 
Expression [4.29] is the ionospherically-free linear combination for code 
measurements.  
Similarly for carrier phase, the ionospheric error recognising that the phase () is 






 (+𝒉𝒊𝒈𝒉𝒆𝒓 𝒐𝒓𝒅𝒆𝒓 𝒕𝒆𝒓𝒎𝒔)      [4.30] 
The ionospherically free carrier phase linear combination for 𝐢 frequency is given by: 










𝟐 𝒋        [4.31] 
Depending on the electron density, the ionospheric error for GNSS signals may 
reach tens of meters. The electron density (𝑁𝑒) is a function of time and place. 𝑁𝑒 is 
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relatively low and flat at night and varies approximately sinusoidally during the day, 
peaking at around 14:00 local time. This behaviour of the ionospheric error occurs 
under stable ionospheric conditions and is captured by the Klobuchar model for 
single frequency receivers (Ochieng, 1993): 
𝐼𝑡 = 𝐹 (𝐷𝐶 + 𝐴 cos (
2𝜋(𝑡−𝑡0)
𝑃
))       [4.32] 
Where 𝐼𝑡 is the ionospheric delay at the time of day t, F is the oblique factor related to 
satellite geometry (or mapping function), DC is the amplitude of the daily cosine 
component, 𝑡0is the peak time of the daily error which is 14:00 local time in seconds 
and P is the period of the cosine component. 
For GPS, the parameters for the computation of the ionospheric error using the 
Klobuchar model are broadcast in the navigation message. Up to 60% of the 
ionospheric error can be corrected using this model (Leick et al., 2015). Other GNSS 
may use different ionospheric models and include the required parameters in their 
navigation message. For example, Galileo uses a more advanced ionospheric model 
known as NeQuick (Bidaine and Warnant 2011). Unlike GPS and Galileo, GLONASS 
does not include any ionospheric parameters in its navigation message. 
4.3.4 Tropospheric Delay 
The troposphere is the lowest atmospheric layer and extends from 0 to 50km above 
the surface of the earth and is characterised by humidity, temperature and pressure. 
The natural gases in the troposphere refracts the signals, and non-dispersive for 
signal frequencies below 30GHz (Leick et al., 2015). At these frequencies signal 
refraction is independent of the frequency, and hence the dual frequency approach 
cannot be used to estimate the tropospheric delay. Therefore, it is estimated based 
on the meteorological conditions in the atmosphere using several established 
models. The main requirement of such models is the ability to estimate the integral of 
the refractive index along the tropospheric signal path. There are several models for 
tropospheric refractivity, N, an example of which is by Smith and Wentrub (Dodson 
and Hill, 1991), given by: 
𝑁 = 77.6 
𝑃
𝑇
+ 3.3 ∗ 105
𝑒
𝑇2
        [4.33] 
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Where  P is the total atmospheric pressure (millibars), T is the absolute temperature 
(Kelvin), e is the partial water vapour pressure (millibars), N is equal to (n-1)*106, 
and n is the tropospheric refractive index.  
 The integration of the N in expression [4.33] yields the signal delay by the 
tropospheric layer (𝑇) consisting of two parts, hydrostatic or dry (𝑇ℎ) and wet (𝑇𝑤) 
related by: 
𝑇 = 𝑇ℎ + 𝑇𝑤         [4.34] 
The hydrostatic delay at the zenith, i.e. the Zenith Hydrostatic Delay (ZHD) is about 
240 cm at the sea level. There are several models that have been developed to 
determine ZHD based on atmospheric pressure, using for example, the commonly 




      [4.35] 
Where 𝑃0 is the pressure calculated at the receiver, 𝐻 is height and 𝜑 is the latitude 
of the receiver. The wet component at zenith, Zenith Wet Delay (ZWD) causes 
delays of up to 40 cm. This is more difficult to determine because it is sensitive to the 
partial water vapour pressure along the signal path and the GNSS antenna site is not 
representative of the conditions along this path. Furthermore, it is difficult to obtain 
accurate partial water vapour pressure data from surface meteorological conditions 
especially for the upper regions of the troposphere. The use of the water vapour 
radiometre has been shown to address this limitation but is is very expensive. An 
example of the models for the computation of the ZWD is by Mendes and Langley 
(1998):  
𝑍𝑊𝐷[𝑚] = 0.0122 + 0.00943 𝑃𝑤𝑣,0[𝑚𝑏𝑎𝑟]     [4.36] 
where 𝑃𝑤𝑣,0[𝑚𝑏𝑎𝑟] is the surface partial water vapour pressure. As noted above, this 
model is based on the antenna site partial water vapour pressure which can be 
significantly different from that in the upper layers of the troposphere. 
In order determine the contribution of the tropospheric delay to the range error (i.e. 
the slant delay), a mapping function is required to be applied to the ZHD and ZWD. 






       [4.37] 
where E is the satellite elevation angle. The total slant delay (TSD) is then calculated 
as: 
𝑆𝑇𝐷 = 𝑍𝐻𝐷. 𝑚(𝐸) + 𝑍𝑊𝐷. 𝑚(𝐸)      [4.38] 
The residual tropospheric delay after correction is of  the order of 0.2m (1) (Kaplan 
and Hegarty, 2006) 
4.3.5 Multipath 
Multipath is a phenomenon whereby a signal arrives at the receiver via two or more 
different paths, in addition to the corresponding direct signals. The reflection of the 
signal results in a time delay which causes interference with the direct signal, thus  
degrading the accuracy of the range calculated by the receiver. Figure 4.6 illustrates 
a typical multipath situation. The case when the direct signal from the satellite is 
blocked by an obstruction and the receiver only detects reflected signals is known as 
Non-Line-Of-Sight (NLOS).  
The effect of multipath depends not only on the nature of the reflecting surface and 
antenna-reflector geometry but also the frequency of the signal. The effect on code 
measurements can in theory reach up to 1.5 times the wavelength of the code 
measurements, equivalent to 450 m for the C/A code pseudorange multipath. The 
corresponding multipath on the carrier phase measurements is significantly lower 
with a maximum excess path length equal to a quarter of the wavelength (about 5 
cm for the L1 carrier phase).   
Figure 4.6: Multipath geometry (Kaplan and Hegarty, 2006) 
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There are three classes of techniques used to mitigate multipath: antenna design, 
signal processing and measurement processing. Antennae are either linear 
polarized, i.e. they radiate in one plane (horizontal or vertical), or circular polarization 
radiates in both planes at once, with a 90 degree phase shift between the planes. 
The signal then has the signature of a ‘corkscrew’ and is either towards the left (i.e. 
Left-Hand Circular polarization - LHCP) or the right (Right-Hand Circular Polarization 
- RHCP). 
Antenna design techniques predominantly employ the polarization characteristics of 
the signals. The direct signals from the satellite have a RHCP, while the reflected 
signal exhibit either a LHCP or a mixture of the two. Therefore, antennae are 
designed to have a higher gain for RHCP signals, thus rejecting LHCP signals as 
much as possible. Different types of antennae have different performance levels in 
this respect, and residual LHCP signals do exist, particularly at lower elevation 
angles.  
The other techniques used are the use of concentric rings and antenna array. The 
former (i.e. choke ring antennae) are designed to remove the antenna gain at low 
elevation angles, thus suppressing the reflected signals. However, such antennae 
also supress direct signals. In addition they are bulky, heavy and expensive, not 
suitable for bus operations. An array of antennae can be configured to mitigate 
multipath. Such a configuration is designed for better gain in one direction and 
multipath suppression in others. The size and complexity of the processing required 
excludes these from use in bus operations. 
Signal processing techniques are designed to make the tracking and acquisition 
stages of the receiver more resistant to multipath, for example, by employing a 
narrow correlator (Misra and Enge, 2011). However, these techniques are not 
always effective against short delay multipath. 
Measurement processing techniques operate on the code and carrier phase 
measurements to mitigate the residual multipath error in them, after the application 
of the antenna design and signal processing techniques. The three main techniques 
adopted for code (pseudo-range) measurements are weighting, detection and 
exclusion and smoothing or filtering of measurements. Weighting methods assigns a 
weight to each measurement to enable it to contribute to the position solution 
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according to its quality (i.e. the higher the quality, the higher the contribution).  
Measures of measurement quality include the Signal-to-Noise ratio (SNR), carrier to 
noise power density ratio (C/No) and the level of residual errors in the 
measurements. SNR is the ratio of the signal power and noise power in a given 
bandwidth. C/No refers to the ratio of the carrier power and the noise power per unit 
bandwidth. SNR gives an indication of the level of noise in the measurement. 
Because of the relationship between some of the main error sources to the elevation 
of the satellite, elevation angle is used routinely in the weighting of measurements.  
Smoothing techniques exploit the fact that carrier phase measurements have a 
higher precision than code (pseudo-range) errors largely due to significantly less 
multipath and noise. The most commonly used smoothing method in GNSS is the 
Hatch Filter (Sanz Subirana et al., 2013). 
For the pseudo-range and carrier phase measurements for one satellite at epoch k, 




𝑅(𝑘) +  
𝑛−1
𝑛
[?̂?(𝑘 − 1) + ((𝑘) − (𝑘 − 1))]    [4.39] 
Where 𝑛 = 𝑘 as long as 𝑘 < 𝑁, and 𝑛 = 𝑁 when 𝑘  𝑁.  is the wavelength of the 
carrier frequency used. The constant 𝑁 is effectively the bandwidth of the filter with 
larger values resulting in better smoothing. 
Expanding the difference in the consecutive carrier phase measurements in the 
expression above results in: 
[(𝑘) − (𝑘 − 1)] = 𝑝 + 𝐼 + 𝑇𝑟 +       [4.40] 
Due to the short time between the two measurements, the temporally correlated 
errors such as the ionospheric (𝐼) error and tropospheric (𝑇𝑟) delay can be 
neglected. Furthermore, as long as no cycle slips occur, the difference in the integer 
ambiguity is eliminated. In the event of the occurrence of a cycle slip, the filter must 
be re-initialised. This phase difference can then be used to estimate the range 
difference and to compute the smoothed pseudo-range measurement. The phase 
variation can then be used to estimate the pseudo-range variation and to compute 
the smoothed code measurement. 
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The transient duration (i.e. the time preceding the steady state of the filter) is 2𝑁. 







2          [4.41] 
Where 𝑅
2  and 
2   are the variances of the pseudo-range and carrier phase 
measurements respectively. 
It can be seen that as 𝑁 increases, the smoothed code noise variance decreases. 
However, the duration of the transient increases. Therefore, a compromise is 





2           [4.42] 
This leads to the noise variance of the smoothed code being 2
2  with a relatively 
short transient duration.  
4.3.6 Interference 
GNSS is vulnerable to Radio Frequency (RF) interference, both unintentional and 
intentional in the form of jamming (complete loss of signal), attenuation 
(reflection/refraction of signal), spoofing (generation of fake signal) and meaconing 
(interception and re-broadcasting of signal). Interference may be classified as wide-
band or narrow-band relative to the bandwidth of the intended GNSS signal. A 
Continuous Wave (CW) signal consists of a single frequency and is theoretically of 
zero bandwidth. Unintentional interference is to be expected from other systems 
transmitting within the L-band. The L1 and L5 frequency band are in the protected 
bands and therefore, do not share the bands with other services. This should result 
in a reduced potential for interference. On the other hand, interference is more likely 
on the L2 frequency because it shares its band with a number of radar services. 
Interference is discussed further in Section 4.6 in the context of integrity monitoring. 
4.3.7 Receiver Effects 
The thermal noise within the receiver tracking loops contributes a further source of 
pseudorange measurement error. Modern receivers have typical 1-sigma values for 
noise of 0.1m (Kaplan and Hegarty, 2006). Furthermore, range errors arise from 
non-coincidence of the antenna phase and electrical centres of the antenna. These 
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values are usually calibrated by manufacturers. Inter-channel or inter-code biases 
may also be present but are negligible for any applications other than very high 
accuracy positioning (Johnson and Zuagg, 2001).  
4.3.8 Summary of Measurement Errors and Budgets 
The above discussion has highlighted all of the significant GPS measurement error 
sources and the expected magnitudes. Knowledge of the pseudo-range error 
distribution is critical in determining the positioning accuracy and integrity of the 
system. The breakdown of the total measurement error varies between single and 
dual frequency receivers. A typical UERE budget for a single frequency C/A-code 
receiver is shown in Table 4.1. 
Table 4.1:  GPS Typical UERE Budget (Kaplan and Hegarty, 2006) 
Error Type 1σ Error (m) 
Broadcast Clock 1.1 
L1 P(Y) - L1 C/A Group 
Delay 
0.3 
Broadcast Ephemeris 0.8 
Ionospheric Delay 7.0 
Tropospheric Delay 0.2 
Receiver Noise 0.1 
Multipath 0.2 
Total 7.1 
   
4.4 Differenced GPS observables 
Differencing is a special technique used to minimise systematic errors that are either 
common or correlated across receivers, across satellites, and across receivers and 
satellites. One receiver, known as the reference, is located at a point with known co-
ordinates and various differenced observables derived that minimise the relevant 
errors. 
4.4.1 Differenced pseudo-range observables 
Consider a simple configuration of two GPS receivers (a and b) and two satellites (e, 
n). The pure pseudo-range observation equations for 2 receivers and satellites 





𝑒 (𝑇𝑒 , 𝑇𝑎) − 𝑐[𝑎(𝑎) − 𝑡
𝑒(𝑡𝑒)] + 𝑑𝑜𝑟𝑏 + 𝑑𝑖𝑜𝑛 + 𝑑𝑡𝑟𝑝 + 𝑑𝑚𝑝 + 𝑑𝑛𝑠𝑒    [4.43] 
𝑃𝑅𝑎
𝑛(𝑎) = 𝑎
𝑛(𝑇𝑛, 𝑇𝑎) − 𝑐[𝑎(𝑎) − 𝑡
𝑛(𝑡𝑛)] + 𝑑𝑜𝑟𝑏 + 𝑑𝑖𝑜𝑛 + 𝑑𝑡𝑟𝑝 + 𝑑𝑚𝑝 + 𝑑𝑛𝑠𝑒   [4.44] 
𝑃𝑅𝑏
𝑒(𝑎) = 𝑏
𝑒 (𝑇𝑒 , 𝑇𝑎) − 𝑐[𝑏(𝑏) − 𝑡
𝑒(𝑡𝑒)] + 𝑑𝑜𝑟𝑏 + 𝑑𝑖𝑜𝑛 + 𝑑𝑡𝑟𝑝 + 𝑑𝑚𝑝 + 𝑑𝑛𝑠𝑒     [4.45] 
𝑅𝑏
𝑛(𝑏) = 𝑏
𝑛(𝑇𝑛, 𝑇𝑏) − 𝑐[𝑏(𝑏) − 𝑡
𝑛(𝑡𝑛)] + 𝑑𝑜𝑟𝑏 + 𝑑𝑖𝑜𝑛 + 𝑑𝑡𝑟𝑝 + 𝑑𝑚𝑝 + 𝑑𝑛𝑠𝑒     [4.46] 
If simultaneous observations from two GPS receivers, a and b, to a single satellite e 
are taken, the single difference (across receivers) observation equation (Figure 4.7) 
is: 
𝑃𝑅𝑎𝑏
𝑒 (𝑎 , 𝑏) = 𝑃𝑅𝑏
𝑒(𝑏) − 𝑃𝑅𝑎
𝑒(𝑎)          [4.47] 
 
Figure 4.7: Single difference observable (across receivers) 
Substituting expressions [4.53] and [4.55] into expression [4.57] we have: 
𝑃𝑅𝑎𝑏
𝑒 (𝑎 , 𝑏) = 𝑎𝑏
𝑒 (𝑇𝑒 , 𝑇𝑎, 𝑇𝑏) − 𝑐[𝑎𝑏(𝑎 , 𝑏)] + 𝑜𝑟𝑏 + 𝑖𝑜𝑛 + 𝑡𝑟𝑝 + 𝑚𝑝 + 𝑛𝑠𝑒 [4.48] 
Such a single difference removes or significantly reduces the effects of errors 
associated with the satellite, and is the basis for conventional differential GPS. In 
addition errors that correlate spatially are also reduced depending on the distance 
between the two receivers. The satellite clock offset is eliminated, and the orbital and 
atmospheric errors are reduced. The single difference observation equations for the 
two GPS receivers (a and b) and the other satellites are formed in the same way. 
If simultaneous observations from two GPS receivers, a and b, are taken to two 
satellites, e and n, the double difference observation equation across receivers and 
satellites can be defined as the difference between two single differences, i.e. 




𝑒𝑛(𝑎 , 𝑏) = 𝑃𝑅𝑎𝑏
𝑛 (𝑎 , 𝑏) − 𝑃𝑅𝑎𝑏
𝑒 (𝑎 , 𝑏)   [4.49]  
Substituting expression [4.47] and its equivalent for satellite n into expression [4.49], 
we have: 
𝑃𝑅𝑎𝑏
𝑒𝑛(𝑎 , 𝑏) = 𝑎𝑏
𝑒𝑛(𝑇𝑒 , 𝑇𝑛, 𝑇𝑎, 𝑇𝑏) + 𝑜𝑟𝑏 + 𝑖𝑜𝑛 + 𝑡𝑟𝑝 + 𝑚𝑝 + 𝑛𝑠𝑒  [4.50] 
As with the single differences, the double difference removes or greatly reduces the 
effect of errors associated with the satellites (satellite clock offsets, orbital errors and 
atmospheric errors). But most importantly, it also eliminates the receiver clock 
offsets. The double difference observation equations for the two GPS receivers (a 
and b) and the other satellite pairs are formed in the same way. 
4.4.2 Differenced carrier phase observables 
Considering a simple configuration of two GPS receivers (a and b) and two satellites 
(e, n), and the pure phase observation equations, the equivalent single and double 
differenced observables can be derived. If simultaneous observations from two GPS 
receivers, a and b, to a single satellite e are taken, the single difference (across 
receivers) observation equation can be defined as: 
𝑎𝑏
𝑒 (𝑎 , 𝑏) = 𝑏
𝑒 (𝑏) − 𝑎
𝑒 (𝑎)   [4.51] 
The full observation equation is then given by: 
𝑎𝑏









[𝑜𝑟𝑏 + 𝑖𝑜𝑛 + 𝑡𝑟𝑝 + 𝑚𝑝 +
𝑛𝑠𝑒]     `          [4.52] 
Such a single difference removes or greatly reduces the effects of errors associated 
with the satellite. In addition the errors that correlate spatially are also reduced 
depending on the distance between the two receivers. The satellite clock offset is 
eliminated, and the orbital and atmospheric errors are reduced.  
If simultaneous observations from two GPS receivers, a and b, are taken to two 
satellites, e and n, the double difference observation equation across receivers and 
satellites can be defined as the difference between two single differences, i.e. 
 𝑎𝑏
𝑒𝑛(𝑎 , 𝑏) = 𝑎𝑏
𝑛 (𝑎 , 𝑏) −  𝑎𝑏
𝑒 (𝑎 , 𝑏)         [4.53] 













[ 𝑜𝑟𝑏 + 𝑖𝑜𝑛 + 𝑡𝑟𝑝 + 𝑚𝑝 + 𝑛𝑠𝑒]    [4.54] 
As with the single differences, the double difference removes or greatly reduces the 
effect of errors associated with the satellites (satellite clock offsets, orbital errors and 
atmospheric errors). But most importantly, it also eliminates the receiver clock 
offsets. A further step can be performed by differencing the double difference 
observation equations from two successive epochs (i and j), to derive the triple 
difference observation equation (Figure 4.8). 
𝑎𝑏
𝑒𝑛(𝑎 , 𝑏)𝑖𝑗 = 𝑎𝑏
𝑒𝑛(𝑎 , 𝑏)𝑗 −  𝑎𝑏
𝑒𝑛(𝑎 , 𝑏)𝑖       [4.55] 
 
Figure 4.8: Triple difference observable (across receivers, satellites and time) 
The errors removed or reduced in the double difference observation equation, are 
also removed or reduced in the triple difference observation equation. In addition, the 
integer ambiguity term is removed. Unfortunately, this leaves fewer observations and 
a high noise level from multiple differencing. However, the triple difference 
observation equation has advantages when used for editing of cycle slips. 
4.5 Position and Time Solution 
In the previous sections, the pure and differenced observables, and the 
corresponding observation equations have been formulated. The pure observables 
are used in absolute positioning and the differenced observables in relative or 
differential positioning to improve accuracy. Of particular note here are the two 
techniques that employ the carrier phase measurements with a single receiver 
Receiver a Receiver b
Satellite e
at epoch i Satellite n
at epoch i
Satellite e




referred to as Precise Point Positioning (PPP) and Real-Time Kinematic positioning 
(RTK) requiring at least two receivers (Jokinen, 2014). The former can use either the 
pure or differenced observables across satellites (single differencing) with the 
satellite orbit and clock corrections provided by a service provider. The latter 
employs mainly the differenced observables across receivers and satellites (double 
differencing) to account for satellite and receiver level correlated errors.  
This section presents the basic mathematical methods used with the observables 
and the observation equations to compute the user position. The resulting system of 
equations is solved either by a linear estimator following linearization or a Kalman 
filter. 
4.5.1 Linear Estimation 
The relationship between a set of range measurements and the position solution 
(state vector) can be approximated by a linear system. This simplifies the analysis of 
errors and the derivation of statistics which quantify performance in terms of the RNP 
parameters introduced in Chapter 2. The Least Squares (LS) estimator and Kalman 
filtering are introduced along with associated quality measures. 
4.5.1.1 Linearisation 
Consider that n observations of 𝑙 are used to estimate the values of m parameters. 
The observations 𝑙 are defined as:   
𝑙(𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑) =  𝑙(̅𝑡𝑟𝑢𝑒) − 𝑣(𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙)      [4.56] 
The expressions relating the true values of the observed quantity and the 
parameters are defined as: 
𝐹(?̅?, 𝑙)̅ = 0          [4.57] 
𝐹(?̅?) = 𝑙 ̅       [4.58] 
If expression [4.58] is non-linear then linearization of the observation equation is 
undertaken with first order Taylor’s expansion assuming that a provisional value of  ?̅?  
is 𝑥0 related by:  









𝑥        [4.60] 










𝑥 = −(𝐹(𝑥0) − 𝑙) + 𝑣  𝑯𝒙 = 𝒛 + 𝒗     [4.62] 
Where H is the design matrix, z is the vector of observed minus computed values 
and v is the vector of residuals 
4.5.1.2 Least Squares 
To solve for x in expression [4.72], by the least squares method is based on the 
minimisation of the sum of the square of the residuals (i.e. the Sum of the Squared 
Error – SSE, subject to the constraint in expression [4.72]). From the minimisation 
process (employing Lagrangian mathematics), the normal equations are determined 
as: 
(𝐻𝑇𝐻)𝑥𝐿𝑆 = 𝐻
𝑇𝑧         [4.63] 
The solution for x is then obtained as: 
𝑥𝐿𝑆 = (𝐻
𝑇𝐻)−1𝐻𝑇𝑧         [4.64] 
If the qualities (standard errors) of the measurements are known, then each could be 
weighted according to the inverse of the variance. In this case, the weighted least 
squares method is used. Expression [4.74] is then amended to include W, the 
measurement weight matrix as: 
𝑥𝑊𝐿𝑆 = (𝐻
𝑇𝑊𝐻)−1𝐻𝑇𝑊𝑧    [4.65] 
From the Gauss error propagation law, the covariance of x is determined as: 
Covariance determines the quality of x , and it is called it the a priori  
𝐶𝑥𝑊𝐿𝑆 = ̂0
2(𝐻𝑇𝑊𝐻)−1   [4.66] 
Where ̂0







   [4.67] 
which has an expected value of 1. If the expected value is significantly different from 
1, then the variance of the observations are underestimated by this value and 






 is known to follow a Chi-Square distribution (Leick et al., 
2015) and forms the basis of much of the statistical testing in integrity monitoring 
(Section 4.6). 
4.5.1.3 Kalman Filtering 
In the previous section the estimated parameters of position and the receiver clock 
bias using the least squares estimator are computed using the measurements at a 
particular epoch only. Kalman Filtering enables historical data to be used in addition 
to the current measurements for dynamic applications where the state parameters 
are changing (i.e. time variant). In addition to maintaining an optimal navigation 
solution, it is useful for the integration of GNSS with other sensors, and alignment 
and calibration of the sensors. The dynamic case requires a model which accounts 
for the movement of the relevant object (e.g. a vehicle). The dynamic model takes 
the following form, which predicts the parameters on the basis of the previous 
epochs, k and k-1 (Leick et al., 2015): 
?̂?𝑘
− = 𝐷𝑘−1𝑥𝑘−1 + 𝑢𝑘         [4.68] 
Where: 
 ?̂?𝑘
− is the predicted state vector at epoch k (i.e. on the basis of the dynamic 
model) 
 ?̂?𝑘 is the estimated state vector at epoch k (i.e. on the basis of measurements 
received at epoch k and  the dynamic model) 
 𝐷𝑘 is the transition matrix 
 𝑢𝑘 is the system process noise and is distributed as 𝑢𝑘~𝑁(0,𝑢𝑘) 
As with the least squares formulation, the measurements 𝑍𝐾 and position 𝑥𝑘 at 
epoch k may be related by a linear model: 




To formulate the Kalman filter algorithm, the covariance matrix of the estimated 
parameters must be propagated to the next epoch. Propagation of Gaussian errors 
through expression [4.78] gives the following relationship for the predicted position 
error covariance 𝑥𝑘
−  (also known as the cofactor matrix) as a function of the 
estimated covariance of the previous epoch 𝑥𝑘−1 (Leick et al., 2015): 
𝑥𝑘
− = 𝐷𝑘−1𝑥𝑘−1𝐷𝑘−1
𝑇 + 𝑢𝑘   [4.70] 
The Kalman filter update is then applied in order to derive the estimated parameters 
at the current epoch k on the basis of new measurements, 𝑍𝑘 : 
 
?̂?𝑘 = ?̂?𝑘
− − 𝐾𝑘(𝑍𝑘 − 𝐻𝑘?̂?𝑘
−)   [4.71] 
Where K is the Kalman gain matrix and is computed from: 






   [4.72] 
and the innovation or measurement residual 𝑟𝑘 is determined as : 
 𝑟𝑘 = 𝑍𝐾 − 𝐻𝑘?̂?𝑘
−         [4.73] 
Note that the Kalman gain captures the importance of the error, 𝑟𝑘, with respect to 
the predicted state estimate  ?̂?𝑘
−. 
The covariance of the updated parameters are given by: 
̂𝑥𝑘 = 𝑥𝑘
− + 𝐾𝑘𝐻𝑘𝑥𝑘
−         [4.74] 




 Figure 4.9: Kalman Filter algorithm steps (adapted from Groves, 2013) 
 
A potential disadvantage of Kalman filters is that systematic ramp errors may be 
absorbed within the filter thus introducing an undetectable bias within the position 
estimate. 
The Kalman filter is presented above in its simplest form. A number of extensions 
have been developed to account for a non-linear system model, unknown 
measurement noise variance and non-Gaussian measurement distributions. A non-
linear version of the Kalman filter is called the Extended Kalman Filter (EKF). In the 
EKF, the 𝐻𝑘 matrix is replaced by a non-linear function and an alternative to the 
transition matrix 𝐷𝑘 is derived from a non-linear function. However, the error 
propagation and update are linearised within the EKF. The Unscented Kalman Filter 
(UKF) takes a further step by updating the system and measurement noise 
covariance matrices by a nonlinear propagation (Groves, 2013). 
4.5.1.4 Dilution of precision 
The  matrix 𝐺 = (HTH)−1  in the previous sections reflects the geometry of the 
satellites used in the position solution. The diagonal elements are used to compute 
the Dilution of Precision (DOP) parameters depending on the positioning 
dimensions. For 4-D positioning the dimensions of this matrix is four and the 
diagonal elements 𝐺11, 𝐺22, 𝐺33and 𝐺44 in the local plane, are used to compute the 
various DOPs in Chapter 3 as: 
𝐺𝐷𝑂𝑃 =   (𝐺11 + 𝐺22 + 𝐺33 + 𝐺44)
0.5         [4.75] 
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𝑃𝐷𝑂𝑃 =   (𝐺11 + 𝐺22 + 𝐺33)
0.5          [4.76] 
𝐻𝐷𝑂𝑃 =   (𝐺11 + 𝐺22)
0.5           [4.77] 
𝑉𝐷𝑂𝑃 =   (𝐺33)
0.5            [4.78] 
𝑉𝐷𝑂𝑃 =   (𝐺44)
0.5            [4.79] 
         
4.6 Integrity Monitoring 
Due to the complexity of GNSS and its operational environment (position/navigation 
performance varies with the position of the users and the satellites in space and 
time), there is the risk of failures or faults at different stages including signal 
generation, signal propagation, and receiver hardware and algorithms. Integrity 
monitoring (as defined in Chapter 2) provides a level of protection from the effects of 
such failures, by warning the users when the positioning or navigation system should 
not be used. Most importantly, it is a measure of the level of trust that can be placed 
in the correctness of the information supplied by the total system (level of confidence 
with a certain percentile).  
Therefore, for mission critical applications such as bus operations, an integrity 
monitoring technique should be implemented, allowing the system to detect and 
either exclude or correct faults were possible. The basic principle of integrity 
monitoring is to detect inconsistencies or excessive errors which result in excessive 
positioning error after being scaled by geometry. Overall, integrity monitoring 
determines if a system can support a specific application by comparing the actual 
integrity performance against the RNP. 
As defined in chapter 2, integrity consists of three parameters: Alert Limit (AL), 
integrity risk and the TTA. Integrity risk is the probability that a user experiences a 
Position Error (PE) larger than the AL without an alert being raised within the 
specified TTA at any instant in time and at any location in the coverage area. 
Specifically, the risk is the product of the probabilities of failure and missed detection.  
A missed detection occurs in one of three ways (i) a failure occurs but the system 
fails to detect it, (ii) the system detects the fault but does not issue a warning or an 
alert within the TTA, and (iii) the system detects a fault but does not issue an alert. A 
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false alarm or alert is when the system detects a failure when there is none. A false 
alarm does not increase the safety hazard and therefore, does not contribute to the 
integrity risk. It has an impact on the level of confidence in the use of the system. 
Ideally, integrity monitoring should have the capability for Failure Detection, Isolation, 
Exclusion/Correction (FDIE/C). FD offers protection by determining the presence of a 
malfunction. FDI detects the presence of a failure or failures and identifies the 
measurements or data affected. FDIE/C protects and improves the availability of the 
positioning/navigation system by detecting the presence of a failure or failures, 
determining the relevant measurements and either excluding them or correcting for 
the effects of the failure(s), before continuing to use the navigation system. 
‘Correction’ is a recent concept aimed at correcting certain types of failures whose 
manifestations are recognised and can be modelled accurately. Note that E/C is also 
referred to in some literature as Recovery, hence FDIR.  
Integrity monitoring should protect against not only different manifestation of failures 
such as step, ramp and sinusoidal (Bhatti and Ochieng, 2007) but also the 
simultaneous occurrence of multiple failures. The failure modes considered should 
also include the relevant manifestations of interference including attenuation or 
disturbance (misleading range errors due to signal distortion), jamming (signals 
wiped out by stronger interfering signal), meaconing (signal altered and rebroadcast 
resulting in misleading range errors), and spoofing (receiver acquires and tracks fake 
signals) (Ward, 2010). 
Integrity monitoring can be undertaken at the user level or external to the user 
(Figure 4.10). The former consists of Receiver Autonomous Integrity Monitoring 
(RAIM) for GNSS and Autonomous Integrity Monitoring (AIM) for user level 
augmentation to GNSS. External integrity monitoring can be space based (satellite 
autonomous integrity monitoring, SAIM), GBAS, SBAS or built-in into the GNSS 
system and offered through a dedicated GNSS Integrity Channel (GIC). The details 
on these approaches can be found in Brown (1992), Kaplan and Hegarty (2006), 
Feng and Ochieng (2007), Milner (2009), Milner et al (2011), (Panagiotakopoulos et 






Figure 4.10: Integrity monitoring techniques (Ochieng, 2014) 
 
4.7 Summary 
This Chapter has presented functional models of GNSS including observables, error 
sources and the modelling/mitigation, and the mathematical models used with the 
navigation message and raw data for the determination of the Position and Time of 
suitably equipped objects.  
The mathematical models in the form of Least Squares and Kalman filtering are 
routinely used to generate positioning and time for over-determined solutions, with 
the latter preferred particularly in the integration of data from different systems and 
sensors. Furthermore, the fundamentals of integrity monitoring for mission critical 
applications have been discussed. The next chapter processes real data captured in 
London to quantify the performance of the current systems, and assess the benefits 
of differential GPS and the addition of another GNSS (GLONASS). 
121 
 
5. PERFORMANCE OF THE CURRENT SYSTEMS 
 
Following the presentation of the functional models in Chapter 4, this chapter 
investigates the performance of the current positioning systems. It starts in Section 
5.1 by presenting the framework and processes developed to enable a 
comprehensive characterisation of the performance of candidate systems to support 
location based bus operations in urban environments. This is followed in Section 5.2 
by the presentation of the performance scenarios and data. Section 5.3 carries out a 
detailed analysis of the performance of GPS and its augmentation through 
differential positioning and the addition of another GNSS, and impact of 
augmentation with deduced reckoning sensors and map matching. The Chapter is 
concluded with a summary of the key findings in Section 5.4. 
5.1 Performance characterisation process 
The process for the analysis and characterisation of the performance of positioning 
systems for urban bus operations developed in this is thesis is presented in Figure 
5.1. The first stage in the process is to determine the input data. These are the 
targets set for the Required Navigation Performance (RNP) parameters, operational 
and functional environment factors and constraints. The quantities set for the RNP 
parameters in terms of accuracy, integrity, continuity and availability for bus 
operations are given in Table 2.6.  
The operational environment is represented by the physical environment 
characteristics of open and built-up areas, with the latter including tunnels, graded 
roads, canyons, tree lines, and the non-stationary elements such as proximate 
vehicle types and congestion. The functional environment involves consideration of 
the specific system’s failure modes (e.g. the effects of the ionosphere) and their 
spatial and temporal characteristics. The constraints include cost and policy related 
requirements that may be linked to mission criticality, such as mandating the use of a 
system. The output of this stage are the targets for the RNP parameters and the 
characteristics of the population taking into account the operational and functional 
environment factors and constraints. 
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The second stage in the process is to formulate the sampling strategy taking into 
account the RNP and population characteristics data from the first stage. Clearly, the 
sampling strategy should be designed to be statistically representative of the 
population. At this stage, two sampling strategies are generated, for the ‘truth’ or 
‘reference’ trajectory, and system under investigation (e.g. London’s iBUS). The 
quality and performance of the former is largely dependent on the RNP targets set 
for the latter. In this case, decimetre level accuracy with 100% availability is required 
taking into account the RNP in Table 2.6. Therefore, a high grade GNSS receiver 
integrated with a high grade Inertial Measurement Unit (IMU) is used to provide the 
reference. The high-grade unit from iMAR (iMAR, 2016) is employed in this thesis. 
The outputs of the second stage are data captured by the reference (high-grade) unit 
and system under investigation. For the former, the raw measurements data should 
be captured while for the latter, both operational solution domain and raw data 
should be captured if possible to facilitate a more detailed analysis of performance. 
The third stage is the main data processing engine. It takes as input the sample 
datasets from the two systems (high grade and system under test), and employs 
appropriate state estimation methods (e.g. Least Squares or Kalman Filtering - 
Chapter 4) to generate position solutions. In the case of the system under test, the 
raw data extracted can be processed to generate a second set (in addition to that 
output directly by the system) of position solutions. The two sets of position solutions 
at epoch are then differenced to generate the corresponding Position Error (PE) and 
the associated uncertainty. A statistical test is then used to accept or reject the PE, 
and the process continued for all the sample positioning solutions.  
In the fourth stage, the PE and the corresponding uncertainty data from stage 3 are 
used to quantify system performance in terms of accuracy, integrity, continuity and 
availability. This results in RNP quantified (RNPq). The fifth stage then compares the 
RNPq with the RNP specified (RNPs) to determine if the system meets the 
requirements. If not, then the process is repeated if either any prior step is invalid or 
improvements are made.  Finally, a mathematical formulation that links the RNPq to 
performance drivers could be attempted for predictive assessment of performance. 
This analysis presented in this chapter focuses largely on position accuracy, and to a 
limited extent the other RNP parameters. The formulation of a mathematical model 





Figure 5.1: Performance characterisation process: current systems 
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5.2 Performance of GNSS in the urban environment: scenarios 
and data 
The process in Figure 5.1 was used to characterise the performance of GNSS in 
urban environments with London as the case study, using data captured during two 
campaigns run firstly on 13 and 14 October 2014, and secondly on 22 October 2015. 
In order to capture a representative operational environment, the four test 
trajectories in Figure 5.2 were selected. The first represents a round trip between 
Imperial College London’s South Kensington Campus and Heathrow airport. The 
second included the areas of Wembley and Hanger Lane. The third included London 
bridge and the very built-up part of the city around Canary Wharf. The fourth started 
from Imperial College via Westminster, Marylebone Road and Canary Wharf before 
terminating back at Imperial.  
 
These trajectories cover a wide area of London from Zone 1 to 6, and include most 
environmental conditions that influence GNSS signal reception. The environmental 
conditions are classified into three levels based on the test trajectory: ‘Poor’ for high-
rise dominated built-environments; ‘Fair’ for areas dominated by medium rise 
buildings; and ‘Good’ for largely ‘open sky’ areas. The first trajectory (Figure 5.2a) is 
predominantly ‘good’ with a small proportion of ‘fair’ conditions, the second (Figure 
5.2b) is also a mix of ‘fair’ and ‘good’ conditions, and the third (Figure 5.2c) and 
fourth (Figure 5.2d) represent a mix of ‘fair’ and ‘poor’ conditions for positioning.  
 
 





(b) Hanger Lane and Wembley (mix of ‘fair’ and ‘good’ conditions) 
 
 




(d) Imperial – Westminster – Canary Wharf – Imperial (Mix of ‘fair’ and ‘poor’ 
conditions) 
Figure 5.2: Test Trajectories 
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Data (code and carrier phase in the cases of the u-blox and Leica receivers, and 
positioning data in the case of the iBUS’s u-blox receiver based positioning platform) 
were captured at 1 Hz using Transport for London’s (TfL) test van. Because the 
iBUS platform only generated position solutions, a separate u-blox (of a similar grade 
to that used in iBUS), the NEO-7P single frequency multi-constellation model (u-box 
AG, 2017) was used to represent the iBUS operational receiver. A back-up was 
provided by the Leica professional receiver’s Viva GS15 model, able to receive and 
process multi-constellation and multi-frequency GNSS signals. The ‘truth’ data were 
captured by the high-grade integrated GNSS/INS system from iMAR (iMAR, 2016). 
 
The iMAR system used to provide truth is the iTraceRT-F200 model (iMAR, 2016). 
This is a precise fibre optical gyroscope and accelerometer based inertial 
measurement system with a drift rate of 0.75 deg/hr, and integrated with a geodetic 
multi-frequency GPS receiver. It is designed for vehicle motion dynamics testing, 
automatic vehicle steering, trajectory surveying and motion control.  The Leica data 
were recorded in the internal memory card, and the iMAR and U-Box data were 
recorded in portable computers. Figures 5.3 and 5.4 show the physical locations of 
the equipment used. The schematic with the details for the lever arm corrections and 




































Figure 5.5: Offsets for lever arm corrections 
 
The lever arm corrections required to refer the iMAR GNSS antenna position to the 
centre of the IMU sensor, are made by the Inertial Explorer software (Section 5.3). 
For the other antennae, the following simplified correction is made. Figure 5.6 shows 
two plane rectangular coordinate systems representing the UK National Grid (𝐸 and 
𝑁) and the Vehicle Body Frame (𝑒, 𝑛), both centred at the centre of the IMU sensor. 
𝑢 is the vertical distance between the IMU and the antenna on the vehicle roof. 
 
The azimuth (or bearing of the vehicle with respect to the north direction) is 
represented by 𝐴. If the coordinates of the antenna on the vehicle are (𝑒, 𝑛, 𝑢) in the 
body frame, then the angle D is given by: 
 
𝐷 = 𝑎𝑠𝑖𝑛 (
𝑒
√𝑒2+𝑛2





Figure 5.6: simplified lever arm correction  
 
The corrections to be applied to determine the corresponding horizontal coordinates 
in the UK Grid and the height above the mean sea level are then determined as: 
 
𝐸 = (√𝑒2 + 𝑛2)𝑠𝑖𝑛(𝐴 + 𝐷)       [5.2] 
 
𝑁 = (√𝑒2 + 𝑛2)𝑐𝑜𝑠(𝐴 + 𝐷)       [5.3] 
 
𝐻 = 𝑢          [5.4] 
 
5.3 Positioning Performance 
In order to analyse performance, the reference trajectory must be generated with 
which to compare the positioning system under test. Once the reference trajectory 
has been generated, the metrics of fix density and accuracy, and for some scenarios 
also continuity and availability are used to quantify the performance of single 
frequency GPS in stand-alone, differential and multi-constellation modes for the 
trajectories and environmental conditions presented in Section 5.2. Fix density is 
defined as the ratio (expressed in percentage) of the number of actual fixes and the 
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total number of possible fixes at the required frequency of 1Hz. It represents the 
proportion of time that a position fix is not possible (an outage) due to signal 
blockage and/or very poor geometry). 
5.3.1 Reference trajectory 
The reference trajectory represents the ‘true’ trajectory of the vehicle. This is 
required in order to quantify the performance of the positioning system under test. 
For this reason it must be significantly more accurate (in this case at the decimetre 
level, considering the accuracy requirements in Table 2.6) with ideally 100% 
continuity and availability. As discussed in Chapter 4, this level of accuracy requires 
the use of the dual frequency carrier phase measurements (for ionospheric error 
mitigation) and the double difference observable to mitigate the other spatially 
correlated errors. The remaining errors are dealt with using the approaches and 
models discussed in Chapter 4. The processing of the dynamic vehicle trajectory 
data is undertaken in the kinematic mode. Furthermore, to ensure continuity and 
availability, a fully configured high grade IMU is required. As discussed in Chapter 3, 
the integration of the two sensors (GPS and IMU) can be done either in the position 
or measurement domains, with the latter preferred and used in this thesis, due to its 
benefit of higher availability.  
In order to mitigate spatially correlated errors, the double differenced observables 
must be formed using data from at least one proximate reference station. In this case 
the Ordnance Survey of Great Britain’s reference stations at Teddington and 
Stratford, both less than 40 km from the vehicle trajectory were used to ensure 
effective error mitigation. The integrated data processing was undertaken using the 
Inertial Explorer (IE) software (NovAtel, 2017). This software is capable of 
processing GNSS data alone and in combination with IMU sensor data in either 
loose (position domain) or tight (measurement domain) coupling modes using an 
extended Kalman filter (Chapter 4). In this case the integration was undertaken in the 
measurement domain in order to maximise availability (see Chapter 2). The lever 
arm corrections were applied by the IE software based on the offset measurements 
on the test vehicle (Figure 5.5).  
As the trajectory processing is undertaken in the post-processing mode, the IE 
software has the feature of smoothing using both forward and reverse filtering. This 
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has the impact of improving both the precision and accuracy of the trajectory 
particularly where satellite geometry is weak and satellite visibility is minimal or non-
existent.  
In order to validate the quality of positioning results for the reference trajectory, two 
approaches were employed. Firstly, the coordinates were overlayed on GoogleEarth 
and inspected visually to be on the routes taken (Figure 5.2). Secondly, the standard 
deviations that reflect the uncertainty in the trajectory coordinates were analysed. 
Figure 5.7 presents the standard deviations for each of the four trajectories in Figure 
5.2. A summary of the main statistics are given in Table 5.1 in terms of the RMS, 
mean and deviation from the mean.  
 





(b) Hanger Lane and Wembley (mix of ‘fair’ and ‘good’ conditions) 
 
 





(d) Imperial – Westminster – Canary Wharf – Imperial (Mix of ‘fair’ and ‘poor’ 
conditions) 
Figure 5.7: Estimated standard deviations of the ‘true’ trajectory 
Table 5.1:Reference trajectory standard deviation statistics 
Trajectory  RMS (m) Mean (m) Deviation (m) 
 Hz  Ht  3D Hz Ht 3D Hz Ht 3D 
1 0.054 0.044 0.069 0.042 0.037 0.056 0.034 0.024 0.041 
2 0.108 0.079 0.134 0.048 0.042 0.0644 0.096 0.067 0.117 
3 0.201 0.135 0.163 0.117 0.088 0.059 0.163 0.103 0.152 
4 0.131 0.094 0.161 0.093 0.071 0.117 0.092 0.071 0.117 
 
From Figure 5.7 and Table 5.1. it is clear that the first trajectory exhibits the best 
performance with the lowest RMS, mean and deviation for the positioning 
dimensions. This is expected as Trajectory 1 is a mix of ‘fair’ and ‘good’ positioning 
environments. This is followed by trajectories 2 and 4, with Trajectory 3 showing the 
worst performance as it is a predominantly built environment with high rise buildings. 
Given these results and the very few cases where the maximum standard deviation 
is greater than 1m, and taking into account the requirements in Table 2.6, the ‘truth’ 
134 
 
or reference trajectory generated is adequate for the analysis of the performance 
potential urban bus positioning systems. 
5.3.2 Fix Density 
Table 5.2 presents the results for the four trajectories. It can be seen that although 
none of the trajectories achieves a fix density of 100%, the fair/good environments 
achieve fix densities higher than 90%. On the other hand, the fix densities in the two 
environments characterised as having a mixture of fair and poor conditions are lower 
at 77 and 75%, respectively, reflecting the higher impact that the surrounding built 
environment has on the performance of GPS. 
Table 5.2: GPS Position Fix Density 
Trajectory Fix Density (%) 
1 – Imperial/Heathrow (Fair/Good) 91.30 
2 – Hanger Lane/Wenbley (Fair/Good) 96.00 
3 – London Bridge/Canary Wharf (Fair/Poor) 77.69 
4 – Imperial/Westminster/Canary Wharf (Fair/Poor) 75.52 
 
5.3.3 Single frequency GPS positioning accuracy 
Table 5.3 presents the 95th percentile single frequency GPS position accuracy 
values for the four trajectories. The horizontal position error distributions for the three 
cases are shown in Figure 5.8. As expected, the first two fair/good trajectories have 
a better accuracy than the fair/poor ones. The 67th percentile figures are 6.79m, 
5.55m, 7.27m and 14.89m for the first, second, third and fourth trajectories 
respectively. The corresponding 99th percentile values are 39.17m, 55.45m, 90.76m 
and 69.42m.  
From Figure 5.8, it can be seen that the shape of the distributions are similar, 
skewed to the right with maximum horizontal positioning errors of 186.52m, 
324.08m, 876.24m and 328.72m for the Imperial/Heathrow (Fair/Good), Hanger 
Lane/Wembley (Fair/Good), London Bridge/Canary Wharf (Fair/Poor) and 
Imperial/Westminster/Canary Wharf (Fair/Poor) respectively. The right tails of the 
distributions of the two cases representing the Fair/Poor categories are heavier than 




Table 5.3: Single Frequency Stand-alone GPS Horizontal Positioning Accuracy (2) 
Trajectory Accuracy (m, 95%) 
1 – Imperial/Heathrow (Fair/Good) 21.46 
2 – Hanger Lane/Wembley (Fair/Good) 20.78 
3 – London Bridge/Canary Wharf (Fair/Poor) 33.37 
4 – Imperial/Westminster/Canary Wharf (Fair/Poor) 37.36 
 
 
(a) Imperial/Heathrow (Fair/Good) 
 
 





(c) London Bridge/Canary Wharf (Fair/Poor) 
 
 
(d) Imperial/Westminster/Canary Wharf (Fair/Poor) 
 




5.3.4 Differential single frequency GPS positioning accuracy 
The impact of using differential positioning (assuming the availability of reference 
stations for real-time bus positioning) can be seen in Tables 5.4, 5.5 and 5.6 for the 
four cases in Section 5.2. The reference stations in 5.3.1 were used and processing 
undertaken with the IE software. Table 5.4 presents the 95th percentile (2) accuracy 
values for the four trajectories from differential (DIF) and stand-alone (SA) single 
frequency GPS data.  
The improvement in accuracy ranges from 6 to 23% with the highest improvement 
achieved in Trajectory 3 dominated by a dense built-up area around Canary Wharf. 
As expected, the first two fair/good trajectories have a better accuracy than the 
fair/poor ones. The horizontal position error distributions for the four cases are 
shown in Figure 5.9. The 67th percentile (1) figures are 3.01m, 2.78m, 5.48m and 
12.52m for the first, second, third and fourth trajectories respectively. The 
corresponding 99th percentile values are 34.65m, 43.34m, 66.71m and 60.31m. The 
maximum errors are 183.21m, 300.10m, 520.35m and 193.87m for the first, second, 
third and fourth cases respectively. 
Table 5.4: Differential and Stand-alone Single Frequency GPS Horizontal Positioning 
Accuracy (95%, 2) 
Trajectory Accuracy  
(m, 95%, DIF) 
Accuracy  
(m, 95%, SA) 
1 – Imperial/Heathrow (Fair/Good) 19.97 21.46 
2 – Hanger Lane/Wembley (Fair/Good) 17.89 20.78 
3 – London Bridge/Canary Wharf (Fair/Poor) 29.50 38.37 
4 – Imperial/Westminster/Canary Wharf 
(Fair/Poor) 
35.18 37.36 
Table 5.5 compares the 67th percentile (1) accuracy values for the four trajectories 
from DIF and SA single frequency GPS. The improvement in accuracy ranges from 6 
to 56% with the highest improvement (56%) achieved in Trajectory 1 representing 
the fair/good environment. As expected, the first two fair/good trajectories have a 





Table 5.5: Differential and Stand-alone Single Frequency GPS Horizontal Positioning 
Accuracy (67%, 1) 




1 – Imperial/Heathrow (Fair/Good) 3.01 6.79 
2 – Hanger Lane/Wembley (Fair/Good) 2.78 5.55 
3 – London Bridge/Canary Wharf (Fair/Poor) 5.48 7.27 
4 – Imperial/Westminster/Canary Wharf 
(Fair/Poor) 
12.52 14.89 
Table 5.6 compares the 99th percentile (3) accuracy values for the four trajectories 
from DIF and SA single frequency GPS. The improvement in accuracy ranges from 
12 to 27% with the highest improvement (27%) achieved in Trajectory 3 dominated 
by a dense built-up area around Canary Wharf. As expected, the first two fair/good 
trajectories have a better accuracy than the fair/poor ones.  
Table 5.6: Differential and Stand-alone Single Frequency GPS Horizontal Positioning 
Accuracy (99%, 3) 




1 – Imperial/Heathrow (Fair/Good) 34.65 39.17 
2 – Hanger Lane/Wembley (Fair/Good) 43.34 55.45 
3 – London Bridge/Canary Wharf (Fair/Poor) 66.71 90.76 
4 – Imperial/Westminster/Canary Wharf 
(Fair/Poor) 
60.31 69.42 
Table 5.7 compares the maximum errors for the four trajectories from DIF and SA 
single frequency GPS. The improvement in accuracy ranges from 2 to 41% with the 
highest improvement (41%) achieved in Scenarios 3 and 4 dominated by a dense 
built-up area around Canary Wharf. It is notable that Scenario 3 is better than the 
rest at the 67th percentile. However, this is largely reversed at the 95th and 99th 






Table 5.7: Single and Dual Frequency maximum Horizontal Positioning Error (m) 
Trajectory Maximum 
Error (m, DIF) 
Maximum Error 
(m, SA) 
1 – Imperial/Heathrow (Fair/Good) 183.21 186.52 
2 – Hanger Lane/Wembley (Fair/Good) 300.10 324.08 
3 – London Bridge/Canary Wharf (Fair/Poor) 520.35 876.24 










(b) Hanger Lane/Wembley (Fair/Good) 
 




(d) Imperial/Westminster/Canary Wharf (Fair/Poor) 
Figure 5.9: Differential Single Frequency GPS Horizontal Position Error 
Distribution 
5.3.5 Impact of multiple constellations and differential positioning 
In order to analyse in detail the impact of the use of Multiple Constellations (MC) and 
differential positioning (DIF), three specific sub-trajectories were derived from those 
in Section 5.2, one for each of the categories of ‘Poor’ (Canary Wharf), ‘Fair’ 
(Imperial to Hammersmith) and ‘Good’ (Hamersmith to Heathrow Airport).  
5.3.5.1 Impact of multiple constellations 
In general, MC should result in higher satellite visibility, better geometry and noise 
reduction through ‘averaging’ of redundant measurements all of which should 
improve the positioning accuracy, integrity, continuity and availability. Therefore, the 
performance analysis in this section is based on the number of visible satellites, 
satellite geometry and accuracy, and at a high level, integrity and availability. The 
MC scenario is represented by the combined usage of two fully operational systems 
GPS and GLONASS (GALILEO and BeiDoU are still under development). The 
Single Constellation (SC) is represented by the use of either GPS or GLONASS. 
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5.3.5.1.1 Number of Visible Satellites 
Table 5.8 presents the average number of visible satellites for the SC and MC 
(GPS+GLONASS) in the three environmental conditions. As expected, the number of 
visible satellites is higher in the MC case, by up to 70% in some cases.  
Table 5.8: Number of visible satellites 
 Poor Fair Good 
GPS 7 7 10 
GLONASS 5 5 7 
GPS + GLONASS 11 12 17 
Figure 5.10 shows the percentage of time when the number of visible satellites is at 
least 4 (minimum for a positioning solution) and 5 (minimum for receiver autonomous 
integrity monitoring, RAIM) for the cases of SC and MC. It can be seen that the use 
of MC makes a significant contribution, especially in fair and poor environmental 
conditions. As can be seen from the numerical results in Table 5.9, the minimum 
number of satellites required for a position fix are visible for 81% of the time in poor 


































Figure 5.10: Percentage of time number of visible satellites is at least 4 and 5 
 
Table 5.9: Percentage of time number of visible satellites is at least 4 and 5 
 Poor  Fair Good 
≥4 ≥5 ≥4 ≥5 ≥4 ≥5 
GPS 77.8 71.1 93.6 89.5 97.3 96.7 
GPS+GLONASS  85.3 81.7 95.6 94.4 98.7 98.4 
5.3.5.1.2 Satellite-user Geometry 
Satellite-user geometry has a significant impact on the positioning accuracy. The 
Dilution of Precision (DoP) metric is used to quantify the geometric configuration 
between the constellation and the user (sections 3.1 and 4.5.1.4). Recalling 












Where,2𝐷  is the horizontal positioning error, 3𝐷 the 3D positioning error and 𝑈𝐸𝑅𝐸 
the pseudorange measurement error. The equation shows that the HDOP and 
PDOP correspond respectively to the horizontal and 3D positioning errors. 
Considering that both DOPs impact significantly on the positioning accuracy, the 
contribuiton of the MC is quantified based on HDOP and PDOP. 
Figure 5.11 presents the two DOPs for the cases of MC and SC under the three 
environmental conditions. It can be seen that the DOPs under all the conditions are 
decreased with the use of MC. This implies a higher accuracy can be achieved by 






























HDOP and PDOP could be decreased (improved) by approximately 30% with the 
use of MC. Note that the DOP in the fair condition is sligtly worse than that in the 
poor condition. This is because of the relatively long time spent around Imperial 
College London (characterised by trees and buildings) during the data capture for 




Figure 5.11: Average DOPs under three environmental conditions  
 
Table 5.10: Average DOPs under three environmental conditions 
 Poor Fair Good 
HDOP PDOP HDOP PDOP HDOP PDOP 
GPS 1.6 2.4 1.8 2.8 1.0 1.7 
GPS+GLONASS 1.2 1.8 1.2 2.1 0.7 1.2 
Figure 5.12 presents the percentage of time when the DOPs are considered as 
acceptable (below 5) for the cases of MC and SC under various environmental 










































conditions. The numerical results are given in Table 5.11. It can be seen that with the 
MC the PDOP is acceptable more than 95% of the time in poor and fair conditions, 
3% higher than with the SC. The impact of MC on the HDOP is an increase of 0.8% 
in the fair condition and 0.1% in both the good and poor conditions.  
 
 
Figure 5.12: Percentage of time DOPs lower than 5  
 
Table 5.11: Percentage of time DOPs better than 5 
 Poor Fair Good 
HDOP<5 PDOP<5 HDOP<5 PDOP<5 HDOP<5 PDOP<5 
GPS 98% 92.3% 98.6% 92.5% 99.8% 99.3% 
GPS+GLONASS 98.1% 95.0% 99.8% 97.4% 99.9% 99.8% 
5.3.5.1.3 Single frequency differential positioning accuracy 
Figure 5.13 presents the horizontal and 3D single frequency differential positioning 
accuracy for the three environmental conditions for GPS only and GPS plus 




























































GLONASS. The corresponding numerical results are given in Table 5.12. It can be 
seen that the use of MC has a marginal increase in the positioning accuracy in the 
poor and fair environmental conditions.  
  
  
Figure 5.13: Single Frequency Differential Positioning accuracy: GPS and GPS plus 
GLONASS  
 
Table 5.12: Single Frequency Differential Positioning accuracy: GPS and GPS plus 
GLONASS (m, 95%) 
 Poor Fair Good 
Horizontal 3D Horizontal 3D Horizontal 3D 
GPS 4.60 5.90 4.40 5.20 3.00 3.60 
GPS+GLONASS 4.50 5.80 4.00 5.00 3.20 3.80 




























































5.3.5.1.4 Continuity of visibility of at least four satellites  
Normally, a minimum of four satellites is needed to provide a 3D position solution. 
The continuity of satellite visibility is measured by determining the percentage of time 
when at least four satellites are directly in view. Based on the analysis in Section 
5.3.5.1.1, the navigation continuity under various environmental conditions is shown 
in Figure 5.14 and the numerical results are presented in Table 5.13. The results 
show that the use of MC has a significant impact on the continuity increasing by 
7.5%, 2% and 1.4% for the poor, fair and good environmental conditions 
respectively. Note however, that the receiver may not be able to give a valid 
positioning solution even when four visible satellites are available. This is for 
example, in the cases one or more of the visible signals having a C/N0 (e.g. 15dB-
Hz) and the receiver is not sensitive enough to track the signal(s). Hence, the 
following section presents the availability of position fixing (or fix density) in order to 
measure the percentage of time when a positioning solution is available. 
 
Figure 5.14: Positioning continuity under three conditions 
 
Table 5.13: Positioning continuity under three environmental conditions 
 Poor Fair Good 
GPS 77.8% 93.6% 97.3% 
GPS+GLONASS 85.3% 95.6% 98.7% 
5.3.5.1.5 Availability 
The positioning performance in terms of availability is measured by determining the 


























fix density in Section 5.3.2. Figure 5.15 presents the positioning availability under 
various environmental conditions. The numerical results are given in Table 5.14. It 
can be seen that the use of the MC has a significant impact on the navigation 
availability, which could be increased by 4.4% and 5.1% under poor and fair 
environmental conditions, respectively.  
 
Figure 5:15: Availability of position fixing in fair and poor conditions 
 
Table 5.14: Positioning availability in two environmental conditions 
 Poor Fair 
GPS 67.5% 66.8% 
GPS+GLONASS 71.9% 71.9% 
5.3.6 Impact of augmentation with DR and map matching 
In order to address some of the performance limitation of continuity and availability 
identified in the previous sections, most current systems (such as iBUS in London) 
typically employ, as discussed in Chapter 3, position domain integration of GPS and 
Dead Reckoning (DR) together with basic map matching to determine the position 
and location of a bus. The sensors that feed data to the On Board Unit (OBU) are a 
GPS receiver (the single frequency GPS only U-Blox 4P model), an odometer and a 
turn-rate sensor (rate gyroscope). 
The GPS receiver outputs (at 1 Hz) a number of state parameters including position, 
speed, time and course. These parameters are in the National Marine Electronics 





























The distance travelled over a measured period of time is obtained by multiplication of 
the number of pulses in that period by a scale factor. The number of pulses is read 
every 90ms. The Turn-Rate Sensor (TRS) is a rate gyro that reports the rate of turn 
of a bus. Due to the fact that the accuracy of this type of sensor is sensitive to 
temperature, both the turn rate reading and temperature are taken every 90ms. The 
temperature reading is used to compensate for temperature related variations.  
All the data taken from the sensors together with direction extracted from a map 
matching algorithm are fed into a Kalman filter to attempt to generate an optimal 
positioning solution.  
5.3.6.1 Data and results 
In order to determine the failure modes of the iBus positioning function, the GPS 
NMEA and TRS/Odometer data from 39 buses were captured for two weeks (25 Jun 
to 8 July 2014) covering 9 bus routes (Table 5.15) (Feng and Ochieng, 2016). For 6 
routes, the data capture was undertaken (i.e. repeated) six times, four times for 2 
routes and once for 1 route. The number of sessions were determined to provide 
statistically useful data depending on the complexity of the route layout and the 
proximate spatial environment. 




1 2 3 4 5 
10 14739 14876 14531 14861 14863 
25 20240 20208 20209 20210 20211 
34 1241 1242 1243 1244 1245 
61 6902         
108 9787 2721 8160 8161 8164 
112 16765 16644 16763 16764   
205 5563 7056 6495 5218   
277 5532 5573 5576 5577 5581 




The data were processed using Imperial College London’s in-house GNSS 
processing software (Feng and Ochieng, 2016). From the results, the failure mode 
were mainly associated with poor map matching, which uses the basic Euclidian 
distance based approach to snap the GPS/DR position to the nearest road. This is 
particularly acute in slip roads, Y-shaped roads and parallel roads particularly in 
dense networks. The other issues identified were associated with divergence of the 
Kalman Filter due to signal blockage, and long term poor performance due to 
relatively long periods of GPS outage.  
5.4 Summary 
From the position results in this chapter, the multi-constellation single frequency 
differential positioning offers a significant improvement in positioning accuracy (Table 
5.16).  
Table 5.16: Horizontal positioning accuracy under three environmental conditions (m, 
95%) 
 Poor Fair Good 
Horizontal 3D Horizontal 3D Horizontal 3D 
SA 18.00 30.50 9.40 16.10 4.00 5.60 
DIF 4.60 5.90 4.40 5.20 3.00 3.60 
The improvement in accuracy is in addition to improvements in continuity, integrity 
and availability of positioning fixing afforded by the combined use of GPS and 
GLONASS. These can be improved further by the adoption of GPS integrated with 
DR and map-matching. However, problems identified from the analysis of the 
performance of the Automatic Vehicle Location (AVL) system supporting iBUS 
should be addressed. These limitations or failure modes include poor map matching, 
errors of DR/MM when turning and Kalman filter divergence. 
Although differential positioning has been demonstrated to improve positioning 
accuracy, its main drawback is that additional infrastructure would be required to 
support real-time differential positioning in urban areas. Due to the fact that the main 
error source accounted for by differential positioning is the ionospheric delay, it is of 
potential benefit to investigate the impact of dual frequency code phase (pseudo-
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range) based positioning. This is enabled by the continuing modernisation of GPS 
resulting in an increasing number of satellites broadcasting the new civil signals, L2C 
and L5 (in addition to the legacy L1 C/A code measurements). Chapter 6 addresses 
this by discussing the signal characteristics, performance assessment methodology, 





6. IMPACT OF NEW GPS SIGNALS: DESIGN CHARACTERISTICS, 
ASSESSMENT METHODOLOGY AND DATA 
 
Chapter 5 has identified the limitations of legacy stand-alone GNSS and integrated 
systems. Some of these limitations were subsequently addressed through the 
analysis of the impact of the use of differential GPS and the combination with 
GLONASS. This Chapter focusses on the quantification of the impact of the new 
GPS signals, for positioning in urban areas to support bus operations. In general, the 
new signals are designed with advanced features including (Fontana et al., 2001; US 
Government, 2016): higher signal power, longer codes, pilot signals and fast 
acquisition. These were expected to result in improvement in performance in terms 
of greater satellite visibility (higher signal power, longer codes, pilot signals, fast 
acquisition, higher penetration and better interference protection); higher ranging and 
positioning accuracy (reduced multipath, ionospheric, orbit and clock errors) and 
better integrity monitoring (greater satellite visibility and signal diversity).  
Several researchers have investigated the impact of these signals ((Tran, 2004; 
Sükeová, et al., 2007; Engel, 2008; Cai, et al., 2016; Saleem, et al., 2017). Research 
to date has focussed on measurement quality in terms of signal strength and 
precision for static applications using either simulated or real data captured in open 
and clean environments represented by the reference stations such as those 
operated by the International GNSS Service (IGS). The results have variously shown 
different levels improvements of the L5 signal over the L1 and L2 signals with 
respect to signal strength and code measurement precision. Furthermore, Sükeová, 
et al (2007) suggested that the strength of the L2 signal on the modernised satellites 
is higher that of the legacy L2 signal.  
However, there has been no comprehensive research to characterise the 
performance in the built environment for dynamic ITS applications such urban bus 
operations Location Based Services (LBS). Furthermore, research on the impact of 
the new signals on positioning measured in terms of the required navigation 
performance parameters of accuracy, integrity, continuity and availability has been 
patchy both due to a lack of enough satellites in the constellation transmitting the 
new signals, both for static and dynamic applications in all environments. This 
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chapter addresses these gaps in the analysis of the impact of the new signals by 
discussing the characteristics of the legacy and new signals, development of a 
comprehensive assessment methodology, and presentation of the data and tools 
used. The focus is on GPS’s L2C and L5 signals (Note that the additional L1C signal 
will be available on GPS III satellites from 2018). At the time of writing, the first 19 
(out of 31) and 12 (out of 31) GPS satellites were transmitting the L2C and L5 
signals, respectively. According to the design features discussed in Sections 6.1, 6.2 
and 6.3, these new signals have the potential to increase significantly the efficiency 
of positioning for many of today’s applications including within the built environment.   
Sections 6.1, 6.2 and 6.3 below present the main distinguishing features of the L2C 
and L5 signals relative to each other and the legacy L1 C/A signal, highlighting the 
benefits expected from them. The review is based largely on the work of Fontana et 
al., (2001) and information from the US government (US Government, 2016). 
Section 6.4 presents the performance characterization process. Section 6.5 presents 
the details of the data including those captured in London to characterize the quality 
of the measurements and their impacts in the positioning domain. Sections 6.6 and 
6.7 detail the respective methodologies used in the measurement and position 
domains. The chapter is concluded with a summary in Section 6.8.   
6.1 The L2C signal 
L2C is the second civilian GPS signal transmitted at the L2 frequency (1227.60 
MHz), and is designed for mass market applications. Unlike the C/A code, L2C 
comprises of two PRN code sequences for ranging; the Civilian Moderate (CM) 
length, and the Civilian Long (CL) length code. The former code is 10,230 bits long 
and repeats every 20 ms. The CL code is 767,250 bits long and repeats every 1500 
ms. Although each signal is transmitted at 511,500 bits per second (bit/s), they 
are multiplexed  (i.e. combined into one signal to share a transmission channel); data 
recovery (access to the modulated data through better signal demodulation) together 
to form a 1,023,000 bit/s signal.  
The CM code is modulated with an enhanced navigation message (CNAV). On the 
other hand, CL is data-less, and combined with its long length enables it to have 
approximately 24 dB greater correlation (about 250 times stronger) than the L1 C/A-
code. The data-less signals (also referred to as pilot signals) are designed to be 
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easier to acquire than the data encoded signals. The pilot signals are therefore, 
acquired first, and then used to acquire the data signal. Pilot signals are effectively 
an acquisition aid for data encoded signals. Compared to the L1 C/A signal, L2C has 
2.7 dB greater data recovery and 0.7 dB greater carrier tracking (maintaining lock on 
the carrier signal after acquisition), although its transmission power is 2.3 dB weaker. 
Signal acquisition and tracking are defined respectively by the minimum signal power 
required to acquire a signal (signal acquisition sensitivity) and the minimum power 
required to track the a signal (signal tracking sensitivity) 
The CNAV data is an upgraded version of the original navigation message. It 
contains higher precision representation and nominally more accurate data than the 
NAV data. A number of vital changes are captured in the new CNAV message 
including the use of Forward Error Correction (FEC) in a rate 1/2 convolution code 
(i.e. generation of parity or similar or equivalent symbols, used in FEC), so that while 
the navigation message is 25 bit/s, a 50 bit/s signal is transmitted; GPS-to-GNSS 
time offsets, facilitating interoperability with other GNSS such as 
Galileo and GLONASS; and a satellite heath (alert) flag. FEC is a process or an 
algorithm used to encode a message in a redundant way (e.g. transmission of a data 
bit three times in a noisy channel resulting in the receiver ‘seeing’ eight different 
combinations of zeros and ones). The receiver can detect and correct errors (e.g. 
through majority voting) without the need for a re-transmission.  
The use of multiple frequencies (e.g. L1 C/A together with L2C) should account for 
the effects of the ionosphere, with the result of improvement in positioning accuracy. 
The signal design features above should enable L2C to deliver faster signal 
acquisition (locking onto a carrier signal), enhanced reliability, and greater operating 
range. It broadcasts at a higher effective power than the legacy L1 C/A signal, 
making it easier to receive in difficult environments including under trees and even 
indoors. In summary, the L2C signal is designed to improve positioning accuracy, 
provide an easy to track signal, and provide redundancy to mitigate the effects of 
localized interference. 
6.2 The L5 signal 
L5 is the third civilian GPS signal broadcast at 1176.45 MHz. It is designed for 
mission (e.g. safety) critical applications. The signal is transmitted in the protected 
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Aeronautical Radio Navigation Services (ARNS) radio band reserved for aviation 
safety services. It is transmitted at a higher power than the L1 C/A and L2C signals. 
It has a greater bandwidth(bandwidth is the is the difference between the upper and 
lower frequencies in a continuous set of frequencies) for improved interference 
protection (jamming), and an advanced signal design (including a dedicated channel 
for codeless tracking).  
The use of L5 in combination with L1 C/A should improve accuracy (via ionospheric 
correction) and robustness (via signal redundancy). The combined use of L1 C/A, 
L2C and L5 should provide a higher level of service robustness. Through trilaning, 
the use of three GPS frequencies, has the potential to deliver sub-meter accuracy 
without augmentations, and very long-range operations with augmentations.  
Two PRN ranging codes are transmitted on L5: the in-phase code (the I5-code); and 
the quadrature-phase code (the Q5-code);(quadrature is 90 degrees out of phase) 
.Both codes are 10,230 bits long and transmitted at 10.23 MHz, repeating every 
millisecond. The main characteristics of the L5 signal are improved signal structure 
for enhanced performance; approximately double the transmitted power of the L1/L2 
signals; wider bandwidth provides a tenfold gain in processing; longer spreading 
codes (ten times longer than the L1 C/A); and the use the protected ARNS band. 
Similar to the L2C’s CM and CL codes, the L5 I5-code is modulated with CNAV data, 
while the L5 Q5-code is data-less.  
6.3 Comparison of the L1 C/A, L2C and L5 signals  
Table 6.1 (Fontana et al., 2001) compares the three civil signals taking the legacy L1 
C/A code as a reference. The comparison is in terms of the total received signal 
power, channel power (refer to the conduits for the modulated – data- signal and the 
data-less signal), data modulation capability and effectiveness for carrier tracking. In 
terms of total received signal power, it can be seen that L5 is the strongest signal at 
6 dB above the L1 C/A.  L2C is the weakest at 2.3 dB below L1 C/A. As discussed in 
Sections 6.1 and 6.2, the L2C and L5 signals have two components with and without 
data. It can be seen that each of the components of the L5 signal has a higher power 
than L1 C/A, whereas each of component of L2C is considerably less.  
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Comparing the relative channel power levels to the relative data thresholds, there is 
a 5 dB gain in data recovery threshold for both L2C and L5 due to FEC. 
Furthermore, L2C gains another 3 dB because its bit rate is 25 bps rather than 50 
bps. Adding the gains to the initial relative channel power (5.3 dB below), results is 
L2C being 2.7 dB better in data recovery threshold than L1 C/A. 
Similarly, comparing the relative channel power levels to the relative carrier tracking 
threshold, there is a 6 dB gain in the carrier tracking threshold offered by a phase 
locked loop employed in L2C over a Costas loop (used in L1/CA).  Adding this gain 
to the initial relative channel power (5.3 dB below), results in L2C being 0.7 dB better 
than L1 C/A in carrier tracking.  
From the table, since L5 has 6 dB more power than L2C, it is designed to have the 
best carrier tracking capability of the three civil signals.  
Table 6.1: Comparison of L1 C/A, L2C and L5 signals (Fontana et al., 2001) 
Signal Received Power 
 
Channel Power Signal Performance 




















L1 C/A -157.7 0.0 0.0 None 0.0 0.0 
L2C -160 -2.3 -5.3 -5.3 +2.7 
(FEC = 5dB) 







L5 -154 +3.7 +0.7 +0.7 +5.7 
(FEC = 5 dB) 
+6.7 dB 
Table 6.2 summarises the characteristics of the three signals. Since the effect of the 
ionosphere is inversely proportional to the frequency squared, the effects at L2 and 
L5 are 65% and 79% respectively, higher than L1. Since L2 has the longest code, it 
should give the best correlation protection, while L1 with the shortest code has the 
worst correlation protection. This property is vital for situations where some satellite 
signals are strong and others are very weak for positioning in difficult environments. 
Furthermore, the long code should enable L2C receivers to reject narrowband 
interference signals. Whether a system is narrowband or wideband  depends on the 
bandwidth of the transmission channels. The channel bandwidth is in turn assessed 
with respect to the coherence bandwidth, the frequency band within which all 
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frequency components are equally affected by fading due to multipath. Systems that 
operate with channels substantially narrower than the coherence bandwidth are 
narrowband. Those operating with channels wider than the coherence bandwidth are 
wideband. 
In terms of tracking threshold and data recovery, and as shown in Table 6.1, despite 
having 2.3 dB less power, L2C should be better in tracking and data recovery than 
L1 C/A because of signal design. Furthermore, L5 should have better tracking and 
data recovery than L1 C/A and L2C, with 4 times more power.  






















L1 1575.42 1.023 1.023 Bi-
phase 
50 No 1.00 > 21 Complete 




25 Yes 1.65 > 45 19  




50 Yes 1.79 > 30 12 
In summary, the design of the signals is such that with the exception of ionospheric 
error, L2C is better than L1 C/A, and although L5 is 6 dB stronger, L2C offers more 
flexibility, particularly for small, low power, and low cost mass-market applications. 
6.4 Performance characterisation process 
The preceding sections have identified the main characteristics and distinguishing 
features of the three civilian signals. This section develops the process for use with 
real data to quantify and characterise the performance of these signals, to determine 
if the design objectives have been realised with respect to measurement quality and 
positioning accuracy, with a particular focus on bus operations in the urban 
environment where satellite signal blockage and attenuation are serious concerns.   
In order to capture fully the impacts of the design features of the signal, the 
performance analysis is undertaken in the measurement and position domains. The 
process in Figure 5.1 has been modified in Figure 6.1 to incorporate the 
measurement domain component.  The measurement domain analysis essentially 
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quantifies signal quality in two ways. Firstly, through the analysis of Signal-to-Noise 
(SNR) ratio data. As observed in section 4.3.5, SNR is an indication of the level of 
noise in the signal. Secondly, through the exploitation of the multiple carrier phase 
data to quantify absolutely and relatively, the level of multipath and noise in the 
legacy (L1 C/A) and new (L2C and L5) ranging codes. The results for the signals are 
compared to determine if the expected improvements are realised in a ‘clean’ 
(represented by a static IGS station) and in a built (city environment) as represented 
by the data that are captured, for example, to support urban bus operations.  
In the positioning domain, an attempt is made to quantify performance assuming a 
full constellation of L1 C/A and L2C satellites, with a particular focus on the 
mitigation of the effects of the ionosphere. Furthermore, owing to the higher number 
of L2C broadcasting satellites, the data is decimated (in the case of urban data) to 
generate a RINEX file containing only the satellites that broadcast the L2C signal 
(referred to as the partial constellation). Unfortunately, because of the relatively low 
number of L5 broadcasting satellites, position domain analysis with the L5 code data 
is not attempted. The expected improvement in positioning is demonstrated only 
through improved precision as shown by the level of multipath and noise. The tools 



















This section presents the data used in subsequent chapters with the process in 
Figure 6.1 to characterise the performance of the three civilian signals in the 
measurement and position domains. In order to provide a complete assessment, 
static and dynamic data were captured.  
6.5.1 Static data 
The static data analysed were gathered at two IGS reference stations TANA (located 
in Bahir Dar in Ethiopia) and BRUX in Belgium. The two stations were selected to 
represent regions of different ionospheric activities with TANA being close to the 
equator where ionospheric activity is high, and BRUX representing low/moderate 
activity being in the mid-latitude region and includes London. These would enable 
the impact of the new signals to mitigate the ionosphereic error to be analysed for 
both scenarios. TANA and BRUX operate a Leica GR25 (Leica, 2017) and 
Septentrio POLARX4TR (Septentrio, 2017) receivers respectively, both capable of 
generating all the legacy and new signals. Two days of data gathered at TANA in 
June 2016 (days of year 169 and 171) and one day of data (June 22, day of year 
174) from BRUX are analysed. The BRUX results are used to validate the results 
from the Leica data and/or analyse any differences. Table 6.3 captures the main 
relevant features of the TANA and BRUX stations and datasets. 
Table 6.3: IGS station information 
Site Name Site 
ID 





ITRF (International Terrestrial Reference Frame) 
Coordinates (m) 
     X Y Z 
ILA, Bahir 
Dar Univ. 
TANA Leica GR25 
(GPS+GLO) 
LEIAR25.R4 1 4970747.7784 3790687.1134 1271109.0376 






30 4027881.6287 306998.53666 4919498.9839 
6.5.2 Dynamic data 
In addition to the datasets analysed in Chapter 5, two data capture campaigns were 
undertaken. The first campaign was executed on 19 and 21 June 2016 (Figures 6.2 
and 6.3) along the same (as far as possible as there were a few diversions on both 
days) two routes from Imperial–Hermersmith-Imperial (Figure 5.2a) and Imperial– 
Westminster–Imperial (Figure 5.2d) used in 2015. As described in Section 5.2, the 
former trajectory is predominantly ‘good’ with a small proportion of ‘fair’ conditions, 




Figure 6.2: Imperial–Hammersmith-Imperial–Westminster–Imperial (19 June 2016) 
 
Figure 6.3: Imperial–Hammersmith-Imperial–Westminster–Imperial (22 June 2016) 
One high grade GNSS/IMU sensor (from iMAR) was used together with the Leica 
GS15 multi-frequency multi-constellation receiver and the u-blox 7 single frequency 
receiver. The integrated GNSS/IMU sensor was mounted as shown in Figure 6.5. 
The relevant offsets for the lever arm corrections for referencing the GNSS receiver 
antennae (iMAR, u-blox and Leica) are shown in Figure 6.6. The lever arm correction 
for the integrated GNSS/IMU data is applied internally within the Inertial Exporer 
software. The other receiver antennae are referenced to the IMU sensor using the 
simplified correction method in Section 5.2.  
Table 6.3 shows the data captured at 1Hz. Note that the iMAR sensor also recorded 
IMU (accelerometer and gyroscope) data. Because the Leica receiver does not 
provide L2C and P(Y) code data at the same time from the same satellite, data were 
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captured on 19 June (with P(Y) code data) and 22 June (with L2C data). For all the 
receivers raw observation data were recorded at 1 Hz for all satellites above the 
horizon. The high grade GNSS/IMU data were used to generate the reference 
trajectory to enable the performance of the new signals to be analysed. Figure 6.4 
shows the set-up of the equipment (the iMAR receiver antenna at the rear, the u-blox 
7 receiver antenna in the middle and the Leica GS15 receiver/antenna at the front of 
the vehicle).  
 
Figure 6.4: Set-up of the three receivers 
 
















Figure 6.6: Offsets for the lever arm corrections (June 2016) 
 
Table 6.4: GPS data types captured (June 2016) 
Receiver Carrier Phase Pseudorange Doppler SNR Notes 















u-Blox 7            







iMar            
The second measurement campaign was conducted on 23 November 2016. The 
route started from Imperial College London in South Kensington via Westminster to 
Canary Wharf and back to Imperial (Figure 6.7) largely representing a mix of ‘fair’ 
and ‘poor’ conditions for positioning. The set-up on the van was similar to the June 
campaign, with the replacement of the u-blox receiver with a geodetic leica receiver 
(in addition to the one used previously) and the addition of a geodetic multi-
constellation and multi-frequency NovAtel receiver OEM6 receiver (NovAtel, 2016). 
The receiver generates the L2C if available and L2P(Y) otherwise. 
The addition of the Leica receiver was to enable the acquisition of both the L2C and 
P(Y) code data on the L2 frequency (since a receiver can only output one or the 
other from the same satellite depending on the configuration). The NovAtel receiver 
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was added to enable a comparison of performance across receivers. Figure 6.8 
shows the relative locations of the antennae and the iMAR IMU, and the offsets for 
the lever arm corrections. The data types captured (legacy and new signals) are 
indicated in Table 6.4. As is in the June campaign, the data were sampled at 1Hz. 
 




















Table 6.5: GPS data types captured (November 2016) 
Receiver Carrier Phase Pseudorange Doppler SNR Notes 

























          *Outputs 




iMar            
 
6.6 Measurement domain performance assessment methodology 
The measurement domain analysis is undertaken in three ways. The first involves 
the assessment of the Signal-to-Noise Ratio (SNR) of the L1, L2 and L5 frequencies 
generated by the receiver. The SNR is the ratio of the signal power and noise power 
in a given bandwidth, and is an indication of the level of noise present in a 
measurement. The second approach analyses the level of multipath and noise in 
individual pseudorange measurements, and the third employs a new observable to 
analyse the relative levels of multipath and noise based on a given signal as a 
reference.  
The analysis is undertaken with static and dynamic data. The former are gathered at 
two IGS reference stations TANA (located in Bahir Dar in Ethiopia) and BRUX in 
Belgium. TANA and BRUX operate a Leica GR25 and Septentrio POLARX4TR 
receivers respectively, both capable of generating all the legacy and new signals. 
Two days of data gathered at TANA in June 2016 (days of year 169 and 171) and 
one day of data (June 22, day of year 174) from BRUX are analysed. The BRUX 
results are used to validate the results from the Leica data and/or analyse any 
differences. The dynamic data were captured in London using the College’s 
instrumented vehicle, as detailed in Section 6.5.  
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The tools used for the analyses in the measurement domain are presented in 
Section 6.6.4. 
6.6.1 SNR performance assessment methodology 
The methodology adopted for the analysis of SNR data considers representative 
legacy and modernised satellites. A further consideration is the number of signals 
transmitted by the satellites (L1 and L2, and L1, L2 and L5). The SNR data from 
static and dynamic (urban) data from different receivers are processed to generate 
SNR distributions in 5 dB-Hz statistical bins. In addition, the minimum and maximum 
SNR values are determined, and for each of the scenarios (legacy, and the two 
variations of modernised satellites) a high level analysis of the spread of the 
minimum and maximum SNR is undertaken. Conclusions are then drawn on the 
relative performance of the signals and satellites in terms of signal strength as 
reflected by the SNR data. 
6.6.2 Pseudorange measurement level quality assessment methodology 
With the exception of the ionospheric effect, the main distinguishing futures of the 
civil signals relate to multipath and noise. As the effect of the ionosphere is 
deterministic, accountable through dual frequency measurements, it is possible to 
quantify the effects of multipath and noise in a given pseudorange measurement by 
a combination of pseudorange and carrier phase measurements (Sükeová, et al 
(2007).  
Recalling expression [4.22] and forming observation equations for each 
pseudorange and carrier phase for a given frequency 𝑖 and a satellite-receiver pair:  
 𝑃𝑅𝑖 = 𝜌 − 𝑐𝛿𝜏 + 𝑐𝛿𝑡 + 𝑑𝑜𝑟𝑏 + 𝑑𝑖𝑜𝑛𝑖 + 𝑑𝑡𝑟𝑝+ 𝑑𝑚𝑝𝑝𝑟𝑖+𝑑𝑛𝑠𝑒𝑝𝑟𝑖    [6.1] 
Where 𝜌 is the geometric range, 𝛿𝜏 the receiver clock offset, 𝛿𝑡 the satellite clock 
offset, 𝑑𝑜𝑟𝑏 the satellite orbit error, 𝑑𝑖𝑜𝑛𝑖 the ionosphric error, 𝑑𝑡𝑟𝑝 the tropospheric 
delay,  𝑑𝑚𝑝𝑝𝑟𝑖 the code multipath error, 𝑑𝑛𝑠𝑒𝑝𝑟𝑖 the code noise and 𝑐 is the speed of 
light in a vacuum. 
The corresponding carrier phase observation equation is given by:  
𝑖 = 𝜌 − 𝑐𝛿𝜏 + 𝑐𝛿𝑡 + 𝑖𝑁𝑖 +  𝑑𝑜𝑟𝑏 − 𝑑𝑖𝑜𝑛𝑖 + 𝑑𝑡𝑟𝑝+ 𝑑𝑚𝑝𝑖+𝑑𝑛𝑠𝑒𝑖  [6.2] 
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Where 𝑖 is the wavelength of the carrier frequency, 𝑁𝑖 the initial integer ambiguity, 
 𝑑𝑚𝑝𝑖 the carrier multipath and 𝑑𝑛𝑠𝑒𝑖 the carrier noise. 
Exploiting the fact that the level of multipath and noise in the carrier phase 
measurement is significantly lower than in the code pseudorange measurements 
(section 4.3.5), the difference between the pseudorange and carrier phase 
measurements for satellite 𝑖 is expressed as: 
𝑃𝑅𝑖 − 𝑖 = 2𝑑𝑖𝑜𝑛𝑖 − 𝑖𝑁𝑖+ 𝑑𝑚𝑝𝑃𝑅𝑖+𝑑𝑛𝑠𝑒𝑃𝑅𝑖− 𝑑𝑚𝑝𝑖− 𝑑𝑛𝑠𝑒𝑖   [6.3] 
Ignoring receiver hardware delays, expression [6.3] has eliminated the common 
errors due to the receiver clock, satellite clock, satellite orbit and the troposphere. In 
order to access the pseudorange multipath and noise, the ionospheric error (𝑑𝑖𝑜𝑛𝑖) in 
expression [6.3] must be eliminated. 
As the effect of the ioniosphere is inversely proportional to the frequency squared, 
the relationship between the delays on two different frequencies (e.g. L1 and L2) is 





2           [6.5] 
Taking the difference between two carrier phase observations on two frequencies 
(e.g. L1 and L2) yields: 
2 − 1 = 𝑑𝑖𝑜𝑛1 − 𝑑𝑖𝑜𝑛2+ 2𝑁2 − 1𝑁1+ 𝑑𝑚𝑝2− 𝑑𝑚𝑝1 + 𝑑𝑛𝑠𝑒2 − 𝑑𝑛𝑠𝑒1 [6.6] 
Substituting 𝑑𝑖𝑜𝑛2in expression [6.5] into expression [6.6], yields the ionospheric 






2) (1 −  2+ 2𝑁2 − 1𝑁1+ 𝑑𝑚𝑝2− 𝑑𝑚𝑝1 + 𝑑𝑛𝑠𝑒2 − 𝑑𝑛𝑠𝑒1)  [6.7] 
Substituting expression 6.7 into expression [6.3], for example, for the L1 and L2 
frequencies yields: 








2) (1 −  2+ 2𝑁2 − 1𝑁1+ 𝑑𝑚𝑝2− 𝑑𝑚𝑝1 + 𝑑𝑛𝑠𝑒2 − 𝑑𝑛𝑠𝑒1)} −
1𝑁1+ 𝑑𝑚𝑝𝑃𝑅1+𝑑𝑛𝑠𝑒𝑃𝑅1− 𝑑𝑚𝑝1− 𝑑𝑛𝑠𝑒1      [6.8] 
     
Ignoring carrier phase measurement multipath errors in expression [6.8], results in: 





2) (1 −  2+ 2𝑁2 − 1𝑁1)} − 1𝑁1+ 𝑑𝑚𝑝𝑃𝑅1+𝑑𝑛𝑠𝑒𝑃𝑅1 [6.9] 
Rearranging expression [6.9] gives: 
 𝑑𝑚𝑝𝑃𝑅1 + 𝑑𝑛𝑠𝑒𝑃𝑅1 =























2) (2𝑁2)}  [6.10] 
As can be seen from expression [6.10], its right side has a constant part due to the 
integer ambiguities. Therefore, generalising for carrier frequencies 𝑖 and 𝑗 results in: 
























2) (𝑗𝑁𝑗)}   [6.11] 
Assuming that other deterministic error terms such hardware delays are absorbed in 
the ambiguity parameters, given a series of measurements and cycle slip detection 
(discussed below), the mean represents the constant ambiguity term. This is 
computed using the simple averaging technique presented below and removed to 
reveal the level of multipath and noise in the pseudorange measurements. This 
approach is used in this thesis to analyse the measurement quality of each individual 
signal. Reference station and dynamic data are analysed, the latter captured in the 
urban environment (London). 
Cycle slips (jumps or discontinuities in the carrier phase measurements) are caused 
when a receiver loses lock on a signal. These jumps introduce error in the position 
estimation and must be detected and/or corrected. A relatively simple method for the 
detection of cycle slips is based on the Geometry-Free (GF) phase observable 
derived from the difference between the carrier phase measurements on two 
frequencies, 𝑖 and 𝑗 (expression [6.12]) The GF observable removes the geometry 
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(range), and the common errors from the satellite orbit, satellite clock, tropospheric 
error and receiver clock. 
𝐺𝐹=𝑖 − 𝑗          [6.12] 
The difference across time (𝑘) of consecutive GF observables, enables cycle slips to 
be detected due to changes in the differenced ambiguity. In order to amplify the 
cycle slip, nth order differencing can be used (at the risk of increasing noise and the 
potential for false detection). Normally, the 2nd order is appropriate as shown in 
expression [6.13] (Sanz Subirana et al., 2013). A threshold for the detection of cycle 
slips is required taking into account the noise characteristics of the time differenced 
observable. 
𝐺𝐹=(𝐺𝐹𝑘
− 𝐺𝐹𝑘−1) – (𝐺𝐹𝑘−1 − 𝐺𝐹𝑘−2)     [6.13] 
In order to determine the constant ambiguity term in expression [6.11], in post-
processing, the simple averaging technique in expression [6.14] can be used for 𝑛 
previous measurements before a cycle slip is detected. The process is reset when a 
































  [6.14] 
In the event that cycle slip correction is applied in real-time applications, a 
cumulative averaging technique can be used. 
6.6.3 Direct relative measurement quality assessment  
The direct relative measurement quality approach is developed in this thesis to 
facilitate a relative assessment, taking any signal (in this case the legacy L1 C/A 
code) as a reference. It employs the geometry-free code pseudorage observable 
differenced across time as specified below, with a high level of sensitivity to 
multipath and noise. Recalling expression [6.1] and forming an observation equation 
for each code pseudorange measurement for each satellite-receiver pair, we have 
for L1 C/A (c1):  
 𝑃𝑅𝑐1 = 𝜌 − 𝑐𝛿𝜏 + 𝑐𝛿𝑡 + 𝑑𝑜𝑟𝑏 + 𝑑𝑖𝑜𝑛𝑐1 + 𝑑𝑡𝑟𝑝+ 𝑑𝑚𝑝𝑐1+𝑑𝑛𝑠𝑒𝑐1    [6.15] 
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For L2C (c2), we have: 
𝑃𝑅𝑐2 = 𝜌 − 𝑐𝛿𝜏 + 𝑐𝛿𝑡 + 𝑑𝑜𝑟𝑏 + 𝑑𝑖𝑜𝑛𝑐2 + 𝑑𝑡𝑟𝑝+ 𝑑𝑚𝑝𝑐2+𝑑𝑛𝑠𝑒𝑐2    [6.16] 
For L5 we have: 
𝑃𝑅𝑐5 = 𝜌 − 𝑐𝛿𝜏 + 𝑐𝛿𝑡 + 𝑑𝑜𝑟𝑏 + 𝑑𝑖𝑜𝑛𝑐5 + 𝑑𝑡𝑟𝑝+ 𝑑𝑚𝑝𝑐5+𝑑𝑛𝑠𝑒𝑐5    [6.17] 
For L2P/Y (p2) we have: 
𝑃𝑅𝑝2 = 𝜌 − 𝑐𝛿𝜏 + 𝑐𝛿𝑡 + 𝑑𝑜𝑟𝑏 + 𝑑𝑖𝑜𝑛𝑝2 + 𝑑𝑡𝑟𝑝+ 𝑑𝑚𝑝𝑝2+𝑑𝑛𝑠𝑒𝑝2    [6.18] 
Taking as an example L1 C/A and L2C, differencing the two measurements from the 
same satellite gives the geometry-free code pseudorange measurement observable: 
𝑃𝑅𝑐1 − 𝑃𝑅𝑐2 = 𝑑𝑖𝑜𝑛𝑐1 − 𝑑𝑖𝑜𝑛𝑐2 + 𝑑𝑚𝑝𝑐1 − 𝑑𝑚𝑝𝑐2 + 𝑑𝑛𝑠𝑒𝑐1 − 𝑑𝑛𝑠𝑒𝑐2  [6.19] 
Expression [6.19] can be simplified as: 
𝑃𝑅(𝑐1) − 𝑃𝑅(𝑐2) = 𝐼𝑐1𝑐2 + 𝑐1𝑐2       [6.20] 
Taking two epochs (t and t+1) very close in time (in this case 1 second) and 
assuming that the ionospheric delay is constant, the difference across time of 
expression [6.20] is: 
 𝑐1𝑐2𝑡 −  𝑐1𝑐2𝑡+1         [6.21]  
Although accounting for all the common errors, this observable amplifies noise and is 
therefore, sensitive to multipath and noise making it appropriate for a direct relative 
assessment of the level of multipath and noise in the new signals relative, for 
example, to the legacy L1 C/A code.  
6.6.4 Measurement domain analysis tools 
The measurement domain analyses were undertaken using the POINT software 
(Jokinen, 2014), and scripts of the algorithms in 6.6.2 and 6.6.3 implemented in 
excel. POINT was developed by a consortium of four universities (Imperial College 
London, Nottingham, UCL and Westminster) within the EPSRC project iNsight 
(Innovative navigation using new signals with hybridised technologies), and is written 
in C++ and runs in the windows operating system. It is capable of position solution 
using multi-constellation and multi-frequency GNSS data together with the potential 
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for GNSS-based multi-sensor integrated solutions. It employs both the least squares 
and Kalman filter algorithms (Chapter 4) for antenna position solution. The project 
details are available at http://www.insight-gnss.org/index.html.  
The POINT software was modified for this thesis to generate the raw code, carrier, 
Doppler, and SNR data for the legacy and new signals, for further analysis with 
special excel scripts for the SNR analysis, and multipath and noise analysis using 
the algorithms in sections 6.6.3 and 6.6.4. 
6.7 Position Domain Performance assessment methodology 
Following the measurement domain analysis, the next step is to quantify the impact 
of the measurement quality in the position domain with a particular focus on single 
point positioning. The assessment is undertaken in terms of the required navigation 
performance parameters of accuracy. In the same way as in the measurement 
domain, data captured at a static (reference station) and dynamically in London are 
used. Several scenarios are considered including the L1 C/A code only, a full 
constellation of L1 C/A and L2C (through augmentation with the P(Y) code) and a 
partial constellation of L1 C/A and L2C satellites.  
Position domain analysis with the L5 code measurements is not attempted due to the 
relatively few number of satellites transmitting the L5 signal at the time of writing. In 
the case of the data captured at the reference station, the known coordinates provide 
the reference (i.e. truth) against which performance is quantified. In the dynamic 
case, the reference trajectory is provided by the combination (in the measurement 
domain) of data from a high GNSS and IMU from iMAR (Chapter 5) and processed 
in an integrated way exploiting the carrier phase based Network RTK functionality of 
the NovAtel’s Inertial Explorer software. 
6.7.2 Position domain analysis tools 
The position domain analysis tools used are the Inertial Explorer (IE) software whose 
features are explained in Section 5.3.1. The software was used in this case to 
generate the reference trajectory in the same way as in Section 5.3.1.  
The POINT software was updated further to enable it to accommodate a number of 
position solution scenarios (details in Chapter 8) involving the L1 C/A and L2C 
signals in order to demonstrate the impact of the latter on the positioning accuracy 
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based on its combination with the former to mitigate the effect of the ionosphere in 
clear and built environments. 
The RTKLIB software is an open source software developed and maintained by 
Tomoji Takasu from the Tokyo University of Marine Science and Technology in 
Japan for absolute and relative positioning with GNSS (Takasu, 2009; RTKLIB, 
2013). Like POINT, it supports post-processed and real-time multi-constellation and 
dual frequency positioning in static and dynamic modes including Precise Point 
Positioning (PPP) and Real-Time Kinematic (RTK) positioning. RTKLIB is used in 
this in this thesis to validate the POINT software.  
The TEQC (Translation, Editing and Quality Checking) software (UNAVCO, 
2017) is designed to provide a unified approach to solving a number of problems 
encountered in the processing of GNSS measurements, particularly involving the 
RINEX and receiver proprietary formats. It has the following main functions 
Translation: This functions reads and/or translates binary data in native binary 
formats with the option to create desired formats such as Receiver INdependent 
EXchange (RINEX), for the raw observations and navigation message data.  
Editing: this function includes time windowing, file splicing; satellite or other forms of 
filtering, metadata extraction, editing, and/or correction of metadata header. 
Quality checking: this function checks the quality of GPS and/or GLONASS data with 
or without ephemerides. 
The functions above can be performed together, in pairs or individually. The TEQC 
software is used in this thesis to filter the RINEX files to extract only the satellites 
that are capable transmitting the L2C signals for analysis in the positioning domain in 
Chapter 8. 
The Ordnance Survey Batch Coordinate Transformation Tool implements the 
coordinate transformation and map projection algorithms and processes presented 
and discussed in Chapter 4. It enables the determination of plane rectangular 
horizontal coordinates and height above the mean sea level, from 3D ellipsoidal 
coordinates. This tool has been used with the urban vehicle data trajectory to 
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determine vehicle coordinates in the UK grid and height information based on the 
geoid. 
6.8 Summary 
This chapter has highlighted the differentiating characteristics of the legacy and new 
signals (carrier and ranging codes), and the expected benefits from improvements in 
various aspects of signal design. In order to determine if the expected benefits can 
be realised, the chapter has proposed a comprehensive process for the assessment 
of performance in the measurement and position domains. This process is used in 
Chapters 7 and 8 respectively, to analyse the quality of the measurements and its 




7. IMPACT OF NEW GPS SIGNALS: MEASUREMENT DOMAIN 
ANALYSIS 
 
This chapter employs the methodologies and data presented in Chapter 6 to carry 
out absolute and relative assessments of the quality of the legacy and new signals of 
GPS. It starts with the Signal-to-Noise (SNR) ratio analysis in Section 7.1. This is 
followed in Section 7.2 by the analysis of the three ranging code data (L1 C/A, L2C 
and L5) to quantify the level of multipath and noise. The analysis of the relative 
levels of multipath and noise taking one ranging code (e.g. L1 C/A) as a reference, is 
undertaken in Section 7.3. In each case, the analysis is carried out with 
representative satellites for the following scenarios.  
 Legacy L1 and L2, consisting of 12 satellites in the constellation (Scenario 1).  
 Legacy L1 and new L2, consisting of 19 satellites in the constellation (Scenario 
2). 
 Legacy L1, and new L2 and L5, consisting of 12 satellites in the constellation 
(Scenario 3). 
The first scenario represents the legacy (old) satellites, with the next two capturing 
the evolution in the development and deployment of satellites with more advanced 
signal design features. The scenarios are designed to not only analyse the 
characteristics of the signal design features but also carry out comparative analyses 
to quantify their benefits to the user community. 
The Chapter is concluded with a summary in Section 7.4 
7.1 Signal-to-Noise Ratio analysis 
The SNR analysis employs data from static receivers located in clean environments 
(free as much as possible from the effects of multipath), and dynamic urban data. 
The former not only captures the impact of the new signals in a clean environment 
but also provides a reference with which to appreciate the impact of the built 
(difficult) environment on the improvement expected from the enhanced design 
features of the new signals.  
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7.1.1 Static reference station data 
Figures 7.1 and 7.2 show graphical representations of the SNR data for Day 169 of 
2016 for the first scenario (legacy L1 and legacy L2) captured by the Leica receiver, 
located at the TANA International GNSS Service (IGS) reference station in Ethiopia. 
The maximum and minimum values of the SNR for each satellite are given in Table 
7.1. From the Figures and Table, the range of the SNR values (although depending 
on the elevation angles) for the L1 signal is from 27.75 to 50.95 dB-Hz.  
The spread of the maximum values shows a high level of consistency from 49.85 to 
50.95. The equivalent for the minimum values is wider from 27.75 to 37.60, reflecting 
a higher sensitivity to the elevation angle. The range for the L2 signal for the old 
(legacy) satellites is 3.90 to 49.85 dB-Hz. The spread of the maximum values from 
44.05 to 49.85 is wider than the corresponding spread for the L1 signal. The spread 
of the minimum values is from 03.90 to 20.00, showing a higher level of 
inconsistency than the corresponding spread for the L1 signal. These results show 
that, in terms of signal strength, the L1 signal is superior to the L2 signal for the 
legacy satellites.   
 




Figure 7.2: SNR for Legacy L2 (Legacy satellites-scenario1) 
Table 7.1: Minimum and maximum SNR values - Legacy L1 and L2 frequencies 
SVID L1 SNR L2 SNR 
 Minimum Maximum Minimum Maximum 
G02 37.60 50.02 03.90 47.25 
G11 31.20 50.65 11.90 47.25 
G13 32.70 50.80 13.75 47.70 
G14 31.80 49.95 10.05 47.90 
G16 27.75 50.35 14.50 43.65 
G18 34.20 50.55 17.15 48.05 
G19 33.70 50.95 20.00 49.85 
G20 32.75 50.40 15.35 47.10 
G21 30.90 50.60 17.25 46.20 
G22 31.60 50.95 16.05 47.15 
G23 31.80 50.90 11.45 44.05 
G28 32.85 50.90 17.65 47.75 
In order to compare the legacy L1 signal with the L2 signal from the modernised 
satellites, Figures 7.3 and 7.4 show graphical representations of the SNR values for 
Day 169 of 2016 for the second scenario (legacy L1 and new L2). The minimum and 
maximum SNR values are presented in Table 7.2. For this scenario, the range of the 
SNR values for the L1 signal is 26.55 to 52.00 dB-Hz. The spread of the maximum 
SNR values is relatively narrow from 50.10 to 52.00, while that of the minimum 




The range for the L2 signal is 10.30 to 49.60 dB-Hz. The spread of the maximum 
SNR values is wider than the L1 signal from 44.50 to 49.45, with the corresponding 
value for the minimum values from 10.30 to 23.40, again wider than the 
corresponding values for the L1 signal. Similar to the first scenario, the L1 signal is 
superior to the L2 signal for the modernised satellites. Furthermore, the range for the 
L1 and L2 signals and the maximum and minimum spreads, are similar to the first 
scenario. These results suggest that there is no significant improvement in the L2 
signal for the modernised satellites compared to the legacy satellites. This finding 
contrasts that of Sükeová et al (2007), in which it was claimed that the SNR of the 
modernised satellites on L2 were higher than those for old legacy satellites and 
reaching similar values to the L1 signal, and thereby indicating an improvement of 
the L2C signal’s SNR over the L2 P(Y) code.   
 
Figure 7.3: SNR for Legacy L1(Modern satellites-scenario 2) 
 
Figure 7.4: SNR for new L2 (Modern satellites-scenario 2) 
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Table 7.2: Minimum and maximum SNR values - Legacy L1 and new L2 signals 
SVID L1 SNR L2 SNR 
 Minimum Maximum Minimum Maximum 
G01 31.85 51.35 17.90 49.10 
G03 32.90 51.15 19.90 48.80 
G05 31.40 50.35 19.00 44.55 
G06 29.80 50.10 18.70 47.10 
G07 32.55 50.65 18.35 47.60 
G08 30.90 50.70 16.30 47.60 
G09 29.90 50.75 15.80 47.10 
G10 33.05 51.70 12.50 49.45 
G12 33.15 50.75 23.40 46.80 
G15 30.85 50.55 20.95 47.35 
G17 26.55 50.80 13.95 48.60 
G24 29.55 51.15 18.55 49.40 
G25 32.90 50.85 16.65 47.75 
G26 31.95 50.25 16.70 47.30 
G27 31.05 51.35 17.55 49.60 
G29 28.05 50.65 13.30 45.45 
G30 30.60 50.65 18.95 47.05 
G31 32.25 50.80 10.30 46.55 
G32 32.05 52.00 13.50 49.15 
To facilitate comparison of the L1, L2 and L5 signals for the modernised satellites, 
Figures 7.5, 7.6 and 7.7 show graphical representations of the SNR values for Day 
169 of 2016 for the third scenario (legacy L1, new L2 and new L5). The maximum 
and minimum SNR values for each satellite are given in Table 7.3. From the figures 
and Table, the range of the SNR values for the L1 signal is 28.80 to 52.00 dB-Hz. 
The spread of the maximum values is small from 50.10 to 52.00, while that of the 
minimum SNR values is wider from 29.80 to 33.05. The range for the L2 signal is 
12.50 to 49.45 dB-Hz.  
The spread of the maximum values is from 47.10 to 49.45, with that for the minimum 
values from 12.50 to 19.90. The range for the L5 signal is from 33.50 to 53.10 dB-
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Hz. The spread of the maximum SNR values for the L5 signal is the smallest from 
52.25 to 53.10, with that for the minimum values from 33.50 to 38.00. These results 
from the SNR data captured by a static receiver in a clean environment, show that 
the L5 signal has the highest performance followed by L1, with L2  having the 
weakest performance in terms of SNR. This is in line with the expectation from the 
design of the signals. 
 
Figure 7.5: SNR for Legacy L1(Modern satellites - Scenario 3) 
 





Figure 7.7: SNR for new L5 (Modern satellites-Scenario 3) 
Table 7.3: Minimum and maximum SNR values - Legacy L1, new L2 and new L5 
signals 
SVID L1 SNR L2 SNR L5 SNR 
 Minimum Maximum Minimum Maximum Minimum Maximum 
G01 31.85 51.35 17.90 49.10 37.25 53.05 
G03 32.90 51.15 19.90 48.80 34.50 53.00 
G06 29.80 50.10 18.70 47.10 36.80 52.25 
G08 30.90 50.70 16.30 47.60 33.75 52.80 
G09 29.90 50.75 15.80 47.10 33.50 52.45 
G10 33.05 51.70 12.50 49.45 33.50 53.00 
G24 29.55 51.15 18.55 49.40 35.60 53.10 
G25 32.90 50.85 16.65 47.75 36.30 52.85 
G26 31.95 50.25 16.70 47.30 38.00 52.75 
G27 31.05 51.35 17.55 49.60 35.45 53.00 
G30 30.60 50.65 18.95 47.05 34.35 52.70 
G32 32.05 52.00 13.50 49.15 33.80 52.90 
In order to check the consistency of the of performance from the same receiver, the 
corresponding results from the Leica receiver data for Day 171 of 2016 are 
presented and discussed. Figures 7.8 and 7.9, and Table 7.4 present the results for 
scenario 1. The results for scenario 2 are presented in Figures 7.10 and 7.11, and 
Table 7.5. The results for Scenario 3 are given in Figures 7.12 to 7.14 and Table 7.6. 
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The range (minimum to maximum) of the SNR values for scenario 1 is 27.40 to 
51.30 for the L1 signal (with the spreads of 50.10 to 51.30 and 27.40 to 34.25 for the 
maximum and minimum SNR values respectively). The range of the SNR values for 
the L2 signal is 10.50 to 49.85 (with the spreads for the maximum and minimum 
SNR values of 43.90 to 49.85 and 10.50 to 22.40 respectively).  
For scenario 2, the range of the SNR values for the L1 signal is 29.05 to 51.75 (with 
the spreads of the maximum and minimum SNR values of 50.05 to 51.75 and 29.05 
to 36.40 respectively). The range for the L2 signal is 12.50 to 50.15 (with the spreads 
of 44.80 to 50.15 and 12.50 to 25.25 for the maximum and minimum values 
respectively). 
For scenario 3, the range of the SNR values for the L1 signal is 29.05 to 51.90 (with 
the spreads of the maximum and minimum SNR values of 50.05 to 51.90 and 29.05 
to 32.65 respectively). The range for the L2 signal is 12.05 to 49.70 (with the spreads 
of 45.80 to 50.15 and 12.05 to 22.10 for the maximum and minimum values 
respectively). The range for the L5 signal is 32.70 to 53.20 (with the spreads of 52.00 
to 53.20 and 32.70 to 38.20 for the maximum and minimum values respectively). 
The results for Day 171 of 2016 compare favourably with Day 169 and therefore, 
provides confidence in the main conclusions that the L5 signal has the highest 
performance, followed by L1, with L2 the weakest. The results also confirm, contrary 
to Sükeová et al (2007), that there is no significant difference between the L2 signal 
from the old satellites compared to the L2 signal from the modernised satellites. 
 





Figure 7.9: SNR for Legacy L2 
Table 7.4: Minimum and maximum SNR values - Legacy L1 and L2 signals 
SVID L1 SNR L2 SNR 
 Minimum Maximum Minimum Maximum 
G02 28.15 50.20 13.85 47.05 
G11 30.00 50.75 13.10 47.90 
G13 32.90 50.65 18.35 47.55 
G14 32.25 50.10 13.40 47.95 
G16 32.90 50.25 15.75 43.90 
G18 32.50 50.65 16.15 47.90 
G19 34.25 50.95 22.40 49.85 
G20 29.80 50.40 13.65 47.05 
G21 27.40 50.65 12.65 46.35 
G22 31.15 50.95 16.65 47.40 
G23 31.60 51.30 16.00 45.20 





Figure 7.10: SNR for Legacy L1 
 
 








Table 7.5: Minimum and maximum SNR values - Legacy L1 and new L2 signals 
SVID L1 SNR L2 SNR 
 Minimum Maximum Minimum Maximum 
G01 32.45 51.55 20.90 49.70 
G03 32.55 51.10 19.80 48.80 
G05 35.55 50.35 23.20 44.80 
G06 31.00 50.05 17.60 45.80 
G07 35.10 50.65 21.10 47.75 
G08 30.09 50.80 17.85 47.75 
G09 31.80 50.85 19.90 47.35 
G10 29.05 51.75 12.05 49.40 
G12 36.40 50.80 25.25 46.80 
G15 31.85 50.40 20.95 46.80 
G17 29.90 50.75 05.00 48.45 
G24 30.90 51.15 17.55 49.55 
G25 33.05 50.95 14.35 47.75 
G26 32.45 50.30 21.65 47.20 
G27 32.05 51.55 22.10 50.15 
G29 29.05 50.60 17.45 45.45 
G30 31.60 50.70 17.65 46.90 
G31 31.30 50.90 18.30 46.60 
G32 32.65 51.90 16.50 49.00 
 
 





Figure 7.13: SNR for new L2 
 
 







Table 7.6: Minimum and maximum SNR values - Legacy L1, new L2 and new L5 
signals 
SVID L1 SNR L2 SNR L5 SNR 
 Minimum Maximum Minimum Maximum Minimum Maximum 
G01 32.45 51.55 20.90 49.70 37.8 53.20 
G03 32.55 51.10 19.80 48.80 35.10 52.95 
G06 31.00 50.05 17.60 45.80 33.95 52.00 
G08 30.90 50.80 17.85 47.75 32.70 52.90 
G09 31.80 50.85 19.90 47.35 33.70 52.40 
G10 29.05 51.75 12.05 49.40 34.50 53.00 
G24 30.90 51.15 17.55 49.55 36.25 53.10 
G25 33.05 50.95 14.35 47.75 38.20 52.80 
G26 32.45 50.30 21.65 47.20 36.90 52.70 
G27 32.05 51.55 22.10 50.15 37.75 53.15 
G30 31.60 50.70 17.65 46.90 36.00 52.65 
G32 32.65 51.90 16.50 49.00 32.90 52.85 
Beyond the checking of the consistency of the results at the same receiver level, 
external validation through the analysis of the SNR data from another receiver is 
vital. Therefore, in order to validate the findings across receivers, the SNR data and 
analysis results from the Septentrio POLARX4TR receiver (located at the BRUX IGS 
station in Belgium) for the three representative satellites are presented in Figures 
7.15, 7.16 and 7.17 for the legacy L1/Legacy L2, Legacy L1/New L2 and Legacy 
L1/New L2/New L5 scenarios respectively. These results confirm the findings from 
the Leica receiver recorded SNR data, that the L5 signal is the strongest, followed by 




Figure 7.15: SNR for Legacy L1 and L2 
 
 
Figure 7.16: SNR for Legacy L1 and New L2 
 
Figure 7.17: SNR for Legacy L1 and New L2, L5 
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Furthermore, in order to validate the finding from the Leica receiver SNR data on the 
Legacy and new L2 signals that there appears to be no difference, Figure 7.18 
showing the SNR data for the legacy satellite G11 is compared to Figures 7.15 for 
G02, another satellite transmitting the legacy signals, and to Figures 7.16 and 7.17 
representing scenarios 2 and 3 respectively. It can be seen by visual inspection that 
there is no significant difference between the legacy L2 and new L2 signals.  
 
Figure 7.18: SNR for Legacy L1 and L2 (G11) 
7.1.2 Dynamic urban data 
The results presented in Section 7.1.1 are based on data from two IGS reference 
stations operating two different receivers, representing an open and clear 
environment. This scenario, therefore, acts as a reference against which to compare 
the performance of the three frequencies in built environments where the effects of 
signal attenuation are expected to be greater than the open/clear environment, with 
a particular focus on dynamic applications such as urban bus operations. The SNR 
values from the data capture campaign as detailed in Section 6.5, are presented and 
analysed.  
It should be noted that whereas the SNR data in Section 7.1.1 were presented 
directly in the RINEX files (i.e. generated directly within the receiver). The SNR data 
from the Leica receiver used in the field campaign in London involved a mapping of 
the signal strength indices or SNR flags according to Table 7.7 (sourced from the 
header of the Leica receiver’s RINEX data). The highest value in the SNR range was 




Table 7.7: Generation of SNR from flags/indices 
SNR Index / Flag SNR Range (dB-Hz) 
1 25 
2 26 - 27 
3 28 - 31 
4 32 - 35 
5 36 - 38 
6 39 - 41 
7 42 - 44 
8 45 - 48 
9  49 
Representative results for the three scenarios (Scenario 1 - Legacy L1 and L2; 
Scenario 2 - Legacy L1 and new L2; and Scenario 3 - Legacy L1, new L2 and new 
L5), for the first session (19 June 2016), are shown overleaf, adopting a histogram 
representation due to the relatively short data capture session compared to the data 
from the IGS reference stations. For scenario 1, Figures 7.19 to 7.22 present the 
SNR values for 4 satellites (G02, G14, G16 and G20). As can be seen, for the urban 
environment, the legacy L1 SNR values are overall, higher than those of the legacy 
L2 signal. This agrees with the findings in Section 7.1.1 based on the static data from 
the IGS reference stations. 
 




Figure 7.20: G14 Legacy L1 and L2 SNR values in the urban environment 
 
Figure 7.21: G16 Legacy L1 and L2 SNR values in the urban environment 
 
 




For scenario 2, Figures 7.23 to 7.26 present the SNR values for 4 satellites (G07, 
G12, G29, and G31). As can be seen, for the urban environment, the legacy L1 SNR 
values are overall, higher than those of the L2 frequency from the modernised 
satellites. Again, this agrees with the findings in Section 7.1.1 based on the static 
data from the IGS reference stations. 
 
 
Figure 7.23: G07 Legacy L1 and L2 SNR values in the urban environment 
 
 




Figure 7.25: G29 Legacy L1 and L2 SNR values in the urban environment 
 
Figure 7.26: G31 Legacy L1 and L2 SNR values in the urban environment 
For scenario 3, Figures 7.27 to 7.30 show the SNR values for 4 satellites (G25, G26, 
G27 and G32). The results show that for the urban environment the L2 signal from 
the modernised satellites is the weakest of the three signals. This is in line with the 
findings from the static data captured at the IGS reference stations. However, in 
contrast to the findings from the IGS data, the L1 signal exhibits a marginally higher 
performance than L5 particularly above 45 dB-Hz. It should be noted however, that 
when SNR above 40 dB-Hz is considered, the L1 and L5 signals exhibit largely the 




Figure 7.27: G25 L1, L2 and L5 SNR in the urban environment 
 
Figure 7.28: G26 L1, L2 and L5 SNR in the urban environment 
 





Figure 7.30: G32 L1, L2 and L5 SNR in the urban environment 
 
These findings above (from the data captured on 19 June 2016 with the Leica 
receiver) are confirmed by the Leica receiver SNR data from the second session (22 
June 2016) presented in Figures 7.31, 7.32, 7.33 and 7.34 for satellites G25, G26, 
G27 and G32 respectively. 
 
 




Figure 7.32: G26 L1, L2 and L5 SNR in the urban environment (22 June) 
 
Figure 7.33: G27 L1, L2 and L5 SNR in the urban environment (22 June) 
 
Figure 7.34: G32 L1, L2 and L5 SNR in the urban environment (22 June) 
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The results for scenario 3, while confirming the superiority of the L1 signal over L2, 
are not categorical in terms of the relative strengths of the L1 and L5 signals 
(showing a marginally similar performance with the L1 signal just having the edge). 
Therefore, the SNR data from the November 2016 campaign captured in London by 
the NovAtel OEM6 receiver were analysed for all the three scenarios. 
The distribution of the SNR data for scenario 1 (represented by satellites G02, G14, 
G16 and G20) are shown in Figures 7.35, 7.36, 7.37 and 7.38 respectively). As 
expected and in agreement with the previous results from the static (IGS) data and 
the dynamic (Leica) data, the L1 signal exhibits a higher SNR than the L2 signal.  
 
Figure 7.35: G02 L1 and L2 SNR in the urban environment (23 November) 
 




Figure 7.37: G16 L1 and L2 SNR in the urban environment (23 November) 
 
Figure 7.38: G20 L1 and L2 SNR in the urban environment (23 November) 
The distribution of the SNR data for scenario 2 (represented by satellites G07, G15, 
G29 and G31) are presented in Figures 7.39, 7.40, 7.41 and 7.42 respectively). 
Again, as expected, and in agreement with the previous static and dynamic results 
the L1 signal exhibits a significantly higher SNR than the L2 signal. In proportional 
terms there is no indication that the L2 SNR for scenario 2 is significantly different 
from the L2 SNR for scenario 1. This again confirms that there is no appreciable 
difference in the signal strength between the L2 signals broadcast by the legacy (old) 




Figure 7.39: G07 L1 and SNR in the urban environment (23 November) 
 
Figure 7.40: G15 L1 and SNR in the urban environment (23 November) 
 
 





Figure 7.42: G31 L1 and L2 SNR in the urban environment (23 November) 
 
The distribution of the SNR data for scenario 3 (represented by satellites G01, G26, 
G30 and G32) are shown in Figures 7.43, 7.44, 7.45 and 7.46 respectively. While 
confirming the previous findings on the relative strengths of the L1 and L2 signals, it 
is clear (in agreement with the results from the static IGS data) from Figures 7.43 to 
7.46 that the L5 signal exhibits a higher SNR than the L1 signal. It is plausible that 
the unexpected marginal relative SNR values for the L1 and L5 signals (with the 
former having a higher signal strength), from the dynamic Leica data is due to 
inaccurate representation of the SNR indices used for the off-line mapping to derive 
the SNR. 
 





Figure 7.44: G26 L, L2 and L5 SNR in the urban environment (23 November) 
 
Figure 7.45: G01 L, L2 and L5 SNR in the urban environment (23 November) 
 
Figure 7.46: G51 L, L2 and L5 SNR in the urban environment (23 November) 
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From the static and dynamic SNR analysis (using data from different receivers) it is 
concluded that the L5 signal exhibits the highest signal strength as measured by the 
SNR. This is followed by the L1 signal, with the L2 signal being the weakest. This 
applies to both the clear environment (represented by the IGS stations) and the built 
environment (represented by the data captured in London). Furthermore, it has been 
shown that there is no significant difference between the strengths of the L2 signals 
broadcast by the legacy (old) and modernised satellites. 
Since SNR is expected to give an indication of the level of noise in the signals, the 
next sections build on this to analyse the absolute and relative qualities of the L1 
C/A, L2C and L5 code measurements with a particular focus on multipath and noise. 
This should also allow to determine if the SNR results are indeed reflective of the 
existence and level of multipath and noise. 
7.2 Pseudorange measurement level quality assessment results 
This Section employs expressions [6.11] together with the cycle detection model in 
expression [6.13] and the simple averaging model in expression [6.14] to quantify 
code measurement quality in terms of multipath and noise. As discussed in Section 
6.6.2, with the exception of ionospheric effects (accountable for by dual frequency 
measurements), the main distinguishing features of the GNSS signals are multipath 
and noise. Similar to the analysis in Section 7.1, the analysis carried out here is 
based on the same datasets captured at the two static (IGS) reference stations (with 
different receivers) to quantify the impact  in clear environments and act a reference 
for the subsequent urban dynamic data analysis. 
7.2.1 Static data 
Satellite data representing the three GNSS signal analysis scenarios captured at the 
TANA and BRUX IGS stations, are analysed. However, an initial analysis of the data 
data captured by the Leica receiver generated unexpectedly low levels of multipath 
and noise. Sample results are given in Table 7.8 for satellite G01. This is explained 
by the application of a proprietary carrier based code smoothing function (akin to the 
Hatch Filter in Section 4.3.5) by the Leica receiver to effectively filter or smooth 




Table 7.8: G01 Code multipath and noise statistics (Leica receiver) 
Satellite Code Mean   
(m) 
Standard Deviation  
(m) 
Root Mean Square (RMS) 
(m) 
G01 L1 C/A 0.008 0.075 0.077 
L2C 0.008 0.084 0.083 
L5 0.006 0.068 0.068 
It can be seen from Table 7.8 that based on the smoothing function, the residual 
level of multipath and noise for all the three ranging codes is at the decimetre level. 
Therefore, to accurately capture the actual level of multipath and noise present in the 
three code based ranging signals, the Septentrio receiver (which does not apply a 
smoothing algorithm) data captured at the BRUX IGS station are analysed here in 
detail. The results presented are for satellites G01 and G09 representing the 
modernised satellites broadcasting all the three signals (Scenario 3 - Legacy L1, and 
New L2/L5). Furthermore, the results for satellites G02 (Scenario 1 - Legacy L1 and 
L2 signals) and G07 (Scenario 2 - Legacy L1 and New L2) are presented to 
determine if there are any differences between the legacy and modernised satellite 
signals. 
For the modernised satellites broadcasting all three signals, an initial analysis is 
undertaken on the differences in the estimation of code multipath and noise using 
different combinations of the L1, L2 and L5 frequencies, in order to determine the 
optimum combinations. The L1 C/A code multipath and noise generated using the L1 
and L2, and L1 and L5 carrier frequencies are compared in Figures 7.47 and 7.48 for 
satellites G01 and G09 respectively. The corresponding statistics in terms of the 
average, standard deviation and RMS are given in Table 7.9. In the case of G01, 
there is a 3 mm difference in the RMS, while for G09 there is no difference. This 
suggests that there is no significant effect on the level of L1 C/A multipath and noise 
of the different qualities of the L2 and L5 signals, and the difference between the two 




Figure 7.47: Comparison of L1 C/A code multipath and noise using L1/L2 and L1/L5 
frequencies (G01) 
 








Table 7.9: L1 C/A code multipath and noise statistics (L1/L2/L5) 
Satellite Carrier 
Frequencies 
Mean  (m) Standard Deviation 
(m) 
Root Mean Square 
(m) 
G01 L1 and L2 0.000 0.296 0.296 
L1 and L5 0.000 0.299 0.299 
G09 L1 and L2 0.000 0.221 0.221 
L1 and L5 0.000 0.221 0.221 
In the case of L2C code multipath and noise, the results for the L1/L2 and L2/L5 
cases are presented in Figures 7.49 (G01) and 7.50 (G09), and Table 7.10. It can be 
seen that the differences in the RMS are higher at 0.157m and 0.117m for G01 and 
G09 respectively. This is largely due to the significant drift observed in Figures 7.49 
and 7.50 in the L2/L5 based estimate. This is perhaps attributable to the proximity of 
the two frequencies (51.15 MHz difference), and the approximation in expression 
[6.11] in accounting for the effects of the ionosphere. A similar observation is made 
from the results in Figure 7.51 (G01) and 7.52 (G09), and Table 7.11 for the L5 code 
multipath and noise. In this case the difference in the RMS is 0.194m and 0.169m for 
G01 and G09 respectively, again attributable to the proximity of the L2 and L5 
frequencies and its effect on the mitigation of the ionospheric error.  
 


















G01 L2 and L1 0.000 0.307 0.307 
L2 and L5 0.000 0.464 0.464 
G09 L2 and L1 0.000 0.248 0.248 
























G01 L5 and L1 0.000 0.203 0.203 
L5 and L2 0.000 0.397 0.397 
G09 L5 and L1 0.000 0.200 0.200 
L5 and L2 0.000 0.369 0.369 
From the results of this initial analysis, it can be concluded that the best 
combinations for the estimation of code multipath and noise, should be L1/L2, and 
L1/L5, due to the larger differences between the sets of frequencies. Based on this 
Figures 7.53 and 7.54 present the multipath and noise in L1 C/A, L2C and L5 code 
measurements for satellites G01 and G09 respectively, from the data captured by 
the Septentrio receiver at the IGS station BRUX. The corresponding average, 
standard deviation and RMS values are presented in Table 7.12.  
 




Figure 7.54: Comparison of L1 C/A, L2C and L5 code multipath and noise (G09) 
 
Table 7.12: L1 C/A, L2C and L5 code multipath and noise statistics  
Satellite Code Mean  (m) Standard 
Deviation (m) 
Root Mean Square 
(m) 
G01 L1 C/A 0.000 0.296 0.296 
L2C 0.000 0.307 0.307 
L5 code 0.000 0.203 0.203 
G09 L1 C/A 0.000 0.221 0.221 
L2C 0.000 0.248 0.248 
L5 code 0.000 0.200 0.200 
From the results in Tables 7.12, although the RMS values are different (because of 
the differences in the sample size and the effects of elevation), there is a level of 
consistency in the relative levels of multipath and noise in the code measurements. 
Furthermore, the RMS multipath and noise values are lowest for the L5 code (at 
0.203/0.200m), followed by the L1 C/A (at 0.296/0.221m) and highest for L2C at 
0.307/0.248m. Therefore, the relative performance in terms of multipath and noise is 
in agreement with that from the SNR analysis in Section 7.1. 
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The results presented so far are for satellites that transmit all three signals. In order 
to analyse any differences between the performance of the legacy and new 
satellites, Figures 7.55 and 7.56 present the code multipath and noise for satellite 
G02 (legacy L1 and L2 signals) and G07 (Legacy L1 and New L2 signals). The C/A-
code multipath and noise statistics are presented in Table 7.13. 
 
Figure 7.55: L1 C/A code multipath and noise (G02) 
 




Table 7.13: L1 C/A and L2C code multipath and noise statistics (G02 and G07) 
Satellite Code Mean  (m) Standard Deviation 
(m) 
Root Mean Square 
(m) 
G02 L1 C/A 0.000 0.242 0.244 
G07 L1 C/A 0.000 0.217 0.217 
L2C 0.000 0.318 0.318 
From the results in Table 7.13, the L1 C/A code multipath and noise for G02 and 
G07 are within the ranges in Table 7.12. The L2C code multipath for G07 at 0.318 is 
very close to that of G01 in Table 7.10. In agreement with the findings in Section 7.1, 
these results suggest that there is no significant differences in the quality of the L1 
and L2 signals with respect to the old and new satellites. 
7.2.2 Dynamic data 
The pseudorange measurement level quality analysis in Section 7.2.1 in terms of the 
level of multipath and noise is based on data captured by static receivers at IGS 
reference stations representing clear and open environments. This section analyses 
dynamic data captured in the built environment of London along trajectories 
representative of London’s bus routes. As detailed in Section 6.5, data from the 
second measurement campaign captured by the NovAtel OEM6 receiver are 
analysed. This receiver captures all the three civil signals (carrier and code). 
Similar to Section 7.2.1, expression [6.11] is used together with the cycle detection 
model in expression [6.13] and the simple averaging model in expression [6.14]) to 
reveal the level of multipath and noise in the L1 C/A, L2C, P(Y) and L5 code 
measurements. Satellite data representative of the three scenarios defined in the 
preamble of this chapter are processed and the results presented graphically 
together with the summary statistics of mean, standard deviation and RMS. In 
addition, the maximum values of multipath and noise are generated. 
For scenario 1(legacy L1 and L2 signals), Figures 7.57, 7.58, 7.59 and 7.60 show 
graphically the levels of multipath and noise in the L1 C/A and P(Y) code data. The 




Figure 7.57: G02 Legacy signals multipath and noise (L1 C/A and P(Y) codes) 
 
 
















Table 7.14: Legacy satellites multipath and noise statistics (L1 C/A and P(Y) codes) 








G02 L1 C/A -0.001 0.331 0.331 3.395 
P(Y) 0.001 0.733 0.733 8.764 
G14 L1 C/A 0.000 0.976 0.976 8.024 
P(Y) 0.000 1.352 1.352 10.863 
G16 L1 C/A 0.000 0.804 0.803 4.375 
P(Y) 0.000 1.326 1.326 8.177 
G20 L1 C/A 0.001 0.482 0.481 2.198 
P(Y) 0.003 1.485 1.484 11.038 
From Figures 7.57 to 7.60 and Table 7.14, a number of pertinent observations can 
be made about Scenario 1. Firstly, the level of multipath and noise (in terms of RMS) 
in the L1 C/A code measurements ranges from 0.331m to 0.976m. The 
corresponding range for the P(Y) code measurements is 0.733m to 1.484m. 
Secondly, the level of multipath and noise in the L1 C/A code measurements is 
always lower than in the P(Y) code measurements, with a range in the ratio of L1 
C/A to P(Y) from 0.45 to 0.72. Thirdly, the maximum values of the multipath and 
noise in the L1 C/A code measurements is lower than the P(Y) code measurements 
ranging from 2.198m to 8.024m. The corresponding range for the P(Y) code is 
8.177m to 11.038m. Finally, compared to the results for the open and clear 
environment in Section 7.2.1, overall, the level of multipath and noise in the L1 C/A 
code measurements is significantly higher in the urban environment. 
For scenario 2 (legacy L1 and new L2 signals), Figures 7.61, 7.62 and 7.63 show 
graphically, the levels of multipath and noise in the L1 C/A and L2C code 






Figure 7.61: G07 New satellite multipath and noise (L1 C/A and L2C codes) 
 
 




Figure 7.63: G31 New satellite multipath and noise (L1 C/A and L2C codes) 
 
Table 7.15: New satellite multipath and noise statistics (L1 C/A and L2C codes) 








G07 L1 C/A 0.000 0.461 0.461 9.002 
L2C 0.000 0.806 0.806 9.523 
G29 L1 C/A 0.000 0.639 0.639 3.266 
L2C 0.000 0.872 0.873 10.091 
G31 L1 C/A -0.001 0.721 0.721 3.459 
L2C 0.008 1.831 1.832 13.814 
From the results in Figures 7.61 to 7.63 and Table 7.15, the following observations 
can be made. Firstly, the level of multipath and noise (in terms of RMS) in the L1 C/A 
code measurements ranges from 0.461m to 0.721m. The corresponding range for 
L2C code measurements is 0.806m to 1.832m. Secondly, the level of multipath and 
noise in the L1 C/A code measurements is always lower than in the L2C code 
measurements, with a range in the ratio of L1 C/A to L2C from 0.39 to 0.73. Thirdly, 
the maximum values of the multipath and noise in the L1 C/A code measurements is 
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also always lower than in the L2C code measurements ranging from 3.266m to 
9.002m. The corresponding range for the L2C code measurements is 9.523m to 
13.814m.  
The results above for the L1 C/A code measurements compare favourably with those 
of scenario 1. More  interestingly, it appears that the level of multipath and noise in 
the P(Y) and L2C code measurements are similar lending further credence to the 
idea of the augmenting the L2C code measurements with the P(Y) code 
measurements to assess the potential impact of a full L1 C/A and L2C constellation. 
The results also confirm the observation in scenario 1, that the level of multipath and 
noise in the urban environment is on the whole, significantly higher than in the open 
and clear environment. 
For scenario 3 (legacy L1, and new L2 and L5 signals), Figures 7.64, and 7.65 show 
graphically, the levels of multipath and noise in the L1 C/A, L2C code and L5 code 
measurements. The summary statistics are presented in Table 7.16. 
 




Figure 7.65: G30 New satellite multipath and noise (L1 C/A, L2C and L5 codes) 
 
Table 7.16: New satellites multipath and noise statistics (L1 C/A, L2C and L5 codes) 










L1 C/A 0.005 0.401 0.401 2.075 
L2C 0.000 1.301 1.301 8.425 
L5 -0.001 0.368 0.368 2.381 
 
G32 
L1 C/A 0.000 0.309 0.308 1.181 
L2C 0.000 1.070 1.066 7.634 
L5 0.00 0.147 0.146 0.499 
From the results in Figures 7.64 and 7.65 and Table 7.16, the following observations 
can be made. Firstly, the level of multipath and noise (in terms of RMS) in the L1 C/A 
code measurements are 0.309m and 0.401m. The corresponding values for the L2C 
code measurements are 1.070m and 1.301m. The corresponding values for the L5 
code measurements are 0.147m and 0.368m. Secondly, the level of multipath and 
noise in the L1 C/A code measurements is always lower than in the L2C code 
measurements, with the ratios of the L1 C/A to L2C code measurements of 0.29 and 
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0.31. Fourthly, the level of multipath in the L5 code measurements is always lower 
than the L1 C/A measurements, with the ratios in the L1 C/A and L5 measurements 
of 1.09 and 2.11. Thirdly, the maximum values of the multipath and noise in the L1 
C/A code measurements is lower than in the L2C code measurements. The 
maximum values of multipath and noise are the lowest for the L5 code 
measurements.  
In conclusion, and in agreement with results in the preceding sections, both for clear 
and built environments, the L5 code measurements have the lowest level of 
multipath and noise, followed by L1 C/A, with L2C the highest. Furthermore, and as 
expected, the levels of multipath and noise is in general higher in the built 
environment than the clear open environment. 
7.3 Direct relative measurement quality assessment 
This section employs expressions [6.15] to [6.21] to quantify the relative levels of 
multipath and noise taking the legacy L1 C/A code as a reference. Both static and 
dynamic results are presented and discussed.  
7.3.1 Static data 
Figures 7.66 and 7.67 show for the modernised satellites G01 and G09, the 
differences between L1C/A and L2C, and L1CA and L5 code measurements data. 
Multipath, noise and the biases associated with atmospheric propagation errors are 
visible in Figures 7.66 and 7.67. The corresponding relative multipath and noise 
results (derived using expressions [6.15] to [6.21]) are presented in Figures 7.68 and 
7.69, with the statistics in terms of RMS, mean and standard deviations presented in 
Table 7.17. 
From Figures 7.67 and 7.69, and Table 7.17 the following observations can be 
made. Firstly, the signature of the relative multipath and noise is noise-like with 
mean values equal to or very close to zero. This confirms the successful removal of 
both the errors common to the two relevant code measurements and the 
ioniospheric delay which is variable with time and elevation. Secondly, the level of 
multipath is amplified compared to the results in Table 7.12. Furthermore, taking the 
L1 C/A code as a reference, the L2C pseudo-ranges have in general, a higher level 
of multipath and noise than the L5 pseudo-ranges. This is in line with the conclusion 















Figure 7.68: G01 L1 C/A code referenced relative multipath and noise in L2C and L5 
code measurements 
 









Table 7.17: L1 C/A code referenced relative multipath and noise statics for L2C and 
L5 code measurements 




G01 L1 C/A-L2C -0.001 0.617 0.616 
L1C/A-L5 -0.000 0.546 0.545 
G09 L1 C/A-L2C 0.000 0.490 0.490 
L1 C/A-L5 0.002 0.470 0.470 
 
7.3.2 Dynamic data 
Figure 7.70 and 7.71 show for the modernised satellite G30 and G32, the differences 
between L1C/A and L2C, and L1CA and L5 code measurements data for the built 
environment. Multipath, noise and biases associated with atmospheric propagation 
errors are visible from Figures 7.70 and 7.71. The corresponding relative multipath 
and noise results (derived using expressions [6.15] to [6.21]) are presented in 
Figures 7.72 and 7.73, with the statistics in terms of RMS, mean and standard 
deviations presented in Table 7.18. 
 


















Figure 7.73: G32 L1 C/A code referenced relative multipath and noise in L2C and L5 
code measurements 
 
Table 7.18: L1 C/A code referenced relative multipath and noise statics for L2C and 
L5 code measurements 




G30 L1 C/A-L2C 0.000 1.285 1.284 
L1C/A-L5 0.000 0.280 0.280 
G32 L1 C/A-L2C -0.006 1.494 1.487 
L1 C/A-L5 0.001 0.453 0.455 
 
From Figures 7.72 and 7.73, and Table 7.18, the following observations can be 
made. Firstly, the signature of the relative multipath and noise is largely noise-like 
(with some significant peaks) with mean values equal to or very close to zero. This 
confirms the successful removal of both the errors common to the two relevant code 
measurements and the ioniospheric delay which is variable with time and elevation. 
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Secondly, the level of multipath is amplified compared to the results in Table 7.17. 
Furthermore, taking the L1 C/A code as a reference, the L2C pseudo-ranges have in 
general, a higher level of multipath and noise than the L5 pseudo-ranges. This is in 
line with the conclusions from the static data and in Section 7.2. 
7.4 Summary 
This Chapter has employed the methodologies presented in Chapter 6 to assess the 
quality of the legacy and new signals from GPS satellites. Firstly, the Signal-to-Noise 
Ratio (SNR) analysis has been undertaken for clean environments (represented by 
data captured at static IGS reference stations) and the built environment 
(represented by data captured in London). The results from the two environments 
both show that the L5 signal is the strongest, followed by L1, with L2 the weakest.  
Furthermore, there is no evidence to suggest that the L2 signals transmitted by the 
legacy and modernised satellites are different in terms of signal strength as 
measured by the SNR. Building on this, the level of multipath and noise (the major 
error sources remaining after accounting for the rest) are quantified for the L1 C/A, 
L2C and L5 code measurements, both in the clear (static) and urban (dynamic) 
environments. The main findings here are that (i) the L5 code measurements have 
the lowest levels of multipath, followed by L1 C/A with L2C the highest. It also shown 
that the optimal combinations with the lowest levels of multipath and noise are L1/L5 
and L1/L2. The L2/L5 combination is the weakest due to the proximity of the two 
frequencies. 
Following the measurement domain analysis presented in this Chapter, the next  
chapter analyses the impact of the new signals and their qualities on positioning 
accuracy. This undertaken with a particular focus on the combination of L1 C/A and 
L2C for the mitigation of the ionospheric error. Because of the relatively few number 
of satellites transmitting the L5 signal, the impact of L5 in the position domain is left 






8. IMPACT OF NEW GPS SIGNALS: POSITION DOMAIN ANALYSIS 
 
This Chapter quantifies the impact of the L1 C/A and L2C code measurements, on 
position accuracy with a particular focus on the mitigation of the effects of the 
ionosphere. In the same way as in Chapter 7, the position domain analysis is carried 
out with data from the static IGS stations of BRUX and TANA, employing the 
Septentrio POLARX and Leica receivers respectively, and dynamic data captured in 
London. The positioning solutions are generated using the least squares method 
presented in Chapter 4 within the POINT software. The software was adapted to be 
able to process the relevant scenarios analysed in this Section. The generic 
elements of the positioning solution are presented in Table 8.1, with the specifics 
discussed within each analysis scenario. 
Table 8.1: Generic position solution elements 
Elevation Mask 0 degrees 
Error mitigation Satellite Orbit Broadcast ephemeris. 
Satellite Clock Broadcast correction parameters.  
Ionosphere Various options used according to the 
scenarios.  
Troposphere The Saastamoinen model applied. 
Multipath Within receiver techniques when available. 
Receiver Clock Computed the least squares solution. 
Receiver noise Within receiver techniques when available 
8.1 Static data 
The analysis is undertaken to quantify the impact on positioning accuracy of the L2C 
pseudorange measurements when used together with the L1 C/A code 
pseudoranges to mitigate the delay caused by the ionosphere. Given that at the time 
of writing, there are only 19 satellites broadcasting the L2C signal, their impact on 
the positioning accuracy is analysed as captured in the scenarios presented in Table 





Table 8.2: L2C impact analysis scenarios 
Scenario Justification 
1. L1C/A_NO_IONO   This captures the performance of the L1 CA code pseudo-ranges in the absence of any form of mitigation 
of the ionospheric delay. This should enable the real impact of the L2C pseud-orange measurements to 
be captured. 
2. L1C/A_L2C_NO_KLOB In comparison with the previous scenario, this scenario captures the impact of the 19 satellites (i.e. partial 
constellation) broadcasting the L2C signals in mitigating the ionospheric delay through the dual frequency 
method. When L2C pseudo-ranges are not available, single frequency positioning is adopted with no 
ionospheric delay correction applied.  
3. L1C/A_L2C_L2P2 From the results in chapter 7 on SNR analysis and the comparison between the L2C and L2P2 multipath 
and noise respectively, the inclusion of the  L2P2 pseudo-range measurements in addition to the L2C 
pseudo-ranges should provide a realistic measure of the performance of a full constellation of L2C 
satellites in mitigating the ionospheric delay. In this scenario dual frequency positioning with L1 C/A code 
pseudo-ranges is undertaken firstly with L2C pseudo-ranges, and if not available, the L2 P2 pseudo-
ranges are used. 
4. L1C/A_L2P2 This scenario is included to confirm the results of the L1CA _L2C_L2P2 scenario. It represents a full dual 
frequency constellation with the L1 C/A and L2 P2 code pseudo-range measurements. 
5. L1 C/A_KLOB This scenario captures the performance of single frequency receivers employing the Klobuchar model 
6. L1C/A_L2C_KLOB In comparison with the previous scenario, this scenario employs the dual frequency approach when L2C 
measurements are available otherwise the Klobuchar model is used. It measures the impact of the 




8.1.1 Comparison of scenarios 1 and 2 
Figures 8.1 and 8.2, and Table 8.3 compare the 3D positioning error results 
computed from the differences between the least squares solutions and the 
published known coordinates of the BRUX IGS station (Table 6.3). Figure 8.1 
presents the 3D position errors for the two cases when only the L1 C/A code 
pseudo-ranges are used, and when the available L2C pseudo-ranges are included to 
generate dual frequency solutions. The corresponding probability density function 
(pdf) and cumulative distribution function (cdf) are presented in Figure 8.2. The main 
statistical results in terms of the 67th and 95th percentiles, mean, standard deviation 
and Root Mean Square Error (RMSE) are presented in Table 8.3.  
 
Figure 8.1: 3D Position error (L1CA and L1CA_L2C) 
 
From Figure 8.1, the benefit of the 19 satellites broadcasting the L2C signal (partial 
constellation) manifest in a general improvement in the position accuracy. This 
observation can be seen clearly in the pdf and cdf in Figure 8.2 with a significant shift 
to the left of the L1CA_L2C position errors in relation to the L1C/A case. This is 
confirmed by the positioning error statistics in Table 8.3, showing an improvement of 
positioning accuracy of 46%, 22% and 35 percent at the 67th and 95th percentile, and 




Figure 8.2: Position error pdf and cdf (L1CA and L1CA_L2C) 
Scenario 3D Position Error Statistics (m) 





L1CA_NO_IONO 6.05 8.73 5.12 2.30 5.61 
L1CA_L2C_NO_KLOB 3.27 6.77 3.03 2.06 3.66 
Percentage 
improvement 
46 22 41  35 
Table 8.3: 3D Position error statistics (L1CA_NO_IONO and L1CA_L2C_NO_KLOB) 
 
8.1.2 Comparison of scenarios 1 and 3 
Having established that users can already benefit from the 19 satellites broadcasting 
the L2C signal it is interesting to see if the inclusion of the L2P2 pseudo-ranges from 
the legacy satellites (that do not broadcast the L2C signal) could provide an 
indication of the overall level of improvement to be expected from a full constellation 
broadcasting the L2C signal. This approach is justified at three levels. The first is that 
the SNR analysis revealed no significant differences between the L2 signal 
broadcast by the legacy and modernised satellites (Section 7.1). Secondly, the 
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analysis in Section 7.2 showed similar levels of multipath and noise in the L2C and 
L2P2 pseudo-ranges. Thirdly, as can be seen from Figures 8.3 and Table 8.4, the 
levels of performance for scenario 3 (L1_CA_L2C_P2) and scenario 4 (L1CA_P2), 
are very close (at the decimetre level).   
 
Figure 8.3: Position error pdf and cdf (BRUX: L1CA_L2C_L2P2 and L1CA_L2P2) 
 
Table 8.4: 3D Position error statistics (L1CA_L2C_L2P2 and L1CA_L2P2) 
Scenario 3D Position Error Statistics (m) 





L1CA_L2C_L2P2 2.49 5.72 2.34 1.82 2.97 
L1CA_L2P2 2.39 5.61 2.22 1.86 2.86 
 
Following the justification of the inclusion of the L2P2 pseudo-range measurements 
as a proxy for the L2C pseudo-ranges for the legacy satellites, the results for the 3D 
position errors for scenario 1 (L1CA_NO_IONO) and scenario 3 ( L1CA_L2C_L2P2), 
are presented in Figures 8.4 and 8.5 and Table 8.5. Figure 8.4 presents the 3D 
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position errors for the two cases when only the L1 C/A code pseudo-ranges are 
used, and when the available L2C pseudo-ranges are augmented with the L2P2 
pseudo-ranges to generate dual frequency solutions for the full constellation. The 
corresponding 3D position error pdf and cdf are presented in Figure 8.5. The main 
statistical results in terms of the 67th and 95th percentiles, mean, standard deviation 
RMSE are presented in Table 8.5.  
From Figure 8.4 the benefits of the dual frequency solutions from the full 
constellation can be seen in the predominant improvement in positioning accuracy, 
compared to the single frequency (L1 C/A code only solutions). This is reflected in 
the pdf and cdf in Figure 8.5 exhibiting a larger shift to the left of the dual frequency 
solutions, compared to the case in Figure 8.2.  
The position error statistics in Table 8.5, show improvements of 59% and 34% at the 
67th and 95th percentiles, and 54% in the mean position error and  47% in the RMSE. 
Compared to the partial L2C constellation (figures in brackets in Table 8.5), the full 
constellation offers a further improvement of about 13%.  
 




Figure 8.5: Position error pdf and cdf (BRUX: L1CA_NO_IONO and 
L1CA_L2C_L2P2) 
 
Table 8.5: 3D Position error statistics (BRUX: L1CA_NO_IONO and 
L1CA_L2C_L2P2) 
Scenario 3D Position Error Statistics (m) 





L1CA_NO_IONO 6.05 8.73 5.12 2.30 5.61 
L1CA_L2C_L2P2 2.49 5.72 2.34 1.82 2.97 
Percentage 
improvement 
59(46) 34(22) 54(41)  47(35) 
In order to provide a complete picture of the relevant five scenarios in Table 8.2, 
Figure 8.6 presents the corresponding pdfs and cdfs. The position error statistics are 
presented in Table 8.6. From the results, three points are noticeable. Firstly, the 
benefits of the full constellation over the L1 C/A single frequency with the Klobuchar 
model are at the levels of 25% (67 percentile), 0% (95th percentile), 14% (mean) and 
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47% (RMSE). These results suggest that the Klobuchar model was effective in 
accounting for the effects of the ionospheric delay at this IGS station located in the 
mid latitude region. Secondly, there is no significant benefit of the partial L2C 
constellation over the exclusive use of the Klobuchar model with L1 C/A code 
pseudorange measurements. Secondly as discussed earlier, the highest impact is 
from the full constellation (L1CA_L2C_L2P2). 
 
Figure 8.6: Position error pdf and cdf (BRUX - all five scenarios) 
 
Table 8.6: 3D Position error statistics (BRUX - all five scenarios) 
Scenario 3D Position Error Statistics (m) 





L1CA_NO_IONO 6.05 8.73 5.12 2.30 5.61 
L1CA_KLOB 3.31 5.70 2.95 1.57 3.34 
L1_CA_L2C_NO_KLOB 3.27 6.77 3.03 2.06 3.66 
L1CA_L2C_KLOB 3.73 7.53 3.28 2.13 3.91 




In order to cross-check the results from the BRUX IGS station, the position error pdfs 
and cdfs for the TANA IGS station are captured in Figure 8.7 (further justifying the 
augmentation of the L2C with L2P2 code pseudo-range measurements), Figure 8.8 
(showing the potential impact of the full L2C constellation over the L1 C/A code 
scenario without any mitigation of the ionospheric delay) and Figure 8.9 (showing all 
the five scenarios). The position error statistics for the TANA station (located in the 
equatorial latitudes in Ethiopia) and employing a different receiver (Leica) are 
presented in Table 8.7.  
From the results, the L1 C/A solution without ionospheric delay correction has a 
higher positioning error that the BRUX solution (reflecting the expected higher level 
of ionospheric activity in the equatorial region). As with the case of BRUX, the 
highest impact is achieved with the full dual frequency constellation with 
improvements at the levels of 71% (67th percentile), 49% (95th percentile), 64% 
(mean) and 60% (RMSE). The corresponding figures for the improvement afforded 
by the full constellation over the L1 C/A with the Klobuchar model are 38% (67th 
percentile), 18% (95th percentile), 34% (mean) and 26% (RMSE).  
Similar to the BRUX case, there is no significant benefit of the partial constellation 
over the exclusive use of the L1 C/A code measurements with the Klobuchar model. 
Note also from Table 8.7 the closeness of the results of the L1CA_L2C_L2P2 and 
L1CA_P2 scenarios, justifying the assumption of the use of the P2 measurements to 
augment the L2C code measurements in order to assess the performance of a 














Figure 8.9: Position error pdf and cdf (TANA - all five scenarios) 
 
Table 8.7: 3D Position error statistics (TANA - all five scenarios) 
Scenario 3D Position Error Statistics (m) 





L1CA_NO_IONO 8.00 12.01 6.20 3.49 7.12 
L1CA_KLOB 3.74 7.37 3.38 1.84 3.85 
L1_CA_L2C_NO_KLOB 4.14 9.05 3.59 2.70 4.49 
L1CA_L2C_KLOB 3.91 7.10 3.55 1.92 4.04 
L1CA_L2C_L2P2 2.34 6.08 2.23 1.78 2.85 
L1CA_L2P2 1.85 6.03 1.87 1.78 2.58 
 
8.2 Dynamic data 
The same method employed in Section 5.3.1 was used here to generate the 
reference trajectory to analyse the impact of the new signals in the positioning 
domain from the data campaign presented in Section 6.5.2. The Inertial Explorer (IE) 
software was used together with dual frequency GPS and IMU data from the iMAR 
sensor integrated in the measurement domain. With the exception of the ionospheric 
error accounted for by the use of dual frequency carrier phase measurements, the 
other spatially correlated errors were accounted for through the use of the double 
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differenced carrier phase observable using proximate Ordnance Survey reference 
stations. The Saastamoinen model was employed to account for the tropospheric 
delay while multipath and noise were accounted for by filtering in both directions to 
improve accuracy.  
As in Section 5.3.1 the validation of the quality of positioning results for the reference 
trajectory, employed the two approaches of visual inspection of the overlaid 
coordinates on GoogleEarth maps and the computation and analysis of the standard 
deviations that reflect the uncertainty in the trajectory coordinates. Figure 8.10 
presents the standard deviations for the trajectory. A summary of the main statistics 
are given in Table 8.8 in terms of the RMS, mean and deviation from the mean.  
Table 8.8: Reference trajectory standard deviation statistics 
RMS (m) Mean (m) Deviation (m) 
Hz  Ht  3D Hz Ht 3D Hz Ht 3D 
0.299 0.199 0.359 0.201 0.141 0.248 0.221 0.140 0.259 
The standard deviation statistics in Table 8.8 are in the sub-metre range. Given 
these results and the very few cases where the maximum standard deviation is 
greater than 1m (1.641 horizontal and 1.707 for 3D positioning), and taking into 
account the requirements in Table 2.6, the ‘truth’ or reference trajectory generated is 












8.2.1 Comparison of Scenarios 1and 3 
In order to capture the impact of the L2C code measurements on the positioning 
accuracy as a result of mitigating the effect of the ionosphere when used in 
combination with the L1 C/A code measurements, it is vital to account for multipath as 
the other dominant error in the urban environment. As shown in Table 7.8 in Chapter 
7, the Leica receiver uses a proprietary smoothing function that results in residual 
multipath and noise error at the decimetre level. For this reason, the Leica receiver 
data have been processed and compared to the reference trajectory to generate the 
3D and horizontal positioning errors. The same as in Chapter 5, a threshold PDOP of 
5 is used as an appropriate geometry for positioning.Figure 8.11 presents the pdfs and 
cdfs of the 3D positioning error for L1 C/A code solutions without the application of any 
ionospheric delay mitigation technique (Scenario 1) and the dual frequency solutions 
of the full constellation of L1 C/A and L2C code measurements, augmented with the 
L2 P2 measurements (Scenario 3). The benefit of the dual frequency solutions from 
the full constellation can be seen in the corresponding pdf and cdf in Figure 8.11 
exhibiting a shift to the left of the pdf and cdf for the single frequency L1 C/A solution. 
The position error statistics in Table 8.9, show improvements of 8% and 48% at the 
67th and 95th percentiles, and 24% in the mean position error and  32% in the RMSE.  
 






Table 8.9: 3D Position error statistics (Leica: L1CA_NO_IONO and L1CA_L2C_L2P2) 
Scenario 3D Position Error Statistics (m) 





L1CA_NO_IONO 6.394 26.418 7.849 9.377 12.228 
L1CA_L2C_L2P2 5.894 13.661 5.939 5.739 8.258 
Percentage 
improvement 
8 48 36  32 
 
The horizontal position error statistics are presented in Table 8.10, in terms of the 95th 
percentile accuracy and RMSE. It can be seen that the use of the ionospherically-free 
linear combination of L1 C/A and L2C code measurements results in improvement at 
the levels of 39% in the accuracy and 23% in the RMSE. These levels of 
improvement, although significant are less than the 3D positioning case due to the 
high sensitivity of GNSS to vertical errors due to, generally, a weaker geometric 
configuration compared to horizontal positioning. 
Table 8.10: Horizontal position error statistics (Leica: L1CA_NO_IONO and 
L1CA_L2C_L2P2) 
Scenario Horizontal Position Error Statistics (m) 
 (95%, 2) Root Mean Square Error (RMSE) 
L1CA_NO_IONO 14.877 7.197 
L1CA_L2C_L2P2 9.032 5.519 





8.2.2 Comparison of Scenarios 1, 3 and 5 
Figure 8.12 presents the pdfs and cdfs for the single frequency L1 CA code solutions 
without ionospheric correction, the dual frequency full constellation solutions and the 
single frequency CA code solutions employing the Broadcast (Klobuchar) model for 
ionospheric delay mitigation. The summary statistics are presented in Table 8.11. It is 
interesting to note that although the application of the Kobuchar model results in a 
higher positioning accuracy than the dual frequency solution at the 67th percentile, the 
latter is superior at the higher percentiles (for example, an improvement of more than 
28% at the 95th percentile).  
 
Figure 8.12: 3D Position error pdf and cdf (Leica – Scenarios 1, 3 and 5) 
 
Table 8.11: 3D Position error statistics (Leica: L1CA_NO_IONO, L1CA_L2C_L2P2 
and L1CA_IONO_KLOB) 
Scenario 3D Position Error Statistics (m) 
 (67%, 1) (95%, 2) Mean Standard 
Deviation 
Root Mean Square 
Error (RMSE) 
L1CA_NO_IONO 6.394 26.418 7.849 9.377 12.228 
L1CA_L2C_L2P2 5.894 13.661 5.939 5.739 8.258 
L1CA_IONO_KLOB 3.821 18.996 5.023 7.329 8.889 
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Table 8.12 presents the horizontal positioning error at the 95th percentile and in terms 
of the RMSE. It can be seen that although the level of improvement over the single 
frequency C/A code based solution is reduced, the ionospherically-free position 
solution is still superior to the case when the Klobuchar model is applied. Compared to 
the single frequency C/A code based solution without correction for the ionospheric 
error, the improvement over the application of the Klobuchar is reduced to 15% 
horizontal accuracy at the 95th percentile, and 11% in the RMSE. 
Table 8.12: Horizontal position error statistics (Leica: L1CA_NO_IONO, 
L1CA_L2C_L2P2 and L1CA_IONO_KLOB) 
Scenario Horizontal Position Error Statistics (m) 
 (95%, 2) Root Mean Square Error (RMSE) 
L1CA_NO_IONO 14.877 7.197 
L1CA_L2C_L2P2 9.032 5.519 
L1CA_IONO_KLOB 10.612 6.218 
8.2.3 Partial L2C constellation 
The partial constellation of only the L2C broadcasting satellites are generated by 
decimating the full constellation using the TEQC software. The results for the single 
frequency L1 C/A code solution with no ionospheric delay correction and with the 
application of the Klobuchar model are compared to the use of the ionospherically-free 
linear combination of the L1 C/A and L2C code measurements. Figure 8.13 presents 
the pdfs and cdfs of the 3D positioning error for L1 C/A with and without the 
application of ionospheric delay mitigation technique, and the dual frequency (L1 CA / 
L2C) solutions for the partial constellation of L1 C/A and L2C code measurements.  
The benefit of the dual frequency solutions from the partial constellation can be seen 
in the corresponding pdf and cdf in Figure 8.13 exhibiting largely a shift to the left of 
the pdf and cdf for the single frequency L1 C/A solution, particularly at the higher 
percentiles (greater than 85%). As in the full constellation case, although the 
application of the Klobuchar model generates the best results at the lower percentiles, 
the dual frequency solution is best at the higher percentiles. Table 8.13 presents the 
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3D position error statistics at the 67th and 95th percentiles, plus the RMSE, mean and 
standard deviation. 
 
Figure 8.13: 3D Position error pdf and cdf (Leica – partial constellation, 
L1_CA_NO_IONO, L1_CA_L2C and L1_CA_IONO_KLOB) 
 
Table 8.13: Partial L2C constellation 3D Position error statistics (Leica: 
L1CA_NO_IONO, L1CA_L2C and L1CA_IONO_KLOB) 
Scenario 3D Position Error Statistics (m) 





L1CA_NO_IONO 5.603 27.444 7.783 17.364 19.026 
L1CA_L2C 5.401 13.968 7.186 14.865 16.509 
L1CA_IONO_KLOB 4.771 23.077 6.854 16.728 18.076 
A similar picture emerges when the results in Table 8.13 are compared to those in 
Table 8.11. Firstly, there is a general improvement in the performance from the 
ionospherically-free linear combination compared to the single frequency C/A code 
solution without ionospheric delay correction. The improvements are 4% at the 67th 
percentile, 49% at the 95th percentile, 8% in the mean, 14% in the standard deviation 
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and 13% in terms of RMSE. Secondly, it is interesting to note that the application of 
the Broadcast Kobuchar model results in a higher positioning accuracy than the dual 
frequency solution at the 67th percentile (13% better), while the latter is superior at the 
higher percentiles (an improvement of more than 39% at the 95th percentile), with an 
overall improvement in the RMSE of 9%.  
8.3 Summary 
This Chapter has presented the results of the impact of the L2C code measurements 
on the position accuracy when used in combination with the L1 C/A code 
measurements. From the results of the static data captured at the IGS reference 
stations, representing clean (with respect to multipath) and clear (unobstructed 
environments), it is concluded that a full L2C constellation has the potential to improve 
3D positioning accuracy by  71% to better than 2.5m (67th percentile), and 49% to 
about 6m (95th percentile). The mean 3D positioning error is improved by 64% to 
better than 2.5m with a standard deviation better than 1.9m, while the RMSE is 
improved by 26% to better than 3m.  
From the dynamic urban data results, where multipath and signal blockage are 
particular concerns, the corresponding improvements are lower by 8% to around 
5.894m (67th percentile), and 48% to 13.661m (95th percentile). The mean 3D 
positioning error is improved by 36% to 5.939 with a standard deviation of 5.739m, 
while the RMSE is improved by 32% to 8.258m. The corresponding horizontal errors 
are 3.270 (67th percentile) and 7.578 (95th percentile). In terms of horizontal 
positioning error, the use of the L1 C/A-L2C ionospherically-free liner combination 
results in positioning accuracy of 9.032 m (95%) an improvement of 39% over the C/A 
code based solution without ionospheric error correction. The RMSE for the horizontal 
positioning is 5.519 an improvement of 23%.  
It must be noted that in order to fully realise the impact of the new signals, multipath 
errors must be corrected, as they can be dominant and thereby negate the benefit of 
the use of dual frequency measurements to mitigate the effects of the ionosphere. 
Due the number of satellites broadcasting the L5 signal being relatively low, its impact 
on the mitigation of the ionospheric error is left to future research. This is in addition 
to, both the cases of L2C and L5 code measurements being used in stand-alone 
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positioning and compared to each other and to the L1 C/A code measurements. 
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9. CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK 
 
This chapter summarises the main findings of the research presented in this thesis to 
determine the applications and their required navigation performance, analyse the 
performance of the current GNSS based systems, and the impact of the new GPS 
signals and L2C and L5 code measurements on urban bus location based services. 
Section 9.1 presents the conclusions drawn while suggestions for future work are 
given in Section 9.2. 
9.1 Conclusions 
The thesis argues and presents literature-based evidence that buses have a 
significant role to play in achieving sustainable cities, by facilitating the reduction of 
congestion and its consequences. However, for the benefits to be maximised, the 
operational efficiency of buses must be improved. This is in addition to bus-friendly 
policies. The advent of Intelligent Transport Systems (ITS) underpinned by 
appropriate bus location determination capability is key to this.  
In order to specify an appropriate location determination system, the aims of the 
thesis were to (i) identify the location based services, their KPIs and the quantified 
targets in terms of the RNP, (ii) enhance the current GPS based approach with error 
reduction through differential corrections, and the addition of another GNSS, and (iii) 
analyse the impact of the new GPS signals L2C and L5 on measurement precision 
and positioning accuracy in urban areas for bus operations.  
The findings are presented for each of the objectives formulated to deliver the aims 
of the thesis. 
Identify a comprehensive list of applications and specify the targets set for the 
Required Navigation Performance (RNP) parameters of accuracy, integrity, 
continuity and availability based on a detailed literature review and a representative 
global survey of bus operators.  
 
1. Using the three instruments of literature review, consultation with a Subject 
Matter Expert (SME) from Transport for London and a dedicated representative 
global survey of the main bus operators in 13 major cities, this thesis for the first 
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time, presents a comprehensive list (in Table 2.4) of 30 location based services 
for urban bus operations. 
 
2. Interestingly, the survey showed that while the generation of a comprehensive 
list of applications is possible and that the RNP parameter of accuracy is well 
understood by the operators, the other RNP parameters of integrity, continuity 
and availability are largely ignored. This is surprising as the parameters are 
crucial for the provision of the mission critical urban bus operations. 
 
3. Taking into account the collated applications, and the existing literature on the 
RNP, and the input of the Subject Matter Expert (SME) with considerable 
experience in bus operations enabled the RNP for 13 of the applications in (1) 
above to be specified, and where possible justified. Clearly, further work is 
required to not only review the applications but also to develop and implement a 
scientifically based approached for the derivation of RNPs for urban bus 
operations. This would be crucial to facilitate standardisation, and approvals and 
certification processes. The state-of-the-art in the applications and their 
corresponding RNP as presented in this thesis formed the basis for the 
research undertaken in the rest of the thesis. 
 
4. Based on the applications, a bus operations system architecture is presented 
and the underpinning location determination system component is identified. 
The conventional functional architecture of the location determination system is 
presented and its limitations discussed. The limitations are accounted for in the 
specification of an enhanced functional architecture that is measurement-









Determine the relevant existing and future positioning systems, identifying their 
strengths and weaknesses with a particular reference to the RNP targets, and 
specify a high level positioning system architecture for urban bus operations. 
 
5. Based on the applications and where available the RNP, a detailed review of the 
current relevant technologies was undertaken identifying their strengths and 
weaknesses. The review considered space and terrestrial based systems 
including GNSS and its augmentations, and terrestrial systems. The 
performance of the systems in terms of the RNP parameters, cost and 
complexity were used to specify in chapter 3, a high level physical architecture 
to support the functional architecture in Chapter 2.  
Although the 3D urban spatial model based Intelligent Urban Positioning (IUP) 
technique has a relatively high accuracy compared to conventional GNSS (2D 
horizontal RMS of 4m, Table 3.9). It should be noted, however, that the focus 
has so far been on the improvement of accuracy, with no attention paid to 
integrity, continuity and availability. This would require extensive testing to 
quantify the effects of different error sources on both shadow matching and 3D 
map aided GNSS ranging. Furthermore, for practical implementation and 
application, there is a need to determine from the GNSS measurement data 
when the receiver is in an environment where it can benefit from IUP. In 
addition, the requirement of a current, detailed and reliable 3D mapping 
information could potentially hamper the uptake of the method. 
 
As presented in Figure 3.8, the core of the proposed system is multi-
constellation and multi-frequency GNSS, strategically augmented with signals of 
opportunity (SOOP) and in particular decimeter level Wi-Fi base positioning. 
Dead Reckoning (DR) using the odometer and low cost rate gyroscopes (and in 
some cases aided by map derived data) is retained in the event that there are 
failures with either the GNSS or SOOP signals. The multi-sensor data fusion is 
undertaken in the measurement domain to maximize availability. Advanced 
map-matching algorithms are recommended for link and physical location 
determination. Integrity monitoring is performed within both the data fusion and 
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map-matching functions. The potential use of differential GNSS is identified also 
particularly through the dissemination of differential corrections via the internet. 
It is argued that in order for a detailed architecture for the bus location 
determination system to be specified, the potential impact of the modernization 
of GPS (as the potential core of the bus location determination system) must be 
analysed in detail, and was therefore, addressed in the thesis. 
 
Quantify the performance of the current GPS based positioning system in urban 
areas (using London’s bus operations as a case study), and assess the impact of 
differential corrections and the combined use of more than one GNSS. 
 
6. In order to address this objective, the functional models for GNSS-based 
positioning systems were reviewed including spatial and temporal reference 
systems, measurements and observables, observation equations, error sources 
and budgets and the use of the observables with the main optimisation 
techniques (least squares and Kalman Filtering) for static and dynamic position 
solutions and their quality indicators. Integrity monitoring is introduced as a 
fundamental part of the provision of mission critical location based services for 
urban bus operations.  
 
7. In terms of the error sources, the potential availability of multiple frequencies 
with multiple codes offers the opportunity to not only mitigate the effects of the 
ionosphere, but also allow for the possibility to quantify the level of multipath 
and noise in the different ranging codes. Therefore, pseudo-range 
measurements quality analysis can be conducted based on the Signal-to-Noise 
Ratio (SNR) and estimation of ranging code multipath and noise, assuming that 
the corresponding quantities in the carrier phase data are negligible. 
 
8. To provide a reference for comparison between the performance of the legacy 
and modernised GNSS constellations and signals, the functional models in 
Chapter 4 are used with data from the current systems GPS and GLONASS to 
quantify the performance of the legacy signals. It is shown that multi-
constellation single frequency differential positioning offers a significant 
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improvement in positioning accuracy compared to the stand-alone mode, with 
horizontal and 3D positioning accuracies better than 5m and 6m (95%) 
respectively, representing corresponding improvements over the stand-alone 
mode of 75% and 80% respectively in a representative urban environment. This 
level of accuracy is adequate for six of the 13 applications in Table 2.6. 
However, the drawback of differential positioning is that additional infrastructure 
would be required to support real-time differential positioning, an expensive 
undertaking in urban environment.  
 
9. Clearly, in addition to improvements in continuity and availability of positioning 
fixing afforded by the combined use of GPS and GLONASS, these can be 
further improved by the adoption of integration with DR, SOOP and map 
matching. However, the analysis of the performance of the London’s location 
determination system supporting iBUS which employs GPS integrated with DR 
and map matching has also identified a number of limitations or failure modes 
that should be addressed including poor map matching, errors of DR/MM when 
turning, Kalman filter divergence and their combined effects. 
 
10. Because the main error source accounted for by differential positioning is the 
ionospheric delay, it is of potential benefit to investigate instead, the impact of 
dual frequency code positioning. This is enabled by the continuing 
modernisation of GPS resulting in an increasing number of satellites 
broadcasting the L2C and L5 signals (in addition to the legacy L1 C/A code 
measurements).  
 
Assess in detail, and compare and contrast the measurement quality or precision of 
the legacy and new GPS signals as represented by the absolute and relative levels 
of multipath and noise. 
 
11. The analysis of the impact of the new signals in the measurement domain in 
terms of the Signal-to-Noise Ratio (SNR) of the signals L1, L2 and L5 using 
static and dynamic urban SNR data from different receivers showed that:  
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 In line with the design of the signals, the L5 signal exhibits the highest signal 
strength as measured by the SNR. This is followed by the L1 signal, with the 
L2 signal being the weakest. This applies to both the clear environment 
(represented by the IGS stations) and the built environment (represented by 
the data captured in London). A slight oddity observed with the urban SNR 
data from the Leica receiver (as opposed to the NovAtel receiver) suggesting 
that the L1 and L5 SNR are largely the same, could be attributed to the 
indirect generation of the SNR through an index based mapping process. 
 There is no significant improvement on the L2 frequency for the modernised 
satellites compared to the legacy satellites. This is contrary to early research 
suggesting that the SNR of the modernised satellites on L2 is higher than the 
legacy satellites, with the implication that there is an improvement of the L2C 
signal’s SNR over the L2 P(Y) code. 
 
12. From the analysis of the level of multipath and noise from the static (IGS) data 
using the established combination of code and carrier phase measurements, it 
is shown that: 
 the best combinations for the estimation of code multipath and noise, are 
L1/L2, and L1/L5, due to the larger differences between the sets of 
frequencies and hence better mitigation of the ionospheric error. 
 the level of multipath and noise values are lowest for the L5 code (at 
0.203/0.200m), followed by the L1 C/A (at 0.296/0.221m) and highest for L2C 
at 0.307/0.248m.  
 there is no significant differences in the quality of the L1 and L2 signals as 
reflected in the levels of multipath and noise in the code measurements in the 
legacy (old) and modernised satellites. 
 
13. The approach proposed in this thesis referred to as the direct relative 
measurement quality assessment, enables the assessment of ranging codes 
relative to a selected reference (e.g. L1 C/A), with respect to multipath, noise 
and relative code biases. Using this approach it is shown that the L1 C/A / L2C 
combination is worse than the L1 C/A / L5 combination largely due to the level 




Assess in detail the impact of the new signals on the positioning accuracy of GPS in 
urban areas, using London’s bus operations as a case study. 
 
14. From the results of the static data captured at the IGS reference stations, 
representing clean (with respect to multipath) and clear (unobstructed 
environments), it is concluded that a full L2C constellation has the potential to 
improve 3D positioning accuracy by  71% to better than 2.5m (67th percentile), 
and 49% to about 6m (95th percentile). The mean 3D positioning error is 
improved by 64% to better than 2.5m with a standard deviation better than 
1.9m, while the RMSE is improved by 26% to better than 3m.  
 
15. From the dynamic urban data results, where multipath and signal blockage are 
particular concerns, the corresponding improvements at lower by 8% to around 
5.89m (67th percentile), and 48% to 13.66m (95th percentile). The mean 3D 
positioning error is improved by 36% to 5.94m with a standard deviation of 
5.74m, while the RMSE is improved by 32% to 8.26m. The corresponding 
horizontal errors are 3.27 (67th percentile) and 9.03m (95th percentile).  
It must be noted that in order to fully realise the impact of the new signals, 
multipath errors must be corrected, as they can be dominant and thereby 
negating the benefit of the use of dual frequency measurements to mitigate the 
effects of the ionosphere. Due the number of satellites broadcasting the L5 
signal being relatively low, its impact on the mitigation of the ionospheric error is 
left to future research. This is in addition, both the cases of L2C and L5 code 
measurements being used in stand-alone positioning and compared to each 
other and to the L1 C/A code measurements. 
16. The improvements in positioning accuracy through the adoption of the 
ionospherically-free linear combination approaches that offered by multi-
constellation differential positioning and should enable more of the applications 
in Table 2.6 to be supported while facilitating the achievement of very high 
accuracy (metre level or better) through enhanced integer ambiguity resolution 
when using carrier phase measurements. 
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9.2 Suggestions for future work 
1. Research is required to develop a comprehensive and rigorous methodology 
for the derivation of the required navigation performance for all the location 
based services identified in this thesis. Clearly, this should involve all the 
relevant stakeholders. 
2. Due the number of satellites broadcasting the L5 signal being relatively low, 
its impact on the mitigation of the ionospheric error has not been attempted in 
this thesis. This is in addition, to the assessment of its impact in stand-alone 
positioning to quantify its performance against the L1 C/A and L2C code 
measurements. This should allow the analysis of the benefit of improved 
precision as demonstrated through multipath and noise analysis in this thesis. 
3. The data used in this thesis were captured mainly using high grade low 
sensitivity receivers, due to the unavailability of high sensitivity multi-
frequency receivers. When such receivers are available, research should be 
undertaken to quantify the benefits of the new signals in terms of ease of 
tracking and data recovery. 
4. As some of the urban bus operations location based services require 
positioning accuracy better than can be delivered by code measurements, 
research should be undertaken to analyse the impact of the improvements 
demonstrated in this thesis on the ability to use carrier phase measurements 
in urban environments. Both Network RTK (NRTK) and Precise Point 
Positioning (PPP) techniques should be investigated and their strengths and 
weaknesses determined. The former should include the investigation of the 
capabilities of the Leica Geosystem’s SmartNet and Ordnance Survey’s OS 
Net sites. 
5. Research should be undertaken to develop and test the required functional 
models to realise the physical architecture proposed in Chapter 3. 
6. Although the research undertaken in this thesis on positioning technologies 
addresses bus operations, the potential improvements in positioning are 
applicable to other ITS services in urban areas. Further research is required to 
determine the level and nature of the applications that would benefit. 
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