Recent interferometric observations have shown bright HCN emission from the ν 2 = 1 vibrational state arising in buried nuclear regions of galaxies, indicating an efficient pumping of the ν 2 = 1 state through absorption of 14 µm continuum photons. We have modeled the continuum and HCN vibrational line emission in these regions, characterized by high column densities of dust and high luminosities, with a spherically symmetric approach, simulating both a central heating source (AGN) and a compact nuclear starburst (SB). We find that when the H 2 columns become very high, N H2 10 25 cm −2 , trapping of continuum photons within the nuclear region dramatically enhances the dust temperature (T dust ) in the inner regions, even though the predicted spectral energy distribution as seen from outside becomes relatively cold. The models thus predict bright continuum at millimeter wavelengths for luminosity surface brightness (averaged over the model source) of ∼ 10 8 L pc −2 . This greenhouse effect significantly enhances the mean mid-infrared intensity within the dusty volume, populating the ν 2 = 1 state to the extent that the HCN vibrational lines become optically thick. AGN models yield higher T dust in the inner regions and higher peak (sub)millimeter continuum brightness than SB models, but similar HCN vibrational J = 3 − 2 and 4 − 3 emission owing to both optical depth effects and a moderate impact of high T dust on these low-J lines. The observed HCN vibrational emission in several galaxies can be accounted for with a HCN abundance of ∼ 10 −6 (relative to H 2 ) and luminosity surface brightness in the range (0.5 − 2) × 10 8 L pc −2 , predicting a far-infrared photosphere with T dust ∼ 80 − 150 K -in agreement with the values inferred from far-infrared molecular absorption.
INTRODUCTION
Buried galactic nuclei (hereafter BGN) are compact ( 100 pc) nuclear regions in galaxies with both high gas column densities ( 10 24 H 2 cm −2 ) and high luminosity surface brightnesses ( 10 7 L pc −2 ). Both starbursts and buried, accreting supermassive black holes (i.e., active galactic nuclei, AGNs) are suspected to power BGNs, although the dominant luminosity sources in individual nuclei and in the entire BGN population are unclear and under debate. In the local Universe, they are mostly observed in (Ultra)-Luminous Infrared Galaxies, (U)LIRGs, and when present they contribute significantly to the high luminosities of these galaxies (Soifer et al. 2000) . Obscured nuclei may be formed through the loss of angular momentum of the gas associated with a merger event or a strong bar (e.g. Hopkins et al. 2008) , or via dissipative contraction of gas-rich disks that become unstable due to cold inflows (Dekel & Burkert 2014) . All these mechanisms involve neutral inflows that are indeed observed in some (U)LIRGs via inverse P-Cygni profiles or redshifted absorption in [O I] 63 µm and/or ground-state OH (González-Alfonso et al. 2012 Falstad et al. 2015 Falstad et al. , 2017 . At higher redshifts, mergers and cold inflows are probably more common than locally, and so are the formation of obscured nuclei; they have been identified from the high infrared to X-ray luminosity ratio and their negligible emission at optical wavelengths (Chang et al. 2017) , though their statistical significance is still not well addressed.
Given the extreme extinction that characterize BGNs, the most promising way to identify and give insight into their physics is through continuum studies with high angular resolution at millimeter wavelengths and with molecular spectroscopy from the infrared to centimeter wavelengths. Interferometric observations have measured 0.8 − 3 mm continuum brightness temperatures of hundreds of Kelvin at the scale of a few tens of parsecs or less in the nuclei of some (U)LIRGs (e.g., Sakamoto et al. 2013 Sakamoto et al. , 2017 Aalto et al. 2019) . Attributing the continuum to thermal emission from dust (as supported by radio spectral energy distribution), the strongly peaked emission suggests high luminosity surface densities in the nuclei. As a guide, a 100 K blackbody sphere has a luminosity surface density of L IR /(πR 2 ) ≈ 6 × 10 7 L pc −2 . (We will see later the effect of gas and dust covering such a source.) These nuclei also need to have the high column densities of BGNs in order for dust to have a significant optical depth that can explain these high brightness temperatures. At far-infrared (far-IR) wavelengths, BGNs are characterized by high-lying (i.e., lower-level energy E low 300 K) absorption lines of various molecular species against the continuum -usually associated with a strong [C II] deficit (e.g. González-Alfonso et al. 2015 , and references therein). The OH 65 µm doublet (with E low ≈ 300 K), observed in a number of (U)LIRGs with Herschel/PACS, has been used as a far-IR signature of these regions; however, not all sources that show deep OH 65 µm absorption are similar as they span an important range in column densities and molecular excitation, with a threshold of N H ∼ 10 24 cm −2 above which the doublet is saturated. To overcome the curtain of obscuring dust, the observation of high-lying molecular lines in emission at (sub)millimeter and centimeter wavelengths also provide high angular resolution and are thus highly useful. Of special interest are the vibrationally excited HCN ν 2 and HC 3 N ν 7 and ν 6 lines. Probably due to the combination of high columns, which protect these species from photoionization, and high temperatures (Harada et al. 2010) , cyanopolynes attain high abundances and their vibrational lines are prominent in these regions in spite of their involved high-energy levels (> 1000 K for HCN). Following the first extragalactic detection of the HCN ν 2 = 1 f J = 3 − 2 and J = 4 − 3 lines in the prototypical BGN NGC 4418 (Sakamoto et al. 2010) , the HCN vibrational lines have been detected and imaged in a number of BGNs (Aalto et al. 2015a,b; Martín et al. 2016; Imanishi et al. 2016a,b; Falstad et al. 2018) , indicating a very efficient pumping of the vibrational states through absorption of 14 µm continuum photons -the wavelength of the vibrational band detected in strong absorption towards the same objects by Lahuis et al. (2007) .
The HCN vibrational lines are not exclusive of BGNs, but have been also detected (including vibrational lines of the isotopologues H 13 CN and HC 15 N) in galactic hot cores (Rolffs et al. 2011a,b,c) although with significantly lower L HCN ν2 3−2 /L IR ratio in the case of Sgr B2(M) (Aalto et al. 2015b) . One interesting point that Rolffs et al. (2011b,c) emphasized is the role of the continuum optical depth in explaining the HCN vibrational emission. Once the dust becomes optically thick to its own radiation, the dust emission is trapped and its diffusion enhances the inner dust temperature (T dust ). Dust is heated through absorption of infrared photons coming from the full 4π sr even if the heating source is located at the center, i.e. backwarming (first discussed by Rowan-Robinson 1982 ) is key to increase T dust . This "greenhouse" effect is very efficient in raising T dust as it works in the continuum, i.e. at all relevant wavelengths -rather than through bands of molecules at specific wavelength ranges, as in the atmosphere of the Earth 1 . In addition, the greenhouse effect is evidently taking place in BGNs, as the far-IR molecular line absorption observed with Herschel/PACS in these galaxies demonstrates that the continuum behind is optically thick in the far-IR and, in some extreme cases, even at millimeter wavelengths (Sakamoto et al. , 2017 Scoville et al. 2017) .
In this paper, we develop on the greenhouse effect in BGNs to quantitatively explore to which extent the observed fluxes of the HCN vibrational lines can be understood upon values of physical parameters that are inferred from independent methods; specifically, the column densities, luminosity surface densities, absolute luminosities, and HCN abundances. An oversimplified spherical symmetry is used in the present study that, nevertheless, gives a solid basis on the problem because of the reduced number of involved free parameters. We model the T dust profile in §2 for pure AGN and pure SB models; these T dust profiles are used in §3 to model the HCN vibrational emission and to compare the modeling results with observations. Our main results, including the use of spherical symmetry, are discussed in §4, and the conclusions are summarized in §5. Predictions for HC 3 N and HNC vibrational emission will be studied in a future work.
MODELS FOR THE CONTINUUM

Description of the models
The models for the continuum aim to compute the dust temperature (T dust ) profile in the source and the emergent spectral enery distribution (SED), assuming spherical symmetry. These models were used but only briefly described in González-Alfonso & Cernicharo (1999) , and we describe them in more detail in Appendix A.
We performed two types of models according to the (dominant) nature of the heating source(s): "AGN" models assume a central source of heating, while starburst ("SB") models simulate a deposition of energy distributed across the source. In both models, it is assumed that the radiation from the heating source(s) is locally absorbed by dust and re-emitted in the infrared. This approach, which is a good approximation because of the high column densities that characterize these obscured regions 2 , imply that the bulk of the dust is heated by mid-and far-infrared radiation, and hence scattering of radiation can be neglected. In AGN models, the central heating source is a blackbody with temperature T cen = 1300 K and a radius R cen that is set to match the required luminosity L AGN IR .
3 In SB models, there is no central source and the heating of shell m (Γ m ) due to stars is assumed to be proportional to both the density of dust and the total dust mass of the shell, Γ m ∝ ρ m M m , normalized to give the required luminosity (L SB IR = m Γ m ). Evidently, the pure AGN models are Figure 1 . The two curves of mass absorption coefficient of dust as a function of wavelength considered in this work. We use as fiducial the red curve, with an emissivity index of β = 1.6 and κabs = 1.2 cm 2 g −1 of dust at λ = 1.1 mm.
highly idealized in sources with high column densities, where star formation is unavoidable, and represent an extreme limit still useful to potentially address, from comparison with SB models, the possible presence of an extremely buried and energetically dominant AGN. In addition, the SB models obviously smooth out the variation of dust temperatures within any shell as a result of star formation therein, so that the dust temperatures should be considered as mass-averaged within the shell. On the other hand, while both types of models aim to simulate the BGN as a single source, they can also be applied to a collection of independent (not radiatively interacting) sources, provided that the parameters listed below are applicable to each source of the ensemble. The density profile across the source is described with a power-law ρ ∝ r −q , with q = 1, 1.5. In all our models, a small cavity with radius R int = R out /17 is adopted, where R out is the outer radius of the source (R int > R cen in all AGN models). Figure 1 shows the two curves for the mass absorption coefficient of dust, κ abs , considered in this work. The black curve is the same as used in González-Alfonso et al. (2014) , with an emissivity index from the far-IR to millimeter wavelengths of β = 1.85 and κ 250 µm = 8.2 cm 2 g −1 of dust at 250 µm. According to Planck Collaboration (2011), however, and for a gas-to-dust ratio of 100, κ 250 µm is significantly higher, ≈ 14 cm 2 g −1 ; in addition, κ abs increases with increasing dust temperature (Mennella et al. 1998) . Therefore, we have also used the red curve with the same profile as the black curve at λ < 30 µm but with β = 1.6 at longer wavelengths. At 1.1mm, which is the wavelength of the HCN ν 2 = 1 f J = 3 − 2 transition, the black and red curves give 0.43 and 1.2 cm 2 g −1 of dust, which we expect to bracket the actual value. We have used as fiducial the red curve, which gives significant optical depth at 1.1mm for the maximum column density considered in this work (N H2 = 10 25 cm −2 ), thus allowing us to study the effect of absorption of dust emission by the HCN vibrational line ( §3.2.3). Nevertheless, the T dust profiles obtained with both κ ν -curves are basically indistinguishable, as T dust depends on the optical depths at λ < 100 µm. Only results involving the continuum emission at (sub)millimeter wavelengths show differences between the two κ ν -curves. Our values of κ abs between 7.5 and 50 µm agree within 30% with the values tabulated by Draine (2003) .
As shown by Ivezić & Elitzur (1997) , the solution of radiative transfer (i.e. the T dust profile and normalized SED) basically depends on dimensionless parameters, but we opt here to use astrophysical parameters applied to the sources of interest: the T dust profile as a function of the normalized radius (r n = r/R out ) depends on the spatial distribution of the heating source(s) (AGN or SB), the luminosity surface density (characterized as Σ IR = L IR /(πR 2 out )), the density profile (q), and the H 2 column density N H2 . The latter is determined by assuming a gas-to-dust ratio of 100 by mass; for reference, a radial optical depth at 100 µm of τ 100 = 1 corresponds to N H2 ≈ 0.6 × 10 24 cm −2 .
Fiducial values
Our models are applied to obscured galaxy nuclei where vibrationally excited HCN has been detected, and the fiducial values listed in Table 1 for N H2 , Σ IR and q can account for most of these observations, as shown below. We use as fiducial N H2 the maximum value considered in this work, 10 25 cm −2 , characteristic of buried sources with bright HCN vibrational emission (e.g. NGC 4418 and Zw 049; Sakamoto et al. 2010 Sakamoto et al. , 2013 Costagliola et al. 2013; González-Alfonso et al. 2012; Falstad et al. 2015) . More extreme values of N H2 10 26 cm −2 have been inferred toward the western nucleus of Arp 220 (Scoville et al. 2017; Sakamoto et al. 2017) but, due to the inclination of the disk, these may not be representative of the column averaged over solid angles. We thus conservatively treat the extreme values of N H2 > 10 25 cm
by assuming that the T dust profile for N H2 = 10 25 cm −2 is approximately valid ( §3.2.3). On the other side, our simulations also cover relatively low values of N H2 < 10 24 cm −2 (Table 1) ; hence non-BGN sources are also considered. We also adopt as fiducial high values of Σ IR , (0.55 − 1.1) × 10 8 L pc −2 , as well as q = 1, yielding L IR /M gas = (480 − 960) L /M for fiducial values. Higher values of L IR /M gas may represent sources where negative feedback has cleared the nuclear region from molecular gas.
For a given set of parameters that determine the T dust profile (AGN/SB, Σ IR , q, and N H2 ), the absolute flux densities shown below are proportional to the solid angle ∆Ω ≡ πR
where D is the distance to the source 4 . As shown in §3.2.5, ∆Ω is in the range (1 − 3) × 10 −2 arc sec 2 for nearby LIRGs with bright HCN vibrational emission, and we adopt as fiducial ∆Ω = 1.1 × 10 −2 arc sec 2 . For a given set of values for the parameters in Table 1 , D is the only free parameter required to obtain the values of R out , L IR and M dust :
where the two values of M dust correspond to q = 1.5 − 1.0, respectively. For fixed fiducial parameters (AGN/SB, Σ IR , N H2 , q, and R out /R int ), absolute luminosities and masses are ∝ R 2 out .
Results
Figure 2 compares results for two AGN models (solid lines) and two SB models (dashed lines) that only differ in the column density, N H2 = 10 23 cm −2 (blue curves) and 10 25 cm −2
(red curves, see panel a); all other parameters correspond to the fiducial values. In both models (AGN and SB) with N H2 = 10 25 cm −2 , trapping of continuum photons is extremely efficient, thereby strongly increasing T dust in the innermost regions relative to models with the same luminosity but lower N H2 (see Fig. 2c ). Nevertheless, the mid-IR continuum in these models can only probe the externalmost shells, and the apparently paradoxical effect of a colder SED but a warmer T dust over the bulk of the source (relative to models with the same luminosity but lower columns, see panels b and c) is obtained for extreme N H2 . This greenhouse effect is also illustrated in panel d, which shows an enhancement of the mean intensity at mid-IR wavelengths within the cocoon of dust by a factor of 10. This is the radiation field that pumps the vibrationally excited states of the cyanopolynes, which will then enter in resonance with the greenhouse effect to produce strong vibrational emission.
The radiative diffusion timescale, t diff ∼ τ dust R out /c is evaluated for 25 µm photons and N H2 = 10 25 cm −2 as t diff ∼ 10 4 (τ dust /200) (R out /20 pc) yr. This is much shorter than While the predicted SEDs for AGN and SB models are basically indistinguishable for N H2 = 10 25 cm −2 (even at λ < 10 µm, outside of Fig. 2b) , the AGN models have significantly higher T dust in the innermost regions (Fig. 2c) . In SB models, the infrared luminosity generated per unit radial interval is d L IR /dr ∝ r 2(1−q) , which is flat for q = 1. An important fraction of the luminosity is thus generated close to the surface with more chance to escape, thus decreasing T dust in the innermost regions relative to AGN models.
The green curve in Fig. 2c indicates the T dust profile in the optically thin limit for parameters other than the column density equal to fiducial values (Σ IR = 5.5×10 7 L pc −2 , q = 1) and the AGN approach. The slope of this curve is s = −d log T dust /d log r ≈ 0.4, lower than the value of 0.5 expected for grey dust grains (i.e. κ abs independent of λ) due to the decreasing thermal cooling efficiency with decreasing T dust . The AGN model with N H2 = 10 23 cm −2 shows a similar T dust profile, though already showing some effects of trapping, but the N H2 = 10 25 cm −2 AGN model shows a higher slope of s ≈ 0.6 for r/R out < 0.5 and even higher in the external regions. By contrast, the SB model with N H2 = 10 25 cm −2 shows a slope of only s 0.2 in the inner r/R out < 0.3 region.
The steep slope s of T dust (r) in AGN models with high N H2 implies that, for thermal equilibrium between dust and gas, the gas in the inner regions will be unstable under adiabatic radial displacements. The criterion for convective instability translates into the condition s > q(γ − 1), where γ is the adiabatic index of the gas. For T dust 200 K, the excited rotational levels of H 2 are populated and γ ∼ 1.4, so that the instability criterion s > 0.4q is met in AGN models. For SB models, however, the innermost r/R out < 0.3 regions are stable. In the outermost layers of both AGN and SB models s > 1 and these regions, where the far-IR molecular absorption is produced, will be convective. Convection in BGNs is expected to generate turbulence, and would also modify the temperature (and density) structures of our models, but its quantitative assessment is beyond the scope of this paper.
We show in Fig. 3 the "photosphere" effect that we may expect in nuclei with high N H2 = 10 25 cm −2 (González-Alfonso et al. 2012). With these extreme columns and q = 1, the observer can only penetrate 20% of the source radius for λ 100 µm. In this external region, both the AGN and SB models of Fig. 2 (Σ IR = 5.5 × 10 7 L pc −2 ) yield T dust between 85 and 160 K, in general agreement with the values inferred from far-IR molecular absorption lines in the most buried sources (NGC 4418, Arp 220, Zw 049.057). At (sub)millimeter wavelengths, the penetration is constrained by the optical depth of the observed line.
One important implication of the greenhouse effect is that Υ IR ≡ 4πr 2 σ SB T dust (r) 4 is not conserved through the source, but is much higher than L IR over most volume for high N H2 . This is illustrated in Fig. 4a for the same models as in Fig. 2 . The infrared luminosity inferred from T dust and the apparent size may be overestimated by a large factor when selectively probing the innermost regions of the BGN. An alternative way to estimate the source luminosity is integrating the inferred σ SB T 4 dust over the sky plane, using the observed T dust distribution, and multiplying by 2 to account for the two faces of the disk (Wilson et al. 2014; Sakamoto et al. 2017) . We have performed a similar calculation in Fig. 4b (Ψ IR ) by using the brightness temperature T B (1.1 mm), rather than T dust , as a function of the impact parameter p. Results strongly depend on the optical depth at the observed wavelength (1.1 mm in our case). For N H2 = 10 25 cm −2 , τ dust (1.1 mm) ≈ 0.4 (Fig. 2a) and Ψ IR (AGN) gives a good estimate to L IR while Ψ IR (SB) underestimates it by a factor of Figure 2 . Results of two continuum models for an AGN-dominated source (solid lines) and two models for a starburst-dominated source (dashed lines), illustrating the greenhouse effect. The four models, shown with blue and red lines in panels a-c, have the same luminosity surface density (ΣIR = 5.5 × 10 7 L pc −2 ), solid angle (∆Ω = 1.1 × 10 −2 arc sec 2 ), and the density varies as r −1 (q = 1). The models differ only in the column density (panel a): NH2 = 10 25 (red) and NH2 = 10 23 (blue) cm −2 . The predicted SED of the blue (thinner) model is warmer than the red (thicker) model (panel b), because in the former the observer penetrates much inside the cocoon of dust with warmer material. Nevertheless, Tdust is on average much higher for the red (thicker) models (panel c), due to trapping of continuum photons. In panel c, the green curve indicates the optically thin limit for the AGN model, with Tdust ∝ r −0.4 (see text). Within the cocoon of dust, the radiation field at 14, 20, and 40 µm, responsible for the excitation of HCN ν2 = 1, HC3N ν6 = 1, and HC3N ν7 = 1 states, is dramatically enhanced for the thick models. The calculated mean intensities < J > at the wavelengths of the HCN and HC3N ro-vibrational lines have large enhancement factors ( 10, panel d). Therefore, the HCN and HC3N ro-vibrational lines enter in "resonance" with the greenhouse effect under conditions of high columns, generating strong cyanopolyne emission from the excited vibrational states.
≈ 3. However, once the continuum at 1.1 mm becomes optically thick, Ψ IR may overestimate L IR by an important factor. Figure 5 shows the dependence of < T dust >, the massaveraged T dust ( ρ(r) T dust (r) r 2 dr/ ρ(r) r 2 dr), on model parameters. In order to describe spatial variation of T dust , the average is performed over 3 radial intervals: the innermost r < R out /3 region (blue symbols), the r < 2R out /3 region (red symbols), and the entire source (black symbols), and is shown as a function of N H2 and for both AGN (filled symbols) and SB (open symbols) models. The different panels show results for Σ IR = 5.5 × 10 7 (upper panels) and Σ IR = 1.4 × 10 7 L pc −2 (lower panels), and for q = 1.0 and 1.5 (left-hand and right-hand panels, respectively). While there is in all models a contrast between the temperature in the innermost regions and the value averaged over the full source, the strongest contrast corresponds to models with N H2 10 24 cm −2 , giving in AGN models < T dust > 200 − 300 K for r < R out /3 and Σ IR = (1.4 − 5.5) × 10 7 L pc −2 , respectively. While the AGN models yield similar < T dust > for q = 1 and q = 1.5, the SB models give significatively higher temperatures for q = 1.5, because the radiation is in the latter case more centrally generated.
Appendix A shows the T dust profiles calculated for most performed models, and the results of fitting these profiles to analytic curves that give accurate results for T dust within 10% at all radii. Table 1 ).
Radiation pressure
We evaluate in Fig. 6 the interplay between radiation pressure and gravity in our modeled sources. As backwarming is key to evaluate T dust in models with high column densities, backpressure is equally important to compute the net outward force due to radiation pressure (see Appendix A). In Fig. 6a -b, the radial profiles of the outward, inward, and net (outward−inward) forces per unit gas mass (i.e. the acceleration) due to radiation are shown for the AGN and SB models with Σ IR = 1.1 × 10 8 L pc −2 , N H2 = 10 25 cm −2 , and q = 1. We have estimated the inward force due to gravity as follows: for SB models, we compute the stellar mass in every shell m as M * (m) = L IR (m)/ , where L IR (m) is the luminosity generated in shell m and is the light-to-mass ratio of the current stellar population. We first note that there is a threshold value of , th , below which the radiation pressure support against gravity is not possible. Using Andrews & Thompson 2011) , where F edd is the Eddington flux, Σ g is the gas surface density, κ F is the Rosseland mean opacity (assumed independent of T dust ), and f g is the gas fraction, combined with f
If < th , radiation pressure support is unattainable regardless of the gas column density and gas fraction, and the source is intrinsically sub-Eddington. A top-heavy stellar intial mass function, combined with a young age, appear to be strong constraints for global radiation pressure support in Figure 4 . a) The ratio of ΥIR ≡ 4πr 2 σSBTdust(r) 4 to the luminosity of the source for the same models as in Fig. 2 
4 to the luminosity of the source, where TB(p ) is the brightness temperature at 1.1 mm for impact parameter p . Results are shown for ΣIR = 1.1 × 10 8 L pc −2 and three values of NH2; solid and dashed lines correspond to AGN and SB models, respectively. starburst galaxies. Following Förster Schreiber et al. (2003) we choose two values for that lie above and below th : a high value of H = 1700 L /M , which corresponds to the modeled value for a young starburst with a Salpeter (1955) initial mass function and a lower cutoff mass of 1 M , and a lower value of L = 250 L /M , representing a more aged burst. For N H2 = 10 25 cm −2 and Σ IR = 1.1 × 10 8 L pc −2 , the gas fractions are f gas = 0.63 and 0.33 for H and L , respectively, decreasing for lower values of N H2 .
For AGN models, we simply assume that M * (m) = 3 × M gas (m) in every shell, which can be attributed to an old stellar population. The central mass is assumed to be M central = Figure 5 . Dependence of the mass-averaged Tdust on the surface brightness (ΣIR = LIR/πR 2 out ), density profile (q), and fractional volume over which the average is performed. Full circles (solid lines) and open circles (dashed lines) indicate AGN and SB models, respectively. As labeled in panel c, blue symbols show < Tdust > for the innermost r < Rout/3 region, red symbols for the r < 2Rout/3 region, and black symbols show < Tdust > for the entire source. Upper panels show results for ΣIR = 5.5 × 10 7 L pc −2 , with both (a) q = 1 and (b) q = 1.5, and lower panels show results for ΣIR = 1.4 × 10 7 L pc −2 .
2 × 10 −4 L IR (in solar units). This is a factor 6 above the Eddington limit (M BH = 3 × 10 −5 L Edd ), but M central should include both the black hole mass and the surrounding gas feeding it. The values of the acceleration in Fig. 6a -b are scale invariant. Figure 6a -b shows that, in the AGN and SB-H models, the force due to radiation pressure is close to the gravity force in the innermost regions, but gravity overcomes radiation pressure in the external regions where T dust drops. As expected, radiation pressure cannot support the structure in the SB model with L .
Considering each modeled source as a whole, Fig. 6c -d plots the net force on the whole gas due to radiation pressure, normalized to L IR /c, as a function of N H2 and of the corresponding net force due to gravity. Both AGN and SB models with Σ IR = (5.5 − 22) × 10 7 L pc −2 are plotted. For N H2 = 10 25 cm −2 , the AGN models yield F rad /(L IR /c) ≈ 200, the continuum optical depth at ≈ 25 µm (Fig. 2a) . Again, all plotted values are scale invariant. In SB models with L , F grav is much higher than F rad for all columns and Σ IR values. The AGN and SB ( H ) models are closer to the Eddington limit. In addition, we find that F rad can overcome gravity for AGN models with moderate N H2 < 10 24 cm −2 , though this becomes hard in sources with very high column densities. Since real systems are expected to be a combination of our pure AGN and SB models with several ages, this result could shed some light on the lack of wide angle outflows in OH, in BGNs with extreme column densities (Falstad et al. 2019) , provided that the AGN is not luminous enough to generate a hot bubble that would drive an energy-conserving outflow (e.g. Faucher-Giguère & Quataert 2012; Richings & Faucher-Giguère 2017) . We conclude that our models may represent BGNs close to radiation pressure support (Scoville 2003) , though feedback through a hot bubble or winds is probably required to launch a wide-angle outflow in real systems with typical column densities of a few × 10 23 cm −2
(González-Alfonso et al. 2017).
3. MODELS FOR HCN
Description of the models
The models for HCN include 25 rotational levels -ignoring hyperfine structure-in the ground vibrational state (v = 0) and, because of the l−doubling in the ν 2 = 1 bending state, up to 48 levels in ν 2 = 1, with a maximum energy above the Figure 6 . Upper: Radial profiles of the acceleration (force per unit gas mass) due to radiation pressure on dust, for (a) AGN and (b) SB models, with parameters specified. The dark and light blue curves show the outward and inward accelerations, respectively, and the net (outward) acceleration is shown in red. The green curves show the inward acceleration due to gravity that, for the SB model, has been calculated for two values of , the light-to-mass ratio of the stellar population (denoted as H and L, see text). Lower: The net force due to radiation pressure is plotted as a function of (c) NH2 and (d) the net force due to gravity, for both AGN (red) and SB (blue and green) models. Small, medium, and large circles indicate ΣIR = 5.5 × 10 7 , 1.1 × 10 8 , and 2.2 × 10 8 L pc −2 . All values are scale invariant.
ground level of 2300 K (ν 2 = 1, J = 24) and giving a total of 165 transitions (including the direct l-type transitions within ν 2 = 1 at centimeter wavelengths). The models use the T dust profiles obtained in the previous section, and assume thermal equilibrium between dust and gas (T gas = T dust ). For HCN, however, there is no need of the large number of shells required for T dust calculations (Appendix A), so that the T dust profiles were smoothed and 30 shells were used for molecular calculations. The approach described in González-Alfonso & Cernicharo (1997 was used to calculate the equilibrium populations and emergent spectra, and the molecular excitation by dust-emitted photons was treated assuming that gas and dust are mixed. Absorption of line emitted photons by dust (extinction) is taken into account for all transitions. Calculations for HCN include overlaps between the Q-branch ro-vibrational lines, as well as between the blended ν = 0 and ν 2 = 1 e rotational lines. For simplicity, no velocity gradients are included. Collisional excitation from the ground to the ν 2 = 1 vibrational state is ignored, as well as among levels within the ν 2 = 1 state. Collisional rates among rotational levels of the ground ν = 0 state are taken from Dumouchel et al. (2010) . Unlike the continuum models developed in §2, line excitation models have the source size (R out ) as an independent parameter in addition to N H2 and others in Table 1 . This is because collisional excitation depends on the local gas density n H2 , which in spherical symmetry is proportional to N H2 R −1 out . Despite this dependence on R out , we use a simplified approach in our modeling to adopt the n H2 profiles (as a function of r/R out ) in Fig. 7 for any R out , and scale n H2 with N H2 . The density profiles in Fig. 7 are exact for R out = 17 pc. This simplification shrinks the model-parameter space and is partly justified by noting that N H2 , n H2 , and R out do not necessarily have a direct link in realistic situations where the gas distribution is neither smooth nor spherically symmetric: in a flat structure like an inclined disk, the solid angle subtended by the source yields a scale length in the plane of sky R out = D ∆Ω/π, but the scale length along the line of sight N H2 /n H2 is an independent parameter. We thus unlink the values of n H2 from R out to approximately account for more general geometries, and discuss below the impact of the adopted density profiles on results.
Assuming that the HCN abundance relative to H 2 , X HCN , is uniform across the source, the excitation of HCN for a given continuum model and density profile depends on N HCN /∆V , the HCN column density (along a radial path) per unit of velocity interval. Line broadening is simulated with a microturbulent approach. For given N HCN /∆V , the emergent line fluxes are proportional to the velocity dispersion ∆V . In NGC 4418, pure rotational HCN lines have been detected in absorption with Herschel/PACS at far-IR wavelengths (135 − 190 µm, up to at least J = 25 − 24), suggesting high column densities of HCN (González-Alfonso et al. 2012). For HCN/H 2 O = 0.1 − 0.3 and H 2 O/H ∼ 10 −5 , we expect X HCN ∼ 10 −6 in these nuclear regions, which we adopt as fiducial value. A similar HCN abundance was derived by Lahuis et al. (2007) in BGNs from the analysis of the 14 µm band, and chemical calculations also favor high X HCN in very warm regions (Harada et al. 2010 ). On the other hand, ∆V should approximately characterize the velocity dispersion measured in the nuclear regions of (U)LIRGs after correcting for the rotation velocity; i.e. ∆V is the velocity dispersion along a typical line of sight through the nucleus. In the nuclear regions of ULIRGs, ∆V is high ( 100 km s −1 ) as measured from the CO lines (e.g. Downes & Solomon 1998), but CO probably probes more extended gas than that associated with the HCN vibrational emission. In the LIRG IC 860, where the HCN ν 2 = 1 f J = 3 − 2 line is unblended from the neighboring HCO + 3 − 2 line, the HCN vibrational line has FWHM = 130 km s −1 (Aalto et al. 2015b) , with some broadening attributed to the rotation. We adopt a fiducial ∆V = 67 km s −1 with the simplified assumption that ∆V is uniform and hence independent of the impact parameter p, and then N HCN /∆V = 1.5 × 10 17 cm −2 /(km s −1 ) for N H2 = 10 25 cm −2 . Since N HCN is uniquely determined by N H2 and X HCN , we list in Table 1 the fiducial values for X HCN /∆V and ∆V .
As it is the case for the continuum, line fluxes are proportional to ∆Ω = πR 2 out /D 2 for fixed values of the fiducial parameters in Table 1 .
Results
HCN excitation and line optical depths
The excitation of HCN is illustrated in Fig. 8a-f through the comparison between the T dust profiles and the excitation temperatures (T EX ) of the HCN Q(3), ν = 0 J = 3 − 2, and ν 2 = 1 f J = 3 − 2 lines. As shown in the upper panels (a, c, and e), the excitation is extremely simple for N H2 = 10 25 cm −2 , as the three lines are in LTE at T gas = T dust even for moderate Σ IR = 1.4 × 10 7 L pc −2 . Collisional excitation is able to thermalize the HCN ν = 0 low-J levels at T gas , and the Q(3) line, connecting the ν = 0 J = 3 and ν 2 = 1 f J = 3 levels, is also thermalized at the local T dust . As a consequence, the ν 2 = 1 f J = 3 − 2 line is also thermalized. The HCN ground-state levels can be excited either via collisional events and/or by radiative pumping to the ν 2 state and subsequent decay. If the column density is decreased by a factor 10 ( Fig. 8b-d-f , with N H2 = 10 24 cm −2 ), n H2 drops by the same factor (Fig. 7) and collisions are unable to thermalize the ν = 0 low-J lines in the external regions (Fig. 8d) . The departure from LTE occurs at T dust 200 K, because radiative excitation is still able to thermalize the ν = 0 low-J levels at higher T dust . Nevertheless, the Q(3) line is still in LTE at all radii (Fig. 8b) because the continuum at 14 µm remains very optically thick (Fig. 2a) . Therefore, the excitation of the ν 2 = 1 f J = 3 − 2 line mimics that of the ground ν = 0 J = 3 − 2 line, hence showing the same departure from LTE ( Fig. 8d-f) .
The maximum optical depths through the source (τ max ) of the quoted lines are also shown in Fig. 8g . The HCN ν = 0 J = 3 − 2 line is very optically thick in all models, and as a surface tracer it is unuseful to probe the inner regions of BGNs where radiative excitation is important. The Q(3) line is also saturated. For fixed N H2 , these transitions show higher τ max in models with lower overall excitation, because the population is accumulated in the low-J levels. By contrast, the HCN ν 2 = 1 f J = 3 − 2 line obviously shows higher τ max in higher excitation models, and the mere detection of the line provides evidence for environments with extreme physical conditions. For our fiducial X HCN /∆V , this line becomes optically thick for N H2 > 10 24 cm −2 and Σ IR 5 × 10 7 L pc −2 . . In our models we assume Tgas = Tdust. As indicated in panel a, the red-green curves indicate AGN models with ΣIR = (5.5 − 1.4) × 10 7 L pc −2 , while the light-blue and blue curves show the analogous SB models. Upper panels show results for NH2 = 10 25 cm −2 , and lower panels for NH2 = 10 24 cm −2 ; other parameters have fiducial values. g) The maximum line optical depth (at line center and along the sightline that crosses the source tangent to the inner cavity) of the same lines as before (ν = 0 J = 3 − 2 in black, Q(3) in red, and ν2 = 1 f J = 3 − 2 in blue) as a function of NH2. Solid and dashed lines correspond to ΣIR = 5.5 × 10 7 and 1.4 × 10 7 L pc −2 , respectively, and circles and starred symbols indicate AGN and SB models, respectively. and q = 1.
We have also checked the excitation and optical depth of the direct l−type transitions (∆J = 0) in the ν 2 = 1 state at centimeter wavelengths. Three of these lines (J = 4, 5, 6) were detected in absorption towards Arp 220 with the Arecibo telescope (Salter et al. 2008) . In our models, however, these lines are slightly inverted, although with weak amplification (|τ | < 0.3 for the highest N H2 = 10 25 cm −2 ). The inversion is due to overlap effects among the ro-vibrational lines that pump the ν 2 = 1 state, and involves a tiny perturbation in the relative populations of the e and f levels because of the low splitting due to l−type doubling (see discussion by Thorwirth et al. 2003) . Since collisional coupling among the involved levels, which is not included in our models, is expected to quench the maser in high density regions, we have estimated the velocity-integrated optical depth of the J = 5 line at 6.73 GHz by assuming that the sum of the upper and lower level populations remains unchanged, and that the levels are thermalized at the local T gas . Results for τ (v) dv along a radial path, as a function of N H2 for Σ IR = 5.5 × 10 7 L pc −2 and q = 1, are shown in Fig. 9 . For N H2 = 10 25 cm −2 , τ (v) dv ∼ 0.8 km s −1 with very similar values for the AGN and SB models. Most of the absorption is produced in the inner layers (r/R out 0.3) where T dust 300 K. In Arp 220, the value measured by Salter et al. (2008) for this line is ≈ 5 km s −1 , which independently indicates the enormous columns of warm HCN gas in the nuclear region of this galaxy.
3.2.2. The impact of the greenhouse effect on the HCN vibrational emission in buried galactic nuclei Figure 10 illustrates the impact of the greenhouse effect on the HCN ν 2 = 1 f J = 3 − 2 and J = 4 − 3 emission, by comparing in detail results of the same models as in Fig. 8a ,c,e (with N H2 = 10 25 cm −2 and Σ IR = (1.4 − 5.5) × 10 7 L pc −2 ). As shown in Fig. 10d -e, the HCN ν 2 = 1 f J = 3−2 and J = 4−3 lines are optically thick along lines of sight that cross regions with T dust 200 K. These are the regions that mostly contribute to the line fluxes, so that the fluxes are nearly proportional to the solid angle subtended by the region with temperatures above ∼ 200 K. For Σ IR = 5.5 × 10 7 L pc −2 , this region is about twice the size of the model with 1.4 × 10 7 L pc −2 , and hence the modeled fluxes are a factor ∼ 4 higher.
As discussed above (Fig. 8a,c,e) , the low-J ν = 0, ν 2 = 1−0, and ν 2 = 1 lines are in LTE at the local T gas = T dust for the high N H2 = 10 25 cm −2 value considered in Fig. 10 , and hence the excitation of the ν 2 = 1 rotational lines is higher in AGN than in SB models. However, the higher excitation of AGN models mainly affect the high-J levels of the ν 2 = 1 state, while the relatively low-lying HCN ν 2 = 1 f J = 3, 4 levels only show a moderate increase of populations ( 50% for Σ IR 5.5 × 10 7 L pc −2 ) relative to SB models 5 . In addition, and owing to the quoted line opacity effects in the ν 2 = 1 lines, the innermost regions of the AGN model where T dust is very high are not probed, so that the AGN and SB models with the same Σ IR yield similar line fluxes. The differences in HCN ν 2 = 1 fluxes between AGN and SB models are mostly due to the different spatial scales over which the lines are optically thick, and are larger for moderate Σ IR (Fig. 10d-e) . One way to observationally check that the ν 2 = 1 lines saturate is observing both the 3 − 2 and 4 − 3 lines. In the optically thick regime, the flux ratio 4 − 3/3 − 2 (both in Jy km s −1 ) is (ν 4−3 /ν 3−2 ) 2 ≈ 1.8. A ratio slightly higher (1.9 − 2) may also be expected because the 4 − 3 line is optically thick over a slightly larger spatial extent (this effect is again more pronounced for moderate Σ IR , Fig. 10 ). However, the opposite effect is obtained (ν 2 = 1 f 4 − 3/3 − 2 < 1.8)
if the (sub)millimeter continuum is bright, because the absorption of the continuum by the lines is stronger for the ν 2 = 1 f J = 4 − 3 line ( §3.2.4); this effect dominates over the different emitting areas in the AGN models, and in the SB model with high Σ IR , of Fig. 10 .
For models with N H2 = 10 25 cm −2 , and since the ν 2 = 1 lines become optically thick at T EX ≈ T dust 200 K, line fluxes can be estimated as
where k is the Boltzmann constant and ∆Ω τ =1 is the solid angle subtended by the region where the line saturates (i.e. where T dust ≈ 200 K). For the ν 2 = 1 f J = 3 − 2 line, taking ∆Ω τ =1 = 0.6 2 ∆Ω for the SB model with Σ IR = 5.5 × 10 7 L pc −2 ( Fig. 10 ; ∆Ω in Table 1 ) and ∆V ∼ 100 km s −1 (higher than 67 km s −1 due to broadening by line opacity effects), eq. (5) model, eq. (5) yields 1 Jy km s −1 , also in rough agreement with the modeled value. Equation (5), and specifically the value of T EX = 200 K for the photosphere of the HCN vibrational emission, can be observationally checked if the rovibrational line is spatially resolved and ∆Ω τ =1 is estimated, but we remark that it is only valid for N HCN = 10 19 cm −2 . A few models for H 13 CN, assuming an abundance ratio relative to HCN of 1/60, have also been computed with fiducial parameters (Σ IR = 1.1 × 10 8 L pc −2 ). The fluxes predicted for the H 13 CN ν 2 = 1 f J = 3 − 2 and J = 4 − 3 lines are factors 20 − 25 and 15 − 18 weaker than the HCN fluxes of the same lines, respectively. Despite the above H 13 CN ν 2 = 1 f lines are optically thin, the AGN and SB models yield similar fluxes for them because the higher T dust of the AGN models mainly affect the high-J levels of the ν 2 = 1 state and the increase of the ν 2 = 1 f J = 3 − 4 level populations is moderate.
Spatial profiles
Since the continuum at millimeter wavelengths is less optically thick than the HCN ν 2 = 1 f J = 3 − 2 line (Fig. 10d-e) , and due to the greenhouse effect that is responsible for the high T dust in the innermost regions, the millimeter-wave continuum and HCN vibrational emission are expected to show quite different spatial profiles (Fig. 11) . The continuum strongly peaks toward the center, with a profile steeper than the N H2 (p) profile of our spherically symmetric models (indicated with the green curve in Fig. 11a ; N H2 (p) attains 10 25 cm −2 at p/R out ≈ 0.45). By contrast, the brightness of the continuum at 60 µm, for which a well defined photosphere exists (Fig. 3) , is nearly flat (grey curve in Fig. 11a ). The bulk of the source luminosity is emitted in the far-IR (Fig. 2b) , so that the continuum at millimeter wavelengths, while nicely probing the warm inner regions, may underestimate the area over which the luminosity is re-emitted. On the other hand, the velocity-integrated line brightness above the continuum of the HCN ν 2 = 1 f J = 3 − 2 and J = 4 − 3 lines show a drop of emission toward the center (Fig. 11c) because the line is formed in front of the bright continuum, thus absorbing it 6 . The continuum brightness at 1.1 mm behind the HCN ν 2 = 1 f J = 3 − 2 photosphere is still insufficient to produce an absorption line (i.e. negative T B dv) toward the center, but the 4 − 3 line shows a net absorption in the AGN model owing to the increasing optical depth of the continuum and the line. For sufficiently high N H2 , we thus expect a ring-like emission for both the HCN ν 2 = 1 f J = 3 − 2 and J = 4 − 3 lines, as recently observed in IC 860 (Aalto et al. 2019) , and a strongly varying HCN-to-continuum brightness ratio (Fig. 11d) . Note that significant absorption of the continuum by the HCN ν 2 = 1 f J = 3 − 2 line is expected when the HCN line flux-to-continuum ratio, with units of velocity (Fig. 11d) , becomes comparable to or lower than the linewidth of the HCN vibrational line, meaning that the total (velocity-integrated) continuum absorbed by the line is comparable to the line flux. Absorption of thermal dust continuum by molecular lines at (sub)millimeter wavelengths has been inferred in several galactic nuclei (e.g. Sakamoto et al. 2009; Martín et al. 2016; Aladro et al. 2018 ).
Our models with N H2 = 10 25 cm −2 still have too low continuum optical depth at 2.6 mm (τ 2.6 mm ≈ 0.1 along a radial path, Fig. 2a ) to account for the high brightness observed at this wavelength toward Arp 220W (after subtracting the plasma (free-free and synchrotron) emission; Scoville et al. 2017; Sakamoto et al. 2017) . To estimate the peak values of T B due to thermal dust emission in the millimeter at higher column densities, we have simply assumed that the T dust profile remains the same as for N H2 = 10 25 cm −2 . Since T dust increases as N H2 increases due to enhanced trapping of radiation, the inferred values of T B , shown in Fig. 11b , can be considered lower limits for N H2 > 10 25 cm −2 . Even so, the 2.6 mm continuum is expected to attain brightnesses of ∼ 600 (AGN) and ∼ 400 K (SB), the former similar to the strong maximum at 3 mm inferred in Arp 220W from high angular resolution observations (Sakamoto et al. 2017) . Figure 11 is based on the red κ ν -curve of Fig. 1 that, with a value of 1.2 cm 2 g −1 of dust at 1.1 mm, gives τ 1.1mm ≈ 0.4 for N H2 = 10 25 cm −2 (Fig. 2) . If, however, the black κ ν -curve is used, the brightness of the 1.1 mm continuum toward the center would be significantly lower and the HCN ν 2 = 1 f J = 3 − 2 emission would also peak toward the center. In this case, N H2 10 25.5 cm −2 would be required to obtain the drop of HCN vibrational emission towards the peak of continuum 6 Due to absorption of the continuum by the line, there is little continuum emission at line center, so that the apparent drop of line emission is due to the subtraction of the continuum adjacent to the line (i.e. free from line absorption).
emission. In addition, high brightnesses of the 2.6 mm continuum would only be obtained for N H2 ∼ 10 26.5 cm −2 .
Overall modeling results
Overall results for the HCN ν 2 = 1 fluxes in both AGN and SB models, as a function of N H2 and for all explored values of Σ IR , are displayed in Fig. 12 . Other parameters take fiducial values (e.g., q = 1, Table 1 ). Since line fluxes are proportional to the solid angle ∆Ω of the source if all other parameters in Table 1 are fixed, the average brightness F HCN ν2 3−2 /∆Ω in panel a does not depend on ∆Ω. Its dependence on other parameters (N H2 , Σ IR , and the choice of AGN/SB) is plotted in Fig. 12a , such that the modeled values can be compared with observations to constrain these parameters. For our fiducial value X HCN /∆V = 1.5×10 −8 (km s −1 ) −1 , F HCN ν2 3−2 /∆Ω is also proportional to ∆V and the modeled curves in Fig. 12a would have to be vertically shifted by a factor ∆V /(67 km s −1 ), where ∆V is the actual intrinsic velocity dispersion (i.e. corrected for systemic motions as rotation and for broadening by optically thick effects) of the considered source. For the purposes of this paper, we assume that ∆V = 67 km s −1 is a sufficiently good approximation for the sources displayed in Fig. 12 , given that higher ∆V (as in Arp 220W) would be partially compensated by a lower X HCN /∆V if X HCN is nearly independent of ∆V . The range of solid angles that we estimate for the sources is discussed below in detail ( §3.2.5) and listed in Table 2 .
Each hatched colored region in Fig. 12 indicates model results for a given Σ IR , delimited by AGN (open circles) and SB (starred symbols) models. In panel b, the flux ratio of the HCN ν 2 = 1 f J = 4 − 3 to the ν 2 = 1 f J = 3 − 2 lines is plotted for the same models as in the left-hand panel, and compared with available data as well (see §3.2.5).
For moderate columns, the dependence of F HCN ν2 3−2 /∆Ω on N H2 is supralinear, because of the increase of both T dust and N HCN as N H2 rises. However, the dependence becomes sublinear for N H2 > 5 × 10 24 cm −2 and Σ IR > 10 8 L pc −2 , and the curves flatten at the highest N H2 . At these extreme values, the HCN vibrational emission is optically thick over most of the continuum source. At the highest N HCN = 10 19 cm −2 (i.e. N H2 = 10 25 cm −2 ) we consider in this work, the flux ratio ν 2 = 1 f 4 − 3/3 − 2 is lower than the optically thick limit because of the enhanced absorption of the continuum by the ν 2 = 1 f J = 4 − 3 line (see Fig. 10d -e for a comparison of the ν 2 = 1 f J = 3 − 2 and J = 4 − 3 optical depths). The use of the black κ ν -curve of Fig. 1 would increase the calculated ratios to values closer to the optically thick limit of 1.8, and the values of F HCN ν2 3−2 /∆Ω would also increase by ∼ 25% at N H2 = 10 25 cm −2 (results for lower N H2 are more similar). The dependence of F HCN ν2 3−2 /∆Ω on N H2 in Fig. 12 becomes steeper as N H2 and Σ IR decrease, and more so for SB models. This effect is partially due to the adopted density profiles. As shown in §3.2.1 for the Q(3) transition, the rovibrational HCN lines at 14 µm are thermalized to T dust , so that the excitation of the ν 2 = 1 f J = 3 − 2 and J = 4 − 3 lines mimics the excitation of the corresponding ν = 0 transitions (Fig. 8 ). In regions with T dust 200 K, radiative excitation is enough to keep the ν = 0 J = 3−2 and 4−3 nearly thermalized at T EX = T dust = T gas even for low N H2 , but the line excitation in both vibrational states becomes subthermal for lower T dust (Fig. 8d,f) . Therefore, if the densities were higher than in our models (Fig. 7) , the dependence of F HCN ν2 3−2 /∆Ω on N H2 would not be as steep as in Fig. 12 for low Σ IR . This also explains the turnaround seen in Fig. 12b in the ν 2 = 1 f 4−3/3−2 flux ratio, as the subthermal excitation affects more deeply the 4 − 3 line than the 3 − 2 transition. If the densities were higher, the turnaround of the ν 2 = 1 f 4 − 3/3 − 2 flux ratio with decreasing N H2 would not be so pronounced. For the highest N H2 considered, however, our HCN fluxes are maximum and no higher values would be obtained with higher adopted densities (for our fiducial values).
Therefore, the values of L HCN ν2 3−2 /L IR shown in Fig. 13 are also maximum for our adopted fiducial parameters and continuum opacity at 1.1 mm 7 . For fixed N H2 and high Σ IR , L HCN ν2 3−2 /L IR drops with increasing Σ IR . This is because a further increase of Σ IR is not followed by a proportional increase of ∆Ω τ =1 (eq. 5), and produces in addition brighter millimeter continuum emission and thus more absorption by the HCN line. Both L HCN ν2 3−2 and L IR are calculated in spherical symmetry but both are optically thick, so that the ratio of the apparent luminosities is probably valid for more general geometries. In general, the BGN infrared luminosity is a fraction of the L IR of the host galaxy, but the vast majority of the HCN vibrational emission arises from the nucleus -unless the galaxy has other off-nuclear, buried sources. Hence, the L HCN ν2 3−2 /L IR values for the nucleus plotted in Fig. 13 are upper limits to the corresponding ratios for the entire galaxy.
Comparison with data
As stated above, ∆Ω = πR 2 out /D 2 in Fig. 12a is the solid angle of the cocoon covering the luminosity source(s), rather than of the less extended HCN vibrational emission, so that comparison with data can be performed even if the HCN ν 2 = 1 lines are spatially unresolved. However, the radius R out of the cocoon over which the luminosity of the embedded sources is reemitted, must be estimated. In buried sources, the luminosity is mainly emitted at far-IR wavelengths (Fig. 2b) , for which a nearly flat profile is found (Fig. 11a) ; therefore, R out can be empirically defined as the radius of the far-IR source. The caveat is that the far-IR extent may be underestimated by measurements of millimeterwave continuum, which is strongly peaked toward the center (Fig. 11a) . In principle, interferometric measurements at shorter (submillimeter) wavelengths are better suited to probe the source extent. Alternatively, ∆Ω can be estimated from the analysis of high-lying far-IR molecular absorption 8 , as these lines are directly probing the far-IR photosphere and thus the full extent of the source. On the other hand, spatially extended continuum unassociated directly with the source of HCN vibrational emission should be ignored. A suitable criterion would be to exclude surrounding regions where the inferred H 2 column density translates into optically thin far-IR emission (i.e. < 5 × 10 23 cm −2 ), as the greenhouse effect no longer takes place. We only consider in the following sources with HCN vibrational emission where ∆Ω can be reasonably estimated.
Analysis of interferometric measurements usually involve Gaussian curves to fit sizes; to compare with our spherical models, we use the equivalent size of a uniform disk, i.e. line ( §3.2.3) would be less important. The increase of ∆V would also boost L HCN ν2 3−2 /L IR . 8 The extremely buried nuclei are best traced by far-IR molecular lines with E low > 500 K, such as the H 2 O 7 07 − 6 16 at 72 µm; low-lying lines usually probe in addition more extended, colder components with lower column densities.
R out = 0.8 × FWHM (Appendix A in Sakamoto et al. 2008) . The values of ∆Ω for all individual sources used in Fig. 12 , listed in Table 2 together with the inferred Σ IR , L IR , and T dust throughout the far-IR photosphere, are justified in continuation.
NGC 4418: an extremely compact and warm source of far-IR emission was identified from the strong and very excited molecular lines of H 2 O, OH, and other species including HCN (González-Alfonso et al. 2012) . The radius of this source was estimated to be ≈ 10 pc at an adopted D = 29 Mpc, i.e. ∆Ω = 1.6 × 10 −2 arc sec 2 . From high-angular resolution observations at ≈ 350 GHz, Sakamoto et al. (2013) estimated a radius of ≈ 13.5 pc at an adopted D = 34 Mpc, i.e. ∆Ω = 2.1×10 −2 arc sec 2 . We have used these two values of ∆Ω and a flux of the HCN line of 16 Jy km s −1 (Sakamoto et al. 2010 ) to give F HCN ν2 3−2 /∆Ω = 760 − 1000 Jy km s −1 arc sec −2 . Only the maximum value of Σ IR = 2.2 × 10 8 L pc −2 can account for this brightness (Fig. 12) , yielding a source luminosity of D 2 ∆Ω Σ IR = (0.9 − 1.3) × 10 11 L . This estimate agrees with the conclusion that the bulk of the galaxy luminosity emerges from such a compact region (González-Alfonso et al. 2012; Sakamoto et al. 2013 ). In addition, our continuum models for Σ IR = 2.2 × 10 8 L pc −2 predict T dust = 115 − 160 K for the photosphere with τ 60 µm ≤ 0.5 from the surface (Table 2) , in general agreement with requirements to account for the highlying molecular absorption in the far-IR (González-Alfonso et al. 2012). The HCN ν 2 = 1 f J = 4 − 3 to J = 3 − 2 flux ratio of 1.9 ± 0.3 (Sakamoto et al. 2010 ) is also consistent with strongly saturated HCN vibrational emission.
Arp 220W: the western nucleus of Arp 220 has been recently imaged with extremely high angular resolution at (sub)millimeter wavelengths. Visibility fitting of the 3 mm continuum by Sakamoto et al. (2017) shows that a 2 Gaussian fitting (or 1 Gaussian and 1 exponential disk) performs much better than a single Gaussian. While the 3 mm emission from the compact source, with an equivalent R out = 14 pc, is dominated by thermal dust emission, the emission from the larger component, with R out = 60 pc, is predominantly non-thermal. At the higher frequency of 691 GHz, Wilson et al. (2014) infer R out ≤ 80 pc, and in the far-IR González-Alfonso et al. (2012) estimate R out = 47 − 89 pc (both corrected for a distance of 85 Mpc). For the reason stated above, the more extended component at 3 mm is probably emitting in the far-IR, so that we adopt R out = 47 − 60 pc yielding ∆Ω = (4.1 − 6.7) × 10 −2 arc sec 2 . With the HCN flux of ∼ 28 Jy km s −1 (Martín et al. 2016) , F HCN ν2 3−2 /∆Ω = 400 − 700 Jy km s −1 arc sec −2 . This is significantly lower than the brightness of the line in NGC 4418, in agreement with the significantly lower excitation of the far-IR absorption lines in Arp 220, and can NOTE-(1) Galaxy name; (2) Luminosity distance; (3) Estimate for the outer radius of the cocoon reemitting the luminosity generated by the embedded source(s), based on both the measured sizes in the (sub)millimeter and on the calculated sizes from far-IR molecular absorption (see text); (4) Solid angle, calculated as in Table 1 ; (5) be explained with Σ IR = 1.1 × 10 8 L pc −2 (Fig. 12a) 9 . The implied luminosity is (0.76 − 1.2) × 10 12 L , in good agreement with the luminosity inferred from the analysis of the far-IR absorption lines ((0.91 − 1.1) × 10 12 L after correcting for the adopted distance; González-Alfonso et al. 2012). For Σ IR = 1.1 × 10 8 L pc −2 , the predicted T dust across the τ 60 µm ≤ 0.5 photosphere is 100 − 130 K, also in agreement with the inferred values from the far-IR absorption lines. We also favor the AGN model that predicts high central continuum brightness T B in the millimeter, in excess of 500 K for N H2 ∼ 10 26 cm −2 (Fig. 11b) , similar to the value measured by Sakamoto et al. (2017) ; by contrast, the SB model for the same value of Σ IR yields maximum brightness of ≈ 400 K. The main drawback of our model is that it predicts a low HCN ν 2 = 1 f J = 4 − 3 to J = 3 − 2 flux ratio of 1.7 owing to the extreme column densities, while the observed value is 2.0 ± 0.16 (Martín et al. 2016) .
Arp 220E: the eastern nucleus of Arp 220 has been also imaged with high angular resolution in the (sub)millimeter. 9 As noted in §3.2.4, the modeled F HCN ν2 3−2 /∆Ω would have to be multiplied by ∆V /(67 km s −1 ), with the result that the observed value could be explained with even lower Σ IR for the high ∆V inferred from CO observations (Scoville et al. 2017 ), although we also note that ∆V would have to be corrected by optical depth broadening and that a lower X HCN /∆V would also partially compensate for the increase of ∆V . Sakamoto et al. (2017) found ∆Ω = 0.14 arc sec 2 at 3 mm (i.e. f J = 4 − 3 to J = 3 − 2 flux ratio is 2.0 ± 0.2 (Martín et al. 2016) , consistent with N H2 ∼ 10 24.8 cm −2 . Our model with the minimum Σ IR = 1.4 × 10 7 L pc −2 may still overestimate the line brightness, so that we adopt (0.5 − 1) × 10 7 L pc −2 yielding a luminosity of (1.3 − 2.4) × 10 11 L at 85 Mpc, consistent with the estimate by Wilson et al. (2014) .
IC 860: Recent interferometric observations have revealed an extremely compact source at (sub)millimeter wavelengths, with equivalent R out = (13 − 14.5) pc ; however, the HCN ν 2 = 1 f J = 3 − 2 line is more extended, R out ≈ 20 pc, suggesting that the infrared emission has at least a similar size. We have nevertheless adopted the conservative range R out = (14.5 − 20) pc and thus ∆Ω = (0.8 − 1.5) × 10 −2 arc sec 2 . Using the HCN flux of ≈ 4 Jy km s −1 by Aalto et al. (2015b) , we infer F HCN ν2 3−2 /∆Ω = 260 − 500 Jy km s −1 arc sec −2 , which is mostly consistent with Σ IR ∼ 5.5 × 10 7 L pc −2 (Fig. 12a) . The infrared luminosity of the nucleus is then (4 − 7) × 10 10 L , 30 − 50% of the total infrared luminosity of the galaxy. Zw 049.057: An obscured and compact nucleus was identified by Falstad et al. (2015) from high-lying far-IR molecular absorption, with a most plausible radius of 15 − 25 pc at 56 Mpc (∆Ω = (1.0 − 2.7) × 10 −2 arc sec 2 ) and a column density of N H2 ∼ 10 24.5−25 cm −2 . The HCN ν 2 = 1 f J = 3 − 2 line was detected by Aalto et al. (2015b) with a flux of 6.8 Jy km s −1 , yielding 250 − 700 Jy km s −1 arc sec −2 . From  Fig. 12 , we estimate Σ IR = (0.5 − 2) × 10 8 L pc −2 for the upper and lower limit of ∆Ω, respectively. This gives a luminosity of (1.0 − 1.4) × 10 11 L for the compact core, in agreement with the estimate by Falstad et al. (2015) from far-IR molecular absorption lines ((0.7 − 1.2) × 10 11 L ). Our predicted range of T dust across the far-IR photosphere brackets the range favored by Falstad et al. (2015) (90 − 130 K).
Mrk 231: A highly excited component was inferred from high-lying OH absorption in the far-IR (González-Alfonso et al. 2014b), with an estimate radius of 55 − 73 pc at 192 Mpc. We thus adopt ∆Ω = (1.1 − 1.9) × 10 −2 arc sec 2 , which with the observed HCN flux of 1.6 Jy km s −1 (Aalto et al. 2015a ) yields F HCN ν2 3−2 /∆Ω = 80 − 150 Jy km s −1 arc sec −2 . This component is not expected to have the extremely high column densities of the previous sources, but N H2 ∼ (0.7 − 2) × 10 24 cm −2 (González-Alfonso et al. 2014b). This is consistent with a high Σ IR = (1.1 − 2.2) × 10 8 L pc −2 (Fig. 12) , which translates into a luminosity of (1.8 − 2.1) × 10 12 L , the expected luminosity of the nucleus. Our range of photospheric T dust in Table 2 includes the values favored from far-IR molecular absorption (95 − 120 K, González-Alfonso et al. 2014), and suggests that the model with lower Σ IR ∼ 10 8 L pc −2 (with T dust − photo = 100 − 135 K) better fits the data. The HCN ν 2 = 1 f J = 4 − 3 line has not been observed, and our model predicts a ν 2 = 1 f J = 4 − 3 to J = 3 − 2 flux ratio significantly higher than for the other sources, ∼ 2.5.
DISCUSSION
The greenhouse effect presented here, or the effect of increasing dust temperatures due to trapping of mid-and far-IR radiation in environments of extreme column densities, has the advantage of explaining, through the calibration presented in Fig. 12 , three general observations: the bright emission of the HCN vibrational lines in buried sources, the dust temperatures in the photosphere required to explain the highlying molecular absorption in the far-IR, and the high brightness and compactness of the (sub)millimeter continuum, all with involved source luminosities that are consistent with values calculated from independent approaches.
As pointed out in §2.1, our models are in principle applicable to a single source or to an ensemble of non-radiatively interacting sources. However, luminous HCN vibrational emission in well-studied cases is arising from well defined compact galactic nuclei rather than from individual giant molecular clouds (GMCs) widespread over a kilo-parsec disk, even though "hot cores" in our galaxy also show HCN ν 2 = 1 emission. There are probably several reasons that can account for this. First, the values of Σ IR ∼ 10 8 L pc −2 we infer in the most buried BGNs are higher than the values 10 6 L pc −2 typically inferred in galactic hot cores (e.g. Nomura & Millar 2004; Doty et al. 2006) , although in some cases Σ IR 10 7 L pc −2 (Cesaroni et al. 2010) . In addition, the timescale of this buried phase in individual clouds, ∼ 10 5 yr (e.g. Wilner et al. 2001; Doty et al. 2006) , is much shorter than the typical dynamical time scale of galactic disks. When the buried phase turns on in independent clouds, their appearance is spread out over the full dynamical timescale of the disk and their contribution to the luminosity of the galaxy will be low. In galaxies where high HCN vibrational fluxes are detected, the syncronization required by large gas masses participating in the buried phase can only take place within a common sphere of influence, the galactic nucleus. This accounts for the bimodality observed in the high-lying OH 65 µm absorption in galaxies, suggesting "coherent" structures . Finally, in case of multiple luminosity sources, the greenhouse effect and HCN vibrational excitation should be generally more enhanced when the sources are packed and radiatively coupled with each other than when they are widespread and radiatively decoupled. This is because packed sources have mutual heating and mutual contribution to the overall shielding required for an efficient greenhouse effect. The gas velocity dispersion ∆V is also higher in this latter scenario, contributing to further boost the HCN vibrational emission.
The spherical symmetry used in the present study, however, assumes isotropic column densities from the center and no clumpiness. This oversimplified smoothed density structure may overestimate the dust temperature as compared with real systems. If the gas and dust are mainly concentrated into clumps, there will be an increasing number of sightlines with lower column densities along which the radiation tends to escape (e.g. Roth et al. 2012) , decreasing T dust . Likewise, a flat structure like a disk will have minimum column densities along the direction perpendicular to the disk plane, and radiation will tend to escape in that direction. We have indeed evidence for a clumpy structure in the galaxies considered in this work, as the analysis of the HCN band at 14 µm yields excitation temperatures of ∼ 300 K (Lahuis et al. 2007 ) while the photosphere in our models has temperatures significantly lower. In addition, most individual sources considered here (Arp 220, NGC 4418, Zw 049.057, and IC 860) are estimated to have N H2 > 10 24.5 cm −2 , for which our AGN models predict little -but observations show prominent-9.7 µm absorption. The mid-IR continuum in front of which the silicate absorption is produced is arising from regions at 350 − 400 K (González-Alfonso et al. 2012) , clearly warmer than the T dust at the far-IR photosphere of our models. This continuum may be due to leakage of mid-IR radiation from the very nuclear region, or generated by a surrounding star formation component. Judging from the SED of NGC 4418, where the output power is most likely dominated by the BGN, the leakage of mid-IR radiation is estimated as L 5−20 µm /L 5−1000 µm ≈ 10%, although part of the mid-IR emission may arise from surrounding super star clusters as observed with VLBI at radio wavelengths (Varenius et al. 2014) .
The caveat here is the contrast between the column densities through clumps and along sightlines that only cross interclump material -the background smooth gas distribution. At least in the innermost nuclear regions of the galaxies considered in this work, clouds are expected to (partially) lose their individuality and blend into a fluctuating-dense medium (e.g. Scoville et al. 1997; Downes & Solomon 1998) . We also note that the column densities of 10 25 cm −2 inferred in the nuclear regions of (U)LIRGs where HCN vibrational emission is detected are beam-averaged, and thus high columns apply to a significant range of solid angles -unless the nucleus is seen close to edge on. If these compact nuclei are mainly supported by radiation pressure, the rotation will slow down and the inner disk will evolve to become more spheroidal, like a cocoon with high columns even in the polar direction 10 . Viewing the problem with a different perspective, and considering the high HCN abundance that is still required to explain the HCN ν 2 = 1 emission, one could hypothesize that strong HCN vibrational emission arises only in galaxies where the greenhouse effect turns on as a result of the high column densities averaged over solid angles. By contrast, in galaxies where OH shows prominent outflows that are expected to be wide-angle, the column densities averaged over solid angles will be significantly lower due to sweeping out the nuclear ISM by the outflow, and the greenhouse effect will also be much less important with the consequent weakness of the HCN vibrational emission (Falstad et al. 2019) .
When the column densities averaged over solid-angles become so large that the region becomes opaque to its own midand even far-IR emission, the increase of T dust is unavoidable. As the temperature increases, the dust emits at shorter wavelengths for which the optical depths are even higher, thus enhancing the radiation trapping effect. With τ 20µm ∼ 300 for N H2 = 10 25 cm −2 (Fig. 2a) , 20 µm photons have negligible probability to escape and the radiation field becomes nearly isotropic. The interior of BGNs are infrared-dominated regions.
Our calibration in Fig. 12 implies source luminosities that are in agreement, for all sources considered in this paper, with independent estimates ( §3.2.5). The calibration involves a high X(HCN) ≈ 10 −6 , in rough agreement with the value inferred in the far-IR photosphere of NGC 4418 from HCN rotational lines seen in absorption (González-Alfonso et al. 2012) and with the values inferred from the HCN 14 µm band (Lahuis et al. 2007) . Nevertheless, the effect of X(HCN) in our model calculation is coupled with the effects of other fiducial parameters, such as q, ∆V , and the κ-curve (Fig. 1) . Allowing for the possible errors in these parameters, we estimate that the fiducial X(HCN) is probably accurate within a factor ∼ 2 for T dust 200 K. On the one hand, the general chemical picture depicted by Harada et al. (2010) is supported here, in the sense that high temperatures lock an important fraction of oxygen into hydrides like H 2 O and OH, as observed in the far-IR, leaving an effective carbon-rich gasphase chemistry that boosts the abundances of cyanopolynes. On the other hand, the abundance of HCN in the chemical models drops quickly for T gas < 400 K, while we favor a high HCN abundance down to at least T dust ∼ 200 K. It is possible that generalized shock chemistry keeps a substantial fraction of the gas in the external regions of the cocoons with T gas > T dust .
The involved HCN column densities are so high in BGNs that it becomes hard, at least from our starburst approach, to distinguish between AGN-dominated and SB-dominated regions from the observed HCN ν 2 = 1 f J = 3 − 2 and 4 − 3 lines alone. Nevertheless, high-resolution observations of these lines provide very useful constraints on the spatial extent where the greenhouse effect turns on, and on the velocity field of the gas in the inner regions that could provide evidence for a central point-like concentration of mass. If Σ IR can be estimated from these observations, as performed in §3.2.5 and including spatial information if the lines are resolved, high-resolution observations of the (sub)millimeter continuum would provide the peak brightness and then favor an AGN or SB origin of the luminosity. The very strong brightness peak at 2.6 mm in Arp 220W (Sakamoto et al. 2017) , combined with our inferred Σ IR ∼ 10 8 L pc −2 and the high point-like mass concentration (Scoville et al. 2017) , allow us to favor an energetically significant AGN in this source.
In general, discriminating between an AGN or SB origin of the luminosity relies on the upper value that Σ IR could attain in a compact starburst; we do not rule out that starbursts even more compact and intense than considered in this study are possible. For the highest N H2 = 10 25 cm −2 considered in this work, Σ IR 2 × 10 8 L pc −2 makes AGN and SB models basically indistinguisable upon the diagnostics considered here, assuming that this value is physically possible for a starburst. On the other hand, convective energy transfer can make the T dust distribution of an AGN closer to that of a SB. We also note that the most deeply buried BGNs (N H2 > 10 25 cm −2 ) have photon-diffusion timescales ( 10 4 yr) that are similar to the flickering time of quasarlike AGN (10 4−5 yr; e.g. Schawinski et al. 2015; Ichikawa et al. 2019) , so that an AGN-powered BGN with high IR luminosity can have a faded AGN at its center. In such a case, even if the BGN cocoon around the AGN has a small gap, we may see little AGN signature in the leaked short-wavelength radiation. In BGNs, an AGN may resemble a SB if these effects become significant.
CONCLUSIONS
We have modeled in spherical symmetry both the T dust profile and the HCN vibrational emission, with special emphasis in models with high column densities, to be applied to the nuclear region of buried galaxies. Both AGN and starburst models have been generated. Our main findings are:
1. Trapping of the continuum radiation at mid-and farinfrared wavelengths extraordinarily increases the dust temperatures in the innermost regions of the modeled sources. This greenhouse effect enhances by more than one order of magnitude the radiation density in the mid-IR responsible for the vibrational excitation of the cyanopolynes.
2. The increase of T dust in the innermost regions is capable of generating continuum brightness of several hundred K at millimeter wavelengths in sources where the optical depth at these frequencies becomes significant.
3. The models for the continuum also predict dust temperatures close to the surface of the source, i.e. at the far-IR photosphere, that are in agreement with those required to explain the high-lying far-IR molecular absorption observed with Herschel/PACS in the most buried and warmest sources.
4. We use the results of the continuum models to calculate the excitation and emission of HCN from the J = 3 − 2 and 4 − 3 lines of the bending (ν 2 = 1) vibrational state. The vibrationally excited lines are much more useful than the ground-state (ν = 0) lines to look deeper inside the hot, obscured galactic nuclei.
5. For the highest column density we have considered, N H2 = 10 25 cm −2 , the above HCN lines are optically thick at least in the innermost regions for luminosity surface densities above Σ IR ∼ 10 7 L pc −2 . The radius of this HCN ν 2 = 1 photosphere increases with increasing Σ IR .
6. For sufficiently high column densities, which we estimate to be 10 25 − 10 25.5 cm −2 , we expect a drop of the brightness of the HCN vibrational lines toward the center of the source, due to line absorption of the bright (sub)millimeter continuum. 7. Using the abundance X(HCN) = 10 −6 and an intrinsic ∆V = 67 km s −1 , we reproduce the observed brightness of the HCN vibrational lines in several galaxies, with inferred luminosities that agree with independent estimates.
8. The HCN ν 2 = 1 f J = 3 − 2 and J = 4 − 3 lines have significant optical depths in buried sources, and the impact of very high T dust in AGN models is moderate on the populations of the involved low-J levels. Nevertheless, the combination with high-resolution measurements of the (sub)millimeter continuum and dynamical estimates of the central mass can provide useful diagnostics to favor an AGN or starburst origin of the source luminosity. Figure 14 . Sketch of the modeled source. The radiation field is simulated by means of parallel rays (in red), each one representing the intensity in an interval [p − ∆p/2, p + ∆p/2]. After crossing a shell, the intensity is updated according to eq. (A2). These rays are used to compute the cooling and heating of every shell (eqs. A5 and A6), as well as the emergent SED and the radiation pressure on dust.
APPENDIX
A. THE DUST TEMPERATURE PROFILE A.1. The basic approach Figure 14 shows an squematic approach of the modeled source. The source is divided into a number N sh of spherical shells, within which all physical parameters are uniform. The basic assumption of the approach to calculate the dust temperature profile is that the radiation from the heating source(s) is locally absorbed by dust and re-emitted in the infrared. For AGN models, a central compact blackbody source with temperature T cen = 1300 K is assumed to re-radiate the AGN luminosity L cen IR , with radius R cen :
For SB models, we assume that the energy deposited (and absorbed) per unit time in shell m is proportional to both the dust mass and the density of that shell,
, and re-emited at the equilibrium dust temperature of the shell. The approximation that the bulk of the dust is heated by the mid-and far-infrared radiation field within the source enables us to neglect scattering.
Owing to the spherical symmetry of the source, the radiation field is simulated by means of a set of parallel "rays" that crosse the source, each one characterized by an impact parameter p and simulating the intensity between p − ∆p/2 and p + ∆p/2 in a number of frequency intervals. When crossing shell m, the intensity of the ray in each frequency interval is updated as
where I − p,m,ν and I + p,m,ν are the incident and emergent intensities, S m,ν is the source function, and τ p,m,ν is the optical depth of the ray through shell m at frequency ν:
In the above equations, T m is the dust temperature in shell m, ρ m is the density of dust, κ ν is the mass absorption coefficient of dust at frequency ν, and d p,m is the length of the path travelled by the ray in shell m. For rays crossing the central source, the intensity of the ray is updated correspondingly. Figure 15 . Example of convergence of our models. The two panels show with coloured curves the computed Tdust after each iteration (labeled with the iteration number), for the same model parameters but different initial temperatures. In the left panel, the initial Tdust were close to the optically thin solution, while Tdust was taken to be the (unphysical) value of 2000 K in the right-hand panel to check for possible local minima (dashed curves). The final Tdust profile, attained after 6 and 17 iterations in the left-hand and right-hand panels, is the same in both calculation.
Since the first iteration of the Newton-Raphson approach usually overestimates the Tdust-correction, 0.5 × ∆Tdust was used in the first iteration.
Similar to the method used for lines and described in González-Alfonso & Cernicharo (1997) , an integral approach is used to compute the heating and cooling of dust in any shell. The cooling of dust grains in shell m is given by
where R m is the outer radius of shell m. Similarly, the heating of dust grains in shell m is
and the equilibrium dust temperatures are found through an iterative method by equalizing the cooling and heating in all shells:
The integrals in eqs. (A5) and (A6) are calculated by using the rays that simulate the radiation field. These same rays are also used to compute the emergent spectral energy distribution (SED) and the radiation pressure on dust (see below), ensuring the overall consistency of the method. In all our models, energy is conserved to better than 1%.
A.2. Convergence
Equation A7 is solved iteratively, starting with the T dust profile of either the optically thin solution or of the solution of another model. In each iteration, the full Jacobian matrix is computed as the rays cross the source, and a Newton-Raphson procedure calculates the correction ∆T dust in all shells. The convergence criterion is that the relative variation of temperatures, ∆T dust /T dust , is lower than 10 −4 in all shells. No local minimum was found in our approach, and the same equilibrium T dust profile was obtained regardless of the initial temperatures (see Fig. 15 ). When starting with the opticallt thin solution, convergence was achieved in 5 − 8 iterations even in the most optically thick models.
Although the model implicitely conserves energy (i.e. L IR calculated from the emergent SED is equal to L if a sufficiently fine grid is used. The condition of convergence to a unique (exact) solution is that every shell is optically thin at all wavelengths involved in the absorption and emission. The optical depth at the peak of the 10 µm silicate feature is lower than 1 for N H2 < 10 22 cm −2 , and this constraint was used to establish the maximum thickness of every shell in all our models, with a minimum number of shells of 100 to describe properly the T dust profile. In models with the maximum N H2 = 10 25 cm −2 , the number of shells was ≈ 1000.
A.3. Test
The code was benchmarked in two optically thick models with the version V4 of the code DUSTY (Ivezić & Elitzur 1997 , yielding indistinguishable T dust profiles and emergent SEDs (Fig. 16) . In both comparison models, the heating source is assumed to be punctual (i.e. our AGN models).
A.4. Radiation pressure
Radiation pressure on dust is accurately calculated by using the same rays that simulate the radiation field (Fig. 14) . As a ray with impact parameter p is crossing the source toward the interior (i.e. for z < 0 in Fig. 14) , the radiation exerts an inward pressure; the net inward force on shell m is given by 
where cos θ = 1 − (p/r) 2 corrects for the radial component. Likewise, when the ray is crossing the source toward the outside (for z > 0 in Fig. 14) , the net outward force on shell m due to radiation pressure has the same expression: 
The net (outward) force on shell m is the difference between both, F 
A.5. Overall results and fitting
The T dust profiles as a function of the normalized radius r n ≡ r/R depend on the spatial distribution of the heating source(s) (AGN or SB), the surface brightness (characterized as L IR /(πR 2 )), the density profile (ρ ∼ r −q ), the column density (characterized as N H2 by assuming a gas-to-dust ratio of 100 by mass), and only very slightly on the κ ν -curve of 
where the last factor (1 + b r γ n ) −1 is included to approximately account for the sharp decrease of T dust close to the surface for high N H2 . For each model, the 5 parameters A, α, β, b, and γ are fitted to minimize χ 2 , and their values are listed in Tables 3 (AGN  models) and 4 (SB models). Eq. A10 gives T dust accurate to better than 13% for all models at all radii. 
