The cruciform hypothesis states that if a visual evoked potential component originates in V1, then stimuli placed in the upper versus lower visual fields will generate responses with opposite polarity at the scalp. This diagnostic has been used by many studies as a definitive marker of V1 sources. To provide an empirical test of the validity of the cruciform hypothesis, we generated forward models of cortical areas V1, V2 and V3 that were based on realistic estimates of the 3-D shape of these areas and the shape and conductivity of the brain, skull and scalp. Functional MRI was used to identify the location of early visual areas and anatomical MRI data was used to construct detailed cortical surface reconstructions and to generate boundary element method forward models of the electrical conductivity of each participant's head. These two data sets for each subject were used to generate simulated scalp activity from the dorsal and ventral subdivisions of each visual area that correspond to the lower and upper visual field representations, respectively. The predicted topographies show that sources in V1 do not fully conform to the cruciform sign-reversal. Moreover, contrary to the model, retinotopic visual areas V2 and V3 show polarity reversals for upper and lower field stimuli. The presence of a response polarity inversion for upper versus lower field stimuli is therefore an insufficient criterion for identifying responses as having originated in V1.
Introduction
Localizing the sources of cortical activity from measurements of electromagnetic activity at the scalp is an important step in the interpretation of the functional significance of evoked responses. Localization of underlying sources is often approached through inverse modeling, but it has been suggested that evoked response components originating in striate cortex (area V1) can be identified on the basis of a characteristic polarity inversion of the response between upper and lower visual field stimuli (Jeffreys, 1971; Jeffreys and Axford, 1972a,b) . Jeffreys made this argument based on correlations between the pattern of visual field losses and the locus of cortical damage determined post-mortem (Holmes, 1945) and from electrical stimulation results obtained during surgery (Brindley and Lewin, 1968) . These data localized the striate cortex within the calcarine sulcus and more specifically suggested that the visual field octants straddling the horizontal meridian lay fully within the fissure on its "floor" and "roof". The octants adjacent to the vertical meridian were seen to be on the medial facing walls of the calcarine fissure. Evoked response sources on the floor and roof of the sulcus were thus expected to be of opposite orientation and a set of numerical simulations of the expected scalp topography based on single current dipoles placed in the presumed location and orientation of the upper and lower field projections in the calcarine fissure mimicked the measured topography for a range of retinal loci (Jeffreys and Axford, 1972a,b) . An upper/lower field polarity inversion has subsequently been widely used for the past 40 years as a diagnostic criterion for determining whether a given component of the evoked response is dominated by V1. Di Russo et al. (2002) reviewed the literature on the generators of the C1 component of the pattern appearance response. The literature on the generators of the N75 component of the pattern reversal response is reviewed in Di Russo et al. (2005) . The underlying source geometry model has become known as the "cruciform" model or hypothesis.
The model is often schematized as having a cross or "cruciform" shape when viewing the calcarine sulcus in a coronal section through the occipital lobe as shown in Fig. 1 . This sort of cartoon was admitted by Jeffreys to be only a schematic representation of the folding pattern of the region of calcarine cortex that contains V1 and adjacent visual areas e.g., V2, and V3, although these areas had yet to be differentiated at the time he proposed the model. The model relies on several assumptions: 1) that evoked potentials are generated by pyramidal cells oriented normal to the cortical surface; 2) that the sulcus has retinotopic specificity -the lower visual field stimuli activate the roof while the upper visual field stimuli activate the floor of the sulcus; and 3) that the sulcus is oriented horizontally. With these assumptions, an experimenter changes the location of a visual stimulus from the upper visual field to the lower visual field and expects to find components of opposite polarity arising from the corresponding loci in V1. A sign-reversing component of the electrical potential recorded on the scalp is thus diagnostic of a source located in striate cortex/V1 because, in the context of the model, it is the only retinotopic region that has the requisite source geometry.
With the advent of robust procedures for mapping retinotopic visual areas using functional magnetic resonance imaging (Sereno et al., 1995; DeYoe et al., 1996; Engel et al., 1997) , it is possible now to revisit the cruciform model and to better test its predictions for scalp topography in individual participants. Fig. 2 shows a coronal MRI section through the occipital cortex of an individual participant containing the calcarine sulcus. The upper and lower field representations of V1, V2 and V3 obtained from fMRI are shown in color. It is clear from this figure that the actual situation is much more complex than envisaged by the cruciform model and that variations of the sulcus shape can make the aggregate dipole moments deviate from being anti-parallel for upper and lower visual field projections in V1. If, for instance, the bottom of the calcarine sulcus is flattened, as seen in Fig. 2 in the upper right coronal section, right hemisphere, the aggregate dipole moment for upper/lower stimuli points in the same direction instead of in opposite directions. Transverse folds running across the calcarine sulcus, shown in Fig. 2 upper right medial view in V1d, also interfere with the predicted 180-degree flip in source orientation.
Here we used fMRI retinotopic mapping to provide the locations of the visual areas V1, V2 and V3 on high-resolution structural scans. This procedure allowed us to obtain the three dimensional shape of the upper and lower visual field projections in V1 and adjacent areas V2 and V3 that might be confused with V1. These individually defined subsets of the cortical surface served as a constraint for sources in the upper and lower field projections in V1, V2 and V3. The expected scalp topographies of distributed sources in these areas were computed via a realistically shaped boundary element method (BEM) forward model of the electrical properties of the brain, skull and scalp. Using these simulations, we tested two key predictions of the cruciform model: that V1 activity results in a polarity-inverted scalp topography when its dorsal (lower visual field) and ventral (upper visual field) divisions are active and conversely, that the dorsal and ventral divisions of V2 and V3 do not produce polarity-inverted scalp topographies. Our simulations indicate that neither of these predictions from the cruciform model is consistently met. Across 27 participants only 3 hemispheres from 3 different subjects showed an inverse of polarity for a V1 source. Because the predictions of the cruciform model are violated in a majority of individuals polarity inversion is an unreliable diagnostic for activity originating in striate cortex.
Methods

Participants
Retinotopic maps and structural scans were acquired in a total of 27 visually normal adult observers (19 males, mean age 36.4) as part of a number of other projects not related to this analysis. All participants had visual acuity of 20/20 or better in each eye, with correction if needed, and stereoacuity of 40″ or better on the Titmus and Randot stereoacuity tests. Informed consent was obtained prior to experimentation under a protocol that was approved by the Institutional Review Board of the Smith-Kettlewell Eye Research Institute.
Realistic forward model creation
Structural and functional MRI scanning was conducted at 3 T on either a Siemens TIM Trio using a 12-channel head coil or a 3 T GE Signa LX scanner. For fMRI, we employed a single-shot, gradient-echo EPI pulse sequence. Once per session, a 2-D SE T1-weighted volume was acquired with the same slice specifications as the functional series in order to align the fMRI data to the high-resolution anatomical scan.
Rotating wedge stimuli were used to map polar angle sensitivity and expanding and contracting ring stimuli were used to map retinal eccentricity. Fifteen participants viewed a mapping stimulus extending to 10°of eccentricity, another twelve viewed a mapping stimulus extending to 4°. Fourier analysis was used to extract the magnitude and phase of the BOLD signal, which was visualized on a flattened representation of the cortical surface. Retinotopic field mapping produced ROIs defined for each participant's visual cortical areas V1, V2v, V2d, V3v, V3d in each hemisphere (DeYoe et al., 1996; Engel et al., 1997; Wade et al., 2002) . We additionally split V1 at the retinotopically specified horizontal meridian to label V1d and V1v. The FreeSurfer software package (Dale et al., 1999) (http://surfer. nmr.mgh.harvard.edu) was used to perform gray and white matter segmentation and cortical surface extraction. The FreeSurfer package extracts both gray/white and gray/cerebrospinal fluid (CSF) boundaries, but these surfaces can have different surface orientations. In particular, the gray/white boundary has sharp gyri (the curvature changes rapidly) and smooth sulci (slowly changing surface curvature), while the gray/CSF boundary is the inverse, with smooth gyri and sharp sulci. In order to avoid these discontinuities, we generated a surface partway between these two boundaries that has gyri and sulci with approximately equal curvature. From FreeSurfer a high-resolution cortical surface (∼ 200,000 vertices) from each hemisphere in each subject was inflated to a sphere. Using MNESuite, this sphere was fit with 5-fold recursively subdivided icosahedron, having 10,242 vertices per hemisphere. This made the source sampling regular on the cortical surface. After refolding these sampled vertices, the volumetric distances between connected vertices was on average 3.7 mm, with a standard deviation of 1.5 mm, range .1-11 mm. This cortical surface was used as a source constraint.
Individual BEM conductivity models were derived from the T1 and T2 weighted MRI scans of each observer. The FSL toolbox (Smith, 2002) (http://www.fmrib.ox.ac.uk/fsl/) was used to segment contiguous volume regions for the scalp, outer skull, inner skull and to convert these MRI volumes into the inner skull, outer skull, and scalp surfaces.
Electrode position measurements for each observer were taken from a representative EEG recording session. A Polhemus FASTRACK system was used to digitize the electrode positions. Co-registration of electrode positions to the MRI head surface was done in MATLAB by a joint least-squares fit of three digitized fiducial points to their visible locations on the anatomical MRI, and a least-square fit minimizing the variation of electrode to scalp distance that kept the electrodes equidistant from the head surface.
The accurate representations of individual cortical surfaces, the 3-D electrode locations, and the individually defined scalp, skull and brain compartments were combined using the MNE software package (Hamalainen and Sarvas, 1989) (http://www.nmr.mgh.harvard.edu/ martinos/userInfo/data/sofMNE.php) to create a BEM forward solution of the propagation of fields from the retinotopically identified dorsal and ventral subdivisions of V1, V2 and V3 of each hemisphere. We simulated sources as having uniform current density within a visual area and orientations constrained to be normal to the cortical surface.
Results
The precise anatomical shape of 27 individual cortices (54 hemispheres), combined with functional mapping of retinotopic visual areas was used to predict the scalp potential from a given visual area. Figs. 4a-d illustrates the modeling. Fig. 4a shows a posterior view of a single hemisphere from a single participant. The colored regions label the dorsal and ventral subdivisions of V1, V2 and V3 (the colors are consistent with Fig. 3 ). The contours in Fig. 4b plot the predicted scalp topography from the left dorsal division of V1. These potentials are plotted as an interpolated colormap on the participant's scalp in Fig. 4c . The scaling of these colormaps has been set independently. Finally, a representation that shows all scalp locations is given by showing a flattened view of the electrodes (Fig. 4d) . The field lines map out a The first column shows a sagittal slice of both subjects. In this slice V1 is seen to localize to the calcarine sulcus, with V2 presenting both above and below. The second column contains a coronal slice for the first subject. The participant displays a complicated asymmetric folding pattern in the calcarine, with the left hemisphere showing an "s" curve, and the right hemisphere having a flattened bottom. For the second participant in the bottom row, an oblique slice taken perpendicular to the calcarine sulcus is displayed (indicated by the green line on the sagittal slice). This participant displays a calcarine sulcus that conforms more closely to the cruciform model, but also demonstrates how extra-striate areas V2 and V3 do not conform to the model since they also have opposite surface orientations. The anatomy of these subjects illustrates the heterogeneity of the calcarine sulcus.
quasi-dipolar topography that is consistent with the relatively small extent of the activated cortical surface.
The simulated topographic data for the dorsal and ventral subdivisions of V1, V2, and V3 for two different size stimuli in a single participant are shown in Figs. 5 and 6. A number of previous empirical studies have used small stimuli that were presented at low eccentricities in the upper versus lower visual fields. Because the size of the stimulus may have an effect on the topographic predictions we simulated sources corresponding to quarter-field sized stimuli activating 4°of the dorsal or ventral quadrant of a visual area, and also dorsal and ventral ring segments from 3 to 4°in the periphery. Fig. 5 shows the results from a simulated 3-4-degree ring segment, while Fig. 6 shows the results for the 4-degree radius quarter-field stimuli. The simulations for this participant clearly demonstrate that for both size stimuli, the sources in V1 change orientation, but do not completely reverse polarity. Moreover, activation of the dorsal versus ventral divisions of V2 results in a polarity reversal over a large portion of the posterior scalp.
Nevertheless, even if an individual deviates from the response pattern predicted by the cruciform model, it may hold up on average over a large population. Fig. 7 shows topographies for quadrant-sized stimuli extending to 4°in the right visual field averaged over 12 participants. The left visual field simulation results are shown in Supplementary Fig. 1 . As in Figs. 5 and 6, V1 shows an incomplete orientation change, while V2 and V3 demonstrate sign-inverting topographies that are supposed to be characteristic only of V1.
The previous simulation results used regions of interest corresponding to quarter-field sized stimuli activating 4°of the dorsal or ventral quadrant of a visual area. The size of the stimulus may have an effect on the topographic predictions. We therefore defined smaller ROI's that corresponded to a ring from 3 to 4°in the periphery and we also simulated data from a group of 15 participants whose retinotopic mapping was done using a 10-degree radius field of view stimuli. We simulated full activation of these larger quadrant stimuli for these participants. The simulations are shown in Supplementary Figs. 2  and 3 . The results for the change of stimulus size are consistent with those from the 4-degree quadrant stimulus shown in Fig. 7 . V1 shows an incomplete orientation change while V2/V3 sign invert.
Mixtures of sources
The previous simulations showed predicted topographies for an isolated source in a single visual area. However, visually evoked potential measurements are the result of a linear combination of the response from multiple visual areas. Fig. 8 demonstrates four linear combinations of quadrant-sized sources in V1 and V2 (V3 topographies are very similar to V2 and so were omitted for simplicity). The four choices were: V1 alone, V2 alone, V1 plus V2, and V1 minus V2. There are an infinite number of linear combinations, these specific ones were chosen because they are representative of the range of combinations. V1 minus V2 was included because the cortical sources that contribute the dipolar far field measured at the scalp can be either positive or negative. The sources in V1 and V2 were simulated with identical current density and an area of activation determined by the fMRI defined retinotopic mapping. To facilitate comparison, every topography is presented using the same colormap. Isolated activation of dorsal V2 provides a larger voltage than does dorsal V1 (top row, Fig. 8 ). Ventral areas have similar magnitude voltages for isolated activations (bottom row Fig. 8 ). The largest voltages result when dorsal areas V1 and V2 are combined. Interestingly, both adding and subtracting V1 with V2 provide these large voltages. Whereas, for ventral sources the largest voltage occurs when V2 is subtracted from V1. It should be noted that the topography resulting from V1 being subtracted from V2 (V2-V1), is simply a sign inversion of the topography shown in Fig. 8 . Also note that the topographies from linearly combining V1 and V2 could be explained with a single source. The linear combinations of V1 and V2 demonstrate that sign inversion for upper/lower field stimuli occurs even when there are sources in multiple visual areas.
Bilateral stimuli are commonly used in many VEP experiments. Simulations for bilateral stimuli presented in the upper visual field, lower visual field, and combined upper/lower field are shown in Fig. 9 . These simulations are identical to those described in Fig. 8 except for the size of the simulated stimulus and the color scaling. As before for dorsal sources, isolated activation of area V2 results in a larger voltage than activation of V1, while the linear combination of both is even larger (top row, Fig. 9 ). Ventral sources also show the same pattern as in Fig. 8 : similar magnitudes for isolated V1 and V2, with the largest voltages occurring when V1 and V2 have opposite polarity (middle row, Fig. 9) . A "full-field" stimulus is the only configuration in which isolated V1 sources show a larger scalp potential than V2 (bottom row, Fig. 9 ). Also note, that between electrode locations Pz and Oz the polarity does not invert for upper/lower field stimuli in V1, but does for an extra-striate source. Even for bilateral stimuli the topographies predicted by the cruciform model of cortical folding do not occur. When sources are not single isolated visual areas, but linear combinations of multiple visual areas it is difficult to formulate a simple rule that unambiguously isolates striate cortex.
Discussion
Simulations of the expected scalp topography generated by sources in cortical areas V1, V2 and V3 show two departures from the cruciform model: an inversion of response polarity is not specifically associated with sources in V1, rather it is typical of sources in V2 and V3. Moreover, sources in V1 show changes in the orientation of the scalp map, but not its sign. Taken together, these results indicate that the polarity inversion of response components over the occipital scalp is not a reliable index of activity in V1. This pattern of results was obtained with quadrants of the visual field and with more limited annular stimuli confined to quadrants. Our simulations differ in several respects from previous simulations in the literature. Ours is the first study to use individually determined surface-based forward models of the relevant visual areas (V1, V2 and V3). There are two benefits of this approach. The first is that the sources included in the forward models have realistic location and orientation parameters. The second is that we have modeled distributed activity in these areas. Previous analytical forward models have assumed both location and orientation parameters (Jeffreys, 1971; Jeffreys and Axford, 1972a,b; Onofrj et al., 1995) rather than having measured them in individual participants and have used single point sources (single equivalent current dipoles).
It is possible that there may be a set of upper and lower field locations that yield a polarity-inverted scalp distribution for sources in V1, but not for any other retinotopic visual area. This could hold for a given individual, or possibly even for a group of participants. Our simulations with quadrants and eccentricity-restricted annuli narrow the possible choices considerably. The simulation results of Ales et al. (2009) are relevant here. They modeled the expected topography for Fig. 9 . Simulated linear combinations of V1 and V2 for bilateral stimuli. The first row contains topographies for a bilateral lower visual field (dorsal) stimulus. The middle row contains simulations for a bilateral upper visual field (ventral) stimulus. The bottom row contains the topographies for a full-field stimulus. Note that all topographies are identically scaled, and the color scaling is twice that of Fig. 8 . The only time the scalp voltage for a V1 source is larger than V2 is for the full-field stimulus. For bilateral upper/lower visual field stimuli V1 has a consistent polarity between Pz and Oz, while V2 reverses polarity. sources in V1 and V2 for many small stimulus locations out to 8.5°e ccentricity. Their results in two observers are in general agreement with ours: V1 sources do not reliably produce polarity-inverted scalp topographies but V2 sources sometimes do. Given the robustness of the polarity inversion effect from sources in V2 and V3 in our simulations, it would be imperative to determine whether any proposed set of target locations actually produces the specific patterns needed to localize V1 in individual participants. To do this would involve the sort of detailed forward modeling that we have presented here or that has been done previously (Ales et al., 2009) . Any protocol deviations from such a validated set of locations would also need to be validated. The observation of response components that invert polarity between upper and lower field stimuli has been replicated many times and there is no question that it occurs as an empirical phenomenon. Di Russo et al. (2002) describes the papers that have used the presence of a polarity inversion to isolate V1 as the generator of the C1 component of the pattern appearance VEP. We simply question whether it is due to the geometric properties of the retinotopic map in V1. Ours is not the first study to question the validity of the cruciform model. Halliday and Michael (1970) reasoned that the cruciform model predicts that stimuli placed near the vertical meridian in the upper and lower visual fields should not produce a polarity inversion at the scalp because these parts of the visual field are represented on the medial faces of the calcarine fissure and not within it (see Fig. 1 , V1/V2 boundary). Nonetheless, clear polarity reversals were seen with both full octants next to the vertical meridian (Halliday and Michael, 1970) and with peripheral stimulus patches next to the vertical meridian (Michael and Halliday, 1971a) . They argued that the sources of the polarity-inverting peak generated by stimuli next to the vertical meridian were located on the upper and lower surfaces of the occipital lobe in extra-striate cortex (Halliday and Michael, 1970; Michael and Halliday, 1971b) . This view is consistent with the orientations of tissue in V2 and V3 (see Fig. 2 ) and is also consistent with our finding that polarity-inverted scalp maps can arise from quadratic and annular sources in these areas ( Fig. 7 and Supplementary Fig. 2) . Onofrj et al. (1995) recorded pattern reversal responses to a variety of spatially restricted stimuli. They compared predictions from two versions of the cruciform model that differed in the relative orientation of the "arms" of the cross and a model in which the operative sources were on the medial surfaces of the cortex, rather than within the calcarine sulcus. The measured fields were more consistent with the latter than the former forward models.
Several studies have used multifocal stimulation methods to record from multiple stimulus locations simultaneously. These studies consistently find evoked components that reverse polarity for stimuli presented near or just below the horizontal meridian (Slotnick et al., 1999; Tabuchi et al., 2002; James, 2003; Zhang and Hood, 2004 ). The cruciform model was evoked to explain this polarity reversal by Zhang and Hood (2004) who recorded multifocal VEPs from three bi-polar derivations over the occipital pole. Tabuchi et al. (2002) recorded a multifocal MEG response and found dipoles that localized to contralateral hemispheres and used the cruciform model to infer V1 as being the source of each peak of the evoked potential. James (2003) also found that dipoles localized to contralateral hemispheres were required to fit multifocal data, consistent with activity in early visual areas. Our functional retinotopic mapping (Fig. 2) indicates that V2 and V3 curve back around V1. We find that the centroid of activation for an aggregate V1, V2 and V3 source to the 3-4-degree annuli stimuli is on average 8 mm from the centroid of V1 (range across 12 participants 4-13 mm). The centroid of an aggregate source in V1 and V2 lies 5 mm, on average, from the centroid of V1 (range 1-8 mm). The tight packing of V1, V2, and V3 makes the localization of these dipoles consistent with a source in any one of these visual areas, or an aggregate activity in multiple visual areas. Foxe and Simpson (2002) have argued that only the earliest portion of CI can be interpreted as being derived from striate cortex.
They made this argument based on increases in the complexity of the scalp topography as one ascends the rising phase of the CI component and on a review of the likely latencies of responses in extra-striate visual areas which were noted to be very short. Because sources in V1, V2 and V3 for small stimuli are compact and are close together in three dimensions, combinations of these sources can produce rather focal scalp topographies, the simplicity of the topography at early latencies is not a strong argument. Moreover, Ales et al. found that sources in V1 and V2 have very similar onset latencies and thus reliance on the earliest part of the CI components as a marker for V1 may not reliably exclude sources in V2 and/or V3.
Perhaps the strongest case for CI arising in striate cortex comes from the study of Di Russo et al. (2002) . They made their argument based on the topography of C1, its early onset latency, retinotopic polarity inversion and dipole source modeling that was referenced to structural MRI data and to functional MRI mapping. Dipolar sources were fit to the grand average CI topographies in Talaraich space. Functional MRI data was obtained for the VEP stimuli for 5 subjects, three of whom additionally had retinotopic mapping. The fMRI locus of striate cortex activity was converted to Talairach space (how this was done for the 2 subjects who did not have retinotopic mapping is not explained) for comparison with the CI dipole location. The centroids of the fMRI activations (striate) were similar to the grand average dipole location for CI -they were within approximately 8 mm in three dimensions according to Tables 3 and 4. The average distance between the centroids of V1 and V2 from our annulus data is 10 mm (range 7-16 mm). For V1 and V3, the centroids differ by 17 mm (rang 9-25 mm). The error in the DiRusso et al. measurements is such that it is fair to conclude that the source could be coming from V1, but is not sufficient to conclude that the source is not in V2. It should also be noted that the cortical folding pattern is such that the vertical meridian tends to lie on the crown of a gyrus, placing corresponding locations of V1 and V2 on the opposite banks of the gyrus, and thus close together in 3-D (Rajimehr and Tootell, 2009 ). While it is true that the locations recovered by Di Russo et al., are consistent with sources in V1, the analysis presented is not sufficient to conclude that CI was not also or even exclusively generated in V2 (or V3).
The cruciform model was proposed as an alternative to the inverse modeling approach to source localization. Since the time of its introduction, considerable progress on robust and accurate solutions to the electromagnetic inverse problem has been made. Several studies have successfully localized activity in human striate cortex (Moradi et al., 2003; Im et al., 2007; Sharon et al., 2007; Yoshioka et al., 2008; Ales et al., 2009; Hagler et al., 2009; Brookes et al., 2010 ). An advantage of the inverse modeling approach is that it can recover the full time course of activity in a given cortical area. Studies that have worked within the cruciform framework have only found the polarity inversion signature for the initial activity. Only the polarity-inverting activity is interpretable within the model, but it is clear that V1 continues to respond well after the latency of the CI or N75 polarityinverting components. We show here that the polarity inversion criterion is not a reliable method for localizing even the early portion of the V1 time course and that, as a consequence, inverse modeling approaches should be used instead.
