Abstract. Despite attempts to legislate them out of existence, spam messages (junk email) continue to fill electronic mailboxes around the world. With spam senders adapting to each technical solution put on the market, adaptive solutions are being incorporated into new products. This paper undertakes an extended examination of the spam-detecting artificial immune system proposed in [1, 2] , focusing on comparison of scoring schemes, the effect of population size, and the libraries used to create the detectors.
Introduction
The first junk email was sent in 1978 [3] . Junk email messages were merely a curiousity in the early 1990's, but they soon became a nuisance, and then a serious problem to many people. Junk emails may account for 75-85% of email [4, 5] . Despite attempts at legislation such as the CAN-SPAM act in the US [6] , the problem does not seem to have lessened significantly, and may even be getting worse [7] .
Artificial immune systems have been used for a diverse set of things, including spam detection [1, 2] and email classification [8] . This paper focuses upon extending the work of [1, 2] . The initial papers on a spam-detecting immune system showed positive results, but did not look at how the system performed over a longer period of time, or the effects of different alternatives such as variant libraries or varying population sizes. This paper compares results from different setups. In addition, this paper gives an algorithmic treatment of the spam immune system used, making it more clear what other parameters might be altered and which parts of the algorithm could be changed.
This system differs from AISEC [8] in several important ways, although they are both immunologically-inspired email classification tools. Firstly, it is specifically geared towards spam detection rather than a more general model of text classification. As such, it does not take into account known heuristics for email classification, and thus has a broader application field. The representation for AISEC is based upon vectors of words found in the subject and sender header fields of email, whereas the representation for this system can match upon any part of a given message. In part because of this representation, AISEC has the ability to do clonal mutations, something which is not seen in this system. The two systems, while performing similar functions, reach their classifications by very different means.
Section 2 gives a short overview of spam detection: what makes it an interesting problem, and how adaptive solutions can help. Section 3 describes the spam immune system as it was tested. The results of these tests are given in Section 4. Conclusions are discussed in Section 5, and some ideas for future work are outlined in Section 6.
Spam
While defining spam for the lawyers can be tricky, defining spam for the purpose of filtering is easy: Spam is what the recipient considers to be junk mail and does not wish to receive.
Spam is basically a two-class problem where the two classes are spam and non-spam (legitimate mail). Spam changes over time as new products become available or popular, but it also changes because the problem is co-evolutionary: spammers adapt to filters, and filters adapt to spam.
Although it does change, spam is not completely volatile: it tends to have many stable features and occasionally undergoes periods of rapid change [9] . This means that a semi-static solution will work for long periods, then break seemingly all at once, letting through a flood of messages. Obviously, this is not desirable. The hope with adaptive spam solutions is that they will be able to adapt to both slow and rapid changes.
Adaptive systems such as this one are also inherently diverse from one instance to the next. Although for the individual, diversity may not have immediate benefits (a given spam message might still go through an individual's filter), diversity in spam filters has a impact on the industry as a whole. If it is impossible for a spam sender to craft a message which will go through enough filters, then it will cost more to send messages than the spam senders can make in profit. This sort of economic disincentive may prove to be the only significant deterrent to spam, given the lack of success so far with legislation [7] .
Spam technologies
There are two broad classes of solutions to spam: those which are technological in nature, such as the many anti-spam products available, and those which are more social solutions, such as the legislations surrounding unsolicited email. Two of the technological solutions have lent ideas to the spam immune system, so these are described briefly here: -SpamAssassin SpamAssassin [10] is an excellent open source spam filter which uses a number of interesting heuristic techniques, including Bayesian style filtering, lookup in blacklists, and many others. Of particular interest to this paper are the text-based heuristics it uses, which are Perl regular expressions.
-Bayesian-inspired spam filters The idea of using Bayes rule to sort spam was introduced in 1998 [11, 12] , but the idea became much more popular after a paper in 2002 [13] which boasted extremely high accuracies. Bayes rule is a result from probability theory that helps predict the classification of a given item based on features it has. ("Give me the probability that this message is spam, given that it contains the tokens 'Rolex' and 'replica'".)
The Spam Immune System
The human immune system distinguishes between self and non-self, so the spam immune system distinguishes between a self of legitimate email (non-spam) and a non-self of spam.
Detectors: Lymphocytes and Antibodies
The central part of the spam immune system is its detectors, which are regular expressions made by randomly recombining information from a set of libraries, as described in Section 3.2. These regular expressions match patterns in the entire message. The digital lymphocyte consists of an antibody and two associated weights detailing what has been matched by that particular lymphocyte. Both of these weights are initialized to zero.
-spam matched: the cumulative weighted number of spams matched -msg matched: the cumulative weighted number of messages matched
Libraries
The gene library contains partial patterns used to build the full patterns used in lymphocytes. (Algorithm 2 describes how this is done.) In order to create antibodies which match spam, a few different libraries were tested:
Dictionary of English Words For the personal email of an English speaker, most messages are written in English. This is the case for the corpus used for testing and training. As such, the first library attempted was a list of American English words, taken from version 5-4 of the Debian package wamerican. This dictionary contains 96274 words.
Bayesian-style Tokens The Bayesian tokenizer divides a mail up into separate components, usually individual words. The SpamBayes [14] tokenizer was used to parse a training set of emails into Bayes tokens. Their implementation is based upon the work of Paul Graham [13] , but includes many additions not found in his work [14] . This library contains 105248 tokens.
Heuristics The library which gained the best results is a library of heuristics. Using full libraries of words wasted valuable knowledge that was available about spam and non-spam messages. For example, although both messages contain common words like "the" the presence or absence of such common words tells us little about the likelihood of the message being spam. By concentrating on words and phrases which are more likely to indicate a classification for the message, the system produces more "useful" detectors and can achieve results with a much smaller set of detectors. Figure 1 gives some example heuristics. The syntax used is that of Perl regular expressions. The first of these looks for a pattern where the words "reply", "remove" and "subject" appear fairly close together (eg: "send a reply with remove in the subject"). The second is a simple string which represents the colour red in hexadecimal (this string might appear in HTML-formatted mail). The third contains the code for setting the background colour of an HTML document. Finally, the last matches strings such as "college diplomas" or "university diplomas" because these are periodically offered through spam messages.
reply.{1,15}remove.{1,15}subject ff0000 \<BODY.*bgcolor="#? [^f] \b(?:college|university)\s+diplomas The heuristic library is much smaller than its counterparts, with only 201 fragments. The heuristics used are drawn from SpamAssassin [10] , information about the training results of Bayes classifiers [13] [15], as well as directly from examination of spam.
Assigning scores to messages: Is it spam?
Given a set of weighted antibodies which have matched a given message, how do we make a determination as to whether that message is spam? First we combine all the individual antibody scores to assign a score to the message, and then we must set a threshold so that scores on one side of this threshold are spam, and those on the other are not.
In the first paper, scoring was done with a simple sum of the messages matched by each lymphocyte [1] , as shown in Equation 1. Later work used a "weighted average" where this score was divided by the number of messages matched by all lymphocytes [2] , as shown in Equation 2. Given the information stored by each lymphocyte, it is also possible to use a Bayes Score, as shown in Equation 3 . In each of these, the sum or product is taken over all matching lymphocytes, so only the spam matched and msg matched values from those lymphocytes are used in the score. The results of testing these equations can be found in Section 4.2. (3) Ideally all spam would be on one side of the threshold and all non-spam on the other. Doing the threshold selection after initial training allows the user some control over the accuracy of the system. Some users may be willing to lose a few legitimate messages if it means they don't have to deal with all the spam, while others will prefer to sort through more spam rather than risk losing any legitimate mail. Although it has been suggested that a false positive should be weighted more heavily as an error than a false negative [13] , there does not seem to be a consensus on an appropriate value for this weight. As a result, these tests have been done using a sum of the false positive and false negative scores to give a total error. The threshold was determined based on the score that gave a minimum total error over an average of all runs. For most tests, 20 runs were conducted. The results from this threshold determination are described in Section 4.2.
Lifecycle
The lifecycle of a digital lymphocyte starts when the lymphocyte is created and initialized (as described in Section 3.1). Once it has been created and initialized, it can be used to match messages. It is usually trained first on a set of preclassified messages, then allowed to work with real, unclassified messages. The lymphocytes are culled periodically (on an interval set by the user, perhaps once a month or every two weeks), and new lymphocytes are generated. Algorithm 1 describes the overall functioning of the spam immune system.
The sub-algorithms describe the phases of the lifecycle in more detail: Algorithm 2 explains the generation of new lymphocytes, Algorithm 3 describes their initial training phase, Algorithm 4 explains the application of lymphocytes to messages, and Algorithm 5 details the process of culling and ageing of old lymphocytes.
Algorithm 1 Spam Immune System
Require: update interval ⇐ a time interval after which the system will age. {chosen by user} {e.g. 10 days from now} 
Results
The system was tested against [16] because it is publicly available, contains sorted spam and non-spam which is relatively unaltered (messages are altered to preserve privacy and remove information added when they were donated). It is no longer very recent (the bulk of the messages are from 2002), but it should be sufficiently recent for testing purposes.
The corpus was divided up by the information found in the Date: email header, as it was the only date information available. Messages whose date field were clearly inaccurate (such as messages where the year was listed as 2028) were discarded, and since all of the non-spam was sent during 2002, only the spam for that year was used. The messages were grouped by month.
Baseline Test
The baseline result used for comparison is a repertoire of 500 lymphocytes from the heuristic library, trained dynamically, retrained with a weight of 2 (meaning each retraining is equal to two trainings, once to reverse the original training and once as a new training), and culled if the msg matched value falls below 1 and aged by 1 if the value is higher. Unless otherwise specified, these are the parameters used for each test.
This baseline was not chosen to be the best of the tests: as shown in Section 4.3, better classifications can be achieved by using larger populations. The benefit to using a non-optimal baseline is that there is more room to improve, so it is more evident if a given technique actually improves the results.
The average accuracy for the baseline test is 91.9% with 2.4% false positives. The standard deviation of this accuracy is 3.0%.
Algorithm 4 Application of antibodies with dynamically updated weights
Require: repertoire ⇐ the list of antibodies (cannot be an empty list) Require: message ⇐ a message to be marked Require: threshold ⇐ a cutoff point valued between 0 and 1 inclusive; anything with a score great than or equal to this is spam {chosen by user} 
Algorithm 5 Culling of antibodies: ageing and death
Require: repertoire ⇐ the list of antibodies (cannot be an empty list) Require: matched threshold ⇐ any lymphocyte with a msg matched value below this threshold will be killed {chosen by user} Require: decrement ⇐ amount by which to decrement ageing antibodies {chosen by user} for each lymphocyte in the repertoire (list of all lymphocytes) do lymphocyte.spam matched ⇐ lymphocyte.spam matched lymphocyte.msg matched * (lymphocyte.msg matched − decrement) {the ratio between the two weights stays the same as it was before the ageing} lymphocyte.msg matched ⇐ lymphocyte.msg matched − decrement if lymphocyte.msg matched < threshold then remove antibody from data store end if end for
Scoring
As described in Section 3.3, three different weighting schemes have been used with the spam immune system. Each of the three systems produces a very different pattern of scores when applied to the messages. Figures 2, 3 and 4 show these scores for one instance of the baseline test. Only the first month (August) is graphed to avoid showing any effects related to culling and retraining. Figure 2 shows the pattern of the straight sum scoring system. There is little clear division between the spam and the non-spam messages and there is a much wider range of scores. There is a large spike of spam and smaller spike of nonspam at the bottom end of the range -these represent messages for which few or no lymphocytes matched. The average best threshold is at score 3808, with an average error rate of 20.11%. However, this error rate is almost identical to the rate of spam in the portion of the corpus being tested, so effectively the straight sum is not distinguishing any messages. Figure 3 shows the bowl-shaped pattern of the Bayesian scoring system. There is mostly spam at the top of the score range, and mostly non-spam at the bottom of the range, with a spike in the middle of the distribution. (A weight of 0.5 is assigned to any message about which nothing is known.) The average best threshold is at 0.62 and the average best error rate is 7.08%. Figure 4 shows the pattern of the Weighted Average scoring system. The scores of the spam messages and the non-spam messages are somewhat distinct, falling in two bell-curves that partially overlap at the edges. As with the Straight Sum, there is a spike of messages at 0 because this is the score assigned to messages about which nothing is known. The average best threshold was 0.55, with an average best error rate of 4.96%. Table 1 shows the thresholds as determined experimentally. Not only did the weighted average scores give a lower error rate on average, but the standard deviation of the best threshold was smaller, which makes it easier to assume that future tests at this threshold will yield similarly good results. As such, the weighted average is the scoring system used in the other tests.
Comparing Population size
Using the heuristic library, lymphocytes were generated in batches of 1000, 900, 800, 700, 600, 500, 400, 300, 200, and 100. Each one was tested against all the messages of the testing set, using the parameters for the baseline test other than the number of lymphocytes in the repertoire. Figure 5 shows the percent error in classification as a function of population size. All the values shown are averages for that population size.
"Useful" lymphocytes are those that have matched some messages and thus have scores larger than zero. These are shown in Figure 6 . The graph was created by looking at the population of lymphocytes with any weight after the culling step of the lifecycle. Near the top of this graph, the lines for various population sizes converge, implying that we may have reached an optimal number of lymphocytes from this library for this corpus.
Libraries
The libraries were tested as with the baseline test, only with different libraries used. The results, in Table 2 , show that the accuracy of the heuristic library is much higher. The numbers in brackets are the standard deviations of error for each of the libraries tested. Because the standard deviation of the error using Table 2 . Error for the three libraries the heuristic library is low, we can reasonably assume that the error will be consistent over a range of runs.
Conclusions
The spam immune system successfully adapts the artificial immune system model for use in spam detection. At 700 heuristic lymphocytes, the system averages 93.6% accuracy with 1.1% false positives. Thus, the spam immune system achieves accuracy comparable to that of commercial anti-spam solutions according to third-party reviewers of said products [17] [18] . Accuracy numbers cited by vendors are often higher than these numbers, but these third party reviews are probably closer to the accuracy that would be seen by typical users.
This system is even more compelling in that it uses only a single approach to achieve this accuracy. As shown in [17] , many of the products they tested use multiple approaches, such as blacklisting combined with URL analysis. Presumably, if these approaches were added into a complete system including the spam immune system, it would be possible to achieve even higher accuracy. This demonstrates that not only is it possible to apply the artificial immune system model to spam detection, but it is also a viable alternate anti-spam solution.
The scoring system which produced the best results was the weighted average, originally proposed in [2] . While Bayes system achieved similar results, the larger variance between runs made it less attractive for a system which users would want to be relatively stable.
Three libraries were tested, but it was the heuristic library, originally proposed in [1] which emerged as the most accurate for classification. The Bayesian token and English word libraries performed significantly less well. Although the higher variance between runs implies that they could occasionally do as well as the heuristic library, most users will not be content with a system that "might" work -they want something which will work consistently for them on a given run.
Future Work
In order for research to continue, work should be done to produce a suitable corpus of messages that is more up-to-date and has a better distribution than the SpamAssassin corpus. In the past, mailing lists have been used as ways to gather spam and non-spam [12] . We have explored making modifications to the popular open source list management software Mailman [19] , so that collection could be done with little additional work on the part of the list administrators, but this has not yet been explored on a live mailing list.
Ideally, the new corpus would be gathered over a period longer than the one-year span of the SpamAssassin corpus. If possible, it would be nice to have a higher ratio of spam, reflecting the greater ratio of spam found in the world currently. It would be nice to have a spam corpus which exhibits periods of volatility as described in [9] , as well as messages known to be relatively stable.
Once a better corpus is prepared, other gene libraries should be explored: Adaptive gene libraries Currently, the system uses a library that is prepared in advance and does not change. However, as the system sees more spam, it could be gathering information that could be used to create new gene fragments. This could be done, for example, by looking at the Bayesian tokens found in messages.
Weighted gene libraries When antibodies are generated, the entire library of gene fragments has an equal chance of being used, but it would be possible to weight the fragments so that those more likely to produce useful lymphocytes could be used more frequently. The "usefulness" of fragments could be based upon the weights assigned to lymphocytes that use them.
Other ideas include allowing mutations of lymphocytes, managing parameter settings adaptively (for example, using a genetic algorithm), varying the confidence values for training during application.
