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Abstract
We study Bayesian linear regression models with skew-symmetric scale mixtures of normal error
distributions. These kinds of models can be used to capture departures from the usual assumption of
normality of the errors in terms of heavy tails and asymmetry. We propose a general non-informative
prior structure for these regression models and show that the corresponding posterior distribution
is proper under mild conditions. We extend these propriety results to cases where the response
variables are censored. The latter scenario is of interest in the context of accelerated failure time
models, which are relevant in survival analysis. We present a simulation study that demonstrates
good frequentist properties of the posterior credible intervals associated to the proposed priors. This
study also sheds some light on the trade-off between increased model flexibility and the risk of over-
fitting. We illustrate the performance of the proposed models with real data. Although we focus on
models with univariate response variables, we also present some extensions to the multivariate case
in the Supporting Web Material.
Key Words: accelerated failure time model; flexible errors; model selection; multivariate; noninforma-
tive prior; skewness.
1 Introduction
The classical assumption of normality of the residual errors in linear regression models (LRMs) can be
restrictive in practice. In many cases, the use of more flexible parametric distributional assumptions
is necessary to capture departures from normality. These departures often arise when the sample con-
tains outliers or when the residual errors are asymmetric. Several approaches have been proposed for
parametrically modelling these departures from normality such as the use of scale mixtures of normal
distributions [18], and skew-elliptical distributions [3, 34, 5], among others (see also [4] and [22]). In the
absence of strong prior knowledge about the model parameters, a way for conducting Bayesian inference
consists of using noninformative priors (often referred to as objective Bayesian inference). In a general
sense, these kinds of priors are functions of the parameters that produce posterior distributions with
good frequentist properties. The use of objective Bayesian inference in LRMs with symmetric errors
has been widely studied. In particular, [18] studied the propriety of the posterior distribution associated
with Bayesian LRMs with an improper prior structure and residual errors distributed according to the
family of scale mixtures of normals (SMN). The use of more general prior structures has been recently
studied in [13] and [24] for particular members of the SMN family. In a related vein, [36] studied the use
of Jeffreys-type priors in the context of accelerated failure time (AFT) models with SMN errors (which
are LRMs for the logarithm of the survival times). However, there are fewer studies related to the use of
noninformative priors with flexible error distributions that allow for capturing skewness. [19] proposed
a class of multivariate two-piece distributions that allow for capturing skewness. They employed these
distributions for modelling the errors in multivariate LRMs and also proposed an improper prior struc-
ture, which is similar to that in [16]. Another recent reference is [30], who studied AFT models with
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errors distributed according to the generalised extreme value distribution. They proposed an improper
prior for this LRM, but their conditions for the propriety of the posterior involve truncating the support
of the prior distribution on the shape parameter, which in turns reduces the flexibility of the model, as
well as a condition on the prior for the scale parameter.
Here, we study the use of the class of skew-symmetric scale mixtures of normal (SSSMN) dis-
tributions for modelling residual errors in LRMs. This class contains, for instance, the skew-normal
distribution [2], the skew-t distribution [3], and the skew-logistic distribution [37], as well as the cor-
responding symmetric models as particular cases. We propose a general improper prior structure that
preserves the propriety of the posterior distribution in the sense that the posterior exists under the same
conditions as in the model with SMN errors. This result allows us to appeal to existent results in order
to show the propriety of the posterior associated to LRMs with SSSMN errors and the proposed prior
structure. We discuss the use of the proposed Bayesian models in survival analysis as well as the impact
of using flexible distributions in the prediction of the remaining life of patients that survived beyond the
end of the study.
The paper is organised as follows. In Section 2 we describe the LRMs of interest and introduce the
proposed noninformative prior structure. We provide easy to check sufficient conditions for the propriety
of the corresponding posterior distribution. These results represent an extension to previous results for
LRMs with symmetric errors [16, 18, 13, 24]. In Section 3, we extend our results to cases where the
sample contains censored response variables for application of the proposed models to survival analysis.
In Section 4, we present a simulation study where we illustrate the good frequentist properties of the
95% credible intervals obtained with the proposed priors and discuss some issues associated to certain
skew-symmetric models. In Section 5 we present two applications with publicly available data sets in
the context of biometric measures and survival analysis. All proofs are presented in the Supporting Web
Material.
2 Linear regression with skew-symmetric errors
2.1 Bayesian model
Recall first that a real random variable Z is said to be distributed according to a skew-symmetric distri-
bution if its probability density function (PDF) can be written as [39]
s(z) = 2f(z)ϕ(z), z ∈ R, (1)
where f is a symmetric PDF and ϕ : R→ [0, 1] is a function that satisfies ϕ(z) = 1−ϕ(−z). We focus
on the family of parametric skew-symmetric distributions of the type
s(z|ξ, ω, λ, δ) = 2
ω
f
(
z − ξ
ω
∣∣∣∣∣δ
)
G
(
λ
z − ξ
ω
)
, (2)
where G is a cumulative distribution function (CDF) with continuous symmetric PDF g with support
on R, ξ ∈ R is a location parameter, ω > 0 is a scale parameter, λ ∈ R, and δ ∈ ∆ ⊂ R is a shape
parameter. We will refer to f as the “baseline density”. Note that this structure allows for the case where
f = g. We do not consider the case where g contains an unknown shape parameter and g 6= f since
this would produce a model with 5 parameters that may play redundant roles. This structure covers
many cases of practical interest such as the skew-normal distribution, the skew-t distribution [3] with
δ degrees of freedom, the skew-logistic distribution [37], and the skew-slash distribution [38]. Density
(2) is asymmetric for λ 6= 0, and s = f for λ = 0. If a random variable Z has distribution (2), we will
denote it as Z ∼ SS(ξ, ω, λ, δ; f, g).
Consider now the linear regression model:
yj = x
⊤
j β + εj , j = 1, . . . , n, (3)
2
where yj ∈ R, β is a p-dimensional vector of regression parameters, εj i.i.d.∼ SS(0, ω, λ, δ; f, g), and
X = (x1, . . . ,xn)
⊤ is a known n × p design matrix of full column rank. In some cases, we might be
interested on centring the regression model on the mean or some quantile (such as the median), in which
case we have to properly centre the error distribution. This centring strategy is typically done after the
estimation of the parameters has been performed. This point has been discussed by [34] in the context
of regression models with skew-elliptical distributions, as well as in [5].
We adopt the general prior structure:
pi(β, ω, λ, δ) =
p(λ, δ)
ωa
, (4)
where p(λ, δ) is a proper prior. This prior structure covers the structure of several priors obtained by
formal rules such as the independence Jeffreys prior, the Jeffreys-rule prior, and the reference prior [32].
Given that this prior is improper, we need to investigate conditions for the existence of the corresponding
posterior distribution.
In order to provide a general propriety result, we restrict our study to the case when the baseline
density f in (2) belongs to the family of SMN distributions. Recall that a symmetric PDF f is said to be
a SMN if it can be written as:
f(z|δ) =
∫
R+
τ1/2φ(τ1/2z)dH(τ |δ), z ∈ R,
where H is a mixing distribution with positive support and φ represents the standard normal PDF. The
family of scale mixtures of normals contains important models such as the normal distribution, the
logistic distribution, the Student-t distribution, the Laplace distribution, the symmetric generalised hy-
perbolic distribution, and the slash distribution. Under this setting, we have the following results (see
the Supplementary Web Material for a formal proof).
(i) Consider the model (3)–(4). Assume that f in (2) is a scale mixture of normals and that rank(X) =
p. If a = 1, a sufficient condition for the propriety of the posterior of (β, ω, δ, λ) is n > p.
(ii) If a > 1, a sufficient condition for the propriety of the posterior is n > p+ 1− a and∫
τ−
a−1
2 p˜(δ)dH(τ |δ)dδ <∞, (5)
where p˜(δ) represents the marginal prior on δ.
These results indicate that the introduction of skewness in the distribution of the residual errors, by
means of the skew-symmetric construction (2), does not affect the existence of the posterior distribution,
as long as we use a proper prior on the skewness parameter λ. For a = 1 the propriety of the posterior is
guaranteed by having more observations than covariates for the class of LRMs with SSSMN errors. The
results presented here are satisfied with probability one (for almost all sets of observations). We refer the
reader to [16, 17], [18], and [36] for a discussion on zero-probability events that induce improper poste-
riors. This includes, for instance, samples with a certain number of responses that can be represented as
an exact combination of their covariates which, in principle, have probability zero of occurrence under
a continuous model but that may appear in practice due to rounding of the measurements. For a > 1
the conditions for the existence of the posterior distribution become more restrictive and condition (5)
has to be checked case by case. For the cases when the residual error distribution is a skew-normal
or a skew-logistic (normal or logistic baseline f ), the condition (5) is automatically satisfied [36], and,
therefore, the condition n > p+1− a is sufficient for the propriety of the posterior. Similarly, for cases
when the baseline PDF f is a generalised hyperbolic distribution (with either fixed tail parameter δ > 0
or with a compactly supported marginal prior p˜(δ)) or a Laplace distribution, the condition n > p+1−a
is also sufficient for the existence of the posterior [13, 24].
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2.1.1 The role of λ in skew-symmetric models
An aspect that has been little discussed in the literature is the overall influence of the parameter λ on
the shape of a skew-symmetric PDF (1). We already mentioned that the PDF (1) is left/right skewed
for λ ≶ 0. However, the parameter λ controls other features as well such as spread and location of the
mode. Moreover, for some combinations of f and G, the parameter λ has little influence of the shape of
the PDF for a certain range of values around λ = 0. For instance, in the skew-normal PDF, the shape
parameter λ has little influence on the asymmetry when |λ| ≤ 1. In this region, λ mainly controls the
location and spread of the PDF. Figure 1 shows that a skew-normal PDF with parameter λ = 1 can be
reasonably well approximated with a normal PDF. This phenomenon is also observed in other models
where f and G have lighter tails than normal, while models with heavier tails seem to be exempt from
this problem. Intuitively, this suggests that it is hard to estimate the parameters (ξ, ω, λ) (both from a
Classical and a Bayesian perspective) in some light-tailed skew-symmetric models when the true value
lies in a certain interval centred at λ = 0 and the sample size is small or moderate. Consequently,
if one uses a skew-symmetric distribution, with lighter or equal tails than normal, to model the errors
in a LRM, it is expected to observe high correlation between the estimator of the intercept regression
parameter, the scale parameter, and the skewness parameter (See Section 4). Given that these issues only
appear when the errors are nearly symmetric, a simple solution consists of testing for λ = 0 in order to
identify the best and most parsimonious model for the data. Moreover, in the context of our paper this
issue has little relevance since we are only considering the cases when f is a SMN, leaving the normal
as the only problematic case.
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Figure 1: Normal PDF with parameters (0.505, 0.817) (dashed line) vs. skew-normal PDF with parameters
(0, 1, 1) (continuous line).
2.2 Discussion on the choice of the priors for the shape parameters
The choice of the priors for the shape parameters (λ, δ) deserves further discussion. We present a sum-
mary of some informative an non-informative priors used for the shape parameters in skew-symmetric
models.
2.2.1 Priors for λ
(i) Jeffreys priors. For the skew-normal regression model, we can employ the reference prior of
the skewness parameter λ. This prior was obtained by [26], who showed that this is proper and
well defined. [8] showed that this prior can be reasonably well approximated using a Student-t
distribution with 1/2 degrees of freedom and scale parameter σ0 = pi/2. In [9], a similar result
was also established for the skew-t model with degrees of freedom δ > 2. [32] characterised the
marginal reference prior of the parameter λ in a large class of skew-symmetric models and showed
that this is symmetric, with tails of order O(|λ|−3/2), and proper. These kinds of priors have been
shown to induce posteriors with good frequentist properties [26, 9, 32]. However, the reference
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priors of λ are well defined at λ = 0 only if the second moment of f is finite. As shown in [32],
the Jeffreys/reference prior of λ can be calculated as follows
p(λ) ∝
√∫ ∞
0
x2f(x)
g(λx)2
G(λx)[1 −G(λx)]dx. (6)
(ii) Matching priors. [10] calculated the matching prior for the skewness parameter λ in the skew-
normal model. They showed that this prior is proper, data-independent, bimodal, with tails of order
O(|λ|−3/2), and that this prior induces a posterior with good frequentist properties. However, the
bimodality of this prior might complicate sampling from the posterior for small and moderate
samples. To the best of our knowledge, matching priors have not been calculated for other skew-
symmetric models.
(iii) Heuristic priors. An alternative non-informative prior can be constructed by using the popu-
lar alternative parameterisation of the skew-normal distribution in terms of the parameter ρ =
λ/
√
1 + λ2 ∈ (−1, 1). If we assign a uniform prior on the parameter ρ, this induces the following
proper prior on λ:
p(λ) ∝ 1
(1 + λ2)3/2
. (7)
This prior has been used recently in [11].
(iv) Informative priors. In cases where there is reliable prior information, one can appeal to any
proper prior that can capture the features of our prior beliefs. In particular, [11] proposed the use
of the skew-normal distribution as a prior distribution, with hyperparameters (ξ0, ω0, λ0), for λ.
This prior allows the user to control the mass allocated on values of λ ≶ 0, which are related to
negative and positive skewness.
2.2.2 Priors for δ
Regarding the tail parameter δ, [33] proposed a general method for constructing weakly informative
priors for kurtosis parameters. The idea consists of assigning a uniform prior to a bounded measure of
kurtosis applied to the symmetric baseline density f(·|δ). In order for this method to be applicable, the
chosen measure of kurtosis must be a one-to-one function of the parameter δ. This strategy induces a
proper prior on the parameter δ which can be interpreted as a weakly informative prior, in the sense
that it assigns a flat prior on a function that represents the influence of the parameter δ on the shape of
the density. In the case of the degrees of freedom of the Student-t distribution, [33] showed that this
strategy produces a prior with a behaviour similar to that of the approximation to the Jeffreys prior for
this parameter [21] proposed in [23].
In addition, these priors on δ can be coupled with the Jeffreys priors in order to produce a joint prior
on (λ, δ) by using the decomposition p(λ, δ) = p(λ|δ)p(δ), where
p(λ|δ) ∝
√∫ ∞
0
x2f(x|δ) g(λx)
2
G(λx)[1 −G(λx)]dx.
This prior also has tails of order O(|λ|−3/2), for each value of δ. If the prior p(λ|δ) is not too variable
for different values of δ, we may opt for an independent structure p(λ, δ) = p(λ)p(δ) for practical
purposes. For instance, in the skew-t distribution, the prior p(λ|δ) can be reasonably well approximated
with a Student-t distribution with 1/2 degrees of freedom and scale parameter σ0. A reasonable value
of σ0 depends on the degrees of freedom δ. Figure 2 shows the values of σ0 that produce a reasonable
approximation (obtained by matching the mode) for δ = 2.1, 2.2, . . . , 50. We observe that σ0 varies
between 0.5 and pi/2. In this case, for the sake of simplicity, we adopt the prior p(λ, δ) = p(λ)p(δ),
5
where p(λ) is a Student-t distribution with 1/2 degrees of freedom and scale parameter σ0 = pi/2,
which corresponds to the reference prior of λ. In Section 4 we show, through a simulation study, that
this prior structure induces a posterior with good frequentist properties.
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Figure 2: Value of the scale parameter ω0 used in the Student-t approximation to the Jeffreys prior of λ in the
skew-t model with δ degrees of freedom.
3 Accelerated failure time models
A closely related family of LRMs that are of great interest in survival analysis are AFT models. The
basic idea behind this kind of LRM consists of modelling a set of survival times T = (T1, . . . , Tn)⊤ in
terms of a set of covariates β through the model equation:
log Tj = x
⊤
j β + εj , j = 1, . . . , n. (8)
In this context, the distribution of the errors εj is typically assumed to be normal or that exp(εj) follows
a Weibull distribution. Given that the normality assumption can be restrictive in practice, several alter-
native models have been proposed. For instance, from a classical inferential framework, [7] proposed
the use of the Birnbaum-Saunders distribution, which corresponds to modelling the survival times Tj as
a log-Birnbaum-Saunders distribution; and [31] employed the class of log-two-piece distributions. From
a Bayesian perspective, [36] employed the class of log scale mixture of normals for modelling survival
times; meanwhile [30] employed the log generalised extreme value distribution.
We consider the class of log skew-symmetric (LSS) distributions [28]:
sl(t|ξ, ω, λ, δ) = 2
ωt
f
(
log t− ξ
ω
∣∣∣δ)G(λ log t− ξ
ω
)
, t > 0, (9)
for modelling the survival times Tj in (8), where f and g are as described in Section 2. It includes,
for example, the log-skew-normal and log-skew-t distributions [6, 25]. This class of distributions can
also be seen as an extension of the class of log-symmetric distributions (which is obtained with λ =
0). If a positive random variable T has distribution (9) we denote it as T ∼ LSS(ξ, ω, λ, δ; f, g).
More specifically, we assume that Tj|xj ,β, ω, λ, δ ∼ LSS(x⊤j β, ω, λ, δ; f, g), that f in (9) is a scale
mixture of normals, and that rank(X) = p. If we adopt the prior structure (4) for this model, then the
corresponding posterior is proper under the conditions in Section 2. However, in the context of AFT
models, the presence of (right–, left–, and interval–) censored responses is quite common. Suppose
that Tj|xj ,β, ω, λ, δ ∼ LSS(x⊤j β, ω, λ, δ; f, g), that f in (9) is a scale mixture of normals, and that
rank(X) = p. Consider the prior structure (4) for this model. Suppose also that nc ≤ n observations
are censored and no = n− nc are observed. Then,
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(i) If a = 1, a sufficient condition for the propriety of the corresponding posterior is no > p.
(ii) If a > 1, a sufficient condition for the propriety of the posterior is no > p + 1 − a together with
(5).
In the Supplementary Web Material we provide a study of the extreme case in which all of the observa-
tions are censored (Corollary 2). This scenario requires a more careful analysis given that, intuitively,
samples containing only censored observations contain little information about the parameters, thus, one
has to be careful about using non-informative priors in such extreme scenarios.
4 Simulation study
In this section we present a simulation study that illustrates the performance of the proposed models.
We study the regression model:
yj = β1 + β2x1j + β3x2j + εj , j = 1, . . . , n,
where we simulate the variables x1j and x2j from a standard normal distribution and consider different
combinations of the distribution of the residual errors and the sample size n.
In the first scenario, we simulate the residual errors from a skew-normal distribution with scale
parameter ω = 0.5 and skewness parameter λ = 0, 1, 2, 3, 4, 5, (β1, β2, β3) = (1, 2, 3) and n =
100, 250, 500. Negative values of λ produce similar results and are, therefore, omitted. We adopt the
product prior structure (4) with a = 1 and p(λ) given by the reference prior of this parameter [26].
We use the Student-t approximation from [8] to facilitate its implementation. For each of these sce-
narios, we obtain N = 1, 000 samples of size 2, 000 from the posterior distribution using the R [29]
t-walk Markov Chain Monte Carlo (MCMC) sampler [14] after a burn-in period of 5, 000 iterations and
thinned to every 25th iteration (55,000 iterations in total). Then, we calculate the proportion of 95%
credible intervals that include the true value of the parameters, the 5%, 50%, and 95% quantiles of the
maximum likelihood estimators (MLEs), the maximum a posteriori (MAP) estimators, and posterior
median estimators, as well as the median Bayes factor associated to the hypothesis H0 : λ = 0. The
Bayes factor is approximated using the Savage-Dickey density ratio [15]. In the second scenario, we
simulate the residual error from a skew-logistic distribution with scale parameter ω = 0.5 and skewness
parameter λ = 0, 1, 2, 3, 4, 5. We adopt the product prior structure (4) with a = 1 and p(λ) given by the
reference prior of this parameter [32]. We use the Student-t approximation (1/2 degrees of freedom and
scale 4/3) from [32] to facilitate its implementation. In the third scenario, we simulate the residual errors
from a skew-t distribution with degrees of freedom δ = 3 and scale parameter ω = 0.5. We adopt the
prior on the skewness parameter described in the first simulation scenario. For the degrees of freedom
δ, we use the approximation to the Jeffreys prior proposed in [23]:
pi(δ) =
2dδ
(δ + d)3
. (10)
We fix the hyperparameter d = 2, which induces a prior with mode at δ = 1.
Results are reported in Tables 1–3 below and Section 3, Tables 1S–6S, of the Supplementary Web
Material. For the first scenario (skew-normal errors, Tables 1–3), we can observe that the coverage of
the credible intervals of the parameter ω is greatly affected when the true value of λ is zero or one.
Moreover, the Bayes factors associated to H0 : λ = 0 favours the normal model in both cases, for
all sample sizes, when λ = 0, 1, which emphasises the difficulty in identifying models with |λ| ≤ 1.
These scenarios correspond to the cases described in Section 2.1.1 where the skew-normal distribution is
nearly or exactly symmetric, which in turns complicates the identification of the parameters (β1, ω, λ),
and induces a strong correlation between these parameters. Figures 3–4 show the scatter plots associated
to a posterior sample of (β1, β2, β3, ω, λ) for n = 250 and λ = 1, 5, respectively. These figures show
the strong correlation between the parameters (β1, ω, λ) for λ = 1, while the correlation between these
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parameters seems to be lower for λ = 5. We can also observe from these tables that the coverage
improves as λ ≥ 2 and that the coverage proportions converge to the nominal value as the sample size
increases. This study also indicates that we need at least 100 observations in order to get a good coverage.
For the second and third scenarios (Tables 1S–6S), we observe a good coverage for all the sample sizes
as well as a good behaviour of the Bayesian estimators compared to that of the corresponding MLEs.
In the Supplementary Web Material, Tables 7S–9S, we present an additional simulation study using
the configuration in the first scenario with the prior (7) for the parameter λ. This study shows that the
prior (7), that has been considered as a noninformative prior in the literature, induces a posterior with
poor frequentist properties.
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Figure 3: Scatter plot for a single posterior simulation of (β1, β2, β3, ω, λ) with n = 250 and λ = 1.
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Figure 4: Scatter plot for a single posterior simulation of (β1, β2, β3, ω, λ) with n = 250 and λ = 5.
5 Applications
In this section, we illustrate the performance of the proposed Bayesian models with two real data sets.
In the first example, we revisit the popular “Australian Athletes” data set. We compare the performance
of 4 types of distributional assumptions on the residual errors in a LRM studied in [1]. In the second
example we present an application in the context of survival analysis of cancer patients. Simulations
from the corresponding posterior distributions are obtained using the t–walk [14]. Model comparison is
conducted via Bayes factors which are calculated using an importance sampling (and corroborated using
Laplace’s method), the Bayesian information criterion (BIC), and log-predictive marginal likelihood
(LPML). LPML is a measure that ranks the models of interest in terms of their predictive performance
(see [35] for an overview that includes the case with interval censored observations). Larger values of
LPML indicate a better predictive performance. The use of the Bayes factors with improper priors is
justified in this context since we use the same prior structure (with improper priors only on the common
parameters) for the different models in order to avoid the presence of arbitrary constants (see [36] for a
discussion on this point). R codes are available upon request.
5.1 Australian athletes data
Our first application concerns the study of the regression model [1]:
Lbmj = β1Htj + β2Wtj + εj , j = 1, . . . , 102, (11)
where Lbmj , Htj , and Wtj denote the lean body mass, the height, and the weight of 102 Australian
male athletes from the Australian Institute of Sport (AIS) data set. We compare the models obtained with
four distributional assumptions on the residual errors εj : a skew-normal distribution SN(0, ω, λ) [2], a
skew Student-t distribution SSt(0, ω, λ, δ) with unknown degrees of freedom, and the corresponding
symmetric submodels (normal and Student-t). We adopt the prior structure (4) with a = 1. For the
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Method MLE MAP Median Coverage BF
5% 50% 95% 5% 50% 95% 5% 50% 95%
λ = 0
β1 4.456 4.917 5.521 4.463 4.996 5.519 4.559 4.999 5.380 0.987 –
β2 1.913 2.002 2.089 1.911 2.001 2.091 1.916 2.003 2.085 0.956 –
β3 2.908 3.001 3.087 2.905 2.999 3.086 2.906 3.000 3.087 0.942 –
ω 0.492 0.613 0.761 0.475 0.542 0.714 0.504 0.581 0.699 0.849 –
λ -1.993 0.285 2.224 -1.452 -0.003 1.613 -1.196 0.009 1.520 0.989 2.141
λ = 1
β1 4.788 5.009 5.317 4.796 5.057 5.649 4.856 5.193 5.507 0.947 –
β2 1.931 2.001 2.069 1.927 2.001 2.069 1.928 2.002 2.067 0.950 –
β3 2.930 3.001 3.066 2.929 3.001 3.071 2.931 3.002 3.066 0.963 –
ω 0.373 0.485 0.635 0.388 0.450 0.613 0.417 0.483 0.603 0.994 –
λ 0.007 0.992 2.550 -0.988 0.190 2.063 -0.713 0.248 1.974 0.964 2.029
λ = 2
β1 4.886 5.003 5.252 4.885 5.009 5.435 4.900 5.059 5.359 0.911 –
β2 1.941 2.001 2.058 1.938 2.003 2.060 1.942 2.001 2.058 0.955 –
β3 2.944 3.000 3.060 2.941 3.001 3.061 2.943 3.001 3.059 0.952 –
ω 0.354 0.496 0.600 0.336 0.447 0.593 0.365 0.462 0.589 0.947 –
λ 0.451 2.083 4.942 -0.315 1.585 3.389 0.035 1.441 3.973 0.901 1.093
λ = 3
β1 4.909 5.002 5.115 4.904 5.003 5.147 4.915 5.020 5.257 0.912 –
β2 1.946 1.998 2.047 1.944 1.998 2.050 1.947 1.999 2.047 0.955 –
β3 2.949 3.000 3.054 2.948 3.000 3.054 2.950 3.001 3.053 0.950 –
ω 0.395 0.491 0.590 0.319 0.484 0.585 0.359 0.482 0.587 0.929 –
λ 1.488 3.225 10.269 -0.154 2.463 5.112 0.577 2.742 6.939 0.904 0.223
λ = 4
β1 4.928 5.002 5.084 4.922 5.000 5.091 4.929 5.008 5.137 0.946 –
β2 1.954 2.000 2.046 1.953 2.001 2.047 1.954 2.001 2.045 0.964 –
β3 2.954 3.002 3.047 2.953 3.003 3.048 2.955 3.002 3.048 0.964 –
ω 0.407 0.495 0.576 0.369 0.488 0.574 0.380 0.490 0.574 0.950 –
λ 2.298 4.505 108.781 -1.076 3.227 8.417 1.502 3.807 12.553 0.941 5×10−2
λ = 5
β1 4.933 4.998 5.068 4.930 4.997 5.074 4.938 5.000 5.096 0.954 –
β2 1.954 1.998 2.043 1.953 1.999 2.043 1.956 1.999 2.044 0.955 –
β3 2.960 3.003 3.046 2.959 3.003 3.047 2.962 3.003 3.045 0.969 –
ω 0.418 0.499 0.575 0.397 0.494 0.574 0.402 0.498 0.578 0.958 –
λ 2.997 5.883 138.560 -17.640 3.930 12.810 2.192 4.929 21.107 0.943 2×10−2
Table 1: Point estimators, coverage proportions and Bayes factors: Linear regression model with residual errors
simulated from a skew-normal distribution, n = 100.
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Method MLE MAP Median Coverage BF
5% 50% 95% 5% 50% 95% 5% 50% 95%
λ = 0
β1 4.574 4.965 5.424 4.568 5.008 5.429 4.665 4.994 5.335 0.988 –
β2 1.948 2.000 2.057 1.945 1.999 2.057 1.947 2.000 2.056 0.945 –
β3 2.947 2.998 3.052 2.945 2.996 3.055 2.946 2.997 3.053 0.952 –
ω 0.504 0.584 0.683 0.484 0.525 0.656 0.508 0.555 0.640 0.859 –
λ -1.406 0.079 1.400 -1.240 0.030 1.234 -1.035 0.015 1.017 0.988 2.547
λ = 1
β1 4.869 5.000 5.290 4.872 5.024 5.548 4.897 5.157 5.430 0.903 –
β2 1.957 2.000 2.047 1.957 2.000 2.049 1.959 2.000 2.047 0.943 –
β3 2.957 3.001 3.044 2.956 3.001 3.044 2.958 3.001 3.043 0.949 –
ω 0.393 0.498 0.589 0.401 0.440 0.581 0.420 0.465 0.564 0.986 –
λ 0.014 1.018 1.782 -0.809 0.548 1.690 -0.428 0.390 1.553 0.903 2.282
λ = 2
β1 4.922 5.002 5.100 4.922 5.002 5.117 4.928 5.013 5.217 0.919 –
β2 1.967 2.001 2.035 1.966 2.001 2.038 1.966 2.001 2.035 0.955 –
β4 2.966 3.000 3.033 2.965 3.001 3.034 2.966 3.001 3.033 0.967 –
ω 0.420 0.498 0.565 0.358 0.492 0.564 0.386 0.489 0.564 0.919 –
λ 1.231 2.046 3.159 0.718 1.871 2.886 0.592 1.897 3.009 0.917 0.080
λ = 3
β1 4.948 5.001 5.064 4.946 5.001 5.067 4.949 5.005 5.074 0.944 –
β2 1.971 2.000 2.028 1.970 2.001 2.029 1.971 2.000 2.028 0.966 –
β3 2.970 3.001 3.029 2.969 3.000 3.029 2.970 3.000 3.029 0.963 –
ω 0.437 0.497 0.552 0.431 0.494 0.550 0.430 0.495 0.551 0.950 –
λ 2.034 3.093 4.676 1.851 2.845 4.117 1.826 2.950 4.330 0.947 1×10−11
λ = 4
β1 4.958 4.998 5.050 4.958 4.998 5.051 4.960 5.000 5.054 0.962 –
β2 1.973 2.000 2.028 1.972 2.000 2.027 1.973 2.000 2.027 0.965 –
β3 2.973 2.999 3.026 2.973 2.999 3.027 2.973 2.999 3.026 0.970 –
ω 0.449 0.497 0.549 0.445 0.495 0.545 0.446 0.496 0.546 0.966 –
λ 2.820 4.180 6.669 2.539 3.781 5.629 2.687 3.979 6.161 0.947 1×10−13
λ = 5
β1 4.962 4.997 5.042 4.960 4.997 5.044 4.962 4.999 5.044 0.953 –
β2 1.976 2.001 2.025 1.975 2.001 2.026 1.976 2.001 2.026 0.967 –
β3 2.975 3.000 3.026 2.974 2.999 3.026 2.974 2.999 3.026 0.959 –
ω 0.447 0.499 0.548 0.447 0.497 0.545 0.448 0.499 0.547 0.956 –
λ 3.550 5.289 8.647 3.196 4.692 7.200 3.356 4.965 7.821 0.959 6×10−12
Table 2: Point estimators, coverage proportions and Bayes factors: Linear regression model with residual errors
simulated from a skew-normal distribution, n = 250.
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Method MLE MAP Median Coverage BF
5% 50% 95% 5% 50% 95% 5% 50% 95%
λ = 0
β1 4.612 5.022 5.376 4.608 4.991 5.379 4.680 5.000 5.287 0.981 –
β2 1.964 2.001 2.035 1.963 2.000 2.037 1.965 2.001 2.036 0.957 –
β3 2.962 3.000 3.039 2.959 3.000 3.040 2.962 3.000 3.040 0.951 –
ω 0.502 0.567 0.649 0.487 0.520 0.630 0.507 0.541 0.615 0.848 –
λ -1.134 -0.045 1.181 -1.066 0.009 1.140 -0.807 -0.007 0.898 0.982 2.953
λ = 1
β1 4.897 5.000 5.263 4.896 5.012 5.450 4.910 5.112 5.333 0.892 –
β2 1.969 1.999 2.029 1.967 1.999 2.031 1.969 1.999 2.031 0.948 –
β3 2.970 3.000 3.031 2.968 3.000 3.033 2.970 3.000 3.032 0.950 –
ω 0.411 0.501 0.569 0.405 0.437 0.567 0.424 0.463 0.560 0.965 –
λ 0.055 1.010 1.602 -0.430 0.833 1.547 -0.130 0.544 1.505 0.885 2.279
λ = 2
β1 4.950 4.999 5.062 4.950 5.000 5.064 4.954 5.004 5.081 0.950 –
β2 1.975 2.001 2.025 1.974 2.000 2.025 1.975 2.000 2.024 0.953 –
β3 2.976 3.001 3.026 2.976 3.001 3.027 2.976 3.001 3.026 0.949 –
ω 0.447 0.499 0.545 0.440 0.497 0.544 0.436 0.496 0.543 0.942 –
λ 1.446 2.022 2.706 1.362 1.943 2.585 1.317 1.961 2.633 0.937 2×10−26
λ = 3
β1 4.963 4.999 5.040 4.962 5.000 5.041 4.965 5.000 5.043 0.958 –
β2 1.979 1.999 2.020 1.978 1.999 2.022 1.979 1.999 2.021 0.967 –
β3 2.977 3.000 3.022 2.977 3.000 3.022 2.978 3.000 3.022 0.955 –
ω 0.458 0.498 0.538 0.456 0.497 0.537 0.458 0.498 0.538 0.957 –
λ 2.351 3.048 4.019 2.246 2.928 3.874 2.295 2.984 3.925 0.954 4×10−53
λ = 4
β1 4.968 5.001 5.033 4.968 5.001 5.034 4.969 5.001 5.034 0.950 –
β2 1.981 2.000 2.017 1.981 2.000 2.019 1.981 2.000 2.018 0.961 –
β3 2.981 2.999 3.020 2.981 2.999 3.020 2.981 2.999 3.019 0.964 –
ω 0.460 0.499 0.536 0.458 0.498 0.537 0.459 0.499 0.536 0.941 –
λ 3.142 4.073 5.415 2.996 3.895 5.119 3.073 3.976 5.216 0.954 3×10−55
λ = 5
β1 4.974 5.000 5.027 4.974 5.000 5.029 4.974 5.000 5.028 0.962 –
β2 1.983 2.000 2.017 1.982 2.000 2.017 1.982 2.000 2.017 0.963 –
β3 2.983 2.999 3.017 2.983 2.999 3.017 2.983 2.999 3.017 0.966 –
ω 0.465 0.499 0.532 0.463 0.497 0.532 0.465 0.498 0.532 0.953 –
λ 3.913 5.199 7.083 3.669 4.895 6.654 3.795 5.043 6.800 0.956 5×10−46
Table 3: Point estimators, coverage proportions and Bayes factors: Linear regression model with residual errors
simulated from a skew-normal distribution, n = 500.
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skewness parameter, in both cases, we use the Student-t approximation (with 1/2 degrees of freedom
and scale pi/2) to the reference prior proposed in [8]. For the degrees of freedom we use the prior
(10) with hyperparameter d = 10. This prior structure allows us to match the priors associated to the
different distributional assumptions, which in turn helps us to justify the use of Bayes factors for model
comparison. The propriety of the corresponding posterior distributions is guaranteed by Proposition 1
and Corollary 1. We obtain a posterior sample of size 10, 000 after a burn-in period of 25, 000 iterations
and thinned to every 25th iteration for each of these models (275,000 iterations in total). Table 4 presents
a summary of the posterior samples as well as the BIC, Bayes factors, and LPML. All of the model
selection criteria favour the model with skew-t errors, which suggest the presence of heavy tails and
skewness.
In order to assess the goodness of fit of the SSt model, we propose a Bayesian residual analysis as
follows. First, for each posterior sample of the parameters (β(k)1 , β
(k)
2 ), k = 1, . . . , 10000, we obtain the
median of the residual errors ε(k)j = Lbmj − β(k)1 Htj − β(k)2 Wtj . By using the posterior samples of
(ω, λ, δ), we approximate the posterior predictive distribution of the errors and obtain a sample of size
10, 000 from this distribution. Then, we obtain M = 10, 000 sub-samples of size 102 from the sample
of the predictive distribution, and construct a QQ-plot for each of these samples. Finally, using these M
QQ-plots we generate a predictive envelope by taking the 5% and 95% quantiles of the QQ-plots at each
sample quantile point. This envelope can be used to visually assess the fit of the residuals and to detect
shortcomings of a model in specific regions. Figure 5 shows the predictive quantile envelope associated
to both the SSt and normal models. We notice that the envelope associated to the SSt model covers all
the data points as well as the straight line, which represents perfect fit. On the other hand, the envelope
produced with the normal model does not contain the straight line in several regions.
Model SSt SN t N
β1 0.05 (0.03,0.08) 0.05 (0.04,0.08) 0.06 (0.04,0.08) 0.08 (0.06,0.10)
β2 0.81 (0.75,0.87) 0.81 (0.76,0.85) 0.77 (0.74,0.81) 0.73 (0.69,0.77)
ω 1.85 (1.18,2.77) 3.51 (2.94,4.22) 1.24 (0.96,1.62) 2.29 (2.01,2.64)
λ -2.43 (-7.04,-0.57) -4.08 (-7.89,-2.18) – –
δ 2.69 (1.54,6.03) – 2.33 (1.44,4.28) –
BIC 231.07 238.21 233.00 241.83
Bayes factor – 4× 10−4 8× 10−3 3× 10−7
LPML -217.39 -224.48 -218.84 -232.18
Table 4: AIS Data: Posterior median, 95% credible intervals, BIC and Bayes factors against the SSt model.
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Figure 5: Bayesian residual analysis: (a) skew-normal errors; (b) skew-t errors.
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5.2 North Central Cancer Treatment Group (NCCTG) data
We now analyse the popular NCCTG lung cancer data. This data set contains the survival times of
n = 227 patients (the total number of patients is 228 but, for the sake of simplicity, we have removed
one patient with a missing covariate) with advanced lung cancer from the NCCTG. The sample contains
63 censored observations. The goal of this study was to compare the descriptive information from a
questionnaire applied to a group of patients against the information obtained by each patient’s physi-
cian, in terms of prognostic power [27]. We fit an AFT model (8) with three covariates “age” (in years),
“sex” (Male=1, Female=2), “ph.ecog” (ECOG performance score, 0=good–5=dead) as well as an in-
tercept, together with 4 distributional assumptions on the residual errors. We compare the inference
obtained with skew-logistic errors (SS Logistic), skew-normal errors (SS Normal), and the correspond-
ing symmetric sub-models (logistic and normal). We adopt the prior structure (4) with a = 1 and the
reference prior for λ proposed in [32] (which is approximated using a Student-t distribution with 1/2
degrees of freedom and scale 3/4). The propriety of the corresponding posterior distributions is guaran-
teed by Theorem 2 in the Supporting Web Material. We obtain a posterior sample of size 10, 000 after
a burn-in of 50, 000 and thinned to every 25th iteration (300,000 iterations in total). Table 5 shows a
summary of the posterior samples as well as the model comparison. The Bayes factors, BIC, and LPML
favour the model with SS logistic errors, which suggests the presence of skewness and slightly heavier
tails than normal. In this case, we cannot obtain a residual analysis given that the data set contains cen-
sored observations. Although there have been some attempts to produce Bayesian residual analyses in
the presence of censored observations [12], there does not seem to be an agreement on which of these
methods is more appropriate.
Model SS logistic SS Normal Logistic Normal
Intercept 6.79 (5.82, 7.74) 7.19 (6.20, 8.28) 5.96 ( 4.98, 6.96) 6.48 (5.30, 7.62)
Age -0.01 (-0.02,0.00) -0.01 (-0.02,0.00) -0.01 (-0.02, 0.00) -0.02 (-0.03, 0.00)
Sex 0.44 (0.19,0.72) 0.45 (0.17,0.72) 0.49 (0.22, 0.76) 0.53 (0.23, 0.84)
ph.ecog -0.37 (-0.55,-0.19) -0.34 (-0.53, -0.15) -0.41 (-0.60, -0.22) -0.36 (-0.57,-0.16)
ω 0.71 (0.57, 0.86) 1.46 (1.28, 1.67) 0.55 (0.48,0.63) 1.04 (0.93, 1.17)
λ -2.03 (-4.20,-0.64) -3.26 (-5.90, -1.85) – –
BIC 555.93 563.67 562.17 580.96
Bayes factor – 0.008 0.108 1× 10−5
LPML -268.53 -272.48 -272.91 -283.23
Table 5: NCCTG Lung Cancer data: Posterior median, 95% credible intervals, BIC and Bayes factors against the
SS logistic model.
Now, using the AFT models with SS Logistic and Logistic errors, we study the remaining life of five
patients which survived beyond the end of the study. A proper prediction of the individual remaining
life is of great importance in medicine since this information can be used for planning health care. Table
6 presents a summary of the quantiles of these distributions for the first 5 censored patients. These
quantiles were obtained by using the posterior AFT model centred at the median (averaged over all the
posterior samples). We can observe that the quantiles higher than 50% are much larger in the model
with Logistic errors than those obtained with the model with SS Logistic errors. This difference seems
to be produced by the larger values in the posterior sample of ω in the model with Logistic errors, which
are overestimated by the lack of flexibility of this error distribution.
6 Discussion
We proposed a flexible class of LRMs with SSSMN errors that can capture a variety of tail behaviours
and skewness. The proposed models represent an extension to LRM with SMN errors. The latter have
been widely used to capture heteroscedasticity and the presence of outliers, but they cannot capture
departures from symmetry. The use of SSSMN error distributions can capture additional unobserved
heterogeneity which has the effect of inducing asymmetry in the residual errors. We introduced a non-
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Quantile 5% 25% 50% 75% 95%
SS Logistic model
Patient 1 1054.1 1163.4 1576.7 2120.3 3539.5
Patient 2 1045.8 1155.6 1347.6 1693.3 2693.3
Patient 3 1008.1 1200.1 1516.2 2048.7 3436.6
Patient 4 896.0 1217.3 1706.0 2478.9 4363.4
Patient 5 882.6 1071.5 1374.5 1881.8 3174.8
Logistic model
Patient 1 1043.9 1211.7 1549.4 2318.6 5700.5
Patient 2 1052.9 1206.9 1520.3 2241.5 5453.9
Patient 3 997.8 1160.0 1485.5 2225.7 5481.2
Patient 4 857.6 1034.8 1378.8 2136.7 5387.6
Patient 5 869.3 1013.5 1302.4 1956.2 4829.0
Table 6: NCCTG Lung Cancer data: Quantiles of the predictive residual life distribution for the Median SS
Logistic and Logistic models.
informative prior structure that induces proper posteriors under rather mild conditions. We presented
propriety results in a unified framework that covers the usual LRMs and AFT models. We provided
tangible conditions for checking the propriety of the posterior distribution in cases when the response
variables are censored. We have illustrated the need for this sort of extension with simulated and real
data. Our simulation studies also indicate that the proposed prior structure induces posterior distribu-
tions with appealing frequentist properties. We have emphasised the usefulness of the proposed models
in survival analysis, which are relevant in medicine. However, they can also be applied to other contexts
such as finance, biology, or industrial applications.
We implemented the proposed models using a general-purpose MCMC sampler. This was possible
given that we were using distributions with numerically tractable PDF and CDF. In a more general
framework, the Metropolis within Gibbs sampling strategy (which takes advantage of the stochastic
representation of SMN) proposed in [36] can be extended to models with SSSMN errors by using the
stochastic representation of this sort of distributions [39]. This only implies an additional step in the
Gibbs sampler from [36]. In those cases when the PDF and CDF of the SSSMN of interest are tractable,
it is possible to implement a Metropolis-within-Gibbs sampler with already available R packages such
as ‘spBayes’ [20].
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1 Propriety results
In the material below, equation numbers refer to equations in the main paper. Equations associated to
the Supporting Web Material have an “S” suffixed to the equation number.
Proposition 1 Consider the model (3)–(4). Assume that f in (2) is a scale mixture of normals and that
rank(X) = p. Then, the posterior of (β, ω, λ, δ) is proper if the posterior distribution associated to
model (3), with errors distributed according to a scale mixture of normals f with shape parameter δ,
scale parameter ω, and prior structure given by:
pi(β, ω, δ) ∝ p˜(δ)
ωa
, (1S)
where p˜(δ), the marginal prior on δ, is proper.
Corollary 1 Consider the model (3)–(4) and assume that f in (2) is a scale mixture of normals. Then,
(i) If a = 1, a sufficient condition for the propriety of the posterior of (β, ω, δ, λ) is n > p.
(ii) If a > 1, a sufficient condition for the propriety of the posterior is n > p+ 1− a and∫
τ−
a−1
2 p˜(δ)dH(τ |δ)dδ <∞,
where p˜(δ) represents the marginal prior on δ.
Theorem 1 Suppose that Tj|xj ,β, ω, λ, δ ∼ LSS(x⊤j β, ω, λ, δ; f, g), that f in (9) is a scale mixture
of normals, and that rank(X) = p. Consider the prior structure (4) for this model. Suppose also that
nc ≤ n observations are censored and no = n− nc are observed. Then,
(i) If a = 1, a sufficient condition for the propriety of the corresponding posterior is no > p.
(ii) If a > 1, a sufficient condition for the propriety of the posterior is no > p+ 1− a and (5).
An extreme case arises when all of the observations are censored. The following result provides
conditions for the propriety of the posterior under this scenario.
Theorem 2 Consider the model (8) with prior (4), where f is a scale mixture of normals. Suppose that
nI ≤ n observations are interval censored, where the length of these intervals is finite, and that the
other n − nI observations are censored (not necessarily in a finite interval). Denote the nI interval-
censored observations as (I1, . . . , InI ), and let XnI be the corresponding design submatrix. Then, the
corresponding posterior is proper if E = I1 × · · · × InI and the column space of XnI are disjoint,
together with one of the following conditions
1
(a) a = 1 and nI > p.
(b) a > 1, nI > p+ 1− a, and (5).
Theorem 2 represents a generalisation of Theorem 5 from [6] and also provides more tangible con-
ditions on the type of censoring required to guarantee the existence of the posterior distribution. An
alternative way of checking that E and the column space of XnI are disjoint consists of formulating
this condition as a linear programming (LP) problem. Denote η ∈ Rp, ψ = (ψ1, . . . , ψnI )⊤ ∈ E and
Ij = [lj , uj ], j = 1, . . . , nI . Define the LP problem:
Find max
η,ψ
1,
Subject to XnIη = ψ,
and log lj ≤ ψj ≤ log uj , j = 1, . . . , nI . (2S)
Thus, condition (iii) is equivalent to verifying the infeasibility of the LP problem (2S), for which there
are several theoretical and numerical tools (LP solvers) available (see e.g. [3]). Note also that the aim of
this formulation is not to solve the maximisation problem (which is trivial), but to check the feasibility
of the restrictions. This is if the LP solver reports infeasibility, then the sets are disjoint, otherwise it
should return some feasible vector.
2 Extensions to multivariate linear regression
In this section, we present a multivariate extension of the Bayesian LRM discussed in Section 2. Re-
call first that a random vector Z is said to be distributed according to a m−variate skew-symmetric
distribution, m ≥ 1, if its PDF can be written as [7]:
s(z|ξ) = 2f(z− ξ)ϕ(z − ξ), z ∈ Rm, (3S)
where f is a symmetric PDF with support on Rm, and ϕ : Rm → [0, 1] satisfies the condition ϕ(z) =
1 − ϕ(−z). This class of distributions contains the multivariate skew-normal [2] and the multivariate
skew-t distributions [1] as particular cases.
Consider now the linear regression model:
yj = B
⊤xj + εj , j = 1, . . . , n, (4S)
where yj ∈ Rm, B is a p × m matrix of regression parameters, and xj is a known p × 1 vector of
covariates. Let X = (x1, . . . ,xn)⊤ denote the entire design matrix, and suppose that this matrix has
full column rank. We focus on the study of the model (4S) with errors distributed according to a certain
class of skew-symmetric distributions. In order to introduce this model, recall that a PDF f is said to be
a multivariate scale mixture of normals (MSMN), if it can be written as follows:
f(z|ξ,Σ, δ) =
∫ ∞
0
τm/2
(2pi)m/2|Σ|1/2 exp
{
−τ
2
(z− ξ)⊤Σ−1 (z− ξ)
}
dH(τ |δ), z ∈ Rm,
where H is a mixing distribution, δ ∈ ∆ ⊂ R is a shape parameter, and Σ is a m × m positive
definite symmetric matrix. This family contains the multivariate normal and the multivariate Student-t
distributions, among others. We say that a density s is a multivariate skew-symmetric scale mixture of
normals (MSSSMN) if it can be written as in (3S) where f is a MSMN.
Theorem 3 Consider the linear regression model (4S) and suppose that the errors
εj
i.i.d.∼ MSSSMN(0,Σ,λ, δ; f, ϕ), where f is a MSMN with shape parameter δ, and the skewing func-
tion ϕ contains a skewness parameter vector λ. Adopt the prior structure:
pi(β,Σ,λ, δ) ∝ p(λ, δ)
det(Σ)
m+1
2
, (5S)
2
where p(λ, δ) is assumed to be proper. Then, the posterior distribution is proper, for almost any sample,
provided that n ≥ m+ p and rank(X) = p.
This result indicates that the introduction of skewness, via the skew-symmetric construction (3S),
does not affect the existence of the posterior, provided that the prior on the skewness parameter vector
λ is proper. The prior structure (5S) is of interest in practice given that it is a generalisation of the
structure of the independence Jeffreys prior (see [4] for the structure of this prior in the symmetric case).
Moreover, it provides a general structure that leads to proper posteriors under rather mild conditions.
Analogously to the results presented for univariate responses, this result holds with probability one. We
refer the reader to [4] for a discussion on some zero-probability events that produce improper posteriors.
The following results present particular details on the propriety of the posterior for skew-normal and
skew-t errors
Corollary 2 Consider the linear regression model (4S) and suppose that the errors are distributed ac-
cording to the multivariate skew-normal distribution [2]. Adopt the prior structure:
pi(β,Σ,λ) ∝ p(λ)
det(Σ)
m+1
2
,
where p(λ) is assumed to be proper. Then, the posterior distribution is proper provided that n ≥ m+ p
and rank(X) = p.
Corollary 3 Consider the linear regression model (4S) and suppose that the errors are distributed ac-
cording to the multivariate skew-t distribution [1] with unknown degrees of freedom δ > 0. Adopt the
prior structure:
pi(β,Σ,λ, δ) ∝ p(λ)p(δ)
det(Σ)
m+1
2
,
where p(λ) and p(δ) are assumed to be proper. Then, the posterior distribution is proper provided that
n ≥ m+ p and rank(X) = p.
Proofs
Proof of Proposition 1
The marginal likelihood of the data is given by
m(y) =
∫  n∏
j=1
s(yj|x⊤j β, ω, δ, λ)
 p(λ, δ)
ωa
dβdωdδdλ.
Using that 0 ≤ G(·) ≤ 1 in (2) and that p(λ, δ) is proper it follows that
m(y) ≤
∫  n∏
j=1
2
ω
f
(
yj − x⊤j β
ω
∣∣∣∣∣δ
) p(λ, δ)
ωa
dβdωdδdλ
= 2n
∫  n∏
j=1
1
ω
f
(
yj − x⊤j β
ω
∣∣∣∣∣δ
) p˜(δ)
ωa
dβdωdδ, (6S)
where p˜(δ) =
∫
p(λ, δ)dλ, which is proper. The result follows by noting that the last term in inequality
(6S) corresponds to the marginal likelihood of a LRM with residual errors distributed according to the
symmetric distribution f and prior structure pi(β, ω, δ) ∝ p˜(δ)/ωa. 
3
Proof of Corollary 1
(i) follows by Proposition 1 together with Theorem 1 in [5]. (ii) follows by Proposition 1 together with
the proofs of Lemma 1 from [4] and Theorem 2 from [6]. 
Proof of Theorem 1
As discussed in [6], the contribution of a censored observation to the likelihood function is a factor in
[0, 1]. Then, the marginal likelihood of the complete sample is upper bounded by the marginal likelihood
of the uncensored observations. Therefore, the propriety of the posterior distribution can be based on
the uncensored observations. 
Proof of Theorem 2
Provided that either (i) or (ii) are satisfied, it follows that
I(t1, . . . , tnI ) =
∫ nI∏
j=1
sl(tj |x⊤j β, ω, λ, δ)pi(β, ω, λ, δ)dβdωdλdδ <∞,
for each (t1, . . . , tnI ) ∈ E . Finally, given that the Lebesgue measure of E is finite (since this set is
bounded), it follows that the marginal likelihood of the data ∫E I(t1, . . . , tnI )dt1 · · · dtnI is finite. 
Proof of Theorem 3
The proof follows analogously to the proof of Proposition 1 by noting that the inequality 2f(x)ϕ(x) ≤
2f(x) holds. 
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3 Simulation with skew-logistic and skew-t errors.
For a description of the simulation scenario see Section 4 of the main paper.
Method MLE MAP Median Coverage BF
5% 50% 95% 5% 50% 95% 5% 50% 95%
λ = 0
β1 4.377 4.971 5.607 4.364 4.966 5.596 4.463 4.966 5.512 0.960 –
β2 1.846 1.998 2.150 1.841 1.999 2.155 1.845 1.998 2.149 0.951 –
β3 2.862 2.999 3.147 2.862 3.001 3.154 2.861 2.999 3.148 0.960 –
ω 0.442 0.523 0.666 0.458 0.529 0.627 0.476 0.553 0.652 0.904 –
λ -1.114 0.037 1.194 -0.720 0.026 0.709 -0.861 0.038 0.895 0.961 2.817
λ = 1
β1 4.684 4.993 5.484 4.695 5.020 5.530 4.745 5.065 5.506 0.959 –
β2 1.884 2.001 2.110 1.881 2.004 2.121 1.880 2.001 2.111 0.958 –
β3 2.886 3.003 3.122 2.884 3.005 3.131 2.884 3.004 3.123 0.954 –
ω 0.381 0.493 0.654 0.387 0.469 0.625 0.405 0.490 0.627 0.979 –
λ 0.014 1.086 2.924 -0.053 0.593 2.006 -0.044 0.816 2.305 0.958 1.390
λ = 2
β1 4.812 4.996 5.317 4.807 5.011 5.346 4.831 5.050 5.359 0.942 –
β2 1.896 2.000 2.094 1.893 2.001 2.098 1.896 2.000 2.095 0.959 –
β3 2.896 2.998 3.092 2.893 2.999 3.091 2.898 2.998 3.091 0.959 –
ω 0.367 0.496 0.617 0.350 0.467 0.606 0.372 0.474 0.605 0.958 –
λ 0.664 2.260 5.121 0.322 1.466 3.443 0.548 1.772 4.236 0.947 0.307
λ = 3
β1 4.859 5.002 5.230 4.854 5.008 5.246 4.872 5.030 5.277 0.920 –
β2 1.915 2.002 2.087 1.907 2.001 2.088 1.914 2.000 2.088 0.955 –
β4 2.913 3.000 3.087 2.910 3.000 3.086 2.915 3.000 3.086 0.968 –
ω 0.374 0.492 0.601 0.342 0.476 0.593 0.361 0.478 0.590 0.933 –
λ 1.213 3.225 9.416 0.580 2.305 5.027 0.912 2.660 6.595 0.923 0.078
λ = 4
β1 4.874 4.999 5.156 4.867 5.004 5.182 4.880 5.017 5.206 0.927 –
β2 1.925 1.997 2.081 1.923 1.998 2.080 1.926 1.997 2.077 0.959 –
β3 2.921 2.996 3.075 2.919 2.996 3.081 2.924 2.997 3.075 0.961 –
ω 0.398 0.498 0.603 0.369 0.488 0.599 0.385 0.489 0.600 0.938 –
λ 1.991 4.457 107.873 -0.893 3.108 7.313 1.505 3.748 13.127 0.918 0.020
λ = 5
β1 4.892 4.999 5.138 4.885 4.998 5.156 4.899 5.006 5.180 0.929 –
β2 1.931 2.002 2.078 1.927 2.001 2.075 1.930 2.001 2.075 0.957 –
β3 2.924 3.001 3.074 2.925 3.001 3.076 2.926 3.001 3.070 0.958 –
ω 0.400 0.499 0.591 0.384 0.489 0.588 0.390 0.495 0.590 0.937 –
λ 2.574 5.741 144.920 -3.665 3.788 12.203 2.031 4.879 18.220 0.919 0.015
Table 1S: Point estimators, coverage proportions and Bayes factors: Linear regression model with residual errors
simulated from a skew-logistic distribution, n = 100.
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Method MLE MAP Median Coverage BF
5% 50% 95% 5% 50% 95% 5% 50% 95%
λ = 0
β1 4.614 5.004 5.417 4.572 5.010 5.435 4.616 5.016 5.395 0.941 –
β2 1.911 2.000 2.089 1.903 2.001 2.092 1.910 2.001 2.088 0.959 –
β3 2.914 3.001 3.098 2.911 3.003 3.100 2.914 3.002 3.100 0.956 –
ω 0.464 0.510 0.587 0.470 0.517 0.575 0.480 0.528 0.589 0.917 –
λ -0.600 -0.020 0.603 -0.538 -0.020 0.488 -0.595 -0.023 0.573 0.935 4.669
λ = 1
β1 4.784 4.999 5.306 4.786 5.013 5.312 4.820 5.043 5.294 0.969 –
β2 1.922 2.000 2.070 1.920 2.000 2.076 1.922 2.000 2.070 0.957 –
β3 2.929 3.001 3.078 2.926 2.999 3.078 2.928 3.000 3.078 0.948 –
ω 0.409 0.499 0.598 0.404 0.474 0.586 0.419 0.487 0.585 0.967 –
λ 0.280 1.028 1.942 0.217 0.785 1.718 0.314 0.885 1.738 0.965 0.405
λ = 2
β1 4.879 5.011 5.182 4.882 5.014 5.187 4.888 5.034 5.218 0.925 –
β2 1.941 2.001 2.059 1.938 2.000 2.062 1.940 2.001 2.059 0.962 –
β3 2.941 2.999 3.058 2.940 3.001 3.058 2.940 2.999 3.058 0.961 –
ω 0.413 0.492 0.569 0.389 0.483 0.568 0.402 0.483 0.564 0.941 –
λ 1.060 1.993 3.219 0.777 1.743 2.861 0.910 1.813 2.999 0.922 0.003
λ = 3
β1 4.914 5.003 5.106 4.913 5.004 5.117 4.921 5.012 5.129 0.946 –
β2 1.949 2.001 2.051 1.948 2.000 2.053 1.950 2.001 2.051 0.963 –
β3 2.947 2.999 3.051 2.947 2.999 3.056 2.948 2.999 3.052 0.959 –
ω 0.430 0.496 0.565 0.422 0.492 0.562 0.421 0.493 0.561 0.936 –
λ 1.942 3.136 4.910 1.676 2.801 4.328 1.752 2.914 4.584 0.937 1×10−8
λ = 4
β1 4.923 4.999 5.077 4.923 5.001 5.080 4.929 5.004 5.085 0.952 –
β2 1.954 1.999 2.046 1.953 1.998 2.049 1.955 1.998 2.047 0.955 –
β3 2.952 2.999 3.046 2.952 2.999 3.046 2.952 3.000 3.046 0.967 –
ω 0.439 0.499 0.560 0.432 0.495 0.556 0.434 0.496 0.559 0.948 –
λ 2.788 4.161 6.653 2.487 3.717 5.715 2.580 3.924 6.203 0.953 2×10−11
λ = 5
β1 4.940 4.999 5.070 4.937 5.000 5.073 4.942 5.002 5.075 0.957 –
β2 1.958 2.000 2.043 1.956 2.001 2.042 1.958 2.000 2.043 0.965 –
β3 2.958 2.999 3.041 2.958 2.998 3.042 2.959 2.998 3.041 0.971 –
ω 0.442 0.499 0.556 0.439 0.496 0.555 0.441 0.497 0.555 0.958 –
λ 3.432 5.271 8.539 3.002 4.631 7.160 3.233 4.919 7.875 0.950 2×10−11
Table 2S: Point estimators, coverage proportions and Bayes factors: Linear regression model with residual errors
simulated from a skew-logistic distribution, n = 250.
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Method MLE MAP Median Coverage BF
5% 50% 95% 5% 50% 95% 5% 50% 95%
λ = 0
β1 4.730 4.993 5.254 4.721 4.995 5.272 4.715 4.991 5.270 0.926 –
β2 1.932 1.999 2.065 1.933 1.999 2.067 1.933 1.999 2.065 0.950 –
β3 2.935 3.002 3.064 2.935 3.002 3.068 2.935 3.002 3.064 0.956 –
ω 0.473 0.504 0.543 0.478 0.509 0.545 0.482 0.514 0.551 0.947 –
λ -0.331 0.006 0.369 -0.328 0.011 0.328 -0.369 0.008 0.396 0.928 7.415
λ = 1
β1 4.832 5.006 5.235 4.828 5.009 5.226 4.851 5.034 5.226 0.946 –
β2 1.948 2.000 2.054 1.945 1.999 2.053 1.947 2.000 2.055 0.952 –
β3 2.946 3.001 3.054 2.945 2.999 3.057 2.947 3.000 3.055 0.943 –
ω 0.429 0.499 0.572 0.422 0.488 0.568 0.434 0.492 0.565 0.948 –
λ 0.431 0.995 1.677 0.364 0.887 1.578 0.460 0.908 1.580 0.946 0.03
λ = 2
β1 4.918 5.003 5.111 4.919 5.005 5.121 4.924 5.013 5.132 0.947 –
β2 1.954 2.000 2.044 1.952 2.000 2.044 1.954 1.999 2.044 0.943 –
β3 2.957 2.999 3.042 2.956 2.999 3.043 2.957 2.998 3.042 0.958 –
ω 0.444 0.498 0.546 0.435 0.493 0.545 0.438 0.492 0.543 0.955 –
λ 1.355 2.019 2.740 1.183 1.894 2.628 1.239 1.921 2.653 0.948 2×10−16
λ = 3
β1 4.938 5.002 5.068 4.939 5.004 5.072 4.939 5.006 5.077 0.950 –
β2 1.964 1.999 2.036 1.960 1.999 2.036 1.963 2.000 2.035 0.961 –
β3 2.961 2.999 3.037 2.961 2.999 3.039 2.962 2.998 3.036 0.953 –
ω 0.452 0.498 0.542 0.451 0.495 0.543 0.450 0.496 0.543 0.956 –
λ 2.270 2.990 4.101 2.125 2.867 3.857 2.161 2.910 3.960 0.950 4×10−40
λ = 4
β1 4.948 5.002 5.056 4.948 5.003 5.059 4.949 5.004 5.059 0.950 –
β2 1.966 2.000 2.034 1.966 2.000 2.034 1.966 2.000 2.033 0.952 –
β3 2.968 3.001 3.034 2.967 3.001 3.035 2.967 3.000 3.034 0.949 –
ω 0.457 0.499 0.542 0.454 0.498 0.543 0.455 0.498 0.543 0.955 –
λ 3.062 4.081 5.598 2.884 3.846 5.311 2.968 3.961 5.361 0.946 7×10−43
λ = 5
β1 4.958 4.999 5.051 4.957 5.000 5.051 4.958 5.001 5.053 0.958 –
β2 1.968 1.999 2.028 1.967 1.998 2.028 1.969 1.999 2.028 0.952 –
β3 2.970 3.001 3.033 2.968 3.001 3.033 2.970 3.001 3.032 0.952 –
ω 0.457 0.498 0.537 0.456 0.497 0.537 0.457 0.497 0.537 0.952 –
λ 3.806 5.143 7.036 3.577 4.828 6.536 3.688 4.982 6.740 0.947 1×10−43
Table 3S: Point estimators, coverage proportions and Bayes factors: Linear regression model with residual errors
simulated from a skew-logistic distribution, n = 500.
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Method MLE MAP Median Coverage BF
5% 50% 95% 5% 50% 95% 5% 50% 95%
λ = 0
β1 4.587 5.009 5.395 4.560 5.012 5.427 4.603 5.009 5.377 0.951 –
β2 1.891 1.999 2.109 1.890 1.999 2.112 1.890 1.998 2.108 0.950 –
β3 2.893 3.002 3.109 2.884 3.002 3.105 2.890 3.001 3.108 0.963 –
ω 0.403 0.525 0.732 0.429 0.557 0.735 0.446 0.584 0.768 0.859 –
λ -1.064 -0.032 1.096 -0.907 -0.021 0.861 -0.984 -0.026 0.989 0.951 –
δ 1.927 3.187 8.596 1.941 3.128 7.486 2.124 3.754 12.291 0.904 3.166
λ = 1
β1 4.780 4.996 5.262 4.753 4.983 5.269 4.789 5.007 5.273 0.960 –
β2 1.914 2.001 2.088 1.913 2.001 2.091 1.915 1.999 2.088 0.960 –
β3 2.917 2.999 3.086 2.911 2.997 3.089 2.917 2.998 3.088 0.959 –
ω 0.364 0.498 0.746 0.380 0.497 0.746 0.397 0.528 0.755 0.944 –
λ 0.198 1.061 2.510 0.071 0.875 2.097 0.123 0.959 2.392 0.963 –
δ 1.918 3.162 10.156 1.917 3.021 6.954 2.095 3.633 11.724 0.914 0.966
λ = 2
β1 4.847 4.994 5.158 4.843 4.980 5.149 4.856 4.993 5.167 0.951 –
β2 1.933 2.000 2.074 1.928 2.001 2.076 1.930 2.000 2.074 0.950 –
β3 2.933 2.999 3.072 2.929 2.999 3.074 2.933 2.999 3.073 0.969 –
ω 0.361 0.507 0.717 0.351 0.509 0.728 0.377 0.522 0.725 0.949 –
λ 1.001 2.262 5.496 0.782 1.867 3.979 0.912 2.091 4.776 0.950 –
δ 1.938 3.179 10.717 1.930 2.948 7.047 2.082 3.485 11.200 0.927 0.061
λ = 3
β1 4.883 4.991 5.106 4.880 4.985 5.104 4.893 4.990 5.110 0.952 –
β2 1.939 2.002 2.067 1.937 2.002 2.066 1.942 2.001 2.064 0.955 –
β3 2.943 3.000 3.061 2.942 2.999 3.062 2.944 2.999 3.059 0.966 –
ω 0.358 0.511 0.698 0.361 0.512 0.708 0.374 0.525 0.703 0.951 –
λ 1.702 3.509 15.273 1.339 2.780 6.306 1.562 3.205 8.903 0.936 –
δ 1.947 3.212 13.439 1.923 2.968 6.882 2.101 3.494 11.393 0.921 0.015
λ = 4
β1 4.910 4.995 5.084 4.904 4.987 5.080 4.913 4.994 5.086 0.964 –
β2 1.945 2.002 2.062 1.942 2.002 2.060 1.946 2.002 2.059 0.949 –
β3 2.949 2.999 3.060 2.944 2.999 3.058 2.949 2.999 3.058 0.960 –
ω 0.368 0.511 0.694 0.371 0.516 0.693 0.383 0.526 0.699 0.957 –
λ 2.214 4.847 29.796 1.805 3.645 8.605 2.096 4.349 13.213 0.957 –
δ 1.954 3.276 12.496 1.890 2.946 6.617 2.063 3.497 10.987 0.931 0.008
λ = 5
β1 4.925 4.997 5.072 4.919 4.991 5.067 4.925 4.994 5.069 0.961 –
β2 1.948 2.001 2.054 1.948 2.001 2.055 1.950 2.002 2.053 0.964 –
β3 2.951 3.000 3.055 2.948 3.000 3.052 2.951 3.000 3.050 0.978 –
ω 0.370 0.512 0.686 0.371 0.514 0.688 0.390 0.525 0.684 0.945 –
λ 2.813 5.988 56.575 2.226 4.317 10.681 2.673 5.371 18.051 0.960 –
δ 1.954 3.218 12.533 1.873 2.950 6.665 2.052 3.498 10.688 0.930 0.007
Table 4S: Point estimators, coverage proportions and Bayes factors: Linear regression model with residual errors
simulated from a skew-t distribution with 3 degrees of freedom, n = 100.
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Method MLE MAP Median Coverage BF
5% 50% 95% 5% 50% 95% 5% 50% 95%
λ = 0
β1 4.776 4.997 5.235 4.749 4.997 5.244 4.780 4.998 5.227 0.964 –
β2 1.935 2.000 2.064 1.931 1.998 2.067 1.935 1.999 2.065 0.965 –
β3 2.937 3.000 3.066 2.934 3.000 3.070 2.936 3.000 3.067 0.953 –
ω 0.439 0.509 0.599 0.449 0.523 0.616 0.456 0.531 0.628 0.914 –
λ -0.526 0.005 0.509 -0.500 0.005 0.490 -0.481 0.006 0.496 0.967 –
δ 2.252 3.040 4.944 2.249 3.022 4.803 2.369 3.195 5.480 0.927 5.582
λ = 1
β1 4.857 5.001 5.157 4.847 4.996 5.164 4.856 5.003 5.160 0.951 –
β2 1.950 1.998 2.052 1.949 2.000 2.055 1.951 1.998 2.052 0.960 –
β3 2.945 2.999 3.053 2.944 3.000 3.055 2.945 2.999 3.054 0.954 –
ω 0.408 0.499 0.639 0.407 0.494 0.633 0.420 0.507 0.641 0.946 –
λ 0.461 1.024 1.768 0.401 0.962 1.720 0.430 0.989 1.759 0.954 –
δ 2.244 3.036 4.987 2.224 2.959 4.732 2.316 3.158 5.440 0.940 0.140
λ = 2
β1 4.914 4.999 5.088 4.911 4.997 5.091 4.914 5.000 5.091 0.945 –
β2 1.960 2.000 2.042 1.958 2.000 2.045 1.960 2.000 2.043 0.961 –
β3 2.955 2.998 3.042 2.952 2.999 3.042 2.955 2.999 3.042 0.955 –
ω 0.404 0.501 0.615 0.401 0.500 0.617 0.407 0.505 0.625 0.953 –
λ 1.271 2.067 3.226 1.176 1.932 3.017 1.218 2.009 3.154 0.953 –
δ 2.232 3.050 4.992 2.194 2.944 4.575 2.288 3.152 5.214 0.949 8×10−9
λ = 3
β1 4.937 4.999 5.067 4.933 4.997 5.065 4.934 5.000 5.067 0.949 –
β2 1.966 2.000 2.038 1.963 2.000 2.038 1.965 2.000 2.037 0.953 –
β3 2.963 2.999 3.034 2.961 2.999 3.036 2.962 2.998 3.033 0.949 –
ω 0.410 0.502 0.604 0.406 0.502 0.614 0.416 0.507 0.612 0.956 –
λ 2.030 3.169 5.009 1.825 2.866 4.571 1.949 3.042 4.807 0.948 –
δ 2.240 3.090 5.062 2.156 2.928 4.647 2.286 3.150 5.227 0.937 2×10−12
λ = 4
β1 4.950 5.000 5.056 4.948 4.997 5.058 4.950 5.000 5.058 0.953 –
β2 1.969 1.999 2.033 1.968 2.000 2.034 1.970 1.999 2.032 0.952 –
β3 2.967 2.999 3.031 2.966 2.998 3.032 2.968 2.999 3.032 0.959 –
ω 0.413 0.505 0.596 0.412 0.503 0.600 0.416 0.507 0.603 0.954 –
λ 2.749 4.201 6.931 2.497 3.784 5.931 2.650 4.063 6.461 0.960 –
δ 2.243 3.081 4.863 2.187 2.965 4.488 2.289 3.147 5.086 0.946 6×10−12
λ = 5
β1 4.957 4.999 5.049 4.953 4.998 5.048 4.955 5.000 5.050 0.950 –
β2 1.973 2.000 2.029 1.971 1.999 2.029 1.972 1.999 2.029 0.955 –
β3 2.971 2.999 3.030 2.970 2.999 3.030 2.971 2.999 3.029 0.965 –
ω 0.412 0.504 0.591 0.413 0.504 0.599 0.415 0.507 0.598 0.945 –
λ 3.315 5.228 9.096 2.939 4.638 7.558 3.161 4.977 8.352 0.955 –
δ 2.231 3.068 5.116 2.157 2.928 4.503 2.278 3.137 5.264 0.935 7×10−11
Table 5S: Point estimators, coverage proportions and Bayes factors: Linear regression model with residual errors
simulated from a skew-t distribution with 3 degrees of freedom, n = 250.
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Method MLE MAP Median Coverage BF
5% 50% 95% 5% 50% 95% 5% 50% 95%
λ = 0
β1 4.831 4.990 5.162 4.823 4.992 5.172 4.834 4.991 5.158 0.954 –
β2 1.951 1.999 2.042 1.951 1.999 2.045 1.951 2.000 2.043 0.954 –
β3 2.955 3.002 3.046 2.955 3.002 3.047 2.954 3.002 3.047 0.951 –
ω 0.455 0.506 0.565 0.460 0.513 0.575 0.464 0.517 0.579 0.918 –
ω -0.367 0.024 0.369 -0.362 0.019 0.378 -0.362 0.024 0.369 0.955 –
δ 2.414 3.060 4.103 2.381 3.044 4.040 2.463 3.133 4.269 0.940 8.122
λ = 1
β1 4.890 5.000 5.105 4.887 4.998 5.110 4.894 5.002 5.110 0.942 –
β2 1.960 2.000 2.035 1.958 2.000 2.037 1.960 1.999 2.035 0.947 –
β3 2.965 3.000 3.038 2.963 3.000 3.041 2.965 3.000 3.038 0.972 –
ω 0.433 0.501 0.594 0.430 0.499 0.595 0.437 0.505 0.595 0.955 –
ω 0.610 1.015 1.556 0.566 0.984 1.502 0.581 1.002 1.538 0.938 –
δ 2.416 3.058 4.121 2.415 3.020 4.025 2.475 3.118 4.212 0.937 5×10−7
λ = 2
β1 4.938 4.999 5.066 4.931 4.998 5.065 4.937 5.001 5.069 0.941 –
β2 1.969 1.999 2.028 1.968 1.999 2.029 1.969 1.999 2.028 0.947 –
β3 2.972 3.000 3.030 2.971 3.001 3.031 2.972 3.000 3.030 0.965 –
ω 0.428 0.504 0.583 0.428 0.502 0.586 0.430 0.504 0.586 0.937 –
ω 1.445 2.032 2.877 1.387 1.962 2.775 1.428 2.001 2.838 0.943 –
δ 2.423 3.068 4.142 2.370 2.988 4.024 2.461 3.105 4.257 0.949 8×10−35
λ = 3
β1 4.957 4.998 5.045 4.955 4.999 5.045 4.957 4.999 5.045 0.960 –
β2 1.973 1.999 2.024 1.973 1.999 2.025 1.973 1.999 2.024 0.952 –
β3 2.976 3.000 3.025 2.975 2.999 3.027 2.976 3.000 3.026 0.969 –
ω 0.434 0.504 0.573 0.433 0.504 0.575 0.435 0.506 0.573 0.957 –
ω 2.291 3.080 4.228 2.175 2.968 4.020 2.251 3.031 4.146 0.960 –
δ 2.432 3.056 4.075 2.376 2.999 3.942 2.456 3.081 4.127 0.950 1×10−43
λ = 4
β1 4.964 4.999 5.033 4.963 4.999 5.034 4.964 4.999 5.035 0.958 –
β2 1.976 1.999 2.021 1.976 1.999 2.022 1.977 1.999 2.021 0.949 –
β3 2.978 3.000 3.022 2.978 3.000 3.023 2.979 3.000 3.022 0.958 –
ω 0.437 0.503 0.569 0.439 0.505 0.572 0.440 0.506 0.571 0.950 –
ω 3.052 4.112 5.798 2.911 3.915 5.533 2.986 4.018 5.666 0.956 –
δ 2.417 3.043 4.144 2.367 2.974 4.023 2.437 3.085 4.206 0.941 3×10−41
λ = 5
β1 4.970 4.999 5.029 4.969 4.998 5.028 4.970 4.999 5.029 0.963 –
β2 1.979 1.999 2.019 1.978 1.999 2.020 1.978 1.999 2.019 0.956 –
β3 2.980 3.001 3.021 2.980 3.001 3.021 2.980 3.001 3.021 0.956 –
ω 0.443 0.503 0.563 0.441 0.502 0.567 0.445 0.505 0.566 0.949 –
ω 3.835 5.221 7.380 3.613 4.913 6.910 3.748 5.094 7.178 0.945 –
δ 2.412 3.066 4.086 2.366 2.985 3.962 2.442 3.094 4.159 0.953 3×10−35
Table 6S: Point estimators, coverage proportions and Bayes factors: Linear regression model with residual errors
simulated from a skew-t distribution with 3 degrees of freedom, n = 500.
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4 Simulation with prior (7)
For a description of the simulation scenario see Section 4 of the main paper.
Method MLE MAP Median Coverage BF
5% 50% 95% 5% 50% 95% 5% 50% 95%
λ = 0
β1 4.477 4.991 5.535 4.617 4.999 5.404 4.802 4.997 5.247 0.999 –
β2 1.916 2.001 2.085 1.915 2.000 2.088 1.918 2.001 2.082 0.956 –
β3 2.916 2.997 3.088 2.913 2.997 3.088 2.914 2.997 3.087 0.950 –
ω 0.485 0.606 0.759 0.462 0.523 0.605 0.486 0.550 0.635 0.904 –
λ -2.079 -0.002 2.032 -0.487 -0.006 0.383 -0.659 0.005 0.568 0.999 1.061
λ = 1
β1 4.790 5.010 5.318 4.870 5.249 5.474 4.969 5.242 5.400 0.915 –
β2 1.925 1.999 2.071 1.926 1.999 2.073 1.927 1.999 2.071 0.942 –
β3 2.927 3.001 3.065 2.925 3.002 3.070 2.927 3.002 3.065 0.961 –
ω 0.368 0.487 0.646 0.381 0.436 0.525 0.397 0.458 0.546 0.990 –
λ 0.006 0.995 2.659 -0.306 0.025 1.500 -0.328 0.106 1.164 0.939 1.0321
λ = 2
β1 4.885 5.005 5.290 4.916 5.064 5.423 4.946 5.188 5.368 0.799 –
β2 1.944 2.000 2.056 1.941 2.000 2.056 1.945 2.000 2.055 0.963 –
β3 2.942 2.998 3.058 2.940 2.998 3.061 2.943 2.998 3.058 0.957 –
ω 0.342 0.491 0.603 0.321 0.380 0.558 0.340 0.410 0.548 0.838 –
λ 0.240 2.116 5.181 -0.195 0.230 2.779 -0.007 0.672 2.980 0.783 0.749
λ = 3
β1 4.911 4.998 5.115 4.939 5.028 5.401 4.949 5.064 5.339 0.869 –
β2 1.951 2.000 2.051 1.949 2.001 2.048 1.950 2.001 2.048 0.960 –
β3 2.944 3.000 3.052 2.943 2.997 3.053 2.946 2.999 3.052 0.952 –
ω 0.394 0.494 0.595 0.307 0.449 0.560 0.331 0.446 0.553 0.863 –
λ 1.512 3.289 10.371 -0.121 1.992 3.904 0.180 1.918 4.416 0.835 0.273
λ = 4
β1 4.926 5.001 5.093 4.950 5.026 5.242 4.960 5.043 5.285 0.866 –
β2 1.953 1.999 2.046 1.953 2.000 2.048 1.954 2.000 2.046 0.951 –
β3 2.953 2.999 3.046 2.952 3.000 3.047 2.954 3.000 3.047 0.959 –
ω 0.407 0.495 0.585 0.305 0.460 0.553 0.335 0.456 0.555 0.883 –
λ 2.176 4.378 115.504 0.014 2.550 4.974 0.413 2.739 5.896 0.849 0.105
λ = 5
β1 4.933 5.000 5.069 4.955 5.019 5.118 4.963 5.029 5.212 0.918 –
β2 1.957 1.998 2.042 1.957 1.998 2.043 1.958 1.998 2.042 0.964 –
β3 2.958 2.998 3.041 2.957 2.998 3.044 2.957 2.999 3.041 0.971 –
ω 0.416 0.497 0.576 0.308 0.468 0.549 0.350 0.466 0.552 0.916 –
λ 2.882 5.844 135.799 0.119 3.197 6.105 0.906 3.579 7.721 0.895 0.027
Table 7S: Point estimators, coverage proportions and Bayes factors: Linear regression model with residual errors
simulated from a skew-normal distribution, n = 100.
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Method MLE MAP Median Coverage BF
5% 50% 95% 5% 50% 95% 5% 50% 95%
λ = 0
β1 4.567 4.976 5.436 4.613 5.000 5.367 4.774 4.996 5.237 0.994 –
β2 1.945 2.002 2.052 1.945 2.001 2.053 1.946 2.001 2.052 0.954 –
β3 2.945 3.001 3.054 2.942 3.000 3.054 2.945 3.000 3.054 0.941 –
ω 0.498 0.584 0.688 0.479 0.519 0.577 0.497 0.539 0.603 0.894 –
λ -1.363 0.038 1.452 -0.912 -0.002 0.929 -0.609 0.001 0.612 0.993 1.166
λ = 1
β1 4.867 5.008 5.285 4.898 5.180 5.444 4.946 5.216 5.360 0.858 –
β2 1.959 1.999 2.041 1.955 1.999 2.043 1.958 1.999 2.041 0.944 –
β3 2.953 2.999 3.045 2.951 2.999 3.045 2.952 2.999 3.045 0.942 –
ω 0.396 0.493 0.589 0.394 0.430 0.554 0.410 0.450 0.540 0.968 –
λ 0.017 0.994 1.873 -0.281 0.108 1.556 -0.206 0.190 1.370 0.862 1.095
λ = 2
β1 4.931 5.004 5.107 4.941 5.021 5.313 4.949 5.040 5.300 0.857 –
β2 1.964 2.001 2.036 1.961 2.001 2.037 1.963 2.001 2.034 0.951 –
β3 2.965 3.001 3.034 2.963 2.999 3.035 2.965 3.000 3.035 0.962 –
ω 0.420 0.494 0.559 0.340 0.474 0.552 0.362 0.466 0.547 0.858 –
λ 1.145 2.000 3.017 -0.055 1.665 2.603 0.230 1.585 2.631 0.842 0.205
λ = 3
β1 4.951 5.003 5.063 4.958 5.011 5.081 4.962 5.016 5.098 0.932 –
β2 1.970 2.000 2.031 1.969 2.000 2.032 1.970 2.000 2.031 0.964 –
β3 2.968 3.000 3.030 2.966 3.000 3.031 2.968 3.000 3.031 0.956 –
ω 0.439 0.496 0.552 0.418 0.485 0.542 0.417 0.485 0.542 0.936 –
λ 2.080 3.067 4.780 1.633 2.583 3.845 1.600 2.685 4.076 0.917 5×10−9
λ = 4
β1 4.957 4.999 5.047 4.962 5.007 5.058 4.965 5.009 5.059 0.953 –
β2 1.974 2.000 2.027 1.973 2.000 2.028 1.974 2.000 2.027 0.968 –
β3 2.972 3.000 3.025 2.971 3.000 3.025 2.972 3.000 3.026 0.974 –
ω 0.446 0.500 0.548 0.435 0.491 0.540 0.436 0.492 0.540 0.949 –
λ 2.861 4.222 6.612 2.396 3.487 5.141 2.485 3.648 5.404 0.946 8×10−13
λ = 5
β1 4.966 5.001 5.044 4.972 5.007 5.053 4.974 5.009 5.056 0.945 –
β2 1.973 2.000 2.025 1.973 2.000 2.025 1.974 2.000 2.025 0.959 –
β3 2.974 2.999 3.024 2.974 3.000 3.025 2.974 3.000 3.024 0.961 –
ω 0.452 0.497 0.546 0.443 0.489 0.535 0.443 0.490 0.538 0.956 –
λ 3.481 5.202 8.767 2.888 4.263 6.408 3.048 4.488 6.859 0.937 7×10−13
Table 8S: Point estimators, coverage proportions and Bayes factors: Linear regression model with residual errors
simulated from a skew-normal distribution, n = 250.
12
Method MLE MAP Median Coverage BF
5% 50% 95% 5% 50% 95% 5% 50% 95%
λ = 0
β1 4.617 4.994 5.379 4.642 5.004 5.354 4.776 4.997 5.228 0.994 –
β2 1.962 2.000 2.039 1.960 1.999 2.040 1.961 2.000 2.040 0.939 –
β3 2.963 3.001 3.037 2.960 3.001 3.041 2.962 3.001 3.037 0.948 –
ω 0.501 0.568 0.648 0.485 0.514 0.555 0.499 0.532 0.587 0.884 –
λ -1.142 0.003 1.140 -0.952 -0.010 0.954 -0.590 0.005 0.602 0.994 1.276
λ = 1
β1 4.900 5.000 5.267 4.910 5.067 5.400 4.943 5.178 5.319 0.826 –
β2 1.970 2.001 2.030 1.968 2.000 2.031 1.969 2.001 2.030 0.958 –
β3 2.970 2.999 3.031 2.969 2.998 3.030 2.969 2.999 3.030 0.951 –
ω 0.405 0.499 0.562 0.402 0.429 0.551 0.414 0.448 0.535 0.927 –
λ 0.047 1.014 1.561 -0.307 0.360 1.408 -0.105 0.327 1.314 0.813 1.075
λ = 2
β1 4.947 5.003 5.065 4.952 5.010 5.081 4.956 5.016 5.114 0.916 –
β2 1.976 2.001 2.025 1.976 2.001 2.026 1.976 2.001 2.025 0.964 –
β3 2.975 3.000 3.024 2.974 3.000 3.026 2.975 3.000 3.024 0.955 –
ω 0.445 0.497 0.546 0.419 0.490 0.542 0.417 0.488 0.540 0.910 –
λ 1.436 1.983 2.682 1.227 1.826 2.488 1.070 1.837 2.530 0.913 1×10−17
λ = 3
β1 4.962 5.000 5.042 4.963 5.004 5.049 4.967 5.006 5.051 0.945 –
β2 1.977 1.999 2.020 1.977 2.000 2.020 1.978 1.999 2.020 0.957 –
β3 2.979 3.000 3.021 2.978 3.000 3.022 2.979 3.000 3.021 0.962 –
ω 0.461 0.500 0.537 0.452 0.494 0.535 0.454 0.495 0.535 0.944 –
λ 2.325 3.050 4.081 2.113 2.810 3.691 2.162 2.876 3.791 0.938 5×10−53
λ = 4
β1 4.968 5.001 5.033 4.970 5.004 5.038 4.972 5.005 5.039 0.945 –
β2 1.982 2.000 2.020 1.982 2.001 2.020 1.982 2.000 2.020 0.972 –
β3 2.979 3.000 3.019 2.979 3.000 3.020 2.980 3.000 3.019 0.949 –
ω 0.461 0.499 0.532 0.457 0.494 0.528 0.457 0.495 0.528 0.952 –
λ 3.064 4.049 5.470 2.826 3.700 4.981 2.879 3.796 5.074 0.934 1×10−52
λ = 5
β1 4.976 5.000 5.028 4.978 5.003 5.033 4.979 5.004 5.033 0.956 –
β2 1.981 2.000 2.019 1.981 2.000 2.019 1.981 2.000 2.018 0.951 –
β3 2.982 3.000 3.017 2.981 3.000 3.018 2.982 3.000 3.017 0.959 –
ω 0.464 0.497 0.532 0.460 0.494 0.528 0.461 0.494 0.529 0.943 –
λ 3.877 5.086 7.157 3.514 4.626 6.353 3.601 4.729 6.475 0.947 4×10−48
Table 9S: Point estimators, coverage proportions and Bayes factors: Linear regression model with residual errors
simulated from a skew-normal distribution, n = 500.
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