In recent work, we used pseudo-differential theory to establish conditions that the initialboundary value problem for second order systems of wave equations be strongly well-posed in a generalized sense. The applications included the harmonic version of the Einstein equations. Here we show that these results can also be obtained via standard energy estimates, thus establishing strong well-posedness of the harmonic Einstein problem in the classical sense.
Introduction
In the harmonic description of general relativity, the Einstein equations reduce to a constrained system of 10 quasilinear wave equations for the components of the spacetime metric. Recently [1] we used the theory of pseudo-differential operators to prove that one can construct constraint preserving boundary conditions of Sommerfeld type such that the resulting initial-boundary value problem (IBVP) is wellposed in the generalized sense.
Since the theory of pseudo-differential operators is perhaps not as easily accessible for the nonexperts, we show in this note that the decisive estimate can also be obtained by integration by parts. It follows that the full quasilinear system can be treated by standard energy estimates to establish that the harmonic IBVP is strongly wellposed in the classical sense [2] .
Our results have broad application to other systems of wave equations besides general relativity, e.g. to elasticity theory, acoustics and electromagnetic theory. They have particular relevance to the formulation of stable computational algorithms. Using summation by parts, the energy estimates of the analytic theory can be parroted by discrete energy estimates which guarantee the stability of a finite difference approximation [3] . However, in many applications the problems are not boundary stable which causes a lot of new complications.
Most analytic and computational treatments of the IBVP utilize the well-developed theory of first order symmetric hyperbolic systems. We develop our results here in second order form, which has advantages of both computational efficiency and accuracy over first order formulations [4, 5] . In previous treatments of the second order wave equation, the discrete energy approach has been used to develop stable difference algorithms for Neumann and Dirichlet boundary conditions [6, 7] and this treatment has been extended to the Einstein equations [8] . The results presented here provide a guide for applying the discrete energy approach to second order systems with a wide range of boundary conditions These include the Sommerfeld condition, which has important application to the problem of waves from an isolated source, but also more complicated conditions involving derivatives tangential to the boundary.
In view of the wide range of potential applications, instead of the geometrical notation of general relativity, we present our main results in Sec's 2 -3 in a style familiar to a broad audience of computational mathematicians and physicists. In these sections, we treat systems of wave equations with constant coefficients, as arise in the frozen coefficient form of the harmonic Einstein equations. In Appendix 1, we show that our results extend locally in time to the wellposedness of quasilinear problems, such as the harmonic IBVP.
The set of boundary conditions allowed for the Einstein system is quite extensive.
The selection of a "preferred" choice rests upon additional geometrical or physical criteria.
We defer this issue to future work which will be based upon a fully geometric approach to the problem. Subtleties arise in the treatment of boundaries which are moving, such as an oscillating conducting boundary in an electromagnetic wave problem or the artificial boundaries that arise in the dynamically curved spacetime of general relativity. In Appendix 2, we illustrate for the wave equation on a curved space background how a geometric approach simplifies the formulation of energy estimates for such boundaries. The resulting estimates establish strong wellposedness of the general harmonic IBVP.
The main estimate
Consider the wave equation
on the half-space
with boundary conditions
with boundary data q and initial data
of compact support. We assume that all coefficients, the data and the solution are real and that α > 0, β j are constants. Also, we use the following notations
to denote the L 2 -scalar product and norm over the half-space and boundary space, respectively.
In [1] we have proved that this problem is well posed in the generalized sense and that it is boundary stable. The proof is only given in 2D. In 3D the necessary and sufficient condition for α is α > β 2 1 + β 2 2 . (This inequality corresponds to the timelike property of the vector field T b in the geometric treatment of Appendix 2.)
Here we want to prove that results can also be obtained in terms of standard estimates using integration by parts. We start with Lemma 1. Let γ 1 , γ 2 be real and γ
is a norm.
Proof. Since γ 2 1 + γ 2 2 < 1, we can choose δ with 0 < δ < 1 such that
This proves the lemma.
α . Now we can prove that there is a standard energy estimate.
Theorem 1. The solution of (1)- (3) satisfies the energy estimate
Proof. Integration by parts gives us
where, for example, we have used (u yy , u z ) = −(u y , u yz ) = 0. Since (2) implies
by adding (6) and (7) we obtain
This implies (5) and thus proves the theorem.
The theorem tells us that we can estimate E(T ) and
For the application to the Einstein equations we also need estimates of the boundary norms of u y and u z . We have
The boundary conditions (2) give us, for any δ with 0 < δ < 1,
Since
Since (u x , u t ) can be estimated by E, we have proved
The results can easily be generalized to half-plane problems for wave equations of the general form
Here
and P 1 is strongly elliptic.
By general coordinate transformations, we can transform (9),(10) to the simple problem (1)- (3), except if the coordinate system moves normal to the boundary. To discuss this case we replace (1) by
The same pseudo-differential technique as in Section 2 of [1] shows that the new problem is wellposed in the generalized sense if and only if
In Appendix 2, we use a geometric approach to establish strong wellposedness for this moving boundary problem by the energy method.
The Einstein equations
We consider the half-plane problem treated in [1] for the harmonic Einstein equations.
In the frozen coefficient formalism based upon an orthonormal frame, the components of the densitized spacetime metric satisfy the wave equations
where F consists of lower order terms.
These equations are subject to the constraints
Because the constraints satisfy homogeneous wave equations, if C a (0, x, y, z) = 0 and ∂ ∂ t C a (0, x, y, z) = 0, a = (t, x, y, z), then they remain zero at later times if C a = 0 are part of the boundary conditions for (11) at x = 0.
As in [1] , we consider the choice of boundary conditions 
where q represents the boundary data. 
are real and negative. The constraints vanish on the boundary provided q ta = 0, a = (t, x, y, z).
We can now obtain the results in Section 3 of [1] for the Einstein equations using standard energy estimates.
Theorem 3. The half-plane problem for the system (11) with constraints (12) and boundary conditions (13) is strongly wellposed if the eigenvalues of the matrices (14) are real and negative.
Proof.
We start with the last components. Since the boundary conditions do not contain terms in the tangential direction, Theorems 1 and 2 tell us that γ zz , γ zz B and all the first derivatives of γ zz can be bounded in terms of F and q B . Thus we gain one derivative both on the boundary and in the interior. The same result holds for γ yz and γ yy .
In the same way as in [1] , the boundary conditions for γ tz , γ xz can be decoupled by a unitary matrix U such that
Introducing new variables by γ
we obtain the equations Theorem 3 is also valid when the matrices of (13) for the tangential derivatives are upper triangular, i.e. only terms above the diagonal are not zero (or equivalent to that form by unitary transformation). This allows the sequential argument in the proof. It also generalizes to full matrices which are sufficiently close to upper triangular form. A fuller discussion of the most general case will be given in future work.
Local existence theorems for quasilinear equations follow by iteration of the linearized equations, as described in Appendix 1.
Appendix 1. The quasilinear case
The preceding energy estimates establish that a solution of the IBVP is unique and depends continuously on the data. In this section we want to show that local existence theorems for quasilinear wave equations are proved in the same way as for first order symmetric hyperbolic systems. It all depends on apriori estimates for linear equations with variable coefficients. As an example, we consider the halfplane problem for
and initial data
Here Lemma 2. There is an energy estimate which is stable against lower order perturbations.
Proof. Integration by parts gives
Using the boundary conditions gives us
Therefore, we obtain from (18),
Now we can estimate the derivatives. Let v = u y , w = u t . Differentiating the differential equation gives us
respectively.
R y u and R t u are linear combinations of first derivatives of u which we have already estimated and can be considered part of the forcing.
The differential equation (15) tells us that au xx = w t − bv y + terms we have already estimated.
Thus u xx is lower order with respect to v, w and, except for lower order terms, v, w are solutions of the same differential equation as u. The same is true for the boundary conditions. Therefore we can estimate all second derivatives. Repeating the process, we can estimate any number of derivatives.
We can now proceed in the same way as in [2] , where we have considered first order systems, to obtain existence theorems for equations with variable coefficients. We approximate the differential equation by a stable difference approximation and prove, using summation by parts, that the corresponding estimates for the divided differences hold independently of the gridsize. In the limit of vanishing gridsize, we obtain the existence theorem. Since we can estimate any number of derivatives, it is well known, using Sobolev's theorem, that we can obtain similar, although local in time, estimates for quasilinear systems. By the same iterative methods as for first order symmetric hyperbolic systems, it follows that well-posedness extends locally in time to the quasilinear case, as well as other standard results such as the principle of finite speed of propagation.
In order to establish estimates, we introduce the notation φ a = ∇ a φ and the energy momentum tensor of the scalar field
The essential idea is the use of an energy associated with a timelike vector u a = T a + δN a , where δ > 0, so that u a points outward from the boundary. The corresponding energy E(t) and the energy flux F (t) through the boundary Σ t are
It follows from the timelike property of u a that E(t) is a norm for φ a (t).
Energy conservation for the scalar field, i.e. integration by parts, gives
The required estimates arise from considering the flux density
where In the above equation, we have introduced the ǫ-terms, with 0 ≤ ǫ ≤ 1, in order to establish the inequality
The boundary estimate of φ a now follows by requiring −a(1 −ǫ) +δ(1 +a 2 ) ≤ 0, which guarantees that u a is timelike. With the choice
and (23) give
In analogy with (19), this leads to the required estimate of the gradient φ a on the boundary (as well as the usual estimate of the gradient at a fixed time) to prove that the problem is
wellposed. An estimate of φ itself follows by introducing a mass term in (21) through the change of variable φ → e +γt φ ′ , as described in Appendix 1. Energy estimates for the problem (1'), (2) , (3) 
