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ABSTRACT 
Some explicit solutions to the 3 X 3 case of Agler’s matrix equation for Nevan- 
linna-Pick interpolation on the bidisc are provided. Agler showed there exists a 
holomorphic function bounded by 1 on the bidisc D2 which maps n prescribed points 
in D2 to n prescribed points in D if and only if there exists a pair of n X n positive 
semidefinite matrices satisfying a certain matrix equation. We show there exists a 
solution to Agler’s equation in which one matrix has a row and column of zeros if and 
only if an explicit set of inequalities that depend on the data are satisfied. A solution of 
this form is also equivalent to the existence of an interpolating function which is 
constant with respect to one coordinate of one bidisc data point. The best possible 
bounds on diagonal elements of solutions to Agler’s 2 X 2 matrix equation are also 
provided. 0 Elsevier Science Inc., 1997 
1. INTRODUCTION 
The classical Nevanhnna-Pick interpolation theorem [3,4] states that 
there exists a holomorphic function bounded by 1 on the open unit disc D 
which maps n prescribed data points in D to n prescribed points in D if and 
only if a particular n X n matrix with entries that depend on the data is 
positive semidefinite. Agler’s generalization of the Nevanhnna-Pick theorem 
to the bidisc D2 [l] states that there exists a holomorphic function bounded 
by 1 on the bidisc D2 which maps n prescribed points in D2 to n prescribed 
points in D if and only if there exist two n X n positive semidefinite matrices 
which satisfy a certain matrix equation; the matrix equation depends on the 
interpolation data. In general, it is difficult to determine whether or not two 
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such matrices exist. When n = 2, it is well known that a solution exists if and 
only if an explicit set of inequalities that depend on the data are satisfied. For 
n > 3, the generalization of these inequalities is sufficient but not necessary 
for a solution. 
In this paper, we find (for n = 3) an explicit set of inequalities which are 
satisfied precisely when there exists a solution to Agler’s equation in which 
one matrix has a row and column of zeros. A solution of this form corre- 
sponds to the existence of an interpolating function which is constant with 
respect to one coordinate of one interpolation point in D2. 
Bounds on the diagonal entries of solutions to the matrix equation when 
n = 2 are also provided. These bounds are achieved; in addition, any n X n 
matrix which is part of a solution to the equation for n > 3 will inherit these 
bounds from its 2 X 2 principal submatrices. 
First we present some matrix and function theoretic notation which is 
used throughout the paper. Whenever an uppercase letter denotes a matrix, 
the row i column j element of the matrix will be denoted by the correspond- 
ing lowercase letter with subscript ij. 
We will write M > 0 to denote that M is positive semidefinite and 
M > 0 to denote that M is positive definite. 
If M is an n X n matrix, then 
M[i1 . . ..i . ” ] 
denotes the m X m submatrix of M obtained by deleting all rows and 
columns of M which are not indexed by an element of {il, . . . , i,). 
If A and B are n X n matrices, then A * B denotes the Schur or 
Hadamard product of A and B; that is, the (i,j) entry of A * B is ajjbij. 
The norm on functions defined on both D and D2 is the supremum 
norm; thus for either k = 1 or k = 2, 
IlFllm = sup IF(A 
AEDk 
Finally, H”(Dk) denotes the set of all bounded holomorphic functions on 
Dk and 
ball H”(Dk) = {F E Hm(Dk)(IIF~Im d 1). 
Picks version of the classical Nevanlinna-Pick theorem is stated below. 
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THEOREM 1.1 (Nevanlinna, Pick). Let A,, . . . , A, E D and let zl, . . . , z, 
E D. There exists a function f E ball H”(D) such that 
f(hi)=zi for l$i<n 
if and only if 
M > 0, 
where M is the n X n matrix with (i, j) entry 
mij = 
1 - ZiZj 
1 - XiAj 
for 1 < i,j Q 12. (1) 
Agler used operator theory to generalize Theorem 1.1 to the polydisc. We 
now state the special case of this generalization where the domain of the 
interpolating function is the b&c. Another proof of Theorem 1.2 is due to 
Cole and Wermer [2]. 
THEOREM 1.2 (Agler). Let A,, . . . , A, E D2 and let zl,. . . , z, E D. 
There exists F E ball H”(D2> such that 
F( hi) = zi for 1 < i Q n 
if and only if there exist two n X n positive semidefinite matrices A(‘) and A(‘) 
such that 
1 - Zizj = (1 - &,h,,)al,!’ + (1 - &2Aj2)ai5) for 1 < i, j < n. (2) 
Given interpolation data A,, . . . , A, E D2 and zl,. . . , z, E D, Agler’s 
theorem reduces the problem of determining whether there exists an interpo- 
lating function which is holomorphic and bounded by 1 on D2 to the 
problem of determining whether the matrix equation (2) has a solution (in the 
form of a pair of positive semidefinite matrices). In the classical Nevanlinna- 
Pick theorem on D, one can simply check to see whether the matrix M 
whose entries are uniquely defined by (1) is positive semidefinite to deter- 
mine whether or not there exists an interpolating function. However, when 
Agler’s condition holds, the pair of matrices which satisfy (2) is not necessarily 
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unique and may be difficult to construct. An explicit test (in terms of the 
interpolation data) for when such a solution exists for general n is an open 
question. 
Some explicit matrix pairs for which it is easy to check whether (2) holds 
depend on the matrices which are bidisc analogs of the one variable Pick 
matrix M defined by (1). Th ere ore we present some notation to simplify f 
discussion of these matrices. 
For k = 1 and k = 2, define the entries of Pck) by 
pl:“’ = 
1 - zizj 
1 - hik Ajk 
for l<i,jdn. 
That is, Ptk) is the Pick matrix as in Theorem 1.1 that depends on the kth 
coordinate of the Ai data. Define the entries of Cck) for k = 1,2 by 
&) = 
1 - Jii2Aj2 
'I 1 - AilAjl 
for 1 Gi,j Qn, 
and 
cy = 1 - %,A,1 
1 - li2Aj2 
for l=Gi,j,<n. 
Note that 
(4) 
(5) 
(6) 
and that Equation (2) can be rewritten in terms of these matrices as 
A(a) = C(2) *(P(l) - A(r)). (7) 
Equation (2) and Equation (7) will be used interchangeably. 
Observe that the simplest algebraic solution to (7) corresponds to the 
simplest interpolating function. That is, if P(r) 3 0, then 
A(‘) = P(r) and A@) = 0 
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is a solution to (7). However, I’(i) 2 0 also implies, via Theorem 1.1, that 
there exists a holomorphic function f which is bounded by 1 on D and 
satisfies 
_f(Ail) = zi for IGi<n. 
A corresponding interpolating function on D2 which satisfies the conditions 
of Theorem I.2 can be defined by 
This solution of (7) and the analogous solution that corresponds to the 
case where Pt2) > 0 are described in the following proposition; we wish to 
analyze when (or to what extent) the converse holds. 
PROPOSITION 1.3. Let A,, . . . , A,, E D2 ad let zl, . . . , z, E D. Let Ptk) 
and Cck) be defined us in (3), (4), and (5). If PC') > 0 or I’(‘) > 0, then there 
exist two n X n positive semio%j?nite matrices A(‘) and A(‘) such that 
1 - Zizj = (1 - &A&z$;) + (1 - Ai2Aj2)A$;) fir l<i,j<n. 
The converse of Proposition 1.3 does not hold for n > 3; see the 
counterexample below. However, when n = 2 the converse is true: the 
matrices I’@‘) and Cck) (for k = 1,2) are all 2 X 2; when this fact is 
combined with the relationship (6) between C(i) and Cc’), it is easy to see 
that either Co) > 0 or C(‘) > 0. If Co) > 0 and there is a solution (A(‘), At2’) 
to (71, then the Schur product theorem can be used to show I’(‘) > 0. 
Similarly, if there is a solution (A”‘, At2’) and C(‘) > 0, then I’(‘) > 0. Thus 
the converse of Proposition I.3 holds for n = 2. 
When n = 2 in the case of one complex variable the Nevanlinna-Pick 
interpolation theorem is equivalent to an invariant form of the Schwarz 
lemma. Similarly, the well-known generalization of the Schwarz lemma to the 
bidisc can be derived from Proposition I.3 and its converse. We state this 
generalization, which can also be derived from the one variable Schwarz 
lemma, in a form which will be useful in the remainder of the paper. 
PROPOSITION 1.4 (Schwarz lemma on bid&). Let A,, A, E D and let 
wl, w2 E D. There exists Q E ball H”(D’) such that 
Q( *i) = Wi, i = 1,2, (8) 
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if and only if 
(1 -bJ)(~ -b212) > min (1 -h12)(1 -IA2A2) 
11 - wlw2~2 ' k=1,2 11 - xLrAPk12 * (g) 
Note that Proposition 1.4 follows from Proposition 1.3 and its converse 
because the inequality (9) is equivalent to 
max det Pck) 3 0. 
k=1,2 
The following counterexample shows that the converse of Proposition 1.3 
does not hold for n B 3. Let A, = (0, 01, A, = (A,,, 01, A, = (0, A,,) be in 
D2; let zi = 0, z2 = A,,/2, and zs = A,,/2. Interpolation will be achieved 
by the function F E ball Hm(D2) defined by 
F(w(l) 9 W(2)) = 
W(1) + w@) 
2 
for (wc~),w~2j) E D2- 
However, both P(l) and P (2) have 2 X 2 submatrices which are not positive 
semidefinite and therefore cannot be positive semidefinite themselves. 
Since the converse to Proposition 1.3 does not hold for n >/ 3, our goal 
was to find a condition that is equivalent to the existence of a solution to the 
matrix equation in (2) and that can be explicitly checked for any set of three 
interpolation data pairs A,, A,, A, and zl, z2, za. The main result in this 
paper, Theorem 1.5 below, describes when there exists a pair of 3 X 3 
positive semidefinite matrices that satisfy (1) and also satisfy the additional 
condition of having zeros in the first row and column of one matrix in the 
solution pair. With this additional condition, the existence of a solution can be 
checked in terms of the data [condition (III) below], and the existence of an 
interpolating function which is constant with respect to the one coordinate of 
one of the domain points is guaranteed. 
THEOREM 1.5. Let A,, A,, A, E D2 and let zl, z2, z3 E D. The follow- 
ing are equivalent: 
(I) There exist two 3 X 3 matrices A(l) and AC2) such that 
(a) 
(b) 
Ack' > 0, k = 1,2, 
1 - zjzj = (1 - xilAjl)a!j) + (1 - &Aj2)a$i) for 1 < i, j Q 3, 
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and 
(4 
(II) There exists F E ball H”(D2> such that 
(a) q 41, &) = zi for i = 2,3, 
and 
(b) F(4,7 CO) = z1 forall w E D. 
(III) P(l) > 0 or Q(‘) > 0, where 
p(l) = 
l-zizj 3 
[ 1% ’ - hl'jl i j-1 
and 
Q(2) = 
1 - zizj 
1 - xi2 Aj2 
Note that the definition of P(l) in Theorem 1.5 is consistent with the 
3 x 3 case of Equation (3); in the notation from (31, (4), and (5), 
be written Q 
(‘) could 
In the remainder of the paper, P (k) Cck’ and their entries refer to 3 X 3 , , 
matrices defined by (31, (4), and (5). 
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REMARK. If conditions (I)(a), (b), and (c) hold, then the entire first row 
and column of both A(‘) and Ac2) are determined. For, if ~1:) = p\\), then 
condition (I)(b) implies a it) = 0 which in turn implies the entries of the 
entire first row and columns of Ac2) are zeros. Again using condition (I)(b), 
we conclude that the first-row entries of A(‘) are 
(1) (1) 
'lj = Plj 7 1 <j Q 3. 
The first column of A(‘) is obtained by conjugating the first row. 
The equivalence of (II) and (III) can be obtained using the Schur 
algorithm and one variable function theory; the author thanks Don Marshall 
for pointing out a function theoretic proof that (III) implies (II). However, 
the connection with condition (I) clarifies what must be done to find a 
general explicit condition which is equivalent to the existence of a solution to 
Equation (2) in Theorem 1.2. That is, since condition (I)(c) could be written 
in terms of any of the three diagonal entries of either A(‘) or A(‘), this 
theorem can be used to determine whether or not there exists a positive 
semidefinite solution (A(‘), Ac2)) to (2) with a zero on any of the diagonals. 
Thus it remains to determine an explicit condition equivalent to the existence 
of a solution when the minimum which can be achieved by each diagonal 
entry is strictly positive. 
We compare this situation with the 2 X 2 case. Since the converse of 
Proposition 1.3 hold for the case when n = 2, there is a solution to the 2 X 2 
matrix equation (7) if and only if there exists a solution with either A(‘) = 0 
or A(‘) = 0. Therefore it is impossible to have a solution to the 2 X 2 
equation unless there exists a solution with two diagonal entries equal to zero. 
However, we can analyze the case when a particular diagonal entry cannot be 
zero. If I’(‘) 2 0, then a solution with @ = 0 exists. Otherwise we obtain 
the lower bound (which is achieved) described in Theorem 1.6. 
THEOREM 1.6. Let A,, A, E D2 and zi, z2 E D, and let Pck) and Cck’ 
(k = 1,2) be 2 x 2 matrices &+ed by (3), (4), and (5). Let A denote the 
set of all 2 x 2 matrix pairs (A(‘), Ac2)) such that 
A@’ = C(2) *(p(l) - A(“) 
and 
Ack’ > 0, k = 1,2. 
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Zf PC') & 0, PC’) > 0, and (A(‘), Ac2’) E A, then 
@ > 
det P(l) 
p’;4! det C(l) ’ 
Furthermore, if A”) and Awc2) are dgined by 
1 
(1) det PC’) Pzz A”’ = _ 
det 0’) 1 
\ P’1’2 
and 
1 
(7-j det PC’) Pzz 
$9 = _ 
det C(l) 1 
(2) Pl2 
1 
-_(I) Pl2 
PLY 
I &!)I2 
1 
Pi? 
PL? 
I pg2 
(11) 
then (A”), A(2)) E A and equality holds in (11). 
Since a ‘1:’ = c’lf’< p{ :) - @2,)), the (1,l) entry of 2’) is an upper bound 
for u$. The natural symmetry of this theorem also provides a lower bound 
for u($ and an upper bound for a !&) if the roles of the subscript indices are 
exchanged. 
The details of the proof of Theorem 1.6 are straightforward, so only an 
outline will be provided. The inequalities obtained from det A(‘) > 0 and 
det A(‘) > 0 can both be written in terms of the entries of A@‘, PC’), and 
Co! There is a simultaneous solution if and only if two discs intersect; up 
can be eliminated from the inequality which holds if this intersection is 
nonempty. This inequality can be rewritten as an equality which is quadratic 
m u$) and a ii The inequality (11) is equivalent to the condition that the . 
discriminant of the quadratic equations in u($!j 
ward to check that ( LP, J2)> E A. 
is nonnegative. It is straightfor- 
Theorem 1.6 is related to the solution of the 3 X 3 equation (7). When 
(A”‘, Ac2’) is a 3 x 3 solution to (71, Theorem 1.6 can be applied to all 
principal submatrices of A(‘) and Ac2) when appropriate hypotheses hold for 
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corresponding submatrices of Pck) and Cck). Therefore the diagonal entries 
of solutions to the 3 x 3 equation will inherit any bounds on diagonals of 
2 x 2 submatrices. These bounds will not necessarily be achieved by any 
3 X 3 solution; however, any algorithm for finding a solution to the 3 X 3 
equation can be restricted to checking solutions with diagonals within the 
bounds inherited by each 2 X 2 submatrix. 
Furthermore, if the technique of minimizing a diagonal entry can be 
extended to the 3 X 3 case, it is possible that the extremal solution matrix will 
contain an explicit condition which is equivalent to the existence of a solution 
in general. Theorem I.5 describes an explicit condition in the case that the 
minimum value of ~1”) is 0. 
Section 2 of the paper contains the proof of Theorem 1.5, an outline of 
which follows. That (I) implies (II) is proved by inductively augmenting A(‘) 
and Ac2) and taking a limit of the resulting interpolating functions, which are 
guaranteed to exist by Theorem 1.2. That (II) implies (III) is proved by 
applying the Schwarz lemma on the bidisc to a composition of F with 
Mobius transformation. The resulting inequality provides the determinant 
conditions require to prove (III). Finally, (III) easily implies (I), since 
I’(‘) > 0 implies a solution as in Proposition 1.3, and Q(‘) > 0 implies 
A(‘) 2 0 when A(‘) is a rank 1 matrix which satisfies (IXc). 
2. PROOF OF THEOREM 1.5 
Lemma 2.1 below will be used to prove that (I) implies (II) in Theorem 
1.5. The lemma states that if a positive semidefinite matrix is augmented with 
its first row and column, then the augmented matrix is also positive semidefi- 
nite. The proof is a straightforward induction argument and is therefore 
omitted. 
LEMMA 2.1. Let A = [a,] be an n X n matrix, and let a, denote the 
jrst row of A. Define the (n + 1) X (n + 1) matrix B by 
Zf A > 0, then B > 0. 
We are now prepared to prove that (I) implies (II). Assume there exist 
two 3 x 3 matrices A(‘) and A(‘) which satisfy (IXa), (b), and cc). An 
interpolating function F E ball H"(D2) which satisfies (IIXa> and 6) will be 
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obtained by taking the limit of a sequence of interpolating functions F, E 
ball iT(D2>. The properties of each F,, will be established, via Theorem 1.2, 
by augmenting A(” and A@) into (n + 3) X (n + 3) matrices. 
Let { err}~= 1 be a dense subset of distinct elements of D which does not 
contain h,, . Define yI E D2 by 
x = (All, WI)> I = 1,2,3 ,.... 
Fix a positive integer n. We wish to apply Theorem 1.2 with domain data 
yl,. . . , y,,, A,, A,, A, E D2 and range data zl,. . . , zl, zl, z2, z3 E D, where 
z1 is the range value corresponding to yl,. . . , yn and A,. This till be 
achieved by constructing (n + 3) X (n + 3) positive semidefinite matrices 
which satisfy Equation (2) of Theorem 1.2 with these data. 
Accordingly, define A(‘)(n) as the partitioned matrix 
A’l’( n) = (12) 
where the blocks of A(‘)(n) are defined in the following discussion. 
The block T(‘)(n) is a constant n X n matrix with each entry equal to 
(1 - lz,12)/(1 - lh1,12); recall from Equation (3) that 
(1) _ 1 - M2 
Pll - 
1 - lAll12 * 
Thus, 
1 
PF 
(1) 
Pll *** Pf? 
pii’ p’ly . . . P’l’l’ 
T(l)(n) = . . . . . 
. . 
p’ly p’ly . . . (1) Pll , 
The block B(‘)(n) is an n X 3 matrix with (i,j) entry defined by 
for l&iin, 1 <j < 3. 
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By n) = 
PC? P'l': (1) Pl3 
P!? P’l’z (1) Pl3 
PC’ PI? P1’3’ 
Finally, the block A(') is the 3 X 3 matrix which exists and has properties 
as described in condition (I) by hypothesis. 
Now define AC2)( n) to be the (n + 3) X (n + 3) partitioned matrix 
where AC2) is the 3 X 3 matrix assumed by condition (I), the upper left block 
is the n X n zero matrix, and the off-diagonal blocks are rr X 3 and 3 X n 
zero matrices. For convenience in an induction proof later, define Atk'(0) = 
ACk) for k = 1 and k = 2. 
To check that A(‘)(n) and Ac2)( n)satisfy the hypotheses of Theorem 1.2 
(and thus imply the existence of an interpolating function with the desired 
properties), we must check that the entries of A(‘)(n) and At2'(n) satisfy 
Equation (2) and that A(‘)(n) and AC2’( n are both positive semidefinite. ) 
We will check that Equation (2) is satisfied block by block. 
First, the upper left blocks correspond to domain data (A,,, w,), . . . , 
(4,, co,> and range data zi, . . . , zl. Therefore, substituting the appropriate 
entries of A(‘)(n) and AC2)(n> into Equation (2) results in 
1 - lz112 = (1 - Ih,,l’)pi:) + (1 - lf.oJ’) * 0 for lgi<n. 
By definition of p I:), this equation is clearly satisfied. 
Next, the lower right blocks correspond to domain data hi, h,, h, and 
range data zi, zs, zs. These blocks are the 3 x 3 matrices A(‘) and A(‘); 
therefore Equation (2) is equivalent to condition (I)(b), which holds by 
hypothesis. 
Finally, to check the off-diagonal blocks, we must check the cross terms 
of the data for the diagonal blocks. For instance, in the upper right blocks, we 
conjugate the data used for the upper left diagonal blocks (since these 
correspond to the rows) but do not conjugate the data from the lower right 
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blocks (the column data). Therefore, Equation (2) becomes 
1 - zlzj = (1 - AllAjl)&) + (1 - WiAj,) * 0 
for 1 < i Q n, 1 -<j Q 3. 
By definition of pff), this equation is clearly satisfied; thus Equation (2) holds 
for all entries of A(‘)(n) and AC2)(n). 
It is easy to see that Ac2'(n) is positive semidefinite, since At2) > 0 by 
(I)(a). Therefore, the only remaining condition to check in Theorem 1.2 is 
that A(‘)(n) is positive semidefinite. This will be established by induction; 
Lemma 2.1 will be used in the proof. 
INDUCTION HYPOTHESIS 2.2. For all integers n 2 0, 
A”‘(n) > 0, (13) 
and 
thjrst row ofA is [pi;) . . . pi? 1 pf? pg plj’], (14) 
where n copies of pi;) precede the partition. 
To prove Induction Hypothesis 2.2, first note that A(‘)(O) = A(‘), which is 
positive semidefinite by condition (I)(a). By the remark immediately following 
Theorem 1.5, the first row of A(‘)(O) is 
Since 0 copies of pii’ precede the partition, the induction hypothesis holds 
for n = 0. 
Now assume (13) and (14) hold when n = k. By the general definition of 
A(‘)(n) in Equation (121, tbe entries of tbe block T(‘)(n) and the rows of 
B(‘)(n) are constant; only the dimensions change. That is, when n = k + 1, 
A”)( k + 1) = 
T(‘)( k + 1) B”‘( k + 1) 
B”‘( k + l)* i 
A(‘) ’ 
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P’li’l [ p’ly 
\ 
. . . P!:'] 
T”‘( k + 1) = 
T”‘(k) 
and 
B”‘( k + 1) = PC' 
(1) 
PlZ PC? 
B(“( k) ’ 
(15) 
In (151, the vector [ pii) . . . pit)] is k-dimensional. Thus, the top row of 
A(‘)(k + 1) is of the form [ pt:) . . . pii) 1 p&j p&) p(113)] with k + 1 copies 
of ~1:’ preceding the partition. This shows that A”‘(k + 1) satisfies Equation 
(14) of the induction hypothesis. In addition, since A”‘(k) satisfies both (13) 
and (14), we see that the manner in which A”‘(k + 1) augments A”‘(k) is 
consistent with the hypotheses of Lemma 2.1, and we may therefore conclude 
that A(“(k + 1) > 0. This concludes the induction proof. 
We will now use the matrices just constructed to prove an interpolating 
function satisfying (II)(a) and (II)(b) exists. For each positive integer n, 
A(‘)(n) and A@)(n) satisfy the hypotheses of Theorem 1.2 corresponding to 
the original three interpolation data point pairs and the first n points of the 
augmented data. We may conclude that for each integer n > 1 there exists a 
function F,, E ball Hm(D2) such that 
Fn( 41 42) = ‘i for l<i<3 
and 
F,( *ii) WI) = Zl for l<Z<n. 
The family { F,,}z= i is normal and thus a subsequence converges uniformly on 
compact subsets of D2 to a limit function F E ball H”(D2>. Therefore 
F( Ail, hi2) = zi zi for l<i<3 
and 
F( Ai, 7 WI) = Zl for 1=1,2,3 ,.... 
Since {WI}:= i is dense in D, the latter set of equalities is 
property (II)(b). Th’ is concludes the proof that (I) implies (II). 
equivalent to 
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To show (II) implies (III), we assume the existence of a function F 
satisfying (II) and will show either P(l) 2 0 or Q(‘) > 0 as in (III). 
The proof will be established in separate cases which depend on the 
determinants of the 2 X 2 submatrices of P(l). In each case, the Schwarz 
lemma on the bidisc (Proposition 1.4) will be applied to F or a rational 
function of F. The inequality (9) in the Schwan lemma will be equivalent to 
I’(‘) > 0 or Q(‘) > 0. 
First note that by applying the one variable Schwarz lemma to the 
function f defined by f(h) = F(h, A,) for A E D, we obtain F’$,‘,1 > 0. 
Similarly, P[t)31 > 0. 
Case 1: Assume det Pfi’lzl > 0 and det P/;,,‘31 > 0 
These assumptions are algebraically equivalent to 
lwil < l for i = 2,3, 
where 
wi = ( A,, - A,i)/( 1 - &,Ail) 
for i = 2,3. 
Now define 
‘P(+,p 42)) = [Zl - F&p +2,)1/p - %F(b Adl 
(A,, - Ai,)/(l - ‘ll’il) 
for A = (A,,,, A(,,) E D’, A(i) # A,,. The holomorphic extension of cp is in 
ball HYD2>. We may therefore apply Proposition I.4 to cp with domain 
points A, and A, and range points w2 = cp( A,) and wa = rp( A,). The 
inequality (9) translates to 
(1 - lw212)(1 - ld2) > min (1 - lA,kl”)(1 - ht2)~ 
I1 - iz2w312 ’ k=l,Z I1 - A2k Ask I2 
(16) 
If the minimum in (16) is achieved when k = 1, then a straightforward 
computation shows that (16) is equivalent to det P(l) > 0. When combined 
with our assumption that det Pf)2] > 0 and the fact that ~1:) > 0, this implies 
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If the minimum in (16) is achieved when k = 2, then (16) is equivalent to 
det Q(‘) > 0. This inequality and det P:t,‘,l > 0 imply 
Q C2) 3 0. 
In either case, (III) holds. 
Case 2: Assume det Pf)2] = 0 or det P[i$] = 0 
By symmetry, it suffices to show det Pf,,‘21 = 0 implies P(l) > 0. 
Assumptions (II)(a) and (b) imply that 
F( hilt Ai2) = zi for i=2,3 
and 
F(Al,7 A221 = Zl. 
An application of Theorem 1.2 to F and these three pairs of data points 
establishes the existence of two 3 X 3 positive semidefinite matrices A”) and 
J2’ that satisfy 
$1’ = p(l) _ e(l) * 22’ (17) 
where 
(p = 
’ 1 - 1A,,12 1 - 1A,,12 1 - A2242 
1 - IA1,12 1 - %A21 1 - LA31 
1 - l&I2 1 - 1A22t2 1 - ~2242 
1 - h2141 1 - lA21I2 1 - ~,,A31 
1 - x32 A22 1 - x32 A22 1 - lA,212 
( 1 - L41 1 - LA21 1 - h,,12 
By considering upper left 2 X 2 submatrices in (171, we obtain 
MATRIX EQUATIONS FOR BIDISC INTERPOLATION 483 
Since P/t’,1 is a rank 1 positive semidefinite matrix, one of the following 
occurs: 
@2l = p(l) 
[l,Z] and $)2] = 0, (18) 
or 
Zl = z2 and h,, = A,,. (I9 
Either (18) or (19) can be used to prove Z-‘(i) > 0. This concludes the proof of 
case 2; thus we have concluded the proof that (II) implies (III). 
Finally, to prove that condition (III) implies condition (I), we must show 
that P(i) > 0 and Q(‘) 3 0 each imply there exist A(‘) and A(‘) satisfying 
(IXa>, (b), and Cc). 
As discussed in the introduction, if PC’) > 0 then 
provide a solution to (IXa) and (b) which al so clearly satisfies (IXC). Therefore 
it remains to check (I) when QC2) > 0. 
Accordingly, assume QC2) b 0 and define 
A(‘) = 
PC’ (1) Pl2 
--(l) 1 P(112Y2 
Pl2 
P’l:’ 
(1) -_(1) 
Pl2 Pl3 p’1’3’ - 
(1) 
Pll 
Note A(‘) is the rank 1 matrix defined by 
A(l) = pp* 
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/ 
PYl’ 
\ 
p=L -_(I) 
d-, PC’ 
PI2 * 
89 / 
Thus A(‘) > 0 
The matrix A(‘) ’ 
and the matrix Q(‘), 
1s a block diagonal with diagonal blocks consisting of 0 
which is positive semidefinite by assumption. Therefore 
A(‘) is also positive semidefmite, and it follows that (I)(a) holds. 
To see that (I)(b) holds, note that the first row and column of A(‘) and 
A(‘) satisfy (I)(b) as in the case where P(l) > 0. Since (I)(b) is equivalent to 
Equation (71, it is easy to see the lower right 2 X 2 submatrices of A(l) and 
A(‘) satisfy (I)(b) where Q(‘) is written as in (10). 
Finally, (I)(c) holds by definition of A (‘) This concludes the proof that . 
(III) implies (I) and the proof of the theorem. 
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