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Abstract
In this paper, we introduce a powerful technique based on Leave-One-Out analysis to the study of
low-rank matrix completion problems. Using this technique, we develop a general approach for obtaining
fine-grained, entrywise bounds for iterative stochastic procedures in the presence of probabilistic depen-
dency. We demonstrate the power of this approach in analyzing two of the most important algorithms
for matrix completion: (i) the non-convex approach based on Projected Gradient Descent (PGD) for a
rank-constrained formulation, also known as the Singular Value Projection algorithm, and (ii) the convex
relaxation approach based on nuclear norm minimization (NNM).
Using this approach, we establish the first convergence guarantee for the original form of PGD without
regularization or sample splitting, and in particular shows that it converges linearly in the infinity norm.
For NNM, we use this approach to study a fictitious iterative procedure that arises in the dual analysis.
Our results show that NNM recovers an d-by-d rank-r matrix with O(µr log(µr)d log d) observed entries.
This bound has optimal dependence on the matrix dimension and is independent of the condition number.
To the best of our knowledge, this is the first sample complexity result for a tractable matrix completion
algorithm that satisfies these two properties simultaneously.
1 Introduction
The matrix completion problem concerns recovering a low-rank matrix given a (typically random) subset
of its entries. To study the sample complexity and algorithmic behaviors of this problem, one often needs
to analyze an iterative procedure in the presence of dependency across the iterations and the entries of
the iterates. Such dependency creates significant difficulties in both the design and analysis of algorithms,
often leading to sub-optimal bounds as well as complicated and unrealistic algorithms that are not used in
practice.
To overcome these challenges, in this paper we introduce a powerful technique, based on the Leave-One-
Out argument, to the study of matrix completion problems. Leave-One-Out, as an analytical technique,
allows one to isolate the effect of dependency on individual entries, and establish entrywise bounds for the
iterative procedures. We use this technique to obtain new theoretical guarantees for two archetypal algo-
rithms for matrix completion: (i) the non-convex approach based on applying Projected Gradient Descent
(PGD) to a rank-constrained formulation, also known as the Singular Value Projection (SVP) algorithm [20];
(ii) the convex relaxation method based on Nuclear Norm Minimization (NNM) [4]. We use leave-one-out in
two distinct ways. For PGD, we employ this technique to study the primal solution path of the algorithm.
For NNM, we analyze an iterative procedure that arises in the analysis, particularly for constructing a dual
solution that certifies the optimality of the desired primal solution.
Concretely, consider the problem of recovering a rank-r matrixM∗ ∈ Rd1×d2 given a subset of its entries,
{M∗ij : (i, j) ∈ Ω}. As this problem is ill-posed for general Ω, it is standard to assume that Ω is generated
according to some probabilistic model. To recover M∗, a natural idea is to seek a low-rank matrix that is
∗L. Ding and Y. Chen are with the School of Operations Research and Information Engineering, Cornell University, Ithaca,
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consistent with the observations in Ω. Based on this idea, two most representative algorithms for matrix
completion are the following:
Projected gradient descent for rank-constrained formulation This approach is based on solving a
natural rank-constrained, least-squares formulation for matrix completion:
minimizeX∈Rd1×d2
1
2
‖ΠΩ(X)−ΠΩ(M∗)‖2F subject to rank (X) ≤ r, (1)
where ΠΩ(·) : Rd1×d2 → Rd1×d2 is the linear operator that zeros out the entries outside Ω. PGD applied to
the above optimization problem takes the form
M0 = 0; M t+1 = Pr
(
M t − ηt
(
ΠΩ(M
t)−ΠΩ(M∗)
))
, t = 0, 1, 2, . . . (2)
where ηt is the step size and Pr is the projection operator onto the set of rank-r matrices. Note that while this
set is non-convex, the projection Pr can be efficiently computed by the rank-r singular value decomposition
(SVD). This approach is also known as Singular Value Projection (SVP) or iterative hard thresholding [20].
Nuclear norm minimization Since the rank function is non-convex, another popular approach for matrix
completion is based on replacing the rank with a convex surrogate, namely the nuclear norm. This relaxation
leads to the following convex nuclear norm minimization (NNM) problem [4]:
minimizeX∈Rd1×d2 ‖X‖nuc subject to ΠΩ(X) = ΠΩ(M∗), (3)
where ‖X‖nuc denotes the nuclear norm of X, defined as the sum of its singular values.
Both PGD and NNM can be efficiently computed/solved. The key statistical question here is when these
two approaches recover the true low-rank matrix M∗ under natural probabilistic models for the observed
data Ω. Perhaps surprisingly, while matrix completion has been extensively studied, a complete answer to
the above question remains elusive. As we elaborate below, existing techniques are fundamentally insufficient
in this regard, either relying on assumptions that are difficult (sometimes impossible) to verify, or resulting
in performance bounds that are inherently sub-optimal.
1.1 Our contributions
Our key insight to the answer of the above question, is as follows. While the PGD and NNM approaches
appear completely different, their analysis can both be reduced to studying a stochastic iterative procedure
of the form
θt+1 = F(θt; δ), for t = 0, 1, . . . (4)
Here F( · ; δ) is a possibly nonlinear and implicit mapping with a fixed point θ∗, and δ represents a random
data vector. Note that the same δ is used in all iterations. Therefore, a major challenge here is that
the iterates {θt} are dependent through the common data δ. The Leave-One-Out analysis allows us to
isolate such dependency and provide fine-grained, entrywise convergence guarantees, namely, bounds on
‖θt−θ∗‖∞ : = maxi |θti−θ∗i |. As discussed below, these bounds are crucial to the analysis of PGD and NNM.
We now elaborate.
1.1.1 Projected gradient descent
The PGD algorithm (2) can be recognized as a special case of the iteration (4), where the nonlinear map F
is given implicitly by the projection Pr (i.e., an SVD), and the random data δ corresponds to the observed
indices Ω. A major roadblock in analyzing this iterative procedure involves showing that for all t, the
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differences of iterates M t+1 −M t remain incoherent, which roughly means that they are entrywise well-
bounded. Such bounds are challenging to obtain due to the probabilistic dependency across the iterations.
The seminal work [20] only provides partial results, imposing as an assumption thatM t+1−M t is incoherent.
Another set of work [19, 21, 22] resorts to a sample splitting trick, that is, assuming that a fresh set of
independent observations Ω is used in each iteration. As we comment on in greater details in Section 3.2,
this trick is artificial, difficult to implement, and unnecessary in practice; moreover it leads to sample
complexity bounds that are either non-rigorous or inherently suboptimal.
Using leave-one-out, we are able to study the original form (4) of PGD—without sample splitting—and
rigorously prove that the iterates indeed remain entrywise small. In fact, a stronger conclusion is established:
the iterates converge geometrically in entrywise norm to M∗; see Theorem 1 for details.
1.1.2 Nuclear norm minimization
To prove that the convex NNM program (3) recovers the underlying matrix M∗ as the optimal solution,
it suffices to show that M∗ satisfies the first-order optimality condition, which stipulates the existence
of a corresponding dual optimal solution (often called a “dual certificate”). Such a dual certificate can be
constructed using an iterative procedure, akin to dual ascent, in the form of the iteration (4). The celebrated
Golfing Scheme argument [17] implements such a procedure, but it crucially relies on the sample splitting
trick to circumvent the dependency across iterations. While this argument has proved to be fruitful and led
to the best sampling complexity bounds to date [3, 6, 29], it is well-recognized that sample splitting is a
workaround and results in fundamentally sub-optimal bounds.
Using leave-one-out, we are able to analyze the dual ascent procedure with correlated iterations and
establish entrywise bounds, which ensure dual feasibility. Our results imply that NNM recovers a d-by-d
rank-r matrix M∗ given a number of Cµr log(µr)d log d observed entries, where µ is the incoherence pa-
rameter of M∗ and C is a universal constant; see Theorem 2 for details. To the best of our knowledge,
this is the first sample complexity result, for a tractable algorithm, that has the optimal scaling with the
dimension d while at the same time carries absolutely no dependence on the condition number of M∗. We
believe that our result paves the way to finally matching the information-theoretic lower bound Cµrd log d [5].
We emphasize that in both settings above, the mapping F(θ; δ) cannot satisfy a contraction property
over all θ’s, even when restricted to those that are low-rank and incoherent; see Sections 3 and 4 for
detailed discussion. Therefore, standard techniques from stochastic approximation [25] are insufficient for
our problem. The key step in our analysis is to show that with high probability, a type of contraction
is satisfied by the sequence of iterates {θt} generated by the procedure (4); that is, the iterative procedure
avoids the bad regions of θ in which contraction fails to hold. The leave-one-out argument plays a key role
in establishing this probabilistic, sequence-specific convergence result.
1.2 Discussion
In this paper we focus on the PGD and NNM approaches. While algorithms for matrix completion abound,
PGD and NNM are of fundamental importance. In particular, NNM, and more broadly convex relaxation
methods, remains one of the most versatile, robust and statistically efficient approaches to high-dimensional
statistical problems. Similarly, PGD plays a unique role in a growing line of work on non-convex methods.
It is recognized as a particularly natural and simple algorithm, does not require a two-step procedure of
“initialization + local refinement”, and in fact is often used as an initialization procedure for other algorithms
[8, 22, 31, 34]. Moreover, PGD involves one of the most important numerical procedure: computing the
best low-rank approximation using SVD. Many other algorithms can be either viewed as approximate or
perturbed versions of PGD/SVD, or as computationally efficient procedures for solving NNM.
In this sense, while we apply Leave-One-Out to PGD and NNM specifically, we believe that this tech-
nique is useful more broadly in studying other iterative procedures for statistical problems with complex
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probabilistic structures. Indeed, when preparing an early version of this manuscript [12], we became aware
of the independent work in [9, 28], which uses a related technique to analyze other iterative methods for
non-convex formulations of matrix completion and phase retrieval problems. We discuss this work in more
details in Section 2.
Our results can also be viewed as establishing a form of implicit regularization. In particular, note
that neither the rank-constrained formulation (1), nor the iterative procedures we consider for PGD and
NNM, has an explicit mechanism for regularizing their solutions to have small entrywise (ℓ∞) norms. The
goal of the leave-one-out analysis is precisely to show that this property is satisfied automatically, with
high probability, by the solution sequence generated by the iterative procedures. From this perspective,
our results are complementary to a very recent line of work on ℓ1/ℓ2 implicit regularization of (stochastic)
gradient descent methods [18, 27].
Paper Organization In Section 2, we review and compare with existing work in the literature. In
Section 3, we present our main results for PGD and NNM. In Section 4, we outline the main ingredients
of our Leave-One-Out based technique. Using this technique, we prove our results for PGD for NNM in
Sections 5 and 6, respectively. The proofs of some technical lemmas are deferred to the appendix.
2 Related work and comparison
Leave-One-Out has many incarnations, and is often used as an algorithmic technique, e.g., for cross-
validation. As an analytical technique, leave-one-out has been employed to study robust M-estimation
[13], de-biased Lasso estimators [23], and spectral and MLE methods for ranking problems [10].
Most related to our work are several recent papers that use leave-one-out in problems involving low-
rank matrix estimation. The work in [35] studies the generalized power method for phase synchronization
problems. The work in [1] derives general entrywise perturbation bounds for spectral decomposition. The
contemporary work in [9, 28] also studies nonconvex formulations of matrix completion, but focuses on a
different algorithm, namely, gradient descent applied to an unconstrained and factorized objective function.
Besides the differences in problem settings, our use of leave-one-out differs from the above work in the
following three main aspects:
1. The work in [1, 10] consider “one-shot” spectral methods, which only involve a single SVD operation. In
contrast, the PGD method we study is an iterative procedure with multiple sequential SVD operations.
As will become clear in our proofs, even studying the second iteration of PGD involves a very different
analysis than that for one-shot algorithms. In particular, we need to track the propagation of errors
and dependency through many (potentially infinite) iterations, which requires careful induction and
probabilistic arguments.
2. The work in [9, 28, 35] study gradient descent and power methods, which are iterative procedures in the
form of (4). Both methods correspond to an explicit and relatively simple mapping F that is linear up
to normalization. The PGD algorithm is much more complicated, as it involves computing the SVD,
a highly nonlinear operation that is defined implicitly and variationally. The analysis of PGD is hence
significantly harder, requiring quite delicate use of matrix perturbation and concentration bounds.
3. In our analysis of NNM, leave-one-out is used in a different context: instead of studying an actual
algorithmic procedure, we use leave-one-out to study an (unimplementable) iterative procedure that
arises in the dual analysis of the convex program.
The exact low-rank matrix completion problem is studied in the seminar work [4], which initialized the
use of the NNM approach. Follow-up work on NNM includes [5, 17, 29], with the best existing sample
complexity result given in [6]. The PGD algorithm is proposed in [20] under the name SVP, although no
rigorous guarantees are provided for matrix completion. Other iterative algorithms based on non-convex
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formulations of matrix completion have been proposed; a partial list of work in this line includes [8, 19,
24, 31, 34]. These algorithms are different from PGD: they are typically based on a factorized formulation
(rather than the rank-constrained formulation (1)), and often require explicit ℓ∞ projection/regularization
and a careful initialization procedure via SVD. With the ℓ∞ regularization, a remarkable recent result shows
that this factorized formulation in fact has no spurious local minima [15, 16], though the resulting iteration
complexity bounds therein are quite pessimistic. After presenting our main theorem, we provide a more
quantitative comparison with the above results.
PGD and NNM have been well studied for the related problem of matrix sensing [20, 30], whose standard
formulation can be viewed as a simpler version of matrix completion with the projection ΠΩ replaced by a
linear operator A that satisfies certain restricted isometry property (RIP) over all low-rank matrices. The
lack of such a global RIP/contraction property in matrix completion makes it a more challenging problem
and is precisely the reason why leave-one-out is needed.
3 Problem setup and main theorems
In this section, we describe the formal setup of the matrix completion problem and present our main results,
namely convergence and sample complexity guarantees for PGD and NNM.
Notations For each integer d > 0, define the set [d] : = {1, 2, . . . , d}. We write f = O(g) or f . g if
f ≤ C · g for a universal numerical constant C. Denote by ei the i-th standard basis vector, 1 the all-one
vector, and I the identity matrix, in appropriate dimensions. The set of symmetric matrices in Rd×d is
denoted by Sd×d. For a matrix Z, let Zi· be its i-th row and Z·j its j-th column. The Frobenius norm,
operator norm (maximum singular value) and nuclear norm (sum of singular values) of a matrix are denoted
by ‖ · ‖F, ‖ · ‖op and ‖ · ‖nuc, respectively. Two other matrix norms are used: ‖Z‖∞ : = maxi,j |Zij | for the
entrywise ℓ∞ norm, and ‖Z‖2,∞ : = maxi ‖Zi·‖2 for the maximum row ℓ2 norm. The i-th largest singular
value of a matrix Z is σi(Z), and the best rank-k approximation of Z in Frobenius norm is Pr(Z). For two
matrices A and B, we write A⊗B : = ABT for their outer product. We denote by I the identity operator
on matrices.
3.1 Matrix completion setup
In matrix completion, the goal is to recover an unknown rank-r matrix M∗ ∈ Rd1×d2 given partial observa-
tions of its entries indexed by the set Ω ⊂ [d1]× [d2]. Define the observation indicator δij : = 1{(i, j) ∈ Ω},
as well as the sampling operator ΠΩ : R
d×d → Rd×d via
(
ΠΩ(Z)
)
ij
= Zijδij =
{
Zij , (i, j) ∈ Ω,
0, (i, j) 6∈ Ω.
It is well known that when most of the entries of M∗ equal zero. it is impossible to recover M∗ unless all of
its entries are observed [4]. To avoid such pathological situations, we impose the standard assumption that
M∗ is incoherent in the following sense:
Definition 1 (Incoherence). A matrix M ∈ Rd1×d2 with rank-r SVD M = UΣV T is µ-incoherent if
‖U‖2,∞ ≤
√
µr
d1
and ‖V ‖2,∞ ≤
√
µr
d2
.
In the sequel, we assume that M∗ has rank r and is µ-incoherent. If another matrix Z ∈ Rd1×d2 is O(µ)-
incoherent, we simply say that Z is incoherent. Denote by κ := σ1(M
∗)/σr(M∗) the condition number ofM∗.
Throughout this paper, by with high probability (w.h.p.), we mean with probability at least 1−c1(d1+d2)−c2
for some universal constants c1, c2 > 0.
1
1In all our proofs, the value of c2 can be made arbitrarily large as long as the constant C0 in Theorems 1 and 2 is sufficiently
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3.2 Analysis of projected gradient descent
To study the PGD algorithm (2), we consider a standard probabilistic setting where the observation indices Ω
are randomly generated. We focus on the following symmetric and positive semidefinite setting.2
Model 1. Under the model SMC(M∗, p), the matrix M∗ ∈ Sd×d is symmetric positive semidefinite, and the
observation indices Ω is such that P
(
(i, j) ∈ Ω) = p independently for all i ≥ j, where p ∈ (0, 1], and that
(j, i) ∈ Ω if and only if (i, j) ∈ Ω.
The PGD algorithm (2) is first proposed by Jain et al. in [20]. They observe empirically that the objective
value ‖ΠΩ(M t −M∗)‖2F of the PGD iterate decreases quickly to zero; accordingly, they conjecture that the
iterate M t is guaranteed to converge toM∗ [20, Conjecture 4.3]. Below we reproduce their conjecture, which
is rephrased under our symmetric setting:
Conjecture 1. For some numbers C,C ′ > 0 depending on r and µ, the following holds under the model
SMC(M∗, p). If p ≥ C d log d
d
, then with high probability, the PGD algorithm (2) with a fixed step size
ηt ≡ η = O(1p) outputs a matrix M t of rank at most r such that ‖ΠΩ(M t) − ΠΩ(M∗)‖2F ≤ ǫ after C ′ log 1ǫ
iterations; moreover, M t converges to M∗.
This conjecture remains open since the proposal of PGD. The original PGD paper [20] argues that PGD
would converge if the operator ΠΩ is assumed to satisfy a form of Restricted Isometry Property (RIP),
i.e., ΠΩ(M
t −M∗) preserves the Frobenius norm of the error matrix M t −M∗. However, RIP cannot hold
uniformly for all low-rank matrices—just consider matrices with only one non-zero entry. Even when one
restricts to incoherent iteratesM t, the error matrixM t−M∗, being the difference of two incoherent matrices,
need not be incoherent itself.
Instead of relying on RIP and the Frobenius (Euclidean) norm geometry, we directly control the entries
of the error matrix using Leave-One-Out. In particular, we show that every entry of the eigenvectors of M t
converges to that of M∗ simultaneously and geometrically, hence M t converges entrywise to M∗ as well.
This result formally proves Conjecture 1.
Theorem 1. Under the model SMC(M∗, p), if p ≥ C0 κ
6µ4r6 log d
d
for some universal constant C0, then with
high probability the PGD algorithm (2) with fixed step size ηt ≡ 1p satisfies the bound
‖M t −M∗‖∞ ≤
(
1
2
)t
σ1(M
∗), for all t = 1, 2, 3, . . . (5)
Moreover, the first few iterations satisfy the tighter bound ‖M t −M∗‖∞ ≤
(
1
2
)t σ1(M∗)
d
for all t ∈ [log d].
We prove Theorem 1 in Section 5, by casting PGD into a stochastic iterative procedure in the form
of (4), namely θt+1 = F(θt; δ). In particular, the random data δ consists of the observation indicators
δij := 1{(i, j) ∈ Ω} generated according to Model 1, and the PGD iteration (2) acts on the primal variable
θt ≡M t with the map F given by
F(· ; δ) = Pr
((I − p−1ΠΩ)(·) + p−1ΠΩ(M∗)). (6)
We establish entrywise geometric convergence of this procedure using the leave-one-out technique; the main
ideas of the analysis is outlined in Section 4.
large. In this case, if each of a polynomial (in d1 and d2) number of events holds w.h.p. (with probability ≥ 1− c1(d1 + d2)
−c2),
then by the union bound the interaction of these events also holds w.h.p. (with probability ≥ 1− c1(d1 + d2)
−c′
2 for a constant
c
′
2 < c2).
2We consider this setting for the sake of a streamlined presentation of our main techniques. Our results can be extended
to the general asymmetric case either via a direct analysis, or by using an appropriate form of the standard dilation argument
(see, e.g., [34]), though the proofs will become more tedious.
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3.2.1 Discussion and comparison
Theorem 1 establishes, for the first time, the convergence of the original form of PGD. Our result holds
when the same set of observed entries Ω is used in all iterations, without any sampling splitting.
In comparison, existing work in [19, 21, 22] has considered certain modified versions of PGD. These
algorithms are significantly more complicated than the original PGD: they typically proceed in a stagewise
fashion and rely on sampling splitting, i.e., using an independent set of observations Ω in each iteration. It
is well recognized that sample splitting has several major drawbacks [19, 31]. Firstly, it is a wasteful way
of using the data, and leads to sample complexity bounds that grow (unnecessarily) with the number of
iterations. Secondly, the use of sampling splitting is artificial, resulting in algorithmic complications that
are not needed in practice. Finally, as observed in [19, 31], naive sample splitting (i.e., partitioning Ω into
disjoint subsets) in fact does not ensure the required independence; rigorously addressing this technical
subtlety (as done in [19]) leads to even more complicated algorithms that are sensitive to the generative
model of Ω and hence hardly practical.
A consequence of Theorem 1 is that the PGD iterates M t remains incoherent throughout the iterations
(though incoherence and RIP are no longer needed explicitly in our convergence proof). Note that PGD, and
the nonconvex program (1) it aims to solve, have no explicit regularization mechanism to ensure incoherence.
Therefore, while natural and simple, the PGD algorithm is effective for quite delicate probabilistic reasons,
which are tied to the specific algorithmic procedure and cannot be simply explained by the geometry of the
optimization problem (1).
3.3 Analysis of nuclear norm minimization
To present our results on NNM, we consider the following setting in which the ground-truth M∗ is allowed
to be a general rectangular and asymmetric matrix.
Model 2. Under the model MC(M∗, p), M∗ is a d1-by-d2 matrix, and the observation indices Ω is such
that P
(
(i, j) ∈ Ω) = p independently for all i, j, where p ∈ (0, 1]
Starting with the seminar papers [4, 24], a long line of work has been devoted to proving sample com-
plexity results for the above model, that is, sufficient conditions for recovering M∗ using NNM and other
algorithms. We summarize the state-of-the-art in Table 1, omitting other existing results that are strictly
dominated by those in the table.
Using Leave-One-Out, we are able to improve upon this long line of work and establish the following
new sample complexity result for NNM.
Theorem 2. Under the model MC(M∗, p), if p ≥ C0µr log(µr) log(max{d1,d2})min{d1,d2} for some universal constant
C0, then with high probability M
∗ is the unique minimizer of the NNM program (3).
We prove this theorem in Section 6, by connecting NNM to the stochastic iterative procedure (4) in
the form θt+1 = F(θt; δ). In particular, we consider an iterative procedure acting on the dual variable θt of
NNM, with the map F given by
F(· ; δ) = (PT − p−1PT ΠΩ)(·); (7)
here PT is the projection onto the tangent space at M∗ with respect to the set of low-rank matrices (the
explicit expression of PT is given in Section 6), and the data δ consists of the observation indicators δij :=
1{(i, j) ∈ Ω} under Model 2. We show that with high probability, the above procedure converges to an
optimal dual solution that certifies the primal optimality of M∗ to the NNM program (3). A key step is the
proof is to show the iterates are dual feasible, which in turn requires bounding their ℓ∞ norm. We do so
using the leave-one-out technique, with the main ideas of the analysis outlined in Section 4.
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Work Sample Complexity pd2
[6] O(µrd log2 d)
[24] O(κ2rdmax{µ log d, µ2rκ4})
[31] O(κ2rdmax{µ log d, µ2r6κ4})
[34] O(κ2µr2dmax{µ, log d})
[2] O(κ2µrd log d log2κ d)
This Paper O(µr log(µr)d log d)
Lower Bound [5] Ω(µrd log d)
Table 1: Comparison of sample complexity results for tractable algorithms for exact matrix completion
under the setting with d1 = d2 = d.
3.3.1 Discussion and comparison
In the setting with d1 = d2 = d, Theorem 2 shows that NNM recovers M
∗ w.h.p. provided that the expected
number of observed entries satisfies pd2 & µr log(µr)d log d. Note that this bound is independent of the
condition number κ of M∗. An information-theoretic lower bound on the sample complexity is established
in [5], which shows that pd & µrd log d is necessary for any algorithm. Our bound hence has the optimal
dependence on d and κ, and is sub-optimal by a logarithmic term of the incoherence parameter µ and rank r.
Let us compare Theorem 2 with the sample complexity results in Tabel 1. The best existing result
for NNM appears in [6], which establishes a bound that scales sub-optimally with log2 d. This gap is a
fundamental consequence of their proof techniques, as they rely on the Golfing Scheme [17] that splits Ω
into log d disjoint subsets to ensure independence. All other previous results in the table have non-trivial
dependence on the condition number κ. While it is common to see dependency on κ in the time complexity,
the appearance of κ in the sample complexity is unnecessary. To the best of our knowledge, our result is the
only one that achieves optimal dependence on both the condition number and the dimension for tractable
algorithms; in particular, our result is not dominated by any existing results.
We note that the very recent work in [2] obtains a sample complexity result that matches the lower
bound; their bound, however, is achieved by an algorithm with running time exponential in d.
4 Leave-One-Out analysis of stochastic iterative procedures
As mentioned, we prove our main results for PGD and NNM by using Leave-One-Out to analyze certain
stochastic iterative procedures and obtain entrywise bounds. In this section, we present the main ingredients
of this approach. We first describe the general ideas of Leave-One-Out in the context of the abstract
stochastic iteration (4), and then discuss the additional steps needed for the concrete settings of PGD and
NNM. The complete proofs are given in Sections 5 and 6 to follow.
4.1 Stochastic iterative procedures
Consider the stochastic iterative procedure in (4), namely, θt+1 = F(θt; δ). Here δ = (δ1, . . . , δN ) ∈ RN is
a random data vector with independent coordinates, and F(· ; δ) : RN → RN is a nonlinear map with a
fixed point θ∗. For simplicity, we assume that θ∗ = 0. Our goal is to study the convergence behavior of the
iterates θt to the fixed point θ∗.
If F is a contraction in ℓ2 norm in the sense that with high probability,
‖F(θ; δ) −F(θ′; δ)‖2 ≤ α‖θ − θ′‖2, uniformly for all θ, θ′
8
for some α < 1, then it is straightforward to show that the ℓ2 distance to the fixed point, ‖θt‖2, decreases
geometrically to zero. This contraction argument is classical, but often insufficient.
• In some cases, one is interested in controlling the entrywise behaviors of the iterates, i.e., bounding its
ℓ∞ norm ‖θt‖∞. Using the worst-case inequality ‖θt‖∞ ≤ ‖θt‖2, together with the above ℓ2 distance
bound, is often far too loose. This is the situation we will encounter in the analysis of NNM.
• Worse yet, there are settings where the ℓ2 contraction does not hold uniformly for all θ and θ′; instead,
only a restricted version holds:
‖F(θ; δ) −F(θ′; δ)‖2 ≤ α‖θ − θ′‖2, ∀θ, θ′ : ‖θ‖∞, ‖θ′‖∞ ≤ b (8)
for some small number b. In this case, establishing convergence of θt requires one to first control the
ℓ∞ norm of θt. This is the situation we will encounter in the analysis of PGD.
In both situations, one needs to control the individual coordinates of the iterates. The Leave-One-Out
argument allows us to do so by exploiting the independence of the coordinates of the data vector δ, and by
exploiting the fine-grained structures of the map F .
For illustration, we assume that iteration (4) is separable w.r.t. the data vector δ, in the sense that
θt+1i = Fi(θt; δi). (9)
That is, the i-th coordinate of the iterate has explicit dependence only on the i-th coordinate of the data δ.
Note that θt+1i also depends on all coordinates of θ
t, which in turn depends on the entire vector δ. Conse-
quently, all coordinates of θt+1, for all iterations t, are still correlated with each other.
Our crucial observation is that the map F(θ; δ) is often not too sensitive to individual coordinates of θ.
In this case, we expect that the randomness of δ propagates slowly across the coordinates, so the correlation
between θt+1i and {δj , j 6= i} is relatively weak even though they are not independent. To formalize this
insensitivity property, we assume that F satisfies, in addition to the restricted ℓ2-contraction bound (8), the
following ℓ∞/ℓ2 Lipschitz condition
‖F(θ; δ) −F(θ′; δ)‖∞ ≤ β‖θ − θ′‖2, ∀θ, θ′. (10)
The value of β is often small, since we are comparing ℓ∞ norm with ℓ2 norm. However, one should expect
that β > 1√
N
, as otherwise we would have ℓ∞ contraction/non-expansion, which is what we try to prove in
the first place.
4.2 Leave-One-Out analysis
We are now ready to describe the leave-one-out argument, which allows us to exploit the properties (8)–(10)
and isolate the behavior of individual coordinates. For each i ∈ [N ], let δ(−i) : = (δ1, . . . , δi−1, 0, δi+1, . . . , δN )
be the vector obtained from the original data vector δ by zeroing out its i-th coordinate. Consider the
fictitious iteration (used only in the analysis)
θ0,i = θ0; θt+1,i = F(θt,i; δ(−i)), t = 0, 1, . . . . (11)
Crucially, θt+1,i is independent of δi by construction. Our strategy is to show that the leave-one-out iterates
θt,i closely approximate the original iterates θt, thereby leveraging the independence in θt,i to bound the
coordinates of θt.
To this end, we use induction on t, with the hypothesis that ‖θt−θt,i‖2 (proximity) and ‖θt‖∞ (ℓ∞ bound)
are small in an appropriate sense. For the next iteration t + 1, it is intuitive that ‖θt+1 − θt+1,i‖2 should
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remain small, since θt+1,i and θt+1 are computed using two data vectors different at only one coordinate.
More quantitatively, we can establish the proximity property by
‖θt+1 − θt+1,i‖2 = ‖F(θt; δ) −F(θt,i; δ(−i))‖2
≤ ‖F(θt; δ) −F(θt,i; δ)‖2 + ‖F(θt,i; δ) −F(θt,i; δ(−i))‖2
= ‖F(θt; δ) −F(θt,i; δ)‖2︸ ︷︷ ︸
ℓ2-Lipschitz term
+
∣∣Fi(θt,i; δi)−Fi(θt,i; 0)∣∣︸ ︷︷ ︸
discrepancy term
,
(12)
where the last step follows from the separability assumption (9). The discrepancy term above involves two
independent quantities θt and δi, and can typically be controlled by standard concentration arguments.
To bound the ℓ2-Lipschitz term above, we invoke the restricted ℓ2-contraction condition (8) under the ℓ∞
induction hypothesis, thus obtaining ‖F(θt; δ) − F(θt,i; δ)‖2 ≤ α‖θt − θt,i‖2. The above bounds combined
with the proximity hypothesis on ‖θt − θt,i‖2, yield an (often contracting) upper bound on ‖θt+1 − θt+1,i‖2,
so the proximity bound holds for the next iteration.
Turning to the coordinates of the original iterate θt+1, we use separability (9) to compute
|θt+1i | = |Fi(θt; δi)| = |Fi(θt; δi)−Fi(θt,i; δi) + Fi(θt,i; δi)|
≤ ‖F(θt; δ) −F(θt,i; δ)‖∞ + |Fi(θt,i; δi)|
≤ β‖θt − θt,i‖2 + |Fi(θt,i; δi)|,
(13)
where the last step follows from the Lipschitz conditions (10). The first term ‖θt − θt,i‖2 above is bounded
under the proximity hypothesis; the second term F(θt,i; δi) again involves two independent quantities and
can be handled as before. Putting together, we have established an upper bound on each coordinate |θt+1i |
of the original iteration (4), as desired.
To sum up, by using the above arguments, we reduce the challenging problem of controlling the individual
coordinates of θt to two easier tasks:
1. Control the quantity Fi(θ; δi) when θ and δi are independent. This quantity measures the sensitivity
of F under an independent random perturbation to one coordinate of the data vector δ.
2. Control the quantity F(θ; δ)−F(θ′; δ) in various norms when θ, θ′ are small entrywise. This quantity
measures the sensitively of F with respect to the iterate θ. This task can be accomplished using the
(restricted) Lipschitz properties (8) and (10) of F , which can often be established even when ℓ2- or
ℓ∞-contraction fails to hold uniformly.
4.3 Analysis of PGD and NNM using Leave-One-Out
To study PGD and NNM, we instantiate the abstract procedure (4) as in equations (6) and (7), respectively.
The analysis of these two procedures follows the general strategy outlined above, though the proof involves
several technical complications:
• In the matrix completion setting, the iterates θt and the random data δ are both matrices, so the
separability property (9), and accordingly the leave-one-out sequences {θt,i}, take a more complicated
form involving the rows and columns of these matrices.
• Consequently, in addition to bounding the entrywise norm of the iterates, we often need to bound their
row-wise norm as well. In the case of PGD, we in fact do so for the eigenvectors of the iterates.
• We need to establish the Lipschitz properties (8) and (10) with small enough α and β, which requires
the use of appropriate concentration and matrix perturbation bounds.
10
In addition, PGD involves an unbounded number of iterations, yet the high probability bounds obtained
by leave-one-out are only valid for poly(d) iterations, due to the use of union bounds. Fortunately, after
this many iterations, PGD already enters a small neighborhood of the fixed point θ∗, within which one can
establish certain uniform concentration bounds that are valid for an arbitrary number of iterations.
For NNM, a direct application of leave-one-out as in the last subsection would establish a sample com-
plexity result of the form p & poly(µr) log d
d
.3 This bound has the right dependence on d, but it is vastly
sub-optimal in terms µ and r. To remove these superfluous µr factors and establish the tighter bound
p & µr log(µr) log d
d
in Theorem 2, we take a hybrid approach that “warm-starts” the iterative procedure
by running a small number (in particular, O(log µr)) of iterations with sample splitting. As mentioned in
Section 3.3, this approach gives the best sample complexity upper bound to date, but we have not been able
to remove the extra log µr factor that is absent in the information-theoretic lower bound (cf. Table 1).
5 Proof of Theorem 1
In this section, we prove our convergence guarantee for PGD in Theorem 1. The proof makes use of the
auxiliary lemmas given in Appendix C. Let σ1 denote the largest eigenvalue of M
∗ and σr the smallest
nonzero eigenvalue. Recall that κ := σ1
σr
is the condition number of M∗.
Proof outline After recording some preliminary steps in Section 5.1, we present the main steps of the
proof in two parts, following the strategy given in Section 4. Let t0 : = 5 log2 d+ 12.
• Part 1: We prove that w.h.p. there holds the infinity norm bound
‖M t −M∗‖∞ ≤ 1
d
(
1
2
)t
σ1 for all t = 1, 2, . . . t0. (14)
This bound is proved using an induction argument and the leave-one-out technique. The proof proceeds
in two sub-steps.
– Part 1(a): We first establish the base case, that is, the bound (14) holds for t = 1. This step is
itself non-trivial, and is presented in Section 5.2.
– Part 1(b): We next perform the induction step, in which we assume that the induction hypothesis
holds for t and show that it is also valid for t+ 1. This step is presented in Section 5.3.
• Part 2: We show in Section 5.4 that w.h.p. there holds the Frobenius norm bound
‖M t −M∗‖F ≤
(
1
2
)t−t0
‖M t0 −M∗‖F for all t ≥ t0, (15)
thereby controlling the error of PGD for an infinite number of iterations.
Combining the above two bounds (14) and (15), we conclude that w.h.p. ‖M t−M∗‖∞ ≤
(
1
2
)t
σ1 for all t ≥ 1,
which establishes the first part of Theorem 1. The second part of the theorem is exactly the bound (14).
5.1 Preliminaries
Throughout the proof, we use c and C to denote sufficiently large universal constants that may differ from
line to line. Recall the assumption p ≥ C κ6µ4r6 log d
d
.
Recall that a constant step size ηt ≡ 1p is used in the PGD iteration (2); accordingly, we define the
operator HΩ : = I − 1pΠΩ. With this notation, the PGD iteration (2) can be written compactly as
M0 = 0; M t+1 = Pr(M∗ +HΩ(M t −M∗)) t = 0, 1, . . . (16)
3This is done in an earlier version of this paper [12].
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We write the rank-r eigen decomposition of M t as M t = (F tΛt)⊗ F t.
For the purpose of analysis, we consider a leave-one-out version of PGD. Let H(−m)Ω be the operator
derived from HΩ with the m-th row and column observed; that is,(
H(−m)Ω Z
)
ij
=
{
(1− 1
p
δij)Zij , i 6= m, j 6= m,
0, i = m or j = m.
For each m ∈ [d], define the following leave-one-out sequence:
M0,m = 0; M t+1,m = Pr
[
M∗ +H(−m)Ω
(
M t,m −M∗)], t = 0, 1, . . . (17)
We write the rank-r eigen decomposition of M t,m as M t,m = (F t,mΛt,m) ⊗ F t,m. Here F t,m ∈ Rd×r has
orthonormal columns and Λt,m ∈ Rr×r is diagonal. By construction, the sequence (F t,m,Λt,m)t=0,1,... is
independent of δm· and δ·m, i.e., the m-th row and column of Ω. It is convenient to let m = 0 correspond
the original PGD iteration, e.g., F t,0 ≡ F t and H(−0)Ω ≡ HΩ.
A few notations are needed for measuring the distance between the column spaces of two matrices F ,F ′ ∈
R
d×r. For each m ∈ {0} ∪ [d], set Ht,m : = (F ∗)TF t,m and its rank-r SVD be Ht,m = U¯ Σ¯V¯ T . It is known
that the orthogonal matrix Gt,m : = U¯ V¯ T is the minimizer of the problem minO∈Rr×r:OOT=I ‖F t,m −F ∗O‖F
[15, Lemma 6]. Similarly, for each pair of leave-one-out iterates F t,i and F t,m, we set Ht,i,m : = (F t,m)TF t,i
and define the orthogonal matrix Gt,i,m accordingly. We again use the convention that Ht ≡ Ht,0, Gt ≡ Gt,0.
The following notations are defined for each step t = 0, 1, . . . Denote the residual matrix of the original
PGD (16) by Et ≡ Et,0 : = HΩ(M t−M∗), and the residual matrix of them-th leave-one-out sequence (17) by
Et,m : = H(−m)Ω (M t,m−M∗). For each i,m ∈ {0}∪ [d], denote the difference of the iterates from the true F ∗
by ∆t,m := F t,m−F ∗Gt,m, the distance between a pair of iterates by Dt,i,m : = F t,i−F t,mGt,i,m, and the non-
comutativity measure matrix by St,i,m := Λt,mGt,i,m − Gt,i,mΛt,i. Finally, define the shorthands ∆t,∞ :=
argmax∆t,m:0≤m≤d ‖∆t,m‖2,∞, Dt,∞ := argmaxDt,i,m:0≤i,m≤d ‖Dt.i,m‖F, Et,∞ := argmaxEt,i:0≤i≤m ‖Et,i‖op
and St,0,∞ := argmaxSt,0,m:0≤m≤d ‖St,0,m‖F.
Unequal eigenvalues and non-commutativity Since the eigenvalues of M t,m are unequal in general,
the proof is complicated by the fact the the diagonal eigenvlaue matrix Λt,m does not commute with the
matrices Ht,i,m and Gt,i,m. We record two technical lemmas for handling this issue. The first lemma is
proved in Section A.1 using techniques from [1, 14].
Lemma 1. Suppose that W : = M∗ + E, where E ∈ Sd×d. Let F ∈ Rd×r be the matrix whose columns are
the top-r eigenvectors of W . Let the SVD of the matrix H : = (F ∗)TF be H = UΣV T . Let G : = UV T . If
‖E‖op < 12σr, then we have the bounds
‖Λ∗G−GΛ∗‖op ≤
(
2 + 2σ1
1
σr − ‖E‖op
)
‖E‖op,
‖Λ∗H −GΛ∗‖op ≤
(
2 + σ1
1
σr − ‖E‖op
)
‖E‖op,
‖Λ∗G−HΛ∗‖op ≤
(
2 + σ1
1
σr − ‖E‖op
)
‖E‖op.
The next lemma, proved in Section A.2, is useful for controlling ‖St,i,m‖F. Recall that λi(A) denotes the
i-th largest eigenvalue of a symmetric matrix A.
Lemma 2. Suppose that A ∈ Sd×d has eigen decomposition A = F1Λ1F T1 + F2Λ2F T2 , where Λ1 is the
diagonal matrix consisting of the top-r eigenvalues of A. Suppose that A˜ = A + E with E ∈ Sd×d, and
similarly let Λ˜ and F˜ be the matrices of the top-r eigenvalues and eigenvectors of A˜, respectively. Suppose
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that the top-r eigenvalues of A are positive, and the smallest positive eigenvalue is larger in absolute value
than the negative ones. Let H : = F T1 F˜ has SVD UΣV
T , and G : = UV T . If ‖E‖op < 12(λr(A)− |λr+1(A)|),
then
‖Λ1G−GΛ˜‖ ≤
(2λ1(A) + ‖E‖op
λr(A)− ‖E‖op + 1
)
‖EF˜‖,
where the norm ‖ · ‖ can be either ‖ · ‖F or ‖ · ‖op,
5.2 Part 1(a): Induction hypothesis and base case t = 1
Following our proof outline, we first establish the ℓ∞ bound (14) for 1 ≤ t ≤ t0 : = 5 log2 d+12 by induction
on t. Our induction hypothesis is that w.h.p.,
(operator norm bound) ‖Et−1,∞‖op ≤ 1
216κµr2
(
1
2
)t
σr, (18a)
(l2,∞ norm bound) ‖∆t,∞‖2,∞ ≤ 1
216κµr2
(
1
2
)t√µr
d
, (18b)
(proximity) ‖Dt,∞‖F ≤ 1
216κµr2
(
1
2
)t√µr
d
, (18c)
(non-commutativity bound) ‖St,0,∞‖F ≤ σ1 1
216κµr2
(
1
2
)t√µr
d
. (18d)
By applying Lemma 19, we see that the above bounds in (18) immediately imply the desired bound (14) on
the original iterate M t.
We first prove the base case t = 1 of the induction hypothesis (18). In the proof we shall show that
various inequalities hold w.h.p. for each fixed indices i ∈ {0} ∪ [d] and m ∈ [d]. By the union bound, these
inequalities hold simultaneously for all indices w.h.p.
5.2.1 Operator norm bound
We have w.h.p.
‖E0,i‖op = ‖H(−i)Ω
(
M∗
)‖op (a)≤ 2c
√
d log d
p
µr
d
σ1
(b)
≤ 1
Cκ
1
216κµr2
(
1
2
)
σr, (19)
where step (a) is due to Lemma 21 and ‖M∗‖∞ ≤ µrd , and step (b) is due to p & κ
6µ4r6 log d
d
. The maximum
of the last LHS over i ∈ {0} ∪ [d] is ‖E0,∞‖op. Taking this maximum proves the desired operator norm
bound (18a) in the induction hypothesis for t = 1.
5.2.2 ℓ2,∞, proximity and non-commutativity bounds
We claim that the following three intermediate inequalities hold w.h.p. for all i,m:
‖∆1,im·‖2 ≤
1
4
1
216κµr2
(
1
2
)√
µr
d
+
2
15
‖∆1,m‖2,∞ + 2
15
‖D1,i,m‖F, (20a)
‖D1,i,m‖F ≤ 1
8
‖∆1,∞‖2,∞ + 1
8
1
216κµr2
(
1
2
)√
µr
d
, (20b)
‖[(H(−0)Ω −H(−m)Ω )(M∗)]F 1,m‖F ≤ σr
[
1
32
‖∆1,m‖2,∞ + 1
32
(
1
2
)
1
216κµr2
√
µr
d
]
. (20c)
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We postpone the proofs of (20a), (20b) and (20c) to Sections 5.2.3, 5.2.4 and 5.2.5, respectively. With these
three inequalities, the last three bounds in the induction hypothesis follow easily, as we show below.
First, plugging (20b) into (20a), we obtain that w.h.p.
‖∆1,im·‖2 ≤
1
2
1
216κµr2
(
1
2
)√
µr
d
+
1
6
‖∆1,∞‖2,∞. (21)
The maximum of the last LHS over i ∈ {0} ∪ [d] and m ∈ [d] is ‖∆1,∞‖2,∞. Taking this maximum and
rearranging terms, we obtain the desired ℓ2,∞ bound (18b) in the induction hypothesis for t = 1.
Next, plugging the ℓ2,∞ bound (18b) we just proved into (20b), we obtain that w.h.p.
‖D1,i,m‖F ≤ 1
8
‖∆1,∞‖2,∞ + 1
8
1
216κµr2
(
1
2
)√
µr
d
≤ 1
4
1
216κµr2
(
1
2
)√
µr
d
.
The maximum of the last LHS over i and m is ‖D1,∞‖F. Taking this maximum proves the desired proximity
bound (18c) in the induction hypothesis for t = 1.
Finally, we have w.h.p.
‖S1,0,m‖F = ‖S1,m,0‖F
(a)
≤ 4κ · ‖[(H(−0)Ω −H(−m)Ω )(M∗)]F 1,m‖F
(b)
≤ σ1
2
1
216κµr2
(
1
2
)√
µr
d
,
where step (a) follows from Lemma 2 whose premise is satisfied because of the bound (19), and step (b)
follows from the inequalities (20c) and (18b). The maximum of the last LHS over m is ‖St,0,∞‖F. Taking
this maximum proves the desired non-commutativity bound (18d) in the induction hypothesis for t = 1. We
have thus completed the proof of the base case of the hypothesis.
5.2.3 Proof of Intermediate Inequality (20a)
We focus on the m-th row of the difference matrix ∆1,i : = F 1,i − F ∗G1,i. Using the the fact F 1,iΛ1,i =
(M∗ + E0,i)F 1,i, we have the expression
∆1,im· = F
1,i
m· − F ∗m·G1,i = eTm(M∗ + E0,i)F 1,i(Λ1,i)−1 − eTmF ∗G1,i.
Rearranging the last RHS yields
∆1,im·
=eTmF
∗Λ∗
[
(F ∗)TF 1,i(Λ1,i)−1 − (Λ∗)−1G1,i]+ eTmE0,iF 1,i(Λ1,i)−1
= eTmF
∗Λ∗
[
(F ∗)TF 1,i(Λ∗)−1 − (Λ∗)−1G1,i]︸ ︷︷ ︸
T1
+ eTmF
∗Λ∗(F ∗)TF 1,i
[
(Λ1,i)−1 − (Λ∗)−1]︸ ︷︷ ︸
T2
+ eTmE
0,iF 1,i(Λ1,i)−1︸ ︷︷ ︸
T3
.
Below we bound each of the three terms T1, T2 and T3.
Bounding T1 Note that T1 = e
T
mF
∗R, where
R : = Λ∗
[
(F ∗)TF 1,i(Λ∗)−1 − (Λ∗)−1G1,i] =[Λ∗H1,i −G1,iΛ∗](Λ∗)−1.
Recall that by definition H1,i : = (F ∗)TF 1,i has SVD U¯ Σ¯V¯ T and G1,i : = U¯ V¯ T . Therefore, Lemma 1 is
applicable, which gives that w.h.p.
‖R‖op ≤
(
2 + 2σ1
1
σr − ‖E0,i‖op
)
‖E0,i‖op · 1
σr
≤ 1
C
1
216κµr2
(
1
2
)
,
where the last step is due to the bound (19) on ‖E0,i‖op. Thus T1 can be bounded w.h.p. as
‖T1‖2 = ‖eTmF ∗R‖2 ≤ ‖eTmF ∗‖2‖R‖op ≤
1
C
1
216κµr2
(
1
2
)√
µr
d
.
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Bounding T2 Using Weyl’s inequality ‖Λ1,i − Λ∗‖op ≤ ‖E0,i‖op and the bound (19) on ‖E0,i‖op, we have
w.h.p.
‖(Λ1,i)−1 − (Λ∗)−1‖op ≤ 1
Cκσr
1
216κµr2
(
1
2
)
. (22)
It follows that w.h.p.
‖T2‖2 ≤ ‖eTmF ∗‖2 · σ1 · ‖(F ∗)TF 1,i‖op · ‖(Λ1,i)−1 − (Λ∗)−1‖op ≤
1
C
1
216κµr2
(
1
2
)√
µr
d
.
Bounding T3 Using the above bound (22), we have w.h.p.
‖eTmE0,iF 1,i(Λ1,i)−1‖2 ≤ ‖eTmE0,iF 1,i‖2
1
σr − σrCκσr 1216κµr2
(
1
2
) .
Combining the above bounds for T1, T2, and T3, we obtain that w.h.p.
‖∆1,im·‖2 ≤
1
C
1
216κµr2
√
µr
d
(
1
2
)
+ ‖eTmE0,iF 1,i‖2
C + 1
Cσr
. (23)
To proceed, we further control ‖eTmE0,iF 1,i‖2. If i = m, then eTmE0,i = 0 and we are done. Below we assume
i 6= m. Let Q ∈ Rr×r be an orthogonal matrix whose value is to be determined later. We write
eTmE
0,iF 1,i = eTmE
0,iF 1,mQ+ eTmE
0,i(F 1,i − F 1,mQ)
= eTmH(−i)Ω (−M∗)F 1,mQ︸ ︷︷ ︸
T˜1
+ eTmE
0,i(F 1,i − F 1,mQ)︸ ︷︷ ︸
T˜2
. (24)
We bound T˜1 and T˜2 below.
Bounding T˜1 We have the bound
‖T˜1‖2 = ‖eTmH(−i)Ω (−M∗)F 1,m‖2 ≤
√
rmax
j∈[r]
∣∣∣∣ d∑
k=1
(
1− 1
p
δmk
)
(−M∗mk)F 1,mkj
∣∣∣∣. (25)
Note that F 1,m is independent of {δmk, k ∈ [d]} by construction. Therefore, Bernstein’s inequality (Lemma 10)
ensures that for each j ∈ [r], with probability at least 1− d−12, there holds the inequality
∣∣∣∣ d∑
i=1
(
1− 1
p
δmk
)
(−M∗mk)F 1,mkj
∣∣∣∣ ≤
√
C log d
p
‖F 1,m‖2,∞‖M∗m·‖2︸ ︷︷ ︸
T˜1a
+
C log d
p
‖F 1,m‖2,∞‖M∗‖∞︸ ︷︷ ︸
T˜1b
, (26)
For the first term T˜1a, we have
T˜1a
(a)
≤
√
C log d
p
(
‖∆1,m‖2,∞ +
√
µr
d
)
σ1
√
µr
d
(b)
≤ σr
[
1
16
√
r
‖∆1,m‖2,∞ + 1
16× 2√r
1
216κµr2
√
µr
d
]
.
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where step (a) is due to the facts that ‖F 1,m‖2,∞ ≤ ‖∆1,m‖2,∞+‖F ∗‖2,∞, that ‖M∗m·‖2 ≤ ‖F ∗m·‖2 ·σ1 ·‖F ∗‖op
and that ‖F ∗m·‖2 ≤ ‖F ∗‖2,∞ ≤
√
µr
d
, and step (b) is due to the assumption p & κ
4 log(d)µ4r6
d
. For the second
term T˜1b, we follow a similar argument as above to obtain that w.h.p.
T˜1b ≤ σr
[
1
16
√
r
‖∆1,m‖2,∞ + 1
16× 2√r
1
216κµr2
√
µr
d
]
.
We plug the bounds for T˜1a and T˜1b into the inequality (26), and take a union bound over all j ∈ [r] and
m ∈ [d]. Combining with the inequality (25), we obtain that w.h.p.
‖T˜1‖2 ≤ σr
[
1
8
‖∆1,m‖2,∞ + 1
8× 2
1
216κµr2
√
µr
d
]
. (27)
Bounding T˜2 Recalling the definition of G
t,i,m in Section 5.1, we choose Q = G1,i,m so that F 1,i−F 1,mQ =
D1,i,m. We thus have T˜2 = e
TH(−i)Ω (M∗)D1,i,m by definition of T˜2. It follows that w.h.p.
‖T˜2‖2
(a)
≤ ‖H(−i)Ω (M∗)‖op‖D1,i,m‖F
(b)
≤ 2c
√
d log d
p
‖M∗‖∞‖D1,i,m‖F,
where step (a) is due to Cauchy-Schwarz, and step (b) is due to Lemma 21. Using the assumptions that
‖M∗‖∞ ≤ µrd as M∗ is µ-incoherent and p & κ
2µ4r6 log d
d
, we obtain that w.h.p.
‖T˜2‖2 ≤ σr
8
‖D1,i,m‖F. (28)
Plugging the bounds (27) and (28) for T˜1 and T˜2 into (24), we get that w.h.p.
‖eTmE0,iF 1,i‖2 ≤ σr
[
1
8
‖∆1,m‖2,∞ + 1
8
‖D1,i,m‖F + 1
8× 2
1
216κµr2
√
µr
d
]
.
Further plugging this bound into (23), we obtain the first intermediate inequality (20a).
5.2.4 Proof of Intermediate Inequality (20b)
To bound D1,i,m, we begin by recalling that by definition,
M1,j = (F 1,jΛ1,j)⊗ F 1,j = Pr
[
M∗ +H(−j)Ω (−M∗)
]
, for j = i and m.
Weyl’s inequality ensures that the eigen gap δ between the r-th and (r + 1)-th eigenvalues of the matrix
M∗ + H(−i)Ω (−M∗) is at least δ ≥ σr − 2‖E0,i‖op ≥ 1516σr w.h.p., where the last inequality follows from
the bound (19) on ‖E0,i‖op. Let W i,m : = (H(−i)Ω − H(−m)Ω )(M∗), for which we have w.h.p. ‖W i,m‖op ≤
‖E0,i‖op + ‖E0,m‖op ≤ 116σr again thanks to (19). Recalling the definition of D1,i,m and applying the Davis-
Kahan Theorem (Lemma 14), we obtain that w.h.p.
‖D1,i,m‖F ≤
√
2‖W i,mF 1,m‖F
δ − ‖W i,m‖op ≤
√
2‖W i,mF 1,m‖F
(7/8)σr
≤ 2
σr
‖W i,mF 1,m‖F. (29)
To proceed, we consider two cases: i = 0 and i 6= 0.
The case i = 0 In this case, the quantity ‖W 0,mF 1,m‖F is bounded in the inequality (20c) to be proved
below in Section 5.2.5. Plugging (20c) into the inequality (29), we have w.h.p.
‖D1,0,m‖F ≤ 1
16
‖∆1,m‖2,∞ + 1
16
1
216κµr2
(
1
2
)√
µr
d
. (30)
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The case i 6= 0 For any orthonormal matrices Q1, Q2 ∈ Rr×r, the optimality of D1,i,m implies that
‖D1,i,m‖F ≤ ‖F 1,i − F 1,mQ1‖F ≤ ‖F 1,i − F 1,0Q2‖F + ‖(F 1,0Q2Q−11 − F 1,m)Q1‖F. (31)
Choosing Q2 to minimize ‖F 1,i − F 1,0Q2‖F and then Q1 to minimize ‖F 1,0Q2Q−11 − F 1,m‖F = ‖F 1,0 −
F 1,mQ1Q
−1
2 ‖F, we have ‖F 1,i−F 1,0Q2‖F = ‖D1,0,i‖F and ‖(F 1,0Q2Q−11 −F 1,m)Q1‖F = ‖F 1,0−F 1,mQ1Q−12 ‖F =
‖D1,0,m‖F. It then follows from (31) that w.h.p.
‖D1,i,m‖F ≤ ‖D1,0,i‖F + ‖D1,0,m‖F
(a)
≤ 1
8
‖∆1,∞‖2,∞ + 1
8
1
216κµr2
(
1
2
)√
µr
d
, (32)
where step (a) is due to the inequality (30) proved above.
In view of the bounds (30) and (32) for two cases, we have established the second intermediate inequal-
ity (20b).
5.2.5 Proof of Intermediate Inequality (20c)
We begin by observing that the operator H(−0)Ω − H(−m)Ω is supported only on the m-th row and column.
Decomposing the matrix (H(−0)Ω −H(−m)Ω )(M∗) into two terms accordingly, we have
‖[(H(−i)Ω −H(−m)Ω )(M∗)]F 1,m‖F
=
√√√√∑
j≤r
∑
k≤d,k 6=m
((
1− δmk
p
)
M∗mkF
1,m
mj
)2
+
∑
j≤r
(∑
k≤d
(
1− δmk
p
)
M∗mkF
1,m
kj
)2
≤
√√√√∑
j≤r
(
F 1,mmj
)2 ∑
k≤d,k 6=m
((
1− δmk
p
)
M∗km
)2
︸ ︷︷ ︸
B1
+
√√√√∑
j≤r
(∑
k≤d
(
1− δmk
p
)
M∗mkF
1,m
kj
)2
︸ ︷︷ ︸
B2
.
For the first term B1, note that
√∑
k≤d,k 6=m((1− δmkp )M∗km)2 = ‖HΩ(M∗)em‖2, whence
B1 ≤ ‖F 1,m‖2,∞‖HΩ(M∗)em‖2 ≤ (‖∆1,m‖2,∞ + ‖F ∗‖2,∞)‖HΩ(M∗)‖op.
Lemma 21 ensures that ‖HΩ(M∗)‖op ≤ 2c
√
d log d
p
µrσ1
d
. Moreover, we have ‖F ∗‖2,∞ ≤
√
µr
d
and p &
log(d)µ4r6κ4
d
by assumption. Combining pieces, we obtain that w.h.p.
B1 ≤ σr
[
1
64
‖∆1,m‖2,∞ + 1
64
(
1
2
)
1
216κµr2
√
µr
d
]
.
For the second term B2, we have
B2 ≤
√
rmax
j≤r
∣∣∣∣∑
k≤d
(
1− δmk
p
)
M∗mkF
1,m
kj
∣∣∣∣ (a)≤ σr64‖∆1,m‖2,∞ + σr64 1216κµr2
(
1
2
)√
µr
d
,
where in step (a) we follow the same arguments used in bounding T˜1 in equation (25). Combining the above
bounds for B1 and B2, we obtain the third intermediate inequality (20c).
5.3 Part 1(b): Induction step
Suppose that the induction hypothesis (18) holds for the t-th iteration, where t ≥ 1. We shall prove that
it also holds for the (t + 1)-th iteration. Again, in the proof we shall show that various inequalities hold
w.h.p. for each fixed indices i ∈ {0, 1, . . . , d} and m ∈ [d]. By the union bound, these inequalities hold
simultaneously for all indices w.h.p.
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5.3.1 Operator norm bound (18a)
To bound Et,i : = H(−i)Ω (M t,i − M∗), we shall apply Lemma 22, which requires an ℓ∞ norm bound on
M t,i−M∗. To this end, let us record several useful bounds. The ℓ2,∞ bound (18b) in the induction hypothesis
implies that ‖∆t,i‖2,∞ ≤ 1216κµr2
(
1
2
)t√µr
d
w.h.p.; consequently, ‖F t,i‖2,∞ ≤ 2
√
µr
d
w.h.p. Wely’s inequality
together with the operator norm bound (18a) in the induction hypothesis implies that ‖Λt,i − Λ∗‖op ≤
‖Et−1,i‖op ≤ 1216κµr2
(
1
2
)t
σr w.h.p.; consequently, ‖Λt,i‖op ≤ 2σ1 w.h.p. With these bounds, we may apply
Lemma 19 to obtain that w.h.p.
‖M t −M∗‖∞ ≤ 20κσ1 1
216κµr2
(
1
2
)t µr
d
. (33)
Using Lemma 22 in the following step (a), we obtain that w.h.p.
‖Et,i‖op
(a)
≤ c
√
rd log d
p
‖M t,i −M∗‖∞
≤ 20κσ1 1
216κµr2
(
1
2
)t µr
d
· c
√
rd log d
p
(b)
≤ σr
Cκ
1
216κµr2
(
1
2
)t+1
,
(34)
where step (b) is due to the assumption p & κ6 µ
2r2 log d
d
. We have proved that the operator norm bound (18a)
holds for the next iteration.
5.3.2 ℓ2,∞ norm bound (18b)
We focus on the m-th row of the difference matrix ∆t+1,i : = F t+1,i − F ∗Gt+1,i. By definition, the matrices
Λt+1,i and F t+1,i correspond to the top r eigenvalues and eigenvectors of M∗ + Et,i, whence
(M∗ + Et,i)F t+1,i = F t+1,iΛt+1,i =⇒ F t+1,i = (M∗ + Et,i)F t+1,i(Λt+1,i)−1
Recalling M∗ = (F ∗Λ∗)⊗ F ∗, we the have
∆t+1,im· = F
t+1,i
m· − F ∗m·Gt+1,i =eTmF ∗Λ∗(F ∗)TF t+1,i(Λt+1,i)−1 + eTmEt,iF t+1,i(Λt,i)−1 − eTmF ∗Gt+1,i
=eTmF
∗Λ∗
[
(F ∗)TF t+1,i(Λt+1,i)−1 − (Λ∗)−1Gt+1,i]+ eTmEt,iF t+1,i(Λt+1,i)−1
= eTmF
∗Λ∗
[
(F ∗)TF t+1,i(Λ∗)−1 − (Λ∗)−1Gt+1,i]︸ ︷︷ ︸
T1
+ eTmF
∗Λ∗(F ∗)TF t+1,i
[
(Λt+1,i)−1 − (Λ∗)−1]︸ ︷︷ ︸
T2
+ eTmE
t,iF t+1,i(Λt+1,i)−1︸ ︷︷ ︸
T3
.
We can bound the ℓ2 norms of T1, T2, T3 by following the same arguments used in Section 5.2.3 for bounding
T1, T2, T3 therein. Doing so yields that w.h.p.
‖∆t+1,im· ‖2 ≤
1
C
1
216κµr2
√
µr
d
(
1
2
)t+1
+ ‖eTmEt,iF t+1,i‖2
C + 1
Cσr
. (35)
To proceed, we control ‖eTmEt,iF t+1,i‖2 and thereby establish the ℓ2,∞ error bound (18b) for t + 1. Note
that if i = m, then eTmE
t,i = 0 by construction and we are done. In the following, we assume i 6= m.
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5.3.3 Bounding ‖eTmEt,iF t+1,i‖2 and establishing the ℓ2,∞ bound
Let Q : = (Gt+1,m)TGt+1,i ∈ Rr×r, which satisfies QQT = I. The reason for this choice shall become clear
later. We use the decomposition
eTmE
t,iF t+1,i
=eTmE
t,iF t+1,mQ+ eTmE
t,i(F t+1,i − F t+1,mQ)
=eTmH(−i)Ω (M t,i −M∗)F t+1,mQ+ eTmEt,i(F t+1,i − F t+1,mQ)
= eTmH(−i)Ω (M t,m −M∗)F t+1,mQ︸ ︷︷ ︸
T˜1
+ eTmH(−i)Ω (M t,i −M t,m)F t+1,mQ︸ ︷︷ ︸
T˜2
+ eTmE
t,i(F t+1,i − F t+1,mQ)︸ ︷︷ ︸
T˜3
.
(36)
Below we control each of the terms T˜1, T˜2 and T˜3.
Controlling T˜1 We begin with the inequality
‖T˜1‖2 = ‖eTmH(−i)Ω (M t,m −M∗)F t+1,m‖2
≤ √rmax
j≤r
∣∣∣∣ d∑
k=1
(
1− 1
p
δmk
)
(M t,mmk −M∗mk)F t+1,mkj
∣∣∣∣. (37)
Note that F t+1,m is independence of {δmk, k ∈ [d]} by construction. Therefore, Bernstein’s inequality
(Lemma 10) ensures that for each j ∈ [r], with probability at least 1− d−12, there holds the inequality∣∣∣∣ d∑
i=1
(
1− 1
p
δmk
)
(M t,mmk −M∗mk)F t+1,mkj
∣∣∣∣
≤
√
C log d
p
‖F t+1,m‖2,∞
(‖M t,mm· −M∗m·‖2)︸ ︷︷ ︸
T˜1a
+
C log d
p
‖F t+1,m‖2,∞
(‖M t,m −M∗‖∞)︸ ︷︷ ︸
T˜1b
.
(38)
To further bound T˜1a and T˜1b, we shall apply Lemma 19 to control the ℓ2 and ℓ∞ norms of the vector
M t,mm· −M∗m·. To this end, we recall the bounds proved before (33): ‖∆t,i‖2,∞ ≤ 1216κµr2
(
1
2
)t√µr
d
, ‖∆t‖F ≤
1
216κµr2
(
1
2
)t√
µr, ‖F t,i‖2,∞ ≤ 2
√
µr
d
, ‖Λt,i − Λ∗‖op ≤ ‖Et−1,i‖op ≤ 1216κµr2
(
1
2
)t
σr and ‖Λt,i‖op ≤ 2σ1 w.h.p..
With these bounds, we apply Lemma 19 to obtain that w.h.p.
‖M t,mm· −M∗m·‖2 ≤ 2σ1‖∆t,m‖2,∞ + 2σ1
√
µr
d
‖∆t,m‖F + 6κ
√
µr
d
‖Et−1,i‖opσ1,
‖M t,mm· −M∗m·‖∞ ≤ 4σ1‖∆t,m‖2,∞
√
µr
d
+ 2σ1
√
µr
d
‖∆t,m‖2,∞ + 6κµr
d
‖Et−1,i‖opσ1.
Also note that ‖F t+1,m‖2,∞ ≤
√
µr
d
+ ‖∆t+1,m‖2,∞ since F ∗ is µ-incoherent. Combining these bounds with
the induction hypothesis on ‖∆t,∞‖2,∞, ‖Et−1,∞‖op as well as the assumption p & log(d)κ
6µ4r6
d
, we obtain
max
{
T˜1a, T˜1b
} ≤ σr( 1
128
√
r
‖∆t+1,m‖2,∞ + 1
128× 2√r
1
216κµr2
(
1
2
)t+1√µr
d
)
.
Plugging the above bound into (37) and (38), we conclude that w.h.p.
‖T˜1‖2 ≤ σr
64
‖∆t+1,m‖2,∞ + σr
128
1
216κµr2
(
1
2
)t+1√µr
d
. (39)
19
The T˜2 term To bound the T˜2 in inequality (36), we first note that the matrix M
t,i − M t,m can be
decomposed into three terms as
M t,m −M t,i =(F t,mΛt,m)⊗ F t,m − (F t,iΛt,i)⊗ F t,i
=(F t,mΛt,m)⊗ F t,m − (F t,iGt,m,iΛt,m)⊗ F t,m
+ (F t,iGt,m,iΛt,m)⊗ F t,m − (F t,iΛt,iGt,m,i)⊗ F t,m
+ (F t,iΛt,iGt,m,i)⊗ F t,m − (F t,iΛt,i)⊗ F t,i
=(Dt,m,iΛt,m)⊗ F t,m − (F t,iSt,m,i)⊗ F t,m + (F t,iΛt,iGt,m,i)⊗Dt,m,i.
(40)
Therefore, we can bound T˜2 by splitting it into three terms accordingly:
‖T˜2‖2 =‖eTmH(−i)Ω (M t,i −M t,m)F t+1,mQ‖2
≤‖eTmH(−i)Ω ((Dt,m,iΛt,m)⊗ F t,m)F t+1,mQ‖2︸ ︷︷ ︸
T˜2a
+ ‖eTmH(−i)Ω ((F t,iSt,m,i)⊗ F t,m)F t+1,mQ‖2︸ ︷︷ ︸
T˜2b
+ ‖eTmH(−i)Ω ((F t,iΛt,iGt,m,i)⊗Dt,m,i)F t+1,mQ‖2︸ ︷︷ ︸
T˜2c
.
(41)
We control each of the above three terms. For T˜2a, we have
T˜2a = ‖eTmH(−i)Ω ((Dt,m,iΛt,m)⊗ F t,m)F t+1,mQ‖2
(a)
≤ ‖eTmH(−i)Ω ((Dt,m,iΛt,m)⊗ F t,m)F ∗‖2︸ ︷︷ ︸
B1
+ ‖eTmH(−i)Ω ((Dt,m,iΛt,m)⊗ F t,m)∆t+1,m‖2︸ ︷︷ ︸
B2
.
(42)
The first term B1 can be written explicitly as
B1 =
√√√√∑
l≤r
(∑
k≤d
∑
j≤r
(Dt,m,iΛt,m)mjF
t,m
kj
(
1− δmk
p
)
F ∗kl
)2
=
√√√√∑
l≤r
(∑
j≤r
(Dt,m,iΛt,m)mj
∑
k≤d
F t,mkj
(
1− δmk
p
)
F ∗kl
)2
(a)
≤
√√√√∑
l≤r
‖eTmDt,m,iΛt,m‖22
[∑
j≤r
(∑
k≤d
F t,mkj
(
1− δmk
p
)
F ∗kl
)2]
,
(43)
where we use Cauchy-Schwarz in step (a). It follows that
B1 ≤ ‖Dt,m,iΛt,m‖2,∞ · r ·max
l,j≤r
∣∣∣∣∣∣
∑
k≤d
F t,mkj
(
1− δmk
p
)
F ∗kl
∣∣∣∣∣∣ . (44)
Recalling that δmk and F
t,m
kj are independent by construction, we apply Bernstein inequality (Lemma 10)
to obtain that w.h.p.∣∣∣∣∑
k≤d
F t,mkj
(
1− δmk
p
)
F ∗kl
∣∣∣∣ ≤
√
C
log d
p
‖F ∗‖2,∞ + C log d
p
‖F ∗‖2,∞‖F t,m‖2,∞
≤
√
C
µr log d
pd
+
2C(log d)µr
pd
.
(45)
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Combining inequalities (44) and (45), we have w.h.p.
B1 ≤‖Dt,m,iΛt,m‖2,∞r
(√
C
µr log d
pd
+
2C(log d)µr
pd
)
(a)
≤ σr
128
1
216κµr2
(
1
2
)t+1√µr
d
, (46)
where in step (a) we use proximity condition (18c) in the induction hypothesis, the bound ‖Λt,i‖op ≤ 2σ1
proved before (33), and the assumption that p & log(d)µ
4r6κ4
d
.
For the term B2, we follow a similar argument as in bounding B1. In particular, we have w.h.p.
B2 : =‖eTmH(−i)Ω ((Dt,m,iΛt,m)⊗ F t,m)∆t+1,m‖2
(a)
≤‖Dt,m,iΛt,m‖2,∞ · r ·max
l,j≤r
∣∣∣∣∑
k≤d
F t,mkj
(
1− δmk
p
)
∆t+1,mkl
∣∣∣∣
(b)
≤ σr
128
1
216κµr2
(
1
2
)t+1√µr
d
+
σr
128
‖∆t+1,m‖2,∞.
(47)
Here in step (a) we apply the same arguments as in (43) and (44); in step (b) we apply the same argument
as in (45) and (46), noting in addition that ∆t+1,m is independent of δmk by construction.
Plugging the bounds (46) and (47) for B1 and B2 into the inequality (42), we obtain that w.h.p.
T˜2a ≤ σr
[
1
64
1
216κµr2
(
1
2
)t+1√µr
d
+
1
128
‖∆t+1,m‖2,∞
]
. (48)
We next consider the quantity T˜2b : = ‖eTmH(−i)Ω ((F t,iSt,m,i)⊗F t,m)F t+1,mQ‖2 in (41). Note that w.h.p.
‖St,m,i‖op
(a)
≤ 4κ · ‖Et−1,i − Et−1,m‖op
(b)
≤ 8σ1 1
216κµr2
(
1
2
)t
,
where step (a) follows from Lemma 2, and step (b) follows from the triangle inequality and the induction
hypothesis (18a) on ‖Et−1,∞‖op. Combining the above bound with the bound ‖F t,i‖2,∞ ≤ 2
√
µr
d
proved
before (33), we obtain that w.h.p.
‖F t,iSt,m,i‖2,∞ ≤ 16σ1 1
216κµr2
(
1
2
)t√µr
d
.
To bound T˜2b, we apply a similar argument as in bounding T˜2a, replacing each appearance of D
t,m,iΛt,m by
F t,i(St,m,i) everywhere and using the bound on ‖F t,iSt,m,i‖2,∞. Doing so gives that w.h.p.
T˜2b ≤ σr
[
1
64
1
216κµr2
(
1
2
)t+1√µr
d
+
1
128
‖∆t+1,m‖2,∞
]
. (49)
Finally, we turn to the quantity T˜2c : = ‖eTmH(−i)Ω (F t,iΛt,iGt,m,i⊗Dt,m,i)F t+1,mQ‖2 in (41). Using triangle
inequality and the fact that Q = (Gt+1,m)TGt+1,i is an orthogonal matrix, we get
T˜2c ≤ ‖eTmH(−i)Ω ((F t,iΛt,iGt,m,i)⊗Dt,m,i)F ∗‖2︸ ︷︷ ︸
B1
+ ‖eTmH(−i)Ω ((F t,iΛt,iGt,m,i)⊗Dt,m,i)∆t+1,m‖2︸ ︷︷ ︸
B2
.
For the first term B1, using the same argument as in (43) and (44), we have
B1 ≤‖F t,iΛt,iGt,m,i‖2,∞ · r ·max
l,j≤r
∣∣∣∣∑
k≤d
Dt,m,ikj
(
1− δmk
p
)
F ∗kl
∣∣∣∣. (50)
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First consider the quantity inside the maximum above. Denoting by 1 the all one vector, we find that∣∣∣∣∑
k≤d
Dt,m,ikj
(
1− δmk
p
)
F ∗kl
∣∣∣∣ = |eTmHΩ(1⊗ F ∗·l )Dt,i,m·j | ≤ ‖HΩ(1⊗ F ∗·l )‖op‖Dt,i,m·j ‖2. (51)
Applying Lemma 21 with ‖F ∗‖2,∞ ≤
√
µr
d
, we have w.h.p. ‖HΩ(1⊗ F ∗·l )‖op ≤ c
√
d log d
p
√
µr
d
. Moreover, the
proximity condition (18c) in the induction hypothesis implies ‖Dt,i,m·j ‖2 ≤ 1216κµr2
(
1
2
)t√µr
d
, and the ℓ2,∞
bound (18b) in the hypothesis implies ‖F t,iΛt,iGt,m,i‖2,∞ ≤ ‖F t,i‖2,∞‖Λt,i‖op ≤ 2σr
√
µr
d
. Plugging these
bounds into (50) and (51) and recalling the assumption p & κ
6µ4r6 log d
d
, we obtain that w.h.p.
B1 ≤ σr
128
1
216κµr2
(
1
2
)t+1√µr
d
.
By a similar argument, we can bound the term B2 : = ‖eTmH(−i)Ω ((F t,iΛt,iGt,m,i)⊗Dt,m,i)∆t+1,m‖2 as
B2 ≤ ‖F t,iΛt,iGt,m,i‖2,∞ · r ·max
l,j≤r
|eTmHΩ(1⊗∆t+1,m·l )Dt,i,m·j | ≤
1
32
‖∆t+1,m‖2,∞.
Combining the above bounds on B1 and B2, we obtain that w.h.p.,
T˜2c ≤ σr
[
1
32
1
216κµr2
(
1
2
)t+1√µr
d
+
1
32
‖∆t+1,m‖2,∞
]
. (52)
Plugging the above bounds (48), (49) and (52) on T˜2a, T˜2b, T˜2c into inequality (41), we obtain that w.h.p.
‖T˜2‖2 ≤ σr
[
1
16
‖∆t+1,m‖2,∞ + 3
32
1
216κµr2
(
1
2
)t+1√µr
d
]
. (53)
The T˜3 term To bound the third term T˜3 in inequality (36), we observe that
‖T˜3‖2 = ‖eTmEt,i(F t+1,i − F t+1,mQ)‖2 ≤ ‖eTmEt,i∆t+1,i‖2︸ ︷︷ ︸
T˜3a
+ ‖eTmEt,i∆t+1,m‖2︸ ︷︷ ︸
T˜3b
,
(54)
where the last step is due to the choice of the orthogonal matrix Q = (Gt+1,m)TGt+1,i.
Recalling Et,i : = H(−i)Ω (M t,i −M∗), we write T˜3a explicitly as
T˜3a =‖eTmH(−i)Ω (M t,i −M∗)∆t+1,i‖2 =
√√√√∑
l≤r
(∑
j≤d
(M t,i −M∗)ml
(
1− δmj
p
)
∆t+1,ijl
)2
.
Since p & log d
d
, we have
∑
j δij ≤ 2pd w.h.p. uniformly for all j. It follows that
T˜3a ≤
√∑
l≤r
(
2d‖M t,im· −M∗m·‖∞‖∆t+1,i‖∞ + d‖M t,im· −M∗m·‖∞‖∆t+1,i‖∞
)2
The term ‖M t,im· −M∗m·‖∞ can be bounded using the (33) proved in Section 5.2: w.h.p.
‖M t,im· −M∗m·‖∞ ≤ 20σ1
1
216κµr2
(
1
2
)t µr
d
.
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Putting together, we obtain that w.h.p.
T˜3a ≤ 3σr
√
rd× 20 1
642µr2
(
1
2
)t µr
d
‖∆t+1,i‖2,∞ ≤ σr
128
‖∆t+1,i‖2,∞.
The term T˜3b in (54) can be bounded using the same argument as above, which gives that w.h.p. T˜3b ≤
1
128‖∆t+1,m‖2,∞. Plugging the above bounds on T˜3a and T˜3b into (54), we have w.h.p.
‖T˜3‖2 ≤ σr
64
‖∆t+1,∞‖2,∞. (55)
Plugging the bounds (39),(53) and (55) on {T˜i, i = 1, 2, 3} into inequality (36), we obtain that w.h.p.
‖eTmEt,iF t+1,i‖2 ≤ σr
(
1
64
+
1
16
+
1
64
)
‖∆t+1,m‖2,∞ + σr
(
1
128
+
3
32
)
1
216κµr2
(
1
2
)t+1√µr
d
. (56)
Completing proof of ℓ2,∞ bound in the induction hypothesis We now plug the bound (56) on
‖eTmEt,iF t+1,i‖2 into the inequality (35), thereby obtaining that w.h.p.
‖∆t+1,im· ‖2 ≤
1
4
1
216κµr2
(
1
2
)t+1√µr
d
+
100
99σr
(
σr
3
32
‖∆t+1,m‖2,∞ + σr 13
128
1
216κµr2
(
1
2
)t+1√µr
d
)
≤1
2
1
216κµr2
(
1
2
)t+1√µr
d
+
25
99
‖∆t+1,∞‖2,∞.
(57)
Taking the maximum of both sides of (57) over i,m and rearranging terms, we obtain that w.h.p.
‖∆t+1,∞‖2,∞ ≤ 1
216κµr2
(
1
2
)t+1√µr
d
, (58)
thereby proving the ℓ2,∞ norm bound (18b) in the induction hypothesis for t+ 1.
5.3.4 Proximity bound (18c) and non-commutativity bound (18d) in the induction hypothesis
Recall that by definition,
M t+1,i = (F t+1,iΛt+1,i)⊗ F t+1,i = Pr
[
M∗ +H(−i)Ω (M t,i −M∗)
]
,
M t+1,m = (F t+1,mΛt+1,m)⊗ F t+1,m = Pr
[
M∗ +H(−m)Ω (M t,m −M∗)
]
.
By Weyl’s inequality, the eigen gap δ between the r-th and (r+1)-th eigenvalues of M∗+H(−i)Ω (M t,i−M∗)
is at least δ ≥ σr − 2‖Et,i‖op ≥ σr − σr16 w.h.p., where we use the bound (34) on ‖Et,i‖op.
We consider M∗ +H(−m)Ω (M t,m −M∗) as a perturbed version of M∗ +H(−i)Ω (M t,i −M∗). Let
W : = (H(−i)Ω −H(−m)Ω )(M t,m −M∗)︸ ︷︷ ︸
W (a): discrepancy term
+ H(−i)Ω (M t,i −M t,m)︸ ︷︷ ︸
W (b): ℓ2 contraction term
be the corresponding perturbation matrix, decomposed into two terms following the strategy outlined in
equation (12) in Section 4. Using the bound (34) on ‖Et,i‖op again, we have w.h.p. ‖W‖op ≤ ‖Et,i‖op +
‖Et,m‖op ≤ σr16 . Consequently, Davis-Kahan’s inequality (Lemma 14) ensures that w.h.p.
‖Dt+1,i,m‖F ≤
√
2‖WF t+1,m‖F
δ − ‖W‖op ≤
2
σr
(‖W (a)F t+1,m‖F + ‖W (b)F t+1,m‖F). (59)
To proceed, we control the two RHS terms to obtain a bound on ‖Dt+1,i,m‖F. We first consider the case
i = 0, deferring the case i 6= 0 to later.
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The W (a) term Introduce the shorthand M t,mδk : = (1 − δmkp )(M t,mmk −M∗mk). Noting that W (a) is only
nonzero at its m-th row and column, we have the following explicit expression:
‖W (a)F t+1,m‖F =
√∑
j≤r
∑
k≤d,k 6=m
(
M t,mδk F
t+1,m
mj
)2
+
∑
j≤r
(∑
k≤d
M t,mδk F
t+1,m
kj
)2
≤
√∑
j≤r
(F t+1,mmj )
2
∑
k≤d,k 6=m
(M t,mδk )
2
︸ ︷︷ ︸
T1
+
√∑
j≤r
(∑
k≤d
M t,mδk F
t+1,m
kj
)2
︸ ︷︷ ︸
T2
.
(60)
For the term T1, recalling that F
t+1,m = ∆t+1,m + F ∗Gt+1,m and Et,m : = HΩ(M t,m −M∗), we find that
T1 ≤ ‖F t+1,m‖2,∞‖HΩ(M t,m −M∗)em‖2 ≤
(‖∆t+1,m‖2,∞ + ‖F ∗‖2) ‖Et,m‖op.
Combining this inequality with the assumption ‖F ∗‖2,∞ ≤
√
µr
d
and the bounds (34) and (58) on ‖Et,m‖op
and ‖∆t+1,m‖2,∞, we obtain that w.h.p.
T1 ≤ σr
64
1
216κµr2
(
1
2
)t+1√µr
d
.
For the term T2, we begin with the bound
T2 ≤
√
rmax
j≤r
∣∣∣∣∑
k≤d
(
1− δmk
p
)
(M t,mmk −M∗mk)F t+1,mkj
∣∣∣∣. (61)
Bounding the last RHS using the same argument as in the derivation of (39), we find that w.h.p. T2 ≤
1
64‖∆t+1,m‖2,∞+ σr128 1216κµr2
(
1
2
)t+1√µr
d
. Combining with the bound (58) on ‖∆t+1,m‖2,∞ just proved above,
we obtain that w.h.p.
T2 ≤ σr
64
1
216κµr2
(
1
2
)t+1√µr
d
.
Plugging the above bounds on T1 and T2 into (60), we conclude that w.h.p.
‖W (a)F t+1,m‖F ≤ σr
32
1
216κµr2
(
1
2
)t+1√µr
d
. (62)
The W (b) term Specializing the decomposition in (40) to M t,0 : =M t, we have
M t,m −M t = (Dt,m,0Λt,m)⊗ F t,m − (F tSt,m,0)⊗ F t,m + (F tΛtGt,m,0)⊗Dt,m,0.
Accordingly, we split ‖W (b)F t+1,m‖F into three terms as
‖W (b)F t+1,m‖F = ‖HΩ(M t −M t,m)F t+1,m‖F
≤ ‖HΩ((Dt,m,0Λt,m)⊗ F t,m)F t+1,m‖F︸ ︷︷ ︸
R1
+ ‖HΩ((F tSt,m,0)⊗ F t,m)F t+1,m‖F︸ ︷︷ ︸
R2
+ ‖HΩ((F tΛtGt,m,0)⊗Dt,m,0)F t+1,m‖F︸ ︷︷ ︸
R3
.
(63)
For the term R1, we introduce the shorthand D
t,m,0
Λ : = D
t,m,0Λt,m and further split R1 into three terms:
R1 =‖HΩ(Dt,m,0Λ ⊗ F t,m)F t+1,m‖F
(a)
≤‖HΩ(Dt,m,0Λ ⊗ F t,m)∆t+1,m‖F + ‖HΩ(Dt,m,0Λ ⊗ F t,m)F ∗‖F
(b)
≤ ‖HΩ(Dt,m,0Λ ⊗ F t,m)∆t+1,m‖F︸ ︷︷ ︸
R1a
+ ‖HΩ(Dt,m,0Λ ⊗∆t,m)F ∗‖F︸ ︷︷ ︸
R1b
+ ‖HΩ(Dt,m,0Λ (Gt,m)T ⊗ F ∗)F ∗‖F︸ ︷︷ ︸
R1c
,
(64)
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where we use triangle inequality in steps (a) and (b), and the unitary invariance of ‖ · ‖F in step (a).
We write the term R1a in (64) explicitly as
R1a =
√√√√ ∑
j≤d,l1≤r
(∑
l2≤r
(
Dt,m,0Λ
)
jl2
∑
k≤d
F tkl2∆
t+1,m
kl1
(
1− δjk
p
))2
(a)
≤
√√√√ ∑
j≤d,l1≤r
[∑
l2≤r
((
Dt,m,0Λ
)
jl2
)2][∑
l2≤r
(∑
k≤d
F tkl2∆
t+1,m
kl1
(
1− δjk
p
))2]
≤
√√√√∑
l1≤r
[ ∑
j≤d,l2≤r
((
Dt,m,0Λ
)
jl2
)2][
max
j≤d
∑
l2≤r
(∑
k≤d
F tkl2∆
t+1,m
kl1
(
1− δjk
p
))2]
,
(65)
where we use Cauchy-Schwarz in step (a). Note that
∑
j≤d,l2≤r
(
(Dt,m,0Λ )jl2
)2
= ‖Dt,m,0Λ ‖2F and
∑
l1≤r
max
j≤d
{∑
l2≤r
(∑
k≤d
F tkl2∆
t+1,m
kl1
(
1− δjk
p
))2}
≤ r2 max
j≤d,l1,l2≤r
(∑
k≤d
F tkl2∆
t+1,m
kl1
(
1− δjk
p
))2
.
Therefore, we may continue from equation (65) to obtain that w.h.p.
R1a ≤‖Dt,m,0Λ ‖F · r max
l2,l1≤r,j≤d
∣∣∣∣∑
k≤d
F tkl2∆
t+1,m
kl1
(
1− δjk
p
)∣∣∣∣
(a)
≤3‖Dt,m,0Λ ‖F · rd‖F t‖∞‖∆t+1,m‖∞
(b)
≤ σr
256
1
216κµr2
(
1
2
)t+1√µr
d
.
(66)
Here in step (a), we use the fact that whenever p ≥ 10 log d
d
, with probability 1 − d−6, all rows have at
most 2pd observed entries, hence
∣∣∑
k≤d F
t
kl2
∆t+1,mkl1 (1 −
δjk
p
)
∣∣ ≤ 3d‖F t‖∞‖∆t+1,m‖∞; in step (b), we use
the bounds on ‖F t‖2,∞ and ‖Λt,m‖op proved before (33), the proximity bound (18c) on ‖Dt,0,m‖F in the
induction hypothesis, and the bound (58) on ‖∆t+1,m‖2,∞ proved previously.
For the term R1b = ‖HΩ(Dt,m,0Λ ⊗∆t,m)F ∗‖F in (64), we apply a similar argument as in bounding R1a
above, which gives that w.h.p.
R1b ≤‖Dt,m‖Fr × 3d‖F ∗‖2,∞‖∆t,m‖2,∞ ≤ σr
256
1
216κµr2
(
1
2
)t+1√µr
d
. (67)
For the term R1c = ‖HΩ(Dt,m,0Λ (Gt,m)T ⊗ F ∗)F ∗‖F in (64), we recall the assumption p & κ
6µ4r6 log d
d
and
apply Lemma 20 to obtain that w.h.p.
R1c ≤ 1
512κ
‖Dt,m,0Λ (Gt,m)T ‖F ≤
σr
256
1
216κµr2
(
1
2
)t+1√µr
d
. (68)
Plugging the above bounds (66), (67) and (68) into the inequality (64), we find that w.h.p.
R1 ≤ σr
64
1
216κµr2
(
1
2
)t+1√µr
d
. (69)
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We next turn to the term R2 : = ‖HΩ((F tSt,m,0) ⊗ F t,m)F t+1,m‖F in (63). Introducing the shorthand
St,m,0F : = F
t,m(St,m,0)T , we see R2 = ‖HΩ(F t ⊗ St,m,0F )F t+1,m‖F and can be written explicitly as
R2 =
√√√√ ∑
j≤d,l1≤r
( ∑
l2≤r,k≤d
F tjl2
(
St,m,0F
)
kl2
F t+1,mkl1
(
1− δjk
p
))2
≤ √rmax
l1≤r
√√√√∑
j≤d
( ∑
l2≤r,k≤d
F tjl2
(
St,m,0F
)
kl2
F t+1,mkl1
(
1− δjk
p
))2
︸ ︷︷ ︸
R⋆2
.
(70)
Note that R⋆2 can be written compactly as ‖
∑
l2≤rHΩ(F t·l2 ⊗F
t+1,m
·l1 )(S
t,m,0
F )·l2‖F, from which we obtain the
bound
R⋆2 ≤ r max
l1,l2≤r
‖HΩ(F t·l2 ⊗ F t+1,m·l1 )(S
t,m,0
F )·l2‖F
≤ r max
l1,l2≤r
‖HΩ(F t·l2 ⊗ F t+1,m·l1 )‖op‖(S
t,m,0
F )·l2‖F.
(71)
We have ‖HΩ(F t·l2 ⊗ F
t+1,m
·l1 )‖op ≤ 2c
√
d log d
p
‖F t‖2,∞‖F t+1,m‖2,∞ w.h.p. by Lemma 22, and ‖St,m,0F ‖F ≤
‖St,m,0‖F‖F t,m‖op ≤ ‖St,m,0‖F by construction. Plugging these bounds into (71), we obtain that w.h.p.
R⋆2 ≤ r max
l1,l2≤r
2c
√
d log d
p
‖F t‖2,∞‖F t+1,m‖2,∞‖St,m,0‖F. (72)
To bound the last RHS, note that the ℓ2,∞ bound (18b) in the induction hypothesis implies that ‖F t,i‖2,∞ ≤
2
√
µr
d
,∀i = 0, . . . , d, which is valid for both t and t+1 as we have established. Also recall the noncomutativity
bound (18d) in the induction hypothesis for ‖St,m,0‖F = ‖St,0,m‖F, as well as the assumption that p &
κ2µ2r5 log d
d
. Assembling these bounds into (72) and (70), we obtain that w.h.p.
R2 ≤
√
rR⋆2 ≤
σr
64
1
216κµr2
(
1
2
)t+1√µr
d
. (73)
Finally, consider the term R3 = ‖HΩ((F tΛtGt,m,0)⊗Dt,m,0)F t+1,m‖F in (63). Following the sames steps
in (70), (71) and (72) for bounding R2 by treating F
tΛt,iGt,m,0 as F t and Dt,m,0 as St,m,0F , we obtain that
w.h.p.
R3 ≤ r
3
2 max
l1,l2≤r
2c
√
d log d
p
‖F tΛt,iGt,m,0‖2,∞‖F t+1,m‖2,∞‖Dt,m,0‖F. (74)
To bound the last RHS, we use the bound max{‖F t‖2,∞, ‖F t+1,m‖2,∞} ≤ 2
√
µr
d
derived before (73), the prox-
imity bound (18c) on ‖Dt,m,0‖F in the induction hypothesis, the bound ‖Λt,i‖op ≤ 2σ1 derived before (33),
and the assumption p & κ
6µ4r6 log d
d
. Doing so yields that w.h.p.
R3 ≤ σr
64
1
216κµr2
(
1
2
)t+1√µr
d
. (75)
Plugging the above bounds (69), (73) and (75) for {Ri, i ∈ [3]} into (63), we obtain that w.h.p.
‖W (b)F t+1,m‖F ≤ σr
16
1
216κµr2
(
1
2
)t+1√µr
d
. (76)
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Completing proof of proximity and non-commutativity bounds in induction hypothesis Plug-
ging the bounds (62) and (76) on ‖W (a)F t+1,m‖F and ‖W (b)F t+1,m‖F into inequality (59), we get w.h.p.
‖Dt+1,0,m‖F ≤ 2
σr
(‖W (a)F t+1,m‖F + ‖W (b)F t+1,m‖F) ≤ 1
2
1
216κµr2
(
1
2
)t+1√µr
d
. (77)
To bound ‖Dt+1,i,m‖F for i 6= 0, we follow the same argument used in deriving the inequality (32). This
argument yields that w.h.p.
‖Dt+1,i,m‖F ≤ ‖Dt+1,0,i‖F + ‖Dt+1,0,m‖F ≤ 1
216κµr2
(
1
2
)t+1√µr
d
.
Taking the maximum of both sides of the last two equations over i,m, we establish the proximity bound (18c)
in the induction hypothesis for t+ 1.
Finally, to establish the non-commutativity bound (18d) in the induction hypothesis for t+ 1, we apply
Lemma 2 to obtain that w.h.p.
‖St+1,0,m‖F = ‖St+1,m,0‖F ≤ 4κ‖WF t+1,m‖F ≤ σ1
2
1
216κµr2
(
1
2
)t+1√µr
d
.
Taking maximum over m on both sides proves the non-commutativity bound.
Recall we proved the operator norm and ℓ2,∞ norm bounds of the induction hypothesis for t+ 1 in (34)
and (58), respectively. Therefore, we have completed the induction step and concluded that the induction
hypothesis (18) holds w.h.p. for each t ∈ [t0], where t0 : = 5 log2 d + 12. Invoking Lemma 19 and taking
a union bound over t ∈ [t0], we deduce from the hypothesis (18) that the desired error bound (14) on the
original matrix M t holds w.h.p. for the first t0 iterations; that is, ‖M t −M∗‖∞ ≤ 1d
(
1
2
)t
σ1,∀t ∈ [t0].
5.4 Part 2: Bounds for an infinite number of iterations
The previous induction argument is insufficient for controlling all iterations t > t0, as the union bound
would fail for an unbounded number of t’s. To control the error for an infinite number of PGD iterations,
we employ a different argument and establish a uniform Frobenius norm error bound as in (15), i.e., w.h.p.
there holds ‖M t −M∗‖F ≤
(
1
2
)t−t0 ‖M t0 −M∗‖F,∀t ≥ t0.
We prove the Frobenius bound (15) by induction. The base case t = t0 trivially holds. Below we assume
that (15) holds for all iterations t0, t0 + 1, . . . , t. For each t, define the shorthand D˜
t : =M t −M∗.
The proof relies on the following uniform bound, which is proved in Appendix A.3.
Lemma 3. In the setting of SMC(M∗, p), suppose that p & µ
2r2κ6 log d
d
. Then with probability at least
1− 4d−2, the bound∣∣∣〈M+ −M∗, M −M∗〉 − 1
p
〈ΠΩ(M+ −M∗), ΠΩ(M −M∗)〉
∣∣∣ ≤ 1
4
‖M+ −M∗‖F‖M −M∗‖F
holds simultaneously for all rank-r matrices M,M+ ∈ Sd×d satisfying max{‖M‖∞, ‖M+‖∞} ≤ 2µrd σ1(M∗)
and max{‖M −M∗‖F, ‖M+ −M∗‖F} ≤ 1642 × 1κ2σ1(M∗).
We record several facts that are useful in verifying the premise of Lemma 3. First note that
‖D˜t‖F
(a)
≤ ‖D˜t0‖F ≤ d‖D˜t0‖∞
(b)
≤ 1
216κµr2
1
2d4
µr
d
,
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where step (a) follows from the induction hypothesis, and step (b) holds w.h.p. and follows from specializ-
ing (33) to t = t0 : = 5 log2 d+ 12. It follows that
‖D˜t‖∞ ≤ ‖D˜t‖F ≤ 1
642
1
d4
µr
d
σ1, (78)
‖M t‖∞ ≤ ‖M∗‖∞ + ‖D˜t‖∞ ≤ 2µr
d
σ1. (79)
Applying the uniform bound in Lemma 22, and combining with the above bound on ‖D˜t‖∞ and the as-
sumption p & κ
6µ4r6 log d
d
, we have
‖Et‖op = ‖HΩ(D˜t)‖op ≤ 2c
√
2rd log d
p
‖D˜t‖∞ ≤ 1
642
1
κ2d4
σ1.
By definition, M t+1 is the best rank-r approximation of M∗ +Et in Frobenius norm, whence
‖M t+1 − (M∗ + Et)‖2F ≤‖Et‖2F. (80)
Consequently, we have
‖D˜t+1‖F ≤ ‖M t+1 − (M∗ + Et)‖F + ‖Et‖F
(a)
≤ 2‖Et‖F
(b)
≤ 2× 1
642
1
κ2d3
σ1, (81)
where step (a) follows from (80), and step (b) follows from ‖Et‖F ≤
√
d‖Et‖op and the previous bound on
‖Et‖op. We also have
‖M t+1‖∞ ≤ ‖M∗‖∞ + ‖D˜t+1‖∞ ≤ µr
d
+ ‖D˜t+1‖F ≤ 2µr
d
σ1. (82)
In view of the inequalities (79), (78), (81) and (82), we see that the premise of Lemma 3 is satisfied by
letting M+ =M t+1,M =M t. Expanding the square on the LHS of inequality (80), we have
‖D˜t+1‖2F ≤ −2〈D˜t+1, Et〉
≤ −2〈D˜t+1, (I − p−1ΠΩ)(D˜t)〉
≤ 2
∣∣∣1
p
〈ΠΩD˜t+1, ΠΩD˜t〉 − 〈D˜t+1, D˜t〉
∣∣∣
≤ 2× 1
4
‖D˜t+1‖F‖D˜t‖F,
where in last step we apply Lemma 3. The above inequality implies the contraction ‖D˜t+1‖F ≤ 12‖D˜t‖F,
hence the Frobenius norm bound (15) also holds for t+ 1. We have thus completed the induction step and
established (15) for all the t ≥ t0.
We can now complete the proof of Theorem 1. We have w.h.p.
‖M t −M∗‖∞ ≤ ‖M t −M∗‖F
(a)
≤
(
1
2
)t−t0
‖M t0 −M∗‖F
≤
(
1
2
)t−t0
· d · ‖M t0 −M∗‖∞
(b)
≤
(
1
2
)t−t0
· d · 1
d
(
1
2
)t0
σ1 =
(
1
2
)t
σ1, ∀t ≥ t0,
where step (a) follows from (14) and step (b) follows from (15). With the above bound, as well as the
bound (14) for 1 ≤ t ≤ t0, we have established the claim in Theorem 1.
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6 Proof of Theorem 2
In this section we prove Theorem 2 for NNM using a combination of our leave-one-out framework and the
Golfing Scheme introduced in [17, 29]. We assume that d = d1 = d2 for simplicity; the proof of the general
case follows the same lines. We shall make use of the auxiliary lemmas given in Appendix C.
6.1 Preliminaries
Let the singular value decomposition of M∗ be M∗ = UΣV T . For a matrix Z ∈ Rd×d, we define the
projections PT (Z) := UUTZ+ZV V T −UUTZV V T and PT ⊥(Z) := Z−PT (Z) = (I −UUT )Z(I −V V T ).
Introduce the shorthand RΩ : = 1pΠΩ, which has the explicit expression [RΩ(Z)]ij = 1pδijZij. We also define
the operator HΩ : = I − RΩ = I − 1pΠΩ and the linear subspace T : = {PT (Z) | Z ∈ Rd×d}. For a linear
map A on matrices, its operator norm is defined as ‖A‖op := maxZ:‖Z‖F=1 ‖A(Z)‖F.
We make use of the following standard result, which provides a deterministic sufficient condition for the
optimality of M∗ to the nuclear norm minimization problem.
Proposition 1 ([6, Proposition 2]). Suppose that p ≥ 1
d
. The matrix M∗ is the unique optimal solution to
the NNM problem (3) if the following conditions hold:
1. ‖PTRΩPT − PT ‖op ≤ 12 .
2. There exists a dual certificate Y ∈ Rd×d that satisfies ΠΩ(Y ) = Y and
(a) ‖PT ⊥(Y )‖op ≤ 12 ,
(b) ‖PT (Y )− UV T ‖F ≤ 14d .
The first condition in Proposition 1 can be verified using the following well-known result from the matrix
completion literature.
Proposition 2 ([4, Theorem 4.1], [7, Lemma 11]). If p & µr log d
d
, then with high probability
‖PTRΩPT − PT ‖op ≤ 1
64
.
We are left to construct a dual certificate Y such that Condition 2 in Proposition 1 is satisfied. Recalling
the definition of the row-wise ℓ2 norm in Section 3.1, we further define the doubly ℓ2,∞ norm ‖Z‖(2,∞)2 :=
max
{‖Z‖2,∞, ‖ZT ‖2,∞}, which plays a crucial role in the dual certificate construction.
Constructing the Dual Certificate Our strategy is to construct the desired certificate Y by running an
iterate procedure that uses the same set of random samples, and then apply leave-one-out to analyze these
correlated iterations. This procedure is warm-started by first employing the Golfing Scheme for O(log µr)
iterations, each using an independent set of samples; as mentioned, doing so allows us to achieve tighter
dependence on µr,
Now for the details. Set k0 : = C0max{1, log(µr)} for some large enough numerical constant C0. Suppose
that the set Ω of observed entries is generated from Ω = ∪k0t=1Ωt, where for each t and matrix index (i, j)
we have P[(i, j) ∈ Ωt] = q : = 1 − (1 − p)
1
k0 independently of all others. Clearly this Ω has the same
distribution as the original model MC(M∗, p). Denote the projection ΠΩt by [ΠΩt(Z)]ij = Zij1{(i, j) ∈ Ωt},
and RΩt : = 1qΠΩt . Following our strategy, we use independent samples in the first k0 iterations: set
W 0 : = UV T and
W t : = PTHΩt(W t−1), t = 1, 2, . . . , k0 − 1, (83)
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where HΩt = I − 1qΠΩt . We then use the same sample set Ωk0 in the next t0 : = 2 log d + 2 iterations: set
Z0 =W k0−1 and
Zt : = PTHΩk0 (Z
t−1) = (PTHΩ
k0
)t(W k0−1), t = 1, 2, . . . , t0 − 1. (84)
The final dual certificate Y is constructed by summing up the above iterates: set
Y1 : =
k0−1∑
t=1
RΩtPT (W t−1), Y2 : =
t0∑
t=1
RΩk0PT (Z
t−1), and Y : = Y1 + Y2. (85)
Below we show that the matrix Y satisfies the conditions in Proposition 1.
Validating Condition 2(b) Note q ≥ p
k0
& µr log d
d
as p & µr log d log(µr)
d
. Applying Proposition 2 with Ω
replaced by Ωt, we obtain that w.h.p.,
‖W t‖F ≤ ‖PTHΩtPT ‖op‖W t−1‖F ≤
1
16
‖W t−1‖F for all t = 1, 2, . . . , k0 − 1, (86)
and
‖Zt‖F ≤ ‖PTHΩk0PT ‖op‖Z
t−1‖F ≤ 1
16
‖Zt−1‖F for all t = 1, 2, . . . , t0. (87)
Using the last two inequalities, we obtain that w.h.p.,
‖PT (Y )− UV T ‖F (a)= ‖Zt0‖F ≤
(
1
2
)t0
‖Z0‖F =
(
1
2
)t0
‖Wk0−1‖F ≤
(
1
2
)t0
‖UV T ‖F ≤
√
r
4d2
, (88)
where step (a) follows from the fact that PT (Y ) − UV T = −Zt0 , which can be verified by definition and
direct computation. Therefore, Condition 2(b) in Proposition 1 is satisfied.
Validating Condition 2(a) From the definitions of Y1, Y2 and Y in (85), we have
‖PT ⊥(Y )‖op ≤
k0−1∑
t=1
‖PT ⊥(RΩtPT − PT )(W t−1)‖op +
t0∑
t=1
‖PT ⊥(RΩk0PT − PT )(Z
t−1)‖op
(a)
≤
k0−1∑
t=1
‖HΩtW t−1‖op︸ ︷︷ ︸
T1
+
t0∑
t=1
‖HΩk0Z
t−1‖op︸ ︷︷ ︸
T2
,
where in step (a) we use the facts that ‖PT ⊥(A)‖op = ‖(I −UUT )A(I −V V T )‖op ≤ ‖A‖op for any A ∈ Rd×d
and that Zt−1,W t−1 ∈ T . To bound the term T1, we follow exactly the same arguments in [6, “Validating
Condition 2(a)”, pp 12-13], which gives that T1 ≤ 14 w.h.p. Introduce the shorthand
G : =
1
2k0−1
1
(µr)10
,
which will be used throughout the rest of the proof. Turning to the term T2, we claim that w.h.p.,
‖Zt‖∞ ≤ 1
2t
µr
d
G, t = 0, 1, . . . , t0. (89)
We prove this bound later. Taking it as given for now, we apply the second inequality in Lemma 22 with Ω
replaced by Ωk0 , which gives that w.h.p.
‖HΩk0 (Z
t)‖op ≤
(
1
2
)t+3
, t = 0, 1, . . . , t0.
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Plugging into the expression of T2, we obtain T2 ≤ 14 . Combining the bounds T1 and T2, we see that Condi-
tion 2(a) in Proposition 1 is satisfied, thereby establishing Theorem 2.
The rest of this section is devoted to proving the bound (89). We first show that the bound holds for
t = 0. Recall the definition of W t in (83). Note that ‖UV T ‖∞ ≤ µrd , and that Ωt is independent of W t−1
for each t ≤ k0. Applying Lemma 21 gives that w.h.p.,
‖W t‖∞ ≤ 1
16t
µr
d
, t = 1, 2, . . . , k0. (90)
Using the above inequality and recalling the definition Z0 : =W k0−1, we obtain that w.h.p.,
‖Z0‖∞ ≤ G · µr
d
· 1
(µr)5
≤ µr
d
G,
‖Z0‖F ≤ d ·G · µr
d
· 1
(µr)5
≤ G,
‖Z0‖(2,∞)2 ≤
√
d ·G · µr
d
· 1
(µr)5
≤
√
µr
d
G,
(91)
provided that the constant C0 in k = C0 log(µr) is sufficiently large. Therefore, the bound (89) holds for
t = 0. Below we prove the bound for 1 ≤ t ≤ t0 using the leave-one-out technique.
6.2 Leave-One-Out Analysis of the Zt Sequence
In this subsection, we abuse the notation and write Ωk0 as Ω, whose observation probability is q : = 1− (1−
p)
1
k0 & µr log d
d
since p & µr log d log(µr)
d
. For each w ∈ [d]× [d], define the operator H(−w)Ω : Rd×d → Rd×d by(
H(−w)Ω Z
)
ij
=
{
(1− 1
q
δij)Zij , i 6= w1 and j 6= w2,
0, i = w1 or j = w2.
Let H(w)Ω : = HΩ −H(−w)Ω . For each w ∈ [d]× [d], we introduce the leave-one-out sequence
Z0,w = Z0; Zt,w = (PTH(−w)Ω )(Zt−1,w), t = 1, 2, . . . .
By construction, this sequence is independent of δw1w2 and H(w)Ω , a property we crucially rely on below.
We first record a few technical lemmas that provide concentration bounds for the operators HΩ and
H(−w)Ω . The first lemma is proved in Appendix B.1.
Lemma 4. If q & µr log d
d
, then we have w.h.p.
‖PTHΩ(Z)‖∞ ≤ 1
8
√
µr
d
‖Z‖F uniformly for all Z ∈ T .
The same statement holds with HΩ replaced by H(−w)Ω for each w ∈ [d]× [d].
The lemma below is proved in Appendix B.2.
Lemma 5. If q & µr log d
d
, then for each t = 1, 2, . . . , t0, we have w.h.p.
max
{‖(PTHΩ(Zt−1))v1·‖2, ‖(PT HΩ(Zt−1))·v2‖2} ≤ 132‖Zt−1,w‖(2,∞)2 + 132
√
log d
q
‖Zt−1,v‖∞
+
1
32
√
µr
d
‖Zt−1‖F + ‖PTHΩ(Zt−1 − Zt−1,v)‖(2,∞)2 uniformly for all v ∈ [d]× [d].
The same statement holds with HΩ replaced by H(−w)Ω for each w ∈ [d]× [d].
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The lemma below is proved in Appendix B.3
Lemma 6. If q & µr log d
d
, then for each t = 1, 2, . . . , t0, we have w.h.p.∣∣∣∣(PTHΩ(Zt−1))v1,v2
∣∣∣∣ ≤ 132‖Zt−1,v‖∞ + 132 µrd ‖Zt‖F + 132
√
µr
d
‖Zt−1 − Zt−1,v‖F
uniformly for all v ∈ [d]× [d].
The same statement holds with HΩ replaced by H(−w)Ω for each w ∈ [d]× [d].
The lemma below is proved in Appendix B.4.
Lemma 7. If q & µr log d
d
, then we have w.h.p.
‖PTHΩ(Z)‖(2,∞)2 ≤
1
32
‖Z‖F uniformly for all Z ∈ T .
The same statement holds with HΩ replaced by H(−w)Ω for each w ∈ [d]× [d].
The lemma below is proved in Appendix B.5.
Lemma 8. If q & µr log d
d
, then for each w ∈ [d]× [d] and each fixed Z ∈ T , we have with probability at least
1− d−4,
‖PTH(w)Ω (Z)‖F ≤
1
32
‖Z‖(2,∞)2 +
√
log d
q
‖Z‖∞.
Finally, we note that the inequalities (87) and (91) imply that w.h.p.
‖Zt‖F ≤ 1
2t
G, ∀t = 1, 2, . . . , t0. (92)
We are now ready to prove the inequality (89) by induction on t. The induction hypothesis is
‖Zt−1‖(2,∞)2 ≤
(
1
2
)t−1√µr
d
G, (93a)
‖Zt−1,w‖(2,∞)2 ≤
(
1
2
)t−1√µr
d
G, ∀w ∈ [d]× [d], (93b)
‖Zt−1‖∞ ≤
(
1
2
)t−1 µr
d
G, (93c)
‖Zt−1,w‖∞ ≤
(
1
2
)t−1 µr
d
G, ∀w ∈ [d]× [d], (93d)
‖Zt−1 − Zt−1,w‖F ≤
(
1
2
)t−1√µr
d
G, ∀w ∈ [d]× [d]. (93e)
We have proved the base case in equation (91), noting that Z0,w = Z0. Assuming that the bounds in (93)
hold for t− 1, we show below that each of them also holds for t w.h.p.
The ‖ · ‖(2,∞)2 bound (93a) We focus on a fixed w = (w1, w2) ∈ [d] × [d] and bound the quantity
‖Ztw1·‖2 = ‖(PTHΩ(Zt−1))w1·‖2. Lemma 5 ensures that w.h.p.
‖Ztw1·‖2 ≤
1
32
‖Zt−1,w‖(2,∞)2 +
1
32
√
log d
q
‖Zt−1,w‖∞︸ ︷︷ ︸
T1
+
1
32
√
µr
d
‖Zt−1‖F︸ ︷︷ ︸
T2
+ ‖PTHΩ(Zt−1 − Zt−1,w)‖(2,∞)2︸ ︷︷ ︸
T3
.
(94)
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We bound the term T1 using the induction hypothesis (93b) and (93d), and bound T2 using inequality (92).
For the term T3, we apply Lemma 7 and the induction hypothesis (93e) to obtain that w.h.p.
T3 ≤ 1
32
‖Zt−1 − Zt−1,w‖F ≤
(
1
2
)t−1√µr
d
G.
Combining the above bounds, we obtain that ‖Ztw1·‖2 ≤
(
1
2
)t√µr
d
G w.h.p. We can bound ‖Zt·w2‖2 in a
similar way. Taking a union bound over all w ∈ [d]× [d] proves the inequality (93a) for t.
The ‖ · ‖(2,∞)2 bound (93b) Fix v,w ∈ [d]× [d]. We have
‖Zt,wv1· ‖2 = ‖(PTH
(−w)
Ω (Z
t−1,w))v1·‖2 ≤ ‖(PT H(−w)Ω (Zt−1)v1·‖2 + ‖(PT H(−w)Ω (Zt−1 − Zt−1,w)v1·‖2.
The first RHS term can be bounded in a similar way as in the above proof of (93a). The second term
can be bounded using Lemma 7 and the induction hypothesis (93e). Combining the two bounds gives
‖Zt,wv1· ‖2 ≤
(
1
2
)t√µr
d
G w.h.p. Taking a union bound over v and w proves the inequality (93b) for t.
The ‖ · ‖∞ bound (93c) Fix w ∈ [d] × [d]. Lemma 6 ensures that w.h.p.
|Ztw| =
∣∣∣(PTHΩ(Zt−1))w1,w2
∣∣∣ ≤ 1
32
‖Zt−1,w‖∞︸ ︷︷ ︸
T1
+
1
32
µr
d
‖Zt−1‖F︸ ︷︷ ︸
T2
+
1
32
√
µr
d
‖Zt−1 − Zt−1,w‖F︸ ︷︷ ︸
T3
.
We bound T1 and T3 using the induction hypothesis (93c) and (93e), respectively, and bound T2 using in-
equality (92). Doing so gives |Ztw| ≤
(
1
2
)t√µr
d
G w.h.p., and taking a union over w proves the inequality (93c)
for t.
The ‖ · ‖∞ bound (93d) Fix v,w ∈ [d]× [d]. We have
|Zt,wv | =
∣∣∣(PTH(−w)Ω (Zt−1,w))v∣∣∣ ≤∣∣∣(PTH(−w)Ω (Zt−1))v∣∣∣+∣∣∣(PTH(−w)Ω (Zt−1,w − Zt−1))v∣∣∣.
The first RHS term can be bounded in a similar way as in the above proof of (93c). To bound the second
RHS term, we apply Lemma 4 to obtain that w.h.p.
∣∣∣(PTH(−w)Ω (Zt−1,w − Zt−1))v∣∣∣ ≤ 18
√
µr
d
‖Zt−1,w − Zt−1‖F.
Combining the above bounds and the induction hypothesis (93e), we get that |Zt,wv | ≤
(
1
2
)t√µr
d
G w.h.p.
Taking a union bound over v and w proves the inequality (93d) for t.
The proximity condition (93e) Fix w ∈ [d]× [d]. We have w.h.p.
‖Zt − Zt,w‖F = ‖PTHΩ(Zt−1)− PTH(−w)Ω (Zt−1,w)‖F
≤ ‖PTHΩ(Zt−1 − Zt−1,w)‖F + ‖PT
(HΩ −H(−w)Ω )(Zt−1,w)‖F
(a)
≤ 1
8
‖Zt−1 − Zt−1,w‖F + ‖H(w)Ω (Zt−1,w)‖F
(b)
≤ 1
8
‖Zt−1 − Zt−1,w‖F+
(
1
4
‖Zt−1,w‖(2,∞)2 +
√
log d
q
‖Zt−1,w‖∞
)
,
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where we use Proposition 2 in step (a) and Lemma 8 in step (b). Bounding the last RHS using the induction
hypothesis (93) and the fact that q & µr log d
d
, we obtain ‖Zt − Zt,w‖F ≤
(
1
2
)t√µr
d
G w.h.p.. Taking a union
bound over v and w proves the inequality (93e) for t.
We have completed the induction step. Running this argument for t0 : = 2 log2 d+ 2 steps and taking a
union bound, we establish the claimed inequality (89).
Acknowledgment
L. Ding and Y. Chen were partially supported by the National Science Foundation CRII award 1657420 and
grant 1704828. Y. Chen would like to thank Yuxin Chen for inspiring discussion.
Appendices
A Proof of Lemmas in Section 5
In this section, we prove the technical Lemmas 1, 2 and 3 used in the proof of PGD in Section 5.
A.1 Proof of Lemma 1
Proof. We only prove the first inequality in the lemma. The other two inequalities can be proved similarly.
We make use of the following known result.
Lemma 9 ([1, Lemma 3]). Under the setting of Lemma 1, we have the bounds
‖H‖op ≤ 1, ‖H −G‖
1
2
op ≤ ‖EF
∗‖op
σr − ‖E‖op and ‖Λ
∗H −HΛ∗‖op ≤ 2‖E‖op.
Returning to the proof of the first inequality in Lemma 1, we have
‖Λ∗G−GΛ∗‖op
(a)
≤ ‖Λ∗G− Λ∗H‖op + ‖HΛ∗ −GΛ∗‖op + ‖HΛ∗ − Λ∗H‖op
(b)
≤ ‖Λ∗‖op‖G −H‖op + ‖H −G‖op‖Λ∗‖op + ‖HΛ∗ − Λ∗H‖op
(c)
≤
(
2 + 2σ1
1
σr − ‖E‖op
)
‖E‖op,
where we use the triangle inequality in step (a), the sub-multiplicative property of the operator norm ‖ · ‖op
in step (b), and Lemma 9 and the assumption ‖E‖op < 12σr in step (c).
A.2 Proof of Lemma 2
Proof. Using the definition of F˜ , we have
A˜F˜ = F˜ Λ˜ =⇒ (A+ E)F˜ = F˜ Λ˜ =⇒ F1Λ1F T1 F˜ + F2Λ2F T2 F˜ + EF˜ = F˜ Λ˜.
Right multiplying the last equation by F T1 on both sides, we get
Λ1F
T
1 F˜ + F
T
1 EF˜ = F
T
1 F˜ Λ˜ =⇒ Λ1H −HΛ˜ = −F T1 EF˜ =⇒ ‖Λ1H −HΛ˜‖F = ‖F T1 EF˜‖F.
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Consequently, with Θ = diag(cos θ1, . . . , cos θr) denoting the matrix of the principal angles between the
column spaces of F˜ and F1, we obtain
‖Λ1G−GΛ˜‖F ≤ ‖Λ1G− Λ1H‖F + ‖HΛ˜−GΛ˜‖F + ‖Λ1H −HΛ˜‖F
≤ λ1(A)‖G −H‖F + (λ1(A) + ‖E‖op)‖G −H‖F + ‖F T1 EF˜‖F
(a)
≤ (2λ1(A) + ‖E‖op)‖ sinΘ‖F + ‖F T1 EF˜‖F
≤
(2λ1(A) + ‖E‖op
λr(A)− ‖E‖op + 1
)
‖EF˜‖F,
where step (a) holds because ‖H − G‖F = ‖I − cosΘ‖F ≤ ‖(sinΘ)(sinΘ)‖F ≤ ‖ sinΘ‖F. This proves the
Frobenius norm bound in the lemma. The operator norm bound can be proved in a similar way.
A.3 Proof of Lemma 3
Proof. In this proof, we make use of the auxiliary lemmas given in Appendix C.
Let M = F ⊗ F and M+ = F+ ⊗ F+, where F,F+ ∈ Rn×r. Set W : =M −M∗ and W+ : =M+ −M∗.
Also let Q : = infO∈Rr×r,OOT=I ‖FO − F ∗‖F, Q+ : = infO∈Rr×r,OOT=I ‖F+O − F ∗‖F. Define ∆ := FQ− F ∗
and ∆+ : = F+Q− F ∗. We first record two useful inequalities. Lemma 15 ensures that
‖∆‖F ≤ 3√
σr
‖W‖F ≤ 3× 1
642
√
σr(M∗)
κ2
and ‖∆+‖F ≤ 3 1√
σr
‖W+‖F ≤ 3× 1
642
√
σr(M∗)
κ2
. (95)
The differences W and W+ can be expressed as
W = F ∗ ⊗∆+∆⊗ F ∗ +∆⊗∆ and W = F ∗ ⊗∆+ +∆+ ⊗ F ∗ +∆+ ⊗∆+.
With these expressions, we decompose the inner product of interest as
〈W+, W 〉 − 1
p
〈ΠΩ(W+), ΠΩ(W )〉
= 〈F ∗ ⊗∆+∆⊗ F ∗, F ∗ ⊗∆+ +∆+ ⊗ F ∗〉 − 1
p
〈ΠΩ(F ∗ ⊗∆+∆⊗ F ∗), ΠΩ(F ∗ ⊗∆+ +∆+ ⊗ F ∗)〉︸ ︷︷ ︸
T1
+ 〈F ∗ ⊗∆+∆⊗ F ∗, ∆+ ⊗∆+〉 − 1
p
〈ΠΩ(F ∗ ⊗∆+∆⊗ F ∗), ΠΩ(∆+ ⊗∆+)〉︸ ︷︷ ︸
T2
+ 〈F ∗ ⊗∆+ +∆+ ⊗ F ∗, ∆⊗∆〉 − 1
p
〈ΠΩ(F ∗ ⊗∆+ +∆+ ⊗ F ∗), ΠΩ(∆⊗∆)〉︸ ︷︷ ︸
T3
+ 〈∆+ ⊗∆+, ∆⊗∆〉 − 1
p
〈ΠΩ(∆+ ⊗∆+), ΠΩ(∆ ⊗∆)〉︸ ︷︷ ︸
T4
.
(96)
For T1, we apply Lemma 17 with ǫ ≤ 1κ , which ensures w.h.p.,
|T1| ≤ 1
24
‖F ∗ ⊗∆‖F‖F ∗ ⊗∆+‖F ≤ 4ǫσ1(M∗)‖∆‖F‖∆+‖F ≤ 1
8
‖W+‖F‖W‖F,
where the last step follows from the bounds in (95).
To bound T2, T3 and T4, we recall the premise of the proposition that max{{‖F ⊗F‖∞, ‖F+⊗F+‖∞} ≤
2µr
d
σ1(M
∗), which implies that max{‖F‖2,∞, ‖F+‖2,∞} ≤
√
2µrσ1(M∗)
d
. It follows that ‖∆‖2,∞ ≤ ‖F‖2,∞ +
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‖F ∗‖2,∞ ≤ 2
√
2µrσ1(M∗)
d
and similarly ‖∆+‖2,∞ ≤ 2
√
2µrσ1(M∗)
d
. These bounds allows us to use Lemmas 17
and 18. In particular, for T2, letting ǫ =
1
cκ2
for a sufficiently large constant c, we have w.h.p.,
|T2| ≤ ‖F ∗ ⊗∆+∆⊗ F ∗‖F‖∆+ ⊗∆+‖F + ‖(1/√p)ΠΩ(F ∗ ⊗∆+∆⊗ F ∗)‖F‖(1/√p)ΠΩ(∆+ ⊗∆+)‖F
(a)
≤ 2‖F ∗ ⊗∆‖F‖∆+‖2F + 4‖F ∗ ⊗∆‖F
√
(1 + ǫ)‖∆+‖4F + ǫσ1(M∗)‖∆+‖2F
≤ 2‖∆‖F‖∆+‖2F + 4
√
σ1(M∗)‖∆‖F
(
2
√
(1 + ǫ)‖∆+‖2F + 2
√
ǫσ1(M∗)‖∆+‖F
)
≤
(
24
√
1 + ǫ
κ2
× 1
642
+ 4
√
ǫ
)
σ1(M
∗)‖∆‖F‖∆+‖F
(b)
≤ 1
24
‖W+‖F‖W‖F,
where in step (a) we use Lemma 17 for the term ‖ 1√
p
ΠΩ(F
∗ ⊗ ∆ + ∆ ⊗ F ∗)‖F and Lemma 18 with the
above ǫ for ‖ 1√
p
ΠΩ(∆
+ ⊗∆+)‖F, and in step (b) we use (95) and the above choice of ǫ. Note that applying
Lemma 18 with the above ǫ requires p & µ
2r2(log d)κ4
d
, which is satisfied under the premise of the proposition.
A similar argument shows that |T3| ≤ 124‖W+‖F‖W‖F w.h.p.
For T4, with the same ǫ as above and applying Lemma 17, we have w.h.p.,
|T4| ≤ ‖ 1√
p
ΠΩ(∆⊗∆)‖F‖ 1√
p
ΠΩ(∆
+ ⊗∆+)‖F + ‖∆‖2F‖∆+‖2F
≤
√
(1 + ǫ)‖∆‖4F + ǫσ1(M∗)‖∆‖2F
√
(1 + ǫ)‖∆+‖4F + ǫσ1(M∗)‖∆+‖2F + ‖∆‖2F‖∆+‖2F
≤ (2
√
(1 + ǫ)‖∆‖2F + 2
√
ǫσ1(M∗)‖∆‖F)(2
√
(1 + ǫ)‖∆+‖2F + 2
√
ǫσ1(M∗)‖∆+‖F) + ‖∆‖2F‖∆+‖2F
≤ 1
24
‖W+‖F‖W‖F,
where the last step follows from the above choice of ǫ and the bounds (95).
Combing the above bounds on T1–T4, we obtain that∣∣∣∣〈W+, W 〉 − 1p〈ΠΩ(W+), ΠΩ(W )〉
∣∣∣∣ ≤ 4∑
i=1
|Ti| ≤ 1
4
‖W‖F‖W+‖F,
thereby completing the proof of Lemma 3.
B Proof of Lemmas in Section 6
In this section, we prove the technical Lemmas 4–8 used in the proof of NNM in Section 6. For the first four
lemmas, we prove the bounds for HΩ only; the bounds for H(−w)Ω can be proved similarly.
B.1 Proof of Lemma 4
Proof. For each fixed (i, j) ∈ [d]× [d], we have
eTi [PTHΩ(Z)]ej = 〈PTHΩ(Z), eieTj 〉
(a)
= 〈PTHΩPT (Z), eieTj 〉 = 〈Z, PTHΩPT (eieTj )〉,
where the step (a) is due to Z ∈ T . Applying the Cauchy-Schwarz inequality, we obtain that w.h.p.
〈Z, PTHΩPT (eieTj )〉 ≤ ‖Z‖F‖PTHΩPT (eieTj )‖F
(b)
≤ 1
16
‖Z‖F‖PT (eieTj )‖F ≤
1
8
√
µr
d
‖Z‖F,
where the inequality (b) holds because ‖PTHΩPT ‖op ≤ 116 w.h.p. by Proposition 2, and the last inequality
follows from direct computation using the definition PT .
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B.2 Proof of Lemma 5
Proof. We first recored two useful identities:
UUTPT (Z) = UUT (UUTZ + ZV V T − UUTZV V T ) = UUTZ, (97a)
PT (Z)V V T = (UUTZ + ZV V T − UUTZV V T )V V T = ZV V T . (97b)
Now fix v ∈ [d]× [d]. By definition of PT we have
‖(PTHΩ(Zt−1)v1·)‖2
≤‖eTv1UUHΩ(Zt−1)‖2 + ‖eTv1UUTHΩ(Zt−1)V V T ‖2 + ‖eTv1HΩ(Zt−1)V V T ‖2
≤2‖eTv1UUTHΩ(Zt−1)‖2 + ‖eTv1HΩ(Zt−1)V V T ‖2
≤2 ‖eTv1UUTHΩ(Zt−1)‖2︸ ︷︷ ︸
T1
+ ‖eTv1HΩ(Zt−1,w)V V T ‖2︸ ︷︷ ︸
T2
+ ‖eTv1HΩ(Zt−1 − Zt−1,v)V V T ‖2︸ ︷︷ ︸
T3
.
For T1, we have w.h.p.
T1
(a)
= 2‖eTv1UUTUUTHΩPT Zt−1‖2
(b)
≤ 2‖eTv1U‖2‖UUTPTHΩPT (Zt−1)‖F
≤ 2‖U‖2,∞‖UUT ‖op‖PTHΩPT (Zt−1)‖F
(c)
≤ 1
64
√
µr
d
‖Zt−1‖F,
where we use Zt−1 ∈ T in step (a), the identity (97a) in step (b), and Proposition 2 in step (c).
For T2, note that Z
t.v is independent of {δv1j, j ∈ [d]}. Conditioning on Zt.v, we write T2 as sum of
independent vectors:
T2 = ‖eTv1
[HΩ(Zt−1,v)V ]‖2 = ‖∑1≤j≤d(1− q−1δv1j)Zt−1,vv1j Vj·‖2. (98)
We compute the bounds
‖(1 − q−1δv1j)Zt−1,vv1j Vj‖2 ≤
1
q
‖Zt−1,v‖∞‖V ‖2,∞ ≤ 1
q
√
µr
d
‖Zt−1,v‖∞ =: B,
and ∑
j
E
[
‖(1 − q−1δv1j)Zt−1,vv1j Vj·‖22
]
=
∑
j
1− q
q
|Zt−1,vv1j |2‖Vj·‖22 ≤
µr
qd
‖Zt−1,v‖2(2,∞)2 =: σ2.
Applying the vector Bernstein’s inequality (Lemma 11) with the above B and σ2, we have w.h.p.
‖T2‖2 ≤ c
(√
µr log d
qd
‖Zt−1,v‖(2,∞)2 +
1
q
√
µr log d
d
‖Zt−1,v‖∞
)
≤ 1
256
‖Zt−1,v‖(2,∞)2 +
1
256
√
log d
q
‖Zt−1,v‖∞,
where we use q & µr log d
d
in the last step.
For T3, we have
‖eTv1HΩ(Zt−1 − Zt−1,v)V V T ‖2
(a)
= ‖eTv1PTHΩ(Zt−1 − Zt−1,v)V V T ‖2
≤ ‖eTv1
(PTHΩ(Zt−1 − Zt−1,v))‖2
≤ ‖PTHΩ(Zt−1 − Zt−1,v)‖(2,∞)2 ,
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where we use the identity (97b) in step (a).
Combining the above bounds for T1, T2 and T3, we conclude that w.h.p. ‖
(PTHΩ(Zt−1))v1·‖2 is bounded
as in the statement of the lemma. By a similar argument, the same bound holds ‖(PTHΩ(W t−1)·v2)‖2. The
lemma then follows from a union bound over all v ∈ [d]× [d].
B.3 Proof of Lemma 6
Proof. Fix v ∈ [d]× [d]. By definition of PT , we have the bound∣∣∣(PTHΩ(Zt−1))v1,v2
∣∣∣ ≤ |eTv1UUTHΩ(Zt−1)ev2 |︸ ︷︷ ︸
T1
+ |eTv1HΩ(Zt−1)V V T ev2 |︸ ︷︷ ︸
T2
+ |eTv1UUTHΩ(Zt−1)V V T ev2 |︸ ︷︷ ︸
T3
.
For T1, we have w.h.p.
T1 ≤ |eTv1UUTHΩ(Zt−1,v)ev2 |+ |eTv1UUTHΩ(Zt−1 − Zt−1,v)ev2 |
(a)
= |eTv2UUTHΩ(Zt−1,v)ev2 |+ |eTv1UUTPTHΩ(Zt−1 − Zt−1,v)ev2 |
(b)
≤ |eTv1UUTHΩ(Zt−1,v)ev2 |+ ‖eTv1UUT ‖2‖PTHΩPT (Zt−1 − Zt−1,v)‖F‖ev2‖2
(c)
≤ |eTv1UUTHΩ(Zt−1,v)ev2 |+
1
64
√
µr
d
‖Zt−1 − Zt−1,v‖F,
where we use the equality (97a) in step (a), Zt−1, Zt−1,v ∈ T in step (b), and Proposition 2 in step (c). To
proceed, note that Zt−1,v is independent of {δkv2 , k ∈ [d]} by construction. Therefore, we have w.h.p.
|eTv1UUTHΩ(Zt−1,v)ev2 | =
∣∣∣∣∑
k
(UUT )v1k(1−
1
q
δkv2)Z
t−1,v
kv2
∣∣∣∣
(a)
≤ c
√
log d
d
√
µr
d
‖Zt−1,v‖∞ + log d
q
µr
d
‖Zt−1,v‖∞
(b)
≤ 1
64
‖Zt−1,v‖∞,
where we use Bernstein’s inequality (Lemma 10) in step (a), and q & µr log d
d
in step (b). Thus, T1 satisfies
T1 ≤ 1
64
‖Zt−1,v‖∞ + 1
64
√
µr
d
‖Zt−1 − Zt−1,v‖F w.h.p.
By a similar argument, the same bound holds for T2. For T3, we have w.h.p.
T3
(a)
= |eTv1UUTPTHΩPT (Zt−1)V V T ev2 |
≤ ‖eTv1UUT ‖2‖PTHΩPT (Zt−1)‖F‖V V T ev2‖2
(b)
≤
√
µr
d
· 1
64
‖Zt−1‖F
√
µr
d
,
where we use the equality (97a) in step (a), and Proposition 2 in step (b). Combining the above bounds for
T1, T2 and T3, and applying a union bound over all v ∈ [d]× [d], proves the lemma.
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B.4 Proof of Lemma 7
Proof. Fix j ∈ [d]. Since Z ∈ T , we have
‖PTHΩ(Z)ej‖2 = sup
‖x‖2=1
〈[PTHΩ(Z)]ej , x〉
= sup
‖x‖2=1
〈PTHΩPT (Z), xeTj 〉 ≤ ‖Z‖F sup
‖x‖2=1
‖PTHΩPT (xeTj )‖F,
Bounding the last RHS using Proposition 2, we obtain that w.h.p.
‖PTHΩ(Z)ej‖2 ≤ 1
64
‖Z‖F sup
‖x‖2=1
‖(xeTj )‖F =
1
64
‖Z‖F.
The same bound holds for ‖eiPTHΩ(Z)‖2 for each i ∈ [d] by a similar argument. The lemma then follows
from a union bound over i ∈ [d] and j ∈ [d].
B.5 Proof of Lemma 8
Proof. Fix w ∈ [d]× [d] and Z ∈ T . By definition of PT and the fact that ‖U‖op ≤ 1, ‖V ‖op ≤ 1, we have
‖PTH(w)Ω (Z)‖F = ‖UUTH(w)Ω (Z)(I + V V T ) +H(w)Ω (Z)V V T ‖F ≤ 2‖UTH(w)Ω (Z)‖F + ‖H(w)Ω (Z)V ‖F.
Below we bound the first RHS term; the second term can bounded similarly. Since only the w1-th row and
w2-th column of H(w)Ω (Z) are non-zero, we have
‖UTH(w)Ω (Z)‖F ≤ ‖UT
[H(w)Ω (Z)]·w2‖2 + ‖(Uw1·)T [H(w)Ω (Z)]‖F
= ‖UT [H(w)Ω (Z)]·w2‖2 + ‖Uw1·‖2‖[H(w)Ω (Z)]w1·‖2
≤ ‖∑di=1Ui·(1− q−1δiw2)Ziw2‖2︸ ︷︷ ︸
T1
+
√
µr
d
‖[H(w)Ω (Z)]w1·‖2︸ ︷︷ ︸
T2
.
Note that T1 is the sum of independent vectors and has the same form as the term T2 in equation (98) in
the proof of Lemma 5. Following the same arguments therein, we obtain that w.h.p.
T1 ≤ 1
256
√
log d
q
‖Z‖∞ + 1
256
‖Z‖(2,∞)2 .
To bound T2, define the operator Pw : Rd×d → Rd×d by (PwZ)ij = Zij1{i = w1 or j = w2}. We have w.h.p.
T2
(a)
≤
√
µr
d
‖H(w)Ω (Z)‖op
(b)
=
√
µr
d
‖HΩ(Pw(Z))‖op
(c)
≤
√
µr
d
c
(√
log d
q
‖Pw(Z)‖(2,∞)2 +
log d
q
‖Pw(Z)‖∞
)
≤ 1
256
√
log d
q
‖Z‖∞ + 1
256
‖Z‖(2,∞)2 ,
where step (a) follows from the inequality ‖A‖2,∞ ≤ ‖A‖op,∀A, step (b) follows from H(w)Ω = HΩPw, and
step (c) follows from Lemma 16.
Combining the bounds for T1 and T2, we get that w.h.p.
‖UTH(w)Ω (Z)‖F ≤
1
128
√
log d
q
‖Z‖∞ + 1
128
‖Z‖(2,∞)2 .
Plugging this inequality into the bound for ‖PTH(w)Ω (Z)‖F, we prove the lemma.
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C Auxiliary lemmas
In this section, we record several technical lemmas that are used in the proofs of our main theorem.
C.1 Standard Concentration and Perturbation Bounds
The lemmas in this subsection are standard concentration and matrix perturbation inequalities.
Lemma 10 (Bernstein). Let X1, . . . ,Xn be n independent random variable with |Xi| ≤ B with mean 0. For
each t > 0 we have
P
(|∑ni=1Xi| ≥ t) ≤ 2 exp
( −t2
2
∑n
i=1 E(X
2
i ) +
2
3Bt
)
.
Lemma 11 (Vector Bernstein [17, Theorem 11]). Let {vk} be a finite sequence of independent d dimensional
random vectors. Suppose that Evk = 0 and ‖vk‖2 ≤ B, a.s., and put σ ≥
∑
k E‖vk‖22. Then for all t ≥ 0,
P
(‖∑k vk‖2 ≥ t) ≤ (n+ 1) exp
(
− t
2
2σ2 + 23Bt
)
.
Lemma 12 (Matrix Bernstein [32]). Consider a finite sequence {Zk} of independent n1×n2 random matrices
that satisfy EZk = 0 and ‖Zk‖op ≤ D a.s. Let σ2 be the maximum of ‖
∑
k E[ZkZ
T
k ]‖op and ‖
∑
k EZ
T
k Zk‖op.
Then for all t ≥ 0 we have
P
(‖∑k Zk‖op ≥ t) ≤ (n1 + n2) exp
(
− t
2
2σ2 + 23Dt
)
.
Lemma 13 (Subspace Distance Equivalence [33, Proposition 2.2]). If the matrices V1, V2 ∈ Rd×r have
orthonormal columns, then
1
2
inf
Q∈Rr×r,QQT=I
‖V1 − V2Q‖2F ≤ ‖ sin(V1, V2)‖2F ≤ inf
Q∈Rr×r,QQT=I
‖V1 − V2Q‖2F,
where (V1, V2) denotes the principal angles between the column spaces of V1 and V2.
Lemma 14 (Davis-Kahan sinΘ Theorem [11, 26]). Suppose that A,W ∈ Rd×d are symmetric matrices, and
A˜ = A +W . Let δ = λr(A) − λr+1(A) be the gap between the top r-th and (r + 1)-th eigenvalues of A,
and U, U˜ be matrices whose columns are the r leading orthonormal eigenvectors of A and A˜ respectively. If
δ > ‖W‖op, then for any unitarily invariant norm ‖ · ‖, we have
‖ sin(U, U˜ )‖ ≤ ‖WU‖
δ − ‖W‖op .
Consequently, by Lemma 13 there exists a matrix O ∈ Rr×r satisfying OOT = I and
‖U − U˜O‖F ≤
√
2‖WU‖F
δ − ‖W‖op .
Lemma 15 ([15, Lemma 6]). Given matrices F,F+ ∈ Rd×r, let M = F ⊗ F and M+ = F+ ⊗ F+. Also let
∆ = F − F+O⋆ where O⋆ : = argminO∈Rr×r,O⊗O=I ‖F − F+O‖F. We have
‖∆⊗∆‖2
F
≤ 2‖M −M+‖2
F
and σr(M
+)‖∆‖2
F
≤ 1
2(
√
2− 1)‖M −M
+‖2
F
.
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C.2 Technical Lemmas for Matrix Completion
The lemmas in this subsection apply to the matrix completion settings MC(M∗, p) and SMC(M∗, p). The
first three lemmas are known results in the literature.
Lemma 16 ([6, Lemma 2]). Suppose Z is a fixed d× d matrix. In the setting of MC(M∗, p), there exists a
universal constant c > 1 such that with probability at least 1− d−6
‖HΩ(Z)‖op ≤ c
(√
log d
p
‖Z‖(2,∞)2 +
log d
p
‖Z‖∞
)
.
Lemma 17 ([8, Lemma 4]). In the setting of SMC(M∗, p), for each ǫ ∈ (0, 1), if p & µr log d
ǫ2d
, then with
probability at least 1− 2d−3, the following holds: for all H,G ∈ Rd×r,
|p−1〈ΠΩ(F ∗ ⊗H), ΠΩ(G⊗ F ∗)〉 − 〈F ∗ ⊗H, G⊗ F ∗〉| ≤ ǫ‖F ∗‖2op‖H‖F‖G‖F,
|p−1〈ΠΩ(F ∗ ⊗G), ΠΩ(F ∗ ⊗H)〉 − 〈F ∗ ⊗H, F ∗ ⊗G〉| ≤ ǫ‖F ∗‖2op‖H‖F‖G‖F.
Lemma 18 ([8, Lemma 5]). In the setting of SMC(M∗, p), for each ǫ ∈ (0, 1), if p & 1
ǫ2
(µ
2r2
d
+ log d
d
), then
with probability at least 1− 2d−4, the following holds: for all H ∈ Rd×r with ‖H‖2,∞ ≤ 6
√
µr
d
,
p−1‖ΠΩ(H ⊗H)‖2F ≤ (1 + ǫ)‖H‖4F + ǫ‖H‖2F.
Below we state and prove several additional lemmas.
Lemma 19. In the setting of SMC(M∗, p), let F ∈ Rd×r be a matrix with orthonormal columns, and let
Λ ∈ Sr×r be a diagonal matrix with positive diagonals. Suppose the rank-r SVD of (F ∗)TF is U¯ Σ¯V¯ . Set
G : = U¯ V¯ T , ∆ := F − F ∗G, M : = FΛF T and E : =M −M∗. If ‖E‖op ≤ 110σr, then we have
‖M −M∗‖∞ ≤ 2‖∆‖2,∞‖F ‖2,∞‖Λ‖op + (1 + 5κ)‖F ∗‖22,∞‖E‖op,
‖M −M∗‖2,∞ ≤ ‖∆‖2,∞‖Λ‖op + ‖F‖2,∞‖Λ‖op‖∆‖F + (1 + 5κ)‖F ∗‖2,∞‖E‖op.
Proof. We begin by decomposing the matrix M −M∗ into four terms as follows:
M −M∗ = (FΛ)⊗ F −M∗
= FΛF T − F ∗GΛF T︸ ︷︷ ︸
R1
+F ∗GΛF T − F ∗GΛ(F ∗G)T︸ ︷︷ ︸
R2
+ F ∗GΛ(F ∗G)T − F ∗GΛ∗(F ∗G)T︸ ︷︷ ︸
R3
+F ∗GΛ∗(F ∗G)T − F ∗Λ∗(F ∗)T︸ ︷︷ ︸
R4
.
(99)
Let us first bound the matrices Ri, i = 1, 2, 3 in terms of their infinity norms. We have
‖R1‖∞ ≤ ‖∆‖2,∞‖FΛ‖2,∞ ≤ ‖∆‖2,∞‖F ‖2,∞‖Λ‖op,
‖R2‖∞ ≤ ‖∆‖2,∞‖F ∗G‖2,∞‖Λ‖op = ‖∆‖2,∞‖F ∗‖2,∞‖Λ‖op,
‖R3‖∞ ≤ ‖F ∗G‖2,∞‖Λ − Λ∗‖op‖F ∗G‖2,∞
(a)
≤ ‖F ∗‖2,∞‖E‖op‖F ∗‖2,∞,
(100)
where we use Wely’s inequality in step (a). We can also bound R4 in term of the infinity norm:
‖R4‖∞ ≤ ‖F ∗‖2,∞‖F ∗‖2,∞‖GΛ∗GT − Λ∗‖op
(a)
≤ 5κ‖F ∗‖2,∞‖F ∗‖2,∞‖E‖op, (101)
where step (a) follows from using Lemma 1 to bound ‖GΛ∗GT −Λ∗‖op = ‖GΛ∗−Λ∗G‖op. Combining (100)
and (101) yields the desired bound on ‖M −M∗‖∞.
41
To bound the ℓ2,∞ norm of M −M∗, we first control Ri, i = 1, 2, 3 as the following:
‖R1‖2,∞ ≤ ‖∆‖2,∞‖FΛ‖op
(a)
≤ ‖∆‖2,∞‖Λ‖op,
‖R2‖2,∞ ≤ ‖F ∗G‖2,∞‖Λ∆T ‖op = ‖F ∗‖2,∞‖Λ‖op‖∆‖F,
‖R3‖2,∞ ≤ ‖F ∗G‖2,∞‖(Λ − Λ∗)F ∗‖op
(b)
≤ ‖F ∗‖2,∞‖E‖op,
(102)
where we use the fact that F ∗, F has orthonormal columns (a) and (b), and Wely’s inequality in step (b).
For R4, we have the bound
‖R4‖∞ ≤ ‖F ∗‖2,∞‖(GΛ∗GT − Λ∗)(F ∗)T ‖op
(a)
≤ 5κ‖F ∗‖2,∞‖F ∗‖op‖E‖op ≤ 5κ‖F ∗‖2,∞‖E‖op, (103)
where step (a) is due to Lemma 1. Combining pieces yields the desired bound on ‖M −M∗‖2,∞.
Lemma 20. In the setting of SMC(M∗, p), for each ǫ ∈ (0, 1) and fixed orthonormal matrix F ∗, if p & µr log d
ǫ2d
,
then with probability at least 1− 2d−3, we have
‖HΩ(W ⊗ F ∗)F ∗‖F ≤ ǫ‖W‖F for all W ∈ Rd×r.
Proof. Using the variational characterization of Frobenius norm, we have
‖HΩ(W ⊗ F ∗)F ∗‖F = sup
‖U‖F=1,U∈Rd×r
〈HΩ(W ⊗ F ∗)F ∗, U〉
= sup
‖U‖F=1,U∈Rd×r
〈HΩ(W ⊗ F ∗), U ⊗ F ∗〉
(a)
= sup
‖U‖F=1,U∈Rd×r
〈W ⊗ F ∗, U ⊗ F ∗〉 − 1
p
〈ΠΩ(W ⊗ F ∗), ΠΩ(U ⊗ F ∗)〉,
where we use the definition of HΩ in step (a). Consequently, we find that with probability at least 1− 2d−3,
‖HΩ(W ⊗ F ∗)F ∗‖F
(b)
≤ ǫ sup
‖U‖F=1,U∈Rd×r
‖F ∗‖2op‖W‖F‖U‖F
(c)
≤ ǫ‖W‖F,
where step (b) follows from Lemma 17 and step (c) holds since F ∗ is orthonormal with ‖F ∗‖op = 1.
Lemma 21. In the setting of SMC(M∗, p) or MC(M∗, p), there exists a numerical constant c > 1 such that
if p ≥ log d
d
, then for each fixed matrix Z ∈ Rd×d, the following inequalities hold w.h.p.:
‖H(−i)Ω (Z)‖op ≤ ‖HΩ(Z)‖op ≤ 2c
√
d log d
p
‖Z‖∞.
Proof. Since the i-th column and i-th row of H(−i)Ω (Z) is zero, we have ‖H(−i)Ω (Z)‖op ≤ ‖HΩ(Z)‖op. Thus it
remains to bound ‖HΩ(Z)‖op. Under MC(M∗, p), such a bound has been established in the literature using
the matrix Bernstein inequality (Lemma 12); see, e.g., [3, Lemma 3.1] and [7, Lemma 12] for the proof. The
proof under the symmetric setting SMC(M∗, p) follows the same lines; we omit the details here.
Lemma 22 (Uniform version of Lemma 21). In the setting of SMC(M∗, p) or MC(M∗, p), there exists a
numerical constant c > 1 such that if p ≥ log d
d
, then w.h.p. the following bounds hold:
‖HΩ(U ⊗ V )‖op ≤ 2rc
√
d log d
p
‖U‖2,∞‖V ‖2,∞, ∀U, V ∈ Rd×r.
‖HΩ(A)‖op ≤ 2c
√
rd log d
p
‖A‖∞, ∀A ∈ Rd×d : rank(A) ≤ r,
‖H(−i)Ω (A)‖op ≤ 2c
√
rd log d
p
‖A‖∞, ∀A ∈ Rd×d : rank(A) ≤ r,∀i ∈ [d].
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Proof. The first and last inequalities in the lemma are immediate consequence of the second inequality. In
particular, the second inequality follows from noting that
√
r ≤ r and ‖U ⊗V ‖∞ ≤ ‖U‖2,∞‖V ‖2,∞. The last
inequality follows from the fact H(−i)Ω sets the i-th row and column of HΩ(A) to 0, hence ‖H(−i)Ω (A)‖op ≤
‖HΩ(A)‖op. It remains to prove the second inequality in the lemma.
Since rank(A) = r, we have the decomposition A = U ⊗ V where U, V ∈ Rd×r. Let ui = (u(1)i , . . . , u(r)i )
and vj = (v
(1)
j , . . . , v
(r)
j ) be the i-th row and j-th row of U and V , respectively. We make use of the variational
representation of the spectral norm:
‖HΩ(U ⊗ V )‖op = sup
‖a‖2=‖b‖2=1
〈HΩ(U ⊗ V ), a⊗ b〉.
Recalling the definition HΩ : = I − 1pΠΩ, we have
〈HΩ(U ⊗ V ), a⊗ b〉 = 〈U ⊗ V, a⊗ b〉 − 1
p
〈ΠΩ(U ⊗ V ), a⊗ b〉
=
∑
i,j
〈ui, vj〉aibj − 1
p
∑
i,j∈Ω
〈ui, vj〉aibj
= 〈1⊗ 1, (U ⊗ V ) ◦ (a⊗ b)〉 − 1
p
〈ΠΩ(1⊗ 1), (U ⊗ V ) ◦ (a⊗ b)〉
= 〈HΩ(1⊗ 1), (U ⊗ V ) ◦ (a⊗ b)〉,
where ◦ denotes the Hadamard product. It follows that
‖HΩ(U ⊗ V )‖op ≤ ‖HΩ(1⊗ 1)‖op sup
‖a‖2=‖b‖2=1
‖(U ⊗ V ) ◦ (a⊗ b)‖nuc.
On the one hand, Lemma 21 applied to the fixed matrix Z = 1 ⊗ 1 guarantees that ‖HΩ(1 ⊗ 1)‖op ≤
2c
√
d log(d)/p w.h.p. On the other hand, note that [(U ⊗ V ) ◦ (a ⊗ b)]ij = 〈aiui, bjvj〉, so the matrix
(U ⊗ V ) ◦ (a⊗ b) has rank at most r. It follows that
‖(U ⊗ V ) ◦ (a⊗ b)‖nuc ≤
√
r · ‖(U ⊗ V ) ◦ (a⊗ b)‖F
=
√
r
√∑
i,j
(aibj)2(〈ui, vj〉)2
≤ √r
√∑
i,j
(aibj)2max
i,j
|〈ui, vj〉|
=
√
r · 1 · ‖U ⊗ V ‖∞.
Combining pieces, we establish the second inequality in the lemma.
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