In this work, we propose a non-parametric sequential hypothesis test based on random distortion testing (RDT). RDT addresses the problem of testing whether or not a random signal, Ξ, observed in independent and identically distributed (i.i.d) additive noise deviates by more than a specified tolerance, τ , from a fixed model, ξ 0 . The test is non-parametric in the sense that the underlying signal distributions under each hypothesis are assumed to be unknown. The need to control the probabilities of false alarm (PFA) and missed detection (PMD), while reducing the number of samples required to make a decision, leads to a novel sequential algorithm, SeqRDT. We show that under mild assumptions on the signal, SeqRDT follows the properties desired by a sequential test. We introduce the concept of a buffer and derive bounds on PFA and PMD, from which we choose the buffer size. Simulations show that SeqRDT leads to faster decision-making on an average compared to its fixed-sample-size (FSS) counterpart, BlockRDT. These simulations also show that the proposed algorithm is robust to model mismatches compared to the sequential probability ratio test (SPRT).
Sequential Random Distortion Testing of Non-Stationary Processes
In standard binary hypothesis testing problems, fixed-samplesize (FSS) tests, based on a fixed number of observations, decide between two possible statistical hypotheses, the so-called null (H 0 ) and alternative (H 1 ) hypotheses [6] . The decision is generally made under the Bayesian, minimax or Neyman-Pearson frameworks. However, many decision problems are inherently sequential in nature, where observations are collected sequentially [7] - [9] . In his seminal works [10] , [11] , Wald developed a likelihood ratio based sequential approach namely the sequential probability ratio test (SPRT). SPRT is optimal in the sense that it is the fastest on an average compared to all other sequential and FSS tests that guarantee the same probabilities of false alarm (PFA) and missed detection (PMD) [10] , [11] . However, this optimality is lost if there is a mismatch between the assumed and the true signal models or the hypotheses to be tested are composite [7] , [11] - [14] . SPRT and other composite hypothesis testing approaches are extensions of likelihood theory in that they assume prior knowledge regarding the distributions of the observations under each hypothesis to derive the likelihood ratio, perhaps up to a vector parameter in case of nuisance parameters [7] , [15] , [16] . However, in practice, prior knowledge or good models for the distributions under each hypothesis are often not available. This is all the more detrimental as likelihood ratio tests are not robust to uncertainty or model mismatch. Moreover, many approaches in sequential testing make stationarity or independent and identically distributed (i.i.d.) assumptions on the observed process under each hypothesis [7] , [17] . Such assumptions are questionable in practice. SPRT and standard sequential testing solutions in the literature aimed at relaxing stationarity or i.i.d assumptions are still based on likelihood ratio tests [7] and, as such, may suffer from the lack of robustness of these tests. Therefore, it is important to devise robust tests that assume little knowledge of the underlying signal distributions.
To overcome these limitations, in this work, we propose one such algorithm, SeqRDT, which is based on an alternative sequential binary hypothesis testing problem formulation. We assume that the received observation is a real random process Y parameterized by ξ and the hypothesis testing problem considered is H 0 : ξ = ξ 0 vs H 1 : ξ = ξ 0 . We argue that, in many cases, testing the signal exactly for ξ 0 might be too strict due to measurement errors, environmental fluctuations other than noise and other factors as mentioned in [18] . It is reasonable to allow for some distortions around ξ 0 and test for the parameter in the neighborhood of ξ 0 . Therefore, we model the hypothesis test as Y being a noisy version of a random process Ξ, which is a distorted version of ξ 0 with unknown distribution. The hypothesis testing problem is then stated as H 0 : |Ξ − ξ 0 | τ vs H 1 : |Ξ − ξ 0 | > τ (1) with τ ∈ [0, ∞) representing the distortion. The design of the hypotheses in (1) implies that we test for the distorted signal in the small neighborhood of ξ 0 . This problem is referred to as random distortion testing (RDT) and was first proposed in [18] . The authors in [18] assumed that the signal, Ξ, is embedded in Gaussian noise and proposed the optimal single sample test for the problem. The RDT problem was extended for hypothesis testing with multiple samples in [19] , in the form of BlockRDT, where the authors replaced the signal Ξ in (1) by its empirical mean. However, the need for faster decision-making and the inherent sequential nature of many problems lead us to define a novel RDT based framework for sequential testing, which yields a new sequential algorithm, SeqRDT. In this work, we show that with a few key assumptions, SeqRDT guarantees pre-specified PFA and PMD. Importantly, we show that SeqRDT has an almost surely finite stopping time. Moreover, we introduce the notion of a buffer that makes it possible to control the probabilities of error. The theoretical analysis, the control over the error probabilities and the notion of buffer were not present in the past works [20] . A preliminary version without any analysis was presented in [1] and a truncated version of SeqRDT, T-SeqRDT, has been developed in [21] , [22] , where the sequential test is forced to stop if a decision is not made until a certain time. Beyond biomedical signal processing applications [20] , the proposed theoretical framework can be of interest in many real world applications, including communications, radar, fault-detection and structural health monitoring. Below, we summarize the major contributions of the work:
r We propose a new RDT based framework for nonparametric sequential hypothesis testing and introduce a new sequential algorithm, SeqRDT, to solve the binary hypothesis testing problem.
r We analyze the properties of the thresholds, asymptotic error probabilities and introduce the notion of a buffer which helps in controlling the error probabilities of SeqRDT.
r Without any prior knowledge of the signal distribution,
SeqRDT is shown to guarantee pre-specified PFA and PMD, whereas, in contrast, the likelihood ratio based tests need precise knowledge of the signal distributions under each hypothesis.
r Via numerical simulations, the proposed approach is shown to be faster on an average compared to its FSS counterpart, BlockRDT. More importantly, SeqRDT is shown to be robust to mismatches compared to the likelihood ratio based tests. Next, before discussing notations, in Section II we state the problem and discuss the assumptions. In Section III we discuss the test statistic. We introduce SeqRDT in Section IV and analyze PFA and PMD in Section V. In Section VI, the assumptions made in the previous sections are relaxed. The performance of SeqRDT is discussed in Section VII. Finally, Section VIII concludes the paper.
Notation: N is the set of natural numbers and R that of real numbers. Given N ∈ N, R N is the vector space of all N -dimensional row vectors with real components. The components of x ∈ R N are denoted by x 1 , x 2 , . . . , x N and we write x = (x 1 , x 2 , . . . , x N ).
All the random variables are defined on the same probability space (Ω, F, P). We denote the set of all real random variables defined on (Ω, F) by M(Ω, R). Given U ∈ M(Ω, R), P U is the probability distribution of U :
means that Z is Gaussian distributed with mean ξ and variance σ 2 . The generalized Marcum function [23] with order 1/2 is denoted by Q 1/2 . For any Z ∼ N(ξ, 1), we have [24, Eq. (19) and Remark V.3]:
P |Z| > η = Q 1/2 (|ξ|, η).
(2) It follows that, for any (a, b)
where Φ is the cumulative distribution function (cdf) of Z. Q 1/2 increases with its first argument and decreases with its second [23] . Given γ ∈ (0, 1) and ρ ∈ [0, ∞), λ γ (ρ) is defined as the unique solution in x to Q 1/2 (ρ, x) = γ [18, Lemma 2, statement (ii)], so that:
is called a sample of U and denoted by U n . Each U n is an element of M(Ω, R). Given N ∈ N,
We say that U, V ∈ M(Ω, R) N (resp. M(Ω, R) [[1,N ]] ) are independent if any two finite subsequences (U i 1 , U i 2 , . . . , U i k ) and (V j 1 , V j 2 , . . . , V j r ) are independent for i 1 < · · · < i k and j 1 < · · · < j r . We denote by 1 A (x) the indicator function of the set A.
II. PROBLEM STATEMENT AND ASSUMPTIONS
We model the random mixture of a distorted signal of interest and possible interferences by some Ξ ∈ M(Ω, R) N . We suppose that Ξ is observed in additive and independent noise X with i.i.d samples and unknown cdf F. The observation process is Y with Y n = Ξ n + X n for any n ∈ N and we write Y = Ξ + X. We assume that Ξ under the null hypothesis (H 0 ) is generated from an underlying joint distribution P ξ 0 . Under the alternative hypothesis (H 1 ), Ξ is supposed to be generated by any underlying arbitrary joint distribution other than P ξ 0 , i.e., Ξ P ξ 0 . No assumption is made on the stationarity or the distribution of Ξ. The samples Ξ n are thus not necessarily i.i.d. We summarize the problem as:
The problem in its current form (5) is difficult to tackle since we do not assume any knowledge of the signal distributions under the two hypotheses. Therefore, we associate with each hypothesis a non-parametric distance related criterion independent of these possible distributions as motivated in Section I. This criterion then serves as a surrogate to the actual hypotheses to be tested. This idea was first proposed in the form of RDT in [18] and was later extended for multiple samples by BlockRDT [19] as discussed earlier in the Introduction. We now present the model more specifically.
In our formulation, Ξ models distortion other than noise around a fixed model ξ 0 . For instance, such distortion can result from interferences as encountered in radar, sonar and telecommunication systems. We, however, expect that, for N sufficiently large, the empirical mean Ξ N remains close to ξ 0 under H 0 and drifts significantly away from ξ 0 under H 1 . We can then formalize the foregoing by quantifying the possible drift between Ξ N and ξ 0 via | Ξ N − ξ 0 |, introducing a tolerance τ ∈ [0, ∞) on this distance to specify the maximal acceptable drift and assuming the existence of some N 0 ∈ N such that, either | Ξ N − ξ 0 | τ for any N N 0 or | Ξ N − ξ 0 | > τ for any N N 0 . The former (resp. latter) hypothesis above becomes the null (resp. alternative) hypothesis H 0 (resp. H 1 ) in the surrogate model for (5) . Given the observation Y , the SeqRDT problem addressed in this paper is then the sequential testing of H 0 against H 1 , written as:
where, throughout the paper and without recalling it, τ ∈ [0, ∞). The above testing model encompasses the BlockRDT model [19] for a fixed sample size, N , and X ∼ N(0, 1). Here, N 0 and the tolerances τ and τ H are known a priori, based on some prior knowledge about the signal. The idea is that, although the exact distributions in play are unknown, the user's experience on some representative data may be sufficient to roughly bound the behavior of the empirical mean with respect to ξ 0 . Discussion of procedures suitable for extracting such knowledge is beyond the scope of this work because they depend on the targeted application. The generic question is how far we can get if prior knowledge on the process is limited to such bounds.
Remark 1: The above problem (6) tests whether the deviation of the signal mean Ξ N around ξ 0 is below (or above) a specified tolerance τ for the null hypothesis (or the alternate hypothesis) to be true. As indicated above, this non-parametric criterion then serves as a surrogate to the complete knowledge of the signal distributions and thus avoids their prior knowledge. Likelihood ratio based tests are, therefore, not feasible for the above problem.
Example 1 (Change-in-mean testing): The SeqRDT problem (6) embraces the testing of a change in the mean of a Gaussian process [7] when, given two known real values ξ 0 and ξ 1 , Ξ n = ξ 0 for all n ∈ N under H 0 , Ξ n = ξ 1 for all n ∈ N under H 1 , τ = 0, N 0 = 1 and X ∼ N(0, 1) in (6) .
Example 2 (Bounded regime testing): Given ξ ∈ R and h ∈ [0, ∞), say that Ξ follows the (bounded) regime (ξ, h) and write Ξ ∼ (ξ, h) if, for any N ∈ N, | Ξ N − ξ| h. A sufficient condition for Ξ ∼ (ξ, h) is that |Ξ n − ξ| h (a-s) for any n ∈ N. Suppose that Ξ satisfies either H * 0 : Ξ ∼ (ξ 0 , h 0 ), where the regime (ξ 0 , h 0 ) is given, or H * 1 : Ξ ∼ (ξ 1 , h 1 ), where (ξ 1 , h 1 ) is any possibly unknown regime other than (ξ 0 , h 0 ). Say that the regimes (ξ 0 , h 0 ) and (ξ 1 , h 1 ) are separate if |ξ 1 − ξ 0 | h 0 + h 1 , which amounts to assuming that
Remark 2: Since our results hold for any random signal sequence, Ξ, they also hold for any deterministic sequence. The two statements are actually equivalent, as can be seen by simple conditioning on Ξ. The reader can thus think of Ξ as being deterministic and arbitrary. Clearly, no independence assumptions on Ξ are required. The assumptions that really matter are those on the noise sequence, X. Indeed, since the main quantity appearing in H 0 and H 1 is the empirical average of the distorted signal Ξ, which we observe up to some i.i.d. noise, we can reduce the problem to a Gaussian problem through the Berry-Esseen theorem.
A. Assumptions
To solve problem (6) sequentially, we introduce two additional assumptions. The first one is asymptotic and can be regarded as a weak notion of ergodicity. The second one concerns the case of finite sample sizes. Both assumptions are used below to state different results. Their use depends on the available amount of prior information on the process.
for which exist τ − ∈ [0, τ) and τ + ∈ (τ, ∞) such that:
Remark 3: Assumption 2.1 is automatically satisfied if Ξ is stationary and ergodic [25, Ch. 4, Sec. 24] . In this case, there exists ξ ∈ R such that E [Ξ n ] = ξ for every n ∈ N, so that Assumption 2.1 holds with Ξ ∞ = ξ and ξ ∈ {ξ 0 , ξ 1 }.
Basically, Assumption 2.1 will prove helpful to characterize the relevance of the sequential procedure introduced in Section IV (see Theorem 4.2) in asymptotic conditions. The next assumption is aimed at establishing additional results in non-asymptotic situations.
Remark 4: At this stage, it is crucial to emphasize the significance of Assumption 2.1 and Assumption 2.2, as well as the differences between them with respect to the two hypotheses in (6) . Assumption 2.1 is asymptotic in nature, whereas Assumption 2.2 is not. Moreover, Assumption 2.2 does not require the existence of an (a-s) convergence of the empirical mean in contrast to Assumption 2.1. The two assumptions will be helpful to better control the behavior, specifically, PFA and PMD of the sequential test. This better control will actually be rendered possible via the strict inequalities between τ − and τ , on the one hand, and between τ + and τ , on the other hand. By so proceeding, | Ξ N − ξ 0 | is kept away from τ , under H 0 and H 1 . The decision will then turn out to be all the more reliable as τ − and τ + drift away from τ , which can be seen as the frontier between the two hypotheses in (6) . Note also that, if Assumption 2.2 and (7) hold true together, | Ξ ∞ − ξ 0 | remains bounded away from τ and all the properties stated under Assumptions 2.1 and 2.2 add to guarantee an even better grip on the behavior of the sequential testing.
Remark 5: It must be noted that the Assumption 2.2 was not required in both RDT [18] and its FSS version, BlockRDT [19] .
The tests proposed in these works were designed to guarantee PFA below a pre-specified level, while guaranteeing a minimal PMD for FSS tests, without any control over this probability. As already emphasized in the previous remark, Assumption 2.2 gives the algorithm designer control over both PFA and PMD for FSS tests, as well as for the sequential testing framework proposed in this work.
We now give two simple examples to illustrate Assumption 2.1 and Assumption 2.2.
Example 3: (i) Consider a random variable U with unknown distribution. We assume, under H 0 : |U | τ − and under H 1 : |U | τ + . Suppose further that Ξ n = U + Δ n , for n ∈ N when the Δ n s are i.i.d with zero mean and unknown distribution. This translates to Assumption 2.1 with ξ 0 = 0 with the application of the strong law of large numbers.
(ii) Consider a random variable U n ∼ N(ξ i , 1) for n ∈ N and i ∈ {0, 1}. We assume, under H 0 : ξ = ξ 0 and under H 1 : ξ = ξ 0 . Without loss of generality we assume ξ 0 = 0 and if we have |ξ 1 | τ + > τ − . If Ξ n = 1 n n i=1 U i , Assumption 2.1 is verified. Moreover, the above process is a non-stationary Markov process under both hypotheses and a variant of the random walk. Similarly, many examples of practical interest can be framed in terms of Assumption 2.2 also, with little prior knowledge of the underlying signals. This will become clearer in the experimental section.
Next we discuss the structure of the tests used to design SeqRDT and their asymptotic properties.
III. TEST STATISTIC
Given γ ∈ (0, 1) and τ 0, let us define T N,γ :
Proposition 3.1 below describes the asymptotic behavior of such tests under Assumption 2.1. These tests play a crucial role in the design of SeqRDT for the problem stated in (6) .
Proposition 3.1: Given γ ∈ (0, 1) and τ 0, T N,γ satisfies the following asymptotic behavior for testing H 0 against H 1 in (6):
(i) we have
under H 1 : lim
Proof: Proof of statement (i): From (8) and Lemma A.1,
Therefore, under H 0 and for any N N 0 , we have:
According to (4), the upper-bound in the second inequality above equals γ + 2δ N . As N grows to ∞, δ N vanishes and (9) follows. We prove (10) similarly. We begin by combining (8) and
(13) It then suffices to particularize (13) under H 1 for N N 0 and make N grow to ∞ to complete the proof.
Proof of statement (ii): Under H 0 and Assumption 2.1,
We then derive from (12) and the Lebesgue dominated convergence theorem that, under H 0 : lim
Similarly, under H 1 and Assumption 2.
By injecting this equality into (13) and using the Lebesgue dominated convergence theorem again, we obtain: lim
under H 1 , which concludes the proof. Proposition 3.1 enhances the interest of the tests defined in (8) . Proposition 3.1 (i) implies that with the use of only one threshold, λ γ (τ √ N )/ √ N , PFA is guaranteed to stay below γ, but PMD is only guaranteed to be below 1 − γ. Therefore, with only one threshold, we can design a test which simply controls PFA, without any control over PMD. In contrast, with the use of two thresholds along with Assumption 2.2, the designer can control both PFA and PMD of the algorithm. Moreover, one of these thresholds should be small enough to diminish PFA. In contrast, the other one should be sufficiently high so as to make PMD small. Such a strategy naturally leads to a sequential approach. Also, Proposition 3.1 (ii) highlights the importance of Assumption 2.1 in achieving arbitrarily low PFA and PMDs for large but fixed sample sizes. However, we need to control the number of samples, which again highlights the need for a sequential approach. As a matter of fact, with the thresholds designed according to (8) , we can design a sequential test capable of reducing the decision-making time for the testing problem defined in (6) , while guaranteeing certain performance levels. This sequential approach is described below.
IV. ALGORITHM: SeqRDT
Section III motivates a sequential approach involving two thresholds designed using (8) . One of these thresholds must guarantee an upper-bounded PFA, while the other aims at upperbounding PMD. Given any natural number M N 0 − 1, the sequential procedure SeqRDT suggested by Proposition 3.1 for testing H 0 against H 1 in (6) is specified by defining the stopping time:
with:
Here, D M (N ) represents the decision variable with D M (N ) = 0 equivalent to saying that H 0 is decided, D M (N ) = 1 equivalent to saying that H 1 is decided and D M (N ) = ∞ equivalent to saying that no decision is made at the N th sample and that the algorithm will update the statistic and repeat the test with the (N + 1) th sample. Note that M is the number of samples SeqRDT waits for before starting the test. We refer to this M as the buffer size. An appropriate M can be chosen based on some elementary knowledge of the signal. This will be made clearer in the coming section and Section VII.
The choice for γ and γ can be figured out as follows. The PFA of SeqRDT is:
In the same way, the PMD is:
Since the goal of the sequential algorithm is to guarantee P FA (D M ) and P MD (D M ) below certain pre-specified levels α and β, respectively, Proposition 3.1 leads us to choose γ = 1 − β and γ = α with α, β ∈ (0, 1/2). This assumption is required to ensure λ L (N ) < λ H (N ) (refer to Proposition 4.1 (i)). Moreover, typical values of α and β are of the order of 10 −1 to 10 −4 , so the assumption is not particularly restrictive. Henceforth, we always assume α, β ∈ (0, 1/2) and set:
Next, we analyze the properties of the proposed thresholds.
A. Threshold Properties
Proposition 4.1 below validates that such thresholds are appropriate for SeqRDT under both asymptotic and nonasymptotic conditions. Proposition 4.1: We have:
is decreasing in N ∈ N and lower bounded by τ , (iii) for N large enough, the threshold λ L (N ) is increasing in N and upper bounded by τ , (iv) both thresholds approach τ as N increases: lim
Proof: Apply Lemmas B.4, B.5 and B.6. Proposition 4.1 (i) & (ii) imply that, as N → ∞ and thus, in vanishing noise, the test will resemble a non-sequential test as both thresholds become equal to τ .
The question addressed now is then "Can this choice of thresholds give some performance guarantees?".
Before stating several theorems to answer this question, we establish the following straightforward inequalities, which will prove useful at several places in the sequel. With the same notation as above, for any given ε ∈ {0, 1}, we have: (18) and Lemma A.1 that, regardless of Assumption 2.1: 
(a-s). The Lebesgue dominated convergence theorem then implies that lim M →∞ P FA (D M ) = 0.
Similarly, we derive from (20) , (18) and Lemma A.1 that, regardless of Assumption 2.1:
It then suffices to apply Assumption 2.1, Lemma A.2 and the Lebesgue dominated convergence theorem to obtain the second equality in (ii). The above theorem implies that under Assumption 2.1, i.e., if the empirical mean of the signal centered around ξ 0 converges away from τ , the sequential test (15) takes a decision in finite time with probability one. The theorem also implies that PFA and PMD diminish with the increasing buffer size, M . Next, we give some performance guarantees for the nonasymptotic regime. In this regard, the next theorem shows that without any assumption on the signal model, the bounds on PFA and PMD can be loose. Therefore, we make use of Assumption 2.2 to derive tighter bounds on PFA and PMD and use these bounds to choose an appropriate buffer size, M , such that PFA and PMD can be controlled. We derive two bounds in the next section.
V. ANALYSIS: PFA AND PMD
In this section, we derive bounds on PFA and PMD of SeqRDT in the next two theorems.
Theorem 5.1 (Non-Asymptotics: P FA (D M ) and P MD (D M )):
Proof: Under H 0 , we derive from (15) Similarly, for the probability of missed detection, under H 1 , (15), (17) , (18) , (19) The lower bounds for P FA (D M ) and P MD (D M ) derived in Theorem 5.1 always stay below levels α and β, respectively. Theorem 5.1 also states that, without any assumption, the upper bounds on P FA (D M ) and P MD (D M ) although bounded by unity, are loose. Hence, by assuming further knowledge of the signal through Assumption 2.2 and noise to be Gaussian distributed, which is of practical interest in many applications and which induces δ k = 0 for all k ∈ N, we derive tighter upper bounds on P FA (D M ) and P MD (D M ) in the next theorem. These bounds will be used to choose appropriate buffer sizes for SeqRDT. 
where a 1 a 2 = min(a 1 , a 2 ) for a 1 , a 2 ∈ R. (23) and (21) and using δ k = 0 for all k ∈ N for Gaussian noise yields the bounds:
We obtain UB2 FA (M ) by writing first:
Now using the union bound and from the Frechet inequality it follows that:
For any N M + 1, Lemma A.1 and Assumption 2.2 along with δ k = 0 for all k ∈ N imply that under H 0 ;
For any K ∈ [[M + 1, N − 1]], we can write:
Again from Lemma A.1, Assumption 2.2 and δ k = 0 for all k ∈ N under H 0 we have:
The bound UB2 FA (M ) follows by injecting (31) 
Proof of statement (ii):
For any given ρ ∈ [0, ∞) such that ρ = τ and for all γ ∈ (0, 1), it follows from Lemma B.3 that the map N ∈ N → Q 1/2 (ρ √ N, λ γ (τ √ N )) is decreasing if ρ < τ and increasing if ρ > τ. Therefore, UB1 FA (M ) and UB1 MD (M ) also decrease with M . A careful inspection of UB2 FA (M ) and UB2 MD (M ) reveals that each term involved in these bounds is decreasing with M . Statement (ii) follows since the minimum of two decreasing terms is decreasing.
Theorem 5.2 makes it possible to choose the least buffer size M guaranteeing specified values for the upper bounds UB1 FA (M ) UB2 FA (M ) and UB1 MD (M ) UB2 MD (M ). Therefore, with the choice of an appropriate buffer size M , we can expect to control P FA (D M ) and P MD (D M ) under desired levels. More precisely, if we want a test that guarantees P FA (D M ) α and P MD (D M ) β for specified 0 < α < 1/2 and 0 < β < 1/2, we can choose an appropriate M as follows. First, choose M 1 such that
The buffer size can then be fixed to M = max(M 1 , M 2 ). In Section VII, we will proceed in this manner to choose the buffer size. It is, however, important to emphasize that the upper bounds given in Theorem 5.2 could still be loose in some scenarios, as the terms UB2 FA (M ) and UB2 MD (M ) are derived from the intersection of multiple events. However, according to Theorem 5.2 (i) and (25) these bounds will always stay below UB1 FA (M ) and UB1 MD (M ) even if UB2 FA (M ) and UB2 MD (M ) are loose. Moreover, UB1 FA (M ) and UB1 MD (M ) are always guaranteed to stay below one.
VI. AN EXTENSION
Suppose that, instead of (6) where the inequalities are assumed to be satisfied in (a-s) sense, we have H * 0 :
1 − ε with a small positive constant ε min(α, β). Under the assumptions of Theorem 5.2, SeqRDT can still be used as follows to test H * 0 against H * 1 with guaranteed bounds on PFA and PMD. Indeed, given α, β ∈ (0, 1/2), choose M so that UB1 FA (M ) UB2 FA (M ) α and UB1 MD (M ) UB2 MD (M ) β in (25) . Under H * 0 , the PFA, P * FA , of SeqRDT satisfies:
is the conditional probability that assigns to each A ∈ F Ω 0 the probability P(A|Ω 0 ). According to Theorem 5.2, P D M (T ) = 1 Ω 0 α − ε and thus P * 
VII. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we perform some simulations to highlight the advantages of SeqRDT compared to BlockRDT [19] and SPRT [10] , [11] . We first present the detection problem considered to carry out the experiments, then we outline each algorithm and finally, carry out the comparison of the presented algorithms for different parameter values.
A. The Gaussian Mean Detection Problem
In the classical Gaussian mean detection problem [7] , the observation is Y n = Ξ n + X n , with X n i.i.d ∼ N(0, 1) for n ∈ N, Ξ n = ξ 0 under H 0 and Ξ n = ξ 0 under H 1 , where ξ 0 is a deterministic constant. This problem can be formulated in the SeqRDT framework (6) with τ = 0 and N 0 = 1. But, in many applications, there might be a mismatch between the model and the actual signal observed in practice. In reality, under either hypothesis, the actual signal would not be a constant assumed by the model, but rather a perturbed version of this constant. Such unavoidable perturbation may be hard to model in a parametric setup and likelihood ratio based tests can fail to guarantee reliable performance in the presence of model mismatches [18] . However, the BlockRDT setup [19] and the SeqRDT setup as given in (6) and (15) are not limited by these drawbacks. Therefore, instead of dealing with the somewhat unrealistic
(29) model described above, we consider the case when the signal is Ξ n = ξ i + Δ n under H i for i ∈ {0, 1} and for all n ∈ N. Here, Δ n models possible additive distortion with unknown distribution. In what follows, we compare different algorithms for mean testing of the distorted signal Ξ. Specifically, we consider two cases: first the bounded regime (bounded distortion) case introduced in Example 2 and then, the unbounded regime case (the distortion is not bounded). In the second case, we show that, even if the assumptions of SeqRDT are not strictly satisfied, SeqRDT will still be able to provide sufficient performance guarantees.
B. Bounded Distortion
We consider the case where there exist positive real values h 0 , h 1 and H such that 2h 0 < h 1 < H and ∀n ∈ N, |Δ n | h 0 and h 1 |ξ 1 − ξ 0 | H. We thus have | Δ N | h 0 and h 0 < h 1 − h 0 < |Δ n + ξ 1 − ξ 0 | h 0 + H, which imply:
(34) This makes it possible to test the distorted signal using SeqRDT H, ∞) and N 0 = 1. This is all SeqRDT needs to know to conduct the test, irrespective of the distortion distribution (please see Assumption 2.2).
For experimental illustration, we first choose
This distortion distribution has to be fully known for SPRT, whereas SeqRDT and BlockRDT are unaware of it and need to know only a few parameters. We now discuss the algorithms in the considered bounded regime.
SeqRDT: By referring to (34) and Example 2, one potential choice for the tolerances in the SeqRDT framework can be τ − = h 0 , τ + = 3h 0 , τ = 2h 0 and τ H = |ξ 1 − ξ 0 | + h 0 . With this choice, H 0 and H 1 specify bounded and separate regimes with N 0 = 1. The choice of these values is not rigid. These values were chosen for ease of presentation and illustration purposes, but infinitely many others could have been considered to yet guarantee bounded and separate regimes. Note also that we need not know the distortion distribution to design the tolerances. These tolerances can be learned over time or can be available a priori to the user, as discussed earlier in Section II.
BlockRDT: In the BlockRDT framework, problem (6) is tested for a fixed number of samples N N 0 . Specifically, we have N observation samples as N(0, 1) . A solution to this problem is proposed in [19] & [26] 
The rationale behind [Invariance in mean] is straightforward. [Constant conditional power] encapsulates the idea that T should not yield different results for different distributions of
The notion of domain is required for mathematical correctness.
Let K γ denote the class of all BlockRDT-coherent tests with level γ. This class can be partially ordered as follows: given 
According to [19] & [26] , the N -dimensional test T * N,γ : R N → {0, 1} defined for every x ∈ R N by:
is maximal in K γ : for any T ∈ K γ , T T * N,γ . Let 
The PFA, P SPRT FA and the PMD, P SPRT MD of SPRT are guaranteed to stay below α and β, respectively [10] , [11] . In our case,
. SPRT requires the knowledge of distortion distribution. But in many practical scenarios, it is unaware of the distortion. In this case, we represent the algorithm by SPRT-MM and denote by T SPRT-MM , P SPRT-MM FA and P SPRT-MM MD , its stopping time, PFA and PMD, respectively. SPRT-MM has same thresholds as SPRT and log-likelihood ratio is:
C. Unbounded Distortion
Because Assumption 2.2 might not be satisfied for all types of distortion, we relax Assumption 2.2 by considering unbounded distortions Δ n ∼ N(0, σ 2 ) for n ∈ N. The notation below remains the same as in the bounded regime case.
SeqRDT:
Although the (a-s) convergence in (34) (Assumption 2.2) is not satisfied, simulations show that SeqRDT is still able to guarantee performance.
BlockRDT: For τ − = h 0 , the probabilities stay the same as derived above for SeqRDT.
SPRT: Because SPRT is aware of the distortion distribution Δ n ∼ N(0, h 2 0 ) (n ∈ N), the log-likelihood ratio in (36) becomes Λ N = N
Unaware of the distortion distribution, SPRT-MM remains the same as specified for the bounded regime.
D. Comparison: SeqRDT, BlockRDT and SPRT
For both the bounded distortion case described in Section VII-B and the unbounded distortion case described in Section VII-C, we define |ξ 1 − ξ 0 | as the Signal-to-Noise Ratio (SNR) and we choose h 0 = 0.1 in our simulations. First, to perform SeqRDT, we must first choose an appropriate buffer size M N 0 − 1. We fix M such that P FA (D M ) and P MD (D M ) are below specified levels α and β, respectively, by making use of the upper bounds derived in Theorem 5.2 (i). Figure 1 plots the upper bounds on P FA (D M ) and P MD (D M ) given by Theorem 5.2 (i), when M increases. Note that the terms UB2 FA (M ) and UB2 MD (M ) in Theorem 5.2 are infinite sums over N = M + 2 to ∞. For simulation purposes, we curtail the sum to N = 500 terms, which approximates the bounds sufficiently well. From Figure 1 we choose M = 90.
First, in Table I we analyze the average number of samples taken by SeqRDT compared to its FSS counterpart BlockRDT for level α = β = 0.01 and for two cases one when BlockRDT utilizes τ − and second when it uses τ to design the threshold. We compare N B-RDT needed for BlockRDTto guarantee that P B-RDT MD (N B-RDT , β) stays below β against T of SeqRDT designed to guarantee that P FA (D M ) and P MD (D M ) stay below α and β, respectively. For BlockRDT, we choose τ + = |ξ 1 − ξ 0 | − h 0 to compute N B-RDT . This is the best τ + we can choose to have In Tables II and III , we compare the average stopping times and PFA and PMD of SeqRDT against SPRT and SPRT-MM, for different SNRs and for levels α = β = 0.01 and α = β = 0.05 for bounded distortions and for α = β = 0.01 and α = β = 0.001 for unbounded distortions. We average the stopping times, PFA and PMD over 10 5 Monte Carlo iterations. The stopping time is taken to be the average of the stopping times under the two hypotheses. As expected, SPRT is optimal if the distortion and noise distributions are completely known. On the other hand, when SPRT is unaware of the distortions, we notice that for SPRT-MM, PFA and PMD cannot be guaranteed to stay below the levels α and β, for unbounded distortions, especially at low SNRs. SPRT is sensitive to model mismatches, whereas SeqRDT is robust and requires knowledge of a few parameters only. The results of Table III imply that Assumption 2.2 need not be satisfied in a strict (a-s) sense. If the assumption is satisfied with sufficiently high probability, SeqRDT still provides sufficient performance guarantees. This means that SeqRDT is also robust to mismatches with respect to the choice of parameter values and can be expected to perform well even if the tolerances are not known precisely or are merely known approximately.
VIII. CONCLUSION
In this work, we proposed a new algorithm SeqRDT for non-parametric sequential hypothesis testing. We studied the properties of the thresholds and showed that the chosen thresholds are appropriate for conducting the sequential test. We introduced the concept of a buffer; the size of this buffer helps control PFA and PMD of the proposed test. Simulations showed that the SeqRDT approach leads to faster decision-making on an average compared to its FSS counterpart, BlockRDT [19] . Moreover, we showed that SeqRDT is robust to model mismatches compared to SPRT [10] , [11] . Extension of SeqRDT to multi-dimensional observations may be addressed in future work.
APPENDIX A USEFUL LEMMAS
Lemma A.1: For any N ∈ N and any η 0, we have:
Proof: Using Berry-Esseen inequality [27, Chap. 3] :
Since Ξ N and X N are independent, we have:
It then follows from (37) that, for all x ∈ R:
We derive from the foregoing that:
and conclude since ψ(a, b) = ψ(|a|, b) = 1 − Q 1/2 (a, b). Lemma A.2: If Ξ satisfies Assumption 2.1, then, for any γ ∈ (0, 1), we have:
It follows that, for any ε > 0 and any ω ∈ Ω , there exists N 0 (ε, ω) ∈ N such that, for any N N 0 (ε, ω), N ) increases, we can also write that, for all ε > 0 and all ω ∈ Ω , there exists N 0 (ε, ω) ∈ N such that, for any N N 0 (ε, ω):
Under H 0 , (7) implies the existence of Ω 0 ∈ F such that, for any
any ω ∈ Ω 0 , it follows from Lemma B.2 that:
(40) Since P(Ω ∩ Ω 0 ) = 1, Eqs. (39) and (40) imply that:
Under H 1 , the proof is similar. From (7), there exists Ω 1 ∈ F such that:
For ε > 0 such that τ + − ε > τ, Lemma B.2 induces that, for any ω ∈ Ω 1 :
(41) Since P(Ω ∩ Ω 1 ) = 1, it follows from (41) and (39) that:
which concludes the proof.
APPENDIX B PROPERTIES OF THE THRESHOLDS
Lemma B.1: For any γ ∈ (0, 1):
(42) To prove that g(ρ) tends to θ when ρ → ∞, we proceed by contradiction. If g(ρ) does not tend to θ when ρ → ∞, there exists some positive real number ε such that, for all n ∈ N, there exists some real number ρ n > n such that either g(ρ n ) > θ + ε or g(ρ n ) < θ − ε. Basically, lim n→∞ ρ n = ∞. Consider any η ∈ (0, Φ(θ) − Φ(θ − ε)). Since lim n→∞ Φ(2ρ n + θ + ε) = 1, there exists N 0 ∈ N such that, for all n N 0 :
(43) Similarly, since lim n→∞ Φ(2ρ n + θ − ε) = 1, there exists N 1 ∈ N such that, for all n N 1 :
(44) Let n be any integer above max(N 0 , N 1 ). If g(ρ n ) < θ − ε, we then have Φ(g(ρ n )) < Φ(θ − ε) and Φ(2ρ n + g(ρ n )) < Φ(2ρ n + θ − ε). Eqs. (42) and (44) then imply that:
which is impossible because of our choice for η. Therefore, we cannot have g(ρ n ) < θ − ε. We cannot have g(ρ n ) > θ + ε either because, via (42) and (43), this inequality implies: 
Proof: Let (σ n ) n∈N be a sequence of positive real values such that lim n→∞ σ n = 0 and set ρ n = τ /σ n for each n ∈ N. According to (2), Q 1/2 (ρ/τ )ρ n , λ γ (ρ n ) = P[ (ρ/τ ) + X/ρ n > λ γ (ρ n )/ρ n ] for any X ∼ N(0, 1). It follows from Lemma B.1 (ii) that |(ρ/τ ) + (X/ρ n )| − λ γ (ρ n )/ρ n = (ρ/τ ) − 1 (a-s). Therefore, the cdf of (ρ/τ ) + (X/ρ n ) − λ γ (ρ n )/ρ n converges weakly to 1 [(ρ/τ )−1,∞) . Since ρ = τ , this weak convergence implies that lim n→∞ P[ (ρ/τ ) + X/ρ n > λ γ (ρ n )/ρ n ] = 1 (τ,∞) (ρ). Thence the result since (σ n ) n∈N is arbitrary.
Lemma B.3 (Non-Asymptotic behavior of Q 1/2 ): Given τ ∈ [0, ∞), ρ ∈ (0, ∞) and γ ∈ (0, 1), the map:
Proof: Given ρ and τ , we want to study the behavior of
After differentiating the two members of this equality above and after some routine algebra, we obtain:
where λ γ is the first derivative of λ γ . We now differentiate Q defined by (46). Some easy computation yields:
1 − e −2ρσλ γ (τσ) . By injecting (47) into the equality above, we obtain: (48) with Δ ε (ρ, τ ) = (1 + εe −2τσλ γ (τσ) )/(1 + εe −2ρσλ γ (τσ) ) and ε ∈ {−1, +1}. For all σ 0, the sign of Q is therefore that of (ρ/τ ) − (Δ −1 (ρ, τ )/Δ +1 (ρ, τ )) We verify easily that: ρ < τ ⇔ Δ − (ρ, τ ) > 1 ⇔ Δ + (ρ, τ ) < 1 ρ = τ ⇔ Δ − (ρ, τ ) = Δ + (ρ, τ )) = 1 Therefore, if ρ < τ, ρ/τ < 1 < Δ − (ρ, τ )/Δ + (ρ, τ ), which implies that Q (σ)< 0 and, thus, that Q decreases. On the other hand, if ρ > τ, we have ρ/τ > 1 > Δ − (ρ, τ )/Δ + (ρ, τ ), so that Q increases in this case. Lemma B.4: Given ρ ∈ (0, ∞), the map γ ∈ (0, 1) → λ γ (ρ) is decreasing.
Proof: A straightforward consequence of (4) and the decreasing nature of Q 1/2 with its second argument.
Lemma B.5: (P1) For any τ ∈ [0, ∞) and any η ∈ (τ, ∞), the map σ ∈ (0, ∞) → Q 1/2 τ /σ, η/σ is increasing. (P2) The map ρ ∈ (0, ∞) → Q 1/2 ρ, ρ is decreasing, lower-bounded by 1/2 and lim ρ→∞ Q 1/2 ρ, ρ = 1/2. (P3) For any γ ∈ (0, 1/2), the map ρ ∈ (0, ∞) → λ γ (ρ)/ρ is decreasing and lower bounded by 1. Let us consider UB2 FA (M ) given in (27) , we have:
Each term of the above summation is positive and t > 0 → Q 1/2 (τ − √ t, λ α (τ √ t)) is decreasing since τ − < τ, as a consequence of Lemma B.3. Therefore, to show that the above series converges, it suffices to show that
is finite for some ζ > 0, with α ∈ (0, 1/2) and τ − < τ. From the definition of Q 1/2 (a, b) given in (3), we have:
where Φ c (x) = 1 √ 2π ∞ x e −z 2 2 dz, also known as the standard Q function, is the complementary cdf of a standard normal distributed random variable. Using (51) in (50) and the fact that we have Φ c (λ α (τ √ t) + τ − √ t) Φ c (λ α (τ √ t) − τ − √ t) for any t, we get
where (a) results from Φ c (x) e −x 2 /2 for x > 0 as, for α < 1/2, λ α (τ √ t) − τ − √ t > 0 according to Lemma B.5 (P3). Therefore, to show that I FA (ζ) < ∞, it suffices to show
with u(t)
To prove (52), we need the following properties. (C4) From (C3) u(t) increases for t > A > 0, which implies that u −1 (x) increases for x > u(A). It follows that lim x→∞ (τ 1−G α (u −1 (x)) 1+G α (u −1 (x)) − τ − ) = τ − τ − . Thence (C4). Choose any a ∈ (0, τ − τ − ) and ζ max(A, u −1 (B)) where A and B are given by (C3) and (C4), respectively. By the Jacobi's transformation formula (see [28, Theorem 12.6 ], among others) and the fact that u (u −1 (x)) > 0 for any x > u(ζ) since ζ > A, we have:
By (C2), ∀x u(ζ) we have:
On the other hand, (C1) implies ∀x u(ζ) we have: 1
Finally, (C4) induces that ∀x u(ζ):
By injecting (55) and (56) into (54), we obtain u (u −1 (x)) a(τ − τ − )/2x for all x u(ζ). Therefore, it results from (53) that J FA (ζ) 
