Abstract. The family of negative torus links Tp,q over a fixed number of strands p admits a stable limit in reduced Khovanov homology as q grows to infinity. In this paper, we endow this stable space with a bi-graded commutative algebra structure. We describe these algebras explicitly for p = 2, 3, 4. As an application, we compute the homology of two families of links, and produce a lower bound for the width of the homology of any 4-stranded torus link.
Introduction
Introduced by Khovanov [Kho00] , Khovanov homology is a bi-graded homology theory that generalizes the Jones polynomial. More precisely, its graded Euler characteristic gives back the Jones polynomial. It is thus natural to ask oneself the following question:
If there is an explicit formula for the Jones polynomial of a given family of links, is there also an explicit description of the Khovanov homology of that family?
One such example, which will be our focus in this paper, is the family of negative torus links T p,q . For p = 2, 3, their homologies Kh * , * (T p,q ) have been computed for all q respectively by Khovanov [Kho00] and Turner [Tur08] or Stosic [Sto09] . However such computations are notoriously hard: even for computers, there is a threshold beyond which computations are not possible. One approach to study these families is to look at another theory, the triply graded homology, which generalizes the HOMFLY-PT polynomial. In this realm, our earlier question has been investigated with much success by Hogancamp et al. ([EH16] , [Hog17] amongst others) or more recently by Mellit [Mel17] .
Another approach is to regularize the homologies of torus links over a fixed number of strands by increasing the number of twists. The question of the existence for this stable Khovanov homology of torus links Kh * , * (T p,∞ ) was asked by Dunfield, Gukov and Rasmussen [DGR06] and answered positively by Stošić [Sto07] . These stable spaces exhibit very nice properties and are known to generalize the Jones-Wenzl projectors (Rozansky [Roz10] ). As surprising as it may sound, they are actually easier to compute than their finite counterparts. Moreover there is a beautiful conjecture, due to Gorsky, Oblomkov and Rasmussen [GOR13] , proved by Hogancamp [Hog15] for the triply graded homology. It not only predicts what these spaces should be, but also that they should carry an extra structure, that of an algebra. We will follow that approach and restrict our attention to the reduced Khovanov homology with Z 2 coefficients. The main feature we use in our work is the functoriality of Khovanov homology. For each p ≥ 2, we endow Kh * , * (T p,∞ ) with an algebra structure that originates from well-chosen sequences of diagrams, or movies for short. More precisely we have:
Reduced Khovanov homology
In this introductory section, we briefly describe a chain complex for reduced Khovanov homology over Z 2 and present selected properties. In a second part, we explore the naturality of these properties. Finally, we define the stable limit Kh * , * (T p,∞ ).
1.1. Background. To fix notations, we dedicate this subsection to a construction of the (reduced) Khovanov chain complex over Z 2 . We follow Turner's Hitchhiker's guide [Tur14] . Let D be an oriented link diagram. Denote by χ D the set of crossings of D. Any crossing c ∈ χ D can be smoothed in two different ways, described below. To any subset A ⊂ χ D , one can associate a smoothing s A defined by:
Thus to any such subset, one can associate a vector space V A ∶= Z 2 {x γ γ circle in s A } and the exterior algebra ΛV A over V A . This algebra is generated by symbols x γ 1 ∧ . . . ∧ x γ k , such that x∧x = 0 for any x ∈ ΛV A . Since we work with Z 2 coefficients, the equality x∧y = y ∧x holds. Hence we shall supress the wedge notation and adopt a polynomial notation xy ∶= x ∧ y.
In particular, we now have x 2 γ = 0 for any circle γ. Before we construct the Khovanov chain complex, let us define one more object. Definition 1.2. Let W = ⊕ i 1 ,i 2 W i 1 ,i 2 be a Z 2 -graded vector space. For (k 1 , k 2 ) ∈ Z 2 , the shifted vector space W [k 1 , k l ] is the Z 2 -graded vector space defined by
Given an oriented link diagram D, let n − (D) (resp. n + (D)) be the number of negative (resp. positive) crossings of D. The algebra ΛV A can be Z-graded: consider the quantum grading q ∶ ΛV A → Z defined on monomials as q(x γ 1 ⋯x γ k ) = s A − 2k + A + n + (D) − 2n − (D).
A monomial v ∈ ΛV A is said to have quantum degree j if q(v) = j. We will denote by Λ q V A ⊂ ΛV A the subspace generated by monomials with quantum degree q, so that
The reader should note that this quantum grading is not the usual grading on the exterior algebra.
We can now turn to the main object of this section, the Khovanov chain complex. For i ∈ Z, define the vector space
Any element v ∈ C
i (D) is said to have homological degree i. Each C i (D) inherits a quantum grading from the ΛV A 's. An element v ∈ C i,j (D) is said to have bi-degree v = (i, j) if it has homological degree i and quantum degree j. 
(ii) If γ = γ ′ , then δ ≠ δ ′ . Define the co-product
Here we assume v to be an element of ΛV A which contains neither x γ nor x γ ′ , and extend the maps linearly to ΛV A . Finally we define d i ∶ C i (D) → C i+1 (D) by extending linearly: 
by the same formula as m A,B or ∆ A,B , depending on whether
The map φ i has bi-degree (0, −1) and the family {φ i } is a chain map. Finally, set
to be the map induced on homology.
Let (D, p) be a pair of an oriented diagram D and a point p ∈ D, which is not a double point. In this context, any smoothing of D is a collection of circles containing exactly one pointed circle. For every A ⊂ χ D , let x • be the variable of ΛV A associated to the pointed circle and, in a slight abuse of notations,
It is well know that
, is defined as a shifted version of this sub-complex:
The reduced Khovanov homology of the pair (D, p) is the vector space defined by
The maps induced by 1-handle in the reduced theory are just given by restriction to the shifted sub-complexC * , * (D, p).
There is a clear relationship between the unreduced and reduced Khovanov homologies, made explicit by Shumakovitch [Shu04] , as a split short exact sequence
where i • is the inclusion of subcomplex and ν is defined below. This exact sequence induces an isomorphism in homology
This shows independence from the choice of basepoint. Let us recall the definition of Shu-
and extend this map linearly to the whole complex. The map ν is a chain map, and has the property that ν ○ ν = 0.
Let us say a final word about the construction. From a computational point of view, it is often wise to consider another grading, the so-called δ-grading. It is defined by the formula
The associated homology will be denoted by Kh * * (D, p). An element v ∈ Kh i δ (D, p) will have bi-degree (i, δ). In this work we will use the quantum graded version for constructions, and the δ-graded version for computations, so there should be no confusion as to which bi-degree we refer to. This grading allows to introduce a particular kind of diagrams.
We define the width of V as the integer
We say that a diagram D is thin if w( Kh * * (D)) = 1, and thick otherwise. 1.2. Naturality properties. Since the functoriality property of Khovanov homology is essential to our work, we need to study various naturality properties. We first how maps induced by 1-handle moves change with respect to different choices of basepoint.
Lemma 1.2. Let D be an oriented diagram. For any two choices of basepoints p and p ′ , there is an isomorphism
which is natural with respect to maps induced by 1-handle moves.
Proof . Let x • (resp. x ′ • ) be the variable associated to the circles containing p (resp. p ′ ). Consider the composite chain maps
The proof of the equalities f ○ g = id and g ○ f = id is a direct computation. The naturality is a by-product of the fact that both x • and ν are chain maps: they both commute with the product m and co-product ∆. Since maps induced by 1-handle moves are made only of such pieces, it follows that they commute with both chain maps. ◻ Apart from the (natural) independence of basepoint, the reduced Khovanov homology has a very interesting property with respect to connected sums of links, which we explore next. Of course, the notion of connected sum of links is usually not well defined, however, with the additional data of basepoints, there is a canonical choice of which components to connect. The original result, due to Khovanov [Kho03] , is stated for the non-reduced version as an isomorphism of A-modules, where
In our context of reduced homology, the result is slightly different. There is an isomorphism with bi-degree (0, 0)
Moreover we have the following commutative diagram
where Φ M and Φ M are induced by the movies in Figure 1b .
Note that the result is true for any choice of basepoints p and p ′ for D and D ′ respectively.
Proof . We start with an explicit description of the chain complex for
and one sees easily that
where γ is labelled in Figure 1a . Thus for
. If we add a crossing c to A ♯ , we add a crossing to either A or A ′ . The differential d ♯ splits into two pieces: in the first we sum over all crossing that can be added to A, in the second over all those that can be added to A ′ . Therefore
be the map induced by the 1-handle in Figure 1a . Since anywhere in chain complex, it fuses the pointed circle with the circle labelled γ, we have
Consider the composite chain map
More explicitly we have S(vx • ⊗x γ w) = vx • w. The chain map S is an isomorphism with inverse
There is one remaining detail to check: the compatibility of S with the shifts we added in the definition of the reduced chain complex, i.e that S has bi-degree (0, 0). Recall that we had
We shift each of
. By definition of the shifts, we have
It follows that S induces a bi-degree (0, 0) isomorphism as claimed.
For the naturality statement, recall that a map of reduced chain complexes Φ M send an element v = x • w to x • Φ M (w) so the image of v is completely determined by Φ M (w). We show that the diagram commutes at the level of chain complexes. Indeed we have
where the last equality is due to the fact that the variables in v arise from circles which are fixed by the movie M . ◻
From this point onwards, we won't mention any basepoints since everything we use is independent from their choice, courtesy of the previous lemmas. We now turn to the main computational tool, namely the long exact sequence associated to a choice of crossing. To any such exact triple, one can associate a short exact sequence of ungraded chain complexes: 
Any exact triple gives rise to short exact sequences of chain complexes. More precisely, for each j ∈ Z we have:
Since Kh is a functor, it is natural to ask oneself whether this short exact sequence is also functorial. Such property is standard when considering the ungraded chain complexes. However, for the graded version, one still needs to check that all maps respect the various grading shifts. First, we remark that the two maps induced onC * ,j (D 1 ) andC * ,j (D 0 ) are obtained from the movie starting at D ending at D ′ by replacing the crossing c by its 1 and 0 smoothing respectively. Note that one of these might not be an oriented 1-handle move, as it depends on a choice of orientation.
Lemma 1.4. Let D, D ′ be two diagrams related by a 1-handle move. For any choice of crossing c, the map induced by the move also induces a map of the associated short exact sequences.
Proof . We only need to check that Φ 1 and Φ 0 have the proper degrees. No matter the sign of the crossing, if both induced movies, i.e. where c is replaced by its two smoothings, can be made into an oriented 1-handle move by some choice of orientations then 
. Both appear in the short exact sequence as shifted versions, with domain and co-domain consistently shifted.
Let us assume that c is negative and that the induced movie for the 0-smoothing cannot be oriented. 
There are two steps left. First, we shift both chain complexes by [w − , 3w − ]:
Finally, we apply the definition of the shift to changeC
0 has the proper degree, and we get a map relating the two graded short exact sequences as claimed. The positive case can be treated similarly.
◻ From this short exact sequence, we derive a long exact sequence for each quantum degree j. It provides us with a collection of boundary maps, one for each i ∈ Z:
From this data, one can create a chain complex, whose homology is Kh * ,j (D), and given by
Remark 1.5. This chain complex is just the E 1 -page of Turner's spectral sequence [Tur08] . In accordance to this observation, we will call the boundary map d j a "differential".
We can add one extra step which is the sum of these chain complexes, over all j ∈ Z. This fact motivates the definition below. Obviously, this total exact sequence fits in a computational framework, so we will mainly consider the δ-graded version
. We will present it as a table, with homologically graded columns and δ-graded rows. Each entry (i, δ) of the table will be filled with integers indexed by either 0 or 1. These integers are the dimensions of Kh The differential of the total sequence has bi-degree (1, −2) and we will indicate the positions in which it is possibly non-trivial by an arrow from an entry (i, δ) to an entry (i + 1, δ − 2). Before we move on to the main object of this work, let us give an example of use of the total exact sequence. Note that in this example we won't compute a homology but rather reverse-engineer a total exact sequence. Example 1.6. Let us first introduce a family of links. We call T (3,3),(2,q) the closure of the middle braid below (with the circled crossing), where q denotes the number of negative halftwist on top. These braids will always be equipped with the upwards orientation. In this example, we consider the torus link T 3,3 = T (3,3),(2,0) . Clearly n − (D) = 6. Let c be the circled crossing. We obtain an exact triple of diagrams.
One checks easily that for q = 0, we have an exact triple:
With the orientations prescribed above, n − (D 0 ) = 2 thus we have w − = 2 − 6 = −4 and w + = 0. Hence our δ-graded total sequence corresponds to the grid below (on the left), while the grid on the right gives Kh * * (T 3,3 ).
It follows that the only possibly non-trivial differential (the arrow in the left hand grid) is in fact trivial.
1.3. Direct limits in Khovanov homology. In order to construct the stable homology of torus links, we need to recall some facts about directed systems of chain complexes. Definition 1.6. A directed system of chain complexes ⟨V i , f ji ⟩ is a family {V i } of chain complexes, indexed by a partially ordered set (I, ≤), together with chain maps
To any such system, one can associate another chain complex V defined by
The relation ∼ is defined as follows: if
each V i is equipped with a map ϕ i ∶ V i → V , the canonical projection, sending an element to its equivalence class.
The direct limit is a functor from the (monoidal) category of directed systems of chain complexes to the (also monoidal) category of chain complexes. Indeed, let ⟨V i , f ji ⟩ and ⟨V
Let us mention some selected properties of that functor.
The lim Let D p,q be the closure of the standard braid diagram for the negative torus link T p,q , with upwards orientation. For each p ≥ 2, one can consider the sequence of diagrams pictured below
There is a corresponding sequence of inclusions of (quantum graded) chain complexes:
where i q is induced by 1-smoothing top row of D p,q+1 , producing the diagram D p,q . Note that the chain complexes have been shifted so that the inclusions all have (quantum) bi-degree (0,0). We can now form the obvious directed system of chain complexes:
At the limit, this process yields a chain complex (C(D p,∞ ), d ∞ ) and its homology is denoted by Kh * , * (T p,∞ ). Though this point of view is useful to discuss properties of Kh * , * (T p,∞ ), for obvious reasons of dimension, it is unsuited to computations. More practical is the induced directed system of homologies:
By property (iii) of Proposition 1.7, one has the relation
There is a corresponding vector space for the δ-graded version, Kh * * (T p,∞ ). Let us begin our study with the case p = 2.
Example 1.8. The vector space Kh * * (T 2,∞ ) can be explicitly described as
It is well known that for fixed q ≥ 2, we have a description
are all injective and have bi-degree (0, 0). Thus Kh * * (T 2,∞ ) is as claimed. Finally the projections
For p = 2, the stable space is non-trivial. This observation has been generalized for all p by Stošić. More precisely, he showed the following theorem, whose statement we adapt to our use of negative torus links. Theorem 1.9. [Sto07] Let p, q, i be integers such that 2 ≤ p < q and i > 3 − p − q. Then for any j ∈ Z, there is an isomorphism
where H * , * (D) is the unnormalized Khovanov homology of the diagram D, and D p,q is the standard diagram for T p,q .
In order to understand these vector spaces, we will upgrade them to algebras, through the use of movies made of successive 1-handles.
The algebra structures
This section's main focus is the definition of an algebra structure for Kh * , * (T p,∞ ) and its explicit description for the 2-stranded case. In a second part, we associate to tangles some module structures over (some) Kh * , * (T p,∞ ).
2.1. Definition of the algebra structures. Consider two braids β, β ′ over p strands. There is an obvious movie starting at the connected sum of their closuresβ,β ′ and ending at the closure of their composition (as braids). For example, if p = 3, andβ = T 3,q ,β ′ = T 3,q ′ , then β ○ β ′ = T 3,q+q ′ and the movie is pictured in Figure 2 . For any p ≥ 2, the vector space Kh(T p,∞ ) can be endowed with a structure of algebra, which we describe now. Recall that any movie made of successive 1-handles produces a chain maps Φ 1 , Φ such that the following diagram commutes:
where
by 1-smoothing of a crossing c and the horizontal arrows are the inclusions of the corresponding sub-complexes. Define
as the map of chain complexes with bi-degree (0, −p + 1) induced by the fusion movie over p strands. Thus in homology we get a commutative ladder
There is a similar ladder if q ′ increases instead of q. Now, consider the compositẽ
In order to match the directed system which produces Kh
If we shift the co-domain accordingly, by definition of the shifts we have
Hence the shifted version of the mapΣ p q,q ′ has degree (0, 0):
Let us briefly use the notation A q ∶= Kh * , * (T p,q+1 )[0, (p−1)(q−1)] and consider the following diagram, where all squares and triangles commute. For the horizontal faces, commutativity follows from the definition of the maps involved. For the vertical faces of the cubes where one parameter (q or q ′ ) is fixed, commutativity follows from that of the previous ladders. Hence the last face, where both parameters q and q ′ increase, also commutes.
The commutativity makesΣ p q,q ′ into a map of directed systems with degree (0,0):
The direct limit functor, together with property (ii) of Proposition 1.7, produces a map:
which satisfies the relationΣ
We will refer to the mapsΣ p ∞ and their finite counterpartsΣ p q,q ′ as fusion maps. We are now ready to state and prove the main theorem of this section, namely that the fusion maps give additional structure to the stable spaces. Given a, b ∈ Kh * , * (T p,∞ ), define their product
endows the stable space Kh * , * (T p,∞ ) with a structure of commutative bi-graded unitary algebra.
Proof . First remark that all maps involved are linear so any distributivity property will hold. The associativity follows from Jacobsson's result ([Jac04], Theorem 2). This theorem states that two movies which differ only by an exchange of distant critical points induce maps that agree up to sign (for integer coefficients). With Z 2 coefficients, two such maps must agree. Therefore, for any choice of q, q ′ , q ′′ , we have an equalitỹ
Thus we have associativity of our product. Also, since the mapΣ p ∞ has bi-degree (0, 0), our structure will be bi-graded. We are left with proving the existence of a neutral element and the commutativity. Fix p ≥ 2 and consider the diagram D p,1 , the unknot . We work at the chains level in homological degree 0 since Kh i,j (D p,1 ) = 0 for (i, j) ≠ (0, 0). The corresponding smoothing s A is a collection of p circles. Since nothing depends on the choice of basepoint, we can choose it to lie on the outermost strand, so that it will be fixed by the movie. One checks easily that Kh 0,0 (D p,1 ) is generated by x • . We aim to show that, for any q ≥ 1, the fusion mapΣ
The fusion map is given by a succession of products m A,B . The circles involved in these products for the D p,1 piece are all equipped with 1 ∈ ΛV A . Hence our map acts trivially on v.
Commutativity also follows from a detailed look at the chain complex. We start with the connected sum of two braid closures. Each one is equipped with p closing strands, that we label 1 to p starting from the outside. Any smoothing inherits this numbering (note that one circle may have multiple labels). The fusion map acts on the strands while preserving the numbering. In order of labels, the map either fuses the circles labelled i if they are different or splits the circle with two labels i. The fact that we have either 1 or 2 circles does not depend on the position of our braid closures, thus we have commutativity. ◻ 2.2. 2-stranded torus links. We study the algebra structure associated to the family of 2-stranded torus links. We will rely on our explicit knowledge of Kh * * (T 2,∞ ) (described in Example 1.8). The main argument is contained in Lemma 2.2 whose proof we delay to Section 5. Note that since we are now in the realm of computations, we will use the δ-graded version of Khovanov homology.
Lemma 2.2. For any q ≥ 3, the fusion maps
Theorem 2.3. There is a bi-graded algebra isomorphism:
The degrees of the generators are given by x = (−2, 0), y = (−3, 0).
Proof . Let a i be the generator of Kh −i * (T 2,q ) ≅ Z 2 . Recall from Example 1.8 that the projections ϕ q ∶ Kh * * (T 2,q )[0, q − 1] → Kh * * (T 2,∞ ) are injective and hence provide an identification between the a i 's and the generators of Kh * * (T 2,∞ ). As an algebra, there are at least 2 generators a 2 , a 3 in homological degrees −2, −3 respectively. Let n ≥ 5. By Lemma 2.2, a n lies in the image of the map
. It follows that the restriction ofΣ 2 2,q ′ to these particular degrees is an isomorphism and we have an identification a n =Σ 2 2,q ′ (a 2 ⊗ a n−2 ) = a 2 ⋅ a n−2 .
Furthermore, since dim( Kh
, we obtain the relation a 4 = a 2 ⋅ a 2 = a 2 2 . The other surjectivity in Lemma 2.2 can be used similarly and provides identifications a n = a 3 ⋅ a n−3 . Hence, by induction on n, our algebra has exactly 2 generators, namely a 2 and a 3 . Finally, decompose 6 = 2 + 2 + 2 = 3 + 3 to obtain the relation a 3 2 = a 6 = a 2 3 . The obvious map between Kh * * (T 2,∞ ) and Z 2 [x, y] (x 3 = y 2 ) is an algebra isomorphism. ◻ 2.3. Modules over Kh * , * (T p,∞ ). The proof of Theorem 2.3 relied heavily on the fact that some fusion maps where surjective. However, in general, such property is not easy to obtain. In order to circumvent that difficulty, we associate limits vector spaces to tangle closures and module structures over Kh * , * (T p,∞ ) to these limit spaces. The particular case of modules over Kh * , * (T p−1,∞ ) will play a key role in understanding Kh * , * (T p,∞ ).
Let τ be an oriented (n, n)-tangle. We assume that the orientations of the top and bottom strands agree, so that the closure of τ is naturally oriented. Fix two integers 2 ≤ k ≤ n and 1 ≤ l ≤ n − k + 1, and denote by ∆ k l the negative full twist over k strands starting at the strand l. Consider the family of tangles τ q = (∆ k l ) q ○ τ , pictured above. All tangles in that family inherit an orientation from τ since they differ only by a full twist. For each q ≥ 0, let D q be the oriented closure of τ q . From this family we construct a directed system of chain complexes associated to the sequence of inclusions below.
where the i q 's are obtained by 1-smoothing the topmost full twist ∆ k l of (∆ k l ) q . Note that the degrees of the inclusions will match the shifts if and only if all the strands are oriented consistently in the same direction. This fact motivates the definition below.
Definition 2.1. Let τ be an oriented (n, n)-tangle that closes to an oriented link. Let k ≤ n, 1 ≤ l ≤ n − k + 1 be two fixed integers. We say that τ is (k, l)-admissible if it admits an orientation where all strands l, l + 1, . . . , l + k − 1 have the same orientation (either all upwards, or all downwards). By extension if D =τ we say that D is (k, l)-admissible if and only if τ is (k, l)-admissible.
Let D be a diagram presented as the closure of a (n, n)-tangle τ . The (k, l)-limit of D, denoted byC(D, k, l), is the direct limit of the directed system below.
The corresponding homology will be denoted by Kh * , * (D, k, l). Again, we have shifted the complexes so that the inclusions have bi-degree (0, 0) if and only if our tangle is (k, l)-admissible and equipped with the (one of the two) orientation that make it so. Any of these limit is invariant under planar isotopies and Reidemeister moves acting outside the region where we twist the strands. Note that for (k, l)-admissible tangles, we can add the twists one by one with consistent orientations at each step, even if the number of components of the closure might change. This nets us a directed system more in tune with the definition of Kh * , * (T p,∞ ), and both procedure yield the same result.
Given a (k, l)-admissible tangle τ , any (k, l)-limit Kh * , * (τ, k, l) can be made into a module over the ring Kh * , * (T k,∞ ). This structure is achieved through the use of a movie made of successive 1-handle moves pictured below (for k = 3, and D the closure of a tangle τ ).
The movie above produces an action of Kh * , * (T k,∞ ) on Kh * , * (D, k, l), i.e a map:
All axioms of an action can be proved by adapting the proof of Theorem 2.1. Thus Kh * , * (D, k, l)
can be considered a Kh * , * (T k,∞ )-module.
Example 2.4. Let D = T p,1 and τ the underlying braid. For any 2 ≤ k ≤ n, 1 ≤ l ≤ n − k + 1 and any q ≥ 0, we haveτ q = T k,kq+1 so there is an isomorphism of Kh * , * (T k,∞ )-modules
The total long exact sequence is compatible with this process. The limit functor is exact, so given a (k, l)-admissible diagram D and for any choice of crossing, we get a sequence of ungraded vector spaces
In order to introduce gradings, we need to consider the shifts associated to our exact triple at each step. Let us make an easy observation: at least one of D 0 or D 1 , the one with the induced orientation, is also (k, l)-admissible. But the other one might not be. This leads to the following consideration.
Lemma 2.5. Let D be a (k, l)-admissible diagram and c be a crossing in D.
(ii) Let σ i be the ith positive generator of the braid group over n strands. If l ≤ i ≤ l + k − 2, then there are isomorphisms of Kh * , * (T k,∞ )-module
If both are (k, l)-admissible, then for each j ∈ Z there is a limit short exact sequence:
where w + , w − are the shifts associated to the original exact triple (D 1 , D, D 0 ) . Additionally, the associated total long exact sequence respects the module structure.
Proof . We begin with a very simple observation concerning the negative crossings of D q . Since D is (k, l)-admissible, i.e. all twisting strands are oriented in the same direction, we must have
For (i), let us assume that the crossing c is negative, so that D 1 is (k, l)-admissible and D 0 is not. Since D 0 is not (k, l)-admissible, neither are any of the D q 0 . In particular, since there are always at least k positive crossings in each added full twist, we add less than (k − 1)(k − 1) negative crossings each step of the way:
Therefore the shift w q − in the short exact sequence for D q is related to the previous one w
− − (k − 1). The sequence w q − is strictly decreasing as k ≥ 2. Since w + = 0, we have the graded short exact sequence The second claim (ii) is a straightforward application of (i). Consider the exact sequence associated to the crossing σ i ). Hence, by (i), the claim holds. For (iii), the process is roughly the same. Since both D 1 and D 0 are (k, l)-admissible, we can count precisely the number of negative crossings at each step. Since all k strands are consistently oriented, we add only negative crossings for each new full twist. Thus, if c is negative, for any q ≥ 1 we have
All elements ofC
Therefore w q − = w − for any q. Since w q + = 0, the graded short exact is given by
The positive case is treated similarly. The total exact sequence preserves the module structure, courtesy of the monoidality and functoriality of both the lim → and Khovanov functors. ◻ Remark 2.6. First let us say that both properties (i) and (ii) were already treated in Rozansky's work [Roz10] , albeit in a different setting. In the rest of this work, we will to refer to the isomorphisms in (ii) as the absorption property.
Let us first give two interesting applications, that will come in handy later.
Example 2.7. Let τ be the 3-braid given by σ −1
2 , so thatτ = T 2,n . Then there are isomorphisms
where the first isomorphism is an iteration of Lemma 2.5 (ii), and the second uses the definition of Kh * , * (T 3,∞ ). Also, let us consider the 3-braid τ = σ −1
1 , that closes to a 2-component unlink. Then there is an isomorphism
by inserting a crossing via Lemma 2.5 again.
The functoriality of the limit, combined with (iii) of Lemma 2.5, also nets us projections at the level of the total exact sequence. First, note that the canonical projection
induces a map of short exact sequences:
are also projections. Thus at the level of the total exact sequence, we have a chain map ϕ 0 ⊕ ϕ 1 :
With the absorption property, we can deepen our understanding of the general setting. We aim to show that as a Kh * , * (T p−1,∞ )-module, Kh * , * (T p,∞ ) is determined only by two families of total exact sequences. 
Proof . This statement follows readily from Lemma 2.5 (i), (ii). We consider the exact triple (D 1 , D, D 0 ) associated to the circled negative crossing in Figure 3 . For any 2 ≤ m ≤ p − 1, D 0 is not (p − 1, 2)-admissible, because of the cap, so we have
We can now absorb the remaining p−2 negative crossings. This action induces an isomorphism
The two previous isomorphisms can be combined into
If m − 1 = 1, the result is as claimed. If m − 1 ≥ 2, we can repeat this process and each iteration nets us a [0, −p + 1] shift. This means that the inclusions induce isomorphisms
as claimed. ◻ Fortunately, this result does not hold if l = p or p + 1, since the resulting D 0 is (p − 1, 2)-admissible. For the next remark, let us omit the shifts associated to the long exact sequence. In both cases l = p, p + 1, one checks easily that
If l = p + 1, our total exact sequence, which abuts to Kh * , * (T p,np+1 , p − 1, 2), is just a family of boundary maps
while if l = p, computing Kh * , * (T p,np , p − 1, 2) means studying a family
where the last isomorphism was provided by Lemma 2.8. To understand the algebra Kh * , * (T p,∞ ), one should first examine these two families of total exact sequences of Kh * , * (T p−1,∞ )-modules.
The 3-stranded torus links
In this section, we begin by some computations. The two families whose homology we compute be central to our understanding of Kh * * (T 3,∞ ) as a Kh * * (T 2,∞ )-module. We then proceed to compute the algebra Kh * * (T 3,∞ ).
3.1. Examples of computations. Recall that the limit total exact sequence is now a chain complex of Kh * , * (T k,∞ )-modules and that we can project the finite total exact sequences to the limit ones. This fact allows us to transfer information from finite cases to limits and vice-versa.
Proposition 3.1. The δ-graded homology of T (3,3),(2,q) of Example 1.6 is given by the following grid, where the (−5, −q − 2) is always empty:
Proof . The proof is done in two steps, first we compute Kh * * (T 3,3 , 2, 2), then we use this information to understand all finite cases. For fixed q, the exact triple is given by (T 2,q , T (3,3),(2,q) , T 2,q+4 ) and the corresponding shift is w − = −4. Since all diagrams are (2, 2)-admissible, we obtain the limit total sequence: Here there is a correction of shifts, due to the fact that the first diagram of our sequence is a 2-component unlink (see Example 2.7). Since the differential in the first stage (at q = 0) is zero (see Example 1.6) then the limit differential from the entry (−4, −2) to the entry (−3, −4) must also be zero, i.e d(z) = 0. Moreover, the total exact sequence is compatible with the module structure and z generates a rank one free module, so the limit differential must be identically zero. It follows that Kh * * (T 3,3 , 2, 2) is given by the grid on the right. Let us now turn to the finite cases for q ≥ 1. The corresponding pair of grids is given below.
One deduces the resulting grid by using the projections
Again, the shifts on the right hand side had to be corrected, since we start with T 2,q and we have to absorb q − 1 negative crossings. These projections are injective: we can consider the finite total long exact sequence as a part of the limit one above. Thus it has the same differential, namely the zero map, and the result follows. ◻
The reader should be aware that the links T (3,3),(2,q) are isotopic to 3-stranded pretzel links P (−q −2, 2, −2), whose (rational) homology has been computed by Manion [Man14] . Moreover note that along the way we have also shown that the projections ϕ q ∶ Kh * * (T (3,3),(2,q) ) → Kh * * (T 3,3 , 2, 2) are all injective. We now turn to a similar family, based on the T 3,4 torus link. This family T (3,4),(2,q) is given by the middle diagram in the next figure. Proof . The proof follows the same strategy as the one for Proposition 3.1. We begin with the T 3,4 case, then compute a limit, from which we extract information about the finite cases. From Figure 4 , we find the exact triple (T (3,3),(2,q+1) , T (3,4),(2,q) , T 2,q+1 ). All 3 diagrams are (2, 2)-admissible so we will have a total exact sequence for any fixed q, and a limit one. The shift is given by w − = 3 + q − (8 + q) = −5. We begin our study with case q = 0. In this case we have the link T (3,4),(2,0) = T 3,4 whose homology is known. Comparing the data of the two grids above, one realises that the only possibly non-trivial differential (the arrow) is indeed non trivial, and even an isomorphism when restricted to the (−5, −4) entry. For the limit case, we have the two grids below. Since the differential restricted to the (−5, −4) entry in the first stage (q = 0) is an isomorphism, and the projection is injective, then the restricted limit differential must also be non zero. For dimensional reasons, it must be an isomorphism (when restricted). Both v and d(v) generate a rank one free module, so these two modules must cancel each other. Thus the grid on the right. To extract information about the finite case, consider the pair of grids is given below.
Since the projections are injective, we can again consider the total long exact sequence as a part of the limit one, which implies the differential restricts on each entry to a non-zero map. The result follows. ◻ As a final comment on these computations, let us mention that along the way, we have actually proved that there are isomorphism of Kh * * (T 2,∞ )-modules
3.2. The algebra Kh * * (T 3,∞ ). We now turn our attention to the algebra structure for the 3-stranded case. Again we will rely heavily on the fact that the homology of any 3-stranded torus link is known. First we will study a particular Kh * * (T 2,∞ )-module structure for Kh * * (T 3,∞ ).
From this point on we will be able to identify our algebra structure, thus proving the main theorem of this section.
Proposition 3.3. There is a bi-graded Kh * * (T 2,∞ )-module isomorphism
where a 2 and a 3 are the generators of the algebra Kh * , * (T 2,∞ ) in homological degrees −2 and −3 respectively.
Proof . The strategy for this proof is similar to the one used by Turner. We build the limit inductively, by showing that the two statements below are true.
(1) For any N ≥ 1, there are graded Kh * * (T 2,∞ )-module isomorphisms
(2) For any N ≥ 1, there are graded Kh * * (T 2,∞ )-module isomorphisms
where a 2 and a 3 are the generators of Kh * * (T 2,∞ ) in homological degree −2 and −3 respectively. The two cases for N = 1 have already been treated in Propositions 3.1 and 3.2 respectively. We will show that if (1) is true for T 3,3N then (2) holds for T 3,3N +1 and that if (2) holds for T 3,3N +1 , then (1) holds for T 3,3(N +1) . Note that we can ignore the T 3,3N +2 torus knots, courtesy of Lemma 2.8. Let us first compute the shifts associated to our long exact sequences for T 3,3N and T 3,3N +1 . With the orientations provided in Figure 5 , we have
For any N ≥ 2, the rest of the proof is identical to the base case, with arguments verbatim from Propositions 3.1 and 3.2. We know from Turner's work that the total exact sequence for T 3,3N using the top-most, left-most crossing has a trivial differential. This differential is transported to the limit exact sequence by the projections, thus the whole copy of Kh * * (T 2,∞ )[−4N, −4N +2] survives. Similarly, the differential in the total exact sequence for T 3,3N +1 is non-zero, and
Figure 5. On the left: the link T (3,3N ),(2,q) and a 0-smoothing companion. On the right: the link T (3,3N +1),(2,q) and a 0-smoothing.
maps -at the limit -a generator of a copy of Kh * * (T 2,∞ ) to an element that generates a rank one free Kh * * (T 2,∞ )-module, namely a 2 2 . Thus the whole copy disappears. The description of the Kh * * (T 2,∞ )-module structure is a straight-forward consequence of (1) and (2). When q grows, we add a copy of Kh * * (T 2,∞ ), which is then partially cancelled. This process repeats at each step. One should then proceed to shift this limit module so that the unique element in homological degree 0 also has δ-grading 0. Since Kh 0 * (T 3,3N +1 ) is supported in δ-grading −6N , we apply a [0, 6N ] at each step. This concludes the proof. ◻ Before discussing the algebra, let us mention that one can also compute the homology of all intermediate diagrams, T (3,3N ),(2,q) and T (3,3N +1),(2,q) , by following the procedure of Propositions 3.1 and 3.2.
Thus Kh * * (T 3,∞ ) should be understood as an infinite number of shifted copies of the row (which is a torsion module) of the form 1 1 1 1
In particular, the vector space Kh
is one dimensional for all N ≥ 0. From this point of view, it makes sense for us to look for a polynomial generator of Kh * * (T 3,∞ ) -now seen as an algebra -that would take one row to the next one. This consideration leads to the main theorem of this section.
Theorem 3.4. There is a bi-graded algebra isomorphism
where x = (−2, 0), y = (−3, 0) and z = (−4, 2).
Proof . As mentioned above, we only need to show that there is a polynomial generator connecting two consecutive copies of K ∶= Kh * * (T 2,∞ ) (a 
Indeed, this provides an identification z 1 ⋅ z N = z N +1 and thus for all N ≥ 1: z N 1 = z N , i.e. z 1 is a polynomial generator. This is achieved by studying finite fusion maps and transport the result via the projections. Each z N appears first as an element of Kh * * (T 3,3N , 2, 2) , so there must exist -abusing notations-z N ∈ Kh * * (T 3,3N ) that survives through the projection. Therefore we will consider the fusion maps Since the fusion map is a succession of two 1-handles it has a bi-degree (0, −2). This means that Σ N (z 1 ⊗ z N ) = (−4(N + 1), −4(N + 1) + 2). The restriction of Σ N to these bi-degree is a surjective mapping between one dimensional vector spaces therefore an isomorphism. Thus our original map (for the D N 's), namely
) is also an isomorphism at these degrees. All three vector spaces are preserved by the projection to the limit, hence we have an isomorphism (after re-grading)
which gives the desired identification z 1 ⋅ z N = z N +1 and concludes the proof. ◻
The 4-stranded torus links
We move on to the case of 4-stranded torus links. We shall compute the algebra Kh * * (T 4,∞ ) and use it to obtain lower bounds for the width of Kh * * (T 4,q ), for any q > 0.
4.1. The algebra structure. The 2 and 3 stranded cases were treated by relying upon explicit descriptions of Kh * * (T 2,q ) and Kh * * (T 3,q ) for all q ≥ 0. However the reduced Khovanov homology of 4-stranded torus links is still unknown in general. It follows, that in order to understand Kh * * (T 4,∞ ), we must become as independent as possible from the explicit description of Kh * * (T 4,q ).
Let us begin with the family of T 4,4N +1 torus knots. The exact triple (D The differential is thus the zero map. In particular, the element w ∈ Kh 0 −2 (D 0 = T 2,3 ), at the (−7, −8) slot of the grid, survives.
We now turn to the module Kh * * (T 4,5 , 2, 3). The total sequence has underlying vector space Kh * * (T 3,∞ )[−7, −8] ⊕ Kh * * (D 1 , 2, 3) . The canonical projection maps w to the generator of the shifted rank one free module. Since d(w) = 0, the whole module survives:
A complete description of Kh * * (T 4,4 ) is given in Section 5, but for now we need to know that Kh 2N ). All diagrams are (3, 2)-admissible, with associated shift w − = −6N . We now have everything we need to state, then prove, the main result of this section.
Theorem 4.1. There is a bi-graded algebra isomorphism
where α, β ∈ Z 2 . The degrees are given by
Proof . Let us start with a warning: the proof contains a lot of compounded shifts. We strongly advise the reader to go through Lemma 2.8 and Example 2.7 again, as they contains the properties (derived from Lemma 2.5) we will refer to. We follow the strategy suggested by the discussion that followed Lemma 2.5, i.e. we need only understand two families of total exact sequences. We begin with the family for the 4N +1 case, with our usual choice of crossing (see Figure 6 ) and
) be the associated triple.
Here the additional −2N shift is due to the fact that Kh So it restricts to an isomorphism (between one dimensional vector spaces) for a particular choice of degrees, where the shifts have been taken into account:
For the same choice of degrees, the projections are non-zero and yield a commutative diagram:
Hence Σ ∞ 4N +1 is an isomorphism. Since Kh * * (T 3,∞ ) is a rank one free module generated by the element in bi-degree (0, 0), this isomorphism extends to an isomorphism of modules. We can now consider the limit total exact sequence, via the commutative diagram below, where vertical maps are fusions maps (shifts omitted)
We know from our previous study of Kh * * (T 4,5 , 2, 2) that d 1 = 0. As shown above, the lefthand side vertical map is an isomorphism for all N ≥ 1. By induction starting at N = 1, all differentials d N must vanish. Hence the isomorphism:
Let w N be the generator of the copy Kh * * (T 3,∞ )[−6N + 1, −6N ] and v that of Kh 
In particular, we have shown that
The latter information can be used to understand the remaining family of total exact sequences, i.e. We now know the behaviour of our Kh * * (T 3,∞ ) when we add a full twist:
Let us summarize were we stand. Each time we add a full twist over 4 strands, we add two copies of Kh * * (T 3,∞ ), shifted suitably and supported by v N and w 1 v N respectively. We will
give an explicit description of Kh * * (T 4,∞ ) as a Kh * * (T 3,∞ )-module in a moment. Before that we need to normalize the directed system. The homology of T 4,4N +1 in homological degree 0 is supported in δ-grading −12N , so we apply a [0, 12N ] shift. Hence for each N ≥ 1, we have an isomorphism (of Kh
4.3.
Comparison with the work of Gorsky-Oblomkov-Rasmussen. We conclude this section by comparing our result with the Gorsky-Oblomkov-Rasmussen conjecture [GOR13] (whose statement we adapt to our conventions). Consider the polynomial ring in variables x 1 , . . . x p−1 and an equal number of odd variables χ 1 , . . . , χ p−1 bi-graded as
The differential d is given by the formula
Conjecture 1 (Gorsky-Oblomkov-Rasmussen, [GOR13] One checks easily that the expected stable homology H c (T p,∞ ) can be described by
The reader should be aware that there exists a corresponding statement for the triplygraded homology that generalizes the HOMFLY-PT polynomial. Moreover, that version has been shown to be true by Hogoncamp [Hog15] , for integer coefficients. Let us also recall that there is a spectral sequence, due to Rasmussen [Ras16] , that starts at the triply-graded homology and converges to the usual Khovanov homology. Hence it seemed reasonable to think that the conjecture also held for the usual variant. However, for p = 2, our result is slightly different. This mismatch is actually a common defect of spectral sequences, these compute associated graded objects, rather than a homology itself. Consider the filtration on Kh * * (T p,∞ ) defined as 0 ⊂ F 0 ( Kh * * (T p,∞ )) = {u ∈ Kh * * (T p,∞ ) u has even homological degree } ⊂ Kh * * (T p,∞ ). Clearly F 0 ( Kh * * (T p,∞ )) is sub-algebra, so we have a filtered algebra and the associated graded algebra is given by
The second summand contains the elements with odd homological degree and their squares must be zero. By definition of G p , there is an isomorphism of vector spaces G p ≅ Kh * * (T p,∞ ), and even an isomorphism of algebras for p = 3. For the two other cases p = 2 and p = 4, it also follows immediately that there is an algebra isomorphism
Hence it is G p and not subset Kh * * (T p,∞ ) that satisfies the conjecture.
Odds and ends: surjective maps
This section is dedicated to a method we use in order to study surjectivity of maps induced by 1-handle moves. The key technique is a way to fit these maps into long exact sequences, which we call completing the triple.
Consider an oriented 1-handle move between two diagrams F and F ′ . 
The isomorphism in question is in fact just the identity. However, reversing an orientation changes the crossings and thus the degrees. This means the identity has (a priori) a non trivial bi-degree. It is a straightforward computation from the definitions of the homological and quantum degrees to show that id = (2l r , 6l r ). The δ-graded version follows since δ = j −2i.
Lemma 5.2. Let E, F, G be a diagram such that
If a diagram D admits a crossing c whose associated exact triple is either (F, E, G) or (G, E, F ), then the boundary map in the long exact sequence is surjective.
Proof . The proof is standard homological algebra. Lemma 2.2. For any q ≥ 3, the fusion maps Σ 2 2,q ∶ Kh * * (T 2,2 ) ⊗ Kh * * (T 2,q ) → Kh * * (T 2,2+q ), Σ 2 3,q ∶ Kh * * (T 2,3 ) ⊗ Kh * * (T 2,q ) → Kh * * (T 2,3+q ) are surjective.
Proof . Let us treat the two cases separately. The maps in both cases are induced by oriented 1-handle moves. Therefore we shall first "complete the triples". For the first map, the movie begins with F = T 2,2 ♯ T 2,q ′ and F ′ = T 2,q ′ +2 . The two strands of F involved in the procedure don't belong to the same component, so we modify F . The triple is completed by a diagram D equivalent to a negative torus link T 2,q ′ −2 . The dimensions if these homologies are related by the formula: dim( Kh * * (T 2,2 ♯ T 2,q ′ )) = 2q ′ = (q ′ − 2) + (q ′ + 2) = dim Kh * * (T 2,q ′ −2 ) + dim( Kh * * (T 2,q ′ +2 )). Thus, for dimensional reasons the map Σ 2 2,q ′ must be surjective. The second map is induced by a movie starting at F = T 2,3 ♯ T 2,q ′ and ending at F ′ = T 2,q ′ +3 . If q ′ is even, then the strands in F involved in the procedure belong to different components, so we modify F . If q ′ is odd, one should modify F ′ instead. In both cases, the triple is completed by a diagram D equivalent to the knot L q ′ −2 of Figure 8 . All diagrams involved in the exact triple are alternating thus thin by Lee [Lee08] . So from Lemma 5.3, the boundary map is either 0, surjective or injective. First notice that it cannot be injective since, for q ′ ≥ 2:
dim( Kh * * (T 2,3 ♯ T 2,q ′ )) = 3q ′ > q ′ + 3 = dim( Kh * * (T 2,q ′ +3 )) It remains to show that the boundary map cannot be zero. First we bound the dimension of the homology of L q . If q = 0, L 0 is an unknot U . Assume q ≥ 1, consider the exact triple (D 1 , D, D 0 ) associated to one of the q crossings. The diagram D 0 is equivalent to a T 2,2 torus link, whose homology has dimension 2. For any q ≥ 1, we have the inequality dim( Kh * * (L q )) ≤ 2 + dim( Kh * * (L q−1 )), from which one extracts dim( Kh * * (L q )) ≤ 2(q − 1) + 1 = 2q − 1 We shall prove that the boundary is non zero by contradiction. Let us assume that it is. Then we have 4q ′ + 3 = dim( Kh * * (T 2,3 ♯ T 2,q ′ )) + dim( Kh * * (T 2,q ′ +3 )) = dim( Kh * * (L q ′ −2 )) ≤ 2(q ′ − 2) − 1.
The assumption gives the second equality. The inequality does not hold, the map Σ 2 3,q ′ is non zero. It must then be surjective. ◻ Lemma 5.4. For all N ≥ 1, the map induced by the 3-frame movie in Figure 9 Φ N ∶ Kh * * (E) ⊗ Kh * * (U ∐ U ) → Kh * * (U ∐ U ), where E is a T 3,3 with a change of orientation, is surjective. Proof . The diagrams involved in the movies can be easily described for any N :
For any N ≥ 1, the map Φ N is defined as the composite:
To prove that Φ N is surjective, it is enough to show that both maps Φ Comparing the two grids, it is clear that the differential is identically zero, so we have an isomorphism Kh * * (T 4,4 ) ≅ Kh * * ((U ∐ T 2,2 )) ⊕ Kh * * (F ). Our last order of business is to study the map induced by the movie below.
Lemma 5.5. The map Σ 4N +1 ∶ Kh * * ((T 2,2N ♯ D) → Kh * * (T 2,2(N +1) ), induced by the movie in Figure 10 , where D is T 4,4 with a different orientation, are surjective.
Proof . The proof is split into 3 pieces, each corresponding to one of the 3 1-handle moves in the movie. First notice that the map induced by the second 1-handle realizes a connected sum, so it is surjective. The third 1-handle is just a 2-stranded finite fusion map Σ 2 ∶ Kh * , * (T 2,2 ♯ T 2,2N +1 ) → Kh * , * (T 2,2(N +1)+1 ),
hence it is surjective. If we can prove that the map induced by the first handle move is surjective, then their composition, Σ 4N +1 , will be surjective. We will use the complete the triple procedure, which results in an exact triple ((U ∐ T 2,2 ) ♯ T 2,2N +1 , F ♯ T 2,2N +1 , D ♯ T 2,2N +1 ),
