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To enhance material performance at different length scales, this study strives to develop
a reliable analytical and computational tool with the help of internal state variables spanning micro and macro-level behaviors. First, the practical relevance of a nonlocal damage
integral added to an internal state variable (BCJ) model is studied to alleviate numerical
instabilities associated within the post-bifurcation regime. The characteristic length scale
in the nonlocal damage, which is mathematical in nature, can be calibrated using a series
of notch tensile tests. Then the same length scale from the notch tests is used in solving
the problem of a high-velocity (between 89 and 107 m/s) rigid projectile colliding against
a 6061-T6 aluminum-disk. The investigation indicates that incorporating a characteristic
length scale to the constitutive model eliminates the pathological mesh-dependency associated with material instabilities. In addition, the numerical calculations agree well with
experimental data. Next, an effort is made rather to introduce a physically motivated length
scale than to apply a mathematical-one in the deformation analysis. Along this line, a dis-

location based plasticity model is developed where an intrinsic length scale is introduced
in the forms of spatial gradients of mobile and immobile dislocation densities. The spatial gradients are naturally invoked from balance laws within a consistent kinematic and
thermodynamic framework. An analytical solution of the model variables is derived at homogenous steady state using the linear stability and bifurcation analysis. The model qualitatively captures the formation of dislocation cell-structures through material instabilities
at the microscopic level. Finally, the model satisfactorily predicts macroscopic mechanical
behaviors - e.g., multi-strain rate uniaxial compression, simple shear, and stress relaxation
- and validates experimental results.
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CHAPTER 1
INTRODUCTION

1.1

Motivation
To enhance the material-performance at different length scales, this study strives to de-

velop a reliable analytical and computational tool with the help of internal state variables
(ISVs) spanning micro and macro level behaviors. First, the practical relevance of a nonlocal damage integral added to an internal state variable (BCJ) model is studied to alleviate
numerical instabilities associated within the post-bifurcation regime. In this research effort,
the problem of high velocity (between 89 and 107 m/s) rigid projectile colliding against a
6061 T6 aluminum-disk is considered. The investigation indicates that the incorporation of
a characteristic length scale to the ISV model eliminates the pathological mesh-dependency
associated with material instabilities. In addition, the numerical calculations are in good
agreements with experimental data. It is also shown that the characteristic length scale,
which is mathematical in nature, can be calibrated using a series of notch tensile tests.
Next, an effort is made to introduce rather a physically motivated length scale than to apply a mathematical one in the material-deformation analysis. Along this line, a dislocation
based plasticity model is developed where an intrinsic length scale is introduced in forms
of spatial gradients of mobile and immobile dislocation densities. The spatial gradients
are naturally invoked from balance laws within a consistent kinematic and thermodynamic
1

framework. An analytic solution to the field variables is derived at homogeneous steadystates though the linear stability and bifurcation analysis. The model qualitatively captures
the formation of dislocation cell-structures through material fluctuations in a micromechanical simulation. Finally, the model satisfactorily predicts macroscopic mechanical
behaviors, e.g., multi-strain rate uniaxial compression, simple shear, and stress relaxation
and validates experimental results.

1.2

Contributions
• One of the major contributions of this dissertation lies in the utilization of a characteristic length scale calibrated from a series of notch tensile tests in solving a high
rate boundary value problem. A nonlocal damage integral term embedding a length
scale is added to the constitutive formulation of a previously-verified internal state
variable (ISV) model. The framework demonstrates a significant improvement toward the resolution of the pathological mesh-dependency associated with material
instabilities.
• Another contribution of this research is the incorporation of a flow rule in capturing
dislocation pattern-formations. To this end, a dislocation-based plasticity model is
developed where an intrinsic length scale is introduced in forms of spatial gradients
of mobile and immobile dislocation densities. A consistent framework of kinematics and thermodynamics is followed, and an analytic solution to the field variables
is derived at homogeneous steady-states though the linear stability and bifurcation
analysis.

1.3

Journal Publications

1. Fazle R. Ahad, Koffi Enakoutsa, Kiran N. Solanki, and Douglas J. Bammann. “Nonlocal modeling in high-velocity impact failure of 6061-T6 aluminum.” International
Journal of Plasticity, doi : 10.1016/j.ijplas.2013.10.001
2. Fazle R. Ahad, Kiran N. Solanki, Yustianto Tjiptowidjojo, and Douglas J. Bammann,
“Modeling the Dynamic Failure of Railroad Tank Cars Using a Physically Motivated
Internal State Variable Plasticity/Damage Nonlocal Model.” Modelling and Simulation in Engineering, vol. 2013, 2013. doi:10.1155/2013/815158
2

3. Koffi Enakoutsa, Fazle R. Ahad, Kiran N. Solanki, Yustianto Tjiptowidjojo, and
Douglas J. Bammann. “Using Damage Delocalization to Model Localization Phenomena in Bammann-Chiesa-Johnson Metals.”Journal of engineering materials and
technology 134, no. 4 (2012).
4. Koffi Enakoutsa, Kiran N. Solanki, Fazle R. Ahad, Y. Tjiptowidjojo, and Douglas
J. Bammann. “Damage smoothing effects in a delocalized rate sensitivity model for
metals.” Theoretical and Applied Mechanics Letters 2, no. 5 (2012)

1.4

Conference Proceedings

1. Fazle R. Ahad, Koffi Enakoutsa, Kiran N. Solanki, Yustianto Tjipowidjojo, and Douglas J. Bammann. “A Physically Motivated Internal State Variable Plasticity/Damage
Model Embedded With a Length Scale for Hazmat Tank Cars”Structural Integrity
Applications.” ASME/ASCE/IEEE 2011 Joint Rail Conference (JRC2011), Pueblo,
CO, USA, 2011.
2. Koffi Enakoutsa , Fazle R. Ahad, Kiran N. Solanki, Yustianto Tjiptowidjojo, and
Douglas J. Bammann. “Localization Effects in Bammann-Chiesa-Johnson Metals
With Damage Delocalization.” ASME 2011 International Mechanical Engineering
Congress and Exposition, Denver, Colorado, USA, 2011

1.5

Organization
The organization of dissertation is as follows
• Chapter 2 describes the objectives of this dissertation
• Chapter 3 provides the study of nonlocal modeling in high-velocity impact failure of
6061-T6 aluminum
• Chapter 4 is devoted to An internal state variable model of plasticity based on spatial
gradients of mobile and immobile dislocations
• Chapter 5 summarizes the final conclusion derived out of this study
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CHAPTER 2
OBJECTIVE

The objective of this dissertation is to develop a reliable analytical and computational
tool with the help of internal state variables (ISVs). In the context of nonlocal modeling, the
objective is to critically assess the robustness of Pijaudier-Cabot-Bažant nonlocal damage
model [153] on the more complex problem of high-velocity impact damage through the
ability of the method to predict a mesh-independent damage propagation during the impact.
And also, to use series of notch specimen tests to motivate/calibrate required length scale
parameters. The use of this nonlocal form is appropriate because high-velocity impact
problems exhibit some softening due to the increase of damage.
The objectives of this dissertation in the context of gradient-based modeling is to introduce a physically motivated length scale in the material-deformation analysis so that it can
predict dislocation structure at meso-scale level, and also predict macroscopic mechanical
behaviors with experimental validations.

4

CHAPTER 3
NONLOCAL MODELING IN HIGH-VELOCITY IMPACT FAILURE OF 6061-T6
ALUMINUM

The work done in this chapter is accepted for publication and available online as an
article in press in the International Journal of Plasticity [5]. The work is reused under
a license agreement between Fazle R Ahad (the lead author) and Elsevier provided by
Copyright Clearance Center (license number: 3272771368511).

3.1

Introduction
Recently, efforts to introduce a numerical length scale into continuum models have

led to a resurgence of research in the area of generalized continua (e.g., see Dillon and
Kratochvil [57], Nunziato and Cowin [148] , Bammann and Aifantis [30], Aifantis [8],
Bammann [27], Brown et al. [39], McDowell [137], Zbib and Aifantis [201], Fleck and
Hutchinson [70], Tvergaard and Needleman [189], Gurtin [83, 84], Nix and Gao [147],
Ramaswamy and Aravas [159], Regueiro et al. [161], and Solanki and Bammann [174].
This is partially due to the fact that the local theory treats a body as a continuum of particles
or points, the only geometrical property being that of position. A closer look at materials
reveals a complex microstructure of grains, subgrains, shear bands and other topological
features of the distribution of mass that are not taken into account by classical local theo5

ries. If the observer is far enough removed from a grain, he will see only a point. But a
theory that strips away all of the geometrical properties of a grain except for the position of
its center of mass will certainly fail to explain the more complex aspects of its mechanical
response. Furthermore, in dynamic codes, the hyperbolic differential equations become elliptic in the post-bifurcation regime, although the boundary conditions are still prescribed
for hyperbolic systems. Similarly, in static codes, elliptical systems transform into hyperbolic systems, but the associated boundary conditions are still prescribed for the original
elliptical system. Moreover, most finite element (FE) simulations of high-velocity impact
problems include classical constitutive models for inelastic deformation of heterogeneous
materials (e.g., Vignjevic et al. [191], Brunig and Driemeier [41], and Brunig and Steffen
[42] ). These models, however, insufficiently address at least two important issues: (a) the
microstructure-size effects on the performance of materials under high-velocity loading
conditions and (b) the numerical aspects associated with the post-bifurcation mesh dependency. The first problem has attracted the attention of Abu Al-Rub [12], Abu Al-Rub and
Kim [1], Volger and Clayton [192], and Clayton [46, 47]. However, very few studies have
addressed the post-bifurcation mesh dependency issues in high-velocity impact numerical
simulations (e.g., see [1], where a characteristic length scale was added to a material model
to predict converged results for ballistic limits of some heterogeneous material).
It is well-established that the addition of a characteristic length scale to constitutive
models involving softening, either in the form of spatial gradients ([8, 24, 174] or integral
nonlocal terms [153, 125, 189, 63], maintains the character of governing equations in the
post-bifurcation regime of the material. Thus, the usual drawbacks (unlimited localization,
6

bifurcation with infinite number of bifurcated branches, meaningless zero energy dissipated at failure when the FE size is infinitely small, and post-bifurcation pathological mesh
dependency issues) encountered in practical applications of classical softening constitutive
models no longer exist. Another motivation for the introduction of the length scale(s)
into constitutive models is to capture more of the underlying physics (micro-structural features) of materials, as required by the design of new materials that must sustain extreme
environmental conditions using continuum models. An example of this type of modeling is Dillon and Kratochvil’s gradient model [57], which is rooted in the framework of
Coleman-Gurtin continuum thermodynamics. The work of Aifantis [10] also provides a
review of strain gradient-type models, which is not repeated here. Furthermore, the addition of length scale(s) to constitutive models stems from the need to solve boundary value
problems at very small length scales where these models no longer apply. Fleck and his
coworkers’ seminal work on mechanical tests of small specimens has demonstrated that the
yield strength starts to increase sharply with subsequent decrease in the specimen dimension when the specimen dimension reaches a critical value: the so-called Hall-Petch effect
[71]. This dimension is smaller than the minimum scale of the applicability of classical
constitutive models. Although molecular dynamics, dislocations dynamics, and discrete
polycrystalline simulations may be helpful to explain the Hall-Petch effect, these frameworks are computationally expensive to track full micro-system level behaviors. However,
they are useful to understand the materials intrinsic physical length scales, which manifest themselves in materials failure as a width of shear bands according to Johnson [98],
strain gradient concentrating stress around second particles in metal alloys as reported by
7

Courtney [53], and strain gradients in microscopic process zones at crack tips according
to Hutchinson [96]. The addition of a length scale to the continuum theory using spatial
gradients has predicted satisfactorily the Hall-Pecth effect [71].
In this paper, such a characteristic length scale is added to a physically-motivated internal state variable material model, the BCJ model (Bammann [26, 27, 28], Bammann
and Johnson [23], Bammann and Aifantis [22], Bammann et al. [33, 31, 32, 24]) to overcome pathological post-bifurcation mesh dependency issues in numerical simulations of
high-velocity impact problems. These numerical difficulties arise once the predicted material response in an element begins to soften; that is, for dynamic problems, the moment
when the system of differential equations changes from hyperbolic to elliptic, and for static
problems, the reverse, either leading to ill-posed problems because the boundary and initial
conditions for one system of equations are not suitable for the other. The use of internal
state variables allows high-fidelity reproduction of finite deformation and temperature histories, damage, and high rate phenomena that occur during the impact. The characteristic
length scale is introduced in the BCJ model following the idea of Pijaudier-Cabot and
Bažant on nonlocal damage [153], which has historically and contemporaneously demonstrated its power to represent complex, experimentally-observed phenomena [20, 63]. In
the context of concrete damage, Pijaudier-Cabot and Bažant [153] have proposed a formulation in which only the softening variable is nonlocal, while the strain, the stress, and
other variables retain their local definition. Following this suggestion, a nonlocal evolution equation for the damage within an otherwise unmodified BCJ model is adopted in the
present study. The damage internal state variable is expressed as the spatial convolution
8

of a local damage and a Gaussian weighting function. The width of this function includes
a characteristic length scale in the resulting nonlocal BCJ model; this length physically
represents a microstructural distance connected to the mean spacing between neighboring
microstructures and calibrated using series of different notch specimen tests. The physical
justification of the convolution operation is that, unlike the other internal state variables in
the BCJ model, the damage cannot be defined for volumes smaller than the microstructure
spacing and therefore is an essentially nonlocal quantity. Hence, the nonlocal extension of
the BCJ model remains physically-motivated, as its original local version.
The concept of nonlocal damage [153] has been successfully extended to creep [166],
and ductile fracture, [125, 189, 63]. Tvergaard and Needleman [189] checked that it indeed eliminates the mesh size effects; also, Enakoutsa et al. [63] demonstrated that, with
a minor modification, the nonlocal damage reproduces very well the results of typical
ductile rupture experiments. The objective of this work is to critically assess the robustness of Pijaudier-Cabot-Bažant nonlocal damage model [153] on the more complex
problem of high-velocity impact damage through the ability of the method to predict a
mesh-independent damage propagation during the impact. And also, to use series of notch
specimen tests to motivate/calibrate required length scale parameters. The use of this nonlocal form is appropriate because high-velocity impact problems exhibit some softening
due to the increase of damage. The layout of the rest of this chapter is as follows
• Section 3.2 summarizes the successive physical mechanisms responsible for failure during high-velocity impact of metals- formation of adiabatic shear bands, very
quickly after the time of the contact, then failure by ductile rupture in the shear
bands.

9

• Section 3.3 provides the constitutive equations for the original BCJ model and its
nonlocal variant.
• Section 3.4 is devoted to the numerical application of the local and nonlocal BCJ
models using LS-DYNA [88]. We begin with modeling the failure of a series of
notched-tensile specimens made of a 6061-T6 aluminum alloy to calibrate the nonlocal length scale parameter, which was found to be about 0.4mm. The results of
notch tensile simulations show that experiments are well described by the modified
nonlocal BCJ model. Then the same length scale obtained from the notch tests was
used to model a high velocity (ranging between 89-107 m/s) impact of a rigid striker
against a 6061-T6 aluminum alloy disk. We study the impact problem using both
the local and nonlocal forms of the BCJ model. Here also, the numerical results
show that the modified BCJ model predictions compared very well with the experimental test results. This establishes the relevance of the nonlocal concept to deal
with high rate damage phenomena and process of calibrating nonlocal characteristic
length scale.
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3.2

Physics of high-velocity impact damage
The physical mechanisms responsible for failure during high-velocity impact initiate at

the time of the contact, with local heating arising in the impact region as a result of intense
plastic shear deformation. This heat is generated so quickly that the effects of conduction
are negligible; hence, the process can be considered adiabatic (temperature rises at a rate
proportional to the plastic work rate). As a result, thermal softening occurs in the impact
region while the surrounding material continues to harden. When the load increases, the
local region deforms more than the surrounding material and narrow adiabatic shear bands
are formed. While these bands do not deteriorate the material as cracks do, they are precursors to fracture. Typically, nucleation, growth, and coalescence and/or cracks may appear
in the shear bands when the impact load exceeds the local material strength. The failure
process of a high impact velocity problem will then occur in two stages: (1) local heating
in the impact region leading to the development of adiabatic shear bands and (2) ductile
rupture in the shear bands. The thermal softening involved in this rupture process is not
only significant for high-velocity impact but also for low-velocity impact. In fact, thermal
softening effects can be observed even for a strain rate of the order of 1.0 s−1 for a wide
number of steels, including 304L stainless steel.
Figure 3.1 [31] shows earlier experiments and numerical calculatios (using a local form
of the BCJ model), which provides evidence that thermal softening effects occur in torsion
tests of thin-walled tubes of 304L stainless steel at room temperature for a strain rate of
10.0 s−1 . The ISV-based BCJ material model captures the influence of load-path changes,
strain rate, and temperature history on the macroscale constitutive (stress-strain) response
11

and includes the effects of the adiabatic heating. This particular ISV plasticity-damage
model has been previously verified and validated for a number of metal alloys through
extensive simulations and physical testing, see the work of Horstemeyer [94]. The local
and nonlocal versions of this model are presented in the next section.

Figure 3.1
Comparison of experimental and calculation curves for torsion of thin-walled tubes of
304L stainless steel at 20 ◦ C for strain rates of 0.01 and 10.0 s−1 .

Note the thermal softening effects. Calculations are shown by lines and data by markers. The curves are extracted from [31].
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3.3 BCJ material model/ local and nonlocal versions
3.3.1 The local model
The model presented here seeks to capture the combined effects of mechanical and
thermal loading that materials may experience due to inelastic deformation and damage
under dynamic loading conditions. Several versions of the BCJ 1 model exist and are implemented in commercial and governmental FE codes (see [175]). We are utilizing an older
version of this model because it has been implemented in LS-DYNA [88], which allows
us to take advantage of the nonlocal formulation that exists in that FE code. Nevertheless,
many aspects of this model have been significantly modified in the last several years; see
[175]. The physics of the model have been modified to more accurately represent the dislocation microstructure that dictates the observed macroscopic response. This version of
the model has also been cast in dimensionless form to both place tighter bounds on material parameters as well as reduce the variation of parameters [3, 173] among the different
materials; see also [133]. In addition, the kinematics that follow have been modified to
give consistent formulation between the kinematics and thermodynamics associated with
the state variables representing the continuum damage. Within this structure, the elastic
moduli are automatically degraded with increasing damage, and the stress that is the major
driving force in the inelastic flow is naturally concentrated with increasing damage. The
particular form of these effects is determined by a single assumption of the form of the
dependence of the damage deformation gradient upon the state variable representing the
damage [24, 174]. The kinematics applied in this early version of the model are an exten1

Bammann-Chiesa-Johnson
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sion of the kinetics proposed by [54]. Here we account for the deformation gradients associated with elastic, plastic, damage, and thermal expansion deformations. The constitutive
models developed are written in rate form, but we begin by assuming a decomposition of
the deformation gradient in the form (see Figure 3.2 )

F = Fe Fp Fd Fθ .

(3.1)

The elastic deformation gradient Fe describes the material point movement due to elastic motions and can be readily related to elastic unloading. The plastic deformation gradient Fp describes the material point movement due to the distortion caused by dislocation
movement. The thermal deformation gradient Fθ is due to thermal variation. The volumetric deformation gradient due to damage Fd describes the material point movement caused
by dissipative volume changes of the material from nucleation, growth, and coalescences.
In other words, if a void or defect is present, then enhanced dislocation nucleation, motion,
and interaction would occur unlike if the void or defect were not present. As new internal
free surfaces are created from the applied remote deformation, dislocations nucleate from
the voids. One can think of this volume change related to dislocation nucleation to independently act upon void nucleation, growth, and coalescence. As such, each independent
mechanism for damage can create internal free surfaces with dislocations independent of
each other. The elastic deformation can be unloaded from the current configuration B to
the intermediate configuration B̃. The intermediate configuration B̃ is a physically obtainable configuration by unloading elastically, while with a given damage, the configurations
B̄, B̂, and B0 are not obtainable (i.e., damage deformation is irrecoverable).
14

Figure 3.2
Multiplicative decomposition of the deformation gradient into the plastic, damage,
thermal and elastic parts [24].
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For most polycrystalline materials of interest, the thermal deformation gradient associated with thermal expansion is small; as such, the thermal part of the deformation gradient
can be given in terms of the linear coefficient of thermal expansion ζ and the temperature
change ∆θ as
Fθ = Fθ I = (1 + ζ∆θ)I.

(3.2)

In the following section, we examine the effect of linearization of the elastic part of
the deformation on several kinematic measures. The polar decomposition of the elastic
deformation gradient Fe is
Fe = Ve Re .

(3.3)

where Re and Ve are the elastic rotation and the elastic left stretch tensors, respectively.
Typically in metals, the elastic strains are orders of magnitude less than plastic strains in a
well-developed plastic flow.
With the above deformation gradient components, we can define the following stretch
tensors:
C = FT F,
Cθ = FT
θ Fθ ,
Ĉp = FT
p Fp ,
C̄d = FT
d Fd ,
C̃e = FT
e Fe .
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(3.4)

and the corresponding Lagrangian strain tensors:
E = 12 (C − I),
Eθ = 12 (Cθ − I),
Êp = 12 (Ĉp − I),

(3.5)

Ēd = 12 (Ĉd − I),
Ẽe = 12 (Ĉe − I).
Similar expressions for the damage strain have been discussed many others; e.g., [40,
38, 89, 179, 193].
Then the total strain is obtained by pulling all back (see equation (3.5) ) to the configuration B0 :
E = Ee + Ed + Ep + Eθ .

(3.6)

The fact that the total strain decomposes additively into the sum of elastic, damage,
plastic, and thermal parts is true with respect to every configuration as long as each strain
tensor has been properly “pushed forward” or “pulled back” between configurations.
The velocity gradient associated with the deformation gradient in the current configuration B, l = ḞF−1 is separated into an elastic, plastic, thermal, and a volumetric part, is
given by
l = le + ld + lp + lθ ,
le = Ḟe F−1
e ,
−1
ld = Fe Ḟd F−1
d Fe ,
−1 −1
lp = Fe Fd Ḟp F−1
p Fd Fe ,
−1 −1 −1
lθ = Fe Fd Fp Ḟθ F−1
θ Fp Fd Fe
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(3.7)

As with the strain tensor, a similar additive equation holds for the velocity gradient
with respect to every configuration. By pulling back the above equation through F−1 , the
velocity gradient in the intermediate configuration, B̃ results in
l̃ = l̃e + l̃d + l̃p + l̃θ ,
l̃e = F−1
e Ḟe ,
l̃d = Ḟd F−1
d ,

(3.8)

−1
l̃p = Fd Ḟp F−1
p Fd ,
−1 −1
l̃θ = Fd Fp Ḟθ F−1
θ Fp Fd

Note that we can decompose any velocity gradient into skew and symmetric parts in
any configuration. For example, in the current configuration B,
l = d + w,
d = sym(l) = 12 (l + lT ),

(3.9)

w = skew(l) = 12 (l − lT ).
and in the intermediate configuration
l̃ = d̃ + w̃,
T

d̃ = sym(l̃) = 21 (l̃ + l̃ ),

(3.10)

w̃ = skew(l̃) = 12 (l̃ − l̃).
With the derived expressions above, we can now map the velocity gradient and stress tensor
between different configurations as shown in Table 3.1.
ρ is the density in the current configuration, is the Cauchy stress in the current configuration, S̃ is the second Piola-Kirchhoff stress in the intermediate configuration, S̄ is
the second Piola-Kirchhoff stress in the B̄ configuration, Ŝ is the second Piola-Kirchhoff
18

Table 3.1
Mapping of stress tensor and velocity gradient between respective configurations

stress in the B̂ configuration, and S is the second Piola-Kirchhoff stress in the reference
configuration.
The material time derivative of the strain tensors (Ẽ, Ẽp , Ẽe , Ẽθ ) living in the intermediate configuration B̃ is
T
T
Ẽ˙ = FT
e dFe − (l̃ − l̃e )Ẽ − Ẽ(l̃ − l̃e )

where
T
T
T
T
FT
e dFe = Fe de Fe + Fe dd Fe + Fe dp Fe + Fe dθ Fe ,
T

FT
e dp Fe = d̃p + l̃p Ẽe + Ẽe l̃p ,
T

FT
e dθ Fe = d̃θ + l̃θ Ẽe + Ẽe l̃θ ,
T

FT
e dd Fe = d̃d + l̃d Ẽe + Ẽe l̃d ,
˙
FT
e de Fe = Ẽe ,
T

T

FT
d d̃p Fd = d̃p l̃p Ẽd + Ēd l̃p ,
T

d̃p = 21 (l̃p + l̃p).
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(3.11)

Similarly, we can relate the time derivative of the elastic, plastic, thermal, and volumetric strain tensors to the elastic, plastic, thermal, and volumetric rate of deformation tensors
as follows:
T
T
T
T
T
Ẽ˙ p = d̃p − (l̃p + l̃d )Ẽp − Ẽp (l̃p + l̃d ) − l̃p Ẽd − Ẽd l̃p .

(3.12)

T
T
T
Ẽ˙ θ = d̃θ − (l̃ − l̃e )Ẽθ − Ẽθ (l̃ − l̃e ) − l̃θ (Ẽp + Ẽd ) − (Ẽp + Ẽd )l̃θ .

(3.13)

T
Ẽ˙ d = d̃d − l̃d Ẽd − Ẽd l̃d .

(3.14)

T
T
T
Ẽ˙ e = FT
e de Fe = Fe dFe − Ẽp − Ẽθ − Ẽd − (l̃ − l̃e )Ẽe − Ẽe (l̃ − l̃e ).

(3.15)

To complete this system of equations, it is necessary to write expressions for Ẽp , Ẽθ ,
and Ẽd in equation (3.15), and l̃ − l̃e , which necessitates the additional representation
of w̃p , w̃θ , and w̃d . These equations have been discussed in [175]. The rotational parts
are needed to specify the convective parts of the derivatives in equation (3.15), that, in
conjunction with the expression of companion stretches, fixes or specifies the position of
each configuration at any given instant as can been seen by properly taking the material
derivative of these kinematic quantities by pulling back to the reference configuration,
taking the time derivative and pushing forward. The required rotation and rotational rate
naturally appear to properly render the derivatives objective.
In present theory, we can define damage φ as the ratio of the change in volume of an
element in the elastically unloaded state B̃ from its volume in the initial reference state to
its volume in the elastically unloaded state:

Vv
,
VB̃
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φ=

(3.16)

where VB̃ is the total volume in the intermediate configurations and Vv is the added volume
due to voids. The change in volume from the reference configuration B0 to the intermediate
configuration, (B̃) is
VB̃ = VB0 + Vv ,

(3.17)

where B0 is the initial volume in the reference configuration. Using equation (3.16) and
equation (3.18), we can show that
VB0 = VB̃ (1 − φ),

(3.18)

where the Jacobian is defined by the damage parameter φ:

Jd = det(Fd ) =

1
VB̃
.
=
VB0
(1 − φ)

(3.19)

From this definition, we get
Fd =

1

I.

(3.20)

φ̇
I,
3(1 − φ)

(3.21)

1

(1 − φ) 3

l̃d = Ḟd F−1
d =
where I is the identity tensor.

For the evolution equation of isotropic damage, we consider the non-associative form
of [50] as shown in equation (3.22):
"

2(2m − 1)
p
φ̇ = |dp | sinh
0
(2m + 1) kσ − αk
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#

1 − [1 − φ]m+1
.
[1 − φ]m
!

(3.22)

Let us now define a measure of the stress S̃ in the intermediate configuration expressed
in terms of the Cauchy stress as
−T
S̃ = Je F−1
e σFe ,

(3.23)

where Je = det(Fe ). The constitutive equation relating the stress to the elastic strain in
this configuration has the usual linear form:
0

h

i

S̃ = 2µ(θ, φ)Ẽe + K(θ, φ)tr(Ẽe )I ,

(3.24)

where K(θ, φ) and µ(θ, φ) are the damage and temperature dependent bulk and shear mod0

uli, respectively, and Ẽe is the deviatoric part of Ẽe . In this implementation of the BCJ
model, the temperature dependence of the elastic moduli is neglected and the damage dependence of the elastic moduli is the familiar form valid for the dilute concentration of
voids:
µ(φ) = µ0 (1 − φ)K(φ) = K0 (1 − φ),

(3.25)

where K0 and µ0 are the bulk and shear moduli in the undamaged material. Taking the
time derivative of equation (3.24),2 the constitutive relation can be described in terms of a
convective derivative of the Cauchy stress in the current configuration, which involves the
skew-symmetric part of the elastic velocity gradient tensor:
φ̇
4
0
,
σ̇ − we σ − σwT
e = λ(φ)tr(de )I + 2µ(φ)de − σ
3 (1 − φ)

(3.26)

where the elastic stretching and spin are
de = d − dd − dp − dθ ,
(3.27)
we = w − wp .
2

This assumption is unnecessary when employing the approach developed in [24, 174].
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However, in the present study, the effect of the plastic spin is neglected ( wp = 0 ).

Figure 3.3
Flow rule formulation motivated by energetic required for overcoming obstacles [27] .

The plastic stretching dp is assumed to occur in the direction of the net deviatoric stress,
which is the stress minus/plus any internal stresses. This results in the expression of the
form
σ0 − α
dp = γ̇
kσ 0 − αk

!

(3.28)

where γ̇ is the magnitude of the plastic flow. The evolution equation γ̇ is formulated in
context of the energy required for overcoming obstacles (see Figure 3.5) and also includes
texture effects [27]. Therefore, γ̇ has a strong nonlinear dependence upon the activation
energy of the barriers. We therefore assume of the form
!

−∆G(kξk)
γ̇ = f(θ)sinh
,
V(θ)

(3.29)

where V (θ) and f (θ) are related to yielding with Arrhenius-type temperature dependence
and ∆G(kξk) is the activation energy dislocations to overcome local obstacles, which de23

pends upon the local net stress. The hyperbolic sine is a result of assuming equal probability of forward and backward jumps over obstacles. If we assume that the main source
of obstacles that must be overcome are the statistically stored dislocations, then one choice
for the activation energy representing square profiles is
∆G kξk =

kσ 0 − αk − ( κ + Y(θ)) (1 − φ)
,
1−φ

(3.30)

where kσ 0 − αk is the damage-concentrated stress minus “back stress” in the current configuration.
The particular form of the damage concentration results from the specific choice made
previously for the inverse metric dependence upon the damage, and κ represents an averaged internal strength of the material and is the thermodynamic conjugate to the elastic
strain associated with statistically stored dislocations presented previously. Similarly, is
the thermodynamic conjugate to the incompatible lattice curvature due to presence of geometrically necessary dislocations (GNDs) at grain boundaries and around second-phase
particles. The expression for the plastic stretching is derived from these concepts in a later
version of the BCJ model [133]. In this study, the expression for the plastic stretching is
chosen in the form
kσ 0 − αk − ( κ + Y(θ)) (1 − φ)
dp = f(θ)sinh
V(θ) (1 − φ)

!

σ0 − α
kσ 0 − αk

!

(3.31)

Y (θ) is related to yielding with Arrhenius-type temperature dependence.
We view plastic deformation as the motion of dislocations and the state of the material
as a freeze-frame of the deformed state, which is described by the elastic lattice deformation due to the presence of dislocations and due to the external loading (see Figure 3.4). We
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Figure 3.4
Statistically stored dislocations (SSD) provide observed hardening.

relate this strain-like internal variable ˜s to the density of statistically-stored dislocations ρ̃s .
In the increment of strain, dislocations are stored inversely proportional to the mean free
path, which in a Taylor lattice is inversely proportional to the square root of the dislocation density. Dislocations are annihilated or recover due to cross slip or climb in a manner
proportional to the dislocation density. Following the Taylor assumption [29], the lattice
deformation due to the presence of statistically stored dislocations ˜s in the intermediate
configurations can be defined as
s

q

˜ = b ρ̃s ,
where b is the magnitude of Burgers vector (Figure 3.4).
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(3.32)

Mecking and Kocks [138] proposed that during an increment of plastic strain, the density of the statistically stored dislocations is stored inversely proportional to the mean free
path and recovered proportionally to the density of the dislocations
C7
d˜s
− C8 ρss
=
s
d
l

(3.33)

where l is the mean free path of the dislocations, and C7 and C8 are constants. Motivated
by this, we choose a hardening law of the form




κ̄˙ = H(θ) − Rd (θ)κ2 kDp k − Rs (θ)κ2 .

(3.34)

The dynamic recovery Rd (θ) is motivated from dislocation cross slip that operates on
the same time scale as dislocation glide. For this reason, no further rate dependence results
from this recovery term. The thermal recovery term Rs (θ) is related to the diffusional
process of vacancy-assisted climb. Because this process operates on a much slower time
scale, strong rate dependence is predicted at higher temperatures where this term becomes
dominant. For the stress-like internal state variables work-conjugate to GND, we will
follow the form chosen by Armstrong et al.[14], who postulated that the “back stress”
hardens in the direction of plastic flow and recovers in the direction of α. To incorporate
effects of direction changes, we include the magnitude in the recovery. This type of
development is proposed based upon dislocation pileups occurring at grain boundaries
or particles during loading, and “running” in the opposite direction during load reversal.
This results in an apparent softening under the load reversal. Since dislocation pileups are
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also geometrically necessary dislocations, this is an adequate evolution equation as a first
approximation:
α̇ − we α − αwT
e = h(θ)dp − (rs (θ) + rd (θ) kDp k) kαk α.

(3.35)

The scalar κ is an isotropic hardening variable that predicts no change in flow stress
upon reverse loading. This variable captures long transients and is responsible for the
prediction of continued hardening at large strains. Once steady state has been reached
under constant conditions, this variable is not affected by a change in loading, though it
is still affected by change in temperature. In equations (3.34, 3.35), rd (θ) and Rd (θ) are
scalar functions of temperature that describe dynamic recovery whereas rd (θ) and rs (θ) are
scalar functions that describe thermal (static) recovery with h(θ) and H(θ) representing the
kinematic and isotropic hardening modulus, respectively. These functions are calculated
as
V (θ) = C1 exp(− Cθ−2 ),
Y (θ) = C3 exp(− Cθ4 ),
f (θ) = C5 exp(− Cθ−6 ),
rd (θ) = C7 exp(− Cθ−8 ),
h(θ) = C9 exp(− Cθ10 ),
rs (θ) = C11 exp(− C−12
),
θ
Rd (θ) = C13 exp(− C−14
),
θ
H(θ) = C15 exp(− Cθ16 ),
Rs (θ) = C17 exp(− C−18
).
θ
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where C1 -C6 are yield parameters, C7 -C12 are the material plasticity parameters related to
kinematic hardening and recovery terms, and C13 -C18 are the material plasticity parameters related to isotropic hardening and recovery terms, respectively. Determination of the
constant parameters is discussed in the Appendix A.1.
The last equation to complete the description of the model is one that computes the
temperature change during high strain-rate deformations, such as those encountered in
high-rate impact loadings. For these problems, a non-conducting (adiabatic) temperature
change, following the assumption that 90% of the plastic work is dissipated as heat, is
assumed. Taylor and Quinney [184] were the first to measure the energy dissipation from
mechanical work as being between 5 − 50% of the total work for different materials and
strain-rate levels. The rate of the change of the temperature is assumed to follow the
equation
θ̇ =

0.9
σ : Dp ,
ρCv

(3.36)

where ρ and Cv represent the material density and a specific heat coefficient, respectively.
The empirical assumption in equation (3.36) has permitted a non-isothermal solution
by FE that is not fully coupled with the energy balance equation [31]. Note that the temperature rise induces a profound effect on the constitutive behavior of the material. For
example, the temperature increase leads to thermal softening (adiabatic shear bands), and
as a result, shear instabilities may arise. This particular ISV plasticity-damage model has
been previously verified and validated for a number of metal alloys through extensive simulations and physical testing. For example, Horstemeyer [94] successfully applied the ISV
plasticity-damage constitutive model for structural analysis of components made of A356
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cast aluminum alloy. Through appropriate multiscale modeling, his team was able to correctly predict the failure mode of an automobile control arm under multiple loading conditions. We expect a substantial development of this model in the future, provided that the
unlimited localization phenomenon and the resulting post-bifurcation mesh dependency it
predicts in problems involving localization is solved. Indeed, the FE solution of a problem
involving strain or damage localization (e.g., shear bands) using material models including softening, such as the BCJ model, becomes meaningless when one element begins to
soften, and all the deformation has the tendency to concentrate within a zone approaching zero measure with decreasing element size. Because the energy is proportional to the
deformation, the predicted dissipated energy gradually reduces with decreasing element
size; when the FE size tends to zero, the dissipation energy also goes to zero. The explanation for this phenomenon is that the elements outside the localization zone unload after
the occurrence of localization in one element. As a consequence, the energy dissipation
decreases with decreasing size of the softening element. These difficulties disappear when
a nonlocal concept is introduced in the constitutive model. The following section presents
a technique to introduce the nonlocal theory into the BCJ model.

3.3.2

Nonlocal BCJ model

Many materials, when at room or elevated temperature, undergo softening, i.e., stress
decreases while the strain increases. Often, this property is related to a gradual increase
of the damage, which manifests as micro-crack growth and void formation. The increase

29

of damage is responsible for material stiffness reduction; this eventually leads to softening
which is well-known to be at the origin of the material instability.
Unfortunately, the presence of softening in material models produces undesirable unlimited localization of strain, resulting in meaningless zero dissipation energy during crack
propagation and pathological mesh sensitivity in FE computations. These difficulties resolve when a nonlocal concept is adopted. Nonlocal theories were first introduced by
Kröner, Krumhans [113], and Kunin (1968 [120] and developed later in the context of
elasticity [65, 60]. Eringen’s [65] nonlocal formulation involves weighted spatial averages
of quantities. Pijaudier-Cabot and Bažant [153] extended this nonlocal concept to strain
softening materials, mainly concrete and rocks; [166] and [125] applied this concept to
creep and ductile fracture problems, respectively. Here we follow Pijaudier-Cabot and
Bažant [153] to introduce the nonlocal concept into the BCJ material model to address
the problems related to the presence of softening in the model. In the BCJ model, softening may arise from two mechanisms: a gradual increase of the damage (under isothermal
conditions) or a temperature rise (in adiabatic conditions) followed by an increase in damage. However, we do not follow Kane’s suggestion [100] to delocalize the two variables
causing softening in the constitutive relation. In fact, review of the model’s constitutive
equations provided in the previous section reveals that temperature and damage parameters are indeed related toward their sequential governing equations of softening in adiabatic
conditions.
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The equation for the nonlocal variable is assumed to have the form of a Gauss distribution function the width of which introduces a mathematical length scale. This equation
reads
φ(X) =

1 Z loc
φ (Y)A(X − Y)dΩy .
B(X) Ω

(3.37)

In equation (3.37), Ω denotes the volume of the body studied, x and y the vector point
coordinates, and A the Gauss distribution function which is defined as




A(X) = exp − k X k2 /l2 .

(3.38)

In equation (3.38), the term l is the characteristic length scale, X represents the magnitude of the vector X, while the function B(X) is defined as
B(X) =

Z
Ω

A(X − Y)dΩy .

(3.39)

The “local damage” φloc is deduced from equation (3.37). The function A is infinitely
differentiable; it does not include any Dirac’s δ-distribution at the point 0. This ensures
that the function φ is not partially but entirely nonlocal. Other properties of the function A
include isotropy and normalization. A a consequence, the function φ must be equal to φloc
if the latter variable is spatially uniform. In the absence of the normalization factor 1/B,
this would not be the case near the boundary of Ω. The presence of the normalization term
allows for the coincidence everywhere.
Another weigthing function,
"

1
A(X) =
1 + (k X k /l)p

#q

,

(3.40)

where l is the material characteristic length scale can be used instead of equation (3.38). In
equation (3.40) the coefficients p and q are chosen to be constant and equal to p=8 and q=2,
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so that in the interaction zone determined by the length scale, equation (3.38) accounts for
strong non-locality effects, see Figure 3.5.

Figure 3.5
Idealization of the nonlocal interaction zone.

The constiutive equations of the nonlocal BCJ model consist of all the equations presented in Sub-section 3.3.1, except the evolution equation for the damage equation (3.22),
which is replaced by equation (3.37) where, again, the “local damage” is calculated from
the “local damage rate” equation (3.22). The nonlocal (integral) expression of the equation
of the damage is critical to understanding why unlimited localization of strain and damage
is prevented with a nonlocal BCJ model in problems involving localization. Indeed, equation (3.37) given by an integral expression is continuous, and the plastic dissipation energy
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is proportional to the nonlocal rate of the damage [153]. Hence, the dissipation energy
is spatially continuous and cannot localize into zones of vanishing width. Interestingly,
the continuity of the dissipation energy yields the continuity of the time-derivative of the
temperature, since the latter is proportional to the dissipation energy, according to equation (3.36). Therefore, the time-derivative of the temperature is also spatially continuous.
Consequently, the concentration of any adiabatic shear band in the region of zero width is
prohibited in nonlocal BCJ media. Another direct consequence is that the jump of the temperature rate toward any surface of discontinuity is zero, which is critical to show that no
spatial discontinuity can occur in the velocity gradient despite the softening arising from a
gradual increase of the damage. The theoretical explanations of why unlimited localization
is prevented within the nonlocal BCJ model is widely commented in previous papers by
the authors [5, 6, 7, 61, 62, 64]. The authors also show that the tangent stiffness tensor
in the nonlocal BCJ medium reduce to the elasticity tensor which is positive definite [62].
Hence, all the issues associated with the loss of positive-definiteness of the stiffness matrix
(which include pathological mesh size dependency, non-uniquness of the solution for the
governing differential equations at bifurcations, zero energy dissipation at failure when the
finite element size is very small) at the onset of softening , encountered in the local BCJ
medium and reported in other elasto-plastic models [19, 144, 165], are automatically resolved. It follows that the finite element results predicted by nonlocal models are objective
which is also confirmed by other works in the literature [150, 151, 172].
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3.3.3

Significance of the characteristic length

Equation (3.37) includes a characteristic length scale l aimed at solving the pathological post-bifurcation mesh dependency issues in numerical simulations involving the BCJ
model, more specifically in high velocity impact related problems of interest in this paper. In theory, this parameter is interpreted as the mean half-spacing between neighboring
microstructures, but in real materials the microstructures distribution is always random
so that it is difficult to determine its precise value through micro-structural observations.
However, Tvergaard and Needleman [190] showed that for porous ductile materials, the
characteristic length scales with either the void spacing or the mean void radius depending
on whether the mechanism leading to the final failure is coalescence of voids or shear band
formation. For concrete materials, Pijaudier-Cabot and Bažant, have demonstrated that the
characteristic length is proportional to the maximum aggregate size [21].
Al-Rub and Voyiadjis [2] used a dislocation-based argument to relate the material
length scale to the mean free-path for dislocation motion and show that this length is a
function of the material microstructure features such as mean grain size in polycrystalline
materials or the mean particle size in particle reinforced composites. Furthermore, the
same authors [193] suggested to include more than a non-constant characteristic length
scale, evolving as a function of different mechanisms associated to softening, in their constitutive relations. Recently, Enakoutsa and Leblond [63] characterized this length scale for
A508 − Cl.3 steel described by the nonlocal extensions of Gurson’s ductile fracture model
[82] by comparing model predictions and experimental results for typical laboratory-scale
ductile fracture tests; by trial and error, they found this length scale to be of the order
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of 0.55 mm. However, it is not clear whether the characteristic length scale is an intrinsic material parameter or simply a parameter that allows the numerical computations to
yield objective results. We shall assume that it is an adjustable parameter, similar to the
minimum element size [164]; this minimum element size must be chosen in more usual
numerical simulations based on the BCJ model. The only constraint of this assumption is
that the characteristic length scale must be greater than (or at most equal to) the element
size in regions where the impact damage may occur; it is only at this condition that the
regularization by nonlocal averaging is viable.
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3.4 Numerical applications: high velocity impact simulations
3.4.1 Mesh sensitivity in high velocity impact simulations
The need for new materials in the design of protective systems for civilian or military
applications requires enhanced materials’ performance under high velocity impact loading
conditions. To that end, the existing design tools for such materials must be improved to
describe with high fidelity the materials behavior, especially after the impact damage initiation. However, the majority of material models currently used in numerical simulations
of high velocity impact damage fails to represent the material’s post-bifurcation regime
because they do not include any characteristic length scales. In the few models that do (for
instance, [143]), the characteristic length scale (physical) is so small that any meaningful
FE computations are prohibited. For material models without length scales, once the FE
solution of the problem begins to soften in one element, the system of differential equations
of the problem for static codes shifts from elliptic to hyperbolic system, but the prescribed
boundary and initial conditions remain for elliptic system of equations, leading to an illposed problem [55, 159, 190]. The reverse situation exists for dynamics codes. The direct
consequence of the loss of ellipticity or hyperbolicity is the appearance of bifurcation with
infinite numbers of bifurcated branches [125], which raises the issue of selecting the relevant one, especially in numerical computations where this drawback manifests itself as
a pathological sensitivity of the results with respect to the FE discretization. Also, for
problems involving localization, for instance, the shear-banding of a 2D rectangular specimen considered [62], localized strain or damage occurs over the smallest element and the
load decreases with decreasing element size. In high velocity impact damage simulations,
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adiabatic shear bands due to thermal softening occur [205]; their widths tend to zero with
decreasing element sizes, leading to a meaningless material failure without energy dissipation.
The pathological mesh size effects in high velocity impact numerical simulations have
been demonstrated for impact failure by ductile damage and plugging [36, 37]. Bažant [18]
also checked the mesh size effects in the numerical simulation of the perforation of a concrete wall by a missile and found less mesh sensitivity, despite the fact that the wall obeys
a material model exhibiting strain softening. They attributed this “apparent anomaly” to
the extremely short duration of the impact event and large inertia effects involved in the
problem, which consequently delay localization effects beyond the duration of the event.
The simplest way to solve the pathological mesh sensitivity issues for practical FE
problems involving softening, as first proposed by Rousselier [164], is to put a lower limit
on the finite element size, as suggested by Redanz [160]. The element size is no longer
a mere mathematical artifact but acquires some physical meaning. However, this method
is not optimal theoretically. A more elaborate solution consists of developing nonlocal
constitutive models, in which a characteristic or internal length scale is included, so that
the predicted material deformation is controlled by the material microstructures in addition to stresses and strains. To date, the use of constitutive models including a characteristic length scale in numerical simulations of high velocity impact related problems has
received little attention, perhaps due to the lack of interest in the subject or because of
the difficulties related to the numerical implementation of such models [1]. These authors
have used a thermo-visco damage material model embedded with a material internal length
37

scale through the introduction of spatial gradients in the evolution equation of the damage
to simulate the ballistic penetration and perforation of heterogeneous metal matrix composites targets. Their model predicts the ballistic limit velocities for Weldox 460E high
strength steel circular plates of various thicknesses independently of the mesh sizes and
these predictions are in good agreement with Borvik’s experiments [37]. The next section addresses a similar high velocity impact problem, with the modified nonlocal material
model presented in Section 3.3.

3.4.2

Simulations of the high velocity impact

The objective of this section is to report the application of the local and nonlocal
BCJ models presented in Section 3.3 to numerical simulations of a high-velocity impactinduced damage problem using LS-DYNA, which is a general-purpose, FE code for analysis of large deformation-dynamics responses of structures based on explicit time integration.
We considered the problem of a 6061-T6 aluminum circular disk of thickness 3.2 mm
and 57.2 mm diameter impacted by a rigid penetrator with a given initial velocity (see
Figure 3.6). A similar problem was studied [31] using the local BCJ model. Four-noded
quadrilateral axisymmetric shell elements available in the LS-DYNA element library were
adopted to represent the disk and the penetrator. The “2D automatic node to surface contact” algorithm was applied with the assumption of frictionless interaction between the
rigid penetrator and the disk. Fully-edged, clamped boundary conditions were applied to
the disk, while the penetrator was given an initial impact velocity. The disk deformation
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Figure 3.6
Schematic representation of the initial configuration of the problem model just before the
impact.

behavior is calculated using both the local and nonlocal BCJ material model , while the
penetrator was assumed to be simply rigid. Extremely small time increments are used to
ensure the stability of the numerical computations. The methodology used to determine the
BCJ model material parameters for 6061-T6 aluminum and the parameters are provided in
the Appendix sec:bcjparam. Since the numerical implementation of the BCJ model, based
on the radial return method [54], is already reported [31], we recall the main points of
this implementation in the Appendix A.2. The implementation of the integral nonlocal
damage Eq.(3.37) into an existing implicit FE routine is quite involved, since it requires
the computation of a double loop over all the integration points of the FE model. However, this difficulty can be removed by calculating the double loop at convergence of global
elastic-plastic iterations where the local damage rate at all the integration points as well as
the integration point coordinates are known. The advantage of such an algorithm is that
it preserves the original architecture of the existing code, while introducing an acceptable
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approximation: the nonlocal damage term is not computed at each global elastic-plastic
iteration, but once convergence is met. This algorithm was satisfactorily adopted by [63]
to numerically implement a nonlocal extension of Gurson’s [82] model. Also, [58] used
the same algorithm in a different context to predict crack paths and overall stress-strain
responses that are in good agreement with [17].
Next, the material model includes plasticity material parameters related to the yield
stress, the kinematic and the isotropic hardenings, all of which were calibrated using experimentally measured mechanical responses as shown in Table A1 and details are provided in
the Appendix. Then, the non-local length scale parameter was calibrated through a series
of notched tensile specimens made of 6061-T6 aluminum alloy. Here we simulate post
bifurcation problem and compared the simulated force-displacement curve with available
experimental data. Because stress triaxiality is the primary driving factor for damage in
porous materials, post-bifurcation issues arise. In a uniform material, the notch geometry induces a smooth-stress triaxiality field with a maximum value near the center of the
specimen. In a damaged medium, stress concentrations induced by the presence of pores
may cause local regions of high-stress triaxiality. The notch radii of our specimens were 4
mm and 9.9 mm, respectively. The specimens were 25.4 mm long. A prescribed displacement was applied to both ends of the specimens. For the simulations of the notched tensile
problem, only the upper half of the specimen was modeled due to geometric symmetry
Figure 3.7. Two different mesh densities were considered for each specimen with a minimum element size of 0.12 and 0.18 mm, respectively. Again, the values of the material
parameters for the 6061-T6 aluminum in the absence of the characteristic length scale are
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provided in appendix A.1. Through this calibration process, the characteristic length scale
parameter was found to be 0.4 mm.

Figure 3.7
FE meshes of the notched specimen

(a) 4mm radius notch with the coarse mesh, (b) 4mm radius notch with the fine mesh,
(c) 9.9mm radius notch with the coarse mesh, and (d) 9.9mm radius notch with fine mesh.
Comparison of experimental measured load-displacement responses [32] of an aluminum alloy 6061-T6 with a local and nonlocal form of BCJ model is shown in Figure 3.8.
Here we used two different notch root radii and two different mesh sizes to compare experimental versus simulated force-displacement curves using the local and nonlocal BCJ models described in section 3.3. In the case of the local model, there is a notable effect of the
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mesh size materialized by an important discrepancy between the two force-displacement
curves Figure 3.8 for the two notched specimens. Furthermore, this discrepancy (mesh dependency) is reduced when the nonlocal BCJ model was used Figure 3.8. Also, as shown
in Figure 3.8, the local BCJ model predicted an earlier occurrence of the final failure, contrary to the experimental results, while the occurrence of the final failure predicted by the
nonlocal BCJ model was delayed, which compared reasonably well with the experimental
results. Thus, the performance of the nonlocal BCJ model to eliminate mesh size effects
and predict the fracture process of laboratory-scale tests is verified. Figure 3.8 shows good
correlation and how well the model captured the differences between the stress triaxiality,
which expresses the importance of a physically motivated internal state variable plasticity
and nonlocal damage continuum model for the predictive modeling.
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Figure 3.8
Notch tensile-test validations

a) Comparison of force-displacement responses from experiments [32] and the local BCJ predictions with the coarse mesh (0.18 mm×0.18 mm) and the fine mesh (0.12
mm×0.12 mm) for 4 mm and 9 mm notch specimens. Note the variation between the
curves predicted by the local BCJ model for the two meshes for same notched specimen.
The rupture of the specimen occurs quickly for the refined mesh in the two specimens.
b) Comparison of force-displacement responses from experiments [32] and the nonlocal
BCJ predictions for coarse mesh (0.18 mm×0.18 mm) and the fine mesh (0.12 mm×0.12
mm) for 4 mm and 9 mm notch specimens. Note that the mesh dependency on the predicted load-displacement curves was considerably (if not completely) reduced, when the
nonlocal BCJ model was used.
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After good initial correlations with notched specimens, the fracture process of the local
versus nonlocal BCJ models under a more complex problem of high-velocity impact damage was compared. Here, we used two meshes with the same minimum element size as
the notch simulations (0.18 mm×0.18 mm and 0.12 mm×0.12 mm) along with two other
meshes (minimum element size 0.24 mm×0.24 mm and 0.08 mm×0.08 mm), as shown in
Figure 3.9. To show the effects of the nonlocal concept, i.e. mesh independent solutions
explicitly, calculations were performed with the local BCJ model and the nonlocal BCJ
model with the initial velocity of 89m/s and 107m/s. For these high-velocity simulations,
we used the same characteristic length scale as it was found through calibration of notch
specimens.
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Figure 3.9
FE meshes of the projectile and the target before the impact

(a) Course mesh (minimum element size in the disk: 0.24 mm×0.24 mm), (b) medium
mesh (minimum element size in the disk: 0.18 mm0.18 mm ), (c) fine mesh (minimum
element size in the disk: 0.12 mm×0.12 mm ), and (d) very fine mesh (minimum element
size in the disk: 0.08 mm×0.08 mm ).
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Figure 3.10
The damage contour plots at the initiation of failure and at the rebounding of the
penetrator for four different mesh sizes with an initial impact velocity of 89 m/s.

The simulations were carried out using the local BCJ model. We observed that the
damage initiates from the back surface of the disk and propagates through its thickness;
however, it does not reach the top side. This fracture phenomenon occurs as a result of adiabatic shear band localization attributed to a plastic instability implied by wave reflection
during dynamics deformation. The propagation took place within a layer of one element
size, and the length of the damage zone changes as a function of the element size. These
two points illustrate the pathological mesh-size effects due to localizations in numerical
results.
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With the local BCJ model and an applied velocity of 89 m/s, the damage contours at
the initiation of failure and at the rebounding of the penetrator for four different mesh sizes
are shown in Figure 3.10 . These figures show that the damage concentrates on the back
surface of the disk in a single-layer zone that shrinks with decreasing element sizes at the
initiation of failure. Note that the peak value/initiation of the damage occurs on the back
surface of the disk. The projectile hits the target and rebounds after the failure has initiated. Here also, the damage initiates and propagates in a layer of one element size; see
Figure 3.10, starting from the face of the opposite side of the disk to the impact zone with
no clear plug formation. In the case of 107 m/s applied velocity with the local BCJ model
(see Figure 3.11), we observed similar behavior of damage localizations when compared
with the 89 m/s velocity case, i.e., the damage concentrates on the back surface of the disk
in a single-layer zone that shrinks with decreasing element sizes. However, contrary to the
simulations with an initial impact velocity equal to 89 m/s, once the failed zone reached
the top side of the disk, a plug was fully cut from the disk through the one element size
damaged layer. As we would expect with the local form of the BCJ model, the pathological
mesh dependency was clearly visible. With an increase in the mesh refinement, the damage zone size increased significantly. From the protective-system design point of view, the
pathological mesh size effects may over or under-estimate the predicted material characteristics, which include but are not limited to the impact absorption capacity and the ballistic
limit, required to resist a given impact-loading condition. The improvements brought by
the introduction of the nonlocal concept in the BCJ model are outlined below.
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Figure 3.11
The damage contour plots at the initiation of failure and at the maximum penetration of
the penetrator for four different mesh sizes with an initial impact velocity of 107 m/s.

Simulations were carried out using the local BCJ model. We observed that the damage
initiates from the back surface of the disk and propagates through its thickness to the top
side. The propagation took place within a layer of one element size and the length of
the damage zone changes as function of the element size. These two points illustrate the
pathological mesh-size effects due to localizations in numerical results.
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Figure 3.12
The damage contour plot comparisons at the rebounding of the penetrator for four
different mesh sizes simulated using the local and nonlocal BCJ model with an initial
impact velocity of 89 m/s.

In the case of the nonlocal model, the localization of the damage still take place, however, the localization zone does not shrink with the mesh refinement as compared to the
local model. Also, in the case of simulations with the nonlocal model we observed approximately same size damage zone indicating mesh independent numerical solutions.
The comparisons of damage behaviors under an initial impact velocity of 89 m/s for
the local and nonlocal models are shown in Figure 3.12. In the case of the nonlocal model,
the localization of the damage still occurred after the initiation of the damage on the back
surface of the disk. However, the localization zone did not shrink with the mesh refinement
as compared to the local model. More specifically, the damage zone spread over several
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elements. Furthermore, it is interesting to point out the quasi-similarity of the damage
pattern for the four mesh discretization in contrast to the damage patterns for the local BCJ
model. The quasi-similarity of the damage pattern, i.e., the damage zone size predicted by
all four meshes, has same order of magnitudes, suggesting a mesh-independent numerical
solution.
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Figure 3.13
The damage contour plot comparisons at the maximum penetration of the penetrator for
four different mesh sizes simulated using the local and nonlocal BCJ models with an
initial impact velocity of 107 m/s.

In the case of the nonlocal model, the localization of the damage still take place, however, the localization zone does not shrink with the mesh refinement as compared to the
local model. Also, in the case of simulations with the nonlocal model we observed approximately same size damage zone indicating mesh independent numerical solutions. The
influence of the damage delocalization is clearly demonstrated: the damage propagates
within layer of width more than one element, the damage zone is quasi-similar for the four
cases considered.
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In the case of initial applied velocity of 107 m/s, damage behaviors of various mesh
using the local and the nonlocal BCJ models is shown in Figure 3.13. Here, we observed
similar behavior when compared with the nonlocal BCJ model with the initial velocity of
89 m/s, i.e., the damage zone did not shrink with the mesh refinement. Also, in the case of
simulations with the nonlocal model, we observed approximately the same damage-zone
width, indicating mesh-independent numerical solutions. Several other points of interest
can be observed from Figure 3.13. The first one is that the damage zone predicted by the
use of the nonlocal BCJ model gives way to a more smoothed zone wherein a sharp damage
gradient no longer exists. Furthermore, the failure initiation predicted by the nonlocal BCJ
model was delayed with respect to the corresponding one predicted by the local version
of the BCJ model. The plausible explanation of this phenomenon is that the convolution
integral of the damage does not allow the damage to reach rapidly high values, so that
the value of the damage at a given material point (in the impact region, more specifically)
reaches the critical failure value at a later times.
The comparisons of effective plastic strain behaviors under an initial impact velocity
of 89 m/s and 107 m/s for the local and nonlocal models are shown in Figure 3.14 and
Figure 3.15 respectively. The regularization effect of the nonlocal enhancement becomes
clear with the contour plots of effective plastic strain. The effective plastic zone/band computed through the nonlocal model are more smoothed as the effective plastic strains spread
out into the neighboring elastic region, i.e., sharp gradient no longer exists. On the other
hand, the effective plastic strain band/zone computed through the local model reveals the
existence of strong localization into a line, i.e., no broadening of the localization zone,
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which emanates from the lower-bottom of the plate. Furthermore, the effective plastic
strain computed through the local model shows significant mesh dependency, i.e., the size
of the localized zone changes significantly with reduction in mesh size, i.e., the pathological mesh-size effects. Similar behavior was observed in the case with the initial impact
velocity of 107 m/s, see Figure 3.15.
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Figure 3.14
The effective plastic strain contour plot comparisons at t= 2e-4 sec for four different mesh
sizes simulated using the local and nonlocal BCJ models with an initial impact velocity of
89 m/s.

The regularization effect of the nonlocal enhancement reveals in the contour plots of
effective plastic strain. The effective plastic bands are smoother with the nonlocal model
when compare with the local model.
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Figure 3.15
The effective plastic strain contour plot comparisons at t= 8e-5 sec for four different mesh
sizes simulated using the local and nonlocal BCJ models with an initial impact velocity of
107 m/s.

Interestingly, the regularization effect of the non-local enhancement becomes clear with
the contour plots of effective plastic strain. Furthermore, the effective plastic zone/band
are smoother with the nonlocal BCJ model when compare with the local model.
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It remains the ultimate question of whether the nonlocal BCJ model predictions are
comparable to the experimental observed results of high-velocity impact tests. To address
this question, we considered the failure in aluminum disks impacted by steel bars in experiments performed at Sandia National Laboratory and reported in Bammann et al. (1993).
In these experiments, 6061-T6 aluminum disks (57.2 mm diameter; 3.2 mm thick) were
impacted with a hardened steel road. The results of these experiments show that initial
failure, in the form of visible cracks on the side of the disk opposite the bar, occurred at an
impact velocity between 79 to 84 m/s (Figure 3.16), and the disk failed completely through
its thickness at an impact velocity between 92 to 107 m/s (Figure 3.17). The nonlocal BCJ
model, with a characteristic length scale calibrated through a series of tensile notch tests
and an impact velocity of 107 m/s, predicts that a plug is fully cut from the disk, and this
exactly corresponds to the experimental results (see Figure 3.17). With the same characteristic length scale and at a lower velocity of 89 m/s, predicts a crack initiates at the back
side of the plate but does not reach the other side of the disk (see Figure 3.16). Figure 3.16
and Figure 3.17 demonstrate the satisfactory comparison between predicted failure and the
experimental results [31].
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Figure 3.16
Comparison of Sandia National Laboratory experimental results [31] with the numerical
simulations using the nonlocal BCJ model for an impact velocity of 89 m/s.

A crack is initiated on the convex side of the disk. It does not propagate through the
entire thickness of the disk showing an excellent agreement with the nonlocal calculations.
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Figure 3.17
Comparison of Sandia National Laboratory experimental results [31] with the FE
analyses using the nonlocal BCJ model for an impact velocity of 107 m/s.

A crack was observed through the full thickness of the disk showing an excellent agreement with the nonlocal calculations.
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CHAPTER 4
AN INTERNAL STATE VARIABLE MODEL OF PLASTICITY BASED ON SPATIAL
GRADIENTS OF MOBILE AND IMMOBILE DISLOCATIONS

The micrographs used in Figure 4.2 and Figure 4.4 are taken from the work of Glazov
[79] under a license agreement between Fazle R Ahad and Elsevier provided by Copyright
Clearance Center (license number: 3280620897214).

4.1

Introduction
In this study, an effort is made to introduce a physically motivated length scale in the

deformation analysis of materials. Dislocations predominate the deformation mechanisms
at sub-micrometer scales in crystalline materials. Therefore, the study of dislocations is
critical for designing any new material system or improving existing ones in a wide variety
of engineering applications, from spacecraft to electronic devices to medical equipment.
This research effort will investigate how a non-uniform distribution of dislocations is stored
along a slip plane. The original contribution of this work lies in the development of a
consistent set of evolution equations in a plasticity model that can capture the formation
of dislocation cell structures. The model features the collective behavior of the mobile
and immobile dislocation densities in the form of internal state variables, the balance laws
naturally invoking spatial gradients, and the flow rules adding extra degrees of freedom. In
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a broader sense, the model spans the lower length-scale material behavior to the continuum
level within a consistent kinematic and thermodynamic framework. Later, the model is
numerically implemented.
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4.2

Background
Starting with the discovery of the crystallographic nature of plasticity by Ewing and

Rosenhain [68], an important level of understanding occurred when the material science
community correlated deformation mechanisms to crystal structures and defects. Theoretical and experimental observations prove that microcracks [81], vacancies [73], dislocations
[149, 183, 156], and disclinations [56] are the elementary carriers of plastic deformation
and strength of materials.
Line defects of aligned vacancies in the form of surface bands had been seen in the
nineteenth century [139]. Geologists also reported similar markings or bands on rocks and
other geo-materials [129]. In fact, shear stress was held responsible for these slip bands.
However, inconsistencies appeared when a discrepancy of several orders of magnitude was
observed between the theoretical strength and experimentally measured strength [72] in
metals . Orowan [149], Taylor [183], and Polanyi [156] almost simultaneously corrected
the contradiction, introducing the concept of dislocations into the theory of solid state.
They postulated the physical foundation of plasticity by relating stress to the Burgers vector
[43] and the reciprocal of a length-scale parameter. Eyring [69] proposed that the thermal
activation energy is a major driving mechanism in dislocation flows. Later, Nabarro [142],
Hall [87], and Petch [152] introduced the grain size as a length-scale of interest.
Any simplified model based on an individual physical phenomenon cannot capture
complex deformation mechanisms (e.g., dislocation pattern formation due to fatigue [154,
155, 79], construction of dislocation cells [92, 140], critical zone of deterministic chaos
[126]). Experimental results from conventional optical methods [170], selective etching
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[78], decorations [90], electron optical techniques [91], and transmission electron microscopes [176] indicated that crystal structures, applied loading conditions, and spatial and
temporal evolutions of dislocation ensembles primarily influence the diversity of strengthdeformation profiles.
Frost and Ashby [74] proposed five groups of physically motivated deformation mechanism to explain the polycrystalline plasticity. Earlier, Johnston and Gilman [99] correlated
dislocation velocities to the stress in LiF from experiments. Argon [13] regarded the profound connection of dislocation velocities and densities by Johnston and Gilman [99] as the
“dilute solution.” Continued effort in the formulation of the kinetic equations for the unified dislocation density was observed in the temporal evolution form [11, 199] or the strain
evolution form [85, 77, 34]. Webster [199] used the similar idea of Johnston and Gilman
for high temperature creep studies. Based on heuristic techniques, the rate equation of
dislocation density had been related to viscoplasticity and cyclic loading [101, 101, 102],
cell structure [92, 140, 146], average dynamic and kinematic quantities based on statistics
[204], adiabatic shear bands [130], and strain hardening-recovery [104, 138]
The static theory of strain hardening started with Taylor [183] who derived that strain
hardening is proportional to the square root of plastic strain. Bergstorm [34], Kocks [104],
and Mecking and Kocks [138] extended Taylor’s idea to incorporate dynamic recovery and
saturation at large strains. Following the hardening-recovery framework, Teodosiu [186]
derived a dislocation density based on a particular slip system, whereas the characterization
of mobile and immobile dislocation was proposed by Estrin and Mecking [67], Kubin and
Estrin [116], and Zikry and Kao [203].
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Rosenfield [163] solved dynamic problems related to the dislocation pileups using one
dimensional balance laws for mobile dislocations in the early 1970s. Pilecki [155] developed a gradient-based model for the mobility of dislocations in metal fatigue. Along
this line, Bammann and Aifantis [30] proposed that dislocation densities need to satisfy
mass and momentum balances laws instead of temporal evolutions. Their model naturally
led to the equations containing spatial gradients. Following Bammann and Aifantis, the
Walgraef-Aifantis model [195, 196, 197] of reaction-diffusion was developed for mobile
and immobile dislocations. This model was also motivated by Prigogine’s dissipative structures in irreversible thermodynamics [158]. Glazov [79] extended the Walgraef-Aifantis
model in the finite-form to capture the size effects of dislocation patterning in fatigued materials. Similar works had been done [131, 128, 126, 114, 168, 80] in the 1980s and early
1990s. Later, the self-organized dislocation kinetics models inspired the three-dimensional
discrete dislocation-dynamics models of Kubin [118] and Zbib [202].
Incorporation of the thermodynamically dissipative nature of physical systems [145,
86, 181] is considered to be another approach to describe dislocation kinetics. Based on the
Coleman-Gurtin thermodynamic framework [51], Teodosiu [185] captured the dislocationbased plastic behavior using the total dislocation density as an internal state variable. Along
this line, Teodosiu and Sidoroff [187, 188] used the Orowan strain rate [149] and the
Schmid orientation tensor [169] to predict dislocation motions. They related the evolution
of dislocation density to the elastic strain in their thermodynamics. Apart from this, Kelly
and Gillis [101, 103, 102] correlated the Gibbs thermodynamic potential to the dislocation
density.
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Geometrically-oriented dislocation modeling became popular with the endeavor of
Ashby [16]. He brought the idea of geometrically-necessary-dislocations (GNDs) and
statistically-stored-dislocations (SSDs) [16] in the sense of heterogenous and homogenous
deformations, respectively. The invocation of differential geometry has come to the fore
to accommodate kinematics of incompatible deformations [134, 135, 136, 124, 123, 123,
178, 59, 4, 180]. Bilby [35], Kröner [112], and Kondo [105] revealed the profound connection between the dislocation density tensors and torsion tensors of Cartan geometry.
However, the scope of this research is limited to the linear geometric configuration.
For further studies on dislocation-based continuum modeling, the monographs of Malygin [131], Horstemeyer and Bammann [95], Kuhlmann-wilsdorf [119], and Argon [13]
are recommended.
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4.3

Kinematic Framework of the model
The description of kinematics in the large deformation plasticity begins with the as-

sumption of the multiplicative decomposition of the deformation gradient. Bilby [35],
Kröner [111], Lee and Liu [127] and Mandel [132] were among the first who proposed the
multiplicative decomposition of the deformation gradient in an elastic materials with internal defects and an elastic-plastic material. The total deformation gradient was decomposed
into elastic and plastic parts as follows,

F = Fe Fp .

(4.1)

The multiplicative decomposition was used to describe large strain crystalline plasticity
by Rice [162] and Teoodisou and Sidorf [187] and Asaro [15]. Later, the concept of multiplicative decomposition was extensively used in the continuum description of large deformation plasticity by many others (cf. Kratochvil [106], Bammann [26], Simo and Oritz
[171], Johnson and Bammann [97], Bammann and Aifantis [22], Scheidler and Wright
[167]). The total deformation gradient was decomposed into components accounting for
deformation due to damage and temperature gradient along with elastic-plastic deformation in a number of studies [31, 54, 93, 24].
The consideration of kinematics of a crystalline body starts with a map from the reference configuration in the material space to the current configuration in the physical space.
A material point staying in the reference configuration, β0 with position vector X at time,
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t = 0 is mapped to a deformed point with position vector x = x(X, t) in the current configuration, β. The standard measure of deformation is given by the deformation gradient,
F=

∂x
,
∂X

(4.2)

J = det F > 0
where, J represents the volumetric component of the deformation gradient.
Bammann [29] modified the decomposition of F by a polar decomposition of the elastic
part into an elastic stretch part, Ve that involves a superposed elastic strain field recoverable
upon unloading and a rotation Re that involves an incompatible incomplete internal elastic
strain field
Fe = Ve Re ,
(4.3)
F = Fe Fp = Ve Re Fp .
Clayton and Mcdowell [45] argued that a physically more realistic decomposition of
the total deformation gradient should include components that explicitly related to the kinematic processes at lower length scales. Later, Clayton, Mcdowell, Bammann [48, 49] proposed a more extensive kinematic decomposition that includes Fi , an incompatible internal
elastic strain field bridged to the geometrically necessary dislocations, Re , an incompatible
internal elastic strain field associated with disclinations and Ve , a recoverable superposed
elastic strain field. In this case,
F = Ve Re Fi Fp .

(4.4)

In a recent work, Bammann [25] proposed that at micron scale, the movement of crystal
defects (for example, dislocations, voids, diffusion of any foreign atom) can cause distortion of the lattice resulting in the change of the free energy of the system and the possi66

bility of the existence of a deformation gradient representing the internal state variable of
any crystal defect at the appropriate length scale, can be admitted. Therefore, the total
deformation gradient can be multiplicatively decomposed into all the defect components
at different length scales as well as externally imposed components. Also, the deformation
gradients for each defect needs to be decomposed into elastic and plastic part. Mathematically,
F = Fe int Fe int Fp ,
int

Fe =



int

Fp =



int

int

Fd2
e



Fd2
p



int

int



Fd1
,
e

(4.5)



,
Fd1
p

where,
• Fe : the super imposed elastic strain field recoverable upon unloading,
•

int

Fe : the incompatible internal elastic strain field,

•

int

Fp : the evolving plastic deformation,

•

int

int d2
Fd1
Fe : the incompatible internal elastic strain fields due to the defects d1
e and
and d2 respectively and

•

int d2
Fp : the evolving plastic deformation due to the defects d1 and d2
Fd1
p and
respectively.
int

• Fe : the super imposed elastic strain field recoverable upon unloading,
•

int

Fe : the incompatible internal elastic strain field,

•

int

Fp : the evolving plastic deformation,

•

int

int d2
Fd1
Fe : the incompatible internal elastic strain fields due to the defects d1
e and
and d2 respectively and

•

int

int d2
Fd1
Fp : the evolving plastic deformation due to the defects d1 and d2
p and
respectively.
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In the present study, a kinematic architecture proposed by Bammann [25] is followed.
The total deformation gradient contains an elastic part related to the external load, internal elastic parts describing the deformation in the lattice to accommodate defects and any
inelastic deformation associated with the motion of defects. Mobile and immobile dislocations are the crystal defects of interest in this work and gradients in the non-uniform
distributions of mobile and immobile dislocations along a single slip plane are considered. Thus, the total deformation gradient is multiplicatively decomposed into dissipative
component, internal elastic strain field component as well as externally imposed elastic
component recoverable upon unloading. Furthermore, the evolving dissipative or plastic
part can be broken up into crystal defect components pertaining to mobile and immobile
dislocations. At the same time, internal elastic strain fields will accommodate the mobile and immobile dislocations movements to sustain the integrity of the lattice structure.
Therefore, the multiplicative decomposition of the total deformation gradient reaches the
following form (see Figure 4.1)
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F = Fe int Fe int Fp ,
Fe =



Fp =



FM
p

F = Fe



FIe

int

int

int

FIe

int

int



int







FM
,
e

int

int

FIp

FM
e



(4.6)

,



int

FM
p



int



FIp ,

where,
• Fe : the super imposed elastic strain field recoverable upon unloading,
•

int

Fe : the incompatible internal elastic strain field,

•

int

Fp : the evolving plastic deformation,

•

int

•

int

int I
FM
Fe : the incompatible internal elastic strain fields due to the mobile and
e and
immobile dislocations respectively, and
int M
FM
Fp : the evolving plastic deformation representing due to the the mobile
p and
and immobile dislocations respectively.

The Velocity gradient is defined as,
l = ḞF− 1,

(4.7)

which can be decomposed into symmetric and skew-symmetric parts.
l = d + w,
lpI = dpI + wIp ,

(4.8)

p
lpM = dpM + wM
.

Under the small strain assumption (extension of the formulation within the context of
finite deformation will be published in near future), total strain can be additively decomposed into all the defect components as well as elastic parts,
int M
E = Ee + int EIe + int EM
Ep + int EIp .
e +
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(4.9)

Figure 4.1
Multiplicative decomposition of the deformation gradient into plastic immobile, plastic
mobile,internal mobile elastic, internal immobile elastic, and the macroscopic elastic
parts.
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The symmetric part of the velocity gradient is equal to the total strain rate. Therefore,
with small strain assumption, ignoring any rotation that contributes to the asymmetric part
of the velocity gradients,
int M
int I
int I
int M
int M
int I
l = Ė = Ėe + int ĖIe + int ĖM
e + Ėp + Ėp = de + de + de + dp + dp . (4.10)
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4.4

Thermodynamic Framework of the present model
The thermodynamic framework of the internal state variable formulation was first

proposed by Coleman and Gurtin [51]. Teodisuou [185] and Kratochvil and Dillon [108]
were among the earliest who used the Coleman-Gurtin thermodynamics in the context of
dislocation based continuum modeling. Gurtin [83] developed a mechanical version of
the second law of thermodynamics (under isothermal conditions for simplification), where
he introduced a balance law for microforces associated with an order parameter. This
framework asserts, “The rate at which the free energy increases cannot exceed the sum of
the working and the energy inflow due to mass transport.” Mathematically for an arbitrary
control volume P ,
Z

ψ̇ dv ≤ Ẇ (P ) + Ṁ(P ),

(4.11)

p

where, Ẇ (P ) is the external work rate and Ṁ(P )is the power due to mass transportation.
Within this framework, Gurtin was able to derive the Ginzburg-Landau equation [122]
and the Cahn-Hillard equation [44]. A notable feature of this thermodynamics is, Gurtin
considered all the microforces as well as macroforces while calculating the rate of the total
work being done on the system.
In this research work, Gurtin’s concept of microforce is adopted in a different context.
With reference to the recent work of Bammann [25], it can be assumed that macrostresses
due to the external loading and microstresses corresponding to the crystal defects exist in a
body under deformation. Then, ignoring any energy inflow due to mass transportation and
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considering both macro and micro work rate, the mechanical form [83] of the second law
of thermodynamics in local format becomes,
ψ̇ ≤ W (P ),
(4.12)
ψ̇ ≤ Wmicro (P ) + Wmacro (P ).
If , π and κ represent the microstresses corresponding to the mobile and immobile
dislocations, respectively and σ represents the macrostress due to the external loading,
h

Wmicro = κ ·



int



dIe + int dIp + π ·



int

int M
dp
dM
e +

i

,
(4.13)

Wmacro = [σ · d] .
Using the small strain approximation in Eqn. (4.10),
h

Wmicro = κ ·



h

int



ĖIe + int ĖIp + π ·



int

int M
Ėp
ĖM
e +

i

,
(4.14)

i

Wmacro = σ · Ė .
Next, Assume that the free energy function ψ, externally applied stress σ and internal
microscopic stresses (π and κ) depend upon the active elastic strain energy: compatible
deformation due to external loading, Ee , lattice distortion due to the presence of mobile
int I
dislocations,int EM
e and lattice distortion due to the presence of immobile dislocations, Ee ,

i.e.,
ψ = ψ̂



int



EIe , int EM
e , Ee ,

ˆ EM , Ee ) ,
π = π (int EIe , int
e
κ = κ̂



int



(4.15)

EIe , int EM
e , Ee ,

ˆ EM , Ee ) ,
σ = σ (int EIe , int
e
ψ̇ =

∂ ψ̂
∂(int EIe )

· int ĖIe +

∂ ψ̂
∂(int EM
e )
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· int ĖM
e +

∂ ψ̂
∂Ee

· Ėe

Now,






 

∂ ψ̂
∂ ψ̂
− ∂E
+ σ Ėe + − ∂(int
+κ .
EI )
e

int

e

π.



int

ĖeM



h

+ (π − σ) .



int

ĖpM







ĖeI + − ∂(int∂ ψ̂E M ) +
e



+ (κ − σ) .

int

ĖPI

i

(4.16)

≥ 0.

Applying the Coleman-Noll [52] argument to the Eqn.(4.16),
σ=

∂ ψ̂
,
∂Ee

κ=

∂ ψ̂
,
∂(int EIe )

π=

∂ ψ̂
.
∂(int EM
e )

(4.17)

The dissipation inequality is given by,
i

h

int I
(σ + π) · int ĖM
Ėp ≥ 0.
p + (σ + κ) ·

(4.18)

Assume that the Helmholtz free energy is quadratic in all of the elastic strain fields


int



EIe , int EM
e , Ee , because, all the elastic strain components are usually small for metals.

b ·E +c µ
ψ̂ = Ee · C
e
e
I



int





EIe · int EIe + cM µ

int



int M
EM
Ee .
e ·

(4.19)

b is a
where, cI and cM are dimensionless material constants, µ is the bulk modulus and C
e

fourth order stiffness tensor given by,
2
K − µ I ⊗ I.
3


b
C

e

=

2µIb +



(4.20)

with Ib and I being a fourth order and second order identity tensor, respectively , K and µ
are the shear and bulk modulus.
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Since, the energy of a uniform distribution of dislocations is proportional to the density
of the dislocations, the internal elastic strains are defined in the forms,
int

int

√
EIe = Mb ρI ,
EM
e

√
= Mb ρm ,

(4.21)

where ρI and ρM are the immobile and mobile dislocation densities, respectively; M is
the orientation tensor, and b is the magnitude of the Burger’s vector. Then, the constitutive
relations can be derived using Eqs. (4.17), (4.19) and (4.21)
σ = Cbe Ee ,
√
κ = 2cI µint EIe =2cI µMb ρI ,
√
π = 2cM µint EM
e = 2cM µMb ρm .
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(4.22)

4.5

Balance Laws invoking Spatial Gradients
During plastic deformation, it is generally observed that dislocations form cell struc-

tures, where high density of dislocations cluster at the cell walls whereas the cell interior
can be regarded as low dislocation density zone. Non homogeneous dislocation cell structures are studied considering the activities of screw dislocations in a number of studies
[92, 140, 146]. However, screw dislocation is a complex phenomenon, and it requires
consideration of the rotational effects for the appropriate modeling of the non-uniform
distribution of dislocations. Interestingly, the similar inhomogeneous distribution of dislocations or cell structure can be captured using straight and parallel edge dislocations
incorporating spatial gradients [79, 30, 163, 195, 196, 197]. This approach is computationally less expensive because of the simpler mathematical formulation where rotational
effects are neglected.
In this research endeavor, the conservation of mass for dislocation densities is adopted
that naturally invokes spatial gradients with a view to capturing the inhomogeneous distribution of dislocations along a slip plane. Throughout the study, any rotational effect will
be neglected. Motivation of this approach comes from the work done by Bammann and
Aifantis [30], where balance principles are used to model mobile and immobile dislocations.
The model begins with a single slip system where parallel edge dislocations of infinite
length can be created, annihilated, and they can glide or interact with each other. Under
the circumstances, two unit vectors: normal to the slip plane and parallel to the slip plane,
should be sufficient to explain the lattice structure of interest. Once, a consistent set of
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equations for single slip is developed, it can easily be expanded for multiple slip systems
and other general cases.
For this model, two explicit forms of dislocation populations are considered: the fast
moving dislocations regarded as mobile dislocations and very slow moving or stationary
dislocations regarded as immobile dislocations. The effective mass densities for mobile
and immobile dislocations are defined by assigning an effective mass for each dislocation [30]. Then, the conservation of mass can be assigned to both mobile and immobile
dislocations. The similar formulation of [30, 195, 196, 197] is adopted here,
ρ̇M + div(jM ) = ĉM ,
(4.23)
ρ̇I + div(jI ) = ĉI ,
with the subscripts M and I representing mobile and immobile respectively, ρ denoting
dislocation density while ĉ is the source term accounting for the creation, interaction and
annihilation of dislocation states. Eqn. (4.23) can be regarded as balance laws for ρM and
ρI generalizing the conventional evolution equations having both the temporal (rate) and
spatial (flux) terms.
The flux term j can be either derived by coupling the balance equations of mass and
momentum of dislocation states [9] or defined by appropriate constitutive assumptions. In
this work, the second approach is adopted and the flux terms are defined as follows,
jM = ρM v̄M ,
(4.24)
jI = ρI v̄I ,
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where, v̄M and v̄I are the average velocity of mobile and immobile dislocations. It is noteworthy that v̄I is nonzero when very slow motion of immobile dislocations are considered;
otherwise, v̄I is typically zero. However, v̄M and v̄I will be proposed in the Section 4.6
It has already been mentioned that ĉ is the source/sink term that accounts for all kinds of
dislocation rate activities within the lattice structure. For this model, suitable source terms
can be picked from the literature. In fact, any temporal evolution equation for dislocation
density can be viewed as a source term ĉ. Source terms becomes equal to the temporal
evolution terms in the mass balance equations, when the dislocation flux, j is assumed
zero.
ρ̇M = ĉM ,
(4.25)
ρ̇I = ĉI .
There is a wide number of choice available for the source terms in the dislocation
balance laws; e.g., see [138, 195, 147, 79, 203, 66]. Before describing the source terms
used in this model, a brief review is done on different dislocation models.
Based on the work of Bammann and Aifantis [30], Walgraef and Aifantis developed
a system of reaction-diffusion equation of dislocations [195, 196, 197]. They derived a
set of evolution equations for mobile and immobile dislocation densities that contained the
Laplacian of dislocation densities. The one dimensional form of Walgraef-Aifantis model
is
ρ̇M = bρI − ρM (ρI )2 + DM ∇2xx (ρM ),
ρ̇I = g(ρI ) +

DI ∇2xx (ρI )

(4.26)
2

− bρI + ρM (ρI ) .

with, DM and DI are constants whereas b is a Heaviside-like function of the external stress.
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Glazov and Laird [79] extended the Walgraef-Aifantis model in the finite-form to capture the dislocation pattern formation in metals during fatigue. In fact, they just added the
size of the system, L and appropriate boundary conditions. For no flux boundary conditions, they proposed
ρ̇M = bρI − ρM (ρI )2 + DM ∇2xx (ρM ),
ρ̇I = g(ρI ) + DI ∇2xx (ρI ) − bρI + ρM (ρI )2 ,
dρI (0)
dx
dρM (0)
dx

=
=

dρI (L)
dx

(4.27)

= 0,

dρM (L)
dx

= 0.

Kelly and Gillis [101, 103, 102] developed rate equations for mobile and immobile dislocation densities accounting for generation, annihilation and multiplications which can be
viewed as mass conservation equations with no flux term. Their equations can be modified
into the following forms,
ρ̇M = f ∗ ρI ρM v − (B − f ∗ B)(ρM )2 v,
(4.28)
∗

∗

∗

2

ρ̇I = (ρT ) AρM v − (A + f B)ρI ρM v + (B − f B − A)(ρM ) v,
here, the asterisk symbol stands for the constant saturation entities, ρT is the total dislocation density and the other coefficients are constants.
Zikry and Kao [203] derived the temporal evolution equations for both the mobile and
immobile dislocations extending the formulation of Estrin and Kubin [116] and Mecking
and Kocks [138]. According to their theory, the microstructural evolution of any crystalline material occurs due to the mechanism of dislocation generation and recovery. They
supported the proposition of Kubin and Estrin [116] that the inclusion of the evolution of
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mobile dislocation is held responsible for the faster transient at the beginning stage of the
plastic flow. Their proposed evolution equations are as follows,
ρ̇M = γ̇ (α)
ρ̇I = γ̇

(α)



gsour
b2



(α)

ρI



(α)

ρM



(α)
gminter ρM

+

(α)

− gminter ρM −
q

(α)
ρI

−

gimmob
b

(α)
grecov ρI

q

(α)

ρI



,



(4.29)

,

with, α indicating the particular slip systems, γ̇ representing the crystallographic slip rate
and b is the modulus of the Burger’s vector. gsour , gminter , gimmob and grecov are the coefficients of mobile dislocation density increment due to dislocation sources, the coefficient
pertaining to mobile dislocation trapping , the coefficient of immobilization of mobile dislocation and the coefficient pertaining to the reorganization and annihilation of immobile
dislocations, respectively. The formulation of Zikry and Kao captured explain stage I,II
and III hardening phenomena. Similar formulation is also done by Estrin [66].
For the present study, a set of dislocation evolution equations are proposed such a way
that they can capture microstructural features (e.g., dislocation cell structure) and macrolevel deformation behavior in materials. The formulation is motivated by previous works
in the literature [79, 195, 203]. The source terms in the present study given by
∂ρI
∂t


√ 
= C + γ̇m C2 (ρI )2 − (C4 + K) ρρMI + C3 ρI + DI ∇2 ρI ,
∂ρM
∂t

= q γ̇m



K ρρMI

√ 
− C2 (ρI ) − C3 ρI + DM ∇2 ρM ,

(4.30)

2

where,
• C is the constant term related to the saturation value of immobile dislocations,
• C2 is a sink term to the mobile dislocation and source term to the immobile one,
which can be related to the pinning of the mobile dislocation by dislocation dipoles
[168],
• C4 is related to Frank-Read sources. Since a large dipoles are already present, this
source usually gets pinned almost immediately after getting mobilezed [168] ,
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• K is the freeing rate of trapped dislocations, which can be used as the bifurcation parameter, i.e., at a critical value of K, the dislocation populations unstabilize leading
to dislocation cell structure,
• C3 is a source term to the immobile dislocations, related to the secondary slip systems [203]
• DI and DM are flux term related to the immobile and mobile population of dislocations, respectively, [168].
For momentum balance, the stress states of the model need to be considered. Since
rotational effects are neglected, the angular momentum balance needs not to be accounted.
Following the work of Bammann [25], it is believed that longer range stresses (in this
model, macroscopic stresses) can act down to lower length scale but shorter range stresses
(in this model, microscopic stresses) cannot act in the upper length scale. In this model,
σ is the externally applied macroscopic stress, whereas π and κ are the microstresses
accounting for mobile and immobile dislocation densities respectively. It is assumed that
all the stresses at different length scales are self-equilibrated. Hence, the linear momentum
balance for this model becomes,
div (σ) = 0,
div (π) = 0,

(4.31)

div (κ) = 0.
However, for numerical simplification, the equilibriums of internal stresses are ignored
throughout this study. It should be noted that, in this model, mass and momentum balance
are uncoupled unlike Walgraef and Aifantis[195, 196, 197]. In their model, the flux term j
is derived by coupling the balance equations of mass and momentum of dislocation states
[9] and no additional flow rules are needed. In this model, mass balance equations are used
with realistically assumed flow rules.
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4.6

Flow Rules for the Additional Kinematic Degrees of Freedom
The inelastic parts of the velocity gradients can be defined as a function of crystallo-

graphic slip rates
dpM = Mγ̇M
dpI = Mγ̇I
p
wM

(4.32)

= Nγ̇M

wIp = Nγ̇I
dpM and dpI are the plastic strain rate of streching due to mobile and immobile dislocations,
p
and wIp are the plastic spin1 due to mobile and immobile dislocations and γ̇M and γ̇I
wM

are the crystallographic slip rates for the mobile and immobile dislocations, respectively.
The orientation tensors, M and N can be defined as
M = 21 (ŝ ⊗ n̂ + n̂ ⊗ ŝ) ,

(4.33)

1
2

N = (ŝ ⊗ n̂ − n̂ ⊗ ŝ) ,
where, b is the magnitude of the Burger’s vector, b, whereas n̂ and ŝ denote the unit vectors
perpendicular and parallel to the slip direction, respectively.
The plastic shear can be defined along the slip direction due to edge dislocations with
the assumption that dislocations move by an average distance l̄,
γ=ρbl̄.

(4.34)

Since, the magnitude of the Burgers vector, b is a constant, differentiating the plastic shear
equation with time ,
γ̇=ρbv̄ + ρ̇bl̄,
1

plastic spin is ignored in this analysis
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(4.35)

where, v̄ is the average velocity of dislocations. The second term on the right hand side
generally attributes to the dislocation evolution (creation, annihilation, etc.). Ignoring that
term leads to the Orowan equation [149],
γ̇=ρbv̄

(4.36)

For mobile and immobile dislocations, the crystallographic slip rates can be defined as,
γ̇=ρbv̄ + ρ̇bl̄,
γ̇M =ρM bv̄M + ρ̇M bl̄,

(4.37)

γ̇I =ρM bv̄I + ρ̇I bl̄I ,
with the subscripts M and I representing mobile and immobile respectively, ρ denoting
dislocation density.
Since, mobile dislocations move at a high speed, the mobile dislocation density evolution term is omitted in the crystallographic slip rate, γ̇M . On the other hand, immobile
dislocations move at a low speed or do not move. Thus, the velocity term can be ignored
in the crystallographic slip rate, γ̇I . Then the expressions for the crystallographic slip rates
for mobile and immobile dislocations become,
γ̇M =ρM bv̄M ,
(4.38)
γ̇I =ρ̇I bl̄I ,
int I
To complete the theory, constraint equations or flow rules given by int EM
Ep are
p and

required. For small strain assumption, using equation (4.10) and ignoring any plastic spin,
dpM = int ĖM
p ,
dpI

= int ĖIp ,
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(4.39)

with dpM and dpI are the plastic strain rate or streching due to mobile and immobile dislocations.
Then we can write using equation equation (4.32),
int

ĖM
p = Mγ̇M ,

int

ĖIp

(4.40)

= Mγ̇I .

M is the orientation tensor defined by and γ̇M and γ̇I are the crystallographic slip rates for
the mobile and immobile dislocations, respectively, given by
γ̇M =ρM bv̄M ,
(4.41)
γ̇I =ρ̇I bl̄I .
Therefore, an expression for the average velocity of the mobile dislocations should be
sufficient to complete this model of plasticity, since immobile dislocation slip rate does not
contain any velocity term. For the present study, the simplest velocity of mobile dislocations proposed by Stein and Low [177] is chosen


v̄M = v0

τ
τ0

m

,

where v0 and m are constants. τ0 can be regarded as the total internal stress.
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(4.42)

4.7

Dislocation Cell Structure and pattern formation
Spontaneous formation of dislocation cell structures or in other words, persistent slip

bands (PSBs) are common to plastic deformation in fatigued fcc metals [9, 115, 107, 109].
When this driving force reaches a critical value, dislocation cells or persistent slip bands
are formed as a result of dynamic instabilities [145]. The existence of dislocation pattern formations is supported by a large number of experiments( e.g., see [141, 182]) and
numerically examined in several studies; c.f., [117, 198].
Numerical lattice gas or molecular dynamics techniques [76, 75, 128, 157] are widely
used to identify the mechanisms of dislocation patterning. However, these methods require
expensive and time consuming computational efforts. On the other hand, microscopic approaches are observed to understand dislocation pattern formations [79, 107, 109, 168, 195,
196, 197]. This method is numerically inexpensive and initial development of the dislocation cell formation can be reasonably modeled for uniaxial and reverse loading conditions
[79, 107, 109, 168, 194]. In this study, the microscopic approach is adopted to model the
dislocation cell structure.

4.7.1

Linear Stability and Bifurcation Analysis

The aim is to capture the formation of dislocation cell structure using an internal state
variable plasticity model within a consistent thermodynamic and kinematic framework.
Following the methodologies of Walgraef and Aifantis [195, 196, 197], Glazov and Laird
[79] , and Nicholis and Progogine [145], the formation of dislocation cell-stucture is stud-
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ied for a single crystal copper under fatigue boundary condition. We begin with recalling
our dislocation based equations
!

ρI
∂ρI
√
= C + γ̇m C2 (ρI )2 − (C4 + K)
+ C3 ρI + DI ρI0 ∇2 ρI ,
∂t
ρM
!
∂ρM
ρI
√
2
= q γ̇m K
− C2 (ρI ) − C3 ρI + DM ρM 0 ∇2 ρM .
∂t
ρM

(4.43)
(4.44)

Equation (4.43) can be simplified for the convenience of calculations.
∂ρI
∂t
∂ρM
∂t
∂ρI
∂t
∂ρM
∂t
∂ρI
∂t
∂ρM
∂t


√ 
= C + ρM vm b C2 (ρI )2 − (C4 + K) ρρMI + C3 ρI + DI ρI0 ∇2 ρI ,

√ 
= qρM vm b K ρρMI − C2 (ρI )2 − C3 ρI + DM ρM 0 ∇2 ρM ,

√ 
= C + C2 vm bρM (ρI )2 − (C4 + K) vm bρM ρρMI + C3 vm bρM ρI + DI ρI0 ∇2 ρI ,

√ 
= q Kvm bρM ρρMI − C2 vm bρM (ρI )2 − C3 vm bρM ρI + DM ρM 0 ∇2 ρM ,


√
= C + C2 vm b(ρI )2 ρM − (C4 + K) vm bρI + C3 vm b ρI ρM + DI ρI0 ∇2 ρI ,


√
= q Kvm bρI − C2 vm b(ρI )2 ρM − C3 vm b ρI ρM + DM ρM 0 ∇2 ρM .

(4.45)
Assuming,
C = AρI0 ,
Q = C2 vm b,
(4.46)
B = Kvm b,
A = C4 vm b,
we find the simplified forms
∂ρI
∂t
∂ρM
∂t

√
= A(ρI0 − ρI ) + Q(ρI )2 ρM − BρI + A3 ρI ρM + D̄I ∇2 ρI ,
2

(4.47)

√

2

= BρI − Q(ρI ) ρM − A3 ρI ρM + D̄M ∇ ρM .
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Based on the experimental evidence [182, 141] and the arguements of Mecking and
Kocks [138], Zikry [203], Walgraef and Aifantis [195, 196, 197], the following assumptions are made:
1. Both mobile and immobile dislocation densities reach homogeneous steady states at
a finite strain.
2. Mobile dislocation density saturates much faster than the immobile one.
When both mobile and immobile dislocation approach saturation, the homogeneous
steady-state solutions are given by
∂ρI
∂t

= 0,

∂ρM
∂t

= 0,
(4.48)

ρI = ρI0 ,
ρM = ρM 0 .
Then from equation (4.47), assuming A3 = 0, we can write
BρI0 − Q(ρI0 )2 ρM 0 = 0,
(4.49)
(ρI0 ) (ρM 0 ) =

B
.
Q

Now the linear stability of equations (4.47) is discussed based on the framework of
Nicolis and Prigogine [145] and Walgraef and Aifantis [195, 196, 197]. ρI and ρM are
presumed to depart from their homogeneous steady-state by a small perturbation given by
ρI = ρI0 + ρ̃I ,
(4.50)
ρM = ρM 0 + ρ̃M .
Substituting ρI and ρM from equation (4.50) into equation (4.51) we get
∂ ρ̃I
∂t

= A(ρI0 − ρI0 − ρ̃I ) + Q(ρI0 + ρ̃I )2 (ρM 0 + ρ̃M ) − B (ρI0 + ρ̃I ) + D̄I ∇2 (ρI0 + ρ̃I ) ,
∂ ρ̃M
∂t

= B (ρI0 + ρ̃I ) − Q(ρI0 + ρ̃I )2 (ρM 0 + ρ̃M ) + D̄M ∇2 (ρM 0 + ρ̃M ) .
(4.51)
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Ignoring nonlinear terms and putting value from equation (4.48)
∂ ρ̃I
∂t

= A(ρI0 − ρI0 − ρ̃I ) + (CρM 0 + C ρ̃M + 2B ρ̃I ) − B (ρI0 + ρ̃I ) + DI ∇2 ρ̃I ,
∂ ρ̃M
∂t

= B (ρI0 + ρ̃I ) − (CρM 0 + B ρ̃M + 2B ρ̃I ) + DM ∇2 ρ̃M .
(4.52)

Next, apply the Fourier transformation by defining [168],

ρω =

Z∝

(ρ(x) − ρ0 ) exp(iωx)dx,

(4.53)

−∝

we get
∂ ρ̃I
∂t

= A(ρI0 − ρI0 − ρ̃I ) + Q(ρI0 + ρ̃I )2 (ρM 0 + ρ̃M ) − B (ρI0 + ρ̃I ) + D̄I ∇2 (ρI0 + ρ̃I ) ,
∂ ρ̃M
∂t

= B (ρI0 + ρ̃I ) − Q(ρI0 + ρ̃I )2 (ρM 0 + ρ̃M ) + D̄M ∇2 (ρM 0 + ρ̃M ) .
(4.54)

In the matrix form we can write






 ∂ ρ̃∂tIω














∂ ρ̃M ω
∂t

=





B − A − ω 2 DI

C
2

−B

−C − ω DM






ρ̃Iω 

ρ̃M ω

.


(4.55)

If P is the eigenvalue of equation (4.55) , then the characteristic equation
P 2 + βP + γ = 0,

(4.56)

where,
β = ω 2 (DI + DM ) + (A − B + C),
γ = (B − A − q 2 DI ) (−C − ω 2 DM ) + BC.
The linear stability of equations equations (4.54) can be determined by the characteristic equation (4.56) following the argument of Nicholis and Progogine [145] and Walgraef
and Aifantis[195, 196, 197]. The uniform steady-states are unstable when at least one of
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the eigenvalues (i.e., the roots of the equation equation (4.56) ) has no real part. To fulfill
this condition equation (4.56) needs to satisfy

β < 0.

(4.57)

According to Nicolis and Prigogine [145], two types of instability can occur out of the
equation (4.57). Temporal instability or the Hopf Bifurcation occurs when
ω = 0,
(4.58)
B≥

Bc0

≡ A + C.

Some spatial oscillation or patterning instability can be occurred when the stress amplitude reaches a threshold value. This is known as the Turing instability which is experimentally evidenced by Mughrabi [141] . In this case, equation (4.56) needs to satisfy the
following condition,
n

o

ω 2 (DI + DM ) + (A − B + C) ≤ 0.

(4.59)

If, B is considered as the bifurcation parameter, the bifurcation condition is
√

s

(

B ≥ Bc ≡

A+

CDI
DM

)2

,

(4.60)

2π
,
λcr

(4.61)

for the wave vector, ω = ωc
AC
ω = ωc =
DI DM


λ is the critical wave length of the patterns.
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=

For the formation of persistent slip bands or dislocation cell structure, the spatial patterning (Turing bifurcation) needs to be reached before the temporal instability. This condition can be attained by the condition [9],
Bc < BC0
√

A+

q

DI
DM

CDI
DM

CDI
DM

<

2

<

√
A + C,

√
√
A + C − A,

DI
DM

<

√
√A
C

DI
DM

<

A
C

q

In practice,

q

q

q

1+

1+

C
A

C
A

(4.62)



−1 ,
2

−1 .

is recommended to be at least 10−2 for the fulfillment of condition (4.62)

[168].

4.7.2

Parameter Identification of the model

From equation (3.15) one can write
DI DM
λc = 2π
AC


1/4

DI DM
= 2π
A C


1/4

.

(4.63)

For single crystal copper the microstructural parameters are obtained from the literature
[168, 79] shown in Table 4.1.
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Table 4.1
Microstructural parameters for single crystal copper

DI
A

in the equation (4.63) is the inverse square of the mean free path lI [168]
DI
1
.
2 = 6.0
sec
(lI )

A=

Next, C can be derived from the expression DM =

(vm )2
,
2C

2



(4.64)

2

4 × 10−5 ms2
1
(vm )2
=
.
=
20
C=
2
2DM
sec
2 × 4 × 10−12 m
sec

(4.65)

Then, the bifurcation parameter can be calculated from equation (4.61)
√

s

(

Bc ≡

A+

CDI
DM

)2

= 0.66sec−1 .

Now we can pick the value of B such that the condition (4.61) is fulfilled.
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(4.66)

4.7.3

Numerical Simulation of Dislocation cell-structure

The primary goal of this section is to capture dislocation patterns in material microstructure. To qualitatively examine the formation of cell-structure, a series of micromechanical simulation is carried out using FLEXPDE over the length of a grain size.
Microstructure-based parameters are taken from the previous section and literature [168,
79]. A constant strain rate is applied to the system with no flux-boundary condition at the
ends for dislocation quantities following [168, 79].
For the first case (Figure 4.2), 13µm grain size and the bifurcation parameter B =
3.5Bc are chosen, and the simulation is run for t = 24sec. Figure 4.2 indicates that the
initial steady state is first unstable at t=2. The last three plots in the Figure 4.2 show the
progression of the dislocation-pattern formation resulting in a ladder-like structure. The
calculated cell-structure at t = 24sec is qualitatively compared to the TEM experimental
data from [121] (see Figure 4.2).
In the second case (Figure 4.3), the bifurcation parameter is chosen very close the critical point ( B = 1.3Bc ). In this case, the bifurcation is significantly delayed in comparison
to the first case (Figure 4.3). The maximum amplitude of immobile dislocation is reduced
by 65% when the bifurcation parameter is reduced by 62%. Thus, it can be stated that
the magnitude of the pattern amplitude clearly depends on the difference between the bifurcation parameter (freeing rate), B and the critical value, Bc . This observation is also
supported by [168].
The third case (Figure 4.4) is run with a grain size of 1µm following the work of [79].
In this case, the cell structure is no longer observed and the dislocations are gathered close
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Figure 4.2
The progression of the dislocation cell structure for the grain size of 13µm compared to
the experiment [121]
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Figure 4.3
The progression of the dislocation cell structure for the grain size of 13µm when
bifurcation parameter B just is chosen just above 1.3Bc (B = 1.3Bc .
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Figure 4.4
The progression of the dislocation cell structure for the grain size of 1µm when
bifurcation parameter is chosen equal to 3.5Bc .
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to the boundary. According to [79], this can be compared to the geometrically necessary
dislocations at the grain boundary. The dislocation pattern is compared to the experimental
result [119, 79]; see Figure 4.4. The observation supports Glazov’s argument that the grain
size also plays like a bifurcation parameter.
The fourth case (Figure 4.5) is studied to substantiate the role of grain size. Following,
[79],the simulation is run for a grain size of 0.1µm. From Figure 4.5, it is evident that even
for a freeing rate B = 3.5Bc , no bifurcation is observed and the dislocation densities get
back to a smooth temporal evolution. This indicates the significance of the size effect on
the microstructural phenomena in materials.
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Figure 4.5
The progression of the dislocation cell structure for the grain size of 0.1µm when
bifurcation parameter (freeing rate) is chosen equal to 3.5Bc .
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4.8

MacroScopic parameter Estimation and Model validation
Parameters obtained in section 4.7 are derived under the condition of spatial instability .

Thus, those parameters inappropriate for predicting macroscopic behaviors far from spatial
bifurcation (although temporal bifurcation may occur at material failure, which is beyond
the scope of this study). The determination the macroscopic parameters is based on the
uniaxial stress at constant true strain rate for different strain rates following the procedure
of Bammann [28] and Ahad [5]. This model is developed under isothermal condition and,
therefore, no temperature effect is taken into the account.
To demonstrate the model’s ability to predict macroscopic phenomena, we compare
the model prediction to the experimental data of Aluminum alloy Al 1100 extracted from
Brown [39] and Estrin [66]. At the first step, the parameters are obtained using four uniaxial compression tests at different strain rates. The model calculation is performed using
a material-point-simulator developed in Mathematica [200]. The stress-strain plots using
the model calculation are presented in the Figure 4.6.
Next, for validation purpose, a stress relaxation compression test is considered from
[39]. The experiment starts at a higher strain rate (−0.0958/sec) and at 25% strain, drops
to a lower strain rate (−0.00092/sec). Figure 4.7. It is evident the agreement between
the model prediction and experimental data for the downward strain rate jump or stress
relaxation test is quite satisfactory.
The model’s capability in 3D calculation is demonstrated using a simple shear test
with the parameters obtained from the aforementioned procedures. Figure 4.8 shows a
qualitative representation of a simple shear test calculation.
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Figure 4.6
Uniaxial compression test comparison for Al 1100.

Experimental curves are taken from [66]. The solid lines represent the model calculations
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Figure 4.7
A stress relaxation or downward strain rate jump test for Al 1100 [39].

The solid lines represent the model calculations exhibiting a satisfactory agreement
with the experimental results
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Figure 4.8
Simple shear test for Al 1100 for isothermal condition.
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CHAPTER 5
FINAL CONCLUSION

The main purpose of this research was to investigate and further develop a reliable analytical and computational tool with the help of internal state variables (ISVs). In the first
part of this research, a nonlocal BCJ model framework was presented that coupled a nonlocal integral terms to the constitutive equations. The modified ISV model was evaluated
for a high rate impact problem. Next, under a consistent framework, a dislocation-based
plasticity model is developed where an intrinsic length scale arises from spatial gradients of dislocations. An analytic solution to the field variables is derived at homogeneous
steady-states though the linear stability and bifurcation analysis. The major findings of this
research can be summarized as:
• The incorporation of a characteristic length scale to the ISV model eliminates the
pathological mesh-dependency associated with material instabilities
• The characteristic length scale associated with the nonlocal damage integral can be
calibrated using a series of notch tensile tests.
• The kinematically and thermodynamically consistent dislocation based plasticity
model can predict microstructural features like dislocation pattern formation.
• The numerical analysis shows that the bifurcation parameter plays the significant
role in the formation of cell structure.
• The amplitude of the dislocation cell-structure directly depends on the deviation of
the bifurcation parameter from its critical value.
• The size of the system or the grain size also plays the role of a bifurcation parameter
in a micromechanical simulation of mobile immobile dislocations.
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• The same dissociation based model is utilized to predict macroscopic mechanical
behaviors.
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[72] J. Frenkel, “Zur theorie der elastizitätsgrenze und der festigkeit kristallinischer
körper,” Zeitschrift für Physik, vol. 37, no. 7-8, 1926, pp. 572–609.
[73] I. Frenkel’Ya, Vcedeniye v teorlyu metallov(Introduction to the Theory of Metals),
Fizmargiz, Moscow, 1958.
[74] H. J. Frost and M. F. Ashby, Deformation mechanism maps: the plasticity and creep
of metals and ceramics, Pergamon press, 1982.
109

[75] N. Ghoniem, M, S.-H. Tong, and L. Sun, “Parametric dislocation dynamics: a
thermodynamics-based approach to investigations of mesoscopic plastic deformation,” Physical Review B, vol. 61, no. 2, 2000, p. 913.
[76] N. M. Ghoniem and R. Amodeo, Computer Simulaltion of Dislocation Pattern
Formation, vol. 3, Trans Tech Publ, 1991.
[77] P. P. Gillis and J. J. Gilman, “Dynamical dislocation theory of crystal plasticity. I.
The yield stress,” Journal of Applied Physics, vol. 36, no. 11, 1965, pp. 3370–3380.
[78] J. J. Gilman and W. G. Johnston, “Dislocations and mechanical properties of crystals,” 1957.
[79] M. V. Glazov and C. Laird, “Size effects of dislocation patterning in fatigued metals,” Journal Name: Acta Metallurgica et Materialia; Journal Volume: 43; Journal
Issue: 7; Other Information: PBD: Jul 1995, 1995, pp. Medium: X; Size: pp.
2849–2857.
[80] Y. G. Gordienko and E. Zasimchuk, “Synergetic model of structure formation during
plastic deformation of crystals,” Philosophical Magazine A, vol. 70, no. 1, 1994, pp.
99–107.
[81] A. Griffith, “The phenomena of rupture and flow in solids,” Philos. Trans. R. Soc.
London, vol. 221, 1920, pp. 163–198, cited By (since 1996) 2774.
[82] A. L. Gurson, Continuum theory of ductile rupture by void nucleation and growth.
Part I. Yield criteria and flow rules for porous ductile media, Tech. Rep., Brown
Univ., Providence, RI (USA). Div. of Engineering, 1975.
[83] M. E. Gurtin, “Generalized Ginzburg-Landau and Cahn-Hilliard equations based on
a microforce balance,” Physica D: Nonlinear Phenomena, vol. 92, no. 3, 1996, pp.
178–192.
[84] M. E. Gurtin, “On the plasticity of single crystals: free energy, microforces, plasticstrain gradients,” Journal of the Mechanics and Physics of Solids, vol. 48, no. 5,
2000, pp. 989–1036.
[85] G. Hahn, “A model for yielding with special reference to the yield-point phenomena
of iron and related bcc metals,” Acta metallurgica, vol. 10, no. 8, 1962, pp. 727–738.
[86] H. Haken, Synergetics, Springer, Berlin, Germany, 1978.
[87] E. Hall, “The deformation and ageing of mild steel: III Discussion of results,”
Proceedings of the Physical Society. Section B, vol. 64, no. 9, 1951, pp. 747–753,
cited By (since 1996) 1702.

110

[88] J. O. Hallquist et al., “LS-DYNA theory manual,” Livermore Software Technology
Corporation, vol. 3, 2006.
[89] K. Hayakawa, S. Murakami, and Y. Liu, “An irreversible thermodynamics theory
for elastic-plastic-damage materials,” European Journal of Mechanics - A/Solids,
vol. 17, no. 1, 1998, pp. 13–32.
[90] J. Hedges and J. Mitchell, “XLI. Some experiments on photographic sensitivity,”
Philosophical Magazine, vol. 44, no. 351, 1953, pp. 357–388.
[91] P. Hirsch, R. Horne, and M. Whelan, “LXVIII. Direct observations of the arrangement and motion of dislocations in aluminium,” Philosophical Magazine, vol. 1, no.
7, 1956, pp. 677–684.
[92] D. L. Holt, “Dislocation cell formation in metals,” Journal of Applied Physics, vol.
41, no. 8, 1970, pp. 3197–3201.
[93] M. Horstemeyer, J. Lathrop, A. Gokhale, and M. Dighe, “Modeling stress state
dependent damage evolution in a cast Al–Si–Mg aluminum alloy,” Theoretical and
applied fracture mechanics, vol. 33, no. 1, 2000, pp. 31–47.
[94] M. F. Horstemeyer,
From Atoms to Autos-A new Design Paradigm Using
Microstructure-Property Modeling Part 1: Monotonic Loading Conditions, Tech.
Rep., Sandia National Labs., Albuquerque, NM (US); Sandia National Labs., Livermore, CA (US), 2001.
[95] M. F. Horstemeyer and D. J. Bammann, “Historical review of internal state variable
theory for inelasticity,” International Journal of Plasticity, vol. 26, no. 9, 2010, pp.
1310–1334.
[96] J. W. Hutchinson, “Plasticity at the micron scale,” International Journal of Solids
and Structures, vol. 37, no. 1-2, 2000, pp. 225–238.
[97] G. C. Johnson and D. J. Bammann, “A discussion of stress rates in finite deformation
problems,” International Journal of Solids and Structures, vol. 20, no. 8, 1984, pp.
725–737.
[98] W. Johnson, “Henri Tresca as the originator of adiabatic heat lines,” International
Journal of Mechanical Sciences, vol. 29, no. 5, 1987, pp. 301–310.
[99] W. Johnston and J. J. Gilman, “Dislocation velocities, dislocation densities, and
plastic flow in lithium fluoride crystals,” Journal of Applied Physics, vol. 30, 1959,
p. 129.
[100] A. Kane, T. Brvik, O. S. Hopperstad, and M. Langseth, “Finite element analysis
of plugging failure in steel plates struck by blunt projectiles,” Journal of Applied
Mechanics, vol. 76, no. 5, 2009.
111

[101] J. M. Kelly and P. P. Gillis, “Continuum descriptions of dislocations under stress
reversals,” Journal of Applied Physics, vol. 45, no. 3, 1974, pp. 1091–1096.
[102] J. M. Kelly and P. P. Gillis, “The influence of a limiting dislocation flux on the
mechanical response of polycrystalline metals,” International Journal of Solids and
Structures, vol. 10, no. 1, 1974, pp. 45–59.
[103] J. M. Kelly and P. P. Gillis, “Thermodynamics and dislocation mechanics,” Journal
of the Franklin Institute, vol. 297, no. 1, 1974, pp. 59–74.
[104] U. Kocks, “Laws for work-hardening and low-temperature creep,” ASME, Transactions, Series H-Journal of Engineering Materials and Technology, vol. 98, 1976,
pp. 76–85.
[105] K. Kondo, “On the geometrical and physical foundations of the theory of yielding,”
Proceedings Japan National Congress of Applied Mechanics, 1952.
[106] J. Kratochvil, “Finite-Strain Theory of Crystalline Elastic-Inelastic Materials,”
Journal of Applied Physics, vol. 42, no. 3, 1971, pp. 1104–1108.
[107] J. Kratochvil, “Dislocation pattern formation in metals,” Revue de physique appliquée, vol. 23, no. 4, 1988, pp. 419–429.
[108] J. Kratochvil and O. Dillon, “Thermodynamics of Elastic-Plastic Materials as a
Theory with Internal State Variables,” Journal of Applied Physics, vol. 40, no. 8,
1969, pp. 3207–3218.
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APPENDIX A
PARAMETER ESTIMATION AND NUMERICAL IMPLEMENTATION OF THE
NONLOCAL BCJ MODEL
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A.1

Determination of the BCJ parameters for the 6061-T6 Aluminum

This appendice presents the method used to determine the plasticity and damage BCJ
model parameters for the 6061-T6 aluminum. We shall distinguish two set of parameters:
the plasticity parameters and the damage parameters. The procedure to determine the
plasticity parameters is extensively discussed in [28] and is based on uniaxial stress at
constant true strain rate and temperature. Since the plastic strain rate can be reasonably
approximated by the total strain rate at large strain (viscoplastic assumption), the plastic
strain rate is substituted by the total strain rate. Then the flow rule is inverted giving an
expression similar to the yield surface, and the equations of the kinemtic and isotropic
variables are analytically integrated to obtain the closed form solutions are given by
α=
κ=

q

q

q
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tanh
rd +r
˙ s
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tanh
Rd +R
˙
s
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i

,

where, σ and  represent the true stress and true strain in uniaxial tension or compression,
and α is the unixial component of the tensor α. where, σ and  represent the true stress and
true strain in uniaxial tension or compression, and α is the unixial component of the tensor
α. The inelasticity parameters for the 6061-T6 aluminum are identified using the experimental data from [33]. One uniaxial large strain compression test at 293K (see Figure A.1)
and three uniaxial tension tests carried out at 293K, 373K, and 461K (see Figure A.2) are
used to obtain the inelastic parameters.
The damage model parameters (i.e., initial damage volume fraction, damage growth
parameter, and characteristic length scale) for 6061-T6 aluminum are determined using the
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Figure A.1
Experimental and anlytical stress strain response of Al 6061-T6 for at room temperature
and constant strain rate.

Figure A.2
Experimental and simulated stress strain response of Al 6061-T6 at three different
temperatures for a constant strain rate.
122

notch tensile test reported in [32]. Because of the significant tensile pressure generation,
the notch radius dominates the damage evolution in metal [33], and notch specimens of
different radii are typically used to determine damage parameters. Nevertheless, the notch
tensile test is a three-dimensional boundary value problem with no closed form solution.
Thus, a trial and error finite element analysis of axisymmetric notch tensile specimensis
utilized to identify the damage parameters. In this study, the initial damage volume fraction
is assumed and the rest of the damage parameters are obtained from the 4mm radius notch
test. Next, the 9.9 mm radius notch test is used for the model verification. The damage
parameters in addition to the inelastic constants found using the methodology described
above are summarized in Table A.1.
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Table A.1
The model parameters for al 6061-T6 alloy
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A.2

Main elements of the numerical implementation of the BCJ model

The objective of this appendix is to present the numerical implementation of the BCJ
model in a finite element code. This implementation is based on (i) the use of the radial
return method [110] to solve the equations presented in Section 3.3 and (ii) the formulation
of a numerical flow rule at each time step derived from a numerical consistency condition.
The implementation of the model into LS-DYNA is described following the flowchart presented below.
• First, the temperature and rate functions are evaluated using θN and Dp N+1 , where
the N subscript denotes the value at time step N, and N + 1 denotes the value at time
step N + 1.
• Then, the trial stresses and state variables are calculated assuming elasticity following the formula:
σ TR = λ(1−N )tr(Dp N+1 )I + 2µ(1 − φN )Dp N+1 −
1
pN+1 = trσ TR ,
3

φ̇N
σN
1 − φN
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k Dp N+1 k)κ2

(A.2)
(A.3)
(A.4)

• The elastic assumption is now checked by substitution into the yield condition
s

TR

φ

=k σ

TR

1
2 TR
− αTR k −
(κ + β)(1 − φN )
3
3

(A.5)

• If (φTR ) ≤ 0 then the step is elastic, stresses at step N + 1 are set to trial values,
and temperature and damage are not changed; if (φTR ) > 0 then plastic deformation
occured and the trial stresses must be returned to the new yield surface:
σ 0N+1 = σ 0TR − R 2µDp dt
α0N+1 = αTR +R 2hDp dt


κN+1 = κTR + H 23 k Dp k dt




R
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(A.6)

• Using the radial return method, the assumption is then made that the plastic strain
rate is constant over the time step and in the direction of the effective stress:










ζ = σ TR − 23 αTR
ζ
n=
kζk
R
Dp dt = ∆γn

(A.7)

• Substituting the expression for the plastic strain increment yields





σ 0N+1 = σ 0TR − 2µ∆γn
αN+1 = αTR + h∆γn
q


 κN+1 = κTR + H 2 ∆γ
3

(A.8)

• These expressions are then use in the consistency condition (φ = 0) to solve for
∆γ. (Note that for kinamtic hardening this is not a straightforward solution.) For the
assumption made here, this results in linear algebraic equation. It is then a simple
matter to find the stress and the stave variables at t=N+1 by substituting the value for
∆γ into Eq.(A.8)2,3 :
φTR
∆γ =
(A.9)
2µ + 23 (h + H)
• Temperature is then updated and damage is updated assuming stresses were constant
over the time step. The equation rate for void growth can be very stiff numerically,
and integration using an Euler forward difference can generate numerical errors.
The evolution equation of the damage, equation (3.22) , however, can be integrated
anlytically for constant values of p, σ̄, and εp . Note that for 32-bit computers the
“exact” solution can contain numerical roundoff errors, so the Euler method must be
used. The exact solution is used on 64-bit machines or 32-bit machines with double
precision. The exact solution is
"

2(2m − 1)p
χ = sinh
(2m − 1)σ̄
h





#

φN+1 = 1 − 1 + (1 − φN )1+m − 1 exp[k Dp k χ(1 + m)∆t]

(A.10)
i1/(1+m)

(A.11)

The Euler method solution is
φN+1 = φN + ∆φ̇N+1
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(A.12)

