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1. Introduction 
1. be i. i .d. random va es, EX. = O, 
l 
and Ex?= 1 1 , 
for i ranging from -ro to ro. Let en, n > l, be a sequence 
s-varying coefficients given by 
if n < 0 
( l. l) 
if n ~ l , 
where L(n) is a slowly varying function. 
( 1.2) 
We consider the one-sided moving averages: 
ck . X .• 
- 1 l 
l,le wi 11 assume 8 > 1 /2. This ensures that ( l .2) is we 11 defined 
as an L2 and a.s. limit, si nee I
o:, 2 
. l C. 1= l 
Dobrushin and Major (1979) and Taqqu (1979) proved that 
are Gaussian and 1/2 < 8 < l/2(1 + 1/m), then the rmite polynomials 
x. 
l 
H (Y k) m satisfy the following type non-standard central limit theorem: 
a) the rate of growth of "[nt] lk=l (\), as measured by the 
standard deviation, is H m n L (n), where 1 /2 < H < 1 • 
b) the above sums, normalized by nHLm(n), converge weakly to the 
A 
multiple Wiener-Ito integral Zm(t) given by 
( 1 .3) 
where 
( 1.4) 
t m 
J -s kt ( u, , ••• , um) = O TI ( v-uJ. ) + ct v. j=l 
(We write J' to indicate that the integral effecti y ignores the 
iRm 
contributions of the hyperdiagonals ui = uj of IRm.) Zm(t) is 
-2-
called a Hermite process. When m = 1, it is the Gaussian fractional 
Brownian motion. For more details about the processes z ( t) ' m see 
Taqqu (1981). 
2. We show that if the Yk's are not Gaussian, we can still find 
polynomials Pm (depending on the distribution of v1) displaying the 
phenomena a) and b) above. We obtain, through different methods, some 
of the results of Surgailis (1983). 
( 1.5) 
where 
The idea is as follows. Consider 
Uk( m) = f ck . • •• ck . X • • •• X . , ;,1 -,, _,m ,, ,m 
I'• indicates summation over the "off-diagonal" indices /, i
i = (i 1, ••• ,im) Elm, that is, over those i in lm with no two equal 
components. \~e show first that U~m) displays the phenomena a) and b) 
described above when l/2 < (3 < 1/2(1 + 1/m). Then, we identify 
polynomials p 
m 
such 
smaller than that of 
rn ( m) that the rate of growth of lk=l (Pm(\ )-Uk ) 
I~=l U~m). The Pm(Yk) will thus display the 
phenomena a) and b), and they will play a role similar to that of the 
Hermite polynomials in the Dobrushin-Major-Taqqu theorem. 
3. We first obtain 
is 
Theorem l. Let kt be defined as in (1.4) with 1/2 < s < 1/2(1 + 1/m). 
Then as n + oo, 
f .d.d. 
where + denotes convergence of the finite-dimensional distributions. 
-3-
Theorem 1 is a special case of the more general Theorem 2.1 which is 
stated and proved in Section 2, using techniques developed by Mori and 
Oodaira (1984). 
In Section 3, we prove 
Theorem 2. If EX; = O, Exf = 1, 
1/2 < B < 1/2(1 + 1/m), then 
and are given by (1 .1) with 
as n + ro, where Zm(t) is given by (l .3), (1 .4), H = 1 - m(B - 1/2), 
w* 
and where + denotes weak convergence in the CADLAG space D[O,l] 
endowed with the sup-norm topology. 
with 
Note that the normalization factor is essentially of order nH, 
1/2 < H < 1. When m = 1, one has u(l) = Y and Theorem 2 k k 
reduces to a result of Davydov (1970). 
The following is a justification of Theorem 2, in the case 
= -B 1 en n , n > : 
z[nt] u(m) 
( _!_ 
[nt] m k-i. -B k=l k 
= I~ I TI (-J) ) l-m~+m/2 ~ n k=l j=l n + n 
m 
~ 
,:,I kt(i 1/n, ••• ,im/n) TI ~ 2., • 1 j=l ~ 
which converges to Zm(t) by Theorem 1. 
Remark. Using results in Section 2 and Section 3 
the following extension of Theorem 2 holds. Let 
n.:_1, c~j)=O for n<O with l/2<Bj<l 
m 
TI x. !in 1 . j=l J 
x. 
1 . J 
!In 
below, one can verify that 
c(j) = n-B\.(n) for 
n J 
and lj=l Bj < (m+l)/2. 
Theorem 2 1 • If EX. 
l 
-4-
2 
= 0, EXi = l , then 
[nt] 
I 
k=l 
t ck( l ~ ••• ck( m ~ X . • •• X . 
.1., -11 _,m 11 ,rn 
t m -~. 
~* J' {J II (v-uJ.)+ J dv}dB(u1) ••• dB(um) !Rm O j=l 
where H = 1 - I;=l ~j + m/2. 
4. In Section 4, we study the behavior of powers 
( Y ) m = (I':: c k . X . ) m and est ab l i sh k l1--oo -1 l 
Theorem 3. Let 
2 I . c . < co. Then 
'1 l 
( l .6) 
,;,+co 
yk = 2 • ck . X. ' 
~1=-co -1 1 X. l i.i.d., E(X. )
2m < oo with 
l 
m 
Y, ( mJ_ ) [ E ( Y 1 ) j JU~ m-j ) + 
11 CL T terms 11 , 
j=O 
where U~O) = 1 and where the expression "CLT terms" is defined below. 
By 11CLT terms" we mean terms of the form I~ Ak . where 
1 , 1 
p < co and where for each i = l, ••• ,p, a) E ( Ak . ) = 0, k ~ l , and 
'l 
b) Var(I~=l Ak ;) = O(n) as n • co. Thus "CLT terms" are terms 
' 
whose order of growth is that of random variables that obey the usual 
central limit theorem. Such terms turn out to be negligible in our 
context. 
Theorem 2 and 3 imply that for l/2 < ~ < 1/2(1 + l/m), (Yk)m 
contains m+l "non-CLT" terms U~j), j = O, ••• ,m of respective growth 
rate 1 - j ( ~ - l /2). a 11 bigger than 1 /2. The term u(l) = v k k pro-
vides the highest order of growth of sot , as n • "', 
-5-
( l • 7) 
by Theorem 2. 
5. lNe shall now replace the powers (Yk)m by suitable polynomials 
Pm(Yk) that do not contain the higher growth terms U~j), j = 0, ••• ,m-1. 
Thus, we want to construct polynomials Pm of degree m satisfying 
(l.8) P (Y ) - U(m) = 11CLT terms" 
m k k 
Such Pm(Yk) will satisfy the same central limit theorem on U~m). 
In Section 5, we show that the polynomials Pm satisfying (l .8) 
are in fact a classical family of polynomials, for which many recurrence 
formulas and expansion theorems are known. One of these recursive 
definitions is 
( l. 9) 
Thus the polynomials 
P0 (y) = 1 
dPm(y) 
d Y = mP m-1 ( Y ) ' E pm ( y ) = 0 • 
P depend on the distribution of Y. 
rn 
Y ~ N(O,l), Pm is the mth Hermite polynomial. 
When 
Feinsilver (1978) calls these polynomials generalized powers of Y. 
If we let <!>m(y) = (1/m!)Pm(y) then <Pm satisfies $~(y) = <1>m_1(y). 
These <I> 1 s are called Appell polynomials (Boas and Buck (1964).) 
m 
Section 5 provides further details about the polynomials Pm. The 
following theorem is a generalization of the Dobrushin-Major-Taqqu theorem 
when the sequence Yk is not assumed to be Gaussian. 
-6-
Theorem 4. If Yk = I~:_
00 
ck-iXi, X; i .i .ct. with EjX; j2m < ro and ck 
are given by (1 .1) with 1/2 < ~ < 1/2(1 + 1/m), then the rnth generalized 
power of Y, Prn(Y), satisfies 
as n + "", where H = 1 - m(~ - 1/2) and Zm(t) is given by (1 .3) and 
( 1 .4) • 
Theorem 4 is proved in Section 5. 
Remark. For finite M, and for any reals am,am+1, ••• ,aM 
as n + ""· 
-7-
2. Proof of Theorem 1 
The proof of Theorem 1 uses techniques developed by Mori and 0odaira 
( 1984). Let 
( 2. 1 ) 
and let 
llh II 
y 
:=sup~ 
t,::!R y(t) 
We will work in the Banach space D (!R) 
y 
of right continuous func-
tions, endowed with the norm 
(2.2) 
where 
I = t 
II • Let y 
= sgn(t) 1 I x. 
/n i/ndt 1 
{ 
[0,t] 
[t,0) 
if t > 0 
if t < o. 
By the law of the iterated logarithm, both the Brownian motion B(t) and 
the partial sums Zm(t) belong to 0 almost surely (i.e., y 
a. s., uz II < oo a.s.). Moreover, we have 
n Y 
IIB 11 < oo 
y 
Lemma 2.1. If EX;= 0, and 
with B(0) = 0, 
Var X. 
1 
= l , and B(t) is Brownian motion 
on (-oo,co), then 
w 
where + denotes weak convergence in 0 (!R). y 
-8-
Proof. use the fact that one can redefine the probability space in such 
a way that 
where A< 1/2 is some positive constant and M is random (see Philipps 
and Stout (1975)). Putting then Bn = B(nt)/ ✓n, we see that 
II Z -B II < Mn-A 
n n y - a.s., 
and 
Hence 
since 
Zn - B n 
a. s. 
• 0 in D (IR) • y 
Since B and B have the same distribution, we have 
n 
w Zn+ (Bn-Zn) • B, 
( 1968). D 
and therefore by Theorem 4.1 of Billingsley 
Definition of Fm. Let Fm bethefamilyoffunctions f(u 1, ... ,um), 
satisfying: 
(I) The mixed derivative 
exists, is continuous and satisfies 
-9-
(2.3) A( f) 
(II) There exists a positive continuous function g(t) on R, 
decreasing for t ~ 0, and increasing for t ~ 0, such that 
and 
m 
< IT 
i = l 
g(u.). 
l 
Observe that g € L2 (IR). 
Consider now the functional F: D (IR)+ R given by y 
m 
(2.4) F(h) = (-l)m f Df(u1 , .•• ,um) IT (h(u;)du;). !Rm i=l 
The following lemma is a modified version of Lemma 5.1 of Mori and Oodaira 
( 1984) • 
Lemma 2.2. If f satisfies (I), then the functional F defined by (2.4) 
is well defined and continuous on D • 
y 
Proof. Consider the multilinear form: 
(Df(u)) 
~ 
m 
IT 
i=l 
(h.(u.)du.). 
1 l l 
-10-
Then, 
(2.5) 
m 
< TI llh. II A(f). 
i=l 1 Y 
We see from (2.5) that if f satisfies (I), and if h € D , y 
then F(h) = F(h, ••• ,h) is well defined. Expression (2.5) shows also that 
the multilinear form F(h1 , ••• ,hm) is bounded and hence continuous, in 
each variable separately, and therefore it is continuous. • 
The next lemma ensures that the multilinear forms that we shall 
encounter below are well-defined. 
Lemma 2.3. Let 
and let f(i). 
hj, j = 1,2, ••• ,m be such that Ehj(X1 ) = 0, 
i= (i 1, ••• ,im) € fl satisfy I~ f 2(i) < oo. 
< a, 
can be defined as an a.s. and L2 limit as N + ro of the bounded martingale 
I • _m ffi I;€o f(.1,)11j=l hj(X; _) where om N = {[-N/2], ••• ,0,1,0, ••• ,[N/2]+1} • In 
~ m,N J ' 
pa rt i cul a r , 
I l· f(i)X .••• x . 
.:t, ~ 11 lm 
converges a.s. and in L2• 
-11-
We turn now to 11 sums 
1. f(i)X .••• X .• l,1 ~ 1 1 
~ 1 m 
These full sums can be decomposed in parts composed of mutually orthogonal 
terms by a procedure which will be carried out later, and thus shown to 
converge a.s. and in L2 • under certain L2 boundedness conditions. 
However, the following lemma suffices for our purposes. 
Lemma 2 .4. 
that 
If there exists a sequence {g(i)} with 
and if E(X1 )
2m < "", then 
id 
1 m f(i)X .••• X. 
L. ~ 1 l 
, ••• ,N} 1 m 
converges in L2 as N + ""· 
Proof. We shall use I* to denote a summation over those i = (i 1 , ••• ,im) 
and ,i = (j 1 , ••• ,jm) such that every element of the set {i1 , ••• ,i ,j 1 , ••• ,j } m m 
appears at least twice. Put B N = {-N, ••• ,N}m. m, 
We show that VN is a Cauchy sequence in L2• 
(2.6) 
< C" 
0:, 
( I m-1 g2 (k)) 
k=-c:o 
-12-
where C, C1 and C" are constants independent of N. (In fact, 
C = EX~m, C' = (2m)! C and C" = mC'.) Since I;=_
00
g2(k) < 00 , it 
'2m m. 
follows that E(VN -VN )2 < e:, for N1 big enough. • 2 l 
We now establish a summation by parts formula. Its proof is analogous to 
the one for Gaussian processes, found in Lemma 5.2 of Mori and Oodaira (1984). 
Lemma 2.5. 2m and EX1 < ro, then 
(2.n I f(; 1;n, ••• ,;m;n) \/in ... \mlin 
iet1 
where Zn is defined in (2.2). 
Proof. Note first that condition (ii) on f implies, by Lemma 2.4, that the 
L.H.S. of (2.7) is well defined; and, since Zn e DY a.s., condition (I) on 
f implies, by Lemma 2.2, that the R.H.S. of (2.7) is well defined. For N 
fixed, we have 
m 
= (-l)m_ I 
111 
IT Z (i ./n) J ••• J Df(Q)du1 ••• du 
~
1£{-N, ••• ,N} j=l n J i./n<u.<(i.+1)/n m 
J - J- J 
j = 1 , ••• ,m 
= + "boundary terms". 
-13-
The last step holds by the summation by parts fo a • As N + co, the 
L.H.S. of (2.8) converges a.s., and the "non-boundary" term in the R.H.S. of 
(2.8) converges in L2• It is thus sufficient to show that the boundary terms 
tend to O in L2• 
A typical boundary term is 
rN(k) = ±. I m f(i,/n, ••• ,ik/n, N/n, ••• ,N/n) X; //n ... x. !in. 
J.,t::{-N, ••• ,N} l 1m 
As in (2.6), we find that 
E(rN(k))2 
2. C I* m jf(i 1/n, ••• ,ik/n, N/n, ••• ,N/n)f(jifn, ••• ,jk/n, N/n, ••• ,N/n) l i,,it::{-N, .•• ,N} 
< C I 
v,µ 
v+µ=k 
2. CI I 
v,µ 
v+µ=k 
2 2 ?( m-k) I m g - ( J!.1 ) ••• g ( .ll.) g ( JI. v+ 1 ) ••• g ( \+ 2 µ ) [ g ( N / n ) J-
.&d -N' ••• 'N} 
l m g2 (,l/,1 ) •• • l Ct) cl (_ll,v+ l )+l (,ll,v+2)] ••• [ g2 (1v+3 )+l (,iv+4)] 
!t:: { -N, ••• , N} 
••• [g2(J!.v+2µ-l) + g2(\+2µ)](g(N/n)J2(m-k) 
2. C" I m g 2 ( JI. l ) ••• g 2 ( JI. k) [ g ( N / n) J2 (m-k ) 
!t:: { -N, ••• , N} 
2. C' 11 [Nl(N/n)Jm-ku g2 (u)ctu/ 
R 
• 0 
as N + co, by Assumption (II). D 
In the foll 
Proposition 2.1: 
for all t. Then 
-14-
ng proposition, we do not exclude diagon terms. 
Let ft be a family of functions such that f € t rn' 
rn f.d.d. m 
( 2 • 9 ) l f t ( i l / n , ••• , i rn/ n ) II ( X ,· . / /n) 
iElrn J. 
+ (-l)rn f Dft(i) II (B(u .)du.). 
/Rm j= l J J 
~ J 
Proof. Note that the R.H.S. of (2.9) is well defined by Lemma 2.2, since 
B(u) c D a.s. Note also the L.H.S. of (2.9) is well defined by Lemma 2.4. 
y 
It is sufficient to prove that (2.9) holds in the sense of convergence 
of the marginal dist butions. Fix t and consider the functional 
F: D +IR given by F(h) = (-l)m fm (Dft(M)) if;1=1(h(u;)du;). By Lemma 2.2, y IR 
this functional is well-defined and continuous on D • Now let y 
w 
Zn be defined as in (2.2). By Lemma 2.1, Zn + B in D y' and 
w 
F(Z) + F(B). It remains to notice, that according to Lemma 2.5, 
n 
is identical to the L.H.S. of (2.5). • 
so 
F(Zn) 
Remark. Assume in addition that the kernel ft is a-homogeneous, that is, 
and replace the y(t) defined in (2.1) by the function 
y1 (t) = {jtj(l+llogjtii)}
112
, t * 0, found in Mori and Oodaira (1984). 
The results of that paper can then be used to show that the convergence in 
(2.9) holds in the sense of weak convergence in the Banach space C of 
a,m 
-15-
I h( t) I 
continuous functions with norm tthn =sup----. Indeed, merely 
a,m t>O tajr, (t)jm 
apply Lemma 5.1 of Mori and Oodaira instead of our Lemma 2.2. Note that 
the use of r 1 instead of y further restricts the class of functions 
ft for which Proposition 2.1 applies. 
We turn now to off-diagonal multi-linear forms. 
Theorem 2.1. Let ft (Q) be a family of functions satisfying: 
a) ft € L 2 (IRm)' "j t 
b) "j t' Df t(Q) exists and is continuous outside some closed set of 
Lebesgue measure O. 
c) i a constant K, such that for every open set Ac IRm 
(2.10) -m n 
where A denotes the closure of A. 
Then, 
(2.11) 
I m 
I- ft(i,Jn, ••• ,im/n) TI [X. Jin] 
~
1 . l 1 . J= J 
Proof. Since ft€ L2(Rm), the R.H.S. of (2.11) is well-defined. By 
Lemma 2.3, the L.H.S. of (2.11) is also well-defined because (2.10) with 
A= IRm yields I~ fi(i 1/n, ••• ,iJn) < ro for large enough n. 
It is sufficient to establish (2.11) for fixed t because (2.11) holds 
then for linear combinations of ft. We now fix t and proceed in three 
steps. 
-16-
1) We first approximate ft(~) by functions satisfying Proposition 2.1. 
For any subset m M C IR ' we set 
M = {u: d(u,M) < d 
e: 
where d represents the Euclidean distance. If M is closed, we let 
~ be a function such that: 
M' e: 
if u i:: M 
"' E 
c) D~M,E(~) exists and is continuous everywhere. 
let now C be a closed set of measure 0, such that Dft(Q) 
exists and is continuous outside C. let D denote set of hyper-
diagonals, that is 
D = {~: u; = uj for some i ,j}, 
and let 
Now set 
m 2 
E = {Q: l u. 2:_ 1/t:}. 
E j=l J 
M=CuDuE, 
e: 
and consider the function 
The function gE belongs to Fm because it has compact support, and 
DgE(~) exists and is continuous everywhere. 
2) By Proposition 2.1, 
m d m 
\' g (i 1/n, ••• ,i /n) II X. //n + (-l)m r Dg (u) II B(u.)du. l £ m l Jm E ~ J J i j=l j ffi j=l 
where d ..,,,. denotes convergence in distribution. 
-17-
Since the function g (u) vanishes on the diagonals, we have, 
e: ~ 
by lemma 5.2 of Mori and Oodaira (1984), 
m I m 
( - 1 ) m J Dg ( u) II B ( u. ) du. 
mm e: ~ ·-1 J J Ir-. J-
= J m g e: (!:!, ) II B ( ct uJ. ) • 
IR j= l 
Since I and I' clearly coincide for g , we conclude that 
e: 
, m d , m 
l; g (i,Jn, ••• ,im/n) _II xiJ.//n + Im g (,~,) II B(duJ.). 
~ e: J=l 1R e: j=l 
3) We shall now let e: + O. By the dominated convergence theorem 
Hge:-ftH2 + 0, and thus the multiple Wiener-It6 integral of gE 
converges in L2(Q) to that of ft. Our proposition follows then 
from the 11double approximation theorem" (Billingsley (1968), Theorem 4.2), 
provided we show that, ~ 6: 
I m 
(2.12) lim lim Pr{II;(ft-gE)(iifn, ••• ,iin) II X;_lin I> 6} = o. 
e:+O n+ro ~ j=l J 
But the variance of the above sum equals 
-m 1 2 . . -m 1 2 
n l· (ft-g) (1 1/n, ••• ,1 /n) < n I ft(i 1/n, ••• ,im/n). 1 e: m - • M 
~ lEn 
~ 2e: 
Hence, by Chebychev's inequality, and assumption (2.10), the L.H.S. of 
(2.12) is less than: 
= 6-2K( f + f ) 
C D 
= O. D 
+ f + f ] 
-18-
Note that there are square integrable functions ft that are 
infinitely differentiable everywhere but such that I~ f;(i 1/n, ••• ,im/n) = co 
for every n. Such f 's t cannot satisfy the conclusion of Theorem 2.1. 
The kernel kt however, defined in (1 .4), does satisfy that theorem. This 
result is formulated in the next lemma for a family of kernels which 
,. 
are more general than kt. Set u = max(u1, ••• ,um) and let 
A (2.13) C = LiJ: u = O} u {,JJ: u = t} 
,._ A 
u {M: 0 < u < t and -3-j,k, j * k such that uj = uk = u}. 
Lemma 2.6. 
then 
(2.14) 
satisfies: 
If 
a) ht i:: L2(1Rm) 
1 /2 < 8 . < 1 J 
for j = l , ••• ,m, 
t m -~. 
= J TI (v-u.) Jdv 
J + 0 j=l 
and 
b) Dht(~) exists and is continuous, -V--Q 1 C where C is given in (2.13). 
c ) I' h; (i1 / n , ••• , i m / n ) < co 
d) For every open set A, 
(2.15) 
-19-
Proof. 
a) 
m t m -~- t m -~-
= J TI du.[ J TI (v-u.)+ J dv J TI (w-u.)+ J dw] 
mm j=l J O j=l J O j=l J 
t W m V -~. -~. 
= 2 J dw J dv TI [ J (v-u.) J(w-u.) Jdu.] 
0 0 j=l -oo J J J 
t w m 1-2~. oo -~-
= 2 J dw J dv TI [(w-v) J f [z(l+z)] J dz] 
O O j=l 0 
m oo 2 -~- m t w 
= ( TI J (z+z ) Jdz) •2 J dw J (w-v)µdv. 
j=l O O 0 
This expression is finite, since 
2 -~. J; ( z+z ) Jdz < 00 and µ > -1 
1/2<~.<1 
J 
implies 
implies 
t w t2+µ f dw J (w-v) µdv = ---- < oo. 
0 0 (2+µ)(1+µ) 
A 
b) If u < 0, then 
t m -~. 
( 2 • 1 6 ) ht {.ij) = f TI ( V - uJ. ) J d V , 
0 j=l 
and in that case Dht(Q) obviously exists and is continuous. 
,._ 
If u > t, ht (!J,) = 0. 
,. 
If O < u < t, 
{2.17) 
and again 
and if u = u. 
1 
for only one i, 
t-u. 
l 
= f V - ~ TI ( v+ U • - U • ) - ~ d V , 
0 j :ti 1 J 
exists and is continuous. 
then 
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c) and d) It is easy to see from (2.16) and (2.17) that if u < 0, 
then ht(JJ) is increasing in all the variables u1, ••• ,um while if 
u = ui > 0, then ht(M) is decreasing in ui, and increasing in all 
the other variables. 
Partition now mm into blocks 
t.in={u:i./n<u.<(i.+1)/n for j=l, ••• ,n}. 
~' ~ J - J - J 
,.. 
Let i = max(i1 , ••• ,im). From the monotonicity properties of ht(M), 
we see that: 
A 
(a) if i ~ -1, then ht(iifn, ••• ,im/n) is the minimum value of 
t.; n, and thus 
~' 
(2.18) 
,.. 
( b) if i = i . .:_ 1, 
J 
is the minimum value of 
ht(JJ) over the block l1.i',n where i' = (i 1, ••• ,ij-l'ij-l,ij, ••• ,im), 
and thus 
(2.19) 
Note in this case that if max.(i'.) is obtained twice, then there are two 
J J 
distinct i's that achieve the minimum over the same block t). • I • 1 ,n Al so, 
if i 
...., 
I is an off-diagonal multi index, then max.(i .) 
J J 
most twice. 
can be attained at 
We will now sum the inequalities (2.18) and (2.19) for all i £ nA 
,.. 
for which i is off-diagonal and i * 0. We denote such summation by 
We get then: 
'f'II l • 
-21-
(2.20) n -m I" ht2 ( i 1 / n, ••• , i / n) < 2 f ht
2 ( u) d u1 ••• ct u 
. m - A(n) ~ m lE:nA 
where A(n) is the union of the smallest covering of 
Taking limits, we get 
by A. blocks. 7.,,n 
(2.21) 
Now, 
lim 
n 
-m 
n 
"' where \'~j) 
'"1 
is a summation over those indices for which i = ij = O. 
We evaluate now: 
(2.22) Y. ( 1 ) n -m h~ ( i 1 / n , ••• , i m / n) 
,i~nA 
CD 
-m I = n 
i2, ... ,im =l 
t t 
t 
-~, m - ~. 2 [ f V II (v + i /n) J] 
0 j=2 
m ex, 
-~, -~-
-m f f ( I ( V + i/n) J(w + = n dwdv( vw) II 
0 0 j=2 i =1 
m oo -2 ~. t - ~, 2 
II ( I i J)•(f v dv) 
j=2 i 0 
µ+2~ 
= 0(1/n 1). 
-~. 
i/n) J) 
As n • "", this tends to O and the same result holds if I(l) is 
replaced by I(j). Then (2.22) and (2.20) and A= Rm prove c), while 
(2.22) and (2.21) proved). D 
Proof of Theorem l. By Lemma 2.6, kt(!!) given by (1.4), th 
l < ~ < 1/2(1 + 1/m), satisfies the conditions of Theorem 2.1. D 
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3. Proof of Theorem 2 
Let I be a subset of {1,2, ••• ,m}, and for each integer n, let 
Dm I ( n) = U,: i is off-diagonal, ; . ~ -n, 'V j € I and 
~ J 
' 
; . 
J 
< 
-n, "if j 1 I}. 
Finally set I -1 if j I' and 
I 
1 ' if j r- I. Then we \) . = € \). = J J 
Lemma 3.1. VO< e < l, Vy> 0, t N so that for n > N and 
i e Om 1(n), we have 
' 
I [ ~ j=l I m v~y L(k-i.)/L(n)] - 1 ~ Me TI [(k-i .)/n] J , J j=l J 
for every k between 1 and [nt]. Here, 
M = m[max{2,(t+l)Y+l }Jm-l. 
have 
Proof. Using De Haan (1970), p. 21, we can find N such that if n ~ N, 
then: 
(3.la) if p ~ n(t+l), then j(p/n)Y L(p)/L(n) - (p/n)Y/ ~ e 
(3.lb) if p ~ n, then j(p/n)-y L(p)/L(n) - (p/n)-yl < e. 
Next, note that if j € I, then 
k-i.<n(t+l), forall l~k~[nt], 
J 
and if j f I, then 
k-i. > n, J - for all l ~ k~ [nt]. 
Lemma 3.1 follows now from the elementary inequality: 
m m 1 m I TI a. - TI b-/ ~ [max(a.,b.)r- I /a--b-j, j=l J j=l J j J J j=l J J 
-23-
I 
-v.y 
applied to aj = [(k-ij )/n] J and bj = aj (l(k-ij )/l(n)), since by 
(3.1), laj-bjl < E· D 
We reduce now Theorem 1 to the case l(n) = 1. 
lemma 3 .2. Let 
(3.2) V(m) - \' 1 (k · )-~ (k · )-~ X X k - li -ll + ••• -lm + il ••• i 
~ m 
where 1/2 < ~ < 1/2(1 + 1/m). Then 
(3.3) l [n~] (m) 2 -
- l Vk ] - 0, 
H k=l 
n 
where H = 1 - m(~ - 1/2). 
Proof. Choose y so that 1/2 < ~~Y < 1/2(1 + 1/m). Fix O < E < 1 
and choose N = N(E) as in Lemma 3.1. By that lemma, for n ~ N, 
L.H.S. of (3.3) 
_2H , [nt] m m 2 
= n I; [ I ( TI (k-iJ.)~~)([ _TI l(k-iJ.)/l(n)J l )] 
~ k=l 'j=l J=l 
= n -2H I 
I c {l , 2, ••• ,m} I ieD 1(n) ~ m, 
[nt] 
( 11 n I 
k=l 
[ ••• J 
I 
rn -~+v.y 2 
TI [(k-iJ.)/n)J+ J ) j=l 
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because the integrand is decreasing, and the Riemann sums above used the 
right points of the partition. Our choice of y ensures by Lemma 2.6, 
that 
will satisfy 
for all I. Thus 
I t m -~+v.y 
:= f TI (v-uJ.)+ J dv 
0 j=l 
Since E is arbitrary, the above limit must be O. D 
Set now 
(3.5) 
where 
t m 
f -~ kt(u 1 , ••• ,u) = TI (v-uJ.)+ dv. m O j=l 
Sn(kt) is well defined by Lemma 2.6c and Lemma 2.3. The following lemma 
provides a further reduction. 
Lemma 3.3. is as in (3.3), then 
-25-
Proof. Note first that if g is a decreasing function, we have 
t 
(3.6) 0 < J 
i/n 
Set 
[nt] (i+l)/n 
g(s)ds - 1/n " J, g(j/n) 2- J j=i+l i /n 
m 
f(v,i) := n [v - (iJ./n)J~~. j=l 
g(s)ds. 
ts; n 
t 1 [nt] 
:= J f(v,i)dv - - I f(k/n, i) 
~· 
O n k=l 
and, for a fixed i, set i = max(il' ••• im)+. 
Note now that for v 2_ i/n, f(v,i) = O. Thus, 
t l [ nt] 
= f f(v,i)dv - - I f(j/n, ,i,). 
i/n n j=i+l 
If i > [nt], we see that !::,.. = 0. J.,, n If i 2- [nt], noting that f(v,i) 
is decreasing for v > i/n we get, by (3.6) 
(i+l)/n 
0 < !:,. < f 
- 1,n- i/n f(v,i)dv. ~ 
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But 
1 [ nt J ( ) Var[- " V m Sn (kt)] 
nH k!l k 
1 I [nt] m 2 I TI [k-(iJ./n)J~B - kt(iifn, ••• ,im/n)] 
k=l j=l 
= 
m 
n 
l 
- -
nm 
l- [l/n 
l, 
(i+l)/n ( f 
i/n 
I l 
2 
f(v,i)dv) 
I [1/n f f((w+i)/n, i)dw] 
i<[nt] 0 
2 
1 I l m 
- - I [l/nl-mB f TI ( w+ i - i j ) ~ B d w ] 
nm i..:_[nt] 0 j=l 
1 I 
-- I 
n2H i<[nt] 
k2 (. . . . ) l ,,-,,. •• ,,m- 1 
= [nt] 
n2H 
'\'• k2(. . ) O(nl-2Ht) 
l 1 J 1 • • • • ,J m = j..:_0 
= O(nl-2Ht) 
2 
by Lemma 2.6c. Since H > 1/2, this tends to Oas n + oo. D 
Proof of Theorem 2. 
a) The convergence of the finite dimensional distributions follows from 
Theorem 2.1, and Lemmas 3.3 and 3.2. 
b) Tightness. Let a(n) = nH(L(n))m and let y > 0 be such that 
O < y < 2H • Then by De Haan (1970), 
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Ml := sup (j/n)Y jL(j)/L(n) 12m < co 
j,n 
j~nt 
so that (a([nt])/a(n))2 ~ ([nt]/n) 2H-y M1 < M1t 2H-y. Also 
n 
M2 ·= sup E[-
1
- I u~m) J2 < co. 
n a(n) k=l 
(To check that M2 < 00 , it is sufficient to show, by Lemmas 3.2 and 3.3, 
that sup ES2 (k1) < sup n-m I~; kf(i 1/n, ••• ,im/n) < ro. But this holds by n n - n 
Lemma 2.6.) 
Let t 1 ~ t 2 • We can now evaluate 
[nt J [nt J 
E[-1_- I2 u~m) __ l_ Il u~m)J2 
a(n) k=l a(n) k=l 
= 
Since 2H-y > 1, we conclude by Theorem 15.6 of Billingsley (1968) that we 
have weak convergence in D[O,l], with respect to the Skorokhod topology; 
and, since the Hermite process Zm(t) has a.s. continuous paths, and 
since the jumps of l/a(n) I~:~] U~m) occur at fixed times, we have in 
fact weak convergence with respect to the sup norm topology (refer to 
Billingsley (1968), page 153). 
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4. Proof of Theorem 3 
We are to establish the decomposition formula 
( 4. l ) Y~ • Jo (~)[E(Y1)]u~m-j) + "CLT terms". 
Let 
A = {p: P = ( P1 , Pz , ... , Pt, ••• ) , P; = 0, 1 , ••• , P1 ~ Pz ~ ••• , 
and only finitely many P; * O}. 
~ for p <:: A, let t = Jl.p be the greatest index i such that P; * O. 
Th ~00 ~t Put us li=l P; = ),i=l P;. 
For p <:: Am , 1 et 
JI. 
= {p: p E: A, I 
i=l 
p. = m}. 
1 
e} = ( p rn p ) /rr( \l /), 
p 1·····1 j 
~ where the v.'s denote the lengths of runs of equal components in p. 
J 
example, if p = (l,1, ••• ,1) E: Arn• there is only one run, v1 = rn, and 
{ m } = ( rn )l/m! = l. 1,1, ••• ,1 1,1, ••• ,1 
For 
We shall now establish the decomposition formula (4.1) assuming that 
all summations converge. We will show in lemma 4.1 below that all the 
summations converge both a.s. and in L2 • 
We first expand (Yk)m = (I~:_
00 
ck-ixi )m by using the multinomial 
formula 
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~ (4.2) 
where 
(Yk)m = ~l {~}Tf 
p<::Am p 
(4.3) pt P1 pt • • • ck . X. • •• X. 
-lt 11 lt 
and where D1 is the set of off diagonal, t dimensional multi-indexes, 
that is, 
Next, we decompose 
Pj X. • Put 1 . 
J 
and 
~ 
~ 
rf by adding and subtracting the mean of each 
mk = E(x,)k 
X~ = (X.)k - mk. 
l 1 
For a given p, 1 et 
and let h = 0 if all 
power pj = 1. Let 
For cc c0, put 
-Finally, let c be the 
Setting in (4.3), 
h = h = 
~ p 
p. = l. Thus all 
l 
maxi 
p.>2 
1-
P· 
X J for h < j 2,. t have 
c 0 = {1,2, ••• ,h}. 
m 
~ p,c 
complement of c in {1,2, ••• ,t}. 
p. p. 
x.J = x.J + m for 
1 . 1 . p . J J J 
j ~ h, we get 
(4.4) 
where 
(4.5) 
~ 
rP = \1 k L i,e:D 1
= I 
ceca 
= 
~ 
rP ,c = 
k 
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J, P· 
( 11 ck:i.) j=l J 
\1 
m l 
~ p,c j,.::D 1 
~ 
Tp ,c m~ k p,c 
_p. 
I (_rr mp. x.J) 
. l . 
cec0 J€C J Je:C J 
1 Pj _pj ( 11 ck-i.H.n_X;_) j=l J J€C J 
1 P· _p. 
I ( n ck:i. )(_rr_ x/). j,cD1 j=l J J€C J 
Let le' iz denote the projections of l on the respective 
coordinates. Note that if i c D1 , no index in ic may appear in 
iz• We will denote this by ic 1 iz. 
If it were not for the restriction i ~ i- we could factor out 
~c 1 ~c• 
Pj in (4 .5) the term I- 0 n. ck . • However, we can overcome this let:: jcj JE:C _,j 
by an inclusion-exclusion type decomposition. 
( 4 .6) 
~ 
rP ,c = 
k 
= 
p. _p. p. 
I (_n_ (ck:i _x/))(_n ck~i _) 
iceD le j J €C J J J E:C J 
i t::D 
~c ici 
i ~i-
~c1 C 
I c j Ajcj 
I 
u=O 
I 
c 1 ec 
( -1 ) u 
C11eC 
j c • I= I c II I =u 
I 11 
iceDjcj j t::C 
i cD ,....__ lei C 
i I =i 11 
~c ~c 
p. _p. p. 
(ck:i _x/) _n J ck .• 
-1 . J J J E:C J 
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In the sum above, c I runs over non ordered subsets of c, and c" 
runs over ordered subsets of c. The term with u = 0 represents the 
unrestricted summation over ic o:: DI j and i <:: D 
c ~c /cl 
To illustrate the above decomposition, suppose t~at c = {l ,2}, 
C = {3,4,5} and consider i <:: (2,3, 1,3,2), 
~ 
so that i = (2,3) 
~c 
and 
i7:= (l,3,2). This i appears only in the R.H.S. of (4.6), once in the 
term u = 0, twice in the term u = 1, first with c 1 = {1 }, 
c11 = {5}, then with c 1 = {3}, c11 = {4}; and once in the term u = 2, 
with c 1 = {l,2}, c11 = {5,4}. These terms cancel each other. 
We can now combine in ( 4 .6) the coefficients ck . ' when i . 
-1 . J J 
appears both in i I and ic"· Denoting the new exponents by q . , ~c J 
j E: c, we get: 
~ Tp,c = 
k I (-l)jc• / C 1 cc 
C 11C( 
I c• I= Ic 11 I 
c 1 can be interpreted here as the set of indices j in c that are now 
viewed as belonging to c. 
The explicit formulas for qj 
a) if c1 * 0, then • jo <:: c 
do not matter, but note: 
so that q. ~ 2; Jo 
b) if c' = 0, then q. = p.,-V-j. 
J J 
Nov,1, for c' , c" fixed, we can factor out the sum 
getting: 
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~ 
( - 1) I CI I Sp, C\ C I ~ ~-( 4. 7) Tp,c = \ Tp,q,c k l k c 1 cc 
where we have set 
(4.8) s 
~ p,c 
and 
(4.9) 
with Tp,q,0 = l k • 
Lemma 4.1. 
(4.10c) 
where 
(4.10b) 
and 
(4.10a) 
C11C( 
I c' j= l c11 I 
p. 
" 
J 
= I l ck . 
-1 . 
iED jcj j €C 
Tp,q,c 
k 
J 
~ 
(Y k) m = ~l e} Tk 
p€Am p 
rP = 'i' k L 
~ Tp,c = 
k I c'cc 
C11CC 
le' j=jc" j 
p. 
I II c.J = 1 . 
iEDjcj j€C J 
~ ~ Tp,q,c. 
k 
Proof. In view of (4.2), (4.4) and (4.7) above, the Lemma holds if 
the indices in the summations that define 
are restricted to be less than a fixed N. 
~ ~ 
Y TP rP,c k' k' k 
~ ~ -
~ ~-
and Tp,q,c k 
As N varies, the finite analogues of Tp,q,c k form an L2 
bounded martingale, enabling us thus to define Tp,q,c k as an a.s. and 
-33-
L2 limit. Letting N + 00 in the finite versions of (4.lOa) and (4.1Ob), 
~ ~ 
defines T p ,c k and rf respectively. O 
~ ~ 
We shall now evaluate the rates at which ~n pc ~n p Lk=lTk'•lk=lTk and 
I~=l (Yk)m grow with n. The following lemma provides an important 
estimate. 
Lemma 4.2. 
(4.11) 
If -3-jO so that q. ~ 2, Jo 
I Proof. Let q. = q., 
J J 
and 
q. q'. 
and q. > 1 
J 
I q. =q.-1 
Jo Jo 
for j * j 0 , then, 
so that 
JI, TI~ J ck . J n. 1 ck . = ck . • J= -1 . - 1 . J -1 . Applying Schwarz inequality, we get: J Jo J 
I 
n 
c2 
n JI, 2q. 
L.H.S. of (4.11) I ( M )( I C ~ ) < 1 TI 
- u-i. V-1 . 
iED JI. u=l Jo v=l j=l J 
I 
(X) 
c2) 
n JI, 2q. 
~ ( I I I- 11 C ~ u v=l l . 1 V-1 . u=-co ~ J= J 
I 
(X) 
c~) 
n JI, co 2q. 
= ( I I II ( I Ci J) 
u=-co v=l j=l i=-oo 
I 
(X) 
c2) 
JI, co 2q. 
n( ~ II ( ~ C. J) • = l l u j=l i=-oo l D u=-ro 
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Proposition 4 .1. If 2 and I; ci < co, then: 
~ {"-.J.....,_ 
a ) T k ' c = s ~ T k ' p ' c + "CL T t e rm s 11 • 
p,c 
b) T~p = ( I co I ) II II k m ~ s ~ U k + CL T terms , 
p,co p,co 
where 
c) 
Proof. 
a) There is nothing to prove if 
~ Tp,c = s 
k ~ • Suppose p,c 
since 
Since the X. 
l 
Tp' .q ,o = , 
k and 
are orthogonal, the 
variance of is given by the L.H.S. of (4.11), and is O(n) 
if c' * 0 by Lemma 4.2. 
b) By Part a) and (4.10b), 
If c' = 0, ~ ~ then q = p. 
~ Tp = 
k 
with the variance of 
I m ~ s ~ T k 'p 'c + "CL T terms 11 , 
ceca p,c p,c 
'i'n Tp,p,c 
lk=l k given by the L.H.S. of (4.11). 
jo € c such that p. > 2 and hence the Jo -
If 
c * c0, there exists 
corresponding variance is O(n) by Lemma 4.2. It remains to note that 
p ,p ,co (j cop 
Tk = Uk • 
c) This follows immediately from (4.10c) and Part b). O 
Finally, 
Lemma 4.3. 
(4.12) 
Proof. 
~ 
= ( n:) 
J 
-35-
. 1 1 p. 
{~}( TI m )( I IT c.J) 
p i=l P; ie:D j=l 1j 
~ 1 
where p = (p1 ,p2 , ••• ,p 1 ) \vith p1 ~ p2 ~ •••• Since m1 = E\ = 0, 
~ 1 
we may require p1 ~ 2. Also Aj = {p: I;=l P; = j}. Now, the condi-
tion {p e: Aj, p1 ~ 2} can be expressed as {p' e: Am} where 
P1 = (PpP 2, ... ,p 1 ,l, ••• ,l) 
and s i n c e c0 = { l , ••• , 1} 
with m-j one's. Since, (~) {~} = 
p 
lists the indices corresponding to 
exponents equal at least 2, we get 
I 
NI A p e: m 
jc0 j=m-j 
D 
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Proof of Theorem 3. 
By Proposition (4.lc) and (4.12) 
m 
= I ( j=O ""' ,..,l pcAm 
jc0 j=m-j 
+ "CLT terms" 
= I (mJ_)[E(Y1)j]U~m-j) + "CLT terms". D j=O 
-37-
5. Generalized powers 
If a and b are two sequences, we let 
n n 
( a*b) 
n 
n 
= I 
i=O 
(~)a .b .• 
1 n-1 l 
It is easy to check that this discrete convolution is commutative and 
associative and has the sequence o0 n (where o is the Kronecker , 0,n 
symbol) as unity. 
It is convenient to associate with each sequence 
generating function 
"' n I ~ a • 
n=O n l n 
a 
n 
its (formal) 
That series need not converge for any s. (In fact, it is even possible 
that the sequence an is defined only for n 2_ N.) Nevertheless the 
series I;=O (sn/n!)an is useful as a way to manipulate the whole 
sequence an at once. Not only do complicated relations between 
sequence (such as convolution), become simple "formal" relations between 
characteristic functions (e.g. products), but also, the formal 
manipulation of the characteristic functions results in valid relations 
between the first n elements of the sequences, provided that these 
elements are well defined (see Niven 1969). 
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One can easily check the following: 
1) If a ++ 4i a and b ++ ¢lb then a*b ++ <l>a<l>b• 
if a*b = 60, that is if <1>a4ib = l. 
2) The correspondence a ++ <I> a is linear. 
3) Let Ta be a sequence such that 
Then 
¢,T (s) = <1>~(s) 
a 
where prime denotes a derivative with respect to s. 
Let now Y be a random variable, set 
and let 
co n 
4i = I ~ m 
m n=O n! n 
be its 11formal 11 characteristic function. Let 
<I> (s) CD (<1> (s))k/k! ( 5 .1) ¢,m ( s) = e a = " l 
k=O Cf 
and 
00 n 
<I> ( s) I s = - an, Cf n=l n! 
We write b 
i .e., the (J'n IS are the cumulants of Y. Although all the moments 
of Y may not exist, one can manipulate (5.1) as follows 
-1 
= a 
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1 I q) (s) 
q> (s) = qi (s)e cJ , 
m a 
Tm= (TCJ)*m, 
and obtain the valid formula 
which relates moments to cumulants. 
Now let be the 11inverse 11 moments of Y, defined either 
from the recurrence relations 
-1 
m*m = o0 
or obtained by expanding their generating function [(j)m(s)J-l in powers 
of s. 
Definition. The generalized powers of Y are the polynomials 
(5.2) n l . P ( x) = I ( ~) m: x n-1 • 
n . 0 1 1 1= 
They depend on the distribution of Y. 
If we let (PX) = P (x) 
n n 
(5.3) 
Let 
and n = X , 
oo n 
= Y ~ P (x) 
n;;;O n! n 
then (5.2) becomes 
be the generating function of the sequence Pn(x). Then (5.3) yields 
cl>; ( s ) = <!ix • ( s ) / <Pm ( s ) , t hat i s 
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( 5 .4) 
SX-<J> (s) 
= e a • 
The following proposition b ngs together various results scattered 
in the literature. 
Proposition 5.1. The polynomials 
of the following relations: 
a) I~_0 (~)m .P. (x) = xn 1- l n-1 l 
c) 
I 
P = nP l , P0 = 1 n n-
EP n(Y) = o0 n , 
d) 
p ( X) 
n 
where D is the differentiation operator. 
are also characterized by any 
Proof. The relations can be verified directly but it is simpler to use 
formal generating functions. 
a) Convolve (5.3) with m. 
b) Differentiating (5.4) with respect to s yields 
By Properties l), 2) and 3) we get 
which establishes b). 
c) Differentiating (5.4) with respect to x yields 
{p; I ( S ) : S qi; (S ) : qi O ( S ) qi; (S ) 
1 
where (ol)n = ol ,n is the Kronecker symbol. Thus, 
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n 
pn• = I ( ~ )( 61 ) . P . = nP l • i=O , 1 n-1 n-
Moreover, taking expectations on both sides of (5.2) yields 
d) We have 
(5.5) 
because 
( -1 p n O) = mn follows by setting x = O in (5.2). 
e) This follows from b) since $ 1 (D) = I;=l crk+l Dk/k!, and by c), 
(Dk/k!)Pn = (~)Pn-k· D 
Remarks. 
l) If Y ~ N(O,l), then all the relations in Proposition 5.1 reduce to 
the familiar relations characterizing the Hermite polynomials. 
2) If m = 1 
P2(x) 
P3(x) 
P 4 ( x) 
P5 ( x) 
= 0, then 
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Proof of Theorem 4. We prove first by induction on J, that 
(5.6) P ( Y ) - U ( J. ) = " CL T t e rm s 11 • J. k k 
For J. = l, we have in fact P (y ) Y = U(l) 1 k = k k • Suppose now that 
(5.6) holds for i = 1,2, ••• ,t-1. Then by Proposition 5.la), the 
induction hypothesis and Theorem 3, 
1-1 
= (Yk)1 - I (~)m0 .P.(Yk) i=O l )(,-1 1 
= U ( m) + 11 CL T t e rm s 11 • k 
This establishes (5.6). 
Relation (5.6) and Theorem 2 imply the convergence of the 
finite-dimensional distributions of (nHLm(n))-lI~~~]Pm(Yk). Tightness 
follows by an argument similar to that of Theorem 2. D 
Remark. If a function G is infinitely differentiable, and has an 
expansion 
co 
such that I;=O jckj E(jPk(y) j)/k! < co, then it follows from 
Proposition 5.lc) that c = E[G(k)(Y)] where G(k) is the kth k 
derivative of G. This suggests that if such a function G satisfies 
EG(k)(Y) = 0, for k = 0,1, ••• ,m-l, then G(Y;) will be in the domain 
of attraction of Zm(t). 
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