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GROUND STATES AND ASSOCIATED PATH MEASURES IN
THE RENORMALIZED NELSON MODEL
FUMIO HIROSHIMA AND OLIVER MATTE
Abstract. We prove the existence, uniqueness, and strict positivity of ground
states of the possibly massless renormalized Nelson operator under an infrared
regularity condition and for Kato decomposable electrostatic potentials ful-
filling a binding condition. If the infrared regularity condition is violated,
then we show non-existence of ground states of the massless renormalized Nel-
son operator with an arbitrary Kato decomposable potential. Furthermore,
we prove the existence, uniqueness, and strict positivity of ground states of
the massless renormalized Nelson operator in a non-Fock representation where
the infrared condition is unnecessary. Exponential and superexponential esti-
mates on the pointwise spatial decay and the decay with respect to the boson
number for elements of spectral subspaces below localization thresholds are
provided. Moreover, some continuity properties of ground state eigenvectors
are discussed. Byproducts of our analysis are a hypercontractivity bound for
the semigroup and a new remark on Nelson’s operator theoretic renormaliza-
tion procedure. Finally, we construct path measures associated with ground
states of the renormalized Nelson operator. Their analysis entails improved
boson number decay estimates for ground state eigenvectors, as well as upper
and lower bounds on the Gaussian localization with respect to the field vari-
ables in the ground state. As our results on uniqueness, positivity, and path
measures exploit the ergodicity of the semigroup, we restrict our attention to
one matter particle. All results are non-perturbative.
1. Introduction and main results
The Nelson model describes a conserved number of non-relativistic quantum me-
chanical matter particles linearly coupled to a quantized radiation field comprising
relativistic bosons. Its crucial feature is its comparatively simple renormalizability
as demonstrated by Nelson back in 1964 [45, 46]. After introducing an ultraviolet
cutoff in the a priori ill-defined interaction terms of the Hamiltonian, the addi-
tion of a diverging energy counter term suffices in fact to achieve norm resolvent
convergence of the so obtained operators as the cutoff goes to infinity. Although
the model has been studied extensively ever since, there still exist a lot of open
mathematical questions on its spectral theory. In this article we shall address some
problems left open in studying ground state eigenvectors and in particular in es-
tablishing their existence and uniqueness or proving their absence, depending on
the respective assumptions. Since we are also interested in utilizing certain path
measures associated with ground states, whose construction exploits the ergodicity
of the semigroup generated by the Hamiltonian, we shall consider only one matter
particle.
The key aspect of our work is that all theorems are non-perturbative, apply to the
renormalized model, and cover massless bosons at the same time. Besides existence,
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uniqueness, and absence of ground states, we shall discuss exponential and super-
exponential decays with respect to the boson number and the spatial variable of
the matter particle for ground state eigenvectors and more general elements of
spectral subspaces. In addition we provide upper and lower bounds describing the
Gaussian localization with respect to the field variables in ground states. We also
present a new hypercontractivity bound and address the continuity of ground state
eigenvectors with respect to spatial coordinates and parameters. Furthermore, we
treat the renormalized Nelson model in a non-Fock representation as well, and we
give a new remark on Nelson’s operator theoretic renormalization procedure [46].
If an ultraviolet regularization is introduced in the model, then all our results are
well-known, apart from the hypercontractivity bound and a few other technical
improvements we shall mention later on. We comment on the earlier literature in
the next subsection during a more detailed presentation of our main results.
Before this however, we shall introduce our standing hypotheses on the model
which are always assumed to be satisfied throughout the whole article. In fact, the
Nelson operators studied here depend on the following quantities:
⊲ a Kato decomposable exterior potential V : R3 → R, which is a function of
the spatial coordinate x of the matter particle. Hence, V = V+−V− for some
V− > 0 in the Kato class K3 and V+ > 0 in the local Kato class K loc3 ; see [1]
for a definition and discussion of Kato classes.
⊲ a non-negative boson mass µ > 0. The corresponding dispersion relation for
a single boson is given by
ω(k) := (k2 + µ2)
1/2, k ∈ R3.
⊲ a measurable function η : R3 → R with 0 6 η 6 1, which is even in the
sense that η(−k) = η(k), for all k ∈ R3. It is employed to impose a mild
infrared regularization when we construct ground states of the massless Nelson
operator. Otherwise, the most relevant choice is η = 1.
⊲ a coupling constant g ∈ R. In fact, its value does not affect the validity of any
result obtained in this article.
The heuristic interaction kernel supposed to appear in the field operator coupling
the matter particle and the radiation field is thus given by the function
R
3 × R3 ∋ (x,k) 7−→ gω(k)−1/2η(k)e−ik·x.
In the most interesting case where η = 1 away from zero, it is obviously not square-
integrable with respect to k, whence Nelson’s renormalization procedure has to be
applied.
⊲ Let H stand for the renormalized Nelson operator corresponding to the above
data. It is acting in the Hilbert space L2(R3,F ) with F denoting the bosonic
Fock space over L2(R3).
When describing our results obtained through path measures associated with ground
states in the next subsection, we also employ some notation related to a Feynman-
Kac formula for H derived in [44]. This formula will be used crucially at several
places in the article. It has the form
(e−tHΨ)(x) = E[WVt (x)
∗Ψ(Bxt )], a.e. x ∈ R3,(1.1)
with a three-dimensional standard Brownian motion B and Bx := x+B. Unlike
earlier Feynman-Kac representations for the renormalized Nelson model [25, 45],
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the formula (1.1) contains the B(F )-valued stochastic process (WVt (x))t>0 with
finite moments of any order and it can be applied to every Ψ ∈ L2(R3,F ); see
Subsect. 2.7 for more details.
⊲ B(V ) denotes the space of bounded linear operators on some normed vector
space V .
Description of results. As usual, the first step towards proving the existence of
ground states are localization estimates. The next two theorems, which are proved
at the end of Subsect. 3.2, actually provide more information than necessary. Both
of them are new for the renormalized model; see [4, 10, 21, 22, 38, 41, 47] for similar
estimates in the ultraviolet regularized case, sometimes restricted to ground state
eigenvectors and to the case where the parameter r appearing in (1.2) and (1.4)
is equal to 0. Thm. 1.2 also provides improved quantitative information on super-
exponential decay compared to the earlier literature [10, 38], where the quantity
(1−ε)a/(p+1) appearing in (1.4) is replaced by some unspecified, sufficiently small
positive constant.
Before stating the theorems we introduce more notation and some conventions:
⊲ We write a ∧ b := min{a, b} and a ∨ b := max{a, b} for real numbers a and b.
⊲ dΓ(κ) denotes the differential second quantization of some self-adjoint opera-
tor κ in the Hilbert space for one boson; see Subsect. 2.1 where some elements
of Fock space calculus are recalled.
⊲ The localization threshold of H will be denoted by Σ ∈ (−∞,∞]; see Sub-
sect. 3.2 for its precise definition.
⊲ If we talk about continuous representatives of elements of L2(R3,F ), then
continuity is understood in the obvious sense of maps from R3 to F .
According to [44], elements of the range of e−tH with t > 0 have continuous repre-
sentatives; see also Rem. 3.24. Hence, the same holds for elements of the range of
the spectral projection 1(−∞,λ](H), for any λ ∈ R.
Theorem 1.1 (Spatial exponential decay of spectral subspaces). For all λ, σ ∈ R
with λ < σ 6 Σ and ε, r > 0, we find c > 0 such that the unique continuous
representative Ψ(·) of any normalized element Ψ in the range of 1(−∞,λ](H) satisfies
‖erdΓ(ω∧1)Ψ(x)‖ 6 ce−(1−ε)|x|
√
2σ−2λ, x ∈ R3.(1.2)
Theorem 1.2 (Spatial superexponential decay of spectral subspaces). Assume V
obeys the lower bound
V (x) >
a2
2
|x|2p − b, |x| > ρ,(1.3)
for some a, b, p, ρ > 0. Then, for all λ ∈ R and ε, r > 0, there exists c > 0 such
that the unique continuous representative Ψ(·) of any normalized element Ψ in the
range of 1(−∞,λ](H) satisfies
‖erdΓ(ω∧1)Ψ(x)‖ 6 ce−(1−ε)a|x|p+1/(p+1), x ∈ R3.(1.4)
The previous theorems are just two examples for the applicability of our L2-
localization estimates in Prop. 3.3. This proposition also yields non-isotropic lo-
calization estimates in situations where the potential behaves differently in various
spatial directions. We prove our L2-localization estimates by further elaborating
on the methods used in [4, 21]. After that we turn them into L∞-decay estimates
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by means of the Feynman-Kac formula (1.1) and the following bound proven in
Prop. 3.1,
sup
x∈R3
sup
‖Ψ‖61
eF (x)
∥∥etdΓ(ω∧1)/6E[WVt (x)∗(e−FΨ)(Bxt )]∥∥F 6 ct e6tL2t3/4 ,(1.5)
for all t > 0. Here F : R3 → R is Lipschitz continuous and L is a Lipschitz constant
for F . The constant in (1.5) satisfies supt∈(0,n] ct < ∞, for all n ∈ N; besides t, it
only depends on g and V .
As we shall see in Thm. 1.12 below, the function ω∧1 can be replaced by 1 in the
inequalities (1.2) and (1.4), if we restrict our attention to ground state eigenvectors
(if any). The question of whether ground state eigenvectors of Hamiltonians in non-
or semi-relativistic quantum field theory are in the domain of inverse Gaussians of
field operators has also been raised in the literature and treated with the help of
associated path measures in [35]. The following remark shows that, if the boson
wave function in the field operator does not contain too many soft boson modes,
then this question can be answered in greater generality. (As for ground state
eigenvectors, see Rem. 1.13 below.)
⊲ Henceforth, D(T ) denotes the domain of definition of a linear operator T . If
T is a non-negative self-adjoint operator in a Hilbert space, then Q(T ) is its
form domain.
⊲ The symbol ϕ(h) stands for the field operator associated with a boson wave
function h; see Subsect. 2.1 for its precise definition.
Remark 1.3 (Gaussian domination for spectral projections). Let λ ∈ R, r > 0, and
h ∈ Q(ω−1) with ‖(ω−1/2 ∨ 1)h‖ < 1/2. By virtue of (1.1) and (1.5), we then find a
(r, λ, g, V )-dependent constant c > 0 such that the unique continuous representative
Ψ(·) of any normalized element Ψ in the range of the spectral projection 1(−∞,λ](H)
satisfies ‖erdΓ(ω∧1)Ψ(x)‖ 6 c, for all x ∈ R3. The latter bound can further be
combined with the following inequality proven in App. H,
‖eϕ(h)2ψ‖ 6 1√
1− 4α‖(ω−1/2 ∨ 1)h‖2 ‖e
dΓ(ω∧1)/(α−1)ψ‖,(1.6)
for all α > 1 such that 4α‖(ω−1/2 ∨ 1)h‖2 < 1 and every ψ ∈ D(edΓ(ω∧1)/(α−1)). Of
course, (1.6) can also be combined with (1.2) or (1.4).
Whether the infimum of the spectrum of H ,
E := inf σ(H),
is an eigenvalue or not, i.e., whether there is a ground state eigenvector or not,
is clarified in the next two theorems, modulo a binding condition in the existence
result. The latter condition obviously holds for confining potentials. In many other
relevant cases the binding condition can be verified with the help of an argument
from [22]; see Subsect. 3.3.
For sufficiently small |g|, the existence part of the next theorem could also be
inferred from the arguments given in [31]. For a class of confining potentials V and
massive bosons (µ > 0), the existence of ground state eigenvectors was shown in
[2] and with an additional ultraviolet regularization in [13]. Several articles contain
existence proofs for ground states in the case where both a mild infrared and an
ultraviolet regularization are introduced in the massless Nelson model: Confining
potentials are treated non-perturbatively in [14, 18, 54], weak coupling assumptions
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are used in [4, 54]. As far as ground states of fiber Hamiltonians in the renormalized
Nelson model are concerned, perturbative (resp. non-perturbative) results for mas-
sive bosons can be found in [12] (resp. [17]), while [6] deals with the massless model
at weak coupling. Non-perturbative constructions of zero-modes for the ultraviolet
regularized model appear in [9, 24]; see also the textbook [38] and the reference
lists in [6, 38].
On the Fock space F there exists a canonical notion of positivity defined by
means of the Schro¨dinger, or, ≪Q-space≫ representation of F . This also induces a
notion of positivity for maps from R3 to F , which is employed in the next theorem
and henceforth.
Theorem 1.4 (Ground states for the IR regular Nelson operator). Assume that
the binding condition Σ > E and the infrared regularity condition ω−3η2 ∈ L1loc(R3)
are fulfilled. Then E is a non-degenerate eigenvalue of H and there exists a corre-
sponding eigenvector whose unique continuous representative is strictly positive.
Proof. The assertions on uniqueness and positivity follow directly from [44]; see
also Thm. 2.15 below. The existence part is contained in Thm. 3.19. 
The infrared regularity condition in the previous theorem cannot be dropped as
the next result shows. In fact, the following theorem establishes non-existence of
ground states in the infrared singular Nelson model for the first time without any
ultraviolet regularization. Furthermore, it does not require any binding condition
or related technical restrictions as they were imposed on the potential V in the
previous literature [14, 20, 30, 39, 47]. It is proved by further elaborating on the
argument given in [14].
Theorem 1.5 (Absence of ground states for the IR singular Nelson operator).
Consider the massless renormalized one-particle Nelson operator H with an arbi-
trary Kato decomposable potential V in the infrared singular case where
g2
∫
{|k|61}
η(k)2
|k|3 dk =∞.(1.7)
Then E is not an eigenvalue of H.
Proof. The assertion is contained in the one of Thm. 4.1. 
Similarly as in most other related works, we shall first prove the existence of
ground states under several simplifying assumptions, such as strict positivity of the
boson mass, which thereupon are removed in a chain of compactness arguments.
A crucial technical step is to derive a suitable formula for (aΦι)(k), with a denot-
ing the ≪pointwise annihilation operator≫ and {Φι}ι∈I some family of approximate
ground state eigenvectors, which together with the spatial localization estimates re-
veals compactness of the family {Φι}ι∈I . A suchlike formula comprising manifestly
square-integrable functions of k can be obtained by working with Gross transformed
versions of the involved Nelson operators. Here the Gross transformation is a uni-
tary operator that ceases to exist in the infrared singular situation (1.7). In the
latter case one thus has to introduce an infrared cutoff in the transformation. After
transforming the Nelson operator one can, however, send the infrared cutoff to zero
again and observe norm resolvent convergence of the transformed Nelson operators
to a self-adjoint operator that we denote by H˜. If (1.7) is satisfied, then we refer
to H˜ as the renormalized Nelson operator in the non-Fock representation, because
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it is not unitarily equivalent to H anymore. This nomenclature is reminiscent of
the fact that the above limiting procedure also gives rise to representations of the
canonical commutation relations inequivalent to the Fock representation; see [3, 14]
where related transformations are discussed. If the left hand side of (1.7) is finite,
then the limiting Gross transformation exists and intertwines H and H˜.
As it is given by an explicit quadratic form, it is technically preferable to work
with H˜ as much as possible. The analysis of H˜ is, however, physically relevant in its
own right since, in special cases, H˜ describes the interaction via a Bose field of two
quantum mechanical matter particles, one of them having an ≪infinite mass≫ and
pinned down at the origin. This situation has been investigated before in [31] where
a ground state of the renormalized Nelson operator in the non-Fock representation
has been shown to exist under a weak coupling condition. We have been able
to remove this restriction and prove the following two theorems. Before reading
them the reader should note that H and H˜ have the same localization threshold
Σ and the same spectrum, so that in particular E = inf σ(H˜). Furthermore, the
reader should note that elements in the range of e−tH˜ with t > 0 have continuous
representatives, as we shall show in Rem. 3.24.
Theorem 1.6 (Spatial decay in the non-Fock case). The statements of Thm. 1.1
and Thm. 1.2 hold true without further changes when H˜ is put in place of H.
Proof. The theorem can be extracted from Prop. 3.3. In fact, its proof is identical
to the proofs of Thm. 1.1 and Thm. 1.2 at the end of Subsect. 3.2. 
Notice that the next theorem does not require the infrared regularity condition
imposed in Thm. 1.4.
Theorem 1.7 (Existence of ground states in the non-Fock case). Assume that the
binding condition Σ > E is fulfilled. Then E is a non-degenerate eigenvalue of H˜
and there exists a corresponding eigenvector whose unique continuous representative
is strictly positive.
Proof. The assertion follows from Thm. 2.15 and Thm. 3.18. 
The existence of ground states for ultraviolet regularized Nelson operators in
non-Fock representations was proven for confining potentials in [3] and under bind-
ing conditions, employing exponential L2-localization estimates in [47, 50]. There
is an infrared problem arising in the proof of Thm. 1.7 when we look for a suit-
able representation of the expression (aΦι)(k) already discussed earlier. In [5]
the analogous problem is solved for the Pauli-Fierz model by introducing counter
terms related to the Pauli-Fierz transformation in the computations. We shall
employ similar counter terms in the infrared region, exploiting the appearance of
minimally coupled field operators in ultraviolet regularized versions of H˜ after the
Gross transformation.
In fact, the construction of H˜ via quadratic forms in [31] already required a weak
coupling condition which was traded for Nelson’s assumption [46] that the infrared
cutoff in the Gross transformation be sufficiently large. The first non-perturbative
construction of H˜ was achieved in [44]. Since H˜ was defined as the generator of
a Feynman-Kac semigroup in [44], we still have to verify that its quadratic form
is given by the usual formulas before we prove Thm. 1.6 and Thm. 1.7. To avoid
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technical explanations at this point we allow ourselves to state the corresponding
theorem in a somewhat vague wording:
Theorem 1.8 (On Nelson’s renormalization procedure). With only minor mod-
ifications, Nelson’s operator theoretic renormalization procedure and its later im-
provements for massless bosons [23, 31] can be carried through for every arbitrarily
small infrared cutoff in the Gross transformation without any smallness assump-
tions on the matter-radiation coupling. This permits to verify that the quadratic
form of the renormalized Nelson operator in the non-Fock representation H˜ is still
given by Nelson’s formulas.
Proof. The statement is formulated precisely and proved in Thm. 2.6. 
The ≪minor modifications≫ alluded to in the previous theorem merely consist in
putting a sufficiently large part of the interaction terms into a comparison operator
that plays the role of the free Hamiltonian in Nelson’s estimates and that can be
dealt with by other, non-perturbative means [28, 32, 33, 42].
As can be seen from the estimations in App. C, an analogue of Thm. 1.8 for fiber
Hamiltonians holds in the translation invariant Nelson model as well.
We mentioned above that the existence of ground states will be proven for mas-
sive bosons first. In fact, we do this under the further simplifying assumption that
the matter particle be confined to a bounded open subset G ⊂ R3. The reason
for this is that, for bounded G and massive bosons, the existence of ground states
follows immediately from an abstract sufficient condition due to Gross [24] and the
hypercontractivity estimate in the following theorem. Gross applied his criterion to
ultraviolet regularized fiber Hamiltonians at zero total momentum. We felt that it
might be worthwhile to demonstrate the usefulness of his criterion in our situation.
In fact, its application is much easier than the discretization arguments [17] or the
related Fock space localization techniques [13] used earlier. In our setting, Gross’
criterion works, however, only for one matter particle (no Pauli principle) as it deals
with positivity preserving semigroups.
In the statement of the next theorem, HG and H˜G are Dirichlet realizations of the
renormalized Nelson operator and its non-Fock version, respectively, for a matter
particle confined to G. Furthermore,
UG : L2(G,F ) −→ L2(G, L2(Q, ν)) = L2(G ×Q, dx⊗ ν)
is the direct dx-integral of a unitary transformation onto a Q-space representation
L2(Q, ν) of the Fock space F .
Theorem 1.9 (Hypercontractivity). Let G ⊂ R3 be an arbitrary open subset and
suppose that the boson mass µ is strictly positive. Let t > 0 and put pµ,t := e
tµ/3+1.
Then there exists c > 0, depending only on g, µ, t, V,G, such that
‖UGe−tHGU∗GΨ‖Lpµ,t(G×Q,dx⊗ν) 6 c‖Ψ‖L2(G×Q,dx⊗ν),
for all Ψ ∈ L2(G ×Q, dx⊗ ν). The same holds with H˜G put in place of HG .
Proof. This theorem is proved together with Thm. 3.2 at the end of Subsect. 3.1. 
Besides Nelson’s hypercontractivity bound for differential second quantizations of
strictly positive operators, the proof of the previous theorem relies on the estimates
on Feynman-Kac integrands in [44].
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Before we discuss results on path measures associated with ground states, we re-
mark that the compactness arguments employed to remove simplifying assumptions
in the construction of ground states can also be used to study the L2-continuity of
ground states with respect to parameters. Exploiting properties of Feynman-Kac
semigroups, one can further pass from L2-continuity in parameters to joint continu-
ity in the spatial variable x and the parameters. This has already been observed in
[41] where ultraviolet regularized models (comprising linearly and minimally cou-
pled fields) have been treated. For simplicity, we only choose the coupling constant
as variable external parameter; see [41] on how to include variations of the poten-
tial V . The following two theorems are non-trivial since, for massless bosons, our
models are both infrared and ultraviolet singular and ground state eigenvalues are
imbedded in the continuous spectrum so that well-known perturbation theoretic
arguments do not apply.
Theorem 1.10 (Continuity). Let I ⊂ R be some open interval. For every g ∈ I,
let Hg denote the renormalized Nelson operator with coupling constant g and let
Σg and Eg stand for its localization threshold and ground state energy, respectively.
Assume the binding condition Σg > Eg holds, for all g ∈ I. Finally, assume
the infrared condition ω−3η2 ∈ L1loc(R3) is fullfilled. Let Φg denote the positive,
normalized ground state eigenvector of Hg. Then the following holds:
(i) The map I ∋ g 7→ Φg ∈ L2(R3,F ) is continuous.
(ii) If Φg(·) denotes the unique continuous representative of Φg, then the map
R3 × I ∋ (x, g) 7→ Φg(x) ∈ F is continuous.
Proof. All assertions follow from Thm. 3.23. 
Theorem 1.11 (Continuity, non-Fock case). For every g ∈ I in the open interval
I ⊂ R, let H˜g denote the operator H˜ for the special choice g of the coupling constant.
Assume the binding condition Σg > Eg holds, for all g ∈ I. Let Φg denote the
positive, normalized ground state eigenvector of H˜g. Then Statements (i) and (ii)
above hold true.
Proof. The statements (i) and (ii) follow from Thm. 3.21 and Thm. 3.22, respec-
tively. 
Our last results are derived by means of certain path measures associated with
the ground states found in Thm. 1.4. Similar measures have been introduced for
the ultraviolet regularized Nelson model in [10]. They have been further explored in
the ultraviolet regularized Nelson model and the related non- and semi-relativistic
Pauli-Fierz models in [8, 9, 34, 35, 36, 39, 40]. Thanks to the Feynman-Kac formulas
of [44] and the ergodicity of the semigroup proven there we are able to construct
them for the renormalized Nelson model as well. We shall actually introduce a
family of path measures associated with the ground state ofH , attaching a separate
path measure to each position x ∈ R3, while the aforementioned articles deal,
roughly speaking, with integrals over such a family.
In fact, let B− be a three-dimensional standard Brownian motion independent
from B and let (WV−t(x))t>0 denote the operator-valued process appearing in the
Feynman-Kac formula (1.1) corresponding to B−. If Φ is the continuous repre-
sentative of the positive normalized ground state eigenvector of H , then a Markov
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property proven in [44] reveals that the expressions
mt(x) := e
2tE〈WV−t(x)∗Φ(Bx−t)|WVt (x)∗Φ(Bxt )〉, t > 0,(1.8)
define a strictly positive martingale. Now choose the (completed) Wiener space
of continuous paths in R6 as underlying probability space and let Ew denote the
corresponding expectation. Furthermore, let B and B− stand for the first three
and the last three components, respectively, of the canonical evaluation process on
Ωw. Finally, let F˚t be the σ-algebra generated by all Bs and B−s with s ∈ [0, t]
(not augmented by the null sets of the completed Wiener measure). Then, via a
standard construction, the relations
µx,∗(A) :=
1
‖Φ(x)‖2Ew[1Amt(x)], A ∈ F˚t, t > 0,
uniquely determine a probability measure on the Borel-σ-algebra of C([0,∞),R6)
extending the well-defined map µx,∗ . This probability measure, call it µx,∞, is the
said path measure associated with Φ and x.
It turns out that expectation values like 〈Φ(x)|e−zdΓ(χ)Φ(x)〉 with a compactly
supported χ : R3 → [0, 1], which are well-defined a priori at least for all z ∈ {ζ ∈
C|Re[ζ] > 0}, can be represented as integrals with respect to µx,∞ having obvious
analytic extensions to all z ∈ C. Combining this observation with Thms. 1.1 and 1.2,
we eventually arrive at the following result:
Theorem 1.12 (Strong boson number localization in ground states). Assume that
the binding condition Σ > E and the infrared regularity condition
d :=
∫
{|k|61}
η(k)2
ω(k)3
dk <∞
are fulfilled. Let Φ be the continuous representative of the normalized, strictly pos-
itive ground state eigenvector of H. Let ε, r > 0 be arbitrary and pick some σ ∈ R
with σ 6 Σ. Then Φ(x) ∈ D(erdΓ(1)), for all x ∈ R3, and there exists c > 0 such
that
‖erdΓ(1)Φ(x)‖ 6 ce(e4r−1)g2d/4e−(1−ε)|x|
√
2σ−2E , x ∈ R3.(1.9)
If the potential V satisfies (1.3) (which entails Σ =∞), then the second exponential
on the right hand side of (1.9) can be replaced by e−(1−ε)a|x|
p+1/(p+1).
Proof. This theorem is proved at the end of Subsect. 5.4. 
Remark 1.13 (Gaussian domination for ground states). Thm. 1.12 permits to relax
the assumption on h in Rem. 1.3, if we restrict our attention to ground state
eigenvectors instead of considering more general elements of spectral subspaces. In
fact, Lem. H.1 also implies the bound
‖eϕ(h)2ψ‖ 6 1√
1− 4α‖h‖2 ‖e
dΓ(1)/(α−1)ψ‖, ψ ∈ D(edΓ(1)/(α−1)),
for all h ∈ L2(R3) with ‖h‖ < 1/2 and α > 1 with 4α‖h‖2 < 1, which can be
combined with (1.9).
Suppose that h ∈ L2(R3) is an element of the completely real subspace
r :=
{
f ∈ L2(R3)∣∣ f(k) = f(−k), a.e. k ∈ R3},(1.10)
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in which case ϕ(h) is interpreted as a position observable for the radiation field.
Then the condition ‖h‖ < 1/2 in the estimation of ‖eϕ(h)2Φ(x)‖ described in the
previous remark cannot be improved, no matter what special properties h might
have otherwise. This is illustrated by our last main theorem. The lower bound
(1.11) asserted in it is again derived by means of the path measure µx,∞. Notice
that Φ(x) 6= 0, for all x ∈ R3, in (1.11) and (1.12).
Theorem 1.14. Under the assumptions of Thm. 1.12, consider some h ∈ r and
let x ∈ R3. Then
‖eϕ(h)2Φ(x)‖2 > ‖Φ(x)‖
2√
1− 4‖h‖2 , if ‖h‖ <
1
2
,(1.11)
Φ(x) /∈ D(eϕ(h)2), if ‖h‖ > 1
2
.(1.12)
Proof. This theorem is proved in Subsect. 5.5. 
Organization of the article. In the succeeding Sect. 2 we shall introduce the
Nelson model and explain the Feynman-Kac formulas found in [44] in detail. In
particular, we clarify and prove the assertions made in Thm. 1.8, deferring the
most technical steps to the appendix. The existence of ground states is addressed
in Sect. 3. Along the way we derive our hypercontrativity bound as well as the
decay estimates of Thms. 1.1, 1.2, and 1.6, again deferring most of the technical
work to the appendix. Sect. 3 concludes with a discussion of continuity properties of
ground states. We prove our results on absence of ground states in Sect. 4. Finally,
we study path measures associated with ground states in Sect. 5. As indicated
above, the main text is followed by several appendices containing more technical
material.
2. Definitions and preliminary results
In this section we bring together all prerequisites necessary to derive the results
summarized in the introduction. In Subsects. 2.1 through 2.5 we discuss, respec-
tively, some basic bosonic Fock space calculus, Q-space representations of the Fock
space, the Schro¨dinger operator corresponding to V , ultraviolet regularized Nelson
operators, and Gross transformations. The renormalized Nelson operator and its
non-Fock version are introduced in Subsect. 2.6. In the final Subsect. 2.7 we explain
the Feynman-Kac formulas derived in [44].
2.1. Fock space and Weyl representation. In what follows we present some
well-known material on bosonic Fock spaces and corresponding Weyl representa-
tions one should have in mind while reading this article; see, e.g., [48] for a textbook
exposition of these matters.
Fock space. The bosonic Fock space modeled over the Hilbert space for a single
boson, L2(R3), is the countable direct sum of ≪n-particle subspaces≫ given by
F := C⊕
⊕
n∈N
L2sym(R
3n).(2.1)
Here L2sym(R
3n) denotes the closed subspace in L2(R3n) of all its elements ψ(n)
satisfying
ψ(n)(kπ(1), . . . ,kπ(n)) = ψ
(n)(k1, . . . ,kn),
for a.e. (k1, . . . ,kn) ∈ (R3)n an every permutation π of {1, . . . , n}.
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Exponential vectors. The Fock space contains the exponential vectors
ǫ(h) := (1, h, . . . , (n!)−1/2h⊗n , . . . ) ∈ F , h ∈ L2(R3),
which are convenient for introducing the Weyl representation and computations. In
the previous formula h⊗n(k1, . . . ,kn) :=
∏n
j=1 h(kj), for a.e. (k1, . . . ,kn) ∈ (R3)n.
The set of all exponential vectors is total in F and the map L2(R3) ∋ h 7→ ǫ(h) ∈ F
is analytic.
Weyl representation. Let U (K ) denote the set of unitary operators on a complex
Hilbert space K equipped with the topology associated with strong convergence
of operators. For all f, h ∈ L2(R3) and U ∈ U (L2(R3)), we now set
W (f, U)ǫ(h) := e−‖f‖
2/2−〈f |Uh〉ǫ(f + Uh).(2.2)
Together with a linear and isometric extension this prescription defines a unitary
operator on F , again denoted by the symbol W (f, U). The so-obtained map
L2(R3) × U (L2(R3)) ∋ (f, U) 7→ W (f, U) ∈ U (F ), called the Weyl representa-
tion, is strongly continuous. If U = 1, then we typically write W (f) := W (f,1) for
short. Furthermore, Γ(U) := W (0, U).
The map W is indeed a projective representation of the semi-direct product of
L2(R3) with U (L2(R3)). More precisely, we have the following Weyl relations,
W (f1, U1)W (f2, U2) = e
−iIm〈f1|U1f2〉W (f1 + U1f2, U1U2),(2.3)
for all f1, f2 ∈ L2(R3) and U1, U2 ∈ U (L2(R3)).
Field operators. Let f ∈ L2(R3). Then the above remarks imply that R ∋ t 7→
W (−itf) is a strongly continuous unitary group. Its self-adjoint generator is called
the field operator associated with f and denoted by ϕ(f).
Differential second quantizations. Likewise, if κ is a self-adjoint multiplication op-
erator in L2(R3), then the generator of the strongly continuous unitary group
R ∋ t 7→ Γ(e−itκ) is called the (differential) second quantization of κ and denoted
by dΓ(κ). For instance, h ∈ D(κ) implies ǫ(h) ∈ D(dΓ(κ)) and
dΓ(κ)ǫ(h) = ǫ′(h)κh.(2.4)
In fact, every n-particle subspace in the direct sum (2.1) is a reducing subspace of
dΓ(κ). The restriction of dΓ(κ) to L2sym(R
3n) is equal to the maximal operator of
multiplication with the function (k1, . . . ,kn) 7→ κ(k1) + · · ·+κ(kn). Thus, if κ is
semi-bounded from above, then ǫ(h) ∈ D(edΓ(κ)) and
edΓ(κ)ǫ(h) = ǫ(eκh), h ∈ L2(R3).(2.5)
Creation and annihilation operators, differentiation formulas. The creation and an-
nihilation operators associated with f ∈ L2(R3) are, respectively, defined by
a(f)ǫ(h) := 〈f |h〉ǫ(h) and a†(f)ǫ(h) := ǫ′(h)f, h ∈ L2(R3),
followed by linear and closed extensions. It turns out that a(f)∗ = a†(f), a†(f)∗ =
a(f), and ϕ(f) is the closure of a†(f) + a(f). Hence, if h ∈ L2(R3) and r is the
completely real subspace given by (1.10), then the map r ∋ f 7→ W (f)ǫ(h) ∈ F
has a Fre´chet derivative, whose action on the tangent vector v ∈ r is given by
dfW (f)ǫ(h)v = (a
†(v) − 〈v|f + h〉)W (f)ǫ(h) = −iϕ(iv)W (f)ǫ(h).
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In particular, the following chain rule holds, for every differentiable β : R3 → r,
∂xjW (β(x))ǫ(h) = −iϕ(i∂xjβ(x))W (β(x))ǫ(h), x ∈ R3.(2.6)
Relative bounds and commutation relations. Assume that κ is a maximal, non-
negative, and invertible multiplication operator in L2(R3) and let ψ ∈ Q(dΓ(κ)).
Then the maps f 7→ a(f)ψ, f 7→ a†(f)ψ, and f 7→ ϕ(f)ψ are well-defined and real
linear from D(κ−1/2) into F , and we have the relative bounds
‖a(f)ψ‖ 6 ‖κ−1/2f‖‖dΓ(κ)1/2ψ‖,(2.7)
‖a†(f)ψ‖ 6 ‖(κ−1/2 ∨ 1)f‖‖(1 + dΓ(κ))1/2ψ‖,(2.8)
‖ϕ(f)ψ‖ 6 2‖(κ−1/2 ∨ 1)f‖‖(1 + dΓ(κ))1/2ψ‖.(2.9)
Finally, if f, g, h ∈ D(κ−1/2), then a(f), a†(f), and ϕ(f) map D(dΓ(κ)) into
Q(dΓ(κ)) and the Weyl relations entail the following commutation relations,
[a(f), a†(g)]ψ = [a(f), ϕ(g)]ψ = [ϕ(f), a†(g)]ψ = 〈f |g〉ψ,(2.10)
[a(f), a(g)]ψ = [a†(f), a†(g)]ψ = 0, ψ ∈ D(dΓ(κ)).(2.11)
Vector notation. Again let κ be a maximal, non-negative, and invertible multipli-
cation operator in L2(R3) and ψ ∈ Q(dΓ(κ)). For vectors f = (f1, . . . , fn) and
φ = (φ1, . . . , φn) with f1, . . . , fnD(κ−1/2) and φ1, . . . , φn ∈ Q(dΓ(κ)), we shall use
the shorthands
ϕ(f )ψ :=
(
ϕ(f1)ψ, . . . , ϕ(fn)ψ
)
, ϕ(f ) · φ :=
n∑
j=1
ϕ(fj)φj ,(2.12)
and their analogues for a and a†. We combine this with the notation
‖v‖2 := ‖v1‖2 + · · ·+ ‖vn‖2, 〈v|w〉 := 〈v1|w1〉+ · · ·+ 〈vn|wn〉,(2.13)
where v = (v1, . . . , vn) and w = (w1, . . . , wn) are tuples comprised of elements of a
fixed Hilbert space. For instance,
‖a(f)ψ‖2 :=
n∑
j=1
‖a(fj)ψ‖2, 〈a†(f )ψ|a(f )ψ〉 =
n∑
j=1
〈a†(fj)ψ|a(fj)ψ〉.(2.14)
2.2. Schro¨dinger representation of Fock space (Q-space). We shall quite
substantially make use of the fact that one can unitarily map the bosonic Fock
space F onto an L2-space defined by a probability measure, such that the field
operators corresponding to a certain completely real subspace r of the one-boson
space turn into maximal operators of multiplication with elements of a Gaussian
process indexed by r. To introduce the corresponding notation and to shed some
light on this unitary transformation for the non-expert reader, we briefly explain
one canonical possibility to construct it. More details on the construction sketched
below can be found, e.g., in [7].
Recall the definition of the completely real subspace r in (1.10). In view of
the Weyl relations (2.3) the corresponding set of Weyl operators {W (f) : f ∈ r}
generates a commutative unital sub-C∗-algebra of B(F ) that we call A . Let G :
A → C(Q) denote the corresponding Gelfand ∗-isomorphism onto the continuous
functions on the maximal ideal space Q of A , which is a compact Hausdorff space.
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Let Q denote the Borel-σ-algebra of Q and let ν : Q → [0, 1] be the unique Borel
probability measure representing the positive and normalized linear functional
ℓ : C(Q) −→ C, F 7−→ ℓ(F ) := 〈ǫ(0)|G−1(F )ǫ(0)〉,
according to Riesz’ representation theorem. Since the complex linear span of all
exponential vectors {ǫ(h) : h ∈ r} is dense in F and since W (h)ǫ(0) is colinear to
ǫ(h), for all h ∈ r, one can verify that a complex linear and isometric extension of
the prescription
UW (h)ǫ(0) := G(W (h)), h ∈ r,
yields a unitary operator U : F → L2(Q, ν). In particular, Uǫ(0) = 1. If we set
φ(f) := Uϕ(f)U∗, then {φ(f) : f ∈ r} is indeed a Gaussian process,∫
Q
e−itφ(f)dν = 〈ǫ(0)|e−itϕ(f)ǫ(0)〉 = 〈ǫ(0)|W (−itf)ǫ(0)〉 = e−t2‖f‖2/2, f ∈ r.
2.3. Scalar- and vector-valued Schro¨dinger operators. Next, we introduce
the Hamilton operator for the matter particle alone, in absence of the quantized
radiation field. It is given by a Schro¨dinger operator with the possibly quite singular
Kato decomposable potential V . For technical reasons we shall actually define
Dirichlet realizations of Schro¨dinger operators on open subsets of R3.
In the whole article
G ⊂ R3 is open and non-empty.
We define a corresponding minimal quadratic form sVG in the Hilbert space L
2(G)
as follows: First, we introduce the maximal form by
s+G,max[h] :=
1
2
∫
G
|∇h(x)|2dx+
∫
G
V+(x)|h(x)|2dx,
for all h ∈ D(sG,max) := W 1,2(G) ∩ Q(V+↾G). As a sum of two non-negative closed
forms this maximal form is non-negative and closed as well. Then we let s+G denote
the closure of s+G,max↾C∞0 (G) and set
sG [h] := s+G [h]−
∫
G
V−(x)|h(x)|2dx, h ∈ D(s+G ).
Since V− is infinitesimally form bounded with respect to the negative Laplacian on
R3, [1], it follows that the restriction of V− to G is infinitesimally form bounded
with respect s+G . Hence, sG is semi-bounded and closed. The self-adjoint opera-
tor representing sG will be denoted by SG . It is the Dirichlet realization of the
Schro¨dinger operator on G with potential V .
We also define a vector-valued version of the Dirichlet-Schro¨dinger operator act-
ing in L2(G,F ). To this end we first recall that Ψ ∈ L1loc(G,F ) is said to have
weak partial derivatives if, for every j ∈ {1, 2, 3}, we can find a (necessarily unique)
Υj ∈ L1loc(G,F ) such that∫
G
∂xj g¯(x)〈φ|Ψ(x)〉dx = −
∫
G
g¯(x)〈φ|Υj(x)〉dx,
for all g ∈ C∞0 (G) and all φ in some total subset of F . In the affirmative case we
write ∂xjΨ := Υj . In complete analogy to the scalar case, W
1,2(G,F ) is the space
of all Ψ ∈ L2(G,F ) having weak partial derivatives ∂x1Ψ, ∂x2Ψ, and ∂x3Ψ that
belong to L2(G,F ) as well.
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Mimicking the construction in the scalar case we now define a maximal form by
t+G,max[Ψ] :=
1
2
∫
G
‖∇Ψ(x)‖2dx+
∫
G
V+(x)‖Ψ(x)‖2dx,
for all Ψ ∈W 1,2(G,F ) such that the second integral in the above formula is finite;
here we use the notation (2.13). Writing
D(G, E ) := span{gφ∣∣ g ∈ C∞0 (G), φ ∈ E }, E ⊂ F ,(2.15)
and denoting
t+G := t
+
G,max↾D(G,F),(2.16)
we finally set
tG [Ψ] := t+G [Ψ]−
∫
G
V−(x)‖Ψ(x)‖2dx, Ψ ∈ D(t+G ).(2.17)
As explained in [42, §4], the form tG is again semi-bounded and closed. The vector-
valued Schro¨dinger operator representing its closure will be denoted by TG .
2.4. The Nelson operator with ultraviolet cutoff. Next, we introduce the
Nelson operator with an ultraviolet cutoff matter-radiation interaction. It shall be
convenient to denote the identity map on R3 by
m(k) = (m1(k),m2(k),m3(k)) := k, k ∈ R3,
when it is interpreted as the momentum operator of the bosons in Fourier space.
Furthermore, the following notation for free waves will be convenient,
ex := e
−im·x, x ∈ R3.
For infrared and ultraviolet cutoff parameters 0 6 K 6 Λ 6∞, we now define
fΛ := gω
−1/2η1{|m|6Λ}, βK,Λ := (ω +m2/2)−1fΛ1{|m|>K}.(2.18)
Here and henceforth 1A denotes the characteristic function of a set A.
Notice that f∞ is locally square-integrable but not in L2(R3), if gη is constant
and non-zero near infinity. For strictly positive K, the function βK,∞ is in L2(R3),
while β0,Λ might have a non-square-integrable singularity at 0, if the boson mass µ
is zero.
In our definition of the Nelson Hamiltonian we shall add the energy renormal-
ization right away which, for all 0 6 Λ <∞, is given by
ErenΛ :=
∫
R3
fΛ(k)β0,Λ(k)dk.
Notice that ErenΛ diverges logaritmically as Λ→ ∞, if gη is constant and non-zero
near infinity.
The Nelson Hamiltonian on G with ultraviolet cutoff Λ ∈ [0,∞), denoted HG,Λ,
is the unique self-adjoint operator representing the semi-bounded, closed form hG,Λ
defined on the domain
QG := D(t+G ) ∩ L2(G,Q(dΓ(ω)))(2.19)
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by the formula
hG,Λ[Ψ] := tG [Ψ] +
∫
G
‖dΓ(ω)1/2Ψ(x)‖2dx
+
∫
G
〈Ψ(x)|ϕ(exfΛ)Ψ(x)〉dx+ ErenΛ ‖Ψ‖2, Ψ ∈ QG .(2.20)
The above form is indeed semi-bounded and closed, as the first line of the right
hand side of (2.20) contains a sum of two semi-bounded closed forms and, by (2.9),
the second line is infinitesimally bounded with respect to the first. In fact,
(HG,ΛΨ)(x) = (TGΨ)(x) + dΓ(ω)Ψ(x) + ϕ(exfΛ)Ψ(x) + ErenΛ Ψ(x),(2.21)
for a.e. x ∈ G and all Ψ ∈ D(HG,Λ) = D(TG) ∩ L2(G,D(dΓ(ω))); see, e.g., [42,
Lem. 5.1(1) and Rem. 5.8].
Defining the comparison form
qG [Ψ] := t+G [Ψ] +
∫
G
‖dΓ(ω)1/2Ψ(x)‖2dx,(2.22)
for all Ψ ∈ QG , we also have the formula
hG,Λ[Ψ] = qG [Ψ]−
∫
G
V−(x)‖Ψ(x)‖2dx+
∫
G
〈Ψ(x)|ϕ(exfΛ)Ψ(x)〉dx+ ErenΛ ‖Ψ‖2,
as well as the relative bounds
1
c
qG [Ψ]− c‖Ψ‖2 6 hG,Λ[Ψ] 6 cqG [Ψ] + c‖Ψ‖2,(2.23)
where c > 0 depends only on Λ ∈ [0,∞), g, and V . The latter bounds follow again
from (2.9) and the fact that V− is infinitesimally form-bounded with respect to the
Laplacian.
2.5. The Gross transformation. To define ultraviolet renormalized operators
we follow Nelson [46] and introduce a Gross transformation GK,Λ ∈ B(L2(G,F )),
for all 0 6 K 6 Λ 6∞ with βK,Λ ∈ L2(R3). This is the unitary operator given by
(GK,ΛΨ)(x) := W (exβK,Λ)Ψ(x), a.e. x ∈ G,(2.24)
for every Ψ ∈ L2(G,F ). Note that GK,Λ depends on the open subset G of R3,
which is not displayed in the notation since GK,Λ is always given by the same
formula. According to the discussion following (2.18), GK,Λ is defined only for
strictly positive K, if µ = 0 and g2|m|−3η2 is not in L1loc(R3).
For all finite Λ but without any restrictions on K ∈ [0,Λ], we shall now construct
another quadratic form h˜G,K,Λ. Later on we shall verify that it is indeed the Gross
transformed Nelson form provided that, in addition, βK,Λ ∈ L2(R3) holds. Let
0 6 K 6 Λ <∞ and Ψ ∈ QG ⊂W 1,2(R3,F ). Then we define
tK,Λ,x[Ψ] :=
1
2
‖∇Ψ(x) + iϕ(exmβK,Λ)Ψ(x)‖2 + V (x)‖Ψ(x)‖2,(2.25)
and
h˜K,Λ,x[Ψ] := tK,Λ,x[Ψ] + ‖dΓ(ω)1/2Ψ(x)‖2 +
(
ErenK −
1
2
‖mβK,Λ‖2
)
‖Ψ(x)‖2
+
1
2
〈Ψ(x)|ϕ(exm2βK,Λ)Ψ(x)〉+ 〈Ψ(x)|ϕ(exfK)Ψ(x)〉,(2.26)
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for a.e. x ∈ G, as well as
h˜G,K,Λ[Ψ] :=
∫
G
h˜K,Λ,x[Ψ]dx.
Remark 2.1. Let 0 6 K 6 Λ < ∞. Then well-known arguments (see, e.g., [42,
Rem. 3.1 and §4, in particular Lem. 4.5]) imply the following relative bounds with
respect to the comparison form qG defined in (2.22),
1
cΛ
qG [Ψ]− cΛ‖Ψ‖2 6 h˜G,K,Λ[Ψ] 6 cΛqG [Ψ] + cΛ‖Ψ‖2,(2.27)
for all Ψ ∈ QG , where the constant cΛ > 0 depends only on Λ, g, and V .
In view of (2.27) the form h˜G,K,Λ is semi-bounded and closed on its domain QG .
Denoting the unique self-adjoint operator representing h˜G,K,Λ by H˜G,K,Λ, we have
the following standard result. For the reader’s convenience, we provide a proof of
the next proposition in App. B.
Proposition 2.2. Let 0 6 K 6 Λ < ∞ be such that βK,Λ ∈ L2(R3). Then GK,Λ
and G∗K,Λ map QG into itself and
hG,Λ[G∗K,ΛΨ] = h˜G,K,Λ[Ψ], Ψ ∈ QG .(2.28)
In particular,
GK,ΛHG,ΛG∗K,Λ = H˜G,K,Λ.(2.29)
Proposition 2.3. Let 0 6 K 6 Λ < ∞. Then the Hamiltonian H˜G,K,Λ has the
domain
D(H˜G,K,Λ) = D(TG) ∩ L2(G,D(dΓ(ω))),
and its action on Ψ ∈ D(H˜G,K,Λ) is given by
(H˜G,K,ΛΨ)(x) = (TGΨ)(x) + dΓ(ω)Ψ(x)− iϕ(exmβK,Λ) · ∇Ψ(x)
+
1
2
ϕ(exmβK,Λ)
2Ψ(x) + ϕ(exfK)Ψ(x)
+ a(exm
2βK,Λ)Ψ(x)− 1
2
‖mβK,Λ‖2Ψ(x), a.e. x ∈ G.(2.30)
If C is a core for the Schro¨dinger operator on scalar functions SG and D is a core
for dΓ(ω), then an operator core for H˜G,K,Λ is given by span{gφ| g ∈ C , φ ∈ D}.
Furthermore, TG(gφ) = (SGg)φ, for all g ∈ C and φ ∈ D .
Proof. The assertions on the domain and operator cores of H˜G,K,Λ are special cases
of [42, Thm. 5.7 and Rem. 5.8]. (For a smaller class of potentials V and G =
R3, these results also follow from [28, 32, 33].) Of course, the last assertion is
standard; see, e.g., [42, Lem. 4.2]. The formula (2.30) is a direct consequence of
[42, Prop. 5.2(1)] and the relation
i
2
ϕ(iexm
2βK,Λ)ψ +
1
2
ϕ(exm
2βK,Λ)ψ = a(exm
2βK,Λ)ψ,(2.31)
valid for all x ∈ R3 and ψ ∈ Q(dΓ(ω)). 
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2.6. Ultraviolet renormalization. To discuss the limiting behavior as Λ goes to
infinity we split up
βK,Λ = βK,L + βL,Λ, for 0 6 K 6 L 6 Λ.
This gives rise to a representation of the form h˜G,K,Λ as the sum of a ≪sim-
ple≫ part with fixed ultraviolet cutoff at L, whose properties are well-known, and
a Λ-dependent perturbation. A computation explained in Lem. C.1 shows indeed
that
h˜G,K,Λ[Ψ] = h˜G,K,L[Ψ] + vG,K,L,Λ[Ψ],(2.32)
for all Ψ ∈ QG and 0 6 K 6 L 6 Λ <∞, with
vG,K,L,Λ[Ψ] :=
∫
G
vK,L,Λ,x[Ψ]dx,
where, for a.e. x ∈ G, we abbreviate
vK,L,Λ,x[Ψ] := Re
[
2
〈
a(exmβL,Λ)Ψ(x)
∣∣∣− i∇Ψ(x) + ϕ(exmβK,L)Ψ(x)〉
+ ‖a(exmβL,Λ)Ψ(x)‖2 + 〈a†(exmβL,Λ)Ψ(x)|a(exmβL,Λ)Ψ(x)〉
]
.(2.33)
By a simple modification of Nelson’s ideas [46] and subsequent extensions to mass-
less bosons [23, 31] we obtain the relative bounds on vG,K,L,Λ in the next two
propositions, whose proofs are deferred to App. C. The main difference to the ear-
lier work is the introduction of the extra parameter L. In [23, 31, 46] the case
K = L is treated which forces one to either choose K large enough or |g| small
enough.
Proposition 2.4. Let ε > 0. Then there exists Lε > 0, otherwise only depending
on g, such that, for all L > Lε, there exists cε,L > 0, otherwise only depending on
g and V , such that∫
G
|vK,L,Λ,x[Ψ]|dx 6 εh˜G,K,L[Ψ] + cε,L‖Ψ‖2,
for all Ψ ∈ QG and K,Λ satisfying 0 6 K 6 L 6 Λ <∞.
In the next proposition and henceforth we abbreviate
bK,Λ :=
(∫
K<|k|6Λ
1 ∨ |k|1/2
(|k|+ k2/2)2 dk
)1/2
, 0 6 K 6 Λ 6∞.
Proposition 2.5. There exists c > 0, depending only on g, and, for all L > 0,
there exists cL > 0, otherwise only depending on g and V , such that∫
G
|vK,L,Λ,x[Ψ]− vK,L,Λ′,x[Ψ]|dx 6 cbΛ,Λ′(h˜G,K,L[Ψ] + cL‖Ψ‖2),
for all Ψ ∈ QG , K ∈ [0, L], and L 6 Λ 6 Λ′ <∞.
As alluded to above, in the earlier literature the next theorem has been proved
only for sufficiently small |g| [31] or for sufficiently large K [23, 46].
Theorem 2.6. Let K0 ∈ (0,∞). Then the following holds, for all K ∈ [0,K0]:
(1) The following limits exist and define a closed semi-bounded form in L2(G,F ),
h˜G,K,∞[Ψ] := lim
Λ→∞
h˜G,K,Λ[Ψ], Ψ ∈ QG .(2.34)
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(2) There exists c > 0, depending only on g, V , and K0, such that
1
c
qG [Ψ]− c‖Ψ‖2 6 h˜G,K,Λ[Ψ] 6 cqG [Ψ] + c‖Ψ‖2,(2.35)
for all Ψ ∈ QG and Λ ∈ [K,∞]. (Here qG is defined in (2.22).)
(3) Let H˜G,K,∞ denote the self-adjoint operator representing h˜G,K,∞. Then
H˜G,K,Λ
Λ→∞−−−−−→ H˜G,K,∞ in norm resolvent sense.
(4) Let ζΛ > − inf σ(H˜G,K,Λ) + ǫ, for every Λ ∈ [K,∞] and some ǫ > 0, and
suppose that ζΛ → ζ∞, as Λ→∞. Abbreviate
D˜G,K,Λ := (H˜G,K,Λ + ζΛ)−1 − (H˜G,K,∞ + ζ∞)−1.
Then
sup
Ψ∈QG :
‖Ψ‖=1
∥∥(H˜G,K,∞ + ζ∞)1/2D˜G,K,Λ(H˜G,K,∞ + ζ∞)1/2Ψ∥∥ Λ→∞−−−−−−→ 0,
sup
Φ∈L2(G,Q(dΓ(ω))):
‖Φ‖=1
∥∥(1 + dΓ(ω))1/2D˜G,K,Λ(1 + dΓ(ω))1/2Φ∥∥ Λ→∞−−−−−−→ 0.
Proof. We choose ε = 1/2 in Prop. 2.4, let L1/2 denote the corresponding parameter
appearing in its statement, and put L := max{K0, L1/2} so that L depends on g
and K0 only. Then
|vG,K,L,Λ[Ψ]| 6 1
2
h˜G,K,L[Ψ] + c‖Ψ‖2, Ψ ∈ QG ,(2.36)
for all Λ ∈ [L,∞) and some c > 0 depending only on g, V , and K0. Prop. 2.5 shows
that the following limits exist,
vG,K,L,∞[Ψ] := lim
Λ→∞
vG,K,L,Λ[Ψ], Ψ ∈ QG .(2.37)
In view of (2.32) the limits (2.34) exist as well. Since (2.36) extends to Λ =∞, the
symmetric form vG,K,L,∞ is a small perturbation of the semi-bounded, closed form
h˜G,K,L. This shows that h˜G,K,∞ = h˜G,K,L + vG,K,L,∞ is semi-bounded and closed,
too. Altogether this proves (1).
To prove (2) we first consider Λ ∈ [L,∞]. Since L depends only on g and K0,
the bound (2.35) is then a consequence of (2.27) and (2.36) with Λ ∈ [L,∞]. Since
the constant in (2.35) is η-independent, the case Λ ∈ [K,L) can be accommodated
for by choosing an appropriate η in the bound derived for Λ ∈ [L,∞].
Another consequence of Prop. 2.5, (2.36) with Λ =∞, and (2.37) is the bound
|h˜G,K,Λ[Ψ]− h˜G,K,∞[Ψ]| 6 c′bΛ,∞(h˜G,K,∞[Ψ] + ζ‖Ψ‖2), Ψ ∈ QG ,(2.38)
valid for all Λ ∈ [L,∞). Here c′ > 0 depends only on g and ζ > 0 only on g,
V , and K0. The bounds (2.35) and (2.38) together with Lem. D.1 now imply all
statements of (4), which in turn implies (3). 
Remark 2.7. Pick K > 0 such that βK,∞ is square-integrable. Then the strong
continuity of the Weyl representation implies that GK,Λ → GK,∞, Λ→∞, strongly.
Therefore, the following limit exists in strong resolvent sense,
HG,∞ := lim
Λ→∞
HG,Λ = lim
Λ→∞
G∗K,ΛH˜G,K,ΛGK,Λ = G
∗
K,∞H˜G,K,∞GK,∞.(2.39)
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This is Nelson’s [46] definition of the renormalized Nelson Hamiltonian HG,∞. Later
on it was observed that the convergence (2.39) actually holds in norm resolvent sense
as well [2, 23, 44].
We denote the quadratic form associated with HG,∞ by hG,∞.
Remark 2.8. In the case where β0,∞ /∈ L2(R3), we refer to the operator H˜G,0,∞ as
the renormalized Nelson operator in the non-Fock representation.
In fact, the operators H˜R3,K,∞, K > 0, have already been constructed non-
perturbatively in [44] as generators of the Feynman-Kac semigroups introduced
further below. The convergence H˜R3,K,Λ → H˜R3,K,∞, Λ → ∞, in norm resolvent
sense has also been observed in [44]. In the latter paper it is, however, not verified
that the form corresponding to H˜R3,K,∞ is given by the limit (2.34). Notice that
the latter result does not follow from the norm resolvent convergence and general
principles. For example, in the case where µ = 0 and gη is constant and non-
zero, it is known [23] that Q(HR3,∞) ∩QR3 = {0}. In particular, the forms hR3,Λ,
Λ ∈ [0,∞), which are defined on QR3 , do not converge pointwise to hR3,∞, although
the corresponding operators converge in norm resolvent sense.
Remark 2.9. The two operators we are really interested in are HG,∞ and H˜G,0,∞.
Assume that β0,∞ /∈ L2(R3). Then they are not unitarily equivalent, but they still
have the same spectrum. This holds because, by construction, HG,∞ is unitarily
equivalent to every H˜G,K,∞ with K > 0 and H˜G,K,∞ → H˜G,0,∞, K ↓ 0, in the norm
resolvent sense; for the latter result confer [31, 44] or apply Lem. 2.11 below with
gˆ = g and ηˆ = 1{|m|>K}η.
For later reference we note two simple consequences of Thm. 2.6:
Example 2.10. Let 0 6 K < Λ 6 ∞ and let χ20 + χ21 = 1 be a smooth IMS type
partition of unity on R3, where χ0 > 0 has compact support in {|x| 6 2} and χ1 > 0
is supported in {|x| > 1}. We may further assume that |∇χk| 6 2, for k ∈ {0, 1}.
Put χk,R(x) := χk(x/R), R > 1, k ∈ {0, 1}. Then multiplication with χ0,R or χ1,R
leaves D(h˜G,Λ) = QG invariant, and the following IMS localization formula is valid
for all Ψ ∈ QG ,
(2.40) h˜G,K,Λ[Ψ] =
1∑
k=0
{
h˜G,K,Λ[χk,RΨ]− 1
2R2
∫
G
|∇χk(x/R)|2‖Ψ(x)‖2dx
}
.
The formula is well-known at least for finite Λ and extends to Λ =∞ by Thm. 2.6.
If f ∈ C∞(R3,R) is bounded and has a bounded derivative, then multiplication
with f leaves QG invariant as well, and we readily verify the relation
Re h˜G,K,Λ[f2Ψ,Ψ] = h˜G,K,Λ[fΨ]− 1
2
‖(∇f)Ψ‖2, Ψ ∈ QG ,(2.41)
again starting with finite Λ and passing to the limit Λ → ∞ with the help of
Thm. 2.6.
After constructing HG,∞ and clarifying its relation to H˜G,0,Λ the parameter K
has served its purpose. We shall set it to zero in the remaining part of the main
text and simplify our notation by setting
βΛ := β0,Λ, h˜G,Λ := h˜G,0,Λ, H˜G,Λ := H˜G,0,Λ, Λ ∈ [0,∞].
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Notice that, by (2.32) and (2.34), the limit vG,∞ := limΛ→∞ vG,Λ exists on QG and
h˜G,Λ = tG + vG,Λ, where vG,Λ := vG,0,0,Λ, Λ ∈ [0,∞],(2.42)
and where tG is defined in (2.17).
Lemma 2.11. Let Λ ∈ [0,∞]. Pick a second coupling constant gˆ and another
measurable even function ηˆ : R3 → R with 0 6 ηˆ 6 1. Keep the boson mass µ > 0
fixed and define
βˆΛ := gˆηˆω
−1/2(ω +m2/2)−11{|m|6Λ},
dΛ := ‖(|m|1/2 ∨ |m|3/4)(βΛ − βˆΛ)‖.
Let hˆG,Λ be the quadratic form obtained upon putting gˆηˆ in place of gη in the con-
struction of h˜G,Λ. Then
|h˜G,Λ[Ψ]− hˆG,Λ[Ψ]| 6 cdΛ(h˜G,Λ[Ψ] + ζ‖Ψ‖2), Ψ ∈ QG ,(2.43)
for some c > 0 depending only on V and a common upper bound on |g| and |gˆ|,
and for some ζ > 0 depending only on g and V .
Proof. First, suppose that 0 6 Λ <∞. Combining (2.42) and its analogue for hˆG,Λ
with (C.10) we then deduce that
|h˜G,Λ[Ψ]− hˆG,Λ[Ψ]| 6 c′dΛ(1 ∨ |g| ∨ |gˆ|)(qG [Ψ] + ‖Ψ‖2), Ψ ∈ QG ,
with a universal constant c′ > 0. Together with (2.35) this implies (2.43) for finite
Λ, which then extends to the case Λ =∞ by virtue of Thm. 2.6. 
2.7. Feynman-Kac formulas. Our constructions of path measures associated
with ground states are based on Feynman-Kac formulas for the semigroups gen-
erated by HG,Λ and H˜G,Λ. For Λ = ∞ and G = R3, these formulas were proven
in the recent article [44]. For finite Λ and G = R3, Feynman-Kac formulas with a
representation of the integrand different from the one given below have been known
since a long time; see, e.g., the textbook [38] and the references given there. The
latter well-known formulas have, however, the disadvantage of applying only to
vectors Ψ in suitable dense subspaces of L2(R3,F ) an they do not seem to imply
L2-to-Lp-norm or hypercontractivity bounds on the semigroup.
To explain our Feynman-Kac formulas we first have to introduce more notation.
In the whole article (Ω,F, (Ft)t>0,P) is a filtered probability space satisfying the
≪usual assumptions≫ of completeness and right continuity. The bold letter B
denotes a three-dimensional (Ft)t>0-Brownian motion. For every x ∈ R3, we put
Bx := x+B. The first entry time of Bx into Gc will be denoted by
τG(x) := inf
{
t > 0
∣∣Bxt ∈ Gc}.(2.44)
We call a stochastic process continuous if all its path are continuous, and not just
almost all of them. The Brownian motion B is assumed to be continuous in this
sense.
In what follows we further abbreviate
k := L2(R3, [ω−1 ∨ 1]dk).(2.45)
Our Feynman-Kac formulas involve the series
Ft(h) :=
∞∑
n=0
1
n!
a†(h)ne−tdΓ(ω), h ∈ k, t > 0.
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Their partial sums are indeed well-defined on F and they converge absolutely with
respect to the operator norm on B(F ). The resulting maps Ft : k → B(F ) are
analytic. Furthermore,
Ft(h)ǫ(g) = ǫ(h+ e
−tωg),(2.46)
Ft(h)
∗ǫ(g) = e〈h|g〉ǫ(e−tωg),(2.47)
‖Ft(h)‖ 6 c exp
(
4‖[(tω)−1/2 ∨ 1]h‖2L2(R3)
)
,(2.48)
for all h ∈ k, g ∈ L2(R3), t > 0, and some c > 0. The maps Ft have been introduced
and discussed in [26, App. 6] and (2.48) follows easily from Lem. 17.4 in that paper.
Recall the definition (1.10) of the completely real subspace r ⊂ L2(R3) and let
Λ ∈ [0,∞] and x ∈ R3. In [44] we constructed
⊲ continuous adapted real-valued processes
uΛ = (uΛ,t)t>0, u˜Λ = (u˜Λ,t)t>0,
satisfying uΛ,0 = u˜Λ,0 = 0;
⊲ continuous adapted r-valued processes
U+Λ = (U
+
Λ,t)t>0, U
−
Λ = (U
−
Λ,t)t>0, U˜
+
Λ = (U˜
+
Λ,t)t>0, U˜
−
Λ = (U˜
−
Λ,t)t>0,
satisfying U±Λ,0 = U˜
±
Λ,0 = 0;
such that the contributions to the Feynman-Kac integrands coming from the radi-
ation field are given by
WΛ,t(x) := e
uΛ,tFt/2(−exU+Λ,t)Ft/2(−exU−Λ,t)∗,(2.49)
W˜Λ,t(x) := e
u˜Λ,tFt/2(exU˜
+
Λ,t)Ft/2(exU˜
−
Λ,t)
∗,(2.50)
for all t > 0, and WΛ,0(x) := W˜Λ,0(x) := 1F . (The notation W
V
t (x) used in the
introduction is defined in (5.1).)
In the whole article it will never be necessary to employ explicit formulas for uΛ,
u˜Λ, U
+
Λ , or U˜
±
Λ , whence we refer the interested reader to [44] for detailed informa-
tion. We shall merely introduce and employ some formulas for U−∞ in Subsects. 5.4
and 5.5.
The Feynman-Kac semigroups associated with the above processes and G are
defined by
(TG,Λ,tΨ)(x) := E
[
1{τG(x)>t}e
− ∫ t
0
V (Bxs )dsWΛ,t(x)
∗Ψ(Bxt )
]
,(2.51)
(T˜G,Λ,tΨ)(x) := E
[
1{τG(x)>t}e
− ∫ t
0
V (Bxs )dsW˜Λ,t(x)
∗Ψ(Bxt )
]
,(2.52)
for all t > 0 and Ψ ∈ L2(R3,F ). Notice that, by their definition, TG,Λ,t and T˜G,Λ,t
act on equivalence classes of functions defined on the whole R3. Since 1{τG(x)>t} = 0,
for all x ∈ Gc and t > 0, their action on Ψ depends, however, only on the restriction
of Ψ to G. If Ψ ∈ L2(G′,F ), with an open G′ ⊂ R3 not necessarily equal to G,
then we extend it by 0 to the whole R3 and denote the action of TG,Λ,t and T˜G,Λ,t
on this extension again by the symbols on the left hand sides of (2.51) and (2.52),
respectively.
For every x ∈ R3, the expectations in (2.51) and (2.52) are well-defined F -valued
Bochner-Lebesgue integrals. In fact, since V is Kato decomposable, we know [1]
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that
sup
x∈R3
E
[
e−p
∫
t
0
V (Bxs )ds
]
<∞, p, t > 0,(2.53)
and in [44] it is shown that
E[epuΛ,t ] 6 ct, E
[
ep‖[(tω)
−1/2∨1]U±Λ,t‖2
]
6 ct,(2.54)
for all p, t > 0. Here and in (2.55) below the constants ct, c
′
t > 0 depend only on p
and g besides t. The bounds (2.54) still hold true, when the symbols u˜ and U˜ are
put in place of u and U , respectively. In view of (2.48) we thus have
sup
x∈R3
E
[‖WΛ,t(x)‖p] 6 c′t, sup
x∈R3
E
[‖W˜Λ,t(x)‖p] 6 c′t, p, t > 0.(2.55)
Theorem 2.12. For all Λ ∈ [0,∞], Ψ ∈ L2(G,F ), and t > 0, the following
Feynman-Kac formulas are satisfied,
e−tHG,ΛΨ = TG,Λ,tΨ, e−tH˜G,ΛΨ = T˜G,Λ,tΨ.(2.56)
Proof. For G = R3, the theorem is proven in [44]. The extension to proper open
subsets G of R3 proceeds along the lines of the appendix to [53]. The details are
explained in App. E where we use some technical results of [43]. 
We shall crucially use the following result on the Feynman-Kac integrands, whose
proof can be found in [44, §8.1]. Here we employ the unitary map U : F → L2(Q, ν)
constructed in Subsect. 2.2.
Theorem 2.13. For all Λ ∈ [0,∞], x ∈ R3, t > 0, and pointwise on Ω, the
operators UWΛ,t(x)∗U∗ and UW˜Λ,t(x)∗U∗ are positivity improving.
With the help of U and Fubini’s theorem we can construct a natural isomorphism
UG : L2(G,F ) −→ L2(G ×Q, dx⊗ ν),
by setting
(UGΨ)(x, q) := (UΨ(x))(q),(2.57)
for a.e. (x, q) ∈ G ×Q and all Ψ ∈ L2(G,F ).
Corollary 2.14. Let Λ ∈ [0,∞] and t > 0. Then UGTG,Λ,tU∗G and UGT˜G,Λ,tU∗G are
positivity preserving. If G is connected, then they are positivity improving.
Proof. The first claim is evident from Thm. 2.13. So, assume right away that G
is connected. We shall only consider TG,Λ,t, as the proof for T˜G,Λ,t is identical.
Let Φ,Υ ∈ L2(G × Q, dx ⊗ ν) be non-negative and non-zero. We have to show
that 〈Φ|UGTG,Λ,tU∗GΥ〉 > 0. Let Φ(·) and Υ(·) be representatives of Φ and Υ,
respectively. Let PΦ be the set of all x ∈ G for which
∫
Q |Φ(x, q)|2dν(q) > 0
and define PΥ analogously. Pick some elementary event γ ∈ Ω. If x ∈ PΦ and
Bxt (γ) ∈ PΥ, then it follows from Thm. 2.13 that〈U∗Φ(x, ·)∣∣WΛ,t(x, γ)∗U∗Ψ(Bxt (γ), ·)〉L2(Q,ν) > 0.
Therefore, it remains to show that, for every x ∈ G,
E
[
1{τG(x)>t}1PΥ(B
x
t )
]
> 0.
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Since PΥ has strictly positive measure, this follows, however, from the Feynman-
Kac formula for the Dirichlet-Laplacian on G and the fact that the latter operator
is positivity improving because G is connected. 
In the next theorem and henceforth we call a vector Ψ ∈ L2(G,F ) strictly
positive, if UGΨ is strictly positive. Furthermore, we set
EG,Λ := inf σ(HG,Λ) = inf σ(H˜G,Λ).
Theorem 2.15. Let Λ ∈ [0,∞], suppose that G is connected, and assume that
EG,Λ is an eigenvalue of H˜G,Λ. Then EG,Λ has multiplicity one and there exists a
corresponding eigenvector that is strictly positive. The same statement holds with
HG,Λ put in place of H˜G,Λ.
Proof. The assertion follows from the Feynman-Kac formulas of Thm. 2.12, from
Cor. 2.14, and from Faris’ Perron-Frobenius type theorem [15]. 
3. Existence of ground states
The objective of this section is to show that, under a binding condition discussed
in Subsect. 3.3, the minimal energy EG,Λ is always an eigenvalue of H˜G,Λ and,
under the additional infrared regularity condition ω−3η2 ∈ L1loc(R3), it is also an
eigenvalue of HG,Λ. The existence proofs proceed in two main steps:
(i) We consider strictly positive boson masses µ and bounded G and apply a
criterion due to Gross [24]; the required hypercontractivity of the semigroups
can be inferred from the results of [44].
(ii) In a chain of approximation arguments we successively trade the restriction
µ > 0 for a sharp infrared cutoff, remove that infrared cutoff afterwards, and
pass to possibly unbounded G. For technical reasons we perform these three
steps at a finite ultraviolet cutoff, which is removed in a last approximation
step. In each of these four steps we apply a recent variant [41] of a compactness
argument from [22] to some approximating sequence of eigenvectors.
The main steps (i) and (ii) are presented in Subsect. 3.1 and Subsect. 3.6, respec-
tively. The compactness argument mentioned in (ii) requires two crucial technical
ingredients. The first one, which is only needed when G is unbounded, is a uni-
form bound on the spatial localization of the considered eigenvector sequence. It is
presented in Subsect. 3.2 and most parts of its proof are deferred to App. F. The
second ingredient is a formula for the action of a ≪pointwise≫ annihilation operator
on the ground state eigenvectors revealing information about their dependence on
the boson momenta; see Subsect. 3.4. The compactness argument itself is explained
in Subsect. 3.5. It is based on a Fock space adaption of the well-known characteri-
zation of compact sets in L2(Rd), whose detailed proof is provided in App. G for the
convenience of the reader. In the final Subsect. 3.7 we discuss continuity properties
of ground states.
3.1. Ground states for massive bosons and bounded domains. The next
proposition provides some key estimates permitting to prove the existence of ground
states for massive bosons and bounded G in the subsequent theorem. The proposi-
tion itself holds, however, also for massless bosons and unbounded G. Notice that
everything done in this subsection applies to the renormalized operators (Λ = ∞)
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right away. Later on we shall, however, apply Thm. 3.2 only for Λ < ∞, since
finiteness of Λ is required in Prop. 3.7.
Proposition 3.1. Let κ be a non-negative, bounded multiplication operator on
L2(R3) and suppose that κ 6 ω. Then the following holds, for all Λ ∈ [0,∞] and
t > 0:
(1) For all x ∈ R3 and pointwise on Ω, the operator WΛ,t(x)∗ maps F into
D(etdΓ(κ)/6) and, for every p > 0, there exists a constant cp,t > 0, depend-
ing only on g and ‖κ‖ in addition, such that
sup
x∈R3
E
[
‖etdΓ(κ)/6WΛ,t(x)∗‖p
]
6 cp,t.(3.1)
(2) Let p ∈ [2,∞]. Suppose that F : R3 → R is Lipschitz continuous with Lip-
schitz constant L > 0 and bounded from below. Then TG,Λ,t maps the range
e−FL2(G,F ) into Lp(G,D(etdΓ(κ)/6); eFdx) and, for every Ψ ∈ L2(G,F ),
‖etdΓ(κ)/6eFTG,Λ,te−FΨ‖Lp(G,F) 6 cp,t e
6tL2
t3(1/2−1/p)/2
‖Ψ‖L2(G,F).(3.2)
Here cp,t > 0 depends only on g, ‖κ‖, and V in addition and it is monotonically
increasing in t. Instead of the L∞-norm, i.e., essential supremum, one can also
take the pointwise supremum in (3.2). Furthermore, we can replace Lq(G,F )
by Lq(R3,F ), for q ∈ {2, p}, in (3.2).
(3) If ΦG,Λ is an eigenvector of HG,Λ, then ΦG,Λ ∈ Lp(G,D(erdΓ(κ))), for all r > 0
and p ∈ [2,∞].
The same assertions hold for W˜Λ,t(x), T˜G,Λ,t, and eigenvectors of H˜G,Λ as well.
Proof. To prove the first part, let s > r > 0 and g ∈ k, where k is the space defined
in (2.45). Then (2.5) and (2.46) imply
erdΓ(κ)F0,s(g)ǫ(h) = ǫ(e
−sω+rκh+ erκg) = F0,s−r(erκg)e−rdΓ(ω−κ)ǫ(h),
for all h ∈ L2(R3). From this, the totality of the exponential vectors, and (2.48) we
infer that F0,s(g) maps F into D(erdΓ(κ)) and
erdΓ(κ)F0,s(g) = F0,s−r(erκg)e−rdΓ(ω−κ).
Here ‖e−rdΓ(ω−κ))‖ 6 1. Together with (2.48) and (2.49) this further implies that,
at every fixed elementary event, WΛ,t(x)
∗ maps F into D(etdΓ(κ)/6) with
‖etdΓ(κ)/6WΛ,t(x)∗‖ 6 c′euΛ,t+ce
t‖κ‖/3‖[(tω)−1/2∨1]U−Λ,t(x)‖2+c‖[(tω)−
1/2∨1]U+Λ,t(x)‖2 ,
for some universal constants c, c′ > 0. The bound (3.1) now follows from (2.54) and
Ho¨lder’s inequality.
Now let p ∈ [2,∞), and Ψ ∈ L2(R3,F ). Then we further obtain∫
G
E
[
eF (x)−F (B
x
t )−
∫ t
0
V (Bxs )ds‖etdΓ(κ)/6WΛ,t(x)∗‖‖Ψ(Bxt )‖
]p
dx
6 E
[
e6L|Bt|
]p/6
sup
y∈R3
E
[
e−6
∫ t
0
V (Bys )ds
]p/6
· sup
z∈R3
E
[
‖etdΓ(κ)/6WΛ,t(z)∗‖6
]p/6 ∫
R3
E
[‖Ψ(Bxt )‖2]p/2dx.
GROUND STATES IN THE RENORMALIZED NELSON MODEL 25
Since et∆/2 maps L1(R3) continuously into Lp/2(R3), the integral in the last line is
less than or equal to cp,t‖‖Ψ(·)‖2‖p/2L1(R3) = cp,t‖Ψ‖pL2(R3,F). According to wellknown
bounds on the semigroup of the free Laplacian we may take cp,t = cpt
−3(p/2−1)/2.
In view of (2.53) and the bound
E
[
er|Bt|
]
6 2
3/2er
2t, r > 0,
we arrive at (3.2) for finite p and Lq(R3,F )-norms. Its version for Lq(G,F )-norms
follows trivially by considering Ψ that vanish a.e. on Gc. Obvious modifications of
these arguments take care of the case p = ∞. Altogether this implies the second
part of the proposition.
The third part follows from the second one and ΦG,Λ = etEG,ΛTG,Λ,tΦG,Λ, t > 0.
The same proof works also for the Gross transformed objects, whence the last
assertion is clear. 
Theorem 3.2. Assume that µ > 0 and that G ⊂ R3 is open and bounded. Let
Λ ∈ [0,∞]. Then EG,Λ is an eigenvalue of both HG,Λ and H˜G,Λ and all corresponding
eigenvectors are contained in the domain of erdΓ(1), for every r > 0.
Proof of Thm. 1.9 and Thm. 3.2. We only treat HG,Λ explicitly and make use of
the first Feynman-Kac formula in (2.56) without further mention. To deal with
H˜G,Λ we simply have to employ the second formula in (2.56) instead.
Recall the definitions of the Wiener-Itoˆ-Segal type isomorphisms U and UG in
Subsect. 2.2 and (2.57), respectively.
Since (G ×Q,B(G)⊗Q, dx⊗ ν) (with the Borel-σ-algebra B(G) of G) is a finite
measure space and UGTG,Λ,tU∗G is bounded, self-adjoint, and positivity preserving,
we may employ an abstract result of Gross [24, Thm. 1] to prove the existence of
ground state eigenvectors. According to Gross’ theorem, it suffices to prove that
UGTG,Λ,tU∗G maps L2(G ×Q, dx⊗ ν) continuously into Lp(G ×Q, dx⊗ ν), for some
t > 0 and p > 2. We thus fix some arbitrary t > 0 and define pµ,t := e
tµ/3 + 1.
Then a well-known hypercontractivity bound of Nelson (see, e.g., [51, Thm. I.17])
implies that
‖Ue−tdΓ(µ)/6U∗φ‖Lpµ,t(ν) 6 ‖φ‖L2(ν) = ‖U∗φ‖F , φ ∈ L2(Q, ν).
By virtue of Prop. 3.1 we thus get∫
G
‖U(TG,Λ,tΨ)(x)‖pµ,tLpµ,t(ν)dx 6
∫
G
‖etdΓ(µ)/6(TG,Λ,tΨ)(x)‖pµ,tF dx 6 c‖Ψ‖pµ,tL2(G,F),
for all Ψ ∈ L2(G,F ), where the constant c depends on g, µ, t, V , and G. This
shows that
‖UGTG,Λ,tU∗GΦ‖Lpµ,t(G×Q,dx⊗ν) 6 c‖Φ‖L2(G×Q,dx⊗ν),
for all Φ ∈ L2(G×Q, dx⊗ ν). The aforementioned result of Gross now implies that
‖UGTG,Λ,tU∗G‖ is an eigenvalue of UGTΛ,tU∗G . Together with the spectral calculus
this shows that EG,Λ is an eigenvalue of HG,Λ. 
3.2. Exponential localization. In this subsection we derive the first technical
prerequisite for the compactness arguments mentioned in the beginning of this sec-
tion, namely estimates on the spatial localization of elements in spectral subspaces
below a localization threshold. (Later on we shall see examples of such subspaces
other than {0}.) The general method applied to prove exponential localization of
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these spectral subspaces, which might belong to the continuous subspace of the
considered operator, originates from [4], has been further developed in [21], and
was used in several other articles (e.g. [37, 47]). In our case the implementation
of the method requires a few extra arguments to get the strengthened bound (3.8)
and to cover exponential weight functions F that are not linearly bounded. Notice
also that everything done in this subsection applies to the case Λ =∞ right away.
Let Λ ∈ [0,∞] and R > 0. Then we abbreviate
GR := G ∩ {|x| > R},
and recall that, according to our earlier notation,
EGR,Λ = inf σ(HGR,Λ) = inf σ(H˜GR,Λ), if GR 6= ∅.
We further set
EGR,Λ :=∞, if GR = ∅.
By ≪localization threshold≫ we mean the generalized limit
ΣG,Λ := lim
R→∞
EGR,Λ ∈ (−∞,∞].
It exists because EGR,Λ is monotonically increasing in R > 0. The monotonicity
in turn is obvious since D(GR,Q(dΓ(ω))), defined as in (2.15), is a form core for
H˜GR,Λ, if GR is non-empty. In the next proposition and sometimes later on we shall
also use the notation
E0G˜,Λ := EG˜,Λ in case that V = 0, for any open G˜ ⊂ R3.(3.3)
Of course, the spectral subspaces of the Nelson operators corresponding to
bounded open subsets of R3 are trivially localized. The crucial point about the
bounds asserted in the next proposition is that their right hand sides depend on
Λ only through the quantities EGR,Λ and EG,Λ and are uniform in the possibly
bounded open subsets G′ ⊂ G.
Proposition 3.3. Assume that G ⊂ R3 is open and unbounded. Let Λ ∈ [0,∞],
G′ ⊂ G be open, and suppose that λ ∈ R and R > 0 satisfy
∆ := EGR,Λ − λ−
4
R2
> 0.(3.4)
Let F : R3 → R be locally Lipschitz continuous and bounded from below and assume
that one of the following two bounds holds,
EGR,Λ >
1
2
|∇F |2 + 4
R2
+ λ, on BcR,(3.5)
E0GR,Λ + V >
1
2
|∇F |2 + 4
R2
+ λ, on BcR,(3.6)
where Br is the open ball of radius r > 0 about the origin in R
3. Then, for every
ε ∈ (0, 1), the range of 1(−∞,λ](H˜G′,Λ) is contained in the domain of e(1−ε)F and
there exists a universal constant c > 0 such that
‖e(1−ε)F1(−∞,λ](H˜G′,Λ)‖ 6 c
ε2
(EGR,Λ − EG,Λ + 1)2
(1 ∧∆)2 · CF (ε,R).(3.7)
with
CF (ε,R) := exp
(
(1 − ε)max
B2R
F
)(
1 + ess sup
B2R
|∇F |2).
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Furthermore, e(1−ε)F maps the range of 1(−∞,λ](H˜G′,Λ) into QG′ and
‖(H˜G′,Λ − EG′,Λ)1/2e(1−ε)F 1(−∞,λ](H˜G′,Λ)‖
6
c
ε5/2
(EGR,Λ − EG,Λ + 1)5/2
(1 ∧∆)2 · CF (ε,R).(3.8)
The same assertions hold when the symbol H˜G′,Λ is replaced by HG′,Λ everywhere.
Proof. A detailed proof of this proposition is given in App. F. Let us mention that
the finiteness of the left hand side of (3.7) is (almost) a direct consequence of (2.40),
(2.41), and [21, Thm. 1], at least if F is not increasing faster than linearly. The
precise form of the upper bound in (3.7) essentially follows from analyzing the proofs
in [21] (see also [47]), while the proof of (3.8) requires additional arguments. 
We finish this subsection by extracting Thms. 1.1, 1.2, and 1.6 from the previous
proposition.
Proof of Thm. 1.1. We drop the subscripts G = R3 and Λ =∞ so that H = HR3,∞
and Σ = ΣR3,∞. (We only have to consider G = R3, but the proof obviously works
for general open G.)
Let λ ∈ R, suppose that Ψ is a normalized element of the range of 1(−∞,λ](H),
and let Ψ(·) be its continuous representative. We write
Ψ = e−tH1(−∞,λ](H)
{
etH1(−∞,λ](H)
}
Ψ.(3.9)
Ho¨lder’s inequality, Prop. 3.1(2), and (3.9) with t = 6r/δ imply
‖erdΓ(ω∧1)Ψ(x)‖ 6 ‖erdΓ(ω∧1)/δΨ(x)‖δ‖Ψ(x)‖1−δ 6 ce6rλ/δ‖Ψ(x)‖1−δ,
for all x ∈ G, δ ∈ (0, 1), r > 0, and some c > 0. Therefore, it remains to treat the
case r = 0.
Given λ < σ 6 Σ and ε > 0, we put F (x) := (1 − ε/2)√2σ − 2λ|x|, x ∈ R3.
Then (3.4) and (3.5) are fulfilled for sufficiently large R > 0. Define ε′ > 0 such
that (1 − ε′)(1− ε/2) = (1− ε). Choosing t = 1 in (3.9) we find, for all x ∈ G,
‖e(1−ε′)F (x)Ψ(x)‖ 6 ‖e(1−ε′)F e−He(ε′−1)F ‖2,∞‖e(1−ε′)F 1(−∞,λ](H)‖eλ.(3.10)
Applying (3.7) with ε′ and H put in place of ε and H˜G′,Λ, respectively, and using
(3.2), we see that the right hand side of (3.10) is indeed well-defined and finite. 
Proof of Thm. 1.2. Again we drop the subscripts for G = R3 and Λ = ∞. Fur-
thermore, we write E0R := E
0
{|x|>R},∞ for short. By the same argument as in the
preceding proof of Thm. 1.1 it suffices to treat the case r = 0.
Given ε > 0, we set F (x) := (1− ε/3)a|x|p+1/(p+ 1), x ∈ R3. For a sufficiently
large R > ρ, the condition (3.4) is satisfied and
V (x) + E0R >
a2
2
|x|2p − b+ E0R >
1
2
|∇F (x)|2 + 4
R2
+ λ, |x| > R.
Let Ψ be the continuous representative of a normalized element of the range of
1(−∞,λ](H) and fix y ∈ R3\{0}. We shall apply (3.2) with the Lipschitz continuous
weight function given by
Fy(x) :=
{
F (x), if |x| 6 |y|,
F (y), if |x| > |y|.
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A Lipschitz constant for Fy obviously is L := 1∨ [(1−ε/3)a|y|p]. We further choose
ε′ > 0 such that (1−ε′)(1−ε/3) = (1−2ε/3). Writing Ψ as in (3.9) with t = 1/L2,
applying an analogue of (3.10), and using (3.2) and (3.7) afterwards, we find some
c > 0 such that
‖e(1−ε′)Fy(y)Ψ(y)‖ 6 c(1 ∨ |y|)3p/2.
Notice that we chose t such that the exponential on the right hand side of (3.2)
equals e6tL
2
= e6. We also used that the constant appearing in (3.2) is non-
decreasing in the time parameter and that t = 1/L2 6 1. We thus arrive at
‖Ψ(y)‖ 6 c(1 ∨ |y|)3p/2e−(1−2ε/3)a|y|p+1/(p+1) 6 c′e−(1−ε)a|y|p+1/(p+1),
where y was an arbitrary element of R3 \ {0} and c′ > 0 is y-independent. 
3.3. The binding condition. Prop. 3.3 is non-trivial only if the following binding
condition is fulfilled,
ΣG,Λ > EG,Λ.(3.11)
We emphasize once more that both the ionization threshold on the left hand side
of (3.11) and the infimum of the spectrum on the right hand side are the same for
HG,Λ and for H˜G,Λ and this holds for all Λ ∈ [0,∞].
Example 3.4. Let Λ ∈ [0,∞]. Then the binding condition
ΣR3,Λ > ER3,Λ(3.12)
holds in the following two cases:
(1) If the potential is confining, i.e., V (x)→∞, |x| → ∞, then we obviously have
ΣR3,Λ =∞, so that (3.12) is trivially satisfied.
(2) For finite Λ, an argument in [22, Thm. 3.1] applied to HR3,Λ yields
E0
R3,Λ + inf σ(SR3) > ER3,Λ.(3.13)
Here E0
R3,Λ is defined in (3.3) and SR3 is the ordinary Schro¨dinger operator
with potential V . The bound (3.13) extends to the case Λ = ∞ by the norm
resolvent convergence HR3,Λ → HR3,∞, Λ→∞, which also holds for V = 0, of
course. Therefore, (3.12) is fulfilled, if
ΣR3,Λ > E
0
R3,Λ + inf σess(SR3), Λ ∈ [0,∞],(3.14)
where σess denotes the essential spectrum, and
inf σess(SR3) > inf σ(SR3 ).
Here (3.14) is easily verified when V (x) → inf σess(SR3), as |x| → ∞, by
working with the quadratic forms h˜{|x|>R},Λ.
In what follows it will be convenient to put a hat ˆ on top of x when it should
be regarded as a multiplication operator rather than a variable. Furthermore, we
shall employ the common notation
〈x〉 := (1 + |x|2)1/2, x ∈ R3.
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Lemma 3.5. Let 0 6 Λ < ∞, ε ∈ (0, 1], and B ⊂ G be some open ball. Assume
that the binding condition (3.11) holds. Choose R > 1 such that
∆ := EGR,Λ −
4
R2
− λ = 1
2
(EGR,Λ − EG,Λ)−
4
R2
> 0,
with
λ := EG,Λ +
1
2
(EGR,Λ − EG,Λ),
and abbreviate
α := (1− ε)
√
2∆, M :=
eα(1+2R)
ε5/2
(EGR,Λ − EG,Λ + 1)7/2
(∆ ∧ 1)2 .
Pick any open subset G′ ⊂ G and assume that:
(a) EG′,Λ 6 λ.
(b) G′ contains B.
(c) H˜G′,Λ has a normalized ground state eigenvector ΦG′,Λ.
Then ΦG′,Λ, the components of the weak gradient ∇ΦG′,Λ, and the components of
a(exˆmβΛ)ΦG′,Λ are in the domain of eα〈xˆ〉 and
‖eα〈xˆ〉ΦG′,Λ‖ 6 cM,(3.15)
‖eα〈xˆ〉∇ΦG′,Λ‖ 6 c′(1 + α)M,(3.16)
‖eα〈xˆ〉a(exˆmβΛ)ΦG′,Λ‖ 6 c′M,(3.17)
where c > 0 is a universal constant and c′ > 0 depends only on B, g, and V . In
fact, c′ is locally bounded in g ∈ R when B and V are held fixed.
Notice that M depends on ε, R, and on all model parameters µ, g, η, V , G, Λ,
but only through the quantities EG,Λ and EGR,Λ, which can be controlled in many
relevant situations.
Proof. We shall apply Prop. 3.3 with F (x) =
√
2∆〈x〉, observing that (3.4) and
(3.5) are satisfied under the present assumptions. The bound (3.15) is then a
direct consequence of (3.7) and |∇F |2 6 2∆ 6 EGR,Λ − EG,Λ. Furthermore, since
eα〈xˆ〉ΦG′,Λ ∈ QG′ by Prop. 3.3, we may insert it into (2.35), which yields
1
2
∫
G′
‖∇(eα〈xˆ〉ΦG′,Λ)(x)‖2dx+
∫
G′
e2α〈x〉‖dΓ(ω)1/2ΦG′,Λ(x)‖2dx
6 c‖(H˜G′,Λ − EG′,Λ)1/2eα〈xˆ〉ΦG′,Λ‖2 + c(EG′,Λ + c′)‖eα〈xˆ〉ΦG′,Λ‖2,(3.18)
where c, c′ > 0 depend only on g and V . Recall that ǫ(0) is the vacuum vector in
F . In view of (2.33) and (2.42) we then have the upper bound
EG′,Λ 6 inf
g∈C∞0 (B),‖g‖=1
hG′,Λ[gǫ(0)] = inf
g∈C∞0 (B),‖g‖=1
sB[g],(3.19)
where the rightmost quantity obviously depends on B and V only. For measurable
Ψ : G′ → Q(dΓ(ω)), we further have the Λ-uniform bound∫
G′
e2α〈x〉‖a(exmβΛ)Ψ(x)‖2dx 6 c′′g2
∫
G′
e2α〈x〉‖dΓ(ω)1/2Ψ(x)‖2dx,(3.20)
with a universal constant c′′ satisfying 2‖|m|1/2β∞‖2 6 c′′g2. Finally,
eα〈x〉∂xjΨ = ∂xj (e
α〈x〉Ψ)− α xj〈x〉e
α〈x〉Ψ, in L1loc(G′,F ),(3.21)
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for all Ψ ∈ W 1,2(G′,F ) and j ∈ {1, 2, 3}. In conjunction with (3.8), (3.15), (3.18),
and (3.19) the relations (3.20) and (3.21) imply (3.17) and (3.16), respectively. 
Remark 3.6. Independent of whether a binding condition holds or not, the bounds
(3.18), (3.19), and (3.20) in the previous proof are still valid when α = 0. For all
finite Λ and all open G′ ⊂ R satisfying conditions (b) and (c) of Lem. 3.5, we thus
find
‖∇ΦG′,Λ‖ 6 c, ‖a(exˆmβΛ)ΦG′,Λ‖ 6 c.(3.22)
Here the constant c depends only on B, g, and V and it is locally bounded in g ∈ R.
3.4. Infrared behavior. Next, we assume, for some finite Λ, that ΦG,Λ is a ground
state eigenvector of H˜G,Λ. We shall derive a formula for aΦG,Λ, where a denotes the
≪pointwise≫ annihilation operator. It can be defined as follows. For every n ∈ N,
n > 2, there is a canonical isomorphism I˜n : L
2(R3n)→ L2(R3, L2(R3(n−1))), whose
restriction to L2sym(R
3n) we denote by In. The symbol I1 will denote the identity
on L2(R3). Defining D(a) := L2(G,Q(dΓ(ω))) and(
(aΨ)(k)
)
(x) :=
(
(n+ 1)
1/2[In+1(Ψ(x)
(n+1))](k)
)∞
n=0
∈ F ,
for representatives of equivalence classes and Ψ ∈ D(a), we obtain a well-defined
map a : D(a)→ L2(R3, L2(G,F );ω1/2dk). We have indeed the well-known relation∫
G
‖dΓ(ω)1/2Ψ(x)‖2dx =
∫
R3
ω(k)‖(aΨ)(k)‖2dk, Ψ ∈ D(a).(3.23)
The proof of the next proposition is a suitable version of a well-known com-
mutator, or, ≪pull-through≫ argument; compare, e.g., [17]. Instead of commuting
the Hamiltonian with an annihilation operator we shall, however, commute it with
the direct integral operators in (3.31). Here the inclusion of the second expression
under the direct integral is inspired by [5]. It is used to control infrared singulari-
ties showing up in the computations: In fact, the fractions in (3.28) and (3.29) are
bounded by |k|, for small |k|, thanks to the term −χ(k) coming from the second
expression under the direct integral.
Proposition 3.7. Let 0 6 Λ <∞. Assume that the binding condition (3.11) holds
and that ΦG,Λ ∈ D(H˜G,Λ) is a ground state eigenvector of H˜G,Λ. We abbreviate
Υ1 := ixˆΦG,Λ,(3.24)
Υ2 := 〈xˆ〉(−i∇+ a(exˆmβΛ))ΦG,Λ,(3.25)
Υ3 := 〈xˆ〉ΦG,Λ,(3.26)
observing that these vectors are well-defined elements of L2(G,F ) by Lem. 3.5. Let
χ ∈ C∞0 (R3) satisfy χ(k) = 1, if |k| 6 1, and χ(k) = 0, if |k| > 2. For every
k ∈ R3 \ {0}, we further write
RG,Λ(k) := (H˜G,Λ − EG,Λ + ω(k))−1,
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and we introduce the following bounded operators on L2(G,F ),
Ξ1(k) := (H˜G,Λ − EG,Λ)RG,Λ(k)χ(k),(3.27)
Ξ2(k) := RG,Λ(k)
e−ik·xˆ − χ(k)
〈xˆ〉 ,(3.28)
Ξ3(k) := (H˜G,Λ − EG,Λ + 1)1/2RG,Λ(k)
× {a(exˆmβΛ)(H˜G,Λ − EG,Λ + 1)−1/2}∗ e
−ik·xˆ − χ(k)
〈xˆ〉 .(3.29)
Then the following identity holds, for a.e. k ∈ R3,
(aΦG,Λ)(k) = −
2∑
j=1
Ξj(k)βΛ(k)k ·Υj −Ξ3(k) · kβΛ(k)Υ3.(3.30)
In the preceding statement and below we are using shorthands analogous to
(2.12). For instance, the expression in (3.29) actually is a triplet of operators
comprising one bounded operator for each component mj of m.
Proof. Let p ∈ R3 \ {0} and let g ∈ L2(R3) have a compact support in R3 \ {0}, so
that D(dΓ(ω)1/2) ⊂ D(a(g)). Furthermore, let ϑ˜ : R → R be smooth and such that
0 6 ϑ˜ 6 1, ϑ˜ = 1 on (−∞, 1], and ϑ˜ = 0 on [2,∞). Set ϑr(x) := ϑ˜(r−1 ln〈x〉), for
all x ∈ R3 and r > 1. Then
|∇ϑr(x)| 6 1
r
c
〈x〉 , |∂
2
jϑr(x)| 6
1
r
c
〈x〉2 , j ∈ {1, 2, 3}, x ∈ R
3,
for some r-independent constant c > 0. We finally introduce the direct integral
operators
Ar(g) :=
∫ ⊕
G
(a(g) + ϑr(x)〈g|iχx ·mβΛ〉)dx, r > 1,(3.31)
and denote by A(g) the operator obtained upon putting 1 in place of ϑr in the
preceding formula.
For every j ∈ {1, 2, 3}, the expression xjϑr(x) defines an element of C∞0 (R3).
Hence, we know that multiplication with it leaves D(SG) invariant and
xϑrSGv − SGxϑrv = (ϑr + xϑ′r)∇v +
1
r
εrv, v ∈ D(SG) ⊂ W˚ 1,2(G),(3.32)
where εr ∈ C∞0 (R3,R3) satisfies supr>1 ‖εr‖∞ < ∞. Let ✵ ∈ span{vǫ(h) : v ∈
D(SG), h ∈ D(ω)}. Then, by virtue of Prop. 2.3 and (3.32), the following compu-
tation is justified,(
Ar(g)(H˜G,Λ − EG,Λ)✵− (H˜G,Λ − EG,Λ)Ar(g)✵
)
(x)
= a(ωg)✵(x)− i〈g|(ex − ϑr(x)χ)mβΛ〉 · (∇+ iϕ(exmβΛ))✵(x)
+ i〈g|χx ·mβΛ〉(∇ϑr)(x) · (∇+ iϕ(exmβΛ))✵(x)
+
1
r
εr(x) · 〈g|iχmβΛ〉✵(x), a.e. x ∈ G.(3.33)
Next, we scalar multiply the above expression with RG,Λ(p)Ψ, for arbitrary Ψ ∈
D(G,Q(dΓ(ω))), and re-write the left hand side containing the commutator as
〈Ar(g)∗RG,Λ(p)Ψ|(H˜G,Λ − EG,Λ)✵〉 − 〈Ar(g)∗(H˜G,Λ − EG,Λ)RG,Λ(p)Ψ|✵〉.(3.34)
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After that we pass to the limit r → ∞. Then the operator Ar(g) gets replaced by
A(g) in (3.34). Here we take into account that RG,Λ(p)Ψ ∈ D(〈xˆ〉) ∩QG by (F.4)
(where V − EG,Λ + ω(p) should be put in place of V ) and therefore also
(H˜G,Λ − EG,Λ)RG,Λ(p)Ψ = Ψ− ω(p)RG,Λ(p)Ψ ∈ D(〈xˆ〉) ∩QG .
The contribution of the third and fourth lines of (3.33) vanish in the limit r →∞
due to the properties of ϑr and εr. In the next step we replace ✵ by ΦG,Λ, which
is possible since, according to Prop. 2.3, ✵ can be chosen in an operator core for
H˜G,Λ. Notice that, if ✵n ∈ span{vǫ(h) : v ∈ D(SG), h ∈ D(ω)}, n ∈ N, converge to
ΦG,Λ in the graph norm of H˜G,Λ, as n→∞, then also
a(ωg)✵n → a(ωg)ΦG,Λ, (∇+ iϕ(exˆmβΛ))✵n → (∇+ iϕ(exˆmβΛ))ΦG,Λ,
by (2.7) and the formulas for h˜G,Λ. Since Ψ was chosen in a dense subset of
L2(G,F ), this procedure eventually results in
A(g)ΦG,Λ = RG,Λ(p)
∫
R3
g¯(p)Θp(k)dk,(3.35)
where the integrand Θp : R
3 → L2(G,F ) of the L2(G,F )-valued Bochner-Lebesgue
integral is given by
Θp(k) := ik(e
−ik·xˆ − χ(k))βΛ(k) · (∇+ iϕ(exˆmβΛ))ΦG,Λ
+ iω(p)χ(k)xˆ · kβΛ(k)ΦG,Λ + (ω(p)− ω(k))(aΦG,Λ)(k).
Now we choose g(k) := 1Cn(p)(k) with Cn(p) := {k ∈ R3 : ‖k − p‖∞ < 1/n} and
n ∈ N sufficiently large such that 1/n < |p|/√3. Taking into account that 〈xˆ〉ΦG,Λ
is in L2(G,F ) and using that |ω(p)−ω(k)| 6 √3/n for all k ∈ Cn(p), it is then easy
to see that the term on the right hand side of (3.35) converges to RG,Λ(p)Θp(p),
as n → ∞, provided that p is a Lebesgue point of ‖(aΦG,Λ)(·)‖ ∈ L1loc(R3 \ {0}).
In what follows we will further suppose that p is a Lebesgue point of aΦG,Λ ∈
L1loc(R
3 \ {0}, L2(G,F )), recalling that the Lebesgue point theorem also holds for
the Bochner-Lebesgue integral; see, e.g., [29, Cor. 1 on p. 87]. Then the left hand
side of (3.35) converges to the left hand side of the following identity
(aΦG,Λ)(p) + iχ(p)xˆ · pβΛ(p)ΦG,Λ = RG,Λ(p)Θp(p).
Altogether we see that the previous identity holds for a.e. p. Finally, we re-write
the vector ϕ(exˆmβΛ)ΦG,Λ appearing in Θp(p) as the sum of a†(exˆmβΛ)ΦG,Λ and
a(exˆmβΛ)ΦG,Λ, and employ the relations
RG,Λ(p)a†(exˆmβΛ)
= (H˜G,Λ − EG,Λ + 1)1/2RG,Λ(p)(H˜G,Λ − EG,Λ + 1)−1/2a†(exˆmβΛ)
⊂ (H˜G,Λ − EG,Λ + 1)1/2RG,Λ(p){a(exˆmβΛ)(H˜G,Λ − EG,Λ + 1)−1/2}∗
to conclude. 
3.5. Compactness of families of ground state eigenvectors. The next propo-
sition is an adaption of the well-known characterization of compact sets in L2(Rd) to
the Hilbert space L2(R3,F ). The cutoff function appearing in its statement takes
care of possible infrared singularities in the boson momenta; by choosing more com-
plicated cutoffs one could in principle allow for singularities along lower-dimensional
sets that are more complex than {0}. The proposition has implicitly been used in
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[41] as a substitute for an argument based on the Rellich-Kondrachov theorem in
[22]. The latter requires technically more cumbersome photon derivative bounds as
an input. For the convenience of the reader a proof of the next proposition is given
in App. G.
Proposition 3.8. Let {Φι}ι∈I be a bounded family of vectors in F or L2(R3,F ).
Pick a cutoff function ˜̺ ∈ C∞(R,R) with 0 6 ˜̺ 6 1, ˜̺ = 0 on (−∞, 1] and ˜̺ = 1
on [2,∞). Set ̺δ(k) := ˜̺(|k|/δ), for all k ∈ R3 and δ ∈ (0, 1]. Define
N(r0, r1) := sup
ι∈I
∫
{r06|k|6r1}
‖(aΦι)(k)‖2dk,
△δ(h) := sup
ι∈I
∫
R3
‖(̺δaΦι)(k)− (̺δaΦι)(k + h)‖2dk,
for all 0 6 r0 < r1 6∞ and (δ,h) ∈ (0, 1]× R3, respectively. Assume that
N(0,∞) <∞, lim
r0→∞
N(r0,∞) = 0, lim
r1↓0
N(0, r1) = 0,(3.36)
∀δ ∈ (0, 1] : lim
h→0
△δ(h) = 0.(3.37)
If the Hilbert space L2(R3,F ) is considered, assume in addition that
lim
R→∞
sup
ι∈I
∫
{|x|>R}
‖Φι(x)‖2dx = 0,(3.38)
lim
y→0
sup
ι∈I
∫
R3
‖Φι(x+ y)− Φι(x)‖2dx = 0.(3.39)
If all these conditions are fulfilled, then {Φι}ι∈I is relatively compact.
In the following three corollaries we apply the preceding proposition to sequences
of ground state eigenvectors. The first corollary deals with a fixed and bounded
region G, the second one with an unbounded G, while the third corollary will be
used to approximate unbounded regions by bounded ones.
Corollary 3.9. Assume that G is bounded. Let {µι}ι∈N be a converging sequence
of non-negative boson masses, {gι}ι∈N a converging sequence of coupling constants,
and assume that the measurable even functions ηι : R
3 → [0, 1], ι ∈ N, converge
pointwise on R3. Finally, let {Λι}ι∈N be a sequence of finite ultraviolet cutoffs that
either converges in [0,∞) or diverges to ∞. Denote by H˜ι the operator obtained
upon choosing µ = µι, g = gι, and η = ηι in the construction of H˜G,Λι and assume
that Φι is a normalized ground state eigenvector of H˜ι. Then {Φι}ι∈N contains a
subsequence that converges in L2(G,F ).
Proof. We extend every Φι to R
3 by setting it equal to 0 on Gc and denote this
extension again by the same symbol. We shall apply Prop. 3.8 to show that the set
{Φι : ι ∈ N} is relatively compact in L2(R3,F ), which will prove the claim because
1GL2(R3,F ) is a closed subspace of L2(R3,F ).
Of course, (3.38) is satisfied trvially since G is bounded. To verify (3.39) it
suffices to show that {Φι : ι ∈ N} is bounded in W 1,2(R3,F ). In view of (2.16)
and (2.19) we know, however, that every Φι is in the completion of D(G,F ) with
respect to the norm on W 1,2(R3,F ). In particular ∇Φι = 0 a.e. on Gc and the
bound supι∈N ‖∇Φι‖ <∞ on the weak gradients of the extended functions follows
from Rem. 3.6.
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To verify (3.36) and (3.37) we first discuss the operators defined in (3.27)–(3.29),
whose ι-dependence will be indicated by a superscript (ι). We further set
ωι := (m
2 + µ2ι )
1/2,
βι := gιηι1{|m|6Λι}ω
−1/2
ι (ωι +m
2/2)−1,
Eι := inf σ(Hι),
for all ι ∈ N. We first note the elementary bound
|e−ik·x − χ(k)|
〈x〉 6 1{χ=1}(k)
|k||x|
〈x〉 + 2 · 1{χ<1}(k) 6 2 ∧ (2|k|), k,x ∈ R
3,
as well as the following consequence of (2.7), (2.35), and (3.19),
‖a(exˆmβι)(Hι − Eι + 1)−1/2‖ 6 c‖|m|1/2βι‖(Eι + c)1/2 6 c1, ι ∈ N.(3.40)
Here c > 0 depends only on g⋆ := supι |gι| and V . The constants c1, c2, . . . > 0
appearing here and later on in this proof depend only on B, g⋆, V , where B is some
open ball contained in G. The norm of the operator in the first line of the right
hand side of (3.29) is 6 supt>0
√
t+ 1/(t+ωι(k)) 6 1/
√|k|(2 ∧ |k|). We thus find
that, uniformly in ι ∈ I ,
‖Ξ(ι)1 (k)‖, ‖Ξ(ι)2 (k)‖ 6 2 ∧
2
|k| , ‖Ξ
(ι)
3 (k)‖ 6 c2
(
1 ∧ 1|k|
)1/2
,(3.41)
for all k ∈ R3 \ {0}. Of course, the boundedness of G implies
cG := sup
x∈G
〈x〉 <∞.(3.42)
Also employing (3.22) we conclude that
N(r0, r1) 6 c3c
2
G
∫
{r06|k|6r1}
1 ∧ |k|
(|k|+ k2/2)2dk, 0 6 r0 6 r1 6∞.(3.43)
This verifies (3.36).
The spectral calculus, (3.40), and elementary estimations further reveal that
‖(Ξ(ι)j )(k + h)− (Ξ(ι)j )(k)‖
‖(Ξ(ι)3 )(k + h)− (Ξ(ι)3 )(k)‖
 6 c4 |h||k + h| , j ∈ {1, 2},
for all h,k ∈ R3 with k 6= 0 and k + h 6= 0. This permits to get
‖(̺δmβιΞ(ι)j )(k + h)− (̺δmβιΞ(ι)j )(k)‖
6 c5|h||(̺δβι)(k + h)|+ c5
(
1 ∧ 1|k|
)1/2
|(̺δmβι)(k + h)− (̺δmβι)(k)|,
for j ∈ {1, 2}, as well as a completely analogous bound for ̺δβιm · Ξ(ι)3 . Here we
further estimate, assuming |h| 6 1 in addition,(
1 ∧ 1|k|
)1/2
|(̺δmβι)(k + h)− (̺δmβι)(k)|
6 |h||(̺δβι)(k + h)|+ ωι(k)1/2|(̺δβι)(k + h)− (̺δβι)(k)|
6 2|h|1/2|(̺δβι)(k + h)|+ |(̺δωιβι)(k + h)− (̺δωιβι)(k)|.
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Combining the latter estimates with (3.30) and using (3.22) we deduce that
△δ(h) 6 c6c2G
|h|
δ
∫
R3
1
(|p|+ p2/2)2dp
+ c6c
2
G sup
ι∈N
∫
R3
|(̺δω1/2ι βι)(k + h)− (̺δω1/2ι βι)(k)|2dk,(3.44)
for all h ∈ R3 satisfying |h| 6 1 and all δ ∈ (0, 1]. Finally, we observe that
our assumptions on gι, µι, ηι, and Λι together with the dominated convergence
theorem imply that, in fact for every δ > 0, the sequence {̺δω1/2ι βι}ι∈N converges
in L2(R3). In particular, its elements form a relatively compact set in L2(R3). By
Kolmogorov’s characterization of relatively compact sets in L2(R3) the integral in
the second line of (3.44) goes to zero, as h→ 0. Altogether we now see that (3.37)
is satisfied. 
Corollary 3.10. Let {(gι, ηι,Λι, H˜ι)}ι∈N be given as in Corollary 3.9 with the only
exceptions that G is now assumed to be unbounded and the boson mass µ > 0 is
kept fixed. Set
g∞ := lim
ι→∞, η∞ := limι→∞ ηι, Λ∞ := limι→∞Λι ∈ [0,∞].
Let H˜∞ denote the operator H˜G,Λ∞ defined by means of µ, g∞, and η∞. Finally,
let Σι and Eι denote the localization threshold and minimal energy of H˜ι, for all
ι ∈ N ∪ {∞}. Assume that
Σ∞ > E∞.
Then the following holds:
(1) There exists J ∈ N such that Σι > Eι, for all ι > J .
(2) Assume that Φι is a normalized ground state eigenvector of H˜ι, for every ι ∈ N
with ι > J . Then {Φι}∞ι=J contains a subsequence that converges in L2(G,F ).
Proof. Pick some α˜, b > 0 such that
Σ∞ − E∞ > α˜2 + 4b.
For every ι ∈ N∪{∞}, let H˜R,ι denote the operator H˜GR,Λι defined by means of µ,
gι, ηι, and set ER,ι := inf σ(H˜R,ι); recall that GR = G ∩ {|x| > R}. Here we choose
R > 1 so large that
ER,∞ − E∞ − 8
R2
> 2α˜2 + 3b.
Lem. 2.11 implies that H˜R,ι → H˜R,∞, ι → ∞, in norm resolvent sense. Since
norm resolvent convergence entails convergence of the spectrum [49], we see that
ER,ι → ER,∞. Likewise, Eι → E∞, ι → ∞, by norm resolvent convergence.
Therefore, we find some J ∈ N such that, for all natural numbers ι > J ,
ER,ι − Eι 6 ER,∞ − E∞ + 1 and ER,ι − Eι − 8
R2
> α˜2 + 2b.(3.45)
Since Σι > ER,ι, this implies Assertion (1).
To prove (2) we just have to substitute all arguments that exploited the bound-
edness of G in the proof of Prop. 3.9 by the following considerations: Notice first
that the right hand sides of the inequalities in the proof of Prop. 3.9 depend on
G only via the open ball B and the quantity defined in (3.42); furthermore, the
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constants in (3.22) contribute to the right hand sides of (3.43) and (3.44). We shall
now apply Lem. 3.5 for each fixed ι > J and with G′ = G, always using the param-
eter R chosen above. Then the quantities λ and ∆ appearing in the statement of
Lem. 3.5 become ι-dependent,
λι := Eι +
1
2
(ER,ι − Eι), ∆ι := 1
2
(ER,ι − Eι)− 4
R2
, ι ∈ N.
Thanks to (3.45) we have, however, the uniform lower and upper bounds
α˜2
2
+ b 6 ∆ι 6
1
2
(ER,∞ − E∞ + 1), ι ∈ N.
Of course, Eι 6 λι, whence the conditions (a) and (b) in Lem. 3.5 are trivially
satisfied and (c) holds by assumption in the present situation. Finally, we choose
ε ∈ (0, 1) such that (1− ε)√α˜2 + 2b = α˜. In view of the preceding remarks and the
first bound in (3.45) we find ι-independent upper bounds on the quantities called
α and M in Lem. 3.5, and α˜ is a lower bound for α. Therefore, (3.15)–(3.17) yield
the uniform bounds
sup
ι>J
‖eα˜〈xˆ〉Φι‖ <∞, sup
ι>J
‖eα˜〈xˆ〉∇Φι‖ <∞, sup
ι>J
‖eα˜〈xˆ〉a(exˆmβΛι)Φι‖ <∞.
The first one clearly implies (3.38). Together they entail uniform (in ι > J) bounds
on the expressions in (3.24)–(3.26), which can be used as substitutes for the bounds
(3.22) and (3.42) employed in the proof of Prop. 3.9. 
To prove the third corollary of Prop. 3.8 we need the following lemma:
Lemma 3.11. Assume that G is unbounded, and pick open sets Gι ⊂ G, ι ∈ N,
such that ∅ 6= G1 ⊂ G2 ⊂ G3 ⊂ . . . , such that
⋃
ι∈N Gι = G, and such that every
compact subset of G is contained in some Gι. Keep µ > 0, g ∈ R, Λ ∈ [0,∞], and
η fixed. Then
lim
ι→∞
EGι,Λ = EG,Λ.(3.46)
Proof. By the variational principle and the fact that D(Gι,Q(dΓ(ω))) is a form
core for H˜Gι,Λ it is clear that EGι,Λ > EG,Λ, for all ι ∈ N. Now let ε > 0.
Since D(G,Q(dΓ(ω))) is a form core for H˜G,Λ, we find some normalized Ψ ∈
D(G,Q(dΓ(ω))) such that h˜G,Λ[Ψ] < EG,Λ + ε. There exists ι0 ∈ N such that
supp(Ψ) ⊂ Gι, for all ι > ι0, and we conclude that Ψ↾Gι ∈ D(h˜Gι,Λ) and
EGι,Λ = EGι,Λ‖Ψ↾Gι‖2 6 h˜Gι,Λ[Ψ↾Gι ] = h˜G,Λ[Ψ] < EG,Λ + ε, ι > ι0,
which proves (3.46). 
Corollary 3.12. In the situation of Lem. 3.11 we suppose in addition that Λ
is finite and assume that the binding condition holds for G, i.e., ΣG,Λ > EG,Λ.
Furthermore, we assume that Φι is a normalized ground state eigenvector of H˜Gι,Λ,
for every ι ∈ N. If every Φι is extended by 0 to G, then {Φι}∞ι=J contains a
subsequence that converges in L2(G,F ).
Proof. We choose R > 0 and define λ and ∆ precisely as in the statement of
Lem. 3.5. Furthermore, we choose an arbitrary open ball B ⊂ G1 and pick some
ε ∈ (0, 1). By our assumptions, every Gι satisfies the conditions (b) and (c) in
Lem. 3.5. To verify Condition (a) we employ Lem. 3.11 which implies that EGι,Λ 6 λ
for all ι > J and some J ∈ N. Therefore, the bounds (3.15)–(3.17) are available
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with G′ = Gι, for every ι > J . They yield uniform (in ι > J) bounds on the
expressions in (3.24)–(3.26), which can be used as substitutes for (3.22) and (3.42)
in the proof of Prop. 3.9. 
3.6. Construction of ground states in the general case. In a chain of approx-
imation steps we next drop the various restrictive hypotheses employed in Thm. 3.2.
To this end we shall repeatedly combine the compactness results of the previous
subsection with the following abstract lemma, which is identical to [37, Lem. 5.1].
The lemma is a slightly improved version of a statement we learned from [4].
Lemma 3.13. Let A,A1, A2, . . . be self-adjoint operators in some separable Hilbert
space K such that Aj → A in the strong resolvent sense, as j → ∞. For every
j ∈ N, let aj ∈ R be an eigenvalue of Aj and φj ∈ D(Aj) \ {0} a corresponding
eigenvector. Assume that {φj}j∈N converges weakly to some non-zero φ ∈ K .
Then a := limj→∞ aj exists, φ ∈ D(A), and Aφ = aφ. If aj = inf σ(Aj), for every
j ∈ N, then a = inf σ(A).
For technical reasons we first have to trade the positive mass required in Thm. 3.2
for a sharp infrared cutoff.
Proposition 3.14 (Ground states with IR cutoff, bounded G, and finite Λ). Let
Λ ∈ (0,∞) and assume that G is bounded and that η = 0 on {|m| 6 σ}, for some
σ ∈ (0,Λ). Then EG,Λ is an eigenvalue of both H˜G,Λ and HG,Λ.
Proof. It only remains to treat the case µ = 0 and it suffices to consider H˜G,Λ,
because H˜G,Λ and HG,Λ are unitarily equivalent via the Gross transformation Gσ,Λ.
Let µ = 0, so that ω = |m|, and let {µn}n∈N be a monotone zero-sequence of
strictly positive real numbers. For every n ∈ N, put ωn(k) := (k2 + µ2n)1/2, k ∈ R3,
and let H˜n be the operator obtained by doing the following replacements in the
construction of H˜G,Λ,
µ 7→ µn, η 7→ ηn := σ
1/2
(σ2 + µ2n)
1/4
ω
1/2
n
|m|1/2 η, g 7→ gn := g
(σ2 + µ2n)
1/4
σ1/2
.(3.47)
Let fΛ,n be the coupling function obtained after all these replacements. Then fΛ,n
is actually n-independent and always equal to g|m|−1/2η1{|m|6Λ}. Defining QG
by means of ω = |m| and setting QG,n := D(t+G ) ∩ L2(G,Q(dΓ(ωn))), we have
QG,n = QG,1 ⊂ QG , for all n ∈ N, and the quadratic form of H˜n, call it h˜n, is
simply given by
h˜n[Ψ] = h˜G,Λ[Ψ] +
∫
G
‖dΓ(ωn)1/2Ψ(x)‖2dx−
∫
G
‖dΓ(ω)1/2Ψ(x)‖2, Ψ ∈ QG,1.
In fact, the replacement manoeuvre (3.47) is only necessary to argue that h˜n can
be dealt with by our previous results; notice that ηn 6 1. In particular, we know
from Thm. 3.2 that inf σ(H˜n) is an eigenvalue of H˜n; let Φn be a corresponding
normalized eigenvector. By Cor. 3.9, {Φn}n∈N contains a convergent subsequence,
call it {Φnj}j∈N, whose limit, call it Φ∞, is normalized, too, of course. Furthermore,
the monotone convergence of quadratic forms, h˜n[Ψ] ↓ h˜G,Λ[Ψ], Ψ ∈ QG,1, and the
fact that QG,1 is a core for h˜G,Λ imply that H˜n → H˜G,Λ, n → ∞, in the strong
resolvent sense; see [49, Thm. S.15 and Thm. S.16]. Applying Lem. 3.13 to the
subsequence {Φnj}j∈N, we see that Φ∞ ∈ D(H˜G,Λ) and H˜G,ΛΦ∞ = EG,ΛΦ∞. 
38 FUMIO HIROSHIMA AND OLIVER MATTE
Proposition 3.15 (Ground states for bounded G and finite Λ). Let Λ ∈ (0,∞)
and suppose that G is bounded. Then EG,Λ is an eigenvalue of H˜G,Λ.
Proof. Let H˜n denote the operator obtained upon putting 1{|m|>1/n}η in place of η
in the definition of H˜G,Λ. Then Lem. 2.11 implies that H˜n → H˜G,Λ in norm resolvent
sense, as n → ∞. Invoking Prop. 3.14 we further find a normalized ground state
eigenvector Φn of H˜n, for every n ∈ N. By Cor. 3.9, {Φn}n∈N contains a converging
subsequence and we conclude by applying Lem. 3.13 to that subsequence. 
In the next step we approximate an unbounded G by bounded open subsets. To
this end let us recall that we defined the operators T˜G,Λ,t on L2(R3,F ) with the
convention that a given Ψ ∈ L2(G′,F ), defined on an open subset G′ ⊂ R3 not
necessarily equal to G, is first extended to R3 by 0 before we apply T˜G,Λ,t to it. For
later reference we further note that
sup
Λ∈[0,∞]
sup
G⊂R3 open
sup
{‖T˜G,Λ,tΨ‖p ∣∣Ψ ∈ L2(R3,F ), ‖Ψ‖2 6 1} <∞,(3.48)
for all t > 0 and p ∈ [2,∞], as an immediate consequence of Prop. 3.1(2) applied to
H˜G,Λ. We also need a final technical lemma before we can continue our construction
of ground states:
Lemma 3.16. Assume that G is unbounded, and pick open sets Gn ⊂ G, n ∈ N,
such that ∅ 6= G1 ⊂ G2 ⊂ G3 ⊂ . . . , such that
⋃
n∈N Gn = G, and such that
every compact subset of G is contained in some Gn. Let t > 0, p ∈ [2,∞), and
Ψ ∈ L2(R3,F ). Then
lim
n→∞ supΛ∈[0,∞]
‖T˜Gn,Λ,tΨ− T˜G,Λ,tΨ‖p = 0,(3.49)
where the norm is the one on Lp(R3,F ).
Proof. Let x ∈ R3 and τGn(x) be the first entry time of Bx into Gcn. Let γ ∈
Ω. Then the image of the path {Bxs (γ) : s ∈ [0, t]} up to time t is compact.
Hence, it is contained in G, if and only if it is contained in every Gn with n >
nγ , for some nγ ∈ N. This implies that 1{τGn(x)>t} → 1{τG(x)>t} on Ω, as n →
∞. Thus, E[|1{τGn(x)>t} − 1{τG(x)>t}|6] → 0 by dominated convergence. Let Ψ ∈
L2(R3,F ). Employing Ho¨lder’s inequality, (2.53), and (2.55) similarly as in the
proof of Prop. 3.1(2) we then find
‖T˜Gn,Λ,tΨ− T˜G,Λ,tΨ‖p 6 sup
y∈R3
E
[
e−6
∫
t
0
V (Bys )ds
]1/6
sup
z∈R3
E[‖W˜Λ,t(z)‖6]1/6
·
(∫
R3
E
[|1{τGn(x)>t} − 1{τG(x)>t}|6]p/6(et∆/2‖Ψ(·)‖2)(x)p/2dx)1/p.
We recall that et∆/2 with t > 0 maps L1(R3) continuously into L
p/2(R3). Therefore,
the right hand side of the previous estimation goes to zero as n→∞ by dominated
convergence. The convergence is uniform in Λ ∈ [0,∞] on account of (2.55) where
the constants are Λ-independent. 
Proposition 3.17 (Ground states for finite Λ). Let Λ ∈ (0,∞) and assume that
the binding condition (3.11) is fulfilled. Then EG,Λ is an eigenvalue of H˜G,Λ.
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Proof. With Prop. 3.15 in mind we assume without loss of generality that G is
unbounded. Let Gn, n ∈ N, be bounded and have all properties postulated in the
statement of Lem. 3.16. By virtue of Prop. 3.15 we can, for every n ∈ N, find a
normalized ground state eigenvector of H˜Gn,Λ; we denote by Φn its extension by 0 to
G. Thanks to the binding condition and Cor. 3.12 we know that {Φn}n∈N contains
a subsequence converging in L2(G,F ), say {Φnj}j∈N. The relations (3.46), (3.48),
(3.49), and the Feynman-Kac formulas (2.56) for Gnj and G now imply that
Φ := lim
j→∞
Φnj = lim
j→∞
e
tEGnj ,Λ T˜Gnj ,Λ,tΦnj = e
−t(H˜G,Λ−EG,Λ)Φ,
for every t > 0. The claim now follows from the spectral calculus. 
Finally, we remove the ultraviolet cutoff in our existence results:
Theorem 3.18 (Ground states for H˜G,Λ; general case). Let Λ ∈ [0,∞] and assume
that the binding condition (3.11) is fulfilled. Then EG,Λ is an eigenvalue of H˜G,Λ.
Proof. In view of Prop. 3.17 it suffices to consider Λ = ∞. Pick any increasing
sequence Λn ↑ ∞, n → ∞. Then H˜G,Λn → H˜G,∞, n → ∞, in the norm resolvent
sense and Cor. 3.10 ensures that the binding conditions ΣG,Λn > EG,Λn hold, for all
n > n0 and some n0 ∈ N. By Prop. 3.17 every H˜G,Λn with n > n0 has a normalized
ground state eigenvector, say Φn. Again from Cor. 3.10 we infer that {Φn}n>n0
contains a converging subsequence. We conclude with the help of Lem. 3.13. 
Theorem 3.19 (Ground states for HG,Λ; general case). Let Λ ∈ [0,∞] and assume
that the binding condition (3.11) and the infrared condition ω−3/2η ∈ L1loc(R3) are
fulfilled. Then EG,Λ is an eigenvalue of HG,Λ.
Proof. Under the given infrared condition HG,Λ is unitarily equivalent to H˜G,Λ via
the Gross transformation G0,Λ. Therefore, the claim follows from Thm. 3.18. 
3.7. Continuity properties of ground states. As mentioned in the introduc-
tion, the compactness argument employed repeatedly in the previous subsection
can also be used to study the L2-continuity of ground state eigenvectors of the
renormalized Hamiltonians with respect to parameters like g. Before we do this we
have, however, to extend the crucial formulas of Prop. 3.7 to the case Λ = ∞. In
particular, we have to give a meaning to the annihilation operators corresponding
to the components of exmβ∞, which are not in L2(R3).
In fact, the definition of the ≪pointwise≫ annihilation operator in the beginning
of Subsect. 3.4 suggests the following extended definition of the ≪smeared≫ anni-
hilation operator: Let f ∈ L2(R3, ω−1dk) and Ψ ∈ D(aω(f)) := Q(dΓ(ω)). Since
aΨ ∈ L2(R3, L2(G,F );ω1/2dk), the following L2(G,F )-valued Bochner-Lebesgue
integral exists,
aω(f)Ψ :=
∫
R3
f¯(k)(aΨ)(k)dk.
As soon as f ∈ D(ω−1/2) ⊂ L2(R3), we then have aω(f) = a(f)↾Q(dΓ(ω)). (This is
always the case if inf ω > 0, of course.) In view of (3.23) and the Cauchy-Schwarz
inequality the familiar relative bound for the annihilation operator is still satisfied,
‖aω(f)Ψ‖ 6 ‖ω−1/2f‖L2(R3)‖dΓ(ω)1/2Ψ‖, Ψ ∈ Q(dΓ(ω)).(3.50)
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This gives in particular a meaning to the components of
aω(exmβ∞) :=
(
aω(exm1β∞), aω(exm2β∞), aω(exm3β∞)
)
,
which are well-defined operators whose domains equal Q(dΓ(ω)). The new notation
is very convenient to state the following extension of Prop. 3.7.
Proposition 3.20. Assume that the binding condition ΣG,∞ > EG,∞ is fulfilled
and let ΦG,∞ be a ground state eigenvector of H˜G,∞. Then, for a.e. k ∈ R3 \ {0},
the formula (3.30) is still valid for Λ = ∞, provided that aω(exˆmβ∞) is put in
place of a(exˆmβΛ) in the definitions (3.25) and (3.29).
Proof. Let k ∈ R3 \ {0}. Since H˜G,Λ → H˜G,∞, Λ→∞, in norm resolvent sense, we
know that EG,Λ → EG,∞, thus RG,Λ(k)→ RG,∞(k) in operator norm. Hence, also
(H˜G,Λ − EG,Λ)RG,Λ(k) Λ→∞−−−−−→ (H˜G,∞ − EG,∞)RG,∞(k),(3.51)
in operator norm, since
(H˜G,Λ′ − EG,Λ′ )RG,Λ′(k) = 1− ω(k)RG,Λ′(k), Λ′ ∈ [0,∞].(3.52)
Furthermore, the second limit relation stated in Thm. 2.6(4) together with (3.50)
shows that
aω(exˆmβΛ)RG,Λ(k)
Λ→∞−−−−−→ aω(exˆmβ∞)RG,∞(k) in B(L2(G,F ))3.(3.53)
Next, let n0 ∈ N and Λn, Φn, n > n0, be the same objects as in the proof
of Thm. 3.18. Let {Φnj}j∈N be a converging subsequence of {Φn}n>n0 and put
Φ := limj→∞ Φnj . Then
‖a(exˆmβΛnj )Φnj − aω(exˆmβ∞)Φ‖
6 ‖|m|1/2(βΛnj − β∞)‖‖dΓ(ω)
1/2Φ‖+ ‖|m|1/2β∞‖‖dΓ(ω)1/2(Φnj − Φ)‖,(3.54)
for every j ∈ N. On account of (2.35) we further find
‖∇(Φnj − Φ)‖2 + ‖dΓ(ω)1/2(Φnj − Φ)‖2
6 ch˜G,Λnj [Φnj − Φ] + c′‖Φnj − Φ‖2, j ∈ N,(3.55)
with constants c, c′ > 0 depending only on g and V . Here the term
h˜G,Λnj [Φnj − Φ] = EG,Λnj + EG,∞ − 2EG,ΛnjRe〈Φnj |Φ〉+ h˜G,Λnj [Φ]− h˜G,∞[Φ]
vanishes in the limit j →∞ in view of (2.34).
Let us extend the notation introduced in (3.24) through (3.29) to Λ =∞ replac-
ing a by aω in (3.25) and (3.29). Furthermore, let us indicate the Λ-dependence of
these vectors and operators by an additional subscript Λ. To apply (3.53) we shall
employ the following equivalent representation of the operator triple in (3.29),
ΞΛ,3(k) = {aω(exˆmβΛ)RG,Λ(k)}∗ e
−ik·xˆ − χ(k)
〈xˆ〉 , Λ ∈ [0,∞].(3.56)
Since the terms 〈xˆ〉 and 1/〈xˆ〉 in (3.25) and (3.28) (resp. (3.26) and (3.56)) cancel
each other, the above relations (3.53)–(3.55) then imply that
ΞΛnj ,2(k)k ·ΥΛnj ,2
j→∞−−−−−→ Ξ∞,2(k)k ·Υ∞,2,
ΞΛnj ,3(k) · kΥΛnj ,3
j→∞−−−−−→ Ξ∞,3(k) · kΥ∞,3.
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Let N ∈ N and denote by ϑN the maximal operator of multiplication with the
characteristic function of {|x| 6 N} on L2(G,F ). By virtue of (3.52) and (F.4) we
then know that the components of ϑN (H˜G,Λ − EG,Λ)RG,Λ(k)xˆ extend to bounded
operators on L2(G,F ), whose norms are bounded by a constant depending solely
on k 6= 0 and N . (Here we apply (F.4) with V − EG,Λ + ω(k) substituted for V
and z = 0.) Since the components of xˆΦ are in L2(G,F ), this in conjunction with
(3.51) implies
ϑNΞΛnj ,1(k)k ·ΥΛnj ,1
j→∞−−−−−→ ϑNΞ∞,1(k)k ·Υ∞,1.
Finally, we observe that the convergence dΓ(ω)1/2(ΦΛnj − Φ) → 0, j → ∞, in
L2(G,F ), the relation (3.23), and the Riesz-Fischer theorem imply that
(aΦΛmi )(k)
i→∞−−−−−→ (aΦ)(k) in L2(G,F ), for a.e. k ∈ R3,
where {mi}i∈N is some subsequence of {nj}j∈N.
Putting all the above remarks together and applying (3.7) to every cutoff Λmi
with i ∈ N, we arrive at
ϑN (aΦ)(k) = −
2∑
ℓ=1
ϑNΞ∞,ℓ(k)β∞(k)k ·ΥΛ,ℓ − ϑNΞ∞,3(k) · kβ∞(k)Υ∞,3,
for all N ∈ N and every k 6= 0 in the complement of some N -independent zero
set. 
We are now in a position to study the norm continuity of ground state eigenvec-
tors with respect to the coupling constant:
Theorem 3.21. Assume that G is connected. Let {gn}n∈N be a sequence in R
converging to some g ∈ R. Keep µ and η fixed and assume that, for the operator
H˜ := H˜G,∞ defined by means of g, the binding condition ΣG,∞ > EG,∞ holds.
Let Φ be the normalized, strictly positive ground state eigenvector of H˜, that exists
according to Thm. 2.15 and Thm. 3.18. Let H˜n be the operator obtained upon
putting gn in place of g in the construction of H˜. Then there exists n0 ∈ N such
that, for all n > n0, we find a normalized, strictly positive ground state eigenvector
Φn of H˜n, and limn→∞Φn = Φ.
Proof. With the extension of Prop. 3.7 given in Prop. 3.20 at hand, we see that the
statement and proof of Cor. 3.10 remain valid, if all ultraviolet cutoffs Λι appearing
there are set equal to ∞. This shows that a sequence of ground state eigenvectors
{Φn}n>n0 as in the statement exists.
Suppose for contradiction that {Φn}n>n0 does not converge to Φ. Then we find
some ε > 0 and a subsequence {Φnℓ}ℓ∈N such that ‖Φnℓ − Φ‖ > ε, for all ℓ ∈ N.
Then the just described modified version of Cor. 3.10 further implies, however,
that {Φnℓ}ℓ∈N contains another, strongly converging subsequence. Calling that
sub-subsequence {Φ′j}j∈N and its strong limit Φ′, we have ‖Φ′−Φ‖ > ε. Thanks to
Lem. 2.11 we also know that H˜n → H˜ , n →∞, in norm resolvent sense. Invoking
Lem. 3.13 we see that Φ′ is a normalized ground state eigenvector of H˜ . Since
every Φ′j is strictly positive, Φ
′ must be non-negative and, therefore, Φ′ = Φ; a
contradiction! 
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For convenience, we consider only the case G = R3 in the remaining part of this
section. The next two theorems complete the proofs of Thms. 1.10 and 1.11 in the
introduction:
Theorem 3.22. In the situation of Thm. 3.21 with G = R3, all ground state
eigenvectors Φ and Φn, n ∈ N, n > n0, have representatives which are continuous
maps from R3 into F . Moreover, if {xn}∞n=n0 is a sequence in R3 converging to
some x ∈ R3, then limn→∞ Φn(xn) = Φ(x).
Proof. We fix some t > 0 in this proof and suppose without loss of generality that
n0 = 1. We shall proceed in four steps.
Step 1. Assume that V is continuous and bounded and let Ψ ∈ L2(R3,F ) be
continuous and bounded as well. Denote by T˜ nt the Feynman-Kac operator defined
by means of gn, and by T˜t the one corresponding to g. (Here we drop the subscripts
G = R3 and Λ =∞.) Then the convergence
(T˜ nt Ψ)(xn)
n→∞−−−−−→ (T˜tΨ)(x),(3.57)
follows in a straightforward fashion from the dominated convergence theorem, if we
take the continuity of k ∋ h 7→ Ft/2(h) ∈ B(F ), (2.48), and (2.54) into account and
observe that gnexn → gex strongly as bounded operators on k.
Step 2. Let Ψ be as in Step 1. For general Kato decomposable V , we find a
sequence of bounded and continuous potentials Vm : R
3 → R, m ∈ N, such that
sup
y∈K
E
[∣∣e− ∫ t0 Vm(Bys )ds − e− ∫ t0 V (Bys )ds∣∣p] m→∞−−−−−−→ 0, p > 0,(3.58)
for all compact K ⊂ R3; see, e.g., [11, Prop. 2.3 and Lem. C.6]. Let T˜ n,mt be the
Feynman-Kac operator defined by means of gn and Vm, and T˜
n
t the one correspond-
ing to gn and V , where we set g∞ := g and x∞ := x. Then Ho¨lder’s inequality,
(2.48), (2.54), and (3.58) imply
sup
n∈N∪{∞}
∥∥(T˜ n,mt Ψ)(xn)− (T˜ nt Ψ)(xn)∥∥ m→∞−−−−−−→ 0.
Hence, (3.57) holds for general V as well.
Step 3. Let Ψ ∈ L2(R3,F ). Pick continuous and bounded Ψm ∈ L2(R3,F ),
m ∈ N, such that Ψm → Ψ, as m → ∞. Define T˜ nt as in Step 2. Employing
Ho¨lder’s inequality, (2.48), (2.53), and (2.54), we find some ct > 0, depending only
on supn |gn| and V besides t, such that
sup
n∈N∪{∞}
∥∥T˜ nt (Ψm −Ψ)(xn)∥∥ 6 ct‖et∆/2‖1/21,∞‖Ψm −Ψ‖2 m→∞−−−−−−→ 0.
We conclude that (3.57) actually holds for general V and all square-integrable Ψ.
Step 4. We now apply the result of Step 3 to the ground state eigenvectors Φn
and Φ. Define T˜ nt and T˜t as in Step 1, but now for general V . Then∥∥(T˜ nt Φn)(xn)− (T˜tΦ)(x)∥∥ 6 ∥∥(T˜ nt Φ)(xn)− (T˜tΦ)(x)∥∥+ ‖T˜ nt ‖2,∞‖Φn − Φ‖2,
for all n ∈ N. Since ‖T˜ nt ‖2,∞ is uniformly bounded in n ∈ N (again by Ho¨lder’s
inequality, (2.48), (2.53), and (2.54)), we infer from Thm. 3.21 and Step 3 that the
left hand side of the previous estimate goes to zero, as n → ∞. Since H˜n → H˜ in
norm resolvent sense, we also know that En := inf σ(Hn)→ E := inf σ(H), whence
Φn(xn) = e
tEn(T˜ nt Φn)(xn) converges to e
tE(T˜tΦ)(x) = Φ(x), as claimed. 
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Theorem 3.23. Consider the case G = R3 and assume that, besides the binding
condition ΣR3,∞ > ER3,∞, also the infrared regularity condition ω−
3/2η ∈ L2loc(R3)
is satisfied. Then the statements of Thm. 3.21 and Thm. 3.22 still hold true when
H := HR3,∞ is put in place of H˜R3,∞ and H˜n is substituted by the operator Hn
obtained upon replacing g by gn in the construction of H.
Proof. Under the condition ω−3/2η ∈ L2loc(R3), the Nelson operators and their
non-Fock versions are unitarily equivalent, whence it is clear that the assertion
of Thm. 3.21 carries over to H and Hn. To prove the convergence Φn(xn)→ Φ(x),
n→∞, for ground state eigenvectors of Hn and H , we can literally copy the proof
of Thm. 3.22, just dropping the tildes everywhere. 
Remark 3.24. Let t > 0, Ψ ∈ L2(R3,G ), and write again H˜ = H˜R3,∞ and H =
HR3,∞. If we choose a constant sequence of coupling constants gn = g, n ∈ N,
in the proof of Thm. 3.22, then the result of its third step shows that e−tH˜Ψ has
a unique continuous representative, which is given by the right hand side of the
corresponding Feynman-Kac formula. The same remark applies to e−tHΨ. In the
latter case this re-proves a part of [44, Thm. 8.8].
4. Absence of ground states
In this short section we complement the existence results of the previous one by
proving the non-existence of ground state eigenvectors of the massless (µ = 0)
Nelson operators HG,Λ with Λ ∈ (0,∞] in the infrared singular case where
g2
∫
{|k|<1}
η(k)2
ω(k)3
dk =∞.(4.1)
If a binding condition is fulfilled, then this result is new only for Λ =∞; see [30, 47].
Thanks to an additional argument based on the bound (F.5) we can, however, drop
the binding condition in the next theorem. Apart from this its proof is a simple
modification of the one given for finite Λ in [14, Thm. 2.5(2)] and [47, §5]. Results
based on path integration techniques proving the absence of ground states in Nelson
type models with confining potentials and ultraviolet regularized interactions can
be found in [19, 20, 38, 39].
Theorem 4.1. Let µ = 0, Λ ∈ (0,∞], and assume that (4.1) is satisfied. Then
EG,Λ is not an eigenvalue of HG,Λ.
Proof. We prove the theorem only for HG,∞. Then the general case can be included
by choosing η appropriately. Let Φ∞ ∈ Ran(1{EG,∞}(HG,∞)). We have to show
that Φ∞ = 0. To this end we proceed in two steps. In the first one we derive a
formula for (aΦ∞)(p) by modifying the usual ≪pull-through type≫ argument. In
the second step we present the aforementioned version of the argument from [14, 47]
that avoids the use of a binding condition.
Step 1. We pick some χ ∈ C0(R,R) with χ(0) = 1 and set χ˜(t) := tχ(t), t ∈ R.
For every Λ ∈ (0,∞), we further put ΦΛ := χ(HG,Λ − EG,Λ)Φ∞ ∈ D(HG,Λ). Then
the convergence in norm resolvent sense HG,Λ − EG,Λ → HG,∞ − EG,∞ entails
ΦΛ −→ Φ∞, χ˜(HG,Λ − EG,Λ)Φ∞ −→ 0, Λ→∞.(4.2)
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Let p ∈ R3 \ {0} and let g ∈ L2(R3) have a compact support in R3 \ {0}. We
further set
IG,Λ′(p) := (HG,Λ′ − EG,Λ′ + ω(p))−1, Λ′ ∈ (0,∞].
According to [23] the form domain of every HG,Λ′ with finite or infinite Λ′ is con-
tained in the form domain of dΓ(ω). (See also the explanation in the proof of
Lem. 4.2 below.) In particular, the range of IG,Λ′ (p) is contained in the domain of
a†(ωsg), for all s > 0. With the help of (2.21) we can proceed along the lines of
the proof of Prop. 3.7, with ΦΛ put in place of the ground state eigenvector ΦG,Λ
considered there, to obtain the relation
〈a†(g)IG,Λ(p)Ψ|χ˜(HG,Λ − EG,Λ)Φ∞〉 = 〈a†(g)Ψ|ΦΛ〉
+ 〈a†([ω − ω(p)]g)IG,Λ(p)Ψ|ΦΛ〉
+ 〈IG,Λ(p)Ψ|〈g|exˆfΛ〉ΦΛ〉,(4.3)
for all Ψ ∈ D(G,Q(dΓ(ω))) and finite Λ.
Let Λ0 > 0 be so large that the open ball of radius Λ0 about the origin in R
3
contains the support of g. Then the bounded multiplication operator defined by
the function
〈g|exfΛ〉 =
∫
R3
g(k)e−ik·xf∞(k)dk =: Qg(x), x ∈ G,(4.4)
actually is independent of Λ ∈ [Λ0,∞). The subsequent Lem. 4.2 further implies
a†(ωsg)IG,Λ(p)Ψ
Λ→∞−−−−−→ a†(ωsg)IG,∞(p)Ψ,(4.5)
for all Ψ ∈ L2(G,F ) and s > 0. Passing to the limit Λ → ∞ in (4.3) and taking
(4.2), (4.4), (4.5), and Φ∞ ∈ Q(dΓ(ω)) into account, we deduce that
a(g)Φ∞ = IG,∞(p)a([ω(p)− ω]g)Φ∞ − IG,∞(p)QgΦ∞.
As in the proof of Prop. 3.7, an argument based on the Lebesgue point theorem
now leads to the first identity in
(aΦ∞)(p) = −gη(p)ω(p)−1/2IG,∞(p)e−ip·xˆΦ∞
= −gη(p)ω(p)−3/2Φ∞ − gη(p)ω(p)−1/2IG,∞(p)(e−ip·xˆ − 1)Φ∞,(4.6)
for a.e. p 6= 0.
Step 2. Let N ∈ N and let ϑN denote multiplication with the characteristic
function of {|x| 6 N} in L2(G,F ). Define Fp(x) := ω(p)1/2〈x〉, for all p,x ∈
R3. Then |∇Fp| 6 ω(p)1/2. For non-zero p, Ex. F.3 implies that e−FpIG,∞(p)eFp
extends to a bounded operator on L2(G,F ) with norm 6 2/ω(p). Together with
the elementary bounds
e−Fp(x)|e−ip·x − 1| 6 |p||x|e−|p|1/2|x| 6 |p|
1/2
e
,
this gives
0 < |p| 6 1 ⇒ ‖η(p)ω(p)−1/2ϑNIG,∞(p)(e−ip·xˆ − 1)Φ∞‖ 6 2e
N
|p| ‖Φ∞‖,
which in conjunction with (4.6) permits to get∫
{|p|61}
‖(aϑNΦ∞)(p) + gη(p)ω(p)−3/2ϑNΦ∞‖2dp 6 16πg2e2N‖Φ∞‖2.
GROUND STATES IN THE RENORMALIZED NELSON MODEL 45
Under the condition (4.1) the previous bound can, however, only be true provided
that ϑNΦ∞ = 0; compare [14, Lem. 2.6]. Since N ∈ N was arbitrary, we find
Φ∞ = 0. 
The next lemma holds again for arbitrary boson masses µ > 0.
Lemma 4.2. For every Λ ∈ [0,∞], the form domain of HG,Λ is contained in the
form domain of dΓ(ω) and
dΓ(ω)
1/2(HG,Λ − EG,Λ + ζ)−1Ψ Λ→∞−−−−−→ dΓ(ω)1/2(HG,∞ − EG,∞ + ζ)−1Ψ,(4.7)
for all Ψ ∈ L2(G,F ) and ζ > 0.
Proof. The first assertion is proved in [23]. (It follows from Q(H˜G,K,Λ) = QG ⊂
Q(dΓ(ω)), 0 < K < Λ 6∞, the relations (2.29) and (2.39), and Lem. A.3.)
To verify (4.7) we write θ :=
∫ ⊕
G (1+dΓ(ω))dx, recall the notation (2.24) for the
Gross transformation, and pick some K > 0. In view of the second convergence
relation asserted in Thm. 2.6(4), the strong convergence GK,Λ → GK,∞, Λ → ∞,
and the transformation formulas (2.29) and (2.39) it suffices to show that
sup
K6Λ6∞
‖θ1/2G∗K,Λθ−1/2‖ 6 1 + ‖ω1/2β∞‖,(4.8)
as well as
θ
1/2G∗K,Λθ
−1/2Ψ Λ→∞−−−−−→ θ1/2G∗K,∞θ−1/2Ψ, Ψ ∈ L2(G,F ).(4.9)
But (4.8) is a direct consequence of Lem. A.3 (which presents a bound from [23]),
while (4.9) follows from Lem. A.3, Lem. A.4, and the dominated convergence the-
orem. 
5. Path measures associated with ground states
In this section we shall always assume that the binding condition (3.11) and the
infrared regularity condition ω−3η2 ∈ L1loc(R3) are satisfied. For simplicity we shall
restrict our attention to the case
G = R3 and Λ =∞,
and we shall drop the subscripts G and Λ in the notation, so that for instance
H = HR3,∞, E = ER3,∞,
just as in the introduction. (Then the ultraviolet regular case actually is included
since we still have the freedom to choose η.) The symbol Φ will denote the con-
tinuous representative of the strictly positive normalized eigenvector of the Nelson
operator H corresponding to the infimum of its spectrum E. Finally, we fix some
x ∈ R3 throughout the whole section.
Our objective is to construct certain path measures associated with Φ and x that
permit to obtain nontrivial bounds on various expectation values with respect to
Φ(x). A similar analysis of ground state expectations in non-relativistic quantum
field theory has been pursued first in [10]. The analogues of the path measures
considered in the latter article (for finite Λ) are obtained upon integrating the path
measures constructed here with respect to the probability density ‖Φ(·)‖.
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5.1. Martingales associated with ground states. We start by defining the
process
Mt(x) := e
tEWVt (x)
∗Φ(Bxt ), t > 0,
where we used the shorthand
WVt (x) := e
− ∫ t
0
V (Bxs )dsW∞,t(x).(5.1)
Furthermore, we let (Gt)t>0 denote the completion of the filtration generated by
the Brownian motion B = (Bt)t>0, which is automatically right continuous.
Lemma 5.1. The process (Mt(x))t>0 is a continuous F -valued martingale with
respect to the filtration (Gt)t>0. For each t > 0, the random variable Mt(x) is in
every Lp(Ω,P;F ) with 1 6 p <∞.
Proof. On account of (2.53), (2.55), and the boundedness of Φ it is clear that
Mt(x) ∈ Lp(Ω,P;F ), for all t > 0 and finite p > 1. For all 0 6 s 6 t < ∞, a
Markov property proven in [44, Prop. 5.8 (4)] further implies the first equality in
E
Fs [Mt(x)] = e
tEWVs (x)
∗(Tt−sΦ)(Bxs ) =Ms(x), P-a.s.;
recall that Tτ = TR3,∞,τ as we are dropping all subscripts R3 and ∞ in the nota-
tion. The second equality follows from the relation e(t−s)ETt−sΦ = Φ. From [44,
Rem. 5.4(1)&(2)] we infer that Ms(x) is Gs-measurable and we conclude. 
5.2. Construction of path measures associated with ground states. In
what follows we suppose that B− = (B−t)t>0 be a three-dimensional Brownian
motion on (Ω,F, (Ft)t>0,P) independent from B. We shall put a minus sign in
front of the time parameter of all probabilistic objects defined by means of B−.
This leads to better looking formulas and facilitates comparison of our discussion
with the previous literature where the notion of two-sided Brownian motion was
used. For instance, (G−t)t>0, (WV−t(x))t>0, and (M−t(x))t>0 are defined as before
but with B− put in place of B. Then Lem. 5.1 says that (M−t(x))t>0 is (G−t)t>0-
adapted. In particular, the path maps M•(x) and M−•(x) are independent.
For all t > 0, we further put Ht := σ(Gt ∪G−t) and
mt(x) := 〈M−t(x)|Mt(x)〉, t > 0.
Lemma 5.2. The process (mt(x))t>0 is a positive martingale with respect to the
filtration (Ht)t>0 starting at ‖Φ(x)‖2 > 0. For each t > 0, the random variable
mt(x) is in every L
p(Ω,P) with 1 6 p <∞. In particular,
E[mt(x)] = ‖Φ(x)‖2, t > 0.(5.2)
Proof. The existence of the p-th moments of mt(x) for all finite p > 1 follows
immediately from Lem. 5.1. Let t > s > 0. Since Hs ⊂ σ(G−t ∪ Gs) and M−t(x)
GROUND STATES IN THE RENORMALIZED NELSON MODEL 47
is σ(G−t ∪Gs)-measurable,
E
Hs [mt(x)] = E
Hs
[
E
σ(G−t∪Gs)[〈M−t(x)|Mt(x)〉]
]
= EHs
[〈
M−t(x)
∣∣∣Eσ(G−t∪Gs)[Mt(x)]〉]
= Eσ(G−s∪Gs)
[〈
M−t(x)
∣∣∣EGs [Mt(x)]〉]
=
〈
E
σ(G−s∪Gs)[M−t(x)]
∣∣∣EGs [Mt(x)]〉
=
〈
E
G−s [M−t(x)]
∣∣∣EGs [Mt(x)]〉.
In the third step we used the independence ofG−t andGs and theG−t-independence
of Mt(x). Likewise, we exploited the independence of G−s and Gs and the Gs-
independence of M−t(x) in the last step. In view of Lem. 5.1 the term in the last
line equals ms(x). 
From now on we choose Ω to be equal to
Ωw := C([0,∞),R6),
as we shall exploit that Ωw is a Polish space when equipped with the topology asso-
ciated with locally uniform convergence. The symbol Pw will denote the completed
Wiener measure on Ωw giving probability one to the set of continuous paths start-
ing at 0. The symbol Ew will denote the corresponding expectation; similarly for
conditionial expectations. Furthermore, B and B− will from now on stand for the
first three and the last three components, respectively, of the canonical evaluation
process on Ωw. We put
F˚t := σ(Bs,B−s : 0 6 s 6 t), for all t > 0, and F˚∗ :=
⋃
t>0
F˚t.
Then F˚∗ generates the Borel σ-algebra associated with the Polish topology on Ωw,
σ(˚F∗) = B(Ωw).
From now on the filtration (Ft)t>0 is chosen to be the completion of (˚Ft)t>0, which
is indeed right continuous. Then Ft = Ht, for all t > 0, where Ht was defined in
front of Lem. 5.2.
We are now in a position to introduce path measures associated with Φ and x
by means of a standard construction: First, we define µx,∗ : F˚∗ → R by
µx,∗(A) :=
1
‖Φ(x)‖2Ew[1Amt(x)], A ∈ F˚t, t > 0.
The set function µx,∗ is well-defined in this way since, by virtue of Lem. 5.2,
Ew[1Amt(x)] = Ew
[
1AE
Fs
w [mt(x)]
]
= Ew[1Ams(x)], A ∈ F˚s, 0 6 s 6 t.
In view of (5.2), each restriction µ↾
F˚t
is a probability measure on F˚t, i.e., µx,∗ is
a promeasure in the nomenclature of [27]. By a wellknown result (see, e.g., [27,
Satz 1.25′]) every such promeasure on F˚∗ is automatically σ-additive. (Here the
fact that Ωw or, more precisely, the spaces C([0, t],R
6), t > 0, are Polish is used.)
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Definition 5.3. By the preceding remarks and Carathe´odory’s extension theorem,
µx,∗ has a unique extension to a probability measure on (Ωw,B(Ωw)). We denote
this extension by µx,∞ and call it the path measure associated with Φ and x.
5.3. Analysis of ground state expectations via path measures. To analyze
expectations with respect to µx,∞, it is helpful to introduce a new family of mea-
sures, given by more explicit formulas, that converges to µx,∞ in a suitable sense.
For this we pick an arbitrary square-integrable, non-negative function g : R3 → R.
For every t > 0, we then define a probability measure µx,t on B(Ωw) by
µx,t(A) :=
1
Zx,t
Ew[1ALt(x)g(B
x
−t)g(B
x
t )], A ∈ B(Ωw),(5.3)
with a normalization constant Zx,t and
Lt(x) := e
− ∫ t
0
(V (Bxs )+V (B
x
−s))ds+ut+u−t+〈U−−t|U−t 〉.
Here we continue using our convention to put a minus sign in front of the time
parameter of all processes that are defined by the earlier formulas but with B−
put in place of B. Let us explain why Zx,t is indeed strictly positive: Recall first
that ǫ(0) = (1, 0, 0, . . . ) is the vacuum vector in F . Employing (2.46), (2.47), and
(2.49) we deduce that
WVt (x)
∗ǫ(0) = eut−
∫
t
0
V (Bxs )dsǫ(−exU−t ) = eut−
∫
t
0
V (Bxs )dsΓ(ex)ǫ(−U−t ),(5.4)
and analogously for −t. This permits to get
Lt(x)g(B
x
−t)g(B
x
t ) = 〈WV−t(x)∗g(Bx−t)ǫ(0)|WVt (x)∗g(Bxt )ǫ(0)〉,(5.5)
for all t > 0. The independence of random variables indexed by t and −t now
implies
Zx,t = Ew
[
〈WV−t(x)∗g(Bx−t)ǫ(0)|WVt (x)∗g(Bxt )ǫ(0)〉
]
=
〈
Ew[W
V
−t(x)
∗g(Bx−t)ǫ(0)]
∣∣∣Ew[WVt (x)∗g(Bxt )ǫ(0)]〉
= ‖(Ttgǫ(0))(x)‖2.(5.6)
Here the vector gǫ(0) ∈ L2(R3,F ) is non-negative and non-zero. Since, for t > 0,
we know that Tt is positivity improving and elements in its range are continuous, we
deduce that (Ttgǫ(0))(x) is strictly positive and in particular has a non-vanishing
norm.
The connection of the measures in (5.3) to the ground state path measure µx,∞
is revealed by the following theorem which is an analogue (here for fixed x and
without ultraviolet cutoff) of a result that first appeared in [10]. Its proof requires,
however, a new discussion of certain convergence properties.
Theorem 5.4. The family of probability measures {µx,t}t>0 converges locally to
µx,∞ in the sense that µx,t(A)→ µx,∞(A), t→∞, for all A ∈ F˚∗.
Proof. Let t > 0 and A ∈ F˚t. For all τ > t, the formulas (5.3) and (5.5) imply
µx,τ (A) =
1
Zx,τ
Ew
[
1AE
Ft
w
[
〈WV−τ (x)∗g(Bx−τ )ǫ(0)|WVτ (x)∗g(Bxτ )ǫ(0)〉
]]
.
Here the Markov property derived in [44, Prop. 5.8(4)] shows that
E
Ft
w [W
V
τ (x)
∗g(Bxτ )ǫ(0)] =W
V
t (x)
∗(Tτ−tgǫ(0))(Bxt ),
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and analogously for the objects indexed by −τ . Thus,
µx,τ (A) = Ew
[
1A〈WV−t(x)∗Ψt,τ (Bx−t)|WVt (x)∗Ψt,τ (Bxt )〉
]
,(5.7)
for all τ > t, with (recall also (5.6))
Ψt,τ :=
1
‖(Tτgǫ(0))(x)‖Tτ−tgǫ(0).
Next, we claim that
Ψt,τ
τ→∞−−−−−→ e
tE
‖Φ(x)‖Φ in L
2(R3,F ).(5.8)
In fact, the spectral calculus implies Υs → Φ, s→∞, in L2(R3,F ) with
Υs :=
1
‖Tsgǫ(0)‖Tsgǫ(0), s > 0,
and since Tt maps L
2(R3,F ) continuously into Cb(R
3,F ), the space of bounded
continuous functions from R3 to F , it follows that
Ψt,τ =
1
‖(TtΥτ−t)(x)‖Υτ−t
τ→∞−−−−−→ 1‖(TtΦ)(x)‖Φ in L
2(R3,F ).
Here we used again that (TtTτ−tgǫ(0))(x) = (Tτgǫ(0))(x) is strictly positive, for all
τ > t > 0. We conclude the justification of (5.8) by using (TtΦ)(x) = e
−tEΦ(x).
Since Ψt,τ = TtΨ2t,τ , for all τ > 2t, and Tt is continuous from L
2(R3,F ) into
Cb(R
3,F ), we may further conclude that, pointwise on Ωw,
Ψt,τ (B
x
t )
τ→∞−−−−−→ e
2tE
‖Φ(x)‖ (TtΦ)(B
x
t ) =
etE
‖Φ(x)‖Φ(B
x
t ),
sup
τ>2t
‖Ψt,τ(Bxt )‖ 6 ‖Tt‖2,∞ sup
τ>2t
‖Ψ2t,τ‖ <∞,
and similarly for B−. Since ‖WV−t(x)‖‖WVt (x)‖ is Pw-integrable, we may therefore
pass to the limit τ → ∞ under the expectation in (5.7) with the help of the
dominated convergence theorem to see that µx,τ (A)→ µx,∗(A) = µx,∞(A). 
The previous theorem implies a formula, Eqn. (5.10) in the next corollary, for
expectation values with respect to Φ(x). This formula will be the starting point
for the proof of Thm. 1.12. Upon integrating (5.10) with respect to x we also get
a formula for the ground state expectation of any bounded decomposable operator
on L2(R3,F ), at least when the somewhat implicit and strong measurability and
convergence conditions in the next corollary can be verified for every x ∈ R3.
Corollary 5.5 (Ground state expectations via path measures). Let O ∈ B(F ) and
define
K˜x,t[O] :=
〈ǫ(−U−−t)|Γ(e∗x)OΓ(ex)ǫ(−U−t )〉
〈ǫ(−U−−t)|ǫ(−U−t )〉
, t > 0.(5.9)
Assume that (K˜x,t[O])t>0 has a (˚Ft)t>0-adapted modification that we henceforth
denote by (Kx,t[O])t>0. Assume further there exists a bounded B(Ωw)-measurable
function Kx,∞[O] : Ωw → R and such that Kx,t[O]→ Kx,∞[O], t→∞, uniformly
on all of Ωw. Then
〈Φ(x)|OΦ(x)〉 = ‖Φ(x)‖2
∫
Ωw
Kx,∞[O]dµx,∞.(5.10)
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Proof. The discussion in the proof of Thm. 5.4 shows that
1
‖(Ttgǫ(0))(x)‖ (Ttgǫ(0))(x) = (T1Ψ1,t)(x)
t→∞−−−−−→ e
E
‖Φ(x)‖ (T1Φ)(x) =
1
‖Φ(x)‖Φ(x).
Employing the defining formula for Tt and the independence of the processes in-
dexed by t and −t as in (5.6), we further find
〈(Ttgǫ(0))(x)|O(Ttgǫ(0))(x)〉 = Ew
[
〈WV−t(x)∗g(Bx−t)ǫ(0)|OWVt (x)∗g(Bxt )ǫ(0)〉
]
,
for all t > 0. Combining this with (5.4) and taking the F˚t-measurability of Kx,t[O]
into account in the last step, we thus obtain
〈Φ(x)|OΦ(x)〉
‖Φ(x)‖2 = limt→∞
〈(Ttgǫ(0))(x)|O(Ttgǫ(0))(x)〉
‖(Ttgǫ(0))(x)‖2 ,
= lim
t→∞
1
Zx,t
Ew
[
Lt(x)g(B
x
−t)g(B
x
t )K˜x,t[O]
]
= lim
t→∞
∫
Ωw
Kx,t[O]dµx,t.
Now the assertion follows from Thm. 5.4 and the postulated uniform convergence
of Kx,t[O]. In fact, given ε > 0, we pick s > 0 so large that |Kx,t[O]−Kx,r[O]| < ε,
for all s 6 r, t 6∞. Then∣∣∣∣ ∫
Ωw
Kx,t[O]dµx,t −
∫
Ωw
Kx,∞[O]dµx,∞
∣∣∣∣
6 2ε+
∣∣∣∣ ∫
Ωw
Kx,s[O]dµx,t −
∫
Ωw
Kx,s[O]dµx,∞
∣∣∣∣,
for all t > s. As t → ∞, the term in the second line converges to 2ε by Thm. 5.4
and the F˚s-measurability of Kx,s[O] and we conclude. 
When combined with the following lemma, the previous corollary can be used to
study ground state expectations of certain unbounded observables, without a priori
information on whether Φ(x) is in their domain or not. Here the crucial point
is that the limiting measure µx,∞ permits to construct holomorphic functions as
the one called g in the next lemma. The lemma is an abstracted version of an
observation made in [34, Thm. 10.12]. In its statement and proof Dr(z) denotes
the open disc of radius r > 0 about z ∈ C in the complex plane.
Lemma 5.6. Let A be a non-negative self-adjoint operator in some Hilbert space
K and let φ ∈ K . Suppose there exist R > 0 and a holomorphic function g :
DR(0)→ C such that
〈φ|e−zAφ〉 = g(z),(5.11)
for all z ∈ DR(0) with Re[z] > 0. Then φ ∈ D(esA/2), for all s ∈ (0, R), and
〈e−xA/2φ|e−xA/2−iyAφ〉 = g(z), z ∈ DR(0), x = Re[z], y = Im[z].(5.12)
Proof. Let r ∈ (0, R). Then we find real numbers 0 < ξ < ρ < R such that
Dr(0) ⊂ Dρ(ξ) ⊂ DR(0). Let g(z) =
∑∞
n=0 bn(z − ξ)n denote the Taylor series
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of g at ξ, whose radius of convergence is larger than ρ. Furthermore, let ς be the
spectral measure of A corresponding to φ. Then Fubini’s theorem implies
〈φ|e−zAφ〉 =
∞∑
n=0
(ξ − z)n 1
n!
∫ ∞
0
λne−ξλdς(λ), z ∈ Dξ(ξ).(5.13)
Comparing coefficients we infer from the validity of (5.11) for z ∈ Dξ(ξ) that
bn =
(−1)n
n!
∫ ∞
0
λne−ξλdς(λ), n ∈ N0.
Since the Taylor series of g at ξ converges absolutely on Dρ(ξ), we see a posteriori
that the series on the right hand side of (5.13) actually converges absolutely for all
z ∈ Dρ(ξ). This permits to invoke Tonelli’s theorem to argue that∫ ∞
0
e−xλdς(λ) =
∞∑
n=0
(ξ − x)n 1
n!
∫ ∞
0
λne−ξλdς(λ) <∞, −r < x < 0.
Since r ∈ (0, R) was arbitrary, this shows that φ ∈ D(esA/2), for all s ∈ (0, R). The
spectral calculus now implies that DR(0) ∋ z 7→
∫∞
0 e
−zλdς(λ) is holomorphic and
equal to the function defined by the left hand side of (5.12). The identity theorem
for holomorphic functions finally entails the equality in (5.12). 
5.4. Super-exponential decay of boson numbers in ground states. As an
application of Cor. 5.5 and the succeeding lemma we prove Thm. 1.12 at the end
of this subsection. For 0 < L < ∞, we shall consider the second quantization of
the characteristic function
χL := 1{|m|6L}.(5.14)
For all t > 0 and z ∈ C with Re[z] > 0, we infer from (2.5) and (5.9) that
K˜x,t[e
−zdΓ(χL)] = e〈U
−
−t|(e−zχL−1)U−t 〉.(5.15)
A direct consequence of [44, Lem. 3.11] is that, Pw-a.s.,
U−t =
∫ t
0
e−sω−im·BsfLds+ (1− e−tω−im·Bt)βL,∞ −M−L,t, t > 0,(5.16)
where
M−L,t :=
∫ t
0
e−sω−im·BsimβL,∞dBs, t > 0,
is a square-integrable L2(R3)-valued martingale; see [44, Lem. 3.10]. The process
U−−t is given by the same formulas with B− substituted for B. Notice that the last
two members of the right hand side of (5.16) vanish when they are multiplied with
(e−zχL − 1); recall (2.18). This implies that the exponent on the right hand side of
(5.15) can Pw-a.s. be written as
〈U−−t|(e−zχL − 1)U−t 〉 = (e−z − 1)wL,t, t > 0,
where wL,t is the bounded, F˚t-measurable random variable given by
wL,t := g
2
∫ t
0
∫ t
0
∫
{|k|6L}
e−(r+s)ω(k)−ik·(Br−B−s)
η(k)2
ω(k)
dk dr ds.
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Proposition 5.7. Let 0 < L < ∞. Then, as t goes to infinity, wL,t converges
uniformly on Ωw to some bounded, B(Ωw)-measurable random variable wL,∞ :
Ωw → C. For every z ∈ C, we further have Φ(x) ∈ D(ezdΓ(χL)) and
〈Φ(x)|e−zdΓ(χL)Φ(x)〉 = ‖Φ(x)‖2
∫
Ωw
e(e
−z−1)wL,∞dµx,∞.(5.17)
Proof. We start by observing that
|wL,t − wL,t′ | 6 2g2
∫
{|k|6L}
e−tω(k)
η(k)2
ω(k)3
dk, t′ > t > 0.
By virtue of the infrared condition this implies the first statement, which further
reveals that the right hand side of (5.17) defines an entire function of z ∈ C. For all
z ∈ C with Re[z] 6 0, the identity (5.17) is now a direct consequence of Cor. 5.5.
By virtue of Lem. 5.6 we finally extend (5.17) to all z ∈ C. 
Proof of Thm. 1.12. We choose L = 1 in (5.14) and set χ1 := 1 − χ1. In view of
Thms. 1.1 and 1.2 it suffices to treat the massless case µ = 0, where χ1 6 ω ∧ 1.
Let r > 0. By virtue of a Cauchy-Schwarz inequality and Prop. 5.7 we obtain
‖erdΓ(1)Φ(x)‖ 6 ‖e2rdΓ(χ1)Φ(x)‖1/2‖e2rdΓ(χ1)Φ(x)‖1/2
6 ‖Φ(x)‖1/2e(e4r−1)‖w1,∞‖∞/4‖e2rdΓ(ω∧1)Φ(x)‖1/2,
and we conclude by applying the bound in Thm. 1.1 (resp. Thm. 1.2). 
5.5. On Gaussian domination. Another application of Cor. 5.5 and Lem. 5.6 is
the following proof of our last main theorem.
Proof of Thm. 1.14. Let h ∈ L2(R3). Plugging the Weyl operator W (−ish) =
e−isϕ(h) into (5.9) and taking (2.2) into account, we obtain
K˜x,t[W (−ish)] = e−s
2‖h‖2/2+isα˜x,t[h],
for all t > 0 and s ∈ R, with
α˜x,t[h] := 〈h|exU−t 〉+ 〈exU−−t|h〉.
We now proceed in three steps. In the first step we prove (1.11) imposing a technical
extra condition on h that is dropped in the second one. In the third step we verify
(1.12).
Step 1. Assume in addition that that ωǫh ∈ L2(R3), for some ǫ > 0. Then we
infer from [44, Lem. 3.6] that α˜x[h] is indistinguishable from the (˚Ft)t>0-adapted
complex-valued integral process
αx,t[h] := g
∫ t
0
∫
R3
e−sω(k)−ik·B
x
s h(k)ω(k)−1/2η(k)dk ds
+ g
∫ t
0
∫
R3
e−sω(k)+ik·B
x
−sh(k)ω(k)−1/2η(k)dk ds, t > 0.(5.18)
In fact, thanks to the infrared condition ω−3/2η ∈ L2loc(R3) and the additional
condition on h, both double Lebesgue integrals in the previous formula exist also
for t = ∞ and define a bounded B(Ωw)-measurable function αx,∞[h] : Ωw → C.
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Furthermore, αx,t[h] → αx,∞[h] uniformly on Ωw, as t → ∞. Hence, Cor. 5.5
applies and yields
〈Φ(x)|e−isϕ(h)Φ(x)〉 = ‖Φ(x)‖2
∫
Ωw
e−s
2‖h‖2/2+isαx,∞[h]dµx,∞,
for all s ∈ R. Upon integrating the above identity over R with respect to the measure
(2π)−1/2e−s
2/2ds and employing the spectral calculus and Fubini’s theorem, we
deduce that
〈Φ(x)|e−zϕ(h)2/2Φ(x)〉
=
‖Φ(x)‖2√
1 + z‖h‖2
∫
Ωw
e−zαx,∞[h]
2/2(1+z‖h‖2)dµx,∞.(5.19)
Here we also put z1/2h in place of h, which is allowed for all z ∈ [0,∞). Since αx,∞[h]
is a bounded random variable, the right hand side of (5.19) is, however, well-defined
and analytic as a function of z on the disc Dh := {z ∈ C : |z| < 1/‖h‖2}. (Here
we choose the branch of the complex square root slit on the negative half-axis in
the denominator on the right hand side.) By the spectral calculus, the left hand
side of (5.19) is well-defined and analytic on {z ∈ C : Re[z] > 0}. By the identity
theorem for holomorphic functions the left and right hand sides of (5.19) agree on
{z ∈ Dh : Re[z] > 0}. Employing Lem. 5.6 we conclude that Φ(x) ∈ D(erϕ(h)2/4),
for every r ∈ (0, 1/‖h‖2), and
〈e−xϕ(h)2/4Φ(x)|e−xϕ(h)2/4−iyϕ(h)2/2Φ(x)〉
=
‖Φ(x)‖2√
1 + z‖h‖2
∫
Ωw
e−zαx,∞[h]
2/2(1+z‖h‖2)dµx,∞,(5.20)
for all z ∈ Dh with x := Re[z] and y := Im[z].
Now assume that h ∈ r, where r is the completely real subspace of L2(R3) defined
in (1.10). Then αx,∞[h] is a real-valued random variable: For taking the complex
conjugate of αx,∞[h] leads to the same result as substituting k → −k in the two
integrals on the right hand side of (5.18). Also assuming ‖h‖ < 1/2 and choosing
z = −4, we see that e2αx,∞[h]2/(1−4‖h‖2) > 1 and obtain the desired lower bound
(1.11) under the extra condition ωǫh ∈ L2(R3).
Step 2. Let h ∈ r satisfy ‖h‖ < 1/2 but otherwise be arbitrary. Pick some
ǫ > 0 and hn ∈ r satisfying ‖hn‖ 6 ‖h‖, ωǫhn ∈ L2(R3), n ∈ N, and hn → h,
n → ∞. (E.g., hn = 1{ω<n}h.) Pick some α > 1 such that 4α2‖h‖2 < 1. Define
Θ(t) := c(t/R)et
2
, t ∈ R, for some R > 0 to be fixed later on, where c : R → [0, 1]
is continuous with supp(c) ⊂ [−2, 2] and c = 1 on [−1, 1]. If g ∈ {h}∪ {hn|n ∈ N},
then the spectral calculus and Lemma H.1 entail
‖eϕ(g)2Φ(x)−Θ(ϕ(g))Φ(x)‖ 6 e−(α−1)R2‖eαϕ(g)2Φ(x)‖
6
e−(α−1)R
2√
1− 4α2‖h‖2 ‖e
dΓ(1)/(α−1)Φ(x)‖,
where the term in the second line is well-defined by Thm. 1.12. Here we also used
the condition ‖hn‖ 6 ‖h‖ in the last step. Let δ > 0. Then the previous bound
permits to fix a sufficiently large R > 0 such that
‖eϕ(g)2Φ(x)−Θ(ϕ(g))Φ(x)‖ < δ
3
, g ∈ {h} ∪ {hn|n ∈ N}.
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Since hn → h, n → ∞, in L2(R3), the strong continuity of the Weyl represen-
tation further implies that ϕ(hn) → ϕ(h) in the strong resolvent sense, whence
Θ(ϕ(hn))→ Θ(ϕ(h)) strongly; see, e.g., [49, Thm. VIII.20(b)]. Thus, we find some
m ∈ N such that ‖Θ(ϕ(hm))Φ(x)−Θ(ϕ(h))Φ(x)‖ < δ/3. Combining these remarks
and applying (1.11) to hm we find
‖eϕ(h)2Φ(x)‖ > ‖eϕ(hm)2Φ(x)‖ − δ > ‖Φ(x)‖
4
√
1− 4‖hm‖2
− δ > ‖Φ(x)‖
4
√
1− 4‖h‖2 − δ.
Since δ > 0 was arbitrary, this concludes the proof of (1.11).
Step 3. Let h ∈ r satisfy ‖h‖ > 1/2. Then we find some δ ∈ (0, 1] such that
4δ‖h‖2 = 1. We further pick δn ∈ (0, 1) such that δn ↑ δ, as n → ∞. Let νΦ(x) be
the spectral measure of ϕ(h) associated with Φ(x). Then the monotone convergence
theorem and (1.11) imply∫
R
e2t
2
dνΦ(x) >
∫
R
e2δt
2
dνΦ(x)
= lim
n→∞
∫
R
e2δnt
2
dνΦ(x) > lim
n→∞
‖Φ(x)‖2√
1− 4δn‖h‖2
=∞,
which proves (1.12) 
Appendix A. Some properties of Weyl operators
Here we collect some technical results on the Weyl representation that are used
in Sect. 4 and in the succeeding App. B. The reader should keep in mind that
W (g)∗ = W (−g), g ∈ L2(R3), in what follows.
Lemma A.1. Let f, g ∈ L2(R3). Then W (±g)D(ϕ(f)) = D(ϕ(f)) and
W (g)ϕ(f)W (g)∗ = ϕ(f)− 2Re〈f |g〉.(A.1)
Proof. By the spectral calculus and the Weyl relations (2.3) both sides of (A.1)
generate the same strongly continuous unitary group. 
Lemma A.2. Let κ be a maximal, non-negative, and invertible multiplication op-
erator in L2(R3) and let g ∈ D(κ). Then ϕ(κg) is infinitesimally form bounded
with respect to dΓ(κ), W (±g)Q(dΓ(κ)) = Q(dΓ(κ)) and, for all ψ ∈ Q(dΓ(κ)),
‖dΓ(κ)1/2W (g)∗ψ‖2 = ‖dΓ(κ)1/2ψ‖2 − 〈ψ|ϕ(κg)ψ〉 + 〈g|κg〉‖ψ‖2.(A.2)
Proof. If we consider only ψ ∈ D(dΓ(κ)) in (A.2), then detailed proofs of all state-
ments can be found, e.g., in [23, Lem. C.3 and Lem. C.4]. Since D(dΓ(κ)) is a form
core for dΓ(ω) and dΓ(κ)
1/2W (g)∗ is closed, it is, however, clear that (A.2) extends
to all ψ ∈ Q(dΓ(κ)). 
The next lemma summarizes results from [23, Lem. C.4 and Cor. C.5]:
Lemma A.3. Let g ∈ Q(ω). Then W (g)Q(dΓ(ω)) = Q(dΓ(ω)) and
‖(1 + dΓ(ω))1/2W (g)(1 + dΓ(ω))−1/2‖ 6 1 + ‖ω1/2g‖.(A.3)
The previous two lemmas permit to complement the strong continuity of the
Weyl representation by the following result:
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Lemma A.4. Let g, gn ∈ Q(ω), n ∈ N, such that fn → f and ω1/2fn → ω1/2f in
L2(R3), as n→∞. Then
dΓ(ω)
1/2(W (gn)−W (g))(1 + dΓ(ω))−1/2ψ n→∞−−−−−→ 0, ψ ∈ F .
Proof. Set hn := gn − g, n ∈ N. In view of the Weyl relations and (A.3) it suffices
to show that dΓ(ω)
1/2(W (hn) − 1)φ → 0, n → ∞, for every φ ∈ D(dΓ(ω)). So let
φ be in the domain of dΓ(ω). Applying Lem. A.2 to every κ = ωm := m ∧ ω with
m ∈ N, we obtain
‖dΓ(ωm)1/2W (hn)φ− dΓ(ωm)1/2φ‖2 = 2‖dΓ(ωm)1/2φ‖2 + 2Re〈φ|a(ωmhn)φ〉
− 2Re〈dΓ(ωm)φ|W (hn)φ〉 + ‖ω1/2m hn‖2‖φ‖2
6 2‖dΓ(ω)1/2φ‖2 + 2‖φ‖‖ω1/2hn‖‖dΓ(ω)1/2φ‖
− 2Re〈dΓ(ωm)φ|W (hn)φ〉 + ‖ω1/2hn‖2‖φ‖2.
Passing to the limit m→∞ in the terms in the first and last lines we find
‖dΓ(ω)1/2W (hn)φ− dΓ(ω)1/2φ‖2 6 2‖dΓ(ω)1/2φ‖2 + 2‖φ‖‖ω1/2hn‖‖dΓ(ω)1/2φ‖
− 2Re〈dΓ(ω)φ|W (hn)φ〉 + ‖ω1/2hn‖2‖φ‖2.
Since W (hn) → 1 strongly and ‖ω1/2hn‖ → 0, the right hand side of the previous
inequality goes to zero as n→∞. 
Appendix B. Gross transformation of the Nelson Hamiltonian with
ultraviolet cutoff
In this appendix we verify the assertions on the Gross transformed Nelson form
stated in Prop. 2.2. Before we prove the latter proposition, we present a lemma
which, together with Lem. A.1 and Lem. A.2, explains how the various terms in
the Nelson form hG,Λ transform under GK,Λ. Recall that GK,Λ is defined in (2.24).
Lemma B.1. Let 0 6 K < Λ < ∞ be such that βK,Λ ∈ L2(R3) and let Ψ ∈ QG .
Then G∗K,ΛΨ ∈ D(t+G ) and, for a.e. x ∈ R3,
∇(G∗K,ΛΨ)(x) = W (−exβK,Λ)
(∇Ψ(x) + iϕ(exmβK,Λ)Ψ(x)).(B.1)
Proof. Thanks to the sharp ultraviolet cutoff at Λ < ∞, the map R3 ∋ x 7→
exβK,Λ ∈ L2(R3) is smooth. We also recall that L2(R3) ∋ h 7→ ǫ(h) ∈ F is
analytic. So, if Ψ is equal to gǫ(h) with g ∈ C∞0 (G) and h ∈ D(ω), then G∗K,ΛΨ
is manifestly smooth in view of (2.2) and, furthermore, (B.1) is a consequence of
(2.6), (A.1), and 〈exβK,Λ|mexβK,Λ〉 = 0. For general Ψ ∈ QG , we can employ
[42, Cor. 4.6] according to which we find Ψn ∈ span{gǫ(h)| g ∈ C∞0 (G), h ∈ D(ω)},
n ∈ N, such that qG [Ψn−Ψ]→ 0, as n→∞. Then G∗K,ΛΨn ∈ C∞0 (G,F ), for every
n ∈ N. Plugging Ψn into (B.1) and using (2.9) we see that ∇(G∗K,ΛΨn) converges in
L2(G,F 3) to the right hand side of (B.1), which therefore equals the weak gradient
of G∗K,ΛΨ. Finally, it is clear that∫
G
V+(x)‖G∗K,Λ(Ψn −Ψ)(x)‖2dx 6 qG [Ψn −Ψ] n→∞−−−−−→ 0,
so that G∗K,ΛΨ ∈ D(t+G ); recall (2.16). 
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Proof of Prop. 2.2. Combining Lem. A.3 and Lem. B.1 (which also holds for the
coupling constant −g), we first see that GK,Λ and G∗K,Λ map QG into itself. The
identity (2.28) is then a direct consequence of (A.1), (A.2), (B.1), and the relations
ϕ(exfΛ)ψ − ϕ(exωβK,Λ)ψ = ϕ(exfK)ψ + 1
2
ϕ(exm
2βK,Λ)ψ,
Re〈exfΛ|exβK,Λ〉 = ErenΛ − ErenK ,
〈exβK,Λ|exωβK,Λ〉 − (ErenΛ − ErenK ) = −
1
2
‖mβK,Λ‖2,
valid for all x ∈ R3 and ψ ∈ Q(dΓ(ω)) in the first line. 
Appendix C. Relative bounds needed to remove the ultraviolet
cutoff
In this appendix we derive the relative bounds employed in the main text to con-
struct renormalized operators and to study the infrared behavior of ground state
eigenvectors. In particular, we shall prove Prop. 2.4 and Prop. 2.5. As mentioned
earlier, the estimations below are simple modifications of the ones used by Nelson
in [46], which are re-obtained in essence by setting K = L. We also implement later
extensions to the case µ = 0 of [23, 31], where bounds similar to (C.5) and (C.6)
have been applied as well.
To start with we verify the basic relation splitting h˜G,K,Λ into a Λ-independent,
well-understood comparison term and a Λ-dependent perturbation.
Lemma C.1. Let 0 6 K 6 L 6 Λ <∞. Then (2.32) holds true for all Ψ ∈ QG.
Proof. For every Ψ ∈ QG , we find Ψn ∈ span{gǫ(h)| g ∈ C∞0 (G), h ∈ D(ω)}, n ∈ N,
such that Ψn → Ψ in L2(G,F ) and qG [Ψn − Ψ] → 0, as n → ∞; see, e.g., [42,
Cor. 4.6]. In view of the relative bounds (2.7)–(2.9) it therefore suffices to verify
(2.32) for every Ψ ∈ span{gǫ(h)| g ∈ C∞0 (G), h ∈ D(ω)}. So let Ψ be in the latter
space in what follows and let x ∈ G. Then the definition (2.25) entails
tK,Λ,x[Ψ]− tK,L,x[Ψ] = Re〈iϕ(exmβL,Λ)Ψ(x)|∇Ψ(x) + iϕ(exmβK,L)Ψ(x)〉
+
1
2
‖ϕ(exmβL,Λ)Ψ(x)‖2.(C.1)
After normal ordering the term in the second line of the previous identity reads
1
2
‖ϕ(exmβL,Λ)Ψ(x)‖2 = Re〈a†(exmβL,Λ)Ψ(x)|a(exmβL,Λ)Ψ(x)〉
+ ‖a(exmβL,Λ)Ψ(x)‖2 + 1
2
‖mβL,Λ‖2‖Ψ(x)‖2.
In the first term on the right hand side of (C.1) we split up the field operator in
the left entry of the scalar product as ϕ(exmβL,Λ) = a
†(exmβL,Λ) + a(exmβL,Λ)
and re-write the contribution of the creation operator as
Re〈ia†(exmβL,Λ)Ψ(x)|∇Ψ(x) + iϕ(exmβK,L)Ψ(x)〉
= Re〈∇Ψ(x) + iϕ(exmβK,L)Ψ(x)|ia(exmβL,Λ)Ψ(x)〉
− Re〈a†(exm2βL,Λ)Ψ(x)|Ψ(x)〉+∇Re〈ia(exmβL,Λ)Ψ(x)|Ψ(x)〉.(C.2)
Here we used a Leibniz rule and exploited that βK,L and βL,Λ have disjoint supports
up to a zero set, so that ϕ(exmβK,L) and a
†(exmβK,L) commute when they are
applied to Ψ(x). After an integration with respect to x ∈ G, the term ∇Re . . . in
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the last line of (C.2) vanishes and a few further easy manipulations finish the proof
of (2.32). 
The next lemma provides the key estimate in Nelson’s renormalization strategy
in a variant suitable for arbitrary choices of the boson mass µ > 0.
Lemma C.2. Let β, β′ : R3 → R be measurable such that |m|1/2β and |m|β are
square-integrable and similarly for β′. Then
|〈a†(mβ)ψ|a(mβ′)ψ〉| 6 6‖(|m|1/2 ∨ |m|3/4)β‖‖(|m|1/2 ∨ |m|3/4)β′‖
· ‖(1 + dΓ(ω))1/2ψ‖‖dΓ(ω)1/2ψ‖, ψ ∈ Q(dΓ(ω)).(C.3)
Proof. We split the function in the creation operator in an infrared part, β< :=
1{|m|61}β, and an ultraviolet part, β> := 1{|m|>1}β. The infrared part is dealt
with by the standard bounds (2.7) and (2.8) which imply
|〈a†(mβ<)ψ|a(mβ′)ψ〉|
6 2‖(ω−1/2 ∨ 1)mβ<‖‖(1 + dΓ(ω))1/2ψ‖‖ω−1/2mβ′‖‖dΓ(ω)1/2ψ‖,
where ψ ∈ Q(dΓ(ω)). Define β′< and β′> in the same way as β< and β>. Then the
canonical commutation relations and an analogous estimate further yield
|〈a†(mβ>)φ|a(mβ′<)φ〉|
= |〈a†(mβ′<)φ|a(mβ>)φ〉|
6 2‖(ω−1/2 ∨ 1)mβ′<‖‖(1 + dΓ(ω))1/2φ‖‖ω−1/2mβ>‖‖dΓ(ω)1/2φ‖,(C.4)
for all φ ∈ D(dΓ(ω)). For the remaining part we shall employ the following bound,
valid for any f, g ∈ D(ω−1/4) and φ ∈ D(dΓ(1Sω)), where S ⊂ R3 is a measurable
set such that f = g = 0 a.e. on the complement of S,∥∥(2 + dΓ(ω ∧ 1))−1/2a(f)a(g)φ∥∥
6 ‖ω−1/4f‖‖ω−1/4g‖ sup
ε>0
‖(ε+ dΓ(ω ∧ 1))−1/2dΓ(1Sω1/2)φ‖.(C.5)
It is obtained upon successively multiplying the inequalities∣∣∫
R3
∫
R3
f¯(k1)g¯(k2)φ
(n+2)(k1, . . . ,kn+2)dk1dk2
∣∣2
2 + ε+
∑n+2
j=3 (ω ∧ 1)(kj)
6 ‖ω−1/4f‖2‖ω−1/4g‖2
∫
S
∫
S
ω(k1)
1/2ω(k2)
1/2|φ(n+2)(k1, . . . ,kn+2)|2
ε+
∑n+2
j=1 (ω ∧ 1)(kj)
dk1dk2
with (n+ 2)(n+ 1), integrating over (R3)n, summing with respect to n ∈ N0, and
exploiting the permutation symmetry of φ(n+2), where φ = (φ(n))∞n=1 ∈ F . We
apply (C.5) with S = {|m| > 1} and combine it with the elementary estimates
n∑
j=1
1{|m|>1}(kj)ω
1/2(kj) 6
( n∑
j=1
1{|m|>1}(kj)
)1/2( n∑
j=1
ω(kj)
)1/2
6
( n∑
j=1
(ω ∧ 1)(kj)
)1/2( n∑
j=1
ω(kj)
)1/2
,(C.6)
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for all k1, . . . ,kn ∈ R3 and n ∈ N. This leads to
|〈a†(mβ>)φ|a(mβ′>)φ〉|
6 ‖(2 + dΓ(ω ∧ 1))1/2φ‖∥∥(2 + dΓ(ω ∧ 1))−1/2a(mβ>)a(mβ′>)φ∥∥
6 ‖ω−1/4mβ>‖‖ω−1/4mβ′>‖‖(2 + dΓ(ω))1/2φ‖‖dΓ(ω)1/2φ‖,(C.7)
for all φ ∈ D(dΓ(ω)). We finally observe that the terms in the first and last lines of
(C.4) and (C.7) are well-defined and continuous on Q(dΓ(ω)) as functions of φ. 
Lemma C.3. Let 0 6 K 6 L 6 Λ < ∞ and Ψ ∈ QG . Then the following bound
holds, for a.e. x ∈ R3 and all ε > 0,
|vK,L,Λ,x[Ψ]|
6
ε
2
‖∇Ψ(x) + iϕ(exmβK,L)Ψ(x)‖2 +
(
1 +
2
ε
)
‖|m|1/2βL,Λ‖2‖dΓ(ω)1/2Ψ(x)‖2
+ 6‖(|m|1/2 ∨ |m|3/4)βL,Λ‖2‖(1 + dΓ(ω))1/2Ψ(x)‖‖dΓ(ω)1/2Ψ(x)‖.
Proof. In view of (2.7) it is clear how to estimate the first two terms on the right
hand side of (2.33). The third term can be dealt with by Lem. C.2 where we choose
β := β′ := exβL,Λ. 
Lemma C.4. Let 0 6 K 6 L 6 Λ < Λ′ <∞ and Ψ ∈ QG . Then, for a.e. x ∈ G,∣∣vK,L,Λ,x[Ψ]− vK,L,Λ′,x[Ψ]∣∣
6 ‖∇Ψ(x) + iϕ(exmβK,L)Ψ(x)‖‖|m|1/2βΛ,Λ′‖‖dΓ(ω)1/2Ψ(x)‖
+ 2‖|m|1/2βL,∞‖‖|m|1/2βΛ,Λ′‖‖dΓ(ω)1/2Ψ(x)‖2
+ 12‖(|m|1/2 ∨ |m|3/4)βL,∞‖‖(|m|1/2 ∨ |m|3/4)βΛ,Λ′‖
· ‖(1 + dΓ(ω))1/2Ψ(x)‖‖dΓ(ω)1/2Ψ(x)‖.
Proof. Thanks to (2.7) it is again clear how to estimate the terms in the second
and third lines of
vK,L,Λ,x[Ψ]− vK,L,Λ′,x[Ψ]
= −Re
[
2
〈
ia(exmβΛ,Λ′)Ψ(x)
∣∣∣∇Ψ(x) + iϕ(exmβK,L)Ψ(x)〉]
+ ‖a(exmβL,Λ)Ψ(x)‖2 − ‖a(exmβL,Λ′)Ψ(x)‖2
− Re
[
〈a†(exmβL,Λ)Ψ(x)|a(exmβΛ,Λ′)Ψ(x)〉
]
− Re
[
〈a†(exmβΛ,Λ′)Ψ(x)|a(exmβL,Λ′)Ψ(x)〉
]
, a.e. x ∈ G.(C.8)
The bound (C.3) applies to the terms in the last two lines. 
Proof of Prop. 2.4 and Prop. 2.5. Since the restriction of V− to G is infinitesimally
form bounded with respect to the negative Dirichlet-Laplacian, a diamagnetic in-
equality (see, e.g., [42]) implies
1
4
∫
G
‖∇Ψ(x) + iϕ(exmβK,L)Ψ(x)‖2dx−
∫
G
V−(x)‖Ψ(x)‖2dx+ cV−‖Ψ‖2 > 0,
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for all Ψ ∈ QG and some cV− > 0. For all Ψ ∈ L2(G,Q(dΓ(ω))) and a.e. x ∈ G, we
further deduce from (2.7) that
1
2
‖dΓ(ω)1/2Ψ(x)‖2 + 1
2
〈
Ψ(x)
∣∣ϕ(2exfK + exm2βK,Λ)Ψ(x)〉
+
(
2‖|m|−1/2fK‖2 + 1
2
‖|m|3/2βK,L‖2
)
‖Ψ(x)‖2 > 0.
Combining these remarks we find, for all Ψ ∈ QG ,
1
2
∫
G
(1
2
‖∇Ψ(x) + iϕ(exmβK,L)Ψ(x)‖2 + ‖dΓ(ω)1/2Ψ(x)‖2
)
dx
6 h˜G,K,L[Ψ] +
(
2‖|m|−1/2fK‖2 + ‖(|m|3/2 ∨ |m|)βK,L‖2 + cV−
)
‖Ψ‖2.(C.9)
Prop. 2.4 and Prop. 2.5 are now direct consequences of (C.9) together with Lem. C.3
and Lem. C.4, respectively. 
The above relative bounds can also be used to study the dependence on gη:
Lemma C.5. In the situation of Lem. 2.11, let 0 6 Λ < ∞ and define vˆΛ,x in
the same way as vΛ,x := v0,0,Λ,x in (2.33) but with the symbol βˆ put in place of β
everywhere. Then there exists a universal constant c > 0 such that, for all Ψ ∈ QG
and a.e. x ∈ G,∣∣vΛ,x[Ψ]− vˆΛ,x[Ψ]∣∣
6
dΛ
2
‖∇Ψ(x)‖2 + cdΛ(1 ∨ |g| ∨ |gˆ|)
(‖dΓ(ω)1/2Ψ(x)‖2 + ‖Ψ(x)‖2).(C.10)
Proof. The bound (C.10) follows in a straightforward fashion from (2.7), a compu-
tation analogous to (C.8), and Lem. C.2. 
Appendix D. A simple lemma on resolvents of positive operators
The next lemma implies a strengthened version of a well-known criterion for norm
resolvent convergence of semi-bounded self-adjoint operators.
Lemma D.1. Let A and B be strictly positive self-adjoint operators in some Hilbert
space K with lower bounds α > 0 and β > 0, respectively. Let a and b be the
associated quadratic forms and assume that D(a) = D(b). Finally, assume there
exist q ∈ (0, 1) and ζ > 0 such that
|a[ψ]− b[ψ]| 6 qa[ψ] + qζ‖ψ‖2, ψ ∈ D(a).(D.1)
Then
sup
ψ∈D(a):‖ψ‖=1
∥∥A1/2(A−1 −B−1)A1/2ψ∥∥ 6 q
1− q
(
1 +
ζ
α
)(
1 +
qζ
β
)
.(D.2)
If M is a non-negative self-adjoint operator in K with associated quadratic form
m such that D(a) ⊂ D(m) and
1
c
m[ψ]− c‖ψ‖2 6 a[ψ], ψ ∈ D(a),
for some c > 0, then
sup
φ∈D(m):‖φ‖=1
∥∥M 1/2(A−1 − B−1)M 1/2φ∥∥ 6 cq + c2q
1− q
(
1 +
ζ
α
)(
1 +
qζ
β
)
.
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Proof. In view of (D.1) and its consequence
a[ψ] 6
1
1− q b[ψ] +
qζ
1− q ‖ψ‖
2, ψ ∈ D(a),
the operators C := B
1/2A−1/2 and D := A1/2B−1/2 are in B(K ) with ‖C∗C − 1‖ 6
q(1+ζ/α) and ‖DD∗‖ = ‖D∗D‖ 6 (1+qζ/β)/(1−q). Furthermore, A−1/2B1/2 ⊂ C∗
and B−1/2A1/2 ⊂ D∗. Since the range of B−1 is D(B) ⊂ D(A1/2),
A−1 −B−1 = (A−1B − 1)B−1
= A−1/2(C∗C − 1)A1/2B−1 = A−1/2(C∗C − 1)DD∗A−1/2.
Finally, the assumptions on M entail ‖M 1/2A−1/2‖2 6 c + c2. If φ ∈ D(m) is nor-
malized, so that in particular A−1/2M 1/2φ ∈ D(a), then we infer from the previous
bound and (D.2) that
‖M 1/2(A−1 − B−1)M 1/2φ‖ 6 (c+ c2)1/2 q
1− q
(
1 +
ζ
α
)(
1 +
qζ
β
)
‖A−1/2M 1/2φ‖.
We conclude by using that A−1/2M 1/2 ⊂ (M 1/2A−1/2)∗. 
Appendix E. Feynman-Kac formulas for Dirichlet realizations of
Nelson Hamiltonians
At the end of this appendix we prove the Feynman-Kac formulas for proper open
subsets G ⊂ R3 asserted in Thm. 2.12. Departing from the known formulas in the
case G = R3, this can be done by a standard procedure for Schro¨dinger operators
originating from [53]; see also [11, App. B] where Schro¨dinger operators with classi-
cal magnetic fields are treated. In [43] this procedure is carried through in a slightly
abstracted setting also covering models of nonrelativistic quantum field theory. All
we do here is verifying the hypotheses of the next lemma, which is a special case of
[43, Lem. 3.4].
We suppose that AR3 and AG are self-adjoint operators in H := L2(R3,F ) and
its subspace HG := 1GL2(Rd,F ), respectively, which are semi-bounded from below.
We denote their quadratic forms by aR3 and aG and suppose that these forms are
defined on QR3 and QG , respectively. We further assume these two forms to be
related as described in the following paragraph:
We pick a sequence of compact sets Kℓ, ℓ ∈ N, exhausting G, i.e.,
Kℓ ⊂ K˚ℓ+1, ℓ ∈ N, and
⋃
ℓ∈N
Kℓ = G.
Furthermore, we pick cutoff functions ϑℓ ∈ C∞0 (Rd) with ϑℓ = 1 on Kℓ, ϑℓ = 0 on
Kcℓ+1, and 0 6 ϑℓ 6 1, for all ℓ ∈ N. As in [53] we put
Y (x) :=
{ 1
dist(x,Gc)3 +
∑∞
ℓ=1 |∇ϑℓ|2(x), x ∈ G,
∞, x ∈ Gc.(E.1)
The numerical function Y defines a closed form in H with domain
Q(Y ) =
{
Ψ ∈ L2(R3,F )
∣∣∣∣ ∫
R3
Y (x)‖Ψ(x)‖2dx <∞
}
⊂ HG .
(In general this domain is not dense.) We further set
DY := QR3 ∩ Q(Y ) ⊂ HG .
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We now fix t > 0 in the rest of this appendix and assume:
(a) DY ⊂ QG .
(b) The closure of DY with respect to the form norm of AG equals QG .
(c) aG [Ψ] = aRd [Ψ], for all Ψ ∈ DY .
(d) For all x ∈ Rd, there exists a strongly measurable map Mt(x) : Ω → B(F )
such that, for all Ψ ∈ H ,
‖Mt(x)‖‖Ψ(Bxt )‖ ∈ L1(Ω,P),(E.2)
and, for all bounded and continuous functions v : Rd → R,
(e−t(AR3+v)Ψ)(x) = E
[
e−
∫ t
0
v(Bxs )dsMt(x)Ψ(B
x
t )
]
, a.e. x ∈ R3.(E.3)
Lemma E.1. In the situation described above, let Ψ ∈ HG . Then
(e−tAGΨ)(x) = E
[
1{τG(x)>t}Mt(x)Ψ(B
x
t )
]
, a.e. x ∈ R3,(E.4)
with τG(x) defined as in (2.44).
Now we apply the previous lemma to the Nelson operators and their non-Fock
versions. Recall that the right hand sides of our Feynman-Kac formulas are defined
in (2.51) and (2.52).
Theorem E.2. Let Λ ∈ [0,∞] and Ψ ∈ L2(G,F ). Then, for a.e. x ∈ G,(
e−tHG,ΛΨ
)
(x) =
(
TG,Λ,tΨ
)
(x),
(
e−tH˜G,ΛΨ
)
(x) =
(
T˜G,Λ,tΨ
)
(x).(E.5)
Proof. When we apply Lem. E.1 we can substitute (h˜R3,Λ, h˜G,Λ) with 0 6 Λ 6∞ or
(hR3,Λ, hG,Λ) with 0 6 Λ <∞ for the pair of forms (aRν , aG). We consider the forms
and operators associated with G as forms and operators in HG in the canonical way;
elements of L2(G,F ) are extended by 0 to R3. Then the Feynman-Kac formulas
derived in [44] play the role of the postulated relation (E.3) with the obvious choices
of Mt(x). The integrability condition (E.2) is valid by virtue of (2.53) and (2.55).
It remains to check the conditions (a), (b), and (c). To this end we recall that,
by (2.23) and (2.35), the form norms of H˜G,Λ with 0 6 Λ 6 ∞ and of HG,Λ with
0 6 Λ < ∞ are all equivalent to the norm q∗[Ψ] := qG [Ψ] + ‖Ψ‖2, Ψ ∈ QG . Here
qG is given by (2.22). Therefore, we can replace the form norm of AG in (b) by q∗.
But then (a) and (b) are (simple) special cases of [43, Prop. 5.13]. (To prove (a) we
have to approximate Ψ ∈ DY in the norm q∗ by elements of D(G,Q(dΓ(1 ∨ ω))),
and the function Y is introduced to ensure that q∗[ϑℓΨ−Ψ]→ 0, as ℓ→∞.)
Let Λ be finite. Obviously, hR3,Λ[Φ] = hG,Λ[Φ], for all Φ ∈ D(G,Q(dΓ(1 ∨ ω))),
where D(G,Q(dΓ(1 ∨ ω))) is a core for hG,Λ by definition. Since we know by now
that DY ⊂ QG , we conclude that hR3,Λ[Ψ] = hG,Λ[Ψ], for every Ψ ∈ DY . In the
same way we see that h˜R3,Λ[Ψ] = h˜G,Λ[Ψ] for all Λ ∈ [0,∞]. Thus, (c) is satisfied
as well and Lem. E.1 implies (E.5) in all cases considered at present.
So far we excluded the renormalized Nelson operator, because its form domain is
not known explicitly. To extend the result to HG,∞ we recall that HG,Λ converges
to HG,∞ in strong resolvent sense, as Λ → ∞. Hence, it suffices to set Λn := n,
n ∈ N, and show that
sup
x∈R3
E
[
‖WΛn,t(x)−W∞,t(x)‖p
]
n→∞−−−−−→ 0,
for all p, t > 0, which is done in [44, Prop. 5.6]. 
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Appendix F. Proving exponential localization of spectral subspaces
As promised in Subsect. 3.2, we present detailed proofs of our L2-exponential lo-
calization estimates in this appendix. To this end we shall proceed along the lines
of [4, 21] with a few modifications necessary to derive (3.8) and to cover weight
functions F that increase faster than linearly.
We start with a few bounds on the decay properties of resolvents:
Lemma F.1. Let 0 6 K < Λ 6 ∞ and F : R3 → R be locally Lipschitz continu-
ous and bounded from below. Assume that the domain of the maximal operator of
multiplication with |∇F | in L2(G,F ) contains QG. Assume further that
inf
{
(1− ǫ)h˜G,K,Λ[Ψ]− 1
2
∫
G
|∇F (x)|2‖Ψ(x)‖2dx
∣∣∣∣Ψ ∈ QG , ‖Ψ‖ = 1} > δ,(F.1)
for some δ > 0 and some ǫ > 0. Let z ∈ C with Re[z] 6 0. Then the range of
(H˜G,K,Λ − z)−1e−F is contained in the domain of eF and
‖eF (H˜G,K,Λ − z)−1e−F ‖ 6 1
δ
.(F.2)
Furthermore, if ǫ > 0, then eF maps the range of (H˜G,K,Λ − z)−1e−F into QG and
‖(H˜G,K,Λ)1/2eF (H˜G,K,Λ − z)−1e−F ‖ 6 1
ǫδ1/2
.(F.3)
In particular, if a, δ > 0, h˜G,K,Λ > δ + a2/2, K ⊂ R3 is compact, and dK(x) :=
dist(x,K), x ∈ R3, then the range of (H˜G,K,Λ − z)−11K∩G is contained in D(eadK)
and
‖eadK(H˜G,K,Λ − z)−11K∩G‖ 6 1
δ
.(F.4)
Proof. To start with with we assume in addition that F is smooth and bounded
with a bounded derivative. To derive (F.2) from (2.41) with f = eF we could just
copy the corresponding arguments in [21, pp. 326/7]. Since we are also interested
in the bound (F.3), we have to extend these arguments slightly: Let Re[z] 6 0. As
in [21] we infer from (2.41) that eF maps QG into itself and
Re〈Ψ|(eF H˜G,K,Λe−F − z)Ψ〉 > h˜G,K,Λ[Ψ]− 1
2
∫
G
|∇F (x)|2‖Ψ(x)‖2dx,
for all Ψ ∈ eFD(H˜G,K,Λ). In conjunction with (F.1) and the Cauchy-Schwarz
inequality this yields
‖Ψ‖‖eF (H˜G,K,Λ − z)e−FΨ‖ > δ‖Ψ‖2 + ǫ‖(H˜G,K,Λ)1/2Ψ‖2
> δ‖Ψ‖2 + ǫδ1/2‖Ψ‖‖(H˜G,K,Λ)1/2Ψ‖,
for Ψ as above. Choosing Ψ := eF (H˜G,K,Λ−z)−1e−FΦ, for arbitrary Φ ∈ L2(G,F ),
we obtain
δ‖eF (H˜G,K,Λ − z)−1e−FΦ‖+ ǫδ1/2‖(H˜G,K,Λ)1/2eF (H˜G,K,Λ − z)−1e−FΦ‖ 6 ‖Φ‖,
which proves (F.2) and (F.4) under the additional conditions on F .
For general F as in the statement, let Fn,ε, ε ∈ (0, 1], denote a standard
mollification of Fn := F ∧ n, where n ∈ N. Let Φ ∈ L2(G,F ) and put Υ :=
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(H˜G,Λ − z)−1e−FΦ. Since Fn − F 6 0, it is then clear that∫
G
e2Fn,ε(x)‖Υ(x)‖2dx 6 1
δ
‖eFn,ε−FnΦ‖2, ε ∈ (0, 1], n ∈ N.
By means of the dominated convergence theorem we can now pass to the limit ε ↓ 0
in the previous inequality. Afterwards we let n → ∞ by monotone convergence.
This shows that Υ ∈ D(eF ) and finishes the proof of (F.2). It is now also clear that
eFn,εΥ → eFnΥ, ε ↓ 0, and eFnΥ → eFΥ, n → ∞, in L2(G,F ), which together
with (F.3) implies the bounds
‖(H˜G,K,Λ)1/2(m−1H˜G,K,Λ + 1)−1/2eFΥ‖ 6 1
ǫδ1/2
‖Φ‖, m ∈ N,
provided that ǫ > 0. To pass to the limit m → ∞, we now apply the monotone
convergence theorem in a spectral representation of H˜G,K,Λ. 
In the main text we applied the next remark and the succeeding example to
prove absence of ground states of the infrared singular Nelson operator:
Remark F.2. Suppose the hypotheses of Lem. F.1 are fulfilled for some 0 < K <
Λ 6∞. Since HG,Λ and H˜G,K,Λ are unitarily equivalent via the Gross transforma-
tion (recall Prop. 2.2 and Rem. 2.7) and since GK,Λe
F = eFGK,Λ, the bounds (F.2)
and (F.3) still hold true when HG,Λ is put in place of H˜G,K,Λ.
Example F.3. Let a, ζ > 0 satisfy a2/2 < ζ and assume that F : R3 → [0,∞)
is Lipschitz continuous such that |∇F | 6 a holds a.e. on R3. Then the range of
(HG,∞ − EG,∞ + ζ)−1e−F is contained in the domain of eF and
‖eF (HG,∞ − EG,∞ + ζ)−1e−F ‖ 6 1
ζ − a2/2 .(F.5)
To verify this bound we apply Rem. F.2 with V −EG,∞+ζ put in place of V . Then
(F.1) is obviously fulfilled with ǫ = 0, δ = ζ − a2/2 and, for instance, K = 1.
After these preparations we are in a position to prove our L2-exponential local-
ization estimates:
Proof of Prop. 3.3. Instead of treating H˜G′,Λ and HG′,Λ separately, we prove the
proposition for the operator H˜G′,K,Λ with arbitrary 0 6 K < Λ 6 ∞. Recall that
H˜G′,Λ = H˜G′,0,Λ. To obtain the proposition for the Nelson operator we exploit
the unitary equivalence HG′,Λ = G∗K,ΛH˜G′,K,ΛGK,∞, which holds for all 0 < K <
Λ 6 ∞, and the obvious fact that G∗K,∞e(1−ε)F = e(1−ε)FG∗K,∞ on the domain
of e(1−ε)F . Notice also that, for every R > 0, the operators H˜GR,Λ, H˜GR,K,Λ, and
HGR,Λ all have the same spectrum, since the latter two are unitarily equivalent and
H˜GR,K,Λ converges to H˜GR,Λ in the norm resolvent sense, as K ↓ 0. In particular,
the conditions (3.4), (3.5), and (3.6) are the same for all these operators.
So let 0 6 K < Λ 6∞. We shall employ the IMS partition of unity χ20,R+χ21,R =
1 introduced in Ex. 2.10. Similarly as in [21] we define a comparison operator
Y RG′ := H˜G′,K,Λ + (EGR,Λ − EG,Λ)χ20,R +
1
2
|∇F |2χ20,R.(F.6)
64 FUMIO HIROSHIMA AND OLIVER MATTE
Let Ψ ∈ QG′ . Then it is straightforward to verify that χ1,RΨ is not only in QG′ ,
but also in QG′R when considered as a function on G′R, and that
h˜G′,K,Λ[χ1,RΨ] = h˜G′R,K,Λ[χ1,RΨ] > EG′R,Λ‖χ1,RΨ‖2 > EGR,Λ‖χ1,RΨ‖2.(F.7)
In the last step we took into account that G′R ⊂ GR. Notice that the previous
estimation also holds in the case G′R = ∅, where EG′R,Λ =∞, since then χ1,RΨ = 0;
here we employ the usual convention ∞ · 0 := 0. Likewise,
h˜G′,K,Λ[χ1,RΨ] > E0G′R,Λ‖χ1,RΨ‖
2 +
∫
G′
V (x)‖(χ1,RΨ)(x)‖2dx
> E0GR,Λ‖χ1,RΨ‖2 +
∫
G′
V (x)‖(χ1,RΨ)(x)‖2dx(F.8)
h˜G′,K,Λ[χ0,RΨ] > EG′,Λ‖χ0,RΨ‖2 > EG,Λ‖χ0,RΨ‖2.(F.9)
By virtue of the IMS localization formula (2.40) and (F.6) through(F.9) we obtain
the following bounds in the sense of quadratic forms on QG′ ,
Y RG′ − λ > EGR,Λ − λ−
4
R2
= ∆,(F.10)
Y RG′ − λ >
1
2
|∇F |2 +∆χ20,R >
1
2
|∇F |2.(F.11)
To get (F.11) we applied (F.7) in the case where (3.5) holds, and (F.8) in the case
where (3.6) is satisfied. Let ε ∈ (0, 1) and set Fε := (1 − ε)F . Combining (F.10)
and (F.11) we then find(
1− ε
2
(2− ε)
)(
Y RG′ − λ−
ε∆
5
)
>
1
2
|∇Fε|2 − (1− ε)2 ε∆
5
+
ε
2
(2− ε)
(
1− ε
5
)
∆
>
1
2
|∇Fε|2 − ε∆
5
+
ε
2
(
1− 1
5
)
∆
>
1
2
|∇Fε|2 + δ,
as quadratic forms on QG′ , with
δ := min
{
1 ,
ε∆
5
}
.
Putting the expression V + (EGR,Λ −EG,Λ + |∇F |2/2)χ20,R − λ− δ in place of V in
(F.2) and (F.3), we then see that
‖eFε(Y RG′ − z)−1e−Fε‖ 6
1
δ
,(F.12) ∥∥(Y RG′ − λ− δ)1/2eFε(Y RG′ − z)−1e−Fε∥∥ 6 2εδ1/2 ,(F.13)
for all z ∈ C with Re[z] 6 λ+ δ.
Pick some ̺ ∈ C∞0 (R,R) with 0 6 ̺ 6 1, ̺(y) = 1 for |y| 6 1/2, and ̺(y) = 0
for |y| > 1. Furthermore, we define θ ∈ C∞0 (R,R) by setting θ(x) = 1 for x ∈ J :=
[EG,Λ, λ], θ(x) = ̺(x − EG,Λ) for x 6 EG,Λ, and θ(x) = ̺([x − λ]/δ) for x > λ.
(We may assume without loss of generality that λ > EG′,Λ > EG,Λ, for otherwise
the statement of Prop. 3.3 is trivial.) Next, we define an extension of θ to C by
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θ˜(z) := (θ(x) + θ′(x)iy)̺(y), where as usual z = x+ iy with x, y ∈ R. Notice that
|∂z¯ θ˜(z)|/|y| with ∂z¯ = (∂x + i∂y)/2 is integrable on C \ R and∫
C\R
|∂z¯ θ˜(z)|
|y| dxdy 6 cmax{‖̺
′‖2∞, ‖̺′′‖∞}
(1
δ
+ 1 + λ+ δ − EG,Λ
)
,(F.14)
where λ + δ < EGR,Λ and c > 0 is some universal constant. We shall employ the
Helffer-Sjo¨strand formula,
θ(A) = − 1
π
∫
C\R
(A− z)−1∂z¯ θ˜(z)dxdy,(F.15)
valid for any self-adjoint operator A in some Hilbert space. It follows from the
formula for the fundamental solution to the Cauchy-Riemann operator ∂z¯ and the
spectral calculus. The main idea [4] is to exploit the following key relation entailed
by (F.11) and (F.15),
1J(H˜G′,K,Λ) =
1
π
∫
C\R
(
(Y RG′ − z)−1 − (H˜G′,K,Λ − z)−1
)
1J(H˜G′,K,Λ)∂z¯ θ˜(z)dxdy.
Multiplying it by eFε∧n and by
Zm := (Y
R
G′ − λ− δ)1/2(m−1Y RG′ −m−1λ−m−1δ + 1)−1/2,
applying the second resolvent identity, and using (F.12) and (F.13), we find
max
{
δ‖eFε∧n1(−∞,λ](H˜G′,K,Λ)‖ , εδ
1/2
2
‖ZmeFε∧n1(−∞,λ](H˜G′,K,Λ)‖
}
6
1
π
(
EGR,Λ − EG,Λ +
1
2
‖χ0,R|∇F |‖2∞
)
‖eFε1B2R‖∞
∫
C\R
|∂z¯ θ˜(z)|
|y| dxdy
6
c′
δ
‖eFε1B2R‖(1 + ‖1B2R |∇F |‖2∞)(EGR,Λ − EG,Λ + 1)2, m, n ∈ N,
with another universal constant c′ > 0. Together with a limiting argument this
entails the analogues of (3.7) and (3.8) for the operator H˜G′,K,Λ. Here we also take
‖(H˜G′,K,Λ − EG′,Λ)1/2(Y RG′ − λ− δ)−1/2‖2 6
5
4
(
1 +
EGR,Λ − EG,Λ
∆
)
into account, which follows from the bounds H˜G′,K,Λ − EG′,Λ 6 Y RG′ − EG,Λ and
λ+ δ < EGR,Λ as well as from (F.10). 
Appendix G. A compactness criterion in Fock space
For the reader’s convenience we now explain the arguments used in [41] to obtain
the compactness result of Prop. 3.8. The following proof combines Kolmogorov’s
characterization of compact subsets in Lp(Rd) with observations from [22].
Proof of Prop. 3.8. We shall only treat the case of the Hilbert space L2(R3,F )
explicitly. To treat F alone we simply have to ignore everything related to the
variable x in what follows. According to the canonical isomorphism L2(R3,F ) =⊕∞
ℓ=0 L
2(R3, L2sym(R
3ℓ)), we write every Ψ ∈ L2(R3,F ) as Ψ = (Ψ(ℓ))ℓ∈N0 .
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Step 1. First, we pick ℓ ∈ N and δ ∈ (0, 1] and show that {(Γ(̺δ)Φι)(ℓ) : ι ∈ I }
is relatively compact, where
(Γ(̺δ)Φι)
(ℓ)(x,k1, . . . ,kℓ) :=
( ℓ∏
j=1
̺δ(kj)
)
Φ(ℓ)ι (x,k1, . . . ,kℓ).
Exploiting the permutation symmetry of Φ
(ℓ)
ι in the variables (k1, . . . ,kℓ) =: k[ℓ]
and the obvious fact that, if |(x,k[ℓ])| > R, then at least one of the ℓ+1 component
vectors in (x,k[ℓ]) must have norm > R/(ℓ+ 1), we find
sup
ι∈I
∫
R3(ℓ+1)
1{|(x,k[ℓ])|>R}|(Γ(̺δ)Φι)(ℓ)(x,k[ℓ])|2d(x,k[ℓ])
6 sup
ι∈I
‖1{|xˆ|>R/(ℓ+1)}Φι‖2 + sup
ι∈I
∫
R3
1{|k|>R/(ℓ+1)}‖(aΦι)(k)‖2dk R→∞−−−−−→ 0.
Here we used (3.36) and (3.38) in the last step. For every Ψ(ℓ) ∈ L2(R3(ℓ+1)),
we now put (S(y,h[ℓ])Ψ
(ℓ))(x,k[ℓ]) := Ψ
(ℓ)(x + y,k[ℓ] + h[ℓ]). Furthermore, we
abbreviate S
(1)
hj
:= S(0,hj ,0,...,0), i.e., S
(1)
hj
shifts the variable k1 by hj . By a telescopic
summation and the permutation symmetry of Φ
(ℓ)
ι in its last ℓ variables, we then
obtain, for all y ∈ R3 and h[ℓ] = (h1, . . . ,hℓ) ∈ R3ℓ,
‖(Γ(̺δ)Φι)(ℓ) − S(y,h[ℓ])(Γ(̺δ)Φι)(ℓ)‖
6
(∫
R3
‖Φι(x)− Φι(x+ y)‖2dx
)1/2
+
ℓ∑
j=1
‖(Γ(̺δ)Φι)(ℓ) − S(1)hj (Γ(̺δ)Φι)(ℓ)‖,
where the sum is 6
√
ℓmaxℓj=1△δ(hj)1/2. From (3.37) and (3.39) it now follows
that ‖(Γ(̺δ)Φι)(ℓ)−S(y,h[ℓ])(Γ(̺δ)Φι)(ℓ)‖ → 0, as (y,h[ℓ])→ 0, uniformly in ι ∈ I .
Altogether this implies that the bounded set {(Γ(̺δ)Φι)(ℓ) : ι ∈ I } is relatively
compact in L2(R3(ℓ+1)). Furthermore, it follows directly from (3.38) and (3.39)
that the bounded set {Φ(0)ι : ι ∈ I } is relatively compact in L2(R3).
Step 2. Now let {Φn}n∈N be a sequence in {Φι}ι∈I . Since it is bounded, is
contains a weakly converging subsequence which we again denote by {Φn}n∈N for
simplicity. Let Φ∞ be its weak limit. Then ‖Φ∞‖ 6 lim infn→∞ ‖Φn‖. We shall
find natural numbers n1 < n2 < . . . such that ‖Φ∞‖2 > ‖Φns‖2−1/s, s ∈ N, which
implies ‖Φns‖ → ‖Φ∞‖, s→∞, and hence Φns → Φ∞ strongly.
Let s ∈ N. Pick m ∈ N and δ ∈ (0, 1] such that N(0,∞)/(m + 1) 6 1/4s and
N(0, 2δ) 6 1/4s. After a (m+1)-fold iterative selection of subsequences, employing
Step 1 successively for ℓ ∈ {0, . . . ,m}, we find natural numbers κ1 < κ2 < . . . such
that every sequence {(Γ(̺δ)Φκi)(ℓ)}i∈N with ℓ ∈ {0, . . . ,m} converges strongly to
its weak limit (Γ(̺δ)Φ∞)(ℓ). Let pm be the orthogonal projection in L2(R3,F )
onto the subspace L2(R3)⊕⊕mℓ=1L2(R3, L2sym(R3ℓ)) and p⊥m = 1− pm. Then
‖Φ∞‖2 > ‖pmΓ(̺δ)Φ∞‖2 = lim
i→∞
‖pmΓ(̺δ)Φκi‖2 = lim
i→∞
〈Φκi |pmΓ(̺2δ)Φκi〉,
where we used that pm and Γ(̺δ) commute. Let B2δ denote the open ball about
0 of radius 2δ in R3. Since ̺δ = 1 on B
c
2δ, we have 1 − Γ(̺2δ) 6 1 − Γ(1Bc2δ ),
where in each subspace L2sym(R
3ℓ) the operator Γ(1Bc
2δ
) acts by multiplication with
the characteristic function of the kartesian product ×ℓj=1Bc2δ. Of course, if k[ℓ] =
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(k1, . . . ,kℓ) is in the complement of ×ℓj=1Bc2δ, then 1B2δ (kj) = 1, for at least one
j ∈ {1, . . . , ℓ}. Therefore, 1− Γ(̺2δ) 6 dΓ(1B2δ ), whence
〈Φκi |pmΓ(̺2δ)Φκi〉 = ‖Φκi‖2 − ‖p⊥mΦκi‖2 − 〈Φκi |pm(1− Γ(̺2δ))Φκi〉
> ‖Φκi‖2 −
N(0,∞)
m+ 1
− sup
ι∈I
‖dΓ(1B2δ )1/2Φι‖2, i ∈ N.
Here the last supremum is equal to N(0, 2δ) in view of (3.23). Putting all these
remarks together we see that ‖Φ∞‖2 > lim supi→∞ ‖Φκi‖2 − 1/2s.
It is now clear how to find the above indices n1 < n2 < . . . and we conclude. 
Appendix H. Domination of inverse Gaussians of field operators
Here we prove the relative bounds employed in Rems. 1.3 and 1.13.
Lemma H.1. Let κ : R3 → R be measurable and a.e. strictly positive and let
f ∈ L2(R3) and α > 1 satisfiy κ−1/2f ∈ L2(R3) and 4α‖(κ−1/2 ∨ 1)f‖2 < 1. Then
every ψ ∈ D(edΓ(κ/(α−1))) is in the domain of eϕ(f)2 and
‖eϕ(f)2ψ‖ 6 1√
1− 4α‖(κ−1/2 ∨ 1)f‖2 ‖e
dΓ(κ/(α−1))ψ‖.
Proof. The proof is based on the normal ordering
ϕ(f)nφ =
∑
k,ℓ,m∈N0:
2k+ℓ+m=n
n!
k!ℓ!m!
‖f‖2k
2k
a†(f)ℓa(f)mφ,(H.1)
valid for all φ ∈ D(dΓ(κ)n/2), as well as on the following relative bound implied by
the Cauchy-Schwarz inequality (somewhat similarly to (C.5)),
‖a(f)mφ‖ 6 ‖κ−1/2f‖m‖dΓ(κ)m/2φ‖,(H.2)
for all m ∈ N and φ in the domain of dΓ(κ)m/2.
Let λ > 0 and ψ ∈ ⋂∞j=1D(dΓ(κ)j/2). Applying (H.1) and (H.2) we then find
Sf (ψ) :=
∞∑
N=0
2N
N !
〈ψ|ϕ(f)2Nψ〉
=
∞∑
N=0
2N
N !
∑
k,ℓ,m∈N0:
2k+ℓ+m=2N
(2N)!
k!ℓ!m!
‖f‖2k
2k
〈a(f)ℓψ|a(f)mψ〉
6
∞∑
N=0
(2α)N
N !
‖(κ−1/2 ∨ 1)f‖2N
·
∑
k,ℓ,m∈N0:
2k+ℓ+m=2N
(2N)!
(2kk!)ℓ!m!
1
αk(αλ)ℓ/2(αλ)m/2
‖dΓ(λκ)ℓ/2ψ‖‖dΓ(λκ)m/2ψ‖.
Next, we employ the bound ((2p)!)
1/2 6 2pp! with p = N and p = k to get
((2N)!)1/2
N !2kk!
6
2N
((2k)!)1/2
.
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This implies
Sf (ψ) 6
∞∑
N=0
(4α)N‖(κ−1/2 ∨ 1)f‖2NCα,λ2N (κ, ψ),
where we abbreviate
Cα,λ2N (κ, ψ) :=
∑
k,ℓ,m∈N0:
2k+ℓ+m=2N
( (2N)!
(2k)!ℓ!m!
)1/2 ‖(ℓ!)−1/2dΓ(λκ)ℓ/2ψ‖‖(m!)−1/2dΓ(λκ)m/2ψ‖
αk(αλ)ℓ/2(αλ)m/2
.
With the help of the Cauchy-Schwarz inequality and the multinomial theorem we
obtain
Cα,λ2N (κ, ψ) 6
( ∑
k,ℓ,m∈N0:
2k+ℓ+m=2N
(2N)!
(2k)!ℓ!m!
1
α2k(αλ)ℓ(αλ)m
)1/2
·
( ∑
k,ℓ,m∈N0:
2k+ℓ+m=2N
〈ψ|dΓ(λκ)ℓψ〉
ℓ!
〈ψ|dΓ(λκ)mψ〉
m!
)1/2
6
{ 1
α
+
2
αλ
}N〈
ψ
∣∣∣ 2N∑
j=1
1
j!
dΓ(λκ)jψ
〉
.
We now choose λ := 2/(α − 1) so that the curly bracket {· · · } in the last line
of the previous estimation equals 1. We further assume in addition that ψ ∈
D(edΓ(κ/(α−1))) and let νψ denote the spectral measure of ϕ(f) associated with ψ.
Putting the above remarks together we then conclude∫
R
e2t
2
dνψ(t) =
∞∑
N=0
2N
N !
∫
R
t2Ndνψ 6
‖edΓ(κ/(α−1))ψ‖2
1− 4α‖(κ−1/2 ∨ 1)f‖2 ,
where we applied Fubini’s theorem for non-negative functions in the first step. 
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