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Abstract
We obtain the transport equations governing small amplitude high frequency disturbances, that
include both quadratic and cubic nonlinearities inherent in hyperbolic systems of conservation laws.
The coefficients of the nonlinear terms in the transport equation are obtained in terms of the Glimm
interaction coefficients. For symmetric and isotropic systems the mean curvature of the wave front,
which appears as the coefficient of the linear term in the transport equation, is shown to be related
to the derivative of the ray tube area along the bicharacteristics; the amplitude of the disturbance is
shown to become unbounded in the neighborhood of the point where the ray tube collapses. We also
obtain a formula, akin to the one obtained by R. Rosales (1991), for the energy dissipated across
shocks.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Solutions to nonlinear hyperbolic systems of conservation laws with small amplitude
and high frequency data have been considered by several authors [6,8,11]. The solutions
have been found to exhibit wave interactions and resonances in the case of polychromatic
data [6,9]. The case of a single phase expansion corresponding to monochromatic data
in which only one eigen-mode is excited is discussed in [11]. These results have been
analysed in the light of applications to systems in gas-dynamics [6], magnetohydrodynam-
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630 G.K. Srinivasan, V.D. Sharma / J. Math. Anal. Appl. 285 (2003) 629–641ics [7], and relativistic fluids [1]. We refer to Chapter 11 of [14] for a survey and further
references.
The asymptotic behaviour of these solutions is governed by transport equations akin
to the Burgers’ equation. In the case of polychromatic data, these equations form a cou-
pled system of integro-differential equations. Effects of dissipation/dispersion have been
incorporated by some authors (see [7], for instance).
The procedure, described in the context of hyperbolic PDEs as nonlinear geometrical
optics, involves the introduction of fast and slow variables, a technique that has met with
great success in the context of ordinary differential equations and celestial mechanics (for
details see [13]). A rigorous justification of the asymptotic analysis may be found in [3].
It has been found that in certain systems with singular thermodynamic behaviour, where
the so-called fundamental derivative is small, the effect of nonlinearity is perceptible over
time scales longer by an order of magnitude, necessitating the use of fast variables of a
higher order of magnitude, namely of order O(−2). This has been studied in an abstract
setting by Kluwick and Cox [8], and on applying it to the usual equations of gas-dynamics,
the authors have found that the transport equations governing the asymptotic behaviour
contain, in addition to the usual quadratic nonlinearity, cubic correction terms.
The present authors have generalized the work of [8] to the case of multiphase expan-
sions [15]. The analysis in [15], which parallels the one in [6], is complicated due to the fact
that the amplitudes at the leading order and the next order appear together in the transport
equations, and to separate them a two stage averaging process has to be employed rather
than the single stage process detailed in [6]. Although this complexity is absent in [6], the
requisite analytic apparatus is developed in [6].
In as much as the results obtained in [8] are important and interesting, we have rederived
the transport equation (Eq. (21) below) for the leading amplitude in a spirit closer to [6,9],
expressing the result in terms of the Glimm interaction coefficients Γ kij . These coefficients
provide a quantitative measure of the amount of k-wave resulting from the interaction of an
i-wave with a j -wave. The integrability of Lk , the kth left eigen-field, as a Pfaffian equa-
tion is also responsible for the decoupling of the integro-differential system of transport
equations [9]. An analogous result in a different context may be found in [5, p. 48]. The
coefficients Γ kij have been interpreted in [2] as the structure constants of the Lie algebra
generated by the right eigen-vector fields Rj , j = 1, . . . , n, defined below.
Besides, we have employed a method similar to the one used by Crammer and Sen [4]
in contrast to the approach in [8], where the perturbative parameter is introduced in the dif-
ferential equations. In particular, we rederive the coefficients of the nonlinear terms of the
(cubic) Burgers’ equation (21) in terms of the coefficients Γ kij . In the case of a symmetric
and isotropic systems, the mean curvature of the wave front, which appears as the coef-
ficient of the linear term in the transport equation, is related to the areal derivative along
the bicharacteristics. It is known from physical considerations and proved rigorously in the
context of linear geometrical optics that the amplitude near a caustic becomes unbounded
inversely as the area of cross section of the ray tube; we provide a short proof in Section 2
imitating the classical proof of Liouville type theorems on integral invariants. It turns out
that the square of the amplitude is a multiplier in the sense of Jacobi–Poincaré [10], im-
plying thereby the blow-up of intensities in a neighborhood of caustics [11]. However, the
analysis involves the manipulation of conservation laws through multiplication by polyno-
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discontinuities. It is well known that these manipulations are invalid across discontinuities;
in order to restore the validity, one has to modify the equations so obtained by adding singu-
lar terms which are distributions supported along discontinuity loci. These singular terms
have been interpreted as the energy dissipated across shocks in [11]. To simplify the ex-
position somewhat, we have assumed throughout that the hyperbolic system of equations
are in conservation form, which has the effect of making the coefficients Γ kij symmetric
in i and j . In the final section we present an application to the system governing the prop-
agation of acoustic waves through a nonuniform medium stratified by gravitational source
terms.
2. The derivation of the transport equations
We derive the transport equation (21) governing the propagation of the high frequency
monochromatic waves. In the first stage we introduce the fast variable corresponding to the
frequency of the wave and set up the stage for the perturbative analysis. In the second stage
we obtain an -approximate equation (Eq. (14) below), at the second level of perturbation,
balancing the error at the third level resulting in the transport equation (Eq. (21) below),
satisfied by the primary amplitude σ of the wave solution. We have in the last paragraph of
this section, briefly compared our derivation of (21) with that in [8].
2.1. The perturbative expansion
We consider the hyperbolic system of conservation laws with a source term,
∂u
∂t
+
n∑
i=1
∂Fi(x, t,u)
∂xi
+G(x, t,u)= 0. (1)
The small amplitude high frequency solution u propagates in a background state u0, a spa-
tially dependent known solution of (1),
n∑
j=1
∂Fj (x, t,u0)
∂xj
+G(x, t,u0)= 0.
The independent variable x varies over an open set in Rn and the densities Fi as well as the
unknown u are Rm valued. The hyperbolicity of system (1) means that for each nonzero n-
vector (ϑ1, ϑ2, . . . , ϑn), the matrix
∑n
j=1 ϑjA0j , where A
0
j =DuFj (u0), is diagonalizable
with real eigen-values. We assume a highly oscillatory Cauchy data with one excited eigen-
mode, say, the q th,
u|t=0 = u0 + σ 0
(
x,
φ
2
)
R0q , (2)
where R0j and L
0
j are, respectively, the right and left eigen-vectors corresponding to the
eigen-value λ0(ϑ1, . . . , ϑn) (1  j  n), and the zero superscript denotes their values atj
632 G.K. Srinivasan, V.D. Sharma / J. Math. Anal. Appl. 285 (2003) 629–641u= u0. Denoting by Bk[v1,v2] and Ck[v1,v2,v3], respectively, the second and third deriv-
atives D2Fk[v1,v2] and D3Fk[v1,v2,v3], with a zero superscript indicating evaluation at
u= u0, we expand the fluxes in a Taylor series
Fj = F 0j +A0j (x, t)(u− u0)+
1
2
B0j (x, t)[u− u0,u− u0]
+ 1
6
C0j (x, t)[u− u0,u− u0,u− u0] +O
(|u− u0|4). (3)
Likewise the source term G(x, t,u) may be developed as
G(x, t,u)=G(x, t,u0)+DuG(x, t,u0)(u− u0)+O
(|u− u0|2). (4)
Introducing the fast variable of order O(−2), ξ = θ(x, t)/2, where the phase function
θ(x, t) is a solution, corresponding to λ0q , of the eikonal equation
Det
(
n∑
j=1
∂θ
∂xj
A0j +
∂θ
∂t
I
)
= 0, (5)
the PDE (1) may be recast in the form
n∑
j=0
[
A0j
∂v
∂xj
+ ∂A
0
j
∂xj
v+ 1
2
∂θ
∂xj
∂
∂ξ
{
A0jv+
1
2
B0j [v,v] +
1
6
C0j [v,v,v]
}]
+E0v = 0.
(6)
In Eqs. (1), (2), and (6), the expressions such as ∂Fj/∂xj and ∂A0j/∂xj refer to the xj
partial of the composite function Fj (x, t,u(x, t)) (respectively, A0j (x, t,u0(x))). In (6) we
have retained the terms of order at most O(3), using the notations v = u− u0, F0(v)≡ v,
x0 = t , and E0 = DuG(x, t,u0). We assume that the multiplicities of the eigen-values
remain constant, which implies that the eigen-values depend smoothly on (ϑ1, . . . , ϑn),
thereby ensuring that the various branches are algebraic functions of ϑ1, . . . , ϑn. Since the
excited eigen-mode is the q th, we take the q th branch namely,
∂θ
∂t
=−λ0q(x, t,∇θ). (7)
The characteristics of (7), are the linear bicharacteristics of (1), which will be referred to
as the rays. We seek a solution to (6) as a perturbation series
v = u− u0 = u1 + 2u2 + 3u3 + · · · = σ(x, t, ξ)R0q + 2u2 + 3u3 + · · · . (8)
Substituting (8) into (6), multiplying through by , we get at levels O(k) for k = 1,2,3
the following equations:
n∑
j=0
A0j
∂θ
∂xj
∂σ
∂ξ
R0q = 0, (9a)
n∑
A0j
∂θ
∂xj
∂u2
∂ξ
=−
n∑ ∂θ
∂xj
B0j
[
R0q ,R
0
q
]
σσ ′, (9b)j=0 j=0
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j=0
∂θ
∂xj
A0j
∂u3
∂ξ
=−
n∑
k=0
∂θ
∂xk
∂
∂ξ
(
B0k [u1,u2] +
1
6
C0k [u1,u1,u1]
)
−
n∑
k=0
A0k
∂u1
∂xk
−E0u1, (9c)
where the prime in (9b) denotes differentiation with respect to ξ . Equation (9a) holds by
the choice of θ(x, t).
2.2. The -approximate equation and transport equation
The solvability condition for (9b) obtained by premultiplying with L0q is the vanishing
of
Σ0 :=
n∑
j=0
∂θ
∂xj
L0qB
0
j
[
R0q,R
0
q
]= 0. (10)
In certain applications to media with mixed nonlinearity, condition (10) generally holds
only approximately with an error of O(). This is seen from physical considerations of
the parameters involved, and seems to have been the main motivation in [8] for implicitly
assuming an -dependence for the matrices A0j allowing a development of Bk and Ck
as a series in . Crammer and Sen [4], in a different context, cope with this problem by
manipulating the perturbation expansion by introducing -corrections to the coefficients of
2 and 3 as follows. When (8) is substituted in (6) the result is an asymptotic expansion
Z1 + 2Z2 + 3Z3 + · · · = 0, (11)
where Z1 = 0 holds since the O() term in (8) is proportional to R0q ; however Z2 = 0,
which is Eq. (9b), only holds with an error of order O(). Rewriting (11) as
Z1 + 2(Z2 − Z′3)+ 3(Z3 +Z′3)+ · · · = 0, (12)
where Z′3 =Z2/ and Z3 =−Z′3. In other words (9b) is replaced by an approximate equa-
tion (14) given below which we solve exactly, thereby compensating the error at the O(3)
level. The smallness of the physical parameters involved makes this procedure licit.
Let us write
−
n∑
k=0
∂θ
∂xk
B0k
[
R0q ,R
0
q
]= n∑
j=1
µjR
0
j , (13)
so that µq =O() and
µjL
0
jR
0
j =−
n∑
k=0
∂θ
∂xk
L0jB
0
k
[
R0q,R
0
q
]
.
We now solve exactly the -approximate equation
n∑ ∂θ
∂xj
A0j
∂u2
∂ξ
=−σσ ′
∑
µjR
0
j , (14)j=0 j =q
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∂u2
∂ξ
=−
∑
j =q
n∑
k=0
∂θ
∂xk
L0jB
0
k
[
R0q ,R
0
q
]
R0j
σσ ′
(λ0j − λ0q )L0jR0j
, (15)
which implies
u2 =−
∑
j =q
n∑
k=0
∂θ
∂xk
L0jB
0
k
[
R0q,R
0
q
]
R0j
σ 2
2(λ0j − λ0q )L0jR0j
. (16)
These expressions are unique up to an additive multiple of R0q . With the notations
∆0j = L0jR0j and Γ kij =
n∑
l=0
∂θ
∂xl
L0kB
0
l
[
R0i ,R
0
j
]
,
the formula for u2 can be stated as
u2 =−
∑
j =q
Γ
j
qqR
0
j σ
2
2∆0j (λ
0
j − λ0q)
,
∂u2
∂ξ
=−
∑
j =q
Γ
j
qqσσ
′R0j
∆0j (λ
0
j − λ0q)
. (17)
In terms of Γ kij , we get Σ0 = Γ qqq . We note here that the general system considered in [8]
is not in conservation form and hence the multilinear maps B0k ,C
0
k would be unsymmetric
in general.
Multiplying (9c) by L0q and using (8) we get the compatibility condition
n∑
k=1
∂θ
∂xk
∂
∂ξ
(
L0qB
0
k [u1,u2]
)+ 1
2
n∑
k=0
L0q
∂θ
∂xk
C0k
[
R0q,R
q
0 ,R
q
0
]
σ 2σ ′
+
n∑
k=0
L0qA
0
k
∂(σR0q)
∂xk
+L0qE0R0qσ = 0. (18)
On substituting in (18) the values of ∂u2/∂ξ and u2 from Eq. (17) we get
−
∑
j =q
3Γ jqqΓ qqjσ 2σ ′
2∆0j (λ
0
j − λ0q )
+ 1
2
n∑
k=0
L0q
∂θ
∂xk
C0k
[
R0q,R
q
0 ,R
q
0
]
σ 2σ ′
+
(
dσ
dt
+ (χ + h)σ
)
= 0, (19)
where h = L0qE0R0q and d/dt denotes the ray derivative along the characteristics of (7),
and
χ =
n∑
k=0
L0qA
0
k
∂R0q
∂xk
. (20)
Note that we have obtained the transport equation (32) of [8] except for the quadratic terms
of the Burgers’ equation. We must now incorporate the  corrections indicated in Eq. (12).
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∑n
j=1(∂θ/∂xj )B0j [R0q,R0q ], namely Γ qqqσσ ′/∆0q , we
must add Z′3 = (1/)Γ qqqσσ ′/∆0q =O(1) to the right-hand side of (19); thus, we get(
dσ
dt
+ (χ + h)σ
)
+ γ
2
σ 2σ ′ +Σ1σσ ′ = 0, (21)
which is precisely the equation obtained in [8] taking into account the contribution due to
the source term in (1), where Σ1 =Σ0/(∆0q)= Γ qqq/(∆0q) and
γ =−
∑
j =q
3Γ jqqΓ qqj
∆0j (λ
0
j − λ0q )
+
n∑
k=0
L0q
∂θ
∂xk
C0k
[
R0q,R
0
q,R
0
q
]
. (22)
2.3. Comparison with the derivation in [8]
We compare our derivation of (21) with the derivation in [8], where for simplicity we
have assumed that the system in [8] arises out of a system of conservation laws. Let us
denote by A(λ) the matrix
∑n
j=1(∂θ/∂xj )A0j − λI and aτ (λ) its rows. Let b be the row
vector that represents the functional
∑n
j=0(∂θ/∂xj )L0qB0j
[
R0q, ·
]
/∆0q . Condition (10) can
be stated as the vanishing of b · R0q . The authors in [8] proceed to observe that this holds
if b is in the row space of the matrix A(λq), i.e., b =∑τ βτaτ (λ). The coefficients of the
cubic Burgers’ equation satisfied by σ , as derived in [8], involve βτ , and hence there is a
need to compute them explicitly. To do this, notice that aτR0p = (λ0p − λ)R0p,τ , where R0p,τ
denotes the τ entry in the column vector R0p , and similarly L0p,τ denotes the τ component
in the left eigen-vector L0p . Multiplying by βτ and summing over τ we get
b ·R0p/
(
λ0p − λ
)= Γ qqp/∆0q(λ0p − λ)= β¯ ·R0p, p= 1,2, . . . , n, (23)
where β¯ denotes a row matrix, from which it follows that
β¯ =
∑
l
Γ
q
qlL
0
l
∆0l ∆
0
q(λ
0
l − λ)
,
and hence
βτ =
∑
l
Γ
q
qlL
0
l,τ
∆0l ∆
0
q(λ
0
l − λ)
.
On using this in Eq. (32) of [8], we recover (21). It may be noticed that the summand with
l = q in the above formula for βτ vanishes, since (10) is assumed in [8] at the level A0i |=0.
3. Energy dissipated across shocks in symmetric hyperbolic systems
Throughout this section we assume that u0 is constant, the matrices A0j are symmet-
ric, and ∂A0/∂xj = 0. With the normalization L0qR0q = 1 we get on using the relationj
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∑n
j=1 ϑjA0j )R0q = 0 with re-
spect to ϑj ,
n∑
j=0
L0q
∂
∂xj
(
A0jR
0
qσ
)= 1
2
n∑
j=0
σ
∂
∂xj
(
L0qA
0
jR
0
q
)+ n∑
j=0
L0qA
0
jR
0
q
∂σ
∂xj
= 1
2
n∑
j=1
∂
∂xj
∂λq
∂ϑj
∣∣∣∣
ϑ=∇θ
σ +
n∑
j=0
L0qA
0
jR
0
q
∂σ
∂xj
.
Numerous physical systems are governed by isotropic conservation laws, where the
eigen-values λ0q have the form λ0q (x, t, ϑ) = |ϑ|c0q(x, t). In particular, this is so with the
example considered in [8,11]. For isotropic systems we have
1
2
n∑
j=1
∂
∂xj
∂λq
∂ϑj
∣∣∣∣
ϑ=∇θ
σ = σ
2
(
nˆ · ∇c0q + c0qχ
)
. (24)
Here nˆ is the unit normal vector to the wave front θ(x, t) = c and χ given by (20) is the
mean curvature of the wave front. Note that due to the absence of explicit (x, t) dependence
in system (1), the eigen-values λq are independent of (x, t) except for their appearance
through ∇θ , namely λ= c0q |∇θ | with c0q a constant. The PDE (21) therefore reads
dσ
ds
+
(
γ σ
2
+Σ1
)
σ
∂σ
∂ξ
+ (χ + h)σ = 0. (25)
Here Σ1 is the coefficient of genuine nonlinearity introduced by Lax, γ characterizes the
degree of material nonlinearity and h is due to the source term in (1). The coefficient χ
also has the following interpretation as the areal derivative of the wave front along rays.
Theorem 3.1. Consider system (1), where (x, t) do not explicitly appear in the equations.
Let s be the ray coordinate and A(s) the area of the cross section of the ray tube generated
by the characteristics of (7). Then
χ = lim|A|→0
1
2A
dA
ds
. (26)
Proof. The characteristic flow of (7) is given by the system of ODEs
dxj
ds
= L0qA0jR0j =
∂λq
∂xj
,
dϑj
ds
= 0, dθ
ds
= 0, 0 j  n. (27)
Let Ω0 be an element of surface area along θ = c. Assume that Ω0 evolves to Ωs along
the bicharacteristic flow. The area A(s) of the surface element Ωs is given by
A(s)=
∫
Ωs
θt
|∇θ | dx1 dx2 . . . dxn,
where we have assumed ∂θ/∂t = 0 and x1, x2, . . . , xn are local coordinates on the surface.
Denoting by (c1, c2, . . . , cn) the coordinates of a general point on the element Ω0, we get
A(0)=
∫
θt
|∇θ | dc1 dc2 . . . dcn.
Ω0
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A(s)=
∫
Ω0
θt
|∇θ |
∣∣∣∣∂x(s)∂c
∣∣∣∣dc1 dc2 . . . dcn,
dA
ds
=
∫
Ω0
θt
|∇θ |
d
ds
(∣∣∣∣∂x(s)∂c
∣∣∣∣
)
dc = 2
∫
Ω0
θtχ
|∇θ |
∣∣∣∣∂x(s)∂c
∣∣∣∣dc = 2
∫
Ωs
θtχ
|∇θ | dx,
where we have used (27) and the variational equation for derivatives, namely,
d
ds
(∣∣∣∣∂x(s)∂c
∣∣∣∣
)
= Trace
(
∂
∂xi
∂λq
∂ϑk
)∣∣∣∣∂x(s)∂c
∣∣∣∣= 2χ
∣∣∣∣∂x(s)∂c
∣∣∣∣.
Now, χ is not constant but we may write χ = χ(p) + o(1) if p is a generic point of a
sufficiently small element Ωs so that
dA(s)
ds
= (2χ(p)+ o(1))A(s), (28)
from which the result follows. ✷
We now introduce the augmented field
X(t, x1, . . . , xn, ξ)=
(
1,L0qA01R
0
q , . . . ,LqA
0
nRq,
2
3
Σ1σ + γ4 σ
2
)
, (29)
and show that σ 2/2 is a multiplier for this vector field, giving an integral invariant along the
bicharacteristic flow. It may be noted that integral invariants were introduced by Poincaré
in connection with celestial mechanics [10].
Theorem 3.2. (i) σ 2/2 is a multiplier for the augmented vector field (29), i.e.,
Div
(
σ 2
2
X
)
= 0.
(ii) The integral ∫
Ωs
(σ 2/2) dx dt dξ is conserved along the flow determined by (29).
(iii) At the points in (x, t) space where the ray tube collapses, i.e., |Ωs | → 0, the ampli-
tude becomes infinite inversely as the volume |Ωs |.
Proof. From the calculation leading to (24) and (25) we get
dσ
ds
+ χσ = 1
σ
n∑
j=0
∂
∂xj
(
σ 2
2
L0qA
0
jR
0
q
)
, (30)
and so the PDE for σ can be recast in the divergence free form,
n∑ ∂
∂xj
(
σ 2
2
L0qA
0
jR
0
q
)
+ ∂
∂ξ
(
γ
8
σ 4 + Σ1
3
σ 3
)
≡ Div
(
σ 2
2
X
)
= 0, (31)j=0
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similar in spirit to Theorem 3.1. As we approach a point where the ray tube collapses, vol-
ume |Ωs | shrinks to zero; this implies that due to the conservation of
∫
Ωs
(σ 2/2)dx dt dξ ,
σ 2 blows up in a neighborhood of this point. Moreover we see that the square of the am-
plitude blows up inversely as the volume |Ωs |. ✷
Remark. The manipulations leading to (31) are valid in regions of smoothness, the bound-
ary of which may contain a caustic point. We now provide a formula for the energy
dissipated across shocks present in the solutions of (25). A similar formula in the absence
of cubic nonlinearities is given in [11,12].
Theorem 3.3. Assume that Eq. (25) has discontinuous solutions with a discrete family of
smooth discontinuity loci t = Ψi(x), 1  i  m. The energy dissipated across shocks is
given by the smooth density
E =
m∑
i=1
(
γ [σ 2]i[σ ]2i
24
+ Σ1[σ ]
3
i
12
)
dx,
where, [σ ]j denotes the jump in σ across the j th shock locus.
Proof. By the principle of localization for distributions, it suffices to consider the case
when there is only one locus of discontinuity say, Φ = 0. Equation (31) was obtained
from (25) through multiplication by σ . This alters the Rankine–Hugoniot condition,
thereby altering the class of weak solutions as well. However, Eqs. (25) and (31) are equiv-
alent when solutions are localized away from shocks. To restore the complete equivalence
of (25) and (31), we alter Eq. (31) by adding a distributional term with support along the
shock locus namely,
d
dt
(
σ 2
2
)
+ σ
2
2
n∑
j=0
∂
∂xj
L0qA
0
jR
0
q +
∂
∂ξ
(
γ
8
σ 4 + Σ1
3
σ 3
)
+E = 0, (32)
where E is a distribution density supported along Φ = 0. In the (t, ξ) plane, the Rankine–
Hugoniot condition for (32) and (25) are, respectively,[
σ 2
2
]
dξ
dt
=
[
γ
8
σ 4 + Σ1
3
σ 3
]
+E, [σ ]dξ
dt
=
[
γ
σ 3
6
+ Σ1
2
σ 2
]
.
Eliminating dξ/dt between these two equations we get the result. ✷
4. Application
Here we apply the results of the foregoing sections to the basic equations that describe
the propagation of sound waves in a nonuniform atmosphere, and derive the transport equa-
tions for the high frequency wave amplitude in the leading order terms in the expansion.
Practically any problem of acoustics takes place in the presence of a gravitational field and
as a consequence, the unperturbed state is not uniform. In problems of propagation over
G.K. Srinivasan, V.D. Sharma / J. Math. Anal. Appl. 285 (2003) 629–641 639large distances in atmosphere or the ocean, these effects may be crucially important and
produce amplifications and refractions of sound waves. The basic equations describing the
propagation of sound waves through a stratified fluid may be expressed in the following
form:
∂v
∂t
+ (v · ∇)v+ ρ−1∇p =−g, (33)
∂ρ
∂t
+ (v · ∇)ρ + ρ(∇ · v)= 0, (34)
∂S
∂t
+ (v · ∇)S = 0, (35)
where ρ is the fluid density, v = (v1, v2, v3) the fluid velocity vector, p = p(ρ,S) the
pressure, S the entropy, t the time, ∇ the gradient operator, and g the acceleration due to
gravity. The reference state is characterized by a flow field at rest, v0 = 0, with a spatially
varying density and entropy fields, namely ρ0 = ρ0(x) and S0 = S0(x) with
∇p0 + ρ0g = 0, (36)
where the subscript zero denotes the unperturbed fluid in equilibrium. The governing sys-
tem (33)–(35) can be cast into the form
∂U
∂t
+
3∑
k=1
Ak(U)
∂U
∂xk
+ F = 0, (37)
representing a quasilinear hyperbolic system of equations with source term which is at-
tributed to the influence of gravity; here U and F are column vectors defined as U =
[v1, v2, v3, ρ, S]T and F = [g1, g2, g3,0,0]T . The Ak(U) are 5 × 5 matrices with entries
Akαβ , 1 α,β  5, given by
Ak11 =Ak22 =Ak33 =Ak44 =Ak55 = vk, Aki4 = a2δik/ρ, Aki5 =
∂p
∂S
δik
ρ
,
Ak4j = ρδjk, Ak5j = 0, Ak45 =Ak54 =Ak21 =Ak12 =Ak31 =Ak13 =Ak23 =Ak32 = 0,
where 1  i, j, k  3, δ is the Kronecker symbol, and a is the sound speed given by
a2 = (∂p/∂ρ)|S . We look for a small amplitude high frequency asymptotic solution of (37)
when the length L of the disturbed region is small in comparison with the scale height H
of the stratification, defined as a typical value of ρ0|∇ρ0|−1, so that  = L/H  1. In this
limit, the perturbations caused by the wave are of size O() and they depend significantly
on the fast variable ξ = θ(x, t)/2, where θ is the phase function to be determined. The
small amplitude high frequency solution to (37) that admits an asymptotic expansion of
the form (8) where u0 = [0,0,0, ρ0(x), S0(x)]T is the known background state. Let σ be
the wave amplitude associated with the right running acoustic wave θ(x, t)= const, prop-
agating with speed a0|∇θ |. The left and right eigen-vectors L and R of ∑3k=0(∂θ/∂xk)Ak
associated with eigen-value a0|∇θ | are given by
L =
[
n1, n2, n3,
a0
,
1
(
∂p
) ]T
, R =
[
n1, n2, n3,
ρ0
,0
]T
,
ρ0 a0ρ0 ∂S 0 a0
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coefficients Σ1, γ , χ , and h appearing in (21) and (22) can now be easily calculated; in
fact, we find that h= 0 and
Σ1 = |∇θ |2
(
1+ ρ0
a0
∂a
∂ρ
∣∣∣∣
0
)
, γ = ρ
2
0 |∇θ |
a20
∂
∂ρ
(
1
ρ
(
∂(aρ)
∂ρ
))∣∣∣∣
0
,
χ = 1
2
(
a0∇ · nˆ− 2
(
∂a/∂S
∂p/∂S
)
0
(
a20n · ∇ρ0 + ρ0n · g
)− a0
ρ0
n · ∇ρ0 − n · ∇a0
)
.
The functions Σ1, γ , and χ characterize respectively the genuine nonlinearity coefficient
of Lax, the degree of material nonlinearity, and the variation in wave amplitude due to
the wavefront geometry and the varying medium ahead. It may be noticed that although
h = 0, the gravity effects enter indirectly through its control of ρ0(x) as may be seen
in the expression for χ . Thus the evolution equation for the amplitude σ describing the
propagation of acoustic waves in a stratified medium is given by
dσ
dt
+ χσ +
(
1
2
γ σ +Σ1
)
σσ ′ = 0 (38)
with coefficients given by (38). On substituting the values of Σ1 and γ given by (38) one
computes the energy dissipated across shocks using Theorem 3.3.
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