both lie in S 1 or both lie in S 2 . For n odd, this follows immediately from noting that 2x + a + b takes each value exactly once. Similarly, if a + c is odd, each y can be written in exactly two ways as either 2x + a + b or 2x + b + c. Otherwise, it suffices to show that the number of solutions with odd y equals the number of solutions with even y. If n ≡ 2 (mod 4) this is true because z ∈ S 1 if and only if z + n/2 ∈ S 2 , thus the condition holds for y if and only if it holds for y + n/2. If n ≡ 0 (mod 4) and a + c is even, this follows from noting that z ∈ S 1 if and only if n/2 + 1 − z ∈ S 1 , thus y will work if and only if n/2 + 1 − (y + (a + c)) does. It is easy to verify that the number of such y is given by ⌊n/2⌋ − (a + c) + ⌈n/2⌉ − (a + c) = n − 2(a + c). Thus the number of crossings is one half the sum over 1 ≤ a, b, c ≤ n with a + b + c < n and a + c < n/2 of n − 2(a + c). This equals: This construction of the upper bound has the interesting property that it contains a Hamiltonian cycle passing around the edge of the disc, none of whose edges have any crossings. For this special case of graph diagrams we establish the following lower bound on number of crossings:
We prove the following theorem: It should be noted that the bound from Theorem 1 is asymptotic to (0.0145...)n 4 , whereas the best proven lower bound for general drawings is (0.0134...)n 4 , and the upper bound is (0.0156...)n 4 . It should also be noted that the class of diagrams that we consider is a generalization of those considered by [4] .
The basic idea of the proof is as follows. Let the vertices of the graph be labeled 1, . . . , n in order along the non-crossing hamiltonian cycle. Each edge of the graph not on this cycle must be on either the inside or the outside. Consider a pair of such edges: (a, c) and (b, d). If a and c separate b from d along the circle, and if these two edges are drawn on the same side of the cycle, then they must cross. This reduces our problem to finding the solution to a certain MAX-CUT problem. We make the following definitions: 
Proof. For every such drawing of a graph, label the vertices along the hamiltonian cycle by elements of Z/n in order. The edges of our K n now correspond to the vertices of G n in the obvious way. Let S be the subset of the vertices of G n corresponding to edges of the K n that lie within the designated cycle. Note that any two vertices in S or any two vertices not in S connected by an edge, correspond to pairs of edges in the K n that must cross. Thus the number of crossings of our K n is at least
We have thus reduced our problem to bounding the size of the solution of a certain family of MAX-CUT problems. We do this essentially by solving the Goemans-Williamson relaxation of a limiting version of this family of problems. To set things up, we need a few more definitions.
We now present the continuous version of our MAX-CUT problem:
We prove this by instead proving the following stronger result:
Furthermore, for any L 2 function f :
The proof of Proposition 4 will involve looking at the Fourier transforms of the functions involved. Before we can begin with this we need the following definition:
Definition. Define the function e(x) := e 2πix .
We now express the Fourier transform of C.
Lemma 5. We have that C(w, x, y, z) is equal to:
It is not hard to see that this number is odd if and only if (w, y) crosses (x, z). Thus,
In order to compute the Fourier transform, we compute the Fourier transform of each individual term. Note that
Therefore, by standard Fourier analysis, we can say that
We have similar formulae for e
, and e
. Multiplying them together, we find that
We now need to collect like terms. In particular, for every 4-tuple of integers α, β, γ, δ, the coefficient of e(αw + βx + γy + δz) equals the sum over 4-tuples of integers a, b, c, d
.
Clearly, there are no such a, b, c, d unless α + β + γ + δ = 0. If this holds, then all such 4-tuples are of the form n, n + β, n + β + γ, n + β + γ + δ for n an arbitrary integer. Thus, we need to evaluate
Consider the complex analytic function
Note that along the contour max(|ℜ(z)|, |ℑ(z)|) = m+ 1/2 for m a large integer, |g(z)| = O(m −4 ). Thus the limit over m of the integral of g over this contour is 0. This implies that the sum of all residues of g is 0. Note that g has poles only when either z in an integer or when (z + 1/2)(z + β + 1/2)(z + β + γ + 1/2)(z + β + γ + δ + 1/2) = 0. At z = n, g has residue 1 (n + 1/2)(n + β + 1/2)(n + β + γ + 1/2)(n + β + γ + δ + 1/2) .
Thus,
Therefore, (−1) C(w,x,y,z) equals
Note that all other such residues are at half integers. Note furthermore that cot(πz) is an odd function around half integers. Thus, g has a residue at z ∈ Z only if z is a root of (z + 1/2)(z + β + 1/2)(z + β + γ + 1/2)(z + β + γ + δ + 1/2) of even order, and in particular order at least 2. In other words, we have residues only when some pair of elements of (0, β, β + γ, β + γ + δ) are the same, but no three of them are unless all four are 0. In particular, we get residues in the following cases:
• When β = 0, let α = n, γ = m. Then, for (α, β, γ, δ) = (n, 0, m, −(n+m)),
we have a residue at ρ = −1/2 of On the other hand, D ′ = (S 1 ) 4 C(w, x, y, z). Note that given any w, x, y, z distinct that of the three ways to partition {w, x, y, z} into two pairs, exactly one gives a set of crossing pairs. Thus C(w, x, y, z) + C(w, y, x, z) + C(w, x, z, y) equals 1 except on a set of measure 0. Thus, since the integral of each of these is D ′ , we have that 3D ′ = 1, or that D ′ = 1/3. This completes the proof.
Proof of Proposition 4.
Since f is L 2 we may write f (x, y) = n,m∈Z a n,m e(nx + my)
for complex numbers a n,m with n,m |a n,m | 2 < ∞. Notice that replacing f (x, y)
does not effect the left hand side of Equation (1), and can only increase the right hand side. Thus we can assume that f (x, y) = f (y, x), and therefore that a n,m = a m,n .
By Lemma 5, the left hand side of Equation (1) is
a n,m a n,m + a n,m a m,n nm + 1 2π 2 n,m∈Z\{0} a 0,n+m a m,n + a n,m a 0,n+m nm
a n+m,0 a n,m + a n,m a n+m,0 nm + a 0,0 a 0,0 3 .
Using a n,m = a m,n , this simplifies to
a n,m a n,m − a n,m a n+m,0 − a n+m,0 a n,m nm
We claim that for k = 0 that n+m=k 1 nm = 0. This can be seen by noting that 1
producing a telescoping sum. If k = 0,
Therefore, the left hand side of Equation (1) is
The right hand side of Equation (1) is
We now let b n,m = a n,m − a n+m,0 . Notice that b 0,k = b k,0 = 0. Equation (1) is now equivalent to
We will in fact prove the stronger statement that
We note by symmetry that we can assume that n, m > 0. We also note that it suffices to prove for each k > 0 that n,m>0,n+m=k
For fixed k, let c n = b n,k−n − b n−1,k−n+1 . By the symmetry exhibited by the b's, the right hand side of Equation (2) is
Meanwhile, the right hand side is
Thus, the right hand side is given by a quadratic form in the c 1 , . . . , c ⌊k/2⌋ with positive coefficients. Therefore, the biggest ratio between the right and left and sides is obtained by the unique eigenvector of this quadratic form for which all c i are positive. We claim that this happens when c n = k + 1 − 2n. For these c's, the derivative of the expression in Equation (3) with respect to c m is
It is easy to verify that for this choice of c i that
Thus, the above reduces to
Thus, these c i give the unique positive eigenvector. Hence it suffices to check Equation (2) when c m = k − 2m + 1, or equivalently when b n,k−n = n(k − n). In this case, the left hand side of Equation (2) is
For this choice, the right hand side is
Thus, the largest possible ratio between the left and right hand sides of Equation (2) is 1. This completes our proof.
We are now prepared to prove our main theorem.
Proof of Theorem 1. We will proceed by way of Lemma 2. We note that |E(G n )| = n 4 /24 + O(n 3 ). We have only to bound the size of the MAX-CUT of G n . Consider any subset S of the vertices of G n defining a cut. We wish to bound the number of edges that cross this cut. Define the function f S : S 1 × S 1 → {±1} as follows:
f S (w, y)f S (x, z)C(w, x, y, z)dwdxdydz.
In order to evaluate this expression, we consider the integral over the region Adding the number of edges of G n and dividing by 2, we find that |Edges crossing the cut| ≤ n This provides an upper bound on the size of MAX-CUT(G n ). Thus by Lemma 2, the crossing number of K n is at least
This completes our proof.
