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Introdution & Preliminaries 2
1 Introdution
The harmoni Hardy spaes hp are ertain lasses of harmoni funtions,
usually dened on the unit ball or the upper half-spae. Many fats from hp
theory have their soure in omplex analysis and holomorphi Hardy spaes
Hp. They are named in honor of the mathematiian G. H. Hardy, who rst
studied them.
The objetive of this paper is to haraterize hp lasses and a boundary
behavior of harmoni funtions on a smooth domain in real Eulidean spae.
Most of the presented results ome from the Elias M. Stein's book [5℄. We
will onentrate on supplementing the missing or inomplete proofs; the basis
will be the well-known theory of hp spaes and nontangential onvergene on
the ball or the upper half-spae.
2 Preliminaries
Throughout this paper, we will deal with harmoni funtions, dened on
open subsets of real Eulidean spae R
N
, where N will denote a xed positive
integer greater than 1. Let Ω be an open subset of RN ; a twie ontinuously
dierentiable, omplex-valued funtion u is harmoni on Ω if
∆u =
∂2u
∂x21
+ ...+
∂2u
∂x2N
= 0
at every point of Ω. The operator∆ is alled the Laplacian, and the equation
∆u = 0 is alled Laplace′s equation. We will use some well-known properties
of harmoni funtions, as the maximum priniple or the mean value property,
without a omment; all this properties may be found in [1℄.
x = (x1, ..., xN ) denote a typial point in R
N
, and |x| = (x21 + ...+ x2N)1/2
is the Eulidean norm of x. By 〈·, ·〉 we denote the usual Eulidean inner
produt. Reall, that for every x, y ∈ RN
|x+ y|2 = |x|2 + 2〈x, y〉+ |y|2.
All funtions in this paper are assumed to be omplex valued unless stated
otherwise. For xed positive integer k, a funtion f is of lass Ck on Ω, if f
is k times ontinuously dierentiable on Ω; f is of lass C∞ on Ω, if f is of
lass Ck for every k. We say, that f is of lass C1,1 on Ω, if f is of lass C1,
and ∇f satises the Lipshitz ondition
|∇f(x)−∇f(y)| ≤ A|x− y|, ∀x, y ∈ Ω,
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where A <∞ is a positive onstant, and
∇f =
(
∂f
∂x1
, ...,
∂f
∂xN
)
,
is the gradient of f . For xed positive integers n, k, a vetor-valued funtion
F : Ω → Rn, F = (F1, ..., Fn), is of lass Ck on Ω, if the omponent funtions
Fi, i = 1, ..., n, are of lass C
k
on Ω.
For E ⊂ RN , C(E) denote the spae of ontinuous funtions on E.
B(a, r) =
{
x ∈ RN : |x− a| < r} is the open ball entered at a ∈ RN and
radius r > 0. If the dimension is important, we write BN(a, r) in plae of
B(a, r). The unit sphere, the boundary of B(0, 1), is denoted by S.
We will also deal with smooth domains in R
N
; by a smooth domain,
we mean a bounded domain with the boundary at least of lass C2. More
preisely, we say that a bounded domain D ⊂ RN has a boundary of lass
C2, if there exists a real-valued funtion λ dened in a neighborhood of D
with the following properties:
1. λ is of lass C2.
2. λ(x) < 0 if and only if x ∈ D.
3. {x : λ(x) = 0} = ∂D.
4. |∇λ(x)| > 0 if x ∈ ∂D.
Throughout this paper, we will assume that D is a bounded domain in RN
with the boundary of lass C2, and a funtion λ of the above type will be
alled a characterizing function for D.
3 Properties of smooth domains in R
N
In this setion we will show some important properties of D. Let λ be a
haraterizing funtion for D. For y ∈ ∂D denote
νy =
∇λ(y)
|∇λ(y)| ,
the outward unit normal vetor eld to ∂D. By the property 1 of λ (and
mean value theorem), there exists a positive onstant c, suh that
|∇λ(x)−∇λ(y)| ≤ c|x− y|
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for every x, y ∈ ∂D; property 4 implies, that there exists positive onstant
c′, suh that for eah y ∈ ∂D
|∇λ(y)| ≥ c′.
Denoting c0 = 2c/c
′
, we onlude
|νx−νy| =
∣∣∣∣ ∇λ(x)|∇λ(x)| − ∇λ(y)|∇λ(y)|
∣∣∣∣ = ∣∣∣∣ ∇λ(x)|∇λ(x)| − ∇λ(y)|∇λ(x)| + ∇λ(y)|∇λ(x)| − ∇λ(y)|∇λ(y)|
∣∣∣∣
≤ |∇λ(x)−∇λ(y)||∇λ(x)| + |∇λ(y)|
∣∣∣∣ 1|∇λ(x)| − 1|∇λ(y)|
∣∣∣∣
=
|∇λ(x)−∇λ(y)|
|∇λ(x)| + |∇λ(y)|
∣∣∣∣|∇λ(y)| − |∇λ(x)||∇λ(x)||∇λ(y)|
∣∣∣∣
≤ 2 |∇λ(x)−∇λ(y)||∇λ(x)| ≤ c0|x− y|,
for every x, y ∈ ∂D.
For y ∈ ∂D and r > 0 let K(y, r) = B(y, r) ∩ (∂D).
Lemma 3.1 There exist positive onstants ρ, M1, M2, so that to eah point
y ∈ ∂D there orresponds a loal oordinate system (x, z), where x ∈ RN−1,
z ∈ R and every point x ∈ K(y, ρ) is represented as x = (x, z), and a C2
funtion ϕy : BN−1(y, ρ)→ R, suh that∣∣∣∣∂ϕy∂xi
∣∣∣∣ ≤ M1, ∣∣∣∣ ∂2ϕy∂xi∂xj
∣∣∣∣ ≤M2, ∀i, j ∈ {1, ..., N − 1} ,
and
K(y, ρ) = {(x, ϕy(x)) : x ∈ BN−1(y, ρ)} ∩ BN(y, ρ).
Proof. Sine λ is of lass C2 in a neighborhood of D, there exists c1, c2 > 0
suh that for every y ∈ ∂D and i, j ∈ {1, ..., N}∣∣∣∣ ∂λ∂xi (y)
∣∣∣∣ ≤ c1, ∣∣∣∣ ∂2λ∂xi∂xj (y)
∣∣∣∣ ≤ c2.
Moreover, beause ∂D is ompat and |∇λ(x)| ≥ c on ∂D for some c > 0,
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there exist r, c′ > 0, suh that for every y ∈ ∂D we an hoose i ∈ {1, ..., N}
so that for x ∈ ∂D and |x− y| < r we have∣∣∣∣ ∂λ∂xi (x)
∣∣∣∣ ≥ c′.
So let y ∈ ∂D and take i ∈ {1, ..., N} like above; for x ∈ K(y, r) let
x = (x1, ..., xi−1, xi+1, ..., xN), z = xi,
and denote
(x, z) = (x1, ..., xi−1, z, xi+1, ..., xN ).
By impliit funtion theorem, there exist onstants ρ, ρ′, 0 < ρ < ρ′, and a
C1 funtion ϕy : BN−1(y, ρ
′)→ R, suh that:
1. K(y, ρ) = {(x, ϕy(x)) : x ∈ BN−1(y, ρ′)} ∩BN(y, ρ).
2. For every x ∈ BN−1(y, ρ′), λ(x, ϕy(x)) = 0 and
∂ϕy
∂xi
(x) = −
∂λ
∂xi
(x, ϕy(x))
∂λ
∂z
(x, ϕy(x))
, i = 1, ..., N − 1.
Sine ∂D is ompat, we may hoose ρ, ρ′ independently on y, and take
ρ′ = ρ. Additionally we may assume, that ρ < r. Hene∣∣∣∣∂ϕy∂xi (x)
∣∣∣∣ ≤ c1/c′ = M1.
Moreover, by 2. we onlude, that ϕy is of lass C
2
and
∂2ϕy
∂xj∂xi
(x) =
∂
∂xj
(
−
∂λ
∂xi
(x, ϕy(x))
∂λ
∂z
(x, ϕy(x))
)
=
∂
∂xj
(
∂λ
∂z
(x, ϕy(x))
)
∂λ
∂xi
(x, ϕy(x))− ∂∂xj
(
∂λ
∂xi
(x, ϕy(x))
)
∂λ
∂z
(x, ϕy(x))(
∂λ
∂z
(x, ϕy(x))
)2
=
(
∂2λ
∂xj∂z
(x, ϕy(x)) +
∂2λ
∂z2
(x, ϕy(x))
∂ϕy
∂xj
(x)
)
∂λ
∂xi
(x, ϕy(x))(
∂λ
∂z
(x, ϕy(x))
)2
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−
(
∂2λ
∂xj∂xi
(x, ϕy(x)) +
∂2λ
∂z∂xi
(x, ϕy(x))
∂ϕy
∂xj
(x)
)
∂λ
∂z
(x, ϕy(x))(
∂λ
∂z
(x, ϕy(x))
)2 .
Therefore ∣∣∣∣ ∂2ϕy∂xj∂xi (x)
∣∣∣∣ ≤ 2c1c2c′ (1 + c1c′ ) =M2.

Lemma 3.2 (ball ondition)
There exists r > 0, suh that for eah y ∈ ∂D there are balls B(cy, r), B(c˜y, r)
that satisfy
1. B(cy, r) ∩Dc = {y}.
2. B(c˜y, r) ∩D = {y}.
Proof. By Lemma 3.1, there exist positive onstants ρ and M , suh that to
eah point y ∈ ∂D there orresponds a loal oordinate system (x, z), where
x ∈ RN−1, z ∈ R and every point x ∈ K(y, ρ) is represented as x = (x, z),
and a C2 funtion ϕy : BN−1(y, ρ)→ R, suh that∣∣∣∣ ∂2ϕy∂xi∂xj
∣∣∣∣ ≤M, ∀i, j ∈ {1, ..., N − 1} ,
and
K(y, ρ) = {(x, ϕy(x)) : x ∈ BN−1(y, ρ)} ∩ BN(y, ρ).
By the mean value theorem, for some M ′ > 0, every y ∈ ∂D and every
x ∈ K(y, ρ) we have
|∇ϕy(x)−∇ϕy(x′)| ≤M ′|x− x′|.
We show, that there exists positive onstant r = r(M ′, ρ), suh that for
every y ∈ ∂D, B(y − rνy, r) ⊂ D and B(y + rνy, r) ⊂ RN\D. Let y ∈ ∂D;
without loss of generality we may assume that y = 0 and z = xN (in the
loal oordinate system near 0). Moreover, we may assume (by a rotation
of the oordinate system if neessary), that ν0 = eN = (0, ..., 0, 1). This
implies, that ∇ϕ0(0) = 0; therefore |∇ϕ0(x)| ≤ M ′|x| if |x| < ρ. Moreover,
the Taylor expansion gives ϕ0(x) = 〈∇ϕ0(θx), x〉 for some θ ∈ (0, 1), and
hene
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|ϕ0(x)| ≤ |∇ϕ0(θx)| · |x| ≤M ′θ|x|2 ≤M ′|x|2.
Now observe, that S(reN , r), the sphere with enter in (0, ..., 0, r) and radius
r, touhes the hyperplane {xN = 0} at the origin and the lower hemisphere
is represented as
xN = ψr(x) = r −
√
r2 − |x|2 = r
1−
√
1−
( |x|
r
)2 .
Sine
√
1− t ≤ 1− t/2 for 0 ≤ t ≤ 1, it follows that for |x| < r
ψr(x) ≥ |x|
2
2r
.
So take r < min {1/2M ′, ρ/2}; for |x| < r we have
−ψr(x) ≤ ϕ0(x) ≤ ψr(x),
where −ψr represents the upper hemisphere of S(−reN , r). Beause r < ρ/2,
we onlude, that
B(−reN , r) ⊂ D, B(reN , r) ⊂ RN\D.

Obviously, in the lemma above we take cy = y − rνy and c˜y = y + rνy.
Observe, that Lemma 3.2 may be proved without the assertion, that
the funtions ϕy from Lemma 3.1 are of lass C
2
with uniformly bounded
derivatives. In fat, it sues to assume, that for every y ∈ ∂D, ∇ϕy satises
the Lipshitz ondition with a onstant, whih does not depend on y. This
property haraterize the domains with the boundary of lass C1,1. More
preisely, we say that a bounded domain Ω ⊂ RN has a boundary of lass
C1,1, if there exist positive onstants ρ, A, suh that to eah point y ∈ ∂Ω
there orresponds a loal oordinate system (x, z), where x ∈ RN−1, z ∈ R
and every point x ∈ (∂Ω) ∩BN (y, ρ) is represented as x = (x, z), and a C1
funtion ϕy : BN−1(y, ρ)→ R, suh that
|∇ϕy(x)−∇ϕy(x′)| ≤ A|x− x′|
and
(∂Ω) ∩ BN(y, ρ) = {(x, ϕy(x)) : x ∈ BN−1(y, ρ)} ∩BN (y, ρ).
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Moreover, it is possible to prove the reverse assertion to Lemma 3.2: if a
bounded domain Ω ⊂ RN satises the ball ondition, then ∂Ω is of lass C1,1
(for the proof, see [2℄).
In the next part of this paper, by σ we will denote the area measure on
∂D. For y ∈ ∂D, let ρ > 0 and ϕy be as in Lemma 3.1. Then, by denition
of σ, for an open set E ⊂ K(y, ρ) we have
σ(E) =
∫
{x:x∈E}
√
1 + |∇ϕ(x)|2dx,
where x means the projetion of x into Rk−1 × {0} × RN−k, for some
k ∈ {1, ..., N} (for more details, see [4℄).
Lemma 3.3 There exist positive onstants c1,c2, suh that for eah r > 0,
r ≤ diam(D), and eah y ∈ ∂D we have:
c1r
N−1 ≤ σ {K(y, r)} ≤ c2rN−1.
Proof. By Lemma 3.1, there exist positive onstants ρ and M , suh that to
eah point y ∈ ∂D there orresponds a loal oordinate system (x, z), where
x ∈ RN−1, z ∈ R and every point x ∈ K(y, ρ) is represented as x = (x, z),
and a C2 funtion ϕy : BN−1(y, ρ)→ R, suh that∣∣∣∣∂ϕy∂xi
∣∣∣∣ ≤ M, i = 1, ..., N − 1,
and
K(y, ρ) = {(x, ϕy(x)) : x ∈ BN−1(y, ρ)} ∩ BN(y, ρ).
By rst inequality,
|ϕy(x)− ϕy(x′)| ≤ sup |∇ϕy| · |x− x′| ≤ M˜ |x− x′|.
Let r ≤ ρ. If x ∈
{
(x, ϕy(x)) : x ∈ BN−1
(
y, r/
√
1 + M˜2
)}
, then
|x− y| = |(x− y, ϕy(x)− ϕy(y))| =
√
|x− y|2 + |ϕy(x)− ϕy(y)|2
≤
√
1 + M˜2|x− y| < r,
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whih means, that x ∈ K(y, r), and hene
σ {K(y, r)} ≥ σ
({
(x, ϕy(x)) : x ∈ BN−1
(
y, r/
√
1 + M˜2
)})
=
∫
BN−1
„
y,r/
√
1+fM2«
√
1 + |∇ϕy(x)|2dx
≥ mN−1
{
BN−1
(
y, r/
√
1 + M˜2
)}
= c · rN−1,
where mN−1 denotes the N − 1 dimensional Lebesque measure. Obviously
K(y, r) ⊂ {(x, ϕy(x)) : x ∈ BN−1(y, r)}. Therefore
σ {K(y, r)} ≤
∫
BN−1(y,r)
√
1 + |∇ϕy(x)|2dx
≤
√
1 + M˜2mN−1(BN−1(y, r)) = c
′ · rN−1.
So the estimate is proved for r ≤ ρ. Sine ∂D is ompat, we onlude that
σ(∂D) <∞. Now suppose r > ρ. We have
σ {K(y, r)} ≥ σ {K(y, ρ)} ≥ c · ρN−1 = c ·
(ρ
r
)N−1
rN−1
≥ c ·
(
ρ
diam(D)
)N−1
rN−1 = c1r
N−1,
σ {K(y, r)} ≤ σ(∂D) ≤ σ(∂D)
ρN−1
rN−1 ≤ c2rN−1,
where c2 = max
{
c′, σ(∂D)/ρN−1
}
.

Denote δ(x) = dist(x, ∂D), the distane of x to the boundary of D.
Observe, that for every x, x′ ∈ RN we have
δ(x) ≤ |x− x′|+ δ(x′).
By symmetry
δ(x′) ≤ |x− x′|+ δ(x),
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and thus
δ(x′)− |x− x′| ≤ δ(x) ≤ |x− x′|+ δ(x′)
−|x− x′| ≤ δ(x)− δ(x′) ≤ |x− x′|
|δ(x)− δ(x′)| ≤ |x− x′|.
In partiular, δ is ontinuous funtion on RN . For r > 0, denote
Dr =
{
x ∈ D : δ(x) ≤ r} .
Lemma 3.4 Let r be the onstant from Lemma 3.2, and let r0 = r/4. There
exists a map pi : Dr → ∂D suh that for every x ∈ Dr we have
|pi(x)− x| = δ(x)
and
|pi(x)− pi(y)| ≤ 4|x− y|
for every x, y ∈ Dr0.
Proof. By Lemma 3.2, there exists a unique map pi on Dr, that satises
|pi(x)− x| = δ(x).
In fat, sine ∂D is ompat, for every x ∈ Dr there exists x′ ∈ ∂D, suh that
|x − x′| = δ(x). Beause 0 < δ(x) ≤ r, B(x, δ(x)) ∩ ∂D = {x′} by Lemma
3.2, and we set pi(x) = x′.
Now hoose x, y ∈ Dr0 and suppose |x− y| < δ(x). Observe, that pi(x) =
pi(z) for eah z from the set
I =
{
pi(x) + t
x− pi(x)
δ(x)
: t ∈ [0, 2δ(x)]
}
.
Beause I ⊂ B(x, δ(x)), there exists x′ ∈ I, suh that |y − x′| = dist(y, I)
and 〈y − x′, x′ − pi(x)〉 = 0. Obviously δ(x′) = |x′ − pi(x)| < 2r0; by Lemma
3.2
B(pi(y)− 2(pi(y)− y), 2δ(y)) ⊂ D
and
B(pi(x)− 2(pi(x)− x′), 2δ(x′)) ⊂ D.
Hene we have
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1. 2|pi(y)− y| ≤ |pi(y)− 2(pi(y)− y)− pi(x)|
2. 2|pi(x)− x′| − |y − pi(x)| ≤ |pi(y)− y|.
From 1 we onlude
4|pi(y)− y|2 ≤ |y − pi(y) + y − pi(x)|2
4|pi(y)− y|2 ≤ |y − pi(y)|2 + 2〈y − pi(y), y − pi(x)〉+ |y − pi(x)|2
|pi(y)− y|2 − 2〈y − pi(y), y − pi(x)〉 ≤ |y − pi(x)|2 − 2|y − pi(y)|2
|pi(y)− y|2− 2〈y− pi(y), y− pi(x)〉+ |y− pi(x)|2 ≤ 2|y− pi(x)|2− 2|y− pi(y)|2
|pi(x)− pi(y)|2 ≤ 2|y − pi(x)|2 − 2|y − pi(y)|2.
2 gives
|pi(x)− pi(y)|2 ≤ 2|y − pi(x)|2 − 2(2|pi(x)− x′| − |y − pi(x)|)2
= 8δ(x′)(|y − pi(x)| − δ(x′)) = 8δ(x
′)(|y − pi(x)|2 − δ(x′)2)
|y − pi(x)|+ δ(x′) .
Beause 〈y − x′, x′ − pi(x)〉 = 0, we have |y − pi(x)|2 = |x′ − y|2 + δ(x′)2, and
hene
8δ(x′)(|y − pi(x)|2 − δ(x′)2)
|y − pi(x)|+ δ(x′) ≤
8δ(x′)(|y − pi(x)|2 − δ(x′)2)
2δ(x′)
= 4(|x′ − y|2 + δ(x′)2 − δ(x′)2) = 4|x′ − y|2.
Obviously |x′ − y| ≤ |x− y|, and thus |pi(x)− pi(y)| ≤ 2|x− y|.
Now if |x− y| ≥ δ(x), then we have
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|pi(x)− pi(y)| ≤ |pi(x)− x|+ |x− y|+ |y − pi(y)| = δ(x) + |x− y|+ δ(y)
= 2δ(x) + |x− y|+ δ(y)− δ(x) ≤ 3|x− y|+ |δ(y)− δ(x)|
≤ 4|x− y|,
what gives the onlusion of the lemma.

The map pi from Lemma 3.4 will be alled an orthogonal projection.
Observe, that if r is the onstant from Lemma 3.2, then for x ∈ Dr we have
x = pi(x)− δ(x)νpi(x).
Lemma 3.5 Let r be the onstant from Lemma 3.2, and let r0 = r/4. Then
the funtion δ is of lass C1,1 inside Dr0. Moreover, for a ∈ S we have
lim
h→0
δ(x+ ha)− δ(x)
h
= 〈a,−νpi(x)〉.
Proof. Choose x ∈ Int(Dr0) and a ∈ S. First observe, that
2δ(x)− |ha− (x− pi(x))| ≤ δ(x+ ha) ≤ |ha+ x− pi(x)|
for |h| < δ(x). We have
δ(x+ ha)− δ(x) ≥ δ(x)− |ha− (x− pi(x))|
= δ(x)−
√
h2 − 2h〈a, x− pi(x)〉+ (δ(x))2
= h
2〈a, x− pi(x)〉 − h
δ(x) +
√
h2 − 2h〈a, x− pi(x)〉+ (δ(x))2 ;
δ(x+ ha)− δ(x) ≤ |ha + x− pi(x)| − δ(x)
=
√
h2 + 2h〈a, x− pi(x)〉+ (δ(x))2 − δ(x)
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= h
2〈a, x− pi(x)〉+ h√
h2 + 2h〈a, x− pi(x)〉+ (δ(x))2 + δ(x) .
If h > 0, then
δ(x+ ha)− δ(x)
h
≥
2〈a, x− pi(x)〉 − h
δ(x) +
√
h2 − 2h〈a, x− pi(x)〉+ (δ(x))2
h→0−→ 〈a, x− pi(x)〉
δ(x)
,
similarly
δ(x+ ha)− δ(x)
h
≤
2〈a, x− pi(x)〉+ h
δ(x) +
√
h2 + 2h〈a, x− pi(x)〉+ (δ(x))2
h→0−→ 〈a, x− pi(x)〉
δ(x)
;
if h < 0 the inequalities are reverse. Beause |x− pi(x)| = δ(x), we have
pi(x)− x
δ(x)
= νpi(x).
Now |pi(x)−pi(y)| ≤ 4|x−y| on Dr0 by Lemma 3.4; realling, that |νz−νz′ | ≤
c0|z − z′| on ∂D, we onlude∣∣∣∣ ∂δ∂xi (x)− ∂δ∂xi (y)
∣∣∣∣ = ∣∣〈ei, νpi(y) − νpi(x)〉∣∣ ≤ |νpi(y) − νpi(x)|
≤ c0|pi(y)− pi(x)| ≤ 4c0|x− y|
for every x, y ∈ Int(Dr0).

Lemma 3.6 Let pi be the orthogonal projetion. There exists r > 0, suh
that pi is of lass C1 inside Dr.
Proof. Choose y ∈ ∂D. It sues to show, that there exists r > 0, suh
that pi is of lass C1 on D ∩ B(y, r). Let ρ, M1, M2 be the onstants from
Lemma 3.1. Assume additionally, that ρ satises the assertion of Lemma 3.2.
Then there exists a loal oordinate system (x, z), where x ∈ RN−1, z ∈ R
Properties of smooth domains in R
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and every point x ∈ K(y, ρ) is represented as x = (x, z), and a C2 funtion
ϕy : BN−1(y, ρ)→ R, suh that∣∣∣∣∂ϕy∂xi
∣∣∣∣ ≤M1, ∣∣∣∣ ∂2ϕy∂xi∂xj
∣∣∣∣ ≤M2, ∀i, j ∈ {1, ..., N − 1} ,
and
K(y, ρ) = {(x, ϕy(x)) : x ∈ BN−1(y, ρ)} ∩ BN(y, ρ).
Without loss of generality we may assume, that z = xN . Additionally we
may assume, that
BN(y, ρ) ∩D = {(x, xN) : x ∈ BN−1(y, ρ) ∧ xN < ϕy(x)} ∩BN (y, ρ).
Then for x ∈ BN−1(y, ρ), w(x) = (−∇ϕy(x), 1) is the outward orthogonal
vetor eld to ∂D in x = (x, ϕy(x)) ∈ K(y, ρ). Sine |w(x)| > 0, we have
w(x)
|w(x)| = νx.
Let
F (x, t) = (x, ϕy(x))− t · w(x), x ∈ BN−1(y, ρ), t ∈ R.
Beause ϕy is of lass C
2
, F is of lass C1 on BN−1(y, ρ)× R.
Observe, that sine ρ satises the ondition of Lemma 3.2, for ρ′ ≤ ρ/2
and x ∈ D ∩ BN(y, ρ′) we have
|pi(x)− y| ≤ |pi(x)− x|+ |x− y| = δ(x) + |x− y| ≤ 2|x− y| < ρ,
so pi(x) ∈ K(y, ρ). Therefore, if we denote pi(x) =
(
pi(x), ϕy
(
pi(x)
))
, then
F
(
pi(x),
δ(x)
|w(x)|
)
=
(
pi(x), ϕy
(
pi(x)
))
− δ(x) w(x)|w(x)|
= pi(x)− δ(x)νpi(x) = x.
Sine |w(x)| ≥ 1, we have
Properties of smooth domains in R
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D ∩BN (y, ρ′) ⊂ F (BN−1(y, ρ)× (0, ρ′)).
The Jaobian matrix of F (x, t) = (x+ t∇ϕy(x), ϕy(x)− t) has a form
J(x, t) =

1 + t ∂
2g
∂x2
1
(x) t ∂
2g
∂x2∂x1
(x) . . . t ∂
2g
∂xN−1∂x1
(x) ∂g
∂x1
(x)
t ∂
2g
∂x1∂x2
(x) 1 + t ∂
2g
∂x2
2
(x) . . . t ∂
2g
∂xN−1∂x2
(x) ∂g
∂x2
(x)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
t ∂
2g
∂x1∂xN−1
(x) t ∂
2g
∂x2∂xN−1
(x) . . . 1 + t ∂
2g
∂x2
N−1
(x) ∂g
∂xN−1
(x)
∂g
∂x1
(x) ∂g
∂x2
(x) . . . ∂g
∂xN−1
(x) −1

.
Therefore, if t→ 0, then J tends to the matrix
J0(x) =

1 0 . . . 0 ∂g
∂x1
(x)
0 1 . . . 0 ∂g
∂x2
(x)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . 1 ∂g
∂xN−1
(x)
∂g
∂x1
(x) ∂g
∂x2
(x) . . . ∂g
∂xN−1
(x) −1
 .
Sine ϕy is of lass C
2
and∣∣∣∣∂ϕy∂xi
∣∣∣∣ ≤M1, ∣∣∣∣ ∂2ϕy∂xi∂xj
∣∣∣∣ ≤M2, ∀i, j ∈ {1, ..., N − 1} ,
det J
t→0−→ det J0 uniformly on BN−1(y, ρ). A simple alulation shows,
that det J0(x) = −|∇ϕy(x)|2 − 1. Hene, there exists r > 0, suh that
det J(x, t) 6= 0 for every x ∈ BN−1(y, ρ) and t ∈ (0, r). We may assume, that
r ≤ ρ/2. By inverse funtion theorem, F is invertible in BN−1(y, ρ)× (0, r),
and F−1 is of lass C1 in F (BN−1(y, ρ)× (0, r)). In partiular, F−1 is of lass
C1 in D ∩BN (y, r).
Now if x ∈ D ∩ BN(y, r), then x = F (x′, t) for some x′ ∈ BN−1(y, ρ)
and t ∈ (0, r). Thus, if we denote F−1(x) = (F−11 (x), ..., F−1N (x)), then for
i ∈ {1, ..., N − 1} we have F−1i (x) = x′i. On the other side,
x′ = (x′, ϕy(x
′)) = pi(x) = (pi1(x), ..., piN(x)),
sine ρ satises the ondition of Lemma 3.2, and r < ρ. Hene
pii(x) = x
′
i = F
−1
i (x), i = 1, ..., N − 1.
Properties of smooth domains in R
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Moreover,
piN(x) = x
′
N = ϕy(x
′) = ϕy(pi1(x), ..., piN−1(x)),
and thus pi is of lass C1 in D ∩ B(y, r), as desired.

Corollary 3.1 Let r0 be as in Lemma 3.5. There exists r > 0, r ≤ r0, suh
that δ is of lass C2 inside Dr.
Proof. By Lemma 3.5, for every x ∈ Dr0 and i = 1, ..., N we have
∂δ
∂xi
(x) = 〈ei,−νpi(x)〉 = 〈ei, x− pi(x)〉
δ(x)
=
xi − pii(x)
δ(x)
.
By Lemma 3.6, there exists r > 0, suh that pi = (pi1, ..., piN ) is of lass C
1
in-
sideDr. If we assume additionally, that r ≤ r0, then δ is of lass C2 insideDr.

Now we will introdue some fats from lassial harmoni analysis on a
smooth domainD ⊂ RN . Let GD(x, y) be the Green's funtion forD, dened
in (D × D)\ {(x, x) : x ∈ D}. It is uniquely determined by the following
properties:
1. GD is of lass C
2
on (D×D)\ {(x, x) : x ∈ D} and of lass C2−ε up to
(D ×D)\ {(x, x) : x ∈ D}.
2. ∆yGD(x, y) = 0 for every y ∈ D and y 6= x.
3. GD(x, y)+ΓN(x−y) is harmoni on D for eah xed x ∈ D, where ΓN
is the fundamental solution for the Laplaian on R
N
, given by
ΓN(x) =
{
(2pi)−1 log |x|, N = 2,
(2−N)−1ω−1N−1|x|2−N , N > 2,
ωN−1 is the area measure of S in R
N
.
4. GD(x, y)|y∈∂D = 0 for eah xed x ∈ D.
The funtion
PD(x, y) = −∂GD(x, y)
∂νy
,
dened in D × ∂D is the Poisson kernel for D. It is ontinuous and stritly
positive on D×∂D. Moreover, by the use of Green's theorem, one an prove
the following property: if u is harmoni on D and ontinuous on D, then
Properties of smooth domains in R
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u(x) =
∫
∂D
PD(x, y)u(y)dσ(y), x ∈ D
(for more details and proofs, see [3℄). Now, sine D is a domain with the
boundary of lass C2, the Dirihlet Problem is solvable. More preisely, for
eah f ∈ C(∂D), there exists F ∈ C(D), suh that F |∂D = f and F is
harmoni on D (a good soure for these results is [1℄). Hene
F (x) =
∫
∂D
PD(x, y)f(y)dσ(y), x ∈ D.
Moreover, the maximum priniple for harmoni funtions implies, that F is
unique (sine D is bounded). Using this fats, one an prove the following
known properties of the Poisson kernel for D:
1. PD(x, ·) ≥ cx > 0, for eah xed x ∈ D.
2. For every x ∈ D, ∫
∂D
PD(x, y)dσ(y) = 1.
3. For any η > 0 and any xed y ∈ ∂D,
lim
D∋x→y
∫
∂D\K(y,η)
PD(x, y)dσ(y) = 0.
4. PD(·, y) is harmoni on D for eah xed y ∈ ∂D.
Unfortunately, PD almost never an be omputed expliitly. However, in
the speial ase when D = B(a, r), the Poisson kernel is given by
PB(a,r)(x, y) =
1
ωN−1r
· r
2 − |x− a|2
|x− y|N
By the formula above and Lemma 3.2, we have the following inequality (more
details also may be found in [3℄).
Lemma 3.7 There exists a positive onstant C, suh that for every x ∈ D
and y ∈ ∂D we have
PD(x, y) ≤ C|x− y|N−1 .
Properties of smooth domains in R
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Proof. Fix x ∈ D, y ∈ ∂D. Choose, by Lemma 2, r > 0 (whih does not
depend on y), suh that
B˜y = B(y + rνy, r) ⊂ Dc.
Let G eBcy be the Green's funtion for B˜cy. Observe that GD(x, ·) = 0 on ∂D,
whereas G eBcy(x, ·) ≥ 0 on ∂D. Sine G eBcy(x, ·)− GD(x, ·) is harmoni on D,
it follows that
GD(x, t) ≤ G eBcy(x, t), t ∈ D
GD(x, y) = G eBcy(x, y) = 0.
Therefore
PD(x, y) = −∂GD(x, y)
∂νy
≤ −
∂G eBcy (x, y)
∂νy
= P eBcy(x, y).
The Poisson kernel for B˜y has a form
P eBy(x, t) =
1
ωN−1r
· r
2 − |x− c˜y|2
|x− t|N , x ∈ B˜y, t ∈ ∂B˜y ,
where c˜y = y + rνy. By Kelvin transform, the Poisson kernel for B˜
c
y is
P eBcy(x, t) =
1
ωN−1r
· |x− c˜y|
2 − r2
|x− t|N .
Hene we have
PD(x, y) ≤ 1
ωN−1r
· |x− c˜y|
2 − r2
|x− t|N =
1
ωN−1r
· (|x− c˜y| − |c˜y − y|)(|x− c˜y|+ r)|x− t|N
≤ 1
ωN−1r
· (|x− y|)(|x− y|+ 2r)|x− t|N ≤
diam(D) + 2r
ωN−1r
· 1|x− y|N−1 =
C
|x− y|N−1 .

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In the next setions we will deal with the Banah spaes Lp(∂D), where
1 ≤ p ≤ ∞. When p ∈ [1,∞), Lp(∂D) onsists of the Borel measurable
funtions f on ∂D for whih
‖f‖p =
(∫
∂D
|f |pdσ
) 1
p
<∞;
L∞(∂D) onsists of the Borel measurable funtions f on ∂D for whih
‖f‖∞ < ∞, where ‖f‖∞ denotes the essential supremum norm on ∂D
with respet to σ. The number q ∈ [1,∞] is said to be conjugate to p if
1/p + 1/q = 1. If 1 ≤ p < ∞ and q is onjugate to p, then Lq(∂D) is the
dual spae of Lp(∂D); we identify g ∈ Lq(∂D) with the linear funtional Λg
on Lp(∂D) dened by
Λg(f) =
∫
∂D
fg dσ.
Let 1 ≤ p < ∞ and let q be onjugate to p; we say, that the se-
quene {gn} ⊂ Lq(∂D) onverges weak∗ to g ∈ Lq(∂D), if Λgn(f) n→ Λg(f)
for every f ∈ Lp(∂D). Note that beause σ is a nite measure on ∂D,
Lp(∂D) ⊂ L1(∂D) for all p ∈ [1,∞]. Reall also that C(∂D) is dense in
Lp(∂D) for 1 ≤ p <∞.
For f ∈ L1(∂D) and µ ∈ M(∂D) (the set of omplex Borel measures on
∂D), we dene the Poisson integrals of f and µ, respetively as
PD[f ](x) =
∫
∂D
PD(x, y)f(y)dσ(y),
PD[µ](x) =
∫
∂D
PD(x, y)dµ(y).
Dierentiating under the integral sign, we see that PD[f ] and PD[µ] are har-
moni for every f ∈ L1(∂D) and µ ∈M(∂D).
4 The spaes h
p (D)
As we said before, D is a bounded domain with the boundary of lass C2,
and λ is a haraterizing funtion for D. Of ourse there are innitely many
suh haraterizing funtions. Now we will show, that every haraterizing
funtion is omparable to δ near ∂D. Reall that Dr =
{
x ∈ D : δ(x) ≤ r}.
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Lemma 4.1 Let λ be a haraterizing funtion for D. There exist positive
onstants C, r, suh that for every x ∈ Dr
δ(x)
C
≤ −λ(x) ≤ Cδ(x).
Proof. By the properties of haraterizing funtion, there exist positive
onstants c1, c2, r1, suh that c1 ≤ |∇λ(x)| ≤ c2 for every x ∈ Dr1. Assume
additionally, that r1 satises the ondition of Lemma 3.2. Moreover, we may
assume, that for some c3 > 0 and every x, y ∈ Dr1 we have
|∇λ(x)−∇λ(y)| ≤ c3|x− y|,
sine λ is of lass C2 in a neighborhood of D. Hene, similarly as in setion
3 we onlude ∣∣∣∣ ∇λ(x)|∇λ(x)| − ∇λ(y)|∇λ(y)|
∣∣∣∣ ≤ c4|x− y|, x, y ∈ Dr1 ,
where c4 = 2c3/c1. Take r2 = min {r1, 1/c4}, and x x ∈ Dr2 . By Lemmas
3.2 and 3.4, B(x, δ(x)) ∩ ∂D = {pi(x)}. Moreover, for every t ∈ (0, 1),
tx+ (1− t)pi(x) ∈ Dr2 .
Let
f(t) = λ(tx+ (1− t)pi(x)), t ∈ [0, 1].
Then f is dierentiable, and
f ′(t) = 〈∇λ(tx+ (1− t)pi(x)), x− pi(x)〉.
Thus we have
−λ(x) = −(λ(x)− λ(pi(x))) = −(f(1)− f(0)) = −f ′(θ)
= 〈∇λ(θx+ (1− θ)pi(x)), pi(x)− x〉,
for some θ ∈ (0, 1). Denote xθ = θx+ (1− θ)pi(x); therefore
−λ(x) = 〈∇λ(xθ), pi(x)− x〉 = 〈 ∇λ(xθ)|∇λ(xθ)| ,
pi(x)− x
δ(x)
〉|∇λ(xθ)|δ(x)
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= 〈 ∇λ(xθ)|∇λ(xθ)| ,
∇λ(pi(x))
|∇λ(pi(x))|〉|∇λ(xθ)|δ(x)
=
2−
∣∣∣ ∇λ(xθ)|∇λ(xθ)| − ∇λ(pi(x))|∇λ(pi(x))| ∣∣∣2
2
|∇λ(xθ)|δ(x).
Now observe, that
∣∣∣∣ ∇λ(xθ)|∇λ(xθ)| − ∇λ(pi(x))|∇λ(pi(x))|
∣∣∣∣ ≤ c4|xθ−pi(x)| = c4θ|x−pi(x)| ≤ c4δ(x) ≤ c4r2 ≤ 1,
sine xθ ∈ Dr2. Hene
c1
2
δ(x) ≤ −λ(x) ≤ c2δ(x),
what gives the onlusion of the lemma.

Eah haraterizing funtion λ determines a family of approximating sub-
domains Dελ, for ε suiently small and positive. Clearly, by the properties
of haraterizing funtion, there exists c, r′ > 0, suh that for every x ∈ Dr′,
|∇λ(x)| ≥ c. Moreover, we an hoose ελ > 0 with the property, that if
0 < ε < ελ and λ(x) = −ε, then x ∈ Dr′ (Lemma 4.1 may be helpful here).
For ε as above let Dελ = {x : λ(x) < −ε}. Then ∂Dελ is the level surfae
{x : λ(x) = −ε}, and λ(x) + ε is a haraterizing funtion for Dελ (thus ∂Dελ
is of lass C2).
Let σε be the area measure on ∂D
ε
λ. Let pi be the orthogonal projetion
onto ∂D. Then we may hoose ελ so small, so that for eah 0 < ε < ελ, σε is
loally a transform of the measure σ in the following sense. For y ∈ ∂Dελ let
(x, z) be the loal oordinate system near y and ϕεy a real-valued C
2
funtion
as in Lemma 3.1 (thus every point x ∈ ∂Dελ near y is represented as x = (x, z),
where z = ϕεy(x), and x means the projetion of x into R
k−1 × {0} × RN−k,
for some k ∈ {1, ..., N}). We may assume, that the same loal oordinate
system (x, z) orresponds to the neighborhood of pi(y) in ∂D (whih means
the same projetion x, but here z = ϕpi(y)(x)). For x near y denote
piε(x) = pi(x, ϕεy(x)).
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Then there exists ρ0 > 0 (whih does not depend on ε and y, 0 < ε < ελ,
y ∈ ∂Dελ), suh that
det Jepiε(x) ≥ cε > 0, ∀x ∈ {x : x ∈ B(y, ρ0) ∩ ∂Dελ} ,
where Jepiε is the Jaobian matrix of piε. Moreover, det Jepiε(x) tends to 1 as
ε → 0 uniformly with respet to x ∈ {x : x ∈ B(y, ρ0) ∩ ∂Dελ} (what an be
proved expliitly, by the use of some fats ontained in the proof of Lemma
3.6). Thus piε is invertible in {x : x ∈ B(y, ρ0) ∩ ∂Dελ}, and we have
σε(B(y, ρ0) ∩ ∂Dελ) =
∫
{x:x∈B(y,ρ0)∩∂Dελ}
√
1 + |∇ϕεy(x)|2dx
=
∫
epiε({x:x∈B(y,ρ0)∩∂Dελ})
√
1 + |∇ϕεy(pi−1ε (w))|2 det Jepi−1ε (w)dw
=
∫
Kε
√
1 + |∇ϕεy(pi−1ε (w))|2√
1 + |∇ϕpi(y)(w)|2
det Jepi−1ε (w)dσ(w),
where
Kε =
{
(w, ϕpi(y)(w)) : w ∈ piε ({x : x ∈ B(y, ρ0) ∩ ∂Dελ})
}
.
Therefore we onlude, that if 0 < ε < ελ, then piε := pi|∂Dε
λ
is invertible, and
for f ∈ C(∂Dελ) we have∫
∂Dε
λ
f(x)dσε(x) =
∫
∂D
f(pi−1ε (y))φε(y)dσ(y),
where φε is loally well dened, and tends to 1 uniformly as ε→ 0 (thus we
may assume, that φε ≤ 2 for every 0 < ε < ελ).
Now for xed haraterizing funtion λ, ελ as above and 1 ≤ p ≤ ∞, we
dene a spae h
p(D) to be the lass of funtion u harmoni on D, for whih
‖u‖λ
h
p = sup
0<ε<ελ
(∫
∂Dε
λ
|u(x)|pdσε(x)
) 1
p
<∞.
The spaes h
p(D) are alled "harmoni Hardy spaes". Note that h∞(D) is
simply the olletion of funtions harmoni and bounded on D, and that
‖u‖λ
h
∞ = ‖u‖
h
∞ = sup
x∈D
|u(x)|.
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Moreover, h
p(D) ⊂ hq(D) for 1 ≤ q < p ≤ ∞.
Observe, that sine σε(∂D
ε
λ) ≤ 2σ(∂D) for every 0 < ε < ελ, the harmoni
funtion u ∈ hp(D) if and only if
sup
0<ε<ε′
(∫
∂Dε
λ
|u(x)|pdσε(x)
) 1
p
<∞
for every 0 < ε′ < ελ.
The next lemma shows, that the denition of h
p(D) does not depend on
haraterizing funtion.
Lemma 4.2 (Stein)
Let λ1 and λ2 be two haraterizing funtions for D. Then for eah p,
1 ≤ p ≤ ∞, and eah harmoni funtion u on D, the two onditions
sup
0<ε<ελi
(∫
∂Dε
λi
|u(x)|pdσiε(x)
) 1
p
<∞, i = 1, 2,
are equivalent (σiε is the area measure on ∂D
ε
λi
).
Proof. It sues to show, that the last ondition for i = 1 implies the same
ondition for i = 2. Beause for p = ∞ the onlusion is trivial, we may
assume that 1 ≤ p <∞. Denote
M = sup
0<ε<ελ1
∫
∂Dε
λ1
|u(x)|pdσ1ε(x).
Let r > 0 be the onstant from Lemma 4.1, suh that λ1 and λ2 are ompa-
rable to δ in Dr. Clearly, there exists C > 0, suh that
δ(x)
C
≤ −λi(x) ≤ Cδ(x), i = 1, 2, x ∈ Dr.
We may assume, that C ≥ 1. Take ε0 > 0, so that if 0 < ε < ε0 and
λi(x) = −ε, i = 1, 2, then x ∈ Dr. Assume additionally, that
ε0 ≤ min {ελ1, ελ2 , r}
2C2
.
First we show, that there exist positive onstants c, c1, c2, so that if 0 < ε < ε0
and x ∈ ∂Dελ2 , then
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B(x, cε) ⊂ {y : −c1ε < λ1(y) < −c2ε} = Lε.
Let c < 1
2C
, and hoose 0 < ε < ε0, x ∈ ∂Dελ2 . Thus, by Lemma 4.1
δ(x)
C
≤ −λ2(x) ≤ Cδ(x),
δ(x)
C
≤ ε ≤ Cδ(x),
ε
C
≤ δ(x) ≤ Cε,
sine x ∈ Dr. If y ∈ B(x, cε), then we have
δ(x)− |x− y| ≤ δ(y) ≤ δ(x) + |x− y|,
ε
(
1
C
− c
)
< δ(y) < (C + c)ε.
Sine (C + c)ε < 2Cε0 ≤ r, y ∈ Dr and thus
δ(y)
C
< −λ1(y) < Cδ(y),
ε
C
(
1
C
− c
)
< −λ1(y) < C(C + c)ε.
Denote c1 = C(C + c), c2 =
1
C
(
1
C
− c). Therefore we have
B(x, cε) ⊂ Lε = {y : −c1ε < λ1(y) < −c2ε} .
for every 0 < ε < ε0 and x ∈ ∂Dελ2 .
Now, by the mean value property and Jensen inequality,
|u(x)|p =
∣∣∣∣c3ε−N ∫
B(x,cε)
u(y)dy
∣∣∣∣p ≤ c3ε−N ∫
B(x,cε)
|u(y)|pdy.
Therefore, for 0 < ε < ε0 we have
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∫
∂Dε
λ2
|u(x)|pdσ2ε(x) ≤ c3ε−N
∫
∂Dε
λ2
(∫
B(x,cε)
|u(y)|pdy
)
dσ2ε (x)
= c3ε
−N
∫
RN
(∫
∂Dε
λ2
χε(x, y)dσ
2
ε(x)
)
|u(y)|pdy,
where χε(x, y) is the harateristi funtion of the ball B(x, cε). Observe,
that ∫
∂Dε
λ2
χε(x, y)dσ
2
ε(x) = 0
for y /∈ Lε = {y : −c1ε < λ1(y) < −c2ε}. Moreover, there exists positive
onstant c4, suh that for every 0 < ε < ε0 and y ∈ Lε we have∫
∂Dε
λ2
χε(x, y)dσ
2
ε(x) ≤ c4εN−1
(by Lemma 3.3 and the properties of the transform φε). Hene∫
∂Dε
λ2
|u(x)|pdσ2ε(x) ≤ c3c4ε−1
∫
Lε
|u(y)|pdy
= c5ε
−1
∫ c1ε
c2ε
(∫
∂Dη
λ1
|u(y)|pdσ1η(y)
)
dη ≤ c5(c1 − c2)M,
sine c1ε < 2C
2ε0 ≤ ελ1. Thus the lemma is proved.

By denition, if u is harmoni and bounded on D, then u ∈ h∞(D). The
next lemma shows a similar result for p <∞.
Lemma 4.3 Let 1 ≤ p <∞. Suppose u is harmoni on D, and there exists
a positive harmoni funtion h on D, suh that |u(x)|p ≤ h(x), for every
x ∈ D. Then u ∈ hp(D).
Proof. Fix x0 ∈ D and let λ0(x) = −GD(x0, x). Sine
|∇λ0(y)| = |∇yGD(x0, y)| = −∂GD(x0, y)
∂νy
= PD(x0, y) ≥ cx0 > 0,
The spaes h
p (D) 26
for every y ∈ ∂D and λ0|∂D ≡ 0, λ0 is a haraterizing funtion for D (near
the boundary). Let ε0 = ελ0 > 0 be so small, so that D
ε
0 = D
ε
λ0
are well-
dened approximating subdomains for 0 < ε < ε0. Then D
ε
0 are of lass C
2
and have their Green's funtions GDε
0
and Poisson kernels PDε
0
.
Now observe, that by the properties of the Green's funtion,
GDε
0
(x0, x) = GD(x0, x)− ε,
for every x ∈ Dε0, x 6= x0, sine GD(x0, ·)|∂Dε0 ≡ ε. Hene
PDε
0
(x0, x) = |∇xGDε
0
(x0, x)| = |∇xGD(x0, x)|, x ∈ ∂Dε0,
and
h(x0) =
∫
∂Dε
0
PDε
0
(x0, x)h(x)dσε(x) =
∫
∂Dε
0
|∇xGD(x0, x)|h(x)dσε(x).
Now, beause |∇yGD(x0, pi(x))| = PD(x0, pi(x)) ≥ cx0 > 0 for every
x ∈ D, where pi the orthogonal projetion, there exists ε1 > 0, suh that
|∇yGD(x0, x)| ≥ cx0
2
,
if δ(x) < ε1. Sine δ|∂Dε
0
tends to 0 uniformly as ε → 0, we may hoose
ε2, 0 < ε2 < ε0, suh that the last inequality holds for x ∈ ∂Dε0, whenever
0 < ε < ε2. Thus
h(x0) =
∫
∂Dε
0
|∇xGD(x0, x)|h(x)dσε(x) ≥ cx0
2
∫
∂Dε
0
h(x)dσε(x),
for 0 < ε < ε2, and we have
sup
0<ε<ε2
∫
∂Dε
0
|u(x)|pdσε(x) ≤ sup
0<ε<ε2
∫
∂Dε
0
h(x)dσε(x) ≤ 2h(x0)
cx0
.
By Lemma 4.2 we onlude, that u ∈ hp(D).

A simple orollary of Lemma 4.3 is, that every positive harmoni funtion
on D belongs to h1(D). In partiular, for xed y ∈ ∂D, PD(·, y) ∈ h1(D).
Moreover we have
1. If µ ∈M(∂D), then PD[µ] ∈ h1(D).
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2. If 1 ≤ p ≤ ∞ and f ∈ Lp(∂D), then PD[f ] ∈ hp(D).
To see 1, hoose µ ∈ M(∂D) and let u = PD[µ]. Then for every x ∈ D
we have
|u(x)| =
∣∣∣∣∫
∂D
PD(x, y)dµ(y)
∣∣∣∣ ≤ ∫
∂D
PD(x, y)d|µ|(y).
Sine |µ| is positive and nite measure on ∂D, PD[|µ|] is positive and har-
moni in D, and by Lemma 4.3, u ∈ h1(D). Proof of 2 is similar. For xed
1 ≤ p <∞, f ∈ Lp(∂D), let u = PD[f ]. Then by Jensen inequality we have
|u(x)|p =
∣∣∣∣∫
∂D
PD(x, y)f(y)dσ(y)
∣∣∣∣p ≤ ∫
∂D
PD(x, y)|f(y)|pdσ(y) = PD [|f |p] (x),
for every x ∈ D. Sine PD [|f |p] is positive, u ∈ hp(D). The ase p = ∞ is
the easiest. For f ∈ L∞(∂D) and u = PD[f ] we have
|u(x)| ≤
∫
∂D
PD(x, y)|f(y)|dσ(y) ≤ ‖f‖∞
∫
∂D
PD(x, y)dσ(y) = ‖f‖∞ ,
and thus u ∈ h∞(D).
In the next part of h
p
theory, we will need some stronger assertion about
the funtions {PD(·, y)}y∈∂D.
Lemma 4.4 Let λ be a haraterizing funtion for D and hoose ελ > 0 as
before. There exists a positive onstant Cλ, suh that for every y ∈ ∂D
‖PD(·, y)‖λ
h
1 ≤ Cλ.
Proof. Fix x0 ∈ D and let λ0(x) = −GD(x0, x). Then, as in the proof of
Lemma 4.3 we onlude, that λ0 is a haraterizing funtion forD. Moreover,
sine PD(·, y) are positive and harmoni on D for every y ∈ ∂D, there exists
ε1 > 0 and Mx0 > 0 (whih does not depend on y), suh that
sup
0<ε<ε1
∫
∂Dε
λ0
PD(x, y)dσε(x) ≤Mx0PD(x0, y).
By Lemma 3.7, for some C > 0 and every x ∈ D, y ∈ ∂D,
PD(x, y) ≤ C|x− y|N−1 ≤
C
δ(x)N−1
.
Therefore
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‖PD(·, y)‖λ0
h
1 = sup
0<ε<ελ0
∫
∂Dε
λ0
PD(x, y)dσε(x)
≤ sup
0<ε<ε1
∫
∂Dε
λ0
PD(x, y)dσε(x) + sup
ε1≤ε<ελ0
∫
∂Dε
λ0
PD(x, y)dσε(x)
≤ CMx0
δ(x0)N−1
+
2Cσ(∂D)
dist(Dε1λ0 , ∂D)
= Cλ0 .
Now for any haraterizing funtion λ, ελ as before, we may hoose, as in
the proof of Lemma 4.2, ε2 > 0, ε2 < min {ελ0 , ελ}, suh that
sup
0<ε<ε2
∫
∂Dε
λ
PD(x, y)dσε(x) ≤ M1 ‖PD(·, y)‖λ0
h
1 ,
for some M1 = M1(λ, λ0) > 0. Beause the funtions PD(·, y) are uniformly
bounded by some M2 = M2(λ) > 0 on the sets ∂D
ε
λ for ε2 ≤ ε < ελ, we have
‖PD(·, y)‖λ
h
1 ≤M1 ‖PD(·, y)‖λ0
h
1+M22σ(∂D) ≤M1Cλ0+M22σ(∂D) = Cλ <∞,
what gives the onlusion of the lemma.

Reall, that for xed haraterizing funtion λ, ελ > 0 as usually, the
map
piε := pi|∂Dε
λ
, 0 < ε < ελ,
is invertible. For u harmoni on D denote uε(y) = u(pi
−1
ε (y)), y ∈ ∂D. If
f ∈ C(∂D) and u = PD[f ], then uε → f in C(∂D). Beause C(∂D) is dense
in Lp(∂D) for 1 ≤ p <∞, we have the following result on Lp-onvergene.
Lemma 4.5 Suppose 1 ≤ p <∞. If f ∈ Lp(∂D) and u = PD[f ], then
‖uε − f‖p → 0 as ε→ 0.
Proof. Choose 1 ≤ p < ∞, f ∈ Lp(∂D) and let u = PD[f ]. Fix ε > 0. Let
Cλ ≥ 1 satisfy the assertion of Lemma 4.4, and hoose g ∈ C(∂D), suh that
‖f − g‖p < ε/Cλ. Let v = PD[g], and hoose ε1 > 0, suh that ‖vε′ − g‖p < ε
for every 0 < ε′ < ε1. Then we have
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‖uε′ − f‖p ≤ ‖uε′ − vε′‖p + ‖vε′ − g‖p + ‖f − g‖p ≤ ‖uε′ − vε′‖p + 2ε.
However
‖uε′ − vε′‖pp =
∫
∂D
∣∣∣∣∫
∂D
PD(pi
−1
ε′ (y), z)(f(z)− g(z))dσ(z)
∣∣∣∣p dσ(y)
≤
∫
∂D
∫
∂D
PD(pi
−1
ε′ (y), z)|f(z)− g(z)|pdσ(z)dσ(y),
=
∫
∂D
∫
∂D
PD(pi
−1
ε′ (y), z)dσ(y)|f(z)− g(z)|pdσ(z),
by Jensen inequality and Fubini's theorem. Now we may hoose ε2 > 0,
ε2 < ε1, suh that for every 0 < ε
′ < ε2, and every z ∈ ∂D we have∫
∂D
PD(pi
−1
ε′ (y), z)dσ(y) ≤ 2
∫
∂D
PD(pi
−1
ε′ (y), z)φε′(y)dσ(y)
= 2
∫
∂Dε
′
λ
PD(x, z)dσε′(x) ≤ 2 ‖PD(·, z)‖λ
h
1 ≤ 2Cλ.
Therefore
‖uε′ − vε′‖p =
(∫
∂D
∫
∂D
PD(pi
−1
ε′ (y), z)dσ(y)|f(z)− g(z)|pdσ(z)
) 1
p
≤ (2Cλ)
1
p ‖f − g‖p < 2ε,
and hene ‖uε′ − f‖p < 4ε, for every 0 < ε′ < ε2. Sine ε is arbitrary, we
have
‖uε − f‖p ε→0−→ 0,
as desired.

As we have seen before, if 1 ≤ p ≤ ∞ and f ∈ Lp(∂D), then PD[f ] ∈ hp(D).
To the end of this setion we show, that for p > 1 eah harmoni funtion
from the spae h
p(D) an be haraterized in terms of the Poisson kernel for
D.
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Theorem 4.1 Suppose 1 < p ≤ ∞ and let u ∈ hp(D). Then there exists
f ∈ Lp(∂D), suh that u = PD[f ]. Moreover, if λ is a haraterizing funtion
for D, then for some positive onstant C˜ = C˜(λ, p) we have
‖f‖p ≤ ‖u‖λhp ≤ C˜ ‖f‖p .
Proof. Let {Dj} be a nite over of D with the following properties:
1. D =
⋃
Dj.
2. For every j, Dj is a domain with the boundary of lass C
2
.
3. For every j, ∂Dj ∩∂D is a N −1 dimensional manifold with boundary.
4. There exists ε0 > 0 and a vetor νj = νyj for some yj ∈ ∂Dj ∩ ∂D, so
that Dj − ενj ⊂ D for every 0 < ε < ε0.
Let Pj(x, y) be the Poisson kernel for Dj . Beause for every 0 < ε < ε0,
the funtions ujε(x) = u(x− ενj) are harmoni on Dj and ontinuous on Dj,
we have
ujε(x) =
∫
∂Dj
Pj(x, y)u
j
ε(y)dσj(y), x ∈ Dj.
Moreover, in view of Lemma 4.2,
sup
0<ε<ε0
∫
∂Dj
|ujε(y)|pdσj(y) <∞.
By Banah-Alaoglu theorem, there exists a subsequene ujεk , that on-
verges weak
∗
to some fj ∈ Lp(∂Dj). Hene, if q is onjugate to p, then
obviously Pj(x, ·) ∈ Lq(∂Dj), and we have
u(x) =
∫
∂Dj
Pj(x, y)fj(y)dσj(y), x ∈ Dj .
Now observe, that if λj , λk are the haraterizing funtions for the do-
mains Dj, Dk respetively, and ∂Dj ∩ ∂Dk ontains some open subset of ∂D,
then λj, λk are omparable on the set
{y − tνy : y ∈ ∂Dj ∩ ∂Dk ∩ ∂D, 0 < t < t0} ,
for t0 suiently small. Hene, by (a small modiation of) Lemma 4.5,
fj = fk a.e. (with respet to σ) in ∂Dj ∩ ∂Dk ∩ ∂D. Thus f ≡ fj on
∂Dj ∩ ∂D is well dened; obviously, f ∈ Lp(∂D).
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It remains to be shown, that u = PD[f ]. So x x0 ∈ D, and let
λ(x) = GD(x0, x). As in the proof of Lemma 4.3 we onlude, that
PDε
λ
(x0, x) = |∇xGDε
λ
(x0, x)| = |∇xGD(x0, x)|, x ∈ ∂Dελ,
and
u(x0) =
∫
∂Dε
λ
PDε
λ
(x0, x)u(x)dσε(x) =
∫
∂Dε
λ
|∇xGD(x0, x)|u(x)dσε(x)
=
∫
∂Dε
λ
|∇λ(x)|u(x)dσε(x).
Moreover,
∫
∂Dε
λ
|∇λ(x)|u(x)dσε(x) =
∫
∂D
|∇λ(pi−1ε (y))|u(pi−1ε (y))φε(y)dσ(y).
Hene we have
u(x0) =
∫
∂D
|∇λ(pi−1ε (y))|u(pi−1ε (y))φε(y)dσ(y)
=
∫
∂D
(|∇λ(pi−1ε (y))|φε(y)− |∇yGD(x0, y))u(pi−1ε (y))dσ(y)
+
∫
∂D
PD(x0, y)u(pi
−1
ε (y))dσ(y) = I1 + I2.
Now sine |∇λ(pi−1ε (y))| → |∇yGD(x0, y)|, φε → 1 uniformly on ∂D as ε→ 0,
and u ∈ hp(D) ⊂ h1(D), we have I1 ε→ 0, and it sues to show that
I2
ε→ PD[f ](x0). For xed j we have
∣∣∣∣∣
∫
∂D∩∂Dj
PD(x0, y)u(pi
−1
ε (y))dσ(y)−
∫
∂D∩∂Dj
PD(x0, y)f(y)dσ(y)
∣∣∣∣∣
≤ C
δ(x0)N−1
∫
∂D∩∂Dj
|u(pi−1ε (y))− f(y)|dσ(y),
by Lemma 3.7. Thus if λj is a haraterizing funtion for Dj , then λ and λj
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are omparable on the set pi−1ε (∂D ∩ ∂Dj) ⊂ Dj (independently on ε), and
by the use of Lemma 4.5 we obtain∫
∂D∩∂Dj
|u(pi−1ε (y))− f(y)|dσ(y) ε→0−→ 0.
Beause ∂D =
⋃
∂Dj ∩ ∂D (and the sum is nite), we have I2 ε→ PD[f ](x0).
Therefore u = PD[f ].
Now let λ′ be a haraterizing funtion for D (whih is not neessarily
λ). Suppose rst, that p <∞. Then∫
∂Dε
λ′
|u(x)|pdσε(x) =
∫
∂D
|u(pi−1ε (y))|pφε(y)dσ(y) ε→0−→ ‖f‖pp ,
by Lemma 4.5. Therefore ‖u‖λ
h
p ≥ ‖f‖p. On the other hand,∫
∂Dε
λ′
|u(x)|pdσε(x) =
∫
∂Dε
λ′
∣∣∣∣∫
∂D
PD(x, y)f(y)dσ(y)
∣∣∣∣p dσε(x)
≤
∫
∂D
∫
∂Dε
λ′
PD(x, y)dσε(x)|f(y)|pdσ(y) ≤ Cλ′ ‖f‖pp ,
by Lemma 4.4. Thus ‖u‖λ′
h
p ≤ (Cλ′)1/p ‖f‖p (obviously, the estimation ours
even if f ∈ L1(∂D)).
If p =∞, then ‖u‖
h
∞ = sup |u| = sup |PD[f ]| ≤ ‖f‖∞. By previous om-
putations, ‖u‖λ′
h
q ≥ ‖f‖q for 1 ≤ q <∞. Sine ‖u‖λ
′
h
q → ‖u‖
h
∞ as q →∞, we
then get ‖u‖
h
∞ = ‖f‖∞. That nishes the proof of the theorem.

5 The Fatou Theorem
In this setion, by the use of [3℄ and [6℄, we will prove the known property of
the Poisson integrals on D, a so alled "nontangential" onvergene.
For eah y ∈ ∂D and α > 0 we dene the "one" of aperture α and vertex
y as
Γα(y) = {x ∈ D : |x− y| < (1 + α)δ(x)} .
Obviously Γα(y) ⊂ Γβ(y) for α < β, and
⋃
α>0 Γα(y) = D. We say that a
funtion u on D has a nontangential limit L at y ∈ ∂D if, for every α > 0,
u(x)→ L as x→ y within Γα(y).
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Theorem 5.1 Suppose u = PD[f ], where f ∈ L1(∂D). Then u has a non-
tangential limit at almost every point of ∂D and
lim
Γα(y)∋x→y
u(x) = f(y) for a.e. y ∈ ∂D.
A key tool in the proof of Theorem 5.1 is the use of the Hardy-Littlewood
maximal funtions. For any f ∈ L1(∂D) we dene
M [f ](y) = sup
r>0
1
σ(K(y, r))
∫
K(y,r)
|f(z)|dσ(z),
the maximal funtion of f .
Lemma 5.1 (Wiener)
For positive integer k, let F ⊂ Rk be a ompat set that is overed by the
open balls {Bα}α∈A, Bα = B(cα, rα). There is a disjoint, nite subover Bα1,
Bα2 ,..., suh that
F ⊂
⋃
i
B(cαi , 3rαi).
Proof. Sine F is ompat, we may assume that {Bα}α∈A is nite. Let Bα1
be the ball in this olletion, that has the largest radius. Let Bα2 be the ball
that is disjoint from Bα1 and has the greatest radius, and so on. The proess
ends in nitely many steps. We laim that the Bαi hosen above satisfy the
onlusion of the lemma.
It is enough to show that Bα ⊂
⋃
iB(cαi, 3rαi) for every α. Fix an α. If
α = αi for some i, then we are done. If α /∈ {αi}, let αi0 be the rst index
with Bα ∩ Bαi 6= ∅ (there must be one, or else the proess would not have
stopped). Hene rα ≤ rαi0 ; otherwise, we seleted Bαi0 inorretly. But then
learly B(cα, rα) ⊂ B(cαi0 , 3rαi0 ), as desired.

Lemma 5.2 Suppose f ∈ L1(∂D). There exists a positive onstant C =
C(N,D), suh that
σ {y ∈ ∂D :M [f ](y) > t} ≤ C ‖f‖L1(∂D)
t
, ∀t > 0.
Proof. Choose t > 0 and let F be a ompat subset of {y ∈ ∂D : M [f ](y) > t}.
Beause σ is regular, it sues to estimate σ(F ). Now for eah y ∈ F there
exists ry > 0, suh that
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1
σ(K(y, ry))
∫
K(y,ry)
|f(z)|dσ(z) > t.
The balls {B(y, ry)}y∈F over F . Choose, by Lemma 5.1, nite family of
disjoint balls {B(yi, ryi)} so that {B(yi, 3ryi)} over F . Then
σ(F ) ≤
∑
i
σ(K(yi, 3ryi)) ≤ 3N−1
c2
c1
∑
i
σ(K(yi, ryi)),
where c1, c2 are the onstants from Lemma 3.3. Denoting C = 3
N−1c2/c1 we
onlude, that
σ(F ) ≤ C
t
∑
i
∫
K(yi,ryi)
|f(z)|dσ(z) ≤ C ‖f‖L1(∂D)
t
.

Lemma 5.3 Suppose u = PD[f ], where f ∈ L1(∂D), and let α > 0. Then
there exists Cα > 0, suh that for every y ∈ ∂D
sup
x∈Γα(y)
|u(x)| ≤ CαM [f ](y).
Proof. Choose y ∈ ∂D and let x ∈ Γα(y); denote η = |x− y|. We have
|u(x)| ≤
∫
∂D
PD(x, z)|f(z)|dσ(z) =
∫
|z−y|<2η
PD(x, z)|f(z)|dσ(z)
+
∞∑
k=2
∫
2k−1η<|z−y|<2kη
PD(x, z)|f(z)|dσ(z).
By Lemma 3.7,
PD(x, z) ≤ C|x− z|N−1
for some onstant C > 0. Beause δ(x) ≤ |x−z|, we then get that PD(x, z) ≤
C(δ(x))1−N . The one ondition, |x − y| < (1 + α)δ(x), shows, that δ(x) >
η/(1 + α). Thus
∫
|z−y|<2η
PD(x, z)|f(z)|dσ(z) ≤ C(1 + α)N−1η1−N
∫
K(y,2η)
|f(z)|dσ(z)
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≤ CC
′2N(1 + α)N−1
2
· 1
σ(K(y, 2η))
∫
K(y,2η)
|f(z)|dσ(z),
where C ′ is the onstant from the upper estimation of Lemma 3.3.
Similarly, if
2k−1η < |z − y| < 2kη,
where k ≥ 2, then
|x− z| ≥ |z − y| − |y − x| ≥ 2k−1η − η ≥ 2k−2η,
and
PD(x, z) ≤ C|x− z|N−1 ≤ C2
2N2−kNη1−N .
By Lemma 3.3,
η1−N ≤ C
′2kN2−k
σ(K(y, 2kη))
;
therefore
∫
2k−1η<|z−y|<2kη
PD(x, z)|f(z)|dσ(z) ≤ C22N2−kNη1−N
∫
K(y,2kη)
|f(z)|dσ(z)
≤ CC
′22N
2k
· 1
σ(K(y, 2kη))
∫
K(y,2kη)
|f(z)|dσ(z).
Now, denoting Cα = max
{
CC ′2N(1 + α)N−1, CC ′22N
}
, we onlude, that
|u(x)| ≤ Cα
∞∑
k=1
1
2kσ(K(y, 2kη))
∫
K(y,2kη)
|f(z)|dσ(z) ≤ CαM [f ](y).

Proof of Theorem 5.1. For f ∈ L1(∂D) and α > 0, dene the funtion
Tα[f ] on ∂D by
Tα[f ](y) = lim sup
Γα(y)∋x→y
|PD[f ](x)− f(y)|.
We rst show, that Tα[f ] = 0 almost everywhere on ∂D.
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Note that
Tα[f ](y) ≤ sup
x∈Γα(y)
|PD[f ](x)|+ |f(y)| ≤ CαM [f ](y) + |f(y)|
by Lemma 5.3, and that Tα[f1+f2] ≤ Tα[f1]+Tα[f2]. Note also that Tα[f ] ≡ 0
for every f ∈ C(∂D).
Now x f ∈ L1(∂D) and α > 0. Also xing t ∈ (0,∞), we wish to show
that σ({Tα[f ] > 2t}) = 0.
Given ε > 0, we may hoose g ∈ C(∂D) suh that ‖f − g‖L1(∂D) < ε.
Then we have
Tα[f ] ≤ Tα[f − g] + Tα[g] = Tα[f − g] ≤ CαM [f − g] + |f − g|.
Therefore
{Tα[f ] > 2t} ⊂ {CαM [f − g] > t} ∪ {|f − g| > t} .
By Lemma 5.2 we onlude, that
σ({Tα[f ] > 2t}) ≤
CCα ‖f − g‖L1(∂D)
t
+
‖f − g‖L1(∂D)
t
< ε
CCα + 1
t
.
Sine ε is arbitrary, we have shown that the set {Tα[f ] > 2t} is ontained
in sets of arbitrarily small measure, and thus σ({Tα[f ] > 2t}) = 0. Beause
this is true for every t ∈ (0,∞), we have proved, that Tα[f ] = 0 almost
everywhere on ∂D.
Now for k ∈ N let Ek = {Tk[f ] = 0}. We have shown that Ek is set of
full measure on ∂D for eah k, and thus
⋂
k Ek is a set of full measure. At
eah y ∈ ⋂k Ek, P [f ] has nontangential limit f(y), whih is what we set out
to prove.

6 The Loal Fatou Theorem
Theorem 5.1 has a loal version. We require a denition. A funtion u on D
is said to be nontangentially bounded at y ∈ ∂D if u is bounded in Γα(y)
for some α > 0.
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Theorem 6.1 Suppose u is harmoni on D and E ⊂ ∂D is the set of points
at whih u is nontangentially bounded. Then u has a nontangential limit at
almost every point of E.
This theorem was originally obtained by Privalov, Plessner, Marinkiewiz
and Zygmund, and Spener in the lassial ase N = 2 by the use of omplex-
variable tehniques. Methods whih are eetive for the upper half-spae in
R
N
, N ≥ 2, have been served by Calderon and Stein. The proof for this ase
may be found in [1℄.
Using similar methods as in [1℄, we will serve a detailed proof of Theorem
6.1 for the present ase, when D is a bounded domain in RN , N ≥ 2, with
the boundary of lass C2. In order to do this, we shall use a few important
tehnial lemmas. We begin with some stronger assertion about the behavior
of the Poisson kernel inside the one.
Lemma 6.1 Let α > 0. There exists positive onstant Aα, suh that for
every y ∈ ∂D and x ∈ Γα(y) we have
PD(x, y) ≥ Aα
δ(x)N−1
.
Proof. Notie that, if K is ompat set in D, then the estimate we seek is
trivial for x ∈ K and y ∈ ∂D, sine PD(x, y) is positive and ontinuous on
D × ∂D, and δ(x) is bounded away from zero on K.
Let r be the onstant from Lemma 3.2, and let r0 = r/4. Hene, for
y ∈ ∂D we have
B(y + 4r0νy, 4r0) ∩D = {y} ,
B(y − 4r0νy, 4r0) ∩Dc = {y} .
Suppose x ∈ B(y − r0νy, r0). This means that
|x− y + r0νy| < r0
|x− y|2 − 2r0〈x− y,−νy〉+ r20 < r20
|x− y|2 < 2r0〈x− y,−νy〉.
Moreover
dist(x, ∂B(y + 4r0νy, 4r0)) = |x− y − 4r0νy| − 4r0,
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dist(x, ∂B(y − 4r0νy, 4r0)) = 4r0 − |x− y + 4r0νy|,
and thus
|x− y − 4r0νy| − 4r0 = |x− y − 4r0νy|
2 − 16r20
|x− y − 4r0νy|+ 4r0 =
|x− y|2 + 8r0〈x− y,−νy〉
|x− y − 4r0νy|+ 4r0
<
10r0〈x− y,−νy〉
8r0
=
5
4
〈x− y,−νy〉,
4r0−|x−y+4r0νy| = 16r
2
0 − |x− y + 4r0νy|2
4r0 + |x− y + 4r0νy| =
−|x− y|2 + 8r0〈x− y,−νy〉
4r0 + |x− y + 4r0νy|
>
6r0〈x− y,−νy〉
8r0
=
3
4
〈x− y,−νy〉.
Therefore
|x− y − 4r0νy| − 4r0 ≤ 2(4r0 − |x− y + 4r0νy|).
Obviously
δ(x) ≤ dist(x, ∂B(y + 4r0νy, r0)) = |x− y − 4r0νy| − 4r0,
sine B(y + 4r0νy, 4r0) ⊂ Dc, and hene
δ(x) ≤ 2(4r0 − |x− y + 4r0νy|).
Now hoose y ∈ ∂D and let x ∈ B(y − r0νy, r0). Denote cy = y − 4r0νy
and By = B(cy, 4r0). Let GD, GBy be the Green's funtions for D and By,
respetively. Observe, that GBy(x, ·) is 0 on ∂By, whereas GD(x, ·) ≥ 0 on
∂By . Sine GD(x, ·)−GBy(x, ·) is harmoni on By, it follows that
GBy(x, t) ≤ GD(x, t), t ∈ By.
GBy(x, y) = GD(x, y) = 0.
Therefore
PBy(x, y) = −
∂GBy (x, y)
∂νy
≤ −∂GD(x, y)
∂νy
= PD(x, y).
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The Poisson kernel for By has a form
PBy(x, t) =
1
ωN−14r0
· 16r
2
0 − |x− cy|2
|x− t|N , x ∈ By, t ∈ ∂By.
Hene we have
PD(x, y) ≥ 1
ωN−14r0
· 16r
2
0 − |x− cy|2
|x− y|N
=
1
ωN−14r0
· (4r0 − |x− cy|)(4r0 + |x− cy|)|x− y|N
≥ 1
ωN−1
·(4r0 − |x− cy|)|x− y|N =
1
ωN−1
·(4r0 − |x− y + 4r0νy|)|x− y|N ≥
1
2ωN−1
· δ(x)|x− y|N .
Thus we have shown, that
PD(x, y) ≥ C δ(x)|x− y|N .
for every y ∈ ∂D and x ∈ B(y − rνy, r0).
Now for h > 0 let Γhα(y) = Γα(y) ∩ {x : δ(x) < h}. We will show, that
there exists hα > 0, suh that for every y ∈ ∂D, Γhαα (y) ⊂ B(y − r0νy, r0).
For y ∈ ∂D denote B˜y = B(y + 4r0νy, 4r0), and reall that B˜y ∩ D = {y}.
Let Γ˜α(y) be the one in B˜
c
y. That is,
Γ˜α(y) =
{
x ∈ B˜cy : |x− y| < (1 + α) dist(x, ∂B˜y)
}
;
let
Γ˜hα(y) = Γ˜α(y) ∩
{
x : dist(x, ∂B˜y) < h
}
.
Sine δ(x) ≤ dist(x, ∂B˜y), we have Γα(y) ⊂ Γ˜α(y). Moreover, observe that
Γhα(y) = {x ∈ D : |x− y| < (1 + α)δ(x) ∧ δ(x) < h}
= {x ∈ D : |x− y| < (1 + α)δ(x) ∧ δ(x) < h ∧ |x− y| < (1 + α)h}
The Loal Fatou Theorem 40
⊂ Γα(y) ∩ {x ∈ D : |x− y| < (1 + α)h}
⊂ Γ˜α(y) ∩
{
x : dist(x, ∂B˜y) < (1 + α)h
}
= Γ˜h
′
α (y),
where h′ = (1+ α)h. Thus it sues to show, that there exists h′α > 0, suh
that Γ˜
h′α
α (y) ⊂ B(y − r0νy, r0) for every y ∈ ∂D.
Suppose h′α < 8r0/5(1 + α)
2
, and x y ∈ ∂D, x ∈ Γ˜h′αα (y). We have
|x− y| < (1 + α) dist(x, ∂B˜y) = (1 + α)(|x− y − 4r0νy| − 4r0)
= (1 + α)
|x− y − 4r0νy|2 − 16r20
|x− y − 4r0νy|+ 4r0 = (1 + α)
|x− y|2 − 8r0〈x− y, νy〉
|x− y − 4r0νy|+ 4r0
≤ (1 + α) |x− y|
2 − 8r0〈x− y, νy〉
8r0
.
Hene
〈x− y, νy〉 < |x− y|
2
8r0
− |x− y|
1 + α
=
5|x− y|2
8r0
− |x− y|
1 + α
− |x− y|
2
2r0
= |x− y|
(
5|x− y|
8r0
− 1
1 + α
)
− |x− y|
2
2r0
< −|x− y|
2
2r0
,
sine |x− y| < (1 + α)h′α. Thus we onlude
〈x− y, νy〉 < −|x− y|
2
2r0
|x− y|2 + 2r0〈x− y, νy〉+ r20 < r20
|x− y + r0νy| < r0,
what means, that x ∈ B(y− r0νy, r0), so Γ˜h
′
α
α (y) ⊂ B(y− r0νy, r0). Denoting
hα = h
′
α/(1 + α), we have Γ
hα
α (y) ⊂ B(y − r0νy, r0).
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Therefore, if x ∈ Γhαα (y), then
PD(x, y) ≥ C δ(x)|x− y|N > C
δ(x)
(1 + α)Nδ(x)N
=
C
(1 + α)N
· 1
δ(x)N−1
.
Now, sine Kα = {x ∈ D : δ(x) ≥ hα} is ompat, we an nd a positive
onstant Aα ≤ C/(1 + α)N , suh that for every y ∈ ∂D and x ∈ Kα
PD(x, y) ≥ Aα
δ(x)N−1
.
Thus the inequality is proved.

Lemma 6.2 Suppose E ⊂ ∂D is Borel measurable, α > 0, and
Ω =
⋃
y∈E
Γα(y).
Then there exists a positive harmoni funtion v on D suh that v ≥ 1 on
(∂Ω) ∩ D, and suh that v has nontangential limit 0 almost everywhere on
E.
Proof. Dene a positive harmoni funtion w on D by
w(x) =
∫
∂D
PD(x, y)χEc(y)dσ(y),
where χEc denotes the harateristi funtion of E
c
, the omplement of E
in ∂D. By Theorem 2, w has nontangential limit 0 almost everywhere on
E. We wish to show that w is bounded away from 0 on (∂Ω) ∩ D. Choose
x ∈ (∂Ω) ∩D; this means, that
|x− y| ≥ (1 + α)δ(x) ∀y ∈ E.
Beause ∂D is ompat, there exists x′ ∈ ∂D, suh that |x − x′| = δ(x).
Hene for every y ∈ E we have
|x− y| ≥ (1 + α)|x− x′|
|y − x′| ≥ |y − x| − |x− x′| ≥ α|x− x′|
|y − x′| ≥ αδ(x),
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so K(x′, αδ(x)) ⊂ Ec. Therefore
∫
∂D
PD(x, y)χEc(y)dσ(y) =
∫
Ec
PD(x, y)dσ(y) ≥
∫
K(x′,αδ(x))
PD(x, y)dσ(y).
On the other hand, if y ∈ K(x′, αδ(x)), then
|x− y| ≤ δ(x) + |x′ − y| < (1 + α)δ(x),
so x ∈ Γα(y). By Lemmas 3.3 and 6.1, there exist positive onstants c, Aα,
suh that
σ {K(x′, αδ(x))} ≥ c(αδ(x))N−1
and
PD(x, y) ≥ Aα
δ(x)N−1
∀y ∈ K(x′, αδ(x)).
Hene
∫
K(x′,αδ(x))
PD(x, y)dσ(y) ≥ Aα
δ(x)N−1
σ {K(x′, αδ(x))} ≥ cAααN−1.
Denoting cα = cAαα
N−1
(a onstant greater than 0 that depends only on α
and N), we see that if v = w/cα, then v satises the onlusion of the lemma.

Lemma 6.3 Choose α, r > 0. Suppose ν1, ν2 ∈ S and |ν1− ν2| < α1+α . Then
for eah t ∈ (0, r] we have the following inequality
t < (1 + α)(r − |tν1 − rν2|).
Proof. Let t ∈ (0, r]; beause |ν1| = |ν2| = 1, we have the following sequene
of equivalent inequalities
t < (1 + α)(r − |tν1 − rν2|)
|tν1 − rν2| < r − t
1 + α
t2 − 2rt〈ν1, ν2〉+ r2 <
(
r − t
1 + α
)2
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t2 − rt(2− |ν1 − ν2|2) <
(
t
1 + α
)2
− 2rt
1 + α
|ν1 − ν2|2 < 2− 2
1 + α
− t
r
(
1− 1
(1 + α)2
)
.
Beause t ∈ (0, r], we have(
α
1 + α
)2
≤ 2− 2
1 + α
− t
r
(
1− 1
(1 + α)2
)
,
and this gives the onlusion of the lemma.

Now let r be the onstant from Lemma 3.2 and let r0 = r/4. We may
assume, that r0 ≤ 1. For y ∈ ∂D denote
By = B(y − r0νy, r0), B′y = B(y + r0νy, r0)
and
Γ′α(y) = {x ∈ By : |x− y| < (1 + α) dist(x, ∂By)} .
Obviously
dist(x, ∂By) = r0 − |y − r0νy − x|,
and beause By ⊂ D, we have
Γ′α(y) ⊂ Γα(y).
Lemma 6.4 Let α > 0.There exists a positive onstant d = d(α) suh that
for every x, y ∈ ∂D and |x− y| ≤ d we have
1. ∀t ∈ (0, r0]
y − tνx ∈ Γ′α(y).
2. ∀t, s ∈ (0, r0], t < s
δ(y − sνx)− δ(y − tνx) ≥ s− t
1 + α
.
Proof.
Reall that
|νx − νy| ≤ c0|x− y| ∀x, y ∈ ∂D.
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We may assume, that c0 ≥ 1. So let x, y ∈ ∂D and suppose
|x− y| < α
c0(1 + α)
;
then
|νx − νy| < α
1 + α
,
and beause νx, νy ∈ S, by Lemma 6.3 we have
|y−tνx−y| = t < (1+α)(r0−|tνx−r0νy|) = (1+α)(r0−|y−r0νy−(y−tνx)|)
= (1 + α) dist(y − tνx, ∂By) ∀t ∈ (0, r0].
This gives 1.
Now let pi be the orthogonal projetion; then for every x, y ∈ Dr0 we have
|pi(x)− pi(y)| ≤ 4|x− y|,
by Lemma 3.4. So let x, y ∈ ∂D and assume
|x− y| < α
8c20(1 + α)
.
Then we have
〈νx, νy〉 = 1− |νx − νy|
2
2
≥ 1− c
2
0|x− y|2
2
> 0,
and hoosing t ∈ (0, r0) we onlude
|y − tνx − (y − t〈νx, νy〉νy)| = t|〈νx, νy〉νy − νx| = t
(
1− 〈νx, νy〉2
) 1
2
= t
[
1−
(
1− |νx − νy|
2
2
)2] 12
= t
(
|νx − νy|2 − |νx − νy|
4
4
) 1
2
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= t|νx − νy|
(
1− |νx − νy|
2
4
) 1
2
≤ r0|νx − νy| ≤ c0|x− y| < α
8c0(1 + α)
.
In partiular, sine t〈νx, νy〉 ∈ (0, r0), we have
|pi(y − tνx)− pi(y − t〈νx, νy〉νy)| = |pi(y − tνx)− y| < α
2c0(1 + α)
.
Therefore
|νpi(y−tνx) − νy| ≤ c0|pi(y − tνx)− y| <
α
2(1 + α)
.
Let s ∈ (t, r0]; beause
y − sνx = pi(y − tνx)− δ(y − tνx)νpi(y−tνx) − (s− t)νx,
and
|νpi(y−tνx) − νx| ≤ |νpi(y−tνx) − νy|+ |νy − νx| <
α
1 + α
,
where νpi(y−tνx), νx ∈ S, by Lemma 6.3 we have
y − sνx ∈ B(pi(y − tνx)− [δ(y − tνx) + r0]νpi(y−tνx), r0).
Beause
B(pi(yt)− (δt + r0)νpi(yt), r0) ⊂ B(pi(yt)− (δt + r0)νpi(yt), δt + r0)
⊂ B(pi(yt)− 2r0νpi(yt), 2r0) ⊂ D, δt := δ(y − tνx), yt := y − tνx,
we have
δ(y−sνx)−δ(y− tνx) ≥ r0−|y−sνx− [pi(y− tνx)−(δ(y− tνx)+r0)νpi(y−tνx)]|
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= r0 − |r0νpi(y−tνx) − (s− t)νx|;
one more time by Lemma 6.3 we onlude
r0 − |r0νpi(y−tνx) − (s− t)νx| >
s− t
1 + α
,
what gives 2.

For α > 0 let dα be the onstant from Lemma 6.4; assume additionally,
that dα < ρ, where ρ is the onstant from Lemma 3.1. Beause ∂D is
ompat, there exists a nite family of balls {B(yi, dα) : i = 1, ..., m}, where
yi ∈ ∂D for eah i = 1, ..., m, suh that
∂D ⊂
m⋃
i=1
B (yi, dα) ;
hene
∂D =
m⋃
i=1
K (yi, dα) .
For i ∈ {1, ..., m} denote νi := νyi and for r0 as before, let
Dαi =
{
y − tνi : y ∈ K (yi, dα) , t ∈
(
0,
r0
2
)}
.
Lemma 6.5 For every α > 0 and i ∈ {1, ..., m} we have
1. Dαi is an open subset of D and (∂D
α
i ) ∩ (∂D) = K(yi, dα).
2. Let E be the losed subset of ∂D and suppose E ⊂ K (yi, dα). Let
Ω =
⋃
y∈E
Γα(y);
then there exists ε0 > 0, suh that
Ω ∩ {x ∈ D : δ(x) < ε0} ⊂ Dαi .
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Proof. Choose α > 0 and i ∈ {1, ..., m}. Without loss of generality we may
assume, that yi = 0 and νi = eN = (0, ..., 0, 1). Obviously
Dαi =
{
y − teN : y ∈ K (0, dα) , t ∈
[
0,
r0
2
]}
.
By Lemma 6.4,
∀y ∈ K (0, dα) ∀t ∈ (0, r0] y − teN ∈ Γ′α(y),
in partiular y − teN ∈ By. Hene Dαi ⊂ D. Moreover, Dαi \K(0, dα) ⊂ D,
and hene (∂Dαi ) ∩ (∂D) = K(0, dα).
Now let x ∈ Dαi . Then x = y − teN , where y ∈ K (0, dα) and t ∈
(
0, r0
2
)
.
By Lemma 3.1, sine dα < ρ, y = (y, g(y)), where y ∈ RN−1 is the projetion
of y into RN−1 × {0} (sine ν0 = eN), and g is a real-valued, C2 funtion
dened on BN−1(0, ρ). Stritly, K (0, dα) is a part of the graph of funtion
g. Moreover, sine ν0 = eN , we may assume that
BN (0, ρ) ∩D = BN(0, ρ) ∩
{
(x, xN ) : x ∈ BN−1(0, ρ) ∧ xN < g(x)
}
.
Therefore x = (y, g(y) − t), and x = y. Then there exists ε1 > 0, suh
that if |x − x′| < ε1, then y′ = (x′, g(x′)) ∈ K (0, dα). Moreover, x′ =
y′−(g(x′)−x′N )eN , and there exists ε2 > 0, suh that t′ = g(x′)−x′N ∈
(
0, r0
2
)
whenever |x − x′| < ε2. Thus if ε3 = min {ε1, ε2}, and |x − x′| < ε3, then
x′ = y′ − t′eN , where y′ ∈ K (0, dα) and t′ ∈
(
0, r0
2
)
, so B(x, ε3) ⊂ Dαi . This
gives 1.
Now suppose E ⊂ K (0, dα), E = E and let
Ω =
⋃
y∈E
Γα(y).
By Lemma 3.1, there exists M > 0, suh that |g(x) − g(y)| ≤ M |x − y| for
every x, y ∈ BN−1(0, ρ). Let x ∈ Ω and suppose
δ(x) < ε0 = min
{
dist [E, ∂B (0, dα)]√
1 +M2(1 + α)
,
r0
2(1 +M)(1 + α)
}
.
Then for some y ∈ E we have
|x− y| < (1 + α)δ(x) < dist [E, ∂B (0, dα)] .
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Thus
|x| ≤ |x− y|+ |y| < dist [E, ∂B (0, dα)] + |y| ≤ dα < ρ,
in partiular |x| < ρ. Hene x = (x, g(x))− (g(x)− xN)eN , and it sues to
show that (x, g(x)) ∈ K (0, dα) and g(x)− xN ∈
(
0, r0
2
)
. We have
|(x, g(x))| ≤ |(x, g(x))− (y, g(y))|+ |y| =
√
|x− y|2 + |g(x))− g(y)|2 + |y|
≤
√
1 +M2|x− y|+ |y| ≤
√
1 +M2|x− y|+ |y|
<
√
1 +M2(1 + α)δ(x) + |y| < dist [E, ∂B (0, dα)] + |y| ≤ dα.
Moreover, g(x)− xN > 0 sine x ∈ B(0, ρ) ∩D, and
g(x)−xN ≤ |g(x)−g(y)|+|yN−xN | ≤ M |x−y|+|x−y| ≤ (M+1)|x−y| < r0
2
.
Therefore x ∈ Dαi , what gives 2.

The next lemma is the rux of the proof of Theorem 6.1.
Lemma 6.6 Let E ⊂ ∂D be Borel measurable, let α > 0, and let
Ω =
⋃
y∈E
Γα(y).
Suppose u is harmoni on D and bounded on Ω. Then for almost every
y ∈ E, lim u(x) exists as x→ y within Γα(y).
Proof. Beause
∂D =
m⋃
i=1
K (yi, dα) ,
it sues to show, that the onlusion of the lemma holds for the set
Ei = K (yi, dα) ∩ E,
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where i ∈ {1, ..., m} is xed. We may also assume that u is real valued and
|u| ≤ 1 on Ω. Suppose rst, that Ei is losed, and let
Ωi =
⋃
y∈Ei
Γα(y).
For k ∈ N, let
Eki =
{[
K (yi, dα)− r0
k
νi
]
∩ Ωi
}
+
r0
k
νi.
Beause Ωi is an open set in R
N
, and K(yi, dα) is an open subset of ∂D, E
k
i
is an open subset of ∂D too. Obviously Eki ⊆ K(yi, dα). By Lemma 6.4, for
eah y ∈ Ei y − r0k νi ∈ Γα(y); hene Ei ⊆ Eki for every k. Let
fki (y) = χEki (y)u
(
y − r0
k
νi
)
, y ∈ ∂D.
Beause y − r0
k
νi ∈ Ω if y ∈ Eki , |fki | ≤ 1 on ∂D for every k. By Banah-
Alaoglu theorem, there exists a subsequene, whih we still denote by (fki ),
that onverges weak
∗
to some fi ∈ L∞(∂D). Beause Eki is open, eah fki is
ontinuous on Eki , and thus, by the properties of the Poisson kernel listed in
setion 3, PD[f
k
i ] extends ontinuously to D ∪ Eki .
By Lemma 6.5, Dαi is an open subset of D, additionally (∂D
α
i )∩ (∂D) =
K(yi, dα). Now if x ∈ Dαi ∩D, then
x− r0
k
νi = y −
(
t +
r0
k
)
νi,
where y ∈ K(yidα) and t ∈
(
0, r0
2
]
; t+ r0
k
≤ r0 for k ≥ 2, thus by Lemma 6.4,
x− r0
k
νi ∈ D. Therefore the funtion uki given by
uki (x) = PD[f
k
i ](x)− u
(
x− r0
k
νi
)
, k ≥ 2,
is harmoni on Dαi and ontinuous on D
α
i ∩ D. Moreover, uki extends on-
tinuously to (Dαi ∩D) ∪ Eki , with uki = 0 on Eki . We have assumed, that Ei
is losed, and thus Ωi ∩ (∂D) = Ei; by Lemma 6.5, there exists ε0 > 0 suh
that
Ωi|ε0 := Ωi ∩ {x ∈ D : δ(x) < ε0} ⊂ Dαi .
Therefore we onlude, that in partiular uki is harmoni on Ωi|ε0 and on-
tinuous on Ωi|ε0 with uki = 0 on Ei.
The Loal Fatou Theorem 50
Let x ∈ Ωi|ε0; then x = y− tνi, where y ∈ K(yi, dα), t ∈
(
0, r0
2
)
and there
exists a ∈ Ei, suh that x ∈ Γα(a). For k ≥ 2 we have
∣∣∣x− r0
k
νi − a
∣∣∣ = ∣∣∣y − tνi − a− r0
k
νi
∣∣∣ < (1 + α)δ(y − tνi) + r0
k
≤ (1 + α)δ
(
y −
(
t +
r0
k
)
νi
)
,
where the last inequality is the result of Lemma 6.4. This means, that
x − r0
k
νi ∈ Ωi for k ≥ 2, and beause |u| ≤ 1 on Ω, we have |uki | ≤ 2 on
Ωi|ε0.
Now let v be the funtion of Lemma 6.2 with respet to Ωi. Beause
v ≥ 1 on (∂Ωi) ∩ (∂(Ωi|ε0)) ∩ D, and there exists onstant c > 0, suh that
v ≥ c on {x ∈ D : δ(x) = ε0}, thus the funtion
v˜(x) =
v(x)
min {c, 1}
has the same properties as v, but with respet to Ωi|ε0. Then
lim inf
x→∂(Ωi|ε0 )
(2v˜ − uki )(x) ≥ 0.
By the minimum priniple, 2v˜ − uki ≥ 0 in Ωi|ε0. Letting k → ∞, we then
see that 2v˜− (PD[fi]−u) ≥ 0 in Ωi|ε0. Beause this argument applies as well
to 2v˜ + uki , we onlude that |PD[fi]− u| ≤ 2v˜ in Ωi|ε0.
By Theorem 5.1, PD[fi] has nontangential limits almost everywhere on
∂D, while Lemma 6.2 asserts v˜ has nontangential limits 0 almost everywhere
on Ei. From this and the last inequality, the desired limits for u follow.
Now if Ei is any Borel measurable and bounded set, then for eah k ∈ N
there exists a losed set Fk ⊆ Ei, suh that σ(Ei\Fk) < 1k . Let Ak be the set
of points y ∈ Fk, suh that lim u(x) doesn't exists as x → y within Γα(y);
then
σ
(
∞⋃
k=1
Ak
)
≤
∞∑
k=1
σ(Ak) = 0,
and beause σ(Ei\
⋃∞
k=1 Fk) = 0, the onlusion of the lemma holds with
respet to Ei.

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Let E ⊂ ∂D be Borel measurable; a point y ∈ E is said to be a point of
density of E provided
lim
r→0
σ(K(y, r) ∩ E)
σ(K(y, r))
= 1.
By the Lebesque Dierentiation Theorem, almost every point of E is a point
of density of E.
Lemma 6.7 Suppose E ⊂ ∂D is Borel measurable, α > 0, and
Ω =
⋃
y∈E
Γα(y).
Suppose u is ontinuous on D and bounded on Ω. If y is a point of density
of E, then u is bounded in Γβ(y) for every β > 0.
Proof. Let y be a point of density of E, and let β > 0. For h > 0 denote
Γhβ(y) = {x ∈ D : |x− y| < (1 + β)δ(x) ∧ δ(x) < h} .
It sues to show that Γhβ(y) ⊂ Ω for some h > 0.
Let c1, c2 be the onstants from Lemma 3.3; there exists r1 > 0 suh that
for eah r < r1 we have
σ(K(y, r) ∩ E)
σ(K(y, r))
> 1− c1
c2
(
α
2 + α + β
)N−1
.
So let h1 =
r1
2+α+β
and x x ∈ Γh1β (y). There exists x′ ∈ ∂D, suh that
|x− x′| = δ(x).
Suppose y′ ∈ K(x′, αδ(x)); we have
|y′ − x′| < α|x− x′|
|y′ − x| ≤ |y′ − x′|+ |x′ − x| < (1 + α)|x− x′|,
what means, that x ∈ Γα(y′). Hene it sues to show, that K(x′, αδ(x))∩E
is non-empty.
Beause x ∈ Γh1β (y), we have
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|y − x′| − |x′ − x| ≤ |y − x| < (1 + β)|x− x′|,
and thus x′ ∈ K(y, (2 + β)δ(x)), what implies, that
K(x′, αδ(x)) ⊂ K(y, (2 + α + β)δ(x)).
Moreover, beause δ(x) < h1, we onlude
σ {K(y, (2 + α + β)δ(x)) ∩ E}
σ {K(y, (2 + α + β)δ(x))} > 1−
c1
c2
(
α
2 + α + β
)N−1
≥ 1− σ {K(x
′, αδ(x))}
σ {K(y, (2 + α + β)δ(x))} ≥
σ {K(y, (2 + α+ β)δ(x))\K(x′, αδ(x))}
σ {K(y, (2 + α + β)δ(x))} ,
and hene
σ {K(y, (2 + α+ β)δ(x)) ∩ E} > σ {K(y, (2 + α + β)δ(x))\K(x′, αδ(x))} .
Therefore K(x′, αδ(x)) ∩ E is non-empty, and thus Γh1β (y) ⊂ Ω, as desired.

Lemma 6.8 Let u be ontinuous in D and suppose E ⊂ ∂D is the set of
points at whih u is nontangentially bounded. Then E is Borel measurable,
and for any ε > 0, there exists a losed set E0 ⊂ E, suh that σ(E\E0) < ε
and u is bounded in
Ω =
⋃
y∈E0
Γα(y)
for every α > 0.
Proof.
For k = 1, 2, ..., set Ek = {y ∈ ∂D : |u| ≤ k on Γ 1
k
(y)}. Then eah Ek is
losed, and
E =
∞⋃
k=1
Ek
what means, that the set E is Borel measurable. Fix k ∈ N; applying Lemma
6.7 to Ek, and realling that the points of density of Ek form a set of full
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measure in Ek, we see that there is a set Fk ⊂ Ek, σ(Ek\Fk) = 0, suh that
u is bounded in Γα(y) for every y ∈ Fk and every α > 0. Let
F =
∞⋃
k=1
Fk;
obviously σ(E\F ) = 0. For xed positive integer k, we an write F as
F =
⋃
j F
k
j , where F
k
j = {y ∈ F : |u| ≤ j on Γk(y)}. Now x ε > 0. Beause
F kj ⊂ F kj+1 for eah j ∈ N, there exists jk, suh that σ(E\F kjk) = σ(F\F kjk) <
ε/2k. Hene for eah k, u is bounded on the set
Ωk =
⋃
y∈F kjk
Γk(y).
Let
E0 =
∞⋂
k=1
F kjk .
Then
σ (E\E0) = σ
E ∩( ∞⋂
k=1
F kjk
)C = σ( ∞⋃
k=1
(E\F kjk)
)
≤
∞∑
k=1
σ(E\F kjk)
<
∞∑
k=1
ε/2k = ε,
and it is easily seen, that u is bounded in
Ω =
⋃
y∈E0
Γα(y)
for every α > 0.

Now we are ready to prove Theorem 6.1.
Proof of Theorem 6.1. By Lemma 6.8, E is Borel measurable, and for
eah k ∈ N we an hoose Ek ⊂ E, suh that σ(E\Ek) < 1k and u is bounded
on the set
Ωk =
⋃
y∈Ek
Γj(y)
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for every j ∈ N. Fix j, k; by Lemma 6.6, for almost every y ∈ Ek lim u(x)
exists as x → y within Γj(y). Letting k → ∞, we then get the same result
for almost every y ∈ E. Now u has nontangential limit L at y if and only
if lim u(x) = L as x → y within Γj(y) for every j ∈ N, and thus u has
nontangential limit almost everywhere on E, as desired.

7 The Area Theorem
The question whether u has nontangential limits an also be answered in
terms of the "area integral". As before we assume, that D is a bounded
domain with the boundary of lass C2. For any harmoni funtion u on D,
α > 0 and a point y ∈ ∂D, we onsider Sαu(y) by
Sαu(y) =
∫
Γα(y)
|∇u(x)|2(δ(x))2−Ndx.
A neessary and suient ondition for the existene of nontangential limits,
an be formulated as follows.
Theorem 7.1 Let u be harmoni on D.
1. Suppose E ⊂ ∂D is the set of points at whih u is nontangentially
bounded. Then for a.e. y ∈ E, Sαu(y) is nite for every α > 0.
2. Conversely, suppose E is the set of points y ∈ ∂D, suh that Sαu(y) is
nite, where α an depend on y. Then u has a nontangential limit at
almost every point of E.
This theorem has been proved by Stein in [6℄, in the ase, whenD is a half-
spae in R
N
. By the use of very similar methods, we will prove the neessity
part (1) of it in the present ase. Beause of some tehnial diulties, we
omit the suieny (2). The detailed proof of this part (by the use of other
tehniques) may be found in [7℄, together with various generalizations.
We begin with some tehnial lemmas. Let α and β be given positive
quantities with α < β.
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Lemma 7.1 Let u be harmoni in the one Γβ(y) and suppose that |u| ≤ 1
there. Then
δ(x)|∇u(x)| ≤ A ∀x ∈ Γα(y),
where A = A(α, β) depends only on the indiated parameters but not on y or
u.
Proof. We shall need the following fat: if u is harmoni in B(0, r) and
|u| ≤ 1 there, then |∇u(0)| ≤ A/r, where A does not depend on u (see [1℄).
Let x be any point in Γα(y). Notie that sine α < β, there exists a xed
onstant c > 0, whih does not depend on x and y, so that
B(x, cδ(x)) ⊂ Γβ(y);
it sues to take
c <
β − α
1 + β
.
We now apply the previous fat to u and the ball B(x, cδ(x)), and obtain
|∇u(x)| ≤ A
cδ(x)
.
Hene
δ(x)|∇u(x)| ≤ A/c ∀x ∈ Γα(y).

For positive onstants α, h and y ∈ ∂D reall the notation
Γhα(y) = {x ∈ D : |x− y| < (1 + α)δ(x), δ(x) < h} .
Let E ⊂ ∂D be Borel measurable. For ρ > 0 and a ∈ ∂D let E(a, ρ) =
E ∩B(a, ρ). For positive α, h denote
Ω(a, h, ρ, α) =
⋃
y∈E(a,ρ)
Γhα(y).
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Lemma 7.2 Suppose E is losed subset of ∂D and let α > 0. There exist
positive onstants h, ρ, suh that for eah a ∈ ∂D we an hoose a family of
regions {Ωn}∞n=1 with the following properties:
1. Ωn ⊂ Ω(a, h, ρ, α) ∀n
2. Ωn ⊂ Ωn+1 ∀n
3. Ω(a, h, ρ, α) =
⋃
Ωn
4. The boundary Bn of Ωn is pieewise of lass C
2
, at a positive distane
from ∂D, and there exists a onstant A > 0 suh that σn(Bn) < A ∀n.
Proof. Reall, that for every x, y ∈ ∂D
|νx − νy| ≤ c0|x− y|.
Let E be losed subset of ∂D, α > 0. Choose a ∈ ∂D; without loss of
generality we may assume that −νa = eN = (0, ..., 0, 1). Let dα be the
onstant from Lemma 6.4, and let ρ, h be positive onstants, suh that
(2 + α)h+ ρ ≤ min
{
dα,
1
c0
√
α
1 + α
}
.
Assume additionally, that h satises the ondition of Corollary 3.1.
Now observe, that
Ω(a, h, ρ, α) =
⋃
y∈E(a,ρ)
Γhα(y) =
{
x ∈ D : δ˜(x) < (1 + α)δ(x), δ(x) < h
}
,
where δ˜(x) = dist(x, E(a, ρ)). Let ϕt be a C
∞
"approximation to the iden-
tity". It may be onstruted as follows. Take a funtion ϕ of lass C∞ on
R
N
, suh that ϕ ≥ 0, ϕ ≡ 0 on RN\B(0, 1) and∫
RN
ϕ(x)dx = 1.
For t > 0 let ϕt(x) = t
−Nϕ(x/t), and denote
ft(x) =
∫
RN
δ˜(x− y)ϕt(y)dy.
Then ft is of lass C
∞
on R
N
, nonnegative and ft → δ˜ uniformly on eah
ompat subset of R
N
as t → 0. Take a sequene εn = 1/2n and hoose
tn = t(εn), suh that
|ftn(x)− δ˜(x)| < εn ∀x ∈ D.
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Let
δ˜n(x) = ftn(x) + 2εn
and denote
Ωn =
{
x ∈ D : δ˜n(x) < (1 + α)δ(x), δ(x) < h− εn
}
.
Beause δ˜n(x) > δ˜(x) + εn on D, we have Ωn ⊂ Ω(a, h, ρ, α). Moreover,
δ˜n(x) < δ˜(x) + 3εn < δ˜n−1(x)− εn−1 + 3
2
εn−1 < δ˜n(x), x ∈ D,
hene Ωn−1 ⊂ Ωn. Sine δ˜n n→ δ˜ on D, we have
Ω(a, h, ρ, α) =
∞⋃
n=1
Ωn,
and thus the properties 1-3 are proved.
Now the boundary Bn of Ωn onsists of two piees B
1
n, B
2
n, suh that
B1n =
{
x ∈ D : (1 + α)δ(x)− δ˜n(x) = 0, δ(x) ≤ h− εn
}
,
B2n =
{
x ∈ D : (1 + α)δ(x)− δ˜n(x) ≥ 0, δ(x) = h− εn
}
.
It is easily seen, similarly as in the ase of δ(x), that the funtion δ˜(x) satises
the Lipshitz ondition
|δ˜(x)− δ˜(y)| ≤ |x− y|,
sine E(a, ρ) is ompat. Therefore
|δ˜n(x)− δ˜n(y)| =
∣∣∣∣∫
RN
(δ˜(x− z)− δ˜(y − z))ϕtn(z)dz
∣∣∣∣
≤
∫
RN
∣∣∣δ˜(x− z)− δ˜(y − z)∣∣∣ϕtn(z)dz ≤ ∫
RN
|x− y|ϕtn(z)dz = |x− y|,
and thus ∣∣∣∣∣∂δ˜n∂xi (x)
∣∣∣∣∣ ≤ 1, i = 1, ..., N.
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Beause h satises the ondition of Corollary 3.1, for x ∈ Ω(a, h, ρ, α) we
have ∣∣∣∣ ∂δ∂xi (x)
∣∣∣∣ ≤ 1, i = 1, ..., N.
Moreover, by Lemma 3.5 we onlude
∂δ
∂xN
(x) = 〈eN ,−νpi(x)〉 = 〈−νa,−νpi(x)〉 =
2− |νa − νpi(x)|2
2
≥ 1− c
2
0
2
|a− pi(x)|2 ≥ 1− c
2
0
2
(|a− x|+ δ(x))2 ≥ 1− c
2
0
2
(δ˜(x)(x) + ρ+ h)2
≥ 1− c
2
0
2
((2 + α)h+ ρ)2 ≥ 1− α
2(1 + α)
.
Therefore
∂
∂xN
(
(1 + α)δ(x)− δ˜n(x)
)
= (1 + α)
∂δ
∂xN
(x)− ∂δ˜n
∂xN
(x)
≥ (1 + α)
(
1− α
2(1 + α)
)
− 1 = α
2
, ∀x ∈ Ω(a, h, ρ, α).
Hene, if we denote Fn(x) = (1 + α)δ(x) − δ˜n(x), then for every x ∈ B1n,
Fn(x) = 0 and
∂Fn
∂xN
(x) ≥ α
2
,
∣∣∣∣∂Fn∂xi (x)
∣∣∣∣ ≤ α + 2, ∀x ∈ Ω(a, h, ρ, α), i = 1, ..., N.
Denote x = (x, xN ), where x ∈ RN−1 and xN ∈ R. By impliit funtion
theorem, for every x ∈ B1N there exist rx > 0, balls BN(x, rx) ⊂ RN ,
BN−1(x, rx) ⊂ RN−1 and a funtion gx : BN−1(x, rx) → R of lass C1, suh
that:
1. BN (x, rx) ⊂ Ω(a, h, ρ, α)
2. {(y, gx(y)) : y ∈ BN−1(x, rx)} ⊂ Ω(a, h, ρ, α)
3. B1n ∩ BN(x, rx) ⊂ {(y, gx(y)) : y ∈ BN−1(x, rx)}
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4. for every y ∈ BN−1(x, rx), Fn(y, gx(y)) = 0 and
∂gx
∂xi
(y) = −
∂Fn
∂xi
(y, gx(y))
∂Fn
∂xN
(y, gx(y))
.
Sine B1n is ompat, we may hoose r > 0, suh that for every x ∈ B1n, the
onditions 1-4 holds with rx = r.
Denote Vn = {x : x ∈ B1n}, V = {x : x ∈ Ω(a, h, ρ, α)}. Then Vn is om-
pat, and beause of 2, we onlude
Vn ⊂
⋃
x∈Vn
BN−1(x, r/3) ⊂ Ω(a, h, ρ, α).
By Lemma 5.1, we an hoose a nite family of disjoint balls {BN−1(xj, r/3)},
suh that
Vn ⊂
⋃
j
BN−1 (xj, r) .
Now observe, that if x, x′ ∈ Ω(a, h, ρ, α) and x = x′, then, by (small modia-
tion of) Lemmas 6.4 and 6.5, for every θ ∈ (0, 1), θx+(1−θ)x′ ∈ Ω(a, h, ρ, α).
Sine
∂Fn
∂xN
(x) ≥ α
2
, ∀x ∈ Ω(a, h, ρ, α),
the projetion Ω(a, h, ρ, α) ∩ {x : Fn(x) = 0} ∋ x 7→ x ∈ V is "one to one",
and we have
B1n ⊂
⋃
j∈J
{
(y, gxj(y)) : y ∈ BN−1(xj, r)
}
.
Therefore
σn(B
1
n) ≤
∑
j∈J
∫
BN−1(xj ,r)
√√√√1 + N−1∑
i=1
(
∂gxj
∂xi
(y)
)2
dy
≤
√
1 + (N − 1)
(
2(α + 2)
α
)2∑
j∈J
mN−1(BN−1(xj , r))
= cα3
N−1
∑
j∈J
mN−1(BN−1(xj , r/3)) = cα3
N−1mN−1
(⋃
j∈J
BN−1(xj , r/3)
)
≤ cα3N−1mN−1(V ) ≤ cα3N−1mN−1({x : x ∈ D}) <∞,
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where mN−1 denotes N − 1 dimensional Lebesque measure. Hene σn(B1n) is
bounded by a positive onstant, whih does not depend on n.
Now B2n is a portion of the set
{
x ∈ RN : δ(x) = h− εn
}
, moreover
|∇δ(x)| ≤
√
N
and ∣∣∣∣ ∂δ∂xN (x)
∣∣∣∣ ≥ 1− α2(1 + α)
for every x ∈ B2N . Hene, by very similar arguments, σn(B2n) is uniformly
bounded with respet to n.

Proof of Theorem 7.1 part 1. By the use of Lemma 6.8, we may assume,
without loss of generality (negleting a set of arbitrarily small measure), that
E is losed and u is bounded in the region
Ω =
⋃
y∈E
Γα(y)
for every α > 0. We may also assume, that u is real valued.
Choose α > 0 and let h, ρ be the onstants from Lemma 7.1 with respet
to α; assume additionally, that h satises the ondition of Corollary 3.1. Fix
a ∈ E; we shall prove that
Shαu(y) =
∫
Γhα(y)
|∇u(x)|2(δ(x))2−Ndx
is nite for almost every y ∈ E(a, ρ) = E ∩ B(a, ρ). It sues to show that∫
E(a,ρ)
Shαu(y)dσ(y) <∞.
Let χ(x, y, α) be the harateristi funtion of Γhα(y). That is, χ(x, y, α) =
1 if |x− y| < (1 + α)δ(x) and δ(x) < h, otherwise χ(x, y, α) = 0.
We have
∫
E(a,ρ)
Shαu(y)dσ(y) =
∫
E(a,ρ)
(∫
Γhα(y)
|∇u(x)|2(δ(x))2−Ndx
)
dσ(y)
=
∫
E(a,ρ)
(∫
Ω(a,h,ρ,α)
χ(x, y, α)|∇u(x)|2(δ(x))2−Ndx
)
dσ(y)
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=
∫
Ω(a,h,ρ,α)
(∫
E(a,ρ)
χ(x, y, α)dσ(y)
)
|∇u(x)|2(δ(x))2−Ndx,
where
Ω(a, h, ρ, α) =
⋃
y∈E(a,ρ)
Γhα(y).
However
∫
E(a,ρ)
χ(x, y, α)dσ(y) ≤
∫
K(pi(x),(2+α)δ(x))
dσ(y) = σ {K(pi(x), (2 + α)δ(x))} ,
and by Lemma 3.3, there exists a positive onstant cα, suh that
σ {K(pi(x), (2 + α)δ(x))} ≤ cαδ(x)N−1.
Thus it sues to show that∫
Ω(a,h,ρ,α)
δ(x)|∇u(x)|2dx <∞.
We shall transform the last integral by Green's theorem. In order to do this
we shall use the approximating smooth regions Ωn disussed in Lemma 7.2.
Therefore, by the properties of Ωn, the last inequality is equivalent with∫
Ωn
δ(x)|∇u(x)|2dx ≤ c <∞,
where the onstant c is independent of n. Sine the region Ωn has a su-
iently smooth boundary Bn, we apply to it Green's theorem in the form∫
Bn
(
G
∂F
∂νn
− F ∂G
∂νn
)
dσn =
∫
Ωn
(G∆F − F∆G) dx.
Here ∂/∂νn indiates the diretional derivative along the outward normal to
Bn.
In the above formula we take F = u2, and G = δ. A simple alulation
shows that ∆(u2) = 2|∇u|2, sine u is real valued and harmoni. Therefore
we obtain
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2
∫
Ωn
δ(x)|∇u(x)|2dx =
∫
Ωn
u2(x)∆δ(x)dx
+
∫
Bn
(
δ(x)
∂u2
∂νn
(x)− u2(x) ∂δ
∂νn
(x)
)
dσn(x).
Now beause |δ(x) − δ(y)| ≤ |x − y|, we onlude, as in the proof of
Lemma 7.2, that for x ∈ Ω(a, h, ρ, α)∣∣∣∣ ∂δ∂xk (x)
∣∣∣∣ ≤ 1, k = 1, ..., N,
sine h satises the ondition of Corollary 3.1. Beause Ωn ⊂ Ω(a, h, ρ, α),
the inequality holds for x ∈ Ωn. Moreover, by Lemma 3.5, there exists a
onstant M > 0 suh that for every x, y ∈ Ω(a, h, ρ, α) we have∣∣∣∣ ∂δ∂xk (x)− ∂δ∂xk (y)
∣∣∣∣ ≤ M |x− y|, k = 1, ..., N.
Therefore ∣∣∣∣ ∂2δ∂x2k (x)
∣∣∣∣ ≤M ∀x ∈ Ωn, k = 1, ..., N.
For β > α we have
Ωn ⊂ Ω(a, h, ρ, α) ⊂
⋃
y∈E
Γβ(y).
Hene, there exists c1 = c1(β) > 0, suh that |u| ≤ c1 on Ωn. Notie also
that ∂u2/∂νn = 2u · ∂u/∂νn. Thus
∣∣∣∣δ(x)∂u2∂νn (x)
∣∣∣∣ ≤ 2|u(x)| · δ(x) · ∣∣∣∣ ∂u∂νn (x)
∣∣∣∣ ≤ 2|u(x)| · δ(x) · |∇u(x)|
for x ∈ Ωn. By Lemma 7.1, there exists c2 = c2(α, β), suh that δ(x)|∇u(x)| ≤
c2 on Ω(a, h, ρ, α). Therefore we have
∣∣∣∣∫
Ωn
u2(x)∆δ(x)dx+
∫
Bn
(
δ(x)
∂u2
∂νn
(x)− u2(x) ∂δ
∂νn
(x)
)
dσn(x)
∣∣∣∣
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≤
∫
Ωn
|u(x)|2|∆δ(x)|dx+
∫
Bn
(∣∣∣∣δ(x)∂u2∂νn (x)
∣∣∣∣ + |u(x)|2 ∣∣∣∣ ∂δ∂νn (x)
∣∣∣∣) dσn(x)
≤ c21 ·NM ·mN (Ωn) + 2c1c2σn(Bn) + c21
∫
Bn
|∇δ(x)|dσn(x)
≤ c21 ·NM ·mN (D) +
(
2c1c2 +Nc
2
1
)
σn(Bn),
where mN is N dimensional Lebesque measure. By Lemma 7.2, σn(Bn) is
uniformly bounded, so the proof is omplete.

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