Software Reliability Growth model (SRGM) is a mathematical model of how the software reliability improves as faults are detected and repaired. The development of many SRGMs over the last several decades have resulted in the improvement of software facilitating many engineers and managers in tracking and measuring the growth of reliability. This paper proposes Burr type XII based Software Reliability growth model with time domain data. The unknown parameters of the model are estimated using the maximum likelihood (ML) estimation method. Reliability of a software system using Burr type XII distribution, which is based on NonHomogenous Poisson process (NHPP), is presented through estimation procedures. The performance of the SRGM is judged by its ability to fit the software failure data. How good does a mathematical model fit to the data is also being calculated. To access the performance of the considered SRGM, we have carried out the parameter estimation on the real software failure datasets.
INTRODUCTION
Software reliability is defined as the probability of failure free software operation for a specified period of time in a specified environment (Lyu, 1996) .SRGM is a mathematical model of how the software reliability improves as faults are detected and required (Quadri and Ahmad, 2010) . Among all SRGMs developed so far a large family of stochastic reliability models based on a Non-Homogeneous Poisson Process known as NHPP reliability model has been widely used. Software Reliability is the most dynamic quality characteristic which can measure and predict the operational quality of the software system during its intended life cycle. To identify and eliminate human errors in software development process and also to improve software reliability, the Statistical Process Control concepts and methods are the best choice. If the selected model does not fit the collected software testing data relatively well. We would expect a low prediction ability of this model and the decision makings based on the analysis of this model would be far from what is considered to be optimal decision (xie et al., 2001 ). This paper presents a method for model validation.
RELATED RESEARCH
This section presents the theory that underlies the proposed distributions and maximum likelihood estimation for complete data. If 
NHPP Model
There are numerous software reliability growth models available for use according to probabilistic assumptions. The Non Homogenous Poisson Process (NHPP) based software reliability growth models are proved to be quite successful in practical software reliability engineering [4] . Model parameters can be estimated by using maximum Likelihood Estimate (MLE). NHPP model formulation is described in the following lines.
A software system is subjected to failures at random times caused by errors present in the system. Let   ( ), 0 N t t  be a counting process representing the cumulative number of failures by time "t", where t is the failure intensity function, which is proportional to the residual fault content. 
Proposed Model Description
In this paper, we propose to monitor software quality using SPC based on Burr Type XII distribution model. The Burr distribution has a flexible shape and controllable scale and location which makes it appealing to fit to data. It is frequently used to model insurance claim sizes [5] . The mean value function and intensity function of Burr Type XII NHPP model are as follows.
The Cumulative distributive function (CDF) is given by
The Probability Density Function (PDF) of Burr XII distribution are given, respectively by   Where t>0, a>0, b>0 and c>0 denote the expected number of faults that would be detached given infinite testing time in case of finite failure NHPP models. In order to have an assessment of the software reliability, a, b and c are unknown parameters and estimated by using Newton Raphson method. Expressions are now delivered for estimating "a", "b" and "c" for the Burr type XII model.
This is also a Poisson model with mean "a".
Let N (t) be the number of errors remaining in the system at time"t".
be the time between ( − 1) ℎ and ℎ failure of the software product. Let be the time up to the ℎ failure. Let us find out the probability that time between ( − 1) ℎ and ℎ failures, i.e., exceeds a real number "s" given that the total time up to the ( − 1) ℎ failure is equal to .
i.e., >
This Expression is called Software Reliability.
ILLUSTRATING THE MLE 3.1. Parameter Estimation based on Time Domain Data
In this section we develop expressions to estimate the parameters of the Burr type XII model based on time domain data. Parameter estimation is of primary importance in software reliability prediction.
A set of failure data is usually collected in one of two common ways, time domain data and time domain data. In this paper parameters are estimated from the time domain data.
The mean value function of Burr type XII model is given by
We conduct an experiment and obtain N independent observations 12 , ,..., n t t t . The likelihood function for time domain data [4] is given by
LogL a a t Log a Log b Log c c t b t
Taking the Partial derivative with respect to "a" and equating to "0". The parameter "b" is estimated by iterative Newton Raphson Method using
, Where ′ ( ) are expressed as follows.
The parameter "c" is estimated by iterative Newton Raphson Method using
Where ′ are expressed as follows.
DATA ANALYSIS
The set of software errors analyzed here is borrowed from software development project as published in [8] . 
METHOD OF PERFORMANCE ANALYSIS
The performance of SRGM is judged by its ability to fit the software failure data. The term goodness of fit denotes the question of "How good does a mathematical model fit to the data?". In order to validate the model under study and to assess its performance, experiments on a set of actual software failure data have been performed. The considered model fits more to the dataset whose Log Likelihood is most negative. The application of the considered distribution function and its Log Likelihood on different datasets collected from real world failure data is given below. 
CONCLUSION
To validate the proposed approach, the parameter estimation is carried out on the data sets collected from (Xie et al., 2002; Ashoka, 2010) .Out of the data sets that were collected, the model under consideration best fits the data of SONATA using MLE approach. Since, it is having the highest negative value for the log likelihood. The reliability of all the data sets are given in Table 3 .The reliability of the model over SONATA data is high among the data sets which were considered.
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Introduction
Software reliability assessment is important to evaluate and predict the reliability and performance of software system, since it is the main attribute of software. To identify and eliminate human errors in software development process and also to improve software quality, the Statistical Process Control concepts and methods are the best choice. SPC concepts and methods are used to monitor the performance of a software process over time in order to verify that the process remains in the state of statistical quality control. It helps in finding assignable causes, long term improvements in the software process. Software quality and reliability can be achieved by eliminating the causes or improving the software process or its operating procedures [1] .
The most popular technique for maintaining process control is control charting. The control chart is one of the seven tools for quality control. Software process control is used to secure the quality of the final product which will conform to predefined standards. In any process, regardless of how carefully it is maintained, a certain amount of natural variability will always exist. A process is said to be statistically "in-control" when it operates with only chance causes of variation. On the other hand, when assignable causes are present, then we say that the process is statistically "out-of-control."
The control charts can be classified into several categories, as per several distinct criteria. Depending on the number of quality characteristics under investigation, charts can be divided into univariate control charts and multivariate control charts. Furthermore, the quality characteristic of interest may be a continuous random variable or alternatively a discrete attribute. Control charts should be capable to create an alarm when a shift in the level of one or more parameters of the underlying distribution or a non-random behavior occurs. Normally, such a situation will be reflected in the control chart by failure points plotted outside the control limits or by the presence of specific patterns. The most common non-random patterns are cycles, trends, mixtures and stratification [2] . For a process to be in control the control chart should not have any trend or non-random pattern.
SPC is a powerful tool to optimize the amount of information needed for use in making management decisions. Statistical techniques provide an understanding of the business baselines, insights for process improvements, communication of value and results of processes, and active and visible involvement. SPC provides real time analysis to establish controllable process baselines; learn, set, and dynamically improves process capabilities; and focus business areas which need improvement. The early detection of software failures will improve the software reliability. The selection of proper SPC charts is essential to effective statistical process control implementation and use. The SPC chart selection is based on data, situation and need [3] . Many factors influence the process, resulting in variability. The causes of process variability can be broadly classified into two categories, viz., assignable causes and chance causes.
The control limits can then be utilized to monitor the failure times of components. After each failure, the time can be plotted on the chart. If the plotted point falls between the calculated control limits, it indicates that the process is in the state of statistical control and no action is warranted. If the point falls above the UCL, it indicates that the process average, or the failure occurrence rate, may have decreased which results in an increase in the time between failures. This is an important indication of possible process improvement. If this happens, the management should look for possible causes for this improvement and if the causes are discovered then action should be taken to maintain them. If the plotted point falls below the LCL, it indicates that the process average, or the failure occurrence rate, may have increased which results in a decrease in the failure time. This means that process may have deteriorated and thus actions should be taken to identify and the causes may be removed. It can be noted here that the parameters a, b and c should normally be estimated with the data from the failure process.
The control limits for the chart are defined in such a manner that the process is considered to be out of control when the time to observe exactly one failure is less than LCL or greater than UCL. Our aim is to monitor the failure process and detect any change of the intensity parameter. When the process is normal, there is a chance for this to happen and it is commonly known as false alarm. The traditional false alarm probability is to set to be 0.27% although any other false alarm probability can be used. The actual acceptable false alarm probability should in fact depend on the actual product or process [9] . 
Related Research
This section presents the theory that underlies the proposed distributions and maximum likelihood estimation for complete data. If 't' is a continuous random variable with pdf
NHPP Model
A software system is subjected to failures at random times caused by errors present in the system. Let   ( ), 0 N t t  be a counting process representing the cumulative number of failures by time 't', where t is the failure intensity function, which is proportional to the residual fault content. Let ( ) m t represent the expected number of software failures by time 's'. The mean value function ( ) m t is finite valued, non-decreasing, non-negative and bounded with the boundary conditions. 0, 0 ( ) ,
Where 'a' is the expected number of software errors to be eventually detected. 
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Proposed Model Description
In this paper, we propose to monitor software quality using SPC based on Burr Type XII distribution model. The Burr distribution has a flexible shape and controllable scale and location which makes it appealing to fit to data. It is frequently used to model insurance claim sizes [6] . The mean value function and intensity function of Burr Type XII NHPP model are as follows. The Cumulative distributive function (CDF) is given by
The Probability Density Function (PDF) of Burr XII distribution are given, respectively by
Where t>0, a>0, b>0 and c>0 denote the expected number of faults that would be detached given infinite testing time in case of finite failure NHPP models. In order to have an assessment of the software reliability, a, b and c are unknown parameters and estimated by using Newton Raphson method. Expressions are now delivered for estimating 'a', 'b' and 'c' for the Burr type XII model.
This is also a Poisson model with mean 'a'. Let N (t) be the number of errors remaining in the system at time't'.
Illustrating the MLE Method Parameter Estimation based on Time Domain Data
In this section we develop expressions to estimate the parameters of the Burr type XII model based on time domain data. Parameter estimation is of primary importance in software reliability prediction. A set of failure data is usually collected in one of two common ways, time domain data and time domain data. In this paper parameters are estimated from the time domain data.
We conduct an experiment and obtain N independent observations 1 2 , ,..., n t t t . The likelihood function for time domain data [5] is given by
LogL a a t Log a Log b Log c c t b t
Taking the Partial derivative with respect to 'a' and equating to '0'.
The parameter 'b' is estimated by iterative Newton Raphson Method using
, Where ( ) ′ ( ) are expressed as follows.
The parameter 'c' is estimated by iterative Newton Raphson Method using
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Where ( ) ′( ) are expressed as follows.
Distribution of Time between failures
The set of software errors analyzed here is borrowed from software development project as published in Pham (2005) [8] . Based on the inter failure data given in Table  1 , we compute the software failures process through Mean Value Control chart. We used cumulative time between failures data for software reliability monitoring using Burr Type XII distribution. The use of cumulative number of failures is a different and new approach, which is of particular advantage in reliability. 
----------------
Assuming an acceptable probability of false alarm of 0.27% the control limits can be obtained as [10] :
m t and m t form. They are used to find whether the software process is in control or not by placing the points in Mean value chart shown in figure 1. 
Conclusion
In this paper, Burr type XII software reliability growth model with SPC is proposed. By observing the Mean Value control chart we have identified that the failure situation is detected at 5th point of Table 2 . i.e., failure data has fallen below LCL. Hence our proposed Mean Value Chart detects out of control situation. This is a simple method for model validation and is very convenient for practitioners of software reliability. The methodology adopted in this paper is better than the methodology adopted by Xie et al. [2002] control chart [10] .Therefore; we may conclude that this model is the best choice for an early detection of software failures.
Introduction
Wald's procedure is particularly relevant if the data is collected sequentially. Sequential Analysis is different from Classical Hypothesis. With classical hypothesis, first the entire data need to be collected and then the analysis is done to attain the conclusions. But where as in Sequential Analysis, each and every test case is analyzed soon after the data has been collected, and also the results are compared with some threshold value incorporating the new information obtained with the current test case. This permits one to come up with the conclusions during the data collection itself, so that the final decision may be made at much earlier stage. Wald's procedure is well suited if the data is collected sequentially. The main advantage of Sequential Analysis is that the decisions can be taken at an earlier time saving the human time and also in terms of money.
Sequential Probability Ratio Test (SPRT) is usually applied at the circumstances where we need to take decision between two simple hypotheses or a single decision point. The 4 SPRT procedure can be used to distinguish the software under test into one of the two categories like reliable/unreliable, pass/fail and certified/uncertified 11 . The software failure data analysis can be done either by considering the time between failures or failure count in a specific time interval. Also it is assumed that the average number of recorded failures in a given time interval is directly proportional to the length of the interval. The random number of failure occurrences in a given interval can be explained by the Poisson process.
As per the observations made by the 5 , the reliability predictions are misleading by applying software reliability growth models in classical hypotheses testing. According to the observations made by him, the statistical methods can be successfully applied to the failure data. His observations are demonstrated by applying the well-known sequential probability ratio test (SPRT) of 4 for a software failure data to detect unreliable software components and compare the reliability of different software versions. In this paper, we consider one of the popular software reliability growth model Burr Type XII and adopt the principle of 5 in detecting whether the software is reliable or unreliable in order to accept or reject the developed software. The theory proposed by 5 is described in section 2 Implementation of SPRT for the proposed Burr type XII Software Reliability Growth Model is illustrated in section 3. Maximum Likelihood estimation method is used to estimate the parameters is presented in Section 4. Application of the decision rule to detect the unreliable software with reference to the Software Reliability Growth Model Burr Type XII is depicted in section 5.
Wald's Sequential Test for a Poisson Process
The Sequential Probability Ratio Test (SPRT) was developed by Abraham Wald at Columbia University in 1943 4 . The SPRT procedure is used for quality control studies during the manufacturing of software products. The tests can be performed with fewer observations as compared to fixed sample size sets. Testing is performed on large volumes of data which consumes large amount of time in classical hypothesis and it can be reduced to a large extent by implementing Sequential Probability Ratio Tests. The SPRT methodology for Homogeneous Poisson Process given by Stieber is described below 5 .
Let { ( ), ≥ 0} be a homogeneous Poisson process with rate 'λ'. In this case, ( ) = number of failures up to time 't'and 'λ' is the failure rate (failures per unit time). If the system is put on test and that if we want to estimate its failure rate 'λ'. We cannot expect to estimate 'λ' precisely. But we want to reject the system with a high probability if the data suggest that the failure rate is larger than λ and accept it with a high probability, if it is smaller thanλ .
Here we have to specify two (small) numbers 'α' and 'β', where 'α' is the probability of falsely rejecting the system. That is rejecting the system even if λ≤ . This is the "producer's" risk. 'β' is the probability of falsely accepting the system. That is accepting the system even if λ ≥ . This is the "consumer's" risk. Wald's classical SPRT is very sensitive to the choice of relative risk required in the specification of the alternative hypothesis. With the classical SPRT, tests are performed continuously at every time point > 0 as additional data are collected. With specified choices of such that 0 < < , the probability of finding ( ) failures in the time span (0, ) with , as the failure rates are respectively given by
The ratio at any time 't' is considered as a measure of deciding the truth towards , given a sequence of time instants say < < ⋯ < and the corresponding realizations
The decision rule of SPRT is to decide in favour of or or to continue by observing the number of failures at a later time than 't' according as is greater than or equal to a constant say A, less than or equal to a constant say B or in between the constants A and B. That is, we decide the given software product as unreliable, reliable or continue 3 the test process with one more observation in failure data, according to
The approximate values of the constants A and B are taken as 
Sequential Probability Ratio Test for Burr Type XII SRGM
In Section 2, for the Poisson process we know that the expected value of ( ) = ( ) called the average number of failures experienced in time 't' .This is also called the mean value function of the Poisson process. On the other hand if we consider a Poisson process with a general function (not necessarily linear) ( ) as its mean value function the probability equation of such a process is Using the specification , , the mean value functions ( ) ( ) are computed for each 't'. Later the decisions are made based on the decision rules specified by the equations (3.4), (3.5) for the data sets. At each 't' of the data set, the strengths (α, β) are considered as (0.05, 0.2). SPRT procedure is applied on five different data sets and the necessary calculations are given in the Table 2 . 
Conclusion
The SPRT methodology for the proposed software reliability growth model Burr type XII is applied for the software failure data sets. Hence, it is observed that we are able to come to an conclusion in less time regarding the reliability or unreliability of a software product. The results exemplifies that the model has given a decision of rejection for all the data sets at various time instant of the data. Therefore, we may conclude that, applying SPRT on data sets we can come to an early conclusion of reliable / unreliable of software.
