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Abstract 
Image fusion is the combination of two or more different images by using suitable algorithms to form an 
output image. It provides a useful tool to integrate multiple images into a composite image. In this paper, we 
present an approach that uses the principle component analysis (PCA) along with the selection of maximum 
pixel intensity to perform fusion. The entropy, mutual information and the universal index based measure are 
used to evaluate the performance of this fusion algorithm. 
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1 Introduction 
Image fusion process can be defined as the integration of information from a number of registered images 
without the introduction of distortion [1]. One of the goals of image fusion is to create a single enhanced 
image more suitable for the purpose of human visual perception, object detection and target recognition. This 
fusion of images obtained from different modalities is of great importance in applications such as medical 
imaging, remote sensing and machine vision [2, 3]. 
   Image fusion systems are widely used in surveillance and navigation applications, for both military and 
domestic purposes. This is achieved by the use of multiple sensors to obtain the visual information and by 
utilizing the synergism of different imaging sensors for better situation assessment [4]. Presently, the focus is 
on the fusion of infrared (IR) images along with visible images obtained using charge coupled device (CCD) 
cameras [1, 5]. The infrared image is a map of the infrared radiations which are emitted by objects having a 
temperature above absolute zero, the amount of radiation emitted being partly governed by the object’s 
temperature. Hence, warm objects like humans can be detected easily in an infrared image. However, to 
image objects such as trees, leaves or grass in a natural scene low light visible cameras are the preferred 
choice. Thus there is a need for visual information integration and multi-sensor image fusion gives a 
promising solution.  
   In the image fusion process multi-sensor outputs can be combined to give a better quality image of the 
scene. Image fusion is generally divided into three categories; pixel level, feature level and decision level 
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fusion [6, 7]. Pixel level fusion works directly on the pixels obtained at imaging sensor outputs while feature 
level fusion algorithms operate on features extracted from the source images. Decision level fusion uses the 
outputs of initial object detection and classification as inputs to the fusion algorithm to perform the data 
integration. Both feature level and decision level image fusion may result in inaccurate and incomplete 
transfer of information [6, 7]. In this paper, we focus on pixel level fusion.  
A considerable number of approaches to multi-sensor image fusion have been discussed in the literature. 
These are broadly classified under multi-resolution analysis (MRA) based fusion, statistical techniques based 
fusion and fuzzy logic based fusion. The MRA fusion approach includes the Laplacian pyramid algorithm 
[8], the gradient pyramid algorithm [9] and the discrete wavelet transform algorithm [10, 11]. Under the 
statistical fusion schemes are the principle component transform (PCA) analysis, regression variable 
substitution [12, 13] and the canonical variate substitution [14] algorithms. Burke developed an image fusion 
algorithm using principle component analysis [15] and Das et al. proposed a PCA based image fusion 
technique for night vision application [16].  Also hybrid techniques have been proposed; such as the 
advanced wavelet transform (aDWT) method by Zheng et al. [17] that incorporates principle component 
analysis and morphological processing into a regular DWT fusion algorithm. The use of PCA based fusion 
with wavelet decomposed images has been discussed by Gonzalez-Audicana et al. [18]. A more 
comprehensive description of the recent fusion methods is available in [19, 20, 21, 22]. The authors have 
already proposed the use of a weighted based PCA fusion scheme [23].  
   The subsequent sections of this paper are organized as follows. In section 2, the author’s weighted PCA 
fusion method is discussed. In Section 3, a new fusion technique based on PCA is proposed. Section 4 
describes the metrics used for evaluating the fused images and gives the experimental results obtained. The 
final section concludes the paper. 
2 The weighted principle component analysis (PCA) fusion method 
The principle component analysis is a mathematical way of determining the linear transformation of a 
sample of points in a N-dimensional space exhibiting the properties of the sample along the coordinate axes. 
It enables a decrease in the number of channels (or images) by reducing the inter-channel dependencies.  
This analysis is based on the computation of the covariance matrix and its diagonalization by finding 
corresponding eigenvalues and eigenvectors. The first eigenvector (or principle component) is a linear 
combination of the initial images and usually contains more than 90% of the information contained in all the 
images. Two sets of data can then fused by concatenating all channels and performing a PCA transformation 
on all the channels to keep only the non-redundant information. 
   A weighted fusion algorithm using PCA has been described by the authors in [23]. Here the IR and 
visible source images, Iir and Ivis, are initially smoothened using a gaussian filter to separate the high 
frequency and the low frequency components. The smoothened low frequency images are denoted by Sir and 
Svis. The high frequency edge components, denoted by Dir and Dvis, are obtained as the difference between 
source image and the smoothened image. The covariance matrix of the difference image data vectors is 
calculated. The principle eigenvector, corresponding to the maximum eigenvalue of the covariance matrix is 
determined. The components of the principle eigenvector are used as the weights wir and wvis.   
The fused image is composed by averaging the smoothed input images and adding the weighted, 
normalized sum of the deviations. 
 
( ) ( ) ( )ir vis ir ir vis vis ir visM  S S /  2  D * w   D * w  /  (w w )= + + + +          (1) 
 
The weights wir  and  wvis are defined by equations (11) and (12) as explained in Section 3. While this 
algorithm has been found to be efficient than the simple additive fusion [24] and Laplacian pyramid 
algorithm [8], it gives a reduced performance when compared with the hybrid DWT - PCA fusion algorithm 
proposed by Zheng et al. [25]. 
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3 Proposed fusion technique: PCA - Max fusion 
The new scheme overcomes the performance limitation of the DWT - PCA fusion algorithm [25] and the 
PCA weighted fusion method [23]. This is achieved by using the author’s previously reported PCA based 
weighted fusion technique [23] along with the Select Max principle outlined in [25] to improve the fusion 
accuracy.  
The source images, Iir and Ivis of size M x N each, are passed through a Gaussian low pass filter to give 
the smoothened images    
 
( )2 2 2vis visS  I  * exp x y /                σ = − +                   (2) 
( )2 2 2irS  I  * exp x y /                ir σ = − +      (3) 
 
The high frequency difference image is obtained by calculating the deviation of the smoothened images 
from the source image.  
 
visvisvis SID −=       (4) 
 irirr SID i −=                                                (5) 
 
The low frequency images Sir and Svis are fused using the ‘Select Max’ principle as discussed by Zheng et 
al. in [25].  Since the visible information is contained in the low frequency components, fusing the images by 
selecting the pixel values with the highest intensity gives an output image that has a very high quality as 
perceived by the human observer. However, to enable comparison of the images on a pixel by pixel basis a 
histogram matching of the two images is performed. This is achieved by matching the visible image’s 
histogram to that of the IIR image.  
The decision map of the low frequency image fusion rule of choosing the maximum intensity pixel values 
is represented mathematically as: 
 
( ) ( ) ( ) ( )( ) ( ) ( )
S m,n  ,  if    S m,n   S m,nir ir visS m,n       fuse S m,n ,  if   S m,n   S m,nvis ir vis
       
 >
=
<
  (6) 
 
The high frequency difference images Dir and Dvis are fused using the weighted average rule, the weights 
being determined by applying the PCA to the images. Firstly, the two images, Dir and Dvis of dimension MxN 
each, are stacked and the pixels extracted from the corresponding locations are organized into an array X, of 
dimension MN x 2. The next step is the computation of mean vector of the population, which is defined by 
the equation 
∑
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where,  K = M x N
 
 
For M vector samples from a random population, the covariance matrix can be approximated from the 
samples by        
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Because Cx is real and symmetric, finding a set of n orthogonal eigenvectors always is possible. Let ei and 
λi, i = 1,2…n, be the eigenvectors and corresponding eigenvalues of Cx, arranged in descending order so that 
1+≥ jj λλ   for j = 1,2…n-1. 
Let A be a matrix whose rows are formed from the Eigen vectors of Cx ordered so that the first row of A 
is the Eigen vector corresponding to the largest eigenvalue and the last row is the eigenvector corresponding 
to the smallest eigenvalue. 
Suppose that A is a transformation matrix that maps the x’s into vectors denoted by y’s, 
 
( )xmxAY −=              (9) 
 
This equation is called the principle component transform. The mean of the y vectors resulting from this 
transformation is zero and the covariance matrix of the y’s can be obtained in terms of A and Cx by 
 
T
Xy ACAC ⋅⋅=       (10) 
 
Furthermore, Cy is the diagonal matrix whose elements along the main diagonal are eigenvalues of Cx; 
that is, 
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The off-diagonal elements of the covariance matrix are 0, so the elements of the y vectors are 
uncorrelated. The rows of matrix A are the normalized eigenvectors of Cx. Because Cx is real and symmetric, 
these vectors form an orthonormal set, and it follows that the elements along the main diagonal of Cy are the 
eigenvalues of Cx. The main diagonal element in the ith row of Cy is the variance of vector element yi. 
The Eigen values for each principle component correspond to the amount of total variance in the data 
described by this component [26].  Then the weights, wir and wvis, are obtained by smoothening the 
eigenvalues λ1
 and λ2 as defined by the authors in [23], 
 
( )2 2 2vis 1w    * exp x y /        λ σ = − +     (12) 
( )2 2 2ir 2w    * exp x y /        λ σ = − +    (13) 
 
The fused high frequency components is obtained using  
 
( ) ( )ir 1 vis 2
fuse
1 2
D w D w
D [w w ]
⋅ + ⋅
=
+
    (14) 
 
The final fused image is the obtained by adding the fused low frequency and fused high frequency images 
together 
fuse fuse fuseI S D= +                 (15) 
4  Performance Evaluation and Results 
The objective quality metrics used to evaluate image fusion performance are broadly classified as full - 
reference assessment methods and non -reference assessment methods. The full-reference approaches 
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compare the fused image with a distortion free reference image of the same scene, as produced by a perfect 
fusion scheme. Some of the full-reference metrics reported in the literature are Wang’s Image Quality Index 
[27], the Root Mean Square Error (RMSE), Peak Signal to Noise Ratio (PSNR), Image Fidelity (IF) [28] and 
the Mean Absolute Error (MEA).  
    The fusion algorithms outlined in this paper are directed towards applications in the areas of 
surveillance and navigation. In these applications, due to the real-time nature of the scene being imaged, 
there are no ground truth data available. Hence, evaluating the performance of such fusion schemes requires 
the use of non-reference quality metrics. Accordingly, we have used three parameters to measure the 
efficiency of our namely, the entropy of the image [29], the mutual information [30] and the Structural 
Similarity (SSIM) Index based measure (SI) [31]. 
4.1 Entropy  
   The entropy is used to measure the information content of an image [29] and has been used by Leung et 
al. [32] to measure the performance of image fusion. The entropy of an image is given by  
 
G
n 2j 0E p(i) log p(i)==∑              (16) 
 
Where, G is the number of gray levels in the image and p(i) is the normalized probability of occurrence of 
each gray level.  
4.2 Mutual Information 
This metric is calculated by defining the joint histogram of the source image Iir  , Ivis   and the fused image 
Ifuse   as p(fuse,ir) and p(fuse,vis). The mutual information between the source image and the fused image is 
given by [30] as 
  
 1 2
p(fuse,ir)Mi (fuse,ir) p(fuse,ir) log
p(fuse).p(ir)
 
= −  
 
∑               (17) 
 
 2 2
p(fuse, vis)Mi (fuse,vis) p(fuse, vis) log
p(fuse).p(vis)
 
= −  
 
∑      (18) 
 
where, p(fuse, ir) and p(fuse, vis) are the joint histograms of the source image Iir ,  Ivis  and the fused image 
Ifuse                            
The fusion algorithm efficiency is determined by the metric MI which is defined by  
 
1 2MI Mi (fuse,ir) Mi (fuse,vis)= +                                             (19)                                   
4.3 SSIM index based measure (SI)  
   The SSIM index proposed by Wang and Bovik [33] is used as an objective image quality metric to 
indicate the similarity of the structure information present in the two images being compared. The SSIM of 
two images x and y is defined as  
 
x y 1 xy 2
2 2 2 2
x y 1 x y 2
(2µ µ +C )(2σ +C )
SSIM(x,y)     =       (µ +µ +C )(σ +σ +C )                                (20) 
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where, µ  is the mean intensity of the image,  σ  is the standard deviation of the image and 1C , 2C  are 
constants 
 
However, the SSIM is a full-reference approach and requires the need for a complete reference image for 
its calculation. This impediment is overcome by separately calculating the amount of structure information 
transferred from each of the source images to the fused image, SSIM(fuse, ir) and SSIM(fuse, vis) [31]. Then 
the SSIM index for the fused image is calculated by  
 
( ) ( )SI  SSIM fuse,ir   SSIM fuse, vis  = +   (21) 
5  Experimental Tests and Results  
We tested the proposed algorithm on a set of three different images and measured the parameters that 
determine the performance of the fusion. The effectiveness of the proposed scheme is determined by 
comparing it with the author’s weighted PCA method [23] and the DWT - PCA method as outlined in [25]. 
The images used for experimentation, the UN camp, road and boat images. The road and boat images pertain 
to scenes captured during the night time. As can be seen, the visible image captured using a normal camera 
shows the bright light source obscuring the objects in the scene. The IR image on the other hand gives a clear 
outline of the object present with the necessary details. The UN camp image is an example of a surveillance 
image, wherein the presence of a person hiding behind the bush is outlined in the IR source image.  
These images were obtained from the multi-sensor image segmentation data set [34] and have been 
registered before fusion to avoid any error due to mis-registration of the images. Registration was performed 
in a semi-automatic manner using the IMARE registration toolbox with the invariant based method [35]. 
Parameters used to compute the invariants were chosen by the authors for every image pair and the RMSE 
was used to evaluate the registration accuracy.  
   Figures 1a, 1b shows the IR and visual source image of a boat taken during the night time. The result of 
fusing the two images using the various methods is shown in Figures 1 c-e.  The metrics are calculated for 
the different fusion algorithms and are shown in Table 1. The values show that the proposed method has a 
very good performance and this is validated by the subjective quality of the fused image.  
 
 
 
  
  
(a) (b) (c) 
(d)   
  
 
 
 
Figure 1: Fusion Results: (a) Original IR image (b) Original CCD image (c) PCA Fusion (d) DWT-PCA 
Fusion (e) Proposed PCA-Max Fusion 
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 The images in Figure 2 show a road during the night time. The roofs of the houses are visible in the IR 
image which also shows a man standing on the road. The CCD image is unclear because of the effects of the 
bright street lights. The resultant fused images obtained by using the various algorithms are shown in Figures 
2c – 2e.           
 
 
 
 
 
 
 
(a) (b) (c) 
(d)   
  
 
 
Figure 2: Fusion Results: (a) Original IR image (b) Original CCD image (c) PCA Fusion (d) DWT-PCA 
Fusion (e) Proposed PCA-Max Fusion 
 
   The third data set in Figure 3 is the picture taken of a UN camp. The IR image shows a man hiding 
amongst the bushes. The CCD visible image shows the fence around the house. The fused image obtained 
using the various algorithms are shown in Figures 3c –3e. 
 
 
 
   
 
(a) (b) (c) 
(d)   
  
 
 
Figure 3: Fusion Results: (a) Original IR image (b) Original CCD image (c) PCA Fusion (d) DWT-PCA 
Fusion (e) Proposed PCA-Max Fusion 
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Image Fusion         Technique Entropy 
SSIM  based 
measure 
Mutual 
Information 
 
Boat 
(Figure 1) 
PCA Max Fusion 7.58349 0.664093 4.46357 
 
PCA weighted 
fusion 
7.32242 0.684189 3.05004 
 
PCA  DWT Fusion 7.29356 0.282595 3.10495 
 
 
Road 
(Figure 2) 
PCA  Max Fusion 7.42964 0.649915 4.03913 
 
PCA  weighted 
fusion 
7.37228 0.664613 2.79379 
 
PCA  DWT Fusion 7.26513 0.25205 2.76195 
 
 
UN camp 
(Figure 3) 
PCA  Max Fusion 7.63398 0.591599 3.65789 
 
PCA  weighted 
fusion 
7.18519 0.58918 2.47197 
 
PCA  DWT Fusion 7.14714 0.250342 2.50575 
 
 
Table 1: Comparison of the performance of fusion algorithms 
 
The results in Table 1 validate the efficiency of the proposed fusion scheme. While the entropy of the 
fused output is similar for all the three techniques the proposed PCA Max fusion method has a performance 
better than the existing DWT – PCA method [25] in terms of the structural similarity and amount of 
information transferred onto the fused image. Compared to the author’s PCA weighted algorithm [23] the 
proposed method shows an improvement in the mutual information of the fusion output while the SSIM 
measure remains approximately at the same level. This can be attributed to the fact that the selection of 
maximum intensity pixels transfers more information than a simple PCA weighting. 
6  Conclusion 
In this paper, we put forward a new pixel level image fusion algorithm using the PCA technique. We 
have compared the performance of our method with some of the recent PCA based fusion schemes. The 
effectiveness of the fusion rule is determined by the objective evaluation of the fusion performance using 
parameters such as the entropy, mutual information and the SSIM based index. From the experiments 
conducted and human observation of the fused images we conclude that the proposed PCA - Max fusion 
algorithm is an efficient technique for fusing IR and visible spectrum images. 
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