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Abstract
In this paper, we study a class of explicit positive solutions to G-heat equations by solving second
order nonlinear ordinary differential equations. Based on the positive solutions, we give the sharp order of
G-capacity cσ ([−ε, ε]) when ε→ 0.
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1 Introduction
Peng [8–14] firstly proposed the theory of G-expectation which is a kind of dynamically consistent sublinear
expectation. In the theory of G-expectation, G-heat equation plays an important role in the definitions of
G-normal distribution and G-Brownian motion. In this paper, we consider the following 1-dimensional G-heat
equation:
∂tu−G
(
∂2xxu
)
= 0, (t, x) ∈ [0,+∞)× R, (1.1)
with initial condition u (0, x) = φ (x). Here G (a) = 12
(
a+ − σ2a−), where σ ∈ (0, 1] is a fixed constant and
a+ = max {0, a}, a− = (−a)+. Equation (1.1) is also called the Barenblatt equation (see [1, 2, 6]). Particularly,
when σ = 1, G-heat equation (1.1) is the classical heat equation, which corresponds to the normal distribution
and Brownian motion in the linear expectation theory.
In the sublinear expectation space, Peng developed the law of large numbers and the central limit theorem
(see [12, 14]). It is worth pointing out that the limit distribution in central limit theorem is the G-normal
distribution, which is defined by G-heat equation. In [10], Peng gave a formula to calculate the G-normal
distribution for convex or concave φ ∈ Cb,lip (R), and the other special cases are dealt by Hu [4] and Song [15].
The present article is devoted to find explicit positive solutions to the G-heat equations with initial condition
u (0, x) = H (x) as follows:
uH (t, x) = (1 + t)
−λ
H
(
x√
1 + t
)
,
where H ∈ C2 and λ ∈ (0, 12). For this purpose, we obtain that uH is the solution to the G-heat equation if and
only if H is the solution to the following second order nonlinear ordinary differential equation (ODE for short):
(y′′)
+ − σ2 (y′′)− + xy′ + 2λy = 0. (1.2)
Then, accordingly, uH can be obtained based on the positive solutions to the above ODE.
We aim to get the positive solutions to ODE (1.2) for each fixed σ ∈ (0, 1). First, we fix a λ ∈ (0, 12) and
find a constant σλ ∈ (0, 1) depending on the given λ such that ODE (1.2) has positive solutions for σ ∈ [σλ, 1).
Next we show that σλ is strictly increasing in λ ∈
(
0, 12
)
. Finally, based on this result, for each fixed σ ∈ (0, 1),
we obtain a constant λσ ∈
(
0, 12
)
depending on the given σ such that ODE (1.2) has positive solutions for
λ ∈ (0, λσ].
Through G-heat equation (1.1), we can define G-capacity cσ (see Definition 2.4). When σ = 1, it is well-
known that
lim sup
ε→0
cσ ([−ε, ε])
ε
< +∞. (1.3)
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A natural question is: whether (1.3) holds for σ ∈ (0, 1). According to the explicit positive solutions to G-heat
equation (1.1), for each fixed σ ∈ (0, 1), we obtain that
lim sup
ε→0
cσ ([−ε, ε])
ε2λσ
< +∞
and
lim inf
ε→0
cσ ([−ε, ε])
ε2λ
= +∞ for λ ∈
(
λσ,
1
2
)
, (1.4)
which implies that 2λσ is the sharp order of cσ ([−ε, ε]) when ε → 0. We also prove that λσ > σ2/2, which
improves the result of Example 3.9 in [5]. Moreover, by (1.4), we obtain that there is no positive solutions to
G-heat equation (1.1) and ODE (1.2) for λ > λσ.
This paper is organized as follows. Section 2 presents the notions and properties of G-normal distribution
and G-capacity. In Section 3, the main results of the explicit positive solutions to ODEs and G-heat equations
are stated. Then we apply the results of Section 3 to give the sharp order of cσ ([−ε, ε]) when ε→ 0 in Section
4. Section 5 and Appendix provide some technical proofs of some lemmas in the former sections.
2 Basic Settings
We present some basic notions and results of G-heat equation, G-normal distribution and G-capacity. The
readers may refer to [3, 10, 13] for more details.
We first define the G-normal distribution on Cb,lip (R), where Cb,lip (R) denotes the space of bounded and
Lipschitz functions on R.
Definition 2.1. For σ ∈ (0, 1] and t ≥ 0, define Eˆtσ : Cb,lip (R)→ R by
Eˆ
t
σ [φ] := u
φ (t, 0) , (2.1)
where uφ is the unique viscosity solution to the G-heat equation (1.1) with initial condition u (0, x) = φ (x). Eˆtσ [·]
is called the G-normal distribution with variance uncertainty
[
σ2t, t
]
, denoted by N
(
0,
[
σ2t, t
])
. Particularly,
when t = 1, we write Eˆσ [·] := Eˆ1σ [·] for simplicity of notation.
Remark 2.2. When σ = 1,
Eˆ
t
1 [φ] = u
φ (t, 0) =
1√
2pit
∫ +∞
−∞
φ (x) exp
{
−x
2
2t
}
dx,
which is the classical normal distribution N (0, t).
Remark 2.3. For σ ∈ (0, 1], G-heat equation (1.1) is a uniformly parabolic PDE and G is a convex function;
it has a unique C1,2 solution (see [7,16]).
By the definition and the comparison theorem of the solutions to G-heat equations, one can check that Eˆtσ [·]
satisfies the following properties: for each φ, ψ ∈ Cb,lip (R),
(a) Monotonicity: Eˆtσ [φ] ≥ Eˆtσ [ψ] if φ ≥ ψ;
(b) Cash translatability: Eˆtσ [φ+ c] = Eˆ
t
σ [φ] + c for c ∈ R;
(c) Sub-additivity: Eˆtσ [φ+ ψ] ≤ Eˆtσ [φ] + Eˆtσ [ψ];
(d) Positive homogeneity: Eˆtσ [λφ] = λEˆ
t
σ [φ] for λ ≥ 0.
We now give the relation between Eˆtσ [·] and Eˆσ [·]. Let uφ be the solution to G-heat equation (1.1) with initial
condition u (0, x) = φ (x). For each fixed t ∈ (0,+∞), define u˜ (s, x) = uφ (ts,√tx) for (s, x) ∈ [0,+∞) × R.
It is easy to verify that u˜ is the solution to G-heat equation (1.1) with initial condition u (0, x) = φ
(√
tx
)
. By
Definition 2.1, we have
Eˆ
t
σ [φ (·)] = Eˆσ
[
φ
(√
t·
)]
. (2.2)
Based on Eˆtσ [·], we give the definition of G-capacity.
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Definition 2.4. For σ ∈ (0, 1], t ≥ 0 and [a, b] ⊆ R, we define
ctσ ([a, b]) := inf
{
Eˆ
t
σ [φ] : φ ≥ I[a,b], φ ∈ Cb,lip (R)
}
.
Particularly, when t = 1, we write cσ ([a, b]) := c
1
σ ([a, b]) for simplicity of notation.
Remark 2.5. By (2.2), one can verify that
ctσ ([a, b]) = cσ
([
a√
t
,
b√
t
])
for t > 0. (2.3)
Remark 2.6. When σ = 1,
ct1 ([a, b]) =
1√
2pit
∫ b
a
exp
{
−x
2
2t
}
dx,
which is the probability of normal distribution N (0, t) on [a, b].
Remark 2.7. If ψ1 ≤ I[a,b] ≤ ψ2 with ψ1, ψ2 ∈ Cb,lip (R), then Eˆtσ [ψ1] ≤ ctσ ([a, b]) ≤ Eˆtσ [ψ2].
3 Explicit Positive Solutions to G-heat Equations
In this section, our purpose is to find positive function H ∈ C2 and λ ∈ (0, 12) such that uH (t, x) =
(1 + t)
−λ
H
(
x/
√
1 + t
)
is the solution to G-heat equation (1.1) with initial condition u (0, x) = H (x) for
any fixed σ ∈ (0, 1).
The following theorem gives the relation between the solutions to G-heat equation (1.1) and the solutions
to ODE (1.2).
Theorem 3.1. Let σ ∈ (0, 1) and λ ∈ (0, 12) be any fixed constants. Then H is the C2 solution to ODE (1.2)
if and only if
uH (t, x) = (1 + t)
−λ
H
(
x√
1 + t
)
(3.1)
is the solution to G-heat equation (1.1) with initial condition u (0, x) = H (x).
Proof . We can easily check that
∂tu
H = (1 + t)
−λ−1
[
−λH
(
x√
1 + t
)
− 1
2
x√
1 + t
H ′
(
x√
1 + t
)]
and
∂2xxu
H = (1 + t)−λ−1H ′′
(
x√
1 + t
)
.
Then we have
∂tu
H −G (∂2xxuH)
= − 12 (1 + t)
−λ−1
[
2G
(
H ′′
(
x√
1+t
))
+ x√
1+t
H ′
(
x√
1+t
)
+ 2λH
(
x√
1+t
)]
.
(3.2)
If H is the C2 solution to ODE (1.2), then by (3.2) we have ∂tu
H −G (∂2xxuH) = 0, so uH (t, x) defined by
(3.1) is the solution to G-heat equation (1.1) with initial condition u (0, x) = H (x).
If uH (t, x) in (3.1) is the solution to G-heat equation (1.1) with initial condition u (0, x) = H (x), then,
according to (3.2), we have
2G
(
H ′′
(
x√
1 + t
))
+
x√
1 + t
H ′
(
x√
1 + t
)
+ 2λH
(
x√
1 + t
)
= 0.
Because of the arbitrariness of x ∈ R and t ∈ [0,+∞), H is the solution to ODE (1.2), and we have H ∈ C2
according to Remark 2.3.
For σ = 1 and each fixed λ ∈ (0, 12), ODE (1.2) is a linear ODE
y′′ + xy′ + 2λy = 0. (3.3)
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One can check that the general solution to ODE (3.3) is
Ψλ (x) = µ1ϕλ (x) + µ2ϕλ (−x) , (3.4)
where µ1 and µ2 are arbitrary constants, and
ϕλ (x) :=
∫ +∞
0
y−2λ exp
{
− (y − x)
2
2
}
dy. (3.5)
It is obvious that ϕλ is positive on R, and it is easy to check that
ϕ′λ (x) =
∫ +∞
0
y−2λ (y − x) exp
{
− (y − x)
2
2
}
dy, (3.6)
and
ϕ′′λ (x) =
∫ +∞
0
y−2λ
[
(y − x)2 − 1
]
exp
{
− (y − x)
2
2
}
dy. (3.7)
Since ϕλ satisfies ODE (3.3), substituting (3.5) and (3.6) into ODE (3.3), we also have
ϕ′′λ (x) =
∫ +∞
0
y−2λ [−2λ− x (y − x)] exp
{
− (y − x)
2
2
}
dy. (3.8)
Notation 3.2. For each fixed λ ∈ (0, 12), let xλ1 < 0, xλ2 > 0 and zλ > 0 be the constants such that
ϕ′′λ
(
xλ1
)
= 0, ϕ′′λ
(
xλ2
)
= 0, and ϕ′′λ
(
zλ
)
+ ϕ′′λ
(−zλ) = 0.
Remark 3.3. The existence and uniqueness of xλ1 , x
λ
2 and z
λ will be proved in Lemma 3.7 and Lemma 3.8.
Moreover, we will show that xλ2 > z
λ > −xλ1 in Lemma 3.8.
Notation 3.4. Let
σλ := −x
λ
1
zλ
,
where xλ1 and z
λ are defined by Notation 3.2.
Now we give the first main result of explicit positive solutions to ODE (1.2).
Theorem 3.5. Let λ ∈ (0, 12) be any fixed constant, and let ϕλ be defined by (3.5). Then for each σ ∈ [σλ, 1),
Hλ,σ (x) :=


µλ1ϕλ (x) + µ
λ
2ϕλ (−x) , x ≤ −σzλ
ϕλ
(
x
σ
)
+ ϕλ
(− x
σ
)
, −σzλ < x < σzλ
µλ2ϕλ (x) + µ
λ
1ϕλ (−x) , x ≥ σzλ
(3.9)
is the positive C2 solution to ODE (1.2), where σλ and z
λ are defined by Notation 3.4 and Notation 3.2, µλ1 > 0
and µλ2 ≥ 0 are constants satisfying

µλ1 = ϕ
′′
λ
(
σzλ
) · [ϕλ (−σzλ)ϕ′′λ (σzλ)− ϕλ (σzλ)ϕ′′λ (−σzλ)]−1 · [ϕλ (−zλ)+ ϕλ (zλ)] ,
µλ2 = ϕ
′′
λ
(−σzλ) · [ϕλ (σzλ)ϕ′′λ (−σzλ)− ϕλ (−σzλ)ϕ′′λ (σzλ)]−1 · [ϕλ (−zλ)+ ϕλ (zλ)] .
(3.10)
In order to prove Theorem 3.5, we need the following lemmas.
Lemma 3.6. Let λ ∈ (0, 12) be any fixed constant. If φ (·) is a C2 solution to ODE (3.3), then for each
σ ∈ (0, 1), Φ (x) := φ (x/σ) is a C2 solution to the following ODE:
σ2y′′ + xy′ + 2λy = 0. (3.11)
Proof . It is easy to verify the result.
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Lemma 3.7. Let λ ∈ (0, 12) be any fixed constant. Then there is a unique constant xλ1 ∈ (−1, 0) such that
ϕ′′λ
(
xλ1
)
= 0, and there is a unique xλ2 ∈ (1,+∞) such that ϕ′′λ
(
xλ2
)
= 0. Moreover,

ϕ′′λ (x) < 0 for x ∈
(
xλ1 , x
λ
2
)
,
ϕ′′λ (x) > 0 for x ∈
(−∞, xλ1) ∪ (xλ2 ,+∞) .
Lemma 3.8. Let λ ∈ (0, 12), µ1 ∈ (0,+∞) and µ2 ∈ (0,+∞) be any fixed constants, and let Ψλ be defined by
(3.4). Then there is a unique zλ1 ∈
(−xλ2 , xλ1) such that Ψ′′λ (zλ1 ) = 0, and there is a unique zλ2 ∈ (−xλ1 , xλ2) such
that Ψ′′λ
(
zλ2
)
= 0. Moreover, 

Ψ′′λ (x) < 0 for x ∈
(
zλ1 , z
λ
2
)
,
Ψ′′λ (x) > 0 for x ∈
(−∞, zλ1 ) ∪ (zλ2 ,+∞) .
The proofs of Lemma 3.7 and Lemma 3.8 are provided in Subsection 5.1 and Subsection 5.2 respectively.
Remark 3.9. For µ1 = µ2 = 1, it is obvious that ϕλ (x) + ϕλ (−x) is an even function. Then by Lemma 3.8,
we have ϕ′′λ
(
zλ
)
+ ϕ′′λ
(−zλ) = 0, where zλ is defined by Notation 3.2. Moreover,

ϕ′′λ (x) + ϕ
′′
λ (−x) > 0 for |x| > zλ,
ϕ′′λ (x) + ϕ
′′
λ (−x) < 0 for |x| < zλ.
Proof of Theorem 3.5. For σ ∈ [σλ, 1), we have σzλ ∈
[−xλ1 , zλ) ⊆ [−xλ1 , xλ2), which implies ϕ′′λ (σzλ) < 0
and ϕ′′λ
(−σzλ) ≥ 0 by Lemma 3.7. Then it is easy to check that µλ1 > 0 and µλ2 ≥ 0 in (3.10), so Hλ,σ is
positive on R.
From (3.10), direct computation shows that
µλ2ϕ
′′
λ
(
σzλ
)
+ µλ1ϕ
′′
λ
(−σzλ) = 0. (3.12)
Then by Lemma 3.7 and Lemma 3.8, for x ∈ (−∞,−σzλ)∪(σzλ,+∞), H ′′λ,σ (x) > 0 and Hλ,σ (x) satisfies ODE
(1.2). By Lemma 3.6, Lemma 3.8 and Remark 3.9, for x ∈ (−σzλ, σzλ), H ′′λ,σ (x) < 0 and Hλ,σ (x) satisfies
ODE (1.2).
Now we verify that Hλ,σ ∈ C2. By (3.10) and the definition of zλ in Notation 3.2, we can easily check that

limx→(σzλ)− Hλ,σ (x) = limx→(σzλ)+ Hλ,σ (x) ,
limx→(σzλ)− H
′′
λ,σ (x) = limx→(σzλ)+ H
′′
λ,σ (x) = 0.
Thus limx→(σzλ)− H
′
λ,σ (x) = limx→(σzλ)+ H
′
λ,σ (x) by ODE (1.2). Since Hλ,σ in (3.9) is obviously even, we
obtain Hλ,σ ∈ C2.
Now let σ ∈ (0, 1) be fixed, we want to find suitable λ ∈ (0, 12) such that ODE (1.2) has positive C2 solutions.
So we give the following properties of σλ.
Proposition 3.10. Let σλ be defined by Notation 3.4. Then σλ is continuous and strictly increasing in λ ∈(
0, 12
)
, and
lim
λ→0
σλ = 0, lim
λ→ 1
2
σλ = 1.
In order to prove Proposition 3.10, we need the following lemmas.
Lemma 3.11. Let xλ1 be defined by Notation 3.2. Then x
λ
1 is continuous and strictly decreasing in λ ∈
(
0, 12
)
,
and
lim
λ→0
xλ1 = 0, lim
λ→ 1
2
xλ1 = −1. (3.13)
Lemma 3.12. Let zλ be defined by Notation 3.2. Then zλ is continuous and strictly decreasing in λ ∈ (0, 12),
and
lim
λ→ 1
2
zλ = 1.
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The proofs of Lemma 3.11 and Lemma 3.12 are provided in Subsection 5.3 and Subsection 5.4 respectively.
Proof of Proposition 3.10. According to Notation 3.4, the proposition is directly proved by Lemma 3.11
and Lemma 3.12.
Notation 3.13. Let σ ∈ (0, 1) be any fixed constant. Let λσ ∈
(
0, 12
)
denote the unique constant satisfying
σλσ = σ,
where σλσ is defined by Notation 3.4.
According to Proposition 3.10, λσ is well-defined. Moreover, we have the following corollary by Proposition
3.10.
Corollary 3.14. Let σ ∈ (0, 1) be any fixed constant and let λσ be defined as above. Then λσ is strictly
increasing in σ ∈ (0, 1), and
lim
σ→0
λσ = 0, lim
σ→1
λσ =
1
2
.
We can now state the second main result of explicit positive solutions to ODE (1.2).
Theorem 3.15. Let σ ∈ (0, 1) be any fixed constant. Then for each λ ∈ (0, λσ], Hλ,σ is the C2 positive solution
to ODE (1.2), where λσ is defined by Notation 3.13 and Hλ,σ is defined by (3.9).
Proof . For each λ ∈ (0, λσ], by Theorem 3.5, we know that there exists a σλ such that for every σ′ ∈ [σλ, 1),
ODE (1.2) has positive solutions. Since λ ≤ λσ, we have σλ ≤ σλσ = σ by Proposition 3.10. Thus Hλ,σ is the
C2 positive solution to ODE (1.2), which completes the proof.
Next theorem is the third main result in this section, which gives the explicit positive solutions to G-heat
equation (1.1) for each fixed σ ∈ (0, 1).
Theorem 3.16. Let σ ∈ (0, 1) be any fixed constant. Then for each λ ∈ (0, λσ],
uHλ,σ (t, x) = (1 + t)−λHλ,σ
(
x√
1 + t
)
is the positive solution to G-heat equation (1.1) with initial condition u (0, x) = Hλ,σ (x), where Hλ,σ is defined
by (3.9).
Proof . The proof is straightforward according to Theorem 3.1 and Theorem 3.15.
Remark 3.17. For every λ ∈ (λσ, 12), there is no positive C2 solutions to ODE (1.2) and G-heat equation
(1.1), which will be proved by Proposition 4.5.
The following proposition gives an estimation of λσ for each fixed σ ∈ (0, 1).
Proposition 3.18. Let σ ∈ (0, 1) be any fixed constant, and let λσ be defined by Notation 3.13. Then
λσ >
σ2
2
.
Proof . By (3.8), we have
ϕ′′λσ (x) =
∫ +∞
0
y−2λσ [−2λσ − x (y − x)] exp
{
− (y − x)
2
2
}
dy
=
∫ +∞
−x
(t+ x)−2λσ (−2λσ − xt) exp
{
− t
2
2
}
dt,
where we use the substitution t = y − x in the second equality.
We claim that
λσ >
1
2
(
xλσ1
)2
. (3.14)
Otherwise−2λσ−xλσ1 ·
(
−xλσ1
)
≥ 0, then it is easy to check that
(
t+ xλσ1
)−2λσ (−2λσ − xλσ1 t) exp{−t2/2} > 0
for t ∈
(
−xλσ1 ,+∞
)
because xλσ1 < 0. Thus ϕ
′′
λσ
(
xλσ1
)
> 0, which is contrary to the definition of xλσ1 in
Notation 3.2.
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Lemma 3.12 shows that zλσ > 1. Then from (3.14) we obtain
λσ >
(
xλσ1
)2
2 (zλσ)
2 . (3.15)
It follows from Notation 3.4 and Notation 3.13 that(
xλσ1
)2
2 (zλσ)
2 =
1
2
(
−x
λσ
1
zλσ
)2
=
σ2λσ
2
=
σ2
2
,
which implies λσ > σ
2/2 by (3.15).
4 The Application to G-capacities
In this section, we will give the sharp order of cσ ([−ε, ε]) when ε→ 0.
For each fixed σ ∈ (0, 1), by the definition of λσ in Notation 3.13 and σλ in Notation 3.4, define
Pσ (x) := Hλσ ,σ (x) =


µλσ1 ϕλσ (x) , x ≤ xλσ1 ,
ϕλσ
(
x
σ
)
+ ϕλσ
(− x
σ
)
, xλσ1 < x < −xλσ1 ,
µλσ1 ϕλσ (−x) , x ≥ −xλσ1 ,
where
µλσ1 =
[
ϕλσ
(
xλσ1
)]−1
·
[
ϕλσ
(
xλσ1
σ
)
+ ϕλσ
(
−x
λσ
1
σ
)]
> 0,
ϕλσ , Hλσ ,σ and x
λσ
1 are defined by (3.5), (3.9) and Notation 3.2 respectively. By Theorem 3.15, Pσ is a positive
C2 solution to ODE (1.2). Now we give the properties of Pσ (·).
Lemma 4.1. Let σ ∈ (0, 1) be any fixed constant. Then Pσ is an even function, and Pσ (x) is strictly decreasing
in x ∈ (0,+∞). Moreover,
Pσ (x) <
µσ1
2
Pσ (0) exp
{
−x
2
2
}
for x > −xλ1 , (4.1)
and
lim
x→+∞
Pσ (x) = 0.
Proof . It is clear that Pσ is an even function.
By Lemma 3.8 we know that P ′′σ (x) < 0 for x ∈
[
0,−xλσ1
)
, and it is clear that P ′σ (0) = 0. Then P
′
σ (x) < 0
for x ∈
(
0,−xλσ1
)
, so Pσ is strictly decreasing in x ∈
(
0,−xλσ1
)
. By Lemma 3.7, we know that P ′′σ (x) ≥ 0 for
x ∈
[
−xλσ1 ,+∞
)
. Since Pσ is the solution to ODE (1.2), for x ∈
[
−xλσ1 ,+∞
)
⊆ (0,+∞), we have
P ′σ (x) =
−2λPσ (x)− P ′′σ (x)
x
< 0.
Therefore, Pσ is strictly decreasing in x ∈
[
−xλσ1 ,+∞
)
.
One can easily check that for x ∈
(
−xλσ1 ,+∞
)
,
Pσ (x) = µ
λσ
1
∫ +∞
0
y−2λσ exp
{
− (y+x)22
}
dy
< µλσ1 exp
{
−x22
} ∫ +∞
0
y−2λσ exp
{
− y22
}
dy
=
µσ1
2 Pσ (0) exp
{
−x22
}
.
It follows that limx→+∞ Pσ (x) = 0.
Now we state the main result of this section.
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Theorem 4.2. Let σ ∈ (0, 1) be any fixed constant, and let λσ be defined by Notation 3.13. Then for every
ε ∈ (0, 1),
cσ ([−ε, ε]) ≤ Pσ (0)
Pσ (1)
ε2λσ , (4.2)
and
cσ
([
−ε
√
2 ln (rσε−2λσ ), ε
√
2 ln (rσε−2λσ)
])
≥ 2−λσ−1ε2λσ , (4.3)
where rσ = 4
[
2 ∨
(
µλσ1 /2
)]
.
Proof . By Lemma 4.1, we have I[−1,1] (x) ≤ Pσ (x) /Pσ (1). According to (2.3) and Definition 2.4, we obtain
that
cσ ([−ε, ε]) = c
1
ε2
σ ([−1, 1]) ≤ Eˆ
1
ε2
σ
[
1
Pσ (1)
Pσ (·)
]
. (4.4)
Then, by the positive homogeneity of Eˆtσ and Definition 2.1, we have
Eˆ
1
ε2
σ
[
1
Pσ (1)
Pσ (·)
]
=
1
Pσ (1)
Eˆ
1
ε2
σ [Pσ (·)] = 1
Pσ (1)
uPσ(·)
(
1
ε2
, 0
)
. (4.5)
It follows by Theorem 3.16 that
uPσ(·)
(
1
ε2
, 0
)
=
(
1 +
1
ε2
)−λσ
Pσ (0) ≤ ε2λσPσ (0) . (4.6)
Thus we get (4.2) by (4.4)-(4.6).
Set
a =
1
2
(
1 +
1
ε2
)−λσ
Pσ (0) .
It is clear that a → 0 when ε → 0, and a ∈ (0, Pσ (0)). From Lemma 4.1 we know that there exists a unique
la > 0 such that Pσ (la) = Pσ (−la) = a, and I[−la,la] (x) ≥ [Pσ (x)− a] / [Pσ (0)− a]. According to (2.3) and
Remark 2.7, we have
cσ ([−εla, εla]) = c
1
ε2
σ ([−la, la]) ≥ Eˆ
1
ε2
σ
[
Pσ (·)− a
Pσ (0)− a
]
. (4.7)
Then, by the properties of Eˆtσ and Definition 2.1, we get that
Eˆ
1
ε2
σ
[
Pσ (·)− a
Pσ (0)− a
]
=
1
Pσ (0)− a
(
Eˆ
1
ε2
σ [Pσ (·)]− a
)
=
1
Pσ (0)− a
(
uPσ(·)
(
1
ε2
, 0
)
− a
)
. (4.8)
Substituting a into (4.8), by Theorem 3.16, we can easily check that
1
Pσ (0)− a
(
uPσ(·)
(
1
ε2
, 0
)
− a
)
=
ε2λσ
2 (ε2 + 1)
λσ − ε2λσ
≥ ε
2λσ
2 (ε2 + 1)
λσ
≥ 2−λσ−1ε2λσ . (4.9)
By (4.7)-(4.9), we conclude that
cσ ([−εla, εla]) ≥ 2−λσ−1ε2λσ . (4.10)
We now give an estimation of la with respect to σ and ε. Let δ = Pσ (0)
[
2 ∨
(
µλσ1 /2
)]
. Since a ∈ (0, Pσ (0)),
we can easily check that there exists xa > 1 such exp
{−x2a/2} δ = a. Then simple computation shows that
1 < xa =
√√√√−2 ln
[
Pσ (0)
2δ
(
1 + ε2
ε2
)−λσ]
<
√
2 ln (rσε−2λσ ), (4.11)
where rσ = 4
[
2 ∨
(
µλσ1 /2
)]
. From (4.1), we get that
Pσ (xa) <
µσ1
2
Pσ (0) exp
{
−x
2
a
2
}
≤ exp
{
−x
2
a
2
}
δ = a = Pσ (la) .
It follows that la < xa by Lemma 4.1. Then we have la <
√
2 ln (rσε−2λσ) by (4.11), which implies (4.3) by
(4.10).
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Corollary 4.3. For λ ∈ (λσ , 12),
lim inf
ε→0
cσ ([−ε, ε])
ε2λ
= +∞.
Proof . Set ε′ = ε
√
2 ln (rσε−2λσ ). It is clear that ε′ > ε and ε′ → 0 when ε → 0. For every ε′ ∈ (0, 1), from
(4.3), we can easily check that
lim inf
ε′→0
cσ ([−ε′, ε′])
(ε′)2λ
= lim inf
ε′→0
cσ ([−ε′, ε′])
ε2λσε2(λ−λσ) [2 ln (rσε−2λσ )]
λ
≥ lim inf
ε→0
2−λσ−1
ε2(λ−λσ) [2 ln (rσε−2λσ)]
λ
= +∞,
which completes the proof.
Remark 4.4. For any m ∈ (0,+∞) and each fixed t > m2, by (2.3) and Theorem 4.2, we have
ctσ ([−m,m]) = cσ
([
− m√
t
,
m√
t
])
≤ Pσ (0)
Pσ (1)
(
m√
t
)2λσ
=
Pσ (0)m
2λσ
Pσ (1)
t−λσ .
Now we show that λσ is the maximal value such that ODE (1.2) and G-heat equation (1.1) satisfying (3.1)
have positive solutions.
Proposition 4.5. Let σ ∈ (0, 1) be any fixed constant. Then for every λ ∈ (λσ , 12), there is no positive solutions
to ODE (1.2) and G-heat equation (1.1) with initial condition u (0, x) = H (x) satisfying (3.1).
Proof . To obtain a contradiction, we suppose that there exists a λ > λσ such that ODE (1.2) has a positive
C2 solution P˜ . Then there exists a constant K > 0 such that
I[−1,1] (x) ≤ KP˜ (x) .
for x ∈ R. Analysis similar to that in the proof of Theorem 4.2 shows that
lim sup
ε→0
cσ ([−ε, ε])
ε2λ
< +∞, (4.12)
which contradicts Corollary 4.3.
Therefore, by Theorem 3.1 and Remark 2.3, there is no positive solutions to G-heat equation (1.1) with
initial condition u (0, x) = H (x) satisfying (3.1).
5 Technical Proofs
We first give some equalities which are useful in the following proofs.
For each µ1, µ2 ∈ R, the general solution Ψλ (·) in (3.4) to ODE (3.3) satisfies
Ψ′′λ (x) = −2λΨλ (x)− xΨ′λ (x) . (5.1)
Taking the derivation of above equation, we obtain
Ψ′′′λ (x) = (−2λ− 1)Ψ′λ (x)− xΨ′′λ (x) . (5.2)
Combining (5.1) and (5.2), we have
Ψ′′′λ (x) =
(
x2 − 2λ− 1)Ψ′λ (x) + 2λxΨλ (x) (5.3)
and
Ψ′′′λ (x) =
2λ (2λ+ 1)
x
Ψλ (x)− x
2 − 2λ− 1
x
Ψ′′λ (x) . (5.4)
Obviously, ϕλ (·) defined by (3.5) also satisfies (5.1)-(5.4).
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5.1 Proof of Lemma 3.7
The proof is divided into three steps.
Step 1: We first show that there exists x1 ∈ (−1, 0) and x2 ∈ (1,+∞) such that ϕ′′λ (x1) = ϕ′′λ (x2) = 0.
Since (y + 1)2 − 1 is positive for y ∈ (0,+∞), by (3.7), it is easily seen that
ϕ′′λ (−1) =
∫ +∞
0
y−2λ
[
(y + 1)
2 − 1
]
exp
{
−y
2
2
}
dy > 0. (5.5)
From (3.8) we have
ϕ′′λ (0) = −2λ
∫ +∞
0
y−2λ exp
{
−y
2
2
}
dy < 0.
So there exists a x1 ∈ (−1, 0) such that ϕ′′λ (x1) = 0 by the continuity of ϕ′′λ.
We next show that ϕ′′λ (1) < 0. It is sufficient to prove that L (λ) := ϕ
′′
λ (1)+ϕ
′′
λ (−1) < 0 for every λ ∈
(
0, 12
)
according to (5.5). By (3.7), the substitution t = y − 1 and s = −t enables us to get that
ϕ′′λ (1) =
∫ +∞
−1 (t+ 1)
−2λ (
t2 − 1) exp{− t22 } dt
=
∫ 1
−1 (t+ 1)
−2λ (
t2 − 1) exp{− t22 } dt+ ∫ +∞1 (t+ 1)−2λ (t2 − 1) exp{− t22 } dt
=
∫ 1
0
(t+ 1)
−2λ (
t2 − 1) exp{− t22 } dt+ ∫ 10 (1− s)−2λ (s2 − 1) exp{− s22 } ds
+
∫ +∞
1
(t+ 1)−2λ
(
t2 − 1) exp{− t22 } dt.
Substituting t = y + 1, we have
ϕ′′λ (−1) =
∫ +∞
1 (t− 1)
−2λ (
t2 − 1) exp{− t22 } dt.
Obviously, we have
L (λ) = g (λ) + h (λ) ,
where
g (λ) :=
∫ +∞
1
[
(t+ 1)−2λ + (t− 1)−2λ
] (
t2 − 1) exp{− t2
2
}
dt,
h (λ) :=
∫ 1
0
[
(t+ 1)−2λ + (1− t)−2λ
] (
t2 − 1) exp{− t2
2
}
dt.
Direct computation shows that
g′′ (λ) = 4
∫ +∞
1
[
(t− 1)−2λ [ln (t− 1)]2 + (t+ 1)−2λ [ln (t+ 1)]2
] (
t2 − 1) exp{− t2
2
}
dt.
Obviously g′′ (λ) > 0 for λ ∈ (0, 12), so g (·) is convex. Thus, noting that limλ→0 g (λ) = limλ→ 12 g (λ) =
2 exp
{− 12}, for λ ∈ (0, 12), we have
g (λ) < sup
λ∈(0, 12 )
g (λ) = 2 exp
{
−1
2
}
. (5.6)
As for h (·), it is easy to check that
h′ (λ) = −2
∫ 1
0
[
(t+ 1)
−2λ
ln (t+ 1) + (1− t)−2λ ln (1− t)
] (
t2 − 1) exp{− t2
2
}
dt. (5.7)
For t ∈ (0, 1), we have
0 < ln (1 + t) < − ln (1− t) .
and
(t+ 1)
−2λ
ln (1 + t) < − (t+ 1)−2λ ln (1− t) < − (1− t)−2λ ln (1− t) .
Then we can easily verify that h′ (λ) < 0 for every λ ∈ (0, 12) by (5.7), which implies
h (λ) < lim
λ→0
h (λ) = −2 exp
{
−1
2
}
. (5.8)
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By (5.6) and (5.8), for every λ ∈ (0, 12), we have
L (λ) < sup
λ∈(0, 12 )
g (λ) + lim
λ→0
h (λ) = 0.
It follows that
ϕ′′λ (1) + ϕ
′′
λ (−1) < 0 (5.9)
for every λ ∈ (0, 12), and consequently ϕ′′λ (1) < 0.
Now we prove that there exists a x˜ ∈ (2,+∞) such that ϕ′′λ (x˜) > 0. We first show that
lim
x→+∞
ϕ′′λ (x) = 0. (5.10)
Let x > 2. By (3.7), we have
ϕ′′λ (x) =
∫ +∞
0
y−2λ
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy
=
∫ x
2
0 y
−2λ
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy +
∫ +∞
x
2
y−2λ
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy.
(5.11)
For the first term of (5.11), since (y − x)2 − 1 > 0 for y ∈ (0, x2 ) ⊆ (0, x− 1), it is clear that
0 <
∫ x
2
0
y−2λ
[
(y − x)2 − 1
]
exp
{
− (y − x)
2
2
}
dy ≤ (x2 − 1) exp{−x2
8
}∫ x
2
0
y−2λdy → 0, (5.12)
when x→ +∞. For the second term of (5.11), noting that
∫ b
a
(
t2 − 1) exp{− t2
2
}
dt = a exp
{
−a
2
2
}
− b exp
{
−b
2
2
}
, (5.13)
we can easily check that
∣∣∣∫ +∞x
2
y−2λ
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy
∣∣∣
≤ ∫ x−1x
2
y−2λ
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy +
∣∣∣∫ x+1x−1 y−2λ [(y − x)2 − 1] exp{− (y−x)22 } dy
∣∣∣
+
∫ +∞
x+1 y
−2λ
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy
≤ (x2 )−2λ ∫ x−1x
2
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy
− (x− 1)−2λ ∫ x+1
x−1
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy
+(x+ 1)−2λ
∫ +∞
x+1
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy
→ 0,
(5.14)
when x→ +∞. Combining (5.12) and (5.14) with (5.11), we finally get (5.10). Similarly we can prove that
lim
x→+∞
ϕλ (x) =
∫ +∞
0
y−2λ exp
{
− (y − x)
2
2
}
dy = 0. (5.15)
We assert that there exists a x˜ ∈ (2,+∞) such that ϕ′′ (x˜) > 0. Otherwise ϕ′′λ (x) ≤ 0 for every x ∈ (2,+∞).
Since ϕλ satisfies ODE (3.3), we have limx→+∞ ϕ′λ (x) = 0 by (5.10) and (5.15). According to the assumption
that ϕ′′λ is non-positive, we have ϕ
′
λ (x) ≥ 0 for every x ∈ (2,+∞), which contradicts (5.15) and the fact that
ϕλ (x) > 0 for every x ∈ (2,+∞). Thus there exists a x˜ ∈ (2,+∞) such that ϕ′′λ (x˜) > 0.
According to the above discussion and the continuity of ϕ′′λ, we know there exists a x2 ∈ (1,+∞) such that
ϕ′′λ (x2) = 0.
Step 2: We next prove the uniqueness of xλ1 on (−1, 0) and the uniqueness of xλ2 on (1,+∞).
Define
xλ1 := sup {x ∈ (−1, 0) : ϕ′′λ (x) = 0} ,
xλ2 := inf {x ∈ (1,+∞) : ϕ′′λ (x) = 0} .
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Notice that ϕ′′λ
(
xλ1
)
= ϕ′′λ
(
xλ2
)
= 0. Then, according to Step 1, it is clear that ϕ′′λ (x) < 0 for x ∈
(
xλ1 , 0
)∪(1, xλ2)
by the continuity of ϕ′′λ. Now we prove that ϕ
′′
λ (x) > 0 for every x ∈
(−1, xλ1) ∪ (xλ2 ,+∞), which implies the
uniqueness of xλ1 on (−1, 0) and the uniqueness of xλ2 on (1,+∞).
For x ∈ (−1, xλ1) ⊆ (−1, 0), from (3.7) we have
ϕ′′λ (x) =
∫ x+1
0
y−2λ
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy +
∫ +∞
x+1
y−2λ
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy. (5.16)
For the first term in (5.16), since 0 < y − xλ1 < y − x < 1 for y ∈ (0, x+ 1), we have
∫ x+1
0
y−2λ
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy
>
∫ x+1
0 y
−2λ
[(
y − xλ1
)2 − 1] exp{− (y−xλ1 )22
}
dy
=
∫ xλ1+1
0
y−2λ
[(
y − xλ1
)2 − 1] exp{− (y−xλ1 )22
}
dy
− ∫ xλ1+1
x+1
y−2λ
[(
y − xλ1
)2 − 1] exp{− (y−xλ1 )22
}
dy
>
∫ xλ1+1
0 y
−2λ
[(
y − xλ1
)2 − 1] exp{− (y−xλ1 )22
}
dy.
(5.17)
For the second term in (5.16), it is easy to check that (t+ x)
−2λ
>
(
t+ xλ1
)−2λ
for t > 1. Then we have
∫ +∞
x+1
y−2λ
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy
=
∫ +∞
1 (t+ x)
−2λ (
t2 − 1) exp{− t22 } dt
>
∫ +∞
1
(
t+ xλ1
)−2λ (
t2 − 1) exp{− t22 } dt
=
∫ +∞
xλ
1
+1
s−2λ
[(
s− xλ1
)2 − 1] exp{− (s−xλ1 )22
}
ds
(5.18)
by substitution t = y− x in the first equation and s = t+ xλ1 in the last equation. Combining (5.17) and (5.18)
with (5.16), we get that ϕ′′λ (x) > ϕ
′′
λ
(
xλ1
)
= 0 for x ∈ (−1, xλ1).
For x ∈ (xλ2 ,+∞), we assert that ϕ′′λ (x) > 0. As for the converse assertion, noting that ϕ′′λ (xλ2) = 0 and
limx→+∞ ϕ′′λ (x) = 0, we suppose that there exists a x¯ ∈
(
xλ2 ,+∞
)
such that ϕ′′′λ (x¯) = 0 and ϕ
′′
λ (x¯) ≤ 0. If
x¯ >
√
1 + 2λ, by (5.4), we deduce that
ϕ′′λ (x¯) =
2λ (2λ+ 1)
x¯2 − 2λ− 1ϕλ (x¯) > 0,
which contradicts the assumption that ϕ′′λ (x¯) ≤ 0. If x¯ ≤
√
1 + 2λ, we define
xˆ := min
{
x ∈ [xλ2 , x¯] : ϕ′′′λ (x) = 0} .
By (5.4) and the fact that ϕ′′λ
(
xλ2
)
= 0, we have
ϕ′′′λ
(
xλ2
)
=
2λ (2λ+ 1)
xλ2
ϕλ
(
xλ2
)
> 0.
Thus xˆ > xλ2 and ϕ
′′′
λ (x) > 0 for x ∈
(
xλ2 , xˆ
)
, which implies that ϕ′′λ is strictly increasing on
(
xλ2 , xˆ
]
. It follows
that ϕ′′λ (x) > 0 for x ∈
(
xλ2 , xˆ
]
by ϕ′′λ
(
xλ2
)
= 0, particularly ϕ′′λ (xˆ) > 0. Applying (5.4) again, we obtain
ϕ′′′λ (xˆ) =
2λ (2λ+ 1)
xˆ
ϕλ (xˆ)− xˆ
2 − 2λ− 1
xˆ
ϕ′′λ (xˆ) > 0,
which contradicts the definition of xˆ. Thus we conclude that ϕ′′λ (x) > 0 for x ∈
(
xλ2 ,+∞
)
.
Step 3: Finally we show that ϕ′′λ (x) > 0 for x ∈ (−∞,−1) and ϕ′′λ (x) < 0 for x ∈ (0, 1).
For x ∈ (−∞,−1), note that (y − x)2 − 1 > 0 for y ≥ 0, then it is obvious that ϕ′′λ (x) > 0 by (3.7).
Consider ϕ′′λ (x) for x ∈ (0, 1). Let x∗ ∈ [0, 1] denote the point such that
ϕ′′λ (x
∗) = max
x∈[0,1]
ϕ′′λ (x) . (5.19)
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If x∗ = 0 or x∗ = 1, then ϕ′′λ (x) < 0 because we have shown that ϕ
′′
λ (0) < 0 and ϕ
′′
λ (1) < 0 in Step 1. If
x∗ ∈ (0, 1), then ϕ′′′λ (x∗) = 0. Applying (5.3) and (5.2), we have[
(x∗)2 − 2λ− 1
]
ϕ′λ (x
∗) + 2λx∗ϕλ (x
∗) = 0
and
(−2λ− 1)ϕ′λ (x∗)− x∗ϕ′′λ (x∗) = 0.
It follows that
ϕ′′λ (x
∗) =
−2λ− 1
x∗
· −2λx
∗ϕλ (x∗)
(x∗)2 − 2λ− 1 < 0.
Thus we have ϕ′′λ (x) < 0 for every x ∈ (0, 1) by (5.19).
5.2 Proof of Lemma 3.8
Let λ ∈ (0, 12) be fixed. Since
Ψλ (x) = µ2 ·
[
µ1
µ2
ϕλ (x) + ϕλ (−x)
]
,
where µ1, µ2 > 0, without loss of generality we only consider the following type of solutions to ODE (3.3):
Ψλ,k (x) = kϕλ (x) + ϕλ (−x) , (5.20)
where k ∈ (0,+∞) is any fixed constant. It is clear that Ψλ,k is positive on R. The proof will be divided into
two steps.
Step 1: For x ∈ [0,+∞), by Lemma 3.7, we can easily check that
Ψ′′λ,k (x) < 0 for x ∈
[
0,−xλ1
]
,
Ψ′′λ,k (x) > 0 for x ∈
[
xλ2 ,+∞
)
.
(5.21)
Then there exists a z∗ ∈ (−xλ1 , xλ2) such that Ψ′′λ,k (z∗) = 0 by the continuity of Ψ′′λ,k. Define
zλ,k2 := min
{
x ∈ (−xλ1 , xλ2) : Ψ′′λ,k (x) = 0} . (5.22)
By (5.21) and (5.22), it is obvious that
Ψ′′λ,k (x) < 0 for x ∈
(
−xλ1 , zλ,k2
)
. (5.23)
We proceed to show that
Ψ′′λ,k (x) > 0 for x ∈
(
zλ,k2 , x
λ
2
)
, (5.24)
which implies the uniqueness of zλ,k2 on
(−xλ1 , xλ2).
We assert that Ψ′′λ,k (x) > 0 for x ∈
(
zλ,k2 , x
λ
2
)
. Otherwise, there exists a x′ ∈
(
zλ,k2 , x
λ
2
)
such that
Ψ′′′λ,k (x
′) = 0 and Ψ′′λ,k (x
′) ≤ 0 because we have Ψ′′λ,k
(
zλ,k2
)
= 0 by (5.22) and Ψ′′λ,k
(
xλ2
)
> 0 by (5.21). If
x′ >
√
1 + 2λ, then by (5.4) we obtain
Ψ′′′λ,k (x
′) =
2λ (2λ+ 1)
x′
Ψλ,k (x
′)− (x
′)2 − 2λ− 1
x′
Ψ′′λ,k (x
′) > 0,
which is contrary to Ψ′′′λ,k (x
′) = 0. If x′ ≤ √1 + 2λ, we define
zˆ := min
{
x ∈
[
zλ,k2 , x
′
]
: Ψ′′′λ,k (x) = 0
}
.
By (5.4) and the fact that Ψ′′λ,k
(
zλ,k2
)
= 0, we have
Ψ′′′λ,k
(
zλ,k2
)
=
2λ (2λ+ 1)
zλ,k2
Ψλ,k
(
zλ,k2
)
> 0.
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Thus zˆ > zλ,k2 and Ψ
′′′
λ,k (x) > 0 for x ∈
(
zλ,k2 , zˆ
)
, which implies that Ψ′′λ,k is strictly increasing on
(
zλ,k2 , zˆ
]
. It
follows that Ψ′′λ,k (x) > 0 for x ∈
(
zλ,k2 , zˆ
]
by Ψ′′λ,k
(
zλ,k2
)
= 0, particularly Ψ′′λ,k (zˆ) > 0. Applying (5.4) again,
we can easily verify that
Ψ′′′λ,k (zˆ) =
2λ (2λ+ 1)
zˆ
Ψλ,k (zˆ)− zˆ
2 − 2λ− 1
zˆ
Ψ′′λ,k (zˆ) > 0,
which contradicts the definition of zˆ. Consequently, (5.24) is proved.
Step 2: For x ∈ (−∞, 0), note that
Ψ′′λ,k (x) = k ·
[
ϕ′′λ (x) +
1
k
ϕ′′λ (−x)
]
= k ·Ψ′′
λ, 1
k
(−x) ,
where k ∈ (0,+∞). Therefore, by Step 1, zλ,k1 = −z
λ, 1
k
2 ∈
(−xλ2 , xλ1) satisfies Ψ′′λ,k (zλ,k1 ) = 0 and the uniqueness
of zλ,k1 is obvious, and we also have 

Ψ′′λ,k (x) < 0 for x ∈
(
zλ,k1 , 0
)
,
Ψ′′λ,k (x) > 0 for x ∈
(
−∞, zλ,k1
)
.
5.3 Proof of Lemma 3.11
It is obvious that xλ1 is continuous in λ ∈
(
0, 12
)
.
Let x ∈ (−1, 0) be any fixed constant. For λ ∈ (0, 12), define
fx (λ) := ϕ
′′
λ (x) =
∫ +∞
0
y−2λ
[
(y − x)2 − 1
]
exp
{
− (y − x)
2
2
}
dy, (5.25)
We only need to show that there exists a unique λ˜1 ∈
(
0, 12
)
such that

fx
(
λ˜1
)
= 0,
fx (λ) > 0 for λ ∈
(
0, λ˜1
)
,
fx (λ) < 0 for λ ∈
(
λ˜1,
1
2
)
.
(5.26)
Indeed, for 0 < λ′ < λ′′ < 12 , since fxλ′′1 (λ
′′) = ϕ′′λ′′
(
xλ
′′
1
)
= 0 by Notation 3.2, we have ϕ′′λ′
(
xλ
′′
1
)
= f
xλ
′′
1
(λ′) >
0 by (5.26). Hence xλ
′′
1 < x
λ′
1 by Lemma 3.7, which implies that x
λ
1 is strictly decreasing in λ ∈
(
0, 12
)
. Note
that x ∈ (−1, 0) is arbitrary, then we get (3.13). The proof of (5.26) is divided into two steps.
Step 1: We first show that limλ→0 fx (λ) > 0 and limλ→ 1
2
fx (λ) = −∞.
By dominated convergence theorem, it is easily seen that
lim
λ→0
fx (λ) =
∫ +∞
0
[
(y − x)2 − 1
]
exp
{
− (y − x)
2
2
}
dy = −x · exp
{
−x
2
2
}
> 0. (5.27)
As for the case when λ→ 12 , by substitution t = y − x in (5.25), we have
limλ→ 1
2
fx (λ)
= limλ→ 1
2
∫ +∞
−x (t+ x)
−2λ (t2 − 1) exp{− t22 } dt
= limλ→ 1
2
∫ 1
−x (t+ x)
−2λ (
t2 − 1) exp{− t22 } dt+ limλ→ 12 ∫ +∞1 (t+ x)−2λ (t2 − 1) exp
{
− t22
}
dt.
(5.28)
For the first term of (5.28), by monotone convergence theorem, we can easily check that
lim
λ→ 1
2
∫ 1
−x
(t+ x)
−2λ (
t2 − 1) exp{− t2
2
}
dt =
∫ 1
−x
(t+ x)
−1 (
t2 − 1) exp{− t2
2
}
dt = −∞. (5.29)
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And for the second term of (5.28), by dominated convergence theorem, we have
lim
λ→ 1
2
∫ +∞
1
(t+ x)
−2λ (
t2 − 1) exp{− t2
2
}
dt =
∫ +∞
1
(t+ x)
−1 (
t2 − 1) exp{− t2
2
}
dt < +∞ (5.30)
Substituting (5.29) and (5.30) into (5.28), we conclude that limλ→ 1
2
fx (λ) = −∞.
Step 2: By Step 1 and the continuity of fx (λ) in λ ∈
(
0, 12
)
, we know that there exists λ˜1 ∈
(
0, 12
)
such
that fx
(
λ˜1
)
= 0. Now we show that fx (λ) > 0 for λ ∈
(
0, λ˜1
)
and fx (λ) < 0 for λ ∈
(
λ˜1,
1
2
)
, which directly
implies the uniqueness of λ˜1 on
(
0, 12
)
.
Set
λ¯1 = max
{
λ ∈
(
0,
1
2
)
: fx (λ) = 0
}
. (5.31)
Obviously, we have fx (λ) < 0 for λ ∈
(
λ¯1,
1
2
)
. We assert that fx (λ) > 0 for λ ∈
(
0, λ¯1
)
, which is the desired
conclusion. Suppose the assertion is false. Then, by (5.27) and the fact that fx
(
λ¯1
)
= 0, there exists a
λ∗ ∈ (0, λ¯1) such that
f ′x (λ
∗) = 0 and fx (λ
∗) ≤ 0.
Substituting t = y − x into (5.25), we get that
∫ 1−x
−x
(t+ x)
−2λ∗ (
t2 − 1) exp{− t2
2
}
dt+
∫ +∞
1−x
(t+ x)
−2λ∗ (
t2 − 1) exp{− t2
2
}
dt ≤ 0. (5.32)
Obviously, we have
∫ +∞
1−x (t+ x)
−2λ∗ (
t2 − 1) exp{− t22 } dt > 0. Then by (5.32) we get that
∫ 1−x
−x
(t+ x)
−2λ∗ (
t2 − 1) exp{− t2
2
}
dt < 0,
which implies
0 <
∫ 1−x
1
(t+ x)
−2λ∗ (
t2 − 1) exp{− t2
2
}
dt < −
∫ 1
−x
(t+ x)
−2λ∗ (
t2 − 1) exp{− t2
2
}
dt. (5.33)
On the other hand, by substitution t = y − x, we can easily compute that
f ′x (λ
∗) = −2
∫ +∞
−x
ln (t+ x) (t+ x)
−2λ∗ (
t2 − 1) exp{− t2
2
}
dt = 0. (5.34)
Noting that ln (t+ x) < 0 for t ∈ (1, 1− x), from (5.33) we can check that
∫ 1−x
1 ln (t+ x) (t+ x)
−2λ∗ (
t2 − 1) exp{− t22 } dt
> ln (1 + x) · ∫ 1−x
1
(t+ x)
−2λ∗ (
t2 − 1) exp{− t22 } dt
> ln (1 + x) ·
(
− ∫ 1−x (t+ x)−2λ∗ (t2 − 1) exp{− t22 } dt)
> − ∫ 1−x ln (t+ x) (t+ x)−2λ∗ (t2 − 1) exp{− t22 } dt,
which implies ∫ 1−x
−x
ln (t+ x) (t+ x)
−2λ∗ (
t2 − 1) exp{− t2
2
}
dt > 0. (5.35)
Obviously, we have ∫ +∞
1−x
ln (t+ x) (t+ x)
−2λ∗ (
t2 − 1) exp{− t2
2
}
dt > 0. (5.36)
The combination of (5.35) and (5.36) is contrary to (5.34).
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5.4 Proof of Lemma 3.12
Before giving the proof of Lemma 3.12, we need the following lemmas.
Lemma 5.1. Let xλ2 be defined by Notation 3.2. Then x
λ
2 is continuous and strictly decreasing in λ ∈
(
0, 12
)
,
and
lim
λ→0
xλ2 = +∞, lim
λ→ 1
2
xλ2 = 1.
Proof . The continuity of xλ2 in λ ∈
(
0, 12
)
is obvious.
Let x ∈ (1,+∞) be fixed. Similarly to the proof of Lemma 3.11, by Lemma 3.7, we only need to show that
there exists a unique λ˜2 ∈
(
0, 12
)
such that

fx
(
λ˜2
)
= 0,
fx (λ) < 0 for λ ∈
(
0, λ˜2
)
,
fx (λ) > 0 for λ ∈
(
λ˜2,
1
2
)
,
(5.37)
where fx is defined by (5.25) for any fixed x ∈ (1,+∞). The proof of (5.37) is divided into two steps.
Step 1: First we prove that limλ→0 fx (λ) < 0 and limλ→ 1
2
fx (λ) = +∞.
By dominated convergence theorem, it is obvious that
lim
λ→0
fx (λ) =
∫ +∞
0
[
(y − x)2 − 1
]
exp
{
− (y − x)
2
2
}
dy = −x · exp
{
−x
2
2
}
< 0. (5.38)
As for the case when λ→ 12 , by substitution t = y − x, we have
limλ→ 1
2
fx (λ)
= limλ→ 1
2
∫ +∞
0 y
−2λ
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy
= limλ→ 1
2
∫ +∞
−x (t+ x)
−2λ (
t2 − 1) exp{− t22 } dt
= limλ→ 1
2
∫ −1∧(1−x)
−x (t+ x)
−2λ (
t2 − 1) exp{− t22 } dt
+ limλ→ 1
2
∫ +∞
−1∧(1−x) (t+ x)
−2λ (t2 − 1) exp{− t22 } dt,
(5.39)
For the first term of (5.39), by monotone convergence theorem, we can easily check that
lim
λ→ 1
2
∫ −1∧(1−x)
−x
(t+ x)
−2λ (
t2 − 1) exp{− t2
2
}
dt =
∫ −1∧(1−x)
−x
(t+ x)
−1 (
t2 − 1) exp{− t2
2
}
dt = +∞.
Noting that the second term of (5.39) converges to a finite number, we obtain limλ→ 1
2
fx (λ) = +∞.
Step 2: We know that there exists a λ˜2 ∈
(
0, 12
)
such that fx
(
λ˜2
)
= 0 from Step 1 and the continuity of
fx (·). Now we show the uniqueness of λ˜2 on
(
0, 12
)
, which will be divided into four parts.
(i). First we prove that limλ→ 1
2
xλ2 = 1 and limλ→0 x
λ
2 = +∞. For every ε > 0, since limλ→ 1
2
f1+ε (λ) = +∞,
there exists a λ0 ∈
(
0, 12
)
such that f1+ε (λ) > 0 for λ ∈
(
λ0,
1
2
)
. Thus xλ2 < 1+ ε by Lemma 3.7. Then we have
limλ→ 1
2
xλ2 = 1. The proof of limλ→0 x
λ
2 = +∞ is similar.
(ii). Let
λ1 (x) = max
{
λ ∈
(
0,
1
2
)
: fx (λ) = 0
}
,
λ2 (x) = min
{
λ ∈
(
0,
1
2
)
: fx (λ) = 0
}
.
Now we prove that λ1 (x) and λ2 (x) are strictly decreasing and continuous in x ∈ (1,+∞).
For x′ ∈ (x,+∞), noting that fx [λ2 (x)] = 0, we have fx′ [λ2 (x)] > 0 by Lemma 3.7. According to Step 1
and the definition of λ2 (x
′), we get that fx′ (λ) ≤ 0 for very λ ∈ (0, λ2 (x′)]. Thus λ2 (x′) < λ2 (x). It follows
that λ2 (x) is strictly decreasing on (1,+∞).
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As for continuity, it is obvious that λ2 (x) is right-continuous in x ∈ (1,+∞). Now we show the left-continuity.
Noting that, for λ ∈ (0, 12),
∫ +∞
0
(
ln y
x−1 ln
y
x+1
)
y−2λ
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy
= 14f
′′
x (λ) +
1
2 ln
(
x2 − 1) f ′x (λ) + ln (x− 1) ln (x+ 1) fx (λ)
> 0,
(5.40)
we assert that, for every ε > 0, there exists a µ ∈ (λ2 (x) , λ2 (x) + ε) such that fx (µ) > 0. Otherwise, λ2 (x) is
the local maximum point of fx (·). Then fx [λ2 (x)] = 0, f ′x [λ2 (x)] = 0 and f ′′x [λ2 (x)] ≤ 0, which contradicts
(5.40). According to Lemma 3.7, there exists x˜′ ∈ (1, x) such that fx˜′ (µ) = 0. It follows that λ2 (x˜′) ≤ µ by the
definition of λ2 (x). Since λ2 (x) is decreasing in x ∈ (1,+∞), we have λ2 (x) < λ2 (x˜′) ≤ µ, which implies the
left-continuity of λ2 (x) in x ∈ (1,+∞). Consequently, λ2 (x) is continuous in x ∈ (1,+∞).
The proof for λ1 (x) is similar.
(iii). We next show that
lim
x→1
λi (x) =
1
2
, lim
x→+∞
λi (x) = 0, i = 1, 2.
Since limλ→ 1
2
xλ2 = 1, it is easily seen that limx→1 λ1 (x) =
1
2 . Set limx→+∞ λ1 (x) := λ
∗
1 ≥ 0. Since fx [λ1 (x)] =
0, for each fixed x0 ∈ (1, x), we have fx0 [λ1 (x)] < 0 according to Lemma 3.7. Suppose λ∗1 > 0, then we have
fx0 (λ
∗
1) ≤ 0 for x0 ∈ (1,+∞) by letting x → +∞, which contradicts Lemma 3.7. Therefore λ∗1 = 0. Similarly
we can prove that limx→1 λ2 (x) = 12 and limx→+∞ λ2 (x) = 0.
(iv). Finally, noting that λ1 (x) ≥ λ2 (x) for every x ∈ (1,+∞), by (ii) and (iii), we know that for every
λ′ ∈ (0, 12) there exist x1, x2 ∈ (1,+∞) satisfying x1 ≥ x2 such that λ2 (x2) = λ1 (x1) = λ′. It follows that
fxi [λi (xi)] = fxi (λ
′) = 0, i = 1, 2.
According to Lemma 3.7, we have x1 = x2, which implies λ1 (x) = λ2 (x) by the arbitrariness of λ
′ ∈ (0, 12).
Then the uniqueness of λ˜2 ∈
(
0, 12
)
is proved.
Consequently, we conclude that xλ2 is decreasing in λ ∈
(
0, 12
)
.
Lemma 5.2. Let zλ,k2 be defined by (5.22). Then for every λ ∈
(
0, 12
)
and k ∈ [1,+∞), zλ,k2 > 1.
Proof . By (5.9) in Subsection 5.1, we know that ϕ′′λ (1)+ϕ
′′
λ (−1) < 0, and by Lemma 3.7 we have ϕ′′λ (1) < 0.
Thus, for k > 1,
Ψ′′λ,k (1) = kϕ
′′
λ (1) + ϕ
′′
λ (−1) = (k − 1)ϕ′′λ (1) + [ϕ′′λ (1) + ϕ′′λ (−1)] < 0.
which yields zλ,k2 > 1 according to Lemma 3.8.
Now we prove Lemma 3.12. The continuity of zλ in λ ∈ (0, 12) is obvious.
For each fixed x ∈ (1,+∞), define
Fx (λ) := ϕ
′′
λ (x) + ϕ
′′
λ (−x) = fx (λ) + gx (λ) ,
where fx (λ) is defined by (5.25), and
gx (λ) :=
∫ +∞
0
y−2λ
[
(y + x)
2 − 1
]
exp
{
− (y + x)
2
2
}
dy.
And for each δ > 0, define
F δx (λ) := Ψ
′′
λ,1+δ (x) = (1 + δ) fx (λ) + gx (λ) , (5.41)
where Ψλ,1+δ is defined by (5.20). By Lemma 5.2, we have z
λ,1+δ
2 > 1 and z
λ > 1, where zλ,1+δ2 is defined by
(5.22) and zλ is defined by Notation 3.2.
We first show that zλ,1+δ2 is decreasing in λ ∈
(
0, 12
)
and limλ→ 1
2
zλ,1+δ2 = 1 for every fixed δ > 0. Similarly
to the proof of Lemma 3.11, by Lemma 3.8, we only need to show that there exists a unique λδ ∈
(
0, 12
)
such
that 

F δx (λδ) = 0,
F δx (λ) < 0 for λ ∈ (0, λδ) ,
F δx (λ) > 0 for λ ∈
(
λδ,
1
2
)
.
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The proof is divided into two steps.
Step 1: We prove that limλ→0 F δx (λ) < 0 and limλ→ 1
2
F δx (λ) = +∞. By dominated convergence theorem,
it is easily seen that
limλ→0 F δx (λ)
= (1 + δ)
∫ +∞
0
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy +
∫ +∞
0
[
(y + x)
2 − 1
]
exp
{
− (y+x)22
}
dy
= (1 + δ)
(
−x exp
{
−x22
})
+ x exp
{
−x22
}
< 0.
(5.42)
As for the case when λ→ 12 ,
lim
λ→ 1
2
F δx (λ) = (1 + δ) lim
λ→ 1
2
fx (λ) + lim
λ→ 1
2
gx (λ) . (5.43)
The second term is positive which is obvious, and the first term diverges to +∞ by the Step 1 in the proof of
Lemma 5.1. Thus limλ→ 1
2
F δx (λ) = +∞.
Step 2: We know that there exists λ˜δ ∈
(
0, 12
)
such that F δx
(
λ˜δ
)
= 0 by Step 1 and the continuity of the
function, now we show the uniqueness of λ˜δ on
(
0, 12
)
. The proof is divided into two parts.
(i). We first prove the uniqueness of λ˜δ for x ∈ [2,+∞).
By simple calculation, we have
f ′x (λ) = −2
∫+∞
0 (ln y) y
−2λ
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy,
f ′′x (λ) = 4
∫+∞
0
(ln y)
2
y−2λ
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy,
and
g′x (λ) = −2
∫+∞
0 (ln y) y
−2λ
[
(y + x)
2 − 1
]
exp
{
− (y+x)22
}
dy,
g′′x (λ) = 4
∫+∞
0
(ln y)
2
y−2λ
[
(y + x)
2 − 1
]
exp
{
− (y+x)22
}
dy.
For g (λ), it is obvious that g′′x (λ) > 0 for every λ ∈
(
0, 12
)
. Now we show that g′x (0) > 0. It is clear that
∫ 1
0
(ln y)
[
(y + x)2 − 1
]
exp
{
− (y+x)22
}
dy
≤
[
(x+ 1)
2 − 1
]
exp
{
− (x+1)22
}∫ 1
0 ln ydy = −
[
(x+ 1)
2 − 1
]
exp
{
− (x+1)22
}
.
(5.44)
Noting that maxy∈(1,+∞)
[
(ln y) exp
{
− (y+x)24
}]
= (ln y∗) exp
{
− (y∗+x)24
}
, where y∗ ∈ (1,+∞) satisfies
[
1
y∗
− y
∗ + x
2
(ln y∗)
]
exp
{
− (y
∗ + x)2
4
}
= 0, (5.45)
we can easily check that
∫ +∞
1
(ln y)
[
(y + x)2 − 1
]
exp
{
− (y+x)22
}
dy
=
∫ +∞
1 (ln y) exp
{
− (y+x)24
}
·
[
(y + x)
2 − 1
]
exp
{
− (y+x)24
}
dy
≤ ∫ +∞1 (ln y∗) exp{− (y∗+x)24 } · [(y + x)2 − 1] exp{− (y+x)24 } dy
=
∫ +∞
1
2
y∗(y∗+x) exp
{
− (y∗+x)24
}
·
[
(y + x)
2 − 1
]
exp
{
− (y+x)24
}
dy
≤ 21+x exp
{
− (1+x)24
}∫ +∞
1
[
(y + x)2 − 1
]
exp
{
− (y+x)24
}
dy.
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Then by substitution t = y + x and integration by parts, we have
2
1+x exp
{
− (1+x)24
} ∫ +∞
1
[
(y + x)
2 − 1
]
exp
{
− (y+x)24
}
dy
= 21+x exp
{
− (1+x)24
} [
2 (1 + x) exp
{
− (1+x)24
}
+
∫ +∞
1+x
exp
{
− t24
}
dt
]
≤ 21+x exp
{
− (1+x)24
} [
2 (1 + x) exp
{
− (1+x)24
}
+
∫ +∞
1+x
t
1+x exp
{
− t24
}
dt
]
= 21+x exp
{
− (1+x)24
} [
2 (1 + x) exp
{
− (1+x)24
}
+ 21+x exp
{
− (1+x)24
}]
= 41+x
(
1 + x+ 11+x
)
exp
{
− (1+x)22
}
,
which implies∫ +∞
1
(ln y)
[
(y + x)
2 − 1
]
exp
{
− (y + x)
2
2
}
dy ≤ 4
1 + x
(
1 + x+
1
1 + x
)
exp
{
− (1 + x)
2
2
}
. (5.46)
Thus, by (5.44) and (5.46), we obtain∫ +∞
0
(ln y)
[
(y + x)
2 − 1
]
exp
{
− (y + x)
2
2
}
dy ≤
[
4 +
4
(x+ 1)
2 − (x+ 1)2 + 1
]
exp
{
− (1 + x)
2
2
}
< 0,
which implies that g′x (0) > 0. Therefore, gx (λ) is convex and strictly increasing on
(
0, 12
)
.
As for fx (λ), noting that
0 <
∫ +∞
0
(
ln y
x−1
)(
ln y
x+1
)
y−2λ
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy
= 14f
′′
x (λ) +
1
2 ln
(
x2 − 1) f ′x (λ) + ln (x− 1) ln (x+ 1) fx (λ) ,
(5.47)
we consider the following two cases.
Case 1: If limλ→0 f ′x (λ) > 0, we claim that f
′
x (λ) > 0 for every λ ∈
(
0, λ˜2
)
, where λ˜2 ∈
(
0, 12
)
satisfies
(5.37). Otherwise,
λ˜ := min
{
λ ∈
(
0, λ˜2
)
; f ′x (λ) = 0
}
exists. Then by (5.47), (5.37) and the definition of λ˜, we have f ′′x
(
λ˜
)
> 0, which contradicts the fact that
f ′x (λ) > 0 for λ < λ˜. Consequently, F
δ
x (λ) = (1 + δ)fx (λ) + gx (λ) is increasing in λ ∈
(
0, λ˜2
)
. Obviously,
F δx (λ) > 0 for λ ∈
(
λ˜2,
1
2
)
. Since limλ→0 F δx (λ) < 0, we conclude that there exists a unique λδ ∈
(
0, 12
)
such
that F δx (λδ) = 0.
Case 2: If limλ→0 f ′x (λ) ≤ 0, we have limλ→0 f ′′x (λ) > 0 by (5.38) and (5.47). According to the proof of
Lemma 5.1, we know that
λˆ := min
{
λ ∈
(
0, λ˜2
)
; f ′x (λ) = 0
}
exists. By (5.47) we have f ′′x (λ) > 0 for λ ∈
(
0, λˆ
]
. For λ ∈
(
λˆ, λ˜2
)
, by similar analysis to Case 1, we have
f ′x (λ) > 0. Thus F
δ
x (λ) = (1 + δ)fx (λ) + gx (λ) is convex on
(
0, λˆ
)
, increasing in λ ∈
(
λˆ, λ˜2
)
, and positive for
λ ∈
(
λ˜2,
1
2
)
. Consequently, there exists a unique λδ ∈
(
0, 12
)
such that F δx (λδ) = 0.
The proof of the uniqueness of λ˜δ for x ∈ [2,+∞) is complete.
(ii). For x ∈ (1, 2), the uniqueness of λ˜δ can be proved by the same method as Step 2 in the proof of Lemma
5.1, the only difference being the proof of the continuity of the following functions:
λδ1 (x) = max
{
λ ∈ (0, 12) : F δx (λ) = 0} ,
λδ2 (x) = min
{
λ ∈ (0, 12) : F δx (λ) = 0} ,
(5.48)
which will be provided in Appendix, and then Step 2 is complete.
Hence we have proved that zλ,1+δ2 is decreasing in λ ∈
(
0, 12
)
. Letting δ → 0, for every λ ∈ (0, 12), we have
zλ = limδ→0 z
λ,1+δ
2 . Thus z
λ is decreasing in λ ∈ (0, 12). By Lemma 3.8, we have −xλ1 < zλ < xλ2 for every
λ ∈ (0, 12). Thus, by Lemma 3.11, Lemma 5.1 and Lemma 5.2, we have limλ→ 12 zλ = 1.
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Appendix
Proposition A.1. Let λδ1 (·) and λδ2 (·) be defined by (5.48). Then λδ1 (x) and λδ2 (x) are continuous in x ∈ (1, 2).
Before giving the proof, we first state some lemmas which are useful in the proof. Let x ∈ (1, 2) be any fixed
constant. For t ∈ [−1, 1], define
l (t) :=
(
ln
t+ x
x− 1 ln
t+ x
x+ 1
)
(t+ x)
−2λ
, (A.1)
h (t) :=
(
t2 − 1) exp{− t2
2
}
+
[
(t+ 2x)2 − 1
]
exp
{
− (t+ 2x)
2
2
}
, (A.2)
g (t) :=
(
ln
t+ 3x
x− 1 ln
t+ 3x
x+ 1
)
(t+ 3x)
−2λ
, (A.3)
f (t) :=
[
(t+ 2x)
2 − 1
]
exp
{
− (t+ 2x)
2
2
}
. (A.4)
Lemma A.2. Let l (t) be defined by (A.1). Then there exists a cl ∈ (−1, 0) such that l (t) is decreasing in
t ∈ (−1, cl) and increasing in t ∈ (cl, 1). Moreover, l (t) < 0 for t ∈ (−1, 1).
Proof . It is obvious that l (t) < 0 for t ∈ (−1, 1).
By simple calculation, we have
l′ (t) =
[
ln (t+x)
2
x2−1 − 2λ ln t+xx−1 ln t+xx+1
]
(t+ x)−2λ−1
= [L1 (t) + L2 (t)] (t+ x)
−2λ−1
,
(A.5)
where
L1 (t) := ln
(t+ x)
2
x2 − 1 and L2 (t) := −2λ ln
t+ x
x− 1 ln
t+ x
x+ 1
.
It is easy to check that L1
(√
x2 − 1− x) = 0 and L′1 (t) = 2/ (t+ x) > 0 for t ∈ (−1, 1), which implies that
L1 (t) is increasing in t ∈ (−1, 1), and

L1 (t) < 0 for t ∈
(−1,√x2 − 1− x) ,
L1 (t) > 0 for t ∈
(√
x2 − 1− x, 1) .
For L2 (·), we have
L′2 (t) = −2λ
1
t+ x
ln
(t+ x)2
x2 − 1 = −2λ
1
t+ x
L1 (t) .
Thus L′2
(√
x2 − 1− x) = 0, and L′2 (t) > 0 for t ∈ (−1,√x2 − 1− x), L′2 (t) < 0 for t ∈ (√x2 − 1− x, 1).
Therefore, (L1 + L2) (t) is increasing in t ∈
(−1,√x2 − 1− x). We can easily check that (L1 + L2) (−1) < 0,
and for t ∈ [√x2 − 1− x, 1),
(L1 + L2) (t) > min
t∈[
√
x2−1−x,1)
L1 (t) + min
t∈[
√
x2−1−x,1)
L2 (t) = 0.
Note that (t+ x)−2λ−1 > 0 for t ∈ (−1, 1), then by (A.5), there exists a cl ∈
(−1,√x2 − 1− x) ⊆ (−1, 0) such
that l′ (t) < 0 for t ∈ (−1, cl) and l′ (t) > 0 for t ∈ (cl, 1).
Lemma A.3. Let h (t) be defined by (A.2). Then there exists a ch ∈ (0, 1) such that h (t) is decreasing in
t ∈ (−1, ch) and increasing in t ∈ (ch, 1). Moreover, h (−1) > 0, h (1) > 0 and h (t) < 0 for t ∈ [−0.65, 0.7].
Proof . Direct computation shows that
h′ (t) = h˜ (s) + h˜ (t+ 2x) ,
h′′ (t) =
[(
t2 − 3)2 − 6] exp{− t22 }+
{[
(t+ 2x)
2 − 3
]2
− 6
}
exp
{
− (t+2x)22
}
,
h′′′ (t) = t
[
10− (t2 − 5)2] exp{− t22 }+ (t+ 2x)
{
10−
[
(t+ 2x)
2 − 5
]2}
exp
{
− (t+2x)22
}
.
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where h˜ (s) := s
(
3− s2) exp{− s22 }. We can easily check that

h˜ (0) = h˜
(√
3
)
= 0,
h˜′
(
±
√
3 +
√
6
)
= h˜′
(
±
√
3−√6
)
= 0,
h˜′ (s) > 0 for s ∈
(
−
√
3−√6,
√
3−√6
)
∪
(√
3 +
√
6, 5
)
,
h˜′ (s) < 0 for s ∈
(
−1,−
√
3−√6
)
∪
(√
3−√6,
√
3 +
√
6
)
.
(A.6)
(i). If 2x −
√
3−√6 ≥ √3 and x < 2, by (A.6) we can easily check that there exists a c1 ∈ (−1, 1) such
that h′ (t) < 0 for t ∈ (−1, c1) and h′ (t) > 0 for t ∈ (c1, 1). Noting that h′ (0) < 0, we have c1 > 0.
(ii). If 2x −
√
3−√6 < √3 and x > 1, it is obvious that h′ (t) < 0 for t ∈
(
−1,−
√
3−√6
]
. For
t ∈
(
−
√
3−√6,
√
3 +
√
6− 2x
]
, we have h′′′ (t) > 0, which implies that h′′ (t) is increasing on this interval. It
is easy to check that h′′
(
−
√
3−√6
)
< 0 and h′′ (0) > 0, so there exists a c2 ∈
(
−
√
3−√6, 0
]
such that h′ (t)
is decreasing on
(
−
√
3−√6, c2
)
and increasing on
(
c2,
√
3 +
√
6− 2x
)
. Noting that h′
(
−
√
3−√6
)
< 0
and h′ (0) < 0, which are easy to check, we know that h′ (t) < 0 for t ∈
(
−
√
3−√6, 0
]
. From (A.6) we
have h′′ (t) > 0 for t ∈
[
0,
√
3 +
√
6− 2x
)
, and h′ (t) is either increasing or decreasing on
(√
3 +
√
6− 2x, 1
)
.
Noting that h′ (0) < 0 and h′ (1) > 0, we can conclude that there exists a c3 ∈ (0, 1) such that h′ (t) < 0 for
t ∈ (−1, c3) and h′ (t) > 0 for t ∈ (c3, 1).
Moreover, it is easy to compute that h (−1) > 0, h (1) > 0, h (−0.65) < 0 and h (0.7) < 0, which implies
h (t) < 0 for t ∈ [−0.65, 0.7].
Lemma A.4. Let g (t) be defined by (A.3). Then g (t) is positive and increasing in t ∈ (−1, 1).
Proof . It is obvious that g (t) > 0 for t ∈ (−1, 1).
We have
g′ (t) =
(
ln
t+ 3x
x− 1 + ln
t+ 3x
x+ 1
− 2λ ln t+ 3x
x− 1 ln
t+ 3x
x+ 1
)
(t+ 3x)−2λ−1 .
It is clear that, for t ∈ (−1, 1),
0 < ln
t+ 3x
x+ 1
< 1 and ln
t+ 3x
x− 1 = ln
t+ 3x
x+ 1
+ ln
x+ 1
x− 1 > 0.
Thus
g′ (t) =
{
2 ln t+3x
x+1 + ln
x+1
x−1 − 2λ
[(
ln t+3x
x+1
)2
+ ln t+3x
x+1 ln
x+1
x−1
]}
(t+ 3x)
−2λ−1
>
{
2 ln t+3x
x+1 + ln
x+1
x−1 −
[(
ln t+3x
x+1
)2
+ ln t+3x
x+1 ln
x+1
x−1
]}
(t+ 3x)
−2λ−1
> 0.
Lemma A.5. Let x ∈ (1, 2) and δ ∈ (0,+∞) be any fixed constants, and let F δx (λ) be defined by (5.41) for
λ ∈ (0, 12). If there exists a µδ ∈ (0, 12) such that F δx (µδ) = 0 and (F δx)′ (µδ) = 0, then (F δx)′′ (µδ) > 0.
Proof . For λ ∈ (0, 12), set
Γδ (λ, x) := (1 + δ)
∫ +∞
0
(
ln y
x−1 ln
y
x+1
)
y−2λ
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy
+
∫ +∞
0
(
ln y
x−1 ln
y
x+1
)
y−2λ
[
(y + x)
2 − 1
]
exp
{
− (y+x)22
}
dy.
Noting that
Γδ (λ, x) =
1
4
(
F δx
)′′
(λ) +
1
2
ln
(
x2 − 1) (F δx)′ (λ) + ln (x− 1) ln (x+ 1)F δx (λ) ,
we only need to prove that Γδ (λ, x) > 0 for every λ ∈ (0, 12) and x ∈ (1, 2). Since∫ +∞
0
(
ln
y
x− 1 ln
y
x+ 1
)
y−2λ
[
(y − x)2 − 1
]
exp
{
− (y − x)
2
2
}
dy > 0
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which is obvious, it suffices to prove that
Γ (λ, x) :=
∫ +∞
0
(
ln y
x−1 ln
y
x+1
)
y−2λ
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy
+
∫ +∞
0
(
ln y
x−1 ln
y
x+1
)
y−2λ
[
(y + x)
2 − 1
]
exp
{
− (y+x)22
}
dy
is positive for every λ ∈ (0, 12) and x ∈ (1, 2).
(i). Let x ∈ (1, 1.5) be any fixed constant. Now we show that Γ (λ, x) > 0 for every λ ∈ (0, 12).
It is easy to check that
Γ (λ, x) >
∫ x+1
x−1
(
ln y
x−1 ln
y
x+1
)
y−2λ
[
(y + x)
2 − 1
]
exp
{
− (y+x)22
}
dy
+
∫ x+1
x−1
(
ln y
x−1 ln
y
x+1
)
y−2λ
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy
+
∫ 3x+1
3x−1
(
ln y
x−1 ln
y
x+1
)
y−2λ
[
(y − x)2 − 1
]
exp
{
− (y−x)22
}
dy
=
∫ 1
−1 [l (t)h (t) + g (t) f (t)] dt,
(A.7)
where we use integration by substitution in the last equation and l (t), h (t), g (t), f (t) are defined by (A.1)-(A.4).
So it suffices to prove ∫ 1
−1
[l (t)h (t) + g (t) f (t)] dt > 0.
Noting that ∫ 1
−1 [l (t)h (t) + g (t) f (t)] dt
=
∫ 0.4
−1 [l (t)h (t) + g (t) f (t)] dt+
∫ 0.7
0.4
[l (t)h (t) + g (t) f (t)] dt
+
∫ 1
0.7 [l (t)h (t) + g (t) f (t)] dt,
(A.8)
we consider the integrals respectively. According to Lemma A.2-Lemma A.4 and the fact that f (t) > 0 for
t ∈ (−1, 1), we have ∫ 0.7
0.4
[l (t)h (t) + g (t) f (t)] dt > 0. (A.9)
For the last term of (A.8), we note that
l (0.7) + g (0.7) > ln x+0.7
x−1 ln
x+0.7
x+1 +
(
ln 3x+0.7
x−1 ln
3x+0.7
x+1
)
1
3x+0.7 > 0
.
Thus g (0.7) > −l (0.7) > 0, that is, g (t) /l (t) < −1. It is clear that h (t) < f (t) for t ∈ (0.7, 1). Since g (t) and
l (t) are increasing in t ∈ (0.7, 1) and l (t) < 0 for t ∈ (0.7, 1) according to Lemma A.2 and Lemma A.4, we have∫ 1
0.7
[l (t)h (t) + g (t) f (t)] dt =
∫ 1
0.7
l (t)
[
h (t) +
g (t)
l (t)
f (t)
]
dt >
∫ 1
0.7
l (t) [h (t)− f (t)] dt > 0. (A.10)
For the first term of (A.8), since g (t) > 0 and f (t) > 0 for t ∈ (−1, 1), we can check that
∫ 0.4
−1 [l (t)h (t) + g (t) f (t)] dt
≥ ∫ −0.65−1 l (t)h (t) dt+ ∫ −0.4−0.65 l (t)h (t) dt+ ∫ 1−x−0.4 l (t)h (t) dt+ ∫ 01−x l (t)h (t) dt+ ∫ 0.40 l (t)h (t) dt
>
[
(2x− 1)2 − 1
]
exp
{
− (2x−1)22
}∫ −0.65
−1 ln
x+t
x−1 ln
x+t
x+1 (x+ t)
−1
dt
+
{[
(2x− 0.4)2 − 1
]
exp
{
− (2x−0.4)22
}
+
(
0.42 − 1) exp{− 0.422 }} ∫ 1−x−0.4 ln x+tx−1 ln x+tx+1dt
+
{[
(x+ 1)2 − 1
]
exp
{
− (x+1)22
}
+
[
(x− 1)2 − 1
]
exp
{
− (x−1)22
}}∫ 0
1−x ln
x+t
x−1 ln
x+t
x+1 (x+ t)
−1 dt
+
{[
(2x+ 0.4)
2 − 1
]
exp
{
− (2x+0.4)22
}
+
(
0.42 − 1) exp{− 0.422 }} ∫ 0.40 ln x+tx−1 ln x+tx+1 (x+ t)−1 dt
> 0.
(A.11)
22
Then, by (A.8)-(A.11), we conclude that
∫ 1
−1 [l (t)h (t) + g (t) f (t)] dt > 0, which implies Γ (λ, x) > 0 for every
λ ∈ (0, 12) and x ∈ (1, 1.5) by (A.7).
(ii). Let x ∈ [1.5, 2) be any fixed constant. We next prove Γ (λ, x) > 0 for every λ ∈ (0, 12).
It is clear that
Γ (λ, x) >
∫ −1
−1.5
(
ln
t+ x
x− 1 ln
t+ x
x+ 1
)
(t+ x)−2λ
(
t2 − 1) exp{− t2
2
}
dt+
∫ 1
−1
[l (t)h (t) + g (t) f (t)] dt.
Noting that (A.10) also holds for x ∈ [1.5, 2), and ∫ 0.7−0.5 [l (t)h (t) + g (t) f (t)] dt > 0 according to Lemma
A.2-Lemma A.4, we have
Γ (λ, x) >
∫ −1
−1.5
(
ln t+x
x−1 ln
t+x
x+1
)
(t+ x)
−2λ (
t2 − 1) exp{− t22 } dt+ ∫ −0.5−1 [l (t)h (t) + g (t) f (t)] dt
>
∫ x−1
x−1.5 ln
y
x−1 ln
y
x+1y
−2λ
[
(y + x)
2 − 1
]
exp
{
− (y+x)22
}
dy
+
∫ x−0.5
x−1 ln
y
x−1 ln
y
x+1y
−2λ
[
(y + x)
2 − 1
]
exp
{
− (y+x)22
}
dy
=
∫ 0.5
0
(
ln −t+x−1
x−1 ln
−t+x−1
x+1
)
(−t+ x− 1)−2λ
[
(−t+ 2x− 1)2 − 1
]
exp
{
− (−t+2x−1)22
}
dt
+
∫ 0.5
0
(
ln t+x−1
x−1 ln
t+x−1
x+1
)
(t+ x− 1)−2λ
[
(t+ 2x− 1)2 − 1
]
exp
{
− (−t+2x−1)22
}
dt,
by integration by substitution. For t ∈ (0, 0.5), we can easily check that
− ln −t+ x− 1
x− 1 > ln
t+ x− 1
x− 1 > 0,
ln
−t+ x− 1
x+ 1
< ln
t+ x− 1
x+ 1
< 0,
(−t+ x− 1)−2λ > (t+ x− 1)−2λ ,
and [
(−t+ 2x− 1)2 − 1
]
exp
{
− (−t+ 2x− 1)
2
2
}
>
[
(t+ 2x− 1)2 − 1
]
exp
{
− (−t+ 2x− 1)
2
2
}
.
Then we have
∫ 0.5
0
(
ln −t+x−1
x−1 ln
−t+x−1
x+1
)
(−t+ x− 1)−2λ
[
(−t+ 2x− 1)2 − 1
]
exp
{
− (−t+2x−1)22
}
dt
+
∫ 0.5
0
(
ln t+x−1
x−1 ln
t+x−1
x+1
)
(t+ x− 1)−2λ
[
(t+ 2x− 1)2 − 1
]
exp
{
− (−t+2x−1)22
}
dt > 0,
which implies Γ (λ, x) > 0.
Proof of Proposition A.1. Let x ∈ (1, 2) be any fixed constant. By Lemma A.5, for every ε > 0, there
exists a λ ∈ (λδ2 (x) , λδ2 (x) + ε) such that F δx (λ) > 0. Then by Lemma 3.8, there exists x′ ∈ (1, x) such that
F δx′ (λ) = 0. It follows that λ
δ
2 (x
′) ≤ λ by the definition of λδ2 (·). Since λδ2 (x) is decreasing in x ∈ (1,+∞),
which can be proved by the same method as (ii) in the proof of Lemma 5.1, we have λδ2 (x) < λ
δ
2 (x
′) ≤ λ, which
implies the left-continuity of λδ2 (x) in x ∈ (1, 2). Thus we conclude that λδ2 (x) is continuous in x ∈ (1, 2) since
λδ2 (x) is obviously right-continuous. The proof for the continuity of λ
δ
1 (x) in x ∈ (1, 2) is similar.
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