I consider an ensemble of optimisation problems over random functions of many variables, part of which describe a sub-system and the rest account for its interaction with the environment. The function being optimised is drawn from a stretched exponential distribution, with exponent γ, independently for each configuration of the whole system. A well defined thermodynamic limit is attained as the size of the sub-system and of the environment diverge, with a fixed ratio, recovering the physics of the Random Energy Model (REM). This is characterised by a freezing phase transition which is continuous for γ > 1 and discontinuous for γ < 1. The region γ > 1 corresponds to learnable energy landscape for which the behaviour of the sub-system becomes more predictable as the size of the environment increases. For γ < 1, instead, the energy landscape is "unlearnable" and becomes more and more unpredictable as the size of the environment increases. Optimal learning machines, which feature an exponential distribution of energy level (γ = 1), sit at the boundary between these two regions and feature a freezing transition independent of the relative size of the environment. This is consistent with the expectation that efficient representations should be independent of the addition of further irrelevant details.
Introduction
The Random Energy Model (REM) [1] has played an important role in providing a picture of the statistical mechanics of disordered systems in the simplest possible setting. It assumes that each configuration s = (σ 1 , . . . , σ n ) of a system of n spins σ i = ±1 is assigned an energy E s which is independently drawn from a Gaussian distribution of mean zero and variance n.
This paper considers an ensemble of optimisation problems that interpolates between the REM and systems that generate efficient representations of high dimensional data, which we call optimal learning machines (OLM). As shown in Ref. [2] , OLM are characterised by an exponential distribution of energy levels or, equivalently, by a linear behaviour of the entropy 1 S(E) = νE + S 0 with the energy. A brief account of this result is given in the appendix. This property manifests, in finite samples, in the occurrence of broad frequency distributions -a phenomenon called statistical criticality [3, 4] -which is ubiquitous in empirical data (see e.g. [4, 5, 6, 7] ) as well as in efficient representations in statistical learning [8, 9] . The parameter ν gauges the trade-off between signal and noise -or relevance and resolution, using the terminology of Ref. [2] -in the representation. The case ν = 1 marks the point where further compression by one bit, generates exactly one bit of relevant information, and it corresponds to Zipf's law 2 [10, 3] , which characterises several systems that supposedly express efficient representations [5, 6, 7, 8, 11] . This suggests that understanding the properties of systems with exponential energy density, which is the aim of this paper, may shed light both on optimal learning machines in artificial intelligence, and on living systems whose behaviour relies on the efficiency of the representation they form of their environment [12, 13] .
We focus on a generic model, introduced in [14] , of a system that optimises a complex random function over a large number of variables, that is composed of a sub-system and its environment. For each microscopic state, the components of the objective function of the sub-system and of its interaction with the environment, are drawn independently from a stretched exponential distribution with exponent γ > 0. The case γ = 2 coincides with the REM whereas the case γ = 1 describes efficient representations. A well defined thermodynamic limit can be defined for all values of γ when the size of the system diverges, with a fixed ratio µ between the sizes of the environment and of the sub-system. For all values of γ the model is described by a Gibbs distribution over the states of the sub-system, that corresponds to a generalised REM with stretched exponential distributions. As shown in Ref. [15] , this model exhibits a freezing phase transition, as the strength ∆ of the interactions in the sub-system varies (see Fig. 1 ). Yet the nature of the phase transition differs substantially depending on whether γ < 1 or γ > 1 [15] . The regime γ > 1 is characterised by a continuous transition and a disordered region that shrinks as the relative size of the environment increases. For γ > 1, instead, the phase transition is sharp (first order), with a disordered region that gets larger for bigger environments. Systems with an exponential distribution (i.e. γ = 1) therefore, have a very peculiar behaviour, because they are located exactly at the transition between these two regions. The freezing phase transition for γ = 1 occurs at a critical point that is independent of the size of the environment and it exhibits Zipf's law exactly at the phase transition. This is the only point, in the whole phase diagram, where the (analogous of the) specific heat diverges, as a consequence of the appearance of a broad free energy minimum (i.e. a wide distribution of energies). Hence, Zipf's law is a unique feature of systems at γ = ∆ = 1 within the phase diagram of Fig. 1 .
The next section introduces the problem and discusses its properties whereas the following one derives the thermodynamic description. The appendices contain technical calculations, as well as a brief discussion of efficient representations. General remarks are drawn in the final section.
An ensemble of optimisation problems
Consider a system described by a configuration s = (σ 1 , . . . , σ n ) of n binary (or spin variables) σ i = ±1. The system is in contact with an environment, whose configuration t = (τ 1 , . . . , τ m ) is specified by m binary (or spin variables) τ j = ±1. FIGURE 1. Phase diagram of the random optimisation problem pictorially described in the top center, as a function of the three main parameters, γ and ∆. Here γ controls the statistics of the objective function, with γ = 2 (dashed grey line) and γ = 1 (full grey line) that corresponds to the REM and to OLM, respectively. ∆ quantifies the relative strength of the interactions in the sub-system with respect to those with the environment. Different lines correspond to different values of the ratio µ between the size of the environment and the size of the sub-system (µ = 1/2, 1 and 2, from top to bottom for γ > 1). The shaded regions below the lines correspond to the disordered (weak interaction) phase, in the three cases. The phase transitions are continuous for γ > 1 and discontinuous for γ < 1. The point at γ = ∆ = 1 denotes the point where Zipf's law occurs, and is the only point where the (analogous of the) specific heat diverges.
As in Ref. [14] , we consider the problem of finding the maximum
of an objective function that can be divided in two parts
Here u s depend on the interactions of the variables within the system and v s,t accounts for the interactions with the environment. We're going to assume that u s , v s,t ≥ 0 and that both are drawn from a distribution
independently, for each s and t. Therefore s * will depend on the realisation v t|s of the interaction with the environment. For ∆ 1 we expect the optimisation to depend weakly on the environment, and to be dominated by the term u s . Therefore, s * will likely be one of the few states s with values of u s close to the maximum u 0 = max s u s , i.e. the probability
that s * = s will concentrate on few values and hence the entropy
will be small. When ∆ 1, instead, we expect that the environment v t|s dominates the optimisation, and hence that s * will be broadly distributed on an exponential number of states. This corresponds to an extensive entropy H[s] ∝ n. Our main focus will be on the transition between these two regimes.
Some examples
Before entering in the details, it might be useful to discuss possible interpretations of this setup, in order to gain some intuition (see also Ref. [14] ):
• In a real system we can never have access to all the variables that define its state. We can at most access a subset s of them, whereas the rest (t) are either (hopefully) irrelevant or unknown. u s then corresponds to the best possible model of the system. The key question, then is whether the predicted behaviour of the model s 0 = arg max s u s coincides with the observed behaviour s * , i.e. whether p(s 0 |u) is finite or not.
• In statistical physics, the state s of a sub-system depends on its interaction v t|s with the heat bath (i.e. the rest of the system) in which it is immersed. This interaction can be accounted for by a single parameter, the temperature. As we shall see, this is the case for the system we're studying also, where the temperature depends on the relative size of the system with respect to the heat bath.
• A protein domain is a sequence s of amino acids that has been optimised, in the course of evolution, for a specific function, e.g. regulate the flux of ions across the cellular membrane. This evolution has taken place in different cellular environments t in different species. Each sequence in a protein database can be thought of as a realisation of the optimisation process above, for a different v t,s . If the selective pressure (i.e. ∆) is large enough, we expect that sequences in different organisms share some similarity, i.e. that the entropy of the distribution of s is bounded.
• A deep layer in an (unsupervised) deep neural network extracts internal representations s of complex high dimensional data x. A simplified picture of how this work is that every input x = (s, t) is separated into a variable s that supposedly capture the structure of the statistical dependence and a variable t that is noise. The state s of the hidden layer is the solution of an optimisation problem where v t|s depends on the specific input x that is presented on the visible layer. The probability that two inputs are represented in the same way, i.e. that s * 1 = s * 2 , is a measure of the ability of the network to detect similarity between objects.
The Gibbs distribution
As shown in Ref. [14] , Extreme Value Theory (EVT) can be invoked to integrate out the degrees of freedom in the environment, by observing that for m 1
where 3 η s is a random variable which follows a Gumbel distribution P {η s ≤ x} = e −e −x , a m = (m log 2)
1/γ and
The knowledge of the distribution of η s allows us to compute the probability that s * = s, which is the probability that u s + a m + η s /β m ≥ u s + a m + η s /β m for all s = s. The result reads [14] 
which is Gibbs distribution with an inverse temperature β m . Note that, for γ > 1, β m → ∞ as m → ∞, so the entropy H[s] is expected to decrease as the size of the environment increases. On the contrary, β m → 0 for γ < 1, which means that larger and larger environments makes the sub-system's behaviour less predictable for γ < 1. For γ = 1 instead β m = 1, i.e. the distribution of s is independent of the size of the environment.
System's learnability
Can the function u s be learned from a series of experiments, when it is not known in advance? Let p 0 (s) be the distribution that encodes the current state of knowledge about the system. For an extensive quantity q s ∝ n, it is possible to compute its distribution
If q s is a self-averaging quantity, we expect its distribution to be sharply peaked around a typical value q typ = q . Imagine running an experiment where the value q exp is measured. If q exp ≈ q typ within experimental errors, then the current theory is confirmed, otherwise it has to be revised. The standard recipe to update the theory is given by Large Deviation Theory [16] , which maintains that the new distribution should be such that q new = q exp but that it does not assume anything else. More precisely, the amount of information that the measurement gives on the state s is given by the mutual information I(s, q) = D KL (p new ||p 0 ). Hence, p new should be the distribution with q new = q exp for which D KL (p new ||p 0 ) is minimal. The distribution that satisfies this requirement is
where g is adjusted in such a way to satisfy q new = q exp . This process can be continued with additional measures of different observables q s , q s ", . . ., and, in principle, it leads to infer
to the desired accuracy from a series of experiments. This recipe, however, only works for quantities for which p(q) has a distribution which falls off faster than exponential as q → ±∞, which corresponds to γ ≥ 1. If − log p 0 (q) c|q| γ for |q| → ∞ with γ < 1, then the integral defining Z(g) in Eq. (10) is not defined. There is no well defined way to incorporate the observation q exp = q typ in the distribution p 0 (s) and update our state of knowledge 4 . In this sense, γ = 1 separates the region of learnable systems (γ ≥ 1) from the one (γ < 1) of systems for which u s cannot be learned through a series of experiments.
The thermodynamic limit
The thermodynamic limit is defined as the limit n, m → ∞ with µ = m/n finite. The largest value of u s is of the order u 0 = ∆(n log 2) 1/γ so
is extensive 5 , when the intensive variable ν s = ∆u s /u 0 varies in the interval [0, ∆]. Likewise, the free energy − log Z is also extensive. Hence the model of Eq. (9) with u s drawn from Eq. (3) coincides with a generalised REM, that has been discussed in Ref. [15] . This Section re-derives and discusses its properties in the present setting. We refer to the appendix for detailed calculation and discuss the main results here. 
Fig. 2(left)
shows the entropy density Σ(u)/n as a function of u/u 0 . This is the logarithm of the number of states at a given value of u, divided by n. For γ > 1 this is a concave function, so the thermodynamics can be computed in the usual manner. For a certain value of β m , the partition function Z is dominated by the point where Σ(u) is tangent to the line of slope −β m (dashed lines). Notice that, by Eq. (12), β m is controlled by µ. As long as
Z is dominated by an intermediate point u * ∈ [0, u 0 ) for which an exponential (in n) number of states contribute to the sum in Z. Accordingly, the entropy
is extensive, and it vanishes linearly with µ/µ c as µ → µ − c (see Fig. 2 right) , for all values of γ > 1. As a consequence, for µ < µ c , the probability p(s|u) is exponentially small in n, for all s including s 0 .
For µ > µ c the slope β m is larger than that of the curve Σ(u) at u 0 , hence Z is dominated by states with u s u 0 . Hence, the probability p(s 0 |u) is finite as well as the entropy H[s]. The phase diagram in the (µ, ∆) plane is shown in Fig. 3 (left) . In summary, the typical behaviour of the REM holds in the whole region γ > 1. For γ < 1, instead, Σ(u) is a convex function of u and the construction above fails to work. For all β m small enough, the partition function is dominated by the point u = 0 whereas for large β m it is dominated by states with u s ≈ u 0 . As a result, the entropy is
whereas H[s]/n → 0 as n → ∞ for µ < µ c . The transition between the two regimes is discontinuous, as shown in Fig. 2 (right) . Notice that, since β m is an increasing function of µ for γ < 1 (see Eq. 12), the transition is also reversed. The case γ = 1 is discussed in the appendix The phase transition occurs at the point ∆ c = 1 for all values of µ. As shown in Fig. 4 (left) , the entropy decreases sharply from
n log 2 to a finite value. At the transition, the distribution of u extends across the whole range [0, n log 2], which is signalled by the divergence of the (analog of the) specific heat
as shown in Fig. 4 (center) . This divergence is usually taken as a signature of a second order phase transition. In the ensemble of systems discussed here, it occurs only at γ = 1. Finally  Fig. 4 (right) shows the behaviour of the entropy H[u] of the random variable u. This, in an efficient representation is taken as a measure of the amount of useful information. In an infinite system H[u]
− log |∆ − 1| diverges at ∆ = 1 whereas for a finite system it reaches its maximum H[u] log(n log 2) + 1 at ∆ = 1.
We remark that the thermodynamic description discussed above holds for any system for which the number of energy levels at energy E is given by W (E) = e n[log 2−(−E/n) γ ] for E ≤ 0, irrespective of the relation between the energy E s and the configuration s of the system. The case where the 2 n energy levels are drawn at random, independently, from the same distribution p{E s ≤ nx} = e −n(−x) γ , for x < 0, provides a particular (ensemble of) realisation(s) of this system. Yet, this is not the only way in which a function E s with a given number W (E) = |{s : E s = E}| of states at energy E, can be realised. In particular, energy landscapes where E s is drawn independently for each s are not ideal paradigms for learning machines. First because we expect some sort of continuity in the representation, so that similar objects s and s have similar energies E s ≈ E s . Second, random landscapes are characterised by an extremely slow dynamics [18] . Hence, a smooth energy landscape 6 is a desirable property of OLM both because of continuity of the representation and because of the dynamical accessibility of the equilibrium state Eq. (9). This lends itself to a number of interesting, though speculative, comments. First, among the systems studied in this paper, OLM have the widest variation of thermodynamically accessible energy levels u. Indeed, the range of energies is given by u 0 = ∆(n log 2) 1/γ , which is a decreasing function of γ. Yet, for γ < 1 only u s = 0 and u s = u 0 are thermodynamically accessible, so the range of thermodynamically accessible values of u is maximal for γ = 1. This is consistent with the fact that, as shown in Ref. [2] and in appendix A, the energy is the natural coordinate in learning because it corresponds to the coding cost − log p(s). Maximally informative representations use the energy spectrum as efficiently as possible.
Discussion
The meaning of the phase transition for OLM with γ = 1 can be understood in terms of the trade-off between resolution H[s] and noise H[s|u] discussed in Ref. [ 
2] (see also appendix A). As ∆ varies H[s|u] traces a convex curve as a function of H[s], where the slope 1/∆ is related to the Lagrange multiplier that is used to enforce the constraint on H[s] in the minimisation of H[s|u] [2]. This means that when H[s]
is reduced by one bit, the noise is reduced by 1/∆ bits. Therefore the region ∆ < 1 describes noisy representations and 6 One way to define a smooth landscape with the same thermodynamics of the system described above, is to assume that u s depends only on the (Hamming) distance |s − s 0 | from a state s 0 . In order to do this, it is sufficient to equate the entropy Σ(u) = n[1 − (u/∆) γ ] log 2 to the number n d of states s at distance d from s 0 . This gives
The function u s defined in this way is smooth, apart from the point s 0 , where |u s − u s0 | − correspond to values of H[s] larger than the value H 0 for which ∆ = 1. The region H[s] < H 0 corresponds to ∆ > 1. In this region, reduction in the resolution come at the expense of a loss of information H[u] on the generative model. In supervised learning, it is reasonable to surmise that compression for ∆ > 1 occurs at the expense of details of the generative models that are irrelevant with respect to the specific input-output task that the machine is learning, and hence that the representation depends strongly on the output. Conversely, for ∆ < 1 we expect the representation depends mostly on the input and only weakly on the output. This leads to the conjecture that maximally informative representations have an universal nature for ∆ ≤ 1, which depend mostly on the input data, and are largely independent of the specific input-output relation that the machine is learning. In this picture, the phase transition at ∆ = 1 marks the point where the ergodicity in the space of representations (and the symmetry with respect to different outputs) gets (spontaneously) broken 7 . This conjecture can in principle be disproved or confirmed by further research on specific architectures.
We've also seen that systems with γ < 1 cannot be learned from a series of experiments and OLM sit exactly at the boundary between learnable and unlearnable systems. In order to appreciate the possible significance of this observation, let us consider the relation between a complex system and its maximally informative representation. Specifically, let the former be described by an high-dimensional data vector x. Let the generating model be given by a distribution p( x) from which the x points are drawn independently. We expect that the energy levels − log p( x) have a distribution with γ sys > 1, centred around the entropy H[ x] = − x p( x) log p( x) and with small relative fluctuations (see Appendix A). A representation s( x) is a mapping of each data point to a set of labels s ∈ S. The efficiency of a representation resides on the possibility of reducing the information content, so that
, keeping a distribution of energy levels that is as broad as possible. This implies that the representation should have an energy spectrum with γ rep ≤ γ sys . The representation itself should be implemented in a physical, learnable system, i.e γ rep ≥ 1. Finally, considering the learning machine itself as a complex system, it is possible to consider its maximally informative representation. So a learning machine with γ rep > 1 cannot be optimal, since we can find a maximally informative representation of it with a smaller γ rep . This corroborates the conclusion that optimal learning machines are characterised by γ rep = 1. Indeed, γ rep = 1 can be thought of as a fixed point of the transformation that relates the values of γ of the represented system and of the learning machine that extracts a lower dimensional representation of it by removing irrelevant details. This fixed point property manifests in the fact that, the statistics of s * for γ = 1 does not depend on the relative size µ of the environment. Indeed, if one considers a larger system
with additional irrelevant variables 8 z = (ζ 1 , . . . , ζ q ), then, for γ = 1 the statistics of the variable s * = arg max 
is the same as the one described by Eq. (9) with β m = 1. In words, the behaviour of OLM is invariant if further irrelevant variables are added to the problem, which is a desirable property of efficient representations 9 . On the contrary, systems with γ > 1 exhibit a behaviour which is more and more deterministic as the number m of irrelevant variables increases. Conversely, the behaviour of the systems discussed here becomes more predictable the smaller is the number n of relevant variables (i.e. large µ). Within this simple class of models, the existence of phenomena with this property, which was regarded as a wonderful gift by Wigner [19] , is a typical property of physical systems with γ > 1.
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A The Energy Distribution of Efficient Representations
For completeness, this section provides a short derivation of the exponential energy density for efficient representations. Imagine a data generating process p( x), where x ∈ R n is a very high-dimensional vector (n 1). Examples of possible systems are digital pictures, where x specifies the intensity of the different pixels; the time series of a stock, where each component of x is the return of the stock in a particular day; the neural activity of a population of neurons in a particular region of the brain in a particular time interval, where x specifies the activity of each neuron, etc. We assume that the entropy H[ x] = − x p( x) log p( x) is proportional to n, so that H[ x]/n h 0 is finite. We also assume that x satisfies the Asymptotic Equipartition Property (AEP) [17] . This states that points x drawn from p( x) almost surely belong to the typical set
This implies that all points x have the same probability p( x) ∼ e −nh 0 , to leading order. Still p( x) contains information on the statistical dependencies that we aim at representing.
A representation is a function of the data
with |S| < +∞. The first requirement of an efficient representation is that, upon conditioning on s, x should contain only irrelevant details. If this is true, the AEP should apply to data generated from p( x|s), i.e. typically
for all x such that s( x) = s. Notice that Eq. (22) holds exactly when s( x) provides a complete description of the distribution, as in the case where p( x) = F [s( x)]. In words, the AEP identifies the variable u s in Eq. (22) as the natural coordinate for distinguishing noise (i.e. irrelevant details) from relevant details. Two points x and x with u s( x) = u s( x ) cannot belong to the same typical set and hence should differ by relevant details. Instead, if u s( x) = u s( x ) , the difference between two points x and x can be attributed to noise, even if if s( x) = s( x ). If there are W (u) configurations s of the representation with u s = u, then the entropy log W (u) measures the amount of information the representation s is unable to untangle. More precisely, of the total information content
the part
measures the number of bits that cannot be distinguished from noise. The second requirement of a maximally informative representation, is that for any fixed value of H[s], H[s|u] should be as small as possible, so that the amount
of informative bits is as large as possible. It is easy to see that the maximisation of H[u] over W (u), at a fixed value of the entropy H[s], leads to an exponential distribution of u
where the parameter α is introduced to enforce the constraint on H[s]. When this constrain is not imposed (i.e. for α = 0) we recover log W (u) = log W 0 − u which is the linear behaviour between energy and entropy that corresponds to Zipf's law [3] . Notice that, in this case, the distribution p(u) = W (u)e u /Z of u s is uniform, as shown in Ref. [10] . Indeed, the second requirement is analogous to demanding that u s should have a distribution which is as broad as possible. Notice that, in terms of the parameters of the model discussed in this paper, we have 1 + α = 1/∆.
B The Statistical mechanics approach for γ = 1
The maximum value of u s , from EVT, is given by
where ξ is also a random variable drawn from a Gumbel distribution.
Here and in what follows, we introduced the shorthandñ = n log 2. Therefore, neglecting 1/ñ corrections, we introduce the intensive variable ν s by
We focus on the case where the size of the heat bath m = µn is proportional to n. Then
is extensive and the number of configurations with u s ≥ñ 1/γ ν is
which has the conventional exponential behaviour with systems sizeñ. In the annealed approximation, we can compute the partition function as
For γ > 1 the free energy f (ν) is a concave function and Z can be computed by saddle point. The saddle point value reads
As long as ν * < ∆, the annealed approximation is valid. This holds as long as
The saddle point calculation yields
This allows us to compute the entropy for µ < µ c which is given by
which vanishes as µ → µ − c . The saddle point approximation cannot be used for γ < 1 because the function f (ν) is convex. Indeed the integral in Eq. (31) is either dominated by the point ν = 0 or by the point ν = ∆. As long as f (0) > f (∆) the first dominates and we have
The condition
As long as this condition is satisfied, the entropy H[s] =ñ is asymptotically the same as the entropy of a flat distribution over the states s. When µ < µ c the annealed approximation ceases to be valid because the partition function is dominated by few states. When Z is dominated by the point ν = ∆, i.e. for µ < µ c , the annealed partition function can be estimated with the change of variables ν = ∆ − z/ñ so that the free energy
. . and the integral yields
which suggests that the probability of states with β m u s =ñγµ 1−1/γ ∆ is of order one:
Notice that this does not vanish as µ → µ − c which is a further signature of a first order phase transition.
C The case γ = 1
In the case γ = 1 we can resort to a simple approximation, assuming that the spectrum of possible values of u is limited in the range [0, u 0 ], with u 0 = ∆n log 2, and that the number of energy levels in the interval [u, u + du) is given by
We can obtain most quantities of interest from the partition function
Indeed, Z(1) yields the normalisation of the distribution over s and derivatives of log Z(λ) with respect to λ, computed at λ = 1 yield the moments of the distribution of u s . Also, the entropy
Within the approximation above, we find
The expected value of u reads
where we have introduced the scaling variable χ. For ∆ < 1 the leading behaviour for n → ∞ is obtained for −χ 1, whereas for ∆ > 1 it is obtained for χ 1. Hence
where θ(x) = 1 for x ≥ 0 and θ(x) = 0 is the Heaviside function. The specific heat is given by
The entropy reads
It is also possible to compute the entropy of the variable u
for ∆ = 1 and n → ∞ one finds H[u] → log ∆ |∆−1| + 1 whereas at ∆ = 1 one finds H[u] log(n log 2) + 1.
C.1 A refined approach
The approach discussed so far relies on the annealed approximation for the partition function. This approach is accurate in the disordered phase but it does not work in the frozen phase. Indeed, for ∆ > ∆ c the partition function is dominated by few states and it is not self averaging. The probability p(s|u) is a function of u = {u s } and as such, it attains different values depending on the values of u. As a result, the entropy H[s] is also a random variable.
In order to appreciate this effects, we compute the function Ω(λ) = p(s|u) 
with N = 2 where we set z = N ∆ e x t in the last equation and took the limit n, N → ∞. Inserting this in Eq. (52), with the change of variables x = u − ∆ log N , we observe that observe that p(u) → e −x/∆ /N with a factor 1/N that cancels the sum on s. Therefore, with y = x/∆, we find 
Note that Ω(0) = 1 as necessary for normalisation. The knowledge of Ω(λ) allows us to compute observables in the ∆ > 1 region. For example the probability that two replicas end up in the same state, i.e that s * 1 = s * 2 , is given by Ω(1) = 1 − 1/∆. Likewise, the probability that q + 1 replicas coincide is P {s * 
