When quantum states are used to send classical information, the receiver performs a measurement on the signal states. The amount of information extracted is often not optimal due to the receiver's measurement scheme and experimental apparatus. For quantum non-demolition measurements, there is potentially some residual information in the post-measurement state, while part of the information has been extracted and the rest is destroyed. Here, we propose a framework to characterize a quantum measurement by how much information it extracts and destroys, and how much information it leaves in the residual post-measurement state. The concept is illustrated for several receivers discriminating coherent states.
When quantum states are used to send classical information, the receiver performs a measurement on the signal states. The amount of information extracted is often not optimal due to the receiver's measurement scheme and experimental apparatus. For quantum non-demolition measurements, there is potentially some residual information in the post-measurement state, while part of the information has been extracted and the rest is destroyed. Here, we propose a framework to characterize a quantum measurement by how much information it extracts and destroys, and how much information it leaves in the residual post-measurement state. The concept is illustrated for several receivers discriminating coherent states. Introduction.-Quantum measurements are often associated with the expectation value of an observable, which corresponds to a physical quantity, like the average energy of a system or the mean photon number. For this, one has to make repeated measurements on identically prepared copies of a quantum state (ensemble average). In the context of quantum information, on the other hand, one usually considers one-shot measurements. The result of the measurement is described as one out of M possible outcomes, and the measurement provides some classical information about the quantum state. Quantum state discrimination is a special case of this scenario. The receiver who performs the measurement knows that the state he receives is from a set of given quantum states with fixed prior probabilities and he only need to identify which state it is.
In the often discussed scenario of classical-quantum (cq) communication [1] , Alice encodes her classical information in one of a given set of quantum states (either orthogonal or non-orthogonal) and sends the signal state to Bob. Bob constructs a set of measurement on the signal he receives to decode the information from his measurement outcomes. In order to make the communication channel between Alice and Bob as efficient or secure as possible, Bob should not count on having identical copies of the same quantum state, but instead, make the most use of every copy he receives.
Among other figures of merit, the average error probability and the mutual information are often used to characterize the communication channel between Alice and Bob. The average probability of Bob making an error when decoding Alice's signal is minimized by the so-called square-root measurement or Helstrom measurement for a certain class of pure quantum signals [2] [3] [4] . From a communication perspective, the mutual information, quantifying how much information is transmitted between Alice and Bob, is the more relevant figure of merit [5] . Minimizing the error probability, however, does not necessarily result in maximal mutual information.
Bob extracts information about Alice's state through his measurement outcome, and the amount of Bob's information is upper bounded by the so-called accessible information. When Bob performs a von Neumann measurement given by rank-one projections, the state after the measurement carries no additional information. In this case, the information that has not been extracted by Bob is permanently destroyed, because the post-measurement state depends only on the measurement outcome, but no longer on the initial state. On the other hand, if Bob performs a generalized quantum measurement -typically referred to as positive-operator valued measure (POVM) or probability operator measure (POM) -with operators of rank larger than one, the postmeasurement state could still contain some information about the input state. That residual information can be extracted through a subsequent measurement to increase Bob's total information gain [6] [7] [8] [9] . How much information is extracted by the measurement depends only on the POVM element. The amount of residual information left in the post-measurement state, however, depends on the very operators used to implement the POVM measurement.
In the full realm of quantum mechanics, very often, the error probability or the gain of knowledge have been used to quantify the effectiveness of measurements, and fidelity measures have been used to quantify the disturbance of measurements on a quantum state [7] [8] [9] [10] [11] . In the present work, however, we characterize a quantum measurement using mutual information as the figure of merit, more specifically the amount of information that is extracted, how much information is destroyed, and how much is left-over in the post-measurement state. Since the total amount of information is constant at all time, there is a trade-off between these three quantities.
The content is organized as follows. First, we briefly describe quantum measurements in the context of quantum information theory. Next, we define the fraction of extracted, destroyed, and residual information, respec-tively. We discuss the relations between those quantities and show that the total amount of information, given by their sum, is conserved at all time. The power of our approach is illustrated looking at four different measurement schemes for binary coherent-state discrimination.
Quantum measurements.-In the general scenario of classical-quantum communication, Alice sends one out of a set of N signal states {ρ j : j = 1, 2, . . . , N }, which can be mixed or pure, with prior probability distribution {η j : j = 1, 2, . . . , N }. Bob, in order to identify the state he receives from Alice, can perform any von Neumann or generalized measurement on the state. The measurement can be either direct, i.e., measuring the state itself, or indirect by entangling the state to an ancilla system first and then measuring the ancilla (using Neumark's extension [12] ). We describe Bob's measurement by an M -element POVM on the signal state:
Bob wants to establish a one-to-one correspondence between the measurement outcomes and the full set of signal states, one clearly needs M ≥ N . For M > N , the most simple scheme is obtained by grouping the POVM elements, for example, Bob could associate the measurement outcomes of Π 1 , . . . , Π k1 with the state ρ 1 . When considering the measurement outcomes only, the grouping can equivalently be described by the new POVM el-
The initial knowledge of about signal state can be represented by the statistical operator ρ = N j=1 η j ρ j , where tr(ρ) = 1. The probability that the measurement outcome is Π k when the state ρ j is sent is given by P (ρ j | Π k ) = η j tr(Π k ρ j ). The marginal over the label j of the input states,
gives the total probability of having measurement outcome Π k , and the marginal over the label k of the measurement outcome,
is just the prior probability of state ρ j . The mutual information,
quantifies how much information is shared between Alice and Bob through Bob's POVM measurement Π. We adopt the convention of denoting the random variable corresponding to the message sent by Alice and the message obtained by Bob's measurement by X and Y , respectively. The Shannon entropy of Alice's signal is given by H(X) = − N i=1 η i log 2 η i , and H(X | Π k ) is the conditional entropy of X, conditioning on the measurement outcome Π k . The accessible information between Alice and Bob is defined as the maximal mutual information attainable over all possible POVM measurements Π, i.e.,
The accessible information and the set of optimal measurements are known in closed form only for very few special cases, namely for a communication channel with pure binary states or with real-symmetric trine states [13] [14] [15] .
In general, the accessible information is usually obtained using numerical optimization methods [16] [17] [18] [19] . Holevo's theorem provides an upper bound on the accessible information in terms of the so-called Holevo quantity. Although the Holevo bound is asymptotically achievable when collective measurements on a large number of signals are allowed, it is very often not tight when considering measurements on just a single copy of the signal state [13, [20] [21] [22] . When Bob's POVM does not extract all possible information, he could, at least in principle, perform a sequential measurement on the post-measurement state from the first measurement to proceed further. Each POVM element corresponds to a general quantum operation with Kraus operator A k , where [23] . When the measurement outcome for Π k is obtained, the normalized post-measurement state ρ (k) j corresponding to Alice's state ρ j and the new prior probabilities are [24] 
To discriminate the post-measurement states, Bob then can perform any subsequent POVM of his choice. Bob's final message, described by the random variable Y (k) , solely depends on the outcome of the subsequent measurement, because the result Y of the first measurement is incorporated in the updated new prior probabilities {η
The corresponding accessible information for the set of postmeasurement states for the outcome Π k is denoted by
Then the accessible information of the subsequent measurement is given by
where the random variable Y corresponds to the collection of all possible outcomes for the subsequent measurement. As Y incorporates the outcome Y of the first measurement, I acc (X : Y ) is never smaller than the mutual information I(X : Y ) gained by the first measurement, i.e., I acc (X : Y ) ≥ I(X : Y ). Equality holds if and only if the post-measurement states are independent of the input state. Information-theoretic characterization.-The efficiency of a measurement Π in attaining information can be quantified by the fraction of information extracted, defined asĒ
The amount of extracted information is normalized by the total accessible information I acc (X : Y ) such that 0 ≤Ē ≤ 1. When information is not fully extracted by the measurement, i.e.,Ē < 1, part of the information can still be preserved in the post-measurement state and hence might be accessible via suitable subsequent measurements. Thus, we define the fraction of residual information that can potentially be extracted via subsequent measurements as
The residual information is bounded by 0 ≤R ≤ 1 −Ē.
The accessible information I acc (X : Y ) achievable by any multi-step protocol with a particular first measurement performed by the receiver cannot exceed the accessible information I acc (X : Y ) of the original signal states, thus, I acc (X : Y ) ≤ I acc (X : Y ). The first measurement does not destroy any information if and only if I acc (X : Y ) = I acc (X : Y ). Hence, we define the fraction of information destroyed as
which quantifies the reduction of accessible information due to the measurement Π. Combing the three partsthe fraction of extracted informationĒ, residual informationR, and destroyed informationD, respectivelywe have conservation of total accessible information,
Here, we choose to use the accessible information, which is computed in (3) via an optimization over all possible measurements, as the conserved quantity and to normalize other quantities by. When the accessible information is not known, we can replace I acc (X : Y ) by the mutual information for a sub-optimal measurement Π for the task at hand (such as the Helstrom measurement). Then the corresponding quantities will be defined in relation to Π. Examples.-In the following, we illustrate the significance of characterizing a quantum measurement byĒ,R, andD in the scenario of binary coherent-state discrimination, an important example for classical-quantum optical communication. For the discrimination of binary coherent states {|α , |−α } with a priori probabilities {η 1 , η 2 }, the well-known Helstrom measurement is not only the measurement that minimizes the average error probability but also the measurement that maximizes the mutual information [14] . Therefore, for such a given set of signals, the amount of accessible information I acc (X : Y ) is known, and it is less than unity owing to the intrinsic non-orthogonality among coherent states. Although the mathematical construction of the Helstrom measurement has been known for decades, it has not yet been experimentally realized due to limitations in both the experimental apparatus and receiver strategies [25] .
For discrimination schemes that use a two-element POVM {Π 1 , Π 2 }, including the Helstrom measurement, the measurement outcomes of Π 1 and Π 2 are associated with the signal states |α and |−α , respectively. The success probabilities for identifying the states are {p 1 = α|Π 1 |α , p 2 = −α|Π 2 |−α }, and the error probabilities for identifying the states are {r 1 = α|Π 2 |α , r 2 = −α|Π 1 |−α }. For priors η 1 and η 2 , the measurement outcome for Π 1 occurs with probability P Π1 = η 1 p 1 + η 2 r 2 = η 1 (1 − r 1 ) + η 2 r 2 , and for Π 2 with probability P Π2 = 1 − P Π1 . The mutual information extracted by this measurement is
where
gives the binary Shannon entropy for a binary random variable with distribution {x, 1 − x}. Thus, evaluating (10) at the minimum error probabilities r 1 and r 2 given by the Helstrom measurement yields the accessible information
. (11) The accessible information of the subsequent measurement I acc (X : Y ) can then be evaluated from a Helstrom measurement on the post-measurement states. The minimum error probability attainable by all Gaussian field detectors is achieved by the perfect homodyne receiver [26] . In the hard-decision scheme, a binary decision is made upon the sign of the measured quadrature. The corresponding POVM elements are given by Π 1 = ∞ 0 dx |x x| and Π 2 = 0 −∞ dx |x x|, where |x denotes the state with quadrature value x. The probability that a coherent state |α has a measured quadrature x using a balanced homodyne detector is | α|x | 2 = 2/πe
2 . The probabilities of error r 1 = r 2 = [1 − erf( √ 2|α|)]/2 are identical for the two signal states, and (10) gives the mutual information for this two-element POVM. The maximum mutual information attainable using a homodyne receiver is, however, only achieved by the soft-decision scheme regarding each measured quadrature value as a measurement outcome of the projector Π x = |x x| in the continuous space of quadratures. The hard-and soft-decision schemes yield the same average error probability, but the amount of extracted information with the soft-decision scheme is significantly larger than that with the softdecision scheme; see Fig. 1(a) . Since there is no access to the post-measurement state for such a homodyne re- The fraction of information extracted E (red), the fraction of information destroyedD (black), and the fraction of residual informationR (blue) are plotted against the mean photon number |α| 2 for the discrimination of binary coherent states {|α , |−α } with equal priors. The hard-decision scheme for the homodyne receiver (a) and PNRD receiver (b) is illustrated by the dashed curves, and the soft-decision scheme is illustrated by the solid curves. In (b), the dotted curves are plotted for the Kennedy receiver with displacement operation D(β = α). The schemes of the non-destructive implementation using an atomic receiver described in Ref. [27] are illustrated by (c) and (d). The data for the optimal scheme where the average error probability is minimized is plotted in (c), and (d) shows the von Neumann measurement scheme that unambiguously discriminates the signal state |α with a single measurement (solid curves) and two sequential measurements (dashed curves).
ceiver, the information that fails to be extracted is completely destroyed, i.e.,D = 1 −Ē.
Another class of popular schemes uses photon-numberresolving-detection (PNRD) receivers that discriminate coherent states by their photon statistics, which is a nonGaussian property of the field [28] [29] [30] . A displacement operator D(β) displaces the signal states {|α , |−α } to {|α + β , |β − α } before the signal is sent to the photonnumber-resolving detectors. In the hard-decision scheme, a binary decision is made upon whether photons are detected or not. In the Fock basis, the POVM elements corresponding to the two signal states are Π 1 = ∞ j=1 |j j| and Π 2 = |0 0|. The probabilities for wrongly identifying the states |α + β and |β − α are r 1 = | 0|α + β | 2 = e −|α+β| 2 /2 and r 2 = 1
respectively. The soft-decision scheme for the PNRD receiver fully takes into account each specific measurement outcome of the POVM given by projections onto all elements of the Fock basis: {Π j = |j j| : j = 0, 1, 2, . . . }.
The difference in the fraction of information extracted E between the hard-and soft-decision scheme is large for a very weak light field, and becomes smaller as the field amplitude |α| increases; see Fig. 1(b) . Similar to the homodyne receiver, the residual light field is completely destroyed by the detector, and henceD = 1 −Ē. The Neumark dilation theorem [12] enables the implementation of any two-element POVM by entangling the signal to a qubit ancilla and measuring the ancilla system. This process is described by
where U is the unitary entangling operation and |i denotes the initial state of the ancilla qubit in the Hilbert space spanned by the orthogonal basis {|1 , |2 }. The ancilla state is measured using projections Π 1 = |1 1| and Π 2 = |2 2|. The Helstrom measurement can be effectively implemented by optimizing the unitary operator U [31] . In practice, however, the set of implementable POVMs is limited by the choice of the physical ancilla and the available unitary operations/couplings between the field and the ancilla. Since the measurement is only on the ancilla, thus, non-destructive on the light state, additional information could be extracted by discriminating the post-measurement states {|ϕ 1 , |ϕ 2 } when the measurement outcome is Π 1 , or discriminating the postmeasurement states {|φ 1 , |φ 2 } when the outcome is Π 2 . Ref. [27] investigated the implementation of such nondestructive measurements with the Jaynes-Cummings interaction between the light signal and a two-level atomic ancilla. Effectively, the atom serves as a receiver where the information carried by the coherent state is transferred to and then measured. The information that fails to be extracted by this atomic receiver could still be preserved in the post-measurement light states. The optimal minimum-error discrimination strategy corresponds to initially preparing the atom in its ground state |g and, after its interaction with the light field, projecting it onto the equal superposition states of the ground and excited states {|1 = (|g − i|e )/ √ 2, |2 = (|g + i|e )/ √ 2}. The minimum error probability for this scheme can be extremely close to the Helstrom bound for weak coherent signals, i.e.,Ē is very close to unity when |α| 2 is small. Moreover, this scheme also fully preserves in the post-measurement states any information that has not yet been extracted, i.e., I acc (X : Y ) = I acc (X : Y ); see Fig. 1(c) . Hence, from the perspective of information theory, this discrimination scheme is completely nondestructive asD = 0 andR = 1 −Ē.
The implementation for schemes of the Kennedy type [32] , that unambiguously discriminate one of the signals, was also investigated in Ref. [27] using an atomic receiver. In order to unambiguously discriminate the state |α , the signal set is displaced by D(α) to {|2α , |0 }. If the atom, initially prepared in its ground state |g , is detected in the excited state |e , the decision that the signal state is |α can be made with certainty and no sequential measurement is needed. If the atom is detected in |g , more information can be extracted by subsequent measurements on the post-measurement state (for |α| 2 > 0). However, in this scheme, part of the information is destroyed due to the atomic measurement, and the accessible information cannot be fully recovered through any subsequent measurement, i.e., I acc (X : Y ) < I acc (X : Y ) as long asĒ = 0 and |α| 2 > 0; see Fig. 1(d) . The sequential measurement scheme for this unambiguous discrimination strategy has also been investigated, and a significant increment in the extracted information through subsequent measurements has been demonstrated as shown in Fig. 1(d) .
Discussion.-For the problem of quantum state discrimination, and in particular quantum receivers, one aims at gaining classical information from the quantum state. Our approach, based on mutual information, is not only directly linked to the capacity of the resulting classical communication channel, but allows moreover to quantify how much additional information could be obtained by subsequent measurements. It is the trade-off between the fraction of measured, residual and destroyed information that well characterizes the performance of a quantum measurement for state discrimination. The method can, for example, be used to analyze sequential measurement schemes for any number of signal states, or a multi-partite scenario with local measurements and classical communication of the measurement outcomes.
