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I. Introduction 
When the Space Shuttle was used as a low gravity 
platform 10 perfonn space research science. accelera-
tion data analysis and interpretation to characterize the 
reduced gravity environment were performed by one 
or two data analysts. Of course, the Space Shuttle low 
gravity missions were of very short duration (a mat-
ter of two weeks). Now, with the Intemational Space 
Station (ISS) in continuous operation. a vast amount 
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of acceleration data is collected daily. This presents a 
unique challenge to II dllta analyst. To tackle that prob-
lem, an artificial inte lligence monitoring system was 
designed to process. analyze and report Ihe resul ts of 
Ihe analysis in near real time on a continuous basis. 
The main objective was to develop an intelligent mon-
itoring syslem , which not only can classify incoming 
signal s into known pallerns, bUI al so identify the 
unknown ones. in near real time. The system was named 
the Microgravi\y Envi ronment Monitoring System 
(MEMS). As shown in Fig. I. it was designed to perform 
the fo llowing four tasks: 
I. Detect the current vibrating sources onboard the ISS 
in near real ti me (Source Deteclion). 
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Fig. 1. Microgravity Environment Monitoring System (MEMS) overall architecture. 
2. Classify known patterns (Pattern Classiﬁcation). 
3. Recognize unknown patterns (Pattern Recognition). 
4. Assess the level of conﬁdence associated with each 
vibrating source activation (Conﬁdence Determina­
tion). 
The MEMS extracts, analyzes, and interprets the most 
salient features of the low gravity environment onboard 
the ISS as data are downlinked from the ISS for pro­
cessing. It has three distinct features: 
1.	 On-line monitoring: Performs the task of identifying 
and assessing the impact of pre-deﬁned parameters 
associated with a speciﬁed system either in situ or 
remotely in real time. 
2.	 Off-line monitoring: Identiﬁes any unknown param­
eters or responses associated with a not well deﬁned 
or not well understood system either in situ or re­
motely in real time. 
3.	 Trend and prediction analysis: Performs sensitivity 
analysis and data mining for both pre-deﬁned 
parameters as well as newly deﬁned ones associated 
with a speciﬁed system. 
It is important to note that MEMS main focus is the 
vibratory regime, but some of the transient activities can 
be detected as well, depending on the disturbances time 
duration. 
2. Problem identiﬁcation and proposed solution 
At ﬁrst, the problem to be solved sounded simple 
enough: “identify in near real time, on a continuous 
basis, all active vibratory disturbance sources, at any 
time, onboard the ISS from the time domain acceleration 
data, which are being down-linked from the station”. 
However, once the myriad of other factors were ac­
counted for, complexity arose and soon the problem be­
came a very complicated one to deal with. Many factors 
were taken into account such as multiple sensors, multi­
ple science locations and vibratory disturbance sources 
throughout the ISS. In addition, each sensor can be 
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programmed to operate at different cutoff frequencies, 
which means that some disturbance sources will be mea­
sured by more than one sensor (depending on cutoff 
frequency). Due to the localized nature of the vibratory 
component, sensors locations must be matched with sci­
ence locations. Finally, not only must the system clas­
sify all the known vibratory sources, in near real time, 
but also it must recognize the unknown sources as well 
since the ISS is a new platform and is being built in 
increments. As such, some disturbance’s operating fre­
quencies might change from increment to increment and 
new ones will surface as new components are added to 
ISS. Thus, when all of the factors mentioned were taken 
into account, the problem to be solved became a com­
plex and difﬁcult one. As a consequence, several artiﬁ­
cial intelligence techniques were combined, each one to 
tackle a speciﬁc aspect of the problem. The soft com­
puting techniques used, consist of an adaptive pattern 
classiﬁcation (see Fig. 2) which is a hybrid of Koho­
nen’s Self-Organizing Feature Map (SOFM) [1], learn­
ing vector quantization (LVQ) [2,3], back propagation 
neural networks (BPNN) [4,5], and fuzzy logic [6,7]. 
Fuzzy logic and neural networks, the two major soft 
computing techniques, have very contrasting applica­
tion requirements. Fuzzy systems are appropriate if suf­
ﬁcient expert knowledge about the process is available, 
while neural systems are useful if sufﬁcient data are 
available or measurable. Furthermore, neural networks 
possess the ability to learn the input–output relation­
ship. A trained neural network provides instant input­
to-output mapping with reasonably good accuracy, but 
without knowledge representation. Fuzzy logic, on the 
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Fig. 2. APCR and fuzzy logic hybrid architecture. 
other hand, possesses the ability for knowledge repre­
sentation and inference, but has no capabilities for auto­
mated learning. Thus, fuzzy logic and neural networks 
compensate each other in terms of information process­
ing. 
3. Soft computing techniques description 
Due to the complexity associated with designing this 
system, three artiﬁcial neural network techniques [8,9] 
were combined (see Fig. 2) along with fuzzy logic. 
The principal goal of the SOFM algorithm, an unsu­
pervised learning technique developed by Kohonen, is 
to transform an incoming signal pattern of arbitrary di­
mension into a one- or two-dimensional discrete map. 
It is an unsupervised learning technique. The LVQ is a 
supervised learning technique that uses higher order 
information in order to improve the quality of the 
classiﬁer decision regions. The LVQ algorithm is a 
stochastic approximation algorithm. This algorithm is 
designed to minimize the possibility of misclassiﬁca­
tion since it learns to classify input vectors into the 
target speciﬁed by the user. Since these two techniques 
are used only to classify known patterns, a BPNN is 
used to identify patterns, which are not yet known 
to the system. Fuzzy logic is used to handle multiple 
sensors reading for the same disturbance and matched 
the reading with the science and vibrating disturbance 
source locations (when known) to determine which 
reading is more relevant to a speciﬁc location, using an 
index known as “degree of conﬁdence”, which varies 
from 0 to 1.  
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Fig. 3. ISS MEMS on-line processing architecture. 
3.1. Rationale for combining three techniques 
SOFM can group input vectors into several clusters, 
but cannot group clusters into class, nor can it group 
different clusters into the same desired target class like 
LVQ can. This feature (different clusters into the same 
target class) is very important for both the ISS struc­
tural modes and crew exercise events. The structural 
modes consist of several frequency components spread 
over a frequency band. The crew exercise has a simi­
lar signature with two distinct frequency domain com­
ponents (body rocking frequency and leg pedaling or 
footfall frequency). In addition, some vibrating sources 
exhibit harmonics of their fundamental frequencies. In 
this case, all the harmonics or the frequency band of a 
speciﬁc event can be lumped into that disturber target 
class. SOFM and LVQ cannot be used to identify new 
patterns (unlearned patterns), therefore, BPNN is used 
to detect the new patterns and store them in a database. 
Finally, when multiple sensors detect the same event, 
fuzzy logic is used to determine which sensor reading 
is more relevant to a speciﬁc experiment. 
In summary, BPNN is inserted in between SOFM and 
LVQ to recognize the unknown patterns, while SOFM 
and LVQ are used to classify the known patterns [10], 
as shown in Fig. 2. In addition, BPNN is used to keep 
SOFM in check in order to prevent it from misclassi­
fying patterns since one of the shortcomings of SOFM 
is the potential for misclassifying patterns that fall on 
the boundary between two clusters due to the fact that 
SOFM relies solely on Euclidean distance to assign pat­
terns to respective clusters. Fuzzy logic provides data 
fusion capability and conﬁdence level. The monitoring 
system is fully automated from data processing/analysis 
to ﬁnal decision as to what vibrating sources are ac­
tive, including degree of conﬁdence associated with the 
reported results. 
4. System on-line processing 
The on-line system [11] begins with the acquisition 
of acceleration data using the sensors [12] onboard the 
station, Fig. 3. The acceleration data received from the 
sensors are in time domain. They are, then, transformed 
to frequency domain by means of fast Fourier transform 
(FFT), from which the so-called power spectral density 
(PSD) is calculated. The PSD [13,14] is a frequency do­
main function, which is often used to indicate the dom­
inant frequency components present in the data. PSD 
analysis is performed on time series data to identify the 
relative magnitudes of sinusoidal signals that compose 
the series. The basis of this computation is the Fourier 
transform [15], which gives an estimate of the distribu­
tion of power with respect to frequency in the acceler­
ation signal, and it is used to identify and quantify the 
vibratory components of the acceleration environment. 
The major peak values, Fig. 4, of PSD in the fre­
quency domain represent the operating frequencies of 
the different vibrating sources, which are to be detected 
by the monitoring system in order to identify the vi­
brating sources. MEMS uses the PSD data to detect 
the characteristic frequency of each disturbance (or pat­
tern) using a peak detector algorithm in order to classify 
all incoming learned patterns. All unknown patterns are 
handed over to the off-line mode of MEMS for further 
analysis. 
For each detected relevant peak, MEMS uses the 
modiﬁed Parseval theorem to estimate the RMS accel­
eration, from which the acceleration magnitude level 
from the time domain is calculated, for each detected 
frequency. For each pair of acquired parameter detected 
(frequency and acceleration), MEMS uses SOFM to 
assign the pair to its proper cluster after further veriﬁ­
cation performed by BPNN. If no match is found (not a 
known pattern), the cluster is transferred to a database 
reserved for unknown patterns for further analysis 
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Fig. 4. Power spectral density (PSD) vs. frequency. 
(off-line analysis). Once the pair is afﬁrmed, SOFM, 
sends it to LVQ, which classiﬁes the pair as well as 
matching the value (frequency and acceleration) of the 
pair with the name of the pattern (for example, fan or 
pump) in the known database. Once, the name of the 
pair is identiﬁed, the fuzzy logic process takes over to 
determine the degree of conﬁdence associated with the 
detected pattern pair. The result is sent to the web, which 
can be viewed in near real time using the graphical 
displays shown in Figs. 5 and 6. Fig. 5 shows a screen 
capture of the actual MEMS in the on-line mode opera­
tion. In Fig. 5 the small rectangle (the ﬁrst one from the 
top) is a drop down menu, which lists the different sen­
sor heads available. In this case, sensor number 121f04 
was selected. Science teams can select the sensor that 
is most closely located to their science since that sen­
sor will report the most accurate/relevant acceleration 
magnitude levels for that speciﬁc experiment. The sec­
ond rectangle, moving downward, tells the viewer the 
current ISS increment. In this case, this screen was 
captured during ISS increment 9. The next block in­
dicates that the ISS was in non-microgravity mode. 
Since the ISS is still in the assembly phase, there is no 
microgravity mode [16] allocation yet. The next block 
indicates the current day and time in GMT and also the 
current communication status of ISS with the ground. 
In this case, it indicates that ISS is in a loss of signal 
(LOS), which means that ISS is not or cannot downlink 
data at that moment since there is no satellite coverage. 
Once there is satellite coverage (i.e., communication 
with the ground), the LOS will switch to acquisition of 
signal (AOS), Fig. 6. At that time, the graphical display 
will start updating every 20 s. The next block of Fig. 5 
Fig. 5. ISS MEMS real-time displays for increment 9 during an LOS segment. 
Fig. 6. ISS MEMS real-time displays for increment 11 during an AOS segment. 
indicates which vibratory disturbance is being detected. 
For example, SKV_air_conditioner is a Russian air 
conditioner. Source_9 or Source_11, for example, in­
dicates that disturbance was detected, but the disturber 
has not been yet identiﬁed—still unknown to the sys­
tem. (This identiﬁcation process will take place as part 
of the off-line mode. Once this disturber is identiﬁed, it 
will be added to the database, therefore it will become 
known to the system. Once that is done, next time it is 
detected again, the correct name will be used instead of 
Fig. 7. Pop up window showing location of sensors on ISS. 
the word “Source_x”, just like SKV_air_conditioner.) 
The next block indicates the sensor that is reporting this 
reading. If it is clicked, a window pops up, showing 
the location of the sensor reporting the current read­
ing, Fig. 7. The next one is the degree of conﬁdence, 
which goes from 0 to 1 for all three axes of the sensor. 
A degree of conﬁdence of 0 means that the system is 
not at all conﬁdent that this disturber is active, while 
a value of 1 means that the system is very conﬁdent 
that the disturber is active and probably located much 
closer to the sensor reporting that reading than all of 
the other sensors available. Note that a different level 
of conﬁdence reading will be shown for each axis due 
to the nature of the vibratory regime. This is due to the 
fact that a disturber energy content will most likely be 
distributed unequally amongst the three axes. If any 
of the three axes (X, Y or Z) associated with a speciﬁc 
disturber is clicked, a window pops up showing a log 
for that disturber. Once a disturber is detected, a log is 
automatically created, which keeps useful information 
such as the name of the disturber, the activation time of 
the disturber, the average and maximum amplitude, the 
frequency and how long the disturber has been active. 
In the event the disturber has just been de-activated, the 
log contains the deactivation time or event ending time, 
Fig. 8. Such a log is very useful to science teams when 
analyzing and interpreting their science data since the 
log gives them a simpliﬁed record of the environment 
their experiments were exposed to. Knowing the sensi­
tivity of their experiments, the science teams can com­
pare the activity log of a disturber with any unexplained 
trend they might come across while analyzing their data 
Fig. 8. Example of a log content for an active disturber. 
to see if such an event correlates with the time segment 
they are concerned with. If this log is used appropriately 
by science teams, it has the potential to accomplish 
the same function, which had been done in the past by 
a low gravity environment characterization analyst, 
albeit it should be used mainly for the vibratory and the 
transient (dependent of time duration) regimes. The last 
block (Duration) keeps track of elapsed time when the 
disturber was detected or activated for all three axes. 
Fig. 5 shows no data for that entry because the ISS was 
in LOS, therefore no data were being downlinked due 
to lack of satellite coverage. Fig. 6, however, shows the 
time when each disturber was detected by the system as 
being active on ISS. The elapsed time starts in seconds 
and then switches to minutes as time increases. 
5. System off-line processing 
The PSD data for each sensor are continuously ana­
lyzed. As a result, the detected disturbers are classiﬁed 
as known and unknown patterns. In the off-line mode, 
Fig. 9, the system identiﬁes and veriﬁes the patterns, 
which are unknown to the on-line mode (patterns which 
have not yet learned by the on-line mode). The on-line 
mode acquires the pattern and then hands it over to 
the off-line mode for further processing. This relieves 
the on-line mode from doing any more guesswork, but 
instead to focus on its main task, which is to identify 
the learned patterns. Once the hand-over is done, the 
off-line mode works in the background. It stores certain 
features of the unknown pattern such as frequency, 
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Fig. 9. ISS MEMS off-line processing architecture. 
acceleration level, time and date the event was identi­
ﬁed to a database. 
Generally speaking, a Kohonen’s SOFM is designed 
to perform two tasks: (1) to establish a speciﬁed 
number of clusters and their centers without supervis­
ing, and form a SOFM, (2) to classify input patterns 
according to the established clusters. The ﬁrst task is 
accomplished by dividing the given input space into the 
speciﬁed number of clusters based on equal Euclidean 
distances between any two consecutive cluster centers, 
and then forms the feature map. However, in doing so, 
no control can be exercised over the values of clus­
ter centers. In this work, the exact values of cluster 
centers are the nominal values of frequency and ac­
celeration established by an extensive study from the 
off-line database. Therefore, there is no need to train a 
SOFM to establish new cluster centers. In other word, 
no off-line training is required or needed. In essence, 
the main MEMS uses the second feature of SOFM in 
conjunction with LVQ to classify patterns. However, an 
off-line database is required for the continuous learning 
of the intelligent system. This is the database that was 
created using the unknown patterns collected by the 
on-line mode and stored by the off-line mode. After the 
accumulation of a number of new unknown patterns in 
the database, the MEMS on-line database is updated so 
that it can now recognize the newly updated patterns 
(formerly known as “unknown patterns or disturbers”). 
6. Off-line trend analysis and prediction 
The MEMS off-line database can be searched based 
on an ISS speciﬁc increment, such as ISS increment 
9—an increment usually lasts about 6 months. It is 
dictated by crew rotation on ISS [17]; speciﬁc dis­
turber, such as Avionic Air Assembly (AAA) fan; spe­
ciﬁc sensor head, such as 121f03; speciﬁc frequency, 
such as 23.4 Hz; speciﬁc sensor axis, such as X-axis; 
speciﬁc ISS operating mode, such as microgravity or 
non-microgravity. Or a search can be made for a combi­
nation of all the parameters just mentioned. With such 
ﬂexibility, science teams can specify a disturber or a fre­
quency that an experiment is sensitive to, then perform 
a search over the entire period that experiment was op­
erational onboard the ISS. The database will generate a 
graphic showing how often the speciﬁed disturber was 
active during that increment or increments and the max­
imum acceleration magnitude levels during the speci­
ﬁed time. A frequency-based analysis can be performed 
as well for a disturber to determine how much that dis­
turber is deviating from its original operating frequency. 
This can give indication of potential wear and tear of that 
rotating machinery. Many other usages can be made of 
this capability in terms of system self-learning or adap­
tive learning as well as remote system health monitor­
ing and system off-nominal condition reporting. Fig. 10 
shows an example of an off-line sensitivity analysis 
or health monitoring. Three disturbers where cho­
sen at random (SKV_air_conditioner, Source_11 and 
Source_13) for the X-axis of sensor 121f03 for in­
crement 7. In this case, the frequency option was not 
chosen, but rather the disturbers were speciﬁed. Also, 
the maximum magnitude levels were chosen (average 
magnitude levels can be requested as well). Fig. 10 
shows the three disturbers maximum magnitude levels 
during the period for increment 7 when they were ac­
tive. The Y -axis for this graphic represents magnitude 
level, in 10−6 g, while the X-axis represents time, in 
hours. The blue trace is the maximum magnitude for 
disturber Souce_13 (an unknown disturber at that time) 
for the six months period of increment 7. It clearly 
shows that disturber exhibits an inconsistent signa­
ture in terms of magnitude levels during that period. 
Speculation is that it could be a fan that has multiple 
operating frequencies and therefore the load varies 
dependent on the condition within the environment, 
which in turn affects the magnitude levels. It should be 
pointed out that a set of data was collected by the same 
sensor; therefore sensor location has no inﬂuence on 
the magnitude levels. The green trace is for the SKV 
air conditioner located in the Russian module of ISS. 
As can be seen, the maximum magnitude levels are 
consistent (very little variation), except in a few cases. 
One would expect the response to be so, otherwise that 
would indicate that there might be some problem with 
that system since the SKV has a well-deﬁned operating 
Fig. 10. Example of an off-line sensitive analysis display. 
frequency (23.4 Hz). Another thing to notice is the fact 
that the SKV air conditioner was on throughout that in­
crement, which is almost always the case since it is used 
for crew comfort. The red trace is for another unknown 
disturber during that increment. Again, the magnitude 
levels for this unknown disturber were consistent during 
the time period of its activation. It was activated only 
one-third of the time during the increment. Speculation 
is that it could be part of an experiment. 
The user can zoom in and out of any selected part 
on the traces to highlight a speciﬁc span of time to see 
more detail information, it may be for only one day 
or 30 days at a time. Again, multiple increments can 
be crossed reference for one or multiple disturbers and 
for one or multiple sensors as well as multiple sensor 
axes. This is a very powerful tool for sensitivity anal­
ysis and system health monitoring and for knowledge 
and features extraction from large amount of data. This 
artiﬁcial intelligence monitoring system processed and 
analyzed about 3 terabytes of acceleration data during 
the low gravity environment characterization period of 
ISS for increments 2–11. 
7. Summary 
The MEMS has demonstrated its capability to auto­
matically detect the vibratory disturbance sources, to 
correctly identify and classify them. The adaptive pat­
tern recognition and classiﬁcation approach presented 
here has the ability to recognize and classify known 
and unknown patterns, as well as preventing possible 
patterns misclassiﬁcation. The two-dimensional pattern 
(acceleration and frequency) features used gives SOFM 
an extra dimension, which lessens to some degrees the 
potential of pattern misclassiﬁcation. Fuzzy logic is 
used to exploit the tolerance for imprecision, uncertainty 
and partial truth, along with the experience of the human 
experts (by means of fuzzy logic rules), to make intel­
ligent decisions as to what vibrating sources are more 
relevant to a speciﬁc sensor, while neural networks are 
used to provide very accurate input–output mapping. 
The artiﬁcial intelligence monitoring system discussed 
in this paper can monitor both in situ and remotely, in 
real time any change within a deﬁned environment, it 
may be a biological or a physical system. The moni­
toring system demonstrates that it can extract speciﬁed 
parameters, measure, monitor, analyze and interpret pa­
rameters deviations impact on a somewhat deﬁned sys­
tem in real time either locally or remotely. Finally, the 
system can be used for data mining and sensitivity anal­
ysis for both pre-deﬁned parameters as well as newly 
identiﬁed ones associated with the system under study 
or being monitored. 
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