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New thin-film solar cell materials and a greater understanding of their properties
are needed to meet the urgent demand for sustainable, lower-cost and scalable pho-
tovoltaics. Computational techniques have been used to investigate Cu2ZnSnS4,
CuSbS2 and CuBiS2, which are potential absorber layer materials in thin-film pho-
tovoltaics. Their low cost, low toxicity and their constituent’s relative abundance
make them suitable replacements for current thin-film absorbers, which are CdTe
or Cu(In,Ga)(S, Se)2 based systems. Firstly, we have used hybrid Density Func-
tional Theory (DFT) calculations to study CuSbS2 and CuBiS2. We calculate band
gaps of 1.69 eV and 1.55 eV respectively, placing CuBiS2 within the optimal range
for a viable absorber material. The density of states for both these materials indi-
cate that formation of electron hole charge carriers will occur in the Cu d10 band.
Consequently, photoexcitation leads to the oxidation of Cu(I). Secondly, we have
derived interatomic potentials which describe the complex structure of Cu2ZnSnS4
accurately. We find that the Cu/Zn antisite defect represents the lowest energy
form of intrinsic defect disorder. For these antisite defects, we find a preference
for small neutral defect clusters, which suggests a degree of self-passivation exists.
Investigations of Cu-ion transport find V ′Cu migration is possible via a vacancy hop-
ping mechanism. There are pathways which can be connected to give 3D long-range
diffusion. Investigations of the Cu/Zn site disorder in Cu2ZnSnS4 find that configu-
rations which are kesterite-like will dominate synthetic samples. However, perfectly
ordered kesterite will not be formed due to entropic effects. The simulations indicate
the stannite and stannite-like polymorphs are less favourable, and can only account
for ≈2.5% of a sample. Investigations of the surfaces of Cu2ZnSnS4, suggest that
the vast majority of the low index surfaces are dipolar and that only the (1 1 2), (0
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Currently humanity is reliant on the combustion of fossil fuels for the majority of
global energy generation. In recent decades this dependence has become a cause for
considerable concern. This is primarily due to the fact that supplies of fossil fuels
are limited, a desire for security of energy supply and concerns about global climate
change as a result of continued CO2 emissions. Clearly there is a pressing need to
break our dependence on fossil fuels by restructuring our energy generation infras-
tructure, so that we can provide energy which is both “clean” and “sustainable”.
Breaking the dependence upon fossil fuels is therefore one of the principal challenges
of the 21st century. It will necessitate greatly increased use of renewable energy
technologies. A range of such technologies already exist. Wind, solar, hydroelectric,
tidal and geothermal power generation have all been commercialized. However,
to date they provide a small fraction of our total energy production. All current
technologies will need to be developed further in order to move away from fossil fuel
generation. It is hoped that the development of photovoltaic solar power technology
will contribute significantly to this shift.
Photovoltaics have several advantages over competing forms of renewable energy
technology. Firstly they have a comparatively high energy production density[1],
and are also relatively easy to integrate into urban environments, which is helped
by the fact that their operation is silent and they are less obtrusive than wind
turbines. Photovoltaics also require less maintenance than other technologies due
to the lack of mechanical motion.
Photovoltaic technology does have limitations, with two main problems impairing
their wide spread adoption.
(i) The efficiency of mass produced photovoltaic cells leaves considerable room for
improvement.
1
(ii) The high cost of the cells, both in energy and economic terms.
For photovoltaics to contribute significantly towards energy production, new designs
and materials for photovoltaics need to be developed. These photovoltaics will need
good efficiency (≥10%)[2] but primarily they will need to be relatively inexpensive
and easy to mass produce.
Further progress in these technologies requires the development of new materials
which are able to confer performance and economic advantages. Therefore fun-
damental materials research is key, as only with a detailed understanding of the
current materials and the processes which lead to their functionality will further
improvement be possible.
1.2 Historical Development of Photovoltaic De-
vices
Photovoltaic devices or solar cells are photo-electrochemical devices which directly
convert the energy of photons incident upon them into useful electrical power. It
is important to distinguish them from solar thermal panels which use the thermal
energy provided by the sun to heat water for domestic use, and from concentrating
solar thermal power which extends this concept to commercial energy generation by
using mirrors to focus light in order to vaporize water and spin a turbine yielding
electricity.
The development of photovoltaics began in 1839 with the discovery of the photo-
voltaic effect by Bequerel[3], who observed that light incident upon a silver coated
platinum electrode placed in electrolyte caused an electric current to flow. It was
then 37 years until this effect was demonstrated in the solid state by Adams and
Day[4]. In 1876 they found that when selenium was contacted with metal electrodes,
a rectifying junction was formed which spontaneously generated a current when ex-
posed to light. In the years that followed the photovoltaic effect was demonstrated
in a range of solid state systems including the sulphides of lead and thallium. How-
ever the action of these early photovoltaics was not understood until the work of
Goldman and Brodsky identified that the rectifying action was due to the presence
of a barrier which restricted the flow of charge carriers[5].
The development of solid state photovoltaics did not progress significantly until the
1950’s when developments in semiconductor technology as a result of the microelec-
tronics industry led to the production of the first solar cells based upon crystalline
silicon wafers. These first generation photovoltaics exploit the specialized electronic
effects which are exhibited when a junction between p-type and n-type materials is
created.
2
1.2.1 Operation of p-n Junction Solar Cells
Control over materials’ properties is sometimes achieved by the deliberate introduc-
tion of impurities whose presence significantly alters the physical, chemical or elec-
tronic behaviour of the material. This process is known as doping and is a common
tool used to control the properties of semiconductors such as silicon. The addition
of dopants replaces atoms/ions from the host lattice with dopant atoms/ions. In
semiconductors aliovalent dopants (dopant ions which possess a charge different to
that of the host which they replace) are used to change electronic properties.
Taking the example of doping Si; donor dopants such as P can be introduced to
dramatically increase the conductivity of the silicon. When undoped, the conduc-
tivity is relatively low as the charge carriers are thermally excited electrons. Adding
small amounts of donor dopants increases the conductivity dramatically as the ex-
tra electron(s) partially fill(s) the conduction band. Materials doped in this way
are referred to as n-type as the majority charge carriers are negative (electrons),
but it is important to note that the material remains charge neutral. If acceptor
dopants are introduced (in the case of Si, B or Al are often used) then not only is the
conductivity increased but the nature of the charge carriers changes. Acceptor dop-
ing introduces electron-holes into semiconductors, which have an effective positive
charge and consequently materials doped in this way are known as p-type.
When an n-type and a p-type material are placed in contact with one another,
charge carrying species of both types diffuse across the junction in an attempt to
level the concentration gradient of electrons, Figure 1.1. There is an excess of
electrons in a n-type material relative to the p-type so when the two are connected
electrons flow from the n-type material, across the junction into the p-type material.
Simultaneously the holes are diffusing in the opposite direction. As the electrons
and holes diffuse across the junction they come into contact with each other and
recombine. This means that near the junction there is a section of the material
in which the concentration of charge carriers is greatly reduced. This region has a
variety of names. In the context of this explanation it makes sense to refer to it as
the depletion layer/region but it is also commonly referred to as the space-charge
layer/region. Due to the loss of charge carriers as a result of recombination the
crystal in the depletion layer is left with a charge. The n-type half of the depletion
layer has lost a portion of its electrons so now bears a positive charge, and the p-type
half has gained extra electrons which have filled the holes and now bears a negative
charge. The presence of these two charged regions sets up an electric field which
acts across the junction. The strength of this electric field is key to the operation
of a solar cell as its strength determines the maximum voltage for the cell, the open
circuit voltage (Voc), typically in the range 0.5-1.0 V.
When layers of p-type and n-type material are combined together along with a set
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Figure 1.1: Schematic showing the creation of the depletion region in three stages.
Stage (a) shows isolated p-type (black) and n-type (green) materials which contain
mobile charge carriers; electron-holes (white) and electrons (blue) respectively. In
stage (b) the p-type and n-type materials are contacted and a proportion of the
charge carriers recombine. This recombination creates the positive (red) and nega-
tive (blue) sections of the depletion region shown in stage (c).
of electrical contacts and a substrate to provide mechanical support, we have the
makings of a solar cell. Figure 1.2 shows the structure of a typical thin-film solar cell.
When the solar cell is irradiated, the incident photons pass through the transparent
n-type window and buffer layers, and then enter the p-type absorber layer. Photons
whose energy is in excess of the material’s band gap generate photo-excited electrons
and an associated electron-hole when they are absorbed. The electric field which
exists across the junction separates the electron and hole by inducing the excited
electron to diffuse across the junction into the n-type material. Once this separation
has occurred the only way in which the excited electron can recombine with a hole
is if it travels around an external circuit, and in doing so it provides useful current.
1.2.2 Shockley-Queisser Limit
There are a range of unavoidable losses which limit the efficiency of solar cells
dramatically. The magnitude of these losses was first calculated for a limiting the-
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Figure 1.2: A cross-sectional schematic of a thin-film solar cell, showing the layers
of which it is comprised. A Cu2ZnSnS4 (CZTS) absorber layer is shown. However,
devices based around CIS/CIGS absorbers retain the structure shown.
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oretical case by Shockley and Queisser in 1961[6]. They referred to the limit as the
“detailed balance limit of efficiency”, but subsequently it is commonly referred to as
the “Shockley-Queisser” limit. Shockley and Queisser calculated the efficiency limit
for a single junction cell to be ≈30%. This value is subject to small changes as it is
dependent on the magnitude of the material’s band gap, but this limit is the result
of three main loss processes, as follows:
(i) Recombination losses
For photo-excited electrons to provide useful work they must be separated from
the concurrently created electron-hole and forced to pass around an external
circuit. This is not always the case. In most solar cell absorber materials the
rate of hole transport is significantly slower than that of electron transport.
Therefore it is possible for an excited electron diffusing towards the junction
under the influence of the electric field to encounter a hole, from a separate
excitation, travelling in the opposing direction. When this occurs the excited
electron and hole recombine, and the potential for useful power resulting from
that electron is lost. This effectively de-couples irradiance intensity from a cell’s
power yield because as the irradiance intensity is increased the probability that
excited electrons will encounter holes whilst diffusing to the junction increases.
Materials which have faster hole transport are less susceptible to this limit.
Therefore GaAs based cells are compatible with solar concentrators. These
use mirrors to focus light onto the device increasing the irradiance intensity.
This approach is not cost effective for silicon or thin-film cells as with increased
irradiance this recombination effect dominates.
(ii) Black-body radiation
All matter not at absolute zero emits black-body radiation. A portion of the
energy incident upon a photovoltaic device will be re-emitted as black-body
radiation which cannot be utilized by the cell. As the intensity of black-body
radiation is related to the temperature of the material, the temperature of the
cell is inversely proportional to its performance. As the cell is warmed by the
radiation source, the losses due to the cell’s black-body radiation increase.
(iii) Spectral losses
The sun emits photons with a range of energies. However when photovoltaics
absorb solar radiation they can only absorb a certain portion of this spectrum.
Photons whose energy is insufficient to promote an electron from the valence to
conduction band are not absorbed. While other photons have energies in excess
of the band gap this excess energy is not useful for electrical power production
as it is lost to thermalisation, heating the cells and exacerbating the losses due
to black-body radiation, which are described above. Clearly a material’s band
gap is a key parameter determining the potential efficiency of a solar cell. If
the band gap is wide, less energy will be lost to thermalisation. However, a
greater proportion of the spectrum will not be absorbed at all. If the band
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gap is narrow, then the majority of incident photons will be absorbed, but
each photon will only deliver a small amount of energy. A compromise must
be sought and for single-junction solar cells the optimum band gap is 1.5-1.2
eV[2, 7].
(iv) Other losses
The losses described above are not the only ways in which real photovoltaics
lose efficiency. Electrical losses in cables and due to the sheet resistance of
window layers as well as current leakage to module supports represent some of
the other major areas of concern.
1.2.3 Strategies to Raise the Shockley-Queisser Limit
While it is not the focus of this work, it should be noted that there are several
interesting and ingenious strategies which aim to raise the maximum efficiency of
photovoltaic devices.
The first is multi-junction photovoltaics which are effectively a stacked array of
solar cells with varying band gaps. The cells with the widest band gap are closest
to the irradiation source so that the high energy photons are “creamed off” and
those which do not have sufficient energy continue on to the next cell which has
a narrower band gap. Multi-junction cells are able to achieve higher efficiencies
than single-junction devices with a theoretical maximum of ≈76% and a current
record of 43.5 ± 2.6%[8]. However they are complex and expensive to produce and
consequently are only used in space operations e.g. for powering satellites where the
need for efficiency outweighs the extra cost.
Another interesting approach is the use of up/down-shifting films which are added as
an extra layer on top of a single-junction cell. In up-shifting films the energy of two
low energy photons (which individually do not possess energy in excess of the band
gap) is combined together and a photon of higher energy is emitted. This higher
energy photon has sufficient energy to be absorbed by the cell. In down-shifting
films high energy photons are split into two photons of lower energy. Provided these
can still be utilized, it allows the generation of two photo-excited electrons from one
incident high energy photon. Unfortunately both these approaches are still being
developed, and stringent encapsulation will be needed to avoid the quenching effect
of O2 ruining the effectiveness of up-shifting films[9].
1.2.4 Non-silicon Solar Cells
It has already been noted that the major advances in solar cell technology came
with the introduction of crystalline silicon solar cells. The growth of the micro-
electronics industry impacted greatly on the development of these cells. However,
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there are some significant problems with silicon-based solar cells. Arguably, the
most important are the limited opportunities for cost reduction. As silicon has an
indirect band gap its absorption coefficient is relatively weak and so comparatively
large amounts of material are needed in order to absorb the majority of incident
photons. Also the purity of silicon required is extremely high as the key electronic
effects for photovoltaic action result from doping. Hence even small quantities of
undesired impurities can dramatically degrade material performance. The necessity
for premium silicon purity increases cost as the processes needed to remove impu-
rities present in feedstocks require high temperatures and high vacuum pressures.
The result of these issues is that ≈50% of the photovoltaic module cost is attributed
to the silicon wafers[2].
The limitations in cost reduction potential described above have led to the develop-
ment of several alternative types of solar cell. The most closely related class, and
the one which will be the focus of this work, is that of thin-film photovoltaics.
Although not the focus of this thesis, two other technologies of current interest
include:
Dye-sensitised solar cells. These split the roles of light absorption and charge trans-
port. Energy conversion is achieved through light-induced electron transfer from dye
molecules (typically Ru-based) to their semiconducting substrate (typically anatase-
TiO2), with subsequent collection of the injected charge carriers. Dye-sensitised so-
lar cells promise to be inexpensive to mass produce. However currently they suffer
from low efficiency and stability problems relating to the need for encapsulation.
Examples of relevant literature include references [10–14].
Organic photovoltaics (OPV). This emerging class of photovoltaics is based on poly-
mer/fullerene blends or halogen-doped organic crystals. It is facile to form inter-
penetrating polymer networks which greatly reduces the carrier path length needed
to access the junction. The ability to functionalise the polymers gives great control
over the electronic and material properties. Such cells could become easy to mass
produce and cheap, as well as being mountable on flexible substrates. However
like dye cells OPV currently suffer from low efficiency and problems with stability.
Examples of relevant literature include references [15–23].
1.3 Thin-film Photovoltaics
The term thin-film photovoltaics covers a range of photovoltaic device structures.
The majority of these are silicon-free, with the exception of amorphous-silicon de-
vices. As our focus is on the development of materials which enable a move away
from silicon, we only consider the established thin-film technologies based on CdTe
and Cu(InGa)(SSe)2 alongside the emerging technologies stemming from the use of
the materials Cu2ZnSnS4 (CZTS), CuSbS2 and CuBiS2.
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Silicon-free thin-film photovoltaic devices are based on the use of semiconducting
p-type absorber materials which have a direct band gap and associated strong ab-
sorption coefficient. The operation of a thin-film cell is analogous to that of a silicon-
based device and is shown in Figure 1.2. The principal advantage that thin-film cells
have over silicon is that the higher absorption coefficient reduces the thickness of
the absorber layer which helps to reduce materials’ costs. Also, thin films are much
more resilient to the presence of defects than silicon. This reduces the need for
energy intensive and costly purification processes, again helping to reduce costs.
Currently there are two non-silicon-based thin-film technologies which are dominant:
Chalcogenide-based cells, where the absorber is a doped variant of CuInSe2 (CIS),
and cells which use CdTe as the absorber layer.
1.3.1 CdTe Based Cells
CdTe cells initially utilized n-type CdTe in conjunction with either In or Cu2Te,
as it is difficult to form p-type CdTe with doping[24]. However, this arrangement
was eventually replaced with a p-type CdTe combined with n-type CdS. Steady
improvements in CdTe cells have led to efficiencies >17%, which are achieved with
polycrystalline samples. It is thought that grain boundaries can actually facili-
tate the collection of photo-excited charge carriers rather than acting as centres for
recombination[25].
Industrially, CdTe-based solar cells benefit from inexpensive constituents and from
the fact that modern fabrication techniques make production of moderately efficient
cells comparatively facile. Large scale investment by First Solar has driven the cost
of electricity produced by CdTe cells down to $1/W. However, heavy investment
in the scale up of silicon technologies in Asia has significantly impacted on the
competitiveness of CdTe[26].
1.3.2 Cu(In,Ga)(S,Se)2 (CIGS) Based Cells
The structure of the I-III-VI semiconductor CuInSe2 is similar to that of the cubic
zinc-blende form of the II-VI binary sulphide ZnS. In Zinc Blende ZnS, the group
II and group VI ions form two inter-penetrating fcc networks, which leads to both
the cations and anions being in a tetrahedral coordination. In the I-III-VI materials
such as CuInSe2 the replacement of two group II ions with a pair of group I and III
ions means that there are a variety of possible structures which result from different
cation ordering schemes. There are two configurations which are favoured, as they
maintain local charge neutrality by ensuring that each anion bonds to two group I
and two group III cations. The chalcopyrite structure, which is adopted by CuInSe2
(shown in Figure 1.3), in which the group I and III ions are arranged in alternating
9
Figure 1.3: The structure of CuInSe2, showing Cu (light green), In (dark green) and
S (yellow).
planes parallel to the (201) direction, and the structure of CuAuSe2, in this case the
group I and III planes are aligned with the (001) direction.
The use of chalcogenide-based materials in solar cells was first studied by Wagner et
al.[27], quickly followed by the work of Kazmerski et al.[28–30]. It was initially
thought that the system’s complexity would hinder its development. However,
chalcogenide-based cells have proved to be very successful, and efficiencies >20%
have been achieved. This is in part due to the doping of pure CuInSe2 with Ga
x
In
/ AlxIn and S
x
Se to form Cu(In1−xGax)(Se2−ySy) (CIGS). The introduction of these
dopants allows tuning and gradation of the material’s band gap. Addition of Ga
narrows the band gap, whereas inclusion of S to replace Se widens the gap. It is
difficult to achieve a homogeneous addition of Ga into CIS films. It is therefore
common for CIS films to be Ga poor at the “top” of the layer, near the junction
and for the concentration to increase towards the “bottom” of the cell. It is also
common for the distribution of S to be non-uniform. However, in this case the films
are S rich near the junction.
As we have noted, these dopants affect the band gap and this non-uniformity in
their distribution leads to a gradation of the band gap from top to bottom of the
material. This helps the performance of the cell as higher energy photons at the top
of the cell do not lose as much of their energy to thermalisation as would otherwise
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be the case, and some lower energy photons that would normally not be absorbed
are collected in the Ga rich region[2].
1.3.3 The Need for New Thin-film Materials
The CdTe and CIGS based technologies have developed the field of thin-film photo-
voltaics. However, there are significant materials’ cost and availability constraints
with both technologies, and it is thought that these will hamper the widespread
deployment of these thin-films in the long term.
Figure 1.4 shows the price and abundance in the earth’s crust of a range of ele-
ments which are relevant for photovoltaics. One of the most notable features is the
scarcity of Te. The limited supply of this element, which is essential to CdTe based
cells means that while these cells are currently inexpensive it will be impossible to
deliver them in sufficient quantity to provide a step-change in photovoltaic energy
production.
Turning now to the case of Cu(InGa)Se2 based cells, Figure 1.4 shows that the prices
of In and Ga are comparatively high. This is due not only to their scarcity but to
their utility in a range of electronics and microelectronics applications. The price
of these elements contributes considerably to the cost of CIGS based solar cells and
limits the potential for cost reduction, which will be needed to enable photovoltaics
to be deployed ubiquitously.
In order to meet the demand for increased photovoltaic solar power, new materials
are needed which are both inexpensive and sustainable/scalable. This work aims to
investigate the fundamental properties of some candidate compounds, specifically
the band gap of CuBiS2 and CuSbS2 as well as the favourability of ion migration
and the extent of polymorphism in Cu2ZnSnS4.
1.3.4 Ternary Cu−Bi−S and Cu−Sb−S Based Materials
There are a range of ternary copper sulphide based semiconductor materials[31–40]
which are under investigation as possible replacements for CuInSe2 in thin-film solar
cells. This is due to their appropriate band gaps and high absorption coefficients,
in conjunction with the fact that they are comprised of inexpensive and non-toxic
materials. There are a number of stoichiometries of the Sb and Bi containing copper
sulphides which are of interest:
CuSbS2 (chalcostibite) and its Bismuth analogue CuBiS2 (emplectite), which are
isostructural (orthorhombic space group Pnma). The structures (shown in Figure
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Figure 1.4: Abundance in earth’s crust (upwards) and cost (downwards) of a range of
elements relevant to photovoltaics. Note the use of logarithmic scales. (Reproduced




Figure 1.5: Structure of the ternary copper sulphide based PV materials CuBiS2
and CuSbS2 showing; Bi (pink), Sb (grey), Cu (blue) and S (yellow).
1.5) are composed of square pyramidal MS5 units (M = Sb/Bi) which edge-share
to form continuous MS2 units aligned with the b axis. These continuous units are
separated by CuS4 tetrahedra so that the base of the square pyramidal units are
aligned to face one another, thus directing the Sb/Bi lone pair electron density into
the void separating the MS5 units.
In chapter 3, hybrid density functional theory calculations are used to investigate
the structural and electronic properties of both CuSbS2 and CuBiS2. Cu3SbS3
(Skinnerite)[41–43] and Cu3BiS3 (Wittichenite)[44] both possess highly distorted
crystal structures (shown in Figure 1.6). The structures belong to the P 21/c and
P 21 21 21 space groups respectively. Like the CuMS2 compounds their structure is
based around MS5 units. However, in both Cu3SbS3 and Cu3BiS3 these units are
highly distorted, as can be seen in Figure 1.7 where they shown in isolation. Strictly
they are trigonal-bi-pyramidal, although it is more intuitive to describe them as
highly distorted square pyramids, in which the cation is recessed from the basal
plane of the pyramid. These MS5 units are connected by CuS3 units which are in
13
(a) Cu3BiS3 (b) Cu3SbS3
Figure 1.6: The ternary copper sulphide based PV materials Cu3BiS3 and Cu3SbS3
showing; Bi (pink), Sb (grey), Cu (blue) and S (yellow).
an unusual near trigonal planar configuration.
Early work on this class of materials was performed by Rodriguez-Lazcano et al.
[40] who reported a method to produce CuSbS2 thin-films through a solid state
reaction involving thin-films of Sb2S3 and CuS. Work by Rabhi et al.[39] investi-
gated the structural, optical and electrical properties of CuSbS2 thin-films grown by
thermal evaporation and related the effects of substrate heating conditions to these
properties. Manolache et al.[34] examined the influence of precursor concentration
on the morphology and the structure of CuSbS2 thin-films obtained from aqueous
solutions. However, in the case of CuBiS2 and CuSbS2, the fundamental properties
and performance have not been fully characterized. It is clear that the underlying
bulk and electronic structure of ternary copper sulphide materials are complex, but
are crucial to the greater understanding of their structure-property relationships and
PV behaviour. In chapter 3 the results of a series of calculations aiming to address
these fundamental issues are discussed.
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Figure 1.7: The highly distorted SbS5 units of Cu3SbS3. Strictly they are trigonal
bi-pyramidal, but it can be seen that two of the faces are nearly in-plane, leading
to a near square based pyramid.
1.3.5 Cu2ZnSnS4 (CZTS) Based Materials
Compounds based on Cu2ZnSnS4 (CZTS) and its Se analogue Cu2ZnSnSe4 (CZTSe)
have been the most successful of the range of materials investigated as replace-
ments for CIGS. Unlike the ternary materials described in section 1.3.4 where the
In3+/Ge3+ are replaced by either Sb3+ or Bi3+, in CZTS two 3+ ions are replaced
by Zn2+ and Sn4+.
CZTS has been shown to have a high optical absorption coefficient (≈ 1×104cm−1) as
well as a direct band gap of near optimum energy (1.44-1.51 eV) and also exhibits p-
type conductivity[45–48]. Devices utilising alloys of CZTS and CZTSe have achieved
record efficiencies in excess of 10%[49, 50].
The structure of Cu2ZnSnS4 (shown in Figure 1.8) is similar to that of ZnS be-
ing based around inter-penetrating tetrahedral networks corresponding to both the
cations and anions. Due to the number of constituent species in Cu2ZnSnS4, poly-
morphism is a significant issue and there are a wide range of polymorphs resulting
from the arrangement of the cations. Of these, the lowest energy structure is that of
the kesterite polymorph (space group I4¯2m) and this is often discussed in relation
to the stannite polymorph (space group I4¯ ) (which takes its name from the related
material Cu2FeSnS4). Figure 1.8 shows the unit cells for both the kesterite and
stannite structures, which are shown with anion-centred polyhedra to emphasise
the tetrahedral coordination.
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(a) Kesterite (b) Stannite
Figure 1.8: The kesterite and stannite polymorphs of Cu2ZnSnS4 showing; Cu
(green), S (yellow), Zn (black) and Sn (red).
In all polymorphs we see that the cations are arranged in layers parallel with the
ab plane. The arrangement of the cations within these layers differentiates the
polymorphs from one another. In kesterite, layers containing Cu-Zn alternate with
layers containing Cu-Sn. Whereas in stannite, layers comprised of Cu-Cu alternate
with layers containing Zn-Sn. Kesterite and stannite are not the only polymorphs
of Cu2ZnSnS4. There is a wide range of symmetry-inequivalent cation ordering
schemes, and the effects of this cation disorder on the observed polymorphs of
Cu2ZnSnS4 is investigated in chapter 5. As well as the effects of cation disorder, the
defect chemistry and ion transport properties of Cu2ZnSnS4 have been studied and










Computational simulation techniques have proven to be an extremely useful and
accurate tool in many fields not least in the solid state chemistry of energy materials
[51]. The ability of modelling methods to complement experimental investigations
is now well recognised. In this chapter the fundamentals of computer simulation
methods based on energy minimisation and applied to bulk crystal structures and
defect chemistry are outlined. Further reviews on computational methodologies are
available elsewhere[52–57], these underpin this chapter.
2.2 Energy Minimization
In chemical systems the potential energy of a system can be defined as a function of
the positions of all the component entities. In solid state systems this means that
the system’s potential energy is dependent on the positions of all its constituent
particles. This function is referred to as the potential energy (hyper) surface. Given
its multi-dimensional nature it is difficult to evaluate and/or visualise the complete
surface. However it is possible to visualise subsets/sections of this function which
are relevant to chemical processes and this can greatly enhance the understanding
of a system.
Some of the most important features of the potential energy surface correspond to
the stationary points of the function. There are two stationary points of principal
interest:
Minima: These points represent stable chemical structures. In some systems mul-
tiple minima exist each corresponding to separate chemical structures (poly-
morphs). The lowest energy minimum is the “global minimum”, this corre-
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sponds to the thermodynamically favoured structure. All other minima are
referred to as “local minima”.
Saddle-points: These are the points of highest energy which lie along a path con-
necting two minima, where the path is chosen to minimise the energy difference
between the minima and the saddle-point. These points correspond to transi-
tion states between two stable configurations.
Both minima and saddle-points have first derivatives of the potential energy func-
tion with respect to distance which are zero. However, it is possible to distinguish
between these stationary points on the basis of the properties of their second deriva-
tives with respect to distance. The eigenvalues of the Hessian matrix of second
derivatives are all positive at a minimum whereas at a saddle point one (and only
one) of the eigenvalues is negative.
Finding the stationary points on the potential energy surface is extremely important
in computational chemistry, and there are a range of energy minimisation algorithms
which allow this to be done. However the complex nature of the potential energy
function can cause problems and inefficiency when using these algorithms. This
is rectified by assuming that the potential energy function is harmonic (quadratic)
close to the minima.
The energy minimisation algorithms fall into two categories, those that rely solely on
the first order derivative vector, and those which utilise second derivative information
which requires calculation of the Hessian. While calculating the Hessian introduces
extra computational expense, this is often off-set by the fact that second order
techniques converge on the minimum value in a reduced number of iterations.
2.2.1 Steepest Descent Minimisation
In this method the minimum is found iteratively. From a point on the potential
energy surface the direction which affords the largest decrease in energy is selected
and the point for the next iteration is placed upon a line defined by this direction
according to;
xi+1 = xi + αiri (2.1)
Where xi is the starting configuration, ri is a vector defining the direction with the
largest negative gradient about the point xi and αi defines the distance along the
vector ri to move.
The magnitude of αi must be found by performing a line search. Unfortunately as
the potential energy function has been assumed to be quadratic the point returned
by this first iteration will not be the minimum of the true potential energy function.
Hence the iterative process continues until this point is found.
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Figure 2.1: Schematic representation of the potential energy well surrounding a
minimum and the path taken by a steepest descent minimisation
As the point xi+1 is a minimum on the line between xi+1 and xi the gradient at
this point has no contribution from the vector. Consequently the direction of the
next iteration will be orthogonal to the current iteration. This causes the steepest
descent to take a zig-zag path to the minimum as shown in Figure 2.1. Clearly this
is inefficient and hence higher order search techniques are often employed.
2.2.2 Conjugate Gradient
The conjugate gradient algorithm is closely related to that of steepest descent. How-
ever unlike the steepest descent, which minimises the energy along a series of lines
orthogonal to one another, the conjugate gradient method takes a set of orthogonal
search directions dn and minimise the energy once.
xi+1 = xi + αidi (2.2)
Minimising with respect to all of the search directions locates the minimum. Con-
vergence is unaffected by the shape of the potential well and the zig-zag path of
steepest descent is not replicated. However the problem with the conjugate gradient
method is defining a set of suitable search directions. If the Cartesian directions
are used, to find αi the energy of the minimum would be needed clearly this is not
known. This problem can be addressed if a set of directions which are orthogonal
in the space defined by the Hessian are used.
2.2.3 Newton-Raphson
This is a widely used technique for finding minima. Unlike the steepest descent and
conjugate gradient methods, it uses first and second order derivative information
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when searching. The algorithm generates the updated iteration according to;






Here gi is the gradient of the potential energy function at the point xi and Hi is
the Hessian for the same point. For functions which are perfectly harmonic the
Newton-Raphson approach only requires one step to locate the minimum. As pre-
viously noted, real systems are not perfectly harmonic, and so the Newton-Raphson
method must also be applied iteratively in order to locate the minimum. When
the configuration being evaluated is close to a minimum assuming that the poten-
tial well is harmonic is valid and the Newton-Raphson method converges quickly.
However if the configuration being evaluated is some way from a minimum then the
potential energy surface will not be harmonic and so Newton-Raphson may strug-
gle to find the minimum. It can be more efficient to begin an energy minimisation
using either steepest descent or conjugate gradient techniques and then switch to
a Newton-Raphson optimisation scheme once the trial configuration is close to the
minimum.
While the use of the Hessian in Newton-Raphson techniques allows faster conver-
gence when near to a minimum calculating and then inverting the Hessian is rel-
atively computationally expensive. Fortunately it is not necessary to recalculate
the Hessian from scratch at every iteration of the optimisation process, as the in-
verted Hessian generally changes little between consecutive iterations. It is therefore
common to use the update scheme of Broyden-Fletcher-Goldfarb-Shanno[58], which
amends that Hessian in order to mimic the changes caused by re-calculation with
every iteration. It is then only necessary to recalculate the Hessian according to
specific criteria:
• If a set number of iterations has been performed without re-calculation of the
Hessian.
• When the energy difference between two consecutive iterations is larger than
a cut-off value.
• When no minimum can be found in the current search direction.
• If there is a large difference between the search vector and the gradient vector.
2.3 Transition States
As well as finding energy minima it is also useful to be able to locate saddle-points in
the potential energy surface, as the energy barrier (difference between lowest energy
minimum and saddle-point) determines the frequency of certain chemical events.
In the case of this work, the magnitude of the energy barrier can determine the
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energetic cost and therefore the frequency of ion migration through a material of
interest. In order to gain insight into these chemical events we must be able to locate
the saddle-point of the potential energy surface. There are two principal ways in
which this has been done.
2.3.1 Constrained Minimisation
This is a very simple technique in which an event such as ion migration is broken up
into a set of independent points which represent the event. In this case the migration
of an ion from point A to point B is broken up into steps in which the migrating
ion is placed along the path connecting points A and B. Each of these “images”
is then subject to an independent energy minimisation with the constraint that the
migrating ion is fixed in the plane perpendicular to the direction of migration. The
energy of each image is then found and plotted to give a schematic representation of
the energy barrier for this particular ion migration. The size of the energy barrier
is simply the difference in energy between the start point and the image of highest
energy. However there are several problems with this method. First, fixing the
migrating ion in a plane perpendicular to the direction of migration is only simple
in very high symmetry scenarios where the direction of ion migration is parallel to a
lattice vector. In lower symmetry systems where the lattice vectors are not parallel
with the Cartesian directions it can be difficult to fix the ion in an appropriate
plane. Secondly, all the images along the migration path are independent from one
another. This means that in some cases the ions relax away from the preceding
and following images and the path can become discontinuous. If this happens then
the images have certainly missed the saddle-point and the energy barrier predicted
will be inaccurate. These problems are addressed via the use of the Nudged Elastic
Band (NEB) method.
2.3.2 Nudged Elastic Band (NEB)
The Nudged Elastic Band method [59–61] considers a series of images along a migra-
tion path in a similar fashion to the constrained minimisation approach. However
unlike the constrained minimisation these images are not independent of one an-
other. The migrating ion in each image is coupled to the position of the migrating
ion in the preceding and following images by harmonic springs. It can help to think
of the series of connected springs forming a continuous elastic band which connects
the initial and final points of the migration path. Along this elastic band there is
a series of evenly spaced beads which are the images of the migrating ion. When
the NEB minimisation takes place, the energies of all the images are relaxed simul-
taneously. The effect of this is that our hypothetical elastic band will lie along the
minimum energy path which connects the initial and final points. The fact that




Figure 2.2: Schematic of the Nudged Elastic Band approach before (a) and after
(b) minimisation. Lattice ions (black spheres), vacant lattice sites (hollow black
squares) and images of the migrating ion (pink spheres) connected by the “elastic
band” are shown.
from one another to form a discontinuous path is avoided. Also, the fact that other
than the connecting spring no constraints are specified means that the NEB method
easily finds relatively complex migration paths which are curved or “S” shaped for
example. These are difficult to investigate with constrained minimisation methods.
2.4 Site Occupancy Disorder
Site Occupancy Disorder, defined as “the non-periodic occupation of lattice sites in a
crystal structure”[62], is a feature of many solid state systems, such as solid-solutions
and non-stoichiometric materials. Study of these materials using commonly used ex-
perimental techniques, such as XRD, is challenging as most methods applicable to
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periodic systems are restricted to studying a material’s average properties. Conse-
quently, computational studies are a valuable tool for investigation of these systems,
as they are not affected by this limitation. However, when investigating site occu-
pancy disorder, considering the entire configurational space is intractable for all but
the simplest of examples, as the vast number of ordering combinations/permutations
means that the computational cost becomes unmanageable.
One approach to overcome this is to use Monte Carlo methodology to study a
representative subset of configurations, however due to the incomplete sampling of
the configurational space there is a possibility that important configurations will be
missed. An alternative approach, which has been employed in this work, is to reduce
the number of configurations using the symmetry of the system. Configurations
which are related by symmetry are duplicates of one another and so it is possible
to evaluate the entire configurational space through evaluation of the symmetry-
inequivalent configurations only.
To do this we have employed the Site Occupancy Disorder code of Grau-Crespo
et al.[62]. In this approach the complete configurational space for a given super-
cell of sample material is generated. The symmetry operators of the parent lattice
are then used to select all symmetry-inequivalent configurations. These symmetry-
inequivalent configurations are then evaluated with either atomistic or ab initio
energy minimisation techniques in order to determine the configurational energy
spectrum.
The extent to which any given configuration is expressed, referred to as the configu-
rational probability, is considered to be determined by a Boltzmann-like probability.
This is calculated neglecting the effects of external pressure and vibrational contribu-
tions utilising the calculated lattice energy of each configuration Em in conjunction










Where m = 1, 2, ....,M (M = number of symmetry-inequivalent configurations), kB











As previously noted, the effects of external pressure, and vibrational contributions
to the enthalpy, have been omitted. Therefore, the enthalpy associated with a
configuration is simply the configuration’s lattice energy. The enthalpy per formula
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Here N is the number of formula units of material present in the super-cell. We can
use the partition function Z described above to access the configurational energy G
and entropy S:















It is possible to calculate average properties for a system which is comprised of a





Where A is the average property, Pm is the configurational-probability of configura-
tion m and Am the property of configuration m.
Further detail on the implementation of the SOD code is available in reference[62].
2.5 Atomistic Simulation Techniques
2.5.1 Interatomic Potentials
In “atomistic” or “potential based” simulations we require a set of equations which
describe the energetics of interatomic interactions. For simulations of solids the
most important of these relate to the calculation of a solid’s lattice energy. The
most general expression defining the lattice energy Ulat is a series expansion of terms

























Here N is the total number of atoms in the system. Higher order terms have
decreasingly significant contributions to the total energy, therefore it is common to
truncate the series.
This expression was modified by Born[64] who took the two body term and segre-
gated it into two component terms, one describing the long-range Coulombic interac-















The first component of this equation is simply an expression of Coulomb’s law. The
second component, the short range interaction φij has been parametrised in several
ways. The Morse[65] and Lennard-Jones[66] potentials are often used to describe the
short range interactions of covalent bonds and neutral atoms respectively. However
in this work the φij term is represented by the following Buckingham potential[67],










As noted above, the two-body interactions give the most significant contribution
to the lattice energy and hence equation 2.10 is often truncated after this term.
However while the contributions to the lattice energy are small the use of higher
order terms (three and four body) can be necessary to properly describe the bond
angles and vibrational modes of some materials. As the two body terms do not have
angular dependence they can fail to suitably describe these quantities. Like the two
body terms, there are many parameterisations of the three body terms all of which
introduce some energy penalty for distorting a bond angle away from some pre-
specified equilibrium value. The most common form of these three-body potentials




k(θ − θ0)2 (2.13)
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where θ and θ0 are the angle between i, j & k and the equilibrium angle between
i, j & k respectively. k is a force constant which determines the magnitude of the
energy penalty associated with angular distortion. However in the potential-based
simulations of Cu2ZnSnS4, one of our potential models is based on the work of
Wright et al.[72] on ZnS. We have followed the description of the ZnS4 tetrahedra















Here θ, θ0 and k are as for equation 2.13, and the constants ρij and ρik determine
the rate at which the potential decays with distance.
2.5.2 Ewald Summation
It is difficult to evaluate the Coulombic term for solids as their periodic nature means
that the Coulomb energy is given by a conditionally convergent series. This is due
to the fact that, while the interaction between ions i and j decays with 1/rij the
number of interacting ions increases with 4pir2 (surface area of sphere). Thus the
energy density of a crystal increases with distance.
The most common approach for dealing with this problem in solid materials was
devised by Ewald[53]. In this method the problem is tackled by converting the
conditionally convergent Coulomb series into the sum of two convergent series, via
the temporary addition of a set of screening charges. These screening charges have
spherical symmetry and surround each particle i. They effectively neutralise the
long range interactions as they have a charge which is the inverse of the particle










where qi is the charge on a particle to be screened, r gives position with reference
to the centre of the screening charge and α is an arbitrary parameter which controls
the width of the Gaussian distribution. The electrostatic interactions exerted by
these screened charges decays rapidly with distance. Consequently the Coulombic
interactions between screened charges can be easily evaluated in real space.
The effects of the screening charges must be considered. Fortunately they can be
evaluated easily in reciprocal space where they form a smooth periodic function.
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2.5.3 Parry Summation
While the Ewald method is used in systems exhibiting three-dimensional periodicity,
for systems where the periodicity is only in two dimensions (e.g. surfaces) the
Parry summation method must be used to calculate the Coulombic interactions. In
this method the crystal is considered to consist of a series of charged planes, each
extending to infinity. The loss of periodicity in one direction means that interactions
must be split into in-plane and out-of-plane vectors. Unlike a 3D-periodic system
the sum of these vectors need not equal 0. Hence extra terms in the reciprocal part
of the Ewald function must be considered. Detailed discussion is given in Heyes et
al.[73].
2.5.4 The Shell Model
The accuracy and utility of interatomic potential models is helped greatly if a treat-
ment of polarisability is included. Polarisation affects the energy minimisation of
a material’s bulk structure and it is key to calculating certain material properties
including phonon frequencies, refractive indices and dielectric constants. A descrip-
tion of polarisation is also important for defect simulations as the introduction of
point defects gives rise to polarisation of the ions surrounding the defect.
The simplest description of polarisability is given by the point polarisable ion model.
This model represents the dipole µ which is induced by an electric field E in terms
of the polarisability α;
µ = Eα (2.16)
However this model is not applicable to interatomic potential simulations as the
polarisability is not coupled to the short-range interactions described above. Con-
sequently the most common description of polarisability utilised in interatomic po-
tential simulations is the shell model devised by Dick and Overhauser[74], described
diagrammatically in Figure 2.3. In this model each ion is represented by a pair of
point charges which are described as the core and shell. The magnitude of these
charges is defined by;
qion = X + Y (2.17)
Where qion is the ion’s charge and X & Y are the charges of the core and shell
respectively. The core and shell can be thought of as representing the nucleus and
valence electrons of the ion respectively (Although in some cases an ion’s shell carries
a positive charge.). All of the mass of an ion is assigned to the ion’s core leaving the
shell with no mass. The core and shell are coupled together by a harmonic spring of
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Figure 2.3: Schematic of the shell model
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force constant k. The short-range interactions between an ion and its surrounding
species are only applied to the ion’s shell, and the Coulombic interactions between an
ion’s core and shell are neglected. This allows the core and shell to become spatially
displaced from one another. As both are charged this leads to the expression of
a dipole for the ion and hence a representation of polarisation in the system, the









Where 0 is the permittivity of free space, Y is the charge of the shell and k is the
force constant associated with the spring connecting core and shell. There are no
values of Y , X and k which are able to adequately describe the polarisation of every
ion and so these quantities are treated as parameters and must be defined for each
distinct interatomic potential model.
2.5.5 Defect Modelling
Real crystals are not perfect, as entropic considerations mean that a small level of
intrinsic defects will always be present. Moreover some chemical processes of great
interest are directly related to the presence and behaviour of defects in real systems,
with Ag interstitial migration in AgCl given as a good example.
When the defects under study exist in relatively large quantities it is possible to
model them using a super-cell approach. We consider the defect(s) to be part
of the bulk crystal structure. We create a super-cell which contains a fraction of
defects which approaches that seen in experiment, then utilise energy minimisation
techniques as normal. Depending on the concentration of defects, each defect will
be able to feel the effects of the defects in periodic images. While this approach
is very useful for systems with large degrees of defect disorder, in systems with
low defect concentrations or when energies for single defects are needed in order
to calculate defect formation energies, this approach is not ideal. This is because
the size of super-cell needed is inversely proportional to the defect concentration,
so when the defect concentration approaches the dilute limit the size of super-cell
required rapidly becomes extremely large and unmanageable. The most common
approach to model defects at infinite (or near-infinite) dilution with interatomic
potentials is that of Mott & Littleton[75].
In the Mott-Littleton approach the crystal is subdivided into two spherical regions
which are centred on the defect (or the centre of the defect cluster). The innermost
region (region 1) is allowed to relax and is subject to a full energy minimisation
utilising the short-range interactions defined by the interatomic potential(s). The
energy of the defect must be converged with respect to the size of this volume as
determined by the sphere’s radius, this means that at the very least the spherical
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region’s radius must be greater than the distance cut-off of the interatomic potential
for the defect species.
Region 2a is a hollow sphere which concentrically extends region 1. It is a buffer
between region 1 and the outermost region (region 2b). Region 2a contains a set
of atoms which are relaxed but only with respect to the force acting upon them as
result of the defect. An alternative approach is to relax the region 2a ions according
to the force resultant from all the ions in region 1.
Region 2b extends from the surface of the sphere defining region 2a to infinity. In
this region the effect of the defect is weak and so it is adequate to employ quasi-
continuum methods. The ions experience a dielectric response to the charge of the
defect.
2.6 Electronic Structure Techniques
Electronic structure calculations provide a range of ground-state properties of a
system, some of which cannot be calculated using empirical methods. This is the
principal advantage of electronic structure calculations. While both methods are
able to estimate the total energy of a system, semi-empirical methods cannot predict
properties such as: a system’s charge distribution and bonding, band structure and
orbital occupancies. For this work the use of electronic structure methods will be
necessary to complement semi-empirical results in order to gain an understanding
of relationships between a systems chemical structure and its electronic properties.
In relation to solar cell materials the electronic property of primary interest will be
a material’s band gap and how this can be tuned by altering the chemical structure.
In order to achieve this insight we intend to use Density Functional Theory (DFT)
as the electronic structure method of choice.
2.6.1 Density Functional Theory
Density Functional Theory (DFT) is a first principles electronic structure technique
which is used to investigate the properties of many-electron systems. It is partic-
ularly popular with condensed matter physicists and computational chemists due
to its lack of computational expense when compared to other electronic structure
techniques.
DFT’s development is principally attributed to Walter Kohn, who received the 1998
Nobel Prize in Chemistry for the development of Density Functional Theory[76],
although the Thomas-Fermi model [77, 78] was the first model to include some of
the basic elements of DFT. The Hohenberg-Kohn theorems represent the major
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Figure 2.4: Schematic representation of the Mott-Littleton approach showing a de-
fect ion (red) as part of a larger lattice (blue). The regions centred on the defect are
subject to varying levels of approximation based on the distance from the defect
33
breakthrough in the development of DFT[79], with Kohn and Sham later providing
a framework with which to solve DFT problems practically [80].
The Schroedinger equation [81], developed by Erwin Schroedinger in 1926, is vitally
important in quantum mechanics and electronic structure techniques. In principle it
allows all properties of a physical system to be calculated, given the wavefunction of
the system. The wavefunction contains all the information about the positions and
spins of the bodies that comprise the system. The time-independent Schroedinger
equation (Equation 2.19) appears simple, however generating a solution is extremely
complex.
H Ψ = ETotalΨ (2.19)
Here H is the full Hamiltonian operator, a set of mathematical operations which
when performed on the wavefunction returns a value describing a property of the
system, in this case the total energy. Ψ represents the many-body wave function,
which as already stated contains all the information (position, spin etc.) about the
bodies it describes. Finally ETotal is the total energy of the system in question. H ,
the full Hamiltonian can be described by;
H = T + Tn + Vint + Vnn + Vext (2.20)




























Here me and ri represent the mass and position of electron i and MI and RI the
mass and position of nucleus I, with a charge of ZI . The first two terms of Equation
2.20, T and Tn are the kinetic energy of the electrons and nuclei respectively. The
final three terms, Vint, Vnn and Vext correspond to the potential energy, with Vint
representing the electron-electron repulsions, Vnn the nuclear-nuclear repulsions and
Vext, the external potential, as seen by the electrons, equivalent to the electron-
nuclear attraction. Note that the factor of
1
4pi0
has been omitted for simplicity and
that the summations extend over all the system’s electrons and nuclei.
We can see that evaluation of the full Hamiltonian will be complex and onerous for
many-body systems due to the large number of interdependencies which must be
considered. To perform electronic structure calculations in practice many approxi-
mations will need to be employed to simplify the problem so that it is manageable.
The first of these is the Born-Oppenheimer approximation, which decouples the
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nuclear and electron motions so that the electrons move about a fixed nuclear con-
figuration. This is justified by the fact that the nuclear masses are far in excess of
the mass of an electron. Therefore the speed at which a nucleus moves will be negli-
gible compared to the speed of an electron. Having applied the Born-Oppenheimer
approximation we are able to rewrite equations 2.20 and 2.21 in terms of Helec, the
electronic Hamiltonian.
Helec = T + Vint + Vext (2.22)
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By simplifying H to Helec with the Born-Oppenheimer approximation we have
reduced the complexity of the problem as the many-body wave function, Ψ is now
only dependent on the spins and positions of the systems electrons, with the nuclear
positions only entering as a component of the external potential Vext.
Hartree-Fock based techniques attempt to solve the Schroedinger equation by cal-
culating Ψ, the many-body wavefunction. This is done by combining the individual
wavefunctions within the system.
Density functional theory treats the problem differently to Hartree-Fock as it does
not calculate the many-electron wavefunction. Instead it calculates the ground-state
electron density of the system. This can then be used to find the ground-state energy
and other properties. The validity of this approach was proved by Hohenberg and
Kohn’s seminal paper [79] that proved two theorems:
Theorem 1: The ground-state properties of many electron systems are
determined uniquely by the three dimensional electron density of the
system.
Theorem 2: A system’s energy can be defined as a functional of the
electron density and that the correct ground-state electron density cor-
responds to the minimum of the energy functional.
So rather than calculating the many-body wavefunction, if the energy functional
for the system can be defined and the minimum found, the ground-state electron
density of the system is accessible, from which the ground-state properties of the
system can be derived.




Vext(r)ρ(r)d(r) + F [ρ(r)] (2.25)
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The first term, Vext, describes the interaction of electrons with the external poten-
tial. As the Born-Oppenheimer approximation has been utilised, the interactions
between a system’s electrons and nuclei are also described within Vext. ρ(r) repre-
sents the three dimensional electron density and finally the F [ρ(r)] term describes
the summation of the inter-electron interactions and the electron’s kinetic energy.
While it appears we have everything we need to calculate the ground-state energy
of our system this is not the case as the nature of F [ρ(r)] is unknown and so exact
solutions are unavailable.
The Kohn and Sham Approach
In the second pivotal paper in the development of DFT[80], Kohn and Sham in-
troduced a method of practically solving DFT problems. Their approach was to
assume that for any given system comprised of a set of interacting electrons with an
electron density ρ(r), an equivalent theoretical system of non-interacting electrons
could be created with the same ρ(r). This assumption allowed them to separate the
unknown term of the Hohenberg-Kohn energy functional into components;
F [ρ(r)] = Eke[ρ(r)] + EH [ρ(r)] + Exc[ρ(r)] (2.26)
Within the Kohn-Sham approximation the Eke[ρ(r)] represents kinetic energy of
the electrons. EH [ρ(r)] is the Hartree term which represents the electron-electron
Coulombic energy. The final Exc[ρ(r)] term is the exchange-correlation term, which
is key and approximations to represent it are discussed later. It contains contri-
butions from the exchange and correlation of electrons in the interacting system
as expected but it is also used to describe the difference in energy between the
real interacting system and the hypothetical non-interacting system. The exchange-
correlation term effectively collects all the unknowns of the problem into a single
term which needs to be approximated.
When referring to Equation 2.26 it is important to recall that Eke[ρ(r)] actually
represents the energy of a set of non-interacting electrons which have the same
density ρ(r) as the electrons of the modelled system. Also remember that the Hartree
term (Equation 2.27) fails to recognise that electron motions are correlated and







[r1 − r2] dr1dr2 (2.27)
Combining Equations 2.25 and 2.26 and then minimising with respect to ρ(r), in







∇2 + Veff (r)
]
ψi(r) = iψi(r) (2.28)
Here i are the orbital energies, and ψi(r) represents the Kohn-Sham orbitals con-
taining the non-interacting electrons. Finally Veff is the effective potential for the
system, which is given by:




′ + Vxc(r) (2.29)
Vxc(r), the exchange-correlation potential, is related to Exc[ρ(r)] the exchange-







In a hypothetical DFT calculation an initial guess of the electron density, ρ(r), is
made. This is used to generate an effective potential in conjunction with Equation
2.29. This effective potential is then used in Equation 2.28 to generate a set of
Kohn-Sham orbitals for the system. These orbitals are then used to calculate an





This cycle is then repeated using the improved estimate of ρ(r) until convergence
is reached. This procedure is referred to as the self-consistent field method. This
converged electron density corresponds to the correct ground-state electron density
for the system according to the second Hohenberg-Kohn theorem[79] (refer to Section
2.6.1).
Approximations for the Exchange-Correlation Functional
One of DFT’s major failings is that the exact nature of the exchange-correlation
energy term, Exc[ρ(r)], is unknown for the vast majority of systems. It has been
calculated for a homogeneous electron gas. In this case the exchange energy is known
exactly and the correlation energy has been calculated using Monte Carlo methods
to a high precision. However for almost all other systems the nature of Exc[ρ(r)] is
not known, and therefore it is necessary to approximate it. This approximation is
generally considered to be a significant source of error in DFT calculations. That said
it is possible to gain good results using simple approximations for Exc[ρ(r)], despite
the fact that the true nature of Exc[ρ(r)] is assumed to be extremely complex.
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The simplest approximation for the exchange-correlation term is the Local Density
Approximation (LDA). First suggested by Kohn and Sham the LDA has proved




The LDA assumes that the exchange-correlation energy per electron, which is lo-
cated at point r, can be equated to that of the homogeneous electron gas with density
ρ(r). In general the LDA predicts certain material properties accurately. For exam-
ple; crystal structures, phonon frequencies and bond lengths are usually reproduced
well. This is true even for systems where the electron density does not resemble the
homogeneous electron gas, for such inhomogeneous systems one might expect the
LDA to be invalid. The LDA’s success is partially due to the fact that some of its er-
rors are systematically cancelled; the LDA consistently over estimates the exchange
energy and under estimates the correlation energy. Despite the serendipitous error
cancellation several problems with the LDA remain. A crucial failure with respect
to this work is that LDA consistently under estimates a material’s band gap, how-
ever other notable problems include the fact that systems modelled with the LDA
over-bind, as the LDA over estimates the cohesive energy of systems.
Real systems always contain some variations in electron density with respect to
position, and so the idea of a homogeneous electron gas is somewhat flawed. There
are approximations for the exchange-correlation that attempt to acknowledge this
phenomenon. These semi-local functionals consider the local electron density at
point r, however unlike the LDA these functionals also consider the variations of ρ(r),
consequently these functionals are referred to as gradient-correlated. The simplest
gradient-correlated functional is the “Generalised Gradient Approximation” (GGA)
functional, which takes the form;
EGGAxc [ρ] =
∫
ρ(r)εGGAxc (ρ(r),∇ρ(r)) dr (2.33)
Unlike LDA, which only exists in one form as there is only one principally cor-
rect form of εxc, for GGA there are multiple valid parametrisations of εxc. As a
consequence several forms of the GGA exist, and in this work the Perdew, Burke
and Ernzerhof (PBE) [82] functional has been used. However there are alterna-
tives available such as those of Perdew and Wang (PW91)[83] and Wang and Cohen
(WC)[84].
Generally for non-metallic systems such as inorganic oxides and sulphides, calcu-
lations that utilise a GGA functional yield more accurate descriptions of the real
system’s key properties, such as lattice parameters, than equivalent calculations us-
ing an LDA approach. The over-binding in LDA is corrected for and band gaps are
reproduced more accurately, though the error is still significant and a problem as is
discussed in section 2.6.3.
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2.6.2 Applying DFT to Solids
Solving the Schroedinger equation in order to calculate material properties is con-
founded by several problems when dealing with solid state systems. As we generally
think of a given solid as having an infinite number of ions and electrons we would
need to determine the wavefunction of this infinite number of electrons. Furthermore
as the wavefunction of each electron extends over the entire lattice, to describe it
would require an infinite number of basis functions. Fortunately the periodic nature
of solids means that symmetry obviates the need to consider these infinite quantities
and therefore the problem becomes tractable.
K-space - The Reciprocal Lattice
We are accustomed to thinking of a crystal lattice defined in real space, however
the implementation of computational techniques can require the crystal lattice to
be defined in reciprocal space or k-space. A reciprocal lattice is therefore simply a
representation of the crystal lattice defined in k-space, where the real space lattice




a · b× c ; b
∗ = 2pi
a× c
b · c× a ; c
∗ = 2pi
a× b
c · a× b (2.34)
In the same way that it is possible to build up an infinite real space crystal lattice
by defining a unit cell, we can define a primitive cell in k-space which reproduces
the infinite reciprocal lattice. This k-space primitive cell is known as the Brillouin
Zone. It is critical as the system’s wavefunction can be completely described within
this small section of the system’s volume.
Bloch’s Theorem
Bloch’s theorem[85] states that for an electron i in a periodic field the wavefunction
can be broken down into two components, one giving the periodic nature of the




Where k is the wavevector in the Brillouin Zone and this determines the direction-
ality and frequency of this wave-like component.
39
The periodic component of the wavefunction can be generated by combining a set
of discrete planewaves eiG·r. The wavevectors G represent all possible translations













When using a planewave basis set there are two approximations which can be made
that help to reduce the complexity of a proposed simulation. Firstly, as planewaves
with a larger |G| contribute less to the wavefunction, as their kinetic energy is larger.
We can define an energy cut-off, above which the planewaves are not evaluated as
their contribution to the wavefunction is deemed to be insignificant. The second
approximation relates to the sampling of k-space. As Ψ is a continuous function of
k small changes in k will have only a limited effect on Ψ. Therefore rather than
sampling an infinite number of points which completely describe k-space we can
define a finite set of k-points which give an adequate description of k-space.
The choice of an appropriate set of k-points is vital to correctly describing the den-
sity of states and band structure of a material. The Monkhorst-Pack approach[86]
defines an equally spaced mesh of k-points to sample the Brillouin Zone. This
method has the advantage that some of the k-points in the mesh are related to one
another by symmetry. Therefore we need only calculate the wavefunction at the
symmetry-inequivalent k-points and hence avoid excess computational expense.
In practical terms, both of the above approximations require convergence testing.
While we cannot converge the wavefunction it is possible to converge the material
properties which are of interest. A range of calculations with varying values for the
energy cut-off and densities of the k-mesh must be performed and the convergence of
the property of interest must be evaluated. Not all properties require the same level
of accuracy, some properties such as a system’s total energy converge reasonably
quickly and so it can be acceptable to use lower cut-offs and coarser k-meshes,
provided this is the sole property of interest. However other properties such as




In the space immediately surrounding an atom/ion’s nucleus the potential and con-
sequently the wavefunction of an associated electron varies dramatically. Were we
to attempt to describe the wavefunction at such small distances from the nucleus
a very large number of planewaves would be required, and obviously this would in-
troduce an associated computational cost. As the nature of the core electrons in a
system varies little in different chemical environments a common approximation is
to remove the core electrons from a system and to represent the potential around
the nucleus with a smooth function which can be reproduced with a reduced set
of planewaves. For this to be appropriate the function representing the potential
around the nucleus, known as the pseudopotential, must have the same form as the
original potential outside a certain cut-off radius from the nuclei. We are now only
representing the valence region of our system adequately and so any consideration
of the core electrons is no longer possible.
Pseudopotentials have a property known as “softness”, this describes how smooth
the pseudopotential function is and how large a cut-off radius has been used. Pseu-
dopotentials which are very smooth necessitate fewer basis functions to describe
them but a pseudopotential should not be too soft as larger cut-off radii reduce the
accuracy and make a pseudopotential less transferable. Good pseudopotentials are
those which best reproduce the valence properties of the ion in question. Generally
pseudopotentials which do this most effectively are those calculated with ab initio
methods rather than those generated empirically.
The Projector Augmented Wave (PAW) method[85] uses an extremely smooth pseu-
dopotential in conjunction with additional local functions to describe the all-electron
wavefunction.
2.6.3 Hybrid Functionals
It has already been noted that both approximations to the exchange-correlation
term discussed so far LDA and GGA significantly underestimate the band gap of
semiconducting materials. This work is primarily concerned with the emerging sul-
phide based semiconductors that have potential photovoltaic applications. Clearly
in this work an accurate description of the band gap will be key.
Why Semi-local Functionals Fail to Describe Semiconductor Band Gaps
The failure of the LDA and GGA is rationalised with reference to the Self Interaction
Energy (SIE)[87, 88]. A given electron in the simulated system feels an electrostatic
potential resulting from the presence of all the other electrons. However in the semi-
local LDA and GGA approximations this electrostatic potential contains contribu-
tions from all the electrons in the system, including the electron we are considering.
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Figure 2.5: Schematic illustrating the de-localisation error’s effect on the description
of the energy of systems with partial charges when utilising semi-local functionals.
Created based on reference[88].
Therefore the electron feels the effect of its own electrostatic potential, in effect in-
teracting with itself. The self interaction in semi-local approaches causes electronic
de-localisation to be exacerbated, this is referred to as the de-localisation error. It is
important as when electrons are added to or removed from a system the semi-local
methods predict an overly disperse distribution for the resultant electron/hole[88].
This is demonstrated if we consider a system with a varying number of electrons.
We can plot a fractional-electron-energy-function, the energy of the system as a
function of the number of electrons. In real systems this function is linear between
the points defined by integer numbers of electrons as electrons are discrete entities.
However when we plot the fractional-electron-energy-function predicted by semi-
local functionals against a real reference function (shown schematically in Figure
2.5) we can see that while the semi-local methods accurately describe the systems
energy at integer number of electrons the description of systems with partial charges
is inaccurate. The predicted energy for these partially charged systems is too low.
This is important as the system’s ionisation energy and electron affinity are deriva-
tives of this fractional-electron-energy-function and consequently the error is passed
on to these quantities. In turn this affects the semi-local functionals ability to pre-
dict a system’s band gap which is formally defined in terms of these quantities.
∆Eg = E(N+1) + E(N−1) − 2EN , where EN is the energy of the N electron system.
While semi-local functions underestimate the energy of partially charged systems
Hartree-Fock based methods do not suffer from the self interaction error. How-
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ever Hartree-Fock based techniques tend towards overestimation of the energy. The
Hartree-Fock term can be seen as a Coulombic term, which localises the electron
density as opposed to the density-functional theory that delocalises the electron
distribution. The combination of density-functional theory and Hartree-Fock based
methods leads to a better description of the band-gaps of medium gap semiconduc-
tors.
Forms of Hybrid Functional
There are several ways in which the semi-local and Hartree-Fock based methods can
be combined and this leads to a number of distinct hybrid functionals.
The development of hybrid functionals began with empirical mixing of the LDA
and Hartree-Fock[89], this progressed to a scheme in which the LDA, GGA and
Hartree-Fock were combined to give the hybrid functional known as B3LYP[90–92].
Subsequently Perdew, Burke and Ernzerhof have developed an alternative hybrid
functional called PBE0. Which takes the form:
EPBE0xc = aE
HF
x + (1− a)EPBEx + EPBEc (2.38)
Where the mixing coefficient a =
1
4
is derived from perturbation theory[92]. This
approach is useful for molecular simulations; however, in condensed matter, charge
screening effects are significant which limits the applicability of PBE0.
An alternative implementation of the hybrid functional concept, based on that of
PBE0, has been devised by Heyd, Scuseria, and Ernzerhof (HSE)[93]. Here the
PBE0 exchange energy defined by:
EPBE0x = aE
HF
x + (1− a)EPBEx (2.39)
is separated into two components, one long range and one short range component:
EPBE0x = aE
HR,SR
x (ω) + E
HF,LR
x (ω) + (1− a)EPBE,SRx (ω) (2.40)
+EPBE,LRx (ω)− aEPBE,LRx (ω)
Here ω is the distance cut-off that defines the extent of the short range interac-
tions. The long range terms given from the Hartree-Fock and PBE components,
+aEHF,LRx (ω) and −aEPBE,LRx (ω) have very similar magnitudes and as their signs
are opposed they are omitted from the full functional for simplicity. The full func-




x (ω) + (1− a)EPBE,SRx (ω) + EPBE,LRx (ω) + EPBEc (2.41)
For the limiting cases of ω the ωPBE hybrid functional returns the results of PBE0
(ω = 0) and asymptotically approaches that of PBE as ω → ∞[93]. The approach
is justified in condensed matter systems as the screening of the Coulomb potential
limits the range of the exchange potential. In this work a screening parameter of
ω = 0.207A˚−1 has been used. When this screening parameter is used it is common
to refer to the functional as HSE06[94]. This functional is considered superior to the
original implementation (HSE03) where errors in implementation lead to a smaller
value of ω being utilised. The band gaps predicted by the two functionals have been








properties of CuSbS2 and CuBiS2
3.1 Introduction
New thin-film solar cell materials and a greater understanding of their properties
are needed to meet the urgent demand for sustainable, lower-cost and scalable pho-
tovoltaics (PV). The CdTe and CuIn1−xGaxSeyS2−y (CIGS) absorber systems have
been developed for thin-film PV devices, but may be limited in the long-term by
the scarcity of Te, Ga, and In[7, 13, 95–97]. There is therefore an increasing need
to expand the range of absorber materials that are available as viable alternatives
to the toxic Cd in CdTe and the relatively expensive CIGS based systems. One of
the main advantages of these inorganic thin-film materials over silicon is that they
absorb light more strongly because the optical transition is spatially direct rather
than requiring simultaneous absorption or emission of photons[7].
Recently, Cu2ZnSnS4 (CZTS) has attracted considerable interest as a promising
absorber material with suitable optical properties (near-optimum direct band-gap
energy of 1.5 eV; large absorption coefficient of 104 cm−1), as well as containing
earth-abundant elements [45, 46, 98]. However, there are challenges with the CZTS
system related to structural polymorphism and control of the precise cation stoi-
chiometry.
Alternative ternary copper sulfides based on Cu-Bi-S or Cu-Sb-S type materials [31–
40] such as CuBiS2 and CuSbS2 show promising properties as absorber materials for
thin-film solar cells, as well as containing abundant and non-toxic elements. An early
study of Rodriguez-Lazcano et al.[40] reported a method to produce CuSbS2 thin
films through a solid state reaction involving thin films of Sb2S3 and CuS. Rabhi et
al.[39] have studied the structural, optical and electrical properties of CuSbS2 thin
films grown by thermal evaporation and have related the effects of substrate heating
conditions on these properties. Manolache et al.[34] have examined the influence of
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precursor concentration on the morphology and the structure of CuSbS2 thin films
obtained from aqueous solutions. However, in the case of ce CuBiS2 and CuSbS2,
their fundamental properties and performance have not been fully characterized.
Indeed, it is clear that the underlying bulk and electronic structure of ternary copper
sulfide materials are complex, but are crucial to the greater understanding of their
structure-property relationships and PV behavior.
The present study uses first-principles Density Functional Theory (DFT) techniques
to investigate key issues related to bulk structure, band gaps and local electronic
structure of lone pairs in the CuBiS2 and CuSbS2 materials, with reference to exper-
imental results where possible. This work extends analogous computational studies
of other thin film PV materials[99–102] including CZTS [103, 104], and provides a
solid platform for further experimental characterisation.
3.2 Chapter Methodology
Density Functional Theory (DFT) calculations were performed utilizing the plane-
wave Projector Augmented-Wave (PAW) method [85, 105] using the Vienna Ab
initio Simulation Package (VASP)[106, 107]. For the exchange-correlation func-
tional, the Generalized Gradient Approximation (GGA) of Perdew-Burke-Ernzerhof
(PBE)[82] was used along with the Heyd-Scuseria-Ernzerhof (HSE06)[93] hybrid-
functional where exact Hartree-Fock exchange replaces 25% of the exchange poten-
tial of the PBE functional. For studies of photoactive materials where the band gap
is a critical material property, it is important that there is an accurate description of
the band gap and the states at the band edges. The use of hybrid functionals is found
to be important as standard GGA functionals significantly underestimate the band
gap of a wide range of semiconducting materials[99, 104]. It should be noted that
calculations were also performed with the PBE0[92] hybrid functional. However we
found that the screened exchange provided by the HSE06 functional gave the most
accurate reproduction of experimental band gap values, whereas PBE0 tended to-
wards overestimation. We should also note that recent GGA-PBE calculations[108]
reported a small band gap of 0.5 eV for CuBiS2, although the focus of this study was
the thermoelectric performance at ambient temperature of the hole-doped system.
However other properties such as the nature of the DOS, charge density distribu-
tions, etc., are largely unchanged between the two hybrid functionals.
Structural and electronic properties have been determined by modelling the 16-atom
crystallographic unit cell. For total energy calculations, a plane-wave energy cut-off
of 300 eV has been used throughout. The infinite solid is modelled using standard
periodic boundary conditions in three dimensions. For sampling of the Brillouin
zone, a 4 × 6 × 2 Monkhorst-Pack[86] k -point mesh has been used, which offered
good convergence in the calculated structural and thermodynamic properties. All
lattice parameters and ionic positions were fully relaxed by minimising the forces




Figure 3.1: Structure of CuSbS2 and CuBiS2 showing CuS4 tetrahedra (blue),
SbS5/BiS5 square pyramidal units (grey)/(pink) respectively and S atoms (yellow).
eV A˚−1 was used, a stringent convergence criterion. Similar DFT methods have
been successfully applied to copper-sulphide type compounds[103, 104], and other
energy-related materials[68, 109, 110].
3.3 Crystal Structures and Band Gaps
CuSbS2 (chalcostibite) and CuBiS2 (emplectite) are isostructural (orthorhombic
space group Pnma). The structures (shown in Figure 1.5 and 3.1) are composed
of square pyramidal MS5 units (M = Sb/Bi) which edge share to form continuous
MS2 units aligned with the b axis. These continuous units are separated by CuS4
tetrahedra so that the base of the square pyramidal units are aligned to face one









































































































































































































































































































In order to assess the accuracy of our computational approach, structural optimisa-
tions of CuSbS2 and CuBiS2 were performed based on the experimental bulk crystal
structures and using both PBE and the HSE06 hybrid functional. In Tables 3.1
and 3.2 we compare our calculated lattice parameters and band gaps to experimen-
tal studies. We find that standard DFT utilizing the PBE functional describes the
lattice parameters adequately for both CuSbS2 and CuBiS2. There is a slight over-
estimation of the a lattice parameter (≈ 2%) in both systems, which is likely to be
due to an under-estimation of the lone pair - lone pair interactions (i.e. the lack
of dynamic correlation). However more importantly we find that, as is the case for
other chalcogenide systems, the band gap is severely underestimated using a GGA
functional[99, 103].
The use of the HSE06 hybrid functional improves the reproduction of lattice param-
eters and we no longer observe a slight over estimation of the a lattice parameter
for either system. But crucially the use of this hybrid functional improves the re-
production of the band gaps dramatically, as found in DFT studies of CZTS[104].
As noted, an accurate description of the band gap is crucial in designing new PV
materials with improved absorption properties. Several experimental band gaps for
CuSbS2 have been published; and we have included the values published by Zhou et
al.[37] and Rodriguez-Lazcano et al.[40] in Table 3.1. Of the published experimental
values our results support the value of 1.52 eV of Rodriguez-Lazcano et al.. This
also accords with an approximate band gap energy of 1.5 eV from recent studies of
CuSbS2 thin films formed via chalcogenisation of Sb-Cu metal precursors[114].
For CuBiS2, the calculated band gap of 1.55 eV (using HSE06) is in good accord
with the experimental value of 1.65 eV [112], and falls in the range for a viable
absorber material. The differences between experimental values could be due to
variations in sample quality or incorrect linear interpolation in deriving the band
gap energy. Clearly synthetic conditions and the presence/absence of secondary
phases must affect the band gap measured by experimental groups significantly. For
both CuSbS2 and CuBiS2 the fundamental band gaps are predicted to be indirect in
nature; however, the difference between the lowest energy direct and indirect gaps
is only of the order of 0.1 eV, so that a strong onset of optical absorption is still
expected. This is distinct from the case of Si, where the difference is larger than 2
eV, which limits the absorption of visible light in thin films.
3.4 Thermodynamic Stability
Evaluation of the phase stability of new PV compounds is of great importance for the
design of effective synthetic routes. Issues such as elemental losses during thermal
treatments [114, 115], as well as compatibility of components at the interfaces [116],
are currently faced in various fields of materials science and technology. A recent
study[117] has stressed the significance of thermochemistry in the understanding and
prediction of the chemical equilibria of PV materials. Hence, knowledge of the ther-
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modynamic functions of new materials for device application is crucial. Currently
no sound experimental measurement is available for either CuSbS2 or CuBiS2. In
these circumstances, computation is a viable option for the provision of such data.
We have therefore calculated the enthalpy of formation for each compound with
respect to its elemental standard. The total energy change for the reactions
Cu(s) + Sb(s) + 2S(s)→ CuSbS2 (3.1)
and
Cu(s) +Bi(s) + 2S(s)→ CuBiS2 (3.2)
is -1.08 eV and -1.16 eV, respectively at the level of HSE06. This suggests that
the materials are thermodynamically stable, and the values are comparable to other
metal sulphide materials[118]. Further studies are required to estimate the complete
chemical potentials and their temperature dependence, for direct applications in
thermochemical studies.
3.5 Density of States (DOS)
Figure 3.2 shows the orbital-projected density of states (DOS) for CuSbS2 and
CuBiS2. It is clear that the electronic structure of the two materials is very similar.
We see prominent peaks corresponding to the S-3s states from -18 to -14 eV. Peaks
comprised mainly of Sb-5s/Bi-6s states, with this peak in CuSbS2 from -11.5 to
-9.5 eV and in CuBiS2 from -13 to -10 eV, this peak off-set being the most notable
difference between the density of states of the two materials. We then observe a
series of intense peaks which make up the valence band; as is the case for many
other chalcogenide PV materials e.g. CZTS, CuInS2, CuGaS2, CuInSe2, the top
of the valence band is dominated by Cu-3d states[103, 104, 119]. This is clearly
illustrated in Figure 3.3 which shows the calculated charge density for the valence
and conduction bands of CuSbS2 and CuBiS2. We also find that the conduction
bands are comprised of hybridized (Sb-5s/S-3p) / (Bi-6s/S-3p) states, analogous to
the (Sn-5s/S-3p) states seen in CZTS.
As Cu in CuSbS2 and CuBiS2 exists as Cu
+ (d10) the Cu-3d states of the valence
band are fully occupied and we do not find Cu states in the conduction band.
Figure 3.2 shows that the top of the valence band is comprised mostly of Cu-3d
states. Therefore upon photoexcitation the promotion of a Cu based electron will
result in the oxidation of Cu+ (d10) to Cu2+ (d9). This may have implications
for hole transport in CuSbS2, as films from parallel experimental work have been
shown to be slightly Cu poor[39, 114]. We note that intrinsic ionic defects (such

















































































(a) CuSbS2 conduction band
(b) CuBiS2 conduction band
(c) CuSbS2 valence band
(d) CuBiS2 valence band
Figure 3.3: Charge density calculated for the top of the valence band (E − EF =
−3.5 → 0eV ) and the bottom of the conduction band (E − EF = 1 → 5eV ) in
CuSbS2 and CuBiS2. Colours are similar to Figure 3.1; Cu (blue), Sb (grey), Bi
(pink), S (yellow), charge density (red)
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3.6 Local Structural Environment
The majority of PV materials are based around regular tetrahedral networks at
the atomic level (zinc-blende or wurtzite crystal structures). A comprehensive un-
derstanding of the structure and bonding in CuSbS2 and CuBiS2, due to their low
symmetry structures, will be necessary in order to describe the surface and interfacial
properties that will be key in the design and optimisation of improved photovoltaic
devices.
When we compare the local environment of the MS5 (M = Sb/Bi) square pyramids
we find considerable local distortion. The Sb/Bi ions are not centrally located within
the basal plane of the MS5 square pyramids as one might expect based on Valence
Shell Electron Pair Repulsion (VSEPR) theory[120]. The structural distortions arise
as a result of electronic effects relating to the Sb/Bi lone pairs.
Considering the structural deformations, we find that in CuSbS2 the distorting effect
of the stereoactive lone pair causes more structural distortion than in CuBiS2, as
measured by inspection of the largest difference (∆max) between the M-S bond
lengths and S-M-S angles listed in Table 3.3, where we also find good agreement
with the experimental values. As with the experimental work of Kyono et al.[111]
we observe that the Sb 5s lone pair seems to be more stereochemically active in
terms of repelling the neighbouring Cu than the Bi 6s lone pair; the M-Cu distance
is very similar in the two materials, 3.414 A˚ and 3.422 A˚ for CuSbS2 and CuBiS2
respectively. This result is despite the discrepancy between the ionic radii of Sb and
Bi. Interestingly this does not lead to the CuS4 tetrahedra being more distorted in
CuSbS2 (Table 3.4). In fact the CuS4 tetrahedra in CuBiS2 are more irregular, but
the deviations are much less significant than those in the MS5 square pyramids.
Turning to the cause of the distortion of the MS5 square pyramids, we have already
noted that VSEPR theory is unable to provide an explanation. Essentially this
is because VSEPR assumes a classical model of the lone pair(s) in the system, in
which the s2 electrons occupy a non-bonding orbital, and electrostatics control the
coordination. Instead we can adopt the revised lone pair model of Walsh et al.[121],
which has been used to rationalise the presence of lone pair induced structural
distortions in other systems e.g. PbO and SnO.
In this revised model the s2 lone pair electrons are no longer assumed to reside within
a non-bonding orbital. They interact with valence band anion (S) p states and the
resulting hybrids can be seen at the bottom (bonding) and top (antibonding) of the
valence band. In certain systems where this antibonding orbital has considerable
s character it is possible for the antibonding orbital to hybridize with the cation
(Sb/Bi) p states. However this interaction cannot take place in undistorted struc-
tures as it is symmetry forbidden, consequently where this cation p - antibonding
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Table 3.3: The average, and the largest difference (∆max) between, the bond lengths
and the bond angles in the MS5 square pyramids where M = Sb / Bi
CuSbS2 CuBiS2
Bond lengths (A˚)
Mean M-S (calc) 2.759 2.821
Mean M-S (expt) 2.752 2.827
∆max (calc) 0.675 0.591
∆max (expt) 0.682 0.626
Bond angles (deg)
Mean S-M-S (calc) 89.47 90.39
Mean S-M-S (expt) 88.68 90.22
∆max (calc) 20.85 19.68
∆max (expt) 14.69 12.62
Table 3.4: The average, and the largest difference (∆max between, the bond lengths
and the bond angles in the CuS4 tetrahedra
CuSbS2 CuBiS2
Bond lengths (A˚)
Mean Cu-S (calc) 2.330 2.342
Mean Cu-S (expt) 2.317 2.329
∆max (calc) 0.021 0.049
∆max (expt) 0.019 0.042
Bond angles (deg)
∆max (calc) 4.93 6.37
∆max (expt) 4.73 5.70
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Figure 3.4: (Colour online) Partial orbital-projected density of states for CuSbS2
(top) and CuBiS2 (bottom)
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Figure 3.5: Energy level diagram of the orbitals relevant to the stereochemically
active lone pair in CuSbS2 and CuBiS2, showing the difference in energy between
the Sb-5s and Bi-6s orbitals - ∆E1, and the consequent discrepancy in antibonding
orbital energy - ∆E2, leading to the varying stabilisation of the lone pair in the two
materials.
hybridization offers significant stabilization the structure distorts removing the sym-
metry constraint. The electron density of the stabilized antibonding orbital forms a
distorted lobe which is projected into the structural void like a classic lone pair.
When considering how this revised lone pair model can be applied to CuSbS2 and
CuBiS2 it is helpful to consult Figures 3.4 and 3.5, which show the partial density of
states in the valence and conduction bands for both materials, and an energy level
diagram of the relevant orbitals respectively. Looking first at the partial density of
states in Figure 3.4 for CuSbS2 we can see a set of small peaks with an energy of -3
eV. These show the interaction of the (Sb-5s/S-3p)* orbital with the Sb-5p which
as discussed above gives the stabilisation requiring structural distortion. When we
visualise the orbitals present at this particular energy we clearly see the distorted
lobe of electron density present as a result of this stabilised antibonding orbital,
shown in Figure 3.6.
If we now consider CuBiS2 we find that the peaks in Figure 3.4 are less pronounced.
This can be rationalised as the binding energy of the Bi-6s orbital is lower than
that of the Sb-5s (note ∆E1 - Figure 3.5). Consequently the energies of the Bi-
6s and S-3p are not as well matched as the Sb-5s and S-3p are. Therefore the
resulting (Bi-6s/S-3p)* hybrid does not possess as much s orbital character as the
(Sb-5s/S-3p)* hybrid. Thus the stabilisation available from interaction with the
Bi-6p states is lower than that in CuSbS2 (note ∆E2 - Figure 3.5). These results
help to rationalize the increased degree of structural distortion in CuSbS2 in which
the stabilization afforded by such distortion is greater than in CuBiS2.
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Figure 3.6: (Colour online) SbS5 square pyramid showing: lone pair electron density
(red), Sb (grey) and S (yellow).
3.7 Chapter Summary
The present study of CuSbS2 and CuBiS2 has used quantum chemical techniques
to provide deeper fundamental insight into the electronic and local structural prop-
erties, which are of direct relevance to their use as absorber materials for thin-film
solar cells.
The following main findings emerge from our investigations, which provide a strong
basis for further characterization and optimization of these materials.
1. The calculations show excellent reproduction of the observed crystal structures
of CuSbS2 and CuBiS2 including the unusual SbS5 and BiS5 coordination
geometry.
2. A calculated band gap energy of 1.69 eV for CuSbS2 is predicted, which agrees
with the available experimental data, although this accord only occurs with
the use of the HSE06 hybrid functional. For CuBiS2 we predict a band gap of
1.55 eV that falls in the optimum range for a viable absorber material.
3. The results highlight the stereochemical activity of the Sb and Bi lone pair
electrons rationalizing the asymmetric environment around Sb and Bi.
4. The density of states of both CuSbS2 and CuBiS2 indicate that the formation
of hole carriers will occur in the Cu d10 band and hence will involve oxidation
of Cu(I).
Further simulation work should include detailed studies of the defect and dopant




The Toyota Auris HSD (Concept). The photovoltaic cells which are integrated into
the vehicle’s roof provide power to the on-board electronics and can also re-charge







The need to develop lower cost and scalable photovoltaic technologies is clearly
established[1]. In recent years there has been a concerted drive to develop new
photovoltaic devices which can deliver on both of these fronts. As introduced in
chapter 1, research into thin-film photovoltaics as a replacement technology for
silicon-based devices has led to the development of photovoltaics which use CdTe
or CuInSe2 (CIS) as the basis of their absorber layer. CIS-based cells have achieved
high efficiencies and CdTe-based cells have seen incremental price reductions, but
there are concerns with these technologies. The scarcity of Te means that CdTe cells
may not be a suitable choice for mass adoption. Also the high toxicity of Cd means
that despite its inert nature when combined with Te, concerns about safety and
the environmental impact of its use persist. While CIS based devices do not suffer
from these limitations the price of In and Ga are high due to their relative scarcity
and utility in other electronics applications, notably in Transparent Conducting
Oxides (TCOs). This high cost will only be exacerbated by wide-spread use to
manufacture photovoltaic devices. Therefore the limited cost reduction potential
of CIS precludes it from offering the step-change in photovoltaic availability which
is of critical importance to our energy supply. Hence the pressing need for new
photovoltaic materials remains.
As mentioned in section 1.3.5, Cu2ZnSnS4 (CZTS) based compounds have generated
the most interest of the range of materials investigated as replacements for CIGS.
CZTS exhibits many properties which are desirable in thin-film absorber layers: it
has a high optical absorption coefficient (≈ 1× 104cm−1) and a direct band gap of
near optimum energy (1.44-1.51 eV), as well as exhibiting p-type conductivity[45–
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48]. Devices utilising alloys of CZTS and CZTSe have achieved efficiencies in excess
of 10%[49, 50]. However some key aspects of the materials chemistry of CZTS are
yet to be fully characterised. This chapter details calculations which have been per-
formed using both interatomic potential methods and density functional theory and
were focused on investigating the fundamental defect chemistry and ion migration
of CZTS. Some background on experimental and structural studies of CZTS is first
outlined, before presenting results of the computational studies.
4.2 Fabrication of Cu2ZnSnS4 Thin-films
In recent years there has been a considerable drive to develop synthetic routes which
will enable facile large-scale production of Cu2ZnSnS4 thin-films for photovoltaic and
other technological applications. Early work on Cu2ZnSnS4 used a range of vacuum-
based deposition techniques such as atomic beam, sputtering/hybrid sputtering and
evaporation deposition techniques [46, 47, 122–126]. The methods generally involve
creation of a mixed-metal stack or off-stoichiometry mixed-metal sulphide which is
annealed in a sulphur-rich atmosphere to yield Cu2ZnSnS4. Although the control
over stoichiometry is good, the presence of secondary phases persists.
To complement the vacuum based methods a range of non-vacuum processes have
been investigated for the synthesis of Cu2ZnSnS4. Principally this is because the
vacuum-based methods offer limited throughput, low material utilisation and have
high energy consumption; hence it is thought that the use of vacuum-based methods
will preclude the stark cost limitation needed to allow CZTS-based PV to expand
dramatically. Experimental groups have used a range of non-vacuum processes to
produce Cu2ZnSnS4; these include: spray pyrolysis, electrochemical deposition and
chemical vapour deposition [45, 127–131]. To date it is the work of Todorov et al.[49,
50] which has produced Cu2ZnSnS4 films yielding the highest efficiency photovoltaic
devices. They use a hydrazine-based particle-solution slurry process to create films
which are then partially selenised to give the mixed-metal sulphur-selenium alloy
Cu2ZnSn(S’Se)4[49, 50, 98].
A key issue in the majority of synthetic routes to produce Cu2ZnSnS4 is the control
over stoichiometry and secondary phases. The ratios of the multiple cation species
are difficult to control during synthesis, and losses due to formation of unwanted
co-products, e.g. ZnS are common. Even if the stoichiometry is controlled precisely,
secondary phases, principally the binary sulphides and Cu3SnS4, are produced and
are difficult to detect with standard characterisation methods. Calculations by Chen
et al. have shown that stoichiometric Cu2ZnSnS4 is stable only in a very narrow
chemical potential window[132, 133].
It has been found that Cu-poor Cu2ZnSnS4 samples often provide superior PV
performance[129, 134], in which the main competing phase is ZnS[135]. It is clear
that more detailed knowledge of the defect chemistry of Cu2ZnSnS4 can help to
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rationalise these observations.
4.3 Structure of Cu2ZnSnS4
The structure of CZTS is closely related to that of the ternary chalcogenides (e.g.
CuInS2) described in section 1.3.4. The quaternary Cu2ZnSnS4 is derived by cation
mutation from these CuM3+S2 materials. As Zn
2+ and Sn4+ replace 2M3+ cations.
Cu2ZnSnS4 remains isoelectronic with the CuMS2 materials as the total valence of
the cations is conserved throughout the substitutions.
Cu2ZnSnS4 has a large number of polymorphs which arise as a result of the many
cation ordering schemes which are possible with 3 distinct cation species. The
issue of polymorphism in Cu2ZnSnS4 is addressed in chapter 5. For now we will
consider the two polymorphs which are most commonly discussed, namely kesterite
and stannite. The unit cell and a 2 × 1 × 1 supercell for these polymorphs are
shown in Figures 1.8 and 4.1 respectively. It can be seen that the structure is
based on a regular tetrahedral network with the cations arranged in layers parallel
to the ab plane. Kesterite (orthorhombic space group I4¯ ) is the lowest energy
polymorph, which is distinguished from the related low energy polymorph stannite
(orthorhombic space group I4¯2m) by the arrangement of the cations, as shown in
Figure 4.1. In both cases the anion sub-lattice remains unchanged. In the kesterite
polymorph the layers of cations perpendicular to the c axis alternate between layers
of CuZn and layers of CuSn, whereas in stannite these layers alternate between
layers of SnZn and layers of CuCu.
It should be noted that some experimental groups[136–138] often assign kesterite
the higher symmetry space group I4¯2m rather than I4¯, or state their inability to
determine the sample’s polymorph, as they are unable to discern any order in the
CuZn layers. Whether this is due to the inability to resolve the isoelectronic Cu+
and Zn2+ ions with XRD or is due to a lack of order in the samples is not always
clear. In simulations it is often necessary to impose an explicit ordering scheme
and this is done in the vast majority of this work. Throughout this thesis the term
“kesterite” denotes the cation configurations shown in Figures 1.8 and 4.1
4.4 Modelling Objectives and Methods
At the inception of this work, the fabrication of Cu2ZnSnS4 for use in experimental
photovoltaic devices was a recent development. There was limited understanding of
the fundamental physical and defect properties of CZTS. The calculations described
in the following sections were performed with the objective of building a greater
understanding of the basic defect and ion transport properties of CZTS. Overall,
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(a) (b)
Figure 4.1: The kesterite (a) and stannite (b) polymorphs of Cu2ZnSnS4 showing;
Cu (green), S (yellow), Zn (black) and Sn (red).
the objective was to identify how these properties impacted the function of the
experimental devices being produced, and if possible to identify how synthesis and
device production could be modified in order to improve performance.
This chapter summarises the results of a large number of interatomic potential
based calculations, with details of the computational methods used given in Chapter
2. The interatomic potentials used describe the interatomic interactions in accor-
dance with the Born model[64], in which the potential energy includes a long-range
Coulombic component and short-range terms which represent Pauli repulsion and
dispersive energies. The short-range terms, which have a cut-off of 12A˚, are specified
in the Buckingham form.
For the treatment of defects, such as Cu′Zn or V
′
Cu, the two-region strategy of Mott
and Littleton has been used. In these studies the spherical regions 1 and 2a extend
25A˚ and 40A˚ from the centre of the defect respectively. These large region sizes, in
which region 1 and 2a contained approximately 4800 and 15,000 ions respectively,
became necessary when calculating the formation energy of large antisite clusters.
The size of region 1 must be sufficiently large to prevent the outermost defects of
the cluster being less than 12A˚ from the region 1/2a boundary, in which case the
effect of the short-range potential would extend into region 2a.
For the study of Cu migration we have employed the Nudged Elastic Band (NEB)
method. A series of 20 correlated energy minimisation calculations was performed on
a 2× 2× 1 pseudo-cubic (a ≈ b ≈ c ≈ 10.8A˚) supercell of Cu2ZnSnS4 containing 63
atoms. This was done using both the interatomic potentials and Density Functional
Theory (DFT) formalisms.
66
The DFT calculations have utilised the semi-local Generalised Gradient Approxi-
mation (GGA) functional of Perdew, Burke and Ernzerhof[82] in conjunction with
the Plane Augmented Wave (PAW) method for treatment of the core electrons. For
sampling of the Brillouin-zone a 4 × 4 × 4 Monkhorst-Pack mesh of k-points was
used.
4.5 Results and Discussion
4.5.1 Derivation of Potentials and Structural Modelling
The first stage in the computational simulation of Cu2ZnSnS4 was the derivation of a
potential model able to successfully reproduce the complex experimental structure.
The work of Paier et al.[103] had shown the largely ionic nature of CZTS, with the
Cu-S and Zn-S interactions being almost exclusively ionic and the Sn-S interactions
being 75% ionic in nature. Thus we investigated whether CZTS could be modelled
effectively solely by interatomic potentials. Initially the work of Wright et al. on the
inter-atomic potential modelling of metal sulphides[71, 72, 139, 140], including ZnS,
was taken as the basis for our potential model of Cu2ZnSnS4. The Zn-S and S-S
potentials from ref [139] were transferred directly and the Zn-S parameters was also
used as the starting point for a refinement of the Cu-S and Sn-S potentials. These
were fitted to the experimental structure of Cu2ZnSnS4, provided by the structural
work of Bonazzi et al.[141], and also to the experimental structures of the binary
sulphides Cu2S[142], ZnS[143] and SnS2[144].
The parameters for this first potential model (termed potential 1 ) are given in ap-
pendix B (Table B.1). While potential 1 successfully reproduced the crystal struc-
tures of kesterite and stannite Cu2ZnSnS4 with a high level of accuracy, the three-















This form of the three-body term is not supported in the METADISE code or for
the implementation of the NEB method in GULP, which greatly hampers the study
of ion-transport and surface properties using potential 1.
Hence, a second set of potential parameters was sought, that would be able to
describe the inter-atomic interactions in Cu2ZnSnS4 without the use of higher order
terms. This was achieved by sampling a large section of the parameter space for
the Cu-S, Zn-S and Sn-S pair potentials, which retained the Buckingham form. The
parameters A and ρ were systematically sampled with two scans. The first being a
relatively coarse grid consisting of 250047 data points which was used to direct the
second scan which had a finer sampling grid consisting of 481284 data points. The
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Table 4.1: Parameters of potential A used to model Cu2ZnSnS4
Buckingham Term A (eV) ρ (A˚) c (eV/A˚6)
S - S 1200.00 0.1490 0.0
S - Cu 2434.65 0.2789 0.0
S - Zn 2433.39 0.3174 0.0
S - Sn 2468.24 0.3551 0.0
Species Core charge (e) Shell Charge (e) Spring k(eV/A˚2)
S 1.03061 -3.03061 13.302743
Cu 1.0 - -
Zn 2.0 - -
Sn 4.0 - -
Buckingham potential parameters from each data point were refined to optimise the
reproduction of the crystal structure of kesterite Cu2ZnSnS4 using the least squares
fitting regime in GULP. Candidate potentials were then filtered to exclude those
yielding imaginary phonon frequencies and then sorted by their ability to reproduce
the experimental structure (of both kesterite and stannite). This sampling method
ensured that the vast majority of the parameter space was investigated. Thus the
final potential parameters should correspond to the most appropriate of a range
of possible parameter combinations. The final parameters resulting from this scan
based method, and hence referred to as potential A, are given in Table 4.1.
Our discussion will focus on the results of potential A† in order to maintain consis-
tency with the studies of surface properties presented in chapter 5. Tables of results
from the use of potential 1 are included in Appendix B.
We have used the interatomic potentials described in Table 4.1 to perform energy
minimisation calculations upon the orthorhombic unit cells of kesterite and stannite
Cu2ZnSnS4, which each contain two formula units of CZTS. Lattice vectors and
ionic positions are subject to full relaxation. Table 4.2 compares the lattice param-
eters and bond lengths to the experimental structural studies of Bonazzi et al.[141].
It can be seen that the structures of both kesterite and stannite Cu2ZnSnS4 are
reproduced to high accuracy, with lattice parameters and bond lengths deviating
from experimental results by less than 0.1A˚.
†With the exception of the discussion of defect clusters. These calculations were not repeated
with potential A as a more extensive study of cation ordering/polymorphism was performed, this





















































































































































































































































































































































































4.5.2 Intrinsic Defect Chemistry of Cu2ZnSnS4
Due to the recent emergence of Cu2ZnSnS4 very little is known about its intrin-
sic defect chemistry. To address this we have investigated the formation of full
and partial Schottky disorder, Frenkel disorder and cation anti-site defects within
the Cu2ZnSnS4 lattice. The formation processes for these defects are described by
equations 4.1-4.12.






S → 2V ′Cu + V ′′Zn + V ′′′′Sn (4.1)
+ 4V ··S + Cu2ZnSnS4




S → 2V ′Cu + V ··S + Cu2S (4.2)
ZnS Schottky : ZnxZn + S
x
S → V ′′Zn + V ··S + ZnS (4.3)




S → V ′′′′Sn + 2V ··S + SnS2 (4.4)
(4.5)
Cu Frenkel : CuxCu → V ′Cu + Cu·i (4.6)
Zn Frenkel : ZnxZn → V ′′Zn + Zn··i (4.7)
Sn Frenkel : SnxSn → V ′′′′Sn + Sn····i (4.8)
(4.9)
Cu/Zn Antisite : CuxCu + Zn
x
Zn → Zn·Cu + Cu′Zn (4.10)
Zn/Sn Antisite : ZnxZn + Sn
x
Sn → Sn··Zn + Zn′′Sn (4.11)
Cu/Sn Antisite : CuxCu + Sn
x
Sn → Cu′′′Sn + Sn···Cu (4.12)
The energies for each of the isolated vacancy, interstitial and substitutional defects
in equations 4.1-4.12 have been calculated and are given in Tables 4.3, 4.4 and 4.5
respectively. The interstitial positions of the Cu·i defects are shown in Figure 4.2.
Although Figure 4.2 shows the Cu interstitials in kesterite Cu2ZnSnS4 the positions
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Table 4.3: Isolated defect energies for vacancy defects in kesterite and stannite
Cu2ZnSnS4
Type of Vacancy Symbol
Defect energy / eV
Kesterite Stannite
Cu(1) V ′Cu 6.35 6.37
Cu(2) V ′Cu 6.33 6.37
Zn V ′′Zn 21.26 21.07
Sn V ′′′′Sn 76.33 79.27
S V ··S 21.50 21.38
Table 4.4: Isolated defect energies for interstitial defects in kesterite and stannite
Cu2ZnSnS4
Interstitial Kesterite Stannite

































remain unchanged in the stannite structure and consequently the corresponding
diagram has been omitted.
The energies of the relevant point defects are combined to give the formation energies
of the defect reactions, in both the kesterite and stannite polymorphs of Cu2ZnSnS4,
and these energies are given in Tables 4.6 and 4.7.
Schottky and Frenkel Disorder
Table 4.6 details the energies for the Schottky, Schottky-type and Frenkel defects
described by equations 4.1-4.7. The magnitudes of the energies for these defect pro-
cesses suggest that all forms of Schottky type defect have a high defect formation
energy. Consequently it is suggested that Schottky type defects will not be present
in the Cu2ZnSnS4 lattice in significant quantities irrespective of polymorph. There
71










Figure 4.2: Schematic showing the favoured Cu·i interstitial positions (small pink
spheres) in kesterite Cu2ZnSnS4. Colours are similar to previous figures; Cu (green),
Zn (black), Sn (red), S polyhedra (yellow).
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Table 4.6: Formation energies for the Schottky and Frenkel defects in Cu2ZnSnS4
Defect Equation
Total Formation Energy / eV
kesterite stannite
Full Schottky 4.1 35.68 38.08
Cu2S Schottky 4.2 7.95 7.89
ZnS Schottky 4.3 8.52 8.22
SnS2 Schottky 4.4 31.8 34.5
Cu Frenkel 4.6 2.46 2.56
Zn Frenkel 4.7 6.84 7.84
Sn Frenkel 4.8 - ≈20
are small deviations in the calculated Schottky defect formation energies between
kesterite and stannite but even the formation energy of the Cu2S Schottky in stan-
nite, which is the lowest of all the Schottky type defects investigated, is too high to
allow appreciable concentrations to form.
The Cu Frenkel has a much lower formation energy, being ≈1.25 eV defect−1. At
the elevated temperatures experienced in some synthetic routes, it could contribute
to significant concentration of copper vacancies (V ′Cu) and interstitials (Cu
·
i). The
mobility of these may explain the increased rate of Cu diffusion in synthesis relative
to the other constituents, a point we return to below.
It should be noted that it has not been possible to calculate the energy for the tin
interstitial defect (Sn····i ) in kesterite Cu2ZnSnS4, as the introduction of the highly
charged Sn4+ ion caused massive structural relaxation. In stannite Cu2ZnSnS4 the
defect energy of Sn····i was calculated to be -51.98 eV and -52.19 eV, when the inter-
stitial was located in the Cu-Cu layer and in the Zn-Sn layer respectively, leading
to a Frenkel defect energy of ≈20 eV. Clearly this is too high to allow any consider-
able concentration of Sn Frenkel defects to form in stannite Cu2ZnSnS4. Given that
the formation energies for all the other defects studied have varied little between
kesterite Cu2ZnSnS4 and stannite Cu2ZnSnS4 it is fair to assume that the Sn Frenkel
also has a high formation energy in kesterite Cu2ZnSnS4.
Antisite Disorder
By far the most significant result of the intrinsic defect calculations is the formation
energies of the antisite defects, listed in Table 4.7. While the energies of the Zn/Sn
and Cu/Sn antisites are high, the formation energy of the Cu/Zn antisite is consid-
erably lower. The fact that antisite disorder is the lowest energy form of intrinsic


































































































































































































For the case of a pair of isolated defects, the Cu/Zn antisite has a formation energy
of 1.46 eV and 1.36 eV in kesterite and stannite respectively. In the case of the pair
cluster where the Cu′Zn and Zn
·
Cu are found together as nearest neighbours, rather
than spaced apart in the lattice, the formation energy drops to 0.64 eV and 0.56 eV
in kesterite and stannite respectively.
Clearly these values suggest that there will be significant levels of Cu/Zn antisite
disorder in Cu2ZnSnS4. This is in accord with experimental data, where the work of
Bonazzi et al.[141] predicts no order in the Cu-Zn layers in “kesterite” and assigns
the I4¯2m space group as a result. However, as previously noted the inability of XRD
to resolve Cu+ and Zn2+ could be critical here. The work of Schorr et al.[146, 147]
has used neutron diffraction to study Cu2ZnSnS4 and also found a lack of ordering
in the Cu-Zn layers.
Interestingly, the finding that the formation energy of the Cu/Zn antisite is lower
in stannite Cu2ZnSnS4 than in kesterite Cu2ZnSnS4 can be explained, as Cu/Zn
antisite disorder in stannite will lead to the partial formation of the lower energy
kesterite phase.
Turning to the issue of antisite defect aggregation, Table 4.7 shows that there
is a favourable binding energy between the oppositely charged substitutional de-
fects Cu′Zn and Zn
·
Cu. Electrostatic attraction and elastic interactions between these
charged species makes formation of a defect pair cluster favoured over isolated de-
fects. This is significant as it indicates that like CIGS where neutral defect com-
plexes such as [In··Cu + 2V
′
Cu] are formed[145], the native defects in Cu2ZnSnS4 could
exhibit self-passivation behaviour. Self-passivation is important as charged defects
can act as charge-carrier traps, and therefore act as recombination centres which
dramatically reduce a material’s effectiveness in a photovoltaic device.
Following this finding we performed a series of cluster calculations† to investigate
whether this defect aggregation is limited to pair clusters or whether larger micro-
domains of Cu/Zn antisite defects will be formed. Table 4.8 shows the formation
energies (EF ) and binding energies (Ebind) for clusters of antisite defects consisting of
up to 8 substitutional defects. There is an increase in binding energy from -0.31 eV
defect−1 to -0.43 eV defect−1 when moving from the two-defect to four-defect cluster.
For the larger clusters the precise configuration greatly affects the binding energy.
While the lowest energy configurations for the six-defect and eight-defect clusters
have higher binding energies, -0.44 eV defect−1 and -0.45 eV defect−1 respectively,
the difference is small.
As can be seen from Table 4.8 the defect configuration has a significant effect on
the binding energy of the larger antisite clusters. The asymmetric clusters are less
†These calculations were performed using potential 1 and have not been repeated with potential
A as a more rigorous investigation of cation ordering in Cu2ZnSnS4 has been carried out using
DFT, the results of which are discussed in chapter 5.
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Table 4.8: Defect formation energies (EF ) and binding energies (Ebind) for a range
of antisite clusters of varying sizes in kesterite Cu2ZnSnS4.
Configuration EF / eV EF / eV defect
−1 Ebind / eV Ebind / eV defect−1
2 substitutional defects (pair cluster)
1 0.5 0.25 -0.61 -0.31
4 substitutional defects
1 0.73 0.18 -2.59 -0.43
6 substitutional defects
1 1.07 0.18 -2.25 -0.37
2 1.03 0.17 -2.29 -0.38
3 1.03 0.17 -2.29 -0.38
4 0.70 0.12 -2.62 -0.44
5 - - - -
6 1.11 0.19 -2.21 -0.37
8 substitutional defects
1 0.82 0.10 -3.60 -0.45
2 1.12 0.14 -3.31 -0.41
3 1.18 0.15 -3.25 -0.41
4 1.21 0.15 -3.21 -0.40
5 - - - -
6 1.21 0.15 -3.21 -0.40
7 1.10 0.14 -3.33 -0.42
8 1.29 0.16 -3.14 -0.39
9 1.48 0.19 -2.94 -0.37
10 1.21 0.15 -3.21 -0.40
11 1.67 0.21 -2.75 -0.34
12 1.12 0.14 -3.31 -0.41
13 1.39 0.17 -3.03 -0.38
14 1.39 0.17 -3.04 -0.38
15 2.56 0.32 -1.87 -0.23
16 1.36 0.17 -3.07 -0.38
17 1.57 0.20 -2.86 -0.36
76
(a) (b)
Figure 4.3: The highest (a) and lowest (b) energy configurations of the 8 defect
antisite cluster. The ab plane of kesterite Cu2ZnSnS4 is shown viewed along the
c axis, colours similar to Figures 4.1 and 1.8 are used; CuxCu (light green), Zn
x
Zn
(black), Cu′Zn (light blue) and Zn
·
Cu (orange).
strongly bound. Interestingly the symmetry of the configurations with the highest
and lowest binding energies are the same, both belong to the C2h point group and
are shown in Figure 4.3. It appears that configurations which are strongly bound
minimise disruption of the cation ordering along the diagonals (1 1 0) and (-1 1 0).
While considering the ordering of these cation antisite clusters it became clear that a
more rigorous approach to the investigation of the cation ordering in Cu2ZnSnS4 was
needed. To achieve this the approach embodied in the recent Site Occupancy Disor-
der (SOD) code has been used to study Cu-Zn site disorder, and these calculations
are detailed in Chapter 5.
4.5.3 Ion Migration in Cu2ZnSnS4
As with the intrinsic defect chemistry, limited prior knowledge of the ion migration
properties of Cu2ZnSnS4 is available. A greater understanding of these transport
properties is needed to be able to improve synthetic processes. Also, it has been
noted that completed CZTS-based PV cells can fail after a period of successful op-
eration. It has been postulated that this could be due to Cu out-diffusion (a.k.a.
Cu leakage), which allows micro-domains of metallic Cu to form in devices following
prolonged operation. These metallic Cu micro-domains are thought to be dendritic
in nature and lead to device failure due to creation of a short circuit. This effect
is similar to the electrical potential driven migration and accumulation of Cu ob-
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(a) (b)
Figure 4.4: Schematic representation of interlayer V ′Cu migration in kesterite (a)
and illustration of a discontinuous migration path encountered using a constrained
minimisation approach (b). Colours are similar to previous figures with small pink
spheres representing the relaxed positions of a migrating Cu·i
served in related CuInSe2-based materials and to the Cu out-diffusion in Cu2S/CdS
heterojunctions[148–150]. It is hoped that a greater understanding of ion migration
could inform the validity of this theory, and that mechanistic information gained
might be useful in the design of methods to mitigate this process as well as inform-
ing the design of synthetic processes.
Initially we used a constrained minimisation approach to plot the route of a mi-
grating Cu ion throughout the lattice. This was performed for both Cu·i and V
′
Cu
migration. Details of the calculated migration barriers to the various diffusion paths
are listed in appendix B, Table B.9.
A limitation of the constrained minimisation approach is the problem of applying
appropriate levels of constraint to migration paths which are not parallel with a
lattice vector. This can mean that continuous migration paths become divergent on
relaxation as is illustrated in Figure 4.4b.
Constrained minimisation methods are an effective technique for establishing an
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Figure 4.5: Cu diffusion path (small orange spheres) in kesterite Cu2ZnSnS4 via a
vacancy hopping mechanism
upper-limit for the migration barrier. However, techniques such as the Nudged
Elastic Band (NEB) method generally provide a more effective form of transition
state search. Thus we have used the NEB method to enhance the constrained
minimisation calculations.
Following the publication of work by Chen et al.[118, 133] showing that electronic
stabilisation of the V ′Cu and Cu
′
Zn defects makes these species favoured over other
forms of point defect disorder, such as Cu·i, we have focused our calculations on the
migration of V ′Cu in kesterite Cu2ZnSnS4.
Figure 4.5 shows a representation of the path of a migrating Cu ion via a vacancy
hopping mechanism. The effect of symmetry means that the path shown in Figure
4.5 is the only way to connect two nearest-neighbour V ′Cu sites, and consequently
that it is possible to connect individual hops to enable long-range three dimensional
V ′Cu diffusion in Cu2ZnSnS4.
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Table 4.9: Calculated energy barriers to copper vacancy (V ′Cu) migration
Technique Energy barrier / eV
Interatomic potentials 0.76
DFT 0.69
We have used the NEB methodology in both the interatomic potentials and DFT
formalisms to probe the magnitude of the energy barrier associated with this tran-
sition and the results are listed in Table 4.9.
The migration barriers are relatively favourable (≈0.7 eV) and there is good accord
between the two calculated values, using both the interatomic potentials and DFT-
based methodologies.The magnitude is comparable to migration barriers in oxide-ion
conductors.
We have used the calculated energy barriers in Table 4.9 to derive the Cu diffusion
coefficient, in line with dilute diffusion theory[151], using:
D = gΓa2, (4.13)
where D denotes the diffusion coefficient, g is a geometrical factor (g is assumed
to be 1, as is the case in similar modelling work[152]), a the hop-distance and Γ
the hopping frequency, which results from transition state theory[153, 154], and is
defined as:





where Ea is the ion migration energy barrier, kB the Boltzmann constant, T the
absolute temperature and ν is the attempt frequency, for this our calculations use
the typical value of 1013s−1[154].
Using equations 4.13 and 4.14 we calculate the diffusion coefficient for V ′Cu migration
in Cu2ZnSnS4 to be in the 10
−14 − 10−15 cm2s−1 range.
Currently, we are unaware of any experimental studies that have investigated ion
migration in Cu2ZnSnS4/Cu2ZnSnSe4 materials. However, our calculated diffusion
coefficient is consistent with values in the related material CuInSe2, which has been
measured by various methods, as detailed in the work of Guillemoles et al.[148], and
is in the 10−13 − 10−10 cm2s−1 range[148, 155, 156]. The scatter in the measured
values has been attributed to the indirect nature of some measurement techniques
as well as to the varying quality of the samples.
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Based upon our calculated Cu migration barriers and diffusion coefficients we suggest
that appreciable Cu diffusion in Cu2ZnSnS4-based photovoltaic devices is possible
upon sustained operation. This may have several effects upon these devices:
(i) Photo-induced electrical-bias driven Cu-ion migration may lead to a non-
uniform distribution of the native defects with respect to film depth in the
Cu2ZnSnS4 absorber layer, with increased concentrations of V
′
Cu defects near
to the CdS/Cu2ZnSnS4 interface and increased Cu-based defects (either Cu
′
Zn
or Cu·i) in the Cu2ZnSnS4 bulk.
(ii) We cannot discount the possibility of Cu out-diffusion (a.k.a. Cu-leaching)
from Cu2ZnSnS4 layers. This is an effect similar to that observed in Cu2S/CdS-
based devices and with the associated device failure, as discussed in section
4.5.3. However, we have not addressed whether there is a driving force for this
diffusion. In Cu2S/CdS heterojunctions the chemical potential of Cu is lower
in CuS than in Cu2S, which drives the out-diffusion. However, in CuInSe2 this
is not the case and Cu out-diffusion is not a significant problem.
Cu mobility in Cu2ZnSnS4 means that a non-uniform distribution of defects
is possible. This non-uniform distribution could mitigate the effects of out-
diffusion as the enhanced concentration of V ′Cu near the Cu2ZnSnS4/CdS in-
terface could act as a “sink” for Cu ions, as is the case in CuInSe2[148].
(iii) The moderate mobility of Cu may in fact act to preserve the cell, by enabling
“auto-repair” processes akin to those proposed in CIGS devices[148]. The mo-
bility of Cu means that devices exist in a buffered equilibrium and that the
effects of perturbing forces such as bias-driven ion migration or structural irra-
diation damage are mitigated by the flexibility of the material, with structures
able to equilibrate during perturbation-free conditions (most notably dark-
ness). This is an area that warrants further investigation.
4.6 Chapter Summary
This chapter describes computational studies of the structural, defect and Cu mi-
gration properties of Cu2ZnSnS4 which can be summarised as follows.
1. We have successfully derived interatomic potentials for Cu2ZnSnS4, which de-
scribe the structure of both kesterite and stannite polymorphs accurately.
2. The development of our potential model has allowed investigation of a wide
range of intrinsic defects in Cu2ZnSnS4 for the first time. We find that the
Cu/Zn antisite defects are the lowest energy intrinsic disorder in both kesterite
and stannite. We also find that the energy of the Cu Frenkel is low enough to
account for the increased Cu mobility during certain synthetic processes which
occur at elevated temperature. However, we note that the formation energies of
all other Frenkel/Schottky defects are high and preclude the formation of these
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defects in appreciable concentrations. We note that the formation energies of
the defects investigated vary little between the two polymorphs.
3. For the Cu/Zn antisite defects in kesterite Cu2ZnSnS4 we find that there is
an energetic preference for small neutral defect clusters. This suggests that a
degree of self-passivation behaviour exists in Cu2ZnSnS4 which is important
as this should limit charge-carrier trapping and consequent recombination.
4. We have also investigated the Cu transport properties of kesterite Cu2ZnSnS4.
We find that there is only one possible symmetry inequivalent hop for a copper
vacancy (V ′Cu), and that it is possible to connect such hops to enable long-range
three-dimensional V ′Cu diffusion. We have used a Nudged Elastic Band method
in both the interatomic potential and DFT formalisms to calculate the energy
barrier associated with this Cu vacancy hop, and find it to be 0.76 eV and
0.69 eV respectively.
The Cu diffusion coefficient that is derived is in the order of 10−14 − 10−15
cm2s−1. Based upon this we suggest that Cu diffusion will be slower in
Cu2ZnSnS4 than in CuInSe2, although when the effect of bias-driven migration
is considered it is thought that Cu migration will still impact greatly upon the
photovoltaic behaviour of Cu2ZnSnS4. We believe that Cu mobility may lead
to bias-driven non-uniform defect distributions, and that we cannot discount
the possibility of Cu out-diffusion. However, further work to establish whether
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As has been introduced in chapters 1 and 4, Cu2ZnSnS4 is the most promising of a
range of materials which are currently under investigation for their potential util-
ity in the absorber layers of next-generation thin-film photovoltaic cells. This is
principally because Cu2ZnSnS4 possesses a near-optimum band gap for terrestrial
energy generation, as well as a high optical absorption coefficient[45–48]. Further-
more, Cu2ZnSnS4 is composed solely of elements which are relatively inexpensive
and abundant, thus making the material a suitable candidate for use in large scale
photovoltaic device production.
In the preceding chapter, we used a potentials-based approach to investigate the
structural, defect and ion-migration properties of Cu2ZnSnS4. In this chapter, we
have used Density Functional Theory (DFT) based techniques to investigate the
issue of polymorphism, and potential based methods to study, for the first time, the
surface structures of Cu2ZnSnS4.
5.2 Simulation Methods
It should be noted that a more detailed discussion of the techniques which underpin
this section has been given in chapter 2.
For the investigation of polymorphism in Cu2ZnSnS4, we have used the approach
embodied in the Site Occupancy Disorder (SOD) code[62]. In this approach the
complete configurational space describing all possible ordering configurations, for a
given supercell of material, is generated. From this the symmetry-inequivalent con-
figurations are selected, using the symmetry operators of the parent structure. Using
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either DFT, as in our investigations, or interatomic potential based energy minimi-
sation methods, to provide the relative formation energies of the configurations in
this reduced set, we can assess the occurance of each configuration in the disor-
dered solid according to a Boltzmann-like probability. This allows the prediction of
certain material properties, such as lattice parameters for the disordered solid, as
well as allowing the effect of temperature on the configurational composition to be
considered.
The DFT calculations have been performed utilising a planewave code, the Vienna
Ab initio Simulation Package (VASP). For the exchange-correlation potential, we
have used the semi-local Generalised Gradient Approximation (GGA) functional
of Perdew, Burke and Ernzerhof[82], in conjunction with the PAW method. A
planewave energy cut-off of 280 eV was used. For sampling of the Brillouin-zone a
4× 4× 4 Monkhorst-Pack mesh of k-points was used for the 2× 2× 1 supercells of
Cu2ZnSnS4, where a ≈ b ≈ c ≈ 10.8A˚, while for smaller supercells the k-point mesh
was scaled accordingly. In the simulations, all lattice vectors and ionic positions were
fully relaxed. An ionic force tolerance of 1 × 10−3 eVA˚−1 in each lattice direction
was used throughout.
5.3 Results and Discussion
5.3.1 Structural Modelling: Polymorphism and Site Occu-
pancy Disorder
Cu2ZnSnS4 is a complex material which is difficult to synthesise, and in recent years
there has been considerable confusion as to the exact nature of numerous synthe-
sised samples. It is known that Cu2ZnSnS4 has a variety of polymorphs, due to the
large number of possible cation ordering schemes resulting from the multi-ionic na-
ture of the material[104, 157, 158]. It is widely accepted that kesterite Cu2ZnSnS4
represents the lowest energy of these cation ordering schemes, and that stannite
Cu2ZnSnS4 is only slightly less energetically favourable. In this work, as is the case
in the published literature, these two polymorphs receive the most consideration.
However, it is clear that these two configurations do not completely describe the
plethora of cation ordering permutations which are possible for Cu2ZnSnS4. There
have been previous attempts to address this, notably the work of Chen[104] and
Ichimura[157]. However, in both these studies the number of polymorphs considered
is rather small, 3 and 5 respectively, when compared with the number of configu-
rations possible. Furthermore, neither work considers entropic contributions to the
prevalence of a particular polymorph.
We have used the Site Occupancy Disorder code of Grau-Crespo and co-workers[62]
in conjunction with VASP, to study the favourability and prevalence of a range of







































































































































































(a) Config 01 (b) Config 02
(c) Config 08
Figure 5.2: The structures of Cu2ZnSnS4 configurations 01 (kesterite), 02 and 08.
Colours are similar to previous figures; where S (yellow), Sn (red), Zn (black) and
Cu (green).
We examined the 49 symmetry-inequivalent configurations which arise as a result of
varying the positions of all the Cu and Zn ions among the Cu/Zn sites in a 2×1×1
supercell. Investigation of larger supercells and of disorder in the Sn sub-lattice was
also considered. However, the number of configurations rapidly becomes intractable
if too many variables are introduced; for example considering the Cu/Zn sublattice
disorder in a 2×2×1 supercell results in 24237 symmetry-inequivalent configurations
rather than 49 for a 2× 1× 1 supercell.
Figure 5.1 shows the configurational-probability (as defined in section 2.4) for each
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of the 49 symmetry-inequivalent configurations in the temperature range 50-1250K.
Above this range Cu2ZnSnS4 decomposes. The configurational-probability takes
into account not only the formation energy for a given configuration but the degen-
eracy of that configuration, as discussed in chapter 2. This approach is superior to
simply considering the formation energies for a given set of polymorphs, as entropic
considerations are included.
Figure 5.1 indicates that the prevalence of a given configuration is highly tempera-
ture dependent. At temperatures below 800K perfectly ordered kesterite (configura-
tion 01) dominates. However, it is only at temperatures below 300K that we predict
it to account for the majority of a sample. Generally, synthesis of Cu2ZnSnS4 takes
place at elevated temperatures. In the most efficient Cu2ZnSnS4 based devices the
material is annealed at 813K. At these temperatures configuration 01 is no longer
the dominant phase. Instead we predict that configurations 01, 02 and 08 (shown
in Figure 5.2) account for ≈40% of a sample, and that the remainder is accounted
for by other configurations. As a result, we suggest that the rate at which samples
are cooled after annealing will have a significant impact on the cation ordering of
the material, with samples which are quench-cooled exhibiting a more disordered
Cu/Zn sublattice. Slow-cooled samples will be more “kesterite-like”, as they will
contain a higher proportion of the perfectly ordered kesterite configuration (Config
01). However, at 300K the configurational-probability for Config 01 is ≈56%, which
suggests that the formation of phase pure kesterite may not be possible.
Inspecting the structures of the configurations that are predicted to be the most
prevalent; 01, 02 and 08 (which are shown in figure 5.2), it is found that the devi-




can help to rationalise the observations of the experimental groups of Bonazzi[141]
and Schorr[159], who find their samples of kesterite to be partially disordered and




, which is in clear agreement with
our calculated results.
Now turning to consider the stannite polymorph (configuration 49), there are a
few reports of Cu2ZnSnS4 films with the stannite structure[46, 127]. However, when
consulting figure 5.1 it is clear that the configurational-probability of stannite forma-
tion is low throughout the entire temperature range, and that formation of stannite
is not preferred. Indeed it is difficult to distinguish the corresponding trend-line
as there are a raft of alternative configurations with comparable formation prob-
abilities. To address this issue, Figure 5.3 shows the probability of only stannite
formation as well as the Zn occupancy of the Cu/Zn cation sites in the z = 0 and
z = 1
2
layers, as a function of temperature. We find that the maximal calculated
configurational-probability of stannite is 0.0256 (550-575K), suggesting that samples
annealed in this temperature range and then rapidly/quench-cooled would be com-
posed of ≈2.5% stannite. Hence, our calculations do not predict stannite to be the
dominant polymorph at any temperature, and therefore suggest that characterising
Cu2ZnSnS4 films as stannite-type on the basis of XRD data may be unwarranted.
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Figure 5.3: Calculated configurational probability for stannite (blue - primary axis),
and the fraction of Zn located in the M-Sn layer (red - secondary axis), each as a
function of temperature.
It should be reiterated that XRD studies cannot distinguish the isoelectronic Cu+
and Zn2+, and so it is difficult to distinguish polymorphs of Cu2ZnSnS4 which are
distinct due to the ordering of the Cu/Zn sublattice.
Figure 5.3 also shows the Zn occupancy of the Cu/Zn site in the Sn-x layers. We
find that the maximal Zn occupancy of these sites, prior to material decomposition,
is ≈29%, and that over the range of temperatures common in synthesis the Zn occu-
pancy is 20-25%.This result supports the previous point regarding the unfavourabil-
ity of stannite polymorph formation, and suggests that kesterite (and kesterite-type)
configurations represent the majority of a Cu2ZnSnS4 sample irrespective of synthe-
sis temperature.
5.3.2 Structural Properties and Tetragonal Distortion
As well as predicting the temperature dependence of the configurational composi-
tion (as is shown in Figure 5.1), we can predict average properties, such as lattice
parameters, based upon the configurational composition of Cu2ZnSnS4 at different
temperatures. Figure 5.4 shows the lattice parameters a, b and c as a function of
temperature (note that this does not include the effect of thermal expansion and is
more representative of the properties of samples which have been synthesised at a
given temperature, and then quench cooled). We find that all the lattice parameters
increase with temperature induce configurational change in Cu2ZnSnS4. However,
while the increases in the a and b parameters are relatively small, being ≈0.002A˚
over the 1150◦ temperature range, the change in the c parameter is more noticeable
as it is 0.008A˚1mm (0.07%). As a result we have investigated whether the tetragonal
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Figure 5.4: Calculated lattice parameters a (red), b (blue) and c (black) in
Cu2ZnSnS4, as a function of temperature. The parameters a and b are relative
to the primary axis and c is relative to the secondary axis.
distortion, which is a measure of the deviation of the unit cell from perfect tetrag-





affected by these changes.
The tetragonal distortion is an important property in semiconductors composed of
tetrahedral networks, such as the chalcopyrites and kesterites, as deviation from
perfect tetragonal symmetry affects the crystal field splitting of the orbitals com-
prising the valence band[134]. This indicates that tetragonal distortions lead to a
non-degenerate valence band maximum[161]. The sign of the crystal field affects
the symmetry of the valence band[161–163], which alters the anisotropy of the effec-
tive mass[164]. Hence, we have investigated whether the changes in configurational
composition driven by synthesis temperature systematically affect the tetragonal
distortion in Cu2ZnSnS4. We have plotted the tetragonal distortion as a function of
temperature (Figure 5.5), based upon the data illustrated in Figure 5.4.
It should be noted that, because the lattice parameters are proportional averages
of the parameters from a set of distinct configurations, the lattice parameter a
is not equal to b. Consequently in Figure 5.5 we show data corresponding to the













as this data, Figure 5.5 also shows the tetragonal distortions present in a selection
of data from experimental studies[134, 141, 158, 160], where sufficient information
about the cooling of the samples was provided. These are shown at 293K, because
the slow cooling rate means that the cation configuration will have time to adjust
to that most favoured at this temperature. The composition of the quench-cooled
samples will remain that of the annealing temperature.
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as a function of temperature. The
tetragonal distortion of samples from the experimental work of Siebentritt[134],
Schorr[158], Bonazzi[141] and Kheraj[160] are also shown. Samples which have been
quench-cooled are denoted by a black marker, samples with a slower cooling rate
are denoted by blue markers.
From the data presented in Figure 5.5, we find that there is a correlation between
our predicted tetragonal distortion and temperature. Higher temperatures lead to
larger distortions, although the magnitude of the change is rather small when com-
pared to the spread of the experimental data (∆ = 0.5×10−3 and 2.6×10−3 for the
calculated and experimental distortions respectively). We also find that for temper-
atures of 300K and higher, the predicted tetragonal distortion is ≥ 1. Our calculated
distortion appears to be in good agreement with that found in the samples prepared
by Siebentritt[134] and Schorr[158]. However, there is a discrepancy with the work
of Bonazzi[141] who found the tetragonal distortion to be significantly lower than
1.0. While all of these experimental groups quench-cooled their samples from an an-
nealing temperature of 750◦C (1023K), the samples of Siebentritt and Schorr were
polycrystalline powders, whereas Bonazzi produced a single-crystal.
Relating the fact that our calculated tetragonal distortions are ≥ 1 above 300K to
the finding by Siebentritt that thin-films of Cu2ZnSnS4 generally have tetragonal
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distortions ≤ 1 (not shown in Figure 5.5 as information about the cooling rates of the
thin-film samples were omitted from their paper). We support the suggestion that
this is a result of the stress inherent in the prepared films, as we cannot rationalise
the discrepancy in terms of distortions induced by the configurational composition
of the sample.
We conclude that while there is a correlation between annealing temperature and
tetragonal distortion in quench-cooled powder samples, the effect is rather small and
its impact is obscured by other effects such as strain and sample composition. As our
calculations predict tetragonal distortions ≥ 1 above 300K, our data does not predict
a reversal in the sign of the crystal field splitting in this range. Consequently, we
suggest that parameters other than the configurational composition will determine
the anisotropy of the effective mass.
5.3.3 Surface Properties of Cu2ZnSnS4
A key component of materials’ performance in electrochemical devices, such as pho-
tovoltaics, Li-ion batteries and fuel cells, is the surface and interface properties which
they contribute to a device. These properties are dependent on the surface structures
which are exhibited by a material. Therefore, developing our knowledge of these fea-
tures on the atomic-scale is important for understanding the key mechanisms that
determine a device’s functionality.
Currently, the surface properties of Cu2ZnSnS4 are not fully characterised. This
is in part due to the complexity of the material system, the variety of synthetic
methods used and because it is difficult to identify distinct surface planes solely
using experimental techniques. Nonetheless, it is widely thought that the surface-
related properties exert a significant influence over the material’s applicability as
a photovoltaic absorber material. Studies of CuInSe2-based photovoltaic devices
have found that charge carrier recombination often occurs at surfaces and grain
boundaries[165–171]. Given the similarities between Cu2ZnSnS4 and CuInSe2, it is
thought that similar effects may be present at the surfaces of Cu2ZnSnS4. Before this
potential loss mechanism can be investigated, and potentially mitigated, it is nec-
essary to improve the basic understanding of the surface structures of Cu2ZnSnS4.
In this section we use potential based methods to investigate the low energy sur-
faces, and their atomic-scale structure. This will enable future investigation of the
Cu2ZnSnS4/CdS interface, as well as enabling the investigation of surface-based
charge carrier recombination.
We have used the METADISE (Minimum Energy Techniques Applied to Dislocation
Interface and Surface Energies) code of Watson et al.[172], the underlying method-
ology of which is discussed in chapter 2. We have investigated the surface energies







Figure 5.6: Schematic of the surface types defined by Tasker, showing a type I
surface (a), a type II surface (b) and a type III surfaces before (c) and after (d)
reconstruction.
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It is common to describe the surfaces of polar solids according to the classifications
introduced by Tasker[173], who defined three types of surface as follows:
• Type I Surfaces which are composed of stoichiometric layers, and have no
dipole perpendicular to the surface. (Figure 5.6a)
• Type II Surfaces composed of multi-layer repeat units which do not have a
dipole perpendicular to the surface. (Figure 5.6b)
• Type III Surfaces where it is not possible to cleave the layers to give a non-
dipolar surface (Figure 5.6c). For these surfaces to exist the dipole must be
removed, which can be achieved either by surface reconstruction (Figure 5.6d)
or by oxidation/reduction of surface ions.
Illustrations of these surfaces and the reconstruction of type III surfaces in order to
remove the dipole are shown in Figure 5.6, which is based on the work of Parker et
al.[174].
The vast majority of the investigated surfaces in kesterite Cu2ZnSnS4 are type III,
as they exhibit a net dipole when cleaved. It is clear that surface reconstruction
is of critical importance in quaternary chalcogenide materials, as for some surfaces
reconstruction eliminates the net dipole. Also, we find that relaxation of the surface
significantly affects the surface energy for all of the investigated surfaces. For the
stable surfaces, the reduction in surface energy upon relaxation is in the 75-97%
range, resulting in increased stability of the terminating layers. We also find that
relaxation can change the relative favourability of a set of surfaces. These findings
demonstrate the importance of accounting for surface reconstruction/relaxation, and
that the relative surface energies of the Cu2ZnSnS4 surfaces cannot be reliably pre-
dicted by assuming them to be rigid terminations of the bulk crystal lattice.
However, the presence of a net dipole in the vast majority of Cu2ZnSnS4 surfaces
meant that in most of the studied cases, relaxation of the surface led to a divergent
surface energy. Consequently, the number of surface planes with low relaxed surface
energies is rather small. Table 5.1 lists the calculated surface energies for the most
favourable surface cuts. We recognise that the surface energy for (101) is unusually
low, which needs further investigation. Nevertheless, these atomistic simulations of
Cu2ZnSnS4 surfaces are the first of their type and are useful preliminary studies
to future work in this area. Turning to examine the structures of the low energy
surfaces listed in Table 5.1, we find that for the (1 1 2) surface, the relaxed surface
differs significantly from the as-cleaved surface (shown in Figure 5.10), which exposes
a plane of Cu and Zn ions and is largely smooth. This is in stark contrast to the
relaxed surface (shown in Figure 5.7), which is dominated by pairs of two-coordinate
bridging S ions, that form Cu-S-Cu-S-Zn moieties (see the centre of Figure 5.7a).
The bridging units are distorted, with the Zn-S-Cu angle being 100.58◦ and the
Cu-S-Cu angle being 119.46◦. Consequently, the S from the Zn-S-Cu unit projects
further from the surface than the S of the Cu-S-Cu unit. Together, these projecting




Figure 5.7: Relaxed Structure of a 2× 2 supercell slab of the (1 1 2) surface, shown
from a top-down (a), side-on (b) and diagonal (c) perspective. Colours are similar
to previous figures: Cu (green), Zn (black), Sn (red) and S (yellow).
96
Table 5.1: Relaxed and unrelaxed surface energies (Esurface) for the lowest energy
cuts for kesterite Cu2ZnSnS4.
Miller index
Unrelaxed Esurface / Jm
−2 Relaxed Esurface / Jm−2
(-1 0 1), (1 0 1),
(0 1 -1), (0 -1 -1)
2.81 0.09
(1 0 0), (0 1 0), 4.85 1.27
(1 1 2) 4.74 1.27
and Zn three-coordinate. Between these ridges of exposed S there are two-coordinate
Sn ions which are recessed from the surface and give rise to a trough, again parallel
to the b direction. These surface features mean that the topology of the relaxed (1
1 2) surface is relatively uneven.
The (0 1 0) surface (shown in Figure 5.8) is comparatively smooth. The principal
features are the zig-zag rows of exposed under-coordinated Cu which run along the
surface in the (0 1 1) direction (see Figure 5.8c). These are arranged about an under-
coordinated Zn which is recessed into the surface. Sn is removed from the surface
by reconstruction. The tetrahedra in the uppermost layer are severely distorted as a
result of the topmost cations (Cu and Zn) relaxing inwards towards the bulk. This
can be seen clearly in the Cu-S-Zn angle which increases to 129.84◦ as a result.
The (1 0 1) surface exhibits a grooved uneven topology much like the (1 1 2) surface.
However, in the (1 0 1) surface the ridges are topped by two-coordinate Zn which
are aligned along the (0 1 1) direction of the surface (see Figure 5.9b). These are
flanked by under-coordinated and exposed Cu on one face and S on the other. Like
the (0 1 0) surface, Sn is removed from the surface layer by reconstruction.
Recently, the results of numerous investigations which have synthesised and char-
acterised Cu2ZnSnS4 thin-films have been published[175–183]. It is found that due
to the use of a variety of synthetic techniques and the challenges associated with
synthesising a complex quaternary system (in which formation of secondary phases
is likely), the quality of the Cu2ZnSnS4 thin-film samples varies greatly. However,
there seems to be a consensus that in synthetic routes which involve sulphurisation,
higher annealing temperatures generally lead to improved film quality.
In studies where the orientation of the film is reported, the majority of cases find
samples to be oriented with the (1 1 2) plane[176, 177, 179, 184–186]. This finding
appears to be in good agreement with our calculations as the (1 1 2) plane is one of
the few surfaces which is able to reconstruct in order to eliminate the “as cleaved”
dipole, whilst retaining a low surface energy. However, the work of Shi et al.[186]
finds that in addition to alignment along the (1 1 2) direction, alignment with the
(2 2 0) and (3 1 2) planes is also observed. Additionally, the work of Shinde and
co-workers[187] which prepares Cu2ZnSnS4 through a novel layer by layer additive




Figure 5.8: Relaxed Structure of the (0 1 0) surface shown from a top-down (a),




Figure 5.9: Relaxed Structure of the (1 0 1) surface shown from a top-down (a),




Figure 5.10: Unrelaxed Structure of the (1 1 2), (a); (0 1 0), (b) and (1 0 1), (c)
surfaces shown from a side-on perspective.
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planes. In the case of Shinde[187], the alignment of samples along these planes may
be a result of the unusual synthetic process used, but it is also possible that the
planes observed by these authors are passivated in some way which is not accounted
for in our simulations.
We suggest that due to the dipolar nature of the vast majority of surface cuts, the
effects of surface-passivation, either by the capping effect of additives such as tem-
plating agents present in the synthesis or the reduction/oxidation of surface cations
such as Cu+/2+ or Sn2+/4+, will have a major impact on the relative energetics of sur-
face cuts in Cu2ZnSnS4. We believe that this area warrants further investigation and
that the scope of such studies should be extended to examine the Cu2ZnSnS4/CdS
interface, as this is thought to be a major centre for charge-carrier recombination.
5.4 Chapter Summary
This chapter describes computational studies of the polymorphism, cation site dis-
order and surface properties of Cu2ZnSnS4, which can be summarised as follows.
1. We have investigated the polymorphism which arises in Cu2ZnSnS4 as a re-
sult of disorder in the Cu/Zn sublattice. Our results suggest that stannite
and stannite-type polymorphs are unfavourable and only account for a small
proportion of a given sample as found experimentally. We suggest that the
composition of Cu2ZnSnS4 samples will be dominated by a mixture of cation
ordering schemes that are kesterite-like. However, formation of perfectly or-
dered kesterite may not be possible due to entropic considerations.
2. We have shown the effect of temperature on the distribution of structural con-
figurations in Cu2ZnSnS4 and how this configurational composition affects the
lattice parameters a, b and c. We discuss how the variance in these parame-
ters with composition leads to a change in the tetragonal distortion. We find
that temperature-driven changes in the configurational composition affect the
tetragonal distortion, and that our calculations are in good agreement with
experimental data from quench-cooled powder samples. We show that the
composition-driven changes in tetragonal distortion do not result in a reversal
of the sign of the crystal field, and hence an alteration of the anisotropy of
the effective mass. We also show that the magnitude of these changes in the
tetragonal distortion is small with respect to the spread of the experimen-
tal data, and consequently we conclude that other factors such as strain and
stoichiometry may affect the tetragonal distortion to a greater extent.
3. Interatomic potentials methods have been used for the first time to study the
surface properties of kesterite Cu2ZnSnS4. We show that the vast majority of
the low index surface cuts result in a dipolar surface, and that in only a few
cases is surface reconstruction/relaxation able to eliminate the dipole whilst
retaining a low surface energy. We have calculated the surface energies and
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surface structures for the (1 1 2), (0 1 0) and (1 0 1) surfaces of Cu2ZnSnS4. We
find that the majority of experimental thin-films report orientation with the
(1 1 2) direction, which agrees with our low calculated surface energy for this
surface. We suggest that due to the dipolar nature of the majority of surface
cuts, the effect of surface-passivation upon the energetics (and hence relative






Conclusions and Future Work
6.1 General Remarks
New thin-film solar cell materials and a greater understanding of their properties are
needed to meet the urgent demand for sustainable, lower-cost and scalable photo-
voltaics. This thesis details the computer simulation studies of the potential photo-
voltaic absorber materials Cu2ZnSnS4, CuSbS2 and CuBiS2. We have attempted to
develop the fundamental understanding of various atomic-scale properties of these
novel and complex materials. This thesis is concluded by a summary of our findings
and details of possible future work in each area of study.
6.2 Structural and Electronic Properties of the
Ternary Sulphides CuSbS2 and CuBiS2
In chapter 3, we studied the structural and electronic properties of the ternary
sulphides CuSbS2 and CuBiS2. Using a hybrid-DFT approach, we were able to
accurately describe the complex and distorted structures of both these materials, and
to predict the band gaps and densities of states in both cases. We calculated the band
gaps to be 1.69 eV and 1.55 eV in CuSbS2 and CuBiS2 respectively. From our orbital-
projected densities of states, we find that photoexcitation will lead to formation of
hole carriers in the Cu d10 band, and consequently will involve oxidation of Cu(I). We
have shown the stereoactivity of the Sb/Bi lone-pairs, and that the revised lone-pair
model can explain the structural distortion observed in the SbS5/BiS5 units.
Future Work: In order to extend this study, future work could be focused in a
number of areas. As little is known about the defect and ion transport proper-
ties of these materials, it would be instructive to investigate the favoured types
of intrinsic defect disorder and what effect these exert on the structural/electronic
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properties. In related Cu-containing sulphide semiconductors, Cu-transport has sig-
nificant consequences for the material’s utility in photovoltaic devices. Investigating
the mobility and transport mechanism of atomic species, especially Cu, in CuSbS2
and CuBiS2 would inform their viability in devices. Our calculations show that
the band gaps of CuSbS2 and CuBiS2 are relatively large when compared to semi-
conductors commonly used in photovoltaic applications. To further understand the
success of CuBiS2 and CuSbS2 as absorber layer materials in photovoltaic cells band
structure calculations are required to determine if they show direct or indirect band
gaps. A study of possible dopants in both these materials which was able to assess
the solubility of a wide range of cations and predicting the effects of these on elec-
tronic properties would be of great value. It may be that, as is the case in CIS/CIGS
devices, additional dopants can be used to tune the band gap. Lastly, as with the
other materials, a greater understanding of the surfaces and the interface with the
CdS buffer layer may help to eliminate premature recombination and thus improve
device efficiency.
6.3 Structural, Defect and Ion-Transport Proper-
ties of Cu2ZnSnS4
In Chapter 4 we investigated the quaternary Cu2ZnSnS4, focusing on the intrinsic
defect and ion transport properties. We derive interatomic potentials which describe
the structure of both the kesterite and stannite polymorphs accurately, and these
were used to probe the favourability of a wide range of defect formation reactions.
We find that the most favourable intrinsic defect is the Cu/Zn antisite, and defect
cluster calculations suggest that small neutral defect clusters are favoured. This sug-
gests a degree of self-passivation, which is important when we consider the trapping
of short-lived charge carriers.
We find all forms of Schottky disorder, as well as the Zn Frenkel and Sn Frenkel
defects, to be unfavourable due to their high formation energies. The Cu Frenkel
has a moderate energy, and at the elevated temperatures common in many synthetic
processes it may explain the higher mobility of Cu observed in synthesis.
We have studied the Cu migration in Cu2ZnSnS4 and find that migration occurs via
a V ′Cu hopping mechanism that allow Cu-diffusion in three dimensions. We calculate
the barrier to this hop to be 0.69 eV and 0.76 eV using the DFT and interatomic
potential formalisms respectively, showing good accord. This leads to a calculated
Cu diffusion coefficient in the 10−14 − 10−15 cm2s−1 range, which is slower than in
the related CIGS materials.
Future work: There are several areas upon which future work could focus. One
of these is the issue of Cu out-diffusion. We have shown that Cu ions are able
to migrate, although their diffusion is slower than in related materials. This may
be beneficial to cell performance as it allows for a degree of “self-repair” following
106
radiation damage. However, if the chemical potential of Cu is lower in CdS than it
is in Cu2ZnSnS4, then this Cu mobility will allow Cu to leach out of the absorber
layer leading to device failure. Clarifying whether this is the case and if so, whether
an alternative buffer layer could be used, is highly recommended.
6.4 Polymorphism and Surface Properties
of Cu2ZnSnS4
In chapter 5 we investigated the Cu/Zn site disorder that leads to a large number of
polymorphs. We find that the formation of stannite and stannite-type polymorphs
of Cu2ZnSnS4 is not favoured, and indicate that the majority of a Cu2ZnSnS4 sam-
ple will be comprised of a mixture of kesterite and kesterite-like configurations as
observed experimentally. We show how temperature will affect the distribution of
configurations observed within a Cu2ZnSnS4 sample, and how these temperature
driven configurational changes affect the unit cell parameters, and consequently the
tetragonal distortion.
Studying the surfaces of Cu2ZnSnS4 we find that the vast majority of the low in-
dex surfaces are dipolar in nature when cleaved, and that only the (1 1 2), (0 1 0)
and (1 0 1) type surfaces are able to achieve a low surface energy through recon-
struction/relaxation. We have calculated the surface energy and surface structures
for these indexes and suggest that surface passivation through capping or oxida-
tion/reduction of surface ions will significantly affect the observed surface properties
of Cu2ZnSnS4.
Future work: In this work we have not considered the effect of polymorphism
upon the electronic properties, such as the band gap, of Cu2ZnSnS4. With sufficient
resources to use hybrid DFT, it would be instructive to investigate how the vari-
ations in cation configuration we have identified affect the electronic properties of
Cu2ZnSnS4, and whether controlling the composition with synthesis temperature,
would allow control over electronic as well structural properties. Also, extending the
studies of surfaces to include DFT calculations and the effects of surface passivation
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Glossary of photovoltaic terms
A.1 Acronyms
CIS / CIGS CuInSe2 / Cu(inGa)(SSe)2 used as absorber layers in high efficiency
thin-film photovoltaics.
CZTS / CZTSe Cu2ZnSnS4 / Cu2ZnSnSe4, often alloyed together to allow the
band gap to be tuned via alteration of the S/Se ratio.
EQE External Quantum Efficiency
HSE03 / HSE06 The hybrid functional developed by Heyd, Sucseria, and Ernz-
erhof using screening parameters given in the 2003[93] and 2006[94] papers
respectively.
IQE Internal Quantum Efficiency
NEB Nudged Elastic Band methodology for locating transition states in the sim-
ulations, a description of the approach is given in section 2.3.2.
PBE The semi-local functional produced by Perdew, Burke and Ernzerhof[82].
XRD X-ray diffraction
A.2 Glossary
Concentrating solar power The use of mirrors or lenses to focus radiation from
the sun into a small area, greatly increasing the photon flux. There are two
forms of concentrating solar power; concentrating photovoltaic power and con-
centrating solar thermal, with the latter being the more common means of large
scale energy generation.
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Concentrating Photovoltaic Power Directing concentrated light onto a
small high-efficiency photovoltaic cell to gain maximum use of the cell’s
high efficiency. The requirement for high efficiency cells means multi-
junction devices are often used. Cells must exhibit fast hole transport
(as in GaAS) in order to avoid saturation which limits efficiency.
Concentrating Solar Thermal Power Directing concentrated light onto
a heat exchanger where the thermal energy of the radiation heats either
water or a molten salt allowing power to be generated by spinning a
turbine with steam.
Solar Thermal Power The domestic use of roof-top panels where radiation from
the sun heats water passing through the panels, thus reducing the amount of
energy the household spends on heating water for domestic applications.
Doping The deliberate introduction of impurities (dopants) into a material in
order to affect the material’s properties. Dopants are classified as being either
isovalent or aliovalent.
Host Ion An ion in a crystal lattice which is replaced by a dopant ion.
Aliovalent (dopant) Where the charge of a dopant ion is different to that
of the host ion. Acceptor dopants have fewer valence electrons than the
host ion, and donor dopants have a greater number of valence electrons
than the host ion.
Isovalent (dopant) Where the charge of a dopant ion is the same as the
host ion.
p-type (material) A material in which the majority charge carriers are pos-
itive (electron holes), commonly a result of doping with acceptor dopants.
n-type (material) A material where the majority charge carriers are nega-
tive (electrons), in semiconductors, which normally have a poor conduc-
tivity, this is achieved via the introduction of donor dopants.
Effective Mass The mass which a charge carrier (electron or electron hole) appears
to have when moving in a solid material according to the semi-classical model
of transport in crystals. It can be anisotropic due to the presence of electric
or magnetic fields, and this dependence upon direction is represented by the
effective mass tensor.
External Quantum Efficiency (EQE) The ratio of: the number of electrons
provided to the external circuit (per second) by a solar cell; to the number of
photons, of a given energy, which are incident upon the cell (per second). A
measure of how effectively a cell converts incident photons into useful electrons.
Internal Quantum Efficiency (IQE) The ratio of: the number of electrons pro-
vided to the external circuit (per second) by a solar cell; to the number of
photons, of a given energy, which are absorbed by the cell (per second). A
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measure of how effictively a cell converts photons to useful electrons, once they
have been absorbed by the cell.
Open Circuit Voltage (Voc) The maximum voltage produced by the cell. It is
dependent on the cell being illuminated and being connected to an infinite
resistance. The magnitude is determined by the energy difference between the
fermi levels of the n-type and p-type material which comprise the cell.
Photovoltaic Solar Cell An electrochemical device which converts the energy
of photons, which are incident upon it, directly into useful electrical power.
Short Circuit Current (Isc) The maximum current a cell can deliver, i.e. when
the terminals are connected with no resistance.
Short Circuit Current Density (Jsc) The short circuit current per unit area for
the solar cell.
A.3 Kroger-Vink Notation
Throughout this work we have used the notation devised by Kroger and Vink in the
description of lattice defects. This nottation allows a sucinct description of both a
defect’s evironment within the lattice, and its effective charge. As well as making
a clear distinction between the effective charge of a point defect and the oxidation
state of an ion involved in the defect.
In Kroger-Vink notation the main symbol used to describe a defect denotes whether
the defect is a vacancy (V) or an atom (using the normal atomic label). This is
complimented by a subscript and superscript component. The subscript component
details the position of the defect in the lattice. This can be either an interstitial site
(denoted by i) or a lattice site (denoted using the atomic label of the species which
occupies that site). The superscript component details the effective charge of the
defect. Defects with the same charge as the normal lattice site are denoted with an
x. Whereas, defects with an effective positive charge are marked with a · and an
effective negative charge with a ′.
In the context of Cu2ZnSnS4 some examples include:
i SxS : A S
2– ion on a S2– site; despite the sulphur ion being S2–, the defect has no
effective charge and so the superscript x is shown.
ii V ′Cu : A vacancy on a copper site; as the copper normally carries a 1+ charge
the defect has a singular effective negative charge denoted by ′.
iii Zn′′Sn : A Zn
2+ on a Sn4+ site; the defect has an effective charge of 2-.
iv Cu·i : A Cu




Intrinsic defects in Cu2ZnSnS4
supplementary material
This appendix gives details of an alternate interatomic potential to describe the pair-
wise interactions of ions in Cu2ZnSnS4. This potential is referred to as potential 1
as it was developed, based on the work of Wright et al., prior to the derivation of
potential 2, upon which the work detailed in chapter 4 is based. Potential 1 is able
to accurately describe the crystal structures of both kesterite and stannite Cu2S to a
high level of accuracy, however the form of the three-body term is unusual and proved
to be incompatible with the implementation of the Nudged Elastic Band (NEB)
methodology in GULP and also with the METADISE code, hence the derivation of
potential 2.
The series of tables which follow give the parameters for potential 1 (Table B.1),
a comparison of the calculated structure for kesterite and stannite to experimental
data (Tables B.2 and B.3), the defect energies for various point defects (Tables B.4,
B.5 and B.6) and the formation energies for various intrinsic defects based upon this
data (Table B.7 and B.8)
We find that the results of potentials 1 and 2 are broadly comparable, based upon
inspection of their reproduction of the crystal structure and the predicted formation
energies for the various defects. However, one small difference between the formation
energies calculated with the two potentials is that of the Cu Frenkel formation
energy. Use of potential 1 gives a value of 0.97 eVdefect−1 and 0.96 eVdefect−1 in
kesterite and stannite Cu2ZnSnS4 respectively. In contrast use of potential 2 changes
this to 1.23 eVdefect−1 and 1.28 eVdefect−1. While the magnitude of this change is
no more significant than for the other defects it is of interest as formation of the Cu
Frenkel is the only defect with a low enough formation energy for a small change to be
significant. Potential 2 suggests that intrinsic formation of Cu Frenkel defects is not














































































































































































































Table B.2: Comparison of calculated lattice parameters and bond lengths in kesterite
Cu2ZnSnS4(potential 1) with experimental data.
Property Expt Calc. ∆ %
a, b /A˚ 5.43 5.44 0.003 0.06
c /A˚ 10.86 10.74 -0.115 -1.06
Volume /A˚3 320.56 317.53 -3.03 -0.94
α = β = γ (◦) 90 90 0 0
Cu(1)-S /A˚ 2.334 2.244 -0.090 -3.86
Cu(2)-S /A˚ 2.332 2.278 -0.054 -2.32
Zn-S /A˚ 2.334 2.374 0.040 1.71
Sn-S /A˚ 2.409 2.501 0.092 3.82
Table B.3: Comparison of the calculated lattice parameters and bond lengths in
stannite Cu2ZnSnS4)[potential 1) with experimental data.
Property Expt Calc. ∆ %
a, b /A˚ 5.434 5.416 -0.018 -0.32
c /A˚ 10.856 10.712 -0.144 -1.33
Volume /A˚3 320.560 314.262 -6.298 -1.96
α = β = γ (◦) 0 0 0 0
Cu(1)-S /A˚ 2.409 2.231 -0.178 -7.39
Cu(2)-S /A˚ 2.332 2.231 -0.101 -4.33
Zn-S /A˚ 2.334 2.405 0.071 3.04
Sn-S /A˚ 2.334 2.504 0.170 7.28
that Cu·i migration could contribute towards Cu mobility in Cu2ZnSnS4 at normal
temperatures, as if a defect is not present its ability to move is inconsequential.
Migration paths denoted as interlayer indicate Cu ion migration between the cation
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Table B.4: Defect energies for vacancy defects in kesterite and stannite Cu2ZnSnS4
(potential 1)
Type of Defect Symbol
Defect formation energy /eV
Kesterite Stannite
Cu(1) vacancy V ′Cu 6.21 6.26
Cu(2) vacancy V ′Cu 6.24 6.26
Zn vacancy V ′′Zn 19.67 19.53
Sn vacancy V ′′′′Sn 72.65 71.33
S vacancy V ··S 20.59 20.38
Table B.5: Defect formation energies (EF ) for interstitial defects in kesterite and
stannite Cu2ZnSnS4 (potential 1)
Interstitial Kesterite Stannite













































Table B.7: Defect formation energies for a range of Schottky type and Frenkel defects
in kesterite and stannite Cu2ZnSnS4 (potential 1)
Defect Equation
Defect formation energy /eV
kesterite stannite
process per defect process per defect
Full Schottky 4.1 30.81 3.85 28.66 3.58
Cu2S Schottky 4.2 6.31 2.10 6.17 2.06
ZnS Schottky 4.3 6.80 3.40 6.45 3.22
SnS2 Schottky 4.4 30.02 10.01 28.27 9.42
Cu Frenkel 4.6 1.93 0.97 1.91 0.96
Zn Frenkel 4.7 7.05 3.52 6.38 3.19
layers, as shown in Figure 4.4a, and so involve net displacement of the migrating
ion c coordinate. Whereas in migration paths denoted as intra-layer, the migrating





































































































































































































Table B.9: Energy barriers to Cu migration via V ′Cu and Cu
·
i migration mechanisms
in kesterite and stannite Cu2ZnSnS4, calculated using a constrained minimisation
approach (potential 1)
V ′Cu migration Cu
·
i migration
Path type Migration Path type Migration
barrier / eV barrier / eV
kesterite
interlayer 0.92 interlayer 0.9
CuZn intra-layer 1.27 CuZn intra-layer -
CuSn intra-layer 1.11 CuSn intra-layer 1.34







This appendix details the structures of the 49 symmetry independent cation ordering
schemes upon which the work in chapter 5 is based. These 49 configurations are
derived by investigating the permutations for arranging the Cu and Zn ions amongst
the Cu/Zn sites in a 2× 1× 1 supercell of Cu2ZnSnS4. They have been determined
using the approach embodied in the Site Occupancy Disorder (SOD) code, refer to
chapter 2 and the work of Grau-Crespo[62], and cover the complete configurational
space for a supercell of this size.
Diagrams of the structures are given in Tables C.1-C.4 full relaxation of the lattice
parameters and ionic positions was allowed during an energy minimisation calcula-
tion performed upon these structures using the VASP code.
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(a) Config 01 (b) Config 02 (c) Config 03
(d) Config 04 (e) Config 05 (f) Config 06
(g) Config 07 (h) Config 08 (i) Config 09
(j) Config 10 (k) Config 11 (l) Config 12
(m) Config 13 (n) Config 14 (o) Config 15
Figure C.1: Configurations of Cu2ZnSnS4 investigated with SOD set 1
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(a) Config 16 (b) Config 17 (c) Config 18
(d) Config 19 (e) Config 20 (f) Config 21
(g) Config 22 (h) Config 23 (i) Config 24
(j) Config 25 (k) Config 26 (l) Config 27
(m) Config 28 (n) Config 29 (o) Config 30
Figure C.2: Configurations of Cu2ZnSnS4 investigated with SOD set 2
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(a) Config 31 (b) Config 32 (c) Config 33
(d) Config 34 (e) Config 35 (f) Config 36
(g) Config 37 (h) Config 38 (i) Config 39
(j) Config 40 (k) Config 41 (l) Config 42
(m) Config 43 (n) Config 44 (o) Config 45
Figure C.3: Configurations of Cu2ZnSnS4 investigated with SOD set 3
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(a) Config 46 (b) Config 47 (c) Config 48
(d) Config 49




List of investigated surfaces
Table D.1 gives a complete list of Miller indices for the surfaces of Cu2ZnSnS4 which
were investigated as part of Section 5.3.3.
Table D.1: List of the miller indexes for which the surface properties of CZTS were
investigated.
(0 0 1) (0 -1 2) (1 0 2) (-1 1 2)
(0 0 -1) (0 -1 -2) (1 0 -2) (1 -1 2)
(0 0 2) (0 1 2) (-1 1 0) (1 1 2)
(0 0 -2) (-1 0 0) (1 -1 0) (1 1 4)
(0 -1 0) (1 0 0) (1 1 0) (2 2 0)
(0 1 0) (-1 0 1) (1 -1 1) (2 2 2)
(0 -1 1) (-1 0 -1) (1 -1 -1) (3 1 2)
(0 -1 -1) (1 0 1) (1 1 1)
(0 1 1) (1 0 -1) (1 1 -1)
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