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D-ULTRAFILTERS AND THEIR MONADS
JIRˇI´ ADA´MEK AND LURDES SOUSA
Abstract. For a number of locally finitely presentable categoriesKwe describe the codensity monad
of the full embedding of all finitely presentable objects into K. We introduce the concept of D-
ultrafilter on an object, where D is a “nice” cogenerator of K. We prove that the codensity monad
assigns to every object an object representing allD-ultrafilters on it. Our result covers e.g. categories
of sets, vector spaces, posets, semilattices, graphs andM-sets for finite commutative monoidsM.
1. Introduction
Wepresent a generalization of the concept of an ultrafilter on a set: for a number of categoriesK
we defineD-ultrafilters on an object ofK. HereD is a cogenerator ofKwith a special property; we
speak about ∗-cogenerators, see below. For example D = {0,1} is a ∗-cogenerator of Set, in this case
D-ultrafilters are the usual ultrafilters. By a classical result of Kennison and Gildenhuys [8] the
ultrafilter monad on Set (assigning to every set the set of all ultrafilters) is the codensity monad of
the embedding Setfp →֒ Set of finite sets. Wewill prove that, in general, the correspondingmonad
of D-ultrafilters on K is the codensity monad of the embedding Kfp →֒ K of finitely presentable
objects of K.
We consider closed monoidal categories. Our examples include all commutative varieties, for
instance, vector spaces, semilattices or M-sets for finite commutative monoids M . Recall that a
variety of algebras is closed monoidal with respect to the usual tensor product if and only if it is
commutative (aka entropic), see [2]. Another sort of examples are cartesian closed categories such
as posets or graphs.
All of our examples (except the last section presenting some generalizations) are locally finitely
presentable categories in the sense of Gabriel and Ulmer [6]. One of the most important features
of locally finitely presentable categories K is that the full embedding
E :Kfp →֒K
of all finitely presentable objects is dense, i.e. every object X is a canonical colimit of all mor-
phisms a : A→ X with A finitely presentable. More precisely: the forgetful functorKfp /X →K of
the coslice category has colimit X with the canonical colimit cocone.
Not surprisingly, finitely presentable objects are usually not codense. A measure of how “far
away” a functor E is from being codense is the codensity monad T of E. This monad is given by
the right Kan extension of E along itself:
T = RanEE,
see below. For codense functors E, this is the trivial monad Id.
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Recently, Leinster proved that the codensity monad of the embedding of finite-dimensional
vector spaces into the category K-Vec of vector spaces over a field K is the double-dualization
monad
TX = X∗∗.
And he asked for a general description of the codensity monad of E :Kfp →֒K for locally finitely
presentable categories K.
The purpose of our paper is to answer to Leinster’s question. Not for general locally finitely
presentable categories, but for quite some. Given a cogenerator D we denote by (−)∗ = [−,D] the
contravariant endofunctor X 7→ [X,D]; then D is a ∗-cogenerator if for every object X the dual
object X∗ is a canonical colimit of objects A∗ with A finitely presentable. We prove that in all our
examples the given cogenerator D is a ∗-cogenerator. The composite (−)∗∗ of (−)∗ with itself is the
well-known double-dualization monad (relative to D).
We introduce the concept of a D-ultrafilter on an object X and form the corresponding D-
ultrafilter monad on K as a submonad of the double-dualization monad. This turns out to be the
desired codensity monad of E : Kfp →֒ K. Example: in the category of posets the 2-chain is a
∗-cogenerator. Here X∗ is the poset of all ↑-sets of X, ordered by inclusion. Therefore X∗∗ is the
poset of all upwards closed collectionsW of ↑-sets, again ordered by inclusion. A D-ultrafilter on
X is such a nonempty collection W which is
(i) closed under finite intersections,
and
(ii) prime, i.e., it does not contain ∅ and if it contains R∪ S , then it contains R or S .
This is analogous to the classical ultrafilters on sets, which are nonempty, upwards closed, prime
collections of subsets, closed under finite intersections.
Analogously in all examples that our result covers: the codensity monad T assigns to every
object X an object formed by allD-ultrafilters on X, and there is a close analogy between the latter
and the classical ultrafilters. Moreover, we prove that T is also the enriched codensity monad of
the embedding E.
On codensity monads. Recall that for every functor E :A→K the codensity monad is defined
as the right Kan-extension along itself, T = RanEE. That is, T is an endofunctor endowed with
a natural transformation τ : TE → E universal among natural transformations from (−) · E to
E. Applying the universal property to id : Id · E → E we get a unique natural transformation
η : Id→ T . And applying it to τ·Tτ : TTE → E we get a unique natural transformationµ : TT → T .
Then (T ,η,µ) is a monad, see [11].
If A (like Kfp above) is an essentially small full subcategory of a complete category K, then the
codensity monad of the embedding E :A→K is obtained by the following limit formula: for every
object X denote by
CX : X/A→K
the functor assigning to every arrow a : X → A the codomain A, and put
TX = limCX .
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We have a limit cone denoted by ψa : TX → A for (A,a) ∈ X/A. On morphisms f : X → Y , T f is
defined as follows: there exists a unique morphism T f : TX → TY with
ψa ·T f = ψa·f for all a : Y → A in Y/A.
The unit ηTX : X → TX is the unique morphism given by
ψa · η
T
X = a for all a : X → A in X/A
and the multiplication is defined by the following commutative triangles
TTX
µTX //
ψψa ""❊
❊❊
❊❊
❊❊
❊❊
TX
ψa}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
A
for all a : X → A in X/A.
Related work. As mentioned already, our paper was inspired by that of Leinster [11]. A related
topic was discussed in the PhD thesis of Barry-Patrick Devlin [4]. He also aimed to describe
codensitymonads of embeddings of “finite-objects”, and he also introduced a concept of ultrafilter
on an object. However his thesis is fundamentally disjoint from our paper. For example, the
categories he works with are varieties whosemonads contain that of abelian groups as a submonad
– the only example on our list above with this property is K-Vec, see Example 3.8 below.
Acknowledgement. We are grateful to the referee for a number of excellent suggestions, in
particular, for the proof of Proposition 2.7 unifying our (previously disparate) examples in 2.8.
We also thank Jirˇı´ Velebil for helpful discussions on enriched codensity monads.
2. ∗-cogenerators
Throughout weworkwith a symmetricmonoidal closed category (K,⊗, I ) with a specified object
D.
The functor [−,D] : K → Kop is denoted by (−)∗. Since it is left adjoint to its dual, we obtain a
monad (−)∗∗ on K given by
X∗∗ = [[X,D],D]
called the double-dualization monad. Its unit
ηX : X → [[X,D],D]
is the transpose of the evaluation map [X,D]⊗X → D precomposed with the symmetry isomor-
phism X ⊗ [X,D]

−→ [X,D]⊗X. Its multiplication is given by µX = η
∗
X∗ : X
∗∗∗∗ → X∗∗.
Remark 2.1. (−)∗ can be described on morphisms f : X → Y as the unique morphism f ∗ : Y ∗ → X∗
for which the square below commutes:
X ⊗Y ∗
f ⊗Y ∗

X⊗f ∗
// X ⊗X∗
ev

Y ⊗Y ∗
ev
// D
Examples 2.2. Most of our examples are commutative varieties of finitary algebras. Recall that a
varietyK is called commutative (or entropic) if for each of its n-ary operation symbols σ and every
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algebra K ∈K we have a homomorphism σK : K
n → K . Let | − | denote the forgetful functor. Every
variety is symmetric monoidal w.r.t. the usual tensor product:
A⊗B represents bimorphisms from |A| × |B|
and the unit
I is the free algebra on one generator.
As proved by Banaschewski and Nelson [2],K is a monoidal closed category iff it is a commutative
variety. Then, for arbitrary objects A and B, all morphisms in K(A,B) form a subalgebra of the
power B|A| which yields the object [A,B]. Another equivalent formulation, as observed by Linton
[12], is that the monad on Set associated with K is commutative in Kock’s sense [10].
Here are our leading examples of commutative varieties with a specified cogenerator D. Ob-
serve that in each case all finite powers Dn of D are finitely presentable algebras.
(a) Set with D = {0,1}. Here (−)∗ is the contravariant power-set functor P, thus X∗∗ = PPX
consists of all collections of subsets of X. For a function f : X → Y the function f ∗∗ takes a
collection U ⊆ PX to
f ∗∗(U) = {R ⊆ Y | f −1(R) ∈ U}.
And ηX assigns every element x of X the trivial ultrafilter ηX(x) = {R ⊆ X | x ∈ R}.
(b) Par, the category of sets and partial functions, with D = {1}. This is completely analogous,
X∗∗ = PPX.
(c) K-Vec, the category of vector spaces over a field K chosen as the cogenerator D. This
example was the motivation for our notation: X∗ is the usual dual space (of all linear
forms on X). Thus X∗∗ is the double-dual. For a linear function f : X → Y , the function
f ∗∗ assigns to every a : X∗ → K in X∗∗ the element a · f ∗ : Y ∗ → K of Y ∗∗. And ηX : X → X
∗∗
assigns to x ∈ X the evaluation-at-x of linear forms.
(d) JSL, the category of join-semilattices (i.e., posets with finite joins) and homomorphisms,
with D = f rm−e, the chain 0 < 1. Observe that homomorphisms preserve 0, the join of
∅. Given a semilattice X, every homomorphism f : X → f rm−e defines a subset of X
by f −1(1). This is an ↑-set which is prime, i.e., it does not contain 0 and whenever it
contains x1 ∨ x2, then it contains x1 or x2. Conversely, every prime ↑-set R of X defines a
homomorphism fR : X → f rm−e by fR(x) = 1 iff x ∈ R. We can thus identify
X∗ = all prime ↑-sets of X
ordered by inclusion. (The least element of X∗ is ∅.) Consequently,
X∗∗ = all prime upwards closed collections of prime ↑-sets of X.
Here a collection is called prime if it does not contain the empty set and whenever it
contains R1 ∪R2, then it contains R1 or R2. X
∗∗ is also ordered by inclusion. Its smallest
element is the empty collection.
(e) M-Set, the category of sets with an action of a monoid M . We assume that M is commu-
tative (so that M-Set is a commutative variety) and finite. We need the latter assumption
to have a finitely presentable cogenerator. Recall that anM-set is a set X equipped with a
function from M ×X to X (notation: (m,x) 7→ mx) such that the corresponding map from
M to Set(X,X) is a monoid homomorphism. Homomorphisms f : X → Y ofM-sets, called
equivariant maps, are functions satisfying f (mx) = mf (x). A cogenerator of M-Set is the
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power-set
D = PM,
with the monoid action
mR = {x ∈M |mx ∈ R} for R ⊆M, m ∈M .
To see that this is indeed a cogenerator, observe that equivariant maps g : X → PM cor-
respond bijectively to subsets (not just subalgebras!) of X: to every subset Y ⊆ X assign
gY : X → PM defined by
gY (x) = {m ∈M |mx ∈ Y } for all x ∈ X.
The inverse assignment takes every g : X → PM to Y = {mx | x ∈ X, m ∈ g(x)}.
Thus for everyM-set X we conclude that
X∗ = PX
is the power-set of the (underlying set of) X with the monoid actionmY = {x ∈ X |mx ∈ Y }.
And the monoid action of X∗∗ = PPX assigns to U ⊆ PX and m ∈ M the result mU = {Y ⊆
X |mY ∈ U}.
Examples 2.3. Further we consider some cartesian closed categories with a cogenerator D.
(a) Pos, the category of posets and monotone maps, with D = f rm−e, the chain 0 < 1. Here
[A,B] = Pos(A,B) ordered pointwise. Thus, analogously to JSL above,
X∗ = all ↑-sets of X
(ordered by inclusion) and
X∗∗ = all upwards closed collections of ↑-sets,
also ordered by inclusion.
(b) Gra, the category of undirected graphs and homomorphisms. Thus an object A consists of
a set VA of vertices and a symmetric relation EA ⊆ VA ×VA of edges. In case EA = VA ×VA
we speak about the complete graph on VA. Gra has a cogenerator D, the complete graph on
{0,1}. Given graphs A and B, then the hom-object
[A,B] = Set(VA,VB)
consists of all functions, not only homomorphisms, and its edges are defined pointwise:
they are all pairs of functions (f ,g) with
(1) (a,a′) ∈ EA ⇒ (f (a), g(a
′)) ∈ EB, for all a,a
′ ∈ VA.
Observe that loops of [A,B] are precisely the homomorphisms from A to B:
(2) (f , f ) ∈ E[A,B] iff f : A→ B is in Gra.
We conclude that
X∗ = complete graph on PVX
and
X∗∗ = complete graph on PPVX .
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(c) Σ-Str, the category of relational structures, where Σ is a signature of finitely many finitary
symbols. (We allow only finitely many symbols to make sure that the terminal object is
finitely presentable.) Objects X, Σ-structures, consist of a set VX and an n-ary relation
σX ⊆ V
n
X for every σ ∈ Σ n-ary. Analogously to (b) we choose as D the complete structure
on {0,1}, that is, σD = {0,1}
n for every n-ary symbol n. Then
X∗∗ = complete Σ-structure on PPVX .
Remark 2.4. (1) Recall that a full subcategoryH of K is dense if the functor
EH :K→ [H
op,Set], K 7→
(
K(−,K) :Hop → Set
)
,
is fully faithful. In other words, every object K is a canonical colimit of the diagram H/K → K
given by (H
h
−→ K) 7→H.
(2) As explained in the introduction, we want to describe the codensity monad of the full em-
bedding
Kfp →֒K
of the subcategory of finitely presentable objects. Recall that in case K is locally finitely pre-
sentable, Kfp is dense. We are, however, not assuming that K is locally finitely presentable. In-
stead, we need that every object of the form X∗ is a canonical colimit of all A∗ with A finitely
presentable.
Notation 2.5. Recall that, for every object X, the diagram CX : X/Kfp → K assigns to a : X → A
with A ∈Kfp the codomain. We denote the composite (−)
∗ ·
(
CX
)op
by C∗X . That is,
C∗X : (X/Kfp)
op →K with C∗X (A,a) = A
∗.
Definition 2.6. An object D is called a ∗-object provided that for all objects X we have X∗ =
colimC∗X with the canonical colimit cocone a
∗ : A∗ → X∗. If D is a cogenerator, we speak about
∗-cogenerator.
The next proposition implies, as we demonstrate below, that in all the above examples D is a
∗-cogenerator.
Proposition 2.7. An object D is a ∗-object whenever K has a full, dense subcategory H whose objects
have finitely presentable duals.
Proof. Let X be an arbitrary object and suppose that a cocone of C∗X with codomain Z is given as
follows
X
a
−→ A
A∗
a¯
−→ Z
for (a,A) ∈ X/Kfp.
We are to prove that there exists a unique morphism f making the following triangles
A∗
a∗
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤ a¯
  ❆
❆❆
❆❆
❆❆
❆
X∗
f
// Z
(a,A) ∈ X/Kfp
commutative.
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(1) Uniqueness. We prove that the cocone of all a∗ is collectively epic. Since EH is fully faithful,
see Remark 2.4(1), it is sufficient to prove this about the cocone of all EHa
∗. That is, for every
object H in H and every morphism h : H → X∗ there exists (A,a) in X/Kfp such that h = a
∗ · k for
some k :H → A∗. In fact, put A =H∗ (lying in Kfp) and a = h
@ where we denote by
h@ = h∗ · ηX : X →H
∗
the adjoint transpose. Since it fulfils (h@)∗ · ηH = h, for k = ηH we get the desired equality.
(2) Existence. Since H is dense in K, X∗ is the canonical colimit of the diagram H/X∗ → K
taking every H
h
−→ X∗ to H. Applying (−)∗ to the colimit cocone and composing with ηX , we obtain
the cone
X
h@
−−→H∗, h ∈H/X∗
which is a subcone of CX : X/Kfp → K, since all H
∗ lie in Kfp. For each h we form h@ : H
∗∗ → Z.
The following assignment defines a cocone of the diagramH/X∗ →K:
H
h
−→ X∗
H
ηH
−−→H∗∗
h@
−−→ Z
Indeed, for every connecting morphism
H
u //
h   ❇
❇❇
❇❇
❇❇
❇ K
k~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
X∗
(H,K ∈H)
we have a morphism u∗ : k@ → h@ in X/Kfp, therefore the triangle below commutes:
H∗∗
h@
$$■
■■
■■
■■
■■
■■
■■
■■
■■
u∗∗ // K ∗∗
k@
zz✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
H
ηHgg
u
// K
ηK 77
Z
This yields the desired equality
h@ · ηH =
(
k@ · ηK
)
·u
since η is natural.
We thus have a unique morphism
f : X∗ → Z with f · h = h@ · ηH
for all (H,h) in H/X∗. We are going to prove that this implies f · a∗ = a for all a : X → A, A ∈ Kfp.
SinceH is dense, it is sufficient to prove, for all morphisms k :H → A∗ with H ∈H, that
f · a∗ · k = a · k.
Apply f · h = h@ · ηH to h = a
∗ · k : H → X∗. It is clear that h@ = k@ · a, thus, we get a morphism of
X/Kfp. Therefore
h@ = a ·
(
k@
)∗
.
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This yields the desired result:
a · k = a ·
(
k@
)∗
· ηH = h@ · ηH = f · h = f · a
∗ · k.

Examples 2.8. (a) In a commutative variety every object D with all Dn finitely presentable (n ∈ N)
is a ∗-object. Indeed, let H be the full dense subcategory of all free algebras on n generators for
n ∈ N.
(b) Every finite poset is a ∗-object of Pos. Here we use the density of the 2-element chain.
(c) Every finite graph is a ∗-object of Gra. We can take as H the dense subcategory consisting of
the singleton discrete graph and the single-edge graph.
(d) Every finite Σ-structure is a ∗-object of Σ-Str. Here we useH consisting of (a) a discrete one-
element structure and (b) for each symbol σ ∈ Σ of arity n the n-element structure A on {0, ...n−1}
with all relations but σA empty, and σA containing just one n-tuple (0, ...,n− 1).
Observe that in all examples of 2.2 and 2.3 the unit object I is finitely presentable. For com-
mutative varieties, where I is the free algebra on one generator, this is automatic. In the cartesian
closed categories Pos and Gra this also holds. For Σ-Str the terminal object I = 1 is finitely pre-
sentable since we assume that Σ is finite.
Proposition 2.9. All ∗-objects are finitely presentable, assuming that I is.
Proof. Denote by ρA : A⊗ I → A the right-unit isomorphism. If D is a ∗-object, then D
∗ itself is a
filtered colimit of the diagram (D/Kfp)
op →Kwith the colimit cocone a∗ : A∗ →D∗. The transpose
ρ̂D : I → [D,D] of ρD : D ⊗ I → D factorizes, since I is finitely presentable, through one of the
colimit maps a∗. The factorizing morphism from I to [A,D] is a transpose û · ρA : A⊗ I → D for a
morphism u : A→D:
I
ρ̂D //
û·ρA !!❈
❈❈
❈❈
❈❈
❈❈
[D,D]
[A,D]
a∗=[a,D]
::✈✈✈✈✈✈✈✈✈
We obtain a commutative triangle by multiplying the above one with D:
D ⊗ I
D⊗ρ̂D //
D⊗û·ρA
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
ρD
,,❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳ D ⊗ [D,D]
ev
rr❢❢❢❢❢❢
❢❢❢❢❢
❢❢❢❢❢
❢❢❢❢❢
❢❢❢❢❢
❢❢❢❢❢
❢❢❢
D
A⊗ [A,D]
ev
OO
D ⊗ [A,D]
a⊗[A,D]
OO
D⊗a∗
99sssssssssssssssssssssssssssssssssssssss
Moreover, the upper triangle commutes by the definition of transpose, and the right-hand one
does by Remark 2.1. Consequently, the left-hand triangle also commutes. Consider the following
D-ULTRAFILTERS AND THEIR MONADS 9
diagram, using the above triangle in its left-hand part:
D
a //
id
00
A
u
nn
D ⊗ I
ρD
dd❏❏❏❏❏❏❏❏❏❏
a⊗I //
D⊗ûρA

A⊗ I
A⊗ûρA

ρA
::✉✉✉✉✉✉✉✉✉✉
D ⊗ [A,D]
a⊗[A,D]
// A⊗ [A,D]
ev
zz✉✉✉
✉✉
✉✉
✉✉
✉
D
The right-hand part commutes by the definition of transpose, the upper part by naturality of ρ,
and the middle square commutes since both passages yield a⊗ û · ρA. This proves u · a = id. Thus
D is a split quotient of A ∈Kfp, concluding the proof. 
Example 2.10. A commutative variety with a cogenerator does not have to possess a ∗-cogenerator.
An example is the variety
Un
of unary algebras on one operation. This is equivalent toN-Set, the category of sets with the action
of the additive monoid N of natural numbers. It has a cogenerator analogous to that of Example
2.2(e): take PN with the unary operation sending V ⊆ N to {n− 1 | n ∈ V ,n , 0}.
Assuming that Un has a ∗-cogenerator D, we derive a contradiction as follows:
The operation of D forms some cycles, and since D is by Proposition 2.9 finitely generated,
there exists a prime n such that all cycles of D have lengths smaller than n. But then D is not
a cogenerator: if A is an algebra consisting of a cycle of length n, there exists no non-constant
homomorphism from A to D.
Proposition 2.11. For every cogenerator D the unit of the double-dualization monad is monic.
Proof. (1) ηD is monic. Indeed, by definition, ηD is the transpose of the composite
D ⊗D∗
s
−→D∗ ⊗D
ev
−→D
where s is the symmetry. Thus we have a commutative triangle as follows:
D∗ ⊗D
ev //
s−1

D
D ⊗D∗
ηD⊗D
∗

D∗∗ ⊗D∗
ev
>>⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤
Denote by i : I →D∗ the transpose of the left-unit isomorphism λD : I ⊗D →D:
I ⊗D
λD //
i⊗D

D
D∗ ⊗D
ev
;;✇✇✇✇✇✇✇✇✇
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Thus the following diagram commutes (due to naturality of s):
I ⊗D
λD //
i⊗D

D
D∗ ⊗D
D∗⊗ηD

D∗ ⊗D∗∗
s−1

D∗∗ ⊗D∗
ev
CC✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟
Therefore, i ⊗ ηD is a split monomorphism (with splitting λ
−1
D · ev · s
−1).
Consequently, given morphisms u1, u2 : Y →D with ηD · u1 = ηD ·u2, then I ⊗u1 = I ⊗u2 (since
i ⊗ ηD merges that last pair) which proves u1 = u2, because I ⊗−  IdK.
(2) For every object X the morphism ηX is monic. Indeed, given u1, u2 : Y → X with u1 , u2,
there exists, since D is a cogenerator, a morphism f : X → D with f · u1 , f · u2. Hence, by (1),
ηD · f ·u1 , ηD · f ·u2. The following commutative diagrams
Y
ui // X
ηX //
f

X∗∗
f ∗∗

D
ηD
// D∗∗
(i = 1,2)
prove ηX ·u1 , ηX ·u2. 
3. D-ultrafilters
We assume in this section that a finitely presentable cogenerator D in a symmetric monoidal
category K with preimages is given. Recall from Proposition 2.11 that each ηA : A→ A
∗∗ is monic.
Definition 3.1. (1) Given a morphism a : X → A with A finitely presentable, we call the preimage
of ηA under a
∗∗ : X∗∗ → A∗∗ the derived subobject a′ of a. We use the following notation for the
corresponding pullback:
(3) A′
p(a)

// a
′
// X∗∗
a∗∗

A //
ηA
// A∗∗
(2) A D-ultrafilter on an object X is a global element of X∗∗ lying in every derived subobject. That
is, a morphism f : I → X∗∗ factorizing as follows:
I
}}④
④
④
④
f

A′
a′
// X∗∗
for all (A,a) in X/Kfp
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Example 3.2. In Set with D = {0,1}, this is precisely an ultrafilter on X. Recall that an ultrafilter
is a nonempty collection U of subsets that is upwards closed, closed under finite intersections and
prime (i.e., ∅ < U and if U contains R∪ S then it contains R or S).
Why do ultrafilters and {0,1}-ultrafilters coincide? Recall that ηA(t) is the collection U of all
Z ⊆ A with t ∈ Z. And a∗∗ takes every collection of subsets to the collection of their preimages
under a. Thus, a collection of subsets U lies in the derived subobject A′ iff there exists t ∈ A such
that
(4) a−1(Z) ∈ U iff t ∈ Z (for all Z ⊆ A).
We are going to prove that this holds iff U is an ultrafilter. This can be derived from the result of
Galvin and Horn [5] which states that U is an ultrafilter iff for every finite disjoint decomposition
of X precisely one member lies in U. We provide a full (short) proof since we need modifications
of it below.
Lemma 3.3. Let K = Set with D = {0,1}. Then a D-ultrafilter on a set is precisely an ultrafilter on it.
Proof. To give a global element f : 1 → X∗∗ = PPX means precisely to give a collection U of
subsets of X. It is clear that (4) holds whenever U is an ultrafilter: in the finite decomposition
X = ∪t∈a[X]a
−1(t) we have a unique t ∈ A with a−1(t) ∈ U, then (4) follows.
Conversely, suppose U is a {0,1}-ultrafilter. From (4) we immediately see that U , ∅ (it contains
a−1({t})). Given subsets R,S ⊆ X expressed by their characteristic functions, we put
A = {0,1}2 and a = 〈χR,χS〉 : X → A.
(i) If R ⊆ S and R ∈ U, then S ∈ U. We see that R = a−1({(1,1)}), thus in (4) we have t = (1,1).
Consequently, S lies in U, since it is a−1(Z) for Z = {(1,1), (0,1)}.
(ii) If R,S ∈ U, then R∩ S ∈ U, since this is a−1({(1,1)}).
(iii) If R∪ S ∈ U, then R ∈ U or S ∈ U. Indeed, assuming R = a−1({(1,0), (1,1)}) does not lie in U,
then t in (4) is (0,1): it cannot be (0,0) since a−1({(0,0)}) = ∅. Consequently, S = a−1({(0,1), (1,1)})
lies in U. And ∅ < U since we can choose a : X → 1. 
Example 3.4. For K = Par and D = {1} a D-ultrafilter on a set is precisely an ultrafilter on it. The
proof is completely analogous to Lemma 3.3.
Example 3.5. Let K = Pos and D = f rm−e. A D-ultrafilter on a poset X is precisely a prime
nonempty collection U of ↑-sets of X which is closed under upper sets and finite intersections.
Here prime means that ∅ < U and whenever R∪ S ∈ U, then R ∈ U or S ∈ U (for all ↑-sets R, S).
The proof is completely analogous to that of the above lemma. To give an global element f : 1→
X∗∗ means, by Example 2.3(a), to give an upwards closed collection of ↑-sets U. If it is nonempty,
prime, and closed under finite intersections, then for every morphism a : X → A with A finite,
the collection Uˆ = {Z ∈ X∗ | a−1(Z) ∈ U} also has those properties, thus ∩Z∈UˆZ =↑ t ∈ Uˆ for some
t ∈ A. Then Z ∈ Uˆ iff t ∈ Z, ensuring that U is a D-filter. The rest is the same as in 3.3, just the set
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A = {0,1}2 is substituted by the poset D2:
(1,1)
①①
①①
①①
①①
❋❋
❋❋
❋❋
❋❋
(1,0)
❋❋
❋❋
❋❋
❋❋
(0,1)
①①
①①
①①
①①
(0,0)
Example 3.6. LetK = JSLwith D = f rm−e. A D-ultrafilter on a semilattice X is precisely a prime,
upwards closed collection of prime ↑-sets of X (see 2.2(d)). Indeed, every element U of X∗∗ is a
D-ultrafilter. To see this, given a morphism X
a
−→ A, put Uˆ = {Z ∈ A∗ | a−1(Z) ∈ U}. We want to
prove that there is a unique t0 in A such that Z ∈ Uˆ iff t0 ∈ Z. If Uˆ = ∅, then t0 = 0. If Uˆ , ∅,
every Z ∈ Uˆ is of the form Z =↑ u1 ∪ · · ·∪ ↑ uk with u1, . . . , uk incomparable elements of A. Since U
is prime, so is Uˆ, therefore some ↑ ui belongs to Uˆ. Thus, there are incomparable elements of A,
t1, . . . , tn, such that Uˆ consists of all sets ↑ ti , i = 1, . . . ,n, and all sets of A
∗ containing some of them.
It is easily seen that t0 = t1 ∨ · · · ∨ tn is as desired.
The rest is analogous to Pos, using that the above poset D2 is a semilattice.
Remark 3.7. The D-ultrafilters on a semilattice X, ordered by inclusion, form precisely the semi-
lattice X∗∗, see Example 2.2(d).
Example 3.8. Let K = K-Vec and D = K . A D-ultrafilter on a vector space X is a vector of the
double-dual space X∗∗. Indeed, for every finite-dimensional space A the unit ηA : A → A
∗∗ is
well-known to be invertible. Thus, the derived subobject is all X∗∗.
It turns out that there is a close analogy between ultrafilters on a set and vectors of the double-
dual of a space. It is based on the following observation made in [1]:
(i) To give an ultrafilter on a set X means precisely to give a choice, for every finite decomposi-
tion a : X ։ n (n ∈ N) of a class a−1(i), i ∈ n, which is compatible. That is, if b : X ։ m is a coarser
decomposition (one factorizing through a) then the chosen class for b contains a−1(i).
(ii) To give a vector of X∗∗ for a space X means precisely to give a choice, for every finite-
dimensional decomposition a : X։ Kn (n ∈ N) of a class a−1(i), i ∈ Kn, which is compatible.
A different analogy between X∗∗ and ultrafilters was presented in Devlin’s thesis [4].
Example 3.9. Let M be a finite commutative monoid and D = PM . A D-ultrafilter on an M-set
(X, ·) is precisely an ultrafilter onX. Indeed, we know from Example 2.2(e) that a global element of
X∗∗ is a collection U of subsets of X. This is a D-ultrafilter iff for every homomorphism a : X → A
with A finite (= finitely presentable) there exists t ∈ A such that (4) holds. Therefore, every D-
ultrafilter is an ultrafilter. The proof of the converse is analogous to Lemma 3.3. We just use,
instead of the function χR there, the function gR : X → PM of Example 2.2(e). Thus, we work with
a = 〈gR, gS〉 : X → (PM)
2.
Example 3.10. ForK = Gra andD the complete graph on {0,1}, aD-ultrafilter on a graph is simply
an ultrafilter on the set of vertices.
Analogously for K = Σ-Str and D the complete Σ-structure on {0,1}: D-ultrafilters are also just
ultrafilters on the underlying set.
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4. The codensity monad of the embedding Kfp →֒K
In this section K is a complete, symmetric monoidal closed category with a ∗-cogenerator D.
Notation 4.1. For every object X we denote by iX : TX → X
∗∗ the wide intersection of all derived
subobjects. (Thus, the global elements of TX are precisely theD-ultrafilters onX.) The factorizing
morphisms are denoted by q(a) for all a : X → A, A ∈Kfp:
(5) A’

a′

TX
<<
q(a)
<<③③③③③③③③
//
iX
// X∗∗
for (A,a) ∈ X/Kfp
Lemma 4.2. The morphisms iX : TX → X
∗∗ carry a subfunctor T of (−)∗∗.
Proof. The definition of T on morphisms f : X → Y follows automatically from the naturality of
i : T → (−)∗∗. Indeed, given a morphism f : X → Y , in order to verify that a (necessarily unique)
morphism T f exists making the following square
TX
iX //
T f

X∗∗
f ∗∗

TY
iY
// Y ∗∗
commutative, we just need to observe that f ∗∗ · iX factorizes through all derived subojects of Y
∗∗.
Indeed, for all a : Y → A with A finitely presentable put
a¯ = a · f : X → A.
Use the universal property of the pullback a′ (of ηA along a
∗∗) to define a morphism u as follows:
TX
q(a¯)

iX
""❉
❉❉
❉❉
❉❉
❉
A¯′
u

a¯′ //
p(a¯)
$$
X∗∗
f ∗∗

A′
a′ //
p(a)

Y ∗∗
a∗∗

A
ηA
// A∗∗
Then u · q(a¯) gives the desired factorization. 
Definition 4.3. The functor T of Lemma 4.2 carries a monad T which is a submonad of (−)∗∗ via
(iX ). This is proved in the next theorem. T is called the D-ultrafilter monad.
Examples 4.4. (a) For K = Set we see that T is the ultrafilter monad, for K = K-Vec it is the
double-dualization monad. In both cases, T is well-known to be the codensity monad ofKfp →֒K
(see Introduction).
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(b) In case K = Pos the monad T assigns to every poset X the poset of all nonempty, prime
collections of ↑-sets closed under upper sets and finite intersections. It is ordered by inclusion,
see Examples 3.5 and 2.3(a).
(c) For K = JSL we have, analogously to K-Vec, that T is the double-dualization monad, see
Remark 3.7. This is also completely analogous to (b) since the semilattice TX consists of all prime,
upwards closed collections of prime ↑-sets, see Examples 2.2(d) and 3.6.
(d) In Gra the graph of all D-ultrafilters on X = (VX ,EX ) has as vertices all ultrafilters on the
set VX , see Example 3.10. Two ultrafilters (F,G) form an edge of TX iff for every pair of members
F ∈ F and G ∈ G there is an edge (x,y) in EX with x ∈ F and y ∈ G. Shortly:
EX ∩ (F ×G) , ∅ for all F ∈ F, G ∈ G.
We prove this in Example 4.9(c).
(e) Analogously for Σ-Str: the D-ultrafilters on a structure X are the ultrafilters on the under-
lying set of X. Given one n-ary symbol σ ∈ Σ then the relation σTX contains (F1, . . . ,Fn) precisely
when, for every Fi ∈ Fi , i = 1, . . . ,n, the intersection of
∏n
i=1Fi with σX is nonempty.
(f) InM-Set again D-ultrafilters on an object (X, ·) are just ultrafilters on X. The monoid action
assigns to every ultrafilter U on X and every element m ∈M the ultrafilter
mU = {R ⊆ X;mR ∈ U}
where
mR = {x ∈ X;mx ∈ R}.
See Examples 3.9 and 2.2(e).
Theorem 4.5. Let K be a complete, symmetric monoidal closed category with a ∗-cogenerator D. Then
theD-ultrafilter monad is a submonad of (−)∗∗ which is the codensity monad of the embeddingKfp →֒K.
Proof. Since the natural transformation i : T → (−)∗∗ is monic, there is at most one monad struc-
ture making i a monad morphism. We are going to prove that this structure exists, and that the
resulting monad fulfils, for the embedding E : Kfp → K, the limit formula for codensity monads
(see Introduction).
(i) For every object X the cone
a∗∗ : X∗∗ → A∗∗ (for all (A,a) ∈ X/Kfp)
is collectively monic. Indeed, since D is a ∗-object, we have X∗ = colimC∗X , see Notation 2.5. Now
(−)∗ :Kop →K is a right adjoint, thus, it takes the colimit to a limit cone a∗∗ : X∗∗ → A∗∗ in K.
(ii) Recall the notation p(a) from Definition 3.1 and q(a) from Notation 4.1. We are going to
prove that for the embedding E :Kfp →K we have
TX = limCX
with the following limit cone
(6) ψa ≡ TX
q(a)
−−−→ A′
p(a)
−−−→ A (a ∈ X/Kfp).
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First, ψa is a cone of CX , i.e., given a morphism h
(7) X
a
⑦⑦
⑦⑦
⑦ b
❄
❄❄
❄❄
❄
A
h
// B
of X/Kfp, then h ·ψa = ψb. Indeed, the following diagram
TX
q(a)
(5)
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠
q(b)
(5)
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
iX

A′
a′
//
p(a)
(3)

X∗∗
a∗∗
||③③
③③
③③
③③ b∗∗
!!❉
❉❉
❉❉
❉❉
❉ B
′
b′
oo
p(b)
(3)

A∗∗
h∗∗ // B∗∗
A
ηA
==④④④④④④④④
h
(η natural)
// B
ηB
aa❇❇❇❇❇❇❇❇
commutes.
Next suppose a cone of CX with domain Z is given:
X
a
−→ A
Z
a˜
−→ A
for (A,a) ∈ X/Kfp.
We prove that there is a unique morphism k making the following triangles
Z
a˜
❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁
k // TX
q(a)}}④④
④④
④④
④④
A′
p(a)~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
A
commutative. The diagram C∗∗X = (−)
∗∗ ·CX has the following cone:
X
a
−→ A
Z
a˜
−→ A
ηA
−−→ A∗∗
Indeed, this is compatible with C∗∗X , because given a morphism (7) of X/Kfp we have the following
commutative diagram
Z
a˜
⑧⑧
⑧⑧
⑧⑧
⑧⑧ b˜
❄
❄❄
❄❄
❄❄
❄
A
ηA
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤ h
// B
ηB
  ❆
❆❆
❆❆
❆❆
❆
A∗∗
h∗∗
// B∗∗
Since by (i) X∗∗ is the limit of C∗∗X , we obtain a unique morphism
k0 : Z → X
∗∗
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making the following squares
Z
k0 //
a˜

X∗∗
a∗∗

A
ηA
// A∗∗
for all X
a
−→ A in X/Kfp
commutative. This implies that k0 factorizes through the preimage a
′ of ηA under a
∗∗. Hence, it
factorizes through iX = ∩a
′:
TX
iX

Z
k
==⑤⑤⑤⑤⑤⑤⑤⑤
k0
// X∗∗
This is the desired factorization, i.e., we have
ψa · k = a˜ for all X
a
−→ A in X/Kfp .
Indeed in the following diagram
Z
k0
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯
k
!!❇
❇❇
❇❇
❇❇
❇
ψa·k
✰
✰✰
✰✰
✰✰
✰✰
✰✰
✰✰
✰✰
✰✰
✰✰
✰✰
✰✰
TX
iX //
q(a)

X∗∗
a∗∗

A′
a′
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦
p(a)

A
ηA
// A∗∗
all inner parts commute. Thus, by using the square above we get
(8) ηA · (ψa · k) = a
∗∗ · k0 = ηA · a˜
By Proposition 2.11, ηA is monic, so k is the desired factorization.
Given a factorization kˆ, we prove kˆ = k. Let kˆ0 = iX · kˆ, then we get a
∗∗ · kˆ0 = ηA · a˜. Comparing this
with (8) yields a∗∗ · kˆ0 = a
∗∗ · k0. From (i) we conclude kˆ0 = k0. Since iX is monic, this proves kˆ = k.
(iii) For every morphism h : X → Y we need to verify that the definition of Th (see Lemma 4.2)
agrees with the definition in the Introduction, i.e., the triangles
TX
ψa¯ !!❇
❇❇
❇❇
❇❇
❇
Th // TY
ψa}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
A
a : Y → A in Y/Kfp
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commute for a¯ = a · h. For that consider the following diagram in which we denote, for a : Y → A,
by a¯′ : A¯′ → X∗∗ the derived subobject of a¯:
X∗∗
a¯∗∗=(a·h)∗∗
--
h∗∗ // Y ∗∗
a∗∗
qq
TX
iX
gg❖❖❖❖❖❖❖❖❖❖❖❖❖
q(a¯)

ψa¯
!!❉
❉❉
❉❉
❉❉
❉❉
Th // TY
ψa
}}③③
③③
③③
③③
③
q(a)

iY
77♦♦♦♦♦♦♦♦♦♦♦♦♦
A¯′
a¯′
__❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄
p(a¯)
// A
ηA

A′
p(a)
oo
a′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
A∗∗
Its inner parts, except the desired triangle, commute by (3), 4.1, the definition of ψ and naturality
of i. The outward triangle also commutes. Thus, the desired triangle commutes since ηA is monic
by Proposition 2.11.
(iv) T has the structure of a monad, namely, the codensity monad of the embedding Kfp →֒K.
It remains to verify that it is a submonad of (−)∗∗, more precisely, that i : T → (−)∗∗ is a monad
morphism. We denote by ηT and µT the monad structure of T and by η and µ that of (−)∗∗.
To prove that i preserves the unit, consider the following diagram for every object X and all
(A,a) in X/Kfp:
X
a

ηTX
''◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆
ηX // X∗∗
a∗∗

TX
ψa
    
  
  
  
  
  
  
  
  
q(a)

iX
77♦♦♦♦♦♦♦♦♦♦♦♦♦
A′
p(a)
ww♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣♣
a′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
A
ηA
// A∗∗
The left-hand triangle is the definition of ηTX , see Introduction. All the other inner parts except
the upper triangle commute by Notation 4.1, (3) and (6). Since the outward square commutes,
this proves that the upper triangle, when prolonged by a∗∗, commutes. From (i) we conclude that
the triangle commutes.
To prove that i preserves multiplication, recall from Introduction that µTX is defined by the
following commutative triangles
(9) TTX
µTX //
q(ψa) ##❋
❋❋
❋❋
❋❋
❋ TX
q(a)}}④④
④④
④④
④④
A′′
p(ψa)   ❆
❆❆
❆❆
❆❆
❆ A
′
p(a)~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
A
(A,a) ∈ X/Kfp
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Consider the desired equality
iX ·µ
T
X = µX · i
∗∗
X · iTX .
which in view of Notation 4.1 means
a′ · q(a) ·µTX = µX · (a
′)∗∗ · q(a)∗∗ ·ψ′a · q(ψa)
where the derived subobject of ψa : TX → A is denoted by ψ
′
a : A
′′ → (TX)∗∗. This follows from the
commutative diagram below:
TTX
iTX

q(ψa)

µTX // TX
q(a)

iX

A′′
ψ′a

p(ψa) // A
ηA

A′
p(a)
oo
a′

(TX)∗∗
(iX )
∗∗

q(a)∗∗

ψ∗∗a // A∗∗
η∗∗A
  
  
  
  
  
  
  
  
  
  
(A′)∗∗
(a′)∗∗

(p(a))∗∗
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
A∗∗∗∗
µA // A∗∗
X∗∗∗∗
a∗∗∗∗
::✉✉✉✉✉✉✉✉✉
µX
// X∗∗
a∗∗
bb❉❉❉❉❉❉❉❉
All inner parts commute: for the upper one see (9), the lowest one is the naturality of µ, and the
triangle above is the monad law µ · η∗∗ = id. All the other parts commute by definition of a′ and
ψ′a. Consequently, the desired outward square commutes when postcomposed by a
∗∗. Once again
apply (i) to see that the proof is complete. 
Remark 4.6. (1) For the limit cone (ψa) of the above proof we have commutative squares as follows:
TX
ψa //
iX

q(a)
!!❈
❈
❈
❈ A
ηA

A′
a′}}④
④
④
④
p(a)
==④
④
④
④
X∗∗
a∗∗
// TA
for a : X → A in TX/Kfp
Indeed the left-hand triangle is (5) and for the right-hand part see (3).
(2) For T on Set the function ψa : TX → A takes an ultrafilter F to the unique element x ∈ A
with a−1(x) ∈ F.
The analogous statement is true in all our examples where TX is the set of all ultrafilters on the
(underlying set of ) X:
Par, Gra and Set.
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In Pos and JSL the function ψa takes a D-ultrafilter F on X to the largest element x ∈ A with
a−1(↑ x) ∈ F.
Observation 4.7. The components ηTA : A→ TA of the unit of the codensity monad are invertible
for all finitely presentable objects A. Indeed, recall from the Introduction the formula ψa · η
T
X = a.
The case a = idA : A→ A, gives
ψidA · η
T
A = idA.
On the other hand, for every b : A→ B in A/Kfp, we have
ψb · η
T
A ·ψidA = b ·ψidA = ψb.
The morphisms ψb are the components of a limit, therefore they are collectively monic and we get
ηTA ·ψidA = idA.
Corollary 4.8. The codensity monad of the embeddingKfp →֒K is the largest submonad of (−)
∗∗ whose
unit has invertible components at all finitely presentable objects.
Proof. We show that every submonad
j : (T̂ , µˆ, ηˆ)→ ((−)∗∗,µ,η)
with ηˆA invertible for all A ∈ Kfp factorizes through i. Indeed, it is sufficient to verify that for
every object X and all a : X → A in X/Kfp
jX factorizes through a
′.
This implies that jX factorizes through iX , i.e., we have uX : T̂ X → TX with jX = iX ·uX . Since i
and j are monic monad morphisms, it follows easily that u : T̂ → T is also a monad morphism.
For every a : X → A in X/Kfp we have ηA = jA · ηˆA, thus,
jA = ηA · (ηˆA)
−1.
Since j is natural, we derive from a∗∗ · jX = jA · T̂ a that
a∗∗ · jX = ηA · ηˆ
−1
A · T̂ a.
This yields the desired factorization of jX through a
′ :
T̂ X
T̂ a

!!
jX
((PP
PPP
PPP
PPP
PPP
P
A′
a′ //
p(a)

X∗∗
a∗∗

TA
ηˆ−1A
// A
ηA
// A∗∗

Examples 4.9. (a) The codensity monad of the embedding of finite semilattices into JSL is the
(full) double-dual monad. Indeed, for every finite semilattice A the dual A∗ is isomorphic to Aop:
to every prime ↑-set M ⊆ A (see Example 2.2(d)) assign its meet in A to get a dual isomorphism
A∗
∼
−→ Aop. Thus A∗∗ is isomorphic to A, and it is easy to see that ηA : A → A
∗∗ is indeed an
isomorphism.
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(b) Analogously for K-Vec. We thus obtain another proof of Leinster’s result that (−)∗∗ is the
codensity monad.
(c) The codensity monad of the embedding of finite graphs into Gra assigns to a graph X =
(VX ,EX ) the graph of all ultrafilters on VX . Two ultrafilters F,G form an edge iff
(10) EX ∩ (F ×G) , ∅ for all F ∈ F, G ∈ G.
To verify this description of edges, recall that limits in Gra have as edges precisely those pairs
of vertices that every limit projection takes to an edge. Thus (F,G) is an edge in TX = limCX iff
every limit projection ψa : TX → A fulfils: (ψa(F),ψa(G)) is an edge of A. Recall further that
ψa(F) = t holds iff a
−1(t) ∈ F.
(c1) Assuming (10) above holds, we prove that each (ψa(F),ψa(G)) is an edge of A. Put x = ψa(F)
and y = ψa(G). Apply the condition to F = a
−1(x) and G = a−1(y). Then, if (x,y) ∈ (F ×G)∩ EX , we
have a(x) = x and s a(y) = y. Hence, from (x,y) ∈ EX we deduce (x,y) ∈ EA, that is, (ψa(F),ψa(G))
belongs to EA.
(c2) Conversely, let F and G be two ultrafilters such that all a : X → A in X/Grafp yield an edge
(ψa(F),ψa(G)) in A. We prove (10)
(i) Assuming F−G ∈ F, let ∼ be an equivalence relation on the set VX with finitely many classes,
two of which are F −G and G. Denote by X/ ∼ the quotient graph of X and by a : X → X/ ∼ the
quotient map: the vertices of X/ ∼ are the equivalence classes of ∼, and edges are all ([x], [y]) for
edges (x,y) ∈ EX . From F −G ∈ F we get ψa(F) = F −G; analogously, ψa(G) = G. Thus we have an
edge (x,y) ∈ EX with x ∈ F −G and y ∈ G.
(ii) Analogously for G − F ∈ G.
(iii) Suppose F −G lies in F and G − F lies in G. Since F ∩G = F ∩ F −G we conclude that F ∩G
lies in both F and G. Let ∼ be an equivalence relation on VX with classes F ∩ G and F ∩G (or
just one class F ∩G = X in case F = G = X). Then for the quotient map a : X → X/ ∼ we have
ψa(F) = ψa(G) = F∩G. Thus, F∩G is a loop of X/∼. Consequently, in X there is an edge (x,y) ∈ EX
with x,y ∈ F ∩G.
Remark 4.10. Corollary 4.8 gives a characterization that does not need the technical concept of
∗-cogenerator or D-ultrafilter.
It is an open problem whether it holds for arbitrary finitely presentable cogenerators in arbi-
trary symmetric monoidal closed categories that are locally finitely presentable.
4.11. Summarizing all our examples, here is a survey of codensity monads T of embeddings
Kfp →֒ K. In each case we describe the action of T on an arbitrary object X; in the table we
just name the underlying set |TX | of TX consisting of all D-ultrafilters, its structure as an object
of K follows from Examples 4.4 and 4.9. For K-Vec, T is the usual double-dual functor. In the
remaining examples, for each morphism f : X → Y the map T f is always given by assigning to a
collection U ∈ |TX | of subsets of |X | the collection {R ⊆ |Y |; f −1(R) ∈ U}.
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Category D D-ultrafilters on an object
Set {0,1} ultrafilters
Par {0} ultrafilters
Pos
0•
1• nonempty, prime collections of ↑-sets closed
under upper sets and finite intersections
JSL
0•
1• prime, upwards closed collections of prime
↑-sets
Gra
0 1
ultrafilters on the set of vertices
Σ-Str
{0,1}
complete
ultrafilters on the underlying set
K-Vec K vectors of the double-dual space
M-Set PM ultrafilters on the underlying set
5. Enriched codensity monads
Since we work with symmetric monoidal closed categories K, it is natural to ask weather the
D-ultrafilter monad is actually the enriched codensity monad of the embedding E :Kfp →֒K. That
is: is T the enriched right Kan extension of E along itself? We prove that this is indeed the case for
all of our examples. For commutative varieties K we present a general proof, the cases Pos, Gra
and Σ-Str are proved individually.
Remark 5.1. (1) Since our categoryK is symmetric monoidal closed, it is enriched over itself with
hom-objects given by [A,B] for A,B ∈K. Let us shortly recall that to say that T is the (K-)enriched
Kan right extension RanEE means that for every object X of K there is an isomorphism
λZ : [Z,TX]  [Kfp,K]
(
[X,E−], [Z,E−]
)
natural in Z ranging over Kop. The object [Kfp,K]
(
[X,E−], [Z,E−]
)
, that we abbreviate to N (X,Z)
below, is the hom-object of the two enriched hom-functors in the enriched-functor category [Kfp ,K].
(2) Since K is complete, the object N (X,Z) can be described by an equalizer in K, see [9] or [3,
Proposition 6.3.1]. We define below, for every pair B, C in Kfp, morphisms
∏
A∈Kfp
[[X,A], [Z,A]]
uB,C //
vB,C
//
[
[B,C], [[X,B], [Z,C]]
]
such that N (X,Z) is given by the following equalizer:
(11) N (X,Z)
e //
∏
A∈Kfp
[[X,A], [Z,A]]
〈uB,C 〉 //
〈vB,C 〉
//
∏
B,C∈Kfp
[
[B,C], [[X,B], [Z,C]]
]
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The above morphism uB,C is the transpose of the following morphism uˆB,C
(12)
(∏
A∈Kfp
[
[X,A], [Z,A]
])
⊗ [B,C]
uˆB,C ++❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
pB⊗[Z,E−]B,C //
[
[X,B], [Z,B]
]
⊗
[
[Z,B], [Z,C]
]
c
[
[X,B], [Z,C]
]]
where pB is the projection and c is the composition map. And the morphism vB,C is the transpose
of vˆB,C below starting with the symmetry isomorphism s:
(13)
(∏
A∈Kfp
[
[X,A], [Z,A]
])
⊗ [B,C]
vˆB,C
((PP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
s // [B,C]⊗
(∏
A∈Kfp
[
[X,A], [Z,A]
])
[X,E−]B,C⊗pC
[
[X,B], [X,C]
]
⊗
[
[X,C], [Z,C]
]
c
[
[X,B], [Z,C]
]
(3) We thus obtain a functor
N (X,−) :Kop →K
where the action on morphisms h : Z → Z of Kop is specified by the equalizer (11): let e, uA,B and
vA,B denote the above morphisms related to Z in place of Z. ThenN (X,h) is the unique morphism
making the diagrams below commutative:
(14) N (X,Z)
e //
N (X,h)

∏
A[[X,A], [Z,A]]
〈uB,C 〉 //
〈vB,C 〉
//
∏
A[[X,A],[h,A]]

∏
B,C
[
[B,C], [[X,B], [Z,C]]
]
∏
B,C [[B,C],[[X,B],[h,C]]

N (X,Z )
e // ∏
A[[X,A], [Z,A]]
〈uB,C 〉 //
〈vB,C〉
//
∏
B,C
[
[B,C], [[X,B], [Z,C]]
]
(4) In each of our examples we are going to define an isomorphism λZ : [Z,TX] → N (X,Z)
and prove that it is natural, in the ordinary sense, in Z ∈ Kop. This natural transformation is
automatically enriched (see [3, Proposition 6.2.8]).
Theorem 5.2. The D-ultrafilter monad on a commutative variety is the enriched codensity monad of
the embedding of finitely presentable algebras.
Proof. (1) A description of N (X,Z). Recall that, for two algebras B and C in a commutative variety
K, the hom-object [B,C] is the set of all homomorphisms from B to C with operations defined
pointwise.
The codomain of e in (11) is thus the algebra of all families of homomorphisms
τ = (τA)A∈Kfp , τA : [X,A]→ [Z,A]
with pointwise operations: given an n-ary operation σ in the given signature and n families
τ0, . . . ,τn−1, then the family τ = σ(τ0, . . . ,τn−1) is given by
(15) τA(a) = σ[Z,A]
(
τ0A(a), . . . ,τ
n−1
A (a)
)
for all a : X → A, A ∈Kfp.
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Given algebras B, C ∈Kfp, then the morphism uˆB,C of (12) takes a collection τ = (τA) and a homo-
morphism f : B→ C to the homomorphism
uˆB,C (τ,f ) : [X,B]→ [Z,C]
given by (X
b
−→ B) 7→ (Z
τB(b)
−−−−→ B
f
−→ C). Consequently, the transpose uB,C takes a family τ to the
homomorphism uB,C (τ) : [B,C]→ [[X,B], [Z,C]] given by
uB,C (τ) : (B
f
−→ C) ✤ //
(
[X,B]
τB
−→ [Z,B]
[Z,f ]
−−−−→ [Z,C]
)
.
Whereas vB,C takes τ to the homomorphism vB,C(τ) given by
vB,C(τ) : (B
f
−→ C) ✤ //
(
[X,B]
[X,f ]
−−−−→ [X,C]
τC
−→ [Z,C]
)
.
The equalizer e : N (X,Z) →֒
∏
A∈Kfp
[[X,A], [Z,A]] is thus the subalgebra of the product given by
all families τ for which the following squares
[X,B]
[X,f ]

τB // [Z,B]
[Z,f ]

[X,C]
τC
// [Z,C]
(f : B→ C in Kfp)
commute. In other words: N (X,Z) consists of all ordinary natural transformations τ : [X,−] →
[Z,−]. The operations of the algebra N (X,Z) are given by (15).
(2) The definition of the morphism λZ : [Z,TX] → N (X,Z). Recall from the proof of Theorem
4.5 that TX is the limit of the diagram
CX : X/Kfp →K, (X
a
−→ A) 7→ A
with the limit cone ψa : TX → A. We first verify that for every finitely presentable algebra A the
map a 7→ ψa is a homomorhism from [X,A] to [TX,A]. Thus suppose that σ is an n-ary operation
in our signature and we are given
a = σ[X,A](a0, . . . ,an−1).
Then we prove that
ψa = σ[TX,A](ψa0 , . . . ,ψan−1).
We use the fact that T is a submonad of the double-dualization monad via iX : TX → X
∗∗, see
Remark 4.6. Since (−)∗∗ is an enriched functor, we have
a∗∗ = σ[X,A]∗∗(a
∗∗
0 , . . . ,a
∗∗
n−1).
From the fact that operations are defined pointwise we derive
a∗∗ · iX = σ[TX,A∗∗](a
∗∗
0 · iX , . . . ,a
∗∗
n−1 · iX ).
Consequently, for the unit ηA : A→ TA we get
ηA ·ψa = a
∗∗ · iX by Remark 4.6
= σ[TX,A∗∗](a
∗∗
0 · iX , . . . ,a
∗∗
n−1 · iX )
= σ[TX,A∗∗](ηA ·ψa0 , . . . ,ηA ·ψan−1) by Remark 4.6
= ηA ·σ[X,A](ψa0 , . . . ,ψan−1) since ηA is a homomorphism.
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We know from Proposition 2.11 that ηA is monic, which establishes the desired equality.
Consequently, every homomorphism z : Z → TX yields a natural transformation
τz : [X,E−]→ [Z,E−]
whose component τzA for A ∈Kfp is defined by
τzA : (X
a
−→ A) 7→ (Z
z
−→ TX
ψa
−−→ A).
Indeed, each τzA is a homomorphism, since given a = σ[X,A](a0, . . . ,an−1) as above, we have
ψa · z = σ[TX,A](ψa0 , . . . ,ψan−1) · z = σ[Z,A](ψa0 · z, . . . ,ψan−1 · z)
(again using the pointwise definition of σ). And the naturality of τz follows from the fact that (ψa)
is a cone of the diagram CX : X/Kfp →K: for every morphism of X/Kfp
X
a
⑧⑧
⑧⑧
⑧⑧
⑧⑧ a′
  ❅
❅❅
❅❅
❅❅
A
u
// A′
we have ψa′ = u ·ψa, hence, ψa′ · z = u · (ψa · z).
We define λZ : [Z,TX]→N (X,Z) by
λZ (z) = τ
z for all z : Z → TX.
(3) λZ is an isomorphism. First, the underlying function z 7→ τ
z is bijective. This follows from
the universal property of the limit cone (ψa), since to give a cone of CX with domain Z is nothing
else then to give a natural transformation τ from K(X,E−) to K(Z,E−).
It remains to verify that λZ is a homomorphism. Given elements z0, ..., zn−1 of [Z,TX], let
z = σ[Z,TX](z0, . . . , zn−1). We verify that
τz = σN (X,Z)
(
τz0 , . . . ,τzn−1
)
where the right-hand side is the above operation (15) on natural transformations. That is, the
A-component of the right-hand side is given, in each a of [X,A], by
σ[Z,A]
(
ψa · z0, . . . ,ψa · zn−1) = ψa ·σ[Z,TX](z0, . . . , zn−1).
And this is precisely the a-component of τzA.
(4) The naturality of λ. Given a homomorphism h : Z → Z, the homomorphism N (X,h) of
(14) takes a natural transformation τ : [X,E−] → [Z,E−] to the natural transformation τ̂ with
components
τ̂A : [X,A]
τA
−→ [Z,A]
[h,A]
−−−−→ [Z,A]
Thus, N (X,h) ·λZ assigns to each z : Z → TX the natural transformation τ̂z with components
τ̂zA(a) = [h,A](ψa · z) = ψa · z · h.
And λZ · [h,TX] assigns to it τ
z·h with the same components. 
Example 5.3. The D-ultrafilter monad onK = Pos is the enriched codensity monad of the embed-
ding of finite posets. The proof is analogous to the preceding one.
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(1) A description of the poset N (X,Z). Recall that for posets B, C we have the poset [B,C] of all
monotone functions from B to C ordered componentwise. Arguing precisely as in the above proof
we conclude that N (X,Z) consists of all ordinary natural transformations τ : [X,E−] → [Z,E−]
ordered componentwise:
τ ≤ τ′ iff τA(a) ≤ τ
′
A(a) for all A ∈ Posfp and (A,a) ∈ X/Posfp .
(2) The definition of the morphism λZ : [Z,TX]→ N (X,Z). We first verify that for every finite
poset A we have a monotone map
[X,A]→ [TX,A], a 7→ ψa.
For that recall the limit cone ψa : TX → A: it takes a D-ultrafilter F on X to the largest element
t ∈ A with a−1(↑ t) ∈ F (see Remark 4.6). Given a ≤ b in [X,A], then for the above t we have
a−1(↑ t) ⊆ b−1(↑ t), thus, b−1(↑ t) ∈ F.
This implies for s = ψb(F) that t ≤ s. Shortly, ψa(F) ≤ ψb(F).
The rest is analogous to the proof above, part (2): we define λZ (z) = τ
z with components τzA(a) =
ψa · z, and we have that each τ
z is a natural transformation.
(3) λZ is an isomorphism. Since the underlying function is bijective, we only need to prove for
all A finite and all monotone z, z : Z → TX that
z ≤ z iff τz ≤ τz .
Indeed, for z ≤ z we derive τz(a) = ψa · z ≤ ψa · z = τ
z(a), i.e., τz ≤ τz. Conversely, if τz ≤ τz, then for
all a we have ψa · z ≤ ψa · z. Since limits in Pos are conical this implies z ≤ z.
(4) The proof of naturality of λ is completely analogous to the above proof.
Example 5.4. The D-ultrafilter monad on Gra is the enriched codensity monad of the embedding
of finite graphs.
(1) The description of the graph N (X,Z). Recall that the hom-object [B,C] for graphs B and C
has as vertices all functions r : VB→ VC, where V : Gra→ Set is the usual forgetful functor. And
edges are pairs (r, r ′) of functions such that
(x,x′) ∈ EB implies (r(x), r
′(x′)) ∈ EC .
The codomain of the equalizer (11) defining N (X,Z) is the graph
∏
A∈Grafp
[[X,A], [Z,A]] of all
collections τ = (τA) of functions
τA : Set(VX,VA)→ Set(VZ,VA).
Two such collections (τ,τ′) form an edge of the product iff every projection to [[X,A], [Z,A]] yields
an edge (τA,τ
′
A), i.e., iff the following implication holds:
(16) (r, r ′) ∈ E[X,A] implies (τA(r),τ
′
A(r
′)) ∈ E[Z,A]
for every finite graph A.
The morphism uB,C takes a family τ to the function
uB,C(τ) : [B,C]→ [[X,B], [Z,C]]
defined by
(VB
r
−→ VC) 7→ [Z,r] · τB = Set(VZ,r) · τB
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whereas vB,C takes τ to the function vB,C(τ) defined by
(VB
r
−→ VC) 7→ τC · [X,r] = τC ·Set(VX,r).
The equalizer N (X,Z) is then given by all families τ such that for every function r : VB → VC
with B, C finite the square below
Set(VX,VB)
Set(VX,r)

τB // Set(VZ,VB)
Set(VZ,r)

Set(VX,VC)
τC
// Set(VZ,VC)
commutes. In other words, N (X,Z) consists of all natural transformations
τ : Set(VX,VE−)→ Set(VZ,VE−).
The edges of N (X,Z) are pairs τ, τ′ of natural transformations satisfying (16).
(2) The definition of the morphism λZ : [Z,TX]→ N (X,Z). Let CX : X/Grafp → Gra and CVX :
VX/Setfp → Set be the canonical diagrams. Thus CVX takes a map r : VX →M ,M a finite set, to
M . We denote its limit cone by
T˜ VX
ψ˜r
−→M , for all r : VX →M,M finite.
The following triangle
X/Grafp
CX //
H

Gra
V // Set
VX/Setfp
CVX
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
where H takes every X
a
−→ A to VX
Va
−−→ VA, is commutative. Since H is a final functor1 and V
preserves limits, we obtain
T˜ X = limCVX = limVCX = V limCX = VTX
with the limit cone (ψ˜r)r∈VX/Setfp satisfying Vψa = ψ˜Va for every a ∈ X/Grafp.
Cones γ from VZ to CVX are in bijective correspondence with cones from VZ to VCX via the
assignment (γr)r∈VX/Setfp 7→ (γVa)a∈X/Grafp . And the latter are in bijective correspondence with the
natural transformations from Set(VX,VE−) to Set(VZ,VE−). For every function z ∈ [Z,TX] we
have the natural transformation τz : Set(VX,VE−)→ Set(VZ,VE−) with components
τz : (VX
r
−→ VA) 7→ (VZ
r
−→ VTX
ψ˜r
−→ VA).
It follows that we can define the function λZ as before by λZ (z) = τ
z, and, moreover, that it is a
bijection.
(3) We next verify that the map r 7→ ψ˜r is a graph morphism from [X,A] to [TX,A] for every
finite graph A. That is, we verify that
(r, r ′) ∈ E[X,A] implies (ψ˜r , ψ˜r ′ ) ∈ E[TX,A].
1This follows from the fact that every VX
r
−→ Y in Set is of the form V r′ for r′ : X → Y ′ , where VY ′ = Y and EY ′ = Y ×Y .
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Thus we must prove that
(r, r ′) ∈ E[X,A] and (F,F
′) ∈ ETX imply (ψ˜r(F), ψ˜r ′ (F
′)) ∈ EA.
Put u = ψ˜r(F), this is the unique vertex of A with r
−1(u) ∈ F, see Remark 4.6. Analogously
u ′ = ψ˜r ′(F
′) yields (r ′)−1(u ′) ∈ F′. Recall the description of edges of ETX in Example 4.4(d). We
deduce from r−1(u) ∈ F, (r ′)−1(u ′) ∈ F′ that there exists an edge (x,x′) of X with x ∈ r−1(u) and
x′ ∈ (r ′)−1(u ′). From (x,x′) ∈ EX and (r, r
′) ∈ E[X,A] we get (u,u
′) = (r(x), r ′(x′)) ∈ EA. This is what we
wanted to prove since (u,u ′) = (ψ˜r(F), ψ˜r ′ (F
′)).
(4) λZ is an isomorphism. We already saw in (2) that it is a bijection. It remains to prove that
λZ and its inverse preserve edges.
(4a) λZ preserves edges. Let (z,z
′) ∈ E[Z,TX], we are to prove that the pair (τ
z,τz
′
) satisfies (16)
above:
if (r, r ′) ∈ E[X,A] then (ψ˜r · z, ψ˜r ′ · z
′) ∈ E[Z,A].
That is, for every edge (u,u ′) ∈ EZ we are to verify
(ψ˜r · z(u), ψ˜r ′ · z
′(u ′)) ∈ EA.
The ultrafilters F = z(u) and F′ = z′(u ′) form an edge of TX due to (z,z′) ∈ E[Z,TX]. From (3) above
we get that (ψ˜r(F), ψ˜r ′ (F
′)) is an edge, as desired.
(4b) λ−1Z preserves edges. In other words, for arbitrary z,z
′ : VZ → VTX we are to prove that
(τz,τz
′
) ∈ ETX implies (z,z
′) ∈ E[Z,TX].
That is, we should prove
(z(u), z′(u ′)) ∈ ETX for all (u,u
′) ∈ EZ .
By (16),
(τzA(r),τ
z′
A (r
′)) ∈ E[Z,A] for all (r, r
′) ∈ E[X,A].
For every (X
a
−→ A) in X/Grafp, we know from Example 2.3(b) that Va is a loop of [X,A], hence the
pair
(
τzA(Va),τ
z′
A (Va)
)
is an edge of [Z,A]. Therefore, if (u,u ′) ∈ EZ , we have that (ψ˜Va · z(u), ψ˜Va ·
z′(u ′)) = (Vψa(z(u)),Vψa(z
′(u ′))) belongs to EA for all a ∈ X/Grafp; consequently, (z(u), z
′(u ′)) ∈
ETX , see Example 4.9(c).
(4) The naturality of λ is shown analogously to the proof of 5.3.
Example 5.5. For the category Σ-Str theD-ultrafilter monad is also the enriched codensity monad
of the embedding of finite structures. The details are completely analogous to the case of graphs
above.
6. Further Examples
In this section we consider a more general setting: a complete category K and a small, full
subcategory A. We discuss the codensity monad of the embedding A →֒K.
Given a set {Di}i∈I of cogenerators of K lying in A we obtain a monad S on K from the well-
known adjunction L ⊣ R :
(
SetI
)op
→K where
LX =
(
K(X,Di)
)
i∈I
and R(Mi)i∈I =
∏
i∈I
D
Mi
i .
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We are going to characterize the codensity monad of A →֒K as the smallest submonad of S with
a property called the limit property below. We continue using the notation of Introduction:
CX : X/A→K, (X
a
−→ A) 7→ A.
Remark 6.1. The above monad S is given on objects X by SX =
∏
i∈ID
K(X,Di )
i with the unit η
S :
Id→ S defined by the projections πf for f : X →Di , as follows
πf · η
S
X = f .
Thus ηSX is monic, since (Di) is a cogenerating set.
The multiplication µS is determined by the commutativity of the following triangles
SSX
µSX //
ππa ""❉
❉❉
❉❉
❉❉
❉❉
SX
πa}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
Di
for all a : X →Di and i ∈ I .
Definition 6.2. A monad T on K has the limit property (with respect to the embedding A →֒K) if
for every object X we have TX = limTCX with the canonical limit cone of all Ta for a ∈ X/A.
Example 6.3. (1) The codensity monad of A →֒K has the limit property: use the limit formula.
(2) In a symmetric monoidal closed complete category K, for every ∗-object D, the double-
dualization monad (−)∗∗ = [[−,D],D] has the limit property, since [−,D] : Kop → K is a right ad-
joint.
Lemma 6.4. The monad S has the limit property.
Proof. Since S = R · L and R preserves limits, it is sufficient to prove that the diagram L · CX
in
(
SetI
)op
has the limit
(
K(X,Di )
)
i∈I
with the limit cone of all maps (−) · a :
(
K(A,Di)
)
i∈I
→(
K(X,Di)
)
i∈I
for a : X → A. We can work with the components individually, thus, let i ∈ I be
fixed. Hence in Set, rather than Setop, we are to prove that the cocone
K(A,Di )
(−)·a
−−−→K(X,Di ) ( (a,A) ∈ X/A)
is a colimit of K(E−,Di) : (X/A)
op → Set. Indeed, let
za :K(A,Di)→ Z ( (a,A) ∈ X/A)
be another cocone ofK(E−,Di). Compatibility means that given a morphism in X/A
X
a
⑧⑧
⑧⑧
⑧⑧
⑧⑧ b
❄
❄❄
❄❄
❄❄
❄
A
u
// B
then zb(t) = za(tu) for all t : B→Di . The function
z :K(X,Di )→ Z, z(t) = zt(idDi ),
for all t : X →Di , is the desired factorization.
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Indeed, the equality za = z ·
(
(−) · a
)
means that
za(r) = z(r · a) = zra(idDi ) for all r : A→Di
by choosing t = idDi and u = r (thus b = ra).
The uniqueness of z is clear. 
Theorem 6.5. The codensity monad of the embedding A →֒ K is the smallest submonad of S with the
limit property.
Proof. (1) Let M be a monad on K with the limit property and with a monic unit η : Id → M.
Looking at the proof of Theorem 4.5, we see that it works for A →֒ K if, instead of the double-
dualization monad (−)∗∗, we take the monad M. Thus, the codensity monad can be obtained from
M by using the intersection of derived subobjects analogous to that described in Definition 3.1 and
Lemma 4.2. In particular, the codensity monad is a submonad of M. For M = S, we deduce that the
codensity monad T is a submonad of S.
(2) Let T be the monad defined analogously to Theorem 4.5 with S replacing (−)∗∗ everywhere.
Thus, for every object X, TX is the intersection of the preimages of ηSA (see Remark 6.1) under Sa
for all a : X → A in X/K:
(17) TX
q(a¯)

iX
!!❉
❉❉
❉❉
❉❉
❉
A0
a0 //
p(a)

SX
Sa

A
ηSA
// SA
This defines a functor T , its action on morphisms is defined precisely as in Lemma 4.2.
Then T is a submonad of S via the monad morphism i : T → S with the above components iX .
(3) Moreover, this works in a entirely similar way for every submonad S of S with the limit
property, showing that the codensity monad is a submonad of any such S.
Since the codensity monad has the limit property, the proof is concluded. 
Example 6.6. Let K be a locally finitely presentable category with a cogenerating set (Di)i∈I in
Kfp. Then the codensity monad of the embedding of Kfp into K is the smallest submonad of
the monad SX =
∏
i∈ID
K(X,Di )
i with the limit property. This is actually quite analogous to the
description of Section 4, just the desired subobjects are now related to S rather than (−)∗∗ (see the
proof above). However, in the concrete situations of Section 4 the description using ∗-cogenerators
is more illustrative.
Given a ∗-cogenerator D, how is the present description related to that of Theorem 4.5? We
would like to see the codensity monad of Section 4 as a submonad of S with the limit property.
For that we need (−)∗∗ to be a submonad of S. This holds for the examples of Section 4, as we are
going to show.
Remark 6.7. Let K be a complete, symmetric monoidal closed category with a ∗-cogenerator D.
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(1) For every object X the morphism (ηX )
∗ : X∗∗∗ → X∗ yields an algebra for the monad (−)∗∗. In
particular, since D is isomorphic to I ∗, we obtain such an algebra D that we denote by
e :D∗∗ →D.
That is, if i :D →D∗ = [I ,D] denotes the canonical isomorphism, then e = i−1 · η∗I · i
∗∗.
(2) In the next result we assume the morphisms e ·a∗∗, a ∈ X/Kfp, to be jointly monic. This holds
in all our examples of Section 4. Indeed there we have
e = ηD∗(idD) :D
∗∗ →D.
(3) Denote by πa : SX → D the projection of SX = D
K(X,D) corresponding to a : X → D. We can
define a unique morphism mX by the following commutative squares:
X∗∗
a∗∗

mX // SX
πa

D∗∗
e
// D
Lemma 6.8. Let K be a complete, symmetric monoidal closed category with a ∗-cogenerator D, and let
A =Kfp. Assuming that the morphisms e ·a
∗∗, a ∈ X/Kfp, are jointly monic, then (−)
∗∗ is a submonad of
S via the monad morphism m.
Proof. We use the notation
(
(−)∗∗,µ,η
)
and
(
S,µS ,ηS
)
for the corresponding monad structures.
(i) Naturality of m is seen from the following diagram where a ranges over K(A,D):
X∗∗
h∗∗

(a·h)∗∗
""❉
❉❉
❉❉
❉❉
❉
mX // SX
π(a·h)
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
Sh

D∗∗
e
// D
Y ∗∗
a∗∗
<<③③③③③③③③
mY
// SY
πa
aa❇❇❇❇❇❇❇❇
The right-hand triangle is the definition of Sh.
(ii) Each mX is monic. This is clear since the cone of all e · a
∗∗ is monic.
(iii)m preserves units. The unit ηS of S has components ηSX : X →D
K(X,D) defined by
πa · η
S
X = a for all a : X →D.
Thus, we obtain the following commutative diagram
X∗∗
a

ηSX
✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼
ηX
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆
D
ηD
||③③
③③
③③
③③
❇❇
❇❇
❇❇
❇❇
D∗∗
e
// D
X∗∗
a∗∗
<<③③③③③③③③
mX
// SX
πa
aa❇❇❇❇❇❇❇❇
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(iv) To prove that m preserves multiplication, consider the following diagram:
X∗∗∗∗
mX∗∗ //
µX

(πa·mX )
∗∗
##❋
❋❋
❋❋
❋❋
❋ X
∗∗
SmX //
ππa ·mX

// SSX
µSX

ππa||①①
①①
①①
①①
①
D∗∗
e
// D
X∗∗
a∗∗
;;①①①①①①①①
mX
// SX
πa
bb❋❋❋❋❋❋❋❋
The upper left-hand part and the lower part commute due to the definition of m. The right-hand
upper triangle expresses the definition of S on morphisms, and the lower one commutes due to
Remark 6.1. Therefore, the outside square commutes. 
Example 6.9. Let K = Set and A = Setλ, sets of power less than λ.
(a) Leinster observed in [11] that the ultrafilter monad is the codensity monad of Set4 →֒ Set
(sets of at most 3 elements). In contrast, Set3 →֒ Set has the codensity monad defined by
TX = collections of nonempty subsets of PX including either Y or Y for every Y ⊆ X.
(b) For every infinite cardinal λ let Uλ be the submonad of the ultrafilter monad U of all λ-
complete ultrafilters F. Recall that this means that in every disjoint decomposition e : X։ A with
|A| < λ one component lies in F.
The codensity monad of Setλ →֒ Set is the submonad Uλ of the ultrafilter monad U on all
λ-complete ultrafilters, see [1].
Remark 6.10. Recall that a cardinal λ is measurable if there exists a non-principle λ-complete
ultrafilter. Setλ is codense in Set (i.e., has the trivial codensity monad Id) iff λ is not measurable.
This was proved by Isbell in [7].
Example 6.11. Let K = K-Vec and A = K-Vecλ, spaces of dimension less than λ.
(a) If λ is an infinite cardinal, then the codensity monad is analogous to the above example
of Setλ →֒ Set, see [1]. A vector x in X
∗∗ is called λ-complete if for every linear decomposition
e : X → A with dimA < λ, we have e∗∗(x) ∈ ηA[A]. All λ-complete vectors form a submonad of (−)
∗∗.
And this is the codensity monad of K-Vecλ →֒ K-Vec.
(b) ForA consisting of K alone the codensity monad is larger than (−)∗∗: it assigns to X all homo-
geneous functions from X∗ to K (i.e., those preserving the scalar multiplication). More precisely, T
is the subfunctor of SX = KX
∗
given by
TX = all homogeneous functions in KX
∗
.
Indeed, the diagram CX given by (X
a
−→ K) 7→ K has the cone πa : TX → K formed by restrictions
of the projections of KX
∗
. That is,
πa(h) = h(a) for h ∈ TX, a ∈ X
∗.
To prove that this is a limit cone, let another cone with domain Z be given:
X
a
−→ K
Z
a¯
−→ K
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It is compatible, therefore, for every scalar λ ∈ K the morphism λ · (−) : a→ λa of X/{K} yields
λ · a¯ = λ · a.
Consequently, we can define a function r : Z → TX by taking z ∈ Z and putting
r(z) : a 7→ a¯(z) for a ∈ X∗.
Then r(z) is homogeneous. This is the desired factorization: r is a linear function with
πa · r = a¯ for all a ∈ X
∗.
And it is clearly unique.
(2) In contrast, for A = {K, K2} in K-Vec, the codensity monad is (−)∗∗. Indeed, given a cone of
CX
X
a
−→ K i
Z
a¯
−→ K i
(i = 1,2)
then we again define r by r(z) : a 7→ a¯(z) for a ∈ X∗. We have to verify that each r(z) is linear, the
rest is as above. Homogeneity is verified as before.
To prove additivity,
a1 + a2 = a1 + a2 for a1,a2 ∈ X
∗
consider the projections as morphisms
πi : (K
2,〈a1,a2〉)→ (K,ai ) (i = 1,2)
of X/A which by compatibility yield
πi · 〈a1,a2〉 = ai .
That is,
〈a1,a2〉 = 〈a1,a2〉.
We also have a morphism
π1 +π2 : (K
2,〈a1,a2〉)→ (K,a1 + a2)
therefore
(π1 +π2) · 〈a1,a2〉 = a1 + a2.
Since (π1 +π2) · 〈a1,a1〉 = a1 + a2, the proof is complete.
Example 6.12. LetK = Top, the category of topological spaces and continuousmaps, andA = Topf
consist of all finite spaces. The corresponding codensity monad T is, as for sets, the ultrafilter
monad. More precisely, for every space X, TX is the set of all ultrafilters on the underlying set of
X with the topology τ having as a basis all sets of the form
△G = {U ∈ TX | G ∈ U}, G open in X.
To see this, let D = {0,1} be the indiscrete space. This is a cogenerator of Top, and the space
SX = DTop(X,D) is the indiscrete space PPX of all collections of subsets of X. The proof that the
ultrafilters on the underlying set of a topological space X coincide with D-ultrafilters on X is
completely analogous to that of Lemma 3.3.
To verify that τ is the topology of TX, we just need to show that τ makes all the morphisms q(a)
(see diagram (17) of Theorem 6.5) continuous and jointly initial. That is, τ is the coarser topology
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making all q(a) continuous. Indeed, the open sets of A0 are of the form
Hˆ = {U ∈ SX | a−1(H) ∈ U} for H an open set of A,
and (q(a))−1(Hˆ) = △a−1(H). The initiality follows immediately, since, for every open set G of X,
△G = △χ−1G ({1}) for χG the characteristic function into the Sierpinski space.
Example 6.13. Let K = Top0, the category of T0-topological spaces and continuous maps, and
A consist of the finite spaces. The corresponding codensity monad is the monad of prime open
filters. More precisely, for every space X, TX is the set of all prime filters on the posetΩX of open
sets with the topology having as a basis all sets of the form
G = {U ∈ TX | G ∈ U}, G open in X.
The proof is analogous to the one for posets, using as cogenerator the Sierpinski space.
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