With the growing prevalence of smart grid technology, short-term load forecasting (STLF) becomes particularly important in power system operations. There is a large collection of methods developed for STLF, but selecting a suitable method under varying conditions is still challenging. This paper develops a novel reinforcement learning based dynamic model selection (DMS) method for STLF. A forecasting model pool is first built, including ten state-of-the-art machine learning based forecasting models. Then a Q-learning agent learns the optimal policy of selecting the best forecasting model for the next time step, based on the model performance. The optimal DMS policy is applied to select the best model at each time step with a moving window. Numerical simulations on two-year load and weather data show that the Q-learning algorithm converges fast, resulting in effective and efficient DMS. The developed STLF model with Q-learning based DMS improves the forecasting accuracy by approximately 50%, compared to the state-of-the-art machine learning based STLF models.
I. INTRODUCTION
Accurate short-term load forecasting (STLF) plays an increasingly important role in reliable and economical power system operations. For example, STLF can be used for calculating load baselines in the design of demand response program [1] . STLF can also be used in the real-time unit commitment and economic dispatch [2] , extreme ramping event detection, energy trading, energy storage management, etc [3] .
To improve the load forecasting accuracy, a large number of methods have been developed in the past decades. STLF methods can be classified into different categories based on forecasting time horizons, spatial scales, and method principles. According to the forecasting method principle, STLF methods can be roughly categorized into statistical methods, machine learning methods, and deep learning methods. Statistical methods are usually built based on only the historical time series. The most popular used STLF methods are machine learning based models, which are able to integrate external information such as meteorological data. Deep learning methods have also been recently applied to STLF. For example, a pooling deep recurrent neural network was developed, which has shown to outperform Autoregressive integrated moving average model and support vector regression (SVR) model by 19.5% and 13.1%, respectively [4] . A more comprehensive review of STLF methods can be found in recent review papers [5] , [6] .
To better utilize the various STLF methods, research has been done to further improve the forecasting accuracy by performing model selection under varying conditions. First, ensemble forecasting methods have been developed to select and combine multiple models. For instance, Alamaniotis et al. [7] linearly combined six Gaussian processes (GPs), which outperformed individual GPs. Feng et al. [8] aggregated multiple artificial neural network (ANN), SVR, random forest (RF), and gradient boosting machine (GBM) models to mitigate the risk of choosing unsatisfactory models. Second, load patterns are classified into clusters based on some similarities to select the best load forecasting model in each cluster. For example, Wang et al. [9] developed a K-means-based least squares SVR (LS-SVR) STLF method, which clustered load profiles using K-means and forecasted load using an LS-SVR model in each cluster. Though these strategies help improve the forecasting accuracy, it is still challenging to select the best forecasting model at each forecasting time step.
In this paper, a Q-learning based dynamic model selection (DMS) framework is developed, which aims to choose the best forecasting model from a pool of state-of-the-art machine learning models at each time step. The main contributions of this paper include: (i) building an STLF model pool based on state-of-the-art machine learning algorithms; (ii) developing a Q-learning based DMS framework to determine the best forecasting model at each forecasting time step; (iii) improving the forecasting accuracy by approximately 50%.
The remainder of this paper is organized as follows. Section II presents the developed STLF method with Q-learning DMS (M Q ). Case studies and result analysis are discussed in Section III. Concluding remarks and future work are given in Section IV.
II. STLF WITH REINFORCEMENT LEARNING BASED DYNAMIC MODEL SELECTION
In this section, the developed STLF method with reinforcement learning based DMS is described. The overall framework of the STLF with Q-learning based DMS (M Q ) is illustrated in Fig. 1 , which consists of two major components: (i) a forecasting model pool with ten candidate forecasting models, and (ii) Q-learning based DMS.
A. STLF Machine Learning Model Pool
A collection of machine learning based STLF models constitute the forecasting model pool, from which the best model is selected at each time step in the forecasting stage. The model pool consists of ten models with four machine learning algorithms diversified by different training algorithms, kernel functions, or distributions functions as shown in the bottom left box of Fig. 1 . Specifically, three ANN models with standard back-propagation (BP), momentum-enhanced BP, and resilient BP training algorithms are selected based on their fast convergence and satisfactory performance. The most popular kernels in SVR are used, which are linear, polynomial, and radial base function kernels. GBM models with squared, Laplace, and T-distribution loss functions are empirically selected. The last model is an RF model. The details of the models are summarized in Table I . These models are trained based on a training dataset, and hyperparameters are tuned using a validation dataset (a list of hyperparameters could be found in Ref. [10] ). 
B. Q-learning based Dynamic Model Selection (DMS)
Once forecasts are independently generated by forecasting models in the model pool, the best model is selected by a reinforcement learning agent at each forecasting time step.
Reinforcement learning is a typical machine learning algorithm that models an agent interacting with its environment. In this paper, Q-learning, a model-free adaptive dynamic programming algorithm, is adopted to learn the optimal policy of finding the best forecasting model at every forecasting time step.
In order to train the Q-learning agent, a mathematical framework of DMS is first defined in a Markov Decision Process (MDP). In general, a Q-learning agent takes sequential actions at a series states based on a state-action value matrix Q-table until reaching an ultimate goal [11] . The actions are evaluated by a scalar reward feedback returned from the environment, which is used to update the Q-table. In this research, the state space, S, is composed of the possible forecasting models at the current time:
where s i means the current forecasting model is M i . I is the number of candidate models. Similarly, the action space, A, is composed of the potential forecasting models selected for the next time step:
where a j means taking the action of switching from the current forecasting model to M j at the next forecasting time step.
To successfully solve a MDP using Q-learning, the most important step is to maintain a reward matrix, R, by a proper reward function, R(s, a). Three reward strategies are considered in this paper, which are based on forecasting error of the next-state model, forecasting error reduction of the next-state model over the current-state model, and the performance ranking improvement of the next-state model over the current-state model (the ranking of the best model is 1).
The corresponding reward functions of the three strategies are:
whereŷ t j is the forecast generated by M j at time t and y t is actual value at time t. It is found from Eq. 3a that the reward function is not related to the current-state if it is only based on the forecasting error of the next-state model (not a MDP), therefore it should be excluded. The second strategy in Eq. 3b is able to take the current state into account in the reward function, but the Q-learning algorithm is hard to converge, as shown in the upper part of Fig. 2 . This is because that the magnitude of forecasting errors do not only depends on forecasting models but is also changing with time. Taking the action of switching from a worse model to the best model might still receive a negative reward (due to forecasting error reduction). Therefore, in this paper, we design the reward function as the model performance ranking improvement, which ensures the effective and efficient convergence of Qlearning, as shown in the lower part of Fig. 2 . With state, action, and reward defined, the DMS is realized by training Q-learning agents using the Q-learning training datasets T R×N , which are applied to the DMS process datasets D P ×N . The critical component of determining (steps 1-8 in Algorithm 1) and applying (steps 9-11 in Algorithm 1) the DMS policy is the Q-table, Q, which contains triplets of s, a, and Q(s, a). As shown in Algorithm 1, Q values are initialized to be zero and updated repeatedly by Eq. 4 based on the action reward in the current state and the maximum reward in the next state, where α is the learning rate that controls the aggressiveness of learning, γ is a discount factor that weights the future reward. The balance of exploitation and exploration in Q-learning is maintained by adopting a decaying t -greedy method [12] . The Q-learning agent with the decaying t -greedy method takes completely random actions at the beginning, while reduces the randomness with a decaying during the learning process. The Q-learning algorithm will eventually converge to the optimal policy, Q * , which is applied to find the optimal actions, a * , in the DMS process. With the probability of select a random action a e , otherwise select a e = arg max a∈A Q e (s e , a) 5: Calculate R by Eq. 3c 6: Update Q by
7:
← − 1 n 8: end for 9: for p = 1 to P do 10:
Take action a * p = arg max a∈A Q * (s p , a) 11 : end for C. The STLF with Q-learning based DMS As shown in Fig. 1 , the training data is used for building N machine learning based forecasting models, and the validation data is used to tune forecasting model hyperparameters and Qlearning parameters (α, γ, E, R, P , and I). The effectiveness of the developed STLF with Q-learning based DMS framework (M Q ) is verified by the testing data. At the forecasting stage (testing stage), a moving window is adopted to update the Q-learning agent and pre-select the best I models based on the recent historical data (Q-learning training dataset T in Algorithm 1). The Q-learning agent is then used to make DMS for the next P steps. The moving window moves P steps forward and repeats the procedure in Algorithm 1 until the previous DMS process is finished.
III. CASE STUDIES

A. Data Description and Q-learning Parameter Setting
In this paper, hourly campus load data of The University of Texas at Dallas (UTD) and hourly weather data retrieved from the National Solar Radiation Database 1 is used for 1hour-ahead load forecasting. The UTD load includes consumptions of 13 buildings with diverse patterns. The weather data includes meteorological variables such as temperature (T), humidity (H), global horizontal irradiance (GHI), and wind speed (WS). Temporal statistics of the load and four key weather variables are shown in Fig. 3 . It is found that the load and weather data is impacted by calendar effects [13] , [14] . For example, the load is higher and more chaotic from 8 am to 5 pm, which is possibly due to the working hours of the university. The minimum load in June and December is smaller than that in other months due to the holidays. Therefore, calendar units are also included in the dataset, which are hour of the day, day of the week, and month of the year. Both load and weather data spans from January 1 st 2014 to December 31 st 2015. The data ranging from January 1 st 2014 to October 31 st 2014 is used to train models in the forecasting model pool, while the data from November 1 st 2014 to December 31 st 2014 is used to tune forecasting model hyperparameters. The Q-learning parameters are also determined based on the validation data. Specifically, α = 0.1 and γ = 0.8, which ensures the learning speed and also respects the future reward. The moving window parameters in Q-learning are set as: I = 4, P = 4, R = 72, which require fewer episodes (E = 100) to ensure convergence. The data in 2015 is used for testing. The effectiveness of the Q-learning DMS is evaluated based on the testing dataset with 365 days in 2015. Based on the moving window parameters, a Q-learning agent is trained every four time steps to make DMS. Therefore, there are totally 2,190 Q-learning agents built to select proper forecasting models for the 8,760 time steps in 2015. Figure 4 shows the statistics of Q-learning agent learning curves, which indicates the fast and successful convergence of Q-learning agents. Specifically, Q-learning agents learn extremely fast from interactions with the environment in the first 30 episodes. After the first 30 episodes, even though the exploration probability is still high ( = 0.7 when e = 30), Q-learning agents learn slowly and tend to converge. Thus, Q-learning agents converge effectively and efficiently in the selected case study. To verify the effectiveness of the Q-learning DMS, the rankings of each model at every time step of one year are counted and statistically shown as a violin plot in Fig. 5 . It is observed from the figure that forecasting models perform distinctively at different time steps, where every model could become the best or the worst at a certain time step. Each model also shows unique characteristics. For example, the three ANN models (M 1 , M 2 , M 3 ) rank 8 th , 9 th , 10 th (the worst three) and 1 st , 2 nd (the best two) more times than other rankings. An SVR model (M 6 ) almost has the same chance for each ranking. It's important to note that no single model (M 1 -M 10 ) dominates others in the STLF. The effectiveness of the Q-learning DMS is evident by comparing the violin of M Q with violins of other models. It is found that Q-learning agents select a best four models with a 75% chance and they tend to select a better model, since M Q model has an upward violin. Figure 6 shows the actual and forecasting time series of one day. Specifically, the thin lines represent 10 forecasting models in the model pool, the thick blue line represents the M Q , and the thick black line represents the actual load time series. In general, most selected models rank 1 st except for the models at 0 am and 7 am. However, the Q-learning agent intends to select the 4 th model at 0 am since it will receive a large reward (R(s 4 , a 5 ) = 3) by switching from M 4 (ranking 4 th ) at 0 am to M 5 (ranking 1 st ) at 1 am. It is also logic for the Q-learning agent to select M 9 at 7 am because it values the future reward of this selection.
B. Q-learning DMS Effectiveness
C. Overall Forecasting Accuracy
To evaluate the forecasting accuracy, two error metrics are employed, which are normalized mean absolute error (nM AE) and mean absolute percentage error (MAP E) [15] . Two more metrics are used to compare the developed M Q model with 10 machine learning models listed in Table I , which are nM AE reduction (Imp A ) and MAP E reduction (Imp P ) [13] . The overall forecasting performance of the developed M Q model and the 10 forecasting models is summarized in Table II . The overall forecasting nM AE and MAP E of the developed M Q model are 3.23% and 5.61%, respectively, which indicates that the average forecasting error is extremely small with respect to both the load capacity and actual load. By comparing the developed M Q model to the candidate models, it is found that the improvements are significant and consistent. The average Imp A and Imp P are 49.50% and 47.45%, respectively. Therefore, we can conclude that the developed STLF with Q-learning DMS is effective and outperforms the candidate models. 
IV. CONCLUSIONS AND FUTURE WORK
This paper developed a novel short-term load forecasting (STLF) method based on reinforcement learning dynamic model selection (DMS). First, a forecasting model pool that consists of 10 state-of-the-art machine learning based forecasting models was built and generated forecasts with diverse performance. Then, Q-learning agents were trained based on rewards of model ranking improvements. The best forecasting models were selected from candidate models dynamically by the optimal DMS policy. Case studies based on two-year load and weather data showed that: (1) Q-learning agents learned effectively and efficiently from the designed MDP environment of DMS. (2) The developed STLF with Q-learning DMS improved the forecasting accuracy by approximately 50%, compared to benchmark machine learning models. Future work will focus on applying the Q-learning in predictive distribution selection in probabilistic forecasting and exploring deep reinforcement learning in model or predictive distribution selection.
