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Abstract
In this paper, we are interested in the error estimates of the reiterated Stokes
systems in a bounded C1,1 domain with Dirichlet boundary conditions. And we
have obtained the O(ε) error estimates for the velocity term and O(ε1/2) error
estimates for the pressure term. Compared to the general homogenization of Stokes
systems problems, the difficulty in the reiterated homogenization is that we need
to handle the different scales of x. To overcome this difficulty, we use the Fourier
transform methods which was firstly introduced by the author in [10] to separate
these different scales. We also note that this method may be adapted to a more
general multi-scale homogenization problem.
1 Introduction and main results
Before we state the introduction and the main results, we introduce the Einstein
summation convention first. Throughout this paper, we use the Einstein summation
convention: an index occurring twice in a product is to be summed from 1 up to the
space dimension, which means, for example,
uivi =
n∑
i=1
uivi,
if the space dimension is n.
The aim of the present paper is to study the error estimates of reiterated Dirichlet
problems for Stokes systems with rapidly oscillating periodic coefficients. More precisely,
let Ω ⊂ Rn be a bounded domain with n ≥ 2, and consider the following reiterated
Dirichlet problems for Stokes systems depending on a parameter ε > 0,
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
Lεuε +∇pε = f in Ω,
div uε = h in Ω,
uε = g on ∂Ω,
(1.1)
with the compatibility condition ˆ
Ω
h−
ˆ
∂Ω
g · n = 0, (1.2)
where n denotes the outward unit normal to ∂Ω. Here ε > 0 is a small parameter and
the operator Lε is defined by
Lε = − div(A(x/ε, x/ε2)∇) = − ∂
∂xi
[
aαβij
(x
ε
,
x
ε2
) ∂
∂xj
]
(1.3)
with 1 ≤ i, j, α, β ≤ n.
Given constants µ > 0, and M > 0 such that the coefficient matrix A(y, z) =
(aαβij (y, z)) is real, bounded measurable, and satisfies the following conditions.
• The ellipticity condition.
µ|ξ|2 ≤ aαβij (y)ξαi ξβj ≤
1
µ
|ξ|2 for y, z ∈ Rn and ξ = (ξαi ) ∈ Rn×n, (1.4)
• The smoothness condition. There exist a constant M > 0, such that for any y1, y2, z ∈
R
n, there holds
|A(y1, z)− A(y2, z)| ≤M |y1 − y2|. (1.5)
• The periodicity condition.
A(y, z) is Y − Z periodic. (1.6)
For simplicity, we may assume Y = Z = (0, 1)n. From the asymptotic expansion, we
can obtain the following correctors for the reiterated Stokes system,
A1(χβk(y, z)− P βk (z)) +∇zπβk (y, z) = 0 in Z,
divz χ
β
k(y, z) = 0 in Z, 
Z
χβk(y, z)dz = 0,
 
Z
πβk (y, z) = 0,
(1.7)
where
(A1u)α = − ∂
∂zi
(
aαβij (y, z)
∂uβ
∂zj
)
, (1.8)
P βj (y) = yje
β = yj(0, · · · , 1, · · · , 0) with 1 in the β-th position, and
A2(χβk(y)− P βk (y)) +∇yπβk (y) = 0 in Y,
divy χ
β
k(y) = 0 in Y, 
Y
χβk(y)dy = 0,
 
Y
πβk (y) = 0,
(1.9)
2
where
(A2u)α =− ∂
∂yi
[
aαβ2,ij(y)
∂uβ
∂yj
]
=− ∂
∂yi
[( 
Z
(
aαβij (y, z)− aαγik (y, z)
∂χγβj (y, z)
∂zk
)
dz
)
∂uβ
∂yj
]
,
(1.10)
with 1 ≤ i, j, k, α, β, γ ≤ n. Consequently, the homogenized equation is
L0u0 +∇p0 = f in Ω,
div u0 = h in Ω,
uε = g on ∂Ω,
(1.11)
with
(L0u0)β = − ∂
∂xi
(
âαβij
∂uβ
∂xj
)
,
where the operator Â = (âαβij ) is a constant matrix defined as
aˆαβij =
1
|Y ||Z|
¨
Y×Z
[
aαβij − aαγik
∂χγβj (y, z)
∂zk
− aαγik
∂χγβj (y)
∂yk
+ aαγik
∂χγσl (y, z)
∂zk
∂χσβj (y)
∂yl
]
dydz.
(1.12)
Note that due to aij(y, z) is Y-Z periodic, then the solution (χk(y, z), πk(y, z) of the
equation (1.7) is also Y-Z periodic, which is useful for the Fourier transform methods.
Throughout this paper, we use the following notation
Hmper(Y ) =:
{
f ∈ Hm(Y ) and f is Y-periodic with
 
Y
fdy = 0
}
.
The following theorem is the main result of the paper, which establishes the O(ε)
convergence rates in L2(Ω) for the Dirichlet problems.
Theorem 1.1. (convergence rates for the velocity term). Let Ω ⊂ Rn be a bounded C1,1
domain, and assume that A(y, z) satisfies the conditions (1.4), (1.5) and (1.6). Given
h ∈ H1(Ω), and g ∈ H3/2(∂Ω;Rn) satisfying the compatibility condition (1.2), for f ∈
L2(Ω;Rn), let (uε, pε), (u0, p0) be the weak solutions of (1.1) and (1.11), respectively. Then
there holds the following estimates
||uε − u0||L2(Ω) ≤ Cε||u0||H2(Ω),
where C depends on µ, n and Ω.
In this paper, we also obtain O(ε1/2) rates for the pressure term pε, which is stated in
the following Theorem.
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Theorem 1.2. (convergence rates for the pressure term). Let Ω ⊂ Rn be a bounded C1,1
domain, and assume that A(y, z) satisfies the conditions (1.4), (1.5) and (1.6). Given
h ∈ H1(Ω), and g ∈ H3/2(∂Ω;Rn) satisfying the compatibility condition (1.2), for f ∈
L2(Ω;Rn), let (uε, pε), (u0, p0) be the weak solutions of (1.1) and (1.11), respectively.
Moreover, if
´
Ω
pε =
´
Ω
p0 = 0, then there holds the following estimates
||pε − p0 + π˜ −
ˆ
Ω
π˜||L2(Ω) ≤ Cε1/2||u0||H2(Ω), (1.13)
where π˜ = πβk (y, z)ψ2εSε(∂ku
β
0) + π
β
k (y)ψ2εSε(∂ku
β
0) − πγj (y, z)∂yjχγβk (y)ψ2εSε(∂kuβ0) with
y = x/ε, and z = x/ε2, in which ψε is a cut-off function defined in (3.1) and Sε is the
smoothing operator defined in (2.26) and C depends on µ, n and Ω.
The convergence rate is one of the central issues in homogenization theory and has
been studied extensively in the various setting. For elliptic equations and systems in
divergence form with periodic coefficients, related results may be found in the recent
work [2–5].
For the homogenization of Stokes systems problems, the authors in [7] have established
the interior Lipschitz estimates for the velocity and L∞ estimates for the pressure as well
as the W 1,p estimates in a bounded C1 domain for any 1 < p <∞ under the smoothness
condition: the coefficients matrix A(x) ∈ VMO(Rn).
Gu [6] has obtained the following sharp O(ε) error estimates:
||uε − u0||L2(Ω) ≤ Cε||u0||H2(Ω),
as well as the O(ε1/2) error estimates for the pressure term with Ω a bounded C1,1 domain
for the Stokes systems problems. Later, Xu [9] generalizes this problem to Lipschitz
domain, and has obtained the error estimates as well as theW 1,p estimates, where |1
p
− 1
2
| <
1
2n
+ ǫ and ǫ is a positive constant independent of ε.
In this paper, our aim is to obtain the error estimates for the reiterated Stokes systems
problems. In order to separate the different scale of x we use the Fourier transform
methods which was first introduced by Zhang in [10] and obtain the O(ε) error estimates
for the velocity term and O(ε1/2) error estimates for the pressure term.
2 Preliminaries
2.1 basic results
In this subsection, we introduce the definition of weak solution to the equation (1.1)
and recall some basic results which are useful for the correctors estimates.
Definition 2.1. We say that (uε, pε) ∈ H1(Ω;Rn)×L2(Ω) is a weak solution to (1.1), if
(uε, pε) satisfies
1. Bε [uε, φ]−
´
Ω
pε div(φ)dx = 〈f, φ〉H−1(Ω)×H10 (Ω) for any φ ∈ H10
(
Ω;Rd
)
2. div (uε) = h in the distribution sense in Ω,
3. uε = g in the trace sense on ∂Ω,
(2.1)
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where Bε[·, ·] is the bilinear form defined by
Bε[v, w] =
ˆ
Ω
aαβij
(x
ε
,
x
ε2
) ∂vβ
∂xj
∂wα
∂xi
dx for any w, v ∈ H1 (Ω;Rn) .
We firstly introduce the following lemma whose proof may be found in [9].
Lemma 2.2. Suppose A satisfies (1.4). Let f ∈ H−1(Ω;Rn), h ∈ L2(Ω) and g ∈
H1/2(∂Ω;Rn) with the compatibility condition (1.2). Then the Dirichlet problem (1.1)
has a unique weak solution (uε, pε) ∈ H1(Ω;Rn)×L2(Ω), with pε unique up to constants,
and we have the following uniform estimates
‖uε‖H1(Ω) + ||pε −
 
Ω
pε||L2(Ω) ≤ C
{‖f‖H−1(Ω) + ‖h‖L2(Ω) + ‖g‖H1/2(∂Ω)} , (2.2)
where C depends only on n, µ and Ω.
We also need the following lemma which states the interior W 1,p estimates if the
coefficient A(y) ∈ VMO(Rn):
sup
y∈Rd
 
B(y,t)
∣∣∣∣A−  
B(y,t)
A
∣∣∣∣ ≤ ω1(t), (2.3)
where w is a fixed nondecreasing continuous function on [0,∞) with w(0) = 0. For the
proof of Lemma 2.3, see [7] for example.
Lemma 2.3. Suppose that A(y) satisfies the ellipticity condition (1.4) and smoothness
condition (2.3). Let (u, p) ∈ H1(B(0, 1);Rn)× L2(B(0, 1)) be a weak solution to
− div(A(x)∇u) +∇p = f and div(u) = 0 (2.4)
in B(0, 1), with f ∈ Lq(B(0, 1)) for any 2 < q <∞. Then |∇u| ∈ Lq(B(0, 1/2)), and( 
B(0,1/2)
|∇u|q
)1/q
≤ C(q, n)
( 
B(0,1)
|∇u|2
)1/2
+ C(q, n)
( 
B(0,1)
|f |q
)1/q
. (2.5)
2.2 Correctors estimates
In this subsection, we give some basic estimates for the correctors χαk (y, z) and χ
α
k (y).
Lemma 2.4. Let (χβk(y), π
β
k (y)) and (χ
β
k(y, z), π
β
k (y, z)) be the weak solution of (1.9) and
(1.7), respectively. Then there hold 
Z
∣∣∣∇yπβk (y, z)∣∣∣2 dz +  
Z
∣∣∣∇yχβk(y, z)∣∣∣2 dz +  
Z
∣∣∣∇z∇yχβk(y, z)∣∣∣2 dz ≤ C1 (2.6)
and
||χβk(y)||W 2,p(Y ) + ||πβk (y)||W 1,p(Y ) ≤ C2 (2.7)
for any p ∈ (1,∞) and k, β = 1, 2, · · · , n, where C1 depends on µ,M and n; and C2
depends on µ, p,M and n.
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Proof. The proof is standard. Firstly, testing the equation (1.7) with χβk(y, z) gives that
||χβk(y, ·)||W 1,2(Z) ≤ C. (2.8)
Then for any y1, y2, there holds
− ∂zi
(
aαγij (y2, z)∂zj (χ
γβ
k (y1, z)− χγβk (y2, z))
)
+∇zα(πβk (y1, z)− πβk (y2, z))
=∂zi
(
(aαγij (y1, z)− aαγij (y2, z))∂zj (χβk(y1, z)− P βk (z))γ
)
,
divz(χ
β
k(y1, z)− χβk(y2, z)) = 0,
(2.9)
then, according to Lemma 2.2, we have 
Z
∣∣∣∇z(χβk(y1, z)− χβk(y2, z))∣∣∣2 dz +  
Z
∣∣∣πβk (y1, z)− πβk (y2, z)∣∣∣2 dz
≤C
 
Z
|A(y1, z)−A(y2, z)|2(1 + |∇z(χβk(y1, z)|2)dz
≤C|y1 − y2|2,
(2.10)
due to (1.5) and (2.8), thus this together with Poinca´re inequality will give the state
estimate (2.6).
Note that
|∇yaαβ2,ij(y)| ≤
 
Z
(
|∇yA(y, z)|+ |∇yA(y, z)||∇zχβj (y, z)|+ A(y, z)|∇y∇zχβj (y, z)|
)
dz
≤ C,
with aαβ2,ij defined in (1.10), where we have used (1.5), (2.6) and(2.8). Then (1.9) and
Lemma 2.3 as well as χβk(y) is Y-periodic yields ||χβk(y)||W 1,p(Y ) ≤ C.Note that
ffl
Y
πβk (y)dy =
0, then ||πβk (y)||Lp(Y ) ≤ C follows from the first line of (1.9) and ||∇yχβk(y)||Lp(Y ) ≤ C. To
complete the proof of (2.7), we just need to take the derivative of y with respect to the
equation (1.9), and we can obtain the desired estimate (2.7) according to Lemma (2.3)
again.
Lemma 2.5. (reverse Ho¨lder inequality). Let (χβk(y, z), π
β
k (y, z)) be the weak solution to
(1.7), then there exists a constant τ > 0 which depends on µ and n, such that for any y,
there holds
||∇zχβk(y, z)||L2+τ (Z) + ||∇zπβk (y, z)||L2+τ(Z) ≤ C, (2.11)
where C depends on µ and n.
Proof. Recall that
ffl
Z
πβk (y, z)dz = 0, then ||πβk (y, z)||L2+τ (Z) ≤ C follows form the first
line of (1.7) and ||∇zχβk(y, z)||L2+τ (Z) ≤ C. Consequently, we need only to prove that
||∇zχβk(y, z)||L2+τ (Z) ≤ C. Then for any z0 ∈ Z, the Caccioppoli’s inequality gives thatˆ
B
∣∣∣∇zχβk(y, z)∣∣∣2 dz ≤ Cr2
{ˆ
2B
∣∣∣χβk(y, z)− c∣∣∣2 dz + rn+2} , (2.12)
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where B = B(z0, r), and for any c ∈ Rn. Then, choose c =
ffl
2B
χβk(y, z)dz and the
Sobolev-Poinca´re inequality leads to
 
B
|∇zχβk(y, z)|2dz ≤ C
( 
2B
|∇zχβk(y, z)|
2n
2+ndz
) 2+n
n
+ C. (2.13)
Using the reverse inequality (see [1, Chapter V, Theorem 1.2]), we could obtain higher
integrability, and there exists a τ > 0, depending on µ, n such that
 
B
|∇zχβk(y, z)|2+τdz ≤ C
( 
2B
|∇zχβk(y, z)|2dz
) 2+τ
2
+ C. (2.14)
Consequently, a covering argument will lead to the desired estimate (2.11) due to
||χβk(y, z)||W 1,2(Z) ≤ C and χβk(y, z) is Z-periodic.
In the following three lemmas, we introduce three flux correctors which will be useful
for obtaining the convergence rates.
Lemma 2.6. Let
Iαβ1,ij(y, z) ,− aαβij (y, z) + aαγik (y, z)∂zkχγβj (y, z)
+
 
Z
(
aij(y, z)− aαγik (y, z)∂zkχγβj (y, z)
)
dz,
(2.15)
where y ∈ Y and z ∈ Z. Then there hold: (i) ffl
Z
Iαβ1,ij(y, ·)dz = 0; (ii) ∂ziIαβ1,ij =
∇zαπβj (y, z). Moreover, there exist Eαβ1,kij(y, ·) ∈ H1per(Z) and qβ1,ik(y, ·) ∈ H1per(Z) such
that
Iαβ1,ij(y, z) = ∂zkE
αβ
1,kij(y, z)+∂zαq
β
1,ij(y, z) , E
αβ
1,kij = −Eαβ1,ikj and ∂ziqα1,ik = παk (y, z), (2.16)
and there hold the following estimates
 
Z
|Eαβ1,kij(y′, z)− Eαβ1,kij(y, z)|2dz +
 
Z
|∇z(Eαβ1,kij(y′, z)− Eαβ1,kij(y, z))|2dz ≤ C|y − y′|2
(2.17)
for any k, i, j, α, β = 1, · · · , n, where C depends on µ,M and n.
Proof. The (i) and (ii) follow from the definition (2.15) and (1.7), respectively. Let
Iγ1,ij(y, z) = (I
1γ
1,ij(y, z), · · · , Inβ1,ij(y, z)), and we construct the auxiliary cell problem as
follows
∆zf
γ
1,ik(y, z) +∇zqγ1,ik(y, z) = Iγ1,ik(y, z) in Z
div
(
f γ1,ik
)
= 0 in Zˆ
Z
f γ1,ik(y, z)dz = 0,
ˆ
Z
qγ1,ik(y, z)dz = 0, and f
γ
1,ik(y, z), q
γ
1,ik(y, z) are Z-periodic,
(2.18)
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The existence of the solution (f γ1,ik, q
γ
1,ik) ∈ H2per(Z;Rn)×H1per(Z) to the equation (2.18)
is based upon the property (i), Iαγ1,ij(y, ·) ∈ L2(Z) and Lemma 2.2. Set Eαγ1,kij(y, ·) =
∂zkf
αγ
1,ij(y, ·)− ∂zifαγ1,kj(y, ·), then Eαγ1,kij = −Eαγ1,ikj is clear, and we find
∂zkE
αγ
1,kij(y, z) = ∆zf
αγ
1,ij(y, z)−∂zi∂zkfαγ1,kj(y, z) = Iαγ1,ij(y, z)−∂zαqαγ1,ij(y, z)−∂zi∂zkfαγ1,kj(y, z).
Consequently, it only needs to prove ∂zi∂zkf
αγ
1,kj(y, z) = 0. In view of (2.18) and the
property (ii), we have
∆z
(
∂fαγ1,ik
∂zi
)
+∇zα
(
∂qγ1,ik
∂zi
)
=
∂Iαγ1,ik
∂zi
= ∇απγk in Z
∇α
(
∂fαγ1,ik
∂zi
)
= 0 in Z
(2.19)
This implies ∂zif
αγ
1,ij is a constant, (taking ∂zif
αγ
1,ij as a test function and integrating by
parts, it is not hard to derive
´
z
|∇z(∂zifαγ1,ij)|2dz = 0,) therefore, we have ∂zi∂zkfαβ1,kj = 0.
Also, the above equation shows the difference between παk (y, z) and ∂ziq
α
1,ik(y, z) is a
constant. Consequently, ∂ziq
α
1,ik = π
α
k (y, z) follows from the facts that
´
Z
παk (y, z)dz =´
Z
∂ziq
α
1,ik(y, z)dz = 0.
To prove the estimate (2.17), we note thatˆ
Z
|∇zE1,kij(y, ·)−∇zE1,kij(y′, ·)|2dz ≤
ˆ
Z
|∇2z(f1,ij(y, ·)− f1,ij(y′, ·))|2dz
≤ C
ˆ
2Z
|I1,ij(y, z)− I1,ij(y′, z)|2dz
≤ C|y − y′|2,
where we have used (1.5) and (2.10) in the last inequality. Consequently, the estimate
above together with Poincare´’ inequality completes the proof of (2.17).
Lemma 2.7. Let
Iαβ2,ij(y) , â
αβ
ij +
 
Z
(
aαγik (y, z)∂ykχ
γβ
j (y)− aαγik (y, z)∂zkχγηl (y, z)∂ylχηβj (y)
)
dz
−
 
Z
(
aαβij (y, z)− aαγik (y, z)∂zkχγβj (y, z)
)
dz,
(2.20)
where y ∈ Y , we assume that ffl
Y
Iαβ2,ij(y)dy = 0 in addition. Then ∂yiI
αβ
2,ij = ∇yαπβj (y).
Moreover, there exists Eαβ2,kij(y) ∈ H1per(Y ) and qβ2,ik(y) ∈ H1per(Y ) such that
Iαβ2,ij(y) = ∂ykE
αβ
2,kij(y) + ∂yαq
β
2,ik(y) , E
αβ
2,kij = −Eαβ2,ikj and ∂yiqα2,ik(y) = παk (y), (2.21)
and the estimate
||Eαβ2,kij||H1(Y ) ≤ C, (2.22)
for any k, i, j, α, β = 1, · · · , n, where C depends on µ,M and n.
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Proof. The proof is totally similarly to Lemma 2.6.
Lemma 2.8. Let
Iαβ3,ij(y, z) ,a
αγ
ik (y, z)∂ykχ
γβ
j (y)− aαηik (y, z)∂zkχηγl (y, z)∂ylχγβj (y)
−
 
Z
(
aαγik (y, z)∂ykχ
γβ
j (y)− aαγik (y, z)∂zkχγηl (y, z)∂ylχηβj (y)
)
dz,
(2.23)
where y ∈ Y and z ∈ Z. Then there hold: (i) ffl
Z
Iαβ3,ij(y, ·)dz = 0; (ii) ∂ziIαβ3,ij(y, z) =
−∂zα(πγk(y, z)∂ykχγβj (y)). Moreover, there exists Eαβ3,kij(y, ·) ∈ H1per(Z) and qβ3,ik(y, ·) ∈
H1
per
(Z) such that
Iαβ3,ij(y, z) = ∂zkE
αβ
3,kij(y, z)− ∂zαqβ3,ik(y, z),
Eαβ3,kij = −Eαβ3,ikj and ∂ziqα3,ik(y, z) = −πγj (y, z)∂yjχγαk (y).
(2.24)
for any i, j, α, β = 1, · · · , n.
Proof. The (i) and (ii) follow from the definition (2.23) and (1.7), respectively. Actually,
similarly to the proof of Lemma 2.6, the existences of Eαγ3,kij(y, z) and q
γ
3,ik(y, z) are given
by the following the auxiliary cell problem
∆zf
γ
3,ik(y, z) +∇zqγ3,ik(y, z) = Iγ3,ik(y, z) in Z
div
(
f γ3,ik
)
= 0 in Zˆ
Z
f γ3,ik(y, z)dz = 0,
ˆ
Z
qγ3,ik(y, z)dz = 0, and f
γ
3,ik(y, z), q
γ
3,ik(y, z) are Z-periodic,
(2.25)
with Eαγ3,kij(y, ·) = ∂zkfαγ3,ij(y, ·)− ∂zifαγ3,kj(y, ·).
2.3 Smoothing operator
To deal with the convergence rates in the next section, we introduce an ε-smoothing
operator Sε in this subsection.
Definition 2.9. Fix a nonnegative function ρ ∈ C∞0 (B(0, 1/2)) such that
´
Rn
ρdx = 1.
For ε > 0, define
Sε(f)(x) = ρε ∗ f(x) =
ˆ
Rn
f(x− y)ρε(y)dy, (2.26)
where ρε(y) = ε
−nρ(y/ε).
Lemma 2.10. (i) If f ∈ Lp(Rn) for some 1 ≤ p < ∞. Then for any g ∈ Lp
per
(Rn) (g is
Y -periodic), {
||g(·/ε)Sε(f)||Lp(Rn) ≤ C(p, n)||g||Lp(Y )||f ||Lp(Rn)
||g(·/ε)∇Sε(f)||Lp(Rn) ≤ C(p, n)ε−1||g||Lp(Y )||f ||Lp(Rn),
(2.27)
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and if 0 < ε ≤ 1, we have
||g(·/ε2)Sε(f)||Lp(Rn) ≤ C(p, n)||g||Lp(Y )||f ||Lp(Rn). (2.28)
(ii) If f ∈ W 1,p(Rn) for some 1 ≤ p <∞. Then
||Sε(f)− f ||Lp(Rn) ≤ C(n, p)ε||∇f ||Lp(Rn). (2.29)
Proof. For the proof of (2.27), see for example [5, Proposition 3.1.5], for the proof of (ii),
see for example [5, Proposition 3.1.6]. Therefore, we need only give the proof of (2.28).
By Ho¨lder’s inequality,
|Sε(f)(x)|p ≤
ˆ
Rn
|f(y)|p ρε(x− y)dy.
This together with Fubini’s Theorem, givesˆ
Rn
∣∣g(x/ε2)∣∣p |Sε(f)(x)|p dx ≤ ¨
Rn×Rn
∣∣g(x/ε2)∣∣p |f(y)|p ρε(x− y)dxdy
≤ C sup
y∈Rn
ε−n
ˆ
|x−y|≤ε/2
∣∣g(x/ε2)∣∣p dx||f ||pLp(Rn)
≤ C sup
y∈Rn
εn
ˆ
|x−y|≤1/(2ε)
|g(x)|p dx||f ||pLp(Rn)
≤ C||f ||pLp(Rn)||g||pLp(Y ),
(2.30)
where we use the periodicity of g and note that 0 < ε ≤ 1.
Remark 2.11. Actually, under the assumption of Lemma 2.7 (i), if 0 < ε ≤ 1, for any
λ ≥ µ > 0, there holds
||g(·/ελ)Sεµ(f)||Lp(Rn) ≤ C(p, n)||g||Lp(Y )||f ||Lp(Rn). (2.31)
However, the similar results couldn’t hold for the function g(·/ελ)Sεµ(f), if 0 < λ < µ,
unless the function g has better regularity.
3 Convergence rates
First of all, we introduce the following cut-off function ψr ∈ C10(Ω) associated with
Σr:
ψr = 1 in Σ2r, ψr = 0 outside Σr, |∇ψr| ≤ C/r, (3.1)
where Σr = {x ∈ Ω : dist(x, ∂Ω) > r}.
Lemma 3.1. Suppose that (uε, pε), (u0, p0) ∈ H1(Ω;Rn)× L2(Ω) satisfy
Lε (uε) +∇pε = L0 (u0) +∇p0 in Ω
div (uε) = div (u0) in Ω
uε = u0 on ∂Ω.
(3.2)
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Let
wβε (x) =u
β
ε (x)− uβ0 (x) + εχβγj (x/ε)ψ2εSε
(
∂xju
γ
0
)
+ ε2χβαj (x/ε, x/ε
2)
[
ψ2εSε
(
∂xju
α
0
)− ∂yjχαγk (x/ε)ψ2εSε (∂xkuγ0)] , (3.3)
Then we have 
Lε (wε) +∇ (pε − p0) = − div(f) in Ω
div (wε) = div φ in Ω
wε = 0 on ∂Ω,
(3.4)
and the compatibility condition
ˆ
Ω
div φ(x)dx = 0, (3.5)
where
φβ = εχβγj (y)ψ2εSε
(
∂xju
γ
0
)
+ε2χβαj (y, z)
[
ψ2εSε
(
∂xju
α
0
)− ∂yjχαγk (y)ψ2εSε (∂xkuγ0)] , (3.6)
with y = x/ε, z = x/ε2, and f = (fαi ) = (H
α
1,i+H
α
2,i+H
α
3,i+H
α
4,i) with H
α
j,i (j = 1, · · · , 4)
defined in (3.8).
Proof. By direct computation, we have
aαβih (x/ε, x/ε
2)∂hw
β
ε
=aαβih (∂hu
β
ε − ∂huβ0 ) + aαβih ∂yhχβγj (x/ε)ψ2εSε
(
∂xju
γ
0
)
+ εaαβih χ
βγ
j (x/ε)∂h
(
ψ2εSε
(
∂xju
γ
0
))
+ aαβih ∂zhχ
βγ
j (x/ε, x/ε
2)
[
ψ2εSε
(
∂xju
γ
0
)− ∂yjχγηk (x/ε)ψ2εSε (∂xkuη0)]
+ εaαβih ∂yhχ
βγ
j (x/ε, x/ε
2)
[
ψ2εSε
(
∂xju
γ
0
)− ∂yjχγηk (x/ε)ψ2εSε (∂xkuη0)]
+ ε2aαβih χ
βγ
j (x/ε, x/ε
2)
[
∂h
(
ψ2εSε
(
∂xju
γ
0
))− ∂yjχγηk (x/ε)∂h (ψ2εSε (∂xkuη0))]
− εaαβih χβγj (x/ε, x/ε2)∂2yjyhχγηk (x/ε)ψ2εSε (∂xkuη0)
= : Hα0,i +H
α
1,i +H
α
2,i +H
α
3,i +H
α
4,i
(3.7)
and
Hα0,i =a
αβ
ih ∂hu
β
ε − âαβih ∂huβ0 ,
Hα1,i =
(
âαβih − aαβih )(∂huβ0 − ψ2εSε
(
∂xhu
β
0
))
Hα2,i =[â
αβ
ij − aαβij + aαγih ∂yhχγβj (x/ε) + aαγih ∂zhχγβj (x/ε, x/ε2)
− aαγih ∂zhχγηk (x/ε, x/ε2)∂ykχγβj (x/ε)]ψ2εSε
(
∂ju
β
0
)
Hα3,i =εa
αβ
ih χ
βγ
j (x/ε)∂h
(
ψ2εSε
(
∂xju
γ
0
))− εaαβih χβγj (x/ε, x/ε2)∂2yjyhχγηk (x/ε)ψ2εSε (∂xkuη0)
+ εaαβih ∂yhχ
βγ
j (x/ε, x/ε
2)
[
ψ2εSε
(
∂xju
γ
0
)− ∂yjχγηk (x/ε)ψ2εSε (∂xkuη0)] ,
Hα4,i =ε
2aαβih χ
βγ
j (x/ε, x/ε
2)
[
∂h
(
ψ2εSε
(
∂xju
γ
0
))− ∂yjχγηk (x/ε)∂h (ψ2εSε (∂xkuη0))] .
(3.8)
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Consequently, according to (3.2), we have
Lε (wε) +∇ (pε − p0) = − div(f) in Ω
div (wε) = div φ in Ω
wε = 0 on ∂Ω,
where fαi = H
α
1,i +H
α
2,i +H
α
3,i +H
α
4,i. The compatibility condition (3.5) is easy to verify
since ψ is a cut-off function.
Lemma 3.2. Suppose that A(y, z) satisfies (1.4) − (1.6). Assume that (uε, pε), (u0, p0)
are weak solutions to (1.1) and (1.11), respectively. Let wε = (w
β
ε ) with w
β
ε defined in
(3.3) and
zε =pε − p0 + ε2∂xi
(
qβ1,ik(y, z)ψ2εSε(∂ku
β
0 )
)
+ ε∂xi
(
qβ2,ik(y)ψ2εSε(∂ku
β
0 )
)
+ ε2∂xi
(
qβ3,ik(y, z)ψ2εSε(∂ku
β
0 )
)
,
with y = x/ε, z = x/ε2.
(3.9)
Then (wε, zε) satisfies  Lε (wε) +∇zε = − div(f˜) in Ωdiv (wε) = div φ in Ω
wε = 0 on ∂Ω,
(3.10)
where f˜ = (f˜αi ) and
f˜αi = H
α
1,i +H
α
21,i +H
α
22,i +H
α
23,i +H
α
3,i +H
α
4,i (3.11)
with Hαj2,i (j=1,2,3) defined in (3.14), (3.15) and (3.16), respectively.
Proof. According to the first line of the equation (3.4),
[Lε (wε)]α = −∇ifαi −∇α (pε − p0) , in Ω. (3.12)
To obtain the first line of (3.10), we need only to check the term Hα2,i in f
α
i . We firstly
observe that
Hα2,i = (I
αβ
1,ij(x/ε, x/ε
2) + Iαβ2,ij(x/ε) + I
αβ
3,ij(x/ε, x/ε
2))ψ2εSε(∂ju
β
0) (3.13)
with Iαβ1,ij , I
αβ
2,ij and I
αβ
3,ij defined in (2.15), (2.20) and (2.23), respectively.
According to (1.12), we have
˜
Y×Z I
αβ
1,ij(y, z) + I
αβ
2,ij(y) + I3,ij(y, z)dydz = 0, then˜
Y×Z I
αβ
2,ij(y)dydz = 0 due to Lemma 2.6 (i) and Lemma 2.8 (i). Therefore, we have´
Y
Iαβ2,ij(y)dy = 0 which satisfies the assumption of Lemma 2.7.
12
In view of (2.16) and recalling y = x/ε, z = x/ε2, we have
∂xi
[
Iαβ1,ij(y, z)ψ2εSε(∂ju
β
0 )
]
=∂xi
[(
∂zkE
αβ
1,kij(y, z) + ∂zαq
β
1,ik(y, z)
)
ψ2εSε(∂ju
β
0 )
]
=∂xi
[(
ε2∂xkE
αβ
1,kij(y, z)− ε∂ykEαβ1,kij(y, z) + ε2∂xαqβ1,ik(y, z)− ε∂yαqβ1,ik(y, z)
)
ψ2εSε(∂ju
β
0 )
]
=∂xi
[(
−ε∂ykEαβ1,kij(y, z)− ε∂yαqβ1,ik(y, z)
)
ψ2εSε(∂ju
β
0 )
]
+ ∂xi
[
∂xk
(
ε2Eαβ1,kij(y, z)ψ2εSε(∂ju
β
0 )
)
− ε2Eαβ1,kij(y, z)∂xk
(
ψ2εSε(∂ju
β
0)
)]
+ ∂xi
[
ε2∂xα
(
qβ1,ik(y, z)ψ2εSε(∂ju
β
0 )
)
− ε2qβ1,ik(y, z)∂xα
(
ψ2εSε(∂ju
β
0 )
)]
=∂xi
[(
−ε∂ykEαβ1,kij(y, z)− ε∂yαqβ1,ik(y, z)
)
ψ2εSε(∂ju
β
0 )− ε2Eαβ1,kij(y, z)∂xk
(
ψ2εSε(∂ju
β
0 )
)
− ε2qβ1,ik(y, z)∂xα
(
ψ2εSε(∂ju
β
0 )
)]
+ ∂xα
[
ε2∂xi
(
qβ1,ik(y, z)ψ2εSε(∂ju
β
0 )
)]
= : ∂xiH
α
21,i + ∂xα
[
ε2∂xi
(
qβ1,ik(y, z)ψ2εSε(∂ju
β
0)
)]
(3.14)
Similarly, we have
∂xi
[
Iαβ1,ij(y)ψ2εSε(∂ju
β
0)
]
=∂xi
[
−εEαβ2,kij(y)∂xk
(
ψ2εSε(∂ju
β
0 )
)
− εqβ2,ik(y)∂xα
(
ψ2εSε(∂ju
β
0 )
)]
+ ∂xα
[
ε∂xi
(
qβ2,ik(y)ψ2εSε(∂ju
β
0)
)]
= : ∂xiH
α
22,i + ∂xα
[
ε∂xi
(
qβ2,ik(y)ψ2εSε(∂ju
β
0 )
)]
,
(3.15)
and
∂xi
[
Iαβ3,ij(y, z)ψ2εSε(∂ju
β
0 )
]
=∂xi
[(
−ε∂ykEαβ3,kij(y, z)− ε∂yαqβ3,ik(y, z)
)
ψ2εSε(∂ju
β
0)− ε2Eαβ3,kij(y, z)∂xk
(
ψ2εSε(∂ju
β
0)
)
− ε2qβ3,ik(y, z)∂xα
(
ψ2εSε(∂ju
β
0 )
)]
+ ∂xα
[
ε2∂xi
(
qβ3,ik(y, z)ψ2εSε(∂ju
β
0 )
)]
= : ∂xiH
α
23,i + ∂xα
[
ε2∂xi
(
qβ3,ik(y, z)ψ2εSε(∂ju
β
0 )
)]
.
(3.16)
Consequently, combining (3.13)− (3.16) gives the desired equation (3.10).
In order to obtain the error estimates, we firstly give the estimate of ||Hα21,i +Hα22,i +
Hα23,i||L2(Ω) by using the method of Fourier transform to separate the different scales of x.
Lemma 3.3. ||Hα21,i +Hα22,i +Hα23,i||L2(Ω) ≤ Cε||∇u0||L2(Ω).
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Proof. We note that the estimate of Hα23,i is the most difficult to handle, therefore we
need only to estimate ||Hα23,i||L2(Ω), since the others are even easier and totally similarly
to Hα23,i. Recall that
Hα23,i =: T1 + T2 + T3 + T4 (3.17)
with
T1 = −ε∂ykEαβ3,kij(y, z)ψ2εSε(∂juβ0 ),
T2 = −ε∂yαqβ3,ik(y, z)ψ2εSε(∂juβ0 ),
T3 = −ε2Eαβ3,kij(y, z)∂xk
(
ψ2εSε(∂ju
β
0)
)
,
T4 = −ε2qβ3,ik(y, z)∂xα
(
ψ2εSε(∂ju
β
0)
)
.
(3.18)
We note that Iαβ3,ij(y, z) is Y-Z periodic due to A(y, z) is Y-Z periodic. Recall that we
assume that Y = Z = (0, 1)n. Taking the Fourier transform of Iαβ3,ij(y, z) with respect to
z gives that
Iαβ3,ij(y, z) =
∑
k∈Zn
Îαβ3,kij(y)e
2pi
√−1kz, (3.19)
where Îαβ3,kij(y) is given by
Îαβ3,kij(y) =
ˆ
(0,1)n
Iαβ3,ij(y, z)e
−2pi√−1kzdz. (3.20)
Clearly, as the notations in Lemma 2.8, we have
qβ3,ij(y, z) =
√−1
2π
∑
k∈Zn
kα
|k|2 Î
αβ
3,kij(y)e
2pi
√−1kz,
fαβ3,ij(y, z) = −
1
4π2
∑
k∈Zn
|k|−2Îαβ3,kij(y)e2pi
√−1kz +
1
4π2
∑
k∈Zn
kαkη
|k|4 Î
ηβ
3,kij(y)e
2pi
√−1,
and
Eαβ3,hij(y, z) = ∂zhf
αβ
3,ij(y, z)− ∂zifαβ3,hj(y, z)
=
√−1
2π
∑
k∈Zn
ki|k|−2Îαβ3,khj(y)e2pi
√−1kz −
√−1
2π
∑
k∈Zn
kh|k|−2Îαβ3,kij(y)e2pi
√−1kz
−
√−1
2π
∑
k∈Zn
kikαkη
|k|4 Î
ηβ
3,khj(y)e
2pi
√−1kz +
√−1
2π
∑
k∈Zn
khkαkη
|k|4 Î
ηβ
3,kij(y)e
2pi
√−1kz.
(3.21)
Then according to Lemma 2.10 (i),
||T1||2L2(Ω) ≤ Cε2
ˆ
Ω
(∑
k∈Zn
|k|−1|∇yÎαβ3,kij(x/ε)|
)2
|ψ2εSε(∇u0)|2 dx
≤ Cε4
ˆ
Y
(∑
k∈Zn
|k|−1|∇yÎαβ3,kij(y)|
)2
dy · ||∇u0||2L2(Ω).
(3.22)
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Ho¨lder’s inequality and Plancherel’s Indetity give that
ˆ
Y
(∑
k∈Zn
|k|−1|∇yÎαβ3,kij(y)|
)2
dy ≤
ˆ
Y
∑
k∈Zn
∣∣∣∇yÎαβ3,kij(y)∣∣∣2 dy · ∑
k∈Zn
|k|−2
≤ C
¨
Y×Z
∣∣∣∇yIαβ3,ij(y, z)∣∣∣2 dzdy,
(3.23)
in view of (2.23),
Iαβ3,ij(y, z) =a
αγ
ik (y, z)∂ykχ
γβ
j (y)− aαηik (y, z)∂zkχηγl (y, z)∂ylχγβj (y)
−
 
Z
(
aαγik (y, z)∂ykχ
γβ
j (y)− aαγik (y, z)∂zkχγηl (y, z)∂ylχηβj (y)
)
dz
=:Iαβ31,ij + I
αβ
32,ij + I
αβ
33,ij ,
(3.24)
then according to (1.5) and (2.7),
¨
Y×Z
∣∣∣∇yIαβ31,ij(y, z)∣∣∣2 dzdy ≤ C, (3.25)
and
||∇yIαβ32,ij(y, z)||L2(Y×Z) ≤||∇yA(y, z)||L∞(Y×Z)||∇yχ(y)||L∞(Y )||∇zχ(y, z)||L2(Y×Z)
+ ||A(y, z)||L∞(Y×Z)||∇yχ(y)||L∞(Y )||∇y∇zχ(y, z)||L2(Y×Z)
+ ||A(y, z)||L∞(Y×Z)||∇2yχ(y)||L(4+2τ)/τ (Y )||∇zχ(y, z)||L2+τ(Y ×Z)
≤C,
(3.26)
where we have used (1.5), (2.6), (2.7), (2.11) and the Sobolev embedding inequality in
the above inequality. Therefore, combining (3.22)− (3.26) gives that
||T1||L2(Ω) ≤ Cε2||∇u0||L2(Ω). (3.27)
Note that qβ3,ij has the similar form as E
αβ
3,hij, then we also have
||T2||L2(Ω) ≤ Cε2||∇u0||L2(Ω). (3.28)
And similarly, according to the second line of (2.27), we have
||T3||L2(Ω) + ||T4||L2(Ω) ≤ Cε||∇u0||L2(Ω).
Thus we complete this proof.
Theorem 3.4. Under the assumptions in Lemma 3.2, then we have the following esti-
mates
||wε||H10 (Ω) + ||zε −
ˆ
Ω
zε||L2(Ω) ≤ Cε||∇2u0||L2(Ω) + C||∇u0||L2(Ω\Σ5ε) + Cε||∇u0||L2(Ω).
(3.29)
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Proof. According to (3.10) and Lemma 2.2,
||wε||H10 (Ω) + ||zε −
ˆ
Ω
zε||L2(Ω) ≤ C(||f˜ ||L2(Ω) + || div φ||L2(Ω)). (3.30)
In view of (3.8),
||H1,i||L2(Ω) ≤ C||∇u0 − Sε (∇u0) ||L2(Ω) + C||Sε(∇u0)− ψ2εSε(∇u0)||L2(Ω)
≤ Cε||∇2u0||L2(Ω) + C||∇u0||L2(Ω\Σ5ε),
(3.31)
Note that χ(y, z) is also Y-Z periodic, then imitating the proof of the estimate of T1
in Lemma 3.3, we can obtain
||H3,i||L2(Ω) + ||H4,i||L2(Ω) ≤ Cε||∇2u0||L2(Ω) + C||∇u0||L2(Ω\Σ5ε) + Cε||∇u0||L2(Ω). (3.32)
Therefore,
||f˜ ||L2(Ω) ≤ Cε||∇2u0||L2(Ω) + C||∇u0||L2(Ω\Σ5ε) + Cε||∇u0||L2(Ω). (3.33)
Next, we need to estimate || divφ||L2(Ω). In view of the definition (3.6) of φ, the first
term in div φ is easy to estimate after noting div χαk (x) = 0. The second term and the
third term have the similar estimates after noting that ||∇yχk(y)||L∞ ≤ C, therefore,
we just give the estimate of the second term by using the Fourier transform methods to
separate the different scales of x. Due to A(y, z) is Y-Z periodic, then χαj (y, z) is also Y-Z
periodic. Taking the Fourier transform with respect to y of χαj (y, z) leads to
χαj (y, z) =
∑
k∈Zn
χ̂αkj(z)e
2pi
√−1ky,
where χ̂αkj(z) is given by
χ̂αkj(z) =
ˆ
(0,1)n
χαj (y, z)e
−2pi√−1kydy.
And divz χ
α
j (y, z) = 0 yields ∑
k∈Zn
∂zβ χ̂
βα
kj (z)e
2pi
√−1ky = 0.
In view of (3.6), the second term of div φ is given by
ε divy χ
α
j (x/ε, x/ε
2)ψ2εSε
(
∂xju
α
0
)
+ divz χ
α
j (x/ε, x/ε
2)ψ2εSε
(
∂xju
α
0
)
+ ε2χαj (x/ε, x/ε
2) div(ψ2εSε
(
∂xju
α
0
)
)
= : J1 + J2 + J3,
(3.34)
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Similar to the proof of T1 in Lemma 3.3, J1 + J3 is easy to estimate. To estimate J2
more accurately, collect a family of small cubes by Z iε2 = ε
2(i + Z) for i ∈ Zn with an
index set Iε2, such that Σε ⊂ ∪i∈Iε2 ⊂ Ω, and Z iε2 ∩ Z
j
ε2 = ø if i 6= j. Therefore,
|| divz χαj (y, z)ψ2εSε
(
∂xju
α
0
) ||2L2(Ω)
=4π2
ˆ
Ω
∣∣∣∣∣∑
k∈Zn
∂zβ χ̂
βα
kj (x/ε
2)e2pi
√−1kx/εψ2εSε(∂juα0 )
∣∣∣∣∣
2
dx
≤C
∑
i∈Iε2
ˆ
Zi
ε2
∣∣∣∣∣∑
k∈Zn
∂zβ χ̂
βα
kj (x/ε
2)e2pi
√−1kx/εψ2εSε(∂juα0 )
∣∣∣∣∣
2
dx
≤C
∑
i∈Iε2
ˆ
Zi
ε2
∣∣∣∣∣∑
k∈Zn
∂zβ χ̂
βα
kj (x/ε
2)
(
e2pi
√−1kx/ε − e2pi
√−1kzi/ε
)
ψ2εSε(∂ju
α
0 )
∣∣∣∣∣
2
dx
≤Cε2
∑
i∈Iε2
ˆ
Zi
ε2
∣∣∣∣∣∑
k∈Zn
|∂zβ χ̂βαkj (x/ε2)| · ψ2ε · |Sε(∂juα0 )|
∣∣∣∣∣
2
dx
≤Cε2
ˆ
Ω
∣∣∣∣∣∑
k∈Zn
|∂zβ χ̂βαkj (x/ε2)| · ψ2ε · |Sε(∂juα0 )|
∣∣∣∣∣
2
dx,
(3.35)
where zi is the center of Z iε2. Ho¨lder’s inequality and Plancherel’s Indetity give that
ˆ
Z
(∑
k∈Zn
|∇zχ̂αkj(z)|
)2
dz ≤
ˆ
Y
∑
k∈Zn
|k|2 ∣∣∇zχ̂αkj(z)∣∣2 dz · ∑
k∈Zn
|k|−2
≤ C
¨
Y×Z
∣∣∇y∇zχαj (y, z)∣∣2 dzdy ≤ C,
(3.36)
where we have used (2.6) in the above inequality. Consequently, according to (2.28),
(3.35) and (3.36),
|| divz χαj (y, z)ψ2εSε
(
∂xju
α
0
) ||L2(Ω) ≤ Cε3||∇u0||L2(Ω).
Generally, we can estimate ||∇φ||L2(Ω). The difference from the proof of H2,i is that
when estimating the term ||∇yχ(x/ε, x/ε2)ψ2εSε(∇u0)||L2(Ω), we need to take the Fourier
transform of ∇yχ(y, z) with respect to z (then (2.28) will be applicable); and when esti-
mating the term ||∇zχ(x/ε, x/ε2)ψ2εSε(∇u0)||L2(Ω), we need to take the Fourier transform
of ∇zχ(y, z) with respect to y (then (2.27) will be applicable). As a result, we will have
||∇φ||L2(Ω) ≤ Cε||∇2u0||L2(Ω) + C||∇u0||L2(Ω\Σ5ε) + Cε||∇u0||L2(Ω). (3.37)
Consequently, the desired estimate (3.29) follows from (3.33) and (3.37).
Remark 3.5. In order to obtain better estimates, if wε has the form
wβε (x) =u
β
ε (x)− uβ0 (x) + εχβγj (x/ε)ψ2ελSελ
(
∂xju
γ
0
)
+ ε2χβαj (x/ε, x/ε
2)
[
ψ2ελSελ
(
∂xju
α
0
)− ∂yjχαγk (x/ε)ψ2ελSελ (∂xkuγ0)] , (3.38)
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where 0 < λ is a constant which is to be chosen. In view of Remark 2.8, we need to
assume λ ≤ 2. (Actually, in view of the term aαβih ∂yhχβλj (y, z)∂yjχγηk (z)ψ2ελSελ (∂xkuη0)
in Hα3,i defined in (3.8), we need λ ≤ 2. However, if λ > 1, we need more regularity
assumptions on χβk(y) and χ
β
k(y, z)). Consequently, careful computation shows that λ = 1
is the best choice, which may declare that the scale of ε dominates any other scales. The
same result holds for wε of the form
wβε (x) =u
β
ε (x)− uβ0(x) + εχβγj (x/ε)ψ2εµSελ
(
∂xju
γ
0
)
+ ε2χβαj (x/ε, x/ε
2)
[
ψ2εµSελ
(
∂xju
α
0
)− ∂yjχαγk (x/ε)ψ2εµSελ (∂xkuγ0)] , (3.39)
where 0 < µ < λ ≤ 2.
4 Proof of Theorem 1.2, convergence rates for the
pressure term
To obtain the convergence rates for the pressure term, we introduce the following
lemma whose proof may be founded in [8].
Lemma 4.1. Let Ω ⊂ Rn be a bounded C1 domain. Then, for any function u ∈ H1(Ω),
ˆ
Ω\Σε
|u|2 ≤ Cε||u||H1(Ω)||u||L2(Ω), (4.1)
where C depends only on Ω.
In view of the definition (3.10) of zε,
zε = pε − p0 + ε∂yiqβ1,ik(y, z)ψ2εSε(∂juβ0 ) + ∂ziqβ1,ik(y, z)ψ2εSε(∂juβ0 ) + ε∂yiqβ2,ik(y)ψ2εSε(∂kuβ0 )
+ ε2qβ1,ik(y, z)∂xi(ψ2εSε(∂ku
β
0 )) + q
β
2,ik(y)∂xi(ψ2εSε(∂ku
β
0)) + ε∂yiq
β
3,ik(y, z)ψ2εSε(∂ku
β
0 )
+ ∂ziq
β
3,ik(y, z)ψ2εSε(∂ku
β
0 ) + ε
2qβ3,ik(y, z)∂xi(ψ2εSε(∂ku
β
0 ))
= pε − p0 + πβk (y, z)ψ2εSε(∂kuβ0) + πβk (y)ψ2εSε(∂kuβ0)− πγj (y, z)∂yjχγβk (y)ψ2εSε(∂kuβ0 )
+ ε∂yiq
β
1,ik(y, z)ψ2εSε(∂ku
β
0 ) + εq
β
2,ik(y)∂xi(ψ2εSε(∂ku
β
0 )) + ε∂yiq
β
3,ik(y, z)ψ2εSε(∂ku
β
0 )
+ ε2qβ3,ik(y, z)∂xi(ψ2εSε(∂ku
β
0 )) + ε
2qβ1,ik(y, z)∂xi(ψ2εSε(∂ku
β
0 ))
=: pε − p0 + πβk (y, z)ψ2εSε(∂kuβ0) + πβk (y)ψ2εSε(∂kuβ0 )− πγj (y, z)∂yjχγβk (y)ψ2εSε(∂kuβ0 )
+
5∑
h=1
Th,
with y = x/ε, z = x/ε2.
(4.2)
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where we have used (2.16). (2.21) and (2.24) in the second equation. By using the Fourier
transform methods (see the proof of T2 in Lemma 3.3), we can obtain
5∑
h1
||Th||L2(Ω) ≤ Cε||∇2u0||L2(Ω) + C||∇u0||L2(Ω\Σ5ε) + Cε||∇u0||L2(Ω)
≤ Cε1/2||u0||H2(Ω).
(4.3)
Consequently, in view of (3.30), we have
||pε − p0 + π˜ −
ˆ
Ω
π˜|| ≤ Cε1/2||u0||H2(Ω), (4.4)
where π˜ = πβk (y, z)ψ2εSε(∂ku
β
0 ) + π
β
k (y)ψ2εSε(∂ku
β
0 ) − πγj (y, z)∂yjχγβk (y)ψ2εSε(∂kuβ0 ) with
y = x/ε and z = x/ε2, thus we complete the proof of Theorem 1.2.
5 Proof of Theorem 1.1, convergence rates for the
velocity term
In this section, we study the convergence rates in L2 and give the proof of Theorem
1.1. Actually, the proof of Theorem 1.1 is achieved by duality. So we need the consider the
adjoint problems: For any G ∈ L2(Ω;Rn), there exist (vε, θε), (v0, θ0) ∈ H10 (Ω;Rn)×L2(Ω)
respectively solving 
L∗εvε +∇θε = G in Ω,
div vε = 0 in Ω,
vε = 0 on ∂Ω,
(5.1)
and 
L0v0 +∇θ0 = G in Ω,
div v0 = 0 in Ω,
v0 = 0 on ∂Ω
(5.2)
with ˆ
Ω
θε =
ˆ
Ω
θ0 = 0.
Here we have used the notation: L∗ε = − div(A∗(x/ε, x/ε2)∇) and L∗0 = − div(Â∗∇).
Moreover, we denote
w˜βε (x) =v
β
ε (x)− vβ0 (x) + εχ∗,βγj (x/ε)ψ10εSε
(
∂xjv
γ
0
)
+ ε2χ∗,βαj (x/ε, x/ε
2)
[
ψ10εSε
(
∂xjv
α
0
)− ∂yjχ∗,αγk (x/ε)ψ10εSε (∂xkvγ0 )] , (5.3)
and
z˜ε =θε − θ0 + ε2∂xi
(
q∗,β1,ik(y, z)ψ10εSε(∂ju
β
0)
)
+ ε∂xi
(
qβ2,ik(y)ψ10εSε(∂ju
β
0)
)
+ ε2∂xi
(
qβ3,ik(y, z)ψ10εSε(∂ju
β
0)
)
.
(5.4)
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Note that w˜βε (x) = v
β
ε (x) − vβ0 (x) and z˜ε = θε − θ0 if x ∈ Ω \ Σ10ε, and Theorem 3.4
yields
||w˜ε||H10 (Ω) + ||z˜ε −
ˆ
Ω
z˜ε||L2(Ω) ≤Cε||∇2v0||L2(Ω) + C||∇v0||L2(Ω\Σ5ε) + Cε||∇v0||L2(Ω)
≤Cε1/2||v0||H2(Ω),
(5.5)
since L∗ε satisfies the same conditions as Lε. In view of (3.10), we haveˆ
Ω
wεGdx = 〈Lε (wε) , vε〉+
ˆ
Ω
wε∇θεdx
=
〈
div(f˜) +∇zε, vε
〉
−
ˆ
Ω
θε divwεdx
= −
ˆ
Ω
f˜ · ∇φε −
ˆ
Ω
θε div φdx
=: I1 + I2,
(5.6)
where in the last step we use the fact that div vε = 0 in Ω. In view of (3.11), there are
many terms in I1, but we just give the estimates of some typical terms. Firstly,ˆ
Ω
|∇u0 − ψ2εSε(∇u0)| |∇vε|dx
≤C
ˆ
Ω
|∇u0 − Sε(∇u0)| |∇vε|dx+
ˆ
Ω
|Sε(∇u0)− ψ2εSε(∇u0)| |∇vε|dx
≤Cε||∇2u0||L2(Ω)||∇vε||L2(Ω) + C||∇u0||L2(Ω\Σ5ε)||∇vε||L2(Ω\Σ4ε).
(5.7)
According to Lemma 3.3, we have∣∣∣∣ˆ
Ω
(Hα21,i +H
α
22,i +H
α
23,i)∂iv
α
ε dx
∣∣∣∣ ≤ Cε||∇u0||L2(Ω)||∇vε||L2(Ω). (5.8)
To estimate the term
∣∣´
Ω
(Hα3,i +H
α
4,i)∂iv
α
ε dx
∣∣, we just estimate the following typical term:∣∣∣∣ˆ
Ω
εaαβih χ
βγ
j (x/ε)∂h
(
ψ2εSε
(
∂xju
γ
0
))
∂ivεdx
∣∣∣∣
≤C
ˆ
Ω
|χ(x/ε)| · |∇ψ2ε| · |Sε (∇u0) | · |∇vε|dx+ Cε
ˆ
Ω
|χ(x/ε)|ψ2ε · |Sε
(∇2u0) | · |∇vε|dx
≤Cε||∇2u0||L2(Ω)||∇vε||L2(Ω) + C||∇u0||L2(Ω\Σ5ε)||∇vε||L2(Ω\Σ4ε),
(5.9)
when estimating the other terms in
∣∣´
Ω
(Hα3,i +H
α
4,i)∂iv
α
ε dx
∣∣, similar estimates will be
obtained if we use the Fourier transform methods to separate the different scales of x. In
view of (5.3),
||∇vε||L2(Ω) ≤
(||∇v0||L2(Ω) + ||∇w˜ε||L2(Ω) + ||∇(w˜ε − v0 − vε)||L2(Ω)) ≤ C||v0||H2(Ω),
(5.10)
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and according to (5.5),
||∇vε||L2(Ω\Σ4ε) ≤
(||∇w˜ε||L2(Ω\Σ4ε) + ||∇v0||L2(Ω\Σ4ε)) ≤ Cε1/2||v0||H2(Ω). (5.11)
Consequently, according to (5.7)− (5.11), we have
|I1| ≤ Cε||u0||L2(Ω)||v0||H2(Ω). (5.12)
Similarly, we can obtain
|I2| ≤ Cε||u0||H2(Ω)||θ0||H1(Ω). (5.13)
Also, by the W 2,2 estimates for the Stokes systems with the constant in C1,1 domains,
||v0||H2(Ω) + ||θ0||H1(Ω) ≤ C||G||L2(Ω). (5.14)
Therefore, combining (5.12)− (5.14) yields that
||wε||L2(Ω) ≤ Cε||u0||H2(Ω).
In view of the definition (3.3) of wε, we can obtain the following error estimates:
||uε − u0||L2(Ω) ≤ Cε||u0||H2(Ω),
with the method of Fourier transform, which completes the proof of Theorem 1.1.
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