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Abstract. The challenge of mastering computational tasks of enormous size
tends to frequently override questioning the quality of the numerical outcome
in terms of accuracy. By this we do not mean the accuracy within the discrete
setting, which itself may also be far from evident for ill-conditioned problems
or when iterative solvers are involved. By accuracy-controlled computation we
mean the deviation of the numerical approximation from the exact solution
of an underlying continuous problem in a relevant metric, which has been the
initiating interest in the first place. Can the accuracy of a numerical result be
rigorously certified – a question that is particularly important in the context of
uncertainty quantification, when many possible sources of uncertainties inter-
act. This is the guiding question throughout this article, which reviews recent
developments of low-rank approximation methods for problems in high spatial
dimensions. In particular, we highlight the role of adaptivity when dealing
with such strongly nonlinear methods that integrate in a natural way issues of
discrete and continuous accuracy.
Keywords: Nonlinear approximation, Tensor formats, low-rank approximation,
hard and soft thresholding, high-dimensional diffusion equations, parametric PDEs,
approximation classes, a posteriori error bounds, convergence and complexity.
1. Introduction
1.1. Background. Quantifiable approximation, recovery, estimation of func-
tions of a very large and even infinite number of variables pose enormous challenges
in numerous application contexts of high current interest. The discussion in this
article is guided by two sources of high (spatial) dimensionality, namely
(I) partial differential equations (PDEs) in high dimensional phase space, and
(II) families of PDEs depending on a large number of parameters which could
arise as design parameters or stem from parametrizing random coefficient fields.
The electronic Schro¨dinger equation for N particles or Fokker-Planck equations
are typical representatives for (I). Both contain a second order diffusion operator
as highest order term, which explains the interest in considering high dimensional
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2 ADAPTIVE LOW-RANK APPROXIMATIONS FOR OPERATOR EQUATIONS
diffusion equations on a product domain as a first model class to be studied. While
from an analytical point of view this is, in principle, a very well understood problem,
the focus here is on the spatial dimension d being large, even several hundreds or
thousands.
Regarding (II), an intensely studied problem class concerns parameter depen-
dent families of operator equations
(1.1) R(u; p) = 0 in Ω, u|∂Ω = 0, p ∈ P,
where this time Ω ⊂ Rm is a “low-dimensional” domain, typically with m ∈
{1, 2, 3}, but the operator depends on a parameter p that may range over a high-
dimensional (or even infinite-dimensional) parameter domain P. In an optimal
control context, P can represent a set of design parameters. Another important
instance of this type of problems arises when p is actually a random field over
some probability space modelling highly complex or micro-structured fields, such
as permeability in a porous media flow. Expanding such a random field, e.g., as a
Karhunen-Loe`ve expansion, one arrives at a representation of p in terms of param-
eter sequences y = (y1, y2, . . .) ∈ Y := [−1, 1]I where in general I = N. Evaluating
u(y) = u(p(y)) for many parameter queries, computing quantities of interest of
the states u(y), recovering such states from given observations, or estimating the
underlying parameters are typical tasks in the context of uncertainty quantification.
The common challenge in both problem scenarios (I) and (II) lies in recovering
or approximating functions of a large or even infinite number of variables. Classical
numerical concepts based on (local) mesh refinements are of very limited use since
they typically suffer from the curse of dimensionality, which roughly means that
numerical costs grow exponentially with the spatial dimension. The perhaps most
promising remedy is to exploit some intrinsic sparsity of solutions with respect to
a priori unknown dictionaries or expansion systems. Technically this amounts to
dealing with approximants that are parametrized in a typically rather nonlinear
fashion, see Section 1.2.
Such a strategy is indirectly taken up by the following quite common approach
to such spatially high-dimensional problems that has been lately attracting signifi-
cant attention. One starts from a (usually fixed) standard finite difference or finite
element discretization, which initially gives rise to a discrete system of equations of
enormous size. Numerical tractability is then achieved by solving the (fixed) dis-
crete problem approximately restricting approximants to a low-rank tensor format,
see e.g. [16,41,45] and the comments in Section 1.2. The choice of the initial spatial
resolution and the tensor ranks is usually based on an educated guess with little or
no provision in the solver to be updated according to some target tolerances. So to
speak as a tribute to the problem complexity, one is tacitly content with controlling
the accuracy of the discrete approximate solution with respect to the exact solution
of the discrete problem – discrete accuracy – but not with respect to the actual
solution of the underlying continuous problem in a problem relevant metric. In
stark contrast, in the sequel accuracy or error control will always be understood in
this latter sense with reference to the solution of the original continuous problem.
In fact, the predictive power of models like (I) or (II) depends among other things
on the ability to quantify this notion of accuracy which is the central theme in this
article.
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Corresponding concepts for low-rank or tensor approximations discussed in this
article target two central aims: (a) developing methods with a rigorous quantifi-
cation of accuracy and (b) understanding how the entailed numerical complexity
scales with increasing accuracy (with respect to the continuous solution). In fact, it
is (b) that allows one to determine in the end whether a certain solver methodology
is actually appropriate or whether numerical efficiency has been compromised at
the expense of any meaningful accuracy.
It is important to note that a favorable answer to (b) is tantamount to saying
that solutions to the continuous problem are “well approximated by low-rank or
tensor expressions”. Such basic approximability properties are discussed in Sec-
tion 4 for both scenarios (I) and (II) to formulate benchmarks for the performance
of solvers. Devising numerical schemes that are able to best exploit these ap-
proximability properties requires a proper balancing of both error sources, namely
keeping ranks finite and discretizing corresponding tensor factors. Ideally, ranks
and low-dimensional discretizations should evolve in a completely intertwined fash-
ion, which is a highly nonlinear process. Insisting on error controlled realization
of such processes is the overarching objective of subsequent discussions. A central
message is that this is only possible by respecting and exploiting characteristics of
the continuous problem, such as intrinsic metrics, which strongly link the discrete
and continuous setting. The standard paradigm “first discretize, then analyze” is
thus turned around in that computation is “pretended” to take place in the infinite
dimensional context. In fact, a convergent iteration formulated in the infinite di-
mensional setting is shown to remain convergent when executed only approximately
within suitable accuracy tolerances. Discretizations are therefore never fixed be-
forehand, but adapt at any given stage of the “outer iteration” to such dynamic
tolerances.
Therefore, it is important to note that a priori estimates alone are not quite
sufficient since they often involve unknown quantities or are valid under assumptions
that may not hold or are impossible to check. Instead, computable rigorous a
posteriori error control is a key element of the proposed approach which must
exploit the structure of the continuous problem. This can be carried out most
conveniently for those instances of (I) and (II) where, for a proper choice of a
Hilbert space V , corresponding weak formulations
(1.2) a(u, v) = f(v), v ∈ V,
are well-posed. This means that the bilinear form a(·, ·) : V ×V → R is symmetric,
bounded and coercive, i.e., (1.2) is V -elliptic. a(·, ·) therefore defines an equivalent
scalar product on V , which means that the operator A : V → V ′, defined by
(Aw)(v) = a(w, v), w, v ∈ V , is boundedly invertible.
One reason for discussing scenario (I) in comparison to (II) is that the respective
energy spaces V differ in an essential way, which will be seen to affect the numerical
methods in an equally essential way. Nevertheless, the common ground for both (I)
and (II) is the ellipticity of a(·, ·) in (1.2), or equivalently, that the induced mapping
A : V → V ′ is an isomorphism. This means there exist constants 0 < ca ≤ Ca <∞
such that
(1.3) ca‖w‖V ≤ ‖Aw‖V ′ ≤ Ca‖w‖V , w ∈ V.
Since A(u− w) = f −Aw this implies in particular, that
(1.4) ca‖u− w‖V ≤ ‖f −Aw‖V ′ ≤ Ca‖u− w‖V , w ∈ V,
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i.e., errors in the trial norm are equivalent to the dual norm of corresponding
residuals. It is to be stressed that “residual” stands here for the defect in the
infinite-dimensional setting not within a fixed finite-dimensional discretization.
Exploiting ellipticity through such error-residual relations is a corner stone
of the proposed approach. Of course, this is in principle also the starting point
of adaptive finite element techniques in low dimensions. One then uses duality
arguments to derive sharp computatble approximations to ‖f−Aw‖V ′ . Since these
techniques rely crucially on localization principles which are natural in a finite
element framework, they are, being fully subject to the curse of dimensionality, in
this form infeasible in high-dimensional regimes. In particular, any type of mesh
would be meaningless in scenario (II) where the number of relevant “activated”
parameters may depend on the target accuracy and not be known beforehand.
Therefore, we will exploit (1.4) in a different way inspired by adaptive wavelet
methods [19,20]. It hinges on first identifying a Riesz basis for the energy space V .
This allows one to transform (1.2) into an equivalent infinite-dimensional system
of linear equations where the matrix representation A of the operator A is now
an isomorphism from the space of square-summable sequences onto itself, rather
than mapping V onto a different, less smooth space V ′. Thus, errors are measured
now in the same (Euclidean) norm as residuals. This transformation “precondi-
tions” the problem already on the infinite-dimensional level. An error-controlled
approximation of residuals then reduces primarily to an adaptive error-controlled
approximate application of the matrix A within a given low-rank or tensor format,
fully intertwining low-rank approximability and spatial sparsity of low-dimensional
tensor factors.
Corresponding computational realizations build essentially on recent impor-
tant developments of tensor calculus, especially, for hierarchical tensor formats
[13,14,31,35–37,39,43,47,48]. As previously indicated, a price for rendering high-
dimensional problems practically tractable is to employ non-standard parametriza-
tion formats for approximants which naturally complicates numerical processing.
The following section attempts to put this into a perspective which is relevant for
the remainder of the discussion.
1.2. Nonlinear Approximation and Parametrization Formats. A nu-
merical approximation of a function u : Ω → R, with Ω ⊂ Rd, can be regarded
as an algorithmic template for a computable substitute that can be parametrized
to resemble u. In the most classical scenario u is supposed to be an element of a
Banach space X endowed with a norm ‖ · ‖X , and one looks for increasingly better
approximations to u from a preselected sequence XN ⊂ X of N -dimensional linear
subspaces spanned by computationally accessible basis functions {ϕ1, ϕ2, . . . , ϕN}
such as polynomials, splines, or finite elements. Thus, for each N ∈ N, one seeks a
computational prescription
Φlin(x;N,u1, . . . ,uN ) :=
N∑
i=1
uiϕi(x)
parametrized by the coefficient vector u = (u1, . . . ,uN )
T which needs to be ad-
justed to yield small ‖Φlin(·;N,u)−u‖X . This is also termed linear approximation,
since the approximant is sought in the linear subspace spanned by a preselected set
of N basis functions.
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When the spaces Xn are nested Xn ⊂ Xn+1 it is possible to construct an infinite
collection {ϕ1, ϕ2, . . .} such that each XN is spanned by the first N elements of this
collection and the whole collection forms a basis for X in an appropriate sense,
depending on the nature of the space X. For instance, hierarchical or wavelet bases
fall into this category covering, in particular, the finite element setting.
This latter point of view is useful as it offers a convenient unifying framework
for adapting an approximation procedure to each specific instance of approximants.
With additional parameters λ1, . . . , λN ∈ N, one may now consider algorithmic
templates of the form
Φnonlin(x;N,u1, . . . ,uN , λ1, . . . , λN ) :=
N∑
i=1
uiϕλi(x),
that allow one to pick those basis functions that are best suited to approximate
the target u within a given budget N . Now approximations are generated from the
nonlinear sets
(1.5) ΣN :=
⋃
Λ⊂N,#Λ=N
{∑
λ∈Λ
uλϕλ : uΛ ∈ RN
}
⊂ X, uΛ := (uλ)λ∈Λ.
Since this requires choosing or activating N among the infinitely many basis func-
tions, such a process is called nonlinear approximation. In practical realizations
one typically generates an increasing sequence of activated index sets Λn, where
the choice of Λn+1 exploits information gained from the preceding stage repre-
sented by Λn. This form of nonlinear approximation is referred to as adaptive
approximation. Its rigorous foundation very much relies on being able to quantify
the accuracy obtained at a previous stage n. It is tantamount to asking for certified
a posteriori error bounds, which is a recurrent theme throughout this article. This
issue is precisely what requires intertwining the discrete and continuous setting and
exploiting, in particular, intrinsic problem metrics.
These concepts have been quite successful and are by now fairly well understood
for low spatial dimensions, typically d ≤ 3. In particular, the performance of
such schemes is essentially governed by Besov regularity, that is, smoothness in Lp
spaces where p is allowed to be less than one, see [27]. In correspondence to the
isotropic nature of such classical regularity notions, improved accuracy is achieved
by increasing spatial localization. Isotropic localization, however, is precisely what
causes the curse of dimensionality.
In cases with moderately large d (depending on the problem, for instance, the
low two-digit regime), a successful remedy is based on employing product-type basis
functions ϕλ(x) = ϕ
(1)
λ1
(x1) · · ·ϕ(d)λd (xd), where x = (x1, . . . , xd), each xi belongs to
Rm for small m, and the ϕ
(i)
j form a low-dimensional basis of the type discussed
above. Associating with each index λi a scale denoted by |λi|, typically indicating
that diam(suppϕ
(i)
λi
) ∼ 2−|λi|, one considers, for instance, expansions of the form∑
|λ1|+···+|λd|≤L
uλϕλ(x).
In other words, the a priori activated summands never involve simultaneously many
fine scale basis functions, and the complexity of such expressions scales like 2LLd−1.
This is the concept of sparse grid or hyperbolic cross approximation. One thus gives
up on isotropic localization. For such approximations to provide high accuracy
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one has to demand, however, correspondingly high regularity, which in this context
means controlled mixed partial derivatives of appropriate order. While in this form
such schemes are still linear, they lend themselves to nonlinear versions in natural
ways, see [51].
However, the principle of adaptively activating basis functions from any pres-
elected basis or dictionary may no longer suffice for large d to warrant affordable
computational cost in an accuracy controlled approximation. Instead one has to
resort to yet stronger notions of nonlinearity that may allow one to better cap-
ture a hidden sparsity related to the problem at hand, inadvertedly asking for a
deeper understanding of the underlying continuous model. In other words, the ac-
tual “building blocks” for representing the target function in the spirit of classical
harmonic analysis, should no longer be pre-determined but rather depend on the
problem at hand.
A particularly flexible parametrization format that has been lately attracting
considerable attention are deep neural networks (DNN) of the form
(1.6) Φnn
(
x; (v`,i)
)
:= σ1
(∑
i1
v1,i1σ2,i1
(
· · ·σL,iL−1
(∑
iL
vL,iLxiL
)
· · ·
))
.
That is, the mapping taking possibly high dimensional inputs x into an approxima-
tion to u(x) is a concatenation of affine maps followed by a componentwise nonlinear
map, called “activation function”. This approach is based on the presumption that
in many application scenarios target objects are close to what can be covered by
such parametrizations. Although existence of efficient approximations of this type
has been shown for various cases of interest [49,56], guaranteeing convergence and
error control in the actual computation of such approximations currently remains
a wide open problem.
The type of approximation that we focus on here is somewhat “less nonlinear”
than (1.6) but of sufficiently strong nonlinearity to make it suitable for a range of
problems with very large d. The principle is easiest to explain for d = 2: assume
that we have product basis functions ϕi,j(x) = ϕ
(1)
i (x1)ϕ
(2)
j (x2), i, j ∈ N. We then
consider adaptive low-rank approximations of the form
(1.7)
Φlr
(
x; r,N1, N2,
u11,1,...,u
1
r,N1
,
λ1,...,λN1 ,
u21,1,...,u
2
r,N2
,
µ1,...,µN2
)
:=
r∑
k=1
N1∑
i=1
N2∑
j=1
u1k,iu
2
k,jϕ
(1)
λi
(x1)ϕ
(2)
µj (x2)
=
r∑
k=1
( N1∑
i=1
u1k,iϕ
(1)
λi
(x1)
)( N2∑
j=1
u2k,jϕ
(2)
µj (x2)
)
=:
r∑
k=1
u1k(x1) u
2
k(x2).
with the additional rank parameter r.
To be specific, suppose we seek to approximate elements u in a tensor product
Hilbert space H = H1 ⊗ H2 where Hi are separable Hilbert spaces spanned by
the orthonormal bases {ϕ(q)i }i∈N, q = 1, 2, respectively. Ideally, given a target
tolerance ε > 0, one would like to adapt the rank r as well as the spatial resolution
of “best-suited” modes u1k, u
2
k as functions of x1, x2, respectively, which is obviously
a highly nonlinear problem. “Best-suited” means that a given target accuracy can
be met with rank r as small as possible. In the present two-dimensional case, this
amounts to approximating the infinite matrix U of basis coefficients with respect
to the full tensor product basis {ϕ(1)i ⊗ ϕ(2)j }(i,j)∈N2 with respect to the Frobenius
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(or Hilbert-Schmidt) norm within the same target tolerance, by a finite low-rank
approximation U1(U2)>, where U1 = (u1i,k)
N1,r
i,k=1, U
2 = (u2i,k)
N2,r
i,k=1.
Denoting by UN1,N2 the finite section of U corresponding to the truncated basis
{ϕ(1)i ⊗ϕ(2)j }i≤N1,j≤N2 , the error ‖U1(U2)> −U‖HS can be split into two portions
E1 := ‖U1(U2)> − UN1,N2‖HS and E2 := ‖UN1,N2 − U‖HS. The vast majority
of studies focuses on controlling only E1, essentially ignoring how the overall error
depends on the spatial discretizations represented by N1, N2, determining E2. In
the current situation d = 2, given a target accuracy ε1 for E1, the minimal rank
r can then be determined by means of the Singular Value Decomposition (SVD)
of UN1,N2 . Observing that in many cases one can achieve E1 ≤ ε1 with r 
N1, N2 indeed signals a substantial complexity reduction in the number of required
coefficients (N1 + N2)r compared to a full array representation involving N1N2
terms. However, this by itself does not say much about the computational cost of
approximately solving the original problem within some target tolerance ε, unless
the error portions E1 and E2 are essentially balanced which actually depends on the
(full) Hilbert-Schmidt decomposition (HSD) of U. Such an assessment can, however,
not be reached from a linear algebra perspective alone. The central objective of
this article is to highlight concepts that allow one to certifiably control the total
error ‖U1(U2)>−U‖HS for large d, which must involve the underlying continuous
model.
1.3. Layout. Unfortunately, a straightforward extension of the format (1.7)
to d > 2 lacks in general stability. Section 2 is therefore devoted to a brief discussion
of alternate stable tensor formats and their main properties. In Section 3 we outline
a solution strategy for a general class of high-dimensional elliptic operator equations
covering the two scenarios (I) and (II), addressed above, as special cases. Section
4 addresses the approximability of solutions to high-dimensional elliptic problems
by tensor methods. Again, the findings for the two scenarios (I) and (II) turn out
to be quite different. Finally, in Section 5 we present techniques for controlling the
computational complexity of approximations as well as of numerical schemes based
on the general strategy from Section 3, and discuss the conclusions for scenarios (I)
and (II).
2. Subspace-Based Tensor Formats and Nonlinear Approximation
2.1. Tensor Formats. This section offers a brief review of approximating
elements u in a tensor product
(2.1) H := H1 ⊗ · · · ⊗Hd,
of separable Hilbert spacesHi, endowed with the unique cross-norm ‖·‖H associated
with an inner product 〈·, ·〉H satisfying 〈
⊗d
i=1 vi,
⊗d
i=1 wi〉H =
∏d
i=1〈vi, wi〉Hi .
A natural extension of (1.7) to spatial dimensions d ≥ 3 would be to seek
approximations in the form
(2.2) ur(x) =
r∑
k=1
u1k(x1)u
2
k(x2) · · ·udk(xd),
which is often referred to as the canonical or CP-format, [15, 37]. Again, the
issue is to find suitable modes uik that warrant high accuracy at the expense of a
low rank r. However, first, the class of rank-r tensors is not closed, and second,
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best approximations from such classes do in general not exist [26]. Therefore,
representations in this format need to be treated with care and the observed inherent
instability suggests looking for more stable tensor fomats [37,39,43,46,48,52].
The canonical format is indeed only one special instance of possible tensor
representation formats. A particular type of format with certain restrictions on
the components are tensor networks; for a comprehensive discussion we refer, for
instance, to [13]. In what follows we confine the discussion to the important subclass
of tree networks that heavily draws on the favorable features of the case d = 2.
2.2. Tree-Based Hierarchical Formats. To benefit from SVD concepts
also when d > 2, the key idea is to view a (discrete) tensor u of order d, say, as a ma-
trix by viewing all multi-indices with respect to some subset α ⊂ α∗ := {1, . . . , d}
as row-indices while the multi-indices with respect to the remaining variables in
αc := α∗ \α form the column indices. An SVD of this matrix gives rise to singular
left and right vectors which are now tensors of order #α,#αc, respectively. By suc-
cessively further decomposing the left singular vectors then leads to approximations
in terms of tensors of lower and lower order. An underlying successive splitting of
groups of variables into smaller ones can be conveniently organized by a so called
(binary) dimension tree Td whose nodes α are subsets of the root α∗ = {1, . . . , d}.
Td always contains the root α∗. Each node α of cardinality #α > 1 has a unique
pair of children α1, α2 ∈ Td such that α = α1 ∪ α2, α1 ∩ α2 = ∅, #αi < #α. The
set L(Td) of leaves of Td is comprised of the nodes α of cardinality one. The cor-
responding so-called hierarchical tensor format was developed by Hackbusch and
Ku¨hn [39], see also [48].
It will be important for what follows to formalize these concepts in the context
of infinite-dimensional tensor product Hilbert spaces H of the form (2.1). To that
end, consider again for any α ∈ Td the grouping H = Hα ⊗Hαc . The continuous
and linear extension of Mα(uα ⊗ uαc)v := uα〈uαc , v〉Hαc , v ∈ Hαc , to an operator
Mα(u) for u ∈ H,
(2.3) Mα(u) : Hαc → Hα
is a Hilbert-Schmidt operator from Hαc to Hα, i.e.,
‖Mα(u)‖HS = ‖u‖H ,
and hence is compact. In a slight abuse of terminology we refer to Mα(u) as
a matricization of u. By the spectral theorem for compact operators, there exist
orthonormal systems {uαk}k∈N, {uα
c
k }k∈N (depending on u) ofHα, Hαc , respectively,
as well as a sequence of nonnegative numbers σαk tending to zero such that
(2.4) u =
∞∑
k=1
σαk u
α
k ⊗ uα
c
k .
The σαk are the singular values associated with the matricization Mα(u). If σ
α
k = 0
for k > rα we say that u has α-rank (at most) rα = rα(u) ∈ N0 ∪{∞} which is the
dimension of the range
(2.5) Uα = Uα(u) := range (Mα(u))
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of Mα(u) and hence equals the α
c-rank of u. In general, the subspaces Uα,r :=
span {uαk : k = 1, . . . , r} are optimal in the sense that
(2.6)
∥∥∥u− r∑
k=1
〈u, uαk ⊗uα
c
k 〉Huαk ⊗uα
c
k
∥∥∥
H
= min
{‖u−w‖H : w has α-rank ≤ r}.
If one further decomposes α = α1∪α2 into its children α1, α2, according to Td, one
has the nestedness property
(2.7) Uα ⊆ Uα1 ⊗ Uα2 ,
see [37] (cf. Corollary 6.18 and Theorem 6.31 there). Whenever (2.7) holds one can
recursively decompose u ∈ Uα as follows. For any orthonormal bases {uβk}rβk=1 of
Uβ , β ∈ Td, one can write
(2.8) uαk =
rα1∑
k1=1
rα2∑
k2=1
Bα(k1, k2, k)u
α1
k1
⊗ uα2k2 . α ∈ Td \ L(Td).
where Bα(k1, k2, k) =
〈
uαk , u
α1
k1
⊗uα2k2
〉
. The tensors Bα are referred to as component
or transfer tensors. Hence any u ∈ H can be recovered exactly in terms of its
expansion tensor u as
(2.9) u =
rα∗1∑
k1=1
rα∗2∑
k2=1
Bα
∗
(k1, k2)u
α∗1
k1
⊗ uα∗2k2 ,
with rα∗1 = rα∗2 ∈ N∪{∞}. A recursive substitution of (2.8) therefore parametrizes
a u ∈ Uα∗1 ⊗ Uα∗2 in terms of the transfer tensors Bα, α ∈ T \ L(T) and the mode
frames uµ ∈ Hµ, µ ∈ {1, . . . , d}. Using the SVD to successively generate the
orthonormal systems (uαk )
rα
k=1, is referred to as hierarchical singular value decompo-
sition HSVD.
Before proceeding let us emphasize that such hierarchical decompositions are
actually identified by the set of pairs
(2.10) E :=
{
e = {α, αc} : α ∈ Td \ {α∗}
}
,
called the set of effective edges, see [13]. Different dimension trees can give rise
to the same E and hence to the same matricizations. Such trees are in that sense
equivalent.
In other words, for {α, αc} ∈ E and any Td in the equivalence class determined
by E, either α or αc belongs to Td, and this element is the representer of e = {α, αc}
denoted by [e] ∈ Td. It is easy to see that
(2.11) #E = 2d− 3 =: E.
We fix in what follows an enumeration {ei}Ei=1 of the effective edges in E.
As a consequence, for u ∈ H and a given E (and hence all dimension trees in the
corresponding equivalence class) we can write for the corresponding matricizations
and subspaces Mi(u) := M[ei](u), Ui = Ui(u) = U[ei](u), respectively. One can
then associate with u its E-rank
(2.12) rE(u) ∈ (N0 ∪ {∞})E :=
(
ri
)E
i=1
,
where ri = ri(u) := dimUi(u) = rank(Mi(u)), i = 1, . . . , E.
In summary, any u ∈ H can be parametrized by
(2.13) p(u) :=
(
rE(u), (B
α)α∈Td\L(Td), (u
µ)dµ=1
)
.
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Such a parametrization is obviously finite if all transfer tensors have finite ranks,
in particular, when all entries in rE are finite. Moreover, the leaf elements uµ must
admit a finite parametrization, e.g. in terms of a truncated orthonormal basis for
Hµ. Thus #p(u) ∈ N∪{∞} is the total number of parameters needed to represent
u in the above hierarchical format.
The appeal of such hierarchical tensor decompositions for high-dimensional
approximation lies in the following facts, see also [35,36].
Remark 2.1. Suppose for a moment that the maximal number of parameters
to determine each leaf modes uµ is n and that all entries of rE(u) are bounded by
a fixed r ∈ N. In view of (2.11), we see that the number of parameters to be
stored is of the order O(dr3 +ndr). The total numerical complexity of computing a
HSVD under these premises is of the order of O(dr4 + dr2n). In such a situation
the representation and computational complexities of u depend only linearly on the
spatial dimension d.
Thus, approximating a given u ∈ H by properly truncated versions uε for which
#p(uε) is of moderate size may open, at least for certain classes of target functions
u ∈ H, a promising avenue to mitigate the curse of dimensionality.
To make this somewhat more precise, note first that the entries of the rank
vectors rE(u) must satisfy in the finite case some compatibility conditions in order to
comply with (2.7). In fact, it follows from the results just stated that for i = 1, . . . , E
one has ri(u) ≤ r[ei]1(u)r[ei]2(u). For necessary and sufficient conditions on a rank
vector rE we refer to [37, Section 11.2.3]. In what follows we denote by
(2.14) R = RE ⊂ (N0 ∪ {∞})E
the set of all hierarchical rank vectors satisfying the compatibility conditions for
nestedness (2.7). For any r ∈ RE we define then
(2.15) H(r) :=
{
u ∈ H : ri(u) ≤ ri for all i = 1, . . . , E
}
.
In what follows we will be concerned with employing elements from such hierarchical
tensor classes to approximate solutions to problems of type (I) and (II).
In the previous discussion the dimension tree Td, and hence E, were kept fixed.
It is certainly an interesting question of how to adapt Td to a given approximand
u ∈ H, so as to warrant good approximations at the expense of possibly small ranks
r ∈ RE. We will not address this issue in any depth but pause to briefly mention
the following cases of interest. Balanced trees arise when successively splitting the
nodes α into two children of roughly the same cardinality. The opposite case of a
linear tree amounts to always choosing the left child α1 have cardinality one (i.e.,
as a leaf node), while collecting the other entries of α in the right child α2. The
resulting format is termed Tensor Train (TT) format [48]. Combining pairs of mode
frames and transfer tensors, this gives rise to an explicit (entry-wise) multilinear
representation
(2.16)
u(x1, . . . , xd) =
r1∑
k1=1
· · ·
rd−1∑
kd−1=1
u1(x1, k1)u
2(k1, x2, k2)u
3(k2, x3, k3) · · ·udkd−1(xd)
with remaining rank parameters r1, r2, . . . , rd−1. This format is also known as
matrix product states in physics. The representation complexity is now easily seen
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to be O(dnr2) which again nourishes hope to defeat the curse of dimensionality for
suitably nearly-sparse u ∈ H, see e.g. [13,48] for more details.
2.3. Complexity Reduction. In contrast to the canonical format the above
subspace based tensor format warrants now the existence of best approximations
in H(r). Following [31,37], we can can state this as follows.
Theorem 2.2. For u ∈ H and Td a dimension tree from the equivalence class
of E, let r ∈ RE with 0 ≤ ri ≤ ri(u) for i = 1, . . . , E. Then there exists v ∈ H(r)
such that
‖u− v‖H = min
{‖u− w‖H : ri(w) ≤ ri, i = 1, . . . , E} .
Note that as a consequence of (2.7), an element providing a best approximation
to u as in Theorem 2.2 can be written as the result of a projection applied to u; we
make use of this fact in Section 5. While the computation of best approximations
is usually not computationally feasible, near-best approximations can be obtained
at affordable cost: The HSVD produces orthonormal bases (uik)
ri(u)
k=1 for each Ui,
associated to the decreasing sequences (σ
(i)
k )
ri
k=1 of singular values from (2.4). Trun-
cation to lower ranks r˜i ≤ ri(u) for each i gives rise to a projection Hr˜ into H (˜r).
It amounts to truncating the corresponding transfer tensors and mode frames in
(2.13), leading to approximations with errors bounded in terms of the quantities
(2.17) τi,r(u) :=
(∑
k>r
|σ(i)k (u)|2
)1/2
, tr˜(u) :=
( E∑
i=1
τi,r˜i(u)
2
) 1
2
,
with the following quasi-optimality property shown in [35].
Theorem 2.3. Let u ∈ H. Then for hierarchical ranks r˜ = (r˜i)Ei=1 ∈ RH , we
have
‖u− Hr˜(u)‖H ≤ tr˜(u) ≤
√
2d− 3 inf{‖u− v‖H : v ∈ H (˜r)} .
The operator Hr˜ in essence truncates the i-ranks or equivalently sets corre-
sponding i-singular values to zero and is therefore sometimes referred to as hard
thresholding. While Hr does not provide truly best rank r-approximations, the in-
flating constant depends only mildly on the dimension d and it is computationally
feasible at affordable cost. For detailed discussions of how to realize Hr˜ efficiently
we refer to [35].
SinceH(r) is not a linear space, arithmetic calculations with hierarchical tensors
will inevitably increase ranks. To control complexity it is important to approximate
an element in H(r) by one of smaller ranks in H (˜r), r˜ ≤ r, as well as possible. This
is often referred to as recompression. We defer the discussion of principles of how
to properly balance a rank reduction by recompression with the entailed loss of
accuracy to a later section.
An alternative type of rank reduction is based on the concept of soft thresholding
of singular values. It has the advantage of preserving the contraction properties of
iterative schemes, as considered in more detail in Section 5.2.3. Soft thresholding
as a scalar operation is defined for a given thresholding parameter η > 0 as
(2.18) sη(x) := sgn(x) max{|x| − η, 0}, x ∈ R.
The crucial property of this operation is its non-expansiveness, that is,
(2.19) |sη(x)− sη(y)| ≤ |x− y|, x, y ∈ R.
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Note that sη can be characterized variationally by
(2.20) sη(x) := arg min
y∈R
{1
2
|x− y|2 + η|y|
}
,
which can be used to extend this notion to Hilbert-Schmidt operators. To that
end, we make use of the well-known fact that for any two Hilbert spaces H, H˜, and
v, w ∈ H ⊗ H˜ with sequences σH(v), σH(w) of singular values associated with the
matricizations MH(v),MH(w), one has
(2.21) ‖σH(v)− σH(w)‖`2 ≤ ‖v − w‖H⊗H˜ = ‖MH(v)−MH(w)‖HS.
We can then define the nuclear norm of the matricization MH(v) of v by
(2.22) ‖MH(v)‖∗ := ‖σH(v)‖`1 ,
and let
(2.23) Sη
(
MH(v)
)
:= arg min
w∈H⊗H˜
{
η‖MH(w)‖∗ + 1
2
‖v − w‖2
H⊗H˜
}
.
Returning now to the setting (2.1), with matricizations Mi(u) = MH[ei](u),
i = 1, . . . , E, we denote by Mi and M
−1
i the mappings taking a u ∈ H into its
matricization Mi(u) relative to [ei] ∈ Td and its inverse, respectively, to set
(2.24) Si,η(u) :=
(
M−1i ◦ Sη ◦Mi
)
(u), i = 1, . . . , E,
and finally
(2.25) Sη(u) :=
(
SE,η ◦ · · · ◦S1,η
)
(u).
It has been shown in [12] that this inherits the non-expansiveness of the scalar
thresholding operator (2.19),
(2.26) ‖Sη(u)−Sη(v)‖H ≤ ‖u− v‖H ,
see [12, Prop. 3.2].
3. Solution Strategies for Operator Equations
In this section, we introduce the precise formulations of our main model prob-
lems and their sequence space representations that render them amenable to low-
rank tensor approximations. We then describe a common basic construction prin-
ciple of numerical solvers and present the basic principles of deriving rigorous com-
plexity bounds.
3.1. Problem Classes and Representative Model Scenarios. Let us now
consider in more detail the two concrete model problems mentioned in the intro-
duction.
Diffusion problems (I): The first concerns diffusion problems in weak formula-
tions on V := H10 (Ω) where Ω = Ω1 × · · · × Ωd is a product domain. We wish to
find u ∈ V for given f ∈ V ′ such that
(3.1) a(u, v) :=
∫
Ω
M∇u · ∇v dx = f(v), v ∈ V.
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Here we assume for simplicity that Ωi = [0, 1] and that M ∈ Rd×d is constant
and symmetric (with the Poisson problem M = I as a special case). This sta-
tionary boundary value problem also constitutes a first step in treating more gen-
eral evolution or eigenvalue problems on high-dimensional domains. The bilinear
form a(·, ·) is ensured to be V -elliptic by the assumption that there exist γ,Γ > 0
such that γ ≤ 〈Mξ, ξ〉 ≤ Γ for all ξ ∈ Rd, |ξ| = 1. Defining the operator A by
〈Au, v〉 = a(u, v), u, v ∈ V , Lax-Milgram’s Theorem then says that A : V → V ′ is
an isomorphism.
It will later be important to note that the energy space V is in this case the
intersection of tensor products of Hilbert spaces
(3.2) V =
d⋂
j=1
L2(Ω1)⊗ · · · ⊗ L2(Ωj−1)⊗H10 (Ωj)⊗ L2(Ωj+1)⊗ · · · ⊗ L2(Ωd).
Parametric Problems (II): Our second model problem concerns second-order
elliptic PDEs with diffusion coefficients depending in an affine manner on scalar
parameters y ∈ Y := (−1, 1)d. Now let V := H10 (Ω) ⊗ L2(Y, µ), with Ω ⊂ Rm
any domain with, e.g., m ∈ {1, 2, 3}, and let µ denote the uniform measure on Y .
Assuming for simplicity right hand sides f ∈ H−1(Ω) independent of y ∈ Y , we
consider problems of the form: find u ∈ V such that for all v ∈ V
(3.3) a(u, v) :=
∫
Y
∫
Ω
a(y)∇u(y) · ∇v(y) dx dµ(y) =
∫
Y
∫
Ω
f(v(y)) dx dµ(y),
where a(y) = a¯ +
∑d
i=1 yiψi. We assume that a¯, ψi ∈ L∞(Ω), for i = 1, . . . , d,
satisfy
∑d
i=1|ψi| ≤ θa¯ for some θ < 1, which ensures that the bilinear form a(·, ·) is
V -elliptic and the induced operator A : V → V ′ is again an isomorphism. In this
case the energy space V = H10 (Ω) ⊗ L2(Y, µ) is a tensor product space endowed
with a cross-norm, since
L2(Y, µ) =
d⊗
i=1
L2
(
(−1, 1), dyi2
)
.
Here the case d = ∞ of countably many parameters, which arises, e.g., in
the Karhunen-Loe`ve expansion of random fields, is explicitly permitted and the
fact that target functions may depend on infinitely many variables is a particular
challenge in this scenario.
3.2. Sequence Space Formulation. The crucial role of rigorous a posteriori
error bounds has been emphasized before. Such bounds can be based on the error-
residual relation (1.4) valid for elliptic problems. Rather than employing duality
arguments relying on spatial localization as for problems in low spatial dimensions,
which here are infeasible, we will exploit these relations through first transforming
the continuous problem into an equivalent one where domain and range of the
transformed operator are the same. More precisely, as a first step, to make the
considered variational formulations amenable to the concepts discussed in Section
2, we choose coordinates on the underlying Hilbert spaces via suitable isomorphisms
to `2 sequence spaces, endowed with the norm ‖v‖2`2(I) :=
∑
i∈I |vi|2. Linear
mappings of this kind are given by Riesz bases of these spaces: a family Φ :=
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{ϕi}i∈I in a Hilbert space H is Riesz basis if there exist cΦ, CΦ > 0 such that
(3.4) cΦ‖v‖`2(I) ≤
∥∥∥∑
i∈I
viϕi
∥∥∥
H
≤ CΦ‖v‖`2(I), v ∈ `2(I),
which implies that the corresponding linear mapping SΦ : `2(I)→ H,v 7→
∑
i∈I viϕi,
is bounded and continuously invertible. Its adjoint is given by S′Φ : H
′ → `2(I), ψ 7→
(ψ(ϕi))i∈I . For a detailed description of such Riesz-bases in both scenarios (I) and
(II) the reader is referred to [6,10,11].
Now suppose one has a Riesz basis Φ for the energy space V on which the
variational problem: find u ∈ V , such that
(3.5) a(u, v) = f(v), v ∈ V,
is posed. Then, for A : V → V ′ induced by (3.5), defining A = S′ΦASΦ, u = S−1Φ u
and f = S′Φf ,
(3.6) Au = f ,
is an equivalent reformulation of (3.5) on `2(I). Since A and SΦ are isomorphisms,
A : `2(I) → `2(I) is a boundedly invertible mapping with the explicit represen-
tation A =
(
a(ϕλ, ϕν)
)
λ,ν∈I (see e.g. [24]). Moreover, it is not hard to verify
that
(3.7) cac
2
Φ‖v‖`2(I) ≤ ‖Av‖`2(I) ≤ CaC2Φ‖v‖`2(I), v ∈ `2(I).
In what follows we often abbreviate ‖ · ‖ := ‖ · ‖`2(I) if the index domain I is clear
from the context.
3.3. Iterative Solvers with Recompression. Assuming that we have a
well-conditioned representation Au = f on a product sequence space `2(I) with
I = I1 × · · · × Id, we now aim to iteratively construct an approximation of the
solution coefficient sequence u in hierarchical low-rank format. Due to the high
dimensionality of the index set I, this is only feasible if all steps in such an iteration
are performed entirely on low-rank representations, which requires corresponding
low-rank representations (or approximations) of A and f .
In our present context of elliptic problems, the most straightforward way of
obtaining a sequence of approximations converging to u is a Richardson iteration:
As a consequence of (3.7), one can find ω > 0 such that the iterative scheme
(3.8) un+1 = un + ω(f −Aun), n = 0, 1, 2, . . . ,
converges to u for any u0. Of course, the iteration (3.8) on an infinite-dimensional
sequence space cannot be directly realized numerically.
Finite supports: First, one needs to ensure that all un have finitely many nonzero
entries. Since f and each column of A are generally infinitely supported, this
amounts to an appropriate truncation of Aun − f , to arrive at a computable per-
turbed version
(3.9) un+1 = un − ωnrn, u0 = 0,
of (3.8). The most common strategy is to make an educated guess of a fixed Λ ⊂ I
and always use rn = (Aun − f)|Λ, which enforces supp un ⊆ Λ for all n. However,
due to the limited accuracy in the residual approximation, the iteration then only
converges to the Galerkin approximation uΛ given by (A|Λ×Λ)uΛ = f |Λ. Especially
in high-dimensional problems, the appropriate choice (or refinement) of such Λ to
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achieve a certain target error is typically not obvious. Therefore, discretizations
will never be fixed beforehand but will be adaptively updated.
Tensor ranks: A second issue is that, with a basic scheme as in (3.9), the ten-
sor ranks in the representation of un may increase rapidly with respect to n: in
the addition of the low-rank representations of two vectors, their ranks are added,
whereas the action of an operator in low-rank form leads to a multiplication by
its ranks. Although methods using fixed-rank representations of all iterates can
be constructed [36, 45], which essentially attempt to obtain an approximation by
optimizing each component in this fixed tensor representation, the high degree
of nonlinearity in the resulting problems makes their convergence analysis an ex-
tremely delicate problem. In addition, such approaches then still need to be coupled
with a procedure for rank adaptation for a given target accuracy.
Thus, it is natural to let both the set of activated basis indices and the repre-
sentation ranks evolve over the course of the iteration and hence to gradually refine
both in parallel. The methods of this type that have been studied so far share the
construction principle of combining mappings Fn, providing an error reduction,
combined with mappings Rn that perform a re-approximation with complexity
reduction,
(3.10) un+1 = Rn(Fn(un)).
Here Fn can, in principle, be any procedure providing a guaranteed error reduction,
such as a fixed-point iteration as in (3.8). Since we want this error reduction to
happen with respect to the exact solution u in `2(I), in general this necessitates that
rn, and hence un+1, have larger support than un, and that hierarchical ranks need
to grow during the iteration. Accordingly, Rn needs to both eliminate extraneous
basis indices and reduce the ranks of iterates.
This entails a compromise between preserving a sufficient error reduction while
at the same time preventing too large a growth in the representation costs of the
iterates. Ideally, the reduction operation Rn should be adjusted to the error re-
duction so as to ensure convergence of the iteration with (up to a multiplicative
constant) the best achievable total computational costs in terms of the number of
operations, that is, to ensure asymptotically optimal complexity. The basic tem-
plate (3.10) has been used in the construction of the first adaptive wavelet methods
with convergence rates [19, 20], where optimality was established. Procedures of
the form (3.10) are also a core ingredient in many iterative methods operating on
low-rank representations, for instance those proposed in [14–16, 38, 42, 45]. The
choices of Rn employed in these contributions, corresponding to truncation of to
fixed ranks or to variable ranks with ad-hoc tolerances, however, do not ensure a
suitable compromise between convergence and complexity.
In Section 5, we consider in detail low-rank solvers with complexity bounds
which ensure that this compromise is met for both scenarios (I) and (II). A crucial
role is played by a suitably abstracted version of a “Coarsening Lemma” that ap-
peared first in [19] in the context of adaptive wavelet methods. At this point, we
next discuss briefly some common aspects of choosing Rn and Fn that can be used
to ensure convergence of un to u. By the above choice of reference basis functions,
this is equivalent to convergence of the method to the exact solution u in the energy
space V . This requires on the one hand the identification of a sequence of finite
subsets Λn = Λn1 × · · · × Λnd such that supp(un) ⊆ Λn; and on the other hand, for
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a dimension tree assumed to be given, finding hierarchical ranks and constructing
representation coefficients of a hierarchical tensor representation of un.
Two basic ways of constructing Fn in (3.10) have been considered in the liter-
ature: the first is a perturbed iteration (3.9), where for any given index set Λn and
ranks rn of un, one needs to provide a routine that can produce finitely supported
rn in hierarchical format such that ‖rn− (Aun− f)‖ ≤ η for any η > 0. For appro-
priate choices of η depending on n, this generally requires an enlarged product set
Λn+1 = Λn+11 × · · · × Λn+1d ⊃ Λn to satisfy supp(rn), supp(un+1) ⊆ Λn+1. More-
over, the tensor representation of un+1 resulting from performing (3.9) in low-rank
format generally has larger ranks rn+1. This strategy is considered in [6,9–11].
The second basic construction of Fn, which is conceptually closer to adaptive
finite element methods, uses sequential Galerkin solves: for given Λn, define un
as the corresponding Galerkin solution, un := uΛn . Then, find a product set
Λn+1 ⊇ Λn such that ‖(Aun − f)|Λn+1‖ ≥ τ‖Aun − f‖ for a fixed τ ∈ (0, 1). This
can be achieved by a sufficiently accurate finitely supported approximation rn as
in the case of (3.9). The process of approximating the Galerkin solution uΛn+1 ,
e.g., by a Krylov space method, then leads to new hierarchical representation ranks
rn+1. This strategy has been analyzed in [2].
Accordingly, Rn is chosen as a composition of a rank reduction as discussed in
Section 2.3, for instance by hard thresholding or soft thresholding of hierarchical
singular values, and a subsequent reduction of active basis indices. The concrete
realizations of Fn and Rn depend on the type of the problem (3.5). They rely on
two essential ingredients discussed next.
3.4. Two Core Ingredients. The main distinction between the two problem
scenarios (I) and (II) lies in the structure of the respective energy space V . This has
an essential effect on the approximate evaluation of Aun. In the case (II) where the
space on which the variational problem is posed is a tensor product space endowed
with a cross norm, such as V = H10 (Ω)⊗
(⊗d
i=1 L2((−1, 1), 12dyi)
)
in (3.3), a choice
of Riesz bases Φ0,Φ1, . . . ,Φd in each of the (d+ 1) factors leads to a tensor product
Riesz basis Φ of V (indexed, say, by Nd+1), and hence SΦ = SΦ0 ⊗ · · ·SΦd . As a
consequence, low-rank structures in A and u are preserved in their representations
A : `2(N
d+1)→ `2(Nd+1) and u ∈ `2(Nd+1); for instance, both A in (3.3) and the
corresponding A can be written as sums of d+1 Kronecker products. We then aim
to find, for instance, a low-rank representation of the coefficient sequence u as a
tensor of order d+ 1 in hierarchical low-rank format.
3.4.1. Finite rank adaptive scaling. In the case (I) of (3.1), the mapping SΦ can,
in general, not be chosen to be of Kronecker rank one. To see this, it is instructive
to consider the case A = −∆ on Ω = (0, 1)2 in (3.1). A simple choice of basis can be
derived from the L2-normalized eigenfunctions ϕ˜k1,k2 of A given by ϕ˜k1,k2(x1, x2) =
2 sin(pik1x1) sin(pik2x2) for k1, k2 ∈ N, with corresponding eigenvalues pi2(k21 + k22).
The functions ϕk1,k2(x1, x2) = 2pi
−2(k21 + k
2
2)
−1/2 sin(pik1x1) sin(pik2x2) are thus
an orthonormal basis (that is, a Riesz basis with c = C = 1) of V = H10 (Ω). The
resulting mapping SΦ for Φ = {ϕk1,k2}k∈N2 then cannot be written as a finite sum of
Kronecker products due to the presence of the factor (k21 +k
2
2)
−1/2. This reflects the
fact that H10 (Ω) is not endowed with a cross norm, but can rather be characterized
as the intersection of product spaces H10 (0, 1)⊗ L2(0, 1) ∩ L2(0, 1)⊗H10 (0, 1) with
its natural norm.
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As shown by (3.2), the situation for larger d and more general Riesz bases is
analogous, i.e., Riesz bases for the energy space V do no longer consist of separable
functions. As a result the operator A has in this case infinite rank. In order to
still facilitate in the end an efficient error-controlled approximate application of the
operator representation A requires a judicious preconditioning strategy that realizes
a proper balance between rank growth and stability needed to maintain convergence
in (3.10).
To that end, a particularly well suited building block are tensor product wavelet
bases, constructed from an L2-orthonormal wavelet basis {ψλ}λ∈∨ on a one-dimen-
sional domain I1 ⊆ R, assuming Ω := I1 × · · · × I1. Here ∨ is an appropriate
set of scale-space indices, where the level of λ ∈ ∨ is denoted by |λ|. Assuming
sufficient regularity of the ψλ, with I :=
Śd
i=1 ∨ and Ψλ := ψλ1 ⊗ · · · ⊗ ψλd , one
has that Φ := {‖Ψλ‖−1H10 Ψλ}λ=(λ1,...,λd)∈I is a Riesz basis of H
1
0 (Ω). Here one has
the proportionality ‖Ψλ‖−1H10 ∼ ωλ := (2
2|λ1|+ . . .+22|λd|)−1/2 uniformly in λ, which
leads to a similar lack of separability of SΦ, see e.g. [19,51].
Instead, the representation T := S′ΨASΨ of A with respect to the L2 orthonor-
mal basis Ψ does have a simple low-rank structure. For instance, in the case of the
Laplacian, where ∆ = ∂21 ⊗ I + I ⊗ ∂22 in the above example with d = 2. However,
T is not bounded on `2(I) and hence cannot be used in (3.8) or its perturbed ver-
sion (3.9). The low-rank structure is unfortunately lost in the boundedly invertible
representation
(3.11) A = S−1TS−1, (S)λ,λ′ = δλ,λ′(22|λ1| + . . .+ 22|λd|)−1/2, λ ∈ I,
after an ideal scaling that takes the topology of V into accout and ensures the
necessary mapping property of A relating errors to residuals.
A crucial point for what follows, however, is that in the case V = H10 (Ω),
the departure from the original low-rank structure is still controllable in the sense
that SΦ has efficient and explicitly computable low-rank approximations. One
class of such approximations is provided by exponential sum approximations of the
ideal non-separable scaling factors ωλ. This is exemplified by the following result,
paraphrased from [11, Thm. 9].
Theorem 3.1. There exist positive sequences (wj)j∈N, (tj)j∈N such that for
all λ ∈ I = ⊗di=1 ∨,
(3.12) ω˜
(∞)
λ :=
∞∑
j=1
wj
d∏
i=1
e−tj2
2|λj |
<∞ satisfies ∣∣ωλ − ω˜(∞)λ ∣∣ ≤ ωλ2 ,
and in addition, there exists C > 0 such that with
(3.13) ω˜
(m)
λ :=
m∑
j=1
wj
d∏
i=1
e−tj2
2|λi|
,
one has
(3.14)
∣∣ωλ − ω˜(m)λ ∣∣ ≤ ωλ2 , ∣∣ω˜(∞)λ − ω˜(m)λ ∣∣ ≤ ηωλ, λ ∈ Λ,
for any finite Λ ⊂ I, provided that
(3.15) m ≥ C(1 + |log η|+ max
λ∈Λ
|logωλ|
)
.
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By (3.12), Φ˜ := {ω˜(∞)λ Ψλ}λ∈I is then also a Riesz basis of H10 (Ω), with con-
stants cΦ˜, CΦ˜ independent of d. For finite subsets of I, the corresponding mapping
SΦ˜ has efficient low-rank approximations whose Kronecker rank increases logarith-
mically in the desired error and linearly in
max
λ∈Λ
|logωλ| ∼ max
j=1,...,d
λ∈Λ
|λj | .
This quantity corresponds roughly to the largest frequency of an activated wavelet
basis element. For problems on H10 (Ω), we can thus use the sequence space formu-
lation Au = f with
(3.16) A = S′
Φ˜
ASΦ˜ =: S˜
−1
∞ TS˜
−1
∞ , u = S
−1
Φ˜
u, f = S′
Φ˜
f,
where S˜−1∞ = diag(ω˜
(∞)
λ )λ∈I . Then, with Φ˜m := {ω˜(m)λ Ψλ}λ∈I , the infinite matrix
A(m1,m2) := S′
Φ˜m1
ASΦ˜m2
provides an explicit low-rank approximation of A when
m1, m2 are chosen appropriately according to (3.14). For instance, in (3.1) with
M = I, using L2-orthonormality of the ψλi , we have
(A(m1,m2))λ,µ =
m1∑
j1=1
m2∑
j2=1
wj1wj2
d∑
k=1
e−tj12
2|λk|−tj222|µk|〈ψ′λi , ψ′µi〉∏
i 6=k
e−tj12
2|λi|−tj222|µi|δλi,µi .(3.17)
Note that although this gives dm1m2 terms of Kronecker rank one, A
(m1,m2) can
in fact be represented as an operator in hierarchical tensor format with hierarchical
ranks bounded by 2m1m2. One can proceed similarly for f , and the approximate
coefficients of u with respect to the L2-basis
1 {Ψλ}λ∈I can be recovered by applying
SΦ˜m with sufficiently large m to any finitely supported approximation of u.
In summary, in problems such as (3.1), one arrives at a coupling between the
costs of approximate low-rank representations of A and the activated finite subsets
of basis indices. In terms of the discretizations defined by these subsets, this means
that preconditioning the problem in low-rank form to arrive at a well-conditioned
matrix equation becomes more costly in terms of the arising ranks as the discretiza-
tion is refined. How to dynamically adjust the choice of m1,m2 for given target
tolerances η will be taken up again in Section 5. This issue does not arise in scenario
(II), since there V is endowed with a cross-norm.
3.4.2. Contractions and tensor coarsening. Thus, the reduction operator Rn
in (3.10) must involve, aside from rank-reduction, a mechanism to control represe-
nation complexity in terms of activated basis functions, which is the second core
component in all varients of (3.10). Specifically, this requires the identification of
a sequence of finite subsets Λn = Λn1 × · · ·×Λnd such that supp(un) ⊆ Λn that war-
rants sufficient accuracy. In purely sparsity-based adaptive methods, as introduced
in [19,20], such a reduction of indices can be done by keeping the entries of largest
absolute value. In our context, this is not an option: on one hand, directly sorting
the high-dimensional coefficient sequence is not possible for complexity reasons; on
the other hand, the tensor decomposition requires the product structure of index
sets to be preserved. A possible way around these two restrictions, proposed in [4]
1Schemes for performing SVD-type approximations in H1 directly using L2-basis coefficients have
recently been proposed in [1]; however, this leads to weakened quasi-optimality properties.
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and analysed further in [9,11], is to select the relevant basis indices based on the
one-dimensional sequences
pi(i)(v) =
(
pi
(i)
λi
(v)
)
λi∈Ii ∈ `2(Ii),
where
pi
(i)
λi
(v) :=
( ∑
λ1,...,λi−1,λi+1,...,λd
|vλ1,...,λi−1,λi,λi+1,...,νd |2
) 1
2
,
which were termed contractions in [9] and can also be regarded as one-dimensional
densities of the tensor. These can be efficiently evaluated using the identity2
(3.18) pi
(i)
λ (v) =
(∑
k
∣∣U(i)λ,k∣∣2∣∣σ(i)k ∣∣2) 12 , λ ∈ Ii,
in terms of theHSVD mode frames U(i) and the corresponding sequences of singular
values σ(i). One easily obtains the following quasi-optimality result for coarsening
based on these sequences.
Proposition 3.2. Let Λ(v;N) = Λ(1)(v;N)×· · ·×Λ(d)(v;N) ⊂ I be the prod-
uct index set corresponding to the N largest elements of {pi(i)λ (v) : i = 1, . . . , d, λ ∈
Ii}. Then for any Λˆ = Λˆ1 × · · · × Λˆd with
∑d
i=1 #Λˆi ≤ N , with
(3.19) sN (v) :=
( d∑
i=1
∑
λ∈Ii\Λ(i)(v;N)
|pi(i)λ (v)|2
) 1
2
one has
‖v − (v|Λ(v;N))‖ ≤ sN (v) ≤
√
d‖v − (v|Λˆ)‖.
Note that this result is analogous to Theorem 2.3, and as discussed in further
detail in Section 5, the effect of the two types of reduction operations combined in
Rn can be estimated using essentially the same techniques. For finitely supported
input sequences w on I, in both cases one can implement computational routines
with analogous properties:
– recompress(w; η), which performs HSVD hard thresholding, such that
wη := recompress(w; η) has hierarchical ranks rη := rE(wη) with maxi rη,i(wη)
minimal such that trη (w) ≤ η, and hence by Theorem 2.3, ‖w−wη‖`2(I) ≤
η. This routine has the cost of performing the HSVD as discussed in Re-
mark 2.1. One has the quasi-optimality property
‖w − coarsen(w; η)‖ ≤ √2d− 3 min
rE(wˆ)≤rη
‖w − wˆ‖ .
– coarsen(w; η), which determines the product index set Λ(w;Nη) as in
Proposition 3.2 with Nη minimal such that sNη (w) ≤ η, which ensures
‖w − coarsen(w; η)‖ ≤ η. This requires computing pi(i)λ (w) from the
HSVD for all i = 1, . . . , d, λ ∈ Ii, and (quasi-)sorting these values. From
Proposition 3.2, one has the quasi-optimality property
‖w − coarsen(w; η)‖ ≤
√
dmin
Λˆ
‖w − (w|Λˆ)‖,
where the minimum is over all Λˆ = Λˆ1×· · ·× Λˆd such that ∑i #Λˆi ≤ Nη.
2A technique of using (3.18) for steering adaptivity in high dimensions was also subsequently
developed independently in [30].
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An important feature of the resulting schemes of the form (3.10), with appro-
priately adjusted Fn and Rn, is their universality: they require no information on
the approximability of the sought solution u to produce quasi-optimal solutions. In
order to assess the performance of such methods, however, we hypothetically as-
sume u to have certain approximability properties and then show that the method
under consideration will have the expected complexity in such a case without using,
however, any a priori knowledge of such approximability properties.
3.5. Approximation Classes. The natural approximability properties to
consider are strongly tied to the choice of Rn, that is, to the routines recompress
and coarsen; in our case, these properties are the following intrinsic features of u:
(i) The convergence rate of the best approximation in `2(I) of hierarchical rank
r to u as r increases, for instance, as |r|∞ →∞.
(ii) The asymptotic decay of the decreasing rearrangement of all values pi
(i)
λ (u)
for i = 1, . . . , d and λ ∈ Ii.
The notion of approximation classes is a classical means to quantify approxi-
mation properties. Regarding (i), we follow [9] and consider positive and strictly
increasing sequences γ =
(
γ(n)
)
n∈N0 with γ(0) = 1 and γ(n)→∞ as n→∞. For
v ∈ `2(I) let
‖v‖AH(γ) := sup
r∈N0
γ(r) inf
max rE(w)≤r
‖v −w‖,
where rE(w) reduces to rank(w) when d = 2 and I = I1 × I2, as in the case of
separating spatial and parametric variables in the problem class (II). It will be seen
in the next section that relevant sequences γ cover a wide range from algebraic to
(sub-)exponential rates. This gives rise to the approximation classes
(3.20) AH(γ) :=
{
v ∈ `2(S × F) : ‖v‖AH(γ) <∞
}
.
For u ∈ AH(γ), a hierarchical tensor best approximation is guaranteed to achieve
accuracy ε with hierarchical ranks rε whenever
(3.21) max rε ≥ γ−1
(‖v‖AH(γ) ε−1).
We will be especially interested in exponential-type decay of low-rank approxima-
tion errors, where with γ(r) = ecr
β
for some c, β, for v ∈ AH(γ) one has
inf
max rE(w)≤r
‖v −w‖ ≤ ‖v‖AH(γ)e−cr
β
and accordingly
max rε ≥
(
c−1 ln(‖v‖AH(γ) ε−1)
)1/β
.
Regarding (ii), for an approximation v of bounded support to u, the number
of nonzero coefficients # suppi v required in each tensor mode to achieve a certain
accuracy depends on the best n-term approximability of the sequences pi(i)(u). This
approximability by sparse sequences is quantified by the classical approximation
classes As = As(J ), where s > 0 and J is a countable index set. As is comprised
of all w ∈ `2(J ) for which the quasi-norm
(3.22) ‖w‖As(J ) := sup
N∈N0
(N + 1)s inf
Λ⊂J
#Λ≤N
‖w − RΛ w‖
is finite. The approximation of a sequence u ∈ As up to an error ε by a sequence
with Nε nonzero entries is ensured with Nε ≥ ‖w‖
1
s
Asε
− 1s . The separate sparsity
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of tensor mode frames for u ∈ `2(I) can be quantified by assumptions of the form
pi(i)(u) ∈ As(Ii) for i = 1, . . . , d.
Before turning to the complexity analysis, we next give an overview of available
approximability results that indicate which approximation classes solutions to both
problem types (I) and (II) can be expected to belong to. This will then serve
formulating proper benchmarks for the performance of specifications of algorithms.
4. Approximability
In this section we discuss approximability properties of solutions to problems
of both types (I) and (II) with repspect to low-rank or hierarchical tensor methods
partly in comparison with best n-term approximation. These theoretical questions
concerning the “expressive power” of certain approximation formats serve two pur-
poses. On one hand, they help judging which approximation type is best suited
for which problem class. It is clear from the preceding discussions that low-rank or
hierarchical tensor formats, due to their “higher level of nonlinearity” may increase
the computational burden and also raise coding challenges. This should be justified
by a superior performance in terms of the resulting work-accuracy balance.
On the other hand, describing best possible approximability, these results pro-
vide benchmarks for assessing the performance of versions of Algorithm 5.1. This
asks for the computational cost required to meet the target accuracy in a given
format. It includes two basic questions, namely
– What is the representation complexity of a given approximation format
for a given problem class, i.e., the number of degrees of freedom required
by a given approximation format to achieve the target accuracy?
– What is the corresponding computational complexity, that is, can one
devise a numerical method that certifiably achieves a given target accuracy
at at the expense of a computational work that stays as close as possible
to the representation complexity?
In this section we address the first question mainly for low-rank and tensor meth-
ods. This asks for a regularity theory in a broad sense where classical smoothness
measures are replaced by quantified approximability. Corresponding notions of
low-rank approximability would delineate the extent to which tensor methods could
ideally mitigate the curse of dimensionality. Such methods exhibit a significantly
higher level of nonlinearity than classical best N -term approximation, but are more
restricted than DNNs for which comparable theoretical guarantees are not yet avail-
able.
4.1. High-Dimensional Diffusion. The representation complexity for prob-
lems of the type (3.1) is perhaps best understood for the special case that the
diffusion matrix M is diagonal [25]. In fact, what matters most is the following
structure of the operator A induced by the V -elliptic bilinear form in this case,
namely that
(4.1) A =
d∑
j=1
I ⊗ · · · I ⊗Aj ⊗ I ⊗ · · · ⊗ I,
has rank d and the “low-dimensional” operators
(4.2) Ai : Hi → H′i, 〈Aiu, v〉 = ai(u, v) : Hi ×Hi → R,
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are Hi-elliptic. The simplest example is Aj = −∂xj (Mj∂xj ) and Hj = H10 (Ωj),
Ωj ⊂ Rm, j = 1, . . . , d. As seen below, it is not important that the Aj are second
order operators. Again the energy space V has then the form (3.2) with H10 (Ωi)
replaced by Hi.
While the structure of A may nourish hope that the solution to
(4.3) Au = f on Ω1 × · · · × Ωd
can be accurately approximated by low-rank functions, A−1 as a mapping from V ′
to V has infinite rank which renders the question of quantifiable low-rank approx-
imability less clear. In view of (1.4), it is this mapping property that determines
the representation complexity. We review in this section some results from [25] on
quantified low-rank approximability of solutions to high-dimensional diffusion equa-
tions of the form (4.3), (4.1) that do establish rigorous relations between target
accuracies and rank growth in a “tamed canonical tensor format”, as explained
below. While the canonical format is most convenient for the present purpose, it
can be embedded in the hierarchical tensor format as well, see [13]. The term
“tamed” accounts for the fact that computing in this format is, in general, prone
to instability.
The relevant structural properties of A are conveniently reflected by its eigen-
system. Denoting by {ej,k}k∈N the set of eigenfunctions of the low-dimensional
component operators Aj with eigenvalues λj,k, one easily verifies that
(4.4) Aeν = λνeν , eν = e1,ν1 ⊗ · · · ⊗ ed,νd , λν = λ1,ν1 + · · ·+ λd,νd .
This allows one to define the smoothness norm
(4.5) ‖v‖2s :=
∑
ν∈Nd
λsν |〈v, eν〉|2.
Denoting by Ht the space of all v for which ‖v‖t is finite, the operator A then acts
as isometries between these scales, ‖A‖L(Ht+2,Ht) = 1, t ∈ R. While these norms
exist for all t ∈ R, they are equivalent with classical Sobolev norms only for a
limited range of smoothness around t = 1, depending on the specific problem data.
In particular, one always has V = H1.
Since obviously λ−1ν is not separable A
−1 : Ht → Ht+2 has infinite rank. Hence,
a bounded rank of data f does not a priori indicate which rank suffices for an
approximate solution to warrant a given accuracy.
We will state next in more precise terms what we mean by low-rank approxima-
bility of a function. Since we will deal with tensors in the CP format, continuing
to denote rank-one functions as (g1 ⊗ · · · ⊗ gd)(x) := g1(x1) · · · gd(xd), we have to
incorporate means to ensure stability. To that end, we consider for r ∈ N tamed
rank-r tensor classes of the form
Tr(Ht) :=
{
g ∈ Ht : g =
r∑
k=1
d⊗
j=1
g
(k)
j
}
.
endowed with the “norm-like” quantities
(4.6) |||g|||r,t := inf∑r
k=1
⊗d
j=1 g
(k)
j =g
{
max
k=1,...,r
{‖g‖t, ‖g(k)‖t}
}
.
Controlling |||g|||r,t is to account for the fact that rank-r representations are in general
not unique and to avoid cancellation effects between terms with large norms.
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Despite the otherwise inherent instability of the CP format this allows us to
introduce approximation classes collecting those elements in Ht that are close to
low-rank tensors in a quantifiable way. To that end, consider for any ζ > 0 the
K-functional
(4.7) Kr(v, δ) := Kr(v, δ,H
t,Ht+ζ) := inf
g∈Tr(Ht+δ)
{
‖v − g‖t + δ|||g|||r,t+ζ
}
.
Then δ−1Kr(v, δ) ≤ C means that there exists a rank-r tensor g of smoothness t+ζ
for which ‖v − g‖t ≤ δC and |||g|||r,t+ζ ≤ C. To relate the achievable accuracy δ
to the rank r, consider as before a strictly increasing sequence of positive numbers
γ = (γ(n))n∈N, called a growth sequence. Monotonicity of γ ensures that the inverse
γ−1 exists. We now collect in the approximation class Aγ = Aγ(Ht,Ht+ζ) all those
v ∈ Ht for which the quasi-norm
(4.8) ‖v‖Aγ(Ht,Ht+ζ) := sup
r∈N0
γ(r)Kr(f, γ(r)
−1; Ht,Ht+ζ),
is finite, i.e., those elements in Ht which can be stably approximated by rank-r
tensors in Ht+ζ with accuracy O(γ(r)−1). In other words, membership of a v to
Aγ means that approximating a given v ∈ Aγ by a tensor in Ht+ζ within accuracy
ε > 0, is guaranteed, in analogy to (3.21), by the rank
(4.9) r = r(ε) = dγ−1(‖v‖Aγ/ε)e.
Since A−1 has infinite rank one cannot expect any low-rank approximability
of the data f to be exactly inherited by the solution u = A−1f . The following
result says that a low-rank approximation order O(1/γ(r)) for the data f implies a
slightly weaker order O(1/γˆ(r)) for the solution u. The attenuated growth sequence
γˆ(r) is given as follows. Let G(x) = x(ln γ(x))2, x > 0, and define
(4.10) γˆ := γ(G−1(m)).
Since G has super-linear growth, G−1 has only sublinear growth causing γˆ(n) to
have a somewhat weaker growth than γ.
Theorem 4.1. Assume that the data f belong to Aγ(Ht,Ht+ζ) ⊂ Ht for some
0 < ζ ≤ 2. Then, for γˆ defined by (4.10), the solution u of (4.3) belongs to
Aγˆ(Ht+2,Ht+2+ζ) ⊂ Ht+2 and for each r ∈ N there exists a ur ∈ Tr(Ht+2+ζ) such
that
(4.11) ‖u− ur‖t+2 ≤ Cγˆ(r)−1‖f‖Aγ(Ht,Ht+ζ),
holds for some fixed constant C independent of r.
The relation between γ and γˆ is illustrated by taking γ(r) = rα, for some
positive α. Then γˆ(r) ∼
(
r
α2 log r
)α
, i.e., up to a log-factor γˆ the rank approximation
order of the solution exhibits still the same algebraic rate. Instead, for γ(r) = eαr
one obtains γˆ(r) ∼ e(αr/C)1/3 and thus a more significant relative degradation of
low-rank approximability caused by A−1. Of course, when f ∈ Tk(Ht+ζ) has a
finite tamed rank k, it belongs to Aγ(Ht,Ht+ζ) for any growth function γ. This
explains the high efficiency of low-rank approximations to the solution u in such a
case.
The result in Theorem 4.1 is in this form unusual since the approximants ur ∈
Tr(Ht+2+ζ) in (4.11) are not yet determined by finitely many parameters. It remains
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to identify numerically viable finitely parametrized approximants u¯r ∈ Tr(Ht+2+ζ)
and bound the complexity of computing them.
We summarize next some related simplified but representative results from [25].
Note first that stable approximability of the data f by somewhat smoother low-
rank expressions in Tr(Ht+ζ) can be viewed as excess-regularity of the data that,
according to Theorem 4.1, is in this form inherited by the solution. Moreover, a
rank-one tensor g belongs to Hs only if its factors gi belong to the corresponding
component spaces Hsi . Therefore, the excess-regularity ζ affects the number of
parameters needed to form an ε-accurate rank-r approximant.
More precisely, the following facts are somewhat specialized cases of the results
in [25]. For convenience we assume here 1-dimensional component domains Ωi ⊂ R,
ζ ∈ (0, 2], and t = −1. Then, for any f ∈ Aγ(H−1,Hζ−1) and any ε > 0 there exists
a u¯(ε) ∈ Tr¯(ε)(Hζ+1), which is determined by N(ε, d) <∞ parameters, such that
(4.12) ‖u− u¯(ε)‖1 ≤ ε, |||u¯(ε)|||r¯(ε),1 ≤ C1‖f‖Aγ(H−1,Hζ−1),
where
(4.13) r¯(ε) ≤ C(ζ)γ−1(C¯‖f‖Aγ/ε)| ln ε|2, N(ε, d) ≤ C2dε−1/ζ r¯(ε)1+ 1ζ .
Since in view of (4.9), an ε-accurate approximation of f requires at most a rank
r(ε) . γ−1
(‖f‖Aγ/ε), the solution rank r¯(ε) is only mildly increased by a factor
of the order of | ln ε|2. Moreover, the total number N(ε, d) of degrees of freedom
exceeds an “ideal count” of dε−1/ζ r¯(ε), obtained when all tensor factors of u¯(ε) of
smoothness 1 + ζ were known beforehand, by the factor r¯(ε)
1
ζ .
A pivotal constituent behind the above results is again approximation by expo-
nential sums. Specifically, one can employ a somewhat simpler version of Theorem
3.1, namely a classical result by Braess and Hackbusch [17,18] stating that
(4.14) sup
x∈[1,∞)
∣∣∣ 1
x
− Sr(x)
∣∣∣ ≤ Ce−pi√r, Sr(x) = r∑
k=1
ωr,ke
−αr,kx.
Defining operator exponentials e−Av through the eigensystems (4.4), one can prove
the following result that takes the scale-change caused by A−1 into proper account.
Theorem 4.2. There exists a constant C0 such that for t ≤ s ≤ 1, s − t ≤ 2,
one has
(4.15) ‖A−1 − Sr(A)‖L(Ht,Hs) ≤ C0e−
(2−s+t)pi
2
√
r, r ∈ N.
Of course, this allows one to determine R(ε) such that for any given rank-one
tensor τ = τ1⊗· · ·⊗τd one can approximate with accuracy ε in a desired smoothness
scale A−1τ by the rank-R(ε) tensor
SR(ε)(A)τ =
R(ε)∑
k=1
ωR,k
( d⊗
j=1
e−αR,kAjτj
)
, where R = R(ε) ∼ | ln ε|2,
explaining the rank-increase by a factor | ln ε|2.
The representation complexity bounds (4.13) make use of the implied regular-
ity of the tensor factors. They can be extended to bounds for the computational
complexity of actually computing an accuracy controlled low-rank approximant by
devising a numerical scheme for evaluating exponential sums of the form SR(ε)(A)τ .
Of course, using the eigensystems of A is not a numerically viable option. Instead,
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approximating exponential factors of the type e−αAjτj in low dimensions can be
based on the Dunford integral representation
(4.16) e−αAjτj =
1
2pii
∫
Γ
e−αz(zI −Aj)−1τjdz,
where Γ ⊂ C is a suitably chosen analytic curve separating the spectrum of Aj
from the left complex half plane, and permitting an analytic extension of the in-
tegrand to a sufficiently wide region, see [25] for details. Sharp estimates for the
mapping properties of the low-dimensional operator exponentials e−αAj and using
exponential convergence of sinc-quadrature, one can devise for any given target ac-
curacy ε appropriate discretizations of the resolvent problems (zI −Aj)uj(z) = τj
for suitably chosen quadrature points z. Thus, in contrast to earlier work in [32],
using such integral representations, the order of first discretizing the operator Aj
and then using quadrature, is here reversed in order to exploit mapping properties
for error controlled computation. When the component operators Aj are indeed
second order H10 (Ωj)-elliptic and if H
s agrees with H10 (Ωj) ∩ Hs(Ωj), s ∈ [1, 2],
one can bound the number of operations and used degrees of freedom for computing
u¯(ε) by
(4.17) d1+ρ¯/ζε−ρ¯/ζγ−1(C‖f‖Aγ/ε)| ln ε|2
(
ln
(d
ε
))2
,
where ρ¯ is a fixed positive number. This is slightly more pessimistic than (4.13)
but nevertheless shows that the curse of dimensionality is clearly avoided for a wide
scope of data f .
Exponential sum based schemes are very performant but restricted to the par-
ticular operator type (4.1). Nevertheless, in particular, sub-exponential rates are
seen to provide relevant benchmarks for high-dimensional diffusion problems with
low-rank data. The performance of the more general iterative approach, outlined
in Section 3, will therefore be discussed in Section 5 for such benchmarks.
4.2. Multi-Parametric Problems. As mentioned earlier in Section 3, the
uniform ellipticity assumption on the parametric family a(y), y ∈ Y , ensures ellip-
ticity of (3.3) in the tensor product Hilbert space
(4.18)
V := H10 (Ω)⊗ L2(Y, µ) = H10 (Ω)⊗
( d⊗
j=1
L2
(
(−1, 1), dyj2 )
)
= L2(Y,H
1
0 (Ω), µ).
The mapping u : y 7→ u(y) ∈ H is then well-defined and the set u(Y ) ⊂ H of
all states that can be attained when traversing the parameter domain, sometimes
referred to as solution manifold, is compact. Hence the Kolmogorov n-widths
dn(u(Y ))V := inf
dim(W )=n
sup
y∈Y
inf
w∈W
‖u(y)− w‖V ,
tend to zero. They quantify linear approximability of u(Y ) in the worst case
sense with respect to Y viewing u as a mapping into the smaller Bochner space
L∞(Y,H10 (Ω)). A natural accuracy measure for low-rank approximation in V is
the mean-squared error
(4.19) δn(u, µ)
2
V := inf
dim(W )=n
∫
Y
min
w∈W
‖u(y)− w‖2H1(Ω)dµ(y).
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As exploited earlier, best subspaces realizing δn(u, µ)V are obtained with the
aid of the Hilbert-Schmidt operator Mu : L2(Y, µ)→ H10 (Ω) defined by
Muϕ :=
∫
Y
u(y)ϕ(y)dµ(y),
through its Hilbert-Schmidt decomposition
(4.20) Mu =
∞∑
k=1
σkvk〈·, φk〉L2(Y,µ),
where σ = (σk)k≥1 ∈ `2(N) is non-negative and non-increasing. Moreover, the
(vk)k≥1, (φk)k≥1 are orthonormal systems in H10 (Ω) and L2(Y, µ), respectively. In
particular, the spaces Wn := span {vk : k = 1, . . . , n} realize δn(u, µ)V and
(4.21) δn(u, µ)
2
V =
∑
k>n
σ2k.
The largest r for which σr > 0 is the rank of Mu.
Since µ is a probability measure δn(u, µ)V is always dominated by the n-widths
(4.22) δn(u, µ)V ≤ dn(u(Y ))V ,
so that bounds for dn provide such for δn as well. In this context a crucial fact is
holomorphy of the map u, see [21–23], even when d = ∞, which is, in particular,
responsible for decay rates of δn, dn that are robust in d.
Quantifying such rates, however, requires distinguishing two fundamental regimes,
namely the case (a) d < ∞ possibly very large but fixed, and (b) d = ∞. In (a)
all parametric components yi will be viewed as equally important. In scenario (b)
uniform ellipticity necessitates a decay of the parametric expansion functions ψj in
L∞(Ω).
4.2.1. Finitely many parameters. It is straightforward to show (for instance,
using Taylor expansion as in [5]) that for fixed d <∞, the n-widths of the solution
manifold u(Y ) satisfy
(4.23) dn(u(Y ))H ≤ Ce−cn1/d ,
where the constants c, C depends on a¯ and r in the uniform ellipticity condition
r ≤ a¯−∑di=1|ψi| ≤ a(y) = a¯+∑di=1 yiψi.
The rate (4.23) can be slightly improved to e−|ln ρ|n
1
d−1
under the assumption
(4.24)
d∑
i=1
Ai = θA¯ for a θ ∈ (0, 1),
for Ai, A¯ as above, which holds when
∑d
i=1 ψi = θa¯. More precisely, it is shown
in [5] that the partial sums uk(y) in a Neumann series expansion of u(y) can be
represented as
(4.25) uk(y) =
n(d−1,k)∑
j=0
φk,j(y) vj ,
for some d-variate polynomials φk,j and vl ∈ V , and therefore have at most rank
n(d− 1, k) ≤ (k + 1)d−1.
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Estimates of the type (4.23) give a first justification for the use of sub-exponential
decay rates as benchmark rates. On the other hand, the obtained rates weaken sub-
stantially with increasing d. This has led to a careful study of more specialized types
of parametric expansions to better understand whether and to what extent low-rank
approximation may substantially outperform approximations based on an a priori
fixed expansion system such as tensor product Taylor or Legendre expansions.
An important model case are parametric expansions with piecewise constant
coefficients of the form
(4.26) a(y) = a¯+
d∑
j=1
yjθj ,
where d < ∞, a¯ = 1, θj = bjχDj , bj ∈ (0, 1), and the subdomains Dj ⊂ Ω form a
partition of Ω.
Specifically, consider first the spatially one-dimensional case Ω = (0, 1). As
shown in [5, 6], for any f ∈ H ′, u(y) has then finite rank at most 2d − 1. In
fact, u(y)|Di must be spanned for each y by χI , xχI , FiχI where F ′′i = f on Di
and Fi vanishes at the end points of Di. Boundary conditions and d − 1 continu-
ity conditions at the interior breakpoints leave 2d − 1 degrees of freedom so that
u(y) is contained in a linear space of dimension at most 2d − 1. Since therefore
d2d−1(u(Y ))V = 0, u(y) has at most rank 2d− 1.
For higher spatial dimensions, Mu is finite only in exceptional cases. For piece-
wise constant diffusion coefficients of the form (4.26) with θj = a¯θχDj , significantly
refined information is derived in [5] by decomposing H10 (Ω) into
⊕d
i=1H
1
0 (Di) and
its orthogonal complement W with respect to 〈·, ·〉A¯. Employing corresponding
A¯-orthogonal projections, one can write
u(y) = uW (y) +
d∑
i=1
ui(y),
where the ui(y) are solutions to
(1 + θyi)
∫
Di
a¯∇ui(y) · ∇v dx =
∫
Di
f v dx, v ∈ H10 (Di), u(y)|Ω\Di = 0.
Since the ui have rank one depending only on yi the portion
∑d
i=1 ui(y) has at
most rank d. To determine the rank of uW , it is written as the harmonic extension
of a skeleton component uΓ. It is then shown that uΓ(y) has a Neumann series
representation which ultimately requires estimating the ranks of its partial sums
uΓ,k(y).
In the case d = 4 and Di being congruent squares, this analysis is carried out
showing that in this case the ranks of the partial sums uk(y) of the Taylor expansion
of u(y) are bounded by 8k + 5, which then leads to a bound dn(u(Y ))V ≤ Ce−cn.
Hence, for each n ∈ N one can find functions uxk ∈ H10 (Ω), uyk ∈ L2(Y, µ) such that
(4.27)
∥∥∥u− n∑
k=1
uxk ⊗ uyk
∥∥∥
L2(Y,H10 (Ω))
. e−cn.
Remarkably, numerical experiments reveal that for partitions into four non-congruent
quadrilaterals, corresponding singular values decay at a significantly slower, yet still
subexponential rate.
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Moreover, numerical experiments support a similar behavior for larger d, with c
in the estimate (4.27) depending weakly (approximately as 1/d) on d. Very similar
results are obtained for hierarchical tensor approximations, where also the interme-
diate ranks for matricizations with respect to the parametric variables enter. While
to our knowledge, there are no theoretical bounds on these ranks, the numerical
results indicate that the ranks for the spatial matricizations dominate and behave
essentially as in the previous case where the parametric variables are not separated.
4.2.2. Infinitely many parameters. The case d =∞, where we consider diffusion
coefficients a(y) = a¯ +
∑∞
i=1 yiψi parameterized by y ∈ Y = (−1, 1)N, turns out
to be significantly different. A tensor product basis for L2(Y, µ) is provided by the
product Legendre polynomials Lν(y) =
∏∞
i=1 Lνj (yj) for ν ∈ F := {ν ∈ NN0 : νj =
0 for almost all j ∈ N}, giving rise to the orthonormal polynomial basis expansion
(4.28) u(y) =
∑
ν∈F
uνLν(y), uν =
∫
Y
u(y)Lν(y) dµ(y).
Also here, a natural first question concerns the separation of spatial and parametric
variables as in (4.27), that is, the approximation of u by functions of the form∑n
k=1 u
x
k⊗uyk. The smallest possible error δn(u, µ)V = (
∑
k>n σ
2
k)
1/2 is attained by
the truncated Hilbert-Schmidt decomposition of Mu and thus determined by the
decay of the singular values (σk)k∈N of Mu.
Truncations of the expansion (4.28) provide alternative low-rank approxima-
tions, where one takes uxk := uνk , u
y
k := Lνk with (νk)k∈N chosen such that
‖uνk‖H1(Ω) ≥ ‖uνk+1‖H1(Ω), which yields an approximation error (
∑
k>n‖uνk‖2H1(Ω))1/2
with n terms. By the best approximation property of the Hilbert-Schmidt decom-
position, clearly
∑
k>n‖uνk‖2H1(Ω) ≥
∑
k>n σ
2
k.
The decay of ‖uνk‖H1(Ω) as k → ∞, which depends mainly on the functions
ψj and their decay as j → ∞, is well studied, see e.g. [7, 21–23]. One obtains
results of the type (‖uν‖H1(Ω))ν∈F ∈ `p(F) for some p ∈ (0, 2), which implies
(
∑
k>n‖uνk‖2H1(Ω))1/2 . n−1/p+1/2. There are only very limited results on the
decay of σk in this setting; it depends also, e.g., on the right hand side f .
The following result on (σk)k∈N was obtained in [6, §6], adapting arguments
from [7, §4.1]: For Ω = (0, 1) and a certain class of ψj such that u(y) is easy to han-
dle analytically, there always exists f ∈ H−1(Ω) such that (‖uν‖H1(Ω))ν∈F ∈ `p(F)
and (σk)k∈N /∈ `p′(N) for any p′ < p. In other words, with appropriate f , the singu-
lar values σk have the same asymptotic decay as the decreasingly ordered Legendre
coefficient norms ‖uνk‖H1(Ω). This also yields lower bounds on the Kolmogorov
widths dn(u(Y ))H1(Ω) ≥ δn(u, µ)H1(Ω) & n−1/p+1/2 in these settings. Thus, the
performance concerning the number of terms n attainable by any low-rank approx-
imation is, for an adverse choice of data f , asymptotically no better than that of
the simpler Legendre expansion (4.28).
As numerical experiments in [6] show, this situation is also observed in generic
examples with typical choices of ψj and f , where this has not been proved an-
alytically. In summary, in such problems with infinitely many parameters, one
can therefore only expect limited gains from optimized low-rank approximations
in comparison to Legendre expansions (4.28). Indeed, as explained in more detail
in Section 5, corresponding SVD-based computational methods are generally more
expensive, since they scale nonlinearly with respect to the expansion ranks.
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5. Adaptive Error Control and Computational Complexity
A central objective in adaptive methods for high-dimensional problems is the
reliable quantification of errors. For scenario (I), one approach to determine rig-
orous error bounds has been recently proposed in [28] employing the Hypercircle
Principle in combination with flux-approximations in tensor-train format. However,
lower bounds do not seem to be available in this format. Hence, while the involved
constant is just one, a quantification of a possible overestimation and its dependence
on d seems to remain unclear. Moreover, the approach does not offer any provi-
sion for updating the given discretization based on the computed bounds. When
estimating instead residuals directly, as suggested in this article, one issue is the
quality of error estimates in that one needs to ensure that all involved constants are
controlled and the resulting bounds remain meaningful for large dimension d. For
instance, in naive generalizations of lower-dimensional error estimators, constants
in the estimates may depend exponentially on d. A second issue is the numerical
cost of their evaluation, which should equally remain under control for large d.
The approach that we follow here addresses both issues in conjunction with
strategies for updating the approximations. It is based on the proportionality be-
tween errors and residuals (1.4) and approximation of these infinite-dimensional
residuals. To ensure the quality of error estimates for large d, we rely in particular
on expressing the underlying problem in terms of suitable basis functions. Achiev-
ing near-optimal computational cost of the residual approximation prohibits, of
course, ever accessing the underlying full coefficient tensor but requires a some-
what specialized treatment in each of the problem scenarios that we consider.
The resulting methods for error estimation can, in principle, be used in various
different constructions of adaptive solvers. In Section 5.2, we combine them with a
scheme for which we can subsequently show near-optimal asymptotic computational
costs.
5.1. Residual Approximations. The accuracy-controlled approximation of
residuals Av−f for given finitely represented v, needed in any realization of (3.10),
requires some means of approximating f in the desired form, and more crucially a
scheme for approximately applying the infinite matrix A. Devising such a routine
with provably optimal performance, one faces different obstructions in the two
problem scenarios (I), (II).
(I) Diffusion Equations. Recall that an important requirement on a Riesz basis
Φ for the energy space V is that it is a rescaled version of an orthonormal basis
Ψ for L2(Ω); the latter property is crucial for avoiding constants in the estimates
that deteriorate exponentially in d. In this case the (unbounded) representation
T := S′ΨASΨ preserves the (formal) low-rank structure of the diffusion operator
while the scaled version A = S′
Φ˜
ASΦ˜ = S˜
−1
∞ TS˜
−1
∞ from (3.16) has infinite rank. A
key component of a computable residual approximation in low-rank format thus is to
replace the ideal scaling matrix S˜−1∞ by an approximation S˜
−1
m . Here, m = m(v, η)
depends through (3.15) on the support of the vector v, which A is to be applied
to, as well as on the target accuracy η. This ensures that the matrix Am(v,η) :=
S˜−1m TS˜
−1
m has now finite rank while, on account of Theorem 3.1, the restriction to
the activated basis elements is still well-conditioned and thus convergence of (3.10)
is still ensured.
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The matrix Am(v,η) is still infinite and its approximate application makes es-
sential use of the near-sparsity or compressibility of properly rescaled versions of the
low-dimensional blocks T
(i)
ni of T. Exploiting compressibility of such scaled blocks,
in turn, is facilitated by the near-separability of the low-rank scaling matrices.
To indicate how this can be used to approximate the infinite-dimensional resid-
ual Aun − f , whose `2-norm is uniformly proportional to the error ‖u − un‖`2(I),
within a suitably updated dynamic accuracy tolerance ηn, we recall the notion of
s∗-compressibility which plays a pivotal role in adaptive wavelet methods, [19,20].
An infinite matrix B ∈ R∨×∨ is called s∗-compressible if for any 0 < s < s∗,
there exist summable positive sequences (αj)j≥0, (βj)j≥0 and for each j ≥ 0,
there exists Bj with at most αj2
j nonzero entries per row and column, such that
‖B−Bj‖ ≤ βj2−sj .
To approximate Bv for a given v ∈ `2(∨) one combines a priori knowledge
about the matrix B with a posteriori information on the input v, e.g., by partition-
ing the support of v into disjoint subsets Λj corresponding to the magnitude of its
entries in decreasing order. We then define a v-dependent approximation B˜J of B,
(5.1) Bv ≈ B˜Jv :=
J∑
j=0
BJ−j(v|Λj ),
which satisfies
‖Bv − B˜Jv‖ =
∥∥∥ J∑
j=0
(B−BJ−j)(v|Λj ) + B(v|ΛJ+1)
∥∥∥
≤
J∑
j=0
‖B−BJ−j‖‖v|Λj‖+ ‖B‖‖v|ΛJ+1‖.
Note that for j close to J , BJ−j is a coarse approximation, whereas the most
accurate approximations of B are applied to the large contributions in v.
For high-dimensional input tensors v ∈ `2(∨d), the crucial step is then to apply
approximations of each lower-dimensional component in the tensor decomposition
of T separately in each tensor mode, with accuracies controlled by subdividing
the sequences pi(i)(v) for each mode i = 1, . . . , d. As shown in [11], one can then
combine this with the approximate rescaling in a routine apply(v; η) : v → wη
with
(5.2) wη := S˜
−1
m(η;v)T˜J(η)S˜
−1
m(η;v)v,
for exponential sum truncation ranks m(η; v) chosen according to (3.15) and com-
pression depth J(η), such that ‖Av −wη‖ ≤ η.
Instead of the energy norm, one can instead measure accuracy in a weaker norm
such as the L2(Ω)-norm. Since this is a cross-norm one would intuitively expect
achieving desired accuracy thresholds at the expense of lower ranks. This is indeed
the case as shown in [10], where rigorous error control in L2(Ω) is established again
in the framework of an equivalent problem formulation in sequence space. The rele-
vant mapping properties are now realized through an unsymmetric preconditioning,
which requires only a single scaling operation in each application of A of the form
(5.3) Am(v,η) = S
−2
Φm(v,η)
T,
see [10] for further details.
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(II) Parametric PDEs. As indicated at the beginning of Section 3.4, one can
tensorize any Riesz-basis Φ of H10 (Ω) with an orthonormal basis of L2(Y, µ). A
natural choice for this orthonormal basis are the product Legendre polynomials as
in Section 4.2.2, with an orthonormal basis given by {Lν}ν∈G , where G = Nd0 for
d < ∞ and by G = F for d = ∞. The resulting system Φ := {ϕλ ⊗ Lν}(λ,ν)∈S×G
is then a Riesz basis of L2(Y,H
1
0 (Ω)), which we now use to transform (3.3) into an
equivalent system over `2(S × G). Defining then with ψ0 := a¯ for j ∈ N0
(5.4) Aj :=
(〈ψj∇ϕλ′ ,∇ϕλ〉)λ,λ′∈S , f := (〈f, ϕλ ⊗ Lν〉)(λ,ν)∈S×G ,
as well as
(5.5) Mj :=
(∫
Y
yjLν(y)Lν′(y) dµ(y)
)
ν,ν′∈G
, j ≥ 1,
and M0 as the identity on `2(G), we obtain an equivalent problem
(5.6) Au = f , where A :=
d∑
j=0
Aj ⊗Mj ,
on `2(S × G). Due to the classical three-term recurrence relations for Legendre
polynomials, the matrices Mj are bi-diagonal for j ≥ 1.
In the case of fixed finite dimension d < ∞, the hierarchical tensor format is
a natural choice. In fact, it poses significantly less difficulties than in the case of
high-dimensional diffusion equations, since the mapping SΦ is a Kronecker product
and the sparse matrices Mj need no additional compression. The matrices Aj can
be approximated similarly to (5.1), with accuracies controlled by norms of segments
of ‖pi(x)(v)‖ of the spatial contractions
pi
(x)
λ (v) :=
(∑
ν∈G
|vλ,ν |2
)1/2
, λ ∈ S,
for inputs v ∈ `2(S × G), which can be computed from the HSVD as in (3.18). As
shown in the next section, corresponding complexity estimates are slightly more
favorable than for scenario (I).
In problems with d = ∞, residual approximations are more complex due to
the additional requirement of adaptive truncation of dimensionality: to ensure effi-
ciency with controlled errors, the number of parameters yj that are activated needs
to be adjusted to discretization and low-rank approximation errors. This can be
controlled adaptively, taking into account the known decay properties of the pa-
rameter expansion functions ‖ψj‖L∞(Ω), via estimates for the operator truncation
error of the type
(5.7) eJ :=
∥∥∥∑
j>J
Aj ⊗Mj
∥∥∥ ≤ CJ−S ,
with some fixed S > 0. Such an adaptation has been considered in [33, 34] for
generic ψj , but as observed in [6], the value of S is strongly influenced by structural
features of this expansion. A particularly favorable case are expansions with a
multilevel structure, where each j is uniquely associated to a pair (`(j), k(j)) with
inverse mapping j(`, k), such that there are O(2m`) functions on level ` and
(5.8)
∑
k
|ψj(`,k)| ≤ C2−α`, ` ≥ 0,
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for some α > 0, with a uniform constant C > 0. Here `(j) ∈ N0 describe the scale
and k(j) ∈ Zm (with Ω ⊂ Rm) the spatial localization of ψj . Such a condition
is satisfied in particular when diam(supp(ψj)) ∼ 2−`(j), there exists M > 0 such
that for each `, k, the number #{k′ : suppψj(`,k) ∩ suppψj(`,k′) 6= ∅} ≤ M , and
‖ψj‖L∞(Ω) ∼ cj ∼ 2−α`(j). Expansions with the property (5.8) can be constructed
for wide classes of random fields, see [8], where one obtains S = α/m.
In principle, for any fixed set of modes x, y1, . . . , yJ , one can apply the hierar-
chical format with J + 1 tensor modes, which leads to some substantial additional
difficulties in the complexity analysis due to the changing dimensionality. We there-
fore restrict the following discussion to the basic case of separating spatial indices
in S and parametric indices in F as in Section 4.2.2, that is, to estimating errors
in low-rank approximations to u of the form
(5.9) u¯ =
r∑
k=1
U¯xk ⊗ U¯yk.
with Uxk and U¯
y
k finitely supported on S and F , respectively. In view of the
results outlined in Section 4.2.2, direct Legendre expansion can be advantageous
compared with (5.9) regarding asymptotic costs. Nevertheless, despite the fact that
the number of terms r is possibly not significantly smaller than for sparse Legendre
expansions, and the total computational cost may in fact be higher, an efficient
computation of low-rank approximations with controlled error in L2(Y,H
1
0 (Ω)) and
near-optimal basis functions as in (5.9) can still be of interest in many application
scenarios, for instance in the case of many parameter queries.
In the case of a low-rank approximation of the residual with simultaneous sparse
approximation in the tensor modes, the decomposition of v is more involved. For
p, q = 0, 1, 2, . . . an input v is then decomposed further into segments v[p,q] of rank
2p, where p refers to consecutive groups of 2p singular values of v, and q refers to
the best 2q-term approximations of the parametric contractions pi(y)(v), defined by
pi(y)ν (v) :=
(∑
λ∈S
|vλ,ν |2
)1/2
.
The routine apply(A,v; η)→ wη then yields finitely supported low-rank approxi-
mations
(5.10) wη :=
∑
p,q≥0
Jp,q(η)∑
j=1
(A˜j,p,q ⊗Mj)v[p,q] ,
with ‖wη −Av‖ ≤ η, where the number of terms Jp,q(η) is determined in an a pos-
teriori fashion from the norms ‖v[p,q]‖ as well as known bounds for the truncation
errors eJp,q from (5.7). Moreover, (A˜j,p,q⊗Mj)v[p,q] is an error-controlled approxi-
mation of (Aj ⊗Mj)v[p,q] obtained as in (5.1). Here, the change in compressibility
of Aj as j → ∞, which typically is driven by increasingly oscillatory features of
the functions ψj , crucially determines the resulting computational costs. Also in
this respect, a multilevel structure of the parametric expansion, as in (5.8), turns
out to be highly advantageous, in that it also leads to improved compressibility of
the matrices Aj . In summary, under this condition one can construct the approx-
imation (5.10) at near-optimal computational costs. For further details, we refer
to [6].
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Remark 5.1. A different technique for residual approximation for such prob-
lems, using finite element discretizations in space but also relying on contractions
pi(i)(v) similarly to the present approach, was proposed in [30] and shown to pro-
vide an upper bound for the error. However, for this method no suitable complexity
estimates are available.
5.2. Computational Complexity of Solvers. Independently of any spe-
cific solution algorithm, the residual approximations, discussed above, provide in-
formation on numerical errors in high-dimensional problems, where the costs of
evaluating these approximations in terms of their quality depend only mildly on
the dimensionality of the problem. Such residual approximations can, in particular,
be naturally used in iterative solvers as discussed in Section 3.3, which gradually
refine simultaneous sparse and low-rank approximations.
As indicated earlier, the residual approximations, as well as many further opera-
tions required in iterative solvers, increase the representation complexity of iterates,
especially concerning their tensor representation ranks. The computational com-
plexity of the resulting methods is therefore a crucial issue. Ideally, it should be
directly related to the convergence of corresponding best approximations; in the
case of low-rank approximations, however, one can generally not expect computa-
tional costs to remain strictly proportional to the number of degrees of freedom,
since the costs of many required procedures such as SVD scale nonlinearly in the
ranks.
A basic strategy for controlling approximation complexity, following the tem-
plate (3.10), is to combine error reduction (based, in particular, on residual approx-
imations) with a suitable complexity reduction. Whereas maintaining convergence
to the exact solution is straightforward with the ingredients we have introduced so
far, relating the computational complexity to the quality of best approximations
is substantially more delicate. We now discuss two basic approaches that rely on
hard and soft thresholding with judiciously chosen thresholding parameters.
5.2.1. Hard thresholding. This first approach is based on the observation that
if an input v is known to be quantifiably close to an unknown object u then, using
properly chosen thresholds, these routines produce a new approximation with a
slightly larger error but with near-minimal ranks or representation complexities,
respectively.
We will first frame the basic mechanisms underlying the reduction procedures
in abstract terms. To this end, let H be a Hilbert space and let {Sr}r∈N be a family
of subsets from which approximations are selected, where the parameter r controls
their complexity. For v ∈ H and η > 0, let
r¯(v, η) := min{r : (∃w ∈ Sr : ‖v − w‖ ≤ η)},
which is the minimal complexity parameter for which the best approximation from
these sets attains accuracy η. In addition, assume that there exists a linear projec-
tion P¯ (v, η) onto Sr¯(v,η) such that ‖v − P¯ (v, η)v‖ ≤ η.
Lemma 5.2. For any r, let Pˆr : H → Sr and eˆr : H → R+ be such that
‖v − Pˆr(v)‖ ≤ eˆr(v),
where for some κ > 0,
eˆr(v) ≤ κ inf
w∈Sr
‖v − w‖.
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For any α, η > 0, and for any u, v ∈ H with ‖u − v‖ ≤ η, let rˆ be minimal such
that erˆ(v) ≤ κ(1 + α)η. Then, for vˆ := Pˆrˆ(v) ∈ Srˆ one has
(5.11) ‖u− vˆ‖ ≤ (1 + κ(1 + α))η while rˆ ≤ r¯(u, αη).
Proof. Given u, v, η > 0 as above, by linearity of P¯ , we have for any fixed
α > 0
‖v − P¯ (u, αη)v‖H ≤ ‖(v − u)− P¯ (u, αη)(v − u)‖H
+ ‖u− P¯ (u, αη)u‖H ≤ (1 + α)η.(5.12)
On the other hand, we have for any r that
‖v − Pˆr(v)‖H ≤ κ inf
w∈Sr
‖v − w‖H ,
so that by (5.12), we have for r = r¯(v, αη)
‖v − Pˆr¯(v,αη)(v)‖H ≤ κ inf
w∈Sr¯(v,αη)
‖v − w‖H ≤ κ(1 + α)η.
Since, by definition rˆ is the minimal index providing accuracy κ(1+α)η, we conclude
that rˆ ≤ r¯(v, αη) so that the second relation in (5.11) follows, while the first relation
holds by the triangle inequality. 
Lemma 5.2 means roughly the following: suppose one has constructed an ex-
plicit finitely parametrized approximation v to an unknown u for which an error
bound η is known. In the present context v is the result of an error-controlled
reduction step Fn in (3.10). Then, re-approximating the explicitly given v within a
judiciously chosen tolerance, which is somewhat larger than the error bound η, pro-
vides a new approximation vˆ to the unknown u with a slightly worsened accuracy
but with near-optimal complexity.
More precisely, the approximation complexity of the computed recompressed
approximation vˆ in (5.11) can be quantified in terms of the corresponding best
approximations of u. For instance, take Σr as defined in (1.5), with a fixed basis
{ϕλ}λ∈N, as the approximation sets, where the complexity parameter is now the
number of nonzero coefficients r ∈ N. Both P¯ and Pˆr correspond to retaining the
coefficients of largest absolute value, and κ = 1. Then if u =
∑
λ uλϕλ with u ∈ As,
we have
r¯(u, ε) ≤ ‖u‖ 1sAsε−
1
s ,
and thus (5.11) gives ‖u− vˆ‖ ≤ ε with vˆ ∈ Σrˆ, where
rˆ ≤
(
2 + α
α
) 1
s
‖u‖ 1sAsε−
1
s .
In this manner, this observation appears first in the context of sparse approxima-
tions with respect to a given basis, as in adaptive wavelet schemes [19,20].
In the context of hierarchical tensor representations, r is the maximal entry in
the tuple of hierarchical ranks. In the simplest case d = 2, where H = H1⊗H2, we
choose Sr as the elements of rank at most r, and P¯ , Pˆr are given by the truncated
Hilbert-Schmidt expansion. Then if σ(u) ∈ As, in a completely analogous way we
obtain ‖u− vˆ‖ ≤ ε with vˆ ∈ Srˆ and
rˆ = rank(vˆ) ≤
(
2 + α
α
) 1
s
‖σ(u)‖ 1sAsε−
1
s .
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In this setting, cases where low-rank approximations are particularly attractive are
those where u satisfies
inf
rank(v)≤r
‖u− v‖ ≤ Ce−crβ
for some C, c, β > 0, corresponding to exponential-type decay of the singular value
sequence σ(u). In such cases we instead obtain
rˆ = rank(vˆ) ≤ (c−1 ln(C(2 + α)α−1ε−1))1/β . |ln ε|1/β .
For higher-order hierarchical tensors, the near-optimal projection Pˆr can be done
by the routine recompress implementing the HSVD hard thresholding operation
where, by Theorem 2.3, κ =
√
2d− 3. Under an analogous assumption
inf
max rE(v)≤r
‖u− v‖ ≤ Ce−crβ ,
which means that u ∈ AH((ecrβ )r∈N0), one then obtains
rˆ = max rE(vˆ) ≤
(
c−1 ln
(
C(1 + (1 + α)κ)α−1ε−1
))1/β
.
In the application of Lemma 5.2 to the control of the componentwise sparsity
in each tensor mode, as quantified by the contractions pi(i) in (3.18), r is the total
number of nonzero entries pi
(i)
λ for i = 1, . . . , d and λ ∈ Ii. Proposition 3.2 provides
the corresponding quasi-best approximation procedure Pˆr realized by coarsen.
As shown in [9], the two reduction procedures for hierarchical tensor decomposi-
tions and componentwise sparsity can be combined to achieve the quasi-optimality
property (5.11) simultaneously with respect to both types of approximation.
A corresponding adaptive schemes can be realized as in Algorithm 5.1 using
the routines coarsen and recompress described in Section 3.4.2, combined with
residual approximations using routines rhs(f ; η), apply(A,v; η). These latter rou-
tines generate, for any given target tolerance η > 0, error-controlled finite-rank and
finitely supported approximations such that
(5.13) ‖f − rhs(f ; η)‖`2(I) ≤ η, ‖Av − apply(A,v; η)‖`2(I) ≤ η.
In all cases, the accuracy requirements are ensured by a posteriori bounds, indepen-
dently of any prior assumptions on or knowledge of the given finitely parametrized
input.
One step in Algorithm 5.1 takes the basic form
(5.14) u¯← coarsen
(
recompress
(
u¯− ωrηA,ηf (u¯)
)
; ηrc
)
; ηcoa
)
,
where rηA,ηf (u¯) := apply(A, u¯; ηA)−rhs(f ; ηf ) with certain tolerances ηA, ηf , ηrc, ηcoa
of comparable size and geometric decay. The algorithm has an inner loop, where
steps (5.14) are applied to achieve an error reduction, corresponding to the map-
ping Fn in (3.10). In the outer loop, this is followed by a complexity reduction by
recompress and coarsen with sufficiently large tolerances, see step 11. As shown
in [9], Lemma 5.2 can be applied to infer joint quasi-optimality of hierarchical ranks
and mode frame supports provided that the parameters κ1, κ2, κ3, which control
the relative size of error and complexity reduction tolerances, are chosen as
(5.15)
κ1 =
(
1 + (1 + α)
(√
2d− 3 +
√
d+
√
(2d− 3)d))−1 ,
κ2 =
√
2d− 3 (1 + α)κ1 , κ3 =
√
d (
√
2d− 3 + 1)(1 + α)κ1 .
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Algorithm 5.1 uε = solve(A, f ; ε)
input
{
ω > 0 and ρ ∈ (0, 1) such that ‖I− ωA‖ ≤ ρ,
cA ≥ ‖A−1‖, ε0 ≥ cA‖f‖,
κ1, κ2, κ3 ∈ (0, 1) with κ1 + κ2 + κ3 ≤ 1, and β1 ≥ 0, β2 > 0.
output uε satisfying ‖uε − u‖ ≤ ε.
1: u0 := 0
2: k := 0, I := min{j : ρj(1 + (ω + β1 + β2)j) ≤ 12κ1}
3: while 2−kε0 > ε
4: wk,0 := uk, j ← 0
5: while j < I
6: ηk,j := ρ
j+12−kε0
7: rk,j := apply(wk,j ;
1
2ηk,j)− rhs( 12ηk,j)
8: wk,j+1 := coarsen
(
recompress(wk,j − ωrk,j ;β1ηk,j);β2ηk,j
)
9: j ← j + 1.
10: end while
11: uk+1 := coarsen
(
recompress(wk,j ;κ22
−(k+1)ε0);κ32−(k+1)ε0
)
12: k ← k + 1
13: end while
14: uε := uk
uk wk,j uk+1
· · · · · ·
Figure 1. Illustration of Algorithm 5.1, for d = 2 with coefficient
arrays determined by sums of outer products of sparse vectors:
starting from uk, in the inner loop (steps 2–11), ranks are increased
and degrees of freedom are activated (shown in red) in wk,j for j =
1, . . . , J . Small coefficients are removed in the re-approximation
step of line 11 to obtain uk+1.
Remark 5.3. It is easy to see that for any given tolerance ε, Algorithm 5.1
terminates after O(| ln ε|) steps, producing a coefficient array uε such that ‖u −
uε‖`2(I) ≤ ε. We emphasize that convergence of the algorithm is guaranteed in-
dependently of any additional conditions on the unknown solution array u. The
performance of the algorithm, i.e., the numerical cost of computing uε, can, of
course, only be quantified under certain assumptions on the solution.
5.2.2. Complexity bounds in model cases. Guided by the findings in Section 4,
we proceed to formulate the relevant assumptions and benchmark properties for
the problem scenarios (I) and (II) for which we will quantify the performance of
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Algorithm 5.1. For a detailed account we refer to [10,11], in particular regarding
the dependence on d of various constants.
In this regard, similar assumptions are suitable for the model problems in sce-
nario (I) and in scenario (II) with d <∞, since in both cases we expect
(5.16) u ∈ AH(γ), γ(n) = ecnβ , for some c, β > 0 .
For the sparse approximability in each tensor mode, we may assume
(5.17) pi(i)(u) ∈ As, i = 1, . . . , d, for some s > 0.
Then for any ε > 0, the result of Algorithm 5.1 after the final complexity reduction
step satisfies3, as a consequence of Lemma 5.2,
max rE(uε) . (|ln ε|+ ln d)1/β ,(5.18)
d∑
i=1
# supp(pi(i)(uε)) . d1+s
−1 ( d∑
i=1
‖pi(i)(u)‖As
) 1
s
ε−
1
s .(5.19)
Note that # supp(pi(i)(uε)) is the number of degrees of freedom in tensor mode i.
Thus, in other words, ranks and discretization sizes in the result are quasi-optimal.
Moreover, one has
‖uε‖AH(γu) .
√
d ‖u‖AH(γu) ,(5.20)
d∑
i=1
‖pi(i)(uε)‖As . d1+max{1,s}
d∑
i=1
‖pi(i)(u)‖As .(5.21)
For the proofs of the estimates (5.18), (5.19), (5.20), (5.21), see [9,11]. Note that
these bounds hold after every execution of the outer loop in Algorithm 5.1, with ε
replaced by the accuracy 2−kε0 of the current iterate uk.
On this basis, we obtain estimates for the total computational complexity of
the adaptive scheme, which depends mainly on the computational costs of residual
approximations in the inner loop. At this point, we need to exploit structural
properties of A. Specifically, we refer to [6,10,11] where s∗-compressibility of the
tensor components of A has been established. The value of s∗ depends on diffusion
coefficients, the choice of the Riesz-basis, and in scenario (II), on the properties
of the parametric expansions. Furthermore, we need to make some additional
technical assumptions concerning approximability of f , including f ∈ AH(γ). These
properties of the problem data can, in principle, be verified.
In case (I), for the bound of the complexity of apply(A,v; η)→ wη, we assume
in addition that u ∈ Ht(Ω) for some t > 1. One can then bound the ranks mˆ(η,v)
required for the approximate rescaling S˜−1m(v,η). Then one obtains estimates of the
form
(5.22) ri(wη) ≤ (mˆ(η,v))2Rri(v), i = 1, . . . , E,
3If β ≤ 1, the estimate (5.18) can be quantified more precisely in terms of ‖u‖AH(γ); see [9].
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where R bounds the representation ranks of T (for instance, R = 2 in the case
A = −∆). Moreover, whenever s < s∗,
(5.23)
#(supp(pi(i)(wη)) .
( d∑
j=1
‖pi(i)(v)‖As
)1/s
η−1/s,
‖pi(i)(wη)‖As . d‖pi(i)(v)‖As ,
with hidden constants depending in particular on A; for details, see [11, §6.2]. Thus,
for a certain approximability range s < s∗, the approximate operator application
preserves joint mode frame sparsity.
With (5.22), (5.23), and taking into account that the costs of each iteration
in the inner loop are dominated by those for the HSVD of iterates and residual
approximations, we arrive at the bound
(5.24) ops(uε) . dC1 ln d(1+|ln ε|)C2 ln d+2/β ε− 1s
for the total computational costs of Algorithm 5.1, where C1, C2 > 0 are constants
independent of d and ε. Similar (and slightly more favorable) estimates hold for (I)
with error control in L2, see [10].
In scenario (II) with d <∞, the situation is similar, but instead of (5.22) one
has the η-independent bound ri(wη) ≤ (d+1)ri(v), i = 1, . . . , E. As a consequence,
the complexity bound improves to
(5.25) ops(uε) . dC ln d|ln ε|2/βε− 1s ,
with C > 0 independent of d and ε.
Concerning the dependence on d, the bounds (5.24), (5.25) are in general far
from sharp: also in the inner loop of Algorithm 5.1, the ranks of iterates typically
remain lower than guaranteed by the available upper bounds. However, the es-
timates (5.24), (5.25) still show a growth in d that is far below exponential, and
thus ensure that low-rank methods can indeed break the curse of dimensionality
for these problems also in terms of their total computational cost.
In scenario (II) with d =∞, we again consider low-rank approximation with a
single separation between spatial and parametric degrees of freedom as in (5.9). As-
suming that the parametric expansion functions ψj have multilevel structure accord-
ing to (5.8), one immediately obtains from the results in [7] that pi(x)(u), pi(y)(u) ∈
As for any s < α/m. In view of the discussion in 4.2.2, for the singular values σ(u)
of u this implies σ(u) ∈ As for any s < α/m. Unfortunately, one cannot in general
expect stronger summability of σ(u); that is, in this setting the singular values of
u generally decay only algebraically.
In this case, as a consequence of Lemma 5.2, one has
(5.26) rank(uε) . ε−
1
s ‖σ(u)‖ 1sAs , ‖σ(uε)‖As . ‖σ(u)‖As ,
as well as estimates for # supppi(i)(uε), i = x, y, analogous to (5.19), (5.21).
Under certain assumptions on the parametric representation of the diffusion co-
efficient, the compressibility on Aj is quantified in [6] based on which apply(v; η)→
wη, as in (5.10), is shown to exhibit near optimal performance also in this case.
Specifically, one has
rank(wη) . η−
1
s ‖σ(v)‖ 1sAs(1 + |log η|)1/β ,
‖σ(wη)‖As . ‖σ(v)‖As(1 + |log η|)s¯/β ,
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as well as
‖pi(y)(wη)‖As . ‖pi(y)(v)‖As(1 + |log η|)s/β
and analogous bounds for ‖pi(x)(wη)‖As . These estimates show a logarithmic degra-
dation in the target tolerances. Nevertheless, they allow one to establish the esti-
mate
(5.27) ops(uε) . (1 + |log ε|)ζ
(
ε−
1
s ‖σ(u)‖ 1sAs
)2 ∑
i∈{x,y}
ε−
1
s ‖pi(i)(u)‖− 1sAs ,
where ζ > 0 depends on s, on cond(A), and on the parameters in Algorithm 5.1.
Further details can be found in [6]. Thus, in this case with algebraic decay of singu-
lar values, although the arising ranks are quasi-optimal, the quadratic dependence
of the cost of the SVD on these ranks leads to substantially less favorable costs
of low-rank approximations. This effect is essentially unavoidable by any low-rank
scheme using a separation of spatial and parametric variables.
Remark 5.4. As outlined in Section 3.3, an alternative to the perturbed Richard-
son iteration in Algorithm 5.1 consists in solving a sequence of Galerkin discretiza-
tions that are successively refined using residual approximations as considered in
Section 5.1. As shown in [2], such an approach leads to analogous asymptotic
complexity bounds, with potential for quantitative improvements in the numerical
costs.
5.2.3. Soft thresholding. A second basic approach to control the complexity of
iterates in a scheme of the form (3.10) is to choose a reduction operation Rn which
is non-expansive, that is, ‖Rn(u) − Rn(v)‖ ≤ ‖u − v‖. As a consequence, if Fn
is a contraction, then Rn ◦ Fn is still a contraction for each n. This applies, in
particular, to the soft thresholding operation, which can be applied entry-wise to
sparse expansions, or to the hierarchical singular values of tensors as discussed in
Section 2.3.
Compared to the truncation of the HSVD by hard thresholding, one has the
interesting feature that convergence of the iteration is preserved regardless of the
thresholding value. Rather than thresholding with a sufficiently large tolerance
whenever a sufficient error reduction has been achieved, one can therefore simply
threshold in every iteration step, with parameters that decrease sufficiently slowly.
Let us take a closer look at this in the case Fn = F , that is, the underlying
iteration is stationary. One key observation for establishing quasi-optimality of
ranks is that the limit of the iteration with the thresholded mapping Sα ◦ F can
be related to the thresholded exact solution.
Lemma 5.5. Let F be a contraction with Lipschitz constant ρ < 1 and unique
fixed point u, let α > 0 and let uα be the unique fixed point of Sα ◦ F . Then
(1 + ρ)−1‖Sα(u)− u‖ ≤ ‖uα − u‖ ≤ (1− ρ)−1‖Sα(u)− u‖.
Up to mildly dimension-dependent constants (recall that E = 2d−3), the rank
reduction by Sα produces quasi-optimal ranks:
(i) In the case of algebraic decay of singular values, that is, σ(i)(u) ∈ As with
s > 0 for i = 1, . . . , E, with Cu,s := maxi‖σ(i)(u)‖As , we have ‖Sα(u)− u‖ ≤
EC
1/(2s+1)
u,s α2s/(2s+1) with ranks
max rE(Sα(u)) ≤ (Cu,sα−1)2/(2s+1).
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This means that ‖Sα(u)− u)‖ ≤ ε with
(5.28) max rE(Sα(u)) ≤ (ECu,s)1/sε−1/s.
(ii) If σ
(i)
k (u) ≤ Ce−ck
β
for k ∈ N with C, c, β > 0, then ‖Sα(u)− u‖ ≤ C1E(1 +
|logα|)1/(2β)α with ranks
max rE(Sα(u)) ≤ (c−1|logCα−1|)1/β ≤ C2(1 + |logα|)1/β .
This gives ‖Sα(u)− u)‖ ≤ ε, for ε < 1, with
(5.29) max rE(Sα(u)) ≤ C3(1 + |log ε|)1/β ,
where C1, C2, C3 > 0 depend on C, c, β.
The link from thresholded approximations to the approximability of exact so-
lutions is provided by the following lemma.
Lemma 5.6. Let u, v ∈ H, α > 0, and ε > 0 such that ‖u− v‖ ≤ ε.
(i) If σ(i)(u) ∈ As with s > 0 for all i = 1, . . . , E, then
ri
(
Sα(v)
) ≤ 4ε2
α2
+ Cs
(‖σ(i)(u)‖Asα−1)2/(2s+1) .
(ii) If σ
(i)
k (u) ≤ Ce−ck
β
for k ∈ N with C, c, β > 0, then
ri
(
Sα(v)
) ≤ 4ε2
α2
+
(
c−1 ln(2Cα−1)
)1/β
.
To obtain an iterative method with quasi-optimal ranks for all iterates, it thus
suffices to ensure that the first terms of order ε2/α2 in the above estimates remain
comparable to the respective second terms by decreasing α sufficiently slowly.
For elliptic problems in well-conditioned representations Au = f , this can be
realized using a Richardson iteration (3.8). Let ω > 0 be such that ξ := ‖I−ωA‖ <
1. The basic iterative method applied to the present problem has the form
(5.30) un+1 = Sαn
(
un − ω(Aun − f)), n ≥ 0,
with u0 = 0 and αn → 0 determined (according to [12, Alg. 2]) as follows: set
α0 = ω‖f‖2/(d− 1), and for a fixed B¯ > ‖A‖, take
(5.31) αn+1 =
{
1
2αn, if ‖un+1 − un‖2 ≤ 1−ξξB¯ ‖Aun+1 − f‖,
αn, else.
As shown in [12], the scheme given by (5.30), (5.31), converges linearly and
each iterate un satisfies quasi-optimal rank estimates of the form (5.28) or (5.29)
provided that the exact solution u has the corresponding approximability.
This is potentially stronger than the result for hard thresholding, where one
cannot rule out that ranks in the inner loop of Algorithm 5.1 between steps 3 and 11
cumulatively increase due to repeated (approximate) application of A before being
reduced to near-optimality in step 11. In contrast, in (5.30), (5.31), the iterates
are returned to quasi-optimality after every single application of A. However, in
the form given above and in [12], the soft thresholding method still assumes a fixed
discretization (or an idealized iteration on the full sequence space) and does not yet
incorporate adaptive discretizations.
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6. Conclusions and Outlook
The methods discussed in this article rest on two conceptual pillars. First,
they invoke strategies for estimating errors with respect to the underlying contin-
uous problem in highly nonlinear approximations of solutions of high-dimensional
PDEs, combining adaptive discretizations with low-rank expansions. Exploiting the
mapping properties of the underlying continuous operator is essential. These strate-
gies are based on the approximate evaluation of residuals in function spaces and
are guaranteed to remain computationally feasible even in very high-dimensional
settings as they progress from coarse to fine with certified accuracy at each stage.
Second, they employ basic complexity reduction mechanisms for ensuring quasi-
optimality of computed approximations That is, they ensure that their representa-
tion complexities remain comparable to those of corresponding best approximations
of the same accuracy. This can be achieved, in particular, by the truncation of the
hierarchical singular value decomposition up to a judiciously chosen tolerance. An
alternate strategy is based on soft thresholding, which has the advantage of pre-
serving the convergence of iterative methods for any thresholding parameter.
The combination of the approximate residual evaluations with such recompres-
sion strategies enables the construction of iterative methods that converge to the
exact solutions of the continuous problem with near-optimal computational costs.
As we have noted, soft thresholding can, in principle, give slightly stronger bounds
on the total computational complexity, since the ranks of all iterates are under con-
trol, and the bounds are therefore less dependent on the ranks of operators. This
approach, however, has not yet been combined with adaptive discretizations.
We have confined the discussion to highlighting the essential conceptual mech-
anisms. Corresponding findings are illustrated by first numerical experiments in
[6,10,11]; in particular, comparisons with other methods are given in [10]. While
these experiments confirm the near-optimal asymptotic complexity bounds for the
resulting methods, much room is certainly left for optimizing corresponding con-
crete implementations with regard to quantitative practical performance.
Concerning the basic construction of solvers, there is a variety of methods that
follow a quite different philosophy in using minimization principles for optimiz-
ing tensor decompositions for fixed discretizations, for instance ALS [40, 50, 55],
DMRG [53, 54], AMEn [29], or Riemannian optimization methods [44]. Compa-
rably little is known, however, on their global convergence properties, let alone the
total computational complexity of such methods in relation to the output accuracy.
As a possible further direction, they could, however, serve as additional inner it-
erations for accelerating the convergence of error-controlled methods as considered
here.
Here we have concentrated on the application to linear operator equations. For
other problem classes, such as eigenvalue problems or time-dependent problems,
only rather preliminary results on error-controlled low-rank methods are available,
see, e.g., [3,4]. Many additional challenges in the application of the basic principles
discussed here to such problems remain open.
References
1. M. Ali and A. Nouy, Singular value decomposition in Sobolev spaces, arXiv:1809:11001, 2018.
2. M. Ali and K. Urban, HT-AWGM: A hierarchical Tucker-adaptive wavelet galerkin method
for high dimensional elliptic problems, arXiv preprint arXiv:1805.12016, 2018.
42 ADAPTIVE LOW-RANK APPROXIMATIONS FOR OPERATOR EQUATIONS
3. R. Andreev and C. Tobler, Multilevel preconditioning and low-rank tensor iteration for space–
time simultaneous discretizations of parabolic PDEs, Numerical Linear Algebra with Appli-
cations 22 (2015), no. 2, 317–337.
4. M. Bachmayr, Adaptive low-rank wavelet methods and applications to two-electron
Schro¨dinger equations, Ph.D. thesis, RWTH Aachen, 2012.
5. M. Bachmayr and A. Cohen, Kolmogorov widths and low-rank approximations of parametric
elliptic PDEs, Math. Comp. 86 (2017), 701–724.
6. M. Bachmayr, A. Cohen, and W. Dahmen, Parametric PDEs: Sparse or low-rank approxi-
mations?, IMA Journal of Numerical Analysis 38 (2018), 1661–1708.
7. M. Bachmayr, A. Cohen, and G. Migliorati, Sparse polynomial approximation of parametric
elliptic PDEs. Part I: affine coefficients, ESAIM Math. Model. Numer. Anal. 51 (2017), no. 1,
321–339.
8. , Representations of Gaussian random fields and approximation of elliptic PDEs with
lognormal coefficients, J. Fourier Anal. Appl. 24 (2018), no. 3, 621–649.
9. M. Bachmayr and W. Dahmen, Adaptive near-optimal rank tensor approximation for high-
dimensional operator equations, Found. Comput. Math. 15 (2015), no. 4, 839–898.
10. , Adaptive low-rank methods for problems on sobolev spaces with error control in l2,
ESAIM: Mathematical Modelling and Numerical Analysis 50 (2016), 1107–1136.
11. , Adaptive low-rank methods: Problems on Sobolev spaces, SIAM J. Numer. Anal. 54
(2016), 744–796.
12. M. Bachmayr and R. Schneider, Iterative methods based on soft thresholding of hierarchical
tensors, Foundations of Computational Mathematics 17 (2017), 1037–1083.
13. M. Bachmayr, R. Schneider, and A. Uschmajew, Tensor networks and hierarchical tensors for
the solution of high-dimensional partial differential equations, Foundations of Computational
Mathematics 16 (2016), 1423–1472.
14. J. Ballani and L. Grasedyck, A projection method to solve linear systems in tensor format,
Numerical Linear Algebra with Applications 20 (2013), no. 1, 27–43.
15. G. Beylkin and M. J. Mohlenkamp, Numerical operator calculus in higher dimensions, PNAS
99 (2002), no. 16, 10246–10251.
16. M. Billaud-Friess, A. Nouy, and O. Zahm, A tensor approximation method based on ideal
minimal residual formulations for the solution of high-dimensional problems, ESAIM Math.
Model. Numer. Anal. 48 (2014), no. 6, 1777–1806.
17. D. Braess and W. Hackbusch, Approximation of 1/x by exponential sums in [1,∞), IMA
Journal of Numerical Analysis 25 (2005), 685–697.
18. , On the efficient computation of high-dimensional integrals and the approximation
by exponential sums, Multiscale, Nonlinear and Adaptive Approximation, R. DeVore and A.
Kunoth, Eds., Springer Berlin Heidelberg, 2009.
19. A. Cohen, W. Dahmen, and R. DeVore, Adaptive wavelet methods for elliptic operator equa-
tions: Convergence rates, Mathematics of Computation 70 (2001), no. 233, 27–75.
20. , Adaptive wavelet methods II – beyond the elliptic case, Foundations of Computational
Mathematics 2 (2002), no. 3, 203–245.
21. A. Cohen and R. DeVore, Approximation of high-dimensional parametric PDEs, Acta Numer.
24 (2015), 1–159.
22. A. Cohen, R. DeVore, and C. Schwab, Convergence rates of best N-term Galerkin approxi-
mations for a class of elliptic sPDEs, Found. Comput. Math. 10 (2010), no. 6, 615–646.
23. A. Cohen, R. Devore, and C. Schwab, Analytic regularity and polynomial approximation of
parametric and stochastic elliptic PDE’s, Anal. Appl. (Singap.) 9 (2011), no. 1, 11–47.
24. W. Dahmen, Wavelet and multiscale methods for operator equations, Acta Numerica 6 (1997),
55–228.
25. W. Dahmen, R. DeVore, L. Grasedyck, and E. Su¨li, Tensor sparsity of solutions to high-
dimensional elliptic partial differential equations, Foundations of Computational Mathematics
16 (2016), no. 4, 813–874.
26. V. de Silva and L.-H. Lim, Tensor rank and the ill-posedness of the best low-rank approxima-
tion problem, SIAM Journal on Matrix Analysis and Applications 30 (2008), no. 3, 1084–1127.
27. R. DeVore, Nonlinear approximation, Acta Numerica 7 (1998), 51–150.
28. S. Dolgov and T Vejchodsky´, Guaranteed a posteriori error bounds for low rank tensor ap-
proximate solutions, (2019).
ADAPTIVE LOW-RANK APPROXIMATIONS FOR OPERATOR EQUATIONS 43
29. S. V. Dolgov and D. V. Savostyanov, Alternating minimal energy methods for linear systems
in higher dimensions, SIAM J. Sci. Comput. 36 (2014), A2248–A2271.
30. M. Eigel, M. Pfeffer, and R. Schneider, Adaptive stochastic Galerkin FEM with hierarchical
tensor representations, Numerische Mathematik 136 (2017), no. 3, 765–803.
31. A. Falco´ and W. Hackbusch, On minimal subspaces in tensor representations, Foundations
of Computational Mathematics 12 (2012), 765–803.
32. I. P. Gavrilyuk, W. Hackbusch, and B. N. Khoromskij, H-matrix approximation for the op-
erator exponential with applications, Numer. Math. 92 (2002), no. 1, 83–111.
33. C. J. Gittelson, Adaptive wavelet methods for elliptic partial differential equations with ran-
dom operators, Numer. Math. 126 (2014), 471–513.
34. C.J. Gittelson, An adaptive stochastic galerkin method for random elliptic operators, Mathe-
matics of Computation 82 (2013), 1515–1541.
35. L. Grasedyck, Hierarchical singular value decomposition of tensors, SIAM J. Matrix Anal.
Appl. 31 (2010), no. 4, 2029–2054.
36. L. Grasedyck, D. Kressner, and Ch. Tobler, A literature survey of low-rank tensor approxi-
mation techniques, GAMM-Mitteilungen 36 (2013), no. 1, 53–78.
37. W. Hackbusch, Tensor spaces and numerical tensor calculus, Springer Series in Computational
Mathematics, vol. 42, Springer-Verlag Berlin Heidelberg, 2012.
38. W. Hackbusch, B.N. Khoromskij, and E.E. Tyrtyshnikov, Approximate iterations for struc-
tured matrices, Numerische Mathematik 109 (2008), 119–156.
39. W. Hackbusch and S. Ku¨hn, A new scheme for the tensor representation, Journal of Fourier
Analysis and Applications 15 (2009), no. 5, 706–722.
40. S. Holtz, T. Rohwedder, and R. Schneider, The alternating linear scheme for tensor opti-
mization in the tensor train format, SIAM J. Sci. Comput. 34 (2012), no. 2, A683–A713.
41. B. N. Khoromskij and I. Oseledets, Quantics-TT collocation approximation of parameter-
dependent and stochastic elliptic PDEs, Comput. Methods Appl. Math. 10 (2010), no. 4,
376–394.
42. B. N. Khoromskij and C. Schwab, Tensor-structured Galerkin approximation of parametric
and stochastic elliptic PDEs, SIAM J. Sci. Comput. 33 (2011), no. 1, 364–385.
43. T. G. Kolda and B. W. Bader, Tensor decompositions and applications, SIAM Review 51
(2009), no. 3, 455–500.
44. D. Kressner, M. Steinlechner, and B. Vandereycken, Preconditioned low-rank riemannian
optimization for linear systems with tensor product structure, SIAM J. Sci. Comput. 38
(2016), no. 4, A2018–A2044.
45. D. Kressner and C. Tobler, Low-rank tensor Krylov subspace methods for parametrized linear
systems, SIAM J. Matrix Anal. Appl. 32 (2011), no. 4, 1288–1316.
46. L. De Lathauwer, B. De Moor, and J. Vandewalle, A multilinear singular value decomposition,
SIAM Journal on Matrix Analysis and Applications 21 (2000), no. 4, 1253–1278.
47. I. V. Oseledets, Tensor-train decomposition, SIAM Journal on Scientific Computing 33 (2011),
no. 5, 2295–2317.
48. I.V. Oseledets and E.E. Tyrtyshnikov, Breaking the curse of dimensionality, or how to use
SVD in many dimensions, SIAM Journal on Scientific Computing 31 (2009), no. 5, 3744–3759.
49. T. Poggio, H. Mhaskar, L. Rosasco, B. Miranda, and Liao Q., Why and when can deep-but
not shallow-networks avoid the curse of dimensionality: a review, Int. J. Autom. Comput.
14 (2017), no. 5, 503–519.
50. T. Rohwedder and A. Uschmajew, On local convergence of alternating schemes for optimiza-
tion of convex problems in the tensor train format, SIAM J. Numer. Anal. 51 (2013), no. 2,
1134–1162.
51. C. Schwab and R.P. Stevenson, Adaptive wavelet algorithms for elliptic pde’s on product
domains, Mathematics of Computation 77 (2008), 71–92.
52. L. R. Tucker, Contributions to mathematical psychology, ch. The extension of factor analysis
to three-dimensional matrices, pp. 109–127, Holt, Rinehart & Winston, New York, 1964.
53. G. Vidal, Efficient classical simulation of slightly entangled quantum computations, Phys.
Rev. Lett. 91 (2003), no. 14, 147902.
54. S. R. White, Density matrix formulation for quantum renormalization groups, Phys. Rev.
Lett. 69 (1992), 2863–2866.
55. , Density matrix renormalization group algorithms with a single center site, Phys.
Rev. B 72 (2005), no. 18, 180403.
44 ADAPTIVE LOW-RANK APPROXIMATIONS FOR OPERATOR EQUATIONS
56. D. Yarotsky, Error bounds for approximations with deep ReLU networks, Neural Netw. 94
(2017), 103–114.
