constituents such as moisture within the PBL as well as in the free atmosphere. The 7 accuracy of the PBL scheme is critical for forecasts of local thermally and 8 mechanically driven flows and air quality, and it also affects forecasts of larger-scale 9 meteorological phenomena (Hacker and Snyder 2005) . Errors and uncertainties 10 associated with PBL schemes remain one of the primary sources of inaccuracies in 11 model simulations (Pleim 2007b; . 12
Parameter estimation offers a way to improve the accuracy of 13 parameterizations such as PBL schemes. Parameter estimation is a technique for 14 determining the best value of certain model parameters through data assimilation 15 or similar techniques. When applied to parameterizations of meteorological 16 processes, one hopes to identify optimal parameter values within a given 17 parameterization, with "optimal" defined over some appropriate domain in space 18 and time. 19
For the specific application of optimizing a PBL scheme, the parameters to be 20 estimated are not necessarily limited to numerical constants that appear explicitly 21 in the parameterization formulation.
For example, one could create a 22 superparameterization, in which vertical mixing is computed as a weighted average 23 11/23/09 of the mixing produced by various PBL schemes, and the weighting values would be 1 the targets of parameter estimation. Alternatively, one could expand the set of 2 estimable parameters within a single parameterization to allow for structural 3 changes to the parameterization itself. 4
The set of possible parameters to be estimated is infinite. Consider a simple 5 parameterization at grid point i of y i in terms of x i : 6 
) 14
The assertion that (1) is an optimal parameterization is equivalent to the 15 assertion that all but one of the A's in (2)-(4) are optimally set equal to zero. In 16 principle, all of the A's in (2)-(4), and other parameters besides, are hidden or 17 implicit parameters that are also candidates for parameter estimation. 18
The optimization problem for parameter estimation may be defined locally 19 or globally. Global parameter estimation involves the search for a single parameter 20 value that performs best in all situations. Local parameter estimation allows for 21
Description of the ACM2 scheme and its potentially identifiable

parameters
13
The ACM2 PBL scheme (Pleim 2007a (Pleim , 2007b includes an eddy diffusion 14 component in addition to the explicit nonlocal transport of the original ACM1 15 scheme (Pleim and Chang 1992) . A weighting factor is used to govern the portion of 16 mixing due to local diffusion and nonlocal transport. The inclusion of a local eddy 17 diffusion component leads to a more realistic representation of the shape of the 18 vertical profiles of model variables near the surface (Pleim 2007a) . For stable or 19 neutral conditions, the portion of mixing due to nonlocal transport is set to zero, 20 thus the ACM2 scheme transits to use pure local eddy diffusion to handle vertical 21 mixing. The potentially identifiable parameters in ACM2 as implemented in WRF 22
Version 3 are discussed in the following paragraphs. For a full description of the 23 11/23/09 ACM2 scheme and definitions of all variables, see Pleim (2007a Pleim ( , 2007b . We discuss 1 here only those formulae and variables that are essential for understanding the nature of 2 the potentially identifiable parameters or that are different in the WRF implementation of 3
ACM2. 4
For the local vertical eddy diffusion, the maximum of two methods of eddy 5 diffusivity (Kz) calculation (i.e., a PBL scaling form of Kz and a local formulation of 6 Kz) is applied. The PBL scaling form of Kz within the boundary layer may be written 7 (after Pleim 2007a, Eq. 12) as 8
where k is the von Karman constant (well known to within about 10% and 10 therefore not very adjustable), φ is the similarity profile function (with different symbols 11 for heat (φ h ) and momentum (φ m )), z is the height above ground level, and h is the height 12 above ground level of the top of the boundary layer (PBLH). The exponent p is a hidden 13 parameter; Eq. 12 of Pleim (2007a) uses the value "2" rather than the symbol p. The 14 value of p partly determines the magnitude of the diffusivity, with smaller values leading 15 to stronger diffusivity, and partly determines the level at which the diffusivity is a 16 maximum. When p = 1, diffusivity peaks in the middle of the boundary layer; the 17 diffusivity maximum moves progressively lower for larger values of p. Troen and Mahrt 18 (1986) consider values ranging from 1-3 for this parameter. 19
In the ACM2 implementation in WRF, φ m is used for computing the friction 20 velocity u * , but φ h is used in (5) for computing the vertical mixing coefficient Kz for 21 momentum as well as for temperature and mixing ratios. In earlier tests, little difference 22 was found in computing a separate Kz for momentum.11/23/09
The universal functions φ h and φ m have been the subject of considerable research, 1 and a variety of formulations exist (Foken 2006) . For unstable conditions, a fairly 2 general representation of the relationship between the two universal functions is 3
(6) 4 P is a hidden parameter. The ACM2 scheme uses P = 1 (Pleim 2007a ), but other 5 values are possible and affect the local value of the Prandtl number. According to Foken 6 (2006) , the physical range of P is small, perhaps 0.95 to 1.35. A suitable range for P is 7 0.9 to 1.5. 8
For stable conditions, the profile functions of φ h and φ m are given (Pleim 2007b) Pleim (2007b) uses 5 for the value of the hidden variable r. According to Foken 14 (2006) , the presently accepted value is r = 6, so it would be reasonable to allow r to range 15 from 4.5 to 7. 16
The local formulation of Kz in the ACM2 scheme takes several forms depending 17 on the value of the local Richardson number Ri: 18 Ri > Rc:
Ri < 0:
where11/23/09
Here we have corrected transcription errors in Pleim (2007b, Eqs. 4 and 5) and 4 written a generalized form for (11) and (13). The ACM2 value of j is 25 (not 0.25 as 5 stated in Pleim 2007b), but this parameter, arising only in cases of absolute instability, is 6 not expected to be observable. The local Richardson number Ri includes the effects of 7 moisture and is compared to a critical Richardson number Rc for identification of the 8 stability regime. The ACM2 value for Rc is 0.25, with a plausible range of values from 9 0.2 to 1.0. The parameter λ is the asymptotic value of the turbulent length scale. It is set 10 to 80 m in the ACM2 scheme, but is not well constrained and may be taken to vary from 11 40 m to 120 m. 12
The current WRF (3.1) implementation of the ACM2 scheme has K zo = K v Δz 13 which, in the context of (13), means that hidden parameter V=1. In this implementation 14 K v depends on vertical resolution. A previous implementation has K zo = K c , which 15 corresponds to V=0. The formulation in (13) allows parameter estimation of V to 16 determine which of the two formulations is most appropriate. ACM2 has K v = 0.001. It 17 is sufficiently poorly known that it is plausible to allow it to range over an order of 18 magnitude or more. Parameter estimation of K c is probably not possible when K v and V 19 are being estimated because of distinguishability issues. 20
A weighting factor of f conv is used to control the portion of mixing due to the 21 nonlocal transport (Pleim 2007a ) 22
Here w * is the conventional convective velocity scale. The adjustable constant is 1 0.1a, and observations of the vertical profile of temperature should directly affect the 2 proper value of 0.1a. The full plausible range of 0.1a is between 0 and infinity, with 0 3 corresponding to fully local mixing and infinity corresponding to fully nonlocal mixing. 4
The latter situation reduces to the ACM1 scheme (Pleim and Chang 1992) . In ACM2, 5 0.1a = 0.72. The fraction of similarity functions in (14) reduces to P, but in our tests we 6 keep the value of this fraction at 1 in (14) . Thus all variations in the specified fraction of 7 nonlocal mixing are subsumed into parameter 0.1a. 8
The ACM2 scheme is sensitive to the diagnosed height of the top of the boundary 9 layer (h, also known as PBLH). PBLH is involved in the calculation of both local and 10 nonlocal mixing. The height of the PBL top h is diagnosed as the level at which the bulk 11
Richardson number, calculated from the ground up under stable conditions and from the 12 top of the convectively unstable layer under unstable conditions, equals a critical 13
Richardson number Ri crit . The designation of stable vs. unstable conditions depends upon 14 h, the Monin-Obukhov length, and the lapse rate between the lowest two model levels. 15
The top of the convectively unstable layer is identified where the potential temperature 16 equals the potential temperature of a buoyant plume originating from the surface. In 17 general, a larger Ri crit corresponds to a larger h and greater exchange between the free 18 atmosphere and the PBL. In ACM2 the value of Ri crit is set to 0.25. The plausible range 19 of values of Ri crit is 0.2 to 1.2, corresponding on the low end to an assumption of a finite 20 amount of time for turbulence to develop in the face of instability and on the high end to 21 turbulence producing a stable profile rather than a neutral one. Note that the parameter 22
Ri crit is a criterion for a bulk Richardson number and is used only in the definition of h, 23 11/23/09 while Rc, appearing in (9)-(11), is a criterion for a local Richardson number and is used 1 to determine the stability regime. Thus, it is not inconsistent to allow Ri crit and Rc to vary 2
independently. 3
The potential temperature of a buoyant plume (used in PBLH calculations above) 4 is (Pleim 2007a ): 5
. (15) 6 The first term on the right hand side is the virtual potential temperature of the 7 lowest model layer, and the numerator is the surface heat flux (Pleim 2007a) . The excess 8 virtual temperature is sensitive to the scaling factor b for the heat flux, with larger values 9 of b corresponding to larger excess buoyancy. Holtslag and Boville (1993) 
and this value is adopted in ACM2, but as the thickness of the lowest model layer 11 decreases the magnitude of the excess buoyancy relative to the lowest model layer should 12 also decrease. Thus b could potentially be much smaller than 8.5, and a plausible range 13 would be from 0 to 10. As b becomes small, so does the height of the top of the PBL, h. 14 Table 1 summarized the complete list of potentially identifiable parameters 15 discussed above. Together, the set of parameters affects unstable and stable mixing and 16 has the potential to significantly alter the performance of the ACM2 scheme. The next 17 step is to run an ensemble of simulations with these variables chosen within their full 18 plausible range and to determine experimentally the nature of the sensitivity of the WRF 19 scheme to each of these parameters. Then, a final decision may be made on which 20 parameters to estimate through data assimilation. Two sets of deterministic simulations are conducted to test the model sensitivities 22 to ten parameters in the ACM2 scheme listed in Table 1 . In one set, all parameters are set 23 11/23/09 to their default except for one parameter, which is assigned one of five values (equally 1 distributed within its specified range). A total of 50 WRF model runs are performed in 2 this set, called the single-parameter set. In the other set, all potentially identifiable 3 parameters are assigned random values within their range of variability. A total of 50 4 WRF model runs are performed in this set, called the multi-parameter set. 5
The EnKF does not know about physical constraints on model parameters. In 6 order that these parameter sensitivity simulations be as similar as possible to our future 7 parameter estimation simulations, a technique is developed and implemented that 8 constrains the model parameters to lie within the physically realistic ranges specified in 9 Table 1 . For each model parameter x, we create a normal parameter y. Each normal 10 parameter y is related to x by 11
With this formulation, y varies from +/-infinity while x varies within the range 15
. Parameter estimation will be performed on y, and y will be transformed to x prior 16 to its use in ACM2. In the multi-parameter simulations, 50 pseudo-random values drawn 17 from a normal distribution with mean zero and standard deviation one are generated for 18 each normal parameter y. Those 50 pseudo-random values are then transformed to the 19 specific range of each parameter using (17). The transformation has been designed such 20 that these initial pseudo-random values, when transformed into model parameters, 21 populate about 70% of the specified ranges of those parameters with a fairly flat 22 distribution (Fig. 2) . 23 11/23/09
Alterations to the PBL parameterization produce both direct impacts on the 1 vertical structure of model variables and indirect impacts on the evolution of 2 meteorological phenomena such as moist convection or sea breezes. Surface-based moist 3 convection, for example, is sensitive to PBL parameterization schemes, and the 4 consequences of PBL-scheme-induced differences in simulated convection can propagate 5 upscale to affect larger phenomena (Jankow et al. 2005; Nielsen-Gammon et al. 2005) . 6
Such convection would in turn alter the boundary-layer characteristics beyond what was 7 produced directly by the PBL scheme. Likewise, the intensity, timing and inland 8 penetration of simulated sea breezes are sometimes, but not always, affected by the 9 boundary layer structures generated by different PBL schemes (Miao et al. 2009; Zhong 10 et al. 2007 ). While indirect impacts such as these are observable and would contribute to 11 the performance of parameter estimation, they are also likely to be situation-specific and, 12 in the case of moist convection, highly nonlinear. For moist convection in particular, the 13 model response to changes in parameters may be quite erratic and thereby violate the 14 simplicity requirement. 15
With only a single case and a limited number of ensemble members, we focus our 16 evaluation on the direct impacts, as revealed through horizontal averages across the inner 17 domain in areas free of simulated precipitation (Fig. 1) . Such horizontally-averaged 18 impacts should be qualitatively consistent from case to case. This strategy excludes 19 locations under the immediate influence of moist convection and averages across locally-20 driven mesoscale circulations such as sea breezes and mountain-valley breezes. The 21 horizontal extent of the inner domain includes a wide range of geographical conditions, 22 from the Gulf of Mexico to the Sierra Madre Oriental. In addition to all portions of 23 11/23/09 domain 3 without precipitation, two other horizontal averages are computed. The first is 1 that portion of the precipitation-free domain over the Gulf of Mexico, and the second is 2 that portion of the domain covering eastern Texas, which is mostly precipitation free. values through assimilation of observations. Correlation was also used as a 21 diagnostic by Hacker and Snyder (2005) to examine the efficacy of assimilating 22 some specific observations using EnKF. 23 11/23/09 1 4. Sensitivity analysis 2 Figures 3-4 show output related to temperature: standard deviation (Fig. 3) and  3 correlation (Fig. 4) . Both figures depict the lowest 3000 m to more clearly show shallow 4 boundary layer impacts. All quantities are computed and displayed in model space; the 5 area-mean heights of the model levels are provided along the y axis. Above 3000 m (not 6 shown), the variability of temperature is largest near the model top where both 7 stratification and vertical grid spacing are very large. The variability emerges first for V 8 and K v , both of which affect vertical mixing in highly stable situations such as are 9 normally found in the stratosphere. 10
In the lower troposphere, the parameters produce particular sensitivity patterns 11 associated with their role in the ACM2 vertical mixing scheme. The first five parameters 12 (i.e., p, P, 0.1a, Ri crit , and b) show differing amplitudes but broadly similar patterns in 13 their sensitivities in Fig. 3 . The overall patterns (first row) of these five parameters are 14 driven primarily by sensitivities over land, as indicated by the similar patterns (and 15 stronger signal) over eastern Texas (third row) and dissimilar patterns over water (second 16 row). Sensitivities over land during the first day are weaker than those during the second 17 day but share a similar diurnal pattern, while sensitivities over water evolve steadily The middle panel shows sensitivity over the northwestern Gulf of Mexico. 1
Because the PBL over the Gulf of Mexico tends to be weakly unstable, the pattern of 2 sensitivity is similar to that over land during daytime, but without the diurnal cycle. The 3 maximum positive sensitivity increases from 500 m to over 1000 m during the course of 4 the simulation, implying that the marine PBL is similarly growing. Ordinarily the marine 5 PBL is fairly stable in height around 500-600 m in the northwest Gulf area, so this rise in 6 PBL depth may indicate a shortcoming of the model. However, the winds were offshore 7 during most of the two-day period, so it is possible that the increase of PBL depth is real 8 and is a response to offshore advection of a deeper continental PBL. 9
The similar pattern seen with p, P, 0.1a, Ri crit, and b means changes of them alter 10 the vertical mixing in similar regions during daytime. The parameter p determines the 11 value of the local eddy vertical mixing coefficient within the convective PBL, with larger 12 p leading to smaller vertical mixing. Weak vertical mixing, including reduced heat 13 transport from the surface to the atmosphere and reduced entrainment at the top of the 14 PBL, should produce a cooler PBL. Meanwhile, the reduced PBL height and reduced 15 mixing from below should have a warming effect in the narrow layer of air at the top of 16 the PBL and the bottom of the free troposphere, sometimes called the entrainment layer. 17
Being narrow, the temperature sensitivity here can be much larger than within the 18 daytime PBL where thermodynamic changes are spread over a larger depth. The negative 19 correlation between p and temperature within the daytime PBL and the positive 20 correlation at the top of the PBL (Fig. 4) are consistent with smaller mixing caused by 21 larger p. Figure 5a shows the overall effect on the vertical temperature profile when p 22 alone is allowed to vary. The variability of temperature in the daytime PBL associated 23 11/23/09 with p (Fig. 3) is the largest among all the parameters. The standard deviation of 1 temperature in PBL is as high as 0.6 o C at the top of the PBL over eastern Texas. This 2 means that the parameter p plays the most important role in controlling the vertical 3 mixing during the daytime. 4
Ri crit is the threshold value for detecting the top of PBL, and b represents the 5 excess buoyancy of surface-based parcels. Both of them are used to determine the PBLH 6 under convective conditions. Larger values of them lead to higher PBLH, causing 7 stronger local and nonlocal mixing. Thus their correlation with temperature is opposite 8 that of p in the PBL: negative at the top of the PBL and positive within the daytime PBL. 9
Ri crit tends to produce a larger sensitivity (Fig. 3) The parameter 0.1a is used to determine the portion of mixing due to nonlocal 13 transport, i.e., f conv . Larger f conv leads to lower temperatures in the lower part of the PBL 14 and higher temperature in the upper part (Pleim 2007a ). Altering 0.1a would have the 15 same effect since the monotonic relationship between 0.1a and f conv. . Such an effect is 16 seen in the positive correlation of 0.1a with temperature in the upper PBL and negative 17 correlation in the lower PBL (Fig. 4) . The vertical correlation dipole is shallower than 18 with those parameters discussed previously, which involve major sensitivities at and 19 above the top of the PBL. 20
The parameter P also has a somewhat different vertical profile of sensitivity. P 21 determines the relative magnitudes of mixing of heat and constituents vs. momentum, 22
with larger P leading to smaller mixing of heat relative to momentum. The correlation 23 11/23/09 between P and temperature is negative within most of the daytime PBL, but positive at 1 the ground and in the entrainment zone. land from daytime to nighttime. Following the first growth of the convective 1 boundary layer, the correlations with mixing ratio change very little with time. In 2 general, the same parameters are important for both potential temperature and 3 mixing ratio, except that Kv's impact on mixing ratio is much smaller than that of 4 some of the other parameters. 5
The sign of the mixing ratio correlations during daytime is almost uniformly 6 opposite in sign to the potential temperature correlations. This is consistent with 7 variations of the PBL parameters controlling the vertical growth of the PBL and 8 entrainment from the free troposphere. Air parcels entrained from the free 9 troposphere tend to bring with them relatively high values of potential temperature 10 and relatively low values of mixing ratio. 11
The mixing variations in the upper troposphere due to changes in Kv lead to 12 different vertical distribution of both temperature and water vapor, then to different 13 cloud patterns and thus different short wave radiation amounts. Thus the mixing 14 variation due to Kv in the upper troposphere causes a complicated nonlinear 15 feedback throughout the atmosphere. Unlike other parameters (e.g., p, Ri crit and b) 16 whose sensitivity on the second day is similar to that on the first, Kv has different 17 sensitivity during daytime of the second day due to the cloud effects. The 18 correlation between Kv and temperature in the lower troposphere shown in Figure  19 4 on the second day cannot be explained by the direct local impacts of Kv. Since λ 20 and V also affect mixing in the free troposphere, their correlations with PBL 21 meteorology parameters are also complicated by cloud effects. 22 Figures 8-9 show the sensitivities and correlations related to wind speed. Wind 1 sensitivities tend to have the same signs and relative magnitudes as the potential 2 temperature sensitivities, since both potential temperature and wind speed tend to 3 increase upward and are affected in similar ways by vertical mixing. The same 4 parameters are associated with large sensitivities with both wind and temperature, i.e., p 5
and Ri crit for daytime, Rc and K v for nighttime. One notable difference between the 6 temperature and wind sensitivities is that the wind sensitivities tend to have more "noise", 7
with rapid variations of sensitivity that aren't consistent from day to day. So temperature 8 sensitivities are more systematic than wind sensitivities. Another difference worth 9 mentioning is that Rc shows the largest sensitivity for nighttime wind speed (standard 10 deviation of 0.52 m s -1 ) and highly correlates with nighttime wind speed (up to 0.95). It 11 is more important to nighttime wind speed than Kv and dominates over other parameters. 12 13
Identifiability assessment 14
The three dimensions of identifiability are observability, simplicity, and 15 distinguishability. All three of these dimensions will in general be sensitive to the 16 specific observations available for assimilation, but two parameters can be discarded 17 immediately without consideration of the observation network. The parameter r has low 18 sensitivities at all levels and times over its expected range, and thus will be much less 19 observable than the other parameters. The parameter b has moderate sensitivities, but the 20 correlation patterns closely match those of p. Thus b and p are not distinguishable, and b, 21 having weaker sensitivities, should be discarded.11/23/09
Among the remaining eight parameters, some are more important during daytime 1 while others are more important during nighttime. Because most parameter correlations 2 have substantial vertical structure which vary from parameter to parameter, observations 3 of profiles of temperature, moisture, and wind in the PBL would allow for much greater 4 distinguishability than surface observations alone. The most common source for 5 observed temperature, moisture, and wind profiles are rawinsondes, but in the central and 6
eastern United States the rawinsonde launch times are not at the times of maximum 7 sensitivity. The efficacy of assimilating rawinsonde data to adjust parameters may be 8 largely confined to effects caused by mixing ratio observations, since mixing ratio 9 sensitivies are relatively uniform throughout the diurnal cycle. 10 Unlike rawinsonde observations, radar wind profiler observations are effectively 11 continuous and, when coupled with RASS (Radio-Acoustic Sounding Systems), provide 12 virtual temperature profiles as well. At night, the greatest wind sensitivity and highest 13 correlation within boundary layer profiler range is with Rc (Fig. 6) . The standard 14 deviation of wind speed is approximately 0.52 m s -1 at the level of the nighttime low-15 level jet over eastern Texas. Sensitivity to Rc during the daytime is very weak. The 16 parameter K v is associated with somewhat lower sensitivities and much weaker 17 correlations, and might not be distinguishable from Rc at night, but K v also has 18 substantial sensitivities during the day. 19
For daytime sensitivity, the most identifiable parameter is p. Wind speed has a 20 large negative correlation with p within the daytime PBL and a very large positive 21 correlation at the top of the daytime PBL. Wind speed also has substantial sensitivity to 22
Ri crit , and its sensitivity in late afternoon and evening is distinguishable from p. Other 23 11/23/09 parameters, albeit with weaker sensitivities, are distinguishable because of their vertical 1 profiles. Large values of 0.1a increase the daytime wind speed in the lowest 200 m and 2 in the entrainment zone and decrease it within the upper half of the PBL. The sensitivity 3 to P is weak, but the correlations have a unique structure, with the same sign in the PBL 4 as in the entrainment zone. 5
Thus, in order of likely applicability for parameter estimation through 6 assimilating wind profiler data, the most identifiable parameters are Rc, and p, followed 7 by K v , 0.1a, Ri crit , and P. The exact number of parameters to be retained depends on the 8 characteristics of the observation network. 9
If only surface observations are to be assimilated into the numerical model, the 10 mixing parameters to be estimated should be those that produce large sensitivities at the 11 surface. For wind speed, the largest parameter impacts are associated with K v (Fig. 6) , 12
with negative correlations at night and positive correlations during the day. 13
Distinguishable from K v are p, with substantial correlations (positive) during daytime 14 only; Ri crit , with peaks in sensitivity just before dawn and late in the afternoon; and Rc, 15 with sensitivity confined to the nighttime. For surface temperature, K v and Ri crit both 16 produce large sensitivities at night, with somewhat overlapping temperature patterns. In 17 contrast, p produces substantial sensitivities during the daytime only. So if surface 18 observations are to be assimilated, the best parameters to be estimated should be K v and 19 p, followed by Ri crit . 20
So far, only the distinguishability and observability dimensions of identifiability 21 have been explicitly considered. To address simplicity, Fig. 10 shows domain-averaged 22 surface temperature anomalies for those parameters with the strongest surface 23 11/23/09 temperature identifiability. The right column shows results from single-parameter runs; 1 for the most part, the mean temperatures vary smoothly as the parameter values change, 2 implying a single optimal parameter value for a given surface temperature. Over land, p 3
shows an irregular variation of mean temperature at lower p values, but the output from 4 the multi-parameter runs presents a larger number of realizations and suggests that the 5 temperature dependence on p would be expected to be monotonic and positive over land, 6 negative over water. Ri crit is more troubling; over land the single-parameter runs suggest 7 a local temperature minimum at Ri crit = 0.4, and the multi-parameter runs likewise 8 suggest that temperature may be warmer for both large and small values of Ri crit . 9
Different values of Ri crit would provide equally good matches to surface temperature. These result pertain only to direct impacts of the parameters; to the extent that changes in 4 PBL structure affect moist convection and other observable aspects of the atmosphere, 5 the amenability of certain parameters to parameter estimation may be quite different from 6 the circumstances presented here. 7
The sensitivity results reported here were determined from model runs covering a 8 particular geographical area during a particular time interval. As can be seen from 9 comparison of the sensitivities over land and over water, the absolute sensitivities will 10 depend upon the meteorological and geographical circumstances. However, because the 11 greatest sensitivities are associated with the same parameters whether over land or over 12 water, the relative importance of particular parameters appears to be robust to the 13 meteorological and geographical setting. The absolute and relative sensitivities also 14 depend directly upon the chosen plausible ranges for each parameter; changes in such 15 ranges would produce corresponding absolute and relative changes in the sensitivities. 16
The initial results of parameter estimation data assimilation experiments using 17 ACM2 in WRF, with Rc and p as the adjustable parameters, are reported in Hu et al. 18 (2010) . 19 11/23/09 
