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CHAPTER 1. GENERAL INTRODUCTION 
Studies of the genetic structure of the Iowa Corn Borer Synthetic #1 (CB) and Iowa 
Stiff Stalk Synthetic (SS) maize populations are of particular significance because these are 
the heterotic groups that form the basis of the modern hybrid corn industry (Senior et al., 
1998). Both populations have undergone 15 cycles of reciprocal recurrent selection and have 
consequently had complementary alleles fixed through selection (Labate et al., 1999). The 
patterns of change in genetic diversity between the two populations are consistent with the 
theoretical expectations of reciprocal recurrent selection and genetic drift of neutral alleles 
(Labate et al., 1997). 
The previous studies by Labate et al. (1997, 1999, 2000) analyzed 82 restriction 
fragment length polymorphism (RFLP) loci in CB and SS at two time points (Cycle 0 and 
Cycle 12). Those results led us to believe that examining changes in allele frequencies in 
these two populations is a highly profitable approach to exploring genome-wide changes 
resulting from reciprocal recurrent selection. Labate et al. (1999) saw evidence for changes 
in allele frequency at 17% of all loci measured that could not be explained by genetic drift 
alone. Instead, these changes appeared to be due to selection and, therefore, warranted 
further investigation. 
With the current experiment, we have used more time points to give us increased 
power in identifying regions of the genome (simple sequence repeats) that lose diversity and 
are therefore indicative of direct or indirect responses to selection. Our proposed research 
will eventually act as an independent source of evidence for allele frequency changes to 
complement QTL mapping studies, which rely on phenotypic variation to determine which 
traits are affected by changes in a particular genomic region. 
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This dissertation contains the results of two studies completed with the molecular 
information collected from the CB and SS populations. Our main objectives were to analyze 
the genetic diversity within these populations and identify temporal changes in allelic 
frequencies at selected genomic regions. Specific objectives included: 
1. To use several measures of multivariate analysis to detect molecular variation and 
determine population structure inherent in our study materials. 
2. To identify the maize genomic regions which are experiencing effects of non-
random forces (i.e. selection) in each population. 
DISSERTATION ORGANIZATION 
This dissertation includes a general introduction, a literature review, two manuscripts 
to be submitted to Crop Science, and a section of general conclusions. The appendix 
includes a detailed description of the molecular markers and plants sampled for analysis and 
a description of events occurring in the reciprocal recurrent selection program. Reference 
lists are included immediately following the main text of each chapter. 
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CHAPTER 2. LITERATURE REVIEW 
This literature review discusses the findings of the most recent molecular studies of 
the Iowa Corn Borer Synthetic #1 (CB) and Iowa Stiff Stalk Synthetic (SS) populations. 
Examples of other population genetic studies in maize are also cited. At the end of this 
review, an explanation of several statistical methods is presented to provide some 
background information for the analyses used in this dissertation. Also included is a 
description of a simulation program designed to quantify and evaluate variation that occurs 
over time when a random sample of lines is selected from a larger population at differing 
initial allele frequencies. 
POPULATION GENETIC ANALYSES OF MAIZE BREEDING POPULATIONS 
Several studies have recently been or currently are being conducted to examine Iowa 
Corn Borer Synthetic #1 (CB) and Iowa Stiff Stalk Synthetic (SS) populations, seeking 
answers to population genetics-type questions. These populations were formed in the 1930s 
and 1940s by making all possible crosses (Labate et al., 1999b) between different groups of 
inbred lines selected for stalk strength and corn borer resistance. Iowa Corn Borer Synthetic 
#1 and SS have been improved via various cyclical selection procedures since their 
formation. The reciprocal recurrent selection (RRS) program between these two populations 
is the focus of this dissertation. In RRS, plants are crossed together, evaluated, and 
selected/recombined to form each new cycle in the program. During the summer of 2003, 
selections from Cycle 15 of the RRS program were recombined to form Cycle 16. 
Labate et al. (1997, 1999a, 1999b, 2000) published an initial series of studies to begin 
genetic analysis of the RRS program between CB and SS. Guimarâes (2001) used restriction 
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fragment length polymorphism (RFLP) markers to analyze the SS population under a 
program of half-sib followed by S2 selection rather than as part of the RRS program. 
Hagdorn et al. (2003) also used RFLPs to determine genetic diversity and contributions of 
the progenitor lines to inbred lines derived from both populations in the RRS program. The 
research presented in this dissertation follows the work of Labate, with modifications of 
using simple sequence repeat (SSR) markers, adding multiple interval cycles of selection to 
the analysis, and reducing the number of individuals sampled per cycle. We implemented 
these modifications to gain a more thorough understanding of the RRS program by analyzing 
more time periods in the study and used the newer SSR approach both to see if new 
information could be gained from this molecular analysis and to more rapidly perform the 
laboratory procedures. Another project underway by a fellow graduate student (J. Rouse) 
continues along the lines of the Hagdorn study. Four times as many markers are studied 
using the same number of plants as before to get a grasp on the molecular variation at a finer 
scale than previously attempted. 
Labate et al.'s first publication in 1997 was an evaluation of several measures of 
genetic diversity of the progenitors, Cycle 0, and Cycle 12 in both CB and SS. This was 
followed by a look at temporal variation of alleles (Labate et al., 1999b), Hardy-Weinberg 
and linkage equilibrium (Labate et al., 2000) across RFLP loci. In the analysis of molecular 
genetic diversity, progenitor lines were found to be homozygous for most loci, with just a 
few exceptions because of the heterozygous nature of line K230. In subsequent cycles of 
selection, observed heterozygosity across all loci tended to decrease and was slightly less 
than expected heterozygosity. A corresponding decrease in the average number of alleles per 
locus was also noted in both populations. Nei's unbiased genetic distance (1978) between 
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populations increased from the progenitors and Cycle 0 to Cycle 12. The progenitors of both 
populations were very closely related and a 10-fold increase in distance between populations 
had occurred by Cycle 12. If no external forces had been acting on these populations, we 
would expect an approximate genetic distance of zero between the progenitors and Cycle 0. 
This is because Cycle 0 was the random mated population formed by making all possible 
crosses among the progenitors. No selection was practiced during formation of Cycle 0. 
When observing changes in allele frequency over time (Labate et al., 1999b), the 
primary objective was to determine whether random genetic drift was causing the observed 
changes in allele frequency. To determine this, Plan II of the Waples' (1989) procedure was 
used. This sampling plan is used to analyze experimental procedures where the samples 
analyzed are not used in reproducing the next generation, as is true for these populations. 
This test analyzed the change in allele frequency between two time points for loci with 
multiple alleles. Several loci in each population were identified whose variation could not be 
explained by genetic drift alone. These loci were randomly dispersed throughout the 
genome. 
Hardy-Weinberg and linkage equilibrium were estimated (Labate et al., 2000) to 
quantify whether mating was random or, more specifically, whether the incidence of pairs of 
alleles are independent. The CB and SS populations are preserved and maintained with 
techniques that were developed to ensure random mating. These populations were examined 
to find out whether the genotypic proportions did indeed meet the outcomes expected under 
random mating. As a result of this analysis, they found that most loci do meet these 
expectations. However, there were a few outliers that showed excess homozygosity or 
heterozygosity. Excess homozygosity was the larger culprit for deviations from random 
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mating. When analyzing the field procedure used during the RRS program, it was noted that 
the excess homozygosity was most likely the result of positive assortative mating. Positive 
assortative mating results when similar genotypes are crossed together. The tendency to 
make crosses both early and late in the flowering period increases the chances of positive 
assortative mating, and therefore, homozygosity. 
The research conducted by Guimarâes (2001) analyzed a different breeding program 
which started, however, with the same SS population as used in the RRS program. This 
intrapopulation improvement program included seven cycles of half-sib selection followed 
by nine cycles of S% selection (Lamkey, 1992). Under half-sib selection, plants were crossed 
to a double cross hybrid, IA13. This hybrid was the common parent used to evaluate 
progress made from selection. With S% selection, individual plants were selfed for two 
generations, with selection in each generation for agronomic traits, including disease and 
insect resistance and maturity, but not yield. Selection for yield occurred among S2 lines in 
multiple environment tests. The molecular analysis of this program was similar to that used 
for the interpopulation RRS program between SS and CB (Labate et al., 1997, 1999a, 
1999b). Three generations (progenitor lines, Cycle 7 of the half-sib selection program, and 
Cycle 7 of the S2 selection program) were analyzed using 105 RFLP loci. Here, frequencies 
of RFLP genotypes and alleles were measured over time and deviations were tested for 
neutrality and various other estimates of genetic diversity. 
The results suggested that the progenitor lines of SS were highly variable for the 
alleles present at each locus and that variation in alleles by Cycle 7 of the S2 program had 
been reduced to such an extent that the author concluded that continued long-term progress 
from selection was questionable for the SS population using this breeding program 
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(Guimarâes, 2001). When genetic distance between cycles was calculated, Cycle 7 of the 
half-sib program and Cycle 7 from the S? program were closely related. This means that 
most of the progress made in this program occurred between the SS progenitors and Cycle 7 
of the half-sib program with very little occurring after the switch to the S2 program. Allele 
frequencies for approximately 30% of the loci evaluated varied more than could be explained 
by genetic drift alone. In particular, the progenitor line Illinois Hy had several alleles that 
showed substantial deviations from neutrality. Labate et al. (1997) also noted that this line, 
along with CI540, made significant contributions to Cycle 0 and Cycle 12 of the SS 
population under RRS. 
Messmer et al. (1991) earlier conducted a similar study of the SS population under 
half-sib followed by S2 selection, comparing RFLP and allozyme information for diversity of 
the SS population progenitors and derived lines. A high amount of genetic diversity was 
found in the progenitors, and the elite derived lines had a large amount of genetic distance 
separating them from their progenitors (Messmer et al., 1991). One of the conclusions of 
Messmer et al. (1991) also indicated that much of the diversity, in the form of rare alleles in 
the progenitors, was soon lost due to a small population size. Therefore, population size 
should be increased so that progress from this selection program is not limited. 
The most recent study published on the CB and SS populations attempted to 
determine the contributions of the progenitor lines to highly selected inbred lines derived 
over time from different cycles of the selection program (Hagdorn et al., 2003). One hundred 
five RFLP loci were genotyped in the 28 progenitor lines, 18 elite lines from SS, and 7 elite 
lines from CB. As shown by previous studies (Labate et al., 1997; Guimarâes, 2001), the 
individual progenitors were highly variable based on allele differences at individual loci but, 
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as a group, were genetically similar and not highly divergent, as they tended to overlap when 
p l a c e d  i n t o  t h e i r  r e s p e c t i v e  p o p u l a t i o n s .  H a g d o r n  e t  a l .  ( 2 0 0 3 )  d e t e r m i n e d  t h a t  C I 5 4 0 ,  I I I  
I2E, and Ind 461-2 contributed many of their alleles to SS derived lines. No single 
progenitor or group of progenitors from CB could be identified as a contributor of a majority 
of its alleles to lines derived from the CB population. In other words, none of the CB 
progenitors appear to have a strong selective advantage over each other. A principal 
component analysis showed a very clear separation between inbred lines derived from CB 
and SS. Measures of Roger's genetic distance (Rogers, 1972) between progenitors and 
derived lines added the information that lines derived from later cycles of selection were 
even more differentiated between populations than were lines derived from early cycles. On 
average, about 71% of the alleles occurring in the progenitors were transmitted to the derived 
lines. This indicates that the RRS program has captured a large amount of the variability 
from the progenitor lines and should be able to use that variability to continue to produce 
superior inbred lines. 
Several other studies have looked at molecular variation in populations related to CB 
and SS. Labate et al. (2003) studied diversity among a variety of genetic material (open-
pollinated populations and inbred lines) used throughout history in the U.S. Corn Belt. 
Different sources for commonly used inbred lines were analyzed by Gethi et al. (2002). This 
study showed that, although inbred lines may have the same name, they could differ to a 
small degree because of the methods used to maintain the lines. Conversely, genetically 
identical material may have different names. Livini et al. (1992) looked at inbreds 
commonly used in Italian breeding programs and found that RFLP analysis was adequate for 
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grouping those inbreds into CB or S S heterotic patterns based on variations in allele 
frequency. 
Diversity analyses of various maize populations have become commonplace in maize 
genetics literature. Researchers from the International Maize and Wheat Breeding Center 
(CIMMYT) have been analyzing populations adapted to tropical, subtropical, and temperate 
regions with SSRs to estimate genetic diversity and determine heterotic patterns for 
developing advanced materials (e.g. Warburton et al., 2002; Reif et al., 2003). In addition to 
this type of germplasm, European and North U.S. material has been compared using 
allozyme and RFLP information to provide estimates about genetic diversity and historical 
information (Dubreuil and Charcosset, 1998, 1999; Rebourg et al., 2003). 
Sughroue and Rocheford (1994) analyzed the genetic variation of RFLP loci within 
another long-term selection program. This program, the Illinois Long-Term Selection 
Experiment for high and low oil concentrations, has been under selection for 90 generations. 
This 90 generation difference in cycles of selection has revealed a high percentage of 
significantly different allele frequencies (Sughroue and Rocheford, 1994) which has 
suggested the contribution of strong temporal forces to these genotypic differences. 
STATISTICAL CONSIDERATIONS 
The study of population genetics is applicable to a wide variety of fields and can be as 
in depth or cursory as desired and needed. For example, if the objective of your research is 
to analyze a group of populations for their allelic diversity, it is often more desirable to 
increase the number of populations analyzed rather than extensively sample individuals from 
within the populations. On the other hand, if you desire to accurately describe the genetic 
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structure amongst populations, measure gametic disequilibrium or migration, or protect 
intellectual property rights, it is necessary to sample many individuals within populations to 
accurately measure genotypes and identify unique rare alleles that characterize the 
population. Finding the right balance between sampling more populations or more 
individuals within populations is a common problem facing population geneticists. More 
heterogeneous populations require sampling a larger number of individuals to accurately 
estimate gene and genotype frequencies (Weir, 1996). 
Principal component analysis (PCA). Principal component analysis is a multivariate 
method for finding and then displaying biologically meaningful patterns observed among 
individuals and populations. Statistically speaking, Johnson and Wichem (1998) state that 
the purpose of this analysis is to explain the multidimensional variance-covariance structure 
of variables in a minimum number of linear combinations. Therefore, the primary purpose of 
PCA is to reduce the data set to a manageable size (without removing data) and explain the 
variation in the system under investigation. For example, in this thesis, I have examined 448 
plants (operational taxonomic units, OTUs) using 86 markers. This combination of plants 
and markers gives 38,528 possible genotypes (77,056 alleles) as data points for evaluations. 
PCA, as described below, works to identify which combination of the 86 markers best 
explains the variation in the data set. 
Principal component analysis is an ordination technique to analyze the covariance or 
correlation matrix using eigenanalysis (Johnson and Wichem, 1998). Eigenanalysis, and 
therefore PCA, is deep in the heart of the matrix algebra discipline. It is a mathematical 
procedure using square, symmetric matrices to calculate an array of eigenvalues and 
eigenvectors whose number is equal to the number of rows in the initial variance-covariance 
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matrix. Eigenvalues measure the amount of variation along an axis plotted through the data 
(eigenvectors), and their sum is equal to the sum of the variance of all variables. In PCA, the 
positions of data points relative to each other in multidimensional space remain the same. 
The only thing that changes is the coordinate axes through which these points are plotted. 
The axes are rearranged so that the primary axis goes through the widest spread in the data 
points. The next axis to be fitted to the data goes through the next widest spread in the data 
points, etc. with the stipulation that each subsequent axis must be perpendicular to the 
previous axis. 
Analysis of molecular variance (AMOVA). Excoffier et al. (1992) proposed an 
analysis of molecular variance (AMOVA) to estimate the allelic variation among divergent 
haplotypic groups. This analysis also extends to genotypic data based on non-stepwise 
distribution of allele sizes collected from microsatellites. The information on distances 
between all possible pairs of genotypes at each locus was analyzed in a manner similar to the 
traditional ANOVA and resulted in estimates of variance components and phi ($)-statistics 
for varying levels of hierarchical population subdivision. These variance components and 
phi-statistics are evaluated for significant differences using permutations. By using 
permutations, we can calculate significance levels without assuming the data are normally 
distributed. 
Below is an example taken from the ARLEQUIN v. 2.000 user's manual (Schneider 
et al., 2000; p. 94 - 95) with details given for calculating the components of the analysis of 
molecular variance table and subsequent tests of significance. This example uses genotypic 
data for several groups of populations and reflects actual values from my dissertation 
research. 
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Source 
Test 
statistic df EMS MS 
Among populations 5>cr 
Among groups / 
within populations $sc 
Within groups $st 
P - l = 2 - 1 = 1  
G - P  =  1 6 - 2  =  1 4  
2N - G = 
2(448)-16 = 880 
2173.942 
171.150 
14.272 
Total 
2N - 1 = 
2(448) - 1 = 895 crT 
populations (P) = BSSS and BSCB1; groups (G) = progenitors plus Cycles 0 through 15; 
P = 2; G = 16; N (total number of plants) = 448; 
The following variables are used to calculate the coefficients necessary to obtain the 
expected mean squares (EMS): 
Sp ~ XX 
2#' 
pePgeG Np 
2(12)2 
222 
+ 7 "2(30)"" , 2(16)" f 7 "2(30)' " 
222 226 226 
= 116.07 
2 N - S P  2(448)-116.07 
n — = 55.71 
G - P  1 6 - 2  
I N 2  
n = geG 
N 
_ j w + w + 1 4  
448 448 
2(30)' 
448 
P - l  
2 N2 
2 2(448) 
2 - 1  
= 58.03 
n = peP 
N 
[2(222)2 | 2(226)'] 
448 448 
= 447.96 
P - l  2-1  
The following covariances (a2) are calculated by setting the EMS equation equal to the 
mean square (MS) values for each source of variation: 
a2 = covariance due to differences among groups; 
(j2b = covariance due to differences among plants in different groups within a population; 
a2 = covariance due to differences among plants within a group; 
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<rT = sum of the above three covariance components; 
o] =14.272; 
2 (171.150-14.272) 
°
b 
~ 55.71 2.816; 
2 2173.942 -14.272 - (58.03)(2.816) „ _ a2n = = 4.456; 
447.96 
a\ = 14.272 + 2.816 + 4.456 = 21.545 
The test statistics (0, phi values) are composites of the EMS associated with each source of 
variation. They are not directly related to each source: 
Ocr = correlation among random SSR genotypes within populations relative to the 
correlation of random pairs drawn from the total sample; 
O sr = correlation among random SSR genotypes within groups relative to the correlation of 
random pairs drawn from the respective populations', 
Osr = correlation among random SSR genotypes within groups relative to the 
correlation of random pairs drawn from the total sample. 
Ocr = % = = 0.2068 
^ 21.545 
° s c  = 2 h  2 = = 0.1648 
2.816 + 14.272 
0^=^1=4.456  + 2 .816  ^ ^ 
^ 21.545 
Significance testing of the phi values is conducted by means of permuting genetic 
distance values for individuals among the various hierarchical levels (at least 1000 
permutations should be performed) and recalculating the null distribution of the test statistic. 
The observed test statistic is then compared with the desired alpha value from the newly 
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formed null distribution to determine significance. The following describes the type of 
rearrangement necessary to form the new null distributions: 
Test cr2and Ocr by permuting whole groups among populations. 
Test a\ and ®sc by permuting individual genotypes among groups but within 
populations. 
Test cr2c and Ost by permuting individual genotypes among groups and among 
populations. 
The unique power of the AMOVA analysis is that it calculates genetic variance 
between individuals based on pairwise distances between actual data points simultaneously 
across all loci (Smouse et al., 1982). While other tests rely on allele frequencies averaged 
across loci, the AMOVA is able to accumulate small differences at individual alleles that 
allow for high discrimination across levels of population subdivision. 
Hardy-Weinberg Equilibrium (HWE'). The Hardy-Weinberg model is used to 
pred i ct genotype frequencies and is given by: p2 +2pq + q2 =1, where p and q represent 
allele frequencies whose sum equals one at a locus. Genotypes whose frequencies fulfill this 
model are said to be in Hardy-Weinberg Equilibrium (Hartl and Clark, 1997). Some 
assumptions of this model include: random mating, infinite population size (no genetic 
drift), no mutation, no migration, no natural selection, no over lapping generations, diploid 
individuals, and sexual reproduction. An excellent review of genetic analysis with 
microsatellites provided by Murray (1996) is quoted below to address the issue of deviations 
from HWE: 
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"Deviations from HWE could be the result of a variety of causes. 
Excess heterozygosity may be due to overdominant selection or 
outbreeding. Excess homozygosity has several more potential sources: i) 
selection, ii) null alleles, iii) inbreeding, and iv) Wahlund effect (Hartl and 
Clark, 1997). Background information, including population distribution 
and pedigrees can help determine the true source of deviations. Pedigrees 
can be used to study inheritance patterns to help identify null alleles (Callen 
et al., 1993; Paetkau and Strobeck, 1995; Pemberton et al., 1995). Null 
alleles are usually caused by a mutation in the primer binding site leading to 
an allele that will not amplify (Callen et al., 1993; Paetkau and Strobeck, 
1995). Traditional linkage analysis can be performed to ensure that 
independent assortment of alleles at different loci is occurring. 
The analysis of a large number of loci will increase the power of 
detecting population substructure because each locus will contain an 
independent history of the population depending on the amounts of random 
drift, mutation, and migration that have occurred. If this information is not 
independent (i.e. the loci are genetically linked) then the results may be 
biased towards the events of a single linkage group since this information 
will be over represented in the combined data set. If a substantial amount of 
pedigree information is not available, linkage analysis may not be useful. In 
this situation an analysis of gamete phase equilibrium (Chakraborty, 1984) 
can be performed to test for the random association of alleles at different 
loci (e.g. Edwards et al., 1992)." 
Waples' test. The Waples' test is a general method where a statistic has been 
developed to test the hypothesis that observed changes in allele frequency over time are due 
solely to stochastic forces (i.e. sampling error and random genetic drift; Waples, 1989). 
Table 1 presents the nuances of the Waples' variance-covariance matrix relevant to this 
study. Several other tests of temporal selection are available, including those of Schaffer et 
al. (1977) and Wilson (1980), for which slight variations in experimental procedure require 
different models. These models are reduced and generalized by the Waples' method. All of 
these procedures are derived from an original study of natural variation by Fisher and Ford 
(1947). 
The generalizations provided by the Waples' test allow for its application to a wide 
variety of organisms and sampling plans. The main advantage of the Waples' test is that the 
null hypothesis accounts for and actually measures genetic drift. Many researchers 
commonly use a standard Chi-square test to say that differences between an observed 
frequency and an expected frequency are due to drift (Waples, 1989). This is an erroneous 
conclusion because standard Chi-square tests do not account for the greater variance of allele 
frequencies that occurs when drift builds on itself over generations. Only when this 
increased variance is included in the test statistic can the null hypothesis be one of random 
genetic drift. 
SIMULATION MODEL 
We designed a simulation model to visualize possible outcomes from sampling 10 or 
20 individuals from a population of size 100 as was actually carried out in the selection 
program. Approximately 100 entries (crosses) were evaluated at every cycle of selection 
since this program was initiated. Of the 100 evaluated, ten selections were chosen as parents 
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to form the next generation through the formation of Cycle 7. When Cycle 7 crosses were 
evaluated, 20 selections were made to form Cycle 8. Twenty individuals are still recombined 
today in Cycle 15 of the RRS program. Our simulation model attempted to infer what would 
happen if the 10 or 20 entries were chosen at random without regard to any type of selection. 
Under this model, the magnitude of variations in allele frequency seen after each cycle of 
random sampling is due solely to the number of individuals chosen and the allele frequency 
of the generation in which they were chosen. Under drift, the probability of increasing allele 
frequency is equal to the probability of decreasing frequency, regardless of the current 
frequency (Hartl and Clark, 1997). 
When 1,000 simulations of 15 cycles of selection were run, we obtain a distribution 
of average allele frequencies at each point in time. This range of allele frequencies follows a 
binomial distribution (Hartl and Clark, 1997). The binomial distribution tells us what 
proportion of the samples has allele frequency p. Under this distribution, the size of variation 
in allele frequency is greatest when p = q = 0.5 and least at the fixation points of the 
distribution. 
Our model is an imitation of genetic drift due to sampling small populations over 
time. As examples of the simulation procedure, several graphs are given (Fig. 1 - 5) of our 
sampling scheme with different starting allele frequencies. In addition to the sampling 
procedure described above, a variation of the model was analyzed where there was no 
sampling (i.e. all 100 entries were used as parents of the following generation; Fig. 6). This 
simulation routine was programmed using iterative loops in PROC IML and PROC 
SURVEYSELECT of SAS. 
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Table 1. Variance-co variance matrix (E) used to calculate Waples' test statistic for a single locus with four alleles at multiple time 
points. With four alleles, three alleles are independent as the fourth can be determined by subtracting the other three from one. 
The matrix is split vertically into three quadrants representing (a), beginning, (b). intermediate, and (c). terminal time points.f 
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fNotes for creating data set and running SAS: When running Waples' test with Lamkey's SAS code, remove alleles that equal 0 
in all time points from the data set (i.e. if allele 3 for the phi 123 locus equals 0 in Cycle 1, Cycle 9, AND Cycle 15, delete that 
allele in all cycles and shift any remaining alleles (allele 4, allele 5, etc.) to the left). I evaluated loci separately for 2 populations, 
so in CB, one locus may have 4 alleles whereas in SS the same locus may have 2 alleles because two were not present at all time 
points I am interested in for that population. Because of this shifting of alleles, allele 1 in CB may not be the same as allele 1 in 
SS. Note that in Lamkey's SAS code for two time points, the columns of the var-covar matrix ("COY") are in the following order: 
A0, At, B0, Bt, Co, and Ct. There SHOULD BE a negative sign in front of the covariances of alleles in generation 0. This is an 
error in the Waples' 1989 Evolution paper. 
%A, B, and C represent the same three alleles at the starting time point (0) , intermediate time points (J), and the ending time point 
(')• 
§PA, PB, and Pc are estimated values for their respective allele frequency and remain the same across generations. 
IS1# is the sample size at generation 0 (30 plants). 
#Sj is the sample size at generation j (30 plants). Since I'm measuring from Cycle 1 to Cycle 15, t for Cycle 1 is 0 and t for Cycle 
15 is 14. 
f fTVe is effective population size based on harmonic mean: (2xh ) -1 = 27. Harmonic mean is weighted based on the number of 
plants sampled each generation between Cycle 1 and Cycle 15: xh = —,— *4 —- = 14. 
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Fig. 1. Distribution of 1,000 simulations of 20 cycles of random sampling of a 
population of 100 withp = 0.5. Ten individuals were sampled through Cycle 7, 
and 20 individuals were sampled thereafter. The mean at each cycle is shown in 
blue with 95% confidence intervals shown in red. 
Cycle 
Fig. 2. Distribution of 1,000 simulations of 20 cycles of random sampling of a 
population of 100 withp = 0.4. Ten individuals were sampled through Cycle 7, 
and 20 individuals were sampled thereafter. The mean at each cycle is shown in 
blue with 95% confidence intervals shown in red. 
Cycle 
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Fig. 3. Distribution of 1,000 simulations of 20 cycles of random sampling of a 
population of 100 withp = 0.3. Ten individuals were sampled through Cycle 7, 
and 20 individuals were sampled thereafter. The mean at each cycle is shown in 
blue with 95% confidence intervals shown in red. 
rtnin 
Mi 
Cycle 
Fig. 4. Distribution of 1,000 simulations of 20 cycles of random sampling of a 
population of 100 with p = 0.2. Ten individuals were sampled through Cycle 7, 
and 20 individuals were sampled thereafter. The mean at each cycle is shown in 
blue with 95% confidence intervals shown in red. 
Cycle 
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Fig. 5. Distribution of 1,000 simulations of 20 cycles of random sampling of a 
population of 100 with p = 0.1. Ten individuals were sampled through Cycle 7, 
and 20 individuals were sampled thereafter. The mean at each cycle is shown in 
blue with 95% confidence intervals shown in red. 
Cycle 
Fig. 6. Distribution of 1,000 simulations of 20 cycles of random sampling of a 
population of 100 withp — 0.5. One hundred individuals were sampled at each 
cycle of selection. The mean at each cycle is shown in blue with 95% 
confidence intervals shown in red. 
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CHAPTER 3. POPULATION GENETIC DIVERSITY IN A MAIZE RECIPROCAL 
RECURRENT SELECTION PROGRAM 
A paper to be submitted for publication in Crop Science 
Lori L. Hinze, Stephen Kresovich, John D. Nason, and Kendall R. Lamkey 
ABSTRACT 
Iowa Corn Borer Synthetic #1 and Iowa Stiff Stalk Synthetic maize (Zea mays L.) 
populations have been in a reciprocal recurrent selection program since 1949. Phenotypic 
observations of these populations show a directional change in means for agronomic 
performance. The main objective of this study was to complement the phenotypic studies by 
determining how the genetic structure of these populations has changed over cycles of 
selection. We evaluated the progenitor lines and cycles 0, 1, 3, 6, 9, 12, and 15 of both 
populations using 86 SSR markers to estimate diversity statistics and population structure. 
The progenitor lines were highly diverse, and cycles decreased in diversity over the 15 
generations of selection. Genetic distance measures indicate the populations have separated 
further from each other than has Cycle 15 from its respective progenitor group. The first two 
principal components from the principal component analysis explain much of the variation 
within our sample and clustering showed definite patterns for population subdivision. Our 
results suggest that evolutionary forces are at work repartitioning variation to create the 
unique genetic structure apparent in these populations today. 
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INTRODUCTION 
Studies of the genetic structure of the Iowa Corn Borer Synthetic #1 (CB) and Iowa 
Stiff Stalk Synthetic (SS) maize (Zea mays L.) populations are of particular significance 
because these populations represent the basis of the modern hybrid corn industry (Senior et 
al., 1998). Both populations have undergone reciprocal recurrent selection (RRS) and have 
consequently had complementary alleles fixed (Keeratinijakal and Lamkey, 1993b). When 
crosses are made between these two populations, as in the development of a commercial corn 
hybrid, the resulting progeny can be selected for the best combinations of favorable alleles at 
all loci. Many phenotypic evaluations of this particular breeding program have been made 
since the first cross between these CB and SS populations was made in 1949 (Penny and 
Eberhart, 1971). The goal of this RRS selection program is to improve the mean 
performance of the population cross while maintaining the variability within these 
populations (Comstock et al., 1949). Results from Keeratinijakal and Lamkey (1993b), 
Schnicker and Lamkey (1993), and Holthaus and Lamkey (1995) indicate that direct 
response (i.e. the value of the interpopulation cross) to selection for yield has increased 
through Cycle 11 while genetic variance within populations showed a nonsignificant 
decrease. Phenotypic means and variances have been intensively studied in BSSS and 
BSCB1. One of the goals of our study is to determine how genetic variation has evolved at 
the molecular level. 
This investigation is a continuation of the population genetic studies of Labate et al. 
(1997, 2000). Labate et al. (1997) evaluated several measures of genetic diversity of the 
progenitors, from which CB and SS were formed, and 200 plants each from Cycle 0 and 
Cycle 12 in both populations using 82 restriction fragment length polymorphism (RFLP) 
markers. Heterozygosity and average number of alleles per locus decreased in both 
populations. Nei's unbiased genetic distance (1978) between populations increased from the 
progenitors and Cycle 0 to Cycle 12. The progenitors of both populations were very closely 
related (Nei's genetic distance = 0.07). The distance between the Cycle 0 populations had 
increased (Nei's genetic distance = 0.21), and a 10-fold increase (Nei's genetic distance = 
0.66) in distance between populations had occurred by Cycle 12. The genetic distance 
between the progenitors and Cycle 0 of CB was approximately zero (Nei's genetic distance = 
0.02) while the same distance in SS (Nei's genetic distance = 0.13) was much higher. Most 
loci did meet the expectation of random mating or, more specifically, independence of 
occurrence of pairs of alleles under Hardy-Weinberg equilibrium (Labate et al., 2000). 
Excess homozygosity was commonly a factor in deviations from random mating. The 
tendency to make crosses both early and late in the flowering period increases the chances of 
positive assortative mating, and therefore, homozygosity (Labate et al., 2000). 
The objective of this research was to answer questions remaining as a result of the 
work that has been reported previously (Labate et al., 1997; 2000). Our approach was to 
obtain a more thorough molecular characterization of the reciprocal recurrent selection 
program between Iowa Com Borer Synthetic #1 and Iowa Stiff Stalk Synthetic by evaluating 
an increased number of cycles of selection in each population using simple sequence repeat 
(SSR) markers. We implemented these modifications to see if a smaller sample size is 
adequate to characterize these populations, to observe the variations in allele frequency that 
occur in intermediate time points, to see if additional information could be gained from SSR 
versus RFLP analysis, and to more rapidly perform the laboratory procedures. The main 
questions we were interested in answering were: i) How has neutral variation evolved in the 
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populations, and does this correspond to what has been observed phenotypically? and ii) Has 
reciprocal recurrent selection changed the population structure and/or the relationships 
between the populations and among the cycles? 
MATERIALS AND METHODS 
Maize Populations 
The plants genotyped in this study are from two Iowa maize {Zea mays L.) 
populations, Iowa Corn Borer Synthetic #1 (CB) and Iowa Stiff Stalk Synthetic (SS). These 
populations were formed from crosses of 12 and 16 inbred lines, respectively, as described 
by Labate et al. (1999). The 28 inbred lines used to develop these populations will hereafter 
be referred to as progenitor lines. Two of the progenitor lines of SS {CI617 and F1B1) are 
not available for sampling. However, both parents (Fe and IndB2) of F1B1 are available and 
have been included in this study. Also, one progenitor line, Illinois Hy, is common to both 
populations. 
Reciprocal recurrent selection is a method of interpopulation improvement proposed 
by Comstock et al. (1949) to take advantage of both additive and non-additive genetic effects 
for the traits of interest. A detailed outline of the selection procedure in CB and SS from 
formation of the populations through Cycle 5 can be found in Penny and Eberhart (1971). 
Keeratinijakal and Lamkey (1993b) provide a description of the program from Cycle 6 
through Cycle 11. The selection methodology has not changed from Cycle 11 to the present 
Cycle 15. 
Microsatellite Genotyping 
The previous studies of the CB and SS populations by Labate et al. (1997, 1999) used 
82 restriction fragment length polymorphisms (RFLPs) to genotype all progenitor lines plus 
100 plants from both Cycle 0 and Cycle 12. Observations from these studies have shown 
that when analyzing 100 plants, most of the molecular information obtained is repetitive. 
One aim of the present study was to reduce this repetitive information by decreasing the 
number of plants sampled from each cycle. In addition, we wanted to sample more of the 
intermediate time points to see whether any undetected anomalies may have occurred 
between the cycles analyzed in the previous studies. So, to gather more information, we 
sampled a smaller number of plants and an increased number of cycles in this study. 
We randomly selected thirty plants from each of seven cycles of selection (Cycles 0, 
1, 3, 6, 9,12, and 15) in both CB and SS. In addition, a single plant representing each of the 
28 progenitor lines was sampled to give a total of 448 plants genotyped. A natural hierarchy 
is present for the analysis of molecular genetic variation. The highest level of the hierarchy 
is represented by the total sample of 448 plants. The 448 plants can be subdivided into two 
populations: 222 plants from CB and 226 plants from SS. The plants within CB and SS can 
be further subdivided into eight groups: progenitors (12 plants in CB; 16 plants in SS), 
Cycle 0 (30 plants), Cycle 1 (30 plants), Cycle 3 (30 plants), Cycle 6 (30 plants), Cycle 9 (30 
plants), Cycle 12 (30 plants), and Cycle 15 (30 plants). 
All molecular information was collected at Cornell University in the Institute for 
Genomic Diversity. After ~2 weeks growth in a greenhouse, a 5 cm lengthwise section of a 
single leaf with the midrib removed was collected from all plants and freeze dried until 
extraction. Genomic DNA was extracted from leaf samples via a miniprep protocol using 
CTAB (cetyltrimethyl ammonium bromide) extraction buffer (Mitchell et al., 1997), keeping 
the DNA from each plant separate. 
One hundred five SSRs were chosen for analysis based on their coverage of the maize 
genome. An initial set of 48 SSRs was previously assayed in these two populations and 
found to work well in multiplex where three or more SSR primers were analyzed together. 
The remaining 57 SSRs were chosen based on map position to fill in gaps remaining on the 
10 (2n=2x=20) maize chromosomes. After analysis, 19 SSRs were discarded because of low 
amplification or ambiguous results. Map position has not been established for one of the 
remaining markers while the rest are located on chromosomes 1 through 10 with the 
following distribution: 1 (14), 2 (10), 3 (10), 4 (11), 5 (8), 6 (5), 7 (5), 8 (7), 9 (8), and 10 
(7). These SSRs comprise the range of nucleotide repeats including di- (9), tri- (47), tetra-
(20), penta- (3), hexa- (2), complex (3), and unknown- (2) sized repeats. All reverse primers 
of each primer pair were fluorescently labeled, and primer pairs were multiplexed prior to the 
polymerase chain reaction (PGR). A multiplex set generally consisted of three primer pairs 
labeled with three unique fluorescent colors. 
Multiplex PGR was performed in 20 /xL volumes containing 25ng template DNA for 
samples of the progenitors and CB cycles and 7.5ng template DNA for samples of SS cycles. 
The remainder of the volume contained IX PCR buffer, l.SmMMgClz, 0.2mM dNTPs, 1 U 
Taq polymerase, and 4 pmoles of each forward and reverse primer in the multiplex set. The 
PCR protocol began with a denaturing step at 95°C for 4 min; followed by 30 cycles of 95°C 
for 1 min (denature), 55°C for 2 min (anneal), and 72°C for 2 min (extend); and ended with a 
final extension step at 72°C for 1 h. 
Following this amplification, 0.1 piL GENESCAN 500XL size standard (PE Applied 
Biosystems) and 1.0 jwL loading buffer were added to 0.5 jwL of each PCR product. The 
samples were denatured at 95°C for 5 minutes and placed on ice. A multichannel syringe 
was used to load 0.5 juL of each sample into 96-well 5% polyacrylamide gels. During 
electrophoresis by an automated DNA sequencer (PE Applied Biosystems, model 377), 
GENESCAN 3.1 software (PE Applied Biosystems) recorded the fragment sizes in base pairs 
for both the PCR products and the internal size standard as they migrated through the gel. If 
no amplification product was seen in the gel image, PCR was rerun for that particular plant 
DNA—SSR primer combination. GENOTYPER 2.1 software (PE Applied Biosystems) 
combined size and fluorescence information to identify the different markers and their 
specific allelic products. All data from GENOTYPER was compared with the GENESCAN gel 
image and verified for accuracy. Alleles at each SSR locus were then "binned" based on 
natural breaks in the distribution of allele sizes (Matsuoka et al., 2002). The majority of loci 
showed these tendencies for natural breaks between alleles. When this criterion was not met, 
personal judgment was used to identify bins, which classified a distribution of allele sizes as 
a single allele designation. Binning was performed for all loci because alleles did not tend to 
follow a discrete, stepwise distribution pattern based on repeat sizes. 
Estimating Genetic Variation 
We calculated measures of population genetic variation for 86 SSRs. Genetic 
variability was estimated for each group by average number of alleles per locus, number of 
polymorphic loci, and expected mean heterozygosity (Levene, 1949). These estimates of 
population genetic variation and their standard errors were calculated for the cycles of 
selection measured within both populations using PopGene (Yeh and Boyle, 1997) software. 
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For each measure of variation, we tested for differences over time and between populations 
with linear regressions of these diversity estimates using the program GraphPad Prism 
(version 4.00 for Windows, GraphPad Software, San Diego, California USA, 
www.graphpad.comV To determine the effect of selecting SSRs of varying base pair lengths, 
we grouped all loci by repeat motif size and calculated the diversity estimates for these 
classes. We used likelihood-ratio G-tests (Sokal and Rohlf, 1995) as implemented by 
PopGene (Yeh and Boyle, 1997) to adjust for the effects of non-independent markers and 
detect significant deviations from Hardy-Weinberg Equilibrium (HWE). 
Estimating Population-Level Phytogeny 
Genetic distances between all cycles of selection were estimated from Nei's unbiased 
measure (Nei, 1978) using PopGene (Yeh and Boyle, 1997) software. Nei's unbiased 
distance is a univariate statistic averaged over all loci and plants within a cycle of selection. 
This unbiased measure takes into consideration the effects of small sample sizes (Nei, 1978) 
to show the genetic divergence between successive cycles of selection in both CB and SS 
populations. Phylogeny analysis via the unweighted pair group method using arithmetic 
averages (UPGMA; Sneath and Sokal, 1973) clustering technique was performed in PopGene 
using genetic distances. 
The variance-covariance relationship among maize populations was evaluated by 
principal component analysis (PCA) using NTSYSpc (Rohlf, 2000) software. An 
independent, additive model was used to code the raw data for this analysis. For the additive 
model, alleles at heterozygous loci were each set to a value of 0.5, alleles at homozygous loci 
were each set to a value of 1, alleles not present at à given locus were set to a value of 0, and 
alleles at loci that did not respond to PCR (i.e. missing or "null" alleles) were set to a value 
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of 9. By dropping one allele at each locus, independence of the data set was insured since all 
alleles at any given locus sum to one. Smouse et al. (1982) applied this method of coding 
raw data in the form of an independent, additive data set for multivariate-type analyses. 
Hierarchical Analysis of Population Genetic Structure 
Analysis of molecular variance (AMOVA, Excoffier et al., 1992) was performed 
using Arlequin (Schneider et al., 2000) to detect differences for the following sources of 
variation over the total sample: among populations, among groups within populations, and 
among plants within groups. We also partitioned the total sample into the eight groups and 
evaluated variation between and within the two populations for each of the groups. The test 
statistics (0, phi values) calculated in this analysis are composites of the expected mean 
squares (EMS) associated with each source of variation (hierarchical level). They are not 
directly related to each source: 
®cr = correlation among random SSR genotypes within populations relative to the 
correlation of random pairs drawn from the total sample', 
®sr = correlation among random SSR genotypes within groups relative to the correlation of 
random pairs drawn from the respective populations', 
Osr = correlation among random SSR genotypes within groups relative to the 
correlation of random pairs drawn from the total sample. 
The <ï>-statistics are similar to the F-coefficients (e.g. FSt) proposed by Wright (1951), 
which are commonly used to estimate the amount of differentiation in population 
subdivisions. The difference is that the 4>-statistics are calculated in a multivariate manner 
from geometric distances rather than the univariate method of deviations from an average 
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(Excoffier, 2001). The null distribution is calculated from 1000 permutations of all possible 
distance measures across the different hierarchical levels in our study. The significance of 
the $-statistic is determined by measuring the difference between the $-statistic and the 
permuted null distribution (Excoffier et al., 1992). 
RESULTS AND DISCUSSION 
Genetic Diversity 
We identified 19 SSR loci where one or more plants in each of the CB and SS 
progenitor groups were heterozygous. When 82 RFLP loci were analyzed (Labate et al., 
2000), 39 polymorphic loci were identified among CB progenitors and 10 in SS progenitors. 
One progenitor line in each population had slightly more polymorphic loci than the other 
lines. In CB, progenitor line K230 had five polymorphic loci; and in SS, CI540 had seven 
polymorphic loci. Polymorphic loci were also present in 20 of the remaining 26 progenitors, 
but only one or two loci in each of those progenitors were polymorphic. When examining 
entire groups, polymorphic loci are those with more than one allele among all plants in the 
group. Plants within groups followed a significantly decreasing number of polymorphic loci 
as the progenitors were advanced to Cycle 15 (P < 0.05; Fig. la). There was no difference 
between CB and SS populations in the rate which polymorphic loci were lost (P = 0.568). 
Over time, plants within CB cycles retained only slightly more polymorphic loci than plants 
within SS cycles (P = 0.056). 
Average number of alleles per locus and expected heterozygosity within cycles 
decreased significantly in both CB and SS populations over time (P < 0.05; Fig. lb,c). The 
difference between populations was very significant for expected heterozygosity values (P = 
41 
0.005). The progenitor lines had higher average number of alleles per locus (average = 3.38) 
relative to subsequent cycles of selection (average = 2.42). At Cycle 9, allele numbers 
reached a low point (average = 2.02) in both populations before increasing in Cycle 12 
(average = 2.23 (CB), 2.08 (SS)). The decrease in expected heterozygosity slows at Cycle 9. 
The rate of change in heterozygosity from the progenitors through Cycle 6 (rate = -0.025 
(CB), -0.022 (SS)) is approximately 10-fold more than from Cycle 9 through Cycle 15 (rate = 
-0.005 (CB), -0.009 (SS)). 
SSRs were initially screened on all progenitor lines, and only those that were 
polymorphic were retained for analyzing diversity in the remaining cycles of selection. The 
range of alleles detected by each SSR varied from two to nine with most markers amplifying 
four alleles. Three hundred seventy-two alleles were amplified by the 86 SSRs to give an 
overall mean number of alleles per locus (mean = 4.33) slightly higher than the mode of the 
distribution (mode = 4). In addition to this overall analysis of SSR diversity, we also 
examined diversity within the seven repeat-size classes identified among our SSRs (Table 1). 
The average number of alleles differed by slightly more than one allele (difference = 1.06) 
among all classes without considering the class of unknown-repeat size. The range of 
average expected heterozygosities was also narrow (difference = 0.18). Although the 
unequal number of loci typed in each repeat class should be taken into account, we observed 
small differences in diversity among the repeat size classes of SSRs. This is contrary to 
information presented in the early literature indicating that dinucleotide repeats are the most 
polymorphic class of microsatellites in maize (Senior et al., 1998; Smith et al., 1997). 
However, a more recent study in maize by Sharopova et al. (2002) reported pentanucleotide 
repeats with the largest amount of polymorphism (81%) compared to di- and tetranucleotide 
repeats with 74% variation each, and trinucleotide repeats with the lowest polymorphism 
(52%). 
When evaluating deviations from Hardy-Weinberg Equilibrium (HWE) at single loci 
in cycles of selection, we detected a total of 222 tests out of 1204 possible (18.4%) that were 
statistically significant (P < 0.05). In both populations, the number of loci in disequilibrium 
decreased over time (Fig. 2). This decrease is significant across the SS cycles (P = 0.01) but 
nonsignificant across the CB cycles (P = 0.22). The CB population always has a greater 
number of significant loci than SS except in Cycle 0. The CB00 group is an exception as it 
has fewer significant loci (15) than SS00 (19) initially, but thereafter, the SS cycles remain 
lower than the CB cycles. The rate of change over time between CB and SS is nonsignificant 
(P = 0.52), and the populations themselves remain distinct (P = 0.04) over time. A noticeable 
drop in loci deviating from HWE, especially in CB, is observed in Cycle 9. The number of 
loci in disequilibrium increases again in Cycle 12. 
The excess homozygosity observed in our study may be due to non-infinite 
population size, non-random mating, or errors in genotyping, especially null alleles. One of 
the assumptions of HWE is an infinite population size each generation (Hedrick, 2000). 
When 10 or 20 selections are used to form each new generation, those numbers are much 
closer to zero than to infinity. Random mating of selected lines to form the next cycle should 
bring all loci within the cycle back into HWE. In theory, we random mate the selected lines. 
However, in practice, this random mating involves only crosses between plants. Another 
integral component of true random mating is crossing a plant with itself to form the 
homozygous classes of the HW distribution. This lack of selfing creates excess 
hétérozygotes. Excess homozygotes may be formed by assortative mating when crosses are 
made between early lines and between late lines (Labate et al., 2000). Assortative mating is 
another form of non-random mating that may lead to excess homozygotes (Hedrick, 2000). 
Homozygosity could increase due to null alleles. Null alleles are those which are unable to 
be amplified (Hedrick, 2000); therefore, a hétérozygote may appear as a homozygote or an 
entire genotype may be missing after PCR analysis. This would result in a higher frequency 
of homozygotes and possibly entire genotypic classes missing from the data. 
Beginning with the formation of Cycle 9, 20 selections were used to form new cycles 
in the RRS program (Keeratinijakal and Lamkey, 1993b). Researchers implemented this 
change to lower the selection intensity from 10 percent to 20 percent hoping to reduce 
random genetic drift (Schnicker and Lamkey, 1993). This modification to the breeding 
procedure can be seen in molecular diversity information. All measures of diversity reported 
above show signs of slowing the rate of change beginning at Cycle 9. Due to the noticeable 
changes in diversity estimates that occur between Cycle 6 and Cycle 9, we tested the 
significance of those values before Cycle 9 separately from those values including Cycle 9 
and above. When the linear trend was split at this point, many of the slopes were no longer 
significantly different from zero (i.e. none of the diversity estimates significantly changed 
within each of the split time periods). This is true for the SS population prior to Cycle 9 and 
for both populations after Cycle 9. Therefore, the change between Cycle 6 and Cycle 9 is 
pivotal in affecting diversity estimates over time. 
Evolutionary Relationships 
We observed an increasing amount of genetic distance (CD) between populations and 
between cycles and progenitors over time (Fig. 3a,b). The rate of this divergence from the 
progenitors was the same for both populations although the values for the populations 
themselves were significantly different (P = .0025). All cycles showed an increased 
divergence away from the progenitors over previous cycles, except Cycle 12 of the CB 
population (Fig. 3b). Cycle 12 of CB showed a slight decrease in genetic distance from the 
progenitors compared to Cycle 9, but genetic distance increased once again with Cycle 15. 
Overall, by Cycle 15, the populations have diverged further from each other (Table 2; GD = 
0.6286) than either of the Cycle 15 populations had diverged from their respective progenitor 
group (Table 2; CB, GD = 0.4157; SS, GD = 0.3983). A diversity analysis for grain yield 
supports this observation (Keeratinijakal and Lamkey, 1993a). 
We observed a relatively large genetic distance between progenitors and Cycle 0 in 
the SS population (Table 2; GD = 0.1235) when compared to the same interval in CB (GD = 
0.0406). Labate et al. (1997) observed this same spread between SS progenitors and Cycle 0 
(GD = 0.13). They theorized the genetic separation was not inherent in the original 
population, but formed as a result of the continual random mating necessary to maintain the 
cycles from which the plants in the molecular analysis were sampled. By including the 
intermediate cycles of selection in our study, we can more closely examine the changes in 
genetic distance between Cycle 0 and Cycle 12. Our data shows that SS Cycles 1 and 3 
diverged farther from their progenitors than did the CB Cycles 1 and 3 (Fig. 3b). Pedigree 
records from the Federal-State Cooperative Corn Breeding project do not indicate how many 
generations of recombination have occurred in the CB and SS cycles we sampled prior to 
Cycle 2. All Cycle 3 plants were sampled from the 4th generation synthetic (i.e. four 
generations of recombination). Iowa Stiff Stalk Synthetic Cycle 6 and Cycle 12 were 
sampled from the 3rd generation, and all other cycles have been sampled from the 2nd 
generation synthetic. This 'jump' in the SS population could have resulted because the SS 
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population was formed prior to the CB population and may have undergone more cycles of 
random mating before these populations were introduced into the reciprocal recurrent 
selection program. This is feasible since SS was developed in 1934 and 1935 (Sprague, 
1946) and CB was not developed until the 1940s (Hallauer et al., 1974). While the SS cycles 
show this large jump, the CB cycles show a steady progression away from their progenitors. 
From Cycle 6 onward, both CB and SS populations generally align in terms of distance from 
their progenitors. 
In response to the large observed genetic distance between SSPR and SSOO when 
compared to their respective CB groups, we evaluated all of the diversity statistics after 
subtracting the progenitor and Cycle 0 groups. We removed these initial groups from tests of 
both populations to see if they had any effect on the significance measures of relationships 
between the remaining groups over time. All tests remained as described above, except the 
test examining the difference between the average numbers of alleles per locus in each 
population. With all eight groups present for analysis, there was not quite a significant 
difference between the two populations over time (P = 0.065). When the progenitors alone 
were removed from the analysis, this difference in allele numbers became significant (P = 
0.022). When both progenitors and Cycle 0 were removed, there was no longer a significant 
difference between the populations (P = 0.076). These two groups were also removed from 
analyses that only went through Cycle 6 when the number of selections used to form the next 
cycle was increased. In these analyses, the rate of change between CB and SS in average 
number of alleles per locus became extremely significant (P < 0.016). This was the only 
instance where the CB and SS populations were changing at significantly different rates over 
time. 
Both PCA and clustering analyses separated plants into their respective populations. 
In the principal component analysis (PCA), the first two principal components (PCs) 
explained 43.96 and 13.08% of the total variation, respectively (Fig. 4). Adjacent cycles 
within populations are closely related and, therefore, tend to overlap each other, but we can 
observe patterns of structure in the data. The first PC separated plants based on the cycle 
they were from while the second PC primarily separated the CB from the SS populations. 
Evolutionary forces, whether artificial selection as part of the RRS program and/or genetic 
drift due to the small number of individuals recombined for each cycle of selection, are 
having a large impact on these populations. These forces have created a unique genetic 
structure where only two principal components are necessary to explain more than 55% of 
the observed variation. 
The goal of clustering analysis is to group together objects that are similar and 
provide an overall relationship among the plants sampled. To that end, clustering separated 
the SS and CB cycles into their respective populations (data not shown). Plants within 
individual CB cycles tended to be more similar, therefore grouping together, while SS plants 
were inclined to overlap more with plants of neighboring and non-neighboring cycles. 
Progenitors of these populations also were highly dissimilar by this method as they formed 
two clusters, each of mixed ancestry. The cophenetic coefficient measures the correlation 
between the genetic distances used to construct the tree and the genetic distances calculated 
based upon relationships in the cluster diagram. Our results gave an acceptable coefficient (r 
= 0.894) for similarity between the distances from the clustering diagram and the original 
genetic distance values (Sneath and Sokal, 1973). 
Genetic Structure 
Analysis of molecular variance (AMOVA) revealed significant structure across all 
hierarchical levels. When structure among all plants sampled was tested, the greatest 
correlation was observed among pairs of plants within groups when compared to pairs of 
plants from across the total sample (<$>ST = 0.3375, P < 0.01; Table 3). Under the AMOVA 
analysis, 66% of the variance was explained by within group variation, while 21% of the 
total variance was partitioned between the CB and SS populations. The amount of variation 
found among groups within populations was the smallest (13%) of the three sources of 
variation. 
In addition to testing the structure of the total sample, we partitioned the sample into 
the eight individual groups and analyzed each group separately. With this approach, there 
are two levels, between and within populations, used to describe the variance distribution. 
Estimates of between population variance increased with a significant linear trend (P < 
0.0001) from 4.19 in the progenitors to 58.33 in Cycle 15 (Table 4). Variation within 
populations decreased with the complementary value. Variation was significant (P < 0.05) 
between CB and SS for each group except the progenitors (P = 0.31). 
The observation of increasing variation between CB and SS from these molecular 
analyses was consistent with the gradual separation of two populations as theorized by 
Comstock et al. (1949) for a reciprocal recurrent selection program. With AMOVA, 
variation is calculated using hierarchical levels that are set a priori. This interpretation 
agreed with ordination and phylogeny analysis, where we saw partitioning of variation and 
clustering of similar groups based on a data structure without any preset hierarchical levels. 
These measures of genetic diversity, evolution, and structure help us to understand 
the relationships between populations and among cycles of selection. If the genetic 
associations between any of our populations or cycles of selection are similar, this may imply 
that plants from one population were mixed with the second population or that reciprocal 
recurrent selection affected loci similarly in both groups. Likewise, if any two groups differ, 
then this lack of association could be due to genetic drift in these small populations or 
selection that is acting differently in the two populations (Hedrick, 2000). In an upcoming 
study, we attempt to determine which evolutionary forces are acting in CB and S S to cause 
the genetic distance between them to increase with advancing cycles of the reciprocal 
recurrent selection program. 
An important result of this genetic survey of Iowa Com Borer Synthetic #1 and Iowa 
Stiff Stalk Synthetic is that using SSRs and a small sample size reinforces the observations 
made by Labate et al. (1997) using RFLPs and a greater than three-times larger sample size. 
At the time points in common to the two studies (progenitors, Cycles 0 and 12), we obtained 
comparable results, suggesting that our sample size of 30, rather than Labate et al.'s (1997) 
100, is adequate for characterizing cycles of selection within these populations. Labate et al. 
(1997) did show higher estimates for average number of alleles per locus, expected 
heterozygosity (gene diversity), and heterozygous plants among the progenitors. Rare alleles 
have a large impact on these statistics (Hedrick, 2000). These higher values reflect Labate et 
al.'s (1997) ability to identify those less common alleles using a larger sample size. In the 
present study, we collected slightly more data points (448 plants * 86 SSRs = 38,528 data 
points) than Labate et al. (1997; 428 plants * 82 RFLPs = 35,096 data points) using smaller 
samples from cycles and four more markers. Using this strategy, we were able to sample 
more time points in the RRS program, and obtain more information than previous research 
provides on the molecular changes that have occurred over time. 
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The analyses presented here show that the reciprocal recurrent selection program is 
creating a distinct structure within and between CB and SS populations. Our analyses 
confirm that the partitioning of variance in this breeding program has changed over time. 
The progenitor lines were highly variable. As time passed, that variation moved from within 
each cycle to between respective cycles in each population. This repartitioning of the 
variance could explain why phenotypic studies have observed a decrease in variance of these 
populations over time (Holthaus and Lamkey, 1995). While some variance has been lost 
within cycles, the majority has been redirected into separating the SS and CB populations by 
the reciprocal recurrent selection strategy. By adding to our knowledge of these populations, 
we are able to better evaluate how a plant breeding strategy that has been in practice for over 
50 years is affecting both between and within population measures of variation. 
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Table 1. Genetic variation over 86 SSR loci for Iowa Corn Borer Synthetic #1 and Iowa Stiff Stalk Synthetic maize populations, 
calculated by nucleotide repeat size of the SSR loci. Standard errors are in parentheses. 
Nucleotide 
repeat size Loci typed 
Average number of alleles per locus Expected heterozygosity 
CB SS Average CB SS Average 
dinucleotide 9 3.89 (0.42) 4.11 (0.63) 4.44 (0.60) 0.494 (0.061) 0.422 (0.064) 0.528 (0.067) 
trinucleotide 47 3.60 (0.22) 3.45 (0.22) 3.94 (0.25) 0.426 (0.028) 0.362 (0.030) 0.449 (0.030) 
tetranucleotide 20 4.30 (0.37) 4.45 (0.28) 5.00 (0.42) 0.534 (0.030) 0.470 (0.035) 0.568 (0.032) 
pentanucleotide 3 3.67 (0.88) 3.67 (0.88) 4.00(1.15) 0.472 (0.115) 0.475 (0.005) 0.566 (0.062) 
hexanucleotide 2 4.00 (0.00) 4.00(1.00) 4.50 (0.50) 0.660 (0.038) 0.458 (0.001) 0.629 (0.018) 
complex! 3 4.67 (0.88) 4.00 (0.58) 4.67 (0.88) 0.521 (0.058) 0.499 (0.065) 0.584 (0.039) 
unknown} 2 5.00 (0.00) 5.50 (0.50) 6.00 (0.00) 0.486 (0.079) 0.520 (0.103) 0.616 (0.058) 
Total sample 86 3.87 (0.16) 3.84 (0.16) 4.33 (0.19) 0.470 (0.179) 0.408 (0.187) 0.502 (0.188) 
f The complex repeat motifs are AG/AGCG, AT/ATAC, and (GGA)(GAG). 
JNo repeat motif was found for two loci when verified at www.maizegdb.org on 7/23/2003. 
Table 2. Genetic distance measured in Iowa Corn Borer Synthetic #1 (CB) and Iowa Stiff Stalk Synthetic (SS) populations. For 
each population, distances were calculated across the progenitors (PR) and selected cycles from Cycle 0 (00) to Cycle 15 (15) for 
86 microsatellite loci. Genetic distance is measured on a scale from zero to one, where a lower number represents a closer 
distance between populations. 
Group CBPR CB00 CB01 CB03 CB06 CB09 CB12 CB15 SSPR SSOO SS01 SS03 SS06 SS09 SS12 
CB00 0.0406 
CB01 0.0742 0.0692 
CB03 0.1059 0.1020 0.0759 
CB06 0.1699 0.1850 0.1328 0.0963 
CB09 0.2260 0.2575 0.1901 0.1574 0.0680 
CB12 0.2265 0.2746 0.2031 0.1922 0.0939 0.0421 
CB15 0.2446 0.2938 0.2265 0.1947 0.1027 0.0539 0.0236 
SSPR 0.0845 0.1128 0.1404 0.1815 0.2574 0.2952 0.3164 0.3249 
ssoo 0.1547 0.1610 0.1629 0.2086 0.2852 0.3075 0.3356 0.3629 0.1235 
SS01 0.2136 0.1974 0.2024 0.2490 0.3346 0.3608 0.4018 0.4389 0.1824 0.0629 
SS03 0.2132 0.2120 0.2113 0.2464 0.3371 0.3798 0.4032 0.4431 0.2051 0.0804 0.0492 
SS06 0.2360 0.2308 0.2347 0.2796 0.3476 0.3890 0.4094 0.4573 0.2250 0.112 0.0887 0.0563 
SS09 0.3275 0.3146 0.3066 0.3560 0.4542 0.4907 0.4996 0.5607 0.2894 0.1646 0.1353 0.1036 0.0610 
SS12 0.3558 0.3376 0.3357 0.3820 0.4876 0.5297 0.5376 0.5980 0.3181 0.1750 0.1405 0.1092 0.0793 0.0169 
SSI 5 0.3831 0.3631 0.3596 0.4195 0.5176 0.5561 0.5708 0.6286 0.3389 0.1816 0.1495 0.1268 0.1011 0.0464 0.0285 
Ul 
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Table 3. Analysis of molecular variance (AMOVA) for plants sampled from eight groups 
(progenitors and seven cycles of selection) within two populations in maize (Iowa Corn 
Borer Synthetic #1 and Iowa Stiff Stalk Synthetic) over 86 SSR loci. Levels of significance 
are based on 1,000 iteration steps. Test statistics: <E>CT, correlation among random SSR 
genotypes within populations relative to the correlation of random pairs drawn from the 
whole sample; $sc, correlation among random SSR genotypes within groups relative to the 
correlation of random pairs drawn from the population; $st, correlation among random SSR 
genotypes within groups relative to the correlation of random pairs drawn from the whole 
sample. 
Variance component 
Level of variation df absolute % Test statistic P-value 
Between populations 1 4.456 20.68 $CT = 0.2068 <0.01 
Among groups within populations 14 2.816 13.07 $sc = 0.1648 <0.01 
Among plants within groups 880 14.272 66.25 <&ST = 0.3375 <0.01 
Total 895 21.545 
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Table 4. Percent variation in gene frequencies over 86 SSR loci for Iowa Corn Borer 
Synthetic #1 and Iowa Stiff Stalk Synthetic maize populations showing differences between 
populations and within populations calculated at the group level using analysis of molecular 
variance (AMOVA). Variation was significant between populations for all groups except the 
progenitors (PR). 
Variance, % 
Level of variation PR 00 01 03 06 09 12 15 
Between populations 
Within populations 
4.19 
95.81 
13.11 
86.89 
18.53 
81.47 
21.60 33.28 
78.40 66.72 
48.66 
51.34 
51.26 
48.74 
58.33 
41.67 
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Figure 1. Genetic variation over 86 SSR loci for Iowa Corn Borer Synthetic #1 (CB) and 
Iowa Stiff Stalk Synthetic (SS) maize populations calculated across groups in each 
population. Solid black bars, CB; black and white bars, SS. (a). Percent polymorphic loci, 
(b). Average number of alleles per locus, (c) Expected heterozygosity. 
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Figure 2. Percent of 86 SSR loci deviating from expectations for Hardy-Weinberg 
Equilibrium in Iowa Corn Borer Synthetic #1 (CB) and Iowa Stiff Stalk Synthetic (SS) 
populations calculated across groups in each population. Solid black bars, CB; black and 
white bars, SS. 
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Figure 3. Genetic distances between Iowa Corn Borer Synthetic #1 (CB) and Iowa Stiff 
Stalk Synthetic (SS) over 86 SSR loci. (a). Genetic distance separating the CB and SS 
populations at each group, (b). Genetic distance gained at each new cycle relative to the 
progenitors (PR) for CB and SS populations. Solid black bars, CB; black and white bars, SS. 
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Figure 4. Principal component analysis (PC A) depicting the genetic structure of Iowa Corn 
Borer Synthetic #1 (CB) and Iowa Stiff Stalk Synthetic (SS) progenitor lines (PR) and cycles 
of selection (Cycle 00 to Cycle 15, 00 to 15) over 86 SSR loci. The first two principal 
components (Prinl and Prin2) are plotted against each other with the amount of overall 
variation explained by each in parenthesis. 
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CHAPTER 4. SELECTION AND GENETIC DRIFT IN A MAIZE RECIPROCAL 
RECURRENT SELECTION PROGRAM 
A paper to be submitted for publication in Crop Science 
Lori L. Hinze, Stephen Kresovich, and Kendall R. Lamkey 
ABSTRACT 
To detect maize genomic regions evolving under random genetic drift or selection, 
we studied the change in allele frequency across generations in two maize populations that 
had been submitted to a reciprocal recurrent selection program. This program was initiated 
in 1949 and has since been modified by 15 cycles of selection. The progenitor lines used to 
form these populations and seven derived cycles (Cycles 0, 1,3, 6, 9, 12, and 15) were 
studied with SSR markers. Changes in total number of alleles per cycle and allele frequency 
over time were observed for loci in both populations. Using a test for temporal variation that 
accommodates multiple alleles, we found significant variation over time at 30 of 86 SSR loci 
where changes in allele frequencies after 15 cycles in the reciprocal recurrent selection 
program were greater than explained by random genetic drift alone. Simulation models and 
comparisons to a previous study supported our findings. These 30 loci were distributed 
across all chromosomes, except chromosome eight, with an equal number occurring in each 
population. Chromosomes one and four have the highest frequency of loci with alleles 
deviating from genetic drift. This research demonstrates that we can identify selected regions 
of the genome using temporal variation. These selected regions serve to narrow our search in 
the maize genome for agronomically important loci under selection. 
65 
INTRODUCTION 
The study of temporal variation within populations allows us to observe evolutionary 
processes and potentially determine the driving force(s) responsible for changes within those 
populations. This subject has received wide attention, primarily in the area of conservation 
genetics to infer the history of and better manage natural populations (Beaumont, 2001). 
Species with short generation times and large amounts of subdivision are ideal for studying 
temporal variability, as they have the most potential for change, and this change can be seen 
quickly (Lessios et al., 1994). We have used a long-term selection program in maize (Zea 
mays L.) as a model system to measure temporal variation. While maize may not have a 
short generation time relative to other plant species, like Arabidopsis (Arabidopsis thaliana), 
it is nonetheless interesting to observe the microevolutionary changes that have occurred, 
regardless of the species studied. 
Migration, mutation, selection, and genetic drift are evolutionary processes that can 
cause changes in allele frequency at loci over time (Falconer and Mackay, 1996). For this 
study, we are primarily interested in artificial selection via the reciprocal recurrent selection 
(RRS) breeding strategy and random genetic drift due to small population sizes in Iowa Corn 
Borer Synthetic #1 (CB) and Iowa Stiff Stalk Synthetic (SS) populations. Random genetic 
drift is the process by which chance alone can result in changes in allele frequency (Hartl and 
Clark, 1997). Genetic drift is a time-dependent process; therefore, the long-term selection 
program is ideally suited to observing this evolutionary mechanism. 
A previous study using 82 restriction fragment length polymorphism (RFLP) loci in 
CB and S S at two time points (Cycle 0 and Cycle 12) has convinced us that examining 
changes in allele frequencies in these two populations is a viable method to research genome-
wide changes resulting from reciprocal recurrent selection (Labate et al., 1999). The 
previous study gave evidence that changes in allele frequency appear to be due to selection, 
as changes at 17% of the loci measured cannot be explained by genetic drift alone. Since 
Labate et al. (1999) only evaluated two cycles of selection; it was unknown what was 
occurring between these time points. As a continuation of the study of Labate et al. (1999), 
we collected data from several intermediate time points and used SSR markers to better 
understand temporal variation. We used this information to answer the following questions: 
i) How much allelic variation has occurred in this RRS program under phenotypic selection 
for increased grain yield and reduced grain moisture and lodging? ii) Do any SSR loci show 
evidence for forces acting upon them over and above the randomness of genetic drift? iii) Do 
any of the chromosomal regions we identified as non-neutral overlap with those identified by 
Labate et al. (1999)? and iv) What are the chances that the alleles at these loci deviating 
from expectations reached their Cycle 15 frequencies under a model of random sampling? 
MATERIALS AND METHODS 
Genetic Material 
A reciprocal recurrent selection program between two maize populations was used to 
test for the effects of genetic drift and directional selection in this study. Reciprocal recurrent 
selection was proposed by Comstock et al. (1949) as a method for building superior 
combining ability into two populations simultaneously. During each cycle of selection, 
plants from the two populations are crossed to each other, the crosses are evaluated, and the 
best crosses are selected. The individual plants used in these crosses are then recombined to 
form the next cycle. 
The two populations evaluated, Iowa Corn Borer Synthetic #1 (CB) and Iowa Stiff 
Stalk Synthetic (SS), have completed 15 cycles of selection since the beginning of the 
program in 1949. Detailed descriptions of this selection program can be found in Penny and 
Eberhart (1971) and Keeratinijakal and Lamkey (1993). Selected cycles from this program 
were evaluated for the variability in their genotypic composition. Samples were evaluated 
from the progenitors (PR) and Cycles 0, 1, 3, 6, 9, 12, and 15 from both CB and SS 
populations. Twelve and 16 inbred lines (plants) representing the CB and SS progenitors, 
respectively, along with 30 plants randomly selected from each of the seven cycles in both 
populations were assayed. 
Molecular Evaluation 
Genomic DNA was isolated from leaf tissue of the 448 plants sampled for analysis. 
The genotype of each plant was determined at 86 simple sequence repeat (SSR) loci. The 
primers for these markers were fluorescently labeled and multiplexed prior to the polymerase 
chain reaction (PCR). For further details regarding the set of markers and the PCR 
procedure, see Hinze et al. (2003, in preparation). 
Statistical Procedure 
Allelic variation. The total number of alleles, average allele frequency, and observed 
heterozygosity were calculated for each population and group of plants tested. In addition, 
frequency of the most common allele and heterozygosity for each mapped SSR locus were 
plotted against map position to observe whether neighboring loci across the genome are 
being affected similarly by any changes in variability that may have occurred over time. The 
common allele was based on frequencies observed in the CB01 group. Cycle 1 was chosen 
because an unknown number of generations of random mating occurred previous to the 
cycle. We can more accurately determine the amount of recombination occurring after this 
generation rather than before. The CB population was exploited because it is the most 
recently formed of the two populations and does not show the great loss of alleles between 
the progenitors and Cycle 0 as seen in the SS population (Hinze et al., 2003, in preparation). 
For this study, we are interested in following changes that occur in the most common 
allele. The most common allele is defined as the allele with the highest frequency either in 
an initial stage of the program (progenitors, Cycle 0, or Cycle 1) or in the current stage, 
Cycle 15. We choose to study the most common alleles because we want to identify those 
which have been affected most in this selection program. Common alleles early in the 
program indicate the prevalent genetic structure of the populations before selection. 
Common alleles in Cycle 15 indicate major effects of the selection program. Differences in 
frequency of the common alleles early and late in the program would indicate that some 
factor of the selection program has changed these respective loci from their natural states. 
Temporal variation. A statistical test was used to determine if changes in allele 
frequency were greater than that expected under random genetic drift. Tests were conducted 
on observed allele frequencies at each of the 86 SSRs over a period of 15 generations of the 
reciprocal recurrent selection program. These changes were estimated using the Waples' 
(1989) test. The null hypothesis for this test is that observed variations in allele frequency 
are due to genetic drift which is influenced by sample size, population size, and number of 
generations from an initial time point. 
Waples' (1989) test is one of the more recent developments extending from an 
original model based on a field study and proposed by Fisher and Ford in 1947. Schaffer et 
al. (1977) furthered the original model of Fisher and Ford (1947) used in natural populations 
by applying it to a common experimental procedure. This procedure accounts for two 
sources of sampling variation in selection experiments. The first is variation created by 
choosing a finite number of individuals as parents of the next cycle, i.e., random genetic drift. 
The second is the variation associated with the sample sizes of plants used for genetic 
analysis to determine allele frequencies. Wilson (1980) extended these statistical methods by 
proposing several new models that could be used to test a broader range of experimental 
designs. Waples' (1989) contribution to these tests of temporal selection was to merge the 
several methods proposed by Wilson (1980) into a method applicable to a wide variety of 
organisms and sampling schemes. This generalized method estimates the probability of a 
significant test statistic if the only forces acting on allele frequencies are stochastic ones (i.e. 
sampling error and genetic drift). 
Change in allele frequency over time was measured separately in CB and SS 
populations using Cycle 1 as the initial time point (0) and Cycle 15 as the final time point (t) 
for each of the 86 SSR loci. To perform this analysis for each locus, we used Waples' Plan II 
where the sample for evaluation was taken before reproduction and not replaced. This test 
accommodates multiple alleles and forms a variance-covariance matrix (£) using Cycle 1 and 
Cycle 15 as time points to detect temporal variation. Using one less than the total number of 
alleles at each locus in the £ matrix ensures independence in the data set. The covariances 
between alleles at the first time point and alleles at the final time point are always zero 
because the sample used for analysis in Cycle 1 is independent of the sample used to form 
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the next cycle of selection. For example, if three independent alleles were observed at a 
locus, the covariances between them at time 0 are represented by the following equations: 
AB AC ^ ancj BC wkere ^ g and C are allele frequencies and So is sample size at 
2% 2% 2& 
time 0. The covariances between alleles observed at time t are of the general form: 
AB 
IS, 
y 
1 — 
t y 2A^ 
, substituting A, B, or C for the appropriate allele 
combinations with St equal to sample size at time t. The diagonal elements of E are 
variances calculated as —— for allele A at the initial time point and 
2& 
2S. 
Y 
t vv 2A^ 
1 - 1 1 for allele A at the subsequent point ( t ) .  
14 The harmonic mean, xh = —,—r -,—^ = 14, is used to estimate the effective 
1 +8 1 
v l O y  V20; 
population size (Ne). When calculating a harmonic mean, the generations with the smallest 
number of parents have the most effect (Zar, 1999). In the RRS program evaluated, 10 
parents were chosen to form the next generation from Cycle 1 through Cycle 7. Beginning 
with the formation of Cycle 8, however, 20 parents were selected. Therefore, the effective 
population size (Ne) is equal to 2(xh ) -1 = 27. Labate et al. (1999) empirically determined 
that this harmonic mean was an appropriate estimator of effective population size. 
The Waples (1989) test statistic (X 2 )  is in the form of a weighted sum of squares 
equation whose result has a chi-square distribution. For two time points, this statistic is 
calculated as follows: 
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In this equation, x is the initial allele frequency and y is the terminal allele frequency. P is 
an estimate of allele frequency weighted by the variances and covariances among alleles 
within a locus and between the two time points. According to Waples (1989), 
p=lJ^P_ 
M 
where / is a vector of l's whose length is the same as P, Z* is the same as E described above 
without the A(l-A) term in all diagonal elements, P is a vector of observed allele frequencies, 
and M is the sum of all the terms in X»1. 
Changes in allele frequency are deemed significant under these tests if they reject the 
null hypothesis of deviations due to random drift. These putative loci under forces stronger 
than drift were then associated with their chromosome bin location and compared with the 
position of significant RFLP loci in these same populations that were detected by Labate et 
al. (1999). 
Simulations. We were interested in the probability with which an allele would 
change from an initial starting frequency into the frequency observed in Cycle 15. This 
would serve as further evidence that changes in allele frequency over time were due to 
random drift or selection. 
Simulations were used to show 1000 possible allele frequency outcomes in Cycle 15 
due to random sampling of 20, then 40 gametes as in the CB and SS RRS procedure, in 
previous cycles. The simulations were started with the allele frequencies observed in Cycle 1 
for those loci with a significant Waples' test. The same basic simulation algorithm is used 
throughout. First, model parameters are fixed. These include the initial allele frequency, 
number of gametes evaluated, and number of gametes selected. To accurately simulate our 
RRS program, the number of gametes evaluated is set to 200, while the number of gametes 
selected equals 20 from Cycle 1 to Cycle 7 and the number of gametes selected equals 40 
from Cycle 8 to Cycle 15. The general method of these simulations was to apply a 
resampling procedure with replacement because each plant has the potential to contribute 
more than one of the same gamete when it is recombined to form a subsequent cycle of 
selection. 
These runs produce a range of allele frequencies at each cycle; however, we are 
interested in Cycle 15. The binomial distribution of these allele frequencies gives used to 
calculate the probability that we would observe a certain allele frequency after 15 generations 
of drift (Hartl and Clark, 1997). For those loci determined significant using the Waples 
(1989) test, we compare the observed allele frequency in Cycle 15 to the simulated 
distribution to determine what fraction of populations would reach that final frequency due to 
random chance alone. Simulations were carried out using Proc IML and Proc SURVEYSELECT 
of SAS. 
RESULTS AND DISCUSSION 
Variation in Allele Frequency 
The number of alleles observed across all 86 SSR loci in each group had a slightly 
narrower range for the CB population (174 to 288 alleles) than for the SS population (147 to 
293 alleles; Table 1). The average frequency of the most common allele at each locus was 
generally higher in the CB groups than the SS groups (Table 1). This concurs with the fact 
that we selected the most common allele based on frequencies in the CB01 group. If an 
allele is at high frequency in one population, RRS theory predicts that the frequency at the 
same allele should be correspondingly low in the opposite population (Comstock et al., 
1949). There was a general trend for a decrease in the number of alleles per group as the 
number of cycles of selection increased. However, there was an exception in Cycle 12 of 
both populations as the number of alleles increased rather than decreased relative to Cycle 9 
(CB12 = +18 alleles; SS12 = +5 alleles). This coincides with previous calculations showing 
observed heterozygosity increased in the CB population from CB09 to CB12 (Hinze et al., 
2003, in preparation). The corresponding SS cycles showed a decrease in the amount of 
observed heterozygosity across cycles over time. 
There were many different patterns in variation of allele frequencies and observed 
heterozygosity seen over cycles of selection and across chromosomes (Cycle 1 and Cycle 15 
for both populations presented in Fig. 1-4, data not shown for other generations). Some 
loci (umcl534) show a directional trend where one allele started at a low frequency in the 
progenitors and is now nearly fixed in Cycle 15 of the CB population. Many loci (umcl290, 
umcl814) have alleles that fluctuate with varying degrees of magnitude over time. At some 
loci (phi427913), the same allele has become fixed in both populations; while at other loci 
(umcl534), a different allele is fixed in each population. Many alleles were rare and were 
lost immediately during the first cycle of selection. After several generations of selection, 
many more alleles were lost; while others continue to show high heterozygosity (umcl399) 
after 15 generations in the reciprocal recurrent selection program. Selection and drift are the 
main forces at work in these populations that can affect the value we observe for allele 
frequencies. Migration can be ruled out because these are closed populations (i.e., plants not 
evaluated in this selection scheme are not used to form the next generation). Mutant alleles 
rarely occur and have a low probability of fixation - 0.0167 ), where N equals 
population size of 30 for the current study (Hartl and Clark, 1997). For those that do remain 
in a population of this size, it would take on the average of 120 generations (47V) for them to 
be fixed (Hartl and Clark, 1997). We have applied a test statistic to detect significant 
deviations over time from a random model to see if we can identify loci which do vary to 
such an extent that artificial selection as part of the RRS program is affecting the populations. 
Analysis of Temporal Variation 
We started the analysis with Cycle 1 because we felt this cycle would give a truer 
measure of change in allele frequency without having to worry about the loss of alleles 
experienced especially in the SS population when the PR were recombined to form Cycle 0 
(Table 1). Labate et al. (1999) faced the same problem in their analysis of these populations. 
Richards and Leberg (1996) have indicated that when a population has lost many alleles as if 
it were going through a bottleneck, observations made from temporal changes in allele 
frequencies may be misleading. In an effort to avoid this problem, our analysis of temporal 
variation began with Cycle 1. 
The null hypothesis that random genetic drift over time is the cause of changes in 
allele frequency was tested using Waples' (1989) test statistic. The alternate hypothesis is 
that a stronger non-neutral force, such as selection, is causing the observed changes in allele 
frequencies. The model tested for our purposes included two end points, Cycle 1 and Cycle 
15 in both CB and SS populations. We analyzed all alleles at 86 SSR loci. After applying 
this test, allele frequencies at 30 loci had a significant chi-square value, therefore rejecting 
the null hypothesis that demonstrated changes could be explained by genetic drift alone after 
15 cycles of reciprocal recurrent selection (Table 2; significant loci indicated in Figures 1 -
4). Seventeen loci in CB and 16 loci in SS were identified as having non-neutral alleles, and 
three of these loci showed significant deviations in both populations. All 10 maize 
chromosomes except chromosome eight had at least one locus showing evidence for non-
neutrality. Seven loci were measured on chromosome eight, but none had significant 
changes in allele frequency. Significant changes can indicate departures from drift where the 
observed variation is greater than would be expected under a truly random model. 
Once we identified putative non-neutral loci, we used those specific loci to gather 
further evidence for selection. First, we compared the relative positions of our significant 
loci to those identified by Labate et al. (1999) using restriction fragment length 
polymorphism (RFLP) loci (Table 3). We identified eight overlapping chromosomal regions 
where significance was observed in both studies. When this occurred, the significant loci 
were often detected in the same population. For example, in bin 11 of chromosome one, 
significant loci were detected in the SS population for both studies. Chromosomes one and 
four have the most occurrences of significant loci across populations and studies (11 and 10 
loci, respectively). Chromosome seven has the most condensed region in which selected loci 
are found. This region spans bins two through four and has seven significant tests with one 
locus in both studies (phi034 and bnll5.40) being detected in both populations. These 
chromosomal regions would be a likely starting point for finer analysis to search for loci 
undergoing directional changes. 
The second test of the non-neutral loci used a simulation model to calculate the 
probability of observing the changes in allele frequency determined to be significant with the 
Waples' test. Rare alleles appear frequently among these loci (Table 4). For locus phi034 in 
the CB population, we observed an initial allele frequency of 0.27 and a final frequency of 
0.05. After 1,000 simulations and 15 cycles of sampling, we counted twenty-five of the 
simulations ending with a final frequency of 0.05. This equates to a probability of observing 
an event like this 2.5% of the time due to random sampling in this population size. 
Therefore, it is highly likely some selective force is at work. Another locus, phi072, had an 
allele starting at the same frequency as that ofphi034. This allele inphi072 was ultimately 
fixed in the SS population. There is a 1.8% probability of an allele at this starting frequency 
going to fixation. Approximately 74% of allele frequencies simulated have a <10% 
probability that the final result would be obtained by chance (data not shown). These alleles, 
therefore, are in close agreement with results from the Waples' test. Their significance by 
the Waples' test means their chances of reaching their final frequency were highly unlikely 
due to drift, and our simulations confirm this result. 
Microevolutionary Processes in Maize Breeding Programs 
After 12 to 15 cycles of reciprocal recurrent selection, the CB and SS populations 
have diverged considerably (Labate et al., 1997, 1999; Hinze et al., 2003, in preparation). 
However, we do not know if this separation is because of selection or drift. This difference 
is due in part to genetic drift, because a finite number of lines (10-20) were selected and 
recombined each cycle, and also to selection, because the recombined lines were chosen 
based on high performance (Labate et al., 1999). Using small populations of Tribolium, Rich 
et al. (1979) has shown that drift can be stronger than selection and cause fixation of an allele 
not selected for. The importance of selection versus drift has also been tested in maize 
populations where samples of 5, 10, 20, or 30 plants were selected for forming the next 
generation (Weyhrich et al., 1998). Weyhrich et al. (1998) found that drift becomes a 
stronger force than selection when fewer than 10 lines are sampled. 
Both selection and genetic drift act similarly, but our simulations should help us 
determine whether allele frequencies are moving to fixation faster than they would under a 
purely drift model. In practice, the simulations are best suited to discriminate between rapid 
fixation due to selection or drift at intermediate values of initial allele frequency (frequency ~ 
0.50). After running simulations at different starting frequencies, we observe that drift can 
be a strong force by quickly moving alleles to be fixed (frequency = 1.0) or lost (frequency = 
0.0). Based on the simulation of our reciprocal recurrent selection program, an allele may be 
lost within one generation if it starts with an allele frequency of 30%. Even with a 50% 
frequency, an allele can become fixed or lost within three generations. The swiftness of loss 
or fixation of alleles is due in large part to sample size. Random genetic drift causes gene 
frequencies to change over time as a function of the population size and length of time 
between the points measured (Beaumont, 2001). While these alleles that have gone to 
fixation are important, those alleles that have not been exposed to outside pressures or that 
have resisted these pressures are also of interest. One extreme example of this in our data set 
is a locus (umcl399) with 2 alleles still remaining at approximately 50% frequency in both 
CB and SS populations (Hinze et al., 2003, in preparation). This locus deviates from Hardy-
Weinberg equilibrium with excess heterozygotes. Balancing (stabilizing) selection would 
explain the occurrence of two alleles at this locus. Under balancing selection, 
polymorphisms are maintained much longer than would be expected under a model of 
genetic drift (Hartl and Clark, 1997). 
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One method for determining the functionality of a locus, whether neutral or non-
neutral is to associate it with nearby regions that may be controlling agronomically important 
traits. Such association studies of genetic changes over time have been conducted in other 
crops; for example, maize (Pinto et al., 2003), wheat (Enjalbert et al., 1999), barley (Ibrahim 
et al., 1996), and oats (de Koeyer et al., 2001). These studies were able to detect significant 
deviations in allele frequency and associate them with phenotypic data to recognize putative 
quantitative trait loci (QTL) that have been submitted to selection. 
If we want to identify specific loci under selection, there are several logical steps to 
follow up on this research. We could use a candidate gene approach or do fine mapping, for 
example. With the candidate gene approach, we can identify those of our selected loci 
having homology to genes of known function. Therefore, focus is on those loci where a 
function is directly relevant to selection, developmental processes, or agronomic 
improvement. With fine mapping, we would systematically scan just the chromosomal 
regions identified by this study using regularly spaced markers. The genetic material best 
suited for fine mapping would be homozygous lines derived from Cycle 0 and Cycle 15. We 
would identify regions of high variability among the Cycle 0 lines and find the same regions 
among Cycle 15 lines where all lines have become fixed for an allele. 
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Table 1. Total number of alleles observed for 86 SSR loci in the progenitor group (PR) and 
seven cycles of selection (00 to 15) in Iowa Corn Borer Synthetic #1 (CB) and Iowa Stiff 
Stalk Synthetic (SS) populations. 
Total number of alleles Average allele frequency ± SEf 
Group CB SS CB SS 
PR 288 293 0.520 ± 0.023 0.486 ± 0.029 
00 285 227 0.553 ± 0.025 0.530 ±0.031 
01 272 219 0.615 ±0.018 0.547 ± 0.034 
03 238 218 0.572 ± 0.029 0.506 ± 0.034 
06 204 211 0.609 ± 0.032 0.540 ± 0.036 
09 174 174 0.611 ±0.036 0.532 ± 0.042 
12 192 179 0.596 ± 0.037 0.515 ±0.043 
15 176 147 0.588 ± 0.039 0.500 ± 0.045 
t Average is calculated for a single allele at each locus based on the most common allele 
observed in the CB01 group; SE, standard error. 
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Table 2. SSR loci deviating from genetic drift as identified by the Waples' (1989) test for 
temporal changes in allele frequency at Cycle 1 and Cycle 15 for Iowa Corn Borer Synthetic 
#1 (CB) and Iowa Stiff Stalk Synthetic (SS) populations. SSRs listed in bold type are 
significant in both CB and SS populations. 
Population Chromosome Binf SSR X2 value dfj 
CB 1 3 phi 109275 11.71 * 4 
1 6 umcl508 15.18 ** 4 
1 10 umcl534 18.93 *** 4 
2 1 umcl552 13.98 * 6 
2 5 umcl635 14.25 ** 3 
3 0 phi453121 15.27 ** 3 
4 9 umcl328 4.20 * 1 
4 11 phi076 19.08 *** 2 
5 6 umcl752 6.30 * 1 
6 0 phil59819 21.10 *** 3 
7 0 umcl695 20.52 *** 3 
7 2 phi034 8.92 * 3 
7 3 umcl684 58.45 *** 4 
9 4 phi032 13.41 ** 2 
9 7 umcl675 50.60 *** 2 
10 3 phi050 5.63 * 1 
10 4 phi062 5.62 * 1 
SS 1 2 umcl568 4.38 * 1 
1 3 phi339017 25.33 *** 1 
1 11 phi064 9.50 * 3 
2 4 phi083 4.96 * 1 
2 8 phi427434 13.10 ** 3 
3 2 umcl814 12.84 *** 1 
4 0 phi072 9.61 ** 2 
4 4 phi308090 7.68 ** 1 
4 10 umcll80 6.40 $ 1 
4 11 phi076 5.10 * 1 
5 3 phil09188 12.75 ** 3 
5 3 umcl226 8.93 $ 2 
5 4 phi330507 7.43 * 2 
7 2 phi034 18.92 ij( sfs 2 
9 7 umcl675 9.75 ** 2 
10 1 umc2053 4.96 * 1 
P<É).05, **P<É).01, *** P <0.001 
f A bin is a relative genetic map position on the chromosome, representing approximately 20 
centiMorgans on the maize genetic map (verified 7/23/03 on www.maizegdb.org ). 
^Degrees of freedom are equal to the number of alleles observed at each locus minus one. 
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Table 3. Position, based on chromosome bin location, of significant molecular markers 
detected in the current study and in the study of the same populations by Labate et al. (1999). 
SSRs listed in bold type are significant in both CB and SS populations. 
Chromosome 
Significant SSRs 
(current study) 
Bin CB SS 
Significant RFLPs 
(Labate et al., 1999) 
CB SS 
1 
2 
3 
5 
6 
8 
10 
11 
12 
phi 109275 
umcl508§ 
umcl534§ 
t 
umcl568§ 
phi339017 
phi064 
bnl5.62 
$ 
t 
i 
bnl6.32 
umcl67 
umcl28 
umc84 
2 
2 
2 
2 
1 
4 
5 
8 
umcl552 
umcl635 
phi083§ 
phi427434 
Î 
bnll2.09 umc34 
3 
3 
3 
0 
2 
4 
phi453121 
umcl814 
t 
Î 
bnl8.35 
4 
4 
4 
4 
4 
4 
4 
4 
4 
0 
4 
5 
6 
7 
8 
9 
10 
11 
phi072 
phi308090 
umcl328§ 
phi076 
umcll80§ 
phi076 
i 
î 
umcl56 
umcl5 
î 
t 
umc42 
bnl5.67 
Jin the current study, no SSRs were analyzed from the following chromosome bins: 1.12, 
2.03, 2.09, 2.10, 3.03, 3.08,4.02, 5.00, 5.02, 5.07, 5.08, 5.09, 6.02, 6.05, 6.06, 6.07, 6.08, 
7.06, 8.00, 8.01, 8.02, 8.04, 8.05, 8.06, 9.00, 9.03, 9.08, 10.00, and 10.06. RFLPs from 
Labate et al. (1999) were absent from bins: 1.00, 1.01, 1.04,1.06, 1.07, 1.10, 1.12,2.00, 
2.01, 2.02, 2.06, 2.07, 2.10, 3.00, 3.01, 3.02, 3.03, 3.04, 3.07, 3.08, 3.10, 4.00, 4.01, 4.04, 
4.09, 4.11, 5.02, 5.08, 5.09, 6.00, 6.03, 7.00, 7.01, 7.02, 7.06, 8.00, 8.04, 8.07, 8.08, 8.09, 
9.00, 9.04, 9.07, 9.08, 10.01, 10.02, and 10.05. 
§ Seven SSRs are associated with expressed sequence tags (ESTs). 
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Table 3. Continued. 
Significant SSRs Significant RFLPs 
(current study) (Labate et al., 1999) 
Chromosome Bin CB SS CB SS 
5 3 phil09188 
umcl226 
5 4 phi330507 bnl7.71 
5 6 umcl752§ umc54 
5 7 $ umclOS 
6 0 phi 159819 î 
6 6 1 umc38 
6 8 1 umcl34 
7 0 umcl695 1 
7 2 phi034 phi034 bull 5.40 bull 5.40 
7 3 umcl684 umcllO 
7 4 npi398 
8 3 bnll0.39 bnl9.44 
8 6 î umc30 
9 4 phi032 î 
9 5 umc95 
9 6 bnl5.09 
9 7 umcl675 umcl675 $ 
10 1 umc2053 $ 
10 3 phi050 umcl55 
10 4 phi062 umcl59 
10 6 1 bnll0.13 
Table 4. Allele frequencies at those loci where the Waples (1989) test determined variation was greater than expected under 
genetic drift alone. 
Allele frequencies observed in Cycle 1 Allele frequencies observed in Cycle 15 
Population Chromosome Bin SSR 
CB 1 3 phi 109275 0.1833 0.2667 0.0333 0.0333 0.4833 0.9167 0.0000 0.0000 0.0000 0.0833 
1 6 umcl508 0.0345 0.1552 0.2586 0.4310 0.1207 0.3333 0.0167 0.0167 0.0333 0.6000 
1 10 umcl534 0.3621 0.0000 0.1207 0.4483 0.0690 0.0000 0.0167 0.9333 0.0500 0.0000 
2 1 umcl552 0.0435 0.0435 0.2174 0.0652 0.5435 0.0870 0.0000 0.0000 0.0000 0.8966 0.0000 0.0345 
2 5 umcl635 0.2000 0.2167 0.4000 0.1833 0.0000 0.0000 0.0000 1.0000 
3 0 phi453121 0.1522 0.2826 0.1304 0.4348 0.0000 0.0000 0.8929 0.1071 
4 9 umcl328 0.9423 0.0577 0.6667 0.3333 
4 11 phi076 0.0952 0.2381 0.6667 0.8750 0.1250 0.0000 
5 6 umcl752 0.1379 0.8621 0.6167 0.3833 
6 0 phi 159819 0.1897 0.7586 0.0000 0.0517 0.0000 0.2667 0.0167 0.7167 
7 0 umcl695 0.1200 0.3400 0.1200 0.4200 0.0000 0.0000 1.0000 0.0000 
7 2 phi034 0.2667 0.1167 0.4500 0.1667 0.0500 0.5667 0.0000 0.3833 
7 3 umcl684 0.0000 0.3333 0.0000 0.4444 0.2222 0.8333 0.0208 0.0833 0.0625 0.0000 
9 4 phi032 0.5862 0.4138 0.0000 0.8103 0.0000 0.1897 
9 7 umcl675 0.9688 0.0000 0.0313 0.2000 0.8000 0.0000 
10 3 phiOSO 0.6000 0.4000 0.0000 1.0000 
10 4 phi062 0.6667 0.3333 0.0833 0.9167 
0.0000 0.0690 
OO 
ui 
SS 1 2 umcl 568 0.4667 0.5333 1.0000 0.0000 
1 3 phi339017 0.9500 0.0500 0.1833 0.8167 
1 11 phi064 0.5667 0.0500 0.3000 0.0833 0.0000 0.3667 0.6333 0.0000 
2 4 phi083 0.4333 0.5667 1.0000 0.0000 
2 8 phi427434 0.3000 0.1333 0.4667 0.1000 0.0000 0.0000 0.2667 0.7333 
3 2 umcl814 0.8333 0.1667 0.0833 0.9167 
4 0 phi072 0.2667 0.6333 0.1000 1.0000 0.0000 0.0000 
4 4 phi308090 0.7833 0.2167 0.1667 0.8333 
4 10 umcl 180 0.3667 0.6333 1.0000 0.0000 
4 11 phi076 0.4259 0.5741 1.0000 0.0000 
Table 4. Continued. 
Allele frequencies observed in Cycle 1 Allele frequencies observed in Cycle 15 
Population Chromosome Bin SSR 1 2 3 4 5 ( 5 7 1 2 3 4 5 6 7 
SS 5 3 phil09188 0.0250 0.5500 0.4000 0.0250 0.4130 0.1739 0.4130 0.0000 
5 3 umcl 226 0.0179 0.7857 0.1964 0.0000 0.1552 0.8448 
5 4 phi330507 0.4000 0.2833 0.3167 0.0167 0.0000 0.9833 
7 2 phi034 0.0167 0.3667 0.6167 0.4833 0.1333 0.3833 
9 7 umcl 675 0.3889 0.0556 0.5556 0.4667 0.4667 0.0667 
10 1 umc2053 0.5667 0.4333 0.0000 1.0000 
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Figure 1. Frequency of the most common allele for each SSR located on maize 
chromosomes 1 to 5, based on allele frequency in CB Cycle 1. The solid line represents 
Cycle 1 and the dotted line represents Cycle 15. The chromosome bins are labeled as 
follows: the number before the decimal refers to the chromosome and the number following 
the decimal is the bin number. SSRs located in the same chromosome bin were slightly 
offset to see the effects of each locus. Symbols on the lines indicate position of non-neutral 
loci detected using the Waples' test. 
CB population SS population 
0.5 0.5 
0.0 0.0 
1.00 1.02 1.04 1.06 1.08 1.10 1.00 1.02 1.04 1.06 1.08 1.10 
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Chromosome bin location 
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Figure 2. Frequency of the most common allele for each SSR located on maize 
chromosomes 6 to 10, based on allele frequency in CB Cycle 1. The solid line represents 
Cycle 1 and the dotted line represents Cycle 15. The chromosome bins are labeled as 
follows: the number before the decimal refers to the chromosome and the number following 
the decimal is the bin number. SSRs located in the same chromosome bin were slightly 
offset to see the effects of each locus. Symbols on the lines indicate position of non-neutral 
loci detected using the Waples' test. 
CB population SS population 
1.0 
0.5 0.5 
0.0 0.0 
6.00 6.02 6.04 6.06 6.08 6.10 6.00 6.02 6.04 6.06 6.08 6.10 
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0.0 0.0 
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Chromosome bin location 
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Figure 3. Heterozygosity for each SSR located on maize chromosomes 1 to 5. The solid line 
represents Cycle 1 and the dotted line represents Cycle 15. The chromosome bins are labeled 
as follows: the number before the decimal refers to the chromosome and the number 
following the decimal is the bin number. SSRs located in the same chromosome bin were 
slightly offset to see the effects of each locus. Symbols on the lines indicate position of non-
neutral loci detected using the Waples' test. 
CB population SS population 
1.0 1.0 
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Figure 4. Heterozygosity for each SSR located on maize chromosomes 6 to 10. The solid 
line represents Cycle 1 and the dotted line represents Cycle 15. The chromosome bins are 
labeled as follows: the number before the decimal refers to the chromosome and the number 
following the decimal is the bin number. SSRs located in the same chromosome bin were 
slightly offset to see the effects of each locus. Symbols on the lines indicate position of non-
neutral loci detected using the Waples' test. 
CB population SS population 
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CHAPTER 5. GENERAL CONCLUSIONS 
This genetic analysis of Iowa Corn Borer Synthetic #1 (CB) and Iowa Stiff Stalk 
Synthetic (SS) using SSRs and sampling fewer plants from more cycles of selection 
reinforces many of the observations made by Labate et al. (1997, 1999, 2000). This is one of 
the most important results of this study. We have shown that smaller sample sizes can give 
the same results as much larger samples. This will help support those researchers who desire 
to use smaller samples but cannot justify them based on current statistical formulas. With % 
amount of resources available, the scientist can study more populations or more loci as 
desired to more fully understand populations of interest. Of course, the potential variability 
of the populations must be considered in any allocation of resources. The more variable a 
population, more individuals are necessary to measure that variability (Zar, 1999). 
We were able to sample the CB and SS populations at interval time points to better 
establish the genetic structure of this reciprocal recurrent selection (RRS) program. The RRS 
program creates a distinct population structure within and between CB and SS populations. 
Our analyses show that the progenitor lines have a very broad genetic base and were not 
separated genetically when grouped according to the population they formed. The total 
variation in the population has been restructured over time. The progenitor lines, as a group, 
were highly variable. As time passed, that variation moved from within each cycle to 
between respective cycles in each population. This repartitioning of the variance could 
explain why phenotypic studies have observed a decrease in variance of these populations 
over time (Holthaus and Lamkey, 1995). While some variance has been lost within cycles, 
the majority has been redirected into separating the SS and CB populations by the reciprocal 
recurrent selection strategy. 
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Observing changes in genetic variance within the RRS system may help our 
understanding of tests designed to measure temporal change. We used a generalized test 
statistic with a Chi-square distribution to determine whether changes in allele frequency over 
time were due to stochastic processes or a more deterministic force. The loci we determined 
as significant by this statistic were exposed to a non-neutral process of genetic variation. 
These deterministic processes may have included the selection process inherent in the 
reciprocal recurrent selection program. However, we have also observed that stochastic 
forces, including genetic drift, are very powerful, especially in small populations. 
Accordingly, genetic drift is "recombination on steroids." 
The current research project has furthered our knowledge of the genetic composition 
of these populations and allows for continued enlightenment in the area of population 
genetics and microevolutionary change. By adding to our knowledge of these populations, 
we are able to better evaluate how a plant breeding strategy that has been in practice for over 
50 years is affecting both between and within population measures of variation and variation 
over time. 
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APPENDIX. SUPPLEMENTAL TABLES. 
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Table 1. Iowa Corn Borer Synthetic #1 (CB) and Iowa Stiff Stalk Synthetic (SS) inbred 
lines (progenitors) and cycles that were evaluated in population genetics study. 
Group CB Source SS Source 
Progenitors 
A3 40 00SKRL:C3:6275 A3G-3-3-1-313 00SKRL:C3:6243 
CC5 00SKRL:C3:6273 AH 8 3 00SKRL:C3:6239 
Hy 00SKRL:C3:6235 B2| 00SKRL:C3:6249 
1205 00SKRL:C3:6257 CI 187-2 00SKRL:C3:6245 
K230 00SKRL:C3:6255 CI 540 00SKRL:C3:6233 
L317 98:1998 (ARH)$ Fef 00SKRL:C3:6251 
Oh 07 00SKRL:C3:6263 Hy 00SKRL:C3:6235 
Oh 33 00SKRL:C3:6265 1159 98:1778 (ARH)t 
Oh 40B 00SKRL:C3:6259 1224 00SKRL:C3:6223 
Oh 51A 00SKRL:C3:6267 111 12E 00SKRL:C3:6231 
P8 00SKRL:C3:6269 Ind 461-3 00SKRL:C3:6229 
R4 00SKRL:C3:6253 Le23 00SKRL:C3:6247 
Oh 3167B 00SKRL:C3:6237 
Os 420 00SKRL:C3:6225 
Tr 9-1-1-6 00SKRL:C3:6241 
WD456 00SKRL:C3:6227 
Cycles 
00 928:6126 (Syn6)§ 00 908:6001 (Syn 5)§ 
01 868:3207 (Syn 5)§ 01 868:3205 (Syn4)§ 
03 868:3208 (Syn 4) 03 868:3206 (Syn 4) 
06 738:8377 (Syn 2) 06 888:6161 (Syn 3) 
09 808:7488 (Syn 2) 09 808:7468 (Syn 2) 
12 898:6251 (Syn 2) 12 908:6021 (Syn 3)* 
15 01SKRL:A1:6051 (Syn 1) 15 01SKRL:A1:6101 (Syn 1) 
fB2 and Fe are the parents ofFIBl. F1B1 and CI617 were used to develop the original 
population but are no longer available. 
J Seed from first choice sources of L317 (90:8990), 1159 (90:8966) and SS12 (89S:6201 
(Syn2)) did not germinate well, so these secondary sources were used. 
§This is the minimum number of synthetic (syn) generations of recombination these cycles 
have been under—unable to find records indicating exactly how many generations have 
occurred. 
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Table 2. Original 105 SSR loci sorted by chromosome location, including their repeat 
motif and grouping into multiplex sets.| 
Multiplex set SSR Repeat Detected loci Chromosome bin 
04 phi 101249 notfound% not found not found 
11 phi346482 na(tri)% 1.00 
03 phi056 CCG tubl (beta tubulin 1) 1.01 
08 phi427913 ACG 1.01 
16 umcl 568# TAG 1.02 
05 phi 109275 AGCT 1.03 
12 phi339017 AGG 1.03 
17 umcl 472# TTC 1.04 
16 umcl 603# GCC 1.05 
16 umcl 508# ATG 1.06 
21 umcl 128# TC 1.07 
10 phi335539 CCG 1.08 
17 umcl 290# GCG 1.09 
17 umcl 534# AAG 1.10 
03 phi064 ATCC 1.11 
08 phi265454t AGG 1.11 
08 phi402893 AGC 2.00 
04 phi96100 ACCT 2.01 
18 umcl552 GGA 2.02 
22 umcl 5551 TTCA 2.03 
03 phi083# AGCT PT2 (pathogenesis-relatedprotein 2) 2.04 
32 umcl4541# CAT 2.04 
18 umcl635 GAAGG 2.05 
18 umcl 156# AAT 2.06 
09 phi251315 CCG 2.07 
22 umcl 560 GC 2.07 
01 phi 127 AG AC 2.08 
09 phi427434 ACC 2.08 
32 umcl 7041 AGG 2.09 
22 umcl 7361# GCAT 2.09 
jData verified at www.maizegdb.org on 07/23/2003. 
%not found, this SSR was not identified in the MGD. 
§mz, these SSRs did not have a repeat listed in the MGD. 
IThese 19 SSRs were removed from analysis due to lack of amplification or scoring issues 
(e.g. more than two peaks; null alleles). 
#These 28 SSRs are associated with ESTs. 
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Table 2. Continued. 
Multiplex set SSR Repeat Detected loci Chromosome bin 
10 phi453121 ACC 3.00 
06 phi 104127 ACCG 3.01 
19 umcl814 CGA 3.02 
05 phi029 AG/AGCG tpi4 (triose phosphate isomerase 4) 3.04 
02 phi053 AT AC 3.05 
05 phi073 AGC gst4 (glutathione-s-transferase4) 3.05 
06 phi 102228 AAGC 3.06 
19 umcl399 CTAG 3.07 
25 umcl320f GAAC 3.08 
19 umcl639 TGTCC 3.09 
25 umcll36# GCA 3.10 
02 phi072 AAAC mtll (metallothioneinl) 4.00-4.01 
12 phi213984 ACC 4.01 
26 umcl550# CT pdil (protein disulfide isomerase) 4.03 
11 phi308090 AGC 4.04-4.05 
26 phi438301 ACC 4.05 
27 umcl299 AAG 4.06 
27 umcl620# TTC 4.07 
02 phi093 AGCT ssul (ribulose bisphosphate carboxylase small subunit 1) 4.08 
27 umcl328# TGC 4.09 
26 umcll80# CATG 4.10 
07 phi076 AGCGGG cat3 (catalase 3) 4.11 
02 phi024 CCT ohp2 (opaque 2 heterodimerizing protein!) 5.01 
04 phi 109188 AAAG 5.03 
28 umcl226 GT 5.03 
29 umcl274|# TGC 5.03 
06 bnlg653 na 5.04 
11 phi330507 CCG 5.04 
09 phi333597 AAG 5.05 
02 phi085 AACGC gln4 (glutamine synthetase4) 5.06 
28 umcl752# CGG 5.06 
29 phi048H na 5.07 
28 umc1792^1 CGG 5.08 
29 bnlg3891 na 5.09 
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Table 2. Continued. 
Multiplex set SSR Repeat Detected loci Chromosome bin 
12 phi 159819 na 6.00-6.08 
24 umcl444# CAC 6.01 
09 phi389203 AGC 6.03 
15 umcl887 CGA 6.03-6.04 
15 umcl918 AT 6.04 
24 umc2040K# CGC 6.05 
15 umcl912^[ GCG 6.06 
25 umcl 779U# TCG 6.07 
24 umc2059K CAG 6.08 
14 umcl695 CA 7.00 
14 umcl632 AGC 7.01 
02 phi034 CCT cypô (cytochrome P450) 7.02 
23 umcl324# AGC 7.03 
23 umcl684 CGC 7.03 
14 umcll25# CTCG 7.04 
01 phi051 AGG 7.05 
23 phi082# AG 7.05 
30 umc 1075^1 ATTGC 8.01 
30 umcll39f# GAC 8.01 
07 phil00175 AAGC 8.03 
01 phi 115 AT/ATAC actl (actinl) 8.03 
02 phi 121 CCG 8.03 
01 phi015 AAAC gstl (glutathione-s-transferasel ) 8.08 
32 umc2052 GGA 8.08 
30 umcl663K# ATG 8.08-8.09 
10 phi233376 CCG 8.09 
21 umc 19571 na 9.00 
01 phi033# AAG shl (shrunkenl) 9.01 
21 umcl698 GTA 9.02 
03 phi032 AAAG susl (sucrose synthase 1) 9.04 
20 umcl078 GT 9.05 
20 umcl733f CATC hbl (hemoglobin 1) 9.06 
12 phi448880 AAG 9.06-9.07 
20 umcl675 CGCC 9.07 
31 umc2053 CGA 10.01 
07 phi059 ACC 10.02 
05 phi96342 ATCC 10.02 
03 phi050 AAGC 10.03 
01 phi062 ACG mgsl (male gametophyte specific) 10.04 
31 umcl045 (GGA)(GAG) 10.05-10.06 
31 umcll96# CACACG 10.07 
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Table 3. Timeline of events occurring during reciprocal recurrent selection program between 
Iowa Corn Borer Synthetic #1 (CB) and Iowa Stiff Stalk Synthetic (SS) through the 
formation of Cycle 16 in 2003f. 
Year Activity Cycle Selections Details 
1930s 00 formation SS formed by intermating 16 
inbred lines 
1940s 00 formation CB formed by intermating 12 
inbred lines 
unknown number of generations of random mating (RM) occurred in CB00 and SS00 before 
breeding program between CB and SS was started 
beginning of reciprocal half-sib (HS) selection program 
1949 HS crosses 00 self So plants; cross So plants 
to 10 plants of reciprocal 
population; bulk seed of 10 
crosses with a common male 
and keep CB & SS separate 
1950 yield trial 00 10 evaluate reciprocal half-sib 
progenies; select 10 from CB 
& 10 from SS 
1951 diallel 01 formation intermate 10 selected Si lines 
in both CB & SS 
1951 -52? RM random mating of diallel 
1952 HS crosses 01 self So plants; cross S0 plants 
to 10 plants of reciprocal 
population; bulk seed of 10 
crosses with a common male 
and keep CB & SS separate 
1953 yield trial 01 10 evaluate reciprocal half-sib 
progenies; select 10 from CB 
& 10 from SS 
1954 diallel 02 formation intermate 10 selected Si lines 
in both CB & SS 
1955 HS crosses 02 self So plants; cross So plants 
to 10 plants of reciprocal 
population; bulk seed of 10 
crosses with a common male 
and keep CB & SS separate 
tFor further re ierence, see the papers of Penny and Eberhart (1971) and Keeratinijakal and 
Lamkey (1993) cited in Chapter 3. Number of progeny evaluated in the SS population 
through Cycle 11 are presented in Lamkey, K.R., P.A. Peterson, and A.R. Hallauer. 1991. 
Frequency of the transposable element Uq in Iowa stiff stalk synthetic maize populations. 
Genet. Res., Camb. 57:1-9. 
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Table 3. Continued. 
Year Activity Cycle Selections Details 
1956 & 1957 yield trial 02 10 evaluate reciprocal half-sib 
progenies; select 10 from CB 
& 10 from SS 
1958 diallel 03 formation intermate 10 selected Si lines 
in both CB & SS 
1959 HS crosses 03 self So plants; cross So plants 
to 10 plants of reciprocal 
population; bulk seed of 10 
crosses with a common male 
and keep CB & SS separate 
1960 & 1961 yield trial 03 10 evaluate reciprocal half-sib 
progenies; select 10 from CB 
& 10 from SS 
1962 diallel 04 formation intermate 10 selected Si lines 
in both CB & SS 
1963 HS crosses 04 self So plants; cross So plants 
to 10 plants of reciprocal 
population; bulk seed of 10 
crosses with a common male 
and keep CB & SS separate 
1964 yield trial 04 10 evaluate reciprocal half-sib 
progenies; select 10 from CB 
& 10 from SS 
1965 diallel 05 formation intermate 10 selected Si lines 
in both CB & SS 
??? HS crosses 05 self So plants; cross So plants 
to 10 plants of reciprocal 
population; bulk seed of 10 
crosses with a common male 
and keep CB & SS separate 
1970 yield trial 05 10 evaluate reciprocal half-sib 
progenies; select 10 from CB 
& 10 from SS 
1971 diallel 06 formation intermate 10 selected Si lines 
in both CB & SS 
1971 -72 ? form Si lines 06 self So plants to form Si seed 
1972 HS crosses 06 self Si plants; cross Si plants 
to 10 plants of reciprocal 
population; bulk seed of 10 
crosses with a common male 
and keep CB & SS separate 
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Table 3. Continued. 
Year Activity Cycle Selections Details 
1973 yield trial 06 10 evaluate reciprocal half-sib 
progenies; select 10 from CB 
& 10 from SS; machine 
harvesting begins 
1974 diallel 07 formation intermate 10 selected S% lines 
in both CB & SS 
1974-75 ? form Si lines 07 self So plants to form Si seed 
1975 HS crosses 07 self Si plants; cross Si plants 
to 10 plants of reciprocal 
population; bulk seed of 10 
crosses with a common male 
and keep CB & SS separate 
1976 yield trial 07 10 evaluate reciprocal half-sib 
progenies; select 10 from CB 
& 10 from SS 
1977 diallel 08 formation intermate 10 selected S2 lines 
in both CB & SS 
1977-78 ? form Si lines 08 self So plants to form Si seed 
1978 HS crosses 08 self Si plants; cross Si plants 
to 10 plants of reciprocal 
population; bulk seed of 10 
crosses with a common male 
and keep CB & SS separate 
1979 yield trial 08 20 evaluate reciprocal half-sib 
progenies; select 20 from CB 
& 20 from SS 
1980 diallel 09 formation intermate 20 selected S2 lines 
1980-81 ? form Si lines 09 self So plants to form Si seed 
1981 HS crosses 09 self Si plants; cross Si plants 
to 10 plants of reciprocal 
population; bulk seed of 10 
crosses with a common male 
and keep CB & SS separate 
1982 yield trial 09 20 evaluate reciprocal half-sib 
progenies; select 10 from CB 
& 10 from SS; begin using 
selection index 
1983 diallel 10 formation intermate 20 selected S% lines 
beginning of reciprocal full-sib (FS) selection program 
1983-84? form Si lines 10 self So plants to form Si seed 
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Table 3. Continued. 
Year Activity Cycle Selections Details 
1984 FS crosses 10 self Si plants; cross Si plants 
to 4 plants of reciprocal 
population; bulk seed of all 8 
crosses from paired Si rows 
together 
1985 yield trial 10 20 evaluate reciprocal full-sib 
progenies; select top 20 
crosses 
1986 diallel 11 formation intermate 20 selected S2 lines 
separately from CB & SS 
used to form top 20 full-sib 
crosses 
1986 - 87 ? form Si lines 11 self So plants to form Si seed 
1987 FS crosses 11 self Si plants; cross Si plants 
to 4 plants of reciprocal 
population; bulk seed of all 8 
crosses from paired Si rows 
together 
1988 yield trial 11 20 evaluate reciprocal full-sib 
progenies; select top 20 
crosses 
1990 diallel 12 formation intermate 20 selected S% lines 
separately from CB & SS 
used to form top 20 full-sib 
crosses 
1991 -92 ? form Si lines 12 self So plants to form Si seed 
1991 FS crosses 12 self Si plants; cross Si plants 
to 4 plants of reciprocal 
population; bulk seed of all 8 
crosses from paired Si rows 
together 
1992 yield trial 12 20 evaluate reciprocal full-sib 
progenies; select top 20 
crosses 
1993 diallel 13 formation intermate 20 selected S% lines 
separately from CB & SS 
used to form top 20 full-sib 
crosses 
1994-95? form Si lines 13 self So plants to form Si seed 
103 
Table 3. Continued. 
Year Activity Cycle Selections Details 
1994 FS crosses 13 self Si plants; cross Si plants 
to 4 plants of reciprocal 
population; bulk seed of all 8 
crosses from paired Si rows 
together 
1995 yield trial 13 20 evaluate reciprocal full-sib 
progenies; select top 20 
crosses 
1996 diallel 14 formation intermate 20 selected S2 lines 
separately from CB & SS 
used to form top 20 full-sib 
crosses 
1996-97 form Si lines 14 self So plants to form Si seed 
1997 FS crosses 14 self Si plants; cross Si plants 
to 4 plants of reciprocal 
population; bulk seed of all 8 
crosses from paired Si rows 
together 
1998 yield trial 14 20 evaluate reciprocal full-sib 
progenies; select top 20 
crosses 
2000 diallel 15 formation intermate 20 selected S2 lines 
separately from CB & SS 
used to form top 20 full-sib 
crosses 
2000-01 form Si lines 15 self So plants to form Si seed 
2001 FS crosses 15 self Si plants; cross Si plants 
to 4 plants of reciprocal 
population; bulk seed of all 8 
crosses from paired Si rows 
together 
2002 yield trial 15 20 evaluate reciprocal full-sib 
progenies; select top 20 
crosses 
2003 diallel 16 formation intermate 20 selected S2 lines 
separately from CB & SS 
used to form top 20 full-sib 
crosses 
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