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Описан гибридный метод реконструкции генной регуляторной сети по временным рядам данных экспрессии генов. В качестве 
модели сети предложена система обыкновенных дифференциальных уравнений. Для проверки эффективности метода прове-
дены исследования на двух моделях искусственных регуляторных сетей. 
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Розроблено гібридний метод реконструкції генної регуляторної мережі у часових рядах даних експресії генів. Як модель за-
пропоновано систему звичайних диференціальних рівнянь. Для перевірки ефективності методу проведено дослідження на 
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Введение. Реверсная инженерия генных регу-
ляторных сетей (ГРС) (реконструкция) пред-
ставляет собой процесс восстановления струк-
турных и динамических характеристик сети на 
основе данных наблюдения. Информация о ре-
гуляторных контурах генов, получаемая в ре-
зультате реконструкции ГРС, находит широкое 
применение в медицине и биологии, когда 
можно обнаружить генетические заболевания, 
разработку новых лекарственных препаратов, 
снижение побочных эффектов от лечения, фор-
мирование гипотез о функциональном назна-
чении неизвестных генов [1, 2] и пр. Наиболее 
распространенным источником данных для 
реконструкции ГРС служат профили экспрес-
сии генов, формируемые посредством ДНК-
микрочипов, что позволяет одновременно из-
мерять уровни экспрессии множества генов, 
создавая внушительные объемы данных, ранее 
недоступных для исследования [3]. 
Методология реконструкции генных ре-
гуляторных сетей 
Данные временного ряда ДНК-микрочипов 
представляют собой числовую матрицу, со-
стоящую из тысяч строк (указывающих на ге-
ны) и десятков столбцов (временных точек). 
Общий вид этих данных выглядит так [4]: 
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где ig  – гены, а jt  – моменты времени. ijD  – 
значения экспрессии i-го гена в j-й момент вре-
мени. Таким образом, значение сигнала  ig t  
в момент времени t j  равно ijD . В генных 
сетях значение  ig t  связано с самим собой и 
другими генами при 1t  . Следовательно, це-
лью методов моделирования генных регуля-
торных сетей является изучение связей между 
генами, определяющими динамику и структу-
ру сети. 
Существует множество различных моделей 
и методов реконструкции ГРС, имеющих дос-
тоинства и недостатки. Среди них можно вы-
делить модели булевых сетей [5], в которых 
уровень экспрессии генов представлен бинар-
ными значениями (ноль и единица), а отноше-
ния между генами заданы в форме булевых 
операций; модели байесовских сетей [6], где 
связи между генами рассматриваются как ста-
тистические зависимости и модели, описывае-
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мые обыкновенными дифференциальными 
уравнениями (ОДУ) которые показывают из-
менения концентрации друг с другом и с внеш-
ним возмущением [7]. Под внешним возмуще-
нием понимаем экспериментальную обработ-
ку, которая может изменить скорость транс-
крипции генов. Примером возмущения может 
быть воздействие химического соединения, 
например лекарства или генетическое возму-
щение, которое вызывает избыточную экспрес-
сию или репрессию определенных генов. Упо-
мянутые уравнения – эффективный и гибкий 
инструмент, способный к выявлению сложных 
динамических взаимосвязей между компонен-
тами ГРС. Однако актуальной остается про-
блема получения адекватной модели, что пред-
ставляется достаточно сложной задачей. В свя-
зи с этим во многих исследованиях использу-
ется фиксированная запись уравнений, полу-
ченная либо эмпирическим путем, либо на ос-
новании фундаментальных исследований и 
экспертных знаний. При этом задача реконст-
рукции сводится к параметрической оптимиза-
ции выбранных выражений. Одним из наибо-
лее популярных примеров такого подхода яв-
ляется S-система [8]. Существенным недостат-
ком фиксированной записи уравнений можно 
считать отсутствие гибкости модели, что огра-
ничивает область ее применения. 
Цель данной статьи – показать разработку 
гибридной процедуры решения проблемы ре-
конструкции генных сетей на основе ОДУ. Для 
устранения упомянутого недостатка использо-
вана общая форма системы дифференциальных 
уравнений, которую можно представить так: 
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где i  – набор параметров, описывающих 
взаимодействия между генами,  ix t  – пере-
менная концентрации продукта экспрессии i-го 
гена в момент времени t;    ii dxx t tdt  – ско-
рость изменения концентрации i-го гена, n – 
количество генов в сети, u – внешнее возбуж-
дение системы. 
Поскольку ОДУ детерминированы, взаимо-
действия между генами ( i ) представляют со-
бой причинные взаимодействия, а не статисти-
ческие зависимости, как в других методах. 
Для реконструкции сети с использованием 
ОДУ, необходимо выбрать функциональную 
форму для fi и оценить неизвестные параметры 
i  для каждого i-го гена с использованием не-
которой методики оптимизации. Подходы, ос-
нованные ОДУ, позволяют получать ориенти-
рованные графы и могут применяться как для 
стационарных экспрессий генов, так и экс-
прессий генов, описываемых многомерными 
временными рядами. Другим преимуществом 
ОДУ является возможность использования 
уравнения (1) для прогнозирования поведения 
сети в различных условиях, когда параметры 
i  для всех i-х генов известны, т.е. удаление 
гена, лечение посредством какого-либо внеш-
него химического или физического агента. 
Для структурной идентификации правой 
части системы ОДУ предложен гибридный 
вычислительный метод, основанный на ком-
бинировании искусственной иммунной систе-
мы и нейронной сети. 
Идея объединения различных вычислитель-
ных методов и образования гибридов основана 
на предположении о том, что полученный в 
результате объединения новый вычислитель-
ный метод должен обладать более высокой 
производительностью, чем его составляющие. 
Эта идея привела к созданию технологии гиб-
ридизации, позволяющей синтезировать целые 
классы алгоритмов, способных к решению 
сложных задач на качественно новом уровне. 
Согласно данной технологии, сильные сторо-
ны методов, использованных в гибридизации, 
формируют комбинированный результат, ха-
рактеризующий основные преимущества гиб-
ридного подхода, такие как получение более 
качественных решений; получение решений за 
меньшее время; решение задач большой раз-
мерности. В нашем случае технология гибри-
дизации предполагает использование вычис-
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лительной модели вейвлет-нейронной сети, в 
качестве метода обучения которой выбран 
один из видов искусственных иммунных сис-
тем, – алгоритм клонального отбора. 
Постановка задачи 
Для временного ряда  X t  данных экспрес-
сии генов в генной регуляторной сети, постро-
ить модель, представленную в виде системы 
ОДУ (1), такую чтобы среднеквадратическая 
ошибка модели на данных  X t  была мини-
мальной. Задача предусматривает выбор опти-
мальной структуры и параметров модели. 
Концептуальная схема предложенной техно-
логии реконструкции ГРС показана на рис. 1. 
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Рис. 1 
Эффективность данной технологии пока-
жем путем проведения экспериментов. 
Алгоритм клонального отбора 
Современные исследования в области им-
мунологии позволили сформировать особый 
взгляд на естественную иммунную систему жи-
вотных и человека и рассматривать ее как 
мощную вычислительную структуру. Дальней-
шее развитие иммунной вычислительной пара-
дигмы привело к созданию целого ряда мето-
дов под общим названием – искусственные 
иммунные системы (ИИС) [9, 10]. Специфиче-
ские свойства этой системы как распределен-
ной, децентрализованной и неоднородной струк-
туры положены в основу различных моделей, 
описывающих процессы поиска, обнаружения, 
распознавания и защиты организма от чуже-
родных агентов – вирусов и бактерий. Одна из 
таких моделей – клональный отбор [11, 12], 
функция которой заключается в последова-
тельной адаптации популяции антител – вари-
антов решения задачи к входящему антигену – 
целевой функции. 
В общем виде, формально алгоритм кло-
нального отбора можно представить так [13]: 
 CLONALG = (Ab0, f, L, N, n, ∂, d, e), (2) 
где Ab0 – исходная популяция антител; f – функ-
ция аффинности, которая строится на основе 
целевой функции ( maxf   или minf  ); N – 
количество антител в популяции; L – длина 
рецептора антитела; n – количество антител, 
отбираемых для клонирования (с самой высо-
кой аффинностью); ∂ – множительный фактор, 
регулирующий количество клонов отобранных 
антител; d – количество антител, подлежащих 
замене новыми (с самой низкой аффинностью); 
e – критерий останова. 
Под аффинностью связей антител между со-
бой или антител с антигенами понимается рас-
стояние между соответствующими векторами 
атрибутов, которое выражается в виде скаляр-
ного неотрицательного значения: ,l lP P    
определяющего степень соответствия между 
молекулами (векторами атрибутов). Причем 
при использовании оговоренной ранее степени 
подобия форм получается, что чем меньше 
расстояние между индивидуумами, тем выше их 
аффинность друг к другу. Цель решения по-
добного рода задач состоит в поиске оптималь-
ных значений (минимумов или максимумов) 
некоторого критерия 1 2( , , ..., ),ly f x x x  ,ix X  
1,i l , где X – допустимое множество задачи. 
В общем случае рассматриваются задачи мно-
гокритериальной оптимизации: 
 1 2( , , ..., ) min (max)ny y y y  , (3) 
где 1 2( , , ..., ), 1,j j ly f x x x j n  , n – количество 
критериев задачи. В зависимости от условий 
задачи возможен поиск глобального или ло-
кальных оптимумов. 
В задачах оптимизации обобщенная форма 
антител представляет собой вектор аргументов 
1 2( , , ..., )lAb x x x , а в качестве антигенов ис-
пользуются собственно критерии yj, выражен-
ные в виде функций: 1 2( , , ..., )lAg f x x x . Зна-
чения аффинности gj вычисляются на основе 
значений критериев yj, отображенных во мно-
жество неотрицательных чисел, т.е.: 
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 : , :f X F   . (4) 
Таким образом, имеется некоторая функция 
аффинности  1 2( , , ..., )ng F f x x x , опреде-
ляющая степень соответствия индивидуумов 
друг другу. В таких задачах нельзя опериро-
вать понятием расстояния, так как оптималь-
ные значения критериев заранее не известны, 
и, следовательно, не известна максимально 
возможная степень соответствия индивидуу-
мов. Поэтому управление динамикой ИИС осу-
ществляется с учетом относительных значений 
аффинности или ранга индивидуумов сово-
купности. 
Псевдокод алгоритма клонального отбора 
показан на рис. 2. 
поколение = 0
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цикл пока условие_останова e = false
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Провести мутацию клонов (с вероятностью pmut!~f)
Вычислить аффинность клонов к антигену (fc)
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Рис. 2 
Несмотря на существование множества мо-
дификаций алгоритма, все они имеют сходный 
принцип работы: популяция антител подверга-
ется некоторым преобразованиям, в результате 
которых антитела повышают свою аффин-
ность. 
В ИИС в зависимости от типа задачи можно 
использовать различные способы представле-
ния решений. Наиболее часто используется 
бинарное представление, при котором антите-
ло формируется как непрерывная строка бит, 
состоящая из значений аргументов (независи-
мых переменных) или параметров задачи. Ус-
ловия и цели задачи также являются опреде-
ляющими при выборе способа представления 
иммунных операторов, вида функции аффин-
ности, значений параметров алгоритма. 
При вычислении аффинности основной по-
пуляции создаются условия для отбора тех 
клеток, которые максимально полно (на дан-
ном этапе) входят во взаимодействие с антиге-
ном. В процессе активации, отобранные анти-
тела увеличивают свое представительство в 
пространстве решений в результате клониро-
вания. Клетки, аффинность которых выше, соз-
дают большее количество клонов, но меньше 
подвержены мутации. Мутация в ИИС имеет 
высокую интенсивность, так как служит главной 
движущей силой эволюции. В процессе замены 
клетки с низкой аффинностью удаляются из 
основной популяции, а на их место приходят 
новые, случайно сгенерированные индивидуу-
мы. Это позволяет исследовать всю целевую 
поверхность, а не оставаться в локальных экс-
тремумах. 
Вейвлет-нейронные сети 
В настоящее время среди множества при-
ложений, использующих вейвлет-функции, по-
вышенный интерес вызывают вейвлет-нейрон-
ные сети, разработанные для решения задач 
нелинейного регрессионного анализа [14–16]. 
Вейвлет-нейронные сети можно применять как 
для построения статических моделей, так и для 
моделирования динамики нелинейных неста-
ционарных систем. Доказано, что семейства 
вейвлетов являются универсальными аппрок-
симаторами и поэтому могут использоваться 
при моделировании динамических процессов. 
Данное свойство говорит о том, что любая 
функция может быть аппроксимирована с лю-
бой заданной точностью при помощи конеч-
ной суммы вейвлетов. Таким образом, вейвлет-
нейронные сети выступают как альтернатива 
перцептронам и радиально-базисным нейрон-
ным сетям. 
При решении задач синтеза и обучения 
вейвлет-нейронных сетей основное внимание 
уделяется настройке параметров вейвлет-ней-
ронов, расположенных в скрытом слое сети, 
что, по сути, является задачей оптимизации. В 
данной статье предложено использовать алго-
ритм клонального отбора для оптимизации па-
раметров вейвлет-нейронной сети в процессе 
ее обучения [17]. 
Архитектура вейвлет-нейронной сети пред-
ставлена на рис. 3. 
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Рис. 3 
Нейроны скрытого слоя – это вейвлет-ней-
роны (Ф), содержащие настраиваемый вейвлет. 
В качестве параметров вейвлета используется 
его масштаб (s) и сдвиг (t) по временной оси. 
Вейвлет-нейронные сети используют семейст-
ва вейвлетов, образованных от одного мате-
ринского посредством применения к нему опе-
раций масштабирования и сдвига. Например, 
материнский вейвлет одного из наиболее по-
пулярных типов, а именно мексиканской шля-
пы, выглядит так: 
 ф(z)   22 /21 zz e  . (5) 
На основе данного материнского вейвлета 
можно построить семейство производных при 
помощи выражения: 
 ф(z) = ф z ts
    . (6) 
Построение оптимального семейства произ-
водных вейвлетов является основной задачей 
обучения вейвлет-нейронной сети. 
Основываясь на представленной архитекту-
ре, выход нейронной сети будет определяться 
следующим образом: 
  1 , , , 1, 2, , ,mj kj k k kky w X S T j p     (7) 
где  1 2, ,... nX x x x  – произвольный n-мерный 
вектор входных переменных; kjw W  – веса 
линейного слоя;  1 2, ,...k k k nkS s s s  и Tk = 
 1 2, ,...,k k nkt t t  соответственно векторы мас-
штаба и сдвига k-го вейвлета скрытого слоя 
сети относительно вектора входных перемен-
ных; p – количество выходов нейронной сети. 
Поскольку моделируемый процесс содер-
жит множество входных переменных, то вейв-
леты Фk – многомерны. Для построения мно-
гомерного вейвлета использована следующая 
формула [15]: 
   1, , ,n i ikk k k ki
ik
x tX S T
s
        (8) 
где ,ik k ik ks S t T   – элементы векторов мас-
штаба и сдвига для каждой входной перемен-
ной сети. 
Метод реконструкции системы ОДУ 
В данном случае правая часть системы ОДУ 
представлена нейронной сетью. Это означает, 
что на вход сети поступают временные ряды 
изменения концентрации продуктов экспрес-
сии генов, а выход сети соответствует вектору 
первых производных концентраций тех же 
продуктов (рис. 4). Очевидно, что число выхо-
дов такой нейронной сети будет всегда равно 
числу ее входов, т.е. p = n. 
x1
x2
xn
...
X Вейвлет-нейронна 
мережа
...
x˙1
x˙2
x˙n
X˙Вейвлет-нейронная сеть 
 
Рис. 4 
Построив данную сеть, можно будет найти 
форму уравнений, которая лучше всего соот-
ветствует данным экспрессии. Синтез и обуче-
ние вейвлет-нейронной сети выполняется при 
помощи алгоритма клональной селекции. Для 
оптимизации выбраны следующие параметры 
сети: количество нейронов скрытого слоя (m), 
типы вейвлетов скрытого слоя (ф), значения 
сдвига для нейронов скрытого слоя (tik), значе-
ния масштаба для нейронов скрытого слоя (sik), 
веса выходного слоя (wkj), параметры функции 
и активации выходного слоя (aj). Исходя из 
перечня выделенных параметров, получам сле-
дующую структуру индивидуума антитела ИИС, 
кодирующего вейвлет-нейронную сеть (рис. 5). 
Для кодирования значений параметров ис-
пользована двоичная система. Точность пред-
ставления (количество бит на одно значение) 
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выделена в качестве параметра настройки 
ИИС. Элементы строки b1, …, bm кодируют 
состояния соответствующих вейвлет-нейронов 
скрытого слоя. Значение ноль соответствует 
выключенному состоянию (нейрон не участву-
ет в расчете выходного значения нейронной 
сети). Значение единица – нейрон включен. 
Благодаря такой схеме обеспечивается автома-
тический поиск оптимального количества скры-
тых элементов нейронной сети. В настройках 
ИИС устанавливается лишь максимально воз-
можное количество этих элементов. 
Элементы ф1, …, фm соответствуют типу вей-
влета, заданного индексом в массиве материн-
ских вейвлетов. В данной статье использованы 
вейвлеты из следующих семейств: mexican hat, 
morlet, polywog, rasp, slog, shannon. Обучаю-
щий алгоритм может выбирать любой из вейв-
летов в качестве нейрона скрытого слоя, вслед-
ствие чего в рамках одной нейронной сети мо-
гут быть использованы представители различ-
ных типов. 
Для расчета аффинности индивидуумов вы-
брано следующее выражение: 
    1 20 0
1 0
1 ,
n T
M
i i
i j
f MIN x t j t x t j t
n T

 
       (9) 
где t0 – начальное время; Δt – временной шаг; n 
– количество компонентов (генов) в ГРС; T – 
количество данных временного ряда экспрес-
сии;  0Mix t j t   – значения концентрации, по-
лученные решением системы ОДУ, представ-
ленной вейвлет-нейронной сетью;  0ix t j t   – 
значения концентрации из временного ряда 
экспрессии. 
По сути (9) – это среднеквадратическая 
ошибка модели, вычисленная в одном выраже-
нии для временных рядов экспрессии всех ком-
понентов регуляторной сети. 
Значения Mix  для каждого индивидуума по-
пуляции ИИС получаются решением системы 
ОДУ одним из численных методов с началь-
ными условиями xi(t0). В статье в качестве чис-
ленного метода решения задачи Коши выбран 
метод Рунге–Кутты четвертого порядка. 
Далее приведено обобщенное пошаговое опи-
сание предложенного алгоритма. 
Ш а г  1. Инициализация. Создание случай-
ной начальной популяции антител (Ab0). 
Ш а г  2. Вычисление аффинности. Для ка-
ждого антитела Abi, Abi  Ab вычислить аф-
финность согласно выражению (9) с использо-
ванием метода Рунге–Кутты. 
Ш а г  3. Клональная селекция и распростра-
нение. Выбрать из популяции n лучших антител 
и поместить их в отдельную популяцию клонов 
AbС. Генерировать клоны элементов популяции 
AbС пропорционально их аффинности, т.е. чем 
выше аффинность, тем большее количество кло-
нов создается, и наоборот. В статье реализована 
селекция по принципу турнира [17], что дает 
возможность управлять сходимостью алгоритма 
и поддерживать разнообразие популяции на не-
обходимом уровне. 
Ш а г  4. Созревание аффинности. Подверг-
нуть мутации все клоны популяции AbС с ве-
роятностью обратно пропорциональной их 
аффинностям, т.е. чем ниже аффинность инди-
видуума, тем выше вероятность его мутации. 
Вычислить новую аффинность каждого анти-
тела Abj, Abj  AbC аналогично шагу 2. Вы-
брать из популяции AbС (при помощи турнира) 
n лучших антител и перенести их в популяцию 
клеток памяти MR. В статье применена побито-
вая мутация индивидуумов, согласно которой 
каждый бит антитела может быть изменен с 
заданной вероятностью. 
Ш а г  5. Метадинамика. Заменить d худ-
ших антител популяции Ab новыми случайны-
ми индивидуумами.  
Ш а г  6. Заменить n антител популяции Ab 
клетками памяти из MR и перейти к шагу 2 по-
ка не будет достигнут критерий останова. В 
качестве критерия останова выбрано достиже-
ние популяцией определенного количества по-
колений. 
ϕ1 ϕmb1 ... bm t11 t1n s11 s1n tm1 tmn sm1 smn w11 wm1 anw1n wmn a1... ... ... ... ... ... ... ... ... ...ф1 ф   
Рис. 5 
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Эксперименты 
Для экспериментов выбраны две задачи раз-
ной степени сложности [18]. Для каждой из них 
сгенерированы по три набора данных временно-
го ряда с различными начальными условиями. 
В первом эксперименте используется про-
стая система ОДУ следующего вида: 
 
1 2 3
2 1 2
3 3 1
0,9
0, 2
0,5
x x x
x x x
x x x
     



. (10) 
Для каждого из трех временных рядов пер-
вого эксперимента выбраны следующие на-
чальные условия: (x1,(t0), x2,(t0), x3,(t0) = (0,2; 
0,1; 0,3), (0,1; 0,1; 0,1), (0,2; 0,2; 0,2). 
Параметры алгоритма реконструкции, ис-
пользуемые в данном эксперименте, представ-
лены в табл. 1. 
Т а б л и ц а  1 
Название параметра Значение параметра 
Размер основной популяции 
Размер популяции клонов 
Количество поколений 
Коэффициент отбора 
Размер турнира  
Уровень мутации 
Количество нейронов 
Точность представления 
Временной шаг 
Количество данных ряда 
100 
600 
900 
0,7 (n=70) 
5 
0,01 
7 
8 бит 
0,25 
20 
Среднеквадратические ошибки обучения на 
каждом наборе данных составили соответст-
венно: f1 = 0,0216, f2 = 0,0344, f3 = 0,02. График 
временных рядов лучшей модели, синтезиро-
ванной в результате эксперимента с начальными 
условиями (0,2; 0,1; 0,3), показан на рис. 6. 
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Рис. 6 
Модель, соответствующая рис. 6, представ-
лена в (11). 
 
1 1 2 3
4 5 6
2 1 2 3
4 5 6
3 1 2 3
4 5 6
5,665 5,994 0,776
0,353 3,785 5,994
0,384 0,008 0,557
0,369 2 1,529
1,336 4,746 4,993
4,541 5,239 3,596
x
x
x
                                      



, (11) 
где: 
 1 21
3
0,51 0,0712 25 5,176
1,3882 ,24,41
x xSLOG SLOG
xSLOG
            
    
 (12) 
1 2
2
3
1,78 1,9372 27,647 7,294
0,7922 ,5,706
x xPOLYWOG POLYWOG
xPOLYWOG
             
    
 (13) 
 1 23
3
0,337 21 110,65 5
1,9531 ,5,353
x xPOLYWOG POLYWOG
xPOLYWOG
            
    
(14) 
1 2
4
3
1,357 22 211,71 7,824
1,6862 ,5,71
x xPOLYWOG POLYWOG
xPOLYWOG
             
    
 (15) 
1 2
5
3
1,075 1,891 15 5,529
1,9841 ,5,353
x xPOLYWOG POLYWOG
xPOLYWOG
            
    
 (16) 
 1 26
3
0,0235 0,353
35,88 33,41
1,325 .12,24
x xRASP RASP
xRASP
             
    
 (17) 
В данной модели функции SLOG2, POLY-
WOG1, POLYWOG2, RASP1 – материнские вейв-
леты [19]. 
В основу второго эксперимента положена 
ГРС, полученная искусственным путем и пред-
ставленная в виде направленного взвешенного 
графа (рис. 7) [20]. В этой сети узлы графа яв-
ляются генами, а дуги показывают направле-
ния регуляторных воздействий и их уровень. 
Положительный вес дуги говорит об активи-
рующем воздействии, отрицательный – о по-
давляющем воздействии. 
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На основе данной сети, согласно [20], по-
строены временные ряды экспрессии, в кото-
рых уровень экспрессии i-го гена xi(t + 1) вы-
числяется так: 
     1 1 iii s t
mx t
e
   , (18) 
    
0
n
i ij j
j
s t w x t

  , (19) 
где mi – максимальный уровень экспрессии i-го 
гена (для нашего эксперимента принято 
m1 = 4,0; m2 = 5,0; m3 = 5,0); n – количество ге-
нов в регуляторной сети; wij – уровень влияния 
гена j на ген i. Уровень влияния задается мат-
рицей связности (табл. 2). 
Т а б л и ц а  2 
 x1 x2 x3 
x1 0,9 0 –0,8 
x2 0,3 0 0 
x3 0 0,9 0 
 
Для каждого из трех временных рядов вто-
рого эксперимента выбраны следующие на-
чальные условия: (x1(t0), x2(t0), x3(t0)) = (0,5; 0,0; 
 0,0), (0,0; 0,5; 0,0), (0,0; 0,0; 0,5). 
x1
x3 x2
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0,3-0,8
0,9
 
Рис. 7 
Параметры алгоритма реконструкции, ис-
пользуемые в данном эксперименте, представ-
лены в табл. 3. 
Т а б л и ц а  3 
Параметры Значения параметров 
Размер основной популяции 
Размер популяции клонов 
Количество поколений 
Коэффициент отбора 
Размер турнира  
Уровень мутации 
Количество нейронов 
Точность представления 
Временной шаг 
Количество данных ряда 
300 
900 
900 
0,7 (n=210) 
8 
0,01 
7 
8 бит 
0,25 
36 
 
Среднеквадратические ошибки обучения в 
каждом наборе данных составили соответст-
венно: f1 = 0,059; f2 = 0,05; f3 = 0,063. График 
временных рядов лучшей модели, синтезиро-
ванной во втором эксперименте с начальными 
условиями (0,5; 0,0; 0,0), показан на рис. 8. 
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Рис. 8 
Представим модель, соответствующую 
рис. 8. 
 
1 1 2 3
4 5 6
2 1 2 3
4 5 6
3 1 2 3
4 5 6
11,121 9,88 6,466
6,673 13,19 6,983
1,883 6,924 7,098
3,679 0,029 4,259 ,
5,657 12,265 6,758
10,463 9,662 9,562
x
x
x
                                       



 (20) 
где: 
1 2
1
3
0,059 4,7252 23,976 50,52
0,3332 ,21,29
x xPOLYWOG POLYWOG
xPOLYWOG
             
    
(21) 
1 2
2
3
5 2,5292 235,64 3,165
4,5292 ,18,32
x xPOLYWOG POLYWOG
xPOLYWOG
             
   
 (22) 
1 2
3
3
2,608 5
68,92 70
3,941 ,43,75
x xSHANNON SHANNON
xSHANNON
            
    
 (23) 
1 2
4
3
1,118 0,2941 118,32 4,788
4,2551 ,12,36
x xPOLYWOG POLYWOG
xPOLYWOG
             
    
(24) 
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1 2
5
3
4,176 4,0595 536,18 18,32
3,6675 ,35,64
x xPOLYWOG POLYWOG
xPOLYWOG
             
    
(25) 
1 2
6
3
0,02 0,02
70 5,6
5 .28,06
x xSHANNON SHANNON
xSHANNON
            
    
 (26) 
В данной модели функции SHANNON и 
POLYWOG5 – материнские вейвлеты [19]. 
Заключение. Предложенный гибридный ме-
тод реконструкции правой части системы обык-
новенных дифференциальных уравнений ис-
пользуется для описания динамики генных ре-
гуляторных сетей. В качестве вычислительной 
модели выбрана вейвлет-нейронная сеть, обу-
чаемая посредством алгоритма клональной се-
лекции. В качестве обучающих данных приме-
няются профили экспрессии генов, представ-
ленные временными рядами изменения кон-
центрации продуктов экспрессии. 
Эффективность предложенного метода по-
казана экспериментальными исследованиями, 
подтверждающими применимость данного под-
хода к поиску взаимосвязей между компонен-
тами ГРС. Несмотря на использование сетей, 
состоящих из небольшого количества генов, 
можно рассчитывать на то, что дальнейшее со-
вершенствование технологии в совокупности с 
методами предобработки позволит проводить 
эффективную реконструкцию реальных ГРС. 
Основными направлениями дальнейших иссле-
дований выбрано создание метапроцедур ав-
томатической настройки параметров гибрид-
ного алгоритма, что позволит сократить про-
странство поиска благодаря динамическому из-
менению интервалов представления значений 
элементов, составляющих индивидуумы ИИС. 
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Introduction. Although there are a variety of models and methods for gene regulatory networks reconstruction, the 
problem of obtaining an adequate model based on experimental data is still urgent. In this regard, many studies use a fixed 
record of the differential equations based on the S-system. A significant disadvantage of such fixed record of the differential 
equations is the lack of flexibility of the model, what limits the scope of its application. 
Purpose. The purpose of this work is development of the hybrid procedure of the solution of the gene networks 
reconstruction problem based on the ordinary differential equations. 
Method. Models of the ordinary differential equations are used to model the gene regulatory networks. To solve the 
differential equations, wavelet-neural networks are used. The topology and tuning of the parameters is determined using the 
algorithm of the clonal selection. To find the concentration of gene expression products, which are represented by the method 
of solving the Cauchy problem, the Runge-Kutta method of the fourth order is applied. 
Results. A hybrid method is developed that implemented the procedure for reconstructing gene regulatory networks based 
on the gene expression data. The effectiveness of the proposed method is proved by experimental studies that confirm the 
applicability of this approach to find the relationships between the components of the GRN. 
Conclusion. The proposed work is a new Wavelet Neural Network and Clonal Algorithm approach for inferring Gene 
Regulatory Network which is expressed in terms of the ordinary differential model. The result of the proposed procedure is 
that further improvement of the technology, combined with preprocessing methods, will allow the effective reconstruction of 
real GRN. The main directions of further research we have chosen to create a meta-procedure for automatic configuration of 
parameters of a hybrid algorithm. This meta-procedure will reduce the search space by dynamically changing the intervals of 
representation of the elements values that make up the individuals of the AIS. Using this new method the bioinformatics and 
biologists can infer any Gene Regulatory Network of their interest. Also, they can understand the regulatory mechanism of 
the specific genes which causes the combat diseases. 
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