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Kurzfassung
Aufgrund einer komplexen Wechselwirkung mit Proteinen ist das Genom in einer
Zelle ständig mechanischer Spannung und Torsion ausgesetzt. Daher ist es wichtig die
Mechanik und die Dynamik von verdrillter DNA unter Spannung zu verstehen. Diese
Situation wurde experimentell mittels einer sog. magnetischen Pinzette nachgestellt,
indem sowohl Kraft als auch Drehmoment auf ein einzelnes DNA Molekül ausgeübt
und gleichzeitig die mechanische Antwort des Polymers aufgezeichnet wurde.
Als erstes Beispiel wurde der Übergang von linearer zu sog. plectonemischer
DNA untersucht, d.h. die Absorption eines Teils der induzierten Verdrillung in
einer superhelikalen Struktur. Eine abrupte Längenänderung am Anfang dieses
Übergangs wurde bereits im Vorfeld publiziert. In der vorliegenden Arbeit wird
gezeigt, dass diese abrupte DNA Verkürzung insbesondere von der Länge der DNA
und der Ionenkonzentration der Lösung abhängt. Dieses Verhalten kann mittels eines
Modells verstanden werden, in dem die Energie pro Verwringung der ersten Schlinge
innerhalb der Superhelix größer ist als die aller nachfolgenden.
Des Weiteren wurden DNA-DNA Wechselwirkungen in der Umgebung monovalenter
Ionen durch die Analyse des Superspiralisierungsverhaltens einzelner DNA Moleküle
bei konstanter Kraft charakterisiert. Solche Wechselwirkungen sind für die Kompak-
tierung des Genoms und die Regulation der Transkription wichtig. Oft wird DNA als
gleichmäßig geladener Zylinder modelliert und ihre elektrostatischen Wechselwirkun-
gen im Rahmen der Poisson-Boltzmann-Gleichung mit einem Ladungsanpassungsfaktor
berechnet. Trotz erheblicher Anstrengung ist eine präzise Bestimmung dieses Parame-
ters bisher nicht gelungen. Ein theoretisches Modell dieses Prozesses zeigte nun eine
erstaunlich kleine effektive DNA Ladung von ∼40% der nominalen Ladungsdichte.
Abgesehen von Gleichgewichtsprozessen wurde auch die Dynamik eines Faltungsvor-
gangs von DNA untersucht. Spontane Branch Migration einer homologen Holliday-
Struktur wurde genutzt, um die intramolekulare Reibung der DNA zu erforschen.
Mittels einer magnetischen Pinzette wurde eine torsionslimitierte Holliday-Struktur
gestreckt während die Längenfluktuationen der Zweige mit schneller Videomikroskopie
bei ∼3 kHz aufgezeichnet wurden. Einzelne diffusive Schritte der Basenpaare sollten
auf einer sub-Millisekunden Zeitskala auftreten und viel kleiner als die Gesamtfluktua-
tionen der DNA sein. Eine Analyse der spektralen Leistungsdichte der Längenfluktua-
tionen ermöglicht eine eindeutige Beschreibung der Dynamik der Branch Migration.
Die Holliday-Struktur wurde außerdem als nanomechanischer Linearversteller einge-
setzt, um einen einzelnen fluoreszierenden Quantenpunkt durch ein exponentiell
abfallendes evaneszentes Feld zu bewegen. Durch die Aufzeichnung der Emission
des Quantenpunkts sowohl in dem evaneszenten Feld als auch unter gleichmäßiger
Beleuchtung kann die Intensitätsverteilung des Anregungsfelds ohne weitere Dekonvo-
lution bestimmt werden. Diese neue Technik ist von besonderem wissenschaftlichen
Interesse, weil die Beschreibung dreidimensionaler inhomogener Beleuchtungsfelder
eine große Herausforderung in der modernen Mikroskopie darstellt.
Die Ergebnisse dieser Arbeit werden dem besseren Verständnis einer Vielzahl biolo-
gischer Prozesse, die in Verbindung mit DNA Superspiralisierung stehen, dienen und
weitere technische Anwendungen des DNA-basierten Linearverstellers hervorbringen.
Abstract
The genome inside the cell is continuously subjected to tension and torsion primarily
due to a complex interplay with a large variety of proteins. To gain insight into these
processes it is crucial to understand the mechanics and dynamics of twisted DNA
under tension. Here, this situation is mimicked experimentally by applying force and
torque to a single DNA molecule with so called magnetic tweezers and measuring its
mechanical response.
As a first example a transition from a linear to a plectonemic DNA configuration is
studied, i.e. the absorption of part of the applied twist in a superhelical structure.
Recent experiments revealed the occurrence of an abrupt extension change at the
onset of this transition. Here, it is found that this abrupt DNA shortening strongly
depends on the length of the DNA molecule and the ionic strength of the solution.
This behavior can be well understood in the framework of a model in which the energy
per writhe for the initial plectonemic loop is larger than for subsequent turns of the
superhelix.
Furthermore DNA-DNA interactions in the presence of monovalent ions were com-
prehensively characterized by analyzing the supercoiling behavior of single DNA
molecules held under constant tension. These interactions are important for genome
compaction and transcription regulation. So far DNA is often modeled as a homo-
geneously charged cylinder and its electrostatic interactions are calculated within
the framework of the Poisson-Boltzmann equation including a charge adaptation
factor. Despite considerable efforts, until now a rigorous quantitative assessment
of this parameter has been lacking. A theoretical model of this process revealed a
surprisingly small effective DNA charge of ∼40% of the nominal charge density.
Besides describing equilibrium processes, also the dynamics during refolding of
nucleic acids is investigated. Spontaneous branch migration of a homologous Holliday
junction serves as an ideal system where the friction within the biomolecule can be
studied. This is realized by stretching a torsionally constrained Holliday junction using
magnetic tweezers and recording the length fluctuations of the arms with high-speed
videomicroscopy at ∼3 kHz. Single base pair diffusive steps are expected to occur
on a sub-millisecond time scale and to be much smaller than the overall DNA length
fluctuations. Power-spectral-density analysis of the length fluctuations is able to
clearly resolve the overall dynamics of the branch migration process.
Apart from studying intramolecular friction, the four-arm DNA junction was also
used as a nanomechanical translation stage to move a single fluorescent quantum dot
through an exponentially decaying evanescent field. Recording the emission of the
quantum dot within the evanescent field as well as under homogeneous illumination
allows to directly obtain the intensity distribution of the excitation field without
additional deconvolution. This new technique is of particular scientific interest
because the characterization of three-dimensional inhomogeneous illumination fields
is a challenge in modern microscopy.
The results presented in this work will help to better understand a large variety
of biological processes related to DNA supercoiling and inspire further technical
applications of the nanomechanical DNA gear.
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1. The importance of DNA supercoiling
The genetic information that encodes the development and functioning of all living
organisms is stored in the form of double-stranded deoxyribonucleic acid (dsDNA).
The diameter of dsDNA is approximately 2.4 nm, however the length is typically
several orders of magnitude larger. The largest human chromosome, for instance, is
approximately 220 million base pairs long. If untangled and stretched this corresponds
to a length of 7.3 cm, which is much larger than the size of most cells. In eukaryotes
the DNA needs to be compacted in order to fit into the nucleus. This compaction
is realized by wrapping the DNA around protein complexes forming nucleosomes
consisting of histones. Although the genome in prokaryotes is not confined in a
nucleus, the circular DNA is compacted by a high degree of negative supercoiling and
histone-like proteins. The existence of supercoiled DNA was established by electron
microscopy and sedimentation studies in the mid-1960s [1].
The focus of this work is on the mechanical and dynamic response of supercoiled
DNA. In mathematics the concept of supercoiling is part of the ribbon theory and is
not limited to DNA. The degree of supercoiling refers to the over- or underwinding of
a ribbon. Depending on external factors such as the interaction potential between the
ribbons, the response of the ribbon to supercoiling varies between two modes (Fig. 1.1).
Applied turns can be stored in the form of twist, i.e. the rate of rotation of the ribbon
around its axis (Fig. 1.1b). Alternatively the ribbon can vary its amount of writhe,
which is defined as a measure of the non-planarity of the ribbon’s axis curve. In other
words, the amount of writhe corresponds to the average number of crossings of the
ribbon that can be detected when observing it from all spatial orientations (Fig. 1.1c).
In the literature the term “supercoil” is sometimes used as a synonym for writhe.
This might originate from the etymology of the word, because the prefix “super”
indicates that the size of the coils (for DNA typically 50 nm) is much larger than
the helix repeat of the molecule itself (for DNA 3.4 nm). Throughout this work, the
change of the linking number will be referred to as supercoiling, which is the more
popular nomenclature.
Under certain conditions the ribbon may change the distribution of the total amount
of supercoiling between twist and writhe for a given amount of over- or underwinding.
One such example is the buckling transition of DNA explained in detail in chapter 3.
For molecules with a helical structure such as DNA, the sign of the supercoiling is
defined with respect to the molecule’s helicity. If the induced turns are oriented in the
same sense as the helix, supercoils are defined to be positive. Otherwise supercoils
will be negative.
In vivo, DNA is mostly present in “B” form [2], which was described by James
D. Watson and Francis Crick [3]. In this configuration, the sense of the double helix
is right-handed and makes one complete turn around its axis every 10.5 base pairs
in solution. This is referred to as the helical pitch. Therefore, if 10 base pairs are
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Figure 1.1. Supercoiling of a circular ribbon. (a) Over and underwinding of the
ribbon is referred to as supercoiling. The degree of supercoiling is defined as the sum of
twist and writhe. (b) Increasing the degree of supercoiling but leaving the ribbon in its
circular shape augments the twist. (c) If the writhe, i.e. the number of crossings of the
ribbon with itself, increases the torsion is reduced.
unwound, for instance by a helicase enzyme, almost one turn is induced in the DNA.
The interplay between biological function and the state of supercoiling of DNA
seems to be omnipresent in the cell. Recently it has been suggested that all DNA
transactions in the cell are linked to supercoiling [4]. As a consequence, over- or
underwinding would serve as a regulatory signal detected by protein partners, which
could contribute to the regulation of many events occurring during cell life.
One illustrating example is the state of gene expression. The expression of some genes
in Escherichia coli has been shown to crucially depend on the degree of supercoiling
of its genome [5]. This bacterium tries to maintain its chromosome in a negatively
supercoiled state [6]. If the degree of supercoiling increases, genes are expressed
that encode gyrases. These enzymes are able to counteract positive supercoiling
by introducing negative supercoils [7]. If, on the contrary, the chromosome is more
negatively supercoiled than in its native state, topoisomerase genes are expressed.
These enzymes can reduce the amount of torsion by nicking one of the backbone
strands. Therefore there seems to be a mutual correlation between supercoiling and
gene expression.
On the molecular level, this dependence can be explained by considering how
transcription is related to supercoiling. In this process a DNA molecule is transcribed
into RNA. An RNA polymerase binds to the DNA and initiates the transcription by
pulling the double strand apart over a short stretch to form the so called transcription
bubble [8]. Now the polymerization is initiated. Often, the newly synthesized
messenger RNA (mRNA) is directly translated by a ribosome into the corresponding
sequence of amino acids. Some translated proteins can be integrated immediately in
the membrane of the cell, serving as an anchor of the RNA polymerase. Therefore the
enzyme is impeded from rotating around the DNA [9], such that positive supercoils
are induced in front of the transcription bubble and negative ones behind.
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To reduce this torsion topoisomerase I is able to covalently bind to one of the
phosphate backbones of the DNA. This breaks the phosphodiester bond of the DNA
backbone and thus creates a nick. Now the DNA can swivel around the covalent
backbone bond of the opposite strand and remove torsional stress. The reaction is
reversible, i.e. the phosphodiester bond reforms as the enzyme leaves, which seals the
nick.
Topoisomerases also play an important role in genome replication and cell divi-
sion [10]: If excessive supercoils were not removed, daughter chromosomes might
entangle and chromosome segregation would be hindered.
DNA replication is also affected by supercoiling: In that process helicases bind to
the DNA at the origins of replication and form a replication fork. In order for the
DNA polymerases to start the copying process of the template strands, the helicase
proceeds along the parent DNA by breaking the hydrogen bonds connecting the bases
between the strands. As the DNA in front of the fork is relatively long, its high drag
coefficient prevents the DNA from balancing the induced torsion by rotations around
its axis. Similarly, the helicase-polymerase complex, which consists of several different
proteins and is therefore also relatively large, cannot rotate. Therefore progression of
the complex generates constant twist. This built-up twist would eventually cause the
helicase to stop. Topoisomerases are necessary to remove the excess of twist in front
of the polymerase.
Many other biological processes depend on supercoiling. In homologous recombi-
nation, the 3’ overhang of a damaged DNA molecule and the Rad51 protein form a
long filament. This single-stranded nucleoprotein filament invades a recipient DNA
duplex with similar or identical sequence forming a displacement loop (D-loop). A
Rad54 translocating motor attached to the Rad51 filament end induces supercoils into
the template [11]. Negative supercoiling favors unpairing of double-stranded DNA,
and thus D-loop formation. Changing the DNA structure by negative or positive
supercoiling alters the affinity of DNA binding proteins, possibly resulting in the
displacement of proteins that would otherwise block D-loop formation [12].
Furthermore, the degree of supercoiling is correlated to the juxtaposition and
relative orientation of DNA sites. It has been shown that supercoiling can increase the
probability of juxtaposition of two sites on the DNA by several orders of magnitude
and cause an asymmetry in the distribution of their orientation [13]. This can have
an influence on site-specific recombination, a type of genetic recombination used
by bacteriophages in which DNA strand exchange takes place between segments
possessing only a limited degree of sequence homology [14].
Also DNA transposition depends on the juxtaposition of two DNA sites, since for
synaptic complex formation the ends of the transposable element have to be in close
proximity. In addition, supercoiling favors binding of proteins to the DNA to form the
nucleoprotein complex [15]. Furthermore an influence of overwinding on the cleavage
of the ends has been reported [16].
As mentioned above the compaction of DNA in eukaryotic cells is realized by
wrapping the DNA around nucleosomes. These nucleoprotein complexes constitute
chromatin fibers. Each nucleosome is wrapped by DNA 1.65 times, which corresponds
to the same amount of negative writhe. However, the overall supercoiling density is
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only reduced by 1, because the remaining 0.65 turns increase the twist in the DNA.
The cell can compensate for a change of twist in the genome by the association or
dissociation of histones. Thus chromatin serves as a as a torsional buffer.
The wrapped DNA cannot diffuse to remote areas until released by nucleosome
removal [17]. As a consequence of the chromatin organization, the majority of DNA
supercoils is fixed in the eukaryotic genome and is known as constrained supercoil
density. The unconstrained or diffusible supercoils must be accommodated within the
linker DNA (regions separating the nucleosomes). The dynamic interplay between
broadly distributed constrained supercoils and the local unconstrained supercoils
in the eukaryotic genome is the underlying basis for many structural models of the
nucleosome complex [18]. The ratio between constrained and diffusible supercoil
density depends on the rates of gyrase supercoiling and transcription elongation [19].
The examples mentioned show that DNA supercoiling is important for a large
variety of biological processes. To better understand how supercoiling contributes
to cellular function, it is essential to know the mechanical response of DNA upon
overtwisting. A breakthrough for this topic was accomplished more than a decade ago,
when Croquette and coworkers showed how to twist a single DNA molecule under an
applied tension using a technique called “magnetic tweezers” [20].
Many transitions that DNA undergoes during supercoiling as well as important
supercoiling parameters have been carefully characterized and described. This includes
structural transitions of B-DNA during supercoiling [21, 22], the torsional rigidity of
DNA [23] as well as the twist-stretch coupling [24, 25], the direct measurement of
torque during supercoiling [26, 27], and the dynamics of supercoil release [28].
In this thesis a transition was studied which occurs upon twisting DNA under
tension. At a critical torque level the molecule undergoes a dynamic transition, the
so called buckling, during which twist energy is transferred into writhe and vice versa.
Magnetic tweezers were used to observe in real time how the DNA buckles, i.e. how it
forms a superhelical structure (chapter 3).
The double strands of the DNA in this superhelical structure are in close proximity.
As the DNA is charged the distance between the strands varies relative to the
concentration of counterions in the buffer solution. The supercoiling assay presented
in chapter 4 allows a direct measurement of the amount of DNA that is stored per
superhelical turn, which can be translated into an effective linear charge density of
the DNA. The charge is a fundamental property of DNA which governs its biological
function by influencing DNA folding, packaging [29], pairing [30], and interactions
with other biological macromolecules [31].
While the buckling transition and the effective charge in a DNA superhelix can
be described by equilibrium quantities, in vivo, the supercoiled DNA structures are
highly dynamic. Supercoils can be, for instance, created, propagated and removed
on a DNA molecule. Studying the dynamics of supercoils with magnetic tweezers is,
however, difficult since the friction between the double strands in a formed superhelix
is small compared to the viscous drag of the magnetic microsphere to which the
DNA is tethered [28]. Therefore a method is presented to study molecular friction, a
non-equilibrium quantity, that occurs during fast, few nm-sized refolding processes
of nucleic acids. Spontaneous branch migration of a homologous Holliday junction
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which is torsionally confined in a magnetic tweezers assay serves as an ideal system
where such friction can be investigated (chapter 5).
As the refolding processes are thought to occur in one base-pair steps possibly
on a sub-millisecond time scale, the conventional magnetic tweezers instrument has
been improved to increase the stability as well as the spatio-temporal resolution. The
resolution limits of this new instrument are presented in chapter 2.
Based on the Holliday junction assay used to study molecular friction a DNA
construct was developed which could be used as a nanomechanical translation stage to
move a single fluorescent quantum dot through an exponentially decaying evanescent
field (chapter 6). This practical application allowed to calibrate the penetration depth
of the illumination in a total internal reflection geometry, however, can in principle be
used to characterize a broad range of three-dimensional inhomogeneous illumination
fields, which is a challenge in modern microscopy.
This demonstrates that DNA supercoiling can not only be used to study fundamental
parameters and transitions on DNA but also be applied as a nanotechnological tool.

2. Manipulating DNA with magnetic tweezers
2.1. Instrument design
2.1.1. Basic principles
For many biological functions the compacted DNA needs to be accessible (see chap-
ter 1). In vivo, the DNA can be compacted, locally unwound, and even cut by enzymes.
This means that the DNA is constantly subjected to force and torque. This condition
can be experimentally reconstructed by manipulating a single DNA molecule and
observing its response to external influences. The technique used predominantly in
this work is called magnetic tweezers.
The basic design of the magnetic tweezers instrument employed here is depicted in
Fig. 2.1. Within a fluidic chamber a streptavidin-coated superparamagnetic micro-
sphere 1 µm in diameter (MyOne, Invitrogen, Carlsbad, CA, USA) is tethered to a
DNA molecule carrying biotinylated bases at one end. The other end of the DNA
contains digoxigenin-modified bases so that a stable attachment to a glass surface
coated with the corresponding antibody (Roche, Penzberg, Germany) is guaranteed.
Once the DNA molecule is anchored to the glass surface, force and torque can be
induced in the nucleic acid by changing the distance and the angular orientation of a
pair of permanent NdFeB magnets (W-05-N50-G, Supermagnete, Uster, Switzerland)
relative to the fluidic chamber. To this end the permanent magnets are attached to
two motorized stages. The magnetic bead follows the rotations of the permanent
magnets because a magnetization anisotropy of the microsphere causes an alignment
of its dipole moment with the field of the permanent magnets. If the DNA molecule
is bound to the microsphere and the substrate surface via multiple linkers, rotations
of the bead induce a torque in the nucleic acid.
The two most important parameters which can be determined with a conventional
magnetic tweezers instrument are the extension of the DNA and the applied force. As
the dimensions of the nucleic acid are too small to visualize the DNA in an ordinary
light microscope, the magnetic microsphere is used as a probe. While the extension
of the DNA can be determined directly from the vertical distance of the microsphere
to the glass surface (see Fig. 2.1), the force is inferred from its lateral fluctuations
(see section 2.3).
The position of the microsphere is detected using an inverted microscope and 3D
particle tracking: The sample is illuminated through the gap between the magnets
by a 660 nm light emitting diode (LED) which is focused via a system of lenses onto
the sample. As the diameter of the microsphere is of the same order of magnitude as
the wavelength used for illumination, the interference of the diffracted light waves
results in a pattern (see Fig. 2.1). This diffraction pattern is directly used for the
determination of the lateral coordinates by cross correlation techniques, which are
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Figure 2.1. Schematic illustration of the magnetic tweezers apparatus. A DNA
molecule is tethered between a glass surface and magnetic microsphere within a fluidic
chamber. Permanent magnets above the chamber can be moved vertically in order to change
the force exerted on the magnetic bead. The attachment of the DNA molecule to the
glass slide and to the microsphere is realized via antibody-antigene and biotin-streptavidin
modifications. The sample is illuminated by a light source and imaged via an objective on
the chip of a CCD camera. A computer including a frame grabber is used to calculate the
DNA extension and the force acting on the nucleic acid from the diffraction pattern of the
microsphere.
based on Fourier transforming the recorded image. The axial position is extracted
from the pattern following a calibration. The size of the circular pattern depends on
the distance of the microsphere to the focus. To guarantee a high precision with a
pronounced diffraction pattern the bead is imaged in overfocus by an oil-immersion
objective located underneath the fluidic chamber. The corresponding tube lens is
then positioned in the optical path such that the image is focused on the chip of a
CCD-camera (TM-6710CL, JAI Pulnix Inc, San Jose, CA, USA). The focal position
of the objective can be moved as it is mounted on a piezo scanner with sub-nanometer
resolution (PIFOC P-721.CDQ, PI, Karlsruhe, Germany).
To correct for external noise the position of the magnetic bead is determined with
respect to a non-magnetic reference microsphere attached to the surface of the fluidic
chamber. Images of both beads are acquired simultaneously with a frequency of
120 Hz and are analyzed in real-time.
For the work presented in this thesis three different instruments were used. All of
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them are custom-made and therefore constantly developed further in order to improve
their stability and increase the resolution. The basic version of the magnetic tweezers
instrument as shown schematically in Fig. 2.1 was used for most of the measurements
presented in chapters 3 and 4. An instrument combining a fluorescence microscope
with a magnetic tweezers apparatus was employed for the experiments performed in
chapter 6. For a detailed description of this hybrid instrument see also Ref. 32.
2.1.2. Increasing the resolution of magnetic tweezers
The structure of double stranded DNA consists of regularly spaced base pairs connect-
ing two phosphate backbones. In several biological processes, such as DNA replication
and transcription, the hydrogen bonds between the bases are broken so that other
molecules can gain access to the now single-stranded regions of the DNA. As the
base-pairs constitute discrete entities, one expects to observe distinct changes in the
structure of the DNA when following such processes in an experiment given a sufficient
spatio-temporal resolution.
The magnetic tweezers instrument presented in this thesis allows to study the
interaction between enzymes and DNA. In the corresponding assays the DNA is
usually linearized, such that conformational variations of the DNA can be detected as
a length change. To observe the extension variation of the DNA upon rupture of the
hydrogen bonds connecting two bases, “base-pair resolution” is desired.
Assays have been described to follow the length change of DNA upon hairpin
unwinding by a helicase with magnetic tweezers in real time [33]. In this configuration,
unwinding of a base pair creates two regions of single stranded DNA. As the distance
between two nucleotides corresponds to approximately 5.7 Å, one should expect a
length change of approximately 1.1 nm. However, the spatio-temporal resolution of the
instrument did not allow the observation of the opening of single base-pairs. Several
improvements to the basic instrument described in section 2.1.1 were implemented
with the aim to resolve length changes of the DNA on the few Ångström scale.∗ One
aspect of this work was to find the resolution limits of the improved magnetic tweezers
instrument.
The major disadvantage of typical video-tracking with a CCD camera is that it
is relatively slow (up to 120 Hz) compared to position determination by means of
quadrant photodiode detectors. Furthermore the resolution of camera based tracking
is limited by the photo shot noise of its detector, which is associated with the
particle nature of light. One advantage of camera based particle tracking compared
to photodiode detectors is its simplicity and the ability to monitor several particles
simultaneously. A method to target the DNA tethering to specific locations of the
substrate has been published. Due to the high density of molecules on the substrate
surface the position of up to 450 microspheres could be tracked in parallel [34].
Based on the advantage related to video-tracking a large effort has been made to
minimize its limitations. To reduce the relative contribution of shot noise to the
detected signal, the number of detected photons is maximized. This is realized by
∗Improvements to the hardware were implemented by Daniel Klaue.
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increasing the number of pixels used for the analysis of each image by using a large
magnification. In addition, the acquisition speed is augmented. For this the CCD
detector was replaced by a CMOS-camera (EoSens CL, Mikrotron, Unterschleißheim,
Germany). With this camera two dimensional particle tracking at 10,000 frames
per second with moderate accuracy has been reported [35]. To determine the axial
coordinate of the microsphere with high precision many pixels should be analyzed in
parallel. Therefore the calculations necessary for the tracking were transferred from the
central processing unit (CPU) to the graphics processing unit (GPU) on the graphics
card (GeForce GTX 480, Nvidia, Santa Clara, CA, USA). This is advantageous
because the GPU is able to process many more operations in parallel than the CPU.†
Currently simultaneous three dimensional tracking of two microspheres (each 160x160
pixels) can be performed at 3 kHz.
At acquisition rates larger than 500 Hz, the LED is not able to provide enough
intensity to guarantee sufficient photon statistics. Therefore a mercury arc lamp
(LSB610, LOT-Oriel, Darmstadt, Germany) was used to illuminate the sample.
To increase the mechanical stability the design of the instrument was also modified.
Rather than the objective being mounted on a piezo scanner which can only be
translated in the vertical direction the sample cell is mounted on a 3D positioning
piezo stage (P-517.3CD, PI, Karlsruhe, Germany). This stage can be moved with
sub-nanometer accuracy in all three dimensions. Additionally, its position is recorded
using a data acquisition (DAQ) card (USB-6281 M, NI, Austin, TX, USA).
The magnetic tweezers instrument was placed on an active damping table (TS300LT,
Table Stable Ltd., Zwillikon, Switzerland). The entire instrument was located in an
isolated room to shield it from thermal changes due to air flow and acoustic noise.
The power supplies and controls as well as the computer connected to the instrument
were placed outside this room.
The orientation of the polarization of the permanent magnets was changed to
maximize the applicable force: While the orientation of their poles was horizontally
parallel in the standard configuration, they were placed vertically antiparallel in the
new design according to Ref. 36. Due to the vertical alignment of the magnetizations,
a reduction of the gap size between the magnets allowed the force on a 1 µm sized
magnetic particle to increase by a factor of 2 to approximately 12 pN.
Apart from the GPU-based image analysis, several other improvements were imple-
mented in the tracking algorithm. The recorded images were corrected for fixed-pattern
noise (FPN) of the camera prior to analysis. FPN is due to the fact that individual
pixels can have different sensitivities and offsets. With this correction, simultaneous
tracking of a magnetic bead and a non-magnetic reference microsphere was still possi-
ble at 2.5 kHz. Additionally a feedback loop to the piezo stage was implemented to
keep the relative distance of the fluidic cell to the optical axis in all three dimensions
constant.
The results of the high-resolution test measurements are shown in section 2.2. With
this increased spatio-temporal resolution it was then possible to measure intramolecular
friction which occurs during refolding of nucleic acids (see chapter 5).
†Improvements to the software were implemented by Alexander Huhle.
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2.2. Resolving length changes of DNA with Ångström accuracy
2.2.1. Resolution limits of the instrument
In the experiments shown the magnetic microsphere, which serves as a probe for the
determination of the DNA length and the applied force, moves due to collisions with
the molecules of the liquid environment. The quality of the information about the
DNA therefore depends on the accuracy with which the position of the microsphere
can be determined. To maximize this precision two requirements should be fulfilled.
Firstly, the sample chamber should be isolated from the surroundings, i.e. the effect
of external sources of disturbance such as thermal, mechanical, and electronic noise,
should be minimized. Secondly, the actual measurement should be performed with
highest possible precision.
To guarantee the first condition, the design of the instrument was optimized to
greatly reduce undesirable external influences (see section 2.1.2). For this instrument
precautions were taken to decouple the sample under study from external noise
sources such as mechanical vibrations, intensity changes from the illumination, and
the unwanted thermal expansion of the solid instrumental parts due to changes of the
room temperature.
To also fulfill the second condition, the contribution of shot noise to the detected
signal should be minimized (see section 2.1.2). The photon statistics can be improved
by increasing the number of photons used for the analysis of each image. This is
realized by maximizing both the temporal resolution as well as the magnification.
Initially the relative contribution of external noise to the detected signal is probed.
To achieve this, the time trajectory of the position of a particle which is immobile is
recorded (see Fig. 2.2). Completely restricting the motion of a particle in an aqueous
solution at room temperature is impossible due to Brownian motion. However, here
the motion of a microsphere was greatly limited by firmly attaching it to a glass
surface. For the detailed protocol see Appendix A.
To determine the different sources of external noise, it is useful to display the signal
not only in the temporal space, but also in the frequency domain using a Fourier
transform. This transformation is described thoroughly in Ref. 37. The Fourier
transform contains a real and an imaginary part, such that it is more convenient
to analyze the square of the absolute value, the power spectrum or power spectral
density (PSD). If the noise disturbing a signal is uncorrelated, all frequencies contribute
equally to the signal (white noise), corresponding to a plateau in the PSD. The value
on the ordinate multiplied by a certain frequency interval gives the corresponding
mean-square displacement (MSD) or variance to this frequency interval.
The PSDs shown in Fig. 2.2b clearly demonstrate that the system is affected by
external sources of noise. According to the shape of the PSD and the frequencies
at which the disturbance occurs it is possible to distinguish three types of external
noise (thermal, mechanical, and photon statistics) that couple into the system. The
effect of thermal noise which is due to changes in the room temperature, can be seen
predominantly in the axial direction as a low frequency drift component. Precautions
were taken in the design of the instrument to remove mechanical low frequency noise,
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Figure 2.2. Three dimensional tracking of an immobilized microsphere. (a) A
3.2 µm sized polystyrene microsphere was immobilized on a glass surface in a solution
containing 1 M NaCl. In the lateral dimensions the system is more stable than in the axial
direction, where the system drifts approximately 14 nm in one minute. Images were recorded
at 2500 Hz and the position of the bead extracted in real time. Shown also is a smooth to
100 and 10 Hz. (b) The power spectral density of the time traces shown in a. The PSD can
be used to determine the different sources of external noise (see text). These experiments
were performed together with Alexander Huhle.
e.g. oscillations of the building (see section 2.1.2). Therefore this is most likely due to
expansion of the individual components.
The broad but well defined peaks present in all directions correspond to the resonance
frequencies of the piezo stage. In the lateral directions the stage can move 100 µm
while in the axial direction its range is only 20 µm. Therefore it is softer in the
lateral directions, such that the peaks of PSD are larger by one order of magnitude
in the lateral directions than in the axial direction. The stage is stiffer in the axial
direction causing the resonance peaks to be shifted to higher frequencies. The spikes
at multiples of 100 Hz in the z -PSD most likely correspond to higher harmonics from
the illumination with the mercury arc lamp.
All of these external influences can be greatly reduced by simultaneously tracking a
second immobile microsphere, which serves as a reference. Fig. 2.3a shows the time
trajectory of the differential position of two microspheres in all three dimensions.
For the single microsphere immobilized on a surface shown in Fig. 2.2, the drift
of the system caused a change in the axial direction of 14 nm within one minute.
This drift is reduced to the sub-Ångström level when subtracting the position of a
second immobilized microsphere (see Fig. 2.3). Furthermore the root mean square
displacement (RMS) in the lateral directions decreases from 7 Å for single to 1 Å for
differential bead tracking. The influence of thermal, mechanical, and electronic noise
on the measurement signal can be greatly reduced by using a stationary reference
particle. Therefore in all the magnetic tweezers measurements shown in this work the
position of the magnetic microsphere was determined with respect to such a reference
microsphere.
For tracking with respect to an immobilized reference bead, there is still some
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Figure 2.3. 3D differential tracking of two immobilized microspheres. (a) The
two 3.2 µm sized polystyrene microspheres were immobilized on a glass surface in a solution
containing 1 M NaCl and tracked simultaneously. Images were recorded at 2500 Hz and
the positions of the beads extracted in real time. Shown also is a smooth to 100 and 10 Hz.
(b) The power spectral density of the time traces shown in a. In both lateral directions
one can see that there is still some drift in the differential coordinates, which corresponds
to an increasing PSD towards smaller frequencies. This is most likely due to an improper
attachment of the microspheres to the substrate surface. These experiments were performed
together with Alexander Huhle.
low frequency drift contributing to the detected signal in the lateral directions (see
Fig. 2.3b). This is most likely due to an improper attachment of the microspheres to
the substrate surface. Nevertheless, even for small frequencies differential tracking
reduces the overall noise in the axial direction by two orders of magnitude (compare
Figs. 2.2b and 2.3b).
In addition testing the stability of the magnetic tweezers instrument, the spatio-
temporal resolution was probed. To this end the piezo stage, on which the fluidic
cell was mounted, was moved with sub-Ångström accuracy in the axial direction. As
the components for the image detection are fixed, a motion of the piezo stage and
consequently of the sample with respect to the optical axis is detected as a movement
of the microsphere. Such “mimicked” position changes in the axial direction of a
3.2 µm sized polystyrene microsphere immobilized on a glass surface are shown in
Fig. 2.4.
In this experiment the system could not be directly corrected for drift by means
of a reference microsphere immobilized on the surface. Therefore the system drifts
several nanometers during the time of the experiment. Nevertheless steps of the piezo
stage with a size of only 3 Å on the second time scale are clearly seen in the detection
channel of the microsphere. This is remarkable keeping in mind that the spacing
between two consecutive base pairs corresponds to 3.3 Å for double stranded DNA in
B-form.
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Figure 2.4. Mimicked motion of a fixed microsphere by moving the piezo stage.
Moving the piezo stage on which the fluidic cell is mounted allows to mimic the motion of a
fixed particle with respect to the optical axis. (Bottom) The piezo stage was moved in the
vertical direction every second by a distance of 3 Å up and down, respectively. (Top) The
axial position of a 3.2 µm sized polystyrene microsphere immobilized on a glass surface in
a solution containing 1 M NaCl was tracked simultaneously. Although the entire system
drifts several nanometers within the time of the measurement, the 3 Å steps can clearly be
resolved. Data were recorded at 2500 Hz (light gray) and smoothed to 100 (dark gray) and
10 Hz (red). These experiments were performed together with Alexander Huhle.
2.2.2. Resolving length changes of DNA
In the previous section the stability and the resolution has been demonstrated which
can be achieved when tracking a fixed microsphere. In the actual experimental assay,
however, the microspheres which are tracked are not immobilized on the substrate
surface, but are tethered to a DNA molecule which is attached to a glass surface. Such
a tethered particle is much more subjected to Brownian motion than a stationary
particle and therefore displays a larger mean square displacement.
By applying a force to the magnetic microspheres such that the DNA molecule is
stretched, one can reduce the mean square displacement of the bead caused by the
thermal forces. Therefore, in order to detect small length changes of the DNA which
are due to the separation of the double-strand, it is advantageous to apply a relatively
high force to the DNA. This force depends on the size and the magnetization of the
microspheres, the strength of the permanent magnets, and the magnet configuration.
Fig. 2.5 shows the resulting traces of a 1 µm sized magnetic microsphere tethered to
a DNA molecule subjected to a force of 12 pN.
The mean square displacement of the microsphere depends also on the length of the
tether. A shorter DNA molecule displays a smaller mean square displacement. Here
a double stranded DNA molecule was used with an approximate length of 1.9 kbp.
This is the typical length of the molecules used in chapters 3 and 4.
The fluctuations in the axial direction are much lower than in the lateral directions.
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Figure 2.5. 3D tracking of a magnetic microsphere tethered to a DNA molecule.
(a) The 1 µm sized magnetic bead was tethered to an approximately 1.9 kbp long DNA
molecule and its position measured at a force of 12 pN in a solution containing 300 mM
NaCl in 10 mM phosphate buffer at pH 7.4. The magnetic microsphere was tracked with
respect to a reference bead which was immobilized on the substrate surface. Images were
recorded at 2800 Hz, however, for illustrative purposes only a smooth to 100 and 10 Hz is
shown. (b) The power spectral density of the time traces shown in a follow the shape of a
Lorentzian characteristic for a tethered particle undergoing Brownian motion. In the axial
direction a component of low frequency drift couples into the measured signal. For more
details see the text. The root mean square displacements are 19, 15, and 1.5 nm in the x, y,
and z direction, respectively.
This is due to the external force which is oriented in the direction of the gradient of
the applied magnetic field. In the magnet configuration used here (see section 2.1),
this gradient is directed in the z direction reducing the fluctuations of the microsphere
in the axial direction.
The overall shape of the power spectral density shown in Fig. 2.5b varies from the
PSD of an immobilized particle (see Fig. 2.3b). While smaller frequencies contribute
equally to the PSD, with increasing frequency the relative contribution to the PSD
decreases based on the spatial limitation caused by the tether. This is the characteristic
shape of the PSD for a tethered particle undergoing Brownian motion and is called
Lorentzian. The physical problem of a tethered particle which is overdamped and
moves in a viscous medium can be solved analytically. The solution can then be used
to fit the PSD and to calculate the mean square displacement and consequently the
force. This is shown in section 2.3.
The mean-square displacement in the x direction is larger than in the y direction
(Fig. 2.5). This is due to the preferential orientation of the magnetic moment of the
microsphere along the field lines of the permanent magnets, which is defined here as
the y direction. The consequences of this pinning effect for the motion of the magnetic
bead is discussed in more detail in Ref. 33.
Although the position of the tethered microsphere was determined with respect to
a non-magnetic microsphere immobilized on the substrate surface, some low frequency
oscillations still couple into the detected signal. This is seen in all three dimensions,
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however, the relative contribution is most obvious in the axial direction (Fig. 2.5). A
direct correlation of these low frequency oscillations between the spatial dimensions
was not found. Comparing the contribution of the low frequency noise between the
lateral directions one finds that the oscillations are more pronounced in the direction
of the magnetic field (y) than perpendicular to it (x ). This has been confirmed by
turning the magnetic field by 90◦ (data not shown).
To find the source of these low frequency oscillations a large set of experiments has
been performed (data not shown). However, the origin of this phenomenon has yet to
be determined. For completeness an outline of the experiments realized so far is given
in the following.
One aspect of the assay which was tested was the attachment of the DNA both to
the substrate surface and the magnetic microsphere. If the origin of the low frequency
oscillations were based on an instability of the attachment of the DNA to the substrate
surface, oscillations should be detected only in the axial direction. As the oscillations
are also detected in the lateral directions, this explanation can be discarded.
To determine if the low frequency oscillations are due to an instability at the
attachment on the other end of the DNA, i.e. to the magnetic microsphere, experiments
with a DNA construct containing a single biotin-streptavidin bond between the nucleic
acid and the bead have been performed. These experiments, however, displayed a
similar amount of low frequency noise.
In addition a different type of magnetic microsphere (MagSense, MagSense Life
Sciences, W. Lafayette, IN, USA) was tested yielding similar results. To exclude
that the ends of the DNA unspecifically stick to the magnetic microsphere, both
commercially and self-made BSA-blocked beads were tested with similar outcome.
Currently these results indicate that the low frequency oscillations observed in the
tracking of the magnetic microsphere originate from some intrinsic properties of the
beads themselves. For instance, the magnetic domains in the microsphere slowly
could change their orientation. These changes might be prevented by tempering the
magnetic beads prior to the actual experiment. However this hypothesis should be
corroborated in further studies.
Theoretical modeling considering DNA length fluctuations allows verification of the
measurement (see chapter 5) and shows that apart from the low frequency oscillations
the detected signal corresponds exclusively to the Brownian noise of the bead. This is
remarkable because the Brownian motion of the bead defines the thermal noise limit
of the assay, which cannot be overcome.
Based on this result the actual objective defined in the introduction to this chapter,
i.e. the determination of the spatio-temporal resolution which can be achieved with
the tethered particle assay, could be pursued. To this end the resolution of the tethered
particle assay is probed similarly to the experiment shown in Fig. 2.4: The piezo
stage, on which the sample cell is mounted, was moved along the optical axis, while a
constant force was applied to the magnetic bead. The motion of the stage is detected
in the channel recording the motion of the magnetic bead as if the microsphere would
move up and down (Fig. 2.6).
Due to the nature of this experiment, the system could not be corrected for drift
directly by means of the reference microsphere immobilized on the surface. The overall
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Figure 2.6. Mimicked motion of a microsphere tethered to a DNA molecule.
(a) Discrete length changes of a 1 µm sized magnetic microsphere tethered to a DNA
molecule (top) and a 3.2 µm sized polystyrene microsphere immobilized on a glass sur-
face (bottom) are mimicked simultaneously by means of the piezo stage. The stage was
moved a distance of (b) 10 and (c) 5 Å in 1.1 second intervals. Images were recorded at
3000 Hz, however, for illustrative purposes only a smooth to 100 (gray) and 10 Hz (red) is
shown. The temporal evolution of the positions of both microspheres shows the influence of
drift. Nevertheless even the 5 Å steps can be resolved. The DNA had a length of 1.9 kbp
carrying multiple biotin and digoxigenin modifications at the ends. Experiments were
performed in 300 mM NaCl in 10 mM phosphate buffer (pH 7.4) at a stretching force of
12 pN.
drift of the system can be corrected for by subtracting a temporal average over the
position of the reference microsphere from the measured location of the magnetic bead.
However, in the actual experiments, i.e. when the length changes of the DNA are
not mimicked by the piezo stage but actually occur, the position can be determined
with respect to a reference particle, which should further improve the resolution (see
section 2.2.1).
The stage was moved with steps of discrete size in approximately one second
intervals. 5 Å steps can still be resolved (see Fig. 2.6c). This resolution is the highest
that has been reported yet for DNA length measurements with magnetic tweezers. In
a review which was published this year, Bryant et al. stated that the current resolution
limits of magnetic tweezers corresponded to the unwinding of 3 bp (corresponding to
a DNA length change of 3.4 nm) at a time resolution of approximately one second [8].
With the improvements that were made to the magnetic tweezers instrument it was
shown that at the same temporal resolution even 1 bp steps (corresponding to a DNA
length change of 1.1 nm) should be resolved unambiguously. As an exemplary system
hairpin unwinding experiments as shown in Ref. 33 could be performed.
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2.3. Using Brownian motion to measure force
2.3.1. Force dependence of the fluctuations
As mentioned in section 2.2.2, the magnetic microsphere which is tethered to the
DNA is constantly fluctuating due to collisions with the surrounding molecules.
However, when an external force Fmag is applied to the bead, the DNA is stretched
and the fluctuations occur around an equilibrium position. To quantify this force the
physical system consisting of the DNA tethered to the magnetic microsphere can be
approximated as an inverted pendulum (Fig. 2.7). The pendulum length corresponds
to the DNA’s extension L. Once the pendulum is moved out of its equilibrium
position by an angle α, the magnetic force causes a restoring force Fb which drives
the pendulum back to its equilibrium position:
Fb = Fmag · sinα = Fmag ·
∆y
L
= ky ·∆y
where ky =
Fmag
L
(2.1)
is the trap stiffness. Note that Fb is actually oriented along the tangent line to the arc
on which the pendulum moves. However, for magnetic tweezers measurements, the
extension of the typically used DNA constructs is much larger than their fluctuations.
Therefore the vertical extension change due to the fluctuations is neglected.
Furthermore, in the y direction the bead is pinned (see above), such that it will
rotate around its attachment point to the DNA as it moves away from the equilibrium
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Figure 2.7. Force calculation from the microsphere fluctuations. (a) The physical
system of the DNA (red line) tethered to a microsphere (gray sphere) can be modeled by an
inverted pendulum of length L. The stretching force Fmag produces a back driving force Fb
as soon as the bead is moved out of its equilibrium position. Note that in the y direction
the bead cannot rotate around its axis. (b) The power spectral density of the fluctuations of
the magnetic microsphere in the y direction (shown in Fig. 2.5) can be fit with a Lorentzian
curve (Eq. 2.11). This fit defines the cutoff frequency fy c and allows to calculate the mean
square displacement
〈
δy2
〉
. The MSD in return can be used to calculate the force acting on
the particle via Eq. 2.3.
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position. This effect can be neglected as long as the deflections from the equilibrium
position are small compared to the length of the DNA.
The motion of the pendulum can be described by a harmonic potential. The mean
energy of such a one dimensional oscillator Eosc is related to the thermal energy via
the equipartition theorem [20]. This principle dictates that the energy stored in each
degree of freedom of a system corresponds to half its thermal energy:
Eosc =
1
2
ky
〈
δy2
〉
=
1
2
kBT. (2.2)
where kB is the Boltzmann constant, T the absolute temperature, and 〈δy2〉 the mean
square displacement (MSD). According to this relation it is possible to determine the
trap stiffness solely from the measurement of the positional variance. Inserting Eq. 2.1
into Eq. 2.2 yields the magnetic force that acts on the bead
Fmag =
kBT ·L
〈δy2〉
. (2.3)
The stretching force can be calculated from the fluctuations in both lateral directions
independently. In the magnetic tweezers instrument used here the y direction is defined
by the imaginary line connecting the mid-points of the permanent magnets. Therefore,
in the y direction the bead is pinned, i.e. it cannot rotate around the axis crossing its
midpoint in the x direction. Hence the pendulum length corresponds exactly to the
extension of the DNA. In the x direction the forces can be calculated analogously,
however, as the bead is free to rotate around the axis crossing its midpoint in the y
direction, the radius of the bead has to be added to the mean DNA length.
2.3.2. Determination of the mean square displacement
Although it is possible to find the mean square displacement directly from the
fluctuations of the lateral coordinates of the magnetic microsphere, here the MSD
is determined following a Fourier transformation into the frequency space. One
major advantage is that corrections due to instrumental limitations, such as the
finite acquisition frequency of the camera, can be performed with some elementary
mathematical operations in the frequency domain.
The equation of motion of an oscillator in a fluid undergoing Brownian motion can
be described by the Langevin equation [38]:
mÿ (t) + γẏ (t) + kyy (t) = ftherm (t) . (2.4)
In this differential equation, the first summand refers to the inertial force acting on
the particle of mass m. The second term corresponds to the frictional force with drag
coefficient γ. The third summand accounts for the fact that the particle is tethered to
a surface and that there is a restoring force caused by the interaction of the particle
with the field from the permanent magnets (see section 2.3.1). ftherm refers to the
thermal force the particle experiences in the viscous solution due to collisions with
surrounding solvent molecules.
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These collisions are stochastic processes, such that the corresponding force has a
Gaussian probability distribution with the following auto-correlation function Rf therm
as a function of time τ [39]:
Rf therm (τ) = 〈ftherm (t) ftherm (t− τ)〉 = 2kBTγ · δ (τ) (2.5)
where δ is the Dirac delta function
δ (τ) = δ (−τ) and
∫ ∞
−∞
δ (τ) dτ = 1. (2.6)
Eq. 2.5 guarantees that the thermal forces are uncorrelated in time. The actual
random force has a finite correlation time corresponding to the collision time of the
molecules, such that the delta function is an approximation. However, the Langevin
equation describes the motion of a macroscopic particle which occurs on a much larger
time scale than the collisions with the solvent molecules.
The Fourier transformation of Eq. 2.4 gives:
Y (f) =
Ftherm (f)
−m (2πf)2 − iγ (2πf) + ky
(2.7)
where Y (f) and Ftherm (f) are the Fourier transforms of y (t) and ftherm (t), respectively,
which are functions of the frequency f . The power spectral density of the thermal
force is the Fourier transform of the autocorrelation function (Eq. 2.5):
|Ftherm (f)|2 = 2
∫ ∞
−∞
Rf therm (τ) e
−2πifτdτ. (2.8)
The factor of two in this equation is due to the fact that in the measurement of the
position of the bead only positive frequencies are detected. Consequently the one-sided
power spectrum has to be considered twice. Furthermore, the autocorrelation function
is symmetrical [39], such that Eq. 2.8 can be simplified:
|Ftherm (f)|2 = 2
∫ ∞
−∞
Rf therm (τ) cos (2πfτ) dτ = 4kBTγ. (2.9)
This demonstrates that the thermal force is independent of the frequency. Furthermore
this equation has an important implication known as the Fluctuation-Dissipation
theorem [40]: The amplitude of the force depends only on the drag coefficient and
not on the stiffness or the mass.
To better understand the system it is useful to compare the contribution of the
inertial force with the one from the drag force: In general, if γ2 < 4mky, the system
is underdamped [39]. On the contrary, overdamping occurs when γ2 > 4mky. In case
of a spherical particle of radius Rs moving in a medium with viscosity η the drag
coefficient can be calculated according to Stokes’s law:
γ = 6πηRs. (2.10)
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In a typical magnetic tweezers experiment, η = 10−3 kg/ (s ·m) and Rs = 10−6 m,
yielding γ = 10−8 N · s/m. A standard value for the mass of a magnetic microsphere
is m = 10−15 kg and for the trap stiffness ky = 10
−9 N/m. Therefore the system is
highly overdamped.
The time constants of a highly overdamped system correspond to τ inert = m/γ
for the inertial force and τ cy = γ/ky for the drag force [39]. In a typical magnetic
tweezers experiment, τ inert is on the order of nanoseconds, while τ cy is on the order of
seconds. The highest sampling frequency for the experiments shown in this work was
2.8 kHz and therefore much too small to detect inertial influences on the microsphere.
Hence the inertial contributions to the equation of motion (Eqs. 2.4 and 2.7) can be
neglected.
The PSD of the Fourier transform of the equation of motion Y (f) is given by:
|Y (f)|2 = 4kBTγ
ky
2
1
1 +
(
f
fcy
)2 , (2.11)
with the characteristic cutoff frequency
f cy =
1
2πτ cy
=
ky
2πγ
. (2.12)
This PSD corresponding to the motion of a tethered particle is the so called Lorentzian
curve and can be seen as a fit in Fig. 2.7b. In the regime above the cutoff frequency,
Brownian motion dominates the movement of the bead with 1/f 2 -noise. This resem-
bles the situation of a “free” particle diffusing in a fluid. For frequencies smaller than
the cutoff frequency the motion of the bead is governed by damping.
The relation between the mean square displacement and the power spectral density
is described in Parseval’s theorem [41]:〈
δy2
〉
=
∫ ∞
−∞
|y (t)|2 dt =
∫ ∞
0
|Y (f)|2 df. (2.13)
One should note that the integration limits change when integrating over the Fourier
transform because in this derivation the Fourier transform has been defined for the
one-sided power spectrum (see above). Inserting Eq. 2.11 into Eq. 2.13 yields:〈
δy2
〉
=
4kBTγ
ky
2
∫ ∞
0
1
1 +
(
f
fcy
)2 df. (2.14)
Using Eq. 2.12 the prefactor to the integral can be simplified further:〈
δy2
〉
=
2kBT
πkyf cy
∫ ∞
0
1
1 +
(
f
fcy
)2 df. (2.15)
The integral can be solved analytically yielding:〈
δy2
〉
=
2kBT
πkyf cy
[
f cy arctan
(
f
f cy
)]∞
0
=
kBT
ky
. (2.16)
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This equality is the same as the one based on the equipartition theorem (Eq. 2.2)
for the energy of a one dimensional oscillator. Therefore a fit of the power spectral
density allows to calculate the mean square displacement, which can in return be used
to calculate the force acting on the DNA.
However, one should note that the data of the fluctuations are obtained from the
images that were recorded with a camera. This camera has, of course, a finite exposure
time and acquisition frequency and therefore acts as a filter. Two major effects have
to be accounted for: Firstly, the recorded intensity of each frame corresponds to an
average during the exposure time (windowing effect). Therefore the amplitude of the
signal is reduced. Nevertheless, the exposure time is known and therefore can be
compensated for [33].
Secondly the Nyquist–Shannon sampling theorem postulates that in order to exactly
reconstruct a signal, the sampling frequency has to be at least twice the largest
frequency contained in the signal. The bandwidth of the signal produced by the
fluctuations of the magnetic bead is unlimited, such that aliasing is inevitable. However,
the acquisition frequency though finite is known, which allows incorporation of a
corresponding correction in the theory [33].
3. The DNA buckling transition
3.1. DNA supercoiling under tension
As described in chapter 1, DNA supercoiling in living organisms is a direct conse-
quence of the DNA helical structure. It arises during essential cellular processes, such
as replication and transcription, when the corresponding cellular factors follow the
helical path of the molecule [42, 43]. Supercoiling needs therefore to be counterbal-
anced [44], but fulfills also important tasks in genome compaction and transcriptional
regulation [45].
The magnetic tweezers instrument described in the previous chapter can not only be
used to apply force to a DNA molecule, but also to induce torque in the nucleic acid.
This allows overtwisting of the DNA while monitoring simultaneously its mechanical
response. In the experiment shown in Fig. 3.1, a single DNA molecule was twisted
under constant tension. At first the DNA length stays approximately constant as
nearly all induced supercoils are stored in the form of twist (Fig. 3.1b and c). Once a
critical torque level is reached, the molecule undergoes a transition: it buckles and
enters the plectonemic phase (from the Greek plect, meaning “braid”, and neme,
meaning “string” [46]) in which part of the DNA forms a superhelical structure.
Additionally added turns are seen in a linear decrease of the DNA length. The
formed superhelix buffers any subsequently applied twist as writhe [47]. While torque
increases linearly with the number of added turns before buckling, it remains constant
in the plectonemic phase.
The transition between linear and plectonemic phase was for a long time thought
to occur gradually, based on the shape of the supercoiling curves, i.e. plots of DNA
length versus added turns [48]. Recently, however, a discrete and abrupt buckling, seen
as a sudden, major DNA length change, has been reported [49]. While most previous
measurements had been carried out using magnetic tweezers, this new study employed
optical tweezers, which due to continuous rotation allowed a higher resolution of the
supercoiling curves. Though the force dependence of the abrupt buckling transition
has been characterized, its exact origin remained unclear and it has been speculated
that it reflects the formation of the initial plectonemic loop [49].
Here the dependence of the abrupt buckling on the concentration of monovalent
ions and on the length of the DNA molecule was investigated using magnetic tweezers.
While the presence of an abrupt buckling at increased concentrations of monovalent
ions was confirmed, it was found to become less pronounced and finally to disappear
at low (20 mM) concentrations of monovalent ions. Also a strong dependence of
the abrupt buckling on the DNA length was observed. Quantitative analysis of the
postbuckling state occupancy during supercoiling shows that the structure formed
during buckling is not fixed, but rather variable. It can buffer considerably more than
one supercoil in the form of writhe depending on the applied force, the DNA length
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Figure 3.1. Buckling transition at different ionic strengths and DNA lengths.
(a) The cartoons illustrate the experimental configuration and the transition from linear
to superhelical DNA (red line). The magnetic bead (gray sphere) and the pair of magnets
(yellow squares) are also shown. (b) An ∼1.9 kbp DNA molecule held at a constant force
of 3.0 pN is continuously twisted with a frequency of 0.5 Hz and its length is recorded
simultaneously. Curves are shown for Na+ concentrations of 20 mM, 60 mM and 320 mM
(red, green and black line). Inset: Enlarged view on the supercoiling curves of the main
figure at the buckling transition. (c) Supercoiling curve for a 10.9 kbp DNA molecule twisted
with 1 Hz at 3.0 pN force in buffer containing 320 mM Na+. Inset: Enlarged view on the
supercoiling curves of the main figure at the buckling transition. Data were taken at 300 Hz
and smoothed to 20 Hz. All measurements were performed at room temperature in 10 mM
phosphate buffer at pH 7.5, supplemented with varying amounts of NaCl to achieve the
final Na+ concentrations.
and the ionic strength of the solution. As the buckling transition itself is spread
over a certain finite range of applied turns, the buckling structure was found to vary
throughout the width of the transition, i.e. more writhe can be accommodated at
higher numbers of turns.
This behavior can be well understood within a model in which a higher energy per
writhe is required to extrude the end loop compared to form subsequent turns of the
superhelix. Using estimates for the relevant energies the dependence of relevant buck-
ling parameters, e.g. the buckling equilibrium point and the associated torque change,
on the different conditions can be reproduced almost quantitatively. Additionally a
kinked DNA substrate was investigated, for which “prebuckling” was observed, i.e.
an abrupt buckling before the actual superhelix formation. This behavior provides
independent evidence of the end loop model.
These results provide insight into the energetics of end loop formation and reveal, as
a consequence, the presence of single and multiplectonemic states of supercoiled DNA.
Furthermore, they suggest that the plectoneme position on kinked DNA substrates
can be pinned to a fixed position.
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3.2. Understanding the buckling transition
3.2.1. Abrupt buckling measured with magnetic tweezers
Abrupt buckling upon DNA supercoiling has only recently been discovered using
optical tweezers [49]. This technique, however, requires an active feedback in order to
keep the force constant upon changes of the DNA length. To exclude artifacts of the
particular measurement technique, magnetic tweezers were employed here to detect
abrupt buckling at the onset of supercoiling. In contrast to optical tweezers, magnetic
tweezers can be considered as a constant force device over the length range of interest.
For the supercoiling experiments a short DNA molecule of ∼1.9 kbp length was used,
similarly as employed previously [49]. In contrast to the “standard” magnetic tweezers
measurements, in which the DNA length is measured at discrete supercoiling steps of
full turns, DNA was supercoiled in a continuous fashion providing a similarly high
rotational resolution as the optical tweezers experiments [49].
At low amounts of monovalent ions (20 mM Na+) an abrupt buckling was not
observed but rather a smooth transition from the linear to the plectonemic phase
(Fig. 3.1b, red line). This is more in line with the traditional picture of DNA super-
coiling [48]. However, when increasing the ionic strength (to 60 and 320 mM Na+),
a sudden jump, i.e. an abrupt buckling, can be observed prior to plectoneme for-
mation (Fig. 3.1b, green and black lines). Notably, with increasing salt the abrupt
buckling becomes more pronounced and occurs at fewer added turns, while the length
change per turn (i.e. the slope) of the supercoiling curve after the transition is reduced
(see chapter 4).
Also the abrupt buckling for a long DNA molecule of 10.9 kbp at 320 mM Na+ was
tested, and found it to be even more pronounced (Fig. 3.1c). The jump size increased
notably in length. In addition, the buckling transition ranged over several turns, and
comprised many fluctuations between the pre- and postbuckling state.
This demonstrates that abrupt buckling is also observed in constant force mea-
surements with magnetic tweezers. In addition to previous observations the abrupt
buckling was found to depend strongly on the ionic strength and on the length of the
DNA.
3.2.2. The width of the buckling transition
The transition from pre- to the postbuckling state must coincide with an abrupt
reduction of the DNA twist and thus the formation of writhe, since only increasing
twist drives the transition. The width of the transition should then provide information
about the abrupt twist reduction. Therefore the population of pre- and postbuckling
state under equilibrium conditions was measured. DNA molecules were held at
constant force and time traces were recorded at different discrete numbers of added
turns N , distributed over the width of the buckling transition (Figs. 3.2a and b).
Near the buckling transition, the DNA molecule rapidly fluctuates between a pre- and
postbuckling state for a fixed number of added turns. In the histograms of the time
traces this can be seen as two peaks, which are well fit by a Gaussian function. With
increasing amount of added turns, the postbuckling state gets more populated and
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Figure 3.2. Equilibrium occupancy of the pre- and postbuckling state. (a) 1.9 kbp
and (b) 10.9 kbp DNA molecules were held at a constant force of 3.0 pN in buffer containing
320 mM Na+. Time traces were recorded at different amounts of added turns N in vicinity
of the buckling transition. Data were taken at 300 Hz. Normalized length histograms are
shown on the right. The DNA was observed to rapidly fluctuate between two distinct states,
the pre- and the postbuckling state. Dotted lines are centered on the peaks of the uppermost
histogram and indicate the shift of the states throughout the transition. (c) Occupancy
of the postbuckling state as function of added turns for both DNA lengths (red dots).
Experimental conditions are as in A. Solid lines are fits to the data according to Eq. 3.5,
where DNb was taken to be free (black line, Nb of best fit shown in graph) or fixed to
∆Nb = 1 (gray). (d) Illustration representing the behavior of DNA at the buckling transition,
which can involve the formation of a structure comprising more than 1 turn of writhe.
the corresponding peak becomes relatively larger. From Gaussian fits to the peaks
the probability for the postbuckling state to be populated as function of added turns
was determined (Fig. 3.2c).
A simple expression for the postbuckling state population can be derived assuming
that for undergoing buckling a fixed free energy penalty Eb has to be paid. For
example, Eb must include the displacement of the magnetic bead and increased DNA
bending. The buckling is accompanied by a twist reduction due to the formation of
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writhe. It occurs when Eb is close to the change in twist energy. Prior to buckling,
the free energy of the DNA upon supercoiling is given by [50, 51]:
Epre (N) =
1
2
Cs
L0
(2π)2N2, (3.1)
where L0 is the contour length of the DNA and Cs is the effective DNA torsional
modulus with [50]:
Cs = C
[
1− C
4p · kBT
(
kBT
p ·F
)1/2]
. (3.2)
C denotes the DNA torsional modulus, p the bending persistence length, and F
the applied force. For the torsional modulus and the persistence length values of
100 kBT nm [23] and 45 nm were used, respectively. Eq. 3.2 accounts for the fact that
due to DNA writhe fluctuations not all added turns contribute to the twist stored in
the DNA.
Upon buckling the DNA twist energy is reduced. However, the energetic penalty Eb
for the formation of the buckling structure has to be overcome, which provides for the
free energy of the postbuckling state:
Epost (N,∆Nb) = Eb +
1
2
Cs
L0
(2π)2 (N −∆Nb)2 , (3.3)
where ∆Nb is the amount of twist, which is transferred into writhe during buckling.
Within this simple two state model, the probability that the postbuckling state ppost
is occupied can be calculated using Boltzmann statistics:
ppost =
1
1 + exp [(Epost − Epre)/kBT ]
. (3.4)
Inserting Eqs. 3.1 and 3.3 into this expression yields
ppost =
1
1 + exp
[
Cs
L0
(2π)2 (Nb −N) ∆Nb
/
kBT
] (3.5)
with Nb being the number of added turns at the point of buckling equilibrium, where
the pre- and the postbuckling state are equally populated. Nb is then given by:
Nb := N |Epre=Epost=
Eb
Cs
L0
(2π)2 ∆Nb
+
1
2
∆Nb. (3.6)
Surprisingly, fits of the experimentally obtained postbuckling state occupancy with
Eq. 3.5 provide values for ∆Nb which are considerably larger than 1 turn (Fig. 3.2c).
At 3.0 pN and 320 mM Na+ one obtains for the writhe within the buckling structure
∆Nb = 1.6 ± 0.1 and 3.4 ± 0.2 turns for the short and the long DNA molecule,
respectively. Remarkable is also the DNA length dependence of ∆Nb. This suggests
that upon abrupt buckling not a fixed structure is formed, such as a first end loop,
but rather a continuous structure, such as a plectonemic superhelix with multiple
turns (Fig. 3.2d).
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3.2.3. Kinetics of the buckling transition
In addition to studying the equilibrium of the pre- and postbuckling states, also the
kinetics at the buckling transition were analyzed. To extract the residence times of
the individual states, threshold values were applied to assign each time point to the
pre- or postbuckling state. From this a binary step function was reconstructed and
residence times were calculated.
The residence times appear exponentially distributed for the short molecules
(Fig. 3.3a), while a minor second exponential component appears for the long DNA
(not shown). The mean residence times τpreb and τ
post
b change exponentially with
added turns (Fig. 3.3b) in agreement with a two state system. The torque in the DNA
molecule changes the height of the energy barrier for undergoing the transition. One
can describe the torque dependence of τpreb and τ
post
b by adding the torque multiplied
by the angular distance to the barrier as an additional term into an Arrhenius equation,
which results into:
τ ∗ = τb · exp
[
−Cs
L0
(2π)2 (N −Nb) ∆N∗b
/
kBT
]
, (3.7)
where τb is the mean residence time at the buckling transition. ∆N
∗
b is substituted
by ∆Npreb or −∆N
post
b corresponding to the twist difference between the transition
state and the prebuckling or postbuckling state, respectively. Fitting Eq. 3.7 to
the experimental data, the transition state was found to be approximately half-way
between the pre- and the postbuckling state for both molecule lengths (Fig. 3.3b).
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Figure 3.3. Kinetics of the buckling transition. Shown data is for 4.0 pN and
320 mM Na+. (a) Distributions of the residence times for the pre- and postbuckling state
close to the buckling equilibrium (9.8 turns) for the 1.9 kbp DNA molecule. The solid lines
represent a single exponential function with the mean residence time as characteristic decay
time. (b) Mean residence times of the prebuckling (red filled circles) and the postbuckling
states (blue filled circles) as function of added turns for the 1.9 kbp and 10.9 kbp DNA
molecule. Solid lines are exponential fits to the data according to Eq. 3.7. The resulting twist
differences to the transition state ∆Npreb and ∆N
post
b are given in the figure. (c) Schematic
drawing of the hypothetical energy landscape for plectoneme formation. Independent of
the actual landscape for the end loop (dark blue straight line and light blue line with
transition state), the supercoiling energy attains E1 after 1 turn and increases with E2 for
each subsequent turn. Inset: Illustration of the plectoneme formation energies E1 and E2.
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Understanding of the energetic barrier needs further work, since there might not be
common transition pathways from prebuckling to postbuckling state and vice versa.
At 320 mM Na+ and 3.0 pN force one obtains τb = 35.5±0.5 and 75.7±0.8 ms for the
short and the long molecule, respectively. Thus, τb increases with molecular length.
This might be due to slower diffusion of the larger plectonemic structure for the
long molecule. Furthermore, it was found that τb decreases, i.e. transitions become
more frequent at lower ionic strength and lower force (data not shown). Generally,
the transition between the pre- and the postbuckling state was observed to occur
considerably faster than observed previously with optical tweezers [49]. This might
be due to different response dynamics for both tweezers systems. Also, the additional
potential set by the optical trap leads to different energy landscapes for buckling,
which can affect its dynamics.
3.2.4. End loop model for abrupt buckling
The observations made so far, in particular the length dependent writhe of the buckling
structure, are consistent with a plectonemic superhelix formed upon abrupt buckling.
However, so far the structural and energetic basis underlying the observed behavior
remains unclear.
For a plectonemic superhelix an apparent discontinuity can be found at the end
loop, which resembles more a planar DNA loop (Fig. 3.3c). For a given DNA segment
length it is energetically more favorable to form one turn of the superhelix than a
circular loop. Therefore, it is reasonable to assume that the energy for the first turn
of the superhelix (end loop) is larger than for any subsequent superhelical turn. This
is similar to an approach developed by Daniels et al., which only recently became
available [52].
Let E1 be the free energy for the first turn of writhe in the plectoneme, which
comprises the additional energy for the end loop formation. E2 shall denote the
free energy of every subsequent writhe within the plectoneme (Fig. 3.3c). With Nwr
denoting the writhe of the plectoneme, the free energy of the DNA after buckling for
Nwr ≥ 1 is given by:
Eppost (N,Nwr) = E1 + E2 (Nwr − 1) +
1
2
Cs
L0
(2π)2 (N −Nwr)2 . (3.8)
The mean writhe Nwr,0 for a given number of added turns N is then obtained
by minimizing Eq. 3.8 with respect to Nwr. Hence, one obtains Nwr,0 and the
corresponding postbuckling energy Eppost,0:
Nwr,0 = N −
E2
Cs
L0
(2π)2
, (3.9)
Eppost,0 = E1 + E2
[
N − 1
2
E2
Cs
L0
(2π)2
− 1
]
. (3.10)
Inserting the last equation together with Eq. 3.1 into Eq. 3.4 provides now the
probability for the DNA to be in the postbuckling state pp within the framework of
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Figure 3.4. Mean position of the pre- and postbuckling state. (a) The extension of
a DNA molecule (10.9 kbp) held at constant force (4.0 pN) and ionic strength (320 mM Na+)
was recorded at different amounts of applied supercoils N in the vicinity of the buckling
transition. The writhe of the forming plectoneme is not constant over the buckling transition,
but increases linearly with the applied supercoils according to Eq. 3.9. This can indeed
be seen in the experimental traces (b) as a gradual shift of the postbuckling level, which
corresponds to the postbuckling slope (solid blue line). The buckling point defined where
pre- and postbuckling state are equally populated is represented by the dashed black line.
the end loop model:
pp =
1
1 + exp
{
Cs
L0
(2π)2 (Npb −N)
[
∆Npb +
(N−Npb)
2
]/
kBT
} . (3.11)
In analogy to the simple model above, Npb represents the position of the buckling
transition, i.e. when pre- and postbuckling state are equally populated:
Npb := N |Epre=Eppost=
E2
Cs
L0
(2π)2
+ ∆Npb . (3.12)
∆Npb is the average writhe of the abruptly forming plectoneme at the buckling
equilibrium point Npb , which can be derived by:
∆Npb := Nwr,0 |N=Npb =
[
2 (E1 − E2)
Cs
L0
(2π)2
]1/2
. (3.13)
In contrast to the simpler model the writhe of the forming plectoneme is now pre-
dicted to increase linearly with the added turns, and not to be a constant over the
transition (see Eq. 3.9). This can directly be confirmed by the experiments, since
the postbuckling level shifts gradually towards lower DNA length over the transition
(see histograms in Fig. 3.2 and Fig. 3.4). One should note that within this derivation
Nwr is limited not to be smaller than 1, since the actual energy landscape for the
end loop formation is unknown (Fig. 3.3c). However, as long as ∆Npb ≥ 1, the actual
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energy landscape for the first turn (e.g. a linear increase with or without an offset, or
an additional transition barrier) does not matter, because independent of the actual
landscape the same results are obtained (Fig. 3.3c). As it was found that ∆Npb ≥ 1
for the experimental data, this model is well applicable.
3.2.5. Estimating the plectoneme formation energies
If the plectoneme formation energies E1 and E2 are known, one can predict the mean
torque Γ and the mean DNA length L as a function of the added turns and applied
force using the expressions derived above
Γ (N,F ) =
Cs
L0
2π (N −Nwr,0 · pp) , (3.14)
L (N,F ) = L0 · z (F,Γ)−
[
∆L1 + (Nwr,0 − 1) ·
dL
dN
]
· pp, (3.15)
where z (F,Γ) is the relative extension of the DNA [50], ∆L1 the length reduction
for the end loop, and dL/dN the slope of the supercoiling curves after the buckling
transition.
The extension of DNA stretched at a constant force appears shorter than its contour
length due to thermal fluctuations. Additionally, before buckling the extension of DNA
gets reduced upon twisting. This is due to writhe fluctuations [53]. The incomplete
stretching as function of force F and torque Γ was account for by using the expression
for the relative extension derived by Moroz and Nelson, which is given by [50]:
z (F,Γ) = 1− 1
2
[
p ·F
kBT
−
(
Γ
2kBT
)2
− 1
32
]−1/2
, (3.16)
where p denotes the bending persistence length.
To estimate the loop length ∆L1 as well as the corresponding free energy E1 to
form the end loop, the mechanical energy required to extrude a perfect circular loop
of radius R out of a stretched DNA molecule was calculated. The writhe of such a
circular loop was assumed to be 1 turn. This is similar to the simple-loop model used
previously to derive an estimate for postbuckling torque and slope [48], except that
here the DNA shortening is corrected by the relative extension of the DNA [54]. In
this case one can write:
E1 = 2πRF · z (F, 0) + 2πR
1
2
kBT · p
R2
. (3.17)
The first part of the sum represents the change in potential energy due to shortening of
the DNA against the applied force. The second part of the sum represents the bending
energy of the DNA within such a loop. Incomplete DNA stretching was accounted
for, which essentially lowers the change in potential energy for a given loop length, by
introducing z (F, 0) as a correction term. For simplicity, the torque dependence of the
DNA extension is neglected, since it represents only a minor correction.
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Figure 3.5. Slopes from the supercoiling curves vs. theoretical predictions. The
experimentally obtained slopes from the supercoiling curves were compared with theoretical
predictions according to the composite model by Marko [51]. Theoretical predictions
(dashed lines) were calculated as described [49, 51] for empirically determined values of the
plectonemic twist stiffness of 31, 28, 24, and 21 nm, to approximate the measured slopes
at 30, 60, 170 and 320 mM Na+, respectively. Particularly at elevated ionic strength, the
theoretical prediction fails to correctly reproduce the force dependence of the measured
slopes correctly [27].
Minimizing the end loop energy with respect to R provides the energetically favored
radius of the end loop and correspondingly the length reduction ∆L1:
∆L1 = 2πRmin · z (F, 0) =
[
kBT · p · z (F, 0)
2F
]1/2
. (3.18)
Combining Eqs. 3.17 and 3.18 one obtains for the end loop energy:
E1 = 2π [2kBT · p ·F · z (F, 0)]1/2 . (3.19)
The composite model by Marko also allows calculating the postbuckling slope [51],
for which an expression has been derived [49]. Using only non-reduced parameters it
results in:
dL
dN
=
2π
[
1− 1
2
(
kBT
p ·F
)1/2
−
C2 ·P · g ·
(
kBT
p ·F
) 3/2
8(Cs · kBT )2 · (1− PCs )
]
[
2P · g
1− P
Cs
]1/2
·
(
1
P
− 1
Cs
) , (3.20)
with P being the plectonemic twist stiffness, which is a freely adjustable parameter
depending on the ionic strength of the solution. Thus P can be obtained by fitting
experimental data (Fig. 3.5). One obtains values for P of 31, 28, 24, 21 kBT nm for
30, 60, 170, 320 mM Na+, respectively, in good agreement with previously published
data [51, 55]. One should note, however, that the composite model [51] does not
provide a satisfactory description of the postbuckling slope over the full range of
applied forces [27]. An alternative model with only one fit parameter for the entire
range of ionic strengths based on charge reduction of the DNA is discussed in more
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detail in chapter 4. The parameter g in Eq. 3.20 corresponds to the negative free
energy of stretched, nicked (freely swiveling) DNA given by:
g = F −
(
kBT ·F
p
)1/2
. (3.21)
To obtain an estimate for the free energy of every subsequent writhe within the
plectoneme E2, the expression for the postbuckling torque Γ was used, which was also
derived within this composite model [51]:
E2 = 2πΓ = 2π
(
2P · g
1− P
Cs
)1/2
. (3.22)
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Figure 3.6. Measured supercoiling curves and predictions from the end loop
model. (a, b) Supercoiling curves for a 1.9 kbp DNA molecule at 3.0 pN in a buffer
containing 320 mM and 60 mM Na+ (as indicated). Data were taken at 300 Hz (dark
gray) and smoothed to 20 Hz (light gray). The solid red line is the prediction from the end
loop model according to Eq. 3.15 using estimates for the plectoneme formation energies
E1 and E2 (Eqs. 3.19 and 3.22, respectively). (c) Salt dependence of supercoiling curves
and (d) torque development as predicted by the end loop model. The shaded area between
the torque overshoot and the postbuckling torque under the black curve corresponds to the
difference between the end loop energy E1 and superhelix formation energy E2.
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Using Eqs. 3.11 to 3.19, the DNA length and the torque upon DNA supercoiling at
constant force can now be predicted. Examples of measured and predicted supercoiling
curves can be seen in Figs. 3.6a and b. Most importantly this model can well describe
abrupt buckling. Despite simple estimates for E1 and E2, one obtains remarkable
agreement with the experimental data regarding the buckling point, the width of the
transition and the jump length.
Also supercoiling curves and the associated torque at different salt concentrations
was calculated (Figs. 3.6c and d). As for the experimental data (Fig. 3.1b) the buckling
transition becomes less pronounced at lower salt concentrations. The presence of an
abrupt buckling transition is associated with an overshoot of the torque, arising from
the sudden writhe formation within the plectoneme (Fig. 3.6d). The energetic differ-
ence between the end loop formation energy E1 and the superhelix-formation energy
E2 corresponds to the area enclosed by the torque overshoot and the postbuckling
torque (shaded area in Fig. 3.6d). Thus, the torsional overshoot and correspondingly
the abrupt buckling transition are required to ensure the compensatory work for end
loop formation. With decreasing ionic strength the electrostatic repulsion between
the DNA strands in the plectoneme increases, which is associated with an increase of
the postbuckling torque and correspondingly of E2 (Fig. 3.6d). For the end loop, elec-
trostatics plays supposedly a minor role due to the larger DNA-DNA distance within
the loop. It should therefore change much less with the ionic strength. Therefore, the
difference between E1 and E2 becomes smaller with decreasing ionic strength, which
readily explains the disappearance of the abrupt buckling.
3.2.6. Force dependence of the buckling transition
To further support the end loop model for abrupt buckling several parameters obtained
from experiment and theoretical prediction were compared. Though only estimates
for E1 and E2 were used, important trends, such as the scaling with the molecule
length, should be correctly predicted.
Experimentally, the jump size upon abrupt buckling Ljump at the postbuckling
population was obtained by fitting a double Gaussian distribution to the histograms
of the DNA length (Figs. 3.2a and b). Npb and ∆N
p
b were obtained by fitting the
postbuckling state population with Eq. 3.11, which provided similar values as Eq. 3.5
(not shown). At low forces (<1 pN), where the buckling transition became too fast,
Npb was determined from straight line fits to the supercoiling curves. For high forces,
both methods were found to produce consistent results. The plectoneme formation
energies E1 and E2 were calculated from N
p
b and ∆N
p
b according to the following
relations, which were derived from Eqs. 3.12 and 3.13:
E2 =
Cs
L
(2π)2 (Npb −∆N
p
b ) , (3.23)
E1 =
1
2
Cs
L
(2π)2 ∆Np
2
b + E2. (3.24)
First the force dependence of these parameters at 320 mM Na+ for both the long
and the short molecule was evaluated. Within the end loop model the jump size at
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the buckling transition can be written as:
Ljump = ∆L1 + (∆N
p
b − 1) ·
dL
dN
+ L0 ·
[
z
(
F, 2π
Cs
L0
N
)
− z
(
F, 2π
Cs
L0
(N −∆Npb )
)]
, (3.25)
where the first term of the sum accounts for the length reduction by the end loop, the
second term for the other turns of the plectoneme, and the third one for the extension
change due to the abrupt reduction of the torque during the transition. Ljump was
found to increase with DNA length (Fig. 3.7a), which is correctly reflected by the
theoretical prediction. For the high force regime, the absolute jump length is also well
described. However, at low forces, where the jump size is found to remain constant
(short molecule) or to decrease slightly (long molecule) a different trend is predicted.
Similar behaviors and jump sizes were also found for the lower salt concentrations (not
shown). One should note that Forth et al. reported a large increase of the jump size
when decreasing the force and no dependence on the length of the DNA [49]. In the
measurements presented here all jump sizes where directly obtained from Gaussian
fits to the DNA length distribution at the buckling equilibrium, leaving very little
room for ambiguity. Furthermore, the abrupt buckling was especially well resolved for
the long DNA molecule. Also, the observed DNA length dependence of the jump size
agrees well with the observed length dependence of ∆Npb , the writhe change during
buckling (see Fig. 3.2c and below), since a longer plectoneme should also contain more
DNA. One should note that small changes in the expression for E1 can remarkably
change the force dependence of the jump length, while retaining the trend for the
other parameters [52]. Beyond simple estimates for E1 a more elaborate theory is
required to substantiate the observed jump lengths.
For ∆Npb the model presented here predicts a scaling with the square root of the
DNA length (Eq. 3.13). Therefore, Npb does not increase linearly with DNA length but
is slightly reduced. To highlight this behavior, the data for the two DNA lengths were
scaled linearly in case of Npb (Fig. 3.7b) and with the square root of the DNA length
in case of ∆Npb (Fig. 3.7c). Within error the prediction can indeed be confirmed. Also
the general trend and magnitude for the two parameters with increasing force are well
described, though ∆Npb and the corresponding torque jump upon buckling ∆Γb are
slightly overestimated.
For E2, which is directly related to the postbuckling torque, the data is in agreement
with the prediction from Marko et al. [51] (Fig. 3.7d, top). Only a slight variation
of the postbuckling torque was observed for both DNA lengths, which reflects the
experimental error of the procedure. One should note that the absolute value of E2
depends directly on the torsional modulus of the DNA, for which a value of 100 kBT nm
is used. Thus, considering a lower torsional modulus for example 94 kBT nm [27] will
reduce the obtained values for E2 and the postbuckling torque.
In addition the energy difference between E1 and E2 was obtained, which can be
considered as nucleation barrier for plectoneme formation. It amounts to several kBT at
320 mM Na+ for the force range considered (Fig. 3.7d, bottom), which should strongly
favor the existence of only a single plectoneme (see section 3.3.1 below). Similar to
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Figure 3.7. Force dependence of the buckling transition. The characteristic
parameters of a 1.9 kbp (black) and a 10.9 kbp DNA molecule (blue) were determined
at the buckling transition for various forces. The ionic strength was kept constant at
320 mM Na+. Experimental values are shown as filled circles, predictions from the end-loop
model as solid lines. In case of an overlap, only the black curve is depicted. (a) Jump size at
buckling equilibrium. (b) Position of the buckling equilibrium. To highlight the DNA length
dependence, the right axis, corresponding to the 10.9 kbp DNA molecule, was scaled linearly
with DNA length compared to the left axis corresponding to the 1.9 kbp DNA molecule.
(c) Change of twist transferred into writhe during buckling ∆Npb at buckling equilibrium and
corresponding torque change ∆Γb = 2π Cs/L ·∆Npb . The expected scaling of ∆N
p
b with
the square root of the DNA length is highlighted by scaling the axes accordingly (Eq. 3.13).
(d) Top: Superhelix-formation energy E2 and inferred postbuckling torque. Bottom: Energy
difference between the end loop formation energy E1 and E2. Error bars represent the
statistical error of the data.
∆Npb , the energetic difference between E1 and E2 is also slightly overestimated by the
prediction, though the general trend is well described.
3.2.7. Salt dependence of the buckling transition
For the shorter DNA molecule, also the buckling parameters at different Na+ concen-
trations in particular 60, 170 and 320 mM were characterized (Fig. 3.8). The general
trends are well reproduced by the model presented here. Worth highlighting is the
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Figure 3.8. Salt dependence of the buckling transition. The parameters character-
izing the transition of a 1.9 kbp DNA molecule were measured at differing ionic strength.
The applied force was constant at 3.5 pN. Experimental values are shown as circles. Pre-
dictions from the end loop model are shown as black lines. (a) Jump size at buckling
equilibrium. (b) Position of the buckling equilibrium. (c) Change of twist transferred into
writhe during buckling ∆Npb at the buckling equilibrium and corresponding torque change
∆Γb. (d) Superhelix-formation energy E2, inferred postbuckling torque (filled circles and
solid line) and end loop formation energy E1 (open circles and dashed line). Inset: Energy
difference between E1 and E2.
increase of ∆Npb , ∆Γb, and E1 − E2 with increasing ionic strength, which lets the
abrupt buckling become more pronounced. Interesting is the measured decrease of
E1 with increasing ionic strength (Fig. 3.8d), which is not included in the simple
theory. However, as argued above, E2 decreases even stronger leading to an increase
of E1 − E2 with increasing ionic strength.
3.2.8. Supercoiling kinked DNA
Generally, the end loop model can well describe the observed abrupt buckling at the
onset of plectoneme formation. Together with this simple estimates for the plectoneme
formation energies it can well reproduce the scaling and the magnitude of most
parameters describing the buckling transition, which provides strong support for the
model. For most of the Na+ concentrations considered here E1 is larger than E2,
which causes abrupt buckling. However, if one could locally reduce E1 to become
smaller than E2, the model would predict the existence of a “prebuckling” state, i.e.
an end loop would form before the subsequent superhelix is formed.
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Figure 3.9. Supercoiling kinked DNA. (a) The illustration shows the structure of the
DNA kink. A 20 bp hairpin was introduced into the substrate, leading to the formation of
a small 3-arm junction. Neighboring arms should join at an angle of approximately 120◦.
(b) Supercoiling curves for the kinked (lower) and a straight, i.e. unkinked (upper), DNA
molecule taken at 3.5 pN and 320 mM Na+. Data are acquired at 300 Hz (dark gray lines)
and filtered to 20 Hz (light gray lines). Solid red and black lines are calculated according to
Eq. 3.15 with the end loop length reduction ∆L1, the end loop energy E1 and the superhelix
energy E2 taken from fits to the data. Inset: Histogram of the DNA length at 7.0 turns for
the kinked molecule. (c) Torque development for both molecules as predicted by the model.
The shaded area enclosed by the two curves corresponds to the total difference between the
end loop energies E1 for the straight versus the kinked DNA molecule.
To test the prediction, a DNA construct was prepared in which a 3-arm junction
was incorporated (see section B.1). This junction introduces a kink of approximately
120◦ (Fig. 3.9a) and should significantly reduce the end loop formation energy E1.
Indeed, in supercoiling experiments prebuckling is found for this substrate. After a
first length reduction, occurring much earlier than for a straight DNA molecule, the
DNA extension remains constant for almost another turn, during which additional
torque builds up. Only then the formation of the superhelix starts causing the linear
DNA length decrease with added turns (Fig. 3.9b). Interestingly, the transition at
the prebuckling point occurs also abruptly, since two distinct DNA lengths can be
identified (Fig. 3.9b, Inset).
Using the expressions derived above for describing DNA length and torque during
supercoiling, the supercoiling curves of the kinked DNA can also be reproduced.
Therefore one has to choose an appropriate E1, which has to be considerably smaller
than E2. At a force of 3.0 pN and a Na
+ concentration of 320 mM, E1 is ∼ 4 kBT
smaller than E2. Using the values for E1 and E2, which best describe the supercoiling
curves, one can infer the torque as above from Eq. 3.14. The prebuckling causes the
torque to “undershoot” compared to the postbuckling torque. The total difference
between the end loop energies E1 for the straight versus the kinked DNA molecule,
corresponding to the area enclosed by the two curves in Fig. 3.9c, is 12.5 kBT . This
represents an enormous bias for plectoneme nucleation at the DNA kink.
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3.3. Consequences of DNA buckling
3.3.1. End loop provides a plectoneme nucleation barrier
In this study the abrupt buckling prior to plectoneme formation was investigated
using magnetic tweezers. In addition to the previously reported force dependence [49],
the abrupt buckling was found to strongly depend on the ionic strength as well as
on the length of the DNA molecule. The data shown here are in agreement with the
proposed end loop model [52], in which a higher energy per writhe is required to form
the end loop than for subsequent turns in the plectonemic superhelix. Direct support
comes from the observed DNA length dependence of the jump size together with the
broadening of the transition. Analyzing the transition width (Fig. 3.2c) reveals that
the writhe of the postbuckling structure scales within error with the square root of
the DNA length. This is a direct consequence of our the model presented in this work,
independent of particular values for the plectoneme formation energies. Applying
estimates for these energies describes well the dependences of the buckling parameters
on the applied force and ionic strength, which provides additional support for the
model.
Qualitatively, the dependence on the ionic strength can be understood by an in-
creased repulsion of the DNA strands in the plectonemic superhelix with decreasing
ionic strength. Consequently the energy for superhelix formation E2 increases. Con-
sidering that electrostatic interactions within the end loop should play a minor role
due to a larger DNA-DNA distance, the difference between the end loop energy E1
and E2 decreases and the abrupt buckling becomes less pronounced.
The formation of a second or further plectonemic structures is normally less favorable
due to the large end loop formation energy E1 compared to the smaller energy E2
required to extend the superhelix. Therefore, plectoneme formation is “nucleation
limited”, i.e. for a sufficiently large energetic difference, growth of an already existing
plectoneme will be more likely than nucleation and maintenance of an additional
one. The obtained values for the energy difference between E1 and E2 amount to
several kBT for Na
+ concentrations ≥ 60 mM (Figs. 3.7d and 3.8d). Therefore, under
these conditions the presence of only a single plectoneme is much more probable than
predicted by a Boltzmann-like distribution for single and multiplectonemic states.
By contrast, at low ionic strength E1 can be equal to or smaller than E2, in
agreement with the observed disappearance of the abrupt buckling transition and the
appearance of a smooth and broad transition at 20 mM Na+. In this case the presence
of multiple plectonemes will be favored. When E1 is considerably smaller than E2,
exclusively end loops form. We recently proved this hypothesis by using Monte
Carlo simulations for modeling DNA supercoiling at 10 mM monovalent salt [56].
The existence of single, multiple, and more complex plectonemic states needs to be
carefully considered for the interpretation of single molecule experiments [28] and the
application of theories at low salt concentrations [54, 57].
A more quantitative understanding of abrupt buckling will require rigorous theo-
retical work. Most importantly, the energetics and shape of the end loop, displaying
a tear-drop-like configuration [58], should be appropriately considered. Potential
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kinking of the sharply bent plectoneme tip, as well as the salt dependency of the
persistence length and the end loop energy need additional attention.
3.3.2. Plectoneme pinning and energy of DNA bending
By introducing a ∼ 120◦ kink into the DNA one can achieve a “prebuckling” state,
i.e. buckling that occurred considerably earlier than the actual superhelix formation
(Fig. 3.9b). This is a direct consequence of the end loop model, considering that
DNA kinking will reduce E1 to become smaller than E2. Therefore it serves as
an independent support for the model. Preferential buckling at kinkable regions
and regions with discontinuous stiffness has been predicted in static computational
models [59] and is now confirmed experimentally.
In contrast to a reduced E1 at low salt concentrations, the kink acts only locally
to favor plectoneme formation at its position. The energetic bias for plectoneme
formation at the kink compared to DNA without an artificial kink can reach values in
the order of 10 kBT at elevated forces and ionic strength (Fig. 3.9c). Therefore the
plectoneme is predicted to be pinned and to stay at the kink position, although this
idea still requires independent support. Being able to pin the plectoneme position
might be a useful tool, for example for controlled plectoneme extrusion in rotor bead
assays [25].
4. The effective charge of DNA
4.1. Challenges in quantifying DNA-DNA interactions
The large linear charge density is a fundamental property of DNA which governs its
biological function by influencing DNA folding, packaging [29], pairing [30], and inter-
actions with other biological macromolecules [31]. To develop meaningful quantitative
models describing such systems and processes, a precise knowledge of the interaction
between two DNA molecules, which is mostly of electrostatic origin, is mandatory.
DNA electrostatics is affected by surrounding counter ions, which screen the DNA
charge on the scale of the Debye length λD. The counter ion cloud is mainly set by
the interplay between solute-ion electrostatic attraction and entropic repulsion, for
which the Poisson-Boltzmann (PB) equation provides a mean-field description. For
highly charged polymers such as DNA, this approach can have considerable limitations
arising from the reduced structural detail with which the DNA macromolecule is
approximated and the assumption of a continuous counter ion density. To offset these
problems, it is common practice to rescale DNA electrostatic potentials with a charge
adaptation factor. Values between 70% and 100% of the bare DNA charge density
are typically used [46, 60, 61], but the correct parameterization is debated [60]. Often
such factors are indirectly obtained from electrophoreses experiments [62], which are
unrelated to DNA-DNA interactions [63, 64]. Direct experimental studies of DNA-
DNA interaction are rare and themselves limited e.g. to condensed DNA phases [65],
short DNA particles [66] or large distances [67, 68]. Despite increasingly sophisticated
experiments, an unambiguous quantitative assessment of DNA-DNA interactions has
not been achieved yet.
Here this issue was addressed by analyzing the ionic strength-dependent supercoiling
response of single DNA molecules held under constant tension in magnetic tweezers
experiments. The supercoiling experiments resembled the ones described in the
previous chapter, however, here instead of the buckling transition the slope in the
superhelical phase dL/dN was analyzed (Fig. 4.1a). This slope depends on the
applied force (Fig. 4.1b) and on the ionic strength of the solution (Fig. 3.1b). Several
models have been developed to describe this dependence theoretically [51, 54], but a
quantitative prediction of the slopes has not yet been achieved [27, 54] (Fig. 3.5).
4.2. Energetic considerations
To provide an improved description of the superhelical regime, the energy per added
turn to form an ideal DNA superhelix Eshtot with superhelical radius ρ and helical
repeat length h in the absence of fluctuations was calculated [46, 54, 60] (Fig. 4.1a),
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Figure 4.1. Dependence of DNA supercoiling on the force and salt concentra-
tion. (a) A DNA molecule is tethered between a glass surface and a 1.0 µm magnetic bead.
Nearby magnets allow to stretch and twist the attached molecule. Once a critical supercoil
density is reached, the end-to-end distance decreases linearly with the number of added
turns as the extrusion of a superhelical structure absorbs the additional turns in the form
of writhe. The helical repeat length h and the superhelical radius ρ is indicated. (b) DNA
supercoiling curves recorded in buffer containing 170 mM Na+ at stretching forces of 0.25,
0.5, 1.0, 2.0, 3.0 and 4.0 pN (gray, light blue, dark blue, red, green and dark gray lines,
respectively) for a 1.9 kbp long DNA molecule. Continuous twisting was carried out at
0.5 Hz. Data was taken at 300 Hz and smoothed to 20 Hz.
with the DNA charge as a free parameter:
Eshtot = E
force
pot + E
DNA
bend + E
DNA
Estat. (4.1)
Eforcepot denotes the potential energy change due to shortening the DNA end-to-end
distance against the applied force F , EDNAbend the bending energy of the DNA within
the superhelix and EDNAEstat the DNA-DNA electrostatic interaction energy.
Per added turn, i.e. per superhelical writhe, the DNA length within the superhelix
grows by [46]: [(2πρ)2 + h2]/h = dL/dN , which equals the slope of the supercoiling
curves when neglecting fluctuations. Eforcepot is then given by:
Eforcepot = F ·
dL
dN
. (4.2)
The bending energy per turn can be written as [46]:
EDNAbend =
dL
dN
· 1
2
· p · kBT ·
[
ρ
ρ2 + (h/2π )2
]2
, (4.3)
where p = 50 nm denotes the bending persistence length, kB the Boltzmann constant,
and T the absolute temperature. The term within brackets describes the DNA
curvature.
One can calculate the electrostatic interaction energy between the two DNA double-
strands of the superhelix as previously described [69, 70]. The electrostatic potential Φ
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Figure 4.2. Electrostatic potential around the DNA. The DNA is modeled as a
charged cylinder and the potential calculated at 170 mM monovalent ions as applied within
the theory presented here. For comparison the full Poisson-Boltzmann solution is given
as well. A converging numerical solution for the electrostatic potential to the nonlinear
PB equation (red line) was obtained from finite-element simulations in a one-dimensional
geometry. The solution of the linearized PB, i.e. the Debye-Hückel, equation for a charged,
straight line with the same charge density (gray dotted line) was calculated using Eq. 4.4.
The solution of the DH equation for the cylindrical geometry (dashed gray line) is obtained
as described in the text. Also shown is the DH solution corrected for the high DNA charge
density (solid gray line, see text). The obtained potential is in good agreement with the
full solution of the PB equation with minor deviations close to the cylinder surface. Since
χPB approximates 1 for low charge densities, the deviations shown in the figure for χCA = 1
decrease even more for χCA = 0.42. The cylinder boundaries are represented by a gray box.
around the DNA is described by the Poisson-Boltzmann equation (red line in Fig. 4.2).
However, as there exists no analytic solution to this equation, several adaptations are
performed. In a basic model, the DNA is approximated as a line with charge density
χCA · ξ, where χCA is the adjustable charge adaptation factor and ξ = 2e/0.34 nm
is the nominal charge density. The solution of the linearized PB, i.e. the Debye-
Hückel (DH) equation for a charged, straight line with the same charge density (gray
dotted line in Fig. 4.2) is obtained by integrating point charge potentials placed at
the center-line of the opposite double-strand:
Φ = kBT · lB ·χCA · ξ
∫
s
e−r(s)/λD
r(s)
ds (4.4)
with lB = 0.7 nm being the Bjerrum length in water. r(s) denotes the distance between
a point located at position s of the center-line of one double-strand and a fixed point
located at the center-line of the other double-strand of the superhelix. Numeric
integration is performed over the whole center-line s of the former double-strand.
To describe the actual electrostatic potential more accurately, the DNA is approx-
imated as a cylindrical, uniformly charged rod with a radius of a = 1.2 nm. The
solution of the DH equation for the cylindrical geometry (dashed gray line in Fig. 4.2)
is obtained the same way as in the linear approximation by multiplying ξ with χrod, a
geometry compensating factor; χrod = λD/[a ·K1 (a/λD )] , where K1 is the 1st order
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Figure 4.3. Interaction energies and forces between two DNA molecules. The
DNA molecules are modeled as two charged cylinders and the energies and forces calculated
at 170 mM monovalent within the theory presented here. For comparison the full Poisson-
Boltzmann solutions are given as well. The DNA-DNA distance is defined here as the
separation of the center-lines of the cylinders. (a) Interaction energies and (b) forces were
calculated for two parallel homogeneously charged cylinders. Curves obtained from full PB
solutions are shown as red lines. Numerical solutions for the electrostatic potential of the
nonlinear PB equation in a bicylindrical coordinate system were obtained as described [72]
from finite-element simulations. Simplified calculations as applied in this theory including
an adapted DNA line charge density with χCA = 0.42 are shown as gray lines. The
obtained potentials were then used to calculate the interaction energies and forces within
the PB formalism [72]. Approximate interaction energies as applied within this theory were
calculated according to Eq. 4.5. The insets depict the ratios of the interaction energies and
forces obtained from full PB solutions and adapted DH solutions for values of χCA of 0.42
and 1.00 with respect to the values from the adapted DH solution with χCA = 0.42. The
gray box denotes the DNA-DNA distances at which the two cylinders would intersect each
other.
modified Bessel function of the second kind.
Due to the high DNA charge density the solution of the DH equation deviates
significantly from that of the PB equation. Therefore, the DH solution was adapted
by multiplication with another charge adaptation factor χPB to fit the PB solution for
large distances (solid gray line in Fig. 4.2). Values for χPB were taken from Stigter [71].
The final adapted line charge ξ∗ density results then to ξ∗ = ξ ·χCA ·χrod ·χPB.
For an ideal infinite superhelix the electrostatic potential is invariant along the
DNA contour and the electrostatic interaction energy per added turn is approximately
the product of the calculated potential (see Fig. 4.2) and the adapted charge of one
of the double-strands [69], 1/2 · dL/dN · ξ∗:
EDNAEstat =
1
2
dL
dN
· kBT · lB · ξ∗2
∫
s
e−r(s)/λD
r(s)
ds. (4.5)
This simplified electrostatic potential yields values similar to the full numerical solution
of the PB equation (Fig. 4.3a). The DNA-DNA distance represents the separation of
the center-lines of the cylinders, which are used to model the DNA double helices.
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Interaction forces can be obtained by differentiating the interaction energies with
respect to the DNA-DNA distance (Fig. 4.3b).
Deviations of the simplified calculations from the full PB treatment are small (<10%
for χCA = 0.42 for DNA-DNA distances larger than 3 nm) compared to changing
χCA from 1.00 to 0.42 (more than 3-fold change) except for small distances where
the cylinders almost touch each other (Fig. 4.3). The stronger repulsion at short
distances found for the PB solutions cannot explain the small effective charge used to
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Figure 4.4. Supercoiling slopes for different amounts of charge adaptation. The
experimentally obtained slopes from supercoiling curves were compared with predictions of
the theoretical model for different values of the charge adaptation factor χCA. Experimental
slopes from Fig. 4.1 are shown as open circles. Predictions for (a) χCA = 0.32, (b) χCA = 0.42,
(c) χCA = 0.55, and (d) χCA = 1.00 are shown as solid lines. Gray, red, black and blue colors
indicated values obtained for Na+ concentrations of 30, 60, 170 and 320 mM, respectively. (b,
inset) Slopes for 60 mM Na+ (red circles) together with theoretical predictions for different
values of χCA (lines). DNA substrates consisted of a 1865 bp or a 10.9 kbp linear fragment.
At either end ∼600 bp attachment handles, carrying multiple biotin- or digoxigenin-modified
bases, were added by ligation. Supercoiling experiments for forces ≥1 pN were carried out
exclusively on the short substrate. At lower forces, additional measurements were made
using the long substrate in order to obtain more reliable slope values. All measurements
were performed at room temperature in 10 mM phosphate buffer at 7.5 pH, supplemented
with varying amounts of NaCl to achieve the final Na+ concentrations.
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describe the supercoiling data, since the interactions calculated from the adapted DH
solutions already underestimate the interaction from the PB solutions, which would
thus correspond to an even smaller effective value of χCA.
By combining Eq. 4.1 to 4.5 one can now calculate Eshtot and by minimization with
respect to ρ and h one obtains the slope dL/dN and the DNA torque Γ = Eshtot
/
2π
for the energetically favored superhelix configuration.
4.3. An adapted DNA charge describes the experimental findings
4.3.1. Comparing the model to the slopes of the supercoiling curves
The predictions of the model presented in this work can be compared with the
experimentally obtained slopes of the supercoiling curves for forces between 0.25 and
4 pN (Fig. 4.1b) in buffers containing 30 mM to 320 mM Na+. Remarkably, the
slopes at all applied forces and ion concentrations are accurately described (Fig. 4.4b).
However, achieving the agreement required a substantial reduction of the DNA charge
by employing χCA = 0.42, independent of the salt concentration. Changing χCA from
its optimum value of χCA = 0.42 leads to a global under- or overestimation of the
slopes at all salt concentrations (Fig. 4.4a, c, and d). These deviations occur most
prominently at higher forces, i.e. for small superhelix radii (Fig. 4.12b). They are
relatively less pronounced (inset in Fig. 4.4b and Fig. 4.6c) at low forces (≤ 1 pN), i.e.
larger superhelix radii. This likely explains why previous theoretical work [46, 60] and
MC simulations [61, 68] describing the configurations of supercoiled plasmid DNA
with larger superhelix radii were less sensitive to the correct choice of χCA.
The theoretical model accurately describes the slopes of recently available, indepen-
dently measured supercoiling curves [27](Fig. 4.5a). Since the force dependence of
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Figure 4.5. Charge adaptation model vs. data from Croquette and coworkers.
The predictions from the theoretical model were compared with data from Ref. 27. (a) Slopes
after buckling versus force for different Na+ concentrations. Circles represent experimental
data, solid lines the theoretical prediction for χCA = 0.42. (b) Torque after buckling as
calculated from force-extension data [27]. Colors and symbols are as in a. The slopes at
elevated ionic strength and the torques at all ionic strength approximately scale with a
power law [27].
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slope and torque are linked [73], the model shown here also reproduces the torque
in the superhelical phase as obtained from force-extension data [27] (Fig. 4.5b). The
obtained χCA is found to be rather insensitive to other parameters of the model, e.g.
changing the weakly salt dependent persistence length by 5 nm alters χCA only by
±0.03.
4.3.2. Verification of the model via Monte Carlo simulations
To exclude the possibility that the small effective charge is an artifact due to ne-
glected fluctuations, coarse-grained Monte Carlo (MC) simulations were carried out
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Figure 4.6. Coarse-grained Monte Carlo simulations of DNA supercoiling.
(a) Simulated DNA supercoiling curves for 170 mM Na+ at stretching forces of 0.25, 0.5, 1.0,
2.0, 3.0 and 4.0 pN for χCA = 0.42 (colors are as in Fig. 4.1b). Buckling is followed by a
linear DNA length decrease with added turns at constant torque. (b) Slopes after buckling
obtained from the simulated curves for Na+ concentrations of 30, 60, 170 and 320 mM
(circles, colors as in Fig. 4.4) and corresponding predictions from the theoretical model for
χCA of 0.42 (solid lines). (c) Slopes from simulated curves at 60 mM Na
+ for χCA = 0.42
(red dots) as well as for χCA = 0.32 and χCA = 0.55 (gray dots with dashed lines). The
prediction for χCA = 0.42 is shown as a solid red line. (d) Torque during DNA supercoiling
for the curves shown in b. (e) Torque after buckling as obtained from the simulations (filled
circles) and after subtraction of 1.5 pN nm (open squares) together with the corresponding
predictions from the theoretical model for χCA of 0.42 (solid lines). Na
+ concentrations
and colors are as in c. (f) Snapshots of the formed plectoneme at 1 pN and 8 turns in the
presence of 30 and 320 mM monovalent ions.
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(Fig. 4.6) [74].∗ The DNA is modeled as a chain of small cylindrical segments, with
equivalent terms describing the potential, bending, and electrostatic energies as in
the theoretical model. Additional terms account for the twisting and stretching
energy [61].
By performing simulations with different numbers of added turns, supercoiling curves
very similar to those observed experimentally were obtained (Fig. 4.6a). χCA = 0.42,
the slopes from simulation, theory, and experiments are in excellent agreement over
the entire range of applied forces and ionic strengths (Fig. 4.6b). This provides strong,
independent support for a small effective DNA charge. Comparing torque values from
the simulations and theoretical model, a good overall agreement is found, except the
values from simulations appear globally 1.5 pN nm higher (Fig. 4.6e). This deviation
might be due to DNA fluctuations, which are neglected in the model (see section 4.4).
MC simulations furthermore reproduce the experimentally observed abrupt buckling
at the onset of the plectonemic phase (Fig. 4.6a), which is accompanied by a torque
overshoot (Fig. 4.6d). This buckling transition is a sensitive benchmark and has been
used in a further study to evaluate the applicability of various models describing
tightly bent DNA conformations.
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Figure 4.7. Molecular dynamics simulations of two interacting DNA molecules.
(a) All-atom model. The DNA atoms are depicted as red spheres, counter- and coions as blue
and purple spheres, respectively, and water as a semi-transparent molecular surface. The
distance between the DNA molecules was restrained by a harmonic potential, schematically
depicted as a spring. (b) Mean force between the DNA molecules from MD simulations
(circles, solid lines) alongside the theoretical predictions for χCA = 0.42 (dashed lines) and
1.00 (dotted lines) at 60 (red) and 170 mM (black) bulk ion concentrations. Data for 300 mM
(blue) is reproduced from previous work [76].
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4.3.3. Molecular dynamics simulations allow a microscopic insight
To obtain a microscopic verification of the charge adaptation χCA, all-atom molecular
dynamics (MD) simulations [76] were employed (Fig. 4.7a).† With this type of
simulations the force between parallel DNA molecules at different salt concentrations
can be determined and compared to the theory presented earlier (see also Fig. 4.3b).
Good agreement was obtained with the force calculated according to the model using
χCA = 0.42 (see section 4.2), and very poor agreement with χCA = 1.0 (Fig. 4.7b).
To test whether the value found for χCA is specific to DNA-DNA interactions
or is a universal constant for DNA electrostatics, the ion distributions around an
∗All of the Monte Carlo simulations referred to in this section were carried out by Robert Schöpflin,
René Stehr, and Gero Wedemann. For details about this technique see Ref. 75.
†All of the molecular dynamics simulations referred to in this section were carried out by Christopher
Maffeo and Aleksei Aksimentiev. For details about this technique see [75].
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Figure 4.8. The distribution of monovalent ions around double-stranded DNA.
(a,b) All-atom model used to find the ion distribution around DNA in MD simulations. The
DNA atoms are depicted as red spheres; the counter- and coions are depicted as blue and red
spheres, respectively; the water is shown as a semi-transparent molecular surface. (c,d) The
radial ion distribution around DNA. Counterion (open symbols) and coion (filled symbols)
distributions are shown for (c) 1000, 320, 170 and (d) 60, and 30 mM Na+ concentrations.
(e,f) The 2D counterion density around DNA. A z-dependent rotation was applied in
the xy-plane to counter the helical pitch of canonical DNA; the counterion density was
subsequently averaged along the z-axis. Data is shown for (e) 320 and (f) 30 mM bulk ion
concentrations. A typical basepair is shown after the transformation was applied, indicating
the approximate position of the DNA. The transformation has the effect of radially smearing
the ion distribution, making it appear as though the ion concentration near the adenine is
larger than that near the DNA phosphates (which are located further from the origin). In
actuality, more counterions can be found in close proximity of a DNA phosphate than an
adenine at a given time.
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Figure 4.9. Charge distribution and potential around double-stranded DNA.
Data resulting from MD simulations described in Fig. 4.8 are plotted as solid symbols.
Solutions to the non-linear Poisson-Boltzmann equation for a cylinder of 1.2 nm radius within
a hexagonal unit cell (of same size as used in the simulations) are shown for χCA = 1.00
(dotted lines) and 0.42 (dashed lines) at each ion concentration. The cylinder boundary is
represented by a gray box. (a) The fraction of the total ionic charge contained within virtual
cylinders of increasing radii as well as (b) the mean electrostatic potential around the DNA
nearly matches the PB solution for χCA = 1.00 at low ion concentration. (c) Comparing the
counterion distribution expected from a Boltzmann weight of the potential from the MD
simulations in b (solid line) to the directly observed counterion density (symbols) reveals that
the mean electrostatics fails to describe the counterion density at high ion concentration.
isolated double-stranded DNA molecule was simulated (Fig. 4.8a and b). The radial ion
distribution extended further from the DNA than expected from PB theory with χCA =
0.42 and approached the distribution for χCA = 1.0 at low ionic strength (Figs. 4.8d
and 4.9a). Thus, the small value for χCA is specific to DNA-DNA interactions.
At elevated ion concentration, the enclosed charge is somewhere between the PB
predictions for χCA = 0.42 and 1.00 (Fig. 4.9a). The mean electrostatic potential
around the DNA was too weak to create the ion distribution as observed in simulation
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and as predicted by PB theory (Figs. 4.9b and c). This suggests that ion distributions
are not only determined by electrostatics, but that other effects such as correlations
in the ion clouds, the non-continuum nature of the dielectric surrounding and ion
exclusion can have a significant influence. This in turn is likely to cause the low DNA-
DNA interaction forces. Additionally, deviations from the homogeneously charged rod
model, such as strongly localized charges at the phosphates and counterions entering
the DNA grooves may reduce the interaction forces.
4.4. Effects from fluctuations
It is quite surprising that the model introduced in section 4.2, which neglects fluc-
tuations, provides such an excellent description of the experimentally determined
slopes and torques after buckling (see Figs. 4.4b and 4.5). Judging the success of
the model by its agreement with the experimental data, one would conclude that
it correctly covers the major determinants of superhelix formation under external
tension. However, it is also clear that fluctuations should influence the measured
parameters. Within this section the reasons for the success of this approach as well as
its disadvantages and limitations are discussed.
4.4.1. Verification of the applied parameters
One possible explanation for the agreement of the theoretical approach with the
experimental data is that the parameters which enter the formula for the superhelix
formation energy Eshtot (see Eq. 4.1) were over- or underestimated, thereby compensating
the error due to neglected fluctuations.
The only adjustable parameters entering the model are the persistence length p (for
which a constant value of 50 nm is taken throughout this chapter) and the DNA charge
adaptation factor χCA. Although the persistence length is expected to depend weakly
on the ionic strength [77], varying this parameter within a reasonable range [77] only
leads to minor changes of χCA (changing p by 5 nm alters χCA only by ±0.03). Thus,
the salt dependence of the persistence length can be neglected within error.
To obtain verification for the charge adaptation factor χCA, coarse-grained Monte
Carlo simulations were carried out (see section 4.3.2) that, by definition, include
all fluctuation-based effects, such as undulation enhancement of the electrostatic
interactions [60]. No additional entropic energy terms, e.g. due to DNA confinement
within the plectoneme [46], are required. The Hamiltonian for the MC simulations
includes energy terms corresponding to those in the theoretical model with the same
values for the parameters p and χCA. In addition, the MC simulations include the DNA
twist energy, for which a torsional persistence length ptor = 100 nm was assumed [23].
While variations of ptor change the buckling position in an approximately proportional
fashion (see chapter 3), they do not impact the slope or torque after buckling. In
fact buckling does occur slightly earlier in simulations than in experiments (compare
Figs. 4.1b and 4.6a), but this can be adjusted in the simulations by applying a slightly
reduced value for ptor of 94 nm as recently reported [27].
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Figure 4.10. Fluctuations of the superhelical radius for various forces. (Top) De-
pendence of the superhelix formation energy Eshtot on the superhelical radius ρ around the
energy minimum position as calculated from the theoretical model (see Eq. 4.1) at 60 mM
monovalent ions. (Bottom) Negative natural logarithm of the probability distribution for
ρ obtained from coarse-grained Monte Carlo simulations. While the shapes of the energy
distributions along ρ as well as the energy minimum positions (red lines) of the theoretical
model and the simulations are in good agreement, the mean superhelical radius from the
simulations (blue line) is shifted to higher values compared to the position of the energy
minimum.
The electrostatic energies as calculated by the theoretical model indeed agree with
the MC simulations. In addition, the dependence of the superhelix energy on the super-
helical radius ρ was found to agree when calculated using either approach (Fig. 4.10).
The superhelix formation energy Eshtot was calculated at constant superhelical pitch h
from the theoretical model (see Eq. 4.1) and compared to the negative natural loga-
rithm of the probability distribution for ρ obtained from coarse-grained Monte Carlo
simulations. It corresponds in arbitrary units to the energy to form a superhelix with
radius ρ albeit with non-constant h. While the shapes of the energy distributions
along ρ as well as the energy minimum positions of the theoretical model and the
simulations are in good agreement, the mean superhelical radius from the simulations
is shifted to higher values compared to the position of the energy minimum. This is
most pronounced at lower forces. Due to the asymmetry of the energy distribution,
deviations of ρ from the minimum position towards higher values are preferred over
deviations towards lower values. The good agreement between the shapes of the
energy distributions from theory and simulations serves as an independent validation
that equivalent energy terms have been used in both approaches.
4.4 Effects from fluctuations 59
Mistakes due to imprecise writhe estimates can also be excluded, since the twist is
explicitly included for each segment in the MC simulations. Writhe calculations are
only carried out to prevent MC moves in which strands would virtually cross each
other and change the linking number (defined as twist plus writhe) by ±2.
For χCA = 0.42 the slopes from the MC simulations are in excellent agreement with
the ones predicted by the theoretical model (Fig. 4.6b). Therefore, χCA = 0.42 must
be applied in order to describe the supercoiling data given the manner with which
the electrostatic interactions are calculated.
4.4.2. Applying additional entropic energy terms
In previous theoretical work on supercoiled plasmid DNA, additional entropic energy
terms have been included to model the effect of the confinement that DNA experiences
within a tight plectonemic superhelix compared to the more freely fluctuating non-
superhelical state. Marko & Siggia [46] considered the additional free energy per DNA
length Eentr/L =
[
p−1/3(h/2)−2/3 + p−1/3ρ−2/3
]
· kBT to model confinement of the
radial fluctuations within the superhelical radius ρ and pitch fluctuations within the
superhelical repeat length h. Ubbink et al. [60] considered a similar confinement,
where the radial fluctuations are limited to an adjustable confinement length dr and
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Figure 4.11. Model predictions including fluctuations. (a,c) Slopes, torques after
buckling from coarse-grained Monte Carlo simulations together with theoretical predictions
that include an entropic energy term after Marko & Siggia [46] (see text for details).
(b,d) Slopes, torques after buckling from MC simulations together with theoretical predictions
that include an entropic energy term and electrostatic undulation enhancement after Ubbink
et al. [60] (see text for details). Data from MC simulations is shown as filled circles,
theoretical predictions as solid lines. For both models χCA = 0.45 was taken, for which best
agreement of the slopes was obtained.
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Figure 4.12. Entropic contributions to superhelix formation. (a) Torque after
buckling at 60 mM Na+ from coarse-grained Monte Carlo simulations (red circles) together
with predictions (solid lines) from the theoretical model (see section 4.2), which neglects
entropy, and alternative models (see text for details) including entropic terms after Marko
& Siggia [46] (brown line) and Ubbink et al. [60] (rose line). Dashed lines represent the
entropic contributions to the torque. Dotted lines are obtained from the total predicted
torque after subtracting the entropic contributions from the alternative models as well as
the electrostatic undulation enhancement of about 2 pN nm (not shown) from the model of
Ubbink et al. Predictions were calculated using χCA = 0.42 for the model excluding entropy
and χCA = 0.45 for the models including entropy. (b) Mean superhelical radius ρ for different
salt concentrations obtained from coarse-grained MC simulations (circles) and predictions
from the model excluding entropy (solid lines). For 60 mM Na+ also the predictions for the
two models including entropy are shown (dashed lines, colors as in a).
the pitch fluctuations to h/2π with
Eentr/L = (3/2)
8/3 ·
[
p−1/3 (h/2π )−2/3 + p−1/3d−2/3r
]
· kBT. (4.6)
Additionally Ubbink et al. introduced a correction to the electrostatic interaction
energy due to radial superhelix fluctuations leading to an enhancement factor of
exp (2d2r /λ
2
D ) compared to the interaction energy in the absence of fluctuations.
To better understand the role of fluctuations, in particular the influence of confining
the DNA within the superhelix, the energetic corrections from both theoretical
works we included in the theoretical model. While the slopes are well described for
χCA = 0.45, the torques are overestimated considerably by the corrections from both
theories (Fig. 4.11). Plotting only the entropic contribution to the superhelix free
energy reveals an approximately constant offset to the energy for all forces considered.
Subtracting the energetic corrections for confinement and fluctuations provides torque
values in close agreement with the theoretical model (Fig. 4.12a). This is because
the superhelix parameters hardly change when the additional corrections are applied
(shown for ρ in Fig. 4.12b).
From this one can formulate two conclusions: Firstly, including energetic penalties
for confinement of the DNA within a tight superhelix does not lead to an increase
of the superhelix dimensions. Secondly, the actual free energy contributions of the
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fluctuations are considerably smaller than predicted for supercoiled plasmids. The
latter is not surprising, since DNA under tension is already significantly confined
before superhelix formation compared to relatively freely fluctuating non-superhelical,
circular DNA. Additionally, extrusion of a superhelix, which can freely diffuse along
and around the stretched part of the DNA, liberates some of the confinement of the
stretched configuration. In the opinion this is the most likely reason for the relatively
small entropic contributions to the free energy of superhelix formation.
Though the predictions for supercoiled plasmids do not provide a correct quan-
tification of the entropic contributions for DNA under tension, it is interesting to
note that they seem to add a constant energetic offset for the range of forces consid-
ered. Comparing the torque predictions from the theoretical model with the torque
from the MC simulations reveals a constant offset of ∼1.5 pN nm for all forces and
salt concentrations (Fig. 4.6e, see section 4.3.2), which is likely the aforementioned
contribution due to fluctuations.
4.4.3. Fluctuations within stretched vs. superhelical DNA
An additional complication arises when considering the influence of fluctuations on
DNA length changes. If one considers the average DNA path, i.e. the average over
the DNA fluctuations in time, it appears to be always shorter than the contour length
of the molecule. Thus, for DNA under tension, the end-to-end distance is always
shorter than the contour length and the DNA can be considered as an entropic spring.
Consequently, within a DNA supercoiling experiment, the plectonemic superhelix
takes up more DNA per added turn than indicated by the slope of the supercoiling
curve. To account for the additional DNA sequestered within the average DNA path,
previous works [54, 57] solved for superhelix parameters in the absence of fluctuations,
as done here, and scaled the resultant slopes by the relative extension z of the DNA
at zero twist, defined as the end-to-end distance under the given tension divided by
the contour length of the DNA.
This approach, however, ignores the strong dependence of z on the DNA twist,
which is particularly large at low forces (see also section 3.2.5). More importantly,
only the average DNA path is rescaled but not the relevant energy terms which define
the superhelix dimensions.
The superhelix energy should, however, be rescaled to account for the rescaling of
the DNA geometry and the resulting rescaled energy should be minimized to produce
a new set of superhelix parameters. When rescaling with z as done before [54, 57]
one could assume that the fluctuations contributing to z are suppressed within the
superhelix (with z = 1 within the superhelix) so that only the potential energy
imposed by the applied tension would need to be rescaled (i). Alternatively, all energy
terms could be linearly rescaled by z (ii). The first possibility would lead to different
superhelix parameters and therefore to a different slope prediction than previously
determined [54, 57], whereas the second approach would provide slopes (as obtained
before [54, 57]) and torques, both rescaled by z.
However, fluctuations do occur within the plectoneme, so z = 1 (assumption i) is
not obeyed within the plectoneme. Also, the energies for the supercoiled DNA do
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not scale linearly with the superhelix dimensions (assumption ii). In particular, the
electrostatic interactions do not decrease but rather increase in an approximately
exponential fashion upon scaling the superhelix with z. Thus, rescaling all energies
linearly (assumption ii) would significantly underestimate the actual electrostatic
contribution. In agreement with these arguments, neither approach of rescaling the
superhelix energies with z appropriately models the experimental data, since both bias
the obtained slopes towards lower values (not shown). Matching the experimental data
would require a significantly increased χCA, which contradicts the results from the MC
simulations. Still, the dependence of the slopes on force would be poorly reproduced;
adjusting χCA to obtain agreement for the slopes at elevated forces provides significant
underestimation of the slopes at lower forces.
4.4.4. Justification of the model neglecting fluctuations
It seems surprising, that the simple approach presented here, which ignores fluctuations,
describes well the experimental findings. A possible reason might be that the relative
extension within the superhelix remains unchanged compared to the stretched DNA,
i.e. that the bending fluctuations are not affected by the confinement of the DNA
within the superhelix with z being constant throughout the molecule. In this case, the
superhelix from the theoretical model can be viewed as an effective path obtained after
averaging out the fluctuations around it. The superhelical geometry and potential
energy due to the applied tension would be correctly described; only the bending
energy and the electrostatic interaction energy would change. These changes are
considered to be minor, and in case of the electrostatic interactions even to cause
a further reduction of χCA. Comprising more DNA, i.e. more charge, per average
superhelical path length together with an enhancement of the effective electrostatic
repulsion due to undulations [60] leads to an increased electrostatic contribution, which
would need to be adjusted by lowering rather than increasing χCA. Thus, if assuming a
constant z throughout the molecule, the approach is expected to provide a reasonable
description of the experimental slopes with minor adaptations for electrostatic and
bending energies.
Another way of looking at the problem is to consider the asymmetry of the fluctua-
tions of superhelix radius and pitch. Compared to the energetic minimum position,
fluctuations that increase ρ and h are preferred over fluctuations which decrease
these parameters due to the asymmetry of the energy landscape (shown for ρ in
Fig. 4.10), thereby increasing the slope (one should note here that judging from the
energy landscape of the superhelix (not shown), correlated fluctuations of ρ and h are
favored over anti-correlated ones). Indeed, at lower forces, the mean superhelix radius
obtained from MC simulations is shifted to higher values (Fig. 4.12b) compared to
the most probable radius, i.e. the energetic minimum position. However, theory and
MC simulation are in excellent agreement for the most probable radius (Fig. 4.10).
Thus to some extent, the model underestimates the mean superhelix dimensions by
neglecting the asymmetry of fluctuations.
Under these assumptions it is likely that confinement of the tightly wrapped DNA
molecule partially suppresses bending fluctuations within the superhelix. This would
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increase z within the superhelix and cause a reduction of the slopes as discussed above
for the extreme suppression of the bending fluctuations, where z = 1 in the plectoneme
was considered. (One should note that such a slope reduction is partially compensated
by the writhe originating from bending fluctuations [53], which becomes liberated
upon suppression of these fluctuations within the superhelix and needs additional
accommodation.)
Furthermore, global superhelix fluctuations favor larger averages for the superhelical
parameters ρ and h (Fig. 4.10), leading to a balancing increase in the slopes. The
torque offset between the theoretical model and the MC simulations can then be
viewed as the occupancy of less energetically favorable superhelix geometries due to
ongoing fluctuations.
Therefore the striking agreement of this theoretical model with MC simulations
and experimental data is due to opposing effects from the fluctuations - a reduced
relative stretching within the superhelix versus fluctuations of the superhelix towards
larger dimensions. Previous work ignored the latter part and failed to provide a
quantitative description of the supercoiling slopes [54, 57]. In any case the model
provides a satisfactory way to calculate and predict slopes and torques in supercoiling
experiments under tension, which will be helpful for both future experimental [78]
and theoretical work [52].
4.5. Previous investigations of DNA-DNA interactions
There exists a large number of previous studies in which DNA-DNA interactions have
been probed. This includes e.g. experiments that investigate DNA sedimentation [79],
the knotting probability upon cyclization of DNA [80], the geometry of supercoiled
plasmids [46, 60, 68, 81], small-angle x-ray scattering of short DNA oligomers [66],
DNA condensation by osmotic pressure [65] and many others. Often long DNA
molecules in non-condensed phases are used [46, 60, 68, 80, 81], which is similar to
the experimental configuration used here. However, in most of these studies charge
adaptation factors χCA of 0.73 [46, 68, 80, 81] or even higher [60] are successfully
applied to model the experimental data. In this section it is explained why previous
studies found good agreement for charge adaptation factors substantially larger than
0.42 as proposed in this work and why the experiments shown in this work are more
precise in quantifying this parameter.
The frequently applied value of 0.73 for χCA is based on the pioneering work by
Stigter and coworkers, who investigated the effective DNA charge in a quantitative
fashion [62, 69, 71]. This particular value of χCA was obtained from electrophoresis mea-
surements [62] and described the experimental data optimally. In these experiments
the effective charge has indeed a large influence on the electrophoretic force as recently
confirmed [63]. Despite being based on very different physics, DNA-DNA interactions
have been modeled widely using χCA = 0.73 without validation [46, 61, 68, 80, 81]. A
charge adaptation factor from Donnan equilibrium measurements published along-side
the electrophoretic measurements was found to be lower by 0.2, but has not found
similar popularity [62].
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When probing DNA-DNA interactions, often the experimental data is modeled
with coarse-grained MC simulations. The DNA-DNA interactions in these simula-
tions are either considered by including an effective hard-wall potential with diame-
ter deff [67, 74, 79–81] or more appropriately by a Debye-Hückel potential adapted to
fit the solution of the Poisson-Boltzmann equation at larger distances (as introduced
by Stigter [71] and also applied in this work, see Fig. 4.2) [46, 61, 67, 68]. For the
latter potential, an effective diameter deff can be calculated [69]. Comparing the values
of deff that best describe the experimental data with the predicted values according to
Stigter [69] for χCA = 0.73 provides excellent agreement and reproduces the scaling of
deff with the Debye length λD and thus the salt concentration [67, 79, 80]. While there
is a nearly linear dependence of deff on λD according to the theoretical prediction [69],
deff changes only weakly upon considerably variations of χCA. For example, reducing
χCA 1.7-fold from 0.73 to 0.42 lowers deff only by about 10% for monovalent ion
concentrations between 1 mM and 1 M. Similarly an increase of χCA from 0.73 to
1.00 increases deff only by about 5%. Given the scatter of the available experimental
data [67, 79, 80] and some deviation due to the applied hard-wall potentials [67], no
precise quantification of the charge adaptation factor can be made; values for χCA of
0.42, 0.73 and 1.00 are all within the error of the data and therefore are not mutually
exclusive for the description of previous experiments.
The reason why the experiments shown here are more sensitive to χCA than previous
ones consists of the externally applied tension in the magnetic tweezers assay. At high
forces the interwound DNA segments are brought into very close proximity (down
to 3-4 nm between the DNA centers, see Fig. 4.12b). This closely approaches or
even goes below the effective hard-wall diameter of the DNA. In the experiments
listed above the distances between DNA are typically much larger. For example, in
experiments with supercoiled plasmids in absence of external force, which are closely
related to this work, DNA-DNA distances barely go below 10 nm [68, 81]. Another
advantage of the applied, variable tension is that it allows convenient control of the
DNA-DNA distance at a fixed salt concentration (see Fig. 4.12b).
Shown in the inset of Fig. 4.4b and in Fig. 4.6c, the greatest influence of χCA on
the slopes of the supercoiling curves is obtained at high forces, as predicted by the
theoretical model and the coarse-grained MC simulations. When increasing χCA from
0.42 to 0.73, the relative change of the slope obtained from the model is >20% for forces
>4 pN and gradually decreases to only 5% at 0.1 pN, at which DNA-DNA distances
similar to experiments on supercoiled plasmids are found. Thus, the sensitivity for
the particular charge adaptation factor enters with the applied force, but is lost at
low forces. Therefore, previous experiments on supercoiled plasmid DNA [68, 74, 81]
will be well described for a large range of χCA.
In addition, one should note that experiments on supercoiled plasmids [68, 81] as
well as single-molecule force-extension measurements of supercoiled DNA [74] are more
difficult to interpret quantitatively since the DNA twist rigidity strongly influences
the configuration of the supercoiled DNA [74, 82]. This arises because a change of the
linking number is simultaneously distributed between twist and writhe in a manner
that is strongly dependent on the twist rigidity. In contrast, plectonemic supercoiling
under constant force is insensitive to the twist rigidity due to the strict partition of the
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response to added turns before (twist increase) and after (writhe increase) buckling.
The buckling point depends on the twist rigidity but the slopes of the curves do not.
Thus the experiments presented in this work circumvent this problem.
4.6. DNA mechanics for various monovalent electrolytes
In the previous sections it has been shown that a reduced charge should be used to
describe the interactions of two DNA molecules in close proximity. In our theoretical
description and in the Monte Carlo simulations only the valency of the ions has been
considered and not the individual size of the ions. Recently, nanopore translocation
experiments were used to probe the effective charge for various salts from the alkali
group [83]. By means of molecular dynamics simulation it was found that the number
of bound counterions does not depend on the type of counterion. However, the
duration, and hence strength, of the bond between ions and DNA increases for smaller
counterions.
This altered effective charge for different types of counterions was also expected to
affect DNA-DNA interactions. Therefore the supercoiling assay described earlier was
used to probe the dependence of the DNA bending and the DNA-DNA interactions
in the superhelix on the type of counterion. At first it was investigated if the bending
rigidity of the DNA varied depending on the size of the counterions in the buffer.
4.6.1. Dependence of the bending rigidity on the type of counterion
To determine how the DNA bending rigidity was affected by the type of alkaline
counterion, the dependence of the extension of the DNA on the applied forces was
measured. It has already been shown elsewhere that the DNA flexibility is affected
by the ionic strength of the solution. This can be observed as a change in the mean
extension of the DNA at a given force. Similarly, magnetic tweezers were used here to
determine the mean DNA length at a constant force and ionic strength for different
alkaline salts. One advantage of this technique is the stability of the assay. In
particular it is possible to exchange relatively large volumes of buffer (> 200 µl)
without detaching the trapped DNA molecule.
Since the effect of the type of counterion was expected to be minor, experiments
were performed at a relatively high ion concentration (∼1 M). Besides the typically
used sodium ions, the length of the DNA in an environment containing lithium,
which is apart from hydrogen the smallest member of the group of alkali metals, was
recorded (Fig. 4.13). The forces were calculated from the lateral fluctuations of the
magnetic bead as described in chapter 2. For the preparation of the DNA construct
with single biotin- and digoxigenin end modifications see Ref. 84.
To quantify the stiffness of the DNA or more general any polymer, the so called
worm-like chain (WLC) model is commonly applied [85]. Here the extensible worm-
like chain model was fit to the measured data to determine the bending persistence
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Figure 4.13. DNA force-extension characteristics for different counterions. The
force-extension curves were recorded for the same molecule in solutions containing NaCl
(black) and LiCl (red) as ionic salts. The DNA extension was determined at different applied
forces at an NaCl or LiCl concentration of 990 mM in 10 mM TRIS-HCl at pH 8.0. To
guarantee torsional freedom an 11.3 kbp DNA construct with single biotin- and digoxigenin
attachments was used. Fits according to the worm-like chain model (Eq. 4.7) are shown
as dashed lines, with the indicated values of the bending persistence length p and contour
length L0.
length p as well as the contour length L0 from the force-extension dependence [86]:
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The first three terms in the sum within the brackets correspond to the inextensible
worm-like chain model [85]. The additional terms were proposed by Croquette and
coworkers for the extensible WLC model [86] with coefficients a2 = −0.5164228,
a3 = −2.737418, a4 = 16.07497, a5 = −38.87607, a6 = 39.49944, and a7 = −14.17718.
Here T = 24.9 ◦C was used.
As one can see in Fig. 4.13, the DNA’s bending persistence length p doesn’t change
within error between the different types of alkalis. However, the contour length L0, i.e.
the length along the contour of the polymer in the absence of force, is reduced by 4%
when changing the ionic environment from Na to Li. This might be due to a stronger
binding of Li+ to the DNA [83]: By screening the negative charge of the DNA more
effectively, the distance between two consecutive base pairs might be reduced.
For comparison, in a buffer containing 10 mM phosphate buffer and 300 mM NaCl,
a persistence length of 43.3 nm was measured. In the absence of NaCl a value of
47.9 nm was determined (data not shown).
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4.6.2. DNA supercoiling for different alkaline counterions
Although no significant change of the bending mechanics of DNA was observed in
solutions containing different alkaline electrolytes, there might still be an effect on
the torsional properties of DNA. As shown before these properties can be probed by
measuring the DNA’s response to an induction of torque and since alter its length
when being supercoiled. This has been discussed in detail for changes of the ionic
strength and the force (see sections 3 and 4.3). Therefore also in this section torsion
was induced into the DNA by means of magnetic tweezers. To allow supercoilability
of the DNA molecules, the same DNA construct (∼1.9 kbp) as employed in chapter 3
carrying multiple biotin and digoxigenin labels at the ends was used here.
The corresponding supercoiling curves of one DNA molecule in solutions containing
990 mM of LiCl, NaCl, or KCl at forces between 1 and 4 pN are shown in Fig. 4.14. One
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Figure 4.14. Dependence of DNA supercoiling on the type of counterion. The
supercoiling curves were determined in the force range from 1 to 4 pN (a-d). An ∼1.9 kbp
long DNA molecule held at the indicated forces is continuously twisted with a frequency of
0.5 Hz and its length is recorded simultaneously. The buffer solution contained 990 mM
of LiCl (red), NaCl (black), or KCl (green) in 10 mM TRIS-HCl at pH 8.0. Note that the
scaling of the abscissa differs between the images in order to improve the visualization of
the curves at each force value. Data were taken at 120 Hz and smoothed to 20 Hz.
68 4 The effective charge of DNA
50
P
os
tb
uc
kl
in
g 
sl
op
e 
(n
m
)
Force (pN)
LiCl
NaCl
KCl
theory (χ
CA = 0.42)
20
30
40
0 4321
Figure 4.15. Force dependence of the supercoiling slopes for various alkaline
salts. The mean value of the slopes was determined from linear fits of the length decrease
after the buckling transition shown in Fig. 4.14 for three different molecules. The buffer
solution contained 990 mM of LiCl (red), NaCl (black), or KCl (green) in 10 mM TRIS-HCl
at pH 8.0. Error bars show the standard error (for the lowest force only a single molecule was
analyzed). The dashed line represents the prediction from the theoretical model discussed
earlier with a charge adaptation factor of 0.42.
can see that the curves for sodium and potassium chloride are almost superimposable
for all measured forces (black and green graphs, respectively). However, the buckling
transition, i.e. the onset of the formation of a plectonemic superhelix, occurs much
later in the buffer containing LiCl (red curve). Nevertheless, a major change in the
postbuckling slope cannot be observed.
To quantify the change of the supercoiling curves in the postbuckling phase for
the different alkaline salts, a linear fit was applied to the slopes. The value of its
slope corresponds to the amount of DNA consumed in each superhelical turn. If the
screening of the electric charge of the DNA depends on the type of salt, this should
alter the distance between the double strands in the superhelix and hence the slope
in the postbuckling phase. The resulting dependence of the slope on the force for the
different alkali metals is shown in Fig. 4.15. To improve the statistical relevance of
the experiment, the postbuckling slope was obtained in experiments on three different
molecules. Within error no systematic difference among the alkaline salts can be
resolved with this technique. However, the model including 42% charge reduction of
the DNA presented in section 4.2 reproduces the general trend of the force dependence
of the postbuckling slope even for high ionic strengths.
Although there is no significant change in the in the postbuckling slopes either, the
position of the buckling transition deviates significantly for experiments in solutions
containing lithium chloride compared to sodium or potassium chloride (Fig. 4.14). This
shift seems to be force dependent and more pronounced when the DNA is subjected
to higher tension. Therefore characteristic parameters of the buckling transition
at an applied force of 4 pN were studied in more detail as described in chapter 3.
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Figure 4.16. Dependence of the buckling transition on the type of counterion.
The characteristic parameters describing the transition were determined at an ionic strength
of 990 mM and an applied force of 4 pN for the ∼1.9 kbp long DNA molecule shown
in Fig. 4.14. (a) The buckling transition occurs much later (∼2 turns) for LiCl than for
NaCl and KCl. (b) Therefore also the corresponding length jump is ∼10% larger for LiCl.
(c) However, the amount of twist transferred into writhe during the transition as well as
the corresponding torque remains constant within error. The parameters of the buckling
transition were calculated as described in chapter 3. The standard error corresponds to the
deviation of the fit to the occupancy of the postbuckling state with Eq. 3.11.
Fig. 4.16a shows the position of the buckling transition Npb for LiCl, NaCl, and KCl
for the molecule shown in Fig. 4.14. For this particular DNA length (∼1.9 kbp),
approximately two additional turns have to be induced in the DNA to reach the
buckling transition when changing from NaCl (and KCl) to LiCl.
Furthermore also the length change at the buckling transition increases by approxi-
mately 10% (Fig. 4.16b). Interestingly, the amount of twist which is transferred into
writhe at the transition ∆Npb hardly changes (Fig. 4.16c). This value corresponds to
the number of superhelical crossings (loops) that are formed at the transition. Taking
into account that there’s almost no change in the postbuckling slope for the different
alkaline salts, this implies that the diameter of the end loop is much larger (i.e. its
curvature is much smaller) for Li+ than for Na+ and K+.
As the bending rigidity hardly varies for the different types of alkaline counterions,
the larger end loop for LiCl cannot be attributed to a larger DNA stiffness. Furthermore
it was shown that at the buckling transition the end loop and ∼0.7 turns of the
superhelical plectoneme are formed. The simultaneous formation of both end loop and
part of the superhelix was already observed at lower ionic strength (see chapter 3).
However, the interaction between the two double strands in the superhelical plectoneme
varies only slightly for different alkaline salts, i.e. approximately the same length of
DNA is stored in the superhelix.
In conclusion, it seems that the effect of the size of the DNA only affects highly bent
DNA structures. Prior to this work several models have been published postulating
that such highly bent structures cannot be described accurately by means of a harmonic
bending potential, which is used in the WLC model [87]. However, recent Monte
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Carlo simulations of the DNA buckling transition revealed that the WLC model is
well suited to describe DNA bending on length scales smaller than the persistence
length [56].
Traditional models for polyelectrolyte-counterion interactions, such as Poisson-
Boltzmann theory (see section 4.2), ignore relevant details, e.g. the discrete nature of
charges on DNA, the type of cation, and ion-ion interactions [83]. The dependence
of the stiffness in highly bent DNA structures on the type of counterion should be
investigated further, for instance, by all atom molecular dynamics simulations and
should be accounted for in the models used to describe the mechanics of DNA.
5. Internal friction of a migrating Holliday junction
5.1. Insights into the dynamics of branch migration
5.1.1. Dynamics of structural transitions in nucleic acids
In the molecular processes that have been described so far in this work, i.e. the
formation of plectonemes and the interaction between DNA double-strands, mostly
equilibrium quantities such as the buckling point and the effective charge density are
determined and modeled. However, in vivo the supercoiled DNA structures are highly
dynamic (see chapter 1), i.e. supercoils can be created, propagated and removed
on a DNA molecule. Understanding the underlying principles is therefore of great
interest [88]. Recently the dynamics of individual plectonemes has been visualized.
The plectonemes were found to move along the DNA by diffusion or by a fast hopping
process, in which the plectoneme vanishes at one position and reforms at a new spot
along the DNA. For both processes only an upper bound on a millisecond time scale
could be determined [89].
Friction between DNA double strands has been studied earlier with a combination
of magnetic and optical tweezers [28]. In these experiments a nick was introduced in
supercoiled DNA using a restriction enzyme. This enabled the DNA to reduce the
torsion by swiveling around the nick, which caused the double strands to rotate around
each other while the plectoneme was released. During the relaxation the extension
of the DNA was recorded. The limited resolution of the instrument in combination
with the type of experimental assay merely allowed the determination of an upper
bound for the time-scale on which this process occurs. The major limitation of the
experiment was that the friction between the double strands in the plectoneme is
small compared to the viscous drag that the tethered bead experiences in the liquid
environment.
In this chapter an alternative approach to study friction that occurs during refolding
of a 4-arm junction of nucleic acids is presented. Similar to the plectonemic single
molecule assay presented in chapter 4, the DNA structure used for this study has a
significant twist-stretch coupling, i.e. a variation of the torsion stored in the molecule
results in a length change. The underlying principle of the friction experiments is
based on the translation of torsional fluctuations driven by thermal forces into length
changes, which can be measured. To this end the DNA is torsionally constrained by
means of magnetic tweezers. The thermal forces cause deflections of the DNA from
its torsional equilibrium position resulting in a back-driving torque. Therefore the
DNA acts like a torsional spring in this assay.
As these length changes due to the refolding occur on a nanometer length and a
submillisecond time scale, a high spatio-temporal resolution is required to monitor
this process. To achieve the sufficient resolution, the “conventional” magnetic tweezers
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instrument has been optimized for stability and resolution as described in chapter 2.
Apart from some remaining low frequency oscillations (<1 Hz), the instrument was
shown to provide a resolution up to the limit which is set by the thermal noise of the
probe.
5.1.2. Monitoring branch migration with magnetic tweezers
In section 2.3 it was shown how the lateral fluctuations of a tethered microsphere
trapped with a magnetic tweezers instrument can be used to calculate the force
that is acting on the tether in the axial direction. Similarly the fluctuations in
the axial direction can be used to extract information about the stiffness of the
tether. In addition it is possible to determine the time scale on which hydrogen bonds
connecting the base pairs in a double strand DNA molecule are opened and closed
due to thermal fluctuations from the variance in the axial direction. To this end a
Holliday junction is used which serves as a torsional spring and couples torsional
variations into longitudinal length changes (see Fig. 5.1a).
A Holliday junction is a four-arm junction of double strand DNA. It is a central in-
termediate of double strand break repair by homologous recombination in prokaryotes
and eukaryotes [91] and transports crossovers between neighboring chromosome pairs
over large distances. In this four-arm DNA junction the opposing arms may be homol-
ogous, i.e. possess identical sequences with respect to the junction center (Fig. 5.1b).
In the absence of external constraints this junction is mobile. Thus, if one pair of
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Figure 5.1. Branch migration of a Holliday junction. (a) Schematic representation
of a Holliday junction (after Ref. 90 and modified). In the drawn four-arm DNA junction
the opposing arms possess identical sequences with respect to the junction center. In the
absence of external constraints the junction is mobile such that one pair of homologous
arms can expand at the expense of the other. Since DNA has a helical structure, branch
migration causes twisting of the arms with one turn per helical pitch moved. (b) To study
branch migration with magnetic tweezers a DNA fragment was used which consisted of
a 9.5 kbp long central piece, which included an 8.4 kbp long palindromic region and two
handles with multiple biotin- and digoxigenin modifications. (c) Due to the twist stretch
coupling which occurs during branch migration, a length variation of the side arms can be
observed as an extension change once the DNA molecule is bound to a magnetic bead and
stretched with magnetic tweezers.
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opposing branches increases, the other pair will decrease, and vice versa. Since DNA
has a helical structure, branch migration causes the arms to twist with one turn
moved per helical pitch (of ∼3.6 nm). Vice versa branch migration can directly be
induced and controlled by adjusting the DNA twist (Fig. 5.1c) as demonstrated in
recent single-molecule measurements using magnetic [90] and optical tweezers [92].
When the hydrogen bonds on opposite sides of the junction open simultaneously,
the junction uses this liberated energy to form new bonds in the other two arms of
the junction. Due to the twist stretch coupling such length changes, can, in principle,
be detected with magnetic tweezers when torsionally constraining the DNA molecule
between the substrate surface and a magnetic bead. However, the length changes are
overlayed by the intrinsic fluctuations in the entire DNA molecule. Therefore the
system has to be decoupled in order to distinguish the contribution of the fluctuation
due to spontaneous branch migration from the overall fluctuations. This is done by
modeling the system as consisting of two coupled springs of different stiffness (see
section 5.2).
For the fluctuation measurements with magnetic tweezers a DNA construct with a
total length of 9.5 kbp (without the handles necessary for binding to the substrate
surface and the magnetic microsphere) has been designed (see Fig. 5.1b). The major
part (8.4 kbp) of the DNA consisted of a palindromic sequence followed by a 1.1 kbp
spacer region to the bead. For a detailed protocol of the preparation of the DNA
construct see Appendix B.2.
To extrude the Holliday junction approximately 400 negative turns with respect
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Figure 5.2. Extrusion of the Holliday junction in the magnetic tweezers.
(a) Schematic representation of the procedure to extrude the Holliday junction from a linear
DNA molecule with magnetic tweezers followed by induced branch migration. (b) Junction
extrusion is seen as a DNA shortening that covers the full length of the repeat (1.5µm).
The onset of branch migration can be seen as a linear increase of the DNA length with the
number of turns added (∼3.5 nm/turn). The force applied during scanning corresponded to
2 pN. Data were acquired at 120 Hz. Note that the construct used here corresponds to the
one described in chapter 6. For a more detailed description of the junction extrusion see the
text.
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to the helicity of the stretched double-strand DNA molecule are applied in a 1 mM
phosphate buffer (Fig. 5.2). The trace shown in Fig. 5.2b was recorded for a slightly
different construct used for the experiments described in chapter 6. The extrusion of
the Holliday junction is favored in a buffer of low ionic strength due to the counterions
screening the charge of the DNA and thus stabilizing the double helix. Subsequently
the force is lowered to 0.5 pN to stimulate the spontaneous extrusion of the junction
from the linear inverted repeat. At this force it is difficult to distinguish between the
formation of the junction and supertwisting structures. Therefore the force is increased
back to its original value, which is set high enough to avoid supertwisting structures.
Junction extrusion is seen as a DNA shortening that covers the corresponding length
of the repeat (∼1.4 µm). Over the whole range of this palindromic region branch
migration can be induced by rotating the magnets above the sample. Even at the
highest force that could be achieved in this assay (9.6 pN) branch migration could be
driven over the entire palindromic sequence, which corresponds to 800 helical turns
(data not shown).
5.2. Coupled displacement of DNA translation and migration
5.2.1. Calculating the range of the branch migration
Once a Holliday junction has been extruded it undergoes spontaneous branch migration,
which is only driven by thermal forces. The objective of this study was to determine
the characteristic parameters describing this process.
The coupling between the DNA extension change of the Holliday junction during
spontaneous branch migration δzHj and the rotation change of the Holliday junc-
tion δϑHj is determined by the helical pitch of the DNA hDNA at the given force:
δzHj =
hDNA
2π
· δϑHj. (5.1)
In the magnetic tweezers assay, the DNA is torsionally constrained due to the at-
tachments of its ends to the substrate surface and the magnetic microsphere (Fig. 5.1c).
This confinement causes a back-driving torque as soon as the DNA is moved out of
its torsional equilibrium position during spontaneous branch migration. Thus, the
DNA acts as a torsional spring with an effective spring constant for the movement of
the Holliday junction in the z direction kHj that controls the branch migration. The
mean torsional energy of the DNA Etor (see Eq. 3.1) is given by the equipartition
theorem (see section 2.3.1):
Etor =
1
2
Cs
L0
·
〈
δϑHj
2
〉
=
1
2
kBT =
1
2
kHj
〈
δzHj
2
〉
(5.2)
where Cs denotes the force dependent effective DNA torsional modulus (see Eq. 3.2)
and L0 the contour length of the DNA. Therefore the root-mean-square rotation
change of the Holliday junction during spontaneous branch migration is given by
δϑHj rms =
√
L0
Cs
· kBT . (5.3)
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For a DNA length of 3230 nm and an effective torsional modulus of 95 kBT nm (at a
force of 9.6 pN) this relation yields that the root-mean-square rotation change of the
Holliday junction during spontaneous branch migration corresponds to 0.93 helical
turns.
The corresponding root-mean-square of the length change can be calculated by
inserting Eq. 5.3 into Eq. 5.1:
δzHj rms =
hDNA
2π
√
L0
Cs
· kBT . (5.4)
For the values given above and a helical pitch of 3.6 nm, this relation yields a length
change of 3.3 nm.
Inserting Eq. 5.4 into Eq. 5.2 and rearranging allows then the derivation of the
constant of the torsional spring which is loaded during spontaneous branch migration:
kHj =
(
2π
hDNA
)2
· Cs
L0
(5.5)
which corresponds to 0.37 pN/nm for the values given above.
In the magnetic tweezers experiment, the DNA molecule is stretched by applying a
force F . Therefore the spring describing the branch migration of the Holliday junction
is extended by a distance ∆zHj:
∆zHj =
F
kHj
. (5.6)
Due to the twist-stretch coupling, this extension is translated into a rotational
change ∆ϑHj according to Eq. 5.1:
∆ϑHj = F ·
hDNA
2π
· L0
Cs
. (5.7)
This effect has also been described previously [92] and results in a negative offset
between the rotations of the permanent magnets and the number of turns that are
actually stored in the DNA. At a force of 9.6 pN, this offset is 7.3 turns.
5.2.2. Power spectral density of a coupled system
The spontaneous branch migration is thought to occur in one base-pair steps possibly
on a sub-millisecond time scale. Therefore even with the improvements that were
made to the conventional magnetic tweezers instrument the steps cannot be resolved
directly. However, as already discussed in section 2.3.2, the frequency spectrum of the
fluctuations can be analyzed to extract additional information.
In a typical experiment, the length of the extruded arms is small relative to the over-
all extension. Hence the system can be modeled by three coupled springs (Fig. 5.3a).
The upper spring represents the part of the DNA molecule between the magnetic
microsphere and the Holliday junction, while the lower spring describes the length
fluctuations of the DNA between the junction and the substrate surface. The spring
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Figure 5.3. Modeling branch migration as a system of coupled springs. (a) Model
used for the description of the branch migration with basic mechanical elements (after Ref. 93
and modified). The drag is modeled by a dashpot because the force scales linear with
velocity. The stiffness is expected to be constant in the range of movement and is modeled
by a spring, for which the force linearly depends on the displacement. The mass is neglected
since the system is overdamped (see section 2.3.2). (b) Power spectrum of the result of
a Brownian dynamics simulation of the spontaneous branch migration (gray curve). The
simulated time is 1000 s. The algorithm used for the simulations was written by Ralf Seidel.
A fit with Eq. 5.13 (red line) allows to quantitatively determine the stepping rate and thus
the friction of the branch migration process. The RMS and the cutoff frequency of the
spontaneous branch migration determined with this fit deviate 0.3% and 7.4% from the
simulation parameters, respectively.
in the center with constant kHj accounts for the fluctuations of the DNA due to
spontaneous branch migration. The system can be simplified by combining the upper
and the lower spring by a single one with constant kDNA because for both springs the
dynamics of the length fluctuations are dominated by the microsphere. The following
Langevin equation in the axial direction then describes the motion of the magnetic
microsphere (Eq. 2.4):
− γtransδżtotal − kDNAδzDNA = Ftrans (t) (5.8)
where Ftrans (t) defines the thermal force acting on the microsphere. γtrans corresponds
to the translational drag coefficient that a spherical particle experiences when moving
in a viscous environment according to Eq. 2.10. An additional correction term that
arises due to the close proximity of the bead to the substrate surface can be included
for the calculation of the drag coefficient as described in Ref. 93.
The Holliday junction is a second “friction element” at which the random forces are
acting. This contribution can be incorporated into a second linear Langevin equation:
− γHjδżHj − kHjδzHj + kDNAδzDNA = FHj (t) . (5.9)
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Here γHj is the friction coefficient limiting the migration of the junction. The thermal
force driving this process is represented by FHj (t).
The DNA extension change of the non-branched region that contributes to these
fluctuations δzDNA corresponds to the difference between the total DNA extension
change δztotal and the DNA extension change of the Holliday junction during sponta-
neous branch migration δzHj:
δzDNA = δztotal − δzHj. (5.10)
Using Eq. 5.10 allows to reformulate equations Eqs. 5.8 and 5.9 in terms of δztotal
and δzHj, such that a set of coupled, linear Langevin equations is obtained:
Ftrans (t) = −γtransδżtotal − kDNA (δztotal − δzHj) (5.11)
FHj (t) = −γHjδżHj − kHjδzHj + kDNA (δztotal − δzHj) . (5.12)
For this coupled system the power spectral density Zc (f) can be determined [93, 94]
and is given by the sum of two Lorentzians with two characteristic frequencies f coupl± :
Zc (f) =
4kBT
1 + C2γtransγHj
·

γHjC
2(
2πf coupl+
)2
+ (2πf)2
+
1
γtrans
[(
2πf coupl−
)2
+ (2πf)2
]
 (5.13)
with
C =
(
2πf coupl− −
kDNA + kHj
γHj
)
kDNA
−1 (5.14)
and
f coupl± =
kDNA + kHj
4πγHj
+
kDNA
4πγtrans
± 1
4π
√(
kDNA + kHj
γHj
+
kDNA
γtrans
)2
− 4kDNAkHj
γtransγHj
. (5.15)
By fitting a measured PSD with Eq. 5.15, one should obtain the trap stiffnesses as
well as the drag coefficients for both the DNA bending fluctuations and the fluctuations
due to the spontaneous branch migration. The mean square displacements are related
to the corresponding trap stiffnesses by the equipartition theorem (section 2.3.2), such
that 〈
δztotal
2
〉
= kBT
(
1
kDNA
+
1
kHj
)
and
〈
δzHj
2
〉
=
kBT
kHj
. (5.16)
To test the theoretical description, the spontaneous branch migration was modeled
by Brownian dynamics simulations.∗ Apart from the branch migration the model
considers the elastic coupling of DNA bending fluctuations as well as rotations of the
magnetic microsphere. The power spectrum of the simulated time trace of 1000 s
at a force of 9.6 pN and a DNA extension of 2.75 µm is shown in Fig. 5.3b. A fit
with Eq. 5.13 well describes the data resulting from the simulations over the entire
frequency range.
∗The algorithm for the Brownian dynamics simulations was written by Ralf Seidel.
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5.2.3. Determination of the time per spontaneous migration step
Once the friction coefficient γHj describing the spontaneous branch migration is
determined (see section 5.2.2), a diffusion coefficient DHj can be calculated from the
Einstein relation describing the random walk of the spontaneous branch migration at
the Holliday junction:
DHj =
kBT
γHj
. (5.17)
The mean-square displacement
〈
δzHj
2
〉
of the random branch migration is then
given by [39]: 〈
δzHj
2
〉
= 2DHjt. (5.18)
In addition the mean-square displacement of a random walk can be calculated
from the distance of a single migration step ∆Hj and the number of branch migration
steps n: 〈
δzHj
2
〉
= n ·∆Hj2. (5.19)
The number of steps in return is defined as the total time t divided by the average
time per branch migration step tstep:
n =
t
tstep
. (5.20)
Inserting Eq. 5.20 into Eq. 5.19 yields:〈
δzHj
2
〉
=
t
tstep
·∆Hj2. (5.21)
Comparing Eqs. 5.21 and 5.18 provides:
DHj =
∆Hj
2
2tstep
. (5.22)
Reformulating this expression and inserting Eq. 5.17 allows to calculate the mean
time for a single step from the friction coefficient:
tstep =
∆Hj
2
2DHj
=
∆Hj
2γHj
2kBT
. (5.23)
The results from the magnetic tweezers experiments are presented in the following
section.
5.3. Experimental determination of the friction coefficient
After developing a theoretical background the characteristic parameters describing
the spontaneous branch migration can be inferred from the results of the magnetic
tweezers measurements. The advantage of the Holliday junction assay presented in
section 5.1.2 is that the same molecule can be used both for the migration and the
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Figure 5.4. Branch migration for different amounts of applied turns. (a) The
length variation of the DNA molecule for no (top), -67.8 (middle), and -117.8 (bottom)
induced turns was recorded with 2500 Hz at a force of 9.6 pN in a 10 mM phosphate buffer
containing 300 mM NaCl at pH 7.4. The total root-mean-square displacement varies only
slightly between the traces, because the contribution of branch migration is small compared
to the one from the DNA bending fluctuations alone. (b) The power spectral densities of
the trajectories shown follow the shape of two coupled Lorentzians for the experiments with
induced Holliday junction. Fits of the corresponding power spectral densities with Eq. 5.13
(purple and blue lines for -67.8 and -117.8 induced turns, respectively) allow the quantitative
determination of the stepping rate (273 and 652 µs per 1 bp step, respectively) and of the
friction of the branch migration process (values given in the figure). The data recorded
at -67.8 turns (olive) are shifted upwards due to a larger mean square displacement of the
microsphere. The control experiment without an extruded Holliday junction (black) shows
the influence of some residual low frequency oscillations. See also section 2.2.2 for a possible
explanation of this effect.
control experiments. In the torsionally relaxed state, i.e. prior to the application
of turns with the permanent magnets, no Holliday junction is present and thus no
branch migration can occur. A time trajectory over several minutes corresponding to
a torsionally relaxed DNA molecule without Holliday junction is shown in Fig. 5.4a
(top). The power spectral density has the typical Lorentzian shape of a tethered
particle (black curve in Fig. 5.4b) as predicted by the theory (see section 2.3.2). The
increase of the PSD towards lower frequencies corresponds to the influence of some
residual low frequency oscillations, whose origin remains unknown (see section 2.2.2).
Once the Holliday junction was extruded (see section 5.1.2), the number of induced
turns was increased from approximately -400 to -117.8 turns. The helical pitch depends
on the applied force and was determined from a linear fit of the extension versus
applied turns curve during branch migration similar to the one shown in Fig. 5.2b. At
a force of 9.6 pN it corresponds to approximately 3.6 nm. Hence, inducing 117.8 turns
reduces the DNA length by approximately 420 nm. For the spontaneous branch
migration experiments enough turns have to be induced such that the junction is
stably extruded (and is not released by spontaneous fluctuations). Alternatively an
excess of turns changes the length too much such that a comparison to the control
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measurement is no longer meaningful.
The time trajectory of the DNA length at -117.8 and -67.8 turns are shown
in Fig. 5.4a (bottom and middle, respectively). The length fluctuations can be
characterized in terms of the total root-mean-square displacement. The RMS for
-117.8 and the control measurement is 4.4 nm and differ only by 0.1%. This is
reasonable because the expected contribution of the fluctuations from the spontaneous
branch migration (3.3 nm, see section 5.2.1) is much lower than the one from the
bending fluctuations. For -67.8 induced turns the RMS is slightly larger (5.9 nm).
This might originate from an increased bending flexibility due to a formed kink at
the Holliday junction.
The corresponding power spectral densities are depicted in Fig. 5.4b. Both curves
of the experiments with induced Holliday junction follow the predicted shape of
two coupled Lorentzians (see section 5.2.2). Each curve shows two distinct plateaus
followed by two cutoff frequencies. The higher plateau and the smaller cutoff frequency
correspond to the fluctuations caused by the spontaneous branch migration. The
bending fluctuations of the DNA result in the lower plateau and the higher cutoff
frequency. As their contribution is not expected to change once the Holliday junction
is extruded, the lower plateaus of the experiments performed at no and -117.8 turns
coincide.
A fit with Eq. 5.13 allows the determination of the cutoff frequencies as well as the
mean-square displacements for both regions of the PSD. The curve with -117.8 induced
turns (which provides a better coincidence with the control at high frequencies) yields
a root-mean-square displacement caused by the fluctuations of the spontaneous branch
migration of the Holliday junction of 2.3 nm. Fitting the curve corresponding to
-67.8 induced turns results in an RMS of 4.0 nm for the Holliday junction migration.
Both values are on the same order of magnitude as the value calculated based on the
assumption that the junction is confined in a simple harmonic potential (3.3 nm, see
section 5.2.1).
Furthermore the friction coefficients describing the spontaneous branch migration
can be calculated from the cutoff frequencies of the two curves. The values for -117.8
and -67.8 induced turns are 46 pN · s/µm and 19 pN · s/µm, respectively. According
to Eq. 5.17 this corresponds to diffusion coefficients of 766 bp2/s and 1830 bp2/s (for
-117.8 and -67.8 turns, respectively). With Eq. 5.23 the friction coefficient can be
directly converted into the mean time the Holliday junction waits before taking a
1 bp step. These values are 652 µs and 273 µs.
To see if the rate of the branch migration can be influenced by external parameters,
fluctuations of the DNA were recorded for different ionic strengths. The stability
of the experimental assay allowed the exchange of the buffer solution in the sample
chamber and thus the performance of experiments for different salt concentrations on
one and the same molecule. The control experiment without an extruded Holliday
junction shows hardly any difference if the NaCl concentration is decreased from
300 to 0 mM (Fig. 5.5a). The ionic strength influences mechanical properties of the
DNA, such as its persistence length. Therefore the overall extension increases by
approximately 2% when reducing the salt concentration. However, the fluctuations in
the axial direction should not be affected greatly by this change.
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Figure 5.5. Salt dependence of the branch migration. Power spectral densities of
the axial length fluctuations in solutions of different ionic strength for (a) no and (b) -117.8
induced turns. While the PSD does not change significantly when no Holliday junction is
extruded, it varies greatly once branch migration is allowed. A decreased ion concentration
destabilizes the migration process, thus producing a PSD differing from the characteristic
shape of a coupled Lorentzian. Data were recorded with 2500 Hz at a force of 9.6 pN.
The branch migration process consists of the spontaneous formation and breaking
of hydrogen bonds connecting the base pairs. As salt is known to stabilize the double
helix of the DNA, one expects that the fluctuations at the Holliday junction should
occur more frequently. Indeed a PSD deviating from the one at moderate ionic
strength was found in the experiment (Fig.5.5b). However, as its shape differs from
that of a coupled Lorentzian function, a quantification of the effect with the model
presented here does yield ambiguous results.
5.4. Intramolecular friction in other single molecule assays
To verify the model presented in this chapter an alternative experiment was performed
which allowed to determine the friction coefficient directly from the time trajectories
recorded with magnetic tweezers. After the extrusion of the Holliday junction in
the magnetic tweezers assay the torsional confinement of the DNA was removed by
the induction of a nick in one of the phosphate backbones. To this end the sample
chamber was illuminated by a 488 nm laser (for the description of the instrument
see section 6.2). Such illumination has been reported to induce photodamage in
biomolecules by increasing the formation of oxygen radicals [95]. In case of DNA
these radicals are able to break the bonds in the phosphate backbones. Once a nick is
induced in one of the phosphate backbones the DNA molecule is able to release the
induced torsion by swiveling around the nick. Due to the twist-stretch coupling that
occurs during branch migration, a reduction of twist causes a length change which
can be detected in the magnetic tweezers assay.
In the nicking experiments, regimes could be identified where the speed at which
the branch migration occurs upon the release of torsion is constant (data not shown).
82 5 Internal friction of a migrating Holliday junction
Although the spread of the values of the friction coefficient determined with this
assay was relatively large (10 to 50 pN · s/µm), the values determined from the axial
fluctuations of the DNA (19-46 pN · s/µm) are within this range.
The reason for the different values of the friction coefficient determined from the
spontaneous branch migration might be a possible sequence dependence. The base
pairs formed by adenine (A) and thymine (T) are connected by two while the ones
formed by guanine (G) and cytosine (C) are linked by three hydrogen bonds. Therefore
the pairing energy that must be overcome during branch migration depends on the
sequence of base pairs. When -67.8 turns were induced in the DNA, the region
enclosing 5 base pairs upstream and 5 base pairs downstream of the center of the
Holliday junction had a G-C content of 50%. At -117.8 induced turns this content
is 40%. This might explain the larger friction coefficient at -117.8 turns. However,
additional experiments for various numbers of induced turns should be performed to
verify this hypothesis.
The increasing root-mean-square displacement at -67.8 turns compared to the
control measurement might also be due to a higher flexibility of the DNA once the
Holliday junction is extruded. This flexibility might depend on the DNA length, which
would explain the decreased RMS at -117.8 induced turns.
Furthermore a more elaborate model should account for the fact that branch
migration is not a continuous process. As the migration causes the rupture and
formation of bonds between individual base pairs at the Holliday junction, it should
be modeled by a series of discrete steps.
Friction has also been reported to occur in other biomolecules. For instance, the
friction that kinesin motors experience when moving on microtubule could be measured
with an optical tweezers assay [96]. Compared to the friction coefficient found for
DNA branch migration, the one corresponding to the protein movement is by 5 orders
of magnitude smaller.
In the experiments shown in Ref. 28, a time of approximately 50 µs was estimated
for the removal of one supercoil upon spontaneous torsional relaxation. This is much
shorter than the mean time that it takes the Holliday junction to migrate a distance
corresponding to 1 bp which is on the order of several 100 µs. The underlying processes
in branch migration and supercoil dynamics are, of course, fundamentally different,
however, it shows that PSD analysis is well suited for the characterization of the
intramolecular friction that occurs upon refolding of nucleic acids, and potentially for
the understanding of similar dynamic phenomena in proteins.
6. Using DNA as a nanomechanical gear
6.1. Characterization of inhomogeneous illumination fields
The characterization of three-dimensional inhomogeneous illumination fields is a
challenge in modern microscopy. Based on the Holliday junction assay presented
in the previous chapter a DNA construct was developed which could be used as a
nanomechanical translation stage to move a single fluorescent quantum dot through
an exponentially decaying evanescent field. The objective of the project presented
in this chapter was to record the emission of the quantum dot within the evanescent
field as well as under homogeneous illumination. This allows to directly obtain the
intensity distribution of the excitation field without additional deconvolution.
The technique presented here is of particular interest because nowadays several
techniques combining single molecule manipulation assays and fluorescence microscopy
have been published. The first example of a combined optical tweezers apparatus and
a fluorescence microscope has been reported already more than a decade ago [97].
This led the way to several other hybrid techniques, in particular in combination with
atomic force microscopy (AFM) [98] and magnetic tweezers [7]. Recently such a hybrid
instrument has been used to show the diffusion of fluorescently labeled plectonemes
along DNA [89].
In parallel to the development of hybrid instruments, the past two decades have
boosted a broad range of techniques in modern fluorescence microscopy that use sophis-
ticated illumination schemes and geometries. This includes confocal techniques such
as fluorescence correlation spectroscopy [99], two-photon laser scanning fluorescence
microscopy [100], and super-resolution stimulated emission depletion [101] microscopy.
In addition, in widefield microscopy the use of inhomogeneous illumination profiles has
gained increasing popularity and promoted the development as well as the application
of total internal reflection fluorescence (TIRF) microscopy [102–104], fluorescence
interference contrast microscopy [105, 106], surface plasmon assisted optics [107],
super-resolution microscopy using layered metallic structures [108], and structured
illumination microscopy [109, 110]. The unifying principle of such excitation schemes is
a narrowed excitation volume in one or more dimensions to increase the signal-to-noise
ratio by orders of magnitudes and in part to even bypass the Abbe/Rayleigh-limit for
the spatial resolution.
When applying non-homogeneous illumination often knowledge about the exact
shape of the applied illumination profile is essential, e.g. for quantitative data analy-
sis [99, 111], 3D image reconstructions in microscopy [101, 110], and absolute distance
measurements [106, 112]. The characterization of excitation profiles in all three di-
mensions is up to now still a challenging task when using microscopy, in particular for
the axial direction. It is mainly limited by the fact that the measured intensity Im
emitted from a probe results from a convolution of its emitted signal Iem (x, y, z)
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with the three-dimensional point-spread function (PSF ) of the optical measurement
system [111, 113]. Typically one can assume proportionality between Iem (x, y, z)
and the excitation intensity Iex (x, y, z) at a given position. Using the fluorescent
object function Fobj (x, y, z) as proportionality factor, which describes the distribution
of fluorescent molecules in the object, their extinction coefficients, and quantum
efficiencies, one obtains:
Im = Iem ⊗ PSF
= [Iex ·Fobj]⊗ PSF. (6.1)
To extract the distribution of the excitation light from the measured intensity
requires therefore a deconvolution of Eq. 6.1, which, for example, has been applied
previously to characterize evanescent fields [113, 114]. This demands precise knowledge
of the fluorescent object function and most problematic of the PSF , which is an
intrinsic characteristic of each experimental setup. In particular the PSF variation
along the optical axis is difficult to obtain, since it arises from a combination of
an effective reduction of the numerical aperture for image planes that are out of
focus [111] and a decreased near-field coupling of the emission light into the glass
substrate [115].
To circumvent an elaborate deconvolution one can, however, use a single point-like
light source, such as a small fluorescent molecule or a quantum dot, instead of an
extended fluorescent object. In this case Fobj (x, y, z) becomes proportional to a
delta-function such that also the measured intensity becomes proportional to the
product of the excitation intensity and the PSF at the position of the light source
Im ∼ Iex ·PSF. (6.2)
For conventional widefield (CW), i.e. for a homogeneous illumination, the measured
intensity of a point-like light source becomes even directly proportional to the PSF
of the optical system
ICWm ∼ PSF. (6.3)
Combining Eqs. 6.2 and 6.3 for an inhomogeneous and a homogeneous excitation field
one obtains
Im ∼ Iex · ICWm ⇐⇒ Iex ∼
Im
ICWm
. (6.4)
Thus, the relative distribution of the inhomogeneous illumination can be obtained
by scanning the excitation volume with the point-like light source and recording its
intensity under inhomogeneous as well as conventional widefield illumination. The
deconvolution is then readily obtained via the ratio of both intensities.
This conceptually simple approach is experimentally difficult to realize, since the
emitter has to be attached to an external translation stage for scanning the illumination
field. Previously this was realized by using an atomic force microscope to linearly
translate a fluorescent quantum dot that had been attached to the tip of the silicon
nitride cantilever of the device [98, 116]. The attachment of the fluorescent probe
to a solid-state surface, however, is itself problematic, because it influences both
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the distribution of the excitation light as well as the emission from the probe by
introducing an additional large boundary with differing optical properties.
Here a new method is introduced to linearly translate a single point-like light source
in free solution, i.e. practically in the absence of a disturbing interface, in order to
probe the intensity distribution of an inhomogeneous illumination in axial direction.
The DNA-based device used here is based on the assay described in chapter 5 and
includes as a central piece a Holliday junction. Additionally a fluorescent probe is
attached to the DNA. The Holliday junction now allows to use the DNA itself as
a linear translation stage with nanometer precision. Due to its composition and
size, double-strand DNA represents a minimal disturbance. It negligibly scatters
and absorbs visible light [117] and does not significantly quench the emission from a
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Figure 6.1. Scanning evanescent fields using a nanomechanical DNA gear.
(a) Used DNA construct consisting of an ∼600 bp long fluorescein labeled tail (Fluo)
followed by a 4.5 kbp spacer region, a 4.4 kbp inverted repeat (orientation of the two 2.2 kbp
regions with identical sequence indicated by the arrows), and an ∼600 bp long digoxigenin
labeled tail (Dig). Two internal biotin modifications (Bio) are introduced upstream of
the inverted repeat. A detailed procedure for the preparation of the construct is given in
section B.3. (b, left) A streptavidin conjugated quantum dot is bound to the internal label
of the DNA and stretched in a magnetic tweezers instrument. (b, middle) After inducing
600 negative turns in the DNA, a Holliday junction is spontaneously extruded where the
branches cover the full length of the inverted repeat (Fig. 5.2). (b, right) Adding sufficient
positive turns drives branch migration of the junction and the quantum dot is lifted from
its position proximal to the surface upwards by about the length of the helical pitch per
turn. Monitoring the emission of the quantum dot with an EMCCD camera during branch
migration allows thus the scanning of the excitation field distribution in axial direction, e.g.
of an evanescent field resulting from TIRF illumination as shown here.
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nearby emitter by energy transfer [118]. As a proof of principle, this method is used
to scan the evanescent fields resulting from sample illumination in TIRF geometry
with a quantum dot as a point-like light source (Fig. 6.1).
6.2. Components of the biological nano translation stage
This single-molecule branch migration assay was adapted to build a translation stage
for a fluorescent probe. An 8.9 kbp (3000 nm) linear DNA molecule was constructed
(see Appendix B.3 for a detailed preparation procedure of the DNA construct) of
488-nm laser
L1
M
DC1
back-focal plane
DC2
L2
EMCCD camera
CCD camera
660-nm LED
magnets
fluidic cell
θz
Figure 6.2. Instrument combining magnetic tweezers and TIRF microscopy.
Fluorescence excitation is performed by a 488 nm laser. The beam is focused into the
back-focal plane of the high numerical aperture objective by lens L1. By tilting of mirror M,
which is placed on a gimbal mount and located in the back-focal plane of L1, the beam
can be laterally displaced from the optical axis of the objective such that it emerges under
an angle at the sample position. Fluorescence emission from the sample passes through
the dichroic mirror DC1, is reflected by the dichroic mirror DC2 and is focused by L2 on
an EMCCD camera. As illumination for the imaging of the magnetic beads, the emission
light from a 660 nm LED is focused onto the fluidic sample cell. The beam passes DC1 and
DC2 and is focused by L2 onto the chip of a CCD camera. Above the fluidic cell a pair of
permanent magnets can be translated vertically to generate different stretching forces on
the DNA construct and rotated for twisting. A more detailed description of the instrument
is given in Ref. 32.
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which the initial 4.4 kbp (1500 nm) are composed of two 2.2 kbp long fragments
of identical sequence that are arranged in an inverted orientation to each other in
order to form a long palindrome (6.1a). From the center of this palindromic region a
Holliday junction can be extruded by applying external twist (see below) [119]. The
remaining 4.5 kbp stretch that serves as a spacer is labeled internally 7 bp (2.4 nm)
upstream of the inverted repeat with two biotin molecules that are 11 bp apart. The
biotin modifications serve as attachment sites for the fluorescent probe for which
a streptavidin-coated quantum dot (Qdot 625, Invitrogen) was used. The 8.9 kbp
molecule carries two additional ∼600 bp fragments at its ends that comprise either
multiple digoxigenin- (for the end at the repeat region) or fluorescein-labeled bases
(for the other end).
To scan evanescent fields the DNA construct was incubated with an excess of
quantum dots and subsequently with 1µm anti-fluorescein coated magnetic beads
(MyOne, Invitrogen) in order to allow their binding to the biotin and fluorescein
modifications of the molecule, respectively. The construct was flushed into the fluidic
cell of a magnetic tweezers apparatus (see section 2.1), in which the digoxigenin-labeled
DNA end was allowed to attach to the anti-digoxigenin coated bottom. A pair of
permanent magnets (W-05-N50-G, Supermagnete) was used to generate a force on the
magnetic bead and to stretch the DNA construct (6.1b, left). The length of the DNA,
i.e. the vertical position of the magnetic bead with respect to a non-magnetic reference
bead attached to the surface of the fluidic cell, was determined from videoimages using
a Pulnix TM-6710CL CCD camera and real-time 3D particle tracking with sub-nm
accuracy [35, 93]. The magnetic tweezers instrument was additionally equipped with a
sensitive EMCCD camera (iXon DU897-COO-BV, Andor Technology) for fluorescence
detection and a 488 nm laser (Sapphire 488-50, Coherent) that allowed illumination
of the sample both in conventional widefield and TIRF geometry through the high
numerical aperture objective of the instrument (Nikon, CFI Apo TIRF 100x, NA =
1.49) (Fig. 6.2).∗
6.3. Determination of the angle of incidence
The numerical aperture NA of an objective is defined as
NA = n · sin θmax (6.5)
where n is the index of refraction of the immersion oil and θmax is the half-angle of the
maximum cone of light that can enter or exit the objective. The numerical aperture
is related to the ratio of the focal length fobj and the diameter of the exit pupil D
through:
NA =
D
2fobj
. (6.6)
This equation holds if the entire objective is illuminated.
∗Friedrich W. Schwarz assembled and designed the instrument combining magnetic tweezers and
single-molecule TIRF microscopy and performed an initial experiment with the quantum dot-DNA
assay. A detailed description of the instrument is given in Ref. 32.
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Figure 6.3. Determination of the angle of incidence. (a) Schematic representation
of the beam geometry within the objective. If the incident beam is displaced by a distance b
from the optical axis, the light emerges from the objective under an angle θ. The focal
length of the objective is denoted by fobj, the position of the back-focal plane by a yellow
dashed line. (b) Measured dependence of the angle of incidence on the displacement of
the beam from the optical axis (black squares). The red line is the theoretical prediction
according to Eq. 6.7.
If the beam entering the objective does not fill the entire width of the objective and
is focused on the backfocal plane, the beam emerging from the objective will consist
of parallel rays. Displacing the beam from the optical axis by a distance b causes the
light to emerge from the objective under an angle of incidence θ (Fig. 6.3a). The
maximal displacement of the beam is limited by the exit pupil at which bmax = D/2.
Inserting Eq. 6.5 into Eq. 6.6 and solving for θ yields the angle of incidence at bmax
and in more general also the dependence of the angle of incidence for any displacement
of the beam from the optical axis:
θ (b) = arcsin
b
n · fobj
. (6.7)
The prediction of this dependence is shown in Fig. 6.3b for an objective with NA = 1.49
and 2 mm focal length and an immersion oil with an index of refraction of 1.5229 at
488 nm.
In the experiments the beam displacement from the optical axis was adjusted with
a micrometer screw to set a particular angle of incidence. The micrometer screw
was calibrated to provide defined angles of incidence at particular screw positions
using an isosceles triangular prism as previously described [113]. The obtained angles
of incidence from the calibration procedure reproduced the theoretically predicted
dependence on the beam displacement (Fig. 6.3b).
6.4. Scanning evanescent fields using a pointlike light source
The considerable anisotropy of the used magnetic beads [93] allows to twist the DNA
molecule by rotating the magnet configuration (see chapters 3 and 4). To start an
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experiment first approximately 600 negative turns with respect to the helicity of the
DNA were applied at a force of ∼3 pN (Fig. 6.1b, left). Subsequently, the force was
lowered in order to stimulate the spontaneous extrusion of the Holliday junction from
the linear inverted repeat [119]. Junction extrusion is seen as a DNA shortening that
covers the full length of the repeat at elevated force (Figs. 5.2 and 6.1b, middle). In
this configuration the quantum dot is in close proximity to the surface of the fluidic
cell.
Then positive turns were added slowly at 2 Hz while simultaneously recording DNA
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Figure 6.4. Linear translation of a quantum dot through an evanescent field.
The quantum dot moves due to the induced branch migration of the Holliday junction. The
evanescent field was generated by illuminating the sample in TIRF geometry. Shown are the
time courses of applied turns, DNA length and detected fluorescence emission intensity of
the quantum dot. After extrusion of the Holliday junction (see Fig. 6.1), where the quantum
dot is in a proximal position to the surface (see sketch), positive turns were added to the
DNA at a rate of 2 Hz. As soon as excess turns are removed (marked by a vertical dashed
line, see text), branch migration occurs which is seen as a DNA length increase with ∼3.5 nm
per turn and a simultaneous decrease of the quantum dot emission. Snapshot images of
the quantum dot are shown for selected times indicated by the dotted lines. As the spacing
between the magnetic bead and the quantum dot remains unchanged, the distance of the
quantum dot to the surface can be calculated from the DNA length by subtracting an offset
of ∼1.5 µm. The DNA length was measured at a frequency of 120 Hz, fluorescence images
were acquired at 10 Hz. A constant force of 3 pN was applied throughout the experiment.
The angle of incidence is 70.5◦. All measurements were performed at room temperature in
0.1% Tween 20, 100 µg/ml BSA, and 1 mM DTT in 10 mM phosphate buffer pH 7.4.
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Figure 6.5. Intensity decay measured for conventional widefield illumination.
Experimental conditions are as in Fig. 6.4. The change in intensity is due to the change of
the point spread function when the quantum dot moves out of focus. The signal recorded
in TIRF illumination (from Fig. 6.4) is depicted in gray. The onset of branch migration is
indicated by the vertical dashed line.
length and fluorescent images of the quantum dot under TIRF illumination at 120 Hz
and 10 Hz, respectively (Fig. 6.4). The objective was positioned such that its focus
in the fluorescence channel coincided with the bottom of the fluidic cell. First the
excess of negative turns was removed while the DNA length remained constant, since
only ∼420 turns can be stored in the arms of the Holliday junction according to the
number of base pairs forming the inverted repeat. Subsequently, the onset of branch
migration (indicated by the dashed line in Fig. 6.4) could be seen as a linear increase
of the DNA length with the number of turns added. The DNA lengthening caused
also the quantum dot to decrease its emission (Fig. 6.4) because it moves together
with the magnetic bead away from the surface and thus out of the illumination field
(Fig. 6.1c). As the average distance between the magnetic bead and the quantum dot
remains unchanged throughout the measurement, the distance change of the quantum
dot to the substrate surface can be directly calculated from the length change of the
DNA (Fig. 6.4). Fitting the DNA extension versus added turns with a linear relation
provides a slope of 3.5 nm. This is slightly less than the actual helical pitch, since
the DNA is only extended to 92% of its full contour length at a force of 3 pN due to
thermal fluctuations. These fast fluctuations cause also the quantum dot to fluctuate
around its average axial position with a root-mean-square displacement of ∼2.5 nm
for a surface distance of 100 nm at 3 pN force [93]. Nonetheless, it shows that the
Holliday junction allows to linearly couple macroscopic rotations into translation on
the nanometer scale, where the DNA pitch even serves as an intrinsic ruler. The effects
of incomplete stretching can be easily compensated by using the well characterized
force-extension behavior of DNA [86].
To quantitatively evaluate the detected fluorescence emission, the images of the
quantum dot were fit with a symmetric two-dimensional Gaussian function whose
volume provides the detected intensity. While it remains almost constant before
branch migration it decreases exponentially with the quantum dot distance from the
substrate (Fig. 6.4).
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Figure 6.6. Excitation intensity profiles for various angles of incidence. The
measured dependence of the normalized intensity profiles in TIRF illumination on the angle
of incidence of the laser are shown in black and gray. Data was obtained as described in the
text by correcting the measured intensity profiles in TIRF illumination for the variation of
the point spread function. Red lines are fits to the data with a single exponential function
according to Eq. 6.9. Periods of occasional, sudden intensity drops due to quantum dot
blinking were removed from the profiles.
The measured intensity decay with distance, does not directly reflect the intensity
distribution of the evanescent field. This is due to the changing PSF when the
quantum dot moves out of focus. As detailed above, the intensity decay of the
evanescent field can, however, be obtained by dividing the recorded signal in TIRF
illumination by the one recorded in conventional widefield illumination, since a
quantum dot is a point-like light source. The signal recorded in conventional widefield
illumination is shown in Fig. 6.5. The intensity decay with distance is much smaller
than the one recorded in TIRF illumination, indicating that the correction due to the
changing PSF is relatively small.
One finally obtain the normalized axial intensity distribution of the evanescent
field Iex(z) from the ratio of the intensities measured for TIRF Im(z) and conventional
widefield illumination I
CW
m (z) that were previously normalized by the corresponding
intensities obtained for the proximal position of the quantum dot to the surface Im(0)
and ICWm (0):
Iex (z) =
Im (z)/Im (0)
ICWm (z)/I
CW
m (0)
=
Im (z)
I
CW
m (z)
. (6.8)
For noise reduction the widefield data was smoothed to 1 Hz prior division. Fig. 6.6
shows the obtained normalized intensity profiles of the evanescent field recorded for the
same quantum dot at different angles of incidence θ of the laser, which were adjusted
by displacing the laser beam from the optical axis of the objective (Fig. 6.3). As
expected, as the angle of incidence increases, the evanescent field becomes shallower.
For each angle of incidence the excitation intensity profile can be well fitted by a
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Figure 6.7. Dependence of the penetration depth on the angle of incidence.
The filled symbols indicate the penetration depth, i.e. the mean length of the exponential
intensity decay of the evanescent excitation field, for the given angles of incidence. Each
color-symbol combination corresponds to data taken for an individual quantum dot-DNA
construct. Open symbols represent the corresponding decay lengths of the measured, i.e.
uncorrected, intensity profiles, which are shown for comparison. The theoretically expected
dependence of the penetration depth according to 6.10 is shown as a solid black line, the
critical angle for total internal reflection as a gray dashed line.
single exponential function (red lines in Fig. 6.6):
Iex (z, θ) = exp
[
− z
d (θ)
]
, (6.9)
from which the penetration depth d (θ) of the evanescent field is obtained. The
dependence of the penetration depth on the angle of incidence is shown in Fig. 6.7 (filled
symbols). Experiments for different DNA molecules demonstrate the reproducibility
of the measurements. The theoretical dependence of the penetration depth on the
angle of incidence according to classical electrodynamics is given by [120, 121]:
d(θ) =
λ
4π
√
n21sin
2θ − n22
(6.10)
where λ is the wavelength of the incident light and n1 > n2 are the indices of refraction
of the media at the interface where the light is totally internally reflected. As an
oil immersion objective was used, n1 corresponds to the index of refraction of the
immersion oil (Immersol 518F immersion oil, Zeiss) with n1 = 1.5229 at 488 nm,
and n2 to the index of refraction of the buffer (n2 = 1.33). Using these values the
theoretical dependence of the penetration depth on the angle of incidence reproduces
well the experimentally obtained values (filled symbols in Fig. 6.7).
The slight increase of the measured penetration depth at larger angles can be
attributed to the fact that optical abberations become more important close to the
maximum angle of incidence, which is 78◦ as calculated from the numerical aperture
of the objective. Fitting the uncorrected measured intensity profiles (as shown in
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Fig. 6.4) with an exponential relation results in decay lengths (open symbols in Fig 6.7)
that are only slightly smaller than the experimentally obtained and the theoretical
predicted penetration depths.
The determination of illumination profiles with the method presented here does not
require additional knowledge of the optical properties of the microscope, because the
deconvolution correction is directly obtained from recordings in conventional widefield
illumination. It is therefore potentially less error-prone compared to the deconvolution
of microscopy images of extended objects. For example, field distributions for TIRF
illumination following a double exponential dependency have been obtained from
imaging 9 µm-sized fluorescent beads [114], while other studies reported a single
exponential relation [98, 113] in agreement with the results from this work and the
prediction from classical electrodynamics [120]. Recently, an alternative, deconvolution-
free technique that allows to determine absolute intensity distributions of laser foci has
been introduced. It is not microscopy-based and relies on ionic current measurements
through a nanopore [122]. This technique is, however, limited to rather large laser
powers and confocal setups, while the present measurements have been obtained
at excitation intensities, which are typically used for detection of single-molecule
fluorescence.
Beyond characterizing the electromagnetic field distribution in a TIRF microscope
which is important for various applications [98, 112], this method should be a versatile
tool to experimentally characterize other intensity distributions, e.g. near metal sur-
faces [107], metallic multilayers [108], and in structured illumination microscopy [109].
Mounting the fluidic cell on an XY -nanopositioning system will enable the three-
dimensional scanning of intensity distributions. This measurement scheme can also
be used to experimentally determine the three-dimensional PSF of an optical system
as function of distance from the typically present glass interface, which can currently
only be obtained from theoretical calculations [111].
In addition, this technique will allow to directly investigate the distance-dependent
near-field coupling between two optically active probes, e.g. fluorescence resonance
energy transfer (FRET) between a fluorescent donor and an acceptor molecule [123]
or the near-field enhancement of the emission of a fluorophore near a gold nano-
particle [124]. The probes can be conveniently attached below and above the Holliday
junction using the here applied internal labeling method [125]. The distance between
the two probes can then be changed continuously by branch migration while the
emission is recorded simultaneously. Therefore this nanomechanical DNA gear will
become a versatile tool for anchoring and moving small optically active probes with
minimal optical interference.

7. Conclusion
The genome inside the cell is constantly subjected to force and torque. While
torsion causes supercoiling of the DNA, the tension can change the distribution of
the supercoils in terms of twist and writhe. A large variety of biological processes
crucially depend on the degree of supercoiling and may even change it by inducing
or removing additional turns. This work focused both on the understanding of some
mechanical aspects related to twisted DNA under tension as well as the dynamics
during a refolding process of the DNA. To this end a variety of experiments has been
performed, in which force and torque were applied to single DNA molecules with a
magnetic tweezers instrument.
As a first example, the buckling transition that stretched DNA undergoes upon
overwinding was studied and found to depend on the applied force as well as the ionic
strength of the solution. Generally, the extent of the buckling allows the measurement
of the energetic differences of bent, kinked, or other structured DNA compared to
non-kinked DNA. Since one role of chromatin is to serve as a torsional buffer, it is of
interest to see whether nucleosome positioning sequences [126] support pinning of the
plectoneme position or whether plectoneme formation is independent of the sequence
of base pairs. Furthermore it has been shown recently that after the formation of a
superhelix plectonemes are able to diffuse along the DNA [89]. Therefore it might
be of interest to understand how this plectoneme diffusion is affected by a kink in
the DNA. Such a kink can also be modeled in Monte Carlo simulations as shown in
Ref. 56. The ability to detect a single kink on a DNA molecule can potentially be
used to observe enzymes that kink or bend DNA upon binding to it.
By combining single-molecule experiments, theoretical considerations, coarse-grained
and all-atom simulations, it was shown that within a cylinder approximation, DNA-
DNA interactions can only be described by a significantly reduced DNA charge.
Furthermore, a theory that accurately describes DNA supercoils over a broad range
of tension and ionic strength was provided. Supercoiling under tension is a unique
way to confine and align two DNA molecules into close proximity to each other in
absence of interfering surfaces [63]. In contrast to previous topological investigations
of long DNA [61, 67, 68], the force-based experiments shown in this work allow a
more reliable quantification of DNA-DNA interactions since much smaller distances
are achieved. The surprisingly small DNA-DNA interactions result from a complex
interplay of a highly charged and structured molecule with solvent molecules and ions.
The simple effective interaction potential will be an important contribution for
quantitative models of complex biomolecular systems which cannot be treated with
atomic detail such as DNA packaging in chromatin and viruses. Possibly also protein-
DNA interactions could be modeled with higher precision. The findings reveal that
particular caution is necessary when applying effective charge parameters obtained
from experiments that probe a different physics, such as electrophoresis [69], resulting
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from a complex interplay between hydrodynamics and electrostatics [63, 64, 127].
Varying the type of monovalent counterion in the solution surrounding the DNA
does not influence its bending mechanics. However, the torsional modulus is affected
by such a change as the buckling transition occurs earlier and more pronounced for
smaller alkali metals. While the bending persistence length primarily depends on the
charge and the amount of counterions, the torsional mechanics is affected additionally
by the actual size of the individual counterions [83].
In addition several improvements were made to the magnetic tweezers instrument
in order to increase the stability and the spatio-temporal resolution. In a review
which was published this year, Bryant et al. stated that the current resolution limits
of magnetic tweezers corresponded to the unwinding of 3 bp at a time resolution of
∼1 s [8]. Unwinding of a single base pair would cause a change of the DNA length of
1.1 nm. In this work it has been shown that with the improved magnetic tweezers
instrument DNA extension changes as small as 0.5 nm can be resolved unambiguously
at a time resolution of 1 s.
Furthermore a major part of the noise contributing to the detected signal is due to
the fact that the bead is anchored by a DNA tether. To increase the resolution even
more, a more rigid attachment of the DNA to the magnetic bead and the substrate
surface could be utilized. Instead of bond-formation between a single double strand
and the surface of the microsphere and the substrate, ends with multiple attachment
points such as multi-helix DNA origami structures could be used [128]. Besides the
stability these multi-helix structures could be used for the supercoiling experiments, for
which DNA constructs with multiple attachment sites are required. The labeled DNA
handles that were used in this work cause a high DNA curvature at the binding region
to the substrate and the bead, which might influence the overall DNA mechanics,
especially for shorter DNA constructs.
The increased resolution of the magnetic tweezers instrument allowed then the study
of a dynamic process that twisted DNA undergoes under tension. This is of particular
interest since DNA supercoiling in vivo is a dynamic process, in which supercoils can be
formed, propagated and removed. These processes depend on the molecular friction in
the nucleic acid. The intramolecular friction that occurs when supercoils are removed,
however, is much lower than the drag of a micrometer-sized bead [28], which is used as
a typical probe in magnetic tweezers experiments. Hence a considerable effort has been
made to study a similar type of intramolecular friction that arises upon unfolding and
refolding of DNA double strands. Such a process occurs during spontaneous branch
migration of a Holliday junction. By means of power-spectral-density analysis of the
length fluctuations the overall dynamics of the branch migration process could clearly
be resolved. Theoretical modeling considering the elastic coupling of DNA bending
fluctuations and the junction movement allowed the quantitative determination of
the stepping rate and thus the friction of the branch migration process. This method
will be widely applicable to study local-scale molecular friction in biological systems.
Apart from studying intramolecular friction, the Holliday junction assay also allowed
to drive the branch migration by rotating a pair of permanent magnets above the
sample. Hence the DNA served as a nanomechanical gear, which was then used as a
linear nanometer-precise translation stage for a small fluorescent probe to axially scan
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intensity distributions of the evanescent field in a TIRF microscope. Using DNA as a
carrier for a fluorescent probe provided minimal optical interference. In addition the
DNA helical pitch served as an intrinsic ruler by coupling one macroscopic rotation
to about 3.5 nm linear translation. This nanomechanical DNA gear will allow the
characterization of a broad range of inhomogeneous illumination fields and to study
near-field effects between small optical probes.
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θmax . . . . . . . . . . . . . . . . . . . . . . half-angle of the maximum light cone exiting an objective
ξ . . . . . . . . . . . . . . . . . . . . . . . . . . nominal charge density of the DNA
ξ∗ . . . . . . . . . . . . . . . . . . . . . . . . . adapted charge density of the DNA
a . . . . . . . . . . . . . . . . . . . . . . . . . . radius of the DNA (cylinder approximation)
b . . . . . . . . . . . . . . . . . . . . . . . . . . displacement of the beam from the optical axis
bmax . . . . . . . . . . . . . . . . . . . . . . . maximal displacement of the beam from the optical axis
C . . . . . . . . . . . . . . . . . . . . . . . . . torsional modulus of the DNA
Cs . . . . . . . . . . . . . . . . . . . . . . . . effective torsional modulus of the DNA
D . . . . . . . . . . . . . . . . . . . . . . . . . diameter of the exit pupil
d . . . . . . . . . . . . . . . . . . . . . . . . . . penetration depth of an evanescent field
deff . . . . . . . . . . . . . . . . . . . . . . . . diameter of the effective hard-wall potential
DHj . . . . . . . . . . . . . . . . . . . . . . . diffusion coefficient for spontaneous branch migration
dr . . . . . . . . . . . . . . . . . . . . . . . . . confinement length of the DNA
e . . . . . . . . . . . . . . . . . . . . . . . . . . elementary charge
EDNAbend . . . . . . . . . . . . . . . . . . . . . bending energy of the DNA within the superhelix
EDNAEstat . . . . . . . . . . . . . . . . . . . . . DNA-DNA electrostatic interaction energy
Eforcepot . . . . . . . . . . . . . . . . . . . . . potential energy change due to shortening of the DNA
115
Eshtot . . . . . . . . . . . . . . . . . . . . . . . energy per added turn to form an ideal DNA superhelix
E1 . . . . . . . . . . . . . . . . . . . . . . . . free energy for the first turn of writhe in the plectoneme
E2 . . . . . . . . . . . . . . . . . . . . . . . . free energy for every but the first turn in the plectoneme
Eb . . . . . . . . . . . . . . . . . . . . . . . . free energy penalty of the DNA for undergoing buckling
Eentr . . . . . . . . . . . . . . . . . . . . . . entropic energy of the DNA
Eosc . . . . . . . . . . . . . . . . . . . . . . . mean energy of an oscillator
Eppost,0 . . . . . . . . . . . . . . . . . . . . . mean free energy after buckling (end loop model)
Epost . . . . . . . . . . . . . . . . . . . . . . free energy of the DNA after buckling
Eppost . . . . . . . . . . . . . . . . . . . . . . free energy after buckling (end loop model)
Epre . . . . . . . . . . . . . . . . . . . . . . . free energy of the DNA prior to buckling
F . . . . . . . . . . . . . . . . . . . . . . . . . applied force
f . . . . . . . . . . . . . . . . . . . . . . . . . frequency
Fb . . . . . . . . . . . . . . . . . . . . . . . . restoring force of a pendulum
fc . . . . . . . . . . . . . . . . . . . . . . . . . cutoff frequency
FHj . . . . . . . . . . . . . . . . . . . . . . . thermal force driving spontaneous branch migration
Fmag . . . . . . . . . . . . . . . . . . . . . . force applied in the stretching direction
Fobj . . . . . . . . . . . . . . . . . . . . . . . fluorescent object function
fobj . . . . . . . . . . . . . . . . . . . . . . . focal length of the objective
ftherm . . . . . . . . . . . . . . . . . . . . . thermal force
Ftrans . . . . . . . . . . . . . . . . . . . . . thermal force acting on the microsphere
g . . . . . . . . . . . . . . . . . . . . . . . . . . negative free energy of stretched, nicked DNA
h . . . . . . . . . . . . . . . . . . . . . . . . . superhelical repeat length
hDNA . . . . . . . . . . . . . . . . . . . . . . helical pitch of the DNA
Iem . . . . . . . . . . . . . . . . . . . . . . . . emitted intensity from a probe
Iex . . . . . . . . . . . . . . . . . . . . . . . . excitation intensity
Im . . . . . . . . . . . . . . . . . . . . . . . . measured intensity emitted from a probe
ICWm . . . . . . . . . . . . . . . . . . . . . . . measured intensity in conventional widefield illumination
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K1 . . . . . . . . . . . . . . . . . . . . . . . . 1
st order modified Bessel function of the second kind
kB . . . . . . . . . . . . . . . . . . . . . . . . Boltzmann constant
kDNA . . . . . . . . . . . . . . . . . . . . . . trap stiffness in the non-branched region
kHj . . . . . . . . . . . . . . . . . . . . . . . . trap stiffness in the extruded arms
ky . . . . . . . . . . . . . . . . . . . . . . . . . trap stiffness
L . . . . . . . . . . . . . . . . . . . . . . . . . mean length of the DNA
L0 . . . . . . . . . . . . . . . . . . . . . . . . contour length of the DNA
lB . . . . . . . . . . . . . . . . . . . . . . . . . Bjerrum length
Ljump . . . . . . . . . . . . . . . . . . . . . jump size at the buckling transition
m . . . . . . . . . . . . . . . . . . . . . . . . . mass of the particle
N . . . . . . . . . . . . . . . . . . . . . . . . . number of turns added to the DNA
n . . . . . . . . . . . . . . . . . . . . . . . . . index of refraction
n1 . . . . . . . . . . . . . . . . . . . . . . . . index of refraction on the objective side of the interface
n2 . . . . . . . . . . . . . . . . . . . . . . . . index of refraction on the sample side of the interface
Nb . . . . . . . . . . . . . . . . . . . . . . . . number of turns added to the DNA at the buckling point
Npb . . . . . . . . . . . . . . . . . . . . . . . . turns added at the buckling point (end loop model)
Nwr,0 . . . . . . . . . . . . . . . . . . . . . . mean number of turns of writhe in the plectoneme
Nwr . . . . . . . . . . . . . . . . . . . . . . . number of turns of writhe in the plectoneme
NA . . . . . . . . . . . . . . . . . . . . . . . numerical aperture of an objective
P . . . . . . . . . . . . . . . . . . . . . . . . . plectonemic twist stiffness
p . . . . . . . . . . . . . . . . . . . . . . . . . . bending persistence length of the DNA
ppost . . . . . . . . . . . . . . . . . . . . . . probability that the postbuckling state is occupied
pp . . . . . . . . . . . . . . . . . . . . . . . . . probability for the postbuckling state (end loop model)
ptor . . . . . . . . . . . . . . . . . . . . . . . torsional persistence length of the DNA
PSF . . . . . . . . . . . . . . . . . . . . . . point spread function
R . . . . . . . . . . . . . . . . . . . . . . . . . radius of the end loop
r . . . . . . . . . . . . . . . . . . . . . . . . . . distance between the two double-strands
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Rmin . . . . . . . . . . . . . . . . . . . . . . radius of the end loop for minimum energy
Rs . . . . . . . . . . . . . . . . . . . . . . . . radius of a sphere
Rf therm . . . . . . . . . . . . . . . . . . . autocorrelation function of the thermal force
s . . . . . . . . . . . . . . . . . . . . . . . . . . position of the center-line of one double-strand
T . . . . . . . . . . . . . . . . . . . . . . . . . absolute temperature
t . . . . . . . . . . . . . . . . . . . . . . . . . . time
tstep . . . . . . . . . . . . . . . . . . . . . . . time per step during spontaneous branch migration
z . . . . . . . . . . . . . . . . . . . . . . . . . . relative extension of the DNA
Zc . . . . . . . . . . . . . . . . . . . . . . . . power spectral density of a coupled system
2D . . . . . . . . . . . . . . . . . . . . . . . . two-dimensional
3D . . . . . . . . . . . . . . . . . . . . . . . . three-dimensional
AFM . . . . . . . . . . . . . . . . . . . . . atomic force microscopy
bp . . . . . . . . . . . . . . . . . . . . . . . . base pair
BSA . . . . . . . . . . . . . . . . . . . . . . bovine serum albumin
CCD . . . . . . . . . . . . . . . . . . . . . . charge-coupled device
CMOS . . . . . . . . . . . . . . . . . . . . complementary metal–oxide–semiconductor
CPU . . . . . . . . . . . . . . . . . . . . . . central processing unit
CW . . . . . . . . . . . . . . . . . . . . . . . conventional widefield
D-loop . . . . . . . . . . . . . . . . . . . . displacement loop
DAQ . . . . . . . . . . . . . . . . . . . . . . data acquisition
DH . . . . . . . . . . . . . . . . . . . . . . . Debye-Hückel
DNA . . . . . . . . . . . . . . . . . . . . . . deoxyribonucleic acid
DTT . . . . . . . . . . . . . . . . . . . . . . dithiothreitol
EDTA . . . . . . . . . . . . . . . . . . . . ethylenediaminetetraacetic acid
EMCCD . . . . . . . . . . . . . . . . . . electron-multiplying charge-coupled device
FPN . . . . . . . . . . . . . . . . . . . . . . fixed-pattern noise
FRET . . . . . . . . . . . . . . . . . . . . fluorescence resonance energy transfer
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LED . . . . . . . . . . . . . . . . . . . . . . light emitting diode
MC . . . . . . . . . . . . . . . . . . . . . . . Monte Carlo
MD . . . . . . . . . . . . . . . . . . . . . . . molecular dynamics
MSD . . . . . . . . . . . . . . . . . . . . . . mean square displacement
PB . . . . . . . . . . . . . . . . . . . . . . . . Poisson-Boltzmann
PBS . . . . . . . . . . . . . . . . . . . . . . phosphate buffered saline
PSD . . . . . . . . . . . . . . . . . . . . . . power spectral density
RMS . . . . . . . . . . . . . . . . . . . . . . root mean square displacement
RNA . . . . . . . . . . . . . . . . . . . . . . ribonucleic acid
TAE . . . . . . . . . . . . . . . . . . . . . . mixture of TRIS base, acetic acid, and EDTA
TIRF . . . . . . . . . . . . . . . . . . . . . total internal reflection fluorescence
TRIS . . . . . . . . . . . . . . . . . . . . . tris(hydroxymethyl)aminomethane
WLC . . . . . . . . . . . . . . . . . . . . . worm-like chain
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A. Preparation of the fluidic chamber
At first the two holes in the top cover slide of the fluidic chamber as well as the
Parafilm (Pechiney Plastic Packaging Company, Chicago, IL, USA) that serves as a
spacer between bottom and top slide were prepared using a laser cutter (Speedy 100,
Trotec, Marchtrenk, Austria). Then bottom and top slides were cleaned thoroughly
by ultrasonication for 10 min first in double-distilled water, then in acetone (Merck,
Darmstadt, Germany), and finally in isopropanol (Merck). Next the slides were
removed from the solution and dried by a stream of nitrogen.
The bottom slide was spin-coated (Polos Spin 150, Cpk Industries, Harleysville,
PA, USA) with polystyrene (100 kDa, Sigma-Aldrich, St. Louis, MO, USA) dissolved
in toluene (Merck) to create a hydrophobic surface: 50 µl of 1% polystyrene-toluene
solution was quickly pipetted onto the glass at 6000 rpm and dried by further spinning
for 1 min. Afterwards the coated slides were placed in an oven for 1 h at 150◦C.
Then the spacer made of Parafilm was placed between bottom and top slides and
used to fuse the slides together on a heating plate at 100◦C. The assembled flow cell
was mounted onto a custom-made holder, with an inlet and outlet connector. The
outlet is connected by a small tube to a syringe pump to fill the fluidic chamber with
liquid and allow an exchange of the solution. Then 200 µl of a solution containing
1 M NaCl was flushed into the chamber.
Carboxylated latex microspheres (Invitrogen, Carlsbad, CA, USA), which were
used as immobilized reference particles, were diluted 1:500 in 300 mM NaCl. 20 µl of
this dilution were washed 3 times by centrifugation for 3 min at 16,000 g, subsequent
removal of the supernatant, and resuspension in 20 µl of 10 mM TRIS-HCl with
300 mM NaCl. Then 1 µl of the washed beads was diluted with 29 µl of 1 M NaCl,
flushed into the flow cell, and incubated for 1 h.
For the experiments with DNA, the fluidic chamber was subsequently flushed
with 200 µl of phosphate buffered saline (PBS) and then with a solution containing
50 µg/ml of anti-digoxigenin (Roche, Penzberg, Germany) in PBS. The flow cell was
incubated with the antibody for approximately 1 h. Afterwards the flow cell was
incubated with BSA (NEB, Ipswich, MA, USA) for 1 h to prevent unspecific binding
to the hydrophobic surface. Finally the unbound BSA was removed by flushing with
1 ml of PBS.
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B. DNA substrate preparation
B.1. DNA buckling transition and effective charge studies
The shorter substrate for the supercoiling experiments in chapters 3 and 4 was prepared
by cutting a custom-made plasmid (pAMS3) using the restriction enzymes XhoI and
PvuI, providing a linear fragment of 1865 bp length with corresponding sticky ends
on either side. Biotin- or digoxigenin-modified tails were made by digesting a 1.2 kbp
biotin- and a digoxigenin dUTP-labeled PCR fragment from plasmid pBluescript II
SK+ (Stratagene, La Jolla, CA, USA) with XhoI or PvuI, respectively, approximately
in the middle of the fragments. The labeled fragments were subsequently ligated to
the 1865 bp fragment. The longer (10.9 kbp) substrate was prepared similarly by
digesting an appropriate plasmid and the labeled tails with PciI and SacI.
The kinked DNA substrate (1845 bp) was prepared from a plasmid containing five
directly repeated BbvCI sites with 16 bp spacing [129]. The plasmid was nicked at
the BbvCI sites using Nt.BbvCI and simultaneously cut with BsrGI and PspOMI.
The single-stranded gap resulting from the nicking reaction was filled with a DNA
single strand containing a 20 bp hairpin. Subsequently the DNA fragment was ligated
as described above to labeled tails cut with BsrGI and PspOMI.
B.2. Intramolecular friction of a migrating Holliday junction
The DNA substrate used for the spontaneous branch migration studies contained an
inverted repeat (see Fig. 5.1b) and was prepared in a one-pot reaction by ligating four
individual fragments through suitable sticky ends:∗ These fragments are in particular
two labeled tails, a fragment containing a short spacer and half of the inverted repeat
as well as a fragment containing the other half of the repeat. The two fragments
forming the inverted repeat were prepared from a 8778 bp long custom-made plasmid
(pBluescript+1+2+4 lambda frag).
The fragment containing the spacer and half of the inverted repeat was prepared by
digesting the plasmid with PspOMI and PciI. The desired fragment was gel-purified.
The fragment containing the other half of the inverted repeat was prepared by
digesting the plasmid with XbaI, XhoI, and PciI. The longest of the three resulting
fragments was gel-purified.
Labeled tail fragments were made by digesting a 1.2 kbp biotin- and a digoxigenin
dUTP-labeled PCR fragment from plasmid pBluescript II SK+ (Stratagene, La Jolla,
CA, USA) with PspOMI and XhoI, respectively, approximately in the middle of the
fragments.
∗This DNA sample was prepared by Sylvia Clausing.
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The DNA fragments were purified with a commercial PCR clean-up kit, mixed
together and ligated with T4 ligase at 16◦C overnight. The resulting mix of ligation
products was separated on an 1.0% TAE agarose gel. Then the desired construct of
∼10.6 kbp length was purified from the gel carefully avoiding any exposure to ethidium
bromide and UV light.
B.3. DNA Holliday junction as a nanomechanical gear
The DNA substrate containing the inverted repeat for the evanescent-field calibration
studies (see Fig. 6.1a) was prepared in a one-pot reaction by ligating four individual
fragments through suitable sticky ends.† These fragments are in particular the two
labeled tails, a fragment containing the spacer with the internal biotinylations and
half of the inverted repeat as well as a fragment containing the other half of the repeat.
The two fragments forming the inverted repeat were prepared from the 6868 bp long
plasmid pNLrep, which carries a region with five equally spaced (15-16 bp) target
sites for the nicking enzyme Nt.BbvCI at which the internal biotin modifications are
introduced [129]. A unique site for the restriction enzyme SacI is located ∼4.5 kbp
upstream of this region. Unique sites for the restriction enzymes EcoRI and XbaI are
situated 7 bp and 2.2 kbp downstream of the region, respectively.
The fragment containing the spacer with the internal biotinylations and half of the
inverted repeat was prepared by digesting pNLrep with SacI, XbaI and Nt.BbvCI.
Subsequently a 63 bp long phosphorylated insert oligomer with two internal 11 bp
spaced biotin modifications was added, that replaces the 15-16 bp long fragments
resulting from the nicking reaction. The solution was heated to 80◦C for 2 min and
slowly cooled down to 20◦C to allow the replace to occur. The fragment containing
the other half of the inverted repeat was prepared by digesting pNLrep with EcoRI
and XbaI.
Labeled tail fragments were made by digesting a 1.2 kbp fluorescein- and a digoxi-
genin dUTP-labeled PCR fragment from plasmid pBluescript II SK+ (Stratagene, La
Jolla, CA, USA) with SacI and EcoRI, respectively, approximately in the middle of
the fragments.
The DNA fragments were purified with a commercial PCR clean-up kit, mixed
together and ligated with T4 ligase at 16◦C overnight. The resulting mix of ligation
products was separated on an 0.7% TAE agarose gel. Then the desired construct of
∼10.1 kbp length was purified from the gel carefully avoiding any exposure to ethidium
bromide and UV light.
†This DNA sample was prepared by Friedrich W. Schwarz.
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