There is, currently, a surge of activity surrounding Arabic corpus linguistics. As the number of available Arabic corpora continues to grow, there is an increasing need for robust tools that can process this data, whether for research or teaching. One such tool that is useful for both of these purposes is the concordancer -a simple tool for displaying a specified target word in its context. However, obtaining one that can reliably cope with the Arabic language had proved difficult. Also, there was a desire to add some novel features to the standard concordancer to enhance its usefulness within the classroom -easy-to-use root-and stem-based concordance and integration to corpus clustering algorithms are two examples. Therefore, aConCorde was created to provide such a tool to the community.
Introduction
'If a corpus is to be useful, we obviously need to be able to search it quickly and automatically to find examples of a particular linguistic phenomenon (say, a word), to sort the set of examples as required, and to present the resulting list to the user. The kind of program which performs these tasks is a concordancer, and the output it produces is known as a concordance. A concordance is a list of all the examples of the target item (the linguistic phenomenon being searched for), normally accompanied by enough context to enable a human being to study the item's occurrence in detail.' (Leech and Fligelstone, 1992) In effect, a concordancer is a tool for summarising the contents of corpora based on words of interest to the user. Lexicographers can use the evidence of a concordance to establish whether a word has multiple senses, and also to help define its meaning (Sinclair, 1987; Zernik, 1991) . Concordance tools can be beneficial for data-driven language learning (Johns, 1990) .
A number of studies have demonstrated that providing access to corpora and concordancers benefits students learning a second language. Just as lexicographers and linguists can find insights into grammatical structure by studying concordance output, so can language learners . Cobb et al. (2001) detailed the improved rates of vocabulary acquisition when using a software tool of which a concordancer was a major component.
The simplicity and usefulness of concordancers is such that they should be a valuable tool for any linguist. Unfortunately, as is the general trend within corpus linguistics, research priorities have focused on European languages (although there has been a recent shift towards developing tools in non-European languages such as Chinese, Japanese and Korean). This has meant that there are fewer tools for other languages such as Arabic. When this project began, to the best of our knowledge, there were no readily available concordancers that function correctly with the Arabic language. Arabic is an international language rivalling English in the number of mother-tongue speakers (al-Sulaiti and Atwell, 2006) . Graddol (1997) predicts that the number of Arabic mother-tongue speakers will rise from 200 million in 1995 to about 480 million by 2050, whereas English mother-tongue speakers will rise from 360 million to about 500 million within the same period. Considering the growth of interest in Arabic, we felt that Arabic linguists deserved a useful, usable concordancer tool. To this end, the aConCorde project was established.
Why is Arabic Concordancing Hard?
It is fair to say that for non-Arabic developers, writing tools to process Arabic is more difficult. This perhaps explains why many tools developed for Western languages do not extend well to Arabic. The two most commonly perceived difficulties with Arabic language processing are:
1. The cursive nature of Arabic script means that letters are represented differently depending on whether they occur at the beginning, middle or end of a word. Characters within words are always joined, and never written individually. Vowels are "second-class" characters, in that they can be omitted, and are left for the human reader to infer from context. 2. Arabic is written from right-to-left, as opposed to the majority of other languages that are, of course, written left-to-right.
The process of transliteration is a common approach to resolving these issues. The Buckwalter system (amongst others) will convert Arabic script to an equivalent based on the Roman alphabet (Buckwalter, 2002) . It means that the text orientation is also converted, too: the transliterated text reads left-to-right. However, this alone does not fill in missing vowels from the source text. From a computational perspective, transliteration has historically been a necessary step: computers used to be restricted to ASCII (or similar) character sets (i.e., Roman alphabets). However, thanks to the popularity of the Unicode standards since the early 1990s, most modern operating systems and products now support multi-lingual text encodings, and the fonts to display Unicode characters are increasingly common. Implementation of bidirectional text components are also part of most modern operating systems and platform-independent programming languages like Java. Due to these developments, there is little reason why existing concordance tools have not been adapted to take advantage of the above technologies in order to render the aConCorde project redundant even before it had begun. One implementation that sought to provide multi-lingual concordancing, was xconcord (Ogden and Bernick, 1996; Boualem et al., 1999) , developed at the Computing Research Laboratory (CRL), New Mexico University. The CRL produced their own graphical components that were able to display Unicode text and they worked successfully at displaying Arabic text. Even though xconcord was ahead of its time when it was first developed in 1996, it did not become a mainstream application. It would still be a useful tool today, but it is hindered because it was written for the Sun Solaris platform. This is not widely used -especially by the average linguist -since this type of system is typically used on expensive high-powered workstations and servers. Unfortunately, therefore, it was not possible to experiment with it as resources required were not available. Development ceased many years ago, but the program can be downloaded 2 . The real difficulty in Arabic concordancing lies not in the displaying of results, but in the inadequacy of searching for Arabic word stems. Commonly, when performing concordance searches, the user wants to see the usage of words all from the same stem. Concordancers tend to offer wildcard searches, for example, perform* (where the asterisk means any character zero or more times) would match perform, performs, performer, performers, performing, etc. However, Arabic morphology is substantially more complex than English. Arabic words are derived from a root of typically three consonants, and each root has a set of patterns which can add additional characters as an affix, a prefix or even an infix. An example would be the transliterated Arabic root ktb (write). Patterns associated with that root can produce words semantically linked, including verbs like kataba (he wrote) and naktubu (we write), and many nouns like kitAb (book), maktuub (letter) and maktaba (library) 3 . However, performing a wildcard search like *k*t*b* would return too many matches, many of which are not associated with the ktb root, simply because they happen to contain these consonants.
With the exception of the Qur'an, the lack of vowels in modern written text provides difficulties too. This leaves a great deal of ambiguity that is only resolved when looking at the context of a given word. An English example may be fr that could be for, fir, fur, far, four, fear, fair, fire, afar, afore, etc. Yet, if you can only search for fr even though you are only interested in far, it would clearly be frustrating to have to read through irrelevant results. It is unlikely that these specific issues will be resolved by generic concordancers.
Arabic Concordance with MonoConc, Wordsmith, Xaira and aConCorde
For the task of concordance, the market leaders are MonoConc (Lawler, 2000) and WordSmith (Scott, 2004) . Both are commercial products and are well-established tools for text analysis. They are only available on the Microsoft Windows platform. Xaira (Burnard, 2004 ) is a relative newcomer but stems from the well-known SARA toolkit for users of the British National Corpus. This section primarily seeks to compare the ability of retrieving concordance output from Arabic corpora using these established tools.
The corpus used in the comparisons is the Corpus of Contemporary Arabic, or CCA (al-Sulati, 2004) , consisting of 850,000 words of various text-types in over 400 files. This corpus is annotated according to the TEI standards using XML markup, and all files are encoded in the 8-bit Unicode standard, UTF-8. A key aim of the CCA was that it should be for use within a pedagogical context to supplement the teaching of Arabic as a foreign language using corpus-based approaches.
MonoConc
Developed by a linguist, Michael Barlow, for language teachers and researchers, MonoConc has proved to be very popular for language analysis because it comes with many additional features, such as collocation discovery and tag-sensitive searches. The MonoConc website 4 states, 'Some users have been using MonoConc/Pro with Arabic. I don't have any details of their procedures.' Unfortunately, despite initial optimism, using Arabic texts with MonoConc was not totally successful. Issues that arose during experiments were as follows: Incorrect concordance order. Perhaps the most significant problem for performing Arabic concordance is that the output is in the wrong order (See Figure 1) . MonoConc does not take the right-to-left nature of Arabic into account when displaying results. For an English reader, it would be equivalent to seeing the output: "on the mat.
[sat] The cat", rather than "The cat [sat] on the mat." (where the bracketed word is the target word). This was observed by Hoogland (2003) during the Nijmegen Dutch-Arabic Dictionary Project, 'This seemed a serious shortcoming in the beginning, but soon we experienced that we got used to this very quickly.' Hoogland had to get used to it because it was better to have a broken concordance than none at all. It is clearly far from ideal -it would be a problem for teaching purposes in particular as it would confuse the learner. (N.B. When the concordance results are saved to a file, and this file is viewed with a text editor, the ordering issue disappears.) 'Noisy collocates'. A strange artefact appeared in the concordance output whenever a match included a discovered collocate. It was default behaviour for the software to highlight found collocates. However, the only problem was that these collocates were actually inserted into the wrong position within the concordance context, and as a result caused a certain amount of interference. This was remedied by turning off the option to highlight collocates, after which the highlighted words would then vanish from the context.
Addition of unwanted terms. Despite a simple search term being submitted to MonoConc, sometimes it included matches within the results that are not equal to the target word. This behaviour appears to be random as it only occurs with some words and not others. This is illustrated, too, in Figure 1 where the central column contains tokens that were different from the search term.
WordSmith
WordSmith was first released in 1996 and is still developed by a linguist, Mike Scott. WordSmith is currently at version 4 and sports three tools: Wordlist, Keyword and Concord. The final tool is of interest in this report, but it should be obvious what the others do. The documentation notes that WordSmith supports Unicode, which obviously lends itself to the analysis of the CCA. A demo version is available, which was used for this report. It retains all the functionality of the full version, but significantly limits the number of results returned when performing queries.
A degree of success was initially achieved when using the tool during September 2005, in that it was possible to get the tool to display Arabic script -which means its Unicode support was working. Unfortunately, like MonoConc it displayed the prior and posterior contexts in the opposite order required for a right-to-left language. The matches are displayed in two columns, the left column must be read from right-to-left first, and then the reader can continue with the second column, which begins with the target word, followed by the rest of the context (see Figure 2) .
We were only recently made aware that WordSmith had in fact been updated to cope better with Arabic concordance. We had initially overlooked this because the version number for the latest issue of WordSmith had not been incremented to indicate any change. We are pleased to report that the tool does in fact work properly with Arabic text, using the correct ordering. That said, it did require a little more configuring, such as enabling right-to-left support at the level of the Windows operating system. You also need to spend some time in the WordSmith preferences dialogs to add Arabic to its supported language set and then select it to be used within the current session. Other Arabic colleagues who we asked to experiment with WordSmith had great difficulty achieving a result. The feeling was that whilst the support was clearly there, it was not necessarily as accessible as they would have liked it. 
Xaira
Xaira is a new tool designed to supersede SARA Aston and Burnard, 1998 ) -an application for text analysis on the British National Corpus. Xaira is no longer tied to the one corpus, instead opting for a more generalised application. It takes advantage of Unicode and XML technologies to achieve this (Burnard and Dodd, 2003) . At the time of writing, its first version is still in beta testing. It can perform complex searches as it can filter results according to the XML annotation. For example, a spoken corpus is commonly annotated with information such as the gender of the current speaker. Therefore, Xaira is able to perform searches based on male language usage and compare it to female usage.
Xaira does not suffer any problems in that it displays the entire concordance in the correct order (see Figure 3) . However, in order to get to the point of looking at results, the user must go through a relatively long procedure, using an additional tool to prepare the source texts into the format expected by the software. This need not be a problem for dedicated computational linguists, but may deter more casual users, such as linguists or language teachers wanting to use corpus and concordance evidence only occasionally.
aConCorde
aConCorde (Roberts and Atwell, 2005) is neither a commercial product nor a research project. In terms of features, it is relatively basic when compared to the systems already discussed. The design aim was to ensure it was as multi-lingual as possible, with extra emphasis on the Arabic language. It will be no surprise, therefore, that it works well for right-to-left languages (see Figure 4) . No additional configuration of both the operating system or the application is required. aConCorde cannot detect the language of selected texts, but it can detect easily whether the language is left-to-right or right-to-left. Therefore, it will adjust its concordance display automatically depending on the texts currently being analysed.
An additional feature that is useful for Arabic users is the provision of an Arabic interface. Not only does this provide Arabic translations for all the menus, buttons etc., but even switches the entire application layout to right-to-left. In theory it is relatively easy to add additional language support, although it can be difficult to find willing translators. 
Discussion
The aConCorde project was started solely because we could not find a concordancer to work correctly with Arabic. The Xaira software has been demonstrated to work with Arabic too, so it could be argued that there was no need for aConCorde. Unfortunately, Xaira was only discovered after development had already begun. (And the same goes for the recent discovery of WordSmith's recent update.) Initially, it might seem that Xaira and WordSmith have now rendered aConCorde redundant, but there is a market for both. Packages like Xaira are very sophisticated, but with increased power and flexibility comes additional complexity. It certainly lends itself to research purposes requiring complex queries for fine-grained language analysis. However, it is less appropriate in the language teaching environment. Teachers and students may be put off by the complex interface and the amount of effort needed to get a concordance output. By contrast, aConCorde is relatively simple to get up and running -literally select a corpus to use, then either type in your query or select word from the word frequency panel and you will be presented with your results. This approach could well be more suited to this audience. Also, aConCorde does provide special searches that are specific to Arabic analysis in the form of root/stem-based concordance, and this is not found in any other package. Finally, the aConCorde software is free to use by anyone (as is the source code).
The aConCorde System
The aConCorde project was originally conceived as a prototype to illustrate the application of new developments in software engineering, specifically Java programming language support for language-independent (and direction-independent) processing of Unicode character sets, rapid development of graphical user interfaces, and ease of integration with and into other open-source code and tools. This makes it much easier to write tools to support not just the Arabic language, but practically any language. Within one afternoon, a very simple multi-lingual concordance engine was programmed, and during the following afternoon, a basic graphical user interface was added. The user is able to switch between a native English or Arabic interface. All Arabic text is displayed correctly, all concordance is output as expected by an Arabic reader, and there is no transliteration required for the input or output. This prototype was very crude and would not have been adequate for proper use in the real world -it was simply a quick experiment to prove that the display of Arabic concordance was in fact fairly trivial. Of course, developing a more robust, feature-packed and userfriendly tool is infinitely more difficult and time consuming.
aConCorde features
Subsequent improvements and extensions have allowed aConCorde to mature into a more reliable and useful tool. The aConCorde system contains a number of features that make it to stand out from competing products, including:
• full Arabic support (no need to transliterate to Roman alphabet before concordance) • English and Arabic native interfaces The aConCorde system is built using the Java programming language. Java allows the programmer to produce software for the most popular operating systems without any extra effort, which is why aConCorde will run correctly on Microsoft Windows, Linux or Mac OS (and others) providing the user has the Java Runtime Environment installed. It is important to note that many earlier Arabic tools were reliant on Arabic Windows (a localised version of Microsoft Windows with support for Arabic script and right-to-left interfaces). aConCorde will of course run on standard Windows or Arabic Windows.
The Java platform is also one of the reasons why producing a multi-lingual capable application was straightforward. Internationalisation features were an important aspect of the design of Java. For instance, Java's internal mechanism to store text uses the Unicode standard, and all visual components have in-built support for left-toright or right-to-left languages (some components can even cope with Japanese top-tobottom text orientation).
Root-and stem-based concordance
As discussed in Section 2 the wildcard searches that make it reasonably simple for stem-based concordance in Western languages do not scale universally. To recap, an Arabic root is typically a sequence of three consonants (although two, four and five consonant roots exist) which forms the basis on which words are constructed. For example, the root ktb (write) has stems derived such as katab (write) and iktatab (register). From the stem you can derive the various morphological forms using affixes, infixes and suffixes, e.g., Taktub (she writes), yaktub (he writes), aktub (I write), and so on.
Buckwalter's morphological analyser
Buckwalter's morphological analyser is distributed by the LDC and has been used by many projects including the LDC's Arabic Treebank project (Maamouri et al., 2004) .
It consists of three lexicons (affixes, suffixes and stems) and three sets of rules that specify how these lexicons can be intersected to derive Arabic word tokens. The analyser reads in a file and processes each word in isolation. By utilising the lexicons and rules, it can break down the input token and produce all possible valid morphological solutions. In cases where there is more than one solution, it does not offer any hints as to which is the most probable analysis. The databases and the analyser work with Buckwalter's transliteration system. Until recently, direct input/output of Arabic characters in computer systems has not been trivial. Buckwalter's system is a one-to-one mapping of the Roman alphabet and the Arabic alphabet. Conveniently, there is also a one-to-one mapping to the Unicode character encoding standard.
There are other transliteration systems in use although there is no single official transliteration standard. Buckwalter's transliteration is not recognised within the Arabic linguistic community at large (Beesley, 2003) , since it is relatively modern, and aimed at the computational processing of Arabic. Its use of Latin punctuation symbols for Arabic letters is clearly less intuitive to a human reader than some of the more phonetic-based transliteration systems. For example, Buckwalter uses '$' for Sheen, whereas others, such as Qalam (Heddaya, 1985) , use 'sh'.
Buckwalter and aConCorde
If a user wished to produce a concordance for all words derived from the stem katab, a wildcard search approach is, clearly, not feasible. The alternative is to search for a manually hand-crafted list of derived words. However, with aConCorde, this burden is removed. Using the databases of Buckwalter's morphological analyser, aConCorde can provide the roots and stems a priori to the user. They can then select to search for one or more stems, or even everything within a given root. Buckwalter's databases were converted from Buckwalter's transliteration alphabet to Unicode so that the root/stems are displayed in native Arabic (see Figure 5 ).
There is a limitation here in that the user is always presented with the full database, even if many of the terms are not present within the corpus being currently analysed. When loading an Arabic corpus, it might be preferable to analyse each word and determine its stem and root, and then only have these entries visible. However, real-time stemming of a corpus in Arabic is difficult due to the complex morphology. For example, it is quite easy to remove accidentally those affixes that were in fact part of the word. That said, there are stemmers that exist, such as Khoja's (2003) stemmer used in her APT tagger.
Similar terms and word clusters
A novel feature that is specific to aConCorde is the use of similarity functions. These are borrowed from the information retrieval (IR) domain. They are typically used to find similar documents based on the terms contained within. In aConCorde its lowlevel model, from an IR perspective, regards sentences as "documents". The concordancer has a set of term-frequency vectors and these can be plotted into a vector space. During the concordance, the user can specify their search term, select a sample line from the concordance and its term-vector will be compared to the others using cosine similarity (Jurafsky and Martin, 2000: 650) and then be presented with similar sentences from within the corpus. 
Clustering and aConCorde
aConCorde provides a means for the user to interface external clustering code and display the output within the concordancer itself (see Figure 6 ). Section 5 illustrates the advantage of Java open-source development: more potential features could be readily added to concordance software to enable alternative perspectives and analyses of a corpus.
The term similarity and clustering features were implemented primarily for the use of concordance within the learning environment. Concordance has already proved successful within the classroom, but this concordancer can provide additional information to the user to assist in building vocabularies and grammatical patterns.
Clustering
The principle of clustering algorithms is to divide a set of objects into clusters. By using an appropriate measure of similarity, a good clustering algorithm will place objects that are similar into the same cluster, whereas dissimilar ones are clustered into different groups. It has the advantage of being truly unsupervised, i.e., it requires no prior knowledge about the data being clustered. Clustering is a broad subject and has been widely applied. Within computational linguistics, it has been used successfully in syntactic (Atwell and Drakos, 1987; Finch and Chater, 1992; Hughes, 1994) and semantic (Ibrahimov et al., 2001) classification and information retrieval systems.
Figure 6: Cluster view within aConCorde
Clustering is a mathematical procedure that merges points in a vector space that are close to each other. To cluster words, a method is required to represent a given word into a vector to be plotted. The approach used here is that of Roberts (2002) , which records collocation frequencies of a given content word relative to function words, for a specified window size. This data can be converted simply to a vector ready to be clustered.
Roberts' Method
Function words have an important role in language. The words themselves contain little meaning but instead specify relationships between other (content) words. Function words tend to be used frequently. The rationale behind Roberts' method is that if function words are so important and frequent, all content words within a corpus should co-occur with them a number of times, even within a small window. An hypothesis follows from this: words that co-occur similarly with the same function words could be considered grammatically similar, in that they share the same word class.
For a given corpus, T, you can construct a set of function words, F (see Section 5.2), and a set of content words, C (i.e., a word list of all the words in the corpus). A window size, w, must also be selected 7 . Select a content word, c, from C and then select a function word, f, from F. Scan the corpus for every instance of c. For each one, check if f co-occurs within the window, w. If it does, record the relative position from the target content word. Figure 7 illustrates such an example, showing how the content word 'first' co-occurs with the function word 'the' in a window size of four. An equivalent vector is needed for every function word in F, and the vectors concatenated to create a single vector that represents a profile of the content word, w, with respect to the set of function words, F. Once this has been applied to all of the words in C, a full set of vectors has been acquired, and these represent points in a high-dimensional vector space ready for the clustering phase.
Acquiring Function Words
The simplest way to acquire function words is to find an expert of the chosen language who can provide you with a list of them. This should be a finite, closedclass list. In practice, the list does not have to be perfect or complete, as clustering is an imperfect approximation. To acquire in a more automatic fashion, selecting the fifty most frequent words of a corpus will yield a reasonable list with adequate precision and recall. This is likely to return a few frequent content words, too.
Some function words are not that frequent, but are used consistently throughout a corpus. A fairer automatic method is to take a corpus and split it into a set of subcorpora. For each subcorpus, generate a word list, then the words that appear in all of the subcorpora are classed as function words. The exact proportions for the subcorpus size can depend on the corpus itself. For a million words, multi-genre corpus, having each subcorpus representing one percent of the overall corpus gives reasonable results (Roberts, 2006) .
Clustering Algorithms
There are a range of clustering algorithms available. Hierarchical agglomerative algorithms are well-suited to word clustering. Each word in the vector space starts off as an individual one-object cluster. The algorithm evaluates each pair of points to find the closest, which are deemed the most similar, and merges them to form a single cluster. The way in which algorithms compute the distances between clusters is typically the differentiating factor (Everitt, 1993) . Figure 8 shows an example of the Complete Linkage algorithm. This is also known as the furthest neighbour method since its measure of distance between two clusters is to find the furthest two points within. Some of the more sophisticated, albeit, less simple to visualise, include Group Average and Ward's Method, which are good performers in this task (Zupan, 1982; Hughes and Atwell, 1994) . The results return as a set of clusters, the size of which can vary. A nice feature of hierarchical methods is that you can profile the clustering process and generate a dendrogram that reveals how the cluster was formed, e.g., which terms were the most similar (see Figure 9 ). Even though clustering is an unsupervised approach, such algorithms have reported accuracies of 85+ percent in correctly grouping words into course-grained parts-ofspeech (Roberts, 2002) . Figures 10 and 11 show a few samples of the clustering output. A common drawback with clustering is that it can be prone to merging two well-defined clusters, (a set of nouns with a set of adjectives, for example), because at a given stage, they happened to be the 'closest'. The clustering algorithm has to know, as it were, when to stop, and this can be difficult for the program to judge automatically. If the algorithm stops too soon, the result is a large number of clusters each containing only a few words, which is unlikely to be very useful; and if the algorithm stops too late, there will be a small set of clusters each containing many words with not much (apparently) in common. 
Conclusion
This paper has summarised many of the issues regarding the difficulty of Arabic concordance. The aConCorde project attempts to resolve some of the core issues, for example, interactive searching that displays the Arabic text correctly and stem-based searching. However, at the time of writing, aConCorde is still limited in terms of its features compared to the more established products on the market, these include:
• Mark-up: aConCorde is generally ignorant of mark-up annotation within a corpus. Whilst it can successfully parse XML and HTML files, it essentially works by filtering out the tags to isolate the content. If a corpus was annotated with part-of-speech tags aConCorde would not recognise them and they would be ignored (even if they were encoded in XML), or treated as "words", as if part of the text itself. Heavily annotated corpora could therefore benefit from some pre-processing to strip away such mark-up.
• Full context: aConCorde does not have the functionality to allow the user to see the full context of a selected concordance item. The current display is to see the word within the sentence it was found, and that is the largest scope currently implemented.
• Arabic root/stem database is always exhaustive rather than reflecting only the tokens available in the corpus that is currently loaded. This could be a disadvantage in some circumstances as the user may have to browse through many stems that have no coverage.
• Clustering integration is at present crude and takes a long time to gather and display the data. • Computational resources: aConCorde can be resource intensive with large datasets. Whilst the software utilises extremely scalable indexing technologies 8 similar to those found in modern databases (e.g., binary inverted indexes), loading corpora (10,000 words per seconds), or gathering the concordance for highly frequent words, takes time (retrieving 3,000 results could take a few seconds). However, once corpora are loaded, those files do not need to be reloaded and will be available immediately for all subsequent instantiations of the concordance software.
Naturally, the development of aConCorde will continue, and the limitations mentioned here are high priority issues that will be addressed in future issues. However, aConCorde has already made significant progress. The development of a simple user-interface with novel exploration features mean that it is well suited to a learning environment. With the foundation firmly laid, we can focus on other tasks in future, for example, improving and creating fresh approaches to intuitive morphological searching, or improving word similarity exploration through machine learning methods such as clustering. We also hope that the established concordance tools will realise the demand for products that cope with Arabic script, and adapt their software accordingly.
