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ABSTRACT
This paper addresses the problem of correspondence se-
lection in stereo vision using the mutual information (MI)
measure. MI is an information theoretic topic that has re-
cently seen a prolific expansion in the computer vision and
medical imaging field. Two main issues are considered in
this paper. Firstly, a new stereo matching algorithm is pre-
sented that uses a histogram-based formulation of mutual
information. It also incorporates adaptive window sizes
based on the amount of information contained in the can-
didate and template windows. Secondly, we present a dis-
cussion on some recent work on developing a parametric
framework for MI stereo matching. This involves estimat-
ing parameters of the underlying probability density func-
tions and then solving for the entropy of the estimated den-
sities to compute the MI measure. The form used for the
density functions are the generalised Laplace distribution
and a Gaussian mixture model. Entropy calculations are
then discussed using analytic methods and also a numeri-
cal Gauss-Hermite quadrature technique. Experimental re-
sults for the histogram-based stereo matching technique in-
dicate that the mutual information measure shows signif-
icant promise due to its robustness in overcoming the ef-
fects of radiometric distortion. Preliminary results are also
shown for the parametric method.
1. Introduction
Stereo vision is a popular passive method of depth percep-
tion, whereby depth information is inferred from two im-
ages of a scene that are taken from different perspectives.
The human visual system perceives depth and 3D spatial
relationships routinely and with apparent ease [1]. How-
ever, computerised solutions for stereo vision fall far short
of the human ability, particularly where natural images are
concerned [2]. Applications for stereo vision include aerial
photogrammetry, robotics, autonomous vehicle guidance,
and also industrial automation to name a few.
The two techniques presented in this paper are based
on mutual information. This measure is a new information
theoretic approach and has quickly become a very popular
tool in the computer vision field. It has also found a dra-
matic increase in use in the medical imaging field where
it is becoming one of the most robust and effective meth-
ods available for multimodal image registration. The idea
behind any approach using this measure is to find a trans-
formation, which when applied to the images, will max-
imise the mutual information between them. This tech-
nique works directly with the image intensity values and
negates the need for any segmentation or other feature ex-
traction methods. Mutual information is also robust against
changes in illumination. This factor is significant because
most stereo matching algorithms suffer in the presence of
radiometric distortion, (any circumstance caused by differ-
ences in camera parameters such as gain, bias and gamma
factor).
Mutual information first found use in the computer
vision field during the mid 1990’s. It originated indepen-
dently by two separate authors but with different methods
of implementation. Viola et al. [3] formulated mutual in-
formation in terms of entropy and their approach was based
on the use of Parzen window density estimation. The other
technique proposed by Collignon et al. [4] however, was
formulated in terms of the Kullback-Leibler measure, or
Shannon’s information. This technique also requires the
use of normalised frequency histograms.
Chrastek et al. [5] first proposed the use of mutual
information in stereo matching in 1998. However, the ex-
tent of that work was limited and the preliminary results
generated were disappointing. A further extension to this
work was conducted by Egnal [6] in 2000. His technique
is based on the use of Shannon’s information, akin to Col-
lignon’s technique [4]. Egnal compares this approach to a
cross-correlation measure and demonstrates the ability of
the mutual information measure to overcome changes in
lighting between two views - particularly for images with
a wide baseline or from different spectra. The main draw-
backs of Egnal’s approach however, is that it is more sen-
sitive to noise than the cross-correlation measure and the
algorithms robustness is quite susceptible to the effects of
bland regions.
In previous work [7], we presented a new histogram-
based stereo matching algorithm using mutual information.
This algorithm formulates the mutual information measure
through the use of Shannon’s information, similar to Col-
lignon et al. [4] and Egnal [6]. We also incorporated this
into an adaptive window technique. Windows containing
high information, indicated by large intensity variances,
are matched using small square windows. However, win-
dows with low information, indicated by small intensity
variances, are matched using larger rectangular windows.
Thus, intensity variation is used to drive the size of the
adaptive windows, while mutual information is used to pro-
vide a computational measure of the similarity between any
two similarly sized regions in the stereo pair. The optimal
match is then deemed to be the one in which the mutual in-
formation between the template and the candidate window
is maximal.
In this paper we present some recent work which has
been aimed at developing a parametric approach for stereo
mathcing using mutual information. Previous approaches
using this measure all acquire estimates of the underlying
probability density functions using non-parametric tech-
niques. However, using a parametric framework, the pa-
rameters of these density functions can be estimated, allow-
ing calculation of the entropy in order to formulate the mu-
tual information measure. The first scenario we present is
where the density functions are modelled using the gener-
alised Laplace distribution. Entropy is then found through
analytic means. However, this approach has two major
drawbacks that will be discussed later. The second scenario
is where the densities are modelled by a Gaussian mix-
ture model. The parameters of this model can be estimated
using the EM (Expectation-Maximisation) algorithm. The
entropy of these densities are then found through a numer-
ical Gauss-Hermite quadrature technique.
The outline of this paper is as follows. Section 2 will
briefly present our histogram-based stereo matching tech-
nique and some generated disparities. A discussion is then
presented on developing a parametric framework for mu-
tual information in Section 3. Finally the paper is con-
cluded in Section 4.
2. Histogram-based Stereo Matching
The stereo matching algorithm discussed here [7] is an
adaptive window technique based on the use of Shannon’s
information incorporating frequency histograms, i.e. akin
to Collignon [4] and Egnal [6]. The mutual informa-
tion measure is estimated with the use of normalised fre-
quency histograms and adaptive windows are included to
help overcome the effects of bland regions. Brief details of
the approach are described below.
2.1 Algorithm Overview
The matching process accepts an epipolar aligned stereo
pair as its input, and produces a disparity map as its out-
put. This process is illustrated in Figure 1 and the details
of which will be described by the following.
2.2 Formulation of Mutual Information
The mutual information between any two similarly sized
regions in the stereo pair is formulated with Shannon’s in-
formation and this provides a measure of the similarity be-
tween the pixel regions. Given a template window centred
on s
l
(x; y) , the mutual information measure is calculated
for a series of candidate windows, centred on s
r
(x; y + k),
where the test disparity k is varied in integer increments
from 0 to d
max
. This series of mutual information scores
is known as a match function and is given by the following
expression,
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where N is the number of pixels in the matching window.
The marginal densities p(s
l
), p(s
r
) can then be obtained
by a summation over the x and y axes of the joint density
respectively. The number of bins required for the frequency
histogram is discussed in Section 4.
Once a match function has been generated for a tem-
plate window and a series of candidate windows, the op-
timal match is then selected as the one in which the mu-
tual information between the two is maximal. The hori-
zontal difference between the two optimal windows is then
selected as the disparity estimate for that template window.
This algorithm also incorporates adaptive windows in
order to increase the robustness against the effects of bland
regions, i.e. automatically adjusts the size of the match-
ing windows based on the variance of the image intensities.
The variance is used as a measure of the amount of infor-
mation contained in the windows. See [7] for more details.
2.3 Results
This histogram-based stereo matching algorithm has been
applied to the stereo pairs shown in Figure 2. The results of
this approach is discussed in [7] in more detail. The most
significant aspect of these results however, is that the al-
gorithm has not been greatly influenced by the radiometric
distortion between the two images. This is easily seen in
the two stereo pairs as a difference in average intensity val-
ues between each pair. The distortions contained in both
these stereo pairs are caused by differences in camera pa-
rameters such as gain, bias and gamma factor.
These results are displayed in order to compare the
histogram-based technique to the effectivness of the pro-
posed parametric stereo algorithm. The details of this ap-
proach are described in the following sections.
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Figure 2. From left to right - Test stereo pair and generated disparity map.
3. Development of a Parametric Framework
All methods using mutual information utilise some form of
non-parametric technique in order to find the density func-
tions of the image intensities. This includes Parzen window
density estimation and normalised frequency histograms.
This section will present some of the work we have recently
undertaken which aims to develop a parametric framework
for mutual information. Also, unlike our previous tech-
nique, we formulate the mutual information measure using
entropy, akin to Viola’s technique given by the following
equation.
I(u(x); v(T (x))) = h(u(x)) + h(v(T (x)))
  h(u(x); v(T (x))) (3)
Thus, by having a parametric form of a density, it was an-
ticipated that calculation of its entropy would be simpler.
This technique would also allow undertaking of some sta-
tistical analysis on the density parameters as they varied
across an image.
3.1 Unimodal Density Modelling
Our first approach for developing a parametric framework
was to model the probability densities of the intensities
in the matching windows using generalised Laplace dis-
tributions. This distribution belongs to the class of ellipti-
cally contoured distributions and are capable of modelling
univariate and multivariate Gaussian, Laplace and uniform
distributions. This allows us to model a much larger vari-
ety of intensity distributions than would be possible if only
a Gaussian distribution, for example, were chosen. They
are however only unimodal distributions, i.e. only a sin-
gle peak exists in the distribution. The expressions for a
univariate and bivariate generalised Laplace distribution is
given by the following.
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The term  is known as the shape factor and  is the stan-
dard deviation in the univariate density. The x given in the
second expression is a two element vector and  is the co-
variance matrix of the bivariate density, ie:
x =

x
y

and  =


xx

xy

yx

yy

Different values of  yield a different distribution. For
 = 1, a Laplace is generated, for  = 2, a Gaussian
and for ( ! 1) a uniform distribution is generated in
the region [ ; +]. The parameters of these densities
are estimated through a non-linear optimisation of the log-
likelihood. The log-likelihood expression for the univariate
GLD is shown below.
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A similar expression is used for the estimation of the bi-
variate GLD parameters.
3.2 Entropy Evaluation
By estimating the parameters of these densities, we will
have their analytic representation. This allows us to find
a closed form solution to the entropy. The entropy of any
distribution is found by evaluation of the following integral.
h(x) =  
Z
1
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For the univariate generalised Laplace distribution, the so-
lution to this integral was found to be as follows.
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Note that this entropy is a function of the shape parameter
and standard deviation of the intensity distribution only. It
does not depend on x. Similarly, the entropy for the bi-
variate generalised Laplace distribution was calculated and
is shown in the following equation. This expression how-
ever, could only be evaluated assuming a linear covariance
matrix.
h(x) =   log
2
"

2 
 
2


jj
 
1
2
#
+
2jj
 
1
2
ln(2)
(9)
Thus, once the parameters of the GLDs are estimated, the
mutual information between any template and candidate
window given by equation (3), can be found by use of equa-
tions (8) and (9) respectively. A process identical to the
histogram-based matching technique can then be followed
for the remainder of the algorithm, i.e. the optimal match
and thus disparity estimate, is the one in which the mutual
information between the template and candidate window is
maximal.
3.3 Discussion
The main advantage of this parametric approach lies in the
simple evaluation of the respective entropies once the den-
sity parameters have been estimated. This essentially by-
passes the second sample that is used by Viola to estimate
the entropy, replacing it with a simple function evaluation.
However, preliminary results generated from this technique
exposed two significant flaws in the approach. The first and
most distinct drawback is the inability of the GLD to model
multimodal peaked distributions. This ability becomes es-
sential in situations when a matching window may overly
an edge in the image. This results in both high and low in-
tensities being present in the current window, resulting in at
lest a bimodal intensity distribution. Thus, by being unable
to model these situations effectively with the GLD, many
false matches were being generated.
The second drawback is a direct result of the assump-
tion made during the entropy evaluation of the bivariate
GLD. As mentioned above, a linear covariance matrix had
to be assumed in order to find an analytic solution. How-
ever, by assuming this linear covariance (independence),
it removed the ability of the bivariate GLD to effectively
model the linear relationship that exists within a joint den-
sity function at the correct match. When matching two win-
dows that are identical or near to it (which occurs at the
correct match), a linear relationship will exist between the
intensity distributions in both windows. This relationship
can be seen as a straight diagonal line in the joint density
function. However, removing the cross-variances by our
assumption eliminated the ability of the bivariate GLD to
model the joint density at the correct match. Thus, gener-
ating even more false matches.
Both of these flaws are very significant and dissolve
any possibility of this approach being used as an effective
method of stereo matching. Thus, the next most logical step
to take in the pursuit of a parametric method is an extension
to Gaussian mixture models.
3.4 Extension to Gaussian Mixture Models
Modelling the underlying probability density functions us-
ing Gaussian mixture models (GMMs) overcomes the first
drawback of the above method, i.e. the inability to model
multimodal distributions. The expression of a univariate
GMM is simply a weighted sum of Gaussians and is given
by the following,
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where k represents the number of Gaussians present in
the mixture model,
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The weights a
i
and parameters 
i
of these Gaussians can
be estimated using the Expectation-Maximisation (EM) al-
gorithm. See Cadez et. al [8] for a description.
3.5 Entropy of a GMM
Now that we have the ability to model multimodal distribu-
tions, the next step is to find an expression for its entropy.
The entropy of a GMM is given by the equation below.
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To solve this integral via analytical means is extremely dif-
ficult, if not impossible. This is due to the inability to ex-
pand the log of a sum. Even if some analytical approxima-
tions are used, such as the expansion of log(1 + x) using a
Maclaurian series expansion, results in some extremely dif-
ficult integrals to evaluate. This dilemma makes the origi-
nal goal of having a simple entropy expression which is a
function only of the parameters virtually impossible. Also,
the bivariate entropy expression is even more difficult to
solve due to the extra dimension. Thus, the only avenue
left open to solve these integrals is with numerical meth-
ods.
3.6 Gauss-Hermite Quadrature
Gauss-Hermite (GH) quadrature was selected as the numer-
ical method of choice due to its simplistic implementation
and also because it is very suitable for our problem. GH
quadrature is used for situations when both integration lim-
its are infinite. In order to make the integration converge,
a weighting function must be chosen such that the function
goes to zero for both positive and negative values of x. This
weighting factor is shown below along with the expression
of GH quadrature.
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Thus, the integral of any given function f(x) with the ap-
propriate weighting function simplifies to a sum of weight-
ing factors w
i
times function evaluations f(x
i
) at specific
evaluation points x
i
. These nodes are known as the roots
of the Hermite polynomials which are orthogonal and ex-
ist in the interval [ 1;1] with the weighting function
exp( x
2
). For a more detailed discussion of GH quadra-
ture, see Carnahan et. al [9].
An advantage of the GH quadrature is that the weights
and evaluation points don’t change with any integration.
The only thing that does change is the function evalua-
tions. The function that must be evaluated is the integrand
given by equation (12). This integrand however, must be
re-arranged using a change of variables in order to bring
the appropriate weighting function exp( x2) out the front.
Typically, 14 evaluation points yield 8 decimal places of
accuracy. A similar process is also followed for finding the
entropy of the bivariate GMM.
3.7 Preliminary Results
As we have only recently begun to explore this possibil-
ity of using a parametric framework of GMMs for mutual
information in stereo matching, we have not yet generated
any disparity maps from test stereo pairs. However, the re-
sults we show in this section are a series of match functions
generated using the EM algorithm and the Gauss-Hermite
Quadrature incorporated into a parametric framework. The
parametric match functions are generated assuming only
two Gaussians exist in the GMM and these results are com-
pared against the histogram-based match functions and are
shown in the figure below.
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Figure 3. From left to right - 1D match functions showing
mutual information vs the test disparity for the Histogram-
based and Parametric techniques respectively.
The first match sequence above shows the histogram-
based and parametric technique having a maximum mutual
information at the same correct test disparity. The sec-
ond match sequence however, reveals that the parametric
technique will have more difficulties identifying the correct
maximum. Although a significant maximum does corre-
spond to the same maximum in the histogram-based match
function, there is another mutual information value to the
right that is larger. This would result in the generation of
a false match for this particular match sequence. More ex-
tensive results of this approach will be provided in the final
paper.
4. Discussion and Conclusion
We have shown in the start of this paper a new method for
stereo image matching using an adaptive window mutual
information technique. This is an area-based stereo match-
ing method and mutual information is used as a measure
of the interdependence between any two similarly sized re-
gions in the stereo pair. More specifically, regions which
yield the highest mutual information are deemed as the best
match and are used to generate the disparity estimates.
The results obtained so far with this new mutual infor-
mation stereo matching technique shows a lot of promise.
Although it is a comparatively slow matching technique,
due to the formation of a 2D frequency histogram for every
template and candidate window, its ability to overcome the
effects of radiometric distortion, as shown in Figure 2 and
discussed in [6], is significant. This is due to the robustness
of mutual information against changes in illumination.
We have also presented a discussion about our recent
efforts in developing a parametric framework for mutual
information stereo matching. This was pursued in order to
obtain entropy expressions that were functions of the dis-
tribution parameters only, allowing for easy evaluation and
bypassing the need for a second sample. The original ap-
proach using the GLD however was not very successful.
This was due to the inability of the GLD to model multi-
modal distributions. Also, the bivariate entropy expression
could only be found analytically assuming a linear covari-
ance. This assumption however, also resulted in poor per-
formance, and the algortihm was not pursued any further.
The second approach of using a GMM to model the
densities proved much more effectove. However, the higher
complexity of the model resulted in an impossible endeav-
our to find the resulting entropy analytically, thus leaving
numerical techniques as the only avenue to find a solution.
The GH quadrature proved to be quite effective as only a
limited number of function evaluations is required while
still giving good accuracy. The match functions generated
show some promise that the technique is capapble of iden-
tifying correct matches. These match functions were also
generated assuming only two Gaussians exist in the GMM.
Further improvements are expected by increasing the num-
ber of Gaussians in the GMM, thus allowing better density
estimation. Again, more extensive results of this approach
will be provided in the final paper.
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