Optically addressable spins associated with defects in wide-bandgap semiconductors are versatile platforms for quantum information processing and nanoscale sensing, where spin-dependent inter-system crossing (ISC) transitions facilitate optical spin initialization and readout. Recently, the van der Waals material hexagonal boron nitride (h-BN) has emerged as a robust host for quantum emitters (QEs), but spin-related effects have yet to be observed. Here, we report room-temperature observations of strongly anisotropic photoluminescence (PL) patterns as a function of applied magnetic field for select QEs in h-BN. Field-dependent variations in the steady-state PL and photon emission statistics are consistent with an electronic model featuring a spin-dependent ISC between triplet and singlet manifolds, indicating that opticallyaddressable spin defects are present in h-BN -a versatile two-dimensional material promising efficient photon extraction, atom-scale engineering, and the realization of spin-based quantum technologies using van der Waals heterostructures.
Optically addressable spins associated with defects in wide-bandgap semiconductors are versatile platforms for quantum information processing and nanoscale sensing, where spin-dependent inter-system crossing (ISC) transitions facilitate optical spin initialization and readout. Recently, the van der Waals material hexagonal boron nitride (h-BN) has emerged as a robust host for quantum emitters (QEs), but spin-related effects have yet to be observed. Here, we report room-temperature observations of strongly anisotropic photoluminescence (PL) patterns as a function of applied magnetic field for select QEs in h-BN. Field-dependent variations in the steady-state PL and photon emission statistics are consistent with an electronic model featuring a spin-dependent ISC between triplet and singlet manifolds, indicating that opticallyaddressable spin defects are present in h-BN -a versatile two-dimensional material promising efficient photon extraction, atom-scale engineering, and the realization of spin-based quantum technologies using van der Waals heterostructures.
Spins in semiconductors are the elementary units for quantum spintronics 1 , enabling an array of technologies including quantum communication 2, 3 , spinbased nanophotonics 4 , nanoscale nuclear magnetic resonance 5, 6 , and in vivo transduction of intracellular magnetic, thermal, and chemical fields 7 . Leading candidates in diamond [8] [9] [10] and silicon carbide 11, 12 exhibit room-temperature, spin-dependent photoluminescence (PL) that facilitates initialization and readout of individual electron spins, along with their proximal nuclear spins 13 . Substantial progress notwithstanding, synthesis and device fabrication with these threedimensional semiconductors remains challenging, especially for sensing applications, which demand the use of near-surface spins whose quantum properties are degraded as compared to the bulk. Intrinsically lowdimensional materials, such as the van der Waals material hexagonal boron nitride (h-BN) offer an appealing alternative -spins confined to the same two-dimensional (2D) atomic plane, and all at the surface, offer enormous potential to engineer novel quantum functionality.
Magneto-optical effects are the principal means by which individual spins are addressed 14 and coupled to light 15 . Quantum emission in h-BN [16] [17] [18] [19] [20] [21] [22] is believed to originate from defects with localized electronic states deep within its bandgap, similarly to other wide-bandgap materials exhibiting defect-related singlephoton emission 23 . However, even in this expanda) Present address: Department of Physics, Lawrence University, Appleton, WI 54911, USA b) Electronic mail: lbassett@seas.upenn.edu ing catalog of materials and their numerous fluorescent defects 24 , room-temperature, spin-dependent PL remains a rare phenomenon due to the necessary alignment of energy levels and symmetry-protected selection rules. Despite well-established electron paramagnetic resonance signatures for bulk h-BN 25, 26 and recent theoretical predictions 27 , experimental evidence for magneto-optical effects has been elusive to date 28, 29 . Here, we demonstrate that select QEs in h-BN do exhibit room-temperature, magnetic-field-dependent PL consistent with a spin-dependent ISC, paving the way to the development of 2D quantum spintronics.
Identification of Magnetic-Field-Dependent QEs
Present understanding of the chemical and electronic structure of h-BN's QEs is impeded by the heterogeneity of their optical properties 21 . Contending models aim to account for disparate observations; multiple QE species likely play a role 16, [30] [31] [32] . Nonetheless, h-BN's QEs universally exhibit linearly polarized optical absorption and emission consistent with optical dipole transitions from a defect with broken in-plane symmetry 16, 21, 22 . Based on symmetry considerations, any spin-dependent ISC transitions likely produce an anisotropic PL response to in-plane magnetic fields -a fact we exploit to identify and characterize individual QEs with spin-dependent optical properties. Unfortunately, the absence of wellcharacterized defect-specific emission signatures prevents the selective addressing of defect sub-ensembles, as has been essential for statistical studies and the identification of spin qubits in other materials 14, 33 . Consequently, we study QEs in h-BN at the single-defect level.
We study a 400-nm-thick exfoliated h-BN flake suspended across a set of holes etched in a silicon substrate at room temperature in ambient conditions [ Fig. 1(a) ]. Excitation-polarization-resolved PL images [ Fig. 1(b) ] reveal a number of strongly linearly-polarized emitters in the suspended region. To identify magnetic-fielddependent emitters, we construct differential images [ Fig. 1(c) ] of the PL variation, (I B − I 0 )/I 0 , where I B (I 0 ) is the brightness extracted from composite PL maps with (without) a magnetic field, B, applied along the horizontal in-plane direction (see Methods).
Most of the emitters in the suspended region (below the dashed curve in Fig. 1(c) ) show no change with the magnet, whereas a few red and blue features highlight potentially interesting spots. Upon further study, some features are not reproducible, but two emitters in particular, denoted by circles and squares in Figs. 1(b-c) , exhibit systematic changes in brightness due to the applied field. Strikingly, the circled emitter brightens whereas the boxed emitter dims in response to B at this orientation. The following discussion focuses on the circled defect, which remained stable over several months. Data for the boxed emitter and other field-dependent spots are also available 34 . Figures 1(d-f) summarize the spatial, temporal, and spectral emission characteristics of the QE circled in Figs. 19, 21, 22 , the PL exhibits incomplete visibility as a function of linear excitation polarization angle, with an optimum excitation axis (hereafter called the absorptive dipole) offset from the fully polarized emission-dipole axis by an angle ∆ = 53
1(b-c). Like many QEs in h-BN
• ± 4
• . The absorptive dipole orientation is independent of B 34 . The background-corrected second-order autocorrelation function,g (2) (t), [Fig. 1(e) ] exhibits an antibunching dip near zero delay that drops below the threshold,g (2) (0) < 0.5, indicating the PL is dominated by a single emitter. Figure 1 (f) shows the QE's roomtemperature PL spectrum with and without an applied magnetic field.
In Fig. 1 , the absorptive dipole of the circled QE is horizontal, B. As illustrated in Fig. 1(g) , we explore arbitrary field orientations by rotating the sample about the optical axis, where α (ε) denotes the orientation of the absorptive (emissive) dipole, relative tox, and by adjusting a magnet goniometer in thex-ẑ plane, where β is the angle of the field relative tox.
Variations in steady-state PL Figure 2 (a) shows the PL variation as a function of sample orientation when an 890 G magnetic field is applied alongx. The dashed line denotes the zero-field emission rate. The QE exhibits both increased and decreased emission as a function of the in-plane field direction, with >50% variation in both directions. Furthermore, the 90
• modulation period is approximately aligned to the optical dipole orientations, such that the PL is brighter (dimmer) when the field is either aligned or perpendicular to the absorptive (emissive) dipole. While this anisotropic PL modulation is reminiscent of other quantum emitters with spin-dependent ISC transitions 35 , the 90
• symmetry and bipolar response (i.e., both brightening and dimming) are unique.
The disparate behavior as a function of B for different sample orientations is illustrated in Fig. 2(b) . The PL increases monotonically with B at α = 90
• whereas the response at α = 45
• is non-monotonic; an initial increase out to ≈70 G is followed by decreasing PL which eventually falls below the zero-field emission rate. In both orientations, the variation appears to saturate by ≈600 G and is independent of optical excitation power 34 .
For out-of-plane fields (β = 90 • ), the PL increases monotonically [ Fig. 2(c) ], although the variation saturates by ≈200 G and is noticeably smaller than for β = 0
• . The offset between data sets at different sample orientations likely reflects uncertainty in estimating the zero-field emission rate. A similar monotonic increase observed for β = 45
suggests an underlying 180
• symmetry for rotations aboutx orŷ, contrasting with the 90
• periodicity observed for rotations aboutẑ.
Photo-Dynamic Response
The QE's photon emission statistics provide insight into the field-dependent optical dynamics that modulate the steady-state PL. Figs. 3(a,b) show the observed photon autocorrelation function for several settings of the sample orientation and B. Universally, the QE exhibits antibunching at short (t 1 ns) delay times and bunching over longer (t ≈ 1 µs) times, qualitatively similar to previous observations of h-BN's QEs 16, 17, 20, 21 . We fit the data using an empirical model: g (2) (t) = 1 − C 1 e −t/τ1 + n i=2 C i e −t/τi , where n=2 or 3 depending on the shape of the data 34 . For quantitative comparisons with simulations, we also calculate background-corrected values,C i (see Methods).
The dominant field effect appears in the amplitude of the leading bunching component,C 2 , which decreases (increases) when the steady-state PL becomes brighter (dimmer) [Figs. 3(c,d) ]. Meanwhile, the bunching timescale remains nearly constant at τ 2 ≈ 1.4 µs. This behavior is consistent with a QE model including one or more metastable dark states and an ISC modulated by B. In this model, a larger bunching amplitude reflects an increase in the steady-state population trapped in the dark state, and correspondingly lower PL. Interestingly, a third lifetime component with τ 3 ≈ 16 µs is required to capture the autocorrelation shape when B = 0 G, but this component vanishes when B is in plane [ Fig. 3(b, inset) ]. (f ) PL spectra with and without an in-plane magnetic field parallel to the QE's absorptive dipole. (g) Illustration of the coordinate system for magnetic fields with respect to the microscope objective and sample. β, in thex-ẑ plane, defines the angle of the magnetic field with respect to the sample plane and α (ε), in thex-ŷ plane, denotes the absorptive (emissive) dipole angle.
Modeling Spin-Dependent Optical Dynamics
We use a semiclassical master equation to simulate QE optical dynamics, where the relative transition rates between spin and orbital sublevels are determined by the symmetry-defined Hamiltonian and a set of empirical parameters 34 . We consider systems characterized by the point group C 2v , encompassing many simple defects in multilayer h-BN including vacancy-impurity complexes such as C B V N and distorted vacancies such as N B V N . Using molecular-orbital theory, we consider all possible combinations of three mid-gap, single-particle orbital levels that can encompass an optical ground and excited state with in-plane optical dipole transitions as well as at least one intermediate state from a different spin manifold [ Figs. 4(a,b) ].
We further consider configurations with total spin S ∈ {0, 2 }. The lack of symmetry-protected orbital multiplets in C 2v makes configurations with S > 3 2 energetically unfavorable. An applied magnetic field mixes the spin sublevels of configurations with S ≥ 1 with a pattern determined by the zero-field splitting terms. Crucially, although the spin eigenstates for an S = 1 Hamiltonian vary with 180
• periodicity as a function of in-plane field orientation, the mixing and ISC spin-selection rules can lead to 90
• periodicity in the steady-state PL and au- tocorrelation parameters (Fig. 4) . On the other hand, for S = 3 2 , the spin eigenstates are 360
• -periodic 34 . Furthermore, spin-dependent selection rules do not naturally arise for doublet-quartet transitions in C 2v , since there is only one double-group representation that must characterize all eigenstates with half-integer spin. We therefore argue that singlet-triplet configurations are most likely to explain the observed behavior.
Of all the configurations we considered 34 , the level diagrams in Figs However, simulations of the triplet-ground-state model predict larger variations in τ 2 than we experimentally observe. Moreover, the simulated PL is at a maximum when the triplet optical dipole [grey arrow in Fig. 4(c) ] is aligned or perpendicular to B, whereas experimentally we observe a minimum when ε = 0
• or 90 • (we assume the emission dipole axis reflects the QE's underlying symmetry). The singlet-ground-state configuration of Fig. 4(b) matches the experiments on these points, hence we tentatively identify it as a potential model for the physical system 34 . So far we have not considered possible chemical structures that could produce the proposed level diagram. Recent calculations 16, [30] [31] [32] focus on simple configurations with light elements such as C B V N or N B V N . These defects have C 2v symmetry and share some features with our models. However, electronic structure calculations in 2D materials remain challenging 31 , and uncertainty persists regarding the energy-level ordering even for these simple candidates. Exploration of structures involving heavier elements or larger complexes remains an important goal, ideally guided by atom-scale structural imaging 36 correlated with optical experiments.
While the models in Fig. 4 capture many experimental features, they do not account for all observations. In particular, the simulations in Fig. 4 (d) predict a minimum for the PL at B = 0 G, with no change when B ẑ. Also, whereas longer-lifetime bunching components do emerge from the simulations in certain circumstances, we have been unable to quantitatively reproduce the observations in Fig. 3 (c) using a single set of field-independent parameters. These discrepancies could be related to hyperfine coupling, which is not included in our model, but likely becomes important near B = 0 G 34 .
Future experiments are required to answer these important questions. Field-dependent emission appears to be relatively rare for h-BN's visible emitters, occurring for only a few percent of spots in our samples, but the underlying difference between field-dependent and fieldindependent emitters remains unknown. Other measurement modalities, especially optically detected magnetic resonance (ODMR), will be crucial to confirm the predictions of our model and to determine the underlying spin Hamiltonian parameters. Calculations suggest a large ODMR contrast will be observed under the right conditions 34 . From a materials perspective, significant further work is needed to reproducibly create these spin defects and incorporate them in devices.
Conclusions and Outlook
The observation of room-temperature, spin-dependent PL from select QEs in h-BN expands the role of h-BN for use in quantum technologies. Nanophotonic and nanomechanical devices will exploit optically-addressable spins in h-BN for quantum optics 2,15,37 and optomechanics 27, 38 . QE electron spins can be used as actuators to address nearby nuclear spins 13, 39 , offering a platform to study strongly-interacting spin lattices 40 and perform quantum simulations 41 . As sensors, the striking PL variation in response to relatively weak magnetic fields bodes well for ultrasensitive detection of nanomagnetism 42, 43 and chemical characterization 5, 6 . A spinless singlet groundstate, as proposed in our electronic model, benefits these applications by removing electron-induced nuclear decoherence and unwanted sensor backaction 44 .
Additionally, van der Waals heterostructures offer unprecedented opportunities to engineer the QEs' local environment and control their functionality, enabling alternative mechanisms for electro-optical addressing. For example, QE spins in h-BN could couple to free carriers or excitons in graphene or transition-metal dichalcogenides, where spin-dependent quantum emission in h-BN could be used to initialize or read out spin-valley qubits for cascaded information transfer between layers 45, 46 .
METHODS

Sample Preparation and Mounting
Earlier work highlighted the strong influence of substrate interactions during irradiation and annealing treatments on h-BN's visible fluorescence 21 . To eliminate these effects, we study emitters present in freelysuspended h-BN membranes that have been exfoliated from commercially available bulk single crystals and treated as described. All measurements are performed in ambient conditions. H-BN samples are prepared by exfoliating singlecrystal h-BN purchased from HQ Graphene onto patterned 90 nm-thick thermal SiO 2 on Si according to Ref. 21 . Following exfoliation, samples undergo an O 2 plasma clean in an oxygen barrel asher (Anatech SCE 108) and are annealed in Ar at 850
• C for 30 minutes. They are imaged using a scanning electron microscope operating at 3 kV (FEI Strata DB235 FIB SEM), after which the samples are again annealed in Ar at 850
• C for 30 minutes.
An exfoliated and prepared sample is mounted on a rotation stage enabling in-plane rotation of the sample, and thus the optical dipoles of individual defects, with respect to the rest of the setup in a home-built confocal fluorescence microscope with 592 nm continuous wave excitation. 34 Excitation powers used for both bleaching and imaging range from 175-550 µW and the PL variation is roughly constant over this range. 34 Additional control over the direction of excitation linear polarization is facilitated with a half-waveplate. An external magnetic field is applied using neodymium magnets mounted on a home-built goniometer that enables variations between the direction of the applied field and the sample plane, as shown in Figure 1 (g). Changing the distance between the magnet and the sample allows for a range of applied magnetic fields from 0-890 G.
PL Images
Following the procedure described in Ref. 21 , composite polarized PL images as in Figure 1 Differential PL images as in Fig. 1 (c) are constructed using the value (i.e., brightness) coordinate from composite images acquired with and without a magnetic field. A small constant PL variation [≈8% in Fig. 1(c) ], calculated by averaging over all pixels, is subtracted to account for field-induced changes to the microscope's alignment.
PL Spectra
PL spectra are taken using a Princeton Instruments IsoPlane 16 spectrometer and a PIXIS 100 CCD with a spectral resolution of 0.7 nm. Multiple exposures (> 2) are collected, dark count subtracted and cosmic ray rejected, then averaged together. PL spectra are not corrected for wavelength-dependent photon collection efficiencies. A 633 nm long pass edge filter (Semrock, BLP01-633R-25) in the collection line blocks the 592 nm laser. In Fig. 1(f) , the h-BN Raman line is visible at the edge of the collection band, at ∼ 644 nm. The fieldindependent feature around 650 nm is associated with the background.
PL Variation with Magnetic Field Measurements
To calculate the PL variation at different (α, ε) orientations and at different magnetic field strengths, the background-subtracted PL is determined from a combination of Gaussian fits to PL images and measurements of the time-averaged emission rate detected by focusing directly on the emitter for 30-120 s at each setting. At B = 0 G, the orientation-dependent transmission of PL from the circled emitter through the collection line of the confocal microscope is measured in order to normalize for the small variations (< 6%) in PL that occur when the sample is rotated. At each sample orientation, the excitation polarization is aligned with the absorptive dipole. PL variation as a function of sample orientation (Figs. 2(a), 3(c)) are binned every 3
• and PL variation as a function of magnetic field strength (Figs. 2(b-d)) are binned every 5 G, where the weighted average of the data in the bin is calculated. Error bars represent the variance of the weighted average in a particular bin along with the average variance of points in all bins, scaled by the number of points per bin.
Autocorrelation Analysis
Autocorrelation data is obtained using a Hanbury Brown-Twiss setup with a time correlated single-photon counting module (PicoQuant PicoHarp 300) in timetagged, time-resolved collection mode. The second order autocorrelation function, g (2) (t), is calculated from the photon arrival times using the method described in Ref. 47 , and the curves are fit using empirical functions as described in the text. The choice of model is based on the quality of weighted least-squares fits accounting for the Poissonian uncertainty of each bin.
Background-corrected amplitudes,C i , are calculated using separate calibration measurements of the signalto-background ratio at each field setting. Using an average measurement of the Poissonian PL background taken from several nearby locations on the suspended membrane, we estimate the background-correction parame-ter, ρ = I/(I + I bkgd ), where I is the QE PL and I bkgd is the background PL. The background-corrected amplitudes are then given byC i = C i /ρ 2 . Best-fit parameters and their background-corrected values for all autocorrelation measurements are listed in Supplementary Table  S1 34 . Confidence intervals reflect uncertainty in the fits and the measurement of ρ.
The short-delay autocorrelation data in Fig. 1 (e) are background corrected in a similar manner using the relation
The underlying data are the same as in Fig. 3 (a) (red points), rebinned over a linear scale. Since the range of delays is much smaller than the shortest bunching timescale, we fit these data using a simplified empirical function,g
from which we determine a best-fit valueg (2) (0) = 1 − C 1 +C 2 = −0.2±0.9, satisfying the single-emitter threshold,g (2) (0) < 0.5, by 0.8σ. The accuracy of this measurement is limited by shot noise and detector timing jitter due to the short antibunching timescale, τ 1 = 0.8±0.2 ns.
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Excitation polarization dependence is measured by rotating the linear polarization of the excitation laser using a half waveplate. The PL is not polarization-selected; all emitted PL (λ P L > 633 nm), regardless of polarization, is collected. For the emission polarization measurements, the excitation polarization is fixed (typically at the angle which maximizes the collected PL for the defect in question) and a linear polarizer is placed in front of the detector and rotated to the desired emission polarization angles. Polarized emission with wavelengths between ∼710 nm and ∼745 nm is measured. Both the excitation and collection lines are corrected to account for the birefringence of the dichroic mirror and other optics in the microscope.
SAMPLE PREPARATION
Single-crystal h-BN purchased from HQ Graphene is exfoliated onto patterned silicon wafers topped with a 90-nmthick thermal SiO 2 layer as described in Ref. 1 . Following exfoliation, samples undergo an O 2 plasma clean in an oxygen barrel asher (Anatech SCE 108) and are annealed in Ar at 850
• for 30 minutes. Subsequently, the samples were imaged in a scanning electron microscope (SEM) operating at 3 kV (FEI Strata DB235 FIB SEM). The flake studied in this work was imaged for < 5 minutes, and the sample was in the SEM chamber for <30 minutes. Following SEM, the samples are again annealed in Ar at 850
• for 30 minutes. Figure S2 shows a white light optical microscope image of the h-BN flake studied along with an atomic force microscope (AFM) image taken over a portion of the supported sample near the suspended region under study (dotted box in the optical image). A line cut through the AFM data shows that the sample is ∼ 400 nm thick. Figure S3 shows the PL variation of the emitter studied in the main text due to an in-plane magnetic field as a function of the optical excitation power. The variation appears to be independent of power across the range of settings used in our experiments.
POWER DEPENDENCE OF MAGNETIC FIELD-DEPENDENT EMISSION
FIELD INDEPENDENCE OF THE ABSORPTIVE DIPOLE ORIENTATION
The apparent orientation of the absorptive dipole for the defect featured in Figures 2-3 of the main text is unaffected by an applied magnetic field, as shown in Figure S4 . Excitation polarization scans taken at three different sample orientations (α = 0
• , 45
• , and 90
• ) with applied magnetic fields both in-plane and out-of-plane display a fixed absorptive dipole orientation. 
ANALYSIS AND FITS OF PHOTON COUNTING STATISTICS
Photon autocorrelation data acquired for different settings of the applied magnetic field are fitted using an empirical model as described in the main text and corrected for the measured background. Best-fit parameters are listed in Table S1 .
ADDITIONAL MAGNETIC-FIELD-DEPENDENT EMITTERS
We observed reproducible PL variations in response to in-plane magnetic fields for a handful of other emitters in the same suspended region of the h-BN flake. For example, the emitter marked with a square in Fig. 1(b,c) exhibited a ≈ −20% PL variation ( Figure S5 ) in the orientation shown. Other spots brightened in response to a field. Unfortunately, many of these emitters bleached away upon further study. Blinking and other instabilities on long timescales also complicate the field-dependent measurements. We estimate that <5% of emitters observed in this sample exhibit a reproducible field dependence, although we note that our searches for field-dependent emitters via TABLE S1. Magnetic-Field-Dependent Photon Emission Statistics. Best-fit parameters to photon autocorrelation curves from the emitter reported in the main text at different orientations of an applied magnetic field.
( differential images were taken at one particular magnetic field orientation and could have excluded emitters for which the field orientation resulted in no PL variation. Nonetheless, the number of field-dependent emitters compared to all emitters is small. Figure S6 summarizes a series of measurements concerning a field-dependent emitter in a different region of the same suspended flake considered in the main text. Figure S6 (a) shows a PL image of a suspended part of the flake which contains the emitter (circled). The PL image is obtained with linearly polarized 592 nm illumination (linear polarization setting of 20
• relative to the horizontal) that maximizes emission, with an applied in-plane magnetic field in the horizontal direction of 25 G. All measurements are performed with an illumination power of 130 µW (measured before the objective).
Figure S6(b) shows the PL variation as defined in the main text, (I B − I 0 )/I 0 , where I B , I 0 refer to the PL intensity for an in-plane field of 890 G and 25 G, respectively. The circled emitter's PL intensity decreases by ∼40%. Figure S6 (c) shows the emitter's PL spectrum with an applied in-plane magnetic field of 25 G and 890 G. The main component of the low-field PL spectrum between ≈700-800 nm clearly reflects the field-dependent decrease in emission rate, although interestingly there is a blue-shifted increase in PL around 670 nm when the field is applied. The field-independent feature around 650 nm is associated with the background. The peak at ∼730 nm at low field (25 G) as well as most emission in the range 700 nm -750 nm is similar to that of the emitter discussed in main text. However, we note that other field-dependent emitters observed in this sample (e.g., the emitter whose spectrum is plotted in Fig. S5 ) exhibit qualitatively different spectra.
Figure S6(d) shows the absorptive dipole orientation at different sample orientations for 25 G and 890 G in-plane magnetic field. The apparent dipole orientation is independent of applied magnetic field, similar to the emitter presented in the main text (see Fig. S4 ). Figure S6 (e) depicts the PL variation as a function of sample orientation, comparing in-plane magnetic field strengths of 25 G and 890 G. In contrast to the 90
• -periodic pattern of brightening and dimming observed for the emitter studied in the main text, this defect exhibits reduced PL for all in-plane field directions. The dashed line signifies the average PL variation of ∼38%. Blinking is observed especially at low fields, and is responsible for the large spread in observations. The PL variation in response to an out-of-plane field (not shown) is also negative. Figure S6 (f) depicts the photon autocorrelation function for in-plane magnetic field strengths of 25 G and 400 G. At both fields, the defect exhibits antibunching with a timescale, τ 1 ≈ 7 ns, and bunching over longer times. The data is fitted with the empirical model discussed in the text. The inset shows the photon autocorrelation data for 25 G, after correction for a Poissonian background (measured at a nearby location on the flake) and binned by delay on a linear scale. A fit to the data using a single exponential antibunching decay drops below the single-emitter criterion with a best-fit minimum valueg (2) = 0.00 ± 0.13 < 0.5.
At low fields, at least three bunching decay terms are required to achieve a suitable fit to the data (i.e., n = 4 in the model), with characteristic bunching timescales τ 2 ≈ 350 ns, τ 3 ≈ 180 µs, and τ 3 ≈ 2 ms. When the field is applied, the behavior is well-approximated by a single decay at τ 2 ≈ 2.3 µs. Again, this is qualitatively similar to the behavior of the defect in the main text, in that the long-timescale bunching vanishes with the field is applied, but it also is quantitatively different in several important respects. We believe that these differences can be captured within our model -even using the same basic level structures -through variations in the local defect parameters due, e.g., to strain that shifts the triplet zero-field splitting terms, variations in inter-system crossing (ISC) rates due to energy offsets between the triplet and singlet states, and variations in the triplet spin-T 1 relaxation time. Clearly, further investigation is required to understand the relevant perturbations and the range of possible field-dependent behaviors for different emitters.
MOLECULAR ORBITAL THEORY FOR H-BN DEFECTS AND OPTICAL DYNAMICS
The goal of our theoretical study is to use molecular orbital (MO) theory to enumerate a set of simplified models for defect electronic structure based on symmetry considerations [2] , and then to perform semiclassical calculations to simulate their optical and spin dynamics under steady-state illumination, for comparisons with experimental results. To that end, we do not start with a particular defect model and study it in detail; rather we explore the qualitative similarities and differences between various electronic configurations in an effort to narrow the space of possibilities. We hope this will motivate future efforts to compare these qualitative predictions with quantitative, ab initio, calculations of prospective defect configurations in h-BN.
Choice of Point Group
The starting point for any MO calculation is the identification of the relevant point group describing the symmetry of the molecule or defect system. Here, we focus on the point group C 2v based on the following considerations:
1. We universally observe optical selection rules in absorption and emission for linearly-polarized photons in the (x, y) plane, i.e., parallel to the hBN membrane. These selection rules naturally result from the symmetryallowed orbitals in C 2v as shown below.
2. Our observations of field-dependent PL are consistent with underlying reflection symmetry about the (x, y) plane, whereas we observe fourfold (90 • ) rotational symmetry for in-plane fields.
3. C 2v symmetry is the expected point group for many defect complexes in h-BN, including distorted vacancies such as N B V N , and vacancy-impurity complexes such as C B V N , both of which have been proposed as models for hBN's visible quantum emission.
We view (1) and (2) as the most important considerations, and briefly discuss later why other possible point groups such as D 3h or C s are unlikely to yield behavior consistent with our observations. Details for the point group C 2v and its irreducible representations (IRs) are provided in Tables S2 and S3 . Note that we choose a coordinate system with x as the principal symmetry axis, lying in the h-BN plane, with the z-axis oriented normal to the h-BN plane. 
A1 (X) B2 * Optical selection rules shown in parentheses.
Spin Hamiltonian
To begin, we consider only the electronic degrees of freedom, i.e., neglecting hyperfine coupling with nuclear spins. In this case, we start with the generalized Hamiltonian for an electronic configuration with total spin S:
Since spin-orbit coupling in h-BN is relatively weak, we assume that the components of the g-tensor are nearly equal to the bare value, g ∼ 2, since spin-orbit corrections to the g-factor are of order λ ∆ 1, where λ is the spin-orbit strength and ∆ is the orbital crystal field splitting. In C 2v we need to include two zero-field splitting (ZFS) parameters, D and E, in the fine structure term of H. This is in contrast to higher-symmetry cases such as C 3v or D 3h where E vanishes due to symmetry. The fact that E must be included is easy to see from the fact that all of the terms (S 2 x , S 2 y , S 2 z ) transform like the trivial representation, A 1 , and therefore are allowed to appear in the Hamiltonian, which also transforms as A 1 by definition. In our general treatment, D and E are empirical parameters; their origin can be either first-order spin-spin or second-order spin-orbit interactions, although spin-spin interactions are likely to dominate due to the weak spin-orbit coupling in h-BN. In this case, their values can be calculated explicitly in terms of two electron integrals given a specific orbital configuration [3] [4] [5] . Hence the Hamiltonian takes the simplified form:
We consider cases with total spin S = 0, 1 2 , 1, and 3 2 . Since there is no orbital degeneracy in C 2v , configurations with S> 1 2 are likely to occur as metastable excited states, but they can also become the ground states in the case of closely-spaced orbitals and sufficient spin-exchange interactions, as predicted for some defects in hBN by Refs. [5] [6] [7] . However, states with higher spin require additional closely-spaced orbitals (e.g., three orbitals in the case of a quartet) and therefore are progressively more unlikely. For this reason, we do not consider spin configurations with S> 3 2 . We consider each case below:
S=0: Singlet configuration
Here the spin Hamiltonian vanishes. The symmetry of the spin-singlet configuration is A 1 , as can be confirmed from the coupling coefficients and the double-group representation in C 2v (e.g. from Ref. [8] ). 
S=1: Triplet configuration
The zero-field spin eigenstates in the triplet configuration are non-degenerate due to the ZFS parameters. We can identify those eigenstates as the {|s x , |s y , |s z } spin basis
where |↑ and |↓ are spin-1/2 eigenstates of S x , and we determine the corresponding IR for each state using the symmetry coupling coefficients for the double group [8] . In this basis, the general Hamiltonian of eq. 1 takes the form:
Here we notice that each Cartesian component of the magnetic field mixes one pair of spin eigenstates. In particular, in-plane components of the field mix |s x and |s y with |s z , i.e., in polar coordinates:
Such mixing is essential to our models of spin-dependent fluorescence, and the symmetry is important. In this case, the eigenstates exhibit underlying 180
• rotational symmetry (they depend on the relative sign between the two mixing terms but not the overall sign). However, we will show below that in situations where the optical dynamics depend on the overall projection of the triplet eigenstates on |s z , or on mixing between |s x and |s y (which for the case of in-plane fields can only occur through |s z ), the resulting fluorescence can exhibit 90
• symmetry, consistent with our observations. For example, Fig. S7 shows the spin eigenvalues and projections on each basis vector as a function of in-plane magnetic field direction, when E = 0.2D and gµ B B/D = 0.5. Note that the overall pattern has 180
• symmetry, but that the mixing between states dominated by |s x and |s y (blue and orange) exhibits 90 deg symmetry. 
Assuming D E, the doublets consist mostly of the m s =± 1 2 and ± 3 2 eigenstates, respectively, but the E term slightly mixes the pairs of states { Notably, however, the rotational symmetry in response to in-plane magnetic fields is different than for the triplet case. The Hamiltonian as a function of B in polar coordinates becomes:
Here, whereas the eigenvalues still exhibit 180
• rotational symmetry, the eigenvectors exhibit 360
• deg symmetry. Figure S8 gives an example using the same parameters as for the triplet case in Fig. S7 . There is no indication of Figure S8 . Spin-Quartet Eigenstates. Energy eigenvalues (units of D) and corresponding projections on the Sx basis, ms = {3/2, 1/2, −1/2, −3/2}, as a function of in-plane orientation of an applied magnetic field. Zero-field splitting parameters are the same as in Fig. S7 . Figure S9 . Electronic configurations (Singlet-GS). Two single-particle levels of arbitrary symmetry x1 and x2 occupied by two electrons give rise to three multi-particle levels as shown at right.
couplings between the states that could give rise to dynamics with 90
• symmetry in this case. Even more importantly, we will explore below how spin-orbit interactions give rise to spin-dependent selection rules for the ISC between singlet and triplet states, which subsequently produce changes in the PL as a function of magnetic field orientation. For the case of the doublet-to-quartet ISC, however, such selection rules do not arise naturally on the basis of symmetry, since there is only one double-group representation in C 2v that must describe all states in both manifolds. For these reasons, we believe it is unlikely that a defect with S= 1 2 or S= 3 2 configurations can be consistent with our observations, and we do not consider these systems further.
Electronic Level Structure: Jablonski Diagrams
Following the MO theory treatment [2] , we enumerate the configurations of single-particle and multi-particle energy levels that can arise from defects with C 2v symmetry, together with their radiative (optical dipole) and non-radiative (ISC) transition selection rules. Based on the considerations above, we consider cases including spin singlet and triplet manifolds, either of which could contain the ground state (GS) and fluorescent excited-state (ES).
Spin-singlet ground state:
The simplest case we could consider includes only two single-particle (SP) levels active in the optical dynamics, which can be arranged in a ground or excited-state singlet, or a triplet state with intermediate energy, as shown in Fig. S9 . Based on the multiplication rules (Table S3) , we know that the ground state must have symmetry 1 A 1 independent of the symmetry of the SP levels. The symmetry of the singlet ES and optical selection rules are similarly determined from the group multiplication table. In modeling the ISC, we assume the transition is mediated by spinorbit coupling, with symmetric phonons accounting for the energy relaxation. The allowed transitions are those for which the total spin-orbit symmetry of the system is conserved. (This is the case, for example, for the ( 3 E → 1 A 1 ) ISC for the diamond NV center, whose spin-selectivity arises since there exists a combination of m s = ±1 levels in 3 E that have spin-orbit symmetry A 1 , forming an allowed transition to the singlet level which also transforms like A 1 .) Therefore, it is helpful to enumerate the spin-orbit symmetry of each spin sublevel using the symmetrized spin-triplet states of eq. (3) and the group multiplication rules (Table S3 ). The resulting spin-orbit representations are listed in Table S4 :
Using Table S4 , we can determine which spin eigenstate is allowed to pass through the ISC. Noting that the spinorbit symmetry of all three triplet states is distinct from that of the orbital state alone, we observe that there are no spin-orbit-allowed transitions between the states 1 X and 3 X in Fig. S9 . These transitions can be allowed via other means (e.g., through spin-spin interactions or asymmetric phonons) but are not likely to be strongly spin selective. Depending on the symmetry of X, there could be a spin-selective ISC back to the 1 A 1 ground state. In our experiments, we observe optical dipole transitions with in-plane linear polarization selection rules. There are only two possibilities for the multi-particle level structure that are consistent with this observation, as shown in Fig. S10 . In the case of Fig. S10(a) , the two SP orbitals are the same (x 1 = x 2 ), and there are no spin-orbit-allowed ISC transitions. We should not expect to see any spin-dependent effects in this situation. In Fig. S10(b) , the two SP orbitals are different (chosen from either {A 1 , B 1 } or {A 2 , B 2 }), and the metastable triplet decay should be spin dependent.
It is also possible that more than two SP levels are involved. In fact, we suspect additional excited states are likely to play a role based on the difference between the polarization dependence of the absorptive and emissive optical transitions. For example, the next-simplest level structure is shown in Fig. S11 . Still, since the PL is strongly polarized in plane, the state 1 X is probably 1 A 1 or 1 B 1 as above, so the only qualitative change here might be that the brief occupation of the state 1 Y might contribute a spin-dependent pathway to the 3 X triplet state, which will be symmetry-allowed if X = Y . Depending on the level spacings, a further 1 A 1 singlet excited state resulting from double occupation of the x 2 SP level might also be close in energy to 1 Y . However, any such states would be transiently occupied, most likely for a timescale shorter than the optical relaxation time (∼1 ns) and therefore we ignore them hereafter from the point of view of simulating ISC dynamics.
Spin-triplet ground state:
For the case of a ground-state spin triplet, we need at least three SP levels to encompass the optical ground and excited states, as shown in Fig. S12 . As before, the lowest-lying singlet state must have symmetry 1 A 1 . Since the orbital configurations X and Y can each be chosen from one of the four IRs in C 2v , this arrangement gives rise 4 2 = 16 potential configurations of multi-particle states. But again, we can reduce this set by considering only those configurations which exhibit an optical selection rule for in-plane polarization between 3 X and 3 Y. Based on the C 2v multiplication table, we see that:
• If the emission is polarized along x, then X = Y .
• If the emission is polarized along y, then {X, Y } ∈ {A 1 , B 1 } or {A 2 , B 2 }. Figure S12 . Electronic configurations (Triplet-GS). Three single-particle levels of arbitrary symmetry x1, x2, x3 occupied by two electrons give rise to multi-particle levels as shown at right. This reduces the number of possible combinations from 16 to 8.
We also note that there will be singlet excited states that have orbital parts of the form |x 1 x 2 +|x 2 x 1 , and similarly for the x 1 x 3 combination, whose total orbital symmetry will be the same as the triplet states X and Y , respectively. Especially if the states x 1 and x 2 are close in energy, as would be expected if exchange splitting is strong enough to make 3 X the ground state, we should expect another singlet state 1 X of the same symmetry to be close in energy to 1 A 1 , so it can also potentially contribute to the ISC. As shown in Fig. S12 , an additional 1 A 1 state composed of the (x 2 )
2 SP-level configuration could also play a role in the dynamics, although it is likely that Coulomb interactions will increase the energy spacing between two singlet levels of the same symmetry such as 1 A 1 and 1 A 1 . Finally, similarly to the case of the singlet-GS configurations in Fig. S11 , additional triplet excited states could play a role in off-resonant absorption (e.g., the triplet state composed of the (x 2 x 3 ) SP-level configuration), but we assume they do not contribute to the radiative or ISC relaxation pathways.
We account for all of these possibilities by varying the choice of ISC selection rules. As before, the spin-dependent ISC selection rules are determined by the spin-orbit-symmetrized triplet configuration (Table S4 ) that transforms identically to the corresponding singlet state. We assume that optical-dipole allowed relaxation within the singlet levels means that the final ISC transition will always occur from the lowest-lying 1 A 1 state. The 8 resulting Jablonski diagrams are listed in Fig. S13 . We use a semiclassical Master Equation (ME) model to simulate the orbital and spin dynamics of these systems under optical illumination. For example, level structure (b) of the singlet-GS cases consists of five individual states, coupled by rates as indicated in Fig. S14 . Here Γ e is the optical excitation rate, Γ s is the spontaneous radiative decay rate, and Γ ISC1 , Γ ISC2 are the non-radiative ISC rates to and from the metastable triplet state, respectively. The ISC spin selection rules are encapsulated in the coefficients m i , m i given by
where µ ∈ {x, y, z} and p µ are the normalized selection rules between the singlet and the corresponding zero-field eigenstate |s µ . This incoherent sum over projections onto the field-dependent eigenstates |s i corresponds to the usual assumption that the ISC transition are incoherent, i.e., that the triplet state resulting from an ISC is described by a density matrix
We can also include additional spin relaxation processes within the triplet state. With knowledge about a specific process (e.g., hyperfine or spin-phonon coupling) one could include decoherence using the Lindblad ME approach.
Here, in order to capture the qualitative effects, we simply include spin relaxation through a set of uniform transition elements connecting all three pairs of triplet states, at the rate 1/T 1 . Hence the ME takes the formẋ = Rx, where the off-diagonal elements of the rate matrix are
and the diagonal components are simply R ii = −Σ j R ji in order to conserve total probability. The ME for the triplet-GS cases are constructed in a similar way for a system with seven states as shown in Fig. S15 . Here we additionally make the assumption that optical excitation and emission conserve the triplet spin state, ignoring spin-mixing transitions that might occur due to the fact that the ground and excited-state spin Hamiltonians are different. We also ignore spin relaxation in the triplet excited state due to its short (∼1 ns) lifetime.
Steady-state PL and the g (2) function: Once the master equation is constructed for a given set of parameters and field settings, the steady-state PL is calculated from the solution of ẋ = R x = 0, i.e., from the null space of R. In the general case, PL = i∈GS,j∈ES R ij x j , which reduces to PL = Γ s i∈ES x i in the case of spin-conserving emission. The autocorrelation function, meanwhile, is calculated by numerically integrating the ME starting with an initial condition corresponding to the configuration that follows emission of a photon. For the singlet-GS case, this initial state is simply x GS (t = 0) = 1 , whereas for the triplet-GS case the initial population is distributed in the ground state according to
where P ij = R ij / i R ij gives the branching ratio probabilities for decay from ES state j to GS state i. In the case where the transitions are spin conserving, P = I. [Note that, in general x GS (0) = x GS ]. Given this initial condition, the autocorrelation function is related to the subsequent evolution of the excited-state population via
Free parameters in simulations The simulations require values for a number of parameters, some of which can be related directly to experimental observations whereas others are less constrained. The spin-triplet Hamiltonian depends on the zero-field splitting parameters D and E. For typical molecules and point defects, these parameters have values ranging from a few hundred megahertz to a few gigahertz (∼1-10 µeV in energy units). Therefore, in simulations we scale the magnetic field in units of D/gµ B , and explore the effect of changing both the sign and value of the ratio E/D.
The ISC spin-selection rules that determine the coupling coefficients (m i , m i ) follow from the spin-orbit allowed transitions indicated in the corresponding Jablonski diagrams (Figs. S10 and S13) . In cases where no spin-orbit transition is allowed by symmetry, we assume the transition proceeds spin-nonselectively via other means, i.e., p x = p y = p z = 1 3 . We also explore the effect of relaxing the predicted spin-selectivity in some cases, e.g. setting an |s x -selective transition to have p x = 1 − 2 , while p y = p z = , as a function of a small parameter 1. The rates Γ s , Γ e , Γ ISC1 , and Γ ISC2 can be estimated from an analytical three-level model for the autocorrelation function [9] . Full fluorescence saturation curves were not recorded for fear of photobleaching the emitters of interest, so we introduce a free parameter to quantify the relative saturation of the optical dipole transition, x = Γ e /Γ s . We expect that x ≈ 0.1-0.5 based on partial saturation curves. In this case, and assuming Γ ISC2 Γ ISC1 (as justified by later analysis), a three-level model yields approximate analytic expressions for the underlying rates as a function of the observed antibunching (τ 1 ) and bunching (τ 2 ) timescales and the bunching amplitude (C 2 ) in the fluorescence autocorrelation function, which takes the general form:
where
Of these values, only Γ ISC1 varies strongly with x in the expected range x ≈ 0.1-0.5. This implies that the true value of Γ ISC1 remains uncertain based on our measurements, but nevertheless the simulations are robust to variations in x when parameterized in this way. For example, the average values of the autocorrelation parameters based on the zero-field measurements shown in Fig. 3 of the main text are (see Table S1 ):
Assuming x = 0.5, this implies that
Results and Discussion
We performed calculations using this model for all of the level structures described in the previous section. Simulations of the PL as a function of in-plane magnetic field across a range of parameters are shown in the appendix. Since we lack a concrete estimate for the triplet spin-anisotropy parameter (E/D) and the spin lifetime (T 1 ), we performed calculations spanning a range of their values.
For the case of a singlet ground-state, there is only one level-structure of interest [ Fig. S10(b) ], since Fig. S10 (a) does not include spin-dependent selection rules. The simulations of this system exhibit clear variations of steady-state PL as a function of in-plane field, with four bright lobes offset from the x and y axes. The pattern exhibits near fourfold symmetry especially near E/D ∼ −0.3, and the contrast between bright and dark regions increases with T 1 . The PL exhibits a minimum at B = 0, and maintains this minimum value for B applied along the z axis. As discussed below, this model reproduces many features of our experiments, and is a leading candidate to explain the observations.
The simulations of triplet-ground-state systems (Fig. S13 ) generally fall into distinct categories based on the arrangement of ISC selection rules, namely:
• Class I: No Spin Selection Rules
In diagram (a), similar to case (a) of the singlet-GS configuration, no ISC transitions are allowed by spinorbit coupling. It is possible that ISC transitions can proceed via different means, but they are likely to be spin-nonselective and therefore do not depend on an external magnetic field.
• Class II: Symmetric ISC involving |s x or |s y In diagrams (b) and (d), both ISC transitions are selective to the same spin projection. This configuration does produce anisotropic changes in PL as a function of field direction, however the modulation amplitude is small when the experimentally-relevant ISC rate parameters are used in simulations (the contrast is only ∼ 0.1% in the appendix simulations). Moreover, the patterns general exhibit 180
• rather than 90
• symmetry, with a clear difference in brightness for a field oriented along x or y. Finally, the PL is predicted to decrease slightly as a function of increasing B applied along z, in contrast to our experiments.
• Class III: ISC involving |s z only Diagrams (c), (e), and (f) involve |s z -selective ISC transitions only. Simulations of these level structures exhibit patterns of PL variations broadly similar to the singlet-GS diagram S10(b) discussed above, with approximate fourfold symmetry as a function of in-plane field. The triplet-GS patterns are inverted with respect to the singlet-GS case, with a global PL maximum at B = 0 and four dark lobes when the field is not aligned with either the x or y axes. The PL is independent of B applied along z (i.e., it remains bright). Diagram (e), consisting of one |s z -selective ISC transition and one spin-nonselective transition, exhibits a large PL contrast, whereas the contrast for diagrams (c) and (f) is much smaller than we observe in experiments.
• Class IV: Asymmetric ISC involving |s x and |s y In the case of diagrams (g) and (h), if the upper and lower ISC transitions proceed entirely through the lowest ( 1 A 1 ) singlet state, the result is a pattern of PL variations as a function of in-plane field orientation with approximate four-fold symmetry and -especially for increasing T 1 -relatively strong contrast. These features generally agree with our observations; however, the simulations also predict that the PL should reach a maximum at B = 0 and decrease strongly for B applied along z, in clear contradiction to experiments.
• Class V: Asymmetric ISC involving |s x or |s y and |s z Alternative schemes for diagrams (g) and (h) invoke the ISC from the triplet excited state to the higher-lying singlet state, which is selective for the |s z spin projection. Simulations for these schemes exhibit strongly anisotropic PL as a function of in-plane field orientation, but clear 180
• symmetry as compared to the 90
• symmetry we observe in experiments. A further pattern emerges when comparing simulations for asymmetric ISC level structures in classes IV and V: the PL is generally bright for fields oriented along the two orthogonal directions corresponding to allowed spin transitions but strongly suppressed when the field is applied along the third axis.
On the basis of these simulations, we conclude that configurations in Class III, especially diagram (e), together with the singlet-GS case (b), exhibit the greatest similarity with our experiments. We subsequently investigated the behavior of these two models in greater detail, considering especially the predicted behavior of the photon emission autocorrelation function as a function of magnetic field. By comparing the simulations of steady-state PL and the photon autocorrelation function to our experimental observations, we arrived at the set of model parameters listed in Table S5 that are used for the simulations presented in Figure 4 of the main text. In both cases, we set E/D = 0.33, corresponding to the configuration with clearest 90
• symmetry for in-plane fields. We also set the saturation parameter x = 0.1, which subsequently determines the relative magnitude of Γ e and Γ ISC1 as discussed previously. We confirmed that the results are generally independent of x ∈ [0.1, 1] as long as other parameters are scaled appropriately.
Note that no quantitative fit or numerical optimization procedure was performed. Rather, we manually adjusted parameters in order to approximate the key observations. We therefore do not make a claim regarding confidence intervals or the uniqueness of this solution. It is clear, in fact, that some parameters exhibit strong covariance with respect to observations (the covariance of the optical excitation rate and the ISC rate Γ ISC1 is one such example). Furthermore, various subtle features of the data are not reproduced by our simple model. Our primary goal is to establish the feasibility of simple electronic level structures to explain the main features in experiments and ideally to uncover the leading candidates such that they can guide future measurements and calculations. Figure S16 shows the simulated PL as a function of in-plane field angle together with the total steady-state population in the metastable triplet (singlet) for the case of the singlet (triplet) ground-state model. As expected, the metastable population is inversely correlated with the PL. Figure S17 shows the variation of the spin-triplet eigenstates for a fixed field amplitude (gµ B B/D = 0.5) together with the PL for the singlet-GS case. The triplet Hamiltonian is identical in the triplet-GS case.
Finally, we simulate the photon autocorrelation function for various settings of in-plane field angle, and fit the result to the empirical model discussed in the text, with either two or three rates (n = 2 or 3). The simulated curves are shown in Fig. S18 along with three-rate fits. The corresponding results of two-rate fits are plotted in Fig. 4 of the main text.
In comparing these models, we observe the following qualitative differences that lead to our conclusion that the singlet-GS model is the best match to our experimental observation
• The singlet-GS model exhibits dark PL at B = 0 and for B oriented along x, y, or z, whereas the PL response in the triplet-GS case is inverted. In our observations the PL is at a minimum when the field is aligned or orthogonal to the observed emission dipole axis, in agreement with the singlet-GS case. Note that the observed excitation dipole is rotated from the emission dipole by ∼ 53
• , in seeming agreement with the triplet-GS case. However, we expect that the emission dipole is a truer representation of the defect's symmetry axis on the basis of its higher visibility and the likely possibility of off-resonant excitation addressing additional short-lived excited states.
• Although both models exhibit similar steady-state PL contrast as a function of in-plane field angle, the corresponding optical dynamics exhibited by the photon autocorrelation function is qualitatively different. In the singlet-GS case, the bunching lifetime stays nearly constant whereas the amplitude changes strongly, in agreement with our observations. On the other hand, the triplet-GS model exhibits strong variations in both the amplitude and lifetime of bunching. Qualitatively, this makes sense since the bunching lifetime in the strongexcitation regime considered here is related to the effective ISC rate (averaged across all spin levels) from the excited state to the metastable state, whereas the bunching amplitude reflects both ISC rates. In the singlet-GS Figure S17 . Spin Simulations. Steady-state PL as a function of in-plane magnetic field orientation (top left) for the singlet-GS model together with the eigenvalues, steady-state populations, and projections of the metastable-triplet spin eigenstates.
case, the excited-state ISC is independent of field whereas the ground-state ISC varies strongly, and vice versa for the triplet-GS case. The clear difference in photon emission statistics is strong evidence in favor of the singlet-GS case as a model for our observations.
Nonetheless, some features of the experiments are not reproduced by either simulation. For example, the autocorrelation function in the singlet-GS case in the presence of an in-plane field is better described by a three-rate model, compared to the two-rate shape observed in experiments. Furthermore, neither model predicts the increase in PL we observe as a function of B applied along z or the non-monotonic changes at small values of B applied along x or y. We hypothesize that these discrepancies might be related to other physical effects such as hyperfine or spin-orbit coupling between levels that are not included in our model, but further experiments will be required to fully answer these and other questions raised by this work. In the next section we explore possible hyperfine interactions and their effects. Figure S18 . Autocorrelation Simulations. Left panels: Simulated photon autocorrelation function for different orientations of an in-plane magnetic field. Right panels: Best-fit parameters from a three-rate empirical model.
Hyperfine interactions
Hyperfine interactions in hBN are expected to be complex because multiple nuclear spins will couple to any defect electron spin due to every atomic site possessing a nuclear spin. Such complicated interactions have been observed in electron paramagnetic resonance (EPR) spectroscopy of bulk hBN [10, 11] . The size of the observed hyperfine structure was on the order of 30 MHz. However, much larger interactions (up to ≈ 1 GHz) are theoretically possible, as we describe in the subsection below. Also below, we estimate the magnitude of the electron ZFS parameters to be 1-6 GHz.
If the hyperfine and ZFS parameters are of a similar size, then the hyperfine interactions may explain the features currently not captured by our purely electronic optical dynamics model: (1) the increase in the PL with the application of a magnetic field along z that saturates after ≈ 200 G, and (2) the non-monotonic changes at small values of magnetic fields applied along x or y with turning points at ≈ 70 G. A crude explanation is that the hyperfine interactions define an effective in-plane internal magnetic field that is experienced by the electron spin. Only when this internal field is overcome by the applied field does our purely electronic modeling apply. This would explain (1) and (2) and indicate that the internal fields correspond to hyperfine interactions of the order of ≈ 560 MHz and ≈ 196 MHz, respectively, which are values reasonably consistent with our estimates below. However, we emphasize that more precise calculations of the effects of hyperfine interactions are required to confirm this explanation and these can only be performed once further information about the defect (i.e., its structure, ZFS parameters, etc.) is established. where φ s and φ p are the 2s and 2p orbitals, respectively, and c s and c p are linear coefficients satisfying the normalization condition |c s | 2 + |c p | 2 = 1, then the interactions are
Estimation of electronic ZFS parameters
where η is the portion of the total spin density at the atom, g n and µ n are the nuclear g-factor and magneton, respectively, and r is the distance of the electron spin from the nucleus. The values in table S6 correspond to the hyperfine interactions that would result if all of the electron spin density occupied a single atomic orbital (i.e., η = 1). In reality, the density will be spread over multiple atomic orbitals. Since at least three atomic orbitals are likely to contribute, we can estimate an upper bound of the hyperfine interactions by dividing the above by 3. This will yield interactions on the order of ≈30 MHz for π−orbitals and ≈300 MHz for σ−orbitals.
ODMR Simulations
A crucial next step in the study and application of h-BN's spin defects is to attempt ODMR spectroscopy and timedomain spin control. In order to inform these future measurements, we use our master-equation model to estimate the predicted ODMR response as a function of applied dc magnetic field. These estimates highlight the optimal conditions for experiments, and further inform the technological potential of these defects for quantum information processing and quantum sensing.
To simulate the ODMR response within our model, we add additional spin-mixing terms within the triplet manifold. For example, in the singlet-GS model of Fig. S14 , also used in Fig. 4 of the main text, states {|3 , |4 , |5 } are the triplet eigenstates for the given settings of applied dc magnetic field, and we need only include an additional rate Γ ODMR ij Γ ISC2 in order to ensure complete mixing of the states |i and |j . Simulations of the ODMR PL variation, i.e., (I MR − I 0 )/I 0 where I MR (I 0 ) is the PL in the presence (absence) of a resonant driving field, are shown in Fig. S19 for the singlet-GS model (b). The other parameters in the simulation remain those listed in Table S5 . As expected, the effect of a resonant field that mixes the triplet states is to reduce the steady-state population trapped in the triplet, causing an increase in PL. The effect is most pronounced when the steady-state PL is near a minimum, especially near zero field. The PL variation is also strongest when transitions are driven between states |3 ↔ |4 or |4 ↔ |5 . This makes sense since state |4 has the largest projection on |s z for this range of field settings, and the lower ISC decay from the triplet selects for the |s z projection in this level diagram.
Here we are assuming that the ac field direction and magnitude can be chosen to strongly drive the selected pair of triplet eigenstates (we used a fixed value of Γ ODMR = 100 MHz to calculate the PL variation). Based on the spin-triplet Hamiltonian, we see that in this case the optimum transitions between state |4 ∼ |s z and states {|3 , |5 } ∼ {|s x , |s y } will be driven by in-plane fields oriented alongŷ andx, respectively. In the case of the strong driving fields adopted in the simulations, the ODMR linewidth will be power broadened. Assuming the spin lifetime is limited by the decay of the metastable triplet state, estimated in the simulations to occur with a rate Γ ISC2 = 0.85 MHz, the minimum ODMR linewidth would be ≈ Γ ISC2 /2π = 140 kHz. ) and m = (0, 0, 1).
Triplet Ground-State Models:
Level structure (a), with no spin-dependent selection rules, does not produce field-dependent PL. Calculations for the other possible level arrangements are shown below. Unless otherwise noted, we assume that ISC transitions with no spin-orbit-allowed selection rule can proceed via other mechanisms with no spin selectivity.
For level structures (g) and (h), the potential availability of multiple singlet states between the ground-and excitedstate triplet levels can be approximated within our model by varying the excited-state coupling coefficients, m , so we include multiple simulations for these diagrams. We also assume any singlet-to-singlet relaxation happens quickly compared to the metastable lifetime and therefore the ground-state ISC coupling coefficients, m, are determined solely by the ground-state singlet. 
