ABSTRACT: Survey research studies make extensive use of rating scales to measure constructs of interest. The bounded nature of such scales presents econometric estimation challenges. Linear estimation methods (e.g. OLS) often produce predicted values that lie outside the rating scales, and fail to account for nonconstant effects of the predictors. Established nonlinear approaches such as logit and probit transformations attenuate many shortcomings of linear methods. However, these nonlinear approaches are challenged by corner solutions, for which they require ad hoc transformations. Censored and truncated regressions alter the composition of the sample, while Tobit methods rely on distributional assumptions that are frequently not reflected in survey data, especially when observations fall at one extreme of the scale owing to surveyor and respondent characteristics. The fractional response model (FRM) (Papke and Wooldridge 1996, 2008 ) overcomes many limitations of established linear and non-linear econometric solutions in the study of bounded data. In this study, we first review the econometric characteristics of the FRM and discuss its applicability to survey-based studies in accounting. Second, we present results from Monte Carlo simulations to highlight the advantages of using the FRM relative to conventional models. Finally, we use data from a hospital patient satisfaction survey, compare the estimation results from a traditional OLS method and the FRM, and conclude that the FRM provides an improved methodological approach to the study of bounded dependent variables.
I. INTRODUCTION
Accounting research often entails the use of data collected from survey instruments that utilize Likert-type scales. These data are naturally bounded by the structure of the response scale, which, in its traditional form, lists a finite number of options representing increasing degrees of agreement or disagreement with a proposed statement. In many cases, owing to the nature of the study and the characteristics of the survey instrument, a non-trivial number of responses occur at the boundaries of the scale. Econometric modeling of bounded dependent variables presents thorny challenges, especially for non-binary variables with a significant number of observations at the extremes. The fractional response model (FRM) developed by Papke and Wooldridge (1996, 2008) provides an effective approach to deal with the challenges posed by bounded dependent variables. The FRM overcomes many limitations of established linear and non-linear econometric solutions and is increasingly being employed in archival research in social sciences.
In this paper we discuss the potential for application of the FRM to the study of bounded dependent variables that are commonly encountered in survey-based accounting research.
Bounded variables exhibit peculiar distributional properties; as a result, in most cases bounded dependent variables are not amenable to linear regression models. While linear models might offer reasonable estimations of partial effects for non-extreme values of the explanatory variables, they suffer from two significant shortcomings with respect to functional form specification and to predicting outcomes. First, linear models allow predicted values to lie outside the interval determined by the measurement scale. Second, linear models predict constant partial effects of unit changes in the explanatory variables, independent of the beginning value of the predictor. That is, linear models do not account for the possibility that variables that are naturally bounded between a minimum and a maximum are subject to floor and ceiling effects and display non-constant responses to changes in the predictors as they approach the bounds (Papke and Wooldridge 1996) . Prior literature has addressed the inadequacies of linear estimation methods in predicting bounded responses and suggested alternative econometric solutions. These methods are commonly utilized in accounting research, and include applications of logit and probit models, discriminant analysis techniques, Tobit models, truncated regressions, and censored regressions (Noreen 1998; Maddala 1991; Wooldridge 2012; Wooldridge 2002 ).
Logit and probit models are widely used to study binary response variables. These solutions are used to model the probability that a certain event is observed. Because probabilities are naturally bounded between zero and one, logit and probit models prevent predicted values from falling outside of the natural range of the response variable, and capture the non-linearity of the distribution. Researchers often use logit and probit regressions to model the dichotomization of underlying continuous latent variables (e.g. P(y>a), where a is often chose arbitrarily (Rogers and Van Buskirk 2009; Beatty et al. 2010 ). In survey-based studies, these models are useful to estimate the probability of affirmative answers to dichotomous "yes/no" questions. Log-odds transformations are also applied to dependent variables representing proportions or percentages (Sanders and Tuschke 2007) . These solutions are, however, not devoid of limitations. First, they often rely on strong distributional assumptions for the error terms that may not be representative of the population of interest. Additionally, observations that are at the extremes (corner solutions) are not directly tractable and require ad-hoc transformations such as Berkson's minimum chi-square method (Maddala 1983) . Alternatively, these extreme values are dropped from the sample. Both solutions induce distortions in the distribution of observations included in the sample, which may influence the interpretation of the estimated coefficients and reduce the validity of the inferences drawn from hypothesis testing. Finally, in some cases, the observations at the corners, where the functions underlying logit and probit models are not defined, might be of particular interest to answer the research question.
In addition to survey-based studies, there are other occasions when bounded response variables are encountered in accounting research. Some accounting settings involve bounded response variables that are discrete random variables, for example, bond ratings (Ashbaugh- Skaife et al. 2006) , analyst recommendations (Bradshaw 2004) , and audit going-concern opinions (Kaplan and Williams 2013) . Others present features of continuous random variables.
Examples include, among many others, the percentage of goodwill impairment (Beatty and Weber 2006) , the asymmetric timeliness of the effect of good and bad news on earnings (Dietrich et al. 2007 ), capital structure (Petacchi 2015) , portion of foreign earnings permanently reinvested (Hanlon and Heitzman 2010) , and the fraction of options exercised in a period of time (Armstrong 2007) . Continuous variables that are bounded in nature are generally addressed using Tobit models, censored regressions, or truncated models. These approaches, however, suffer from important limitations, especially where the distribution of the variable is bounded both above and below, and a material portion of the sample observations falls at one of the bounds.
The FRM represents a viable solution to address many of the econometric limitations that are found in the nonlinear solutions currently utilized to model continuous bounded dependent variables.
The FRM is an extension of the general linear model (GLM) to a class of functional forms that circumvent most of the known issues of the traditional econometric models for bounded variables. The FRM accounts for the boundedness of the dependent variable from both above and below, predicts response values within the interval limits of the dependent variable and captures the nonlinearity of the data, thereby yielding a higher fit compared to linear estimation models. Furthermore, the FRM does not require special data transformations at the corners and permits a direct estimation of the conditional expectation of the dependent variable given the predictors. The estimation of the model's parameters is based on a quasi-maximum likelihood method (QMLE), which generates fully robust and relatively efficient estimates under general linear model conditions (Papke and Wooldridge 1996) .
Although the FRM presents significant advantages in the estimation of models with continuous bounded variables, in this study we focus on settings where the distribution of bounded response variables includes a material number of corner observations. The FRM has been utilized sparingly in archival settings. Examples include Core et al. (2008) , which studies the fraction of CEO compensation articles with a negative tone, Bechmann and Hjortshøj (2009) , which uses the FRM in the context of disclosures of option-based compensation, and Amir et al. (2010) , which studies auditor independence pre-and post-Sarbanes-Oxley. Li (2013) uses the FRM in a study that predicts the percentage of material contracts filed via Form 8-K during a 12-month period. Armstrong et al. (2014) use the FRM to model the appointment of independent directors during the CEO's tenure. Chen et al. (2015) employ the FRM to study the weight of customer satisfaction metrics associated with performance compensation contracts.
Survey studies in accounting employing finite response scales often estimate statistical models using least squares regressions (Voußem et al. 2016; Arnold and Artz 2015; Mahlendorf et al. 2014; Speklé and Verbeeten 2014) , partial least squares ordered logistic regressions (King and Clarkson 2015) , and Tobit regressions (Indjejikian and Matejka 2009) . Survey research employs numerical rating scales where the numbers are implicitly associated with response alternatives (e.g. degree of agreement or disagreement) to proposed statements (Rosenthal and Rosnow 2008) . The items on the scale are often regarded as ordered responses. Discrete regression models such as ordered logit or ordered probit are generally recommended for the modeling of this kind of variables (Wooldridge 2002; Maddala 1983) . In many cases, however, the response variable scale represents a discrete realization of an unobserved continuous variable (Winship and Mare 1984; Wooldridge 2002) . Additionally, due to respondent or surveyor bias (Van der Stede et al. 2007) , data collected via surveys sometimes present significant mass at one of the extremes of the response scale, exposing the discrete regression models to estimation problems similar to those encountered with bounded continuous variables. The FRM can overcome some of these problems that arise in survey research settings.
In the next section we provide a brief commentary on econometric solutions frequently used to model bounded response variables. In section 3 we summarize the properties of the FRM. Using Monte Carlo simulations, we identify conditions under which the FRM is advantageous compared to other established econometric solutions in the presence of bounded response variables. Next, we provide an overview of archival accounting studies that have used the FRM, and refer to recent survey accounting studies to propose examples of settings where the FRM could be beneficial. In section 5 we provide an empirical illustration of the key benefits of the FRM by estimating a model of patient satisfaction ratings in Japanese hospitals. The last section concludes.
II. ECONOMETRIC MODELS FOR BOUNDED DEPENDENT VARIABLES
Variables are bounded when they can only assume values limited by a minimum value (bounded below), or a maximum value (bounded above), or both. Bounded variables primarily arise in four research situations. First, variables could be naturally bounded when they can only take values within the interval across the entire population because of the nature of the phenomenon being This type of boundedness is found in categorical variables, like bond ratings (Wescott 1984) or survey based studies that measure variables using Likert-type scales (Van der Stede et al. 2007 ).
Third, bounded variables arise when researchers restrict their analysis to a defined subset of the population, and assign pre-determined values to observations that fall outside the interval of interest (e.g. top-coding (Wooldridge 2012) ). Finally, bounded variables can be a consequence of missing data beyond a certain limit, as in the case of survey respondents refusing to answer questions about sensitive topics, such as their personal income level.
Linear methods such as OLS are inappropriate to estimate models of bounded variables.
OLS regressions provide an estimation of the expected value of the dependent variable, but the predicted values may be outside the natural interval (e.g. negative values for proportion variables, which are naturally bounded between zero and one). Further, partial effects estimated via OLS regressions are constant and independent of the value of the predictor. Although this feature is conducive to an easier interpretation of the estimation results, constant partial effects are incompatible with dependent variable boundedness, especially in cases where a significant number of observations is at the corners. Parameters estimated using non-linear least squares (NLS), two-limit Tobit, and beta distributions are generally inefficient because distributions of naturally bounded variables are likely to exhibit heteroskedasticity (Wooldridge 2002; Papke and Wooldridge 1996) .
Prior literature has provided viable nonlinear econometric solutions that addressed the challenges presented by bounded response variables (Maddala 1991; Wooldridge 2002) . These solutions, however, are often based on strong distributional assumptions. Moreover, they are simply not applicable to certain settings relevant for accounting researchers. In the next section, we provide a brief overview of the proposed solutions and highlight their main limitations.
Logit and Probit
Logit and probit regressions are among the most common econometric solutions utilized by accounting researchers when dealing with bounded response variables. The underlying phenomenon is usually measured by a binary indicator variable that takes the value of 1 if the event occurs, and 0 otherwise. Logit and probit models estimate the probability of the occurrence of the event. Accounting research has employed binary dependent variables in numerous situations -for example, prediction of inventory valuation choices such as LIFO versus FIFO (Lee and Hsieh 1985; Morse and Richardson 1983) , or the determinants of auditors' decisions to issue going concern reports (Carcello and Neal 2000) . Often times the "event" is derived from a dichotomization of a continuous variable where the "occurrence" is noted when the observed variable assumes a value greater than an arbitrary cutoff point (see, for example, Blouin et al. (2010) ).
Ordinal logit and ordinal probit regressions are commonly employed in the analysis of survey data employing Likert-type scales. Examples include the investigation of the propensity of managers to alter their decisions to invest in positive NPV projects in order to influence earnings (Graham et al. 2005) , self reported percentages of performance pay for physicians (Ittner et al. 2007) , and the informativeness of accounting information for credit ratings (Christensen and Nikolaev 2012) .
Probit and logit models rely on functional forms that are well defined for values of the dependent variable that are strictly between the bounds. Stone and Rasp (1991) argue that accounting studies often involve predictor variables that are skewed and collinear. Another problem that occurs with bounded dependent variables is that, while they may be continuous over the unit interval, a material number of observations might assume values at the bounds (corner solution responses). Logit and probit regressions cannot be directly utilized to predict values at the boundaries because the functional form at the core of these models is not defined for independent variables equal to zero and/or 1. Ad-hoc transformations, such as the log-odds ratio have often been applied to allow for tractability of the values at the extremes. In other cases, these observations have been dropped from the sample, thus exposing the research model to potential issues in terms of sample-selection bias. Loudermilk (2007) demonstrates the limitations of commonly used ad-hoc transformations in the context of a study about the determinants of firms' dividend policies. A variable of interest in her study is share repurchases as a fraction of total payouts. This is a variable bounded between zero percent and 100 percent that exhibits mass at both corners because a substantial fraction (20 percent in each corner in her sample) of dividend-paying companies have share repurchase payouts of zero percent or 100 percent in any given year. Loudermilk (2007) provides analytical and empirical evidence that applying the log-odds transformation to the large number of observations at the extreme points of the interval or ignoring these corner solution outcomes by dropping them from the sample could lead to misleading interpretations of the statistical results.
Corner Solution Models
Reasons for observing response variables "piling-up" at the bounds of the distribution can derive from characteristics of the research design, or from features inherent to the nature of the dependent variable. Examples of the former case include censored samples wherein observations of the dependent variable that fall outside a given range are assigned the same summary value, and truncated samples where the dependent variable observations lying outside of the selected interval of interest are dropped from the dataset. A frequently observed censored variable in accounting research is Cash Expected Tax Rate (CASH ETR), which is defined as cash taxes paid divided by pre-tax income minus special items (Dyreng et al. 2008) . It is traditional in accounting research to censor this variable at zero (consistent with Dyreng et al. 2008) , although a substantial number of observations fall outside the [0, 1] interval (e.g. 7.58 percent for one-year CASH ETR in Dyreng et al. 2008) . Censoring introduces distortions into the predicted distribution of the dependent variable, conditional on the predictors.
In other cases, the nature of the variable determines the presence of corner solutions. For example, Denis and Xu (2013) study the effects of insider trading restrictions on the structure and level of executive pay. One of their dependent variables is the Equity Pay Ratio, defined as the fraction of total compensation that is comprised of equity-based incentive pay. The amount of equity incentives equals zero for over half of their sample. Booth and Deli (1996) study the number of external directorship positions held by CEOs, a variable showing a material presence of observations at zero. Bushman et al. (1996) report that over half of the observations of each of four main dependent variables in their study of the relationship between individual performance and CEO compensation assume zero values (Bushman et al. (1996) , Table 2 ). The response variables in the aforementioned studies share the characteristic of being bounded at the lower end of the distribution, with a positive mass observed at the bound. Tobit regression, which take into account the non-linearity of the distribution and the positive probability of having observations at the bound, are well suited to model variables with such behavior. When the variables are bounded at both extremes and assume extreme values with positive probability at both bounds, they can be modeled with two-limit Tobit regressions -that is, a combination of two Tobit models, each taking into account the boundedness and mass at one of the extremes. Armstrong (2007) uses two-limit Tobit to model the fraction of available options that are exercised by executives in a certain period of time.
Although truncated and censored models may yield better fit to the empirical observations than corresponding linear regressions, they are exposed to a high risk of sampleselection bias, especially in the case of truncated regression, where the investigator chooses to ignore any observation that is outside of the desired range of the dependent variable (Maddala 1991) . Additionally, Tobit regressions, used in the case of censored samples, are particularly sensitive to issues generated by heteroskedasticity, which cause inconsistency and invalidate usual test statistics (Arabmazar and Schmidt 1981) .
In some cases, the observed distribution is determined by a combination of decisions regarding a certain behavior. For example, Beatty and Weber (2006) , in a study of determinants of goodwill write-offs, model the response variable as a combination of the decision to perform a goodwill write-off and the decision about the percentage of goodwill to be written off. The authors utilize a two-part model, where a probit regression predicts the probability of impairment, while a censored regression predicts the write-off percentage. This approach, however, assumes independence between the "participation" decision (i.e. the decision to perform a goodwill write-off) and the "amount" decision (i.e. the percentage of goodwill written off). This assumption is not always supported by the phenomena studied in accounting research.
The FRM provides an alternative approach to the study of variables bounded at both extremes where observations "pile-up" at one end of the distribution.
III. THE FRACTIONAL RESPONSE MODEL
The FRM was first developed in response to the call for an econometric approach capable of modeling empirical bounded dependent variables that exhibit piling-up at one of the two corners (Papke and Wooldridge 1996) . The FRM provides several advantages: (a) it does not require any special transformation of the values observed at the bounds, (b) it accounts for the non-linearity in the data, (c) it is fully robust under generalized linear model assumptions, and (d) it allows for direct recovery of the regression function for the dependent variable given the set of predictors.
The basic assumption underlying the FRM can be summarized as:
where G(.) is a known function with 0 < < 1 ∀ ∈ ℝ, which satisfies the requirement that fitted values lie in the unit interval. Examples of non-linear functional forms used for G include the logistic function
and ≡ Φ( ), where Φ . is the standard normal cdf. 1 These functional forms do not depend on the sample size. The nonlinear estimation of the parameters of the model is performed via maximization of the Bernoulli log-likelihood
which is well defined for 0<G(.)<1. The quasi-maximum likelihood estimator (QMLE) 2 of is consistent and asymptotically normal, regardless of the distribution of the dependent variable, conditional on the predictors. That is, ! could be a continuous variable, discrete variable or have both continuous and discrete characteristics. This flexibility contributes to the wide applicability of the FRM model to a variety of research settings.
In order to represent a viable and advantageous alternative to the current econometric solutions used in presence of bounded data, the FRM needs to meet the following requirements.
First, it must ensure that the values predicted for the dependent variable are within the unit interval, but allow for values at the extremes without ad-hoc transformations. Second, the estimators must be relatively consistent and the statistical tests for significance must be reliable.
Third, it must be computationally simple. Finally, the FRM must provide a better fit, both in terms of variance explanation and functional specification, than linear probability models. Papke and Wooldridge (1996) satisfy these requirements by choosing a specific class of functional forms and employing Bernoulli quasi-likelihood estimation methods.
In an early application of the FRM, Papke and Wooldridge (1996) study the relation between employees' participation to 401K plans and the match rate offered by the company. The expectation about the shape of this relation is a non-linear functional form, with diminishing returns observed as the match rate offered by the company increases. The dependent variable (participation rate) is continuous and varies from 0 to 100 percent, with 40 percent of the observations lying at the upper bound of the interval.
The authors first perform an estimation using OLS and then compare the results with a model estimated using logit QMLE methods. The results show high statistical significance for the match rate variable and diminishing partial effects as the match rate increases. Additionally the model is appropriately specified based on the results of the RESET test, and the R 2 results are higher than that of the linear model. It is worth noting that the QMLE approach does not involve any maximization of R 2 for the estimation of . The comparison of a QMLE procedure with a linear estimation involving quadratic terms for the independent variables provides additional support to the superior fit of the FRM compared to linear models. Finally, the quasi-likelihood results are fully robust and relatively efficient under GLM assumptions.
One of the criticisms raised by the research community about the original formulation of the FRM relates to its apparent inadequacy to control for unobserved heterogeneity, which is a particularly salient concern when analyzing panel data. To correct for this potential shortcoming, Wagner (2003) , in his application of the FRM to a study of the determinants of export trends among German firms, includes firm-specific intercepts in the logit formulation of the FRM to control for firm fixed effects. This approach is considered to be appropriate when one observes the entire population, as in Wagner's case. However, in the presence of random sampling or unbalanced panels, this approach may introduce an incidental parameter problem
FRM and Average Partial Effects
Another critical issue related to non-linear econometric models is the difficulty in the interpretation of the coefficients. With linear models, the estimated coefficients provide information about both the sign and the magnitude of the predictor's effect on the dependent variable. These effects do not depend on the observed starting level of the predictor. In nonlinear models, while the estimation results are immediately informative about the sign and statistical significance of the relation, the magnitude of the change in the dependent variable caused by a unit change in the predictor varies with the starting level of the latter. Point-partial effects are easily calculated in nonlinear models, but not the average effects across the population. The computation of average partial effects (APE) is instrumental to the interpretation of the economic magnitude of the relations of interest.
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The procedure for the estimation of APE within the FRM is particularly appealing due to the fact that its identification requires no assumptions in terms of serial dependence in the response variable, which may or may not be present in panel data analysis (Papke and Wooldridge 2008) . The procedure involves calculating the marginal effect at every observation for the predictor variable, and then averaging the marginal effects across the range of the predictors (Greene 1951, p. 690) . The interpretation of APE's is similar to that of linear regression coefficients. By calculating and interpreting APE's, the researcher obtains useful information about the average magnitude of the causal relation, without compromising the non-linearity of the model and its enhanced fit characteristics compared to the linear ones. In general, the comparison of the APE calculated for the FRM model and the linear regression coefficients portray a consistent story. The similarity of the average economic significance estimated by the two models might lead to the erroneous conclusion that a linear model could be sufficient for the estimation of partial effects. The distinction between partial effects and average partial effects however, is nontrivial. The FRM model allows to capture the nonlinearity of the relation and to obtain estimates of partial effects at different percentiles of the predictor distribution, accounting for nonconstant returns and yielding a better fit than the linear model. This ability of the FRM to tease out the differential returns, especially at the extreme values of the distribution of the dependent variable is particularly valuable to accounting research where the extreme values are meaningful from a theoretical as well as practical perspective.
In the following section we report the results from a simulation to provide a quantitative assessment of the FRM technique vis-à-vis other modeling techniques in the analysis of data using bounded dependent variables.
Simulation Results
We use Monte Carlo simulations to highlight conditions under which the FRM is particularly advantageous over other known models. We define a response variable y* = α + f (x) + u , where u represents unobserved heterogeneity assumed to be normally distributed, and x is a predictor, which is randomly obtained from selected probability distributions. The relation between x and y* is defined by the function f, which can be linear or nonlinear. We then artificially bound the observations for y* by substituting negative values with zero, and values greater than one with one. The resulting bounded variable (y) is our response variable of interest. We manipulate the probability distribution of x and the relation f. We then estimate the model y = g(x) using OLS, Tobit regression, and the FRM. We draw the explanatory variable from one of three probability distributions: normal, beta, or Poisson. repetition, a sample of 1,000 observations is drawn from the selected probability distribution and estimated using OLS, Tobit and FRM. Regression coefficients and R 2 are averaged across the 200 repetitions for each estimation method and reported in Table 1 . Additionally, we tabulate the estimates of the average partial effects (APE) at various percentiles of the distribution of the heterogeneity.
---Insert Table 1 here ---
The results reported in Table 1 indicate that, while established linear approximations perform adequately for the estimation of the average partial effects, they do not capture the nonlinearities in the data. The last five columns in Indeed, Table 1 indicates that effect sizes can be vastly different at the boundaries versus the middle of the distribution -for example if the mass at the corners is 0.317, then the effect size for a firm that is in the first percentile is almost 10 times lower than the effect size for a firm that is at the 50 th percentile (0.189 versus 1.987 in Table 1 , row 2). Additionally, the FRM reveals that the shape of the response function could be curvilinear, with larger effect sizes at the center of the distribution and lower effect sizes at the corners. To the extent that there is substantial mass at the corners, other estimation techniques that provide average effects would overestimate the effect size for the nontrivial number of firms that lie at the boundaries.
Examination of the beta distribution with 0.220 mass at the corners reveals that the effect sizes are larger for observations at the 5 th percentile than they are at the 50 th , 90 th , or 99 th percentile. A
Poisson distribution with 0.353 mass at the corner has an asymmetric curvilinear response with the effect size at the 99 th percentile close to zero.
5 Beatty and Weber (2006) examine the determinants of goodwill write offs using a censored regression. They acknowledge the problem that arises because the percentage of goodwill cannot be below zero or above 100% (naturally bounded variable). However, the results from their censored regression model provide only the average effects and do not permit the estimation of different effect sizes at the corners of the distribution of the fractional dependent variable.
The results in Table 1 also indicate that while in general the FRM yields at least as good a fit as the OLS and Tobit, in the majority of the simulated conditions, the R 2 associated with the FRM is higher than in the other methods. In summary, the simulation results indicate that, compared to established linear econometric models, the FRM provides (a) additional information on the effect sizes at the corners versus the middle of the distribution, (b) information about the shape of the relation between explanatory and response variables, and (c) improved fit.
Applications of FRM to Research in Social Sciences
The FRM has been successfully utilized in research studies in economics and finance. An example is Czarnitzki and Kraft (2004) Another example of FRM application is provided by Ramalho et al. (2011) , who apply a two-part fractional response model to study the determinants of decisions related to capital structure. In their study, the decision of whether to issue debt is modeled using a binary variable.
They apply the FRM to model the dependent variable, which is the amount of debt issued as a percentage of total assets. Bastos (2010) The FRM has potential to be used in survey research in accounting. In the next section we propose a brief overview of recently published survey-based accounting studies as examples of settings in which the FRM might be advantageous.
Survey Research
Surveys are commonly used in accounting studies and involve respondents' self-reporting of variables measured on a predetermined value range (Likert scale). A perusal of survey-based studies published in some of the leading accounting journals highlighted a number of studies exemplifying settings in which the FRM could be employed. 6 An example is Maas and Matejka self-reported percentages of individual compensation packages related to financial, nonfinancial and subjective performance measures, as well as the degree of accounting and operating decentralization. All dependent variables reported in the study present observations at the 6 Our goal is not to provide an exhaustive list of survey-based studies that would be amenable to the application of the FRM, but to offer some meaningful examples of suitable settings. All the studies cited in this section share the characteristic of studying response variables that are bounded and exhibit a single "fat tail" (i.e. positive probability mass at one of the bounds).
extremes (see Indjejikian and Matejka (2009) , Table 2 ). Table 4 (page 1080) of their study reports the coefficients of the statistical model estimated using Tobit regressions. As delineated previously, Tobit regressions are suitable for settings in which the dependent variable is bounded at one of the extremes, presents positive mass of observations at that extreme, and is unbounded otherwise. In a subsequent study, the authors explore the relative weights of different types of metrics in bonus plans for business unit managers (Indjejikian and Matĕjka 2012) . While the variables reported in their study present similar characteristics to the previous one (i.e. bounded variables with single fat tails), the relation between the dependent variables and the predictors is modeled using weighted least squares estimation. Although this method accounts for error clustering, it still is a linear estimation method. Du et al. (2013) Relations involving bounded response variables of interest for accounting researchers are often non-linear in nature and likely to display some degree of nonconstant marginal effects.
Allowing for non-linearity in the functional form is important for the estimation of nonconstant marginal effects and provides a better fit and specification of the model compared to linear estimation approaches, such as OLS or Tobit. Additionally, positive mass at the extremes of the distribution may be of particular interest to accounting researchers. Among the family of nonlinear models, the FRM is relatively easy to estimate, allows for heterogeneity in the predictors, and provides information on both point and average partial effect. Additionally, due to its computational simplicity, the FRM can be used to supplement traditional linear models at a relatively low cost.
IV. ILLUSTRATION: FRM APPLIED TO A STUDY OF PATIENT SATISFACTION
Firms frequently use nonfinancial performance measures such as customer satisfaction as an integral element of their planning, performance measurement, and compensation systems. Extant accounting literature finds evidence that customer satisfaction is a lead indicator of future financial performance (Ittner and Larcker 1998; Lambert 1998; Banker and Mashruwala 2007) .
Customer satisfaction has a positive effect on customer retention and thereby increases future revenues (Banker et al. 2000) . Customer satisfaction is generally measured with surveys that use Likert-based scales. In the health care industry, patient satisfaction is not only an important driver of hospital and patient outcomes, but public reporting of patient satisfaction is required under the Affordable Care Act of 2010.
We utilize patient satisfaction data from a system of public hospitals in Japan to illustrate how the FRM can help to overcome limitations of other established econometric approaches. In particular, we examine the influence of selected organizational characteristics on the level of patient satisfaction over time. We select a subset of patient satisfaction dependent variables to simplify the exposition of our findings. 7 Our goal is to provide econometric results that illustrate the advantages and incremental information provided by the FRM.
Sample and Variables
We use a panel of proprietary patient satisfaction data obtained from the National Health complete dissatisfaction, and a score of 5 corresponds to complete satisfaction). 8 The survey is administered by an independent agency, which collects and processes the data for all NHO hospitals. Hospitals receive feedback reports that provide information about their satisfaction performance both in absolute terms and relative to all other member hospitals. We selected two specific questions from the inpatient questionnaire as dependent variables for the purpose of this empirical illustration. The first question assesses patient satisfaction with the surgical treatment received, while the second question relates to patients satisfaction with the duration of their treatment at the hospital. We selected these two items because the distribution of their responses is representative of the problems that arise in survey-based studies in accounting.
As in many Likert-based surveys, the responses are not normally distributed. Non-normal distributions are a bane of survey-based studies. The predictor variables include a binary variable Hospital, assuming the value 0 if the healthcare facility is a sanatorium (a type of Japanese hospital that, in addition to providing all the services of a regular hospital, specializes in complex, high-risk, long term ailments, such as cancer, terminal illness, chronic mental illnesses, etc.), and the value 1 if the organization is a 8 These scales have quantitative meaning and represent an underlying continuous distribution of satisfaction, as they quantify the degree of satisfaction in increasing levels. 9 For example, when survey questionnaires are used for evaluation purposes (employee performance, customer satisfaction, etc.), researchers commonly observe a leniency bias, which refers to the tendency to rate others higher than they deserve (Podsakoff et al. 2003) . general hospital; Size, a standardized variable measuring the number of beds in each hospital;
Competition, a standardized variable measuring the number of hospitals per-capita in the prefecture (a geographical unit equivalent to a county in the US) where each hospital is located.
Inpatient Revenue, Total Costs, and Total Grants, are expressed in billions of yen. In particular,
Total Grants represent the amount of public subsidy the hospital receives in support of their research and infrastructure needs. Because our data includes observations for 8 consecutive years, we control for time with a Trend variable. Table 2 reports descriptive statistics for the dependent variables and predictors described above.
----Insert Table 2 here ----
Statistical Analyses and Results
We apply a linear transformation to the scores to the dependent variables that are, in both cases, bounded between 1 and 5. The transformation converts each dependent variable to fall between 0 and 1. 10 We estimate the following model:
where Sat i refers to patient satisfaction with the surgical treatment and, in a separate estimation of the model, satisfaction with the duration of the treatment.
We estimate equation (1) using OLS as well as the FRM. 11 Because none of our bounded dependent variables presents pile-up at both extremes we do not use two-limit Tobit, which 10 Each score is transformed by subtracting the minimum point of the scale (1) and dividing by the distance between minimum and maximum points on the scale (5 -1 = 4). 11 In the analysis of panel data with large cross-sections and small number of years, Papke and Wooldridge (2008) recommend the use of probit FRM (f-probit), which allows for unobserved exogeneity and provides consistent estimations without including separate intercepts to account for firm fixed effects.
would provide logically inconsistent estimations in our settings. Table 3 reports the estimation results.
We first turn to the results for patient satisfaction with surgical treatment. Panel A of Table 3 ----Insert Table 3 here ----
The comparison of the R 2 values associated with the two approaches (Table 3) indicates that the FRM estimation systematically yields a better fit than OLS. 12 This is because the FRM accounts for the nonlinearity in the data, as well as for the boundedness of the dependent variable.
Additionally, the analysis of the partial effects shows how the FRM can be instrumental to more accurate inferences, especially at the tails of the response variable distribution. The OLS estimation predicts constant changes in the response variable driven by a unit change in the predictors, independent of the starting value of the explanatory variable. The FRM accounts for nonconstant returns. The analysis of the average partial effects (APE) shows that when the 12 QMLE estimation does not aim at maximizing the R 2 . Commonly used statistical packages do not report R 2 as part of the output of glm model estimations. We, therefore, calculate R 2 by squaring the correlation between the observed dependent variable (y) and the predicted dependent variable (y-hat). distribution of the response variable exhibits a larger mass at the upper bound, there is a significant difference between the APE calculated with FRM estimation and the coefficients estimated with OLS (Table 3, Panel A). As opposed to this, when the distribution of the response variable has little mass at the upper bound, the differences between the FRM and OLS are not as salient (Table 3 , Panel B).
While the overall average partial effect (APE) is reasonably comparable to the coefficients estimated by OLS, the analysis of partial effects at various percentiles of the predictor's distribution provides insights on the shape of the relation between the explanatory and response variables, as summarized in Table 3 Grants appears to accelerate past the median point in both cases. Because grants are intended to support research and improvements in the infrastructure, it is plausible that greater focus on research distracts medical personnel from exhibiting behaviors that drive patient satisfaction (such as bedside manner, or time spent with each patient), while infrastructural improvements might cause delays and complications to the logistics associated with the cycle of care that might be reflected in the satisfaction rating with respect to the duration of the treatment. In sum, the FRM provides better fit than OLS on the shape of the relation between patient satisfaction and its drivers.
V. SUMMARY AND CONCLUSIONS
In this paper we present some key features of the fractional response model (FRM) developed by Papke and Wooldridge (1996, 2008) , discuss its application to a variety of phenomena of interest for accounting researchers, and propose its application to survey-based studies. The FRM overcomes limitations of existing alternative approaches for the statistical analysis of dependent variables that are bounded in nature and present a material number of corner observations. The FRM is computationally simple, offers interesting levels of flexibility in its applications to crosssectional, longitudinal, and panel data, accounts for nonlinearity, and rests free of many of the restrictive assumptions that are in general required by more traditional econometric solutions. To provide an illustration of the FRM in an accounting setting we analyze patient satisfaction data recorded by 145 public hospitals in Japan in eight consecutive years subsequent to the introduction of a mandatory performance measurement and reporting system. We perform the estimation of our statistical models using both OLS and the FRM. Comparison of the results indicates that the FRM provides improved fit while accounting for the nonlinearity in the data and the nonconstant returns of the dependent variable along the range of the predictors.
Additionally, the evaluation of average partial effects at different levels of the explanatory variables shows that the FRM supports more precise inferences, especially in cases where observations at the end of the distribution are of particular interest for the researcher. Given the computational simplicity and the incremental explanatory power, the application of the FRM should be considered at least as a complement to other traditional econometric methods used in survey-based accounting research. , where y* = α + f (x) + u . Each simulation run involves 200 repetitions of samples of 1,000 observations. We manipulate the type and parameters of the distribution from which observations are randomly extracted. We also manipulate the function f linking predictor and response variable. In all scenarios the error term is obtained from a normal distribution: u~N (0,.3) . The estimation results reflect the means calculated for all parameters and statistics of interest in each run of 200 repetitions. The percentage of observations at the corners refers to the sum of the observations at each corner, divided by the total number of observations. The values of the estimated slope coefficients ( ) are reported for OLS and Tobit, which are linear models and, as such, predict a constant change in the response variable for any unit change in the predictor, independently from the percentile of the distribution of the predictor. The value of in FRM is not representative of the economic significance of the effect, Notes: Table 3 reports the results of the estimation of the model in equation (1) Sat i = α + β 1 Trend i + β 2 Hospital i + β 3 Size i + β 4 Competition i + β 5 Inpatient _ revenue i + 6 Total _ Costs i + β 7 Total _ Grants i +ε i using both OLS estimation and the FRM. We report average partial effects (APE) both with respect to the overall distribution of each predictor, as well as at the 1 st , 5 th , 50 th , 95 th , and 99 th percentiles of each predictor. Because the explanatory variable Trend is discrete, we report APE at each of the values that Trend assumes in our sample. Panel A reports the estimated coefficients for the model described in Equation (1) when the dependent variable measures patient satisfaction with the surgical treatment. Panel B reports the results of the estimation of the model when the dependent variable measures patient satisfaction with the duration of hospital treatment. For the FRM, R 2 is calculated as the square of the correlation coefficient between the observed values of the dependent variable (y) and the predicted variable (y-hat). Statistical significant levels are indicated by *** (p<0.01), **(p<0.05), *(p<0.10)
