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THE TERNARY GOLDBACH PROBLEM WITH A PRIME AND
TWO ISOLATED PRIMES
HELMUT MAIER AND MICHAEL TH. RASSIAS
Abstract. In the present paper we prove that under the assumption of the
GRH (Generalized Riemann Hypothesis) each sufficiently large odd integer
can be expressed as the sum of a prime and two isolated primes.
1. Introduction
In 1937 Vinogradov [21] proved that each sufficiently large odd integer is the sum
of three primes. For a step by step exposition of Vinogradov’s theorem see [19].
Recently Helfgott [9] (see also [10]) proved the result that all odd integers greater
than five have this property. Wirsing [23], motivated by earlier work of Erdős and
Nathanson [5] on sums of squares, considered the question of whether one could
find thin subsets S of primes, which are still sufficient to obtain all sufficiently large
odd integers as sums of three of them and obtained the answer that there exist such
sets S with ∑
p≤x,p∈S
1≪ (x log x)1/3 .
Wirsing’s result used probabilistic methods and did not lead to a subset of the
primes, which is constructive. Wolke in an Oberwolfach conference in 1986 sug-
gested to find more familiar thin sets of primes. This was achieved by Balog and
Friedlander [1] who merged the result of Vinogradov with that of Piatetski-Shapiro
[14], who considered sets
PC = {p : p prime, p = [n
C ]}
with a fixed constant C > 1.
Piatetski-Shapiro [14] proved that∑
n≤x
[nC ] prime
1 = (1 + o(1))
x
C log x
holds in the range 1 < C < 12/11, which later was improved by many authors.
Balog and Friedlander proved ([1], Corollary 1):
For any fixed C with 1 < C < 21/20 every sufficiently large odd integer can be
written as the sum of three primes from PC .
They also prove more general results in which the three primes are taken from sets
PC with possibly different values of C.
Here we consider another special set of primes: isolated primes.
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Definition 1.1. Let g : N → [1,∞) be a monotonically increasing function with
g(n)→∞ for n→∞. We say that a prime p is g-isolated, if m is composite for
all positive integers m with
0 < |p−m| ≤ (log p)g(p) .
This concept of isolation is closely linked to the question of large gaps between
primes. Let pn be the nth prime. For which functions g do we have:
(1.1) pn+1 − pn ≥ (log pn)g(pn)
infinitely often?
After Westzynthius [22] had shown that (1.1) holds for g being an arbitrarily large
positive constant, further progress was achieved by variations of the Erdős-Rankin
method ([4], [17]). Rankin [17] could show that (1.1) holds with
(1.2) g(pn) = C
log2 pn log4 pn
log23 pn
,
(C a positive constant, log1 n = logn, logk n = log(logk−1 n)).
For a long period of time the improvements of the result (1.2) only involved the
constant C ([12], [15], [18], [20]). A famous prize problem of Paul Erdős was the
improvement of the order of magnitude of the function g. This was achieved only
recently ([6], [7], [13]). The latest result ([7]) is:
g(pn) = C
log2 pn log4 pn
log3 pn
.
We shall use this function g in our definition of isolated primes, which in the sequel
we shall simply call isolated.
Definition 1.2. Let C be a fixed positive constant, which we assume to be suf-
ficiently small. We say, a prime number p is isolated if log4 p ≥ 1 and m is
composite for all integers m with
0 < |p−m| ≤ C log p
log2 p log4 p
log3 p
.
Our result is the following:
Theorem 1.3. Assume the Generalized Riemann Hypothesis. Then each suffi-
ciently large odd integer is a sum of a prime and two isolated primes.
Remark. There are several challenges. It is very likely true that each sufficiently
large odd integer is the sum of three isolated primes. It would be worthwhile to
find a proof of this fact, possibly with a function g of smaller order of magnitude.
It also remains the problem to remove the assumption of the Generalized Riemann
Hypothesis.
2. Construction of the isolated residue-class
Let p1, p2 be two isolated primes in the representation N = p1 + p2 + p3. In this
section we shall construct a modulus P ∗ being a product of many small prime
numbers. We also construct an “isolated” residue-class u0(mod P
∗), such that
(u0, P
∗) = (N − 2u0, P ∗) = 1 and (m,P ∗) > 1 for m 6= u0 if |u0 −m| is small.
The proof of our Theorem 1.3 will then be concluded in the next section by the
2
circle method, choosing p1 and p2 from the residue class u0(mod P
∗) and p3 from
the residue class (N − 2u0) mod P ∗. From
(p1 + n, P
∗) = (p2 + n, P
∗) = (u0 + n, P
∗) > 1 ,
it then follows that p1 and p2 are isolated in the sense as defined in the previous
section. More specifically we shall prove in this section:
Theorem 2.1. Let C > 0 and D > 0 be fixed, C sufficiently small and D suffi-
ciently large. Let N = N(C,D) be a sufficiently large odd integer. Then there is a
positive integer P ∗ with
(P ∗)100 ≤ N ≤ (P ∗)D
and an integer u0 with
(P ∗)C ≤ u0 ≤ P
∗ ,
such that
(u0, P
∗) = (N − 2u0, P
∗) = 1 and (m,P ∗) > 1
for
0 < |u0 −m| ≤ C(logN)
log2N log4N
log3N
.
Our construction is mainly based on the ideas of the paper [7]. Also our defini-
tions are mainly taken from [7].
Let c1, c2 be fixed positive constants to be specified later. Also the constants
c3, c4, . . . will be positive constants. They will depend only on c1, c2. We set
(2.1) x := c1 logN
(2.2) y := c2x
log x log3 x
log2 x
(2.3) z := xlog3 x/(4 log2 x)
Definition 2.2. We introduce the three disjoint sets of primes
(2.4) S := {s prime : log20 x < s ≤ z}
(2.5) P := {p prime : x/2 < p ≤ x}
(2.6) Q := {q prime : x < q ≤ y}
For vectors ~a = (as mod s)s∈S , ~b = (bp mod p)p∈P , we define the sifted sets
S(~a) := {n ∈ Z : n 6≡ as(mod s) for all s ∈ S}
and likewise
S(~b) := {n ∈ Z : n 6≡ bp(mod p) for all p ∈ P}
Definition 2.3. For each prime p ≤ x we define:
dp :=


as , if p = s ∈ S
bp , if p ∈ P
0 , for all other p
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Lemma 2.4. Let n ∈ (x, y] satisfy n 6≡ dp( mod p) for all p ≤ x. Then n ∈ Q ∩ S(~a) ∩ S(~b)
or n ∈ R, where
R := {n ∈ (x, y] : p | n⇒ p ≤ z}
is the set of z-smooth integers in (x, y].
Proof. Assume n 6≡ dp(mod p) for all p ≤ x and n 6∈ Q. Assume there are two
primes t1, t2 with t1 < t2, t2 > z and t1 | n, t2 | n.
Then by (2.4), (2.5) we have:
n ≥ t1t2 ≥
x
2
(log x)20 > y ,
a contradiction. Thus, since n 6∈ Q, we have n ∈ R. 
Lemma 2.5. It holds
#R = O
(
x
(log x)3
)
.
Proof. To estimate #R, let
u :=
log y
log z
.
So from (2.2), (2.3) one has
u = 4
log2 x
log3 x
(1 + o(1)).
By standard estimates for smooth numbers (e.g. de Bruijn’s theorem [3] and (2.2))
we have:
#R≪ ye−u log u+O(u log log(u+2)) =
y
log4+o(1) x
= O
(
x
log3 x
)
.

Lemma 2.6. Let N be sufficiently large and suppose that x, y, z are given by (2.1),
(2.2) and (2.3). Then there are vectors ~a = (as mod s)s∈S and ~b = (bp mod p)p∈P ,
such that
(2.5) #(Q ∩ S(~a) ∩ S(~b)≪
x
log x
.
Proof. This follows immediately from Theorem 2 of [7]. 
We now fix ~a and ~b satisfying (2.5). We need some results from standard sieves
(Brun’s or Selberg’s sieve). We borrow the following notations and results from [8].
An exception is the set of primes, denoted by P in [8], which we denote by P˜ .
Definition 2.7. Let A be a finite set of integers and let P˜ be a set of primes. For
a positive squarefree integer d composed only of primes of P˜ let
Ad := {n ∈ A : n ≡ 0(mod d)} .
Let z be a positive real number and let P (z) be a product of the primes in P˜
that are smaller than z. Then we set
(2.6) S(A; P˜ , z) := |{a : a ∈ A, (a, P (z)) = 1}| .
4
Let ω be a multiplicative function defined for squarefree numbers with ω(p) = 0 for
p 6∈ P˜. With X an appropriate constant we set:
(2.7) Rd := |Ad| −
ω(d)
d
X .
We also define
(2.8) W (z) :=
∏
p<z
(
1−
ω(p)
p
)
.
We introduce the conditions:
(Ω1) 0 ≤
ω(p)
p
≤ 1−
1
A1
for some suitable constant A1 ≥ 1.
(Ω2(κ))
∑
w≤p<z
ω(p) log p
p
≤ κ log
z
w
+A2 ,
if 2 ≤ w ≤ z, where κ (> 0) and A2 (≥ 1) are independent of z and w.
(R0) |Rd| ≤ L
(
X logX
d
+ 1
)
A
′ν(d)
0 , for µ(d) 6= 0, (d,P) = 1,
where L and A′0 are suitable constants,
P = {p ∈ P : p 6∈ P} .
Let α be a constant with 0 < α ≤ 1.
Assume that for any constant u ≥ 1 there exists a constant C0 > 0 such that
(R1(κ, α))
∑
d<Xα log−C0 X
(d,P)=1
µ2(d)|Rd| = Ou
(
X
logκ+uX
)
.
Lemma 2.8. Let A satisfy the conditions (Ω1), (Ω2(κ)), (R0), (R1(κ, α)). Let
X ≥ z and write
u =
logX
log z
.
Then
S(A; P˜, z) =XW (z){1 +O(exp{−αu(logu− log log 3u− log(x/α)− 2)})(2.9)
+Ou(L log
−uX) ,
where the O-constants may depend on u as well as on the constants A′1, A1, A2, κ
and α.
Proof. This is Theorem 2.5′ of [8]. 
Definition 2.9. Let
Q∗ =
{
q ∈ Q :
y
3
< q ≤
2y
3
, p | N − 2q ⇒ p > log20 x
}
.
Lemma 2.10.
#Q∗ ≥ c3
y
log x log2 x
.
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Proof. We apply Lemma 2.8 with
A =
{
N − 2q :
y
3
< q ≤
2y
3
}
, z = (log x)20 ,
X = li
2y
3
− li
y
3
, ω(p) =
{ p
p−1 , for p > 2
0 , for p = 2
Then the conditions (Ω1), (Ω2(κ)) are satisfied with A1 = 2, κ = 1. The existence
of A2 follows from Mertens’ result∑
p≤x
log p
p
= log x+O(1) .
By the Generalized Riemann Hypotehsis we have
|Rd| ≤ X
1/2 log3X , for d ≤ X1/2.
We have
W (z) =
∏
p<(log x)20
(
1−
ω(p)
p
)
= O
(
1
log log x
)
.
Lemma 2.10 now follows from (2.9). 
Definition 2.11. For w ≥ 1, r, b ∈ N, let
π(w, r, b) = #{p ≤ w : p ≡ b(mod r)} .
Lemma 2.12. For 1 ≤ r ≤ b, (b, r) = 1, we have:
π(w, r, b) = O
(
w
φ(r) log(w/r)
)
.
Proof. This is the Brun-Titchmarsh Inequality (see [8], Theorem 3.8). 
Definition 2.13. Let q ∈ Q∗. Then we define
N1(q) := {s ∈ S : q ≡ as(mod s)}
N2(q) := {p ∈ P : q ≡ bp(mod p)}
N3(q) := {p ≤ x : N − 2q ≡ 0(mod p)} .
Lemma 2.14. Let x→∞. Then we have for all but o(|Q∗|) primes q ∈ Q∗:
(2.10) #N1(q) = O(log x log2 x log3 x)
(2.11) #N2(q) = O((log2 x)
2)
(2.12) #N3(q) = O((log log x)
3)
Proof. We have by Lemma 2.12:
∑
q∈Q∗
#N1(q) =
∑
s∈S
∑
q≡as( mod s)
q∈Q∗
1 = O
(
y
log x
∑
s∈S
1
s
)
= O
(
y
log x
log x log3 x
log2 x
)
.
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The relation (2.10) follows from Lemma 2.10.
We have
∑
q∈Q∗
#N2(q) =
∑
p∈P
∑
q≡bp( mod p)
q∈Q∗
1 = O

y ∑
p∈P
1
p

 = O( y
log x
)
.
The relation (2.11) now follows from Lemma 2.10. We have
∑
q∈Q∗
#N3(q) =
∑
(log x)20<p≤x
∑
q∈Q∗
N−2q≡0( mod p)
1 = O

y ∑
(log x)20<p≤x
1
p

 = O(y log log x).
The relation (2.12) now follows from Lemma 2.10. 
Lemma 2.15. There is a prime q0 ∈
[
y
3 ,
2y
3
]
and a subset
P∗ ⊂ {p ≤ x : p prime} ,
such that q0 6≡ dp(mod p) for p ∈ P∗, p ∤ N − 2q0 for p ∈ P∗.
#{n ∈ (x, y] : n ≡ dp(mod p) for p ∈ P
∗} = O
(
x
log x
)
.
Proof. Since the sets {n ≡ dp(mod p)} are arithmetic progressions with difference
p, we have by Lemma 2.14:
#{n ∈ (x, y] : n ≡ as(mod s) for some s ∈ N1(q0)} = O(x log x log2 x log3 x(log x)
−20)
= O(x(log x)−19) ,(2.13)
#{n ∈ (x, y] : n ≡ bp(mod p) for some s ∈ N2(q0)} = O(x log x(log2 x)
2x−1)
= O(x(log x)−19)(2.14)
and
(2.15) #{n ∈ (x, y] : n ≡ dp(mod p) for some p ∈ N3(q0)} = O(x(log x)
−19) .
We now define
(2.16) P∗ := {p prime, p ≤ z} \ {N1(q0) ∪N2(q0) ∪ N3(q0)} .
The claim of Lemma 2.15 follows from Lemmas 2.4, 2.5, 2.6 and the estimates
(2.13), (2.14) and (2.15). 
We now conclude the proof of Theorem 2.1.
Let n1, . . . , nk ∈ (x, y] \ {q0} with nj 6≡ dp(mod p) for all p ∈ P∗. By the prime
number theorem there is a C0 > 1, such that
π(C0x)− π(x) ≥ 2k .
Since p | (nj − q0) for at most one prime p ∈ (x,C0x] we may choose primes
p˜1, . . . , p˜k ∈ (x,C0x], such that nj 6≡ q0(mod p) for 1 ≤ j ≤ k.
Definition 2.16. We define
dp˜j = nj , for 1 ≤ j ≤ k.
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We now set
(2.17) P ∗ =
∏
p∈P∗
p
k∏
j=1
p˜j
and determine v0 by the conditions
1 ≤ v0 < P
∗
v0 ≡ −dp(mod p) for all p ∈ P
∗ .(2.18)
By the Chinese Remainder Theorem v0 is uniquely determined. We now define the
isolated residue class (mod P ∗) by
(2.19) u0 = v0 + q0 .
From (2.18) we see that p | v0 + dp for all p ∈ P∗ \ {q0}. Thus, we have (n, P ∗) > 1
for all n ∈ (x, y] \ {u0}. Thus |u0 −m| is composite for all m with 0 < |m| ≤ y/3.
By Definition 2.13 for N3(q) and (2.16) we have:
(u0, P
∗) = (N − 2u0, P
∗) = 1 .
We have
(2.20) P ∗ ≤ P (C0x) = exp(C0x(1 + o(1)))
by the prime number theorem.
By the Definition 2.3 we have dp = 0 for z < p ≤ x/2. Therefore
u0 ≥
∏
z<p≤x/2
p6∈N1(q0)∪N2(q0)∪N3(q0)
p ≥ (P ∗)c
if c is chosen small enough.
The bound N ≥ (P ∗)100 follows, if c1 in (2.1) is chosen sufficiently small.
The upper bound N ≤ (P ∗)D follows from Lemma 2.14. This concludes the proof
of Theorem 2.1.
3. The Circle Method
Let N and P ∗ satisfy the conditions of Theorem 2.1 and let u0 be the isolated
residue-class mod P ∗. It remains to be shown that there are primes p1, p2, p3 with
p1 ≡ p2 ≡ u0(mod P
∗), p3 ≡ N − 2u0(mod P
∗) with
p1 + p2 + p3 = N .
This will be achieved by the circle method.
We closely follow [11]. The results and definitions are borrowed from there with
slight modifications. They are formulated for general arithmetic progressions.
Definition 3.1. Let R ≤ N1/20, P = R3L3C, Q = NR−3L−4C, L = logN , with
the constant C to be specified later. The major arc of the circle method is defined
as
(3.2) E1(R) :=
⋃
q≤P
q⋃
a=1
(a,q)=1
[
a
q
−
1
qQ
,
a
q
+
1
qQ
]
(3.3) E2(R) :=
[
1
Q
, 1 +
1
Q
]
− E1(R) .
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Since 2P < Q, no two major arcs intersect. Write α ∈ [0, 1] in the form
(3.4) α =
a
q
+ λ, 1 ≤ a ≤ q, (a, q) = 1 .
It follows from Dirichlet’s lemma on rational approximation that
E2(R) =
{
α : P < q < Q, |λ| ≤
1
qQ
}
.
Let Λ(n) be the von Mangoldt function, e(α) = e2πiα and
(3.5) S(α, r, b) =
∑
n≤N
n≡b( mod r)
Λ(n)e(nα) .
By orthogonality we then have
(3.6) ∑
(n1,n2,n3)∈N
3,
ni≡bi( mod r)
n1+n2+n3=N
Λ(n1)Λ(n2)Λ(n3) =
∫ 1
0
S(α, r, b1)S(α, r, b2)S(α, r, b3)e(−Nα)dα .
Lemma 3.2. Let A > 0 be arbitrary and α ∈ E2(R). If C is sufficiently large, then
(3.7) S(α, r, b)≪
N
r logAN
uniformly for 12R ≤ r ≤ 2R.
Proof. This follows from the result of Balog and Perelli [2] which we present below:
For M ≤ N and h = (r, q) it holds
∑
n≤M
n≡b( mod r)
Λ(n)e
(
a
q
n
)
≪ L3
(
hN
rq1/2
+
q1/2N1/2
h1/2
+
N4/5
r2/5
)
.

Definition 3.3. (Definitions from [11])
Let d, f, g, k,m be fixed positive integers and χg a Dirichlet character modg. Let
(3.8) G(d, f,m, χg, k) =
k∑
n=1
(n,k)=1
n≡f( mod d)
χg(n)e
(mn
k
)
Remark. This is a generalization of the Gaussian sum
G(m,χ) =
k∑
n=1
χ(n)e
(mn
k
)
.
In the special case g = k, let
(3.9) G(d, f,m, χ) = G(d, f,m, χk, k) .
For positive integers r and q let
(3.10) h = (r, q) .
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Then r, q and h can be written as
r = p˜α11 · · · p˜
αs
s r0 (p˜j , r0) = 1
q = p˜β11 · · · p˜
βs
s q0 (p˜j , q0) = 1
h = p˜γ11 · · · p˜
γs
s , with prime numbers p˜i,(3.11)
where αj, βj and γj are positive integers with γj = min(αj , βj), j = 1, . . . , s. Define
(3.12) h1 = p˜
δ1
1 · · · p˜
δs
s ,
where δj = αj or 0 according as αj = γj or not. Then h1 | h. Write
(3.13) h2 =
h
h1
.
Then
(3.14) h1h2 = h, (h1, h2) = 1,
(
r
h1
,
q
h2
)
= 1 .
Lemma 3.4. Let d | k, g | k and (m, k) = (f, k) = 1. Let also χ mod g be induced
by the primitive character χ∗ mod g∗. Then
|G(d, f,m, χg, k)| ≤ g
∗1/2 .
Proof. This is Lemma 3 of [11]. 
Lemma 3.5. Let d | k and (m, k) = (f, k) = 1. Let also χ0( mod k) be the principal
character. Then for (d, k/d) > 1,
G(d, f,m, χ0) = 0
and for (d, k/d) = 1,
G(d, f,m, χ0) = µ
(
k
d
)
e
(
fmt
d
)
,
where t is defined by tk/d ≡ 1(mod d).
Proof. This is Lemma 7 of [11]. 
The basic identity for the asymptotic evaluation of the major arcs is the following.
Lemma 3.6. Let a, q, r be positive integers, and h, h1, h2 defined as in (3.10)–
(3.13), such that (3.14) holds. Then
S
(
a
q
+ λ, r, b
)
=
1
φ(r/h1)φ(q/h2)
∑
ξ( mod r/h1)
ξ(b)
∑
η( mod q/h2)
G(h, b, a, η, q)
×
∑
n≤N
ξη(n)Λ(n)e(nλ) +O(L2) ,
where ∑
ξ( mod r/h1)
respectively ∑
η( mod q/h2)
are over the Dirichlet characters mod r/h1 respectively q/h2.
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Proof. This is Lemma 2 of [11]. 
We now decompose the sum in Lemma 3.6 in three partial sums.
Definition 3.7.
S
(
a
q
+ λr, b
)
= S0(a, q, λ, r, b) + S1(a, q, λ, r, b) + S2(a, q, λ, r, b) ,
where S0, S1, respectively S2 are the sums corresponding to
(0) ξ = ξ0
(
mod rh1
)
, η = η0
(
mod qh2
)
(i) ξ = ξ0
(
mod rh1
)
, η 6= η0
(
mod qh2
)
(ii) ξ 6= ξ0
(
mod rh1
)
,
respectively (ξ0 resp. η0 are the principal characters mod r/h1 resp. mod q/h2).
The asymptotics of the major arcs contribution and thus also of (3.6) comes from
the sum S0. To state the result we need the following definitions:
Definition 3.8. Let q, r be positive integers and (q, r) = h. For (a, q) = 1 and
(b, r) = 1 define
f(r, q, a, b) :=
{ µ(q/h)
φ(rq/h) e
(
abt
h
)
, if (q/h, h) = 1, tq/h ≡ 1(mod h)
0 , if (q/h, h) > 1.
Then we have:
Lemma 3.9.
S0 = f(r, q, a, b)
∑
n≤N
e(nλ) +O(|λ|N3/2 log3N) +O(N1/2 log3N) .
Proof.
S0 =
1
φ(r/h1)φ(q/h2)
G(h, b, a, η, q)
∑
n≤N
χ0(n)Λ(n)e(nλ)
=
1
φ(rq/h)
G(h, b, a, n0, q/h2)
∑
n≤N
e(nλ) +
∑
n≤N
χ0(n)(Λ(n)− 1)e(nλ)
+O
(
L2
φ(rq/h)
)
.
By the Riemann Hypothesis and partial summation we have∑
n≤N
χ0(n)(Λ(n)− 1)e(nλ) = O(|λ|N3/2 log3N) +O(N1/2 log3N) .
The result now follows from Lemma 3.5. 
We now show that for 12R ≤ r ≤ 2R the contribution of S1 and S2 to the major
arcs contribution is negligible.
Definition 3.10. For (b1, b2, b3) ∈ Z
3 let∫
0
:=
∫
E1(R)
S(α, r, b1)S(α, r, b2)S(α, r, b3)e(−Nα)dα
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and ∫
1
:=
∫
E1(R)
S0(α, r, b1)S0(α, r, b2)S0(α, r, b3)e(−Nα)dα .
Lemma 3.11. Let 12R ≤ r ≤ 2R, (b1, b2, b3) ∈ Z
3. Then∫
0
=
∫
1
+O(N11/4R−2) .
Proof. We partition the sums S(aq+λ, r, bi) according to Definition 3.7. The product
3∏
i=1
S(α, r, bi)
becomes a sum of 27 products
Sj1(α, r, b1)Sj2 (α, r, b2)Sj3(α, r, b3)
with ji ∈ {0, 1, 2}.
Assume that (j1, j2, j3) 6= (0, 0, 0).Without loss of generality we may assume j1 6= 0.
Then the characters ξη appearing in the sums∑
n≤N
ξη(n)Λ(n)e(nλ)
by Lemma 3.6 are non-principal. Therefore by the GRH we have the estimate∑
n≤N
ξη(n)Λ(n)e(nλ) = O(N1/2 log3(NR)) +O(|λ|N 3/2 log3(NR)) .
The other sums may be trivially estimated by
Sji = O(NR
−1) .
This proves Lemma 3.11. 
Lemma 3.12.∫
0
=
(
1
2
N2 +O(N2L−C)
)∑
q≤P
q∑
a=1
(a,q)=1
f(r, q, a, b1)f(r, q, a, b2)f(r, q, a, b3)e
(
−
aN
q
)
.
Proof. We obtain by Lemmas 3.9 and 3.11:∫
0
=
∑
q≤P
q∑
a=1
f(r, q, a, b1)f(r, q, a, b2)f(r, q, a, b3))e
(
−
aN
q
)
×
∫
|λ|≤1/qQ

∑
n≤N
e(nλ)


3
e(−Nλ)dλ+O(N11/4R−2) .
Using the estimate ∑
n≤N
e(nλ)≪ min
(
N,
1
|λ|
)
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one sees that the integral is
∫ 1/2
−1/2

∑
n≤N
e(nλ)


3
e(−Nλ)dλ+O
(∫ 1/2
1/qQ
λ−3dλ
)
=
∑
n1+n2+n3=N
1≤nj≤N
1 +O((qQ)2)
=
1
2
N2 +O(N2L−C) .
We thus have proved Lemma 3.12. 
Lemma 3.13. Let b1 + b2 + b3 ≡ 0(mod r). Then the singular series
σ(N ; r) :=
∞∑
q=1
q∑
a=1
f(r, q, a, b1)f(r, q, a, b2)f(r, q, a, b3))e
(
−
aN
q
)
converges and has the value
1
φ3(r)
∞∑
q=1
µ(q/h)
φ3(q/h)
q∑
a=1
(a,q)=1
e
(
a(b1 + b2 + b3)t
h
−
aN
q
)
.
We also have
σ(N ; r) =
C(r)
r2
∏
p|r
p3
(p− 1)3 + 1
∏
p|N
p∤r
(p− 1)((p− 1)2 + 1)
(p− 1)3 + 1
∏
p>2
(
1 +
1
(p− 1)3
)
≥
1
r2 log r
.
Proof. This is due to Rademacher [16] 
Lemma 3.14. Let ǫ > 0. Then we have
1
φ3(r)
∑
q>P
(q/h,h)=1
µ(q/h)
φ3(q/h)
q∑
a=1
(a,q)=1
e
(
a(b1 + b2 + b3)t
h
−
aN
q
)
= O
(
r2+ǫ
φ3(r)
P−1
)
.
Proof. We use the estimates
q∑
a=1
(a,q)=1
e
(
a(b1 + b2 + b3)t
h
−
aN
q
)
≤ q ,
d(m) ≤ mǫ for the divisor function
and
m
φ(m)
= O(log logm) .
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We obtain
1
φ3(r)
∑
q>P
(q/h,h)=1
µ(q/h)
φ3(q/h)
q∑
a=1
(a,q)=1
e
(
a(b1 + b2 + b3)t
h
−
aN
q
)
≤
1
φ3(r)
∑
q>P
(q/h,h)=1
1
φ3(q/h)
· q
≤
1
φ3(r)
∑
h|r
φ3(h)

∑
q>P
h|q
1
q2

 log log q
≤
1
φ3(r)
∑
h|r
φ3(h)
1
h2
∑
q˜>P/h
1
q˜ 2
≤
1
φ3(r)
P−1
∑
h|r
h2 = O
(
r2+ǫ
φ3(r)
P−1
)
.

Theorem 3.15. Let
R ≤ N1/20, b1 + b2 + b3 = 0,
R
2
≤ R ≤ 2R .
Then ∑
(n1,n2,n3)∈N
3
ni≡bi( mod r)
n1+n2+n3=N
Λ(n1)Λ(n2)Λ(n3) =
1
2
σ(N ; r)N2(1 + o(1))
as N →∞.
Proof. This follows from (3.6), Lemma 3.2 and Lemmas 3.12, 3.13, 3.14. 
4. Conclusion
Theorem 1.3 now follows if we apply Theorem 3.15 with
b1 = b2 = u0, b3 = N − 2u0, r = P
∗ .
References
[1] A. Balog and J. Friedlander, A hybrid of theorems of Vinogradov and Piatetski-Shapiro,
Pacific J. of Math., 156(1)(1992), 45–62.
[2] A. Balog and A. Perelli, Exponential sums over primes in an arithmetic progression, Proc.
Amer. Math. Soc., 93(1985), 587–582.
[3] N. G. de Bruijn, On the number of positive integers ≤ x and free of prime factors > y,
Nederl. Acad. Wetensch. Proc.Ser. A. 54 (1951), 50 – 60.
[4] P. Erdős, On the difference of consecutive primes, Quart. J. Math. Oxford Ser., 6(1935),
124–128.
14
[5] P. Erdős and M. B. Nathanson, Lagrange’s Theorem and thin subsequences of squares, Con-
tributions to Probability (J. Gani, V. K. Rohatgi, eds.), Academic Press, New York, 1981,
3–9.
[6] K. Ford, B. Green, S. Konyagin and T. Tao, Large gaps between consecutive prime numbers,
preprint, arXiv: 1408.4505.
[7] K. Ford, B. Green, S. Konyagin, J. Maynard and T. Tao, Long gaps between primes,
arXiv:1412.5092v2
[8] H. Halberstam and H. -E. Richert, Sieve Methods, Academic Press, London, 1974.
[9] H. A. Helfgott, Major arcs for Goldbach’s theorem, http://arxiv.org/abs/1305.2897v1.
[10] H. A. Helfgott and P. J. Platt, Numerical verification of the Ternary Goldbach conjecture up
to 8875 · 1030, Exp. Math., 22(4)(2013), 406–409.
[11] J. Liu and T. Zhan, The ternary Goldbach problem in arithmetic progressions, Acta Arith.
82.3(1997), 197-227.
[12] H. Maier and C. Pomerance, Unusually large gaps between consecutive primes, Trans. Amer.
Math. Soc., 322(1)(1990), 201–237.
[13] J. Maynard, Large gaps between primes, preprint, arXiv:1408.5110.
[14] L. I. Piatetski-Shapiro, On the distribution of prime numbers in sequences of the form [f(m)],
Math. Sb., 33(1953), 559–566.
[15] J. Pintz, Very large gaps between consecutive primes, J. Number Theory, 63(2)(1997), 286–
301.
[16] H. Rademacher, Uber eine Erweiterung des Goldbachschen Problems, Math. Zeitschrift,
25(1926): 627–657.
[17] R. A. Rankin, The difference between consecutive prime numbers, J. London Math. Soc.,
13(1938), 242–247.
[18] R. A. Rankin, The difference between consecutive prime numbers. V. Proc. Edinburgh Math.
Soc., 12/13 (1962/63), 331–332.
[19] M. Th. Rassias, Goldbach’s Conjecture: Selected Topics, Springer, New York, to appear.
[20] A. Schönhage, Eine Bemerkung zur Konstruktion grosser Primzahllücken, Arch. Math.,
14(1963), 29–30.
[21] I. M. Vinogradov, Representation of an odd number as the sum of three primes, Dokl. Akad.
Nauk SSSR 15(1937), 291–294.
[22] E. Westzynthius, Über die Verteilung der Zahlen die zu den n ersten Primzahlen teilerfremd
Sind, Comm. Phys. Math. Helsingfors, 25(1931), 1–37.
[23] E. Wirsing, Thin subbases, Analysis, 6(1986), 285–308.
Department of Mathematics, University of Ulm, Helmholtzstrasse 18, 89081 Ulm,
Germany.
E-mail address: helmut.maier@uni-ulm.de
Institute of Mathematics, University of Zürich, Winterthurerstrasse 190, CH-
8057 Zürich, Switzerland & Institute for Advanced Study, Einstein Drive, Prince-
ton, New Jersey 08540 USA
E-mail address: michail.rassias@math.uzh.ch, michailrassias@math.princeton.edu
15
