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Abstract
We prove that every automorphism of an infinite-dimensional vector
space over a field is the product of four involutions, a result that is optimal
in the general case. We also characterize the automorphisms that are the
product of three involutions. More generally, we study decompositions of
automorphisms into three or four factors with prescribed split annihilating
polynomials of degree 2.
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1 Introduction
1.1 The problem
Let F be a field. In this article, all the vector spaces we consider have F as ground
field unless stated otherwise. Given a positive integer n, it is folklore that an
n by n invertible matrix A ∈ GLn(F) is a product of involutions if and only if
detA = ±1. Moreover, if that condition holds then A is actually the product
of four involutions [4], and it is known that three involutions do not suffice in
general (classically, if λ is a nonzero scalar such that λ4 6= 1 and λn = ±1, then
∗Universite´ de Versailles Saint-Quentin-en-Yvelines, Laboratoire de Mathe´matiques de Ver-
sailles, 45 avenue des Etats-Unis, 78035 Versailles cedex, France
†e-mail address: dsp.prof@gmail.com
1
the matrix λIn is not the product of three involutions). The products of two
involutions in GLn(F) are the matrices that are similar to their inverse (see [3],
[6] and [14]). However, there is no neat classification of the invertible matrices
that are products of three involutions, and there is little hope of ever finding one
(see [1, 7] and the very recent [9]).
To our knowledge, the corresponding issue in the infinite-dimensional setting
has been entirely neglected although it was cited as an interesting open issue
in the end section of [4]. So, let V be an infinite-dimensional vector space,
and consider the ring End(V ) of all endomorphisms of V , and its group GL(V )
of units, i.e. the automorphisms of V . Of course, every product of (linear)
involutions of V belongs to GL(V ). We aim at proving that every element of
GL(V ) is a product of involutions. Better still, we will find the minimal integer
p such that every element of GL(V ) is the product of p involutions.
There is a corresponding problem in the group of units of the algebra of all
bounded operators of an infinite-dimensional complex Hilbert space H: it was
shown by Radjavi [8] that every invertible operator in that algebra is the product
of seven involutions; moreover, four involutions do not suffice in general (it is
not difficult to prove that, for any nonzero complex number z with modulus
different from 1, the element z. idH is not the product of four involutions in the
algebra B(H)). It is not known whether five involutions suffice, and no advance
has been made ever since in this problem. A few years earlier, Halmos and
Kakutani [5] famously proved that every unitary operator on H is the product
of four symmetries (i.e. of unitary involutions), and that three symmetries do
not suffice in general. However, those problems are profoundly different from
ours because they involve structures from analysis, whereas the problem we deal
with here is purely algebraic.
1.2 Main results
Here is one of our main results:
Theorem 1.1. Let V be an infinite-dimensional vector space. Every automor-
phism of V is the product of four involutions.
We will also prove that three involutions suffice if |F| ≤ 3, but not otherwise,
and in general we will completely characterize the automorphisms that split into
the product of three involutions (see Theorem 1.6 below).
Our methods actually allow a generalization of the above theorem, and a bit
of additional definition will help. We denote by F[t] the algebra of all polynomials
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with one indeterminate t over F. An element x of an F-algebra A is called
quadratic whenever it is annihilated by some polynomial p ∈ F[t] with degree
2. A polynomial p ∈ F[t] will be called non-derogatory if p(0) 6= 0. Note that
any element of A that is annihilated by such a polynomial is invertible.
The involutions inA are the quadratic elements that are annihilated by t2−1.
An element of A is called unipotent with index 2 whenever it is annihilated
by (t− 1)2, i.e. when it reads 1A + u for some u ∈ A such that u
2 = 0A.
Let p1, . . . , pn be non-derogatory polynomials of F[t]. An element x of an
F-algebra is called a (p1, . . . , pn)-product when it splits into x = a1 · · · an for
some list (a1, . . . , an) ∈ A
n such that pi(ai) = 0 for all i ∈ [[1, n]]. Note that such
an element must then be invertible. For example, an automorphism of V is the
product of n involutions in End(V ) if and only if it is a (t2−1, . . . , t2−1)-product
(with n copies of t2 − 1). Note also that the set of all (p1, . . . , pn)-products is
stable under conjugation. Noting that a−11 (a1 · · · an)a1 = a2 · · · ana1 for any
invertible elements a1, . . . , an, we deduce that the (p1, . . . , pn)-products are the
(p2, . . . , pn, p1)-products.
Now, we can state a generalization of Theorem 1.1:
Theorem 1.2. Let p1, . . . , p4 be four split non-derogatory polynomials with de-
gree 2 in F[t], and V be an infinite-dimensional vector space. Then, every auto-
morphism of V is a (p1, p2, p3, p4)-product.
In particular, every automorphism of V is the product of four involutions, but
also of four unipotent automorphisms with index 2, and also of three involutions
and one unipotent automorphism with index 2. And so on. The corresponding
result for decompositions into sums was proved recently [2, 10, 13].
Next, we will see that three factors do not suffice in general, and we will
almost completely classify the (p1, p2, p3)-products. The main obstruction for
being a (p1, p2, p3)-product comes from the existence of a “large” eigenvalue:
Definition 1.1. Let u ∈ End(V ). A scalar λ is called a dominant eigenvalue
of u if rk(u− λ idV ) < dimV .
In that case, λ is truly an eigenvalue of u, i.e. Ker(u − λ idV ) 6= {0}, and
it is the sole dominant eigenvalue of u. In particular, it is nonzero if u is an
automorphism of V . A mundane example is the one where u = λ idV .
As we are about to see, there are limitations on the possible dominant eigen-
values of a (p1, p2, p3)-product. To formulate such limitations, recall that, for a
monic polynomial p ∈ F[t] with degree n, its norm is defined as (−1)np(0), and
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its trace is defined as the opposite of the coefficient of p on tn−1 (i.e. they are,
respectively, the product and the sum of the roots of p in an algebraic closure of
F, counted with multiplicities). The norm and trace of a nonzero polynomial
p with leading coefficient α are defined as those of α−1p, and denoted by N(p)
and tr(p), respectively.
Theorem 1.3. Let V be an infinite-dimensional vector space. Let p1, p2, p3 be
split non-derogatory polynomials of F[t] with degree 2. Let u ∈ GL(V ) have a
dominant eigenvalue λ, and assume that u is a (p1, p2, p3)-product. Then, λ is
a (p1, p2, p3)-product in the algebra F or λ
2 = N(p1)N(p2)N(p3).
Definition 1.2. Let p1, p2, p3 be split non-derogatory polynomials with degree
2 over F. A scalar λ ∈ F is called acceptable for the triple (p1, p2, p3) when it
is a (p1, p2, p3)-product in the algebra F or λ
2 = N(p1)N(p2)N(p3).
For example, in the case of products of three involutions, the acceptable
scalars are the fourth roots of the unity.
In particular, whenever |F| > 5 or |F| = 4, there exists λ ∈ Fr {0} such that
λ4 6= 1, and hence λ idV is not the product of three involutions.
In contrast, if u has no dominant eigenvalue, then everything works fine for
decompositions into three factors. This is the major result of the present article:
Theorem 1.4. Let V be an infinite-dimensional vector space, and let p1, p2, p3 be
split non-derogatory polynomials of F[t] with degree 2. Let u be an automorphism
of V with no dominant eigenvalue. Then, u is a (p1, p2, p3)-product.
There is also a quasi-converse statement for Theorem 1.3:
Theorem 1.5. Let V be an infinite-dimensional vector space, and let p1, p2, p3
be split non-derogatory polynomials of F[t] with degree 2. Let u be an automor-
phism of V . Assume that u has a dominant eigenvalue λ that is acceptable for
(p1, p2, p3) and such that u − λ idV does not have finite rank. Then, u is a
(p1, p2, p3)-product.
Hence, in order to have a full characterization of the (p1, p2, p3)-products in
GL(V ), it remains to understand when an automorphism which is the sum of
λ idV with a finite-rank endomorphism is a (p1, p2, p3)-product. We will show
in Section 3 that this amounts to determine, given a scalar λ that is acceptable
for (p1, p2, p3), for which square matrices A ∈ Mn(F) there exists an integer
q ≥ 0 such that A⊕ λIq is a (p1, p2, p3)-product: it turns out that this problem
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is open for general values of (p1, p2, p3). Nevertheless, for a few specific values
of the triple (p1, p2, p3), it has recently been solved (see [9]). This leads to the
following three results, which encompass all decompositions that involve only
involutions and unipotent automorphisms with index 2:
Theorem 1.6. Let V be an infinite-dimensional vector space. Let u ∈ GL(V ).
Then, u is the product of three involutions if and only if none of the following
conditions holds:
(i) There is a scalar λ such that rk(u− λ idV ) < dimV and λ
4 6= 1.
(ii) There is a scalar λ such that u − λ idV has finite rank, λ
4 = 1 and the
determinant of the automorphism of Im(u − λ idV ) induced by u does not
belong to {ελk | k ∈ N, ε ∈ {−1, 1}}.
Moreover, u is the product of three involutions if and only if it is the product of
one involution and two unipotent automorphisms with index 2.
Corollary 1.7. If |F| ≤ 3 then every automorphism of an infinite-dimensional
vector space over F is the product of three involutions.
In the finite-dimensional case, it is known that the product of two unipotent
automorphisms with index 2 is always the product of two involutions (but the
converse fails), see [12]. To our knowledge, the validity of this statement in the
infinite-dimensional setting remains an open problem.
Theorem 1.8. Let V be an infinite-dimensional vector space. Let u ∈ GL(V ).
Then, u is the product of three unipotent automorphisms with index 2 if and only
if none of the following conditions holds:
(i) There is a scalar λ such that rk(u− λ idV ) < dimV and λ
2 6= 1.
(ii) The endomorphism u − idV has finite rank and the determinant of the
automorphism of Im(u− idV ) induced by u is not 1.
(iii) The endomorphism u + idV has finite rank and the determinant of the
automorphism of Im(u+ idV ) induced by u is neither 1 nor −1.
Theorem 1.9. Let V be an infinite-dimensional vector space. Let u ∈ GL(V ).
Then, u is the product of one unipotent automorphism with index 2 and two
involutions if and only if none of the following conditions holds:
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(i) There is a scalar λ such that rk(u− λ idV ) < dimV and λ
2 6= 1.
(ii) There is a scalar λ ∈ {1,−1} such that u − λ idV has finite rank and the
determinant of the automorphism of Im(u− λ idV ) induced by u is neither
1 nor −1.
With the above, little mistery remains on the decompositions into prod-
ucts of three quadratic automorphisms. We would still like to point to some
open problems. First, we wonder whether the above could be generalized to
irreducible annihilating polynomials. For example, for infinite-dimensional real
vector spaces it would be nice to know whether every automorphism splits into
the product of several automorphisms v such that v2 = − idV (i.e. quarter-of-
turns) and what is the minimal number of factors required in general. In fact,
one can show that in Theorem 1.4 (respectively, Theorem 1.2), we can allow one
(respectively, two) of the polynomials to be irreducible.
Also, there remains the issue of classifying the (p1, p2)-products. For ex-
ample, the product of two involutions must be similar to its inverse, and the
converse is true in finite-dimensional vector spaces: but is it true in the infinite-
dimensional case? The lack of any sort of canonical form for an endomorphism
of an infinite-dimensional vector space makes us worry that this could be a very
difficult problem.
1.3 Strategy
The above results are very similar to the ones of [10, 11] for decompositions into
sums. Unsurprisingly, we will follow a similar strategy, and at times we will
even be able to borrow some lemmas! However, there are a few major technical
differences, and we will discuss some of them here.
Key to [10, 11] was the notion of an elementary endomorphism of V . An
elementary endomorphism of V was defined there as a direct sum of right-shifts,
a right-shift being a linear mapping v on a linear subspaceW of V equipped with
a basis (ek)k≥0 indexed over the non-negative integers, such that v(ek) = ek+1
for all k. It is quite easy to see that such an endomorphism splits into the sum
of two square-zero endomorphisms, and can also accommodate various similar
decompositions. In [13], Shitov proved that any endomorphism of an infinite-
dimensional vector space is the sum of two elementary endomorphisms, yielding
the equivalent of Theorem 1.2 for decompositions into sums.
In this work, the relevant notion of elementary endomorphism is different:
it is related to bilateral shifts instead of right-shifts. Let us be more precise.
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Denote, respectively, by N and Z the set of all non-negative integers and the
set of all integers. Denote by F[t, t−1] the algebra of Laurent polynomials with
one indeterminate t. An automorphism u of V endows it with a structure of
F[t, t−1]-module, so that t.x = u(x) for all x ∈ V : We use the notation V u when
we speak of V as an F[t, t−1]-module. Conversely, given an F[t, t−1]-module
W , the mapping x 7→ t.x is an automorphism of the F-vector space W . The
submodules of V u are the linear subspaces of V that are stable under u and u−1
(put differently, they are the linear subspaces W of V such that u(W ) =W ).
Let us view F[t, t−1] as a module over itself. Then, the automorphism p(t) 7→
tp(t) maps tk to tk+1 for all k ∈ Z. An automorphism u of a vector space V
will be called super-elementary when V u is isomorphic to F[t, t−1], which is
equivalent to the existence of a basis (ek)k∈Z of the vector space V such that
u(ek) = ek+1 for all k ∈ Z. We will say that u is elementary whenever u is a
direct sum of super-elementary automorphisms, i.e. V u is a free F[t, t−1]-module.
Here, elementary automorphisms are very handy because they admit decom-
positions into a very small number of factors:
Theorem 1.10. Let p, q be split non-derogatory polynomials in F[t] with degree
2. Then, every elementary automorphism of a vector space is a (p, q)-product.
The corresponding result for sums (in which bilateral shifts are replaced with
right-shifts) was easy to see. Here, things are far less obvious!
In [13], Shitov proved that every endomorphism of an infinite-dimensional
vector space is the sum of two endomorphisms that are direct sums of right-
shifts, and he deduced the equivalent of Theorem 1.2 for sums. An interesting
open question is whether every automorphism of an infinite-dimensional vector
space is the product of two elementary ones. Note that if this were true then
as an application every automorphism of a vector space V with uncountable
dimension would be a commutator in the group GL(V )! Indeed, the inverse of
an elementary automorphism is an elementary one, and if V has uncountable
dimension then it is easily seen that all elementary automorphisms are conjugate
in GL(V ).
Definition 1.3. Let V be an F-vector space, and p ∈ F[t] be a non-derogatory
split polynomial with degree 2. Let u ∈ GL(V ) and v ∈ GL(V ). We say that
u is p-adjacent to v whenever there exists a ∈ GL(V ) such that p(a) = 0 and
au = v.
Notation 1.4. Given a non-derogatory polynomial p(t) = an t
n + · · · + a0 of
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degree n, we denote by
p♯(t) := tnp(1/t) = a0 t
n + · · ·+ an
its reciprocal polynomial (which is also non-derogatory). Note that (p♯)♯ = p.
Noting that an automorphism a ∈ GL(V ) is annihilated by p if and only if its
inverse is annihilated by p♯, we deduce that, given non-derogatory polynomials
p1, . . . , pn, an element of GL(V ) is a (p1, . . . , pn)-product if and only if it is p
♯
1-
adjacent to a (p2, . . . , pn)-product. Hence, in order to obtain Theorem 1.4, it
suffices to combine Theorem 1.10 with the following result, whose proof will take
up the larger part of the present article:
Theorem 1.11. Let u be an automorphism of an infinite-dimensional vector
space, with no dominant eigenvalue. Then, for any split non-derogatory polyno-
mial p ∈ F[t] with degree 2, the automorphism u is p-adjacent to an elementary
automorphism.
Note that this result is optimal. Indeed, let a ∈ GL(V ) be annihilated by
some non-derogatory split monic polynomial p(t) = (t−x)(t− y) with degree 2,
and let u ∈ GL(V ) have a dominant eigenvalue λ. Using Im(a−x idV ) ⊂ Ker(a−
y idV ), we find that if dimKer(a−y idV ) < dimV then x is a dominant eigenvalue
of a, and hence the rank theorem shows that dimV = dimKer(a−x idV ). Hence,
one of the kernels Ker(a−x idV ) and Ker(a−y idV ) has dimension dimV . Then,
such a subspace does not have trivial intersection with Ker(u−λ idV ) otherwise
the rank theorem would yield that it is isomorphic to a subspace of Im(u−λ idV ).
Hence, Ker(u − λ idV ) has a nonzero common vector with one of the spaces
Ker(a − x idV ) or Ker(a − y idV ), and it ensues that one of λx and λy is an
eigenvalue of au. However, it is obvious that no elementary automorphism has
an eigenvalue.
We finish with a very useful remark:
Remark 1. Let p1, . . . , pr be non-derogatory polynomials with degree 2 in F[t].
Then, being a (p1, . . . , pr)-product is stable under taking direct sums. Let us
explain this in more details: let u be an automorphism of a vector space V .
Assume that we have a splitting V =
⊕
i∈I
Vi in which u(Vi) = Vi for all i ∈ I,
and denote by ui the induced automorphism of Vi. Assume also that, for all
i ∈ I, the endomorphism ui splits into ui =
r∏
k=1
ui,k where ui,k ∈ GL(Vi) and
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pk(ui,k) = 0 for all k ∈ [[1, r]]. Then, by setting u
(k) :=
⊕
i∈I
ui,k ∈ GL(V ), we see
that u =
r∏
k=1
u(k) and pk(u
(k)) = 0 for all k ∈ [[1, r]].
1.4 Structure of the article
The remainder of the article is laid out as follows. In Section 2, we prove The-
orem 1.3. This is done in two steps: first, we determine which scalar multiples
of the identity are (p1, p2, p3)-products; then, we prove that decomposing an au-
tomorphism u with a dominant eigenvalue λ into a product of three quadratic
automorphisms yields a non-trivial subspace that includes Im(u− λ idV ) and is
invariant under all the factors at hand (the Invariant Subspace Lemma). From
those results, we will easily derive Theorem 1.3. With the same line of reasoning,
we will find in Section 3 that characterizing the (p1, p2, p3)-products among the
operators of the form λ idV +w, with λ ∈ F and w of finite rank, amounts to solv-
ing a problem in the finite-dimensional case. In particular, the case when each pi
equals t2−1 or (t−1)2 will be completely solved thanks to recent decomposition
results in the stable general linear group [9].
The remaining sections are devoted to sufficient conditions for splitting an
automorphism into quadratic ones. First, elementary automorphisms are stud-
ied in Section 4: there, we devise ways to recognize super-elementary automor-
phisms, and we obtain Theorem 1.10 as a consequence. The next three sections
are devoted to the proof of Theorem 1.4: in Section 5, we develop the notion
of a stratification of an F[t, t−1]-module (which closely mimics the one for F[t]-
modules featured in [10, 11]) and we prove that, assuming the existence of a
semi-good stratification of V u, the automorphism u is p-adjacent to an elemen-
tary automorphism (for any non-derogatory split polynomial p with degree 2). In
Section 6, we prove that such a stratification exists whenever u has no dominant
eigenvalue and V has uncountable dimension, thereby completing the proof of
Theorem 1.4 for such spaces. In Section 7, we complete the proof of Theorem 1.4
for spaces with infinite countable dimension: thanks to a result that was proved
in [11], we limit the discussion to the case when V u includes a free submodule
of rank 1, and in that case we complete the proof by using a new method.
In the ultimate section, we will easily derive Theorems 1.2 and 1.5 from
Theorem 1.4.
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2 Necessary conditions for being a (p1, p2, p3)-product
2.1 The case of scalar multiples of the identity
Proposition 2.1. Let V be an infinite-dimensional vector space, and let λ ∈
F r {0}. Let p1, p2, p3 be non-derogatory split polynomials with degree 2 over F,
et let λ ∈ F be acceptable for (p1, p2, p3). Then, λ idV is a (p1, p2, p3)-product.
Proof. Without loss of generality, we assume that p1, p2, p3 are all monic, and
we set α := N(p1), β := N(p2) and γ := N(p3).
If λ is a (p1, p2, p3)-product, we split it up into λ = x1x2x3 where pi(xi) = 0
for all i ∈ [[1, 3]], and it is then obvious from writing λ idV = (x1 idV )(x2 idV )(x3 idV )
that λ idV is a (p1, p2, p3)-product in End(V ).
Assume now that λ2 = αβγ. We shall prove that the scalar matrix λI2 is
a (p1, p2, p3)-product in the algebra M2(F) of all 2 by 2 matrices with entries
in F. We note that this can be deduced directly from the general classification
of (p2, p3)-products featured in [12] by noting that the companion matrix D
of p1 is such that λD
−1 is a (p2, p3)-product, but we will give a simple direct
proof. Let us split p1(t) = (t − x)(t − y) with (x, y) ∈ (F r {0})
2. Write also
β−1t2p2(t
−1) = t2 − µt+ β−1 and γ−1t2p3(t
−1) = t2 − νt+ γ−1. The matrices
B′ :=
[
0 −β−1
1 µ
]
and C ′ :=
[
ν λ−1x
−x−1γ−1λ 0
]
are invertible, and the Cayley-Hamilton theorem reveals that they are respec-
tively annihilated by p♯2 and p
♯
3. Therefore, B := (B
′)−1 and C := (C ′)−1 are
respectively annihilated by p2 and p3.
Since λ2 = αβγ and x−1α = y, we find
λC−1B−1 = λC ′B′ =
[
x ?
0 y
]
.
Hence, A := λC−1B−1 is annihilated by p1, and we conclude that λ I2 = ABC
is a (p1, p2, p3)-product in M2(F). It follows that for every 2-dimensional vector
space P over F, the automorphism λ idP is a (p1, p2, p3)-product in the algebra
End(P ).
Finally, since V is infinite-dimensional we can split it up into V =
⊕
i∈I
Qi where
each Qi is a 2-dimensional vector space. Then, λ idQi is a (p1, p2, p3)-product for
all i ∈ I, and by Remark 1 we conclude that λ idV is a (p1, p2, p3)-product.
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The converse of Proposition 2.1 holds thanks to the following general result:
Proposition 2.2. Let A be a non-trivial F-algebra, and let λ ∈ F. If λ.1A is a
(p1, p2, p3)-product in A, then λ is acceptable for (p1, p2, p3).
To prove this result, a few basic facts on quadratic elements will help. Let
p be a monic polynomial with degree 2 in F[t], and let a be an element of an
F-algebra A such that p(a) = 0. We define a⋆ := (tr p) 1A − a and we note that
aa⋆ = a⋆a = N(p) 1A. In particular, if p is non-derogatory then a is invertible
and a⋆ = N(p) a−1. We recall the following basic results (see lemmas 1.2 and
1.3 from [12]), which we quickly reprove:
Lemma 2.3. Let a, b be elements of an F-algebra A, and let p, q be monic
polynomials with degree 2 such that p(a) = q(b) = 0. Then, both a and b commute
with ab⋆ + ba⋆ where b⋆ := tr(q) 1A − b and a
⋆ := tr(p) 1A − a.
Proof. Expanding shows that
ab⋆ + ba⋆ = tr(q) a+ tr(p) b− ab− ba = b⋆a+ a⋆b,
and hence
b(ab⋆ + ba⋆) = b(b⋆a+ a⋆b) = N(q) a+ ba⋆b
and
(ab⋆ + ba⋆) b = N(q) a+ ba⋆b.
We deduce that b commutes with u := ab⋆ + ba⋆. Symmetrically, a commutes
with u.
Lemma 2.4. Let a, b be elements of an F-algebra A, and let p, q be non-derogatory
monic polynomials with degree 2 such that p(a) = q(b) = 0. Then, both a and b
commute with ab+N(p)N(q)(ab)−1.
Proof. Let us use the same notation regarding a⋆ and b⋆ as in Lemma 2.3. Noting
that q(b⋆) = 0, we deduce from Lemma 2.3 that both a and b⋆ commute with
u := ab + b⋆a⋆ = ab+N(p)N(q) b−1a−1 = ab +N(p)N(q) (ab)−1. We conclude
by noting that b = (tr q) 1A − b
⋆.
We are now ready to prove Proposition 2.2:
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Proof of Proposition 2.2. Without loss of generality, we assume that p1, p2, p3
are all monic, and we set α := N(p1), β := N(p2) and γ := N(p3). Assuming
that λ2 6= αβγ, we shall prove that λ is a (p1, p2, p3)-product in F. By Lemma
2.4, we know that both b and c commute with u := (bc) + βγ(bc)−1. Yet, as
bc = λa−1 we get
u = λa−1 + βγλ−1a = λα−1a⋆ + βγλ−1a = λα−1 tr(p) 1A + (−λα
−1 + βγλ−1) a.
Since λ2 6= αβγ, we have −λα−1 + βγλ−1 6= 0 and we deduce that b and c
commute with a. Then, λ 1A = bac, and hence applying what we have just
found in this new setting yields that c commutes with b.
We are about to conclude. Denote by B the subalgebra of A generated by
a, b, c. Since a, b, c have non-zero annihilating polynomials and are commuting
elements, we see that B is finite-dimensional. Set a˜ : x ∈ B 7→ ax, b˜ : x ∈ B 7→ bx
and c˜ : x ∈ B 7→ cx: these are commuting endomorphisms of the (non-zero)
finite-dimensional F-vector space B that are respectively annihilated by the split
polynomials p1, p2, p3, and in particular they are commuting triangularizable
endomorphisms. Hence, a˜, b˜ and c˜ have a common eigenvector x ∈ Br {0}, and
more precisely ax = ω1 x, bx = ω2 x and cx = ω3 x for respective roots ω1, ω2, ω3
of p1, p2, p3. It follows that λx = (ω1ω2ω3)x, and hence λ = ω1ω2ω3. Therefore,
λ is a (p1, p2, p3)-product in F.
2.2 The invariant subspace lemma
Lemma 2.5 (Invariant Subspace Lemma). Let V be an infinite-dimensional
vector space. Let a, b, c be quadratic automorphisms of V . Let λ ∈ F r {0} and
w ∈ End(V ) be such that λ idV +w = abc. Let W be a linear subspace of V
that includes Imw. Then, there exists a linear subspace W of V that includes
W , is stable under a, b and c, and satisfies dimW ≤ 8 dimW . In particular,
dimW < dimV whenever V is infinite-dimensional and dimW < dimV .
Proof. Replacing a with λ−1a and w with λ−1w, we can assume that λ = 1. Let
us set
W := W + a(W ) + b(W ) + c(W ) +
∑
(e,f)∈{a,b,c}2
ef(W ).
We start by proving that
W =W + a(W ) + b(W ) + c(W ) + ba(W ) + cb(W ) + ac(W ) + ca(W ), (1)
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which will yield dimW ≤ 8 dimW .
Throughout, we denote by H the right-sided ideal of End(V ) consisting of
its elements whose range is included in W . Note that w ∈ H.
First of all, since a is quadratic, we have a2(W ) ⊂ W + a(W ), and likewise
b2(W ) ⊂W + b(W ) and c2(W ) ⊂W + c(W ).
Next, since c is quadratic we find c−1 ∈ span(idV , c), and hence
ab = (abc)c−1 = c−1 + wc−1 ∈ span(idV , c) +H. (2)
In particular ab(W ) ⊂W + c(W ). Likewise, since a is quadratic,
bc = a−1(abc) = a−1 + a−1w ∈ span(idV , a) + aH +H, (3)
and hence bc(W ) ⊂W + a(W ). This yields identity (1).
In the next part of the proof, we show that a maps all spaces ba(W ), cb(W ),
ac(W ) and ca(W ) into W , which will show that a stabilizes W . First of all
a(ac) = a2c ∈ span(c, ac) because a is quadratic. Hence, a(ac(W )) ⊂ W . Next,
by right-multiplying by a in (2), we find
aba ∈ span(a, ca) +H,
and hence a(ba(W )) ⊂ W + a(W ) + ca(W ) ⊂ W . Finally, starting from idV =
abc− w, we find
ac = a(abc− w)c ∈ a2bc2 + aH.
Since a and c are quadratic and abc = idV +w, this yields
ac ∈ span(abc, ab, bc, b) + aH ⊂ span(idV , ab, bc, b) + aH +H.
It follows that
aca ∈ span(a, aba, bca, ba) + aH +H ⊂ span(idV , a, bca, ca, ba) + aH +H
and
acb ∈ span(b, ab2, bcb, b2) + aH +H ⊂ span(idV , a, b, ab, bcb) + aH +H.
By multiplying by a or b on the right in (3), we find
bca ∈ span(a, a2)+aH+H ⊂ span(idV , a)+aH+H and bcb ∈ span(b, ab)+aH+H,
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and we conclude that
aca ∈ span(idV , a, ba, ca) + aH +H and acb ∈ span(idV , a, b, ab) + aH +H.
This yields a(ca(W )) ⊂W and a(cb(W )) ⊂W , and we conclude that a stabilizes
W . Since a is quadratic, it follows that a−1 also stabilizes W .
Now, we use an invariance trick to see that c also stabilizesW . The inverse of
abc reads idV +w
′ for some w′ ∈ End(V ). Then, w+w′+ww′ = 0 = w′w+w+w′,
which leads to Imw′ ⊂ Imw and Imw ⊂ Imw′, and then to Imw = Imw′. We
also note that c−1b−1a−1 = idV +w
′, and that c−1, b−1 and a−1 are quadratic.
In this situation, we deduce from the above that the subspace
W
′
:= W + a−1(W ) + b−1(W ) + c−1(W ) +
∑
(e,f)∈{a−1,b−1,c−1}2
ef(W )
is stable under c−1. However, since a, b, c are quadratic, one sees that W
′
⊂W ,
and symmetrically W ⊂W ′. Therefore, W is stable under c−1, and hence under
c because c is quadratic.
Noting that W is stable under abc = idV +w because it includes Imw, we
finally obtain that W is stable under b = a−1(abc)c−1. This completes the
proof.
2.3 Proof of Theorem 1.3
Here, we derive Theorem 1.3 from the preceding two results. Let p1, p2, p3 be
split non-derogatory polynomials of F[t] with degree 2, and let u be an endomor-
phism of an infinite-dimensional vector space V . Assume that u has a dominant
eigenvalue λ and that there exist endomorphisms a, b, c of V such that u = abc
and p1(a) = p2(b) = p3(c) = 0.
Set w := u − λ idV . By Lemma 2.5 applied to W := Imw, there exists a
linear subspaceW of V that includes Imw, is stable under a, b and c, and whose
dimension is less than the one of V . It follows that a, b, c induce endomorphisms
of the infinite-dimensional quotient space V := V/W whose product equals λ idV
and that are annihilated by p1, p2 and p3, respectively. By Proposition 2.2, we
deduce that λ is acceptable for (p1, p2, p3). This completes the proof of Theorem
1.3.
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3 The case of the sum of a scalar multiple of the
identity with a finite-rank endomorphism
In this section, we give a partial result for the problem of determining when an
automorphism of the form λ idV +w, where λ is a scalar and w is a finite-rank
endomorphism of V , is a (p1, p2, p3)-product.
The following definition is relevant to this problem:
Definition 3.1. Let A be an invertible matrix with entries in F. Let p1, p2, p3
be non-derogatory split polynomials with degree 2 over F. Let λ ∈ F be accept-
able for (p1, p2, p3). We say that A is a (p1, p2, p3)-product λ-stably if there
exists a non-negative integer q such that the block-diagonal matrix A⊕ λIq is a
(p1, p2, p3)-product.
Note that, in the course of the proof of Proposition 2.1, we have shown
that if λ is acceptable for (p1, p2, p3), then one of the matrices λI1 and λI2 is a
(p1, p2, p3)-product. Hence, if we have an integer q such that the block-diagonal
matrix (λA)⊕λIq is a (p1, p2, p3)-product, then A⊕λIq+r is a (p1, p2, p3)-product
for every even positive integer r (and also for every odd positive integer r if λ is
a (p1, p2, p3)-product in F).
Next, to any finite-rank endomorphism w of V can be attached a similarity
class of square matrices as follows: we choose a minimal (finite-dimensional)
linear subspace W of V such that Imw ⊂ W and W + Kerw = V . Then, the
similarity class of matrices that is attached to the induced endomorphism w|W
does not depend on the choice of W : we denote this similarity class by [w].
Moreover, if W ′ is an arbitrary finite-dimensional linear subspace of V such that
Imw ⊂ W ′ and W ′ +Kerw = V , any matrix that represents w|W ′ is similar to
M ⊕ 0q for some M ∈ [w] and some non-negative integer q.
With that in mind, we can state a partial result:
Theorem 3.1. Let V be an infinite-dimensional vector space, w be a finite-rank
endomorphism of V , and λ be a nonzero scalar. Let p1, p2, p3 be non-derogatory
split polynomials of F[t] with degree 2. Choose a matrix A in [w] with n rows.
Then, the following conditions are equivalent:
(i) The endomorphism λ idV +w is a (p1, p2, p3)-product.
(ii) The scalar λ is acceptable for (p1, p2, p3), and the matrix A + λIn is a
(p1, p2, p3)-product λ-stably.
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Proof. Set u := λ idV +w.
Assume first that condition (ii) holds. Choose a non-negative integer q such
that (A + λIn) ⊕ λIq is a (p1, p2, p3)-product. We have a finite-dimensional
linear subspaceW of V such that Imw ⊂W , W +Kerw = V , and A represents
the endomorphism of W induced by w. Then, we can split V =W ⊕W ′ where
W ′ ⊂ Kerw. SinceW ′ is infinite-dimensional, we can further splitW ′ =W ′1⊕W
′
2
so that W ′1 has dimension q. Hence, V = W ⊕ W
′
1 ⊕ W
′
2 and W
′
2 is infinite-
dimensional. Since the matrix (A + λIn) ⊕ λIq is a (p1, p2, p3)-product, the
automorphism u|W⊕W ′
1
is a (p1, p2, p3)-product. Moreover, by Proposition 2.1,
the endomorphism λ idW ′
2
of W ′2 is a (p1, p2, p3)-product. Since u|W ′2 = λ idW ′2 ,
we deduce from Remark 1 that u is a (p1, p2, p3)-product.
Conversely, assume that condition (i) holds. By Theorem 1.3, we already
know that λ is acceptable for (p1, p2, p3).
Let a, b, c be endomorphisms of V such that u = abc and p1(a) = p2(b) =
p3(c) = 0. Choosing a complementary subspaceG of Kerw in V and applying the
Invariant Subspace Lemma to the finite-dimensional subspace W := Imw +G,
we obtain a finite-dimensional linear subspace W ′ of V that is stable under
a, b, c, includes W and satisfies W ′ + Kerw = V . Then, we can split V =
W ′ ⊕ V ′ with V ′ ⊂ Kerw. It follows that, for some non-negative integer q, the
matrix (A + λIn) ⊕ (λIq) represents the endomorphism u
′ of W ′ induced by u.
Since a, b, c stabilize W ′, we see that u′ is the product of the respective induced
endomorphisms a′, b′, c′. Since p1(a
′) = p2(b
′) = p3(c
′) = 0, it turns out that u′ is
a (p1, p2, p3)-product. In turn, this shows that (A+λIn)⊕ (λIq) is a (p1, p2, p3)-
product in the matrix algebra Mn+q(F). Hence, A+λIn is a (p1, p2, p3)-product
λ-stably.
Given a nonzero scalar λ that is acceptable for (p1, p2, p3), the determinant
yields a natural obstruction against being a (p1, p2, p3)-product λ-stably. Let
indeed A ∈ Mn(F) be a (p1, p2, p3)-product λ-stably. Obviously the determinant
of A must belong to the multiplicative semigroup generated by λ and by the
respective roots of p1, p2, p3. In particular:
• If p1 = t
2 − 1 and p2 = p3 = (t − 1)
2 or p2 = p3 = t
2 − 1, then either
λ ∈ {−1, 1} and the determinant of A is required to be ±1, or λ has order 4
and the determinant of A is required to belong to the subgroup generated
by λ.
• If p1 = p2 = p3 = (t − 1)
2, then either λ = 1 and the determinant of A
must equal 1, or λ = −1 and the determinant of A must equal ±1.
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• If p1 = p2 = t
2 − 1 and p3 = (t − 1)
2, then the determinant of A must
equal ±1.
In those three (actually, four!) cases, it has been shown with much difficulty in
[9] that those conditions are actually sufficient for A to be a (p1, p2, p3)-product
λ-stably. This leads to the following three results:
Theorem 3.2. Let λ ∈ F r {0} be such that λ4 = 1. Let A ∈ Mn(F). The
following conditions are equivalent.
(i) A is a (t2 − 1, t2 − 1, t2 − 1)-product λ-stably;
(ii) A is a
(
t2 − 1, (t − 1)2, (t− 1)2
)
-product λ-stably;
(iii) detA belongs to the multiplicative subgroup of F∗ generated by −1 and λ.
Theorem 3.3. Let A ∈ Mn(F) and λ ∈ {1,−1}. The matrix A is a
(
(t−1)2, (t−
1)2, (t− 1)2
)
-product λ-stably if and only detA is a power of λ.
Theorem 3.4. Let A ∈ Mn(F) and let λ ∈ {1,−1}. Then, A is a
(
(t− 1)2, t2−
1, t2 − 1
)
-product λ-stably if and only detA = ±1.
Combining those three results with Theorems 1.3, 1.4, 1.5 and 3.1 yields
Theorems 1.6 to 1.9.
In general, the condition that the determinant must belong to the multiplica-
tive semigroup generated by the roots of the pi’s and by λ is far from sufficient,
even in the normalized situation where 1 is a root of each polynomial pi. For
example, assume that the multiplicative group F∗ contains an element x with
infinite order, and take p1 = p2 = p3 = (t − 1)(t − x
2) and λ = x3. Choose
A ∈ GLn(F) having determinant x
12n and that does not have x6 in its spectrum.
Assume that A is a (p1, p2, p3)-product λ-stably, and take a non-negative integer
r such that M := A⊕ λIr is a (p1, p2, p3)-product. Denote by u : X 7→MX the
corresponding automorphism of Fn+r. Then, applying the Invariant Subspace
Lemma to W := Fn × {0} yields a linear subspace W ′ of Fn+r that includes W ,
has dimension at most 8n, is stable under u and is such that the automorphism
u|W ′ is a (p1, p2, p3)-product. Setting q := dimW
′ − n, we see that A⊕ λIq rep-
resents u|W ′ in some basis, and hence A⊕λIq is a (p1, p2, p3)-product. Moreover,
q ≤ 7n.
Next, let us take matrices M1,M2,M3 of Mn+q(F) such that A ⊕ λIq =
M1M2M3 and p1(M1) = p2(M2) = p3(M3) = 0. Noting that x
12n+3q =
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det(A ⊕ λIq) = detM1 detM2 detM3, we deduce that, for all i ∈ [[1, 3]], the
sum of the (geometric) multiplicities of the eigenvalue x2 for the Mi’s equals
12n+3q
2 . However, since λ 6= x
6 and x6 is no eigenvalue of A, the corresponding
eigenspaces have trivial intersection, which classically leads to the sum of their
dimensions being at most 2(n+q). Hence 12n+3q ≤ 4n+4q, leading to q ≥ 8n.
This contradicts the fact that q ≤ 7n.
For general values of the triple (p1, p2, p3), we are convinced that determining
(in spectral terms) which matrices over F are (p1, p2, p3)-products λ-stably is
hopeless.
4 On elementary automorphisms
4.1 Recognizing super-elementary automorphisms
Lemma 4.1. Let u be an automorphism of an infinite-dimensional vector space
V , and assume that V = span(uk(x))k∈Z for some vector x ∈ V . Then, u is
super-elementary.
Proof. It suffices to prove that (uk(x))k∈Z is linearly independent. Note that
x 6= 0 otherwise V = {0}. Hence, all the terms of (uk(x))k∈Z are nonzero.
Assume that (uk(x))k∈Z is not linearly independent. This yields integers a < b
and scalars λa, . . . , λb such that
b∑
k=a
λku
k(x) = 0 and λaλb 6= 0. Then,
ub−a(x) =
b−a−1∑
k=0
−
λk+a
λb
uk(x) and u−1(x) =
b−a−1∑
k=0
−
λk+a+1
λa
uk(x),
which yields that the linear subspace V ′ := span
(
x, u(x), . . . , ub−a−1(x)
)
is stable
under both u and u−1. Hence, V ′ contains uk(x) for all k ∈ Z, which contradicts
the assumption that V is infinite-dimensional.
Proposition 4.2. Let V be a vector space. Let (ni)i∈N be a sequence of non-
negative integers. Let (ei,j)i∈N, 0≤j≤ni be a basis of V . For k ∈ N, set Vk :=
span(ei,j)0≤i≤k, 0≤j≤ni. Let u ∈ GL(V ) act as follows on that basis:
(i) u(ei,j) is collinear with ei,j+1 for all i ∈ N and all j ∈ [[0, ni − 1]];
(ii) For all i ∈ N, u(ei,ni) = λi ei+1,ni+1 mod Vi for some λi ∈ F r {0}.
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Then, u is super-elementary.
Proof. Note that V is infinite-dimensional. We set x := e0,n0 and we prove that
V equals the space V ′ := span(uk(x))k∈Z. From there, the conclusion will follow
from Lemma 4.1. Note that V ′ is stable under u and u−1.
First, let i ∈ N be such that ei,ni ∈ V
′. For all j ∈ [[0, ni − 1]], we deduce
from condition (i) that ei,j is collinear with u
−1(ei,j+1). Since V
′ is stable under
u−1, we deduce by downward induction that it contains all vectors ei,ni , ei,ni−1,
. . . , ei,0.
In particular, the case i = 0 shows that V0 ⊂ V
′. Now, we proceed by
induction. Let k ∈ N be such that Vk ⊂ V
′. In particular V ′ contains ek,nk
and hence it contains u(ek,nk). By condition (ii) and since Vk ⊂ V
′, we de-
duce that V ′ contains ek+1,nk+1 . Then, by the above we further deduce that
span(ek+1,j)0≤j≤nk+1 ⊂ V
′, and finally V ′ includes Vk + span(ek+1,j)0≤j≤nk+1 =
Vk+1.
Hence, by induction, Vk ⊂ V
′ for all k ∈ N, and we conclude that V ′ = V .
We will also need the following variation of Proposition 4.2:
Proposition 4.3. Let V be a vector space. Let (ni)0≤i≤p be a finite sequence
(possibly void) of non-negative integers. Let (ei,j)0≤i≤p, 0≤j≤ni be a family (pos-
sibly void) of vectors of V , and (fk)k∈Z be another family, such that the con-
catenation of those families yields a basis of V . For k ∈ [[0, p]], set Vk :=
span(ei,j)0≤i≤k, 0≤j≤ni. Let u ∈ GL(V ) acts as follows on that basis:
(i) u(ei,j) is collinear with ei,j+1 for all i ∈ [[0, p]] and all j ∈ [[0, ni − 1]];
(ii) u(fk) is collinear with fk+1 for all k ∈ Z;
(iii) For all i ∈ [[1, p − 1]], u(ei,ni) = λi ei+1,ni+1 mod Vi for some λi ∈ F r {0};
(iv) u(ep,np) = µf0 mod Vp for some µ ∈ F r {0}.
Then, u is super-elementary.
Proof. Again, V is infinite-dimensional.
Assume first that p ≥ 0. Once more, we set x := e0,n0 and we prove that
V equals V ′ := span(uk(x))k∈Z. As in the preceding proof, we obtain by finite
induction that Vp ⊂ V
′. Using condition (iv), we deduce that f0 ∈ V
′. Since V ′
is stable under both u and u−1, condition (iv) shows by upward and downward
induction that V ′ contains fk for all k ∈ Z. Hence, V = V
′.
If the family (ei,j)0≤i≤p, 0≤j≤ni is void, we simply take x := f0, and again we
see that V = span(uk(x))k∈Z.
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4.2 Factorizing elementary automorphisms
We are now ready to prove Theorem 1.10. Using Remark 1, we see that it suffices
to consider the case of super-elementary automorphisms. Moreover, since any
two super-elementary automorphisms of a vector space V are obviously conjugate
to one another in the group GL(V ), it suffices to prove the following result.
Proposition 4.4. Let V be a vector space with infinite countable dimension,
and let p and q be non-derogatory polynomials with degree 2, with p split. Then,
there exist automorphisms a, b of V such that p(a) = 0, q(b) = 0, and ab is
super-elementary.
The proof will use a technique that will be reinvested in the next section (see
the proof of Proposition 5.2).
Proof. We lose no generality in assuming that p and q are monic. We write
p(t) = (t− α)(t− β) and q(t) = t2 − λt− µ.
We choose a basis (xn)n∈N of V and we define two endomorphisms a and b
of V on that basis as follows: for all n ∈ N,
a(x2n) = αx2n + x2n+3, a(x2n+1) = βx2n+1,
b(x2n) = x2n+1, b(x2n+1) = µx2n + λx2n+1.
For all n ∈ N, the endomorphism q(b) vanishes at x2n and hence it also vanishes
at x2n+1 = b(x2n) since it commutes with b. Therefore, q(b) = 0. On the other
hand, we see that
Im(a− α idV ) ⊂ span(x2n+1)n∈N ⊂ Ker(a− β idV ),
and hence p(a) = 0.
Since p and q are non-derogatory, it follows that a and b are automorphisms
of V , and hence so is u := ab.
Now we use Proposition 4.2 to see that u is super-elementary. Set indeed
en,i := x2n+i for all n ∈ N and all i ∈ {0, 1}, so that (en,i)n∈N,0≤i≤1 is a basis of
V . For all n ∈ N, we have
u(en,0) = a(x2n+1) = βx2n+1 = βen,1,
whereas
u(en,1) = µa(x2n) + λa(x2n+1) = µx2n+3 + µαx2n + λβx2n+1,
which equals µen+1,1 modulo span(ek,i)0≤k≤n,i∈{0,1}. We deduce from Proposi-
tion 4.2 that u is super-elementary.
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Hence, the proof of Theorem 1.10 is now complete.
Let us close this section by showing that in Theorem 1.10, we cannot in
general allow both polynomials p1 and p2 to be irreducible.
Proposition 4.5. Let u be a super-elementary automorphism of a real vector
space V . Then, u is not a (t2 + 1, t2 + 1)-product.
Proof. Assuming otherwise, there are automorphisms a, b of V such that u = ab
and a2 = b2 = − idV . By Lemma 2.4, those automorphisms commute with
v := u+ u−1. We deduce that a and b stabilize the subspace W := Im v, and so
do a−1 and b−1. It follows that a, b and u respectively induce automorphisms
a′, b′, u′ of the quotient space E := V/W , such that (a′)2 = − idE = (b
′)2, and
u′ = a′b′.
Next, choose a basis (ek)k∈Z of V such that u(ek) = ek+1 for all k ∈ Z, and
note that V/W has dimension 2 and is spanned by the respective classes x and
y of e0 and e1. We see that u
′(x) = y and u′(y) = −x, whence u′ is cyclic
with characteristic polynomial t2 + 1. Besides, we have just seen that u′ is a
(t2 + 1, t2 + 1)-product. However, this runs counter to the known classification
of (t2 + 1, t2 + 1)-products in the finite-dimensional case over the field of real
numbers (see section 4.4 of [12]). Alternatively, one sees that a′b′a′b′ = − idE,
which reads a′b′ = −b′a′; combining this with (a′)2 = − idE = (b
′)2 would yield
a linear representation of the real algebra of quaternions on the 2-dimensional
real vector space E, and classically there is no such representation.
5 Stratifications
5.1 Definition and basic considerations
Given a non-negative integer d, we denote by Fd[t] the linear subspace of F[t]
spanned by (tk)0≤k≤d. We convene that F−1[t] = {0}.
Let V be an F[t, t−1]-module. First, let x ∈ V r {0} and assume that the
F[t, t−1]-submodule generated by x is not free. Choosing f(t) ∈ F[t, t−1] r {0}
such that f(t).x = 0, we can factorize f(t) = tkp(t) for some k ∈ Z and some
p(t) ∈ F[t] r {0}, and hence p(t).x = 0. As seen in the proof of Lemma 4.1,
this shows that F[t]x is stable under x 7→ t−1x, and hence F[t, t−1]x = F[t]x. It
follows further that F[t, t−1]x has finite dimension over F, and if we denote this
dimension by d, the family (tkx)0≤k<d is a basis of the F-vector space F[t, t
−1]x;
moreover in that situation tdx is a linear combination of x, tx, . . . , td−1x with
nonzero coefficient on x.
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In contrast, for all x ∈ V r {0}, if the F[t, t−1]-submodule generated by x is
free then (tkx)k∈Z is a basis of it as a vector space over F.
The following definition echoes a concept that was studied in [10, 11] for
modules over F[t].
Definition 5.1. Let V be an F[t, t−1]-module. A stratification of V is an
increasing sequence (Vα)α∈D, indexed over a well-ordered set (D,≤), of sub-
modules of V in which:
• For all α ∈ D, the quotient module Vα/
(∑
β<α
Vβ
)
is nonzero and has a
generator.
• One has V =
∑
α∈D
Vα.
To any such stratification, we assign the dimension sequence (nα)α∈D defined
by
nα := dimF
(
Vα/
∑
β<α
Vβ
)
(in the infinite-dimensional case, we consider this dimension to be +∞, not the
first infinite cardinal ℵ0) and the lower bound sequence (mα)α∈D defined by
mα :=
{
−1 if nα < +∞
−∞ otherwise.
Let (Vα)α∈D be a stratification of V . For every α ∈ D, we can choose a
vector xα ∈ Vα such that Vα = F[t, t
−1]xα +
∑
β<α
Vβ, and we note that:
• if nα is finite then Vα = Fnα−1[t]xα ⊕
∑
β<α
Vβ , the family (t
kxα)0≤k<nα is
linearly independent and tnαx = δx modulo span(tkα)1≤k<nα +
∑
β<α
Vβ for
some nonzero scalar δ;
• otherwise (tkxα)k∈Z is linearly independent and Vα = F[t, t
−1]xα⊕
∑
β<α
Vβ.
We will say that the vector sequence (xα)α∈D is attached to (Vα)α∈D. If
we have such a sequence, a transfinite induction shows that, for all α and β in
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D with β < α, the family (tk xδ)β≤δ≤α, mδ<k<nδ is linearly independent and
(∑
γ<β
Vγ
)
⊕ span
(
(tkxδ)β≤δ≤α, mδ<k<nδ
)
= Vα(∑
γ<β
Vγ
)
⊕ span
(
(tkxδ)β≤δ<α, mδ<k<nδ
)
=
∑
γ<α
Vγ.
(4)
In particular, (tk xα)α∈D, mα<k<nα is a basis of V . As a special case, we get:
Lemma 5.1. Let V be an F[t, t−1]-module and (Vα)α∈D be a stratification of it.
Assume that the corresponding dimension sequence is constant with value +∞.
Then, V is free.
Conversely, consider a sequence (xα)α∈D, indexed over a well-ordered set
D, of vectors of V such that xα 6∈
∑
β<α
F[t, t−1]xβ for all α ∈ D, and V =∑
α∈D
F[t, t−1]xα. Then, one sees that
( ∑
β≤α
F[t, t−1]xβ
)
α∈D
is a stratification of V
with corresponding vector sequence (xα)α∈D.
Of course, any stratification can be re-indexed over an ordinal.
5.2 Semi-good stratifications
Definition 5.2. Let (Vα)α∈D be a stratification of the F[t, t
−1]-module V with
corresponding dimension sequence (nα)α∈D. We say that it is a semi-good
stratification when D has no greatest element and nα > 1 whenever α ∈ D has
a predecessor.
Here is a key result for proving Theorem 1.11:
Proposition 5.2. Let u be an automorphism of an infinite-dimensional vector
space V . Assume that the module V u has a semi-good stratification. Let p ∈ F[t]
be a split non-derogatory polynomial with degree 2. Then u is p-adjacent to an
elementary automorphism.
Proof. Without loss of generality, we can assume that p is monic. Then, we
split p(t) = (t − λ)(t − µ). We take a semi-good stratification (Vα)α∈κ of the
F[t, t−1]-module V u, where κ is an ordinal, we denote by (nα)α∈κ the associated
dimension sequence, by (mα)α∈κ the associated lower bound sequence, and we
choose a corresponding vector sequence (xα)α∈κ. First of all, we construct an
endomorphism a of V as follows on the basis
(
uk(xα)
)
α∈κ, mα<k<nα
:
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• for all α ∈ κ such that nα < +∞ , we put a(xα) := µxα + u
nα+1−1(xα+1)
if nα+1 < +∞, otherwise we put a(xα) := µxα + xα+1;
• for any other basis vector y, we put a(y) = λy.
We claim that p(a) = 0. First of all, for any basis vector y that is not of the
form xα with nα < +∞, we have y ∈ Ker(a − λ idV ), and hence p(a)[y] = 0.
Next, let α ∈ κ be such that nα < +∞. If nα+1 < +∞, then (a− µ idV )(xα) =
unα+1−1(xα+1), a vector which belongs to Ker(a− λ idV ) because nα+1 > 1 (by
the definition of a semi-good stratification). Otherwise, (a− µ idV )(xα) = xα+1
belongs to Ker(a− λ idV ) because nα+1 = +∞. Therefore, p(a) = 0.
Now, we set v := au, which is an automorphism of V . We shall prove
that v is elementary. First of all, let us look at the action of v on the basis
(uk(xα))α∈κ, mα<k<nα.
• For all α ∈ κ such that nα = +∞, and all k ∈ Z, we have v
(
uk(xα)
)
=
λuk+1(xα).
• Let α ∈ κ be such that nα < +∞. For every integer k such that 0 ≤ k <
nα − 1, we have
v
(
uk(xα)
)
= λuk+1(xα).
Remember also that there is a nonzero scalar δ such that unα(xα) = δ xα
modulo span(uk(xα))1≤k<nα +
⊕
β<α
Vβ. Hence, v
(
unα−1(xα)
)
= δ a(xα)
modulo span(uk(xα))1≤k<nα + Vα (where we use the fact that a maps Vβ
into Vβ+1 for all β ∈ κ, and that, if α has a predecessor, a maps Vα−1 into
Vα−1 + span(u
nα−1(xα))), leading to:
v
(
unα−1(xα)
)
= δ unα+1−1(xα+1) mod. Vα if nα+1 < +∞
and
v
(
unα−1(xα)
)
= δ xα+1 mod. Vα if nα+1 = +∞.
In the rest of the proof, we will combine the above with Propositions 4.2
and 4.3 to establish that the F[t, t−1]-module V v is free. We define D as the set
of all α ∈ κ such that either α has no predecessor or α has a predecessor and
nα−1 = +∞. Note that D is a non-empty well-ordered set.
Fix α ∈ D. If nα+k < +∞ for all k ∈ N, we set dα := +∞; other we denote
by dα the least positive integer k such that nα+k−1 = +∞ (the definition is
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correct because κ has no greatest element). In any case, we set
Wα :=
∑
0≤k<dα
Vα+k =
⋃
0≤k<dα
Vα+k.
First of all, we see that, for all α ∈ κ, the automorphism a maps Vα into Vα+1 if
nα < +∞, otherwise it maps Vα into itself. Hence, for all α ∈ D, we find that a
stabilizes Wα. Since a is quadratic we deduce that a
−1 also stabilizes Wα, and
hence v−1 = u−1a−1 stabilizes Wα.
Now, V is endowed with the F[t, t−1]-module structure associated with v (not
u!). We have just proved that (Wα)α∈D is a family of submodules of V
v. In
order to conclude, we shall prove that it is a stratification of V v in which the
dimension sequence is constant with value +∞. Lemma 5.1 will then ensure
that v is elementary.
To help us, we introduce some additional notation. Let β ∈ κ. If β 6∈ D then
β has a predecessor β− 1. As there is no infinite decreasing sequence in κ, there
is a uniquely-defined element g(β) ∈ D together with a positive integer m such
that g(β)+m = β and g(β)+k 6∈ D for all k ∈ [[1,m]]. It follows from the above
definition that
Vβ ⊂Wg(β).
Next, we see that (Wα)α∈D is increasing. Let indeed (α, β) ∈ D
2 be such
that α < β. From the definition of dα, it follows that α+k < β for every integer
k such that 0 ≤ k < dα, and hence Wα ⊂
∑
γ∈κ,γ<β
Vγ ( Vβ ⊂Wβ.
Finally, let us fix α ∈ D. We consider the quotient module
E := Wα/
∑
β∈D, β<α
Wβ
and we prove that it is nonzero and free with one generator. To start with, we
check that: ∑
β∈D, β<α
Wβ =
∑
β∈κ, β<α
Vβ . (5)
Let indeed β ∈ κ be such that β < α. Then, Vβ ⊂ Wg(β) with g(β) < α and
g(β) ∈ D. Conversely, let β ∈ D be such that β < α. Then, β + k < α for
all k such that 0 ≤ k < dβ , and hence the definition of Wβ yields the inclusion
Wβ ⊂
∑
γ∈κ, γ<α
Vγ .
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Combining equality (5) with the definition of Wα, we deduce that
E =
( ∑
0≤k<dα
Vα+k
)
/
( ∑
β∈κ, β<α
Vβ
)
.
For any vector x ∈ Wα, denote by x its class in the quotient vector space E.
Hence, there are two situations for the automorphism v of E induced by v:
• If dα = +∞, then
(
ul(xα+k)
)
k∈N, 0≤l<nα+k
is a basis of the F-vector space
E, and v satisfies the assumptions of Proposition 4.2 with respect to that
basis.
• If dα < +∞, then
(
ul(xα+k)
)
0≤k<dα, mα+k<l<nα+k
is a basis of the F-vector
space E, and v satisfies the assumptions of Proposition 4.3 with respect to
that basis.
In particular, in any case E is infinite-dimensional as a vector space over F, and
it follows from one of Propositions 4.2 and 4.3 that the F[t, t−1]-module E is
free, nonzero and has a generator.
We conclude that (Wα)α∈D is a stratification of V
v and that its dimension
sequence is constant with value +∞. By Lemma 5.1, we conclude that v is
elementary.
6 Automorphisms with no dominant eigenvalue: The
uncountable-dimensional case
Here, we consider the case of a vector space with uncountable dimension. In
order to prove Theorem 1.11 in that special setting, we know from Corollary 5.2
that it suffices to prove the following result:
Proposition 6.1. Let V be a vector space with uncountable dimension, and u be
an automorphism of V with no dominant eigenvalue. Then, V u has a semi-good
stratification.
The proof is an easy adaptation of the one of proposition 21 from [10]. We
include it only for the sake of completeness.
Proof. The dimension of V is an uncountable cardinal which we denote by κ.
Denote by L the subset consisting of the elements of the ordinal κ that have
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no predecessor. Then, L has cardinality κ, which enables us to choose a basis
(eα)α∈L of the F-vector space V .
The construction of a semi-good stratification is performed by transfinite
induction.
Let α ∈ κ, and assume that we have constructed a family (Vβ)β<α of sub-
modules of V u which is a stratification of the submoduleW :=
∑
β<α
Vβ. Denoting
the corresponding dimension sequence by (nβ)β<α, we also assume that, for ev-
ery β < α, if β 6∈ L then nβ ≥ 2, otherwise eβ ∈ Vβ. Note that, as κ is a cardinal
the set {β ∈ κ : β < α} has its cardinality less than κ; since each quotient
Vβ/
∑
γ<β
Vγ , for β < α, has countable (possibly finite) dimension as a vector space
over F, we get by transfinite induction that dimVβ < κ for all β ∈ κ, and hence
dimW < κ.
Denote by u the automorphism of V/W induced by u. This automorphism
cannot equal λ idV/W for some λ ∈ F, otherwise Im(u−λ idV ) ⊂W and λ would
be a dominant eigenvalue of u. Hence, the classical characterization of the scalar
multiples of the identity among the endomorphisms yields a vector y ∈ V such
that (y, u(y)) is linearly independent modulo W .
Now, we put Vα := F[t, t
−1]eα +W if α ∈ L and eα 6∈ W , otherwise we put
Vα := F[t, t
−1]y +W . In any case, the quotient module Vα/W is free with one
generator, and it is non-zero. Moreover, in the second case dimF(Vα/W ) ≥ 2.
Finally, we note that Vα contains eα whenever α ∈ L. Hence, the inductive step
is climbed.
We have constructed an increasing sequence (Vα)α∈κ of submodules of V
u
that is a semi-good stratification of the sum W :=
∑
α∈κ
Vα and such that Vα
contains eα for all α ∈ L. The last property shows thatW = V , which completes
the proof.
To further illustrate the specificity of the uncountable-dimensional case, we
give an example where V u has no stratification indexed over an infinite set
whereas u has no dominant eigenvalue. In particular, V u has no semi-good
stratification.
Example 2. Let d be a non-negative integer. Set R := F[t, t−1] and L :=
F[t, t−1]/(t− 1), and consider the F[t, t−1]-module V := R× Ld.
Assume that V has a semi-good stratification (Vα)α∈D indexed over an infi-
nite ordinal D. In particular, D contains all non-negative integers. Moreover,
Vd has dimension at least d + 1 as a vector space over F, and hence it is not
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included in {0} × Ld. In other words, Vd contains an element of the form (a, b)
where a ∈ R r {0} and b ∈ Ld. Write a =
m∑
k=n
ak t
k for integers n ≤ m and
scalars an, . . . , am such that anam 6= 0. Set N := m−n. Then, one deduces that
every element of V is equal to an element of the FN−1[t] × L
d modulo Vd. It
follows that V/Vd has finite dimension (at most N + d) over F. This contradicts
the fact that dimF(Vd+k/Vd) ≥ k for every integer k ≥ 0.
Now, we consider the automorphism u : x 7→ tx of the F-vector space V , and
we prove that it has no dominant eigenvalue. Assume on the contrary that it
has a dominant eigenvalue λ. Since V has countable dimension as a vector space
over F, the endomorphism u − λ idV must have finite rank. This contradicts
the obvious fact that the pairs ((t − λ)tk, 0) in R × Ld, for k ∈ Z, are linearly
independent over F.
7 Automorphisms with no dominant eigenvalue: The
countable-dimensional case
In this section, we complete the proof of Theorem 1.11 by tackling the special
case of vector spaces with infinite countable dimension.
We have already illustrated through Example 2 that the situation is more
complicated than the one of vector spaces with uncountable dimension. We split
the discussion into two cases, whether V u is a torsion module or not.
7.1 When V u is a torsion module
Let u be an automorphism of a vector space V with infinite countable dimension.
Assume that the resulting F[t, t−1]-module V u is a torsion module. As seen in
the beginning of Section 5, this implies that the corresponding F[t]-module is a
torsion module. Moreover, the F[t]-submodules of V u are exactly the F[t, t−1]-
submodules of V u. Using proposition 22 of [11], we deduce:
Proposition 7.1. Let u be an automorphism of a vector space V with infinite
countable dimension. Assume that u has no dominant eigenvalue and that V u
is a torsion F[t, t−1]-module. Then, V u has a semi-good stratification.
Hence, by Proposition 5.2, we conclude that Theorem 1.11 holds whenever
V u is a torsion module over F[t, t−1] and V has infinite countable dimension.
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7.2 When V u is not a torsion module
Here, the strategy of using a semi-good stratification fails, and we must resort
to a slightly different method.
Let V be a vector space with infinite countable dimension, and let u ∈ GL(V ).
Assume that V u is not a torsion module over F[t, t−1].
In particular, there is a non-zero free submodule of V u. Using Zorn’s lemma,
we find a maximal F[t, t−1]-independent nonempty subset A of V . We choose
c ∈ A, and we consider the free submodules
W :=
⊕
b∈A
F[t, t−1]b and W ′ :=
⊕
b∈Ar{c}
F[t, t−1]b.
The quotient module V/W is a torsion one, otherwise picking an element outside
of its torsion and writing it as the class of an element y of V , we would get that
A ∪ {y} is independent over F[t, t−1], contradicting the maximality of A.
IfW = V then we already know that u is elementary: then, we choose a root
λ of p, we put a := λ idV and we see from Lemma 4.1 that au is elementary.
In the rest of the proof, we assume that W ( V . Note then that V/W has
countable (possibly finite) dimension d > 0 as a vector space over F.
For all k ∈ Z, we consider the linear subspace
Wk :=W
′ ⊕ span
(
ul(c)
)
−∞<l≤k,
and we note that W =
⋃
k∈Z
Wk.
Claim 1. There exists a stratification (Ek)k∈D of V/W in which the indexing
ordered set D is either N or a finite ordinal.
From that point on, we assimilate N with the first infinite ordinal, and any
finite ordinal with cardinality n with the interval [[0, n− 1]] of integers.
Proof. Let us choose a basis (ek)0≤k<d of V/W .
By induction, we construct a sequence (Ek)k∈N of finite-dimensional sub-
modules of V/W such that ek ∈ Ek for all k ∈ N such that k < d, as follows.
We define E0 as the submodule generated by e0. Given k ∈ N r {0} and
a submodule Ek−1 of V/W , we define Ek as Ek−1 if Ek−1 = V/W , otherwise
we take the least non-negative integer j < d such that ej 6∈ Ek−1, and we set
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Ek := Ek−1 + F[t, t
−1]ej . By induction, one shows that ek ∈ Ek for every non-
negative integer k < d, and hence V/W =
⋃
k∈N
Ek. Note that Ek+1/Ek has a
generator for all k ∈ N, and if it is the zero module then Ek = V/W . It follows
that:
• Either the sequence (Ek)k∈N is increasing, and we put D := N.
• Or there is an integer m ≥ 0 such that (E0, . . . , Em) is increasing and
Em = V/W , in which case we set D := [[0,m]].
In any case, we have obtained the requested stratification of V/W .
Let us take such a stratification (Ek)k∈D, with its associated dimension se-
quence denoted by (nk)k∈D, and a choice of associated vector sequence (yk)k∈D.
Since V/W is a torsion module, each nk is finite. The vectors yk are classes
of vectors of V modulo W , and in the next step we make a clever choice of
representatives:
Claim 2. There exists a family (xk)k∈D ∈ V
D such that, for all k ∈ D, the class
of xk modulo W equals yk, and u
nk(xk) belongs to W0+span(u
l(xi))0≤i≤k, 0≤l<ni.
Proof. We construct such a family by induction on k.
Assume that the family has been constructed up to some k ∈ D (excluding
k). Set H := span(ul(xi))0≤i<k, 0≤l<ni .
We start with an arbitrary representative z of yk in V , and we set G :=
span(ul(z))0≤l<nk . By assumption, we have u
nk(z) ∈ Wp + H + G for some
p ∈ Z.
The key is to prove that z can be replaced with another representative of yk
so that p is replaced with p− 1. To see this, split first unk(z) = z1 + z2 for some
z1 ∈ Wp and some z2 ∈ H + G. The definition of Wp shows that z1 = u
nk(z′1)
for some z′1 ∈ Wp−nk . Now, we set z
′ := z − z′1, so that u
nk(z′) = z2 and the
class of z′ modulo W is still yk. Putting G
′ := span(ul(z′))0≤l<nk , we see that
G ⊂Wp−1 +G
′, and hence unk(z′) ∈Wp−1 +H +G
′.
Continuing by downward induction on p, we conclude that z can be chosen
so that unk(z) ∈ W0 + H + span(u
l(z))0≤l<nk , which is exactly the requested
result.
Now, we take a family (xk)k∈D of vectors that satisfies the condition of the
previous claim. For k ∈ N ∪ {−1}, we set
Zk := span(u
l(xi))i∈D,i≤k, 0≤l<ni.
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In particular, Z−1 = {0}.
Note that the family that consists of all the vectors uk(b), with k ∈ Z and
b ∈ A, and all the vectors ul(xk), with k ∈ D and l ∈ [[0, nk − 1]], is a basis of
the F-vector space V .
We are ready to define an automorphism a ∈ GL(V ) such that au is elemen-
tary and p(a) = 0. Once more, we can assume that p is monic. We choose one of
its roots α, and we write p(t) = t2 − λt− µ, with µ 6= 0. We define a ∈ End(V )
on the above basis as follows:
• For every k ∈ D, we put
a(uk+1(c)) = xk and a(xk) = λxk + µu
k+1(c).
• For every other vector y in that basis, we put a(y) := αy.
One easily checks that p(a) = 0, and hence a ∈ GL(V ). Moreover, a and a−1
stabilize W ′. Now, we put v := au, so that v stabilizes W ′. Obviously v induces
an elementary automorphism of W ′. The following result will help us complete
the proof:
Claim 3. The automorphism v is elementary.
Proof. We shall prove that V = W ′ + span(vk(c))k∈Z. Since V/W
′ is infinite-
dimensional, it will ensue that V =W ′⊕ span(vk(c))k∈Z, that span(v
k(c))k∈Z is
infinite-dimensional, and finally that v is elementary.
We set V ′ := W ′ + span(vk(c))k∈Z, a linear subspace which is stable under
both v and v−1. We prove by induction that V ′ includes Wk + Zk−1 for every
non-negative integer k.
First of all, since v(uk(c)) = αuk+1(c) for all k < 0, we find by downward
induction that V ′ contains uk(c) for all k ≤ 0. Therefore, V ′ includes W0 =
W0 + Z−1.
Now, let k be a non-negative integer such that V ′ includes Wk + Zk−1.
If k 6∈ D, then k exceeds the greatest element of D and the definition of
a yields that Zk = Zk−1 and v(u
k(c)) = αuk+1(c); since V ′ is stable under v
and contains uk(c), we deduce that it contains uk+1(c), and hence V ′ includes
Wk+1 + Zk−1 =Wk+1 + Zk.
Assume now that k ∈ D. Then, the definition of a shows that v(uk(c)) = xk,
and hence xk ∈ V
′. Then, we find that V ′ also contains vl(xk) = α
lul(xk) for all
l ∈ [[1, nk−1]]. Hence, V
′ includesWk+Zk. In particular, V
′ contains unk−1(xk).
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Finally, we know from the choice of the xi’s that u(u
nk−1(xk)) = δxk+y mod-
uloW0+Zk−1 for some non-zero scalar δ and some vector y of span(u
l(xk))0<l<nk .
Applying a leads to v(unk−1(xk)) = δµ u
k+1(c) modulo Wk + Zk. Since δµ 6= 0,
we deduce that V ′ contains uk+1(c), and we conclude that V ′ includesWk+1+Zk.
Hence, by induction we conclude that V ′ = V , which finishes the proof.
We have just shown that u is p-adjacent to an elementary automorphism.
This was the last remaining case in the proof of Theorem 1.11, and this result
is now fully established. This also completes the proof of Theorem 1.6.
8 Applications of decompositions into the product of
three quadratic automorphisms
8.1 Decompositions into products with four factors
Here, we derive Theorem 1.2 from Theorem 1.4. This is based on the following
simple lemma:
Lemma 8.1. Let u ∈ GL(V ) have a dominant eigenvalue, and let p ∈ F[t] be a
non-derogatory polynomial with degree 2. Then, u is p-adjacent to an automor-
phism with no dominant eigenvalue.
Proof. First of all, we let a ∈ GL(V ) and we assume that au has a dominant
eigenvalue. We claim that a has a dominant eigenvalue. Indeed, let us write
au = µ idV +b and u = λ idV +c where (λ, µ) ∈ (F r {0})
2 and (b, c) ∈ End(V )2
satisfy rk(b) < dimV and rk(c) < dimV . Then, λa + ac = µ idV +b, whence
a = λ−1µ idV +d for d := λ
−1(b− ac), and we note that
rk(d) = rk(b− ac) ≤ rk(b) + rk(ac) ≤ rk(b) + rk(c) < dimV.
Hence, in order to conclude it suffices to find an automorphism a ∈ GL(V )
that is annihilated by p but has no dominant eigenvalue. To do this, we note
that we can find a splitting V =
⊕
i∈κ
Vi, where κ denotes the dimension of V , and
the Vi’s are 2-dimensional linear subspaces. For each i ∈ κ, we choose a cyclic
endomorphism ai of Vi with characteristic polynomial p, so that p(ai) = 0 and
rk(ai − λ idVi) ≥ 1 for all λ ∈ F. Then, we define a as the endomorphism of V
whose restriction to Vi equals ai for all i ∈ κ. We see that p(a) = 0 and hence a ∈
GL(V ). Moreover, for all λ ∈ F we have Im(a−λ idV ) =
⊕
i∈κ
Im(ai−λ idVi) and we
conclude that rk(a−λ idV ) ≥ κ. Therefore, au has no dominant eigenvalue.
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From here, the proof of Theorem 1.2 is straightforward. Let u ∈ GL(V ),
and let p1, p2, p3, p4 be non-derogatory split polynomials with degree 2. Choose
a root λ of p1. If u has no dominant eigenvalue, then neither does λ
−1u, and
hence it is a (p2, p3, p4)-product. Noting that p1(λ. idV ) = 0, we deduce that u is
a (p1, p2, p3, p3)-product. If u has a dominant eigenvalue, we deduce from Lemma
8.1 that it is p♯1-adjacent to an automorphism v with no dominant eigenvalue;
then Theorem 1.4 shows that v is a (p2, p3, p4)-product, and we conclude that u
is a (p1, p2, p3, p4)-product.
8.2 Three factors, with an acceptable dominant eigenvalue
Here, we derive Theorem 1.5 from Theorem 1.4. The proof is based upon the
following general result that was obtained in [11] (lemma 15 there):
Lemma 8.2 (Reduction Lemma). Let u ∈ End(V ), where V is an infinite-
dimensional vector space. Assume that u has a dominant eigenvalue λ and that
u−λ idV has infinite rank. Then, there exists a decomposition V = V1⊕V2 into
linear subspaces that are stable under u and such that:
(i) V1 is infinite-dimensional;
(ii) u|V1 has no dominant eigenvalue;
(iii) u(x) = λx for all x ∈ V2.
Now, we can prove Theorem 1.5. Let p1, p2, p3 be split non-derogatory poly-
nomials of F[t] with degree 2, and let u be an automorphism of an infinite-
dimensional vector space V . Assume that u has a dominant eigenvalue λ that
is acceptable for (p1, p2, p3) and for which u− λ idV has infinite rank.
We can find a decomposition V = V1 ⊕ V2 that satisfies the conditions of
Lemma 8.2 with respect to the pair (u, λ). Since both V1 and V2 are stable
under u, the automorphism u induces respective automorphisms u1 and u2 of V1
and V2. On the one hand, Proposition 2.1 shows that u2 is a (p1, p2, p3)-product.
On the other hand, the automorphism u1 of V1 induced by u has no dominant
eigenvalue and V1 is infinite-dimensional, and hence Theorem 1.4 shows that u1 is
a (p1, p2, p3)-product. By Remark 1, we conclude that u is a (p1, p2, p3)-product.
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