We present results of a long-baseline interferometry campaign using the PAVO beam combiner at the CHARA Array to measure the angular sizes of five main-sequence stars, one subgiant and four red giant stars for which solar-like oscillations have been detected by either Kepler or CoRoT. By combining interferometric angular diameters, Hipparcos parallaxes, asteroseismic densities, bolometric fluxes and high-resolution spectroscopy we derive a full set of near model-independent fundamental properties for the sample. We first use these properties to test asteroseismic scaling relations for the frequency of maximum power (ν max ) and the large frequency separation (∆ν). We find excellent agreement within the observational uncertainties, and empirically show that simple estimates of asteroseismic radii for main-sequence stars are accurate to 4%. We furthermore find good agreement of our measured effective temperatures with spectroscopic and photometric estimates with mean deviations for stars between T eff = 4600 − 6200 K of −22 ± 32 K (with a scatter of 97 K) and −58 ± 31 K (with a scatter of 93 K), respectively. Finally we present a first comparison with evolutionary models, and find differences between observed and theoretical properties for the metal-rich main-sequence star HD 173701. We conclude that the constraints presented in this study will have strong potential for testing stellar model physics, in particular when combined with detailed modelling of individual oscillation frequencies.
INTRODUCTION
The knowledge of fundamental properties such as temperature, radius and mass of stars in different evolutionary phases plays a key role in many applications of modern astrophysics. Examples include the improvement of model physics of stellar structure and evolution such as convection (see, e.g. Demarque et al. 1986; Monteiro et al. 1996; Deheuvels & Michel 2011; Trampedach & Stein 2011; Piau et al. 2011) , the calibration of empirical relations such as the colortemperature scale for cool stars (see, e.g., Flower 1996; Ramírez & Meléndez 2005; Casagrande et al. 2010) , and the characterization of physical properties and habitable zones of exoplanets (see, e.g., Baines et al. 2008; van Belle & von Braun 2009; von Braun et al. 2011a,b) .
Many methods to determine properties of single field stars are indirect, and therefore of limited use for improving stellar models. Asteroseismology, the study of stellar oscillations, is a powerful method to determine properties of solar-type stars such as the mean stellar density with little model dependence (see, e.g., Brown & Gilliland 1994; Christensen-Dalsgaard 2004; Aerts et al. 2010) . Additionally, long-baseline interferometry can be used to measure the angular sizes of stars which, in combination with a parallax, yields a linear radius and, when combined with an estimate for the bolometric flux, provides a direct measurement of a star's effective temperature (see, e.g., Code et al. 1976; Boyajian et al. 2009; Baines et al. 2009; Boyajian et al. 2012a,b; Creevey et al. 2012) . Therefore, the combination of both methods in principle allows a determination of radii, masses and temperatures of stars with little model dependence.
While the potential of combining asteroseismology and interferometry has been long recognized (see, e.g, Cunha et al. 2007 ), observational constraints have so far restricted an application for cool stars to relatively few bright objects (North et al. 2007; Bruntt et al. 2010; Bazot et al. 2011) . Recent technological advances, however, have changed this picture. The launches of the space telescopes CoRoT (Convection, Rotation and planetary Transits, Baglin et al. 2006a,b) and Kepler (Borucki et al. 2010; Koch et al. 2010 ) has increased the number of stars with detected solar-like oscillations to several thousands, providing a large sample spanning from the main-sequence to He-core burning red giant stars (De Ridder et al. 2009; Hekker et al. 2009; Gilliland et al. 2010b; . At the same time, the development of highly sensitive instruments such as the PAVO beam combiner (Ireland et al. 2008) at the CHARA Array (ten Brummelaar et al. 2005) have pushed the sensitivity limits of long-baseline interferometry, bringing into reach the brightest objects for which high-quality space-based asteroseismic data are available. Using these recent advances, we present a systematic combined asteroseismic and interferometric study of lowmass stars spanning from the main-sequence to the red clump.
TARGET SAMPLE
Our target sample was selected to optimize the combination of asteroseismology and interferometry given the observational constraints, while also covering a large parameter space in stellar evolution. The majority of our stars were taken from the sample analyzed by the Kepler Asteroseismic Science Consortium (KASC). We selected four unevolved stars, which are among the brightest oscillating solar-type stars observed by Kepler . Note that our interferometric results for θ Cyg (Guzik et al. 2011 ) and 16 Cyg A&B ) will be presented elsewhere. For the Kepler giant sample, four of the brightest red giants with the best Hipparcos parallaxes were selected. Finally, the main-sequence stars HD 175726 and HD 181420 in our sample are located in the CoRoT field towards the galactic center, and were among the first CoRoT main-sequence stars with detected oscillations (Barban et al. 2009; Mosser et al. 2009 ). Note that our PAVO campaign is also targeting solar-type oscillators in the CoRoT field in the galactic anti-center, such as the Fstar HD 49933 (Appourchaux et al. 2008; Benomar et al. 2009; Kallinger et al. 2010a ), which has already been subject to interferometric follow-up (Bigot et al. 2011 ). However, due to poor weather conditions during the winter seasons on Mt. Wilson, not enough data has yet been collected for these targets.
In the remainder of this section we summarize the basic parameters of our target stars derived using classical methods and measurements available in the literature. Table 1 lists the complete target sample of our study, with spectral types taken from the HD catalog. Nine of the ten stars in our sample have atmospheric parameters derived from modeling several hundred lines in highresolution spectra using the VWA package (Bruntt et al. 2010) , as presented by Bruntt (2009) , Bruntt et al. (2012) and Thygesen et al. (2012) . These are also listed in Table 1 . For HD 189349, we have analyzed a spectrum obtained with the NARVAL spectrograph at the Pic du Midi Observatory using three different methods: VWA (Bruntt et al. 2010) , ROTFIT (Frasca et al. 2003 (Frasca et al. , 2006 and the method described by Santos et al. (2004) , Sousa et al. (2006) and Sousa et al. (2008) . In two of the three methods the surface gravity was fixed to the value calculated from asteroseismic scaling relations (see next section). The resulting spectroscopic parameters for each method are listed in Table 2 , and we have adopted a weighted mean of all three methods, given in Table 1 , for the remainder of this paper. Note that for HD 173701 spectroscopic parameters have also been published by Valenti & Fischer (2005) , Mishenina et al. (2004) and Kovtyukh et al. (2003) , which are also listed in Table 2 for comparison. The published values are in good agreement with the values adopted here.
All stars in our sample have measured Hipparcos parallaxes (van Leeuwen 2007) , with uncertainties ranging from ∼ 1 to 10 %. All unevolved stars in our sam- B and V magnitudes are Tycho photometry (Perryman & ESA 1997) converted into the Johnson system using the calibration by Bessell (2000) . Spectroscopic parameters were adopted from 1 Bruntt et al. (2012) , 2 Bruntt (2009) and 3 Thygesen et al. (2012) . Spectroscopic parameters for HD 189349 are the weighted average of three results presented in this work (see text and Table 2 ). Brackets indicate the uncertainties on a parameter (note that this notation has been adopted throughout the paper).
ple are at distances < 60 pc and hence reddening is expected to be negligible (see Molenda-Żakowicz et al. 2009; Bruntt et al. 2012) . Hence, we assumed zero reddening for all unevolved stars with an uncertainty of 0.005 mag. For the giants, we have estimated reddening by comparing observed colors to synthetic photometry of models matching the spectroscopic parameters in Table 1 , as described in more detail in Section 3.3. To estimate an uncertainty, we have compared these values to E(B − V ) values listed in the Kepler Input Catalog (KIC, Brown et al. 2011) for nearby stars and to estimates from the 3-D extinction model by Drimmel et al. (2003) . The mean scatter between these methods for all stars is 0.02 mag, which we adopt as our uncertainty in E(B − V ) for the giants in our sample. Finally, we used the spectroscopically determined effective temperatures and metallicities to estimate a bolometric correction for each star using the calibrations by Flower (1996) and Alonso et al. (1999) with appropriate zero-points as discussed in Torres (2010) , yielding the stellar luminosity given in the last column of Table 1. Figure 1 shows an H-R diagram of our target stars, according to the properties listed in Table 1 , together with solar-metallicity BaSTI evolutionary tracks (Pietrinferni et al. 2004 ).
OBSERVATIONS

Asteroseismology
The asteroseismic results presented in this paper are based on observations obtained by the Kepler and CoRoT space telescopes. Both satellites deliver nearuninterrupted, high S/N time series which are ideally suited for asteroseismic studies. In this paper, we focus on two global parameters: the frequency of maximum power (ν max ) and the large frequency separation (∆ν). These are frequently used to determine fundamental properties of main-sequence and red giant stars (see, e.g., Stello et al. 2009b; Kallinger et al. 2010b,c; Hekker et al. 2011a,b; Silva Aguirre et al. 2011; Huber et al. 2011) . For a general introduction to solar-like oscillations, we refer the Kovtyukh et al. (2003) , (5) this paper: a -VWA (Bruntt et al. 2010 ), b -Santos et al. (2004 , Sousa et al. (2006) and Sousa et al. (2008) , c -ROTFIT (Frasca et al. 2003 (Frasca et al. , 2006 reader to the review by . Figure 2 presents the power spectrum for each star, sorted by the frequency of maximum power (ν max ). In most cases, a clear power excess due to solar-like oscillations is visible. A summary of the datasets used in our analysis, as well as the derived asteroseismic parameters, is given in Table 3 . The analysis of Kepler stars is based on either short-cadence (Gilliland et al. 2010a) or long-cadence (Jenkins et al. 2010 ) data up to Q10, which were corrected for instrumental trends as described in García et al. (2011) . Global asteroseismic parameters were extracted using the automated analysis pipeline by Huber et al. (2009) , which has been shown to agree well with other methods (Hekker et al. 2011c; Verner et al. 2011) . Due to the length and very high S/N of the Kepler data, the modes are resolved and uncertainties on ν max and (particularly) ∆ν are dominated by the adopted method (e.g., the range over which ∆ν is determined) rather than measurement errors. To account for this, we added in quadrature to the formal uncertainties an uncertainty based on the scatter of different methods used by Silva Aguirre et al. (2012) for short-cadence data and by Fig. 2. -Power density spectra for all stars in our sample, sorted by the frequency of maximum power (νmax). Note the change in x-axis scale for main-sequence (left column), subgiant (top right column) and red-giant stars (four bottom right panels). Note that the high peak at ∼ 4500µHz for HD 187637 is a known artefact of Kepler short-cadence data (Gilliland et al. 2010a ). Huber et al. (2011) for long-cadence data. The analysis by Huber et al. (2011) was based on data spanning from Q0-6, which in most cases was sufficient to resolve the modes and reliably estimate ν max and ∆ν (Hekker et al. 2012) . In general, the uncertainties on the asteroseismic parameters for most Kepler stars are negligible compared to the uncertainties on other observables. A notable exception is HD 189349, with a relatively large uncertainty of ∼ 4% in the large frequency separation. Inspection of the power spectrum shows that the modes for this star are very broad, making a determination of ∆ν difficult. We speculate that the unusually broad modes may be related to the low metallicity of this object, but a more in-depth analysis is beyond the scope of this paper.
For the two CoRoT stars in our sample, we have reanalyzed publicly available data using the method described in Huber et al. (2009) . Our results for HD181420 are in good agreement with the values published by Barban et al. (2009) . For HD175726, our analysis did not yield significant evidence for regularly spaced peaks, and yielded only marginal evidence for a power excess at 1900 ± 200µHz. Mosser et al. (2009) have argued that this power excess is compatible with solar-like oscillations and showed evidence for a large variation of ∆ν with frequency, which could be responsible for the null-detection in our analysis. We have adopted the published value for ∆ν by Mosser et al. (2009) and a value for ν max corresponding to the maximum of the power excess in the spectrum, with a conservative uncertainty of 10%.
3.2. Interferometry Interferometric observations were made with the Precision Astronomical Visible Observations (PAVO) beam combiner (Ireland et al. 2008) at the Center for High Angular Resolution Astronomy (CHARA) on Mt. Wilson observatory, California (ten Brummelaar et al. 2005 ). Operating at a central wavelength of λ = 0.7 µm with baselines up to 330 m, PAVO at CHARA is one of the highest angular-resolution instruments world-wide.
A complete description of the instrument was given by Ireland et al. (2008) , and we summarize the basic aspects here. The light from up to three telescopes passes through vacuum tubes and into a series of optics to compensate the path difference. The beams are then collimated and passed through a non-redundant mask which acts as a bandpass filter, and spatially modulated interference fringes are formed behind the mask. The interference pattern is then passed through a lenslet array and a prism, producing fringes in 16 segments on the CCD detector, each being spectrally dispersed in several independent wavelength channels. Major advantages of the PAVO design are high sensitivity (with a limiting magnitude of R ∼ 8 mag in typical seeing conditions), increased information through spectral dispersion, and high spatial resolution through operating at visible wavelengths. First PAVO science results have been presented by Bazot et al. (2011 ), Derekas et al. (2011 and Huber et al. (2012) . For our analysis, we have used PAVO observations in two-telescope mode, with baselines ranging from ∼ 110 − 330 m.
Interferometric observations require careful calibration of the observed visibilities. Ideally, this is achieved by observing bright, unresolved point sources as closely as possible to the target object in time and distance. For PAVO observations of targets as small as in our case, this means calibrating with late B to early A stars since at the PAVO magnitude limit these stars are distant enough to have significantly smaller diameters (0.1-0.15 mas) than our target stars. Table 4 lists all calibrators that were used in our analysis. Expected sizes are calculated using the V −K relation by Kervella et al. (2004) for dwarf and subgiant stars. V band magnitudes have been taken from HD179395, HD181939, HD182487, HD184875, HD189253; "ID" refers to the ID of the target star for which the calibrator has been used (see column 3 of Table 5 ).
the Tycho catalog and were converted into the Johnson system using the calibration by Bessell (2000) . K magnitudes were adopted from 2MASS . Interstellar reddening for each calibrator was estimated using the extinction model by Drimmel et al. (2003) .
Although we have checked each calibrator in the literature for possible multiplicity, rotation and variability prior to observations, our data show that roughly 1/4 of all observed calibrators are more resolved than expected, and therefore potentially unsuitable for calibration. These calibrators are listed at the bottom of Table 4 . Possible reasons for this include previously undetected binary systems and rapid rotation causing deviations from spherical symmetry. 
a 9/4 S2E2,S1W1,S1E2,S1E1 0.59 (4) (2) "ID" can be used in Table 4 to identify which stars have been used to calibrate this target. All angular diameters are given in units of milli-arcseconds. Baselines are sorted from shortest to longest length for a given target. Figure 3 presents the calibrated squared-visibility measurements as a function of spatial frequency for all targets in our sample, with a summary of observations given in Table 5 . We have collected at least three independent scans for each target over at least two different nights, and the visibilities of each target were calibrated with at least two different calibrators (see also Table 4 ). Note that each scan typically produces a measurement of visibility in 20 independent wavelength channels, resulting in a total of ∼1000 visibility measurements in our campaign.
For each target we fitted the following limb-darkened disc model to the observations (Hanbury Brown et al. 1974) :
Here, V is the visibility, µ λ is the linear limb-darkening coefficient, J n (x) is the n-th order Bessel function, B is the projected baseline, θ LD is the angular diameter after correction for limb-darkening, and λ is the wavelength at which the observation was made. Linear limb-darkening coefficients in the R band for our targets were estimated by interpolating the model grid of Claret & Bloemen (2011) to the spectroscopic estimates of T eff , log g and [Fe/H] (Table 1) for a microturbulent velocity of 2 km s −1 . Uncertainties on the limb-darkening coefficients were estimated from the difference in the methods presented by Claret & Bloemen (2011) . The choice of the limb-darkening model has little effect on the final fitted angular diameters. Detailed 3-D hydrodynamical models by Bigot et al. (2006) , Chiavassa et al. (2010) and Chiavassa et al. (2012) for dwarfs and giants have shown that the differences to simple linear limb darkening models are 1% or less in angular diameter for stars with near solar-metallicity. For a moderately resolved star with V 2 ∼ 0.5, a 1% change in angular diameter would arise from a change of less than 1% in V 2 , which is less than our typical measurement uncertainties. The procedure used to fit the model and estimate the uncertainty in the derived angular diameters was described by Derekas et al. (2011) . In summary, MonteCarlo simulations were performed which took into account uncertainties in the adopted wavelength calibration (0.5%), calibrator sizes (5%), limb-darkening coefficients (see Table 5 ), as well as potential correlations across wavelength channels. The resulting fitted angular diameters of each target, corrected for limb-darkening, are given in Table 5 . We also give the uniform-disc diameters in Table 5 , which were derived by setting µ λ = 0 in Equation (1).
A few comments on our derived diameters are necessary. Firstly, one calibrator in our sample (HD 179124), which is the main calibrator for HD 181420, was recently found to be a rapidly rotating B star with v sin i = 290 km/s (Lefever et al. 2010 ). This introduces an extra uncertainty on the estimated calibrator diameter. We have accounted for this by assuming a 20% uncertainty in the calibrator diameter, which roughly corresponds to the maximum change in the average diameter expected for rapid rotators (Domiciano de Souza et al. 2002) . Secondly, a few of our target stars (e.g. HD 187637) are only about 50% bigger in angular size than their calibrators. This means that the uncertainties on the derived diameters will be strongly influenced by the assumed uncertainties of the calibrator diameters, which in our case are 5%. While such an uncertainty is reasonable compared to the scatter in the photometric calibrations (see, e.g., Kervella et al. 2004) , the diameter measurement itself will only be scientifically useful if the uncertainty in the measured diameter is smaller than the precision of indirect techniques. Further data at longer baselines with smaller calibrators will be needed to reduce the uncertainties for these targets.
Indirect techniques to estimate angular diameters include surface brightness relations (see, e.g., van Belle 1999; Kervella et al. 2004 ) and the infrared flux method (IRFM, see, e.g., Ramírez & Meléndez 2005; Casagrande et al. 2010) . Figure 4 compares our measured angular diameters with predictions using the (V − K) surface-brightness relation for dwarfs and subgiants by Kervella et al. (2004) and the IRFM method coupled with asteroseismic constraints, as described in Silva Aguirre et al. (2012) . For the (V − K) relation we have adopted a 1% diameter uncertainty for all stars (Kervella et al. 2004 ). We find good agreement for all stars for both methods, with a residual mean of −2 ± 2% and +2 ± 2% for (V − K) and IRFM, respectively, both with a scatter of 5%. Our results therefore seem to confirm that the relation by Kervella et al. (2004) is also valid for red giants, as suggested by Piau et al. (2011) , and that combining the IRFM method with asteroseismic constraints, as done by Silva Aguirre et al. (2012) , yields accurate diameters for both evolved and unevolved stars.
These tests of indirect methods are encouraging. We emphasize that interferometry remains an important tool to validate these methods for a wider range of evolutionary states, chemical compositions, and distances. The (V − K) relation, for example, is based on an empirical relation calibrated using nearby stars that does not take into account potential spread due to different chemical compositions, and is only valid for de-reddened magnitudes. An illustration of the importance of using interferometry is HD 181827, which shows a significantly smaller measured diameter than predicted from (V − K). This smaller diameter is also in agreement with asteroseismic results, which suggest a smaller radius (see Section 4.1).
Bolometric Fluxes
To estimate bolometric fluxes for our target sample, we first extracted synthetic fluxes from the MARCS database of stellar model atmospheres (Gustafsson et al. 2008). We used models with standard chemical composition, with the microturbulence parameter set to 1 km s −1 for plane-parallel models (unevolved stars) and 2 km s −1 for spherical models with a mass of 1M ⊙ for red giants. We then multiplied the synthetic stellar fluxes by the filter responses for the Johnson-Glass-Cousins U BV RIJHKL, Tycho B T V T and 2MASS JHK s systems and integrated the resulting fluxes to calculate synthetic magnitudes for each MARCS model. Filter responses and zeropoints were taken from Bessell & Murphy (2012) Cohen et al. (2003) (2MASS), and Bessell et al. (1998) (JHKL). We note that synthetic photometry calculated using MARCS models has previously been validated using observed colors in stellar clusters (Brasseur et al. 2010; VandenBerg et al. 2010) . To check the influence of the chosen mass for the spherical models, we have repeated the above calculations for typical red giant models with T eff = 5000 K and log g = 2 − 3. The fractional differences in the integrated flux for each filter for masses ranging from 0.5 − 5M ⊙ was found to be less than 0.5% in all bands, and are therefore negligible for our analysis.
The amount of photometry in the literature for our sample is unfortunately small. The targets are generally too faint to have reliable magnitudes in the JohnsonGlass-Cousins system, and they are too bright to have a full set of SDSS photometry in the KIC. To ensure consistency of our bolometric fluxes we only used photometry that is available for all stars in our sample, namely Tycho2 B T V T and 2MASS JHK s magnitudes. The adopted photometry and uncertainties are listed in Table 6 .
To calculate bolometric fluxes, we largely followed the approach described in Alonso et al. (1995) . For each target star, we first found the six models bracketing the spectroscopic determinations T eff , log g and [Fe/H], as given in Table 1 . We then transformed the synthetic B T V T JHK s magnitudes of each model into fluxes, and numerically integrated these fluxes using the pivot wavelength for each filter response, calculated as described by Bessell & Murphy (2012) (note that this choice of a reference wavelength is independent of the spectral type considered). The numerical integration yielded an estimate f int , which we then compared to the true bolometric flux, f bol = σT 4 eff , where σ is the Stefan-Boltzmann constant. This yielded a correction factor c = f int /f bol for each of the six models, which gave the percentage of flux included when integrating the photometry over discrete wavelengths. The final bolometric flux was then calculated by integrating the observed fluxes the same way as the model fluxes, and dividing the resulting estimate by the correction factor c found by interpolating the six corrections factors to the spectroscopic estimates of T eff , log g and [Fe/H]. Note that this interpolation was necessary because the step size of the MARCS grid is typically larger than the uncertainties of the spectroscopic param- eters. Uncertainties in the derived bolometric fluxes were found by perturbing the input photometry and the spectroscopic parameters according to their estimated uncertainties (see Tables 1 and 6 ), repeating the procedure 5000 times, and taking the standard deviation of the resulting distribution.
To test this approach, we have used the same method for three bright stars that span a similar range of evolutionary stages as our sample and for which bolometric fluxes have been well determined: Procyon, the Sun, and Arcturus. Since Tycho and 2MASS photometry is not available for such bright stars, we have used BV JHK photometry to mimic the available information for our target sample. Photometry has been taken from the General Catalog of Photometric Data (GCDP, Mermilliod et al. 1997) for Procyon and Arcturus, and from Colina et al. (1996) for the Sun. Figure 5 shows the spectral energy distributions (SEDs) of all three stars, comparing the MARCS model that best matches the physical parameters of each star (black line) to the observed and synthetic fluxes in the BV JHK bands (red and blue squares, respectively). Note that the MARCS models have been smoothed to a spectral resolution of λ/∆λ ∼ 200 for better visibility. The insets show the distributions of the Monte-Carlo simulations described above compared to the literature values of the (1997) for Procyon, and we have adopted an effective temperature of 5777 ± 3 K for the Sun. In all three cases, the bolometric flux using our method is recovered within 1-σ, with a maximum deviation of ∼0.5 σ for Arcturus. Figure 6 shows the SEDs of all target stars with the appropriate models for each star, and Table 6 lists our bolometric fluxes based on the procedure described above. We note that for the red giants in our sample, interstellar reddening cannot be neglected. To estimate reddening using the SED, we adopted the reddening law by O'Donnell (1994) (see also Cardelli et al. 1989 ) and iterated over E(B − V ) to find the observed colors that best fit the colors of the six models bracketing the spectroscopic parameters in Table 1 . We then again interpolated to the spectroscopic T eff , log g and [Fe/H] values, analogously to the correction factor described above. The derived reddening estimates for the giants are listed in Table 6 .
To further test these results, we have used an independent method to determine bolometric fluxes for four stars by combining publicly available flux-calibrated ELODIE spectra (Prugniel et al. 2007 ), broadband photometry and ATLAS9 models (Castelli & Kurucz 2003 , 2004 . We started by calculating a grid of ATLAS9 models in the 3-σ error box of the spectroscopically determined T eff , log g and [Fe/H] (see Table 1 ). Each model spectrum was then multiplied by the B T V T JHK s filter passbands and integrated over all wavelengths to compute a synthetic flux in each band. Model fluxes were then calibrated into fluxes received on Earth using either the measured angular diameter or the Tycho V T magnitude. To find the model that best fits the photometric data we then compared the grid of model fluxes with the observed fluxes, calculated using the same zeropoints as in the procedure described above. Finally, the bolometric flux of each star was determined by integrating the ELODIE spectrum between 390 and 680 nm together with the synthetic ATLAS9 model (covering the wavelength ranges < 390 nm and > 680 nm) that best fits the observed photometry.
To estimate uncertainties the above procedure was repeated 100 times, drawing random values for the observed photometry given in Table 6 , and adding the standard deviation of the resulting distribution in quadrature to the uncertainty of the total flux of the ELODIE spectra. The final values for the two different calibration methods are given in Table 6 . The derived bolometric fluxes agree well with the estimates from MARCS models, reassuring us that the model dependency and adopted method have little influence compared to the estimated uncertainties. We note that we have also compared our bolometric fluxes with estimates derived from the infrared flux method, as described in Silva Aguirre et al. (2012) . Again, we have found good agreement with our estimates within the quoted uncertainties.
FUNDAMENTAL STELLAR PROPERTIES
Asteroseismic Scaling Relations
The large frequency separation of oscillation modes with the same spherical degree and consecutive radial order is closely related to the mean density of star (Ulrich 1986 ):
Additionally, Brown et al. (1991) argued that the frequency of maximum power (ν max ) for solar-like stars should scale with the acoustic cut-off frequency, which was used by Kjeldsen & Bedding (1995) to formulate a second scaling relation:
Provided the effective temperature of a star is known, Equations (3) and (4) allow an estimate of the stellar mass and radius. This can be done by either combining the two equations (the so-called direct method, see Kallinger et al. 2010c) or by comparing the observed values of ∆ν and ν max with values calculated from a grid of evolutionary models (the so-called grid-based method, see Stello et al. 2009b; Basu et al. 2010; Gai et al. 2011 ). Our interferometric observations, presented in the Section 3.2, allow us to test Equations (3) and (4). Using the Hipparcos parallaxes in combination with the angular diameters, we have calculated linear radii for our sample of stars, which are listed in Table 7 . These are compared to asteroseismic radii calculated using Equations (3) and (4) (using T eff values taken from Table 1) in Figure 7 . Note the influence of T eff on Equation (4) is small: for solar T eff a variation of 100 K causes only a 0.9% change in ν max , which is significantly smaller than our typical uncertainties (see Table 3 ).
The comparison in Figure 7 is very encouraging, showing an agreement between the two methods within 3-σ in all cases. The overall scatter about the residuals is ∼13%, and we do not observe any systematic trend as a function of size (and therefore stellar properties). We note that two of the stars in our sample (HD 173701 and HD 177153) have also been analyzed by Mathur et al. (2012) , who used both a grid-based approach as well as detailed modelling of individual oscillation frequencies to derive stellar radii and masses. In both cases, the radii from different models presented in Mathur et al. (2012) slightly improve the difference to the interferometrically measured radius, with minimum differences of +0.4 σ and +0.8 σ compared to differences of -0.6 σ and -1.0 σ from the direct method, respectively.
For comparison, Figure 7 also shows examples of bright stars for which well constrained asteroseismic and interferometric parameters are available. We have adopted values for ∆ν and ν max from Stello et al. (2009a) and references therein, with uncertainties fixed to typical values of 1% in ∆ν and 3% in ν max . Asteroseismic observations have been obtained from the MOST space telescope for ǫ Oph (Barban et al. 2007; Kallinger et al. 2008 ), the CoRoT space-telescope for HD 49933 (Appourchaux et al. 2008) , and from ground-based Doppler observations for the remaining sample ( 2003; Bedding et al. 2004; Carrier et al. 2005a,b; Kjeldsen et al. 2005; Bedding et al. 2007; Arentoft et al. 2008; Teixeira et al. 2009; Bazot et al. 2011) . Angular diameters and effective temperatures were taken from Mazumdar et al. (2009) and De Ridder et al. (2006) for ǫ Oph, Bazot et al. (2011) for 18 Sco, Bigot et al. (2011) for HD 49933 and from Bruntt et al. (2010) and references therein for the remaining sample. Parallaxes were adopted from van Leeuwen (2007) , except for α Cen A and B for which we have adopted the value by Söderhjelm (1999) . Figure 7 again shows agreement within 3-σ in all cases. Excluding HD 175726 from our sample due to large uncertainties in the asteroseismic observations, the residual scatter between asteroseismic and interferometric radii is 4% for dwarfs and 16% for giants, with mean deviations of −1 ± 1 % and +6 ± 4 %, respectively. This is consistent with our observational uncertainties and hence empirically confirms that, at least for main-sequence stars, asteroseismic radii from scaling relations are accurate to 4%. Note that Miglio (2012) has previously found a similar good agreement for a sample of nearby stars, with a residual scatter of 6%.
It is well known that the scaling relation for ∆ν is on more solid ground than the scaling relation for ν max , which only recently has been studied in more detail observationally (see, e.g., Stello et al. 2009a; Mosser et al. 2010; White et al. 2011 ) and theoretically (Belkacem et al. 2011) . To test Equation (4), we can combine Equation (3) with the interferometrically measured radii to calculate stellar masses, and combine these with T eff to calculate ν max . We compare these with the measured values in Figure 8 . We again observe good agreement within the error bars, with no systematic deviation as a function of evolutionary status. Figure 8 also displays a comparison with measured values for a sample of bright stars, again showing good agreement with our results for the Kepler and CoRoT sample. We note that has shown a similar comparison for bright stars, and noted a potential breakdown of the ν max relation for low-mass stars with ν max 4500µHz. Since none of the stars in our sample have ν max > 4000µHz, we are unable to test this claim in our study.
The large error bars for some stars in Figures 7 and 8 may cast some doubt about the usefulness of interferometry to test scaling relations. Indeed, for the red giants in our sample the uncertainty in the interferometric radius is completely dominated by the uncertainty in the parallax. For these stars the PAVO data will be most valuable to measure the effective temperature by combining the angular diameter with an estimate of the bolometric flux, which can then be compared to indirect T eff estimates from broadband photometry and spectroscopy (see next section). For most unevolved stars in the Kepler /CoRoT sample, our current uncertainties in the angular diameters are comparable to the parallax uncertainties. The bright star comparison sample, on the other hand, is dominated by the uncertainties in the asteroseismic observables, which are much more difficult to constrain from the ground or using smaller space telescopes. The fact that the asteroseismic uncertainties are almost negligible for the Kepler /CoRoT sample explains the somewhat counter-intuitive observation that the error bars in Figures 7 and 8 are similar for some stars of the Kepler sample and for stars which are up to 8 magnitudes brighter. This comparison underlines the importance of obtaining precise asteroseismic constraints on bright stars for which constraints are available from independent observational techniques.
Spectroscopic and Photometric Temperatures
The measurement of the angular diameter θ LD of a star combined with an estimate of its bolometric flux f bol allows a direct measurement of the effective temperature:
where σ is the Stefan-Boltzmann constant. We have used our measured angular diameters presented in Section 3.2 together with the bolometric flux estimates presented in Section 3.3 to calculate effective temperatures for our sample, which are listed in Table 7 . The model dependency of effective temperatures calculated using Equation (5) is small, and hence such estimates are important for calibrating indirect photometric estimates such as the infrared flux method (see, e.g., Casagrande et al. 2010) , as well as spectroscopic determinations for which usually strong degeneracies between T eff , log g and [Fe/H] exist (see, e.g., Torres et al. 2012) . Figure 9 compares the measured effective temperatures in our sample to estimates from high-resolution spectroscopy (mostly using the VWA package by Bruntt et al. (2010) , see Table 1) (2012). We have chosen V − K s to calculate photometric temperatures since this index usually gives the lowest residuals as a temperature indicator for cool stars (see, e.g., Casagrande et al. 2010) . The comparison in Figure 9a shows good agreement of our temperatures with spectroscopy, with a residual mean of −48 ± 39 K with a scatter of 124 K for all stars, and −22 ± 33 K with a scatter of 97 K when excluding the F-star HD 181420 for which the angular diameter is not well determined. We note that this agreement is only slightly worse (with an increased scatter by about 10 K) if we use the T eff values by Bruntt et al. (2012) and Thygesen et al. (2012) for which no asteroseismic constraints on log g were used. Bruntt et al. (2010) noted that a slight bias for spectroscopic temperatures to be hotter than interferometric estimates by ∼ 40 K for a sample of nearby stars, which is somewhat confirmed by our results, although the scatter is significantly larger. Our result confirms that a combination of spectroscopy and asteroseismology can be applied for the accurate characterization of temperatures, radii and masses of much fainter stars, e.g. exoplanet host stars observed by the Kepler mission.
The photometric estimates shown in Figure 9b , 9c and 9d show slight systematic deviations. The calibration by Casagrande et al. (2010) shows the best agreement, with only the coolest red giants being slightly hotter than implied by our results. The calibration by Ramírez & Meléndez (2005) is the only one that directly provides color-temperature relations calibrated for giants. As already noted by Casagrande et al. (2010) , the temperatures by Ramírez & Meléndez (2005) seem to be systematically cooler than expected, and this is confirmed by our results. Finally, the calibration given by Bruntt et al. (2012) overestimates temperatures at the cool end, which is again not surprising since their calibration was based on main-sequence stars only, and did not include corrections for lower surface gravities and different metallicities. Overall, we conclude that photometric estimates reproduce the measured temperatures from interferometry well within the uncertainties, except for the giants where reddening is significant. We note that HD 173701 is the only star with sufficient Sloan photometry to be included in the calibration by Pinsonneault et al. (2012) . The SDSS temperature, corrected for metallicity as described in Pinsonneault et al. (2012) , is 5364 ± 100 K, in good agreement to the determined values here. Finally, we note that the effective temperatures presented in this section do not influence the comparisons of the asteroseismic masses and radii calculated in the previous section (which were calculated using spectroscopic T eff ), since the dependence of Equation (4) on T eff is only small.
Stellar Models
Detailed modelling will be deferred to a future paper, but we present some first basic comparisons for the most interesting cases here. We use the publicly available BaSTI stellar evolutionary tracks (Pietrinferni et al. 2004 ) with solar-scaled distribution of heavy elements (Grevesse & Noels 1993 ) and a standard mass loss parameter of η = 0.4 (see, e.g. Fusi-Pecci & Renzini 1976 ). The models do not include effects of diffusion or gravitational settling, and are calibrated to match the observed properties of the Sun with a mixing length parameter α MLT = 1.913 and an initial chemical composition of (Y, Z) = (0.2734, 0.0198). No convective-core overshooting was included in the models presented here. Note that in the following we compare models to radii, masses and temperatures derived using our direct measurement of the angular diameter (see columns 7, 8 and 9 in Table 7 ) and the spectroscopic metallicities.
HD 182736
The star with the best constrained fundamental properties in our sample is the subgiant HD 182736, with relative uncertainties in temperature, radius and mass of 0.7%, 2.6% and 7.7%, respectively. The fact that the best observational result is achieved for the only subgiant in our sample is not surprising: while the more distant red giants generally have well constrained diameters due to their larger size, they suffer from a large uncertainty in the parallaxes and effective temperatures due to their larger distance and significant reddening. On the other hand, main-sequence stars are generally too small to achieve a good precision on their measured diameters. Subgiants land in the "sweet spot" between these regimes, with angular sizes big enough for a precise measurement with PAVO and distances close enough to have a well constrained Hipparcos parallax and negligible reddening. Figure 10 shows a diagram of stellar radius versus effective temperature with the position of HD 182736 according to the properties listed in Table 7 marked as a red diamond. The black solid line shows the evolutionary track matching the determined mass and metallicity, calculated by quadratically interpolating the original BaSTI tracks. Dashed-dotted and dashed-triple-dotted lines show the effect of varying the metallicity by 1 σ, while dotted and dashed lines show the same effect for varying the mass by 1 σ. The agreement between the models and our observations is excellent, with a match within 1 σ for both radius and temperature. We emphasize that no fitting is involved in this comparisonthe mass, radius, temperature and metallicity are determined independently from the evolutionary tracks. A more in-depth asteroseismic study using individual frequencies, in particular with respect to probing the core rotation rate using mixed modes (Deheuvels et al. 2012) , combined with the results presented in this paper should yield powerful constraints for studying the structure and evolution of this evolved subgiant. Figure 11 shows the radius-T eff diagram for HD 173701, a metal-rich main-sequence star with relatively well constrained properties. In this case, the agreement between BaSTI models and observations is poor. The difference can be reconciled with a 3 − σ difference in mass and metallicity, i.e. the star is more metal-rich and less massive than implied from our observations. Indeed, the asteroseismic (but not model-independent) analyses by Mathur et al. (2012) and Silva Aguirre et al. (2012) im- (17) 5282 (72) Vertical lines divide estimates based on spectroscopy (columns 3 and 4), asteroseismic scaling relations only (columns 5 and 6) from estimates using the measured angular diameter (columns 7, 8 and 9) . No estimates based on asteroseismic constraints are reported for HD 176726 since our results suggest a measurement error for this star (see text). ply a mass of 1.00 ± 0.01 M ⊙ and 0.96 ± 0.04 M ⊙ for HD 173701, respectively, which would significantly improve the agreement. We also note that the ∼100 K difference to the spectroscopic T eff implies that the adopted metallicity may not be consistent with the interferometric T eff . However, as shown in Figure 11 , even at the spectroscopic temperature of 5390 K the position of HD 173701 would still be slightly too cool for the mass determined from the interferometric radius and asteroseismic density. Additionally, adopting a lower T eff in the spectroscopic analysis would result in a lower metallicity, and therefore enhance the disagreement between models and observations. A more interesting possibility is that the physical assumptions in the evolutionary models need to be adjusted to reproduce the properties of this star. To test this, we have computed additional tracks using the 1D stellar evolution code CESAM (Morel & Lebreton 2008) . We use opacities from Ferguson et al. (2005) for the metal repartition by Asplund et al. (2009) , and NACRE nuclear reaction rates are adapted from Angulo et al. (1999) . The models include diffusion and gravitational settling, and convection is described using the mixing length theory by Böhm-Vitense (1958) with a solar calibrated value of 1.88. We have computed two models with the spectroscopically determined metallicity of [Fe/H] = 0.34 and a mass of 1.06M ⊙ , once with solar-calibrated initial helium mass fraction Y = 0.2646, and once with Y = 0.2485, corresponding to the lower limit set by cosmological constraints. Figure 11 shows that changes in the initial chemical composition brings better agreement to our observations. Similar changes can be invoked by reducing the mixing-length parameter (see, e.g., Basu et al. 2010 Basu et al. , 2012 . Wright et al. (2004) list HD 173701 with a rotation period of 38 days and Ca H & K activity of log(R ′ HK ) = −4.87. Both the slower rotation period and solar-like activity do not seem to be compatible with a decreased convection efficiency (smaller mixing length parameter), which would be needed to bring the models in better agreement to our observations. Additionally, a sub-solar helium mass fraction for HD173701 does not seem to be compatible with the roughly linear helium-to-metal enrichment for metal-rich stars (Casagrande et al. 2007) , although the scatter in this relation is large and studies of the Hyades have confirmed that stars can be depleted in helium and at the same time have a super-solar metallicity (Lebreton et al. 2001; Pinsonneault et al. 2003 ).
HD 173701
An alternative explanation could be related to inadequate modeling of stellar atmospheres for metal-rich stars. Systematics in these models would affect the bolometric flux and hence the determined effective temperature. Furthermore, systematic errors in the limbdarkening models for metal-rich stars would change the derived angular diameter, which influences the determined radius, mass and effective temperature. Detailed 3-D models by Bigot et al. (2006) for the metal-rich K-dwarf α Cen B showed less significant limb-darkening and hence slightly smaller diameters compared to simple 1-D models, while Chiavassa et al. (2010) found differences up to 3% for models of metal-poor giants. Such differences are expected to be enhanced in visibile wavelengths (such as the observations presented here) compared to infrared observations (Allende Prieto et al. 2002; Aufdenberg et al. 2005) . Furthermore, comparisons of 1-D to 3-D models have also yielded higher fluxes for 3-D models, particularly at short wavelengths, which could lead to small inceases in the derived effective temperature (see, e.g., Aufdenberg et al. 2005; Casagrande 2009 ). A higher effective temperature would bring better agreement to the evolutionary tracks and spectroscopic estimates. More detailed modeling will be needed to confirm if refined estimates of limb-darkening, taking into account the non-solar metallicity for HD 173701, can explain the observed differences.
HD 175955
Figure 12 presents a model comparison for HD 175955, a red giant with a well constrained angular diameter and the most precise Hipparcos parallax. Gravity mode period spacings measured using asteroseismology have been used to classify this star as a H-shell burning, ascending red giant branch star . Figure 12 shows that the measured temperature of HD 175955 is slightly hotter than the position of the ascending RGB tracks, but overall in good agreement with its determined mass and metallicity. Similar to HD 182736, a combination of the constraints presented here with detailed asteroseismic studies (such as the measurement of mixed mode rotational splittings to constrain the core rotation rate, see Beck et al. 2012) should allow a detailed theoretical study of the internal structure and evolution of this star.
Additional Notes
We note that for a few stars the derived stellar properties appear unphysical and are likely related to potential observational errors. For HD 175726, for example, the measured linear radius combined with the asteroseismic density implies a mass of 0.50 ± 0.03M ⊙ , which seems incompatible with its measured radius, temperature and solar-metallicity. Using the spectroscopically determined metallicity and the radius and temperature from interferometry, a comparison with BaSTI models indicates a mass of 1.07M ⊙ , which would imply asteroseismic values of ∆ν ∼ 142 µHz and ν max ∼ 3300 µHz. These values are significantly different than the results found by Mosser et al. (2009) . The difference could be explained by an undetected companion causing a significant error in the parallax, or due to measurement errors in either the interferometric or the asteroseismic analysis. Unfortunately no CoRoT follow-up observations are planned for HD 175726, and hence a resolution of this discrepancy will have to await independent future observations.
The red giant HD 181827, on the other hand, has a large mass which is difficult to reconcile with evolutionary theory. Both the asteroseismic and interferometric constraints are solid, hence pointing to a potential problem with the Hipparcos parallax. Indeed, HD 181827 has the largest fractional parallax uncertainty in our sample (10%), leading to a large uncertainty on the radius and hence mass. We note that HD 181827 has been asteroseismically identified as a secondary clump star (Girardi 1999; ), corresponding to a massive ( 2M ⊙ ) He-core burning red giant. Our result of a significantly higher mass for HD 181827 compared to typical red clump giants is hence qualitatively in agreement with its asteroseismically determined evolutionary state.
CONCLUSIONS
We have presented interferometrically measured angular diameters of 10 stars for which asteroseismic constraints are available from either the Kepler or CoRoT space telescopes. Combining these constraints with parallaxes, spectroscopy and bolometric fluxes, we present a full set of near model-independent fundamental properties for stars spanning in evolution from the mainsequence to the red clump. Our main conclusions from the derived properties are as follows:
1. Our measured angular diameters show good agreement with the surface-brightness relation by Kervella et al. (2004) and the IRFM coupled with asteroseismic constraints by Silva Aguirre et al. (2012) , with an overall residual scatter of 5%. Our results seem to confirm that the relation by Kervella et al. (2004) and the method by Silva Aguirre et al. (2012) are also reasonably accurate for red giants.
2. A comparison of interferometric to asteroseismic radii calculated from scaling relations shows excellent agreement within the uncertainties. While the uncertainties for giants are large due to the uncertainties in the parallaxes, our results empirically prove that asteroseismic radii for unevolved stars using simple scaling relations are accurate to at least 4%. A test of the ν max scaling relation also shows no systematic deviations as a function of evolutionary state within the observational uncertainties.
3. A comparison of measured effective temperatures with estimates from modeling high-resolution spectra (mostly using the VWA method, see Bruntt et al. 2010) and from the photometric infrared flux method (see Casagrande et al. 2010) shows good agreement with mean deviations of −22 ± 32 K (with a scatter of 97 K) and −58 ± 31 K (with a scatter of 93 K), respectively, for stars between T eff = 4600 − 6200 K. Some photometric calibrations show slight systematic deviations for red giants, presumably due to the more significant influence of reddening for these more distant stars.
4. A first comparison of our results with evolutionary models shows very good agreement for the subgiant HD 182736, while there appear to be some discrepancies for the metal-rich main-sequence star HD 173701. We speculate that these differences may be due to inadequate modeling of stellar atmospheres or limb-darkening for metal-rich stars, but note that more detailed theoretical studies will be needed to confirm this result.
While our study has demonstrated the potential of combining different constraints to test stellar model physics, it is clear that the overlap between the different techniques is still limited. This situation can be expected to be significantly improved with future projects such as the ground-based network SONG (Stellar Observations Network Group, Grundahl et al. 2006 ), which will deliver precise multi-site radial-velocity timeseries for asteroseismology and exoplanet studies of nearby stars. On the other hand, the planned European space mission Gaia (Perryman 2003) will provide accurate parallaxes for stars down to V < 15, while potential upgrades of interferometers such as the CHARA Array with adaptive optics will push the sensitivity limits of interferometric follow-up to fainter stars, therefore improving the overlap with Kepler and future space-based missions such as TESS (Transiting Exoplanet Survey Satellite, Ricker et al. 2009 ). The possibility of independently constraining radii, effective temperatures, masses and metallicities using asteroseismology, astrometry, interferometry and spectroscopy for a large ensemble of stars to study stellar physics as well as to characterize potentially habitable exoplanets is clearly the next step for continuing the exciting revolution induced by CoRoT and Kepler over the coming decades.
