Abstract. One of the most frequently studied problems in the context of information dissemination in communication networks is the broadcasting problem. In this paper, we study the following robust, simple, and scalable randomized broadcasting protocol: At some time t an information is placed at one of the nodes of a graph G, and in the succeeding steps, each informed node choses one of its neighbors in G uniformly at random, and sends the information to this neighbor. We show that this algorithm spreads an information to all nodes in a Star graph Sn of dimension n within O(log(N )) steps, with high probability, where N denotes the number of nodes in Sn. In our proofs, we apply some methods which may be of independent interest, and extend the results of [10] concerning randomized broadcasting in hypercubic graphs.
Introduction
Broadcasting algorithms have been extensively studied in the context of information dissemination in communication networks. These algorithms are designed to solve the problem of distributing a particular message from a distinguished node called source to all other nodes in the network. Several efficient (deterministic and randomized) broadcasting schemes have been developed for different graph classes and communication models.
In this paper we study the following randomized algorithm (also known as "rumor spreading"): A vertex of a graph G initially has an information that has to be transmitted to all nodes of G. In each succeeding round, any informed node chooses one of its neighbors uniformly at random, and transmits the information to this neighbor. The goal is to determine the number of steps needed to spread the information to all nodes of G.
The algorithm described before has several advantages such as simplicity, scalability, and robustness [10] . It can be applied in standard point to point communication networks, described by connected, undirected graphs in which the vertices represent the processors and the edges represent bidirectional communication channels between the nodes.
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Auxiliary Combinatorial Results
In this section we derive some new results on the expansion properties of small subsets of vertices in S n = (V n , E n ). Let E(m) := min |X|=m 1 m |E(X, X)| be called the expansion for m in the graph S n , where X ⊂ V n and |E(X, X)| denotes the number of edges connecting X with its complement X. We know that for the Hypercube the edge isoperimetric problem is solved [14] , and it holds that E(m) ≥ n − log(m) for any integer m with 1 ≤ m ≤ N/2. However, a similar result for the Star graph like E(m) ≥ n + 1 − Γ −1 (|m|) , where
−t dt for real-valued x = 0, is not known yet. In fact, there are two major difficulties in analyzing the expansion on this graph. First, the Star graph falls into n − 1 subgraphs, and is clearly not the Cartesian Product of these subgraphs. On the other hand, the n-Cube is simply the product of only two n − 1-dimensional subcubes.
The following simple propositions gives an upper bound on the expansion for some m. We omit the proofs due to space limitations.
Proposition 1. For any Star graph S n it holds that E((n
where c ∈ {1, . . . , n − 2}.
Combining these upper bounds, it follows that if we assume in every round the worst-case expansion, we are only able to achieve a runtime of O(n(log n) 2 ). There is another way to derive upper bounds which based on the hierachical structure. Denote by E Sn (m) the expansion for an integer m in the n-Star Graph.
Lemma 1. It holds for any integer n and integer
In order to compute an adequate lower bound, we will identify a proper subgraph in S n which enables us to examine the expansion of small subsets of V n (cf. the embedding of well studied graphs in the Star graph [15, 17, 18] ). First consider the following definition (cf. [7] ). 
Lemma 2. B n is indeed a tree and a subgraph of S n , that is no additional edges between two nodes in B n exists.
Proof. Since S n is vertex-transitive, we define id to be the root in B n . The construction of B n implies that once a number has been put to any component, this component remains unchanged during the remaining process. As a consequence, every node except for the root contains exact one non-trivial cycle. It also follows that there exist only one node in B n , namely id, with the first component 1. Proof. For our proof we consider the following algorithm:
In this proof, the set I will be called the set of informed nodes. Let t be the final step of the algorithm and let 2c−1 2c be denoted by d. Before step i will be executed, all nodes in X are at level i − 1 and have therefore n − 1 − i + 1 = n − i successors. If the condition of the loop is satisfied, then we have
Consequently, the number of nodes in X after the last iteration t is at least:
c a proper constant, if the smallest factor is at least 1. Now we will show that a t exists such that
The first inequality ensures that the number of successors of the nodes in B n (v) at level t is still large enough and the second one implies that within at most t iterations all informed nodes have to be used. If we set t = n−1 2c , then both inequalities hold. The first inequality means that, after t iterations, every informed node on level t has at least d(n − 1) successors. This implies that E(X, I ∩ B n ) ≥ d(n − 1)|X| after the termination of our algorithm. Now, since X ⊆ I, it follows that
We can now apply our algorithm again with the input I\X, and by induction we get
and the statement is proved.
Combining Theorem 1 with Propositions 1,2 it is easy to see that for subsets of size (δn)! with δ < 1/3, the bound of Theorem 1 is tight up to a small constant factor.
In addition, we can state the following corollary
Recall that E((n − c)!) ≤ c due Proposition 1, so the last Corollary is already near to the optimum, but there is still a gap since our last result holds only for a subset of X.
Runtime Analysis
In this section we use the result of Theorem 1 to show that the randomized broadcasting algorithm 2 spreads an information to all nodes of a Star graph within O(n log(n)) steps, w.h.p. Since this algorithm always requires at least Ω(log(N )) steps to inform all nodes in a graph [10] , and since a node in the Star graph exists, which is never contacted within O(n log(n)) steps with probability (1/n) O(n) , we can conclude that our result is asymptotically optimal. Let P be an arbitrary but fixed partition of S n in n 4 -dimensional substars. In order to obtain such a partition, we first partition S n into n disjoint components S i , i ∈ {1, . . . , n}, where S i = { (x 1 , i, x 3 , . . . , x n ) ∈ V n } Then, we partition each S i into n − 1 further components among the third entry in the permutations, and so on... Consequently, the partition P consists of sets
must not be an integer, but for simplicity we will assume this in the sequel. It is easy to see, that n 4 can be replaced by n 4 in the following proofs. Our first objective is to show that after O(n log(n)) steps, in every substar of this partition P at least one node has been informed with a probability of 1 − (1/n) O(n log(n)) by the broadcasting algorithm.
Lemma 3. After 120n log(n) steps at least n 20 nodes of S n will be informed by the randomized broadcasting algorithm, with probability
Proof. We consider the tree B n (v) defined in Definition 1, but here we are only interested in nodes belonging to the levels 0, . . . , 40. First, we show that the root informs more than √ n successors within 3n log(n) steps with probability 1 − O(1/n n log(n) ). The probability for informing at most √ n successors of the root within this time is
The conditional probability P √ n (v ) that a successor v of v informs at most √ n successors, given that v has been informed by v, is
Therefore, the probability for having more than n informed nodes in level B 2 n (v) after 6n log(n) steps is higher than
√ n . Generally, the probability that an informed node v in some level B i n (v), where i ≤ 39, informs at most √ n successors is
This implies that after 120n log(n) steps, in level B 40 n (v) are n 20 informed nodes
, and the lemma follows.
We omit the proof due to space limitations. 15 , in which any two nodes are at distance at least 5 from each other. Now we can divide X into d ≤ n disjoint subsets so that every subset contains at least n 14 nodes. We assign each substar S d−1 one of these subsets, and consider the propagation of the information into each substar from its assigned subset only. Since these nodes are at distance at least 5 from each other, the propagations caused by the nodes of X within the next two steps are independent from each other. Therefore, we can model the problem of informing n 6 nodes in a fixed substar
If we apply the Chernoff bound [6, 13] , we obtain by setting
2 )/2). Since we assigned each substar S d−1 a different subset of nodes, and since all the events of informing the substars are independent from each other, the probability for informing at least n 6 nodes in each substar
, and the lemma follows. 
Lemma 6. Let a substar S
d = (V d , E d ) of S n contain n 6 informed
Proof. Let I(t) denote the set of informed nodes in S d at time t. We show that if n 6 ≤ |I(t)| ≤ n 20 , then a constant τ > 1 exists such that |I(t+1)| ≥ τ |I(t)|. Since |I(t)| ≤ n 20 here, Theorem 1 implies that |E(I(t), I(t) ∩
|, where c < 1 is a proper constant value. Now we have to take into consideration that a node can be possibly informed by different nodes in one round. However, we will try to construct a process with mutually independent random variables. Let x denote the fraction of nodes in I(t) ∩ V d with at least c 2 (n − 1) neighbours in I(t) ∩ V d . By simple calculation it follows that x is at least 2c/(2 − c).
where N (v) denotes the neighbours of v in S n . Due to the algorithm, each of these nodes select within one step a neighbor, and transmit the information to this neighbor. For the analysis, we divide this one step into substeps, in which only one selected node is allowed to transmit. After every substep i, the set X i−1 is updated, leading to some new set X i as described in the sequel. In every substep i, we select a node v ∈ X i−1 which maximizes |E(v,
After substep i in which v informs its chosen neighbor w, X
i = X i−1 \{v}, and if . This implies that with probability 1 − O(exp(−n 6 )), for any I(t) with n 6 ≤ |I(t)| ≤ n 20 , it holds that |I(t + 1)| ≥ τ |I(t)|, where τ > 1 is a constant, and the lemma follows.
Let us now summarize the results of Lemmas 3, 5, and 6 in the following theorem.
Theorem 2.
There exists a constant α such that after αn log(n) steps at least n 20 nodes are informed in all n 4 -dimensional substars of the partition P with probability 1 − 1/(n Ω(n log(n)) ).
Proof. Due to Lemma 3, with a probability of 1 − (1/n) Ω(n log(n)) at least n 20 nodes will be informed after O(n log(n)) rounds. Recall the description of P by an balanced tree. Clearly, P has at most n! (n/4)! ≤ n 3 4 n edges and the nodes on the last level represent the n 4 -dimensional substars of our partition P . Using the Lemmas 5 and 6, on every edge the information is successfully transmitted with a probability of at least
This probability is such large that the transmission is successful along all considered edges with a probability of at least
because all events are independent. Recall, that the lowest probability appeared in our proof was 1 − (1/n) Ω(n log(n)) and so the theorem follows.
We should mention here that the technique applied for the hypercube seems to be inappropriate here on the Star Graph. With our new method of analyzing the stochastic process from behind, we are able to rely on the techniques which lead to our completely informed partition. Looking at the last theorem, we might ask for a conversion, i.e., for every node w ∈ V n there exist at least one node v in each n 4 -dimensional substar, which contacts w within the next γn log(n) rounds, where γ is a large but fixed constant. In order to show this, we need the following definition. 
That is, if u is informed at the beginning of round a, v will be informed after round b.
Similar to the definition of informed nodes, a node u contacts a subset of nodes V , if there exists at least one node in V , which is contacted by u.
In the sequel, we fix one arbitrary node w ∈ V n . Similar to the definitions of I and I(t), we define K(t) to be the set of nodes in round t, which will contact the fixed node w within the time interval [t, f n log(n)], where f is a large but fixed constant. In contrast to I(t), K(t) increases while t decreases. The round f n log(n) can be viewed as a time step in the future from which we analyze the propagation backwards. Our aim is to show that in round f n log(n) all nodes have already been informed. To prove this, we consider first the following lemma.
Lemma 7. |K(f n log(n) − 120n ln(n))| ≥ n 20 with probability
Proof. Again, we consider the tree B n (w) up to level 40. We show that w is contacted by at least √ n out of his successors within 3n ln(n) rounds, with probability 1 − O(1/n 2n ). The probability that an arbitrary direct successor of w fails to contact w during this time is less than (1
. Therefore, the probability that less than √ n successors contact w is
Similarly, a node w at level j−1 in B n (w) is contacted by less than √ n successors with probability
Since we have less than n 41 nodes in these 40 levels, w is contacted by at least n 20 nodes within 120n ln(n) steps with probability 1 − O(1/n 2n ).
For the following lemmas, we can apply the methods already used in this section. Proof. Analogous to Lemma 5, since for every node we consider a fixed path.
, where ρ is a large but fixed constant.
Proof. For simplicity, we denote by K the set K(t) ∩ V d . In contrast to lemma 6, the problem that one node can be informed by different nodes in one round does not appear. On the other hand, we allow the possibility that some nodes in K can be contacted by more than one node.
We apply theorem 1 which implies that at least c(n − 1)|K| edges, where c is a suitable constant value, are connecting K and
So the random variable X := l i=1 X i describes the number of nodes in the set K(t − 1)\K(t). Every X i is bernoulli-distributed and it holds that µ := E[X] ≥ cn 6 . Since the X i are mutually independent, we can use the Chernoff-Bound again, we obtain Pr[X ≤ cn 6 /4] ≤ exp(−(c(9/16)n 6 )/2), where δ = . The more t decreases, the more the last probability decreases and so we are able to raise the power of O(log(n)) to the inverse probability, which finishes our proof.
We summarize now the results of the previous lemmas in the following theorem.
Theorem 3. With probability
-dimensional substars of P , where γ is a large but fixed constant. The proof is very similar to the proof of Theorem 2, and we omit it here due to space limitations.
Obviously, the goal is now to show that I(t) ∩ K(t) = ∅ in a proper round t, with high probability, which means in fact that the node w will be informed in round f n log(n). We are now able to state our main result.
Theorem 5. Given one informed node at the beginning, then after O(n log(n)) rounds the randomized broadcasting algorithm informs all nodes in a Star graph
S n with probability 1 − O(1/n n ).
The main result of the paper can easily be generalized to other simple single port randomized broadcasting algorithms such as the pull model. See [8] for details concerning the pull model.
Conclusion
Let us now summarize the results of the paper. In Section 2, we stated new results concerning the expansion properties of small subsets of vertices in a Star graph. We used these results in Section 3 to prove that, with high probability, the algorithm described above broadcasts an information to every node of S n within O(log(N )) steps. Since this algorithm requires in every graph Ω(log(N ) + D) steps, where D is the diameter of the graph, the result is asymtotically optimal. We also considered Cayley graphs on wich the randomized algorithm requires ω(log(N ) + D) steps, however we omit the details here due to space limitations.
