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Resumen
La navegacio´n de grandes ima´genes microsco´picas demanda caracter´ısti-
cas especiales tales como flexibilidad en el acceso a los datos de la imagen,
recuperacio´n progresiva de la informacio´n en diferentes calidades y magni-
ficaciones, as´ı como acceso aleatorio a cualquier ventana de intere´s (VdI)
de la Placa Virtual (PV). En la actualidad existen sistemas conocidos co-
mo microscopios virtuales, sin embargo en la interaccio´n entre el usuario y
la PV se producen ciertos retrasos que dependen de cada aplicacio´n. Re-
cientes estudios han mostrado que pol´ıticas de cache´ y prefetching pueden
acelerar la interaccio´n de estos sistemas. Esta tesis presenta una estrategia
soft-cache´ o´ptima que mejora los tiempos de navegacio´n en microscop´ıa vir-
tual. El me´todo completo incluye una estrategia cache´ y un modelo dina´mico
probabilistico del patro´n de navegacio´n de los pato´logos. Esta estrategia fue
implementada como una aplicacio´n cliente-servidor, usando el esta´ndar de
compresio´n JPEG2000 y el protocolo JPIP y fue´ evaluado en 40 navegaciones
reales, realizadas por cuatro pato´logos diferentes, certificados con al menos
cinco an˜os de experiencia. El desempen˜o de la estrategia implementada, me-
jora en un 10% el porcentaje de Hits de me´todos soft-cache´ convencionales.
xi
Abstract
The navigation through large microscopical images demands special charac-
teristics like flexibility to access image data and progressive recovery or rele-
vant information by several qualities and magnifications, as well as random
accesses to any desired Window of Interest (WoI) in the Whole Virtual Slide
(WVS). Nowadays, there exist systems that allow such interaction but with
a certain delay which is dependent on the application. It has been shown that
caching or prefetching policies can speed up interaction with these systems.
This thesis presents an optimal soft-cache strategy, which improves the na-
vigation times in virtual microscopy. The entire method includes an optimal
soft-cache strategy and a dynamical probabilistic model of a pathologist’s
navigation. This strategy was implemented as a Client-Server application,
using the JPEG2000 standard, the JPIP protocol and evaluated in 40 real
navigations, carried out by four different pathologists, certified with at least
five years of experience. The present approach was compared with a conven-
tional soft-cache method and the cache performance improved, in average,
in about a 10%.
xii
Cap´ıtulo 1
Introduccio´n
La microscop´ıa, pra´ctica fundamental en casi todas las disciplinas del
a´rea biolo´gica, ha venido transformandose de manera vertiginosa en la u´lti-
ma de´cada con la introduccio´n de nuevas tecnolog´ıas como la microscop´ıa
virtual. Esta herramienta viene cambiando muchos paradigmas en investi-
gacio´n, diagno´stico, educacio´n y entrenamiento me´dico. A pesar que estos
sistemas han adquirido un alto grado de funcionalidad, los tiempos de res-
puesta son considerables y limitan la navegacio´n fluida, esta limitacio´n es
producida por el gran volumen y flujo de datos que congestionan los canales
de comunicacio´n existentes. En busca de solucionar este inconveniente, en
esta tesis se propone una estrategia cache´ para acelerar la navegacio´n en
sistemas de microscop´ıa virtual.
A manera de introduccio´n y contextualizacio´n en el Cap´ıtulo 2 se rea-
liza un ana´lisis de los sistemas de microscop´ıa virtual y sus perspectivas.
A continuacio´n, el cap´ıtulo 3 se realiza una descripcio´n de los componentes
principales del esta´ndar J2K, el formato de compresio´n y el protocolo de co-
municacio´n JPIP, en particular se hace e´nfasis en los bloques de construccio´n
que constituyen la base del trabajo, enfocado en la representacio´n granular
de las ima´genes. Una vez introducido el problema de navegacio´n en micros-
cop´ıa virtual, en el cap´ıtulo 4 se presenta un modelo soft cache´ adaptado a la
navegacio´n de ima´genes de patolog´ıa, el cual almacena bloques de la imagen
que probablemente sera´n usados en un futuro. Las probabilidades de acceso
a las porciones de la imagen son generadas por un modelo de navegacio´n
que sigue el patro´n de diagno´stico de los pato´logos. El Cap´ıtulo 5 muestra
una aplicacio´n prototipo de un sistema de microscop´ıa virtual, adaptado a
la navegacio´n de ima´genes de histopatolog´ıa y desarrollado sobre una arqui-
tectura cliente-servidor. Por u´ltimo en el cap´ıtulo 6 se recopilan reflexiones
1
sobre esta tesis y se definen las posibles lineas de trabajo a desarrollar.
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Cap´ıtulo 2
Sistemas de Microscop´ıa
Virtual: Ana´lisis y
Perspectivas.
Este cap´ıtulo fue´ sometido como art´ıculo de revisio´n a la revista Biome´di-
ca del Instituto Nacional de Salud con el t´ıtulo Sistemas de Microscop´ıa
Virtual: Ana´lisis y Perspectivas.
Resumen
Desde finales del siglo XX la microscop´ıa se ha venido transforman-
do, incluyendo nuevos recursos que mejoran y perfeccionan su pra´ctica.
Entre ellos se destaca el microscopio virtual, sinergia entre disciplinas
como la patolog´ıa, la histolog´ıa, la informa´tica me´dica y el ana´lisis de
ima´genes. Esta tecnolog´ıa ha cambiado muchos paradigmas en inves-
tigacio´n, diagno´stico, educacio´n y entrenamiento me´dico. Los sistemas
de microscop´ıa virtual requieren de la digitalizacio´n de una placa con
el uso de microscopios robotizados, pre y post-procesamiento de la
imagen, compresio´n, transmisio´n por la red y visualizacio´n. En este
art´ıculo se realiza un ana´lisis extenso de cada uno de estos procesos, se
presentan las principales caracter´ısticas de los microscopios virtuales,
junto con el impacto de estos sistemas en actividades de interpretacio´n
y diagno´stico.
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2.1. Introduccio´n
Los Microscopios Virtuales 1 han comenzado a ser parte del flujo de tra-
bajo en laboratorios de patolog´ıa y son de gran ayuda en la ensen˜anza de
la microscop´ıa, posiciona´ndose como una herramienta fundamental en edu-
cacio´n, investigacio´n y diagno´stico [3]. Los Microscopios virtuales desplie-
gan diferentes regiones de una Placa Virtual (PV) comprimida, a diferentes
magnificaciones y calidades. La integracio´n de estos sistemas en escenarios
realeses funcio´n de su capacidad de adaptacio´n a condiciones de uso por
muchos usuarios y mu´ltiples ima´genes, a las necesidades particulares de ca-
da especialidad y a un manejo tan intuitivo, que su uso resulte extensible
facilmente a diferentes poblaciones de usuarios [4].
El almacenamiento f´ısico de cualquier tipo de informacio´n tiene grandes
limitaciones. En particular, las preparaciones de histolog´ıa convencionales
(placas de vidrio) presentan inconvenientes tales como su poca usabilidad
y portabilidad: solo un usuario puede observar simulta´neamente la mues-
tra, el transporte de las placas es tedioso, las preparaciones convencionales
son fra´giles y no son permanentes (aparecen burbujas y se decolora ra´pi-
damente). Algunas te´cnicas (inmunofluorescencia) so´lo permiten evaluar la
preparacio´n un breve periodo de tiempo tras su realizacio´n, algunos teji-
dos o sustancias como los cristales en el l´ıquido articular, se conservan muy
mal [5]. En contraste, la muestra almacenada virtualmente resuelve la mayor
parte de estas dificultades. La informacio´n virtual siempre esta´ disponible
para ser utilizada por mu´ltiples usuarios, con gran portabilidad, estanda-
rizacio´n y flexibilidad en la exploracio´n. Otra ventaja de tener las placas
digitalizadas, es la posibilidad de realizar anotaciones, marcar regiones de
intere´s, utilizar te´cnicas de segmentacio´n de ima´genes y reconocimiento de
patrones, as´ı como ana´lisis, comparacio´n y medidas entre las ima´genes para
ayuda en el diagno´stico [6], con lo cual se puede inferir nuevo conocimiento
me´dico.
Hasta ahora la MV ha sido utilizada principalmente en actividades de
ensen˜anza, como complemento de cursos de histopatolog´ıa y seminarios de
patolog´ıa para estudiantes de medicina. El impacto de estos sistemas en
educacio´n ha ido creciendo ra´pidamente, hasta el momento con una gran
cantidad de implementaciones [5,7–13]. La ventaja de la MV es que permite
1Sistema que emula un microscopio o´ptico convencional, para la visualizacio´n de Placas
Virtuales (PPVV) en un computador o dispositivo de visualizacio´n.
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que los futuros me´dicos adquieran la pra´ctica necesaria en las te´cnicas rela-
cionadas con microscop´ıa, en cualquier momento del d´ıa y desde cualquier
lugar (registros muestran que los microscopios virtuales son utilizados ma´s
intensamente a las 4 am, con un intervalo de uso entre las 4 am y 1pm [9]).
En estudios recientes se ha calculado el impacto de la MV en el aprendizaje,
mostrando que los microscopios virtuales son una herramienta eficiente pa-
ra la exploracio´n de placas de histolog´ıa, alcanzando un 78% de preferencia
frente a un 5.7% por los microscopios convencionales [5]. La ventaja de los
Microscopio Virtuales, segu´n los estudiantes, es la libertad para explorar y
estudiar las placas, mejorando significativamente el proceso de aprendizaje.
Otra ventaja del uso de los sistemas de microscop´ıa virtual es la posibilidad
de que varios usuarios en lugares remotos puedan observar en tiempo real
la infomacio´n de la PV, con lo cual se ofrece un ambiente adecuado para la
participacio´n de mu´ltiples expertos en investigaciones cient´ıficas o segundas
opiniones en actividades de diagno´stico.
2.2. Microscopio Virtual
Un microscopio es un sistema o´ptico que transforma un objeto en una
imagen y amplifica (magnifica) los detalles caracter´ısticos del objeto. Cuan-
do se habla de microscop´ıa virtual, se introducen nuevos procesos como la
construccio´n de Placas Virtuales (PPVV), su almacenamiento y/o el disen˜o
de herramientas flexibles que permiten visualizar interactivamente dichas
PPVV en diferentes magnificaciones. Estos procesos se ilustran en la figu-
ra 2.1
En las siguientes subsecciones se ilustra y analiza cada uno de estos
procesos: captura, ensamble, almacenamiento y visualizacio´n, se formulan
sus dificultades y se proponen soluciones para mejorar la pra´ctica de la
microscop´ıa virtual.
2.2.1. Captura
La informacio´n de una la´mina o preparacio´n se captura en ima´genes en
alta resolucio´n (40x-100x), realizando mu´ltiples tomas secuenciales adyacen-
tes hasta barrer toda la preparacio´n. Para realizar esta tarea se hace uso de
un microscopio robotizado, definido como un sistema automa´tico conectado
de alguna manera al microscopio y cuyo objetivo es la captura de campos
microsco´picos mediante una ca´mara acoplada. La ca´mara con la cual se to-
man las ima´genes es uno de los factores cr´ıticos en la calidad y velocidad del
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Figura 2.1: Una PV es constru´ıda utilizando un conjunto de campos mi-
crosco´picos capturados secuencialmente, los cuales se ajustan utilizando
te´cnicas de registo de ima´genes [1]. Una vez construida la PV, se almacena
sin pe´rdidas en un formato que soporte grandes ima´genes. Finalmente, se
requiere de alguna herramienta que permita interactuar con los datos alma-
cenados, visualizando diversas regiones de intere´s, a diferente magnificacio´n
(niveles de resolucio´n) y realizando ajustes sobre la informacio´n desplegada
(obtener la imagen en distintos niveles de calidad) [2], emulando de esta
manera un microscopio convencional.
proceso de captura, por lo cual resulta fundamental hacer una ana´lisis de los
requerimientos de la aplicacio´n particular. El microscopio robotizado con-
trola los movimientos de la platina de un microscopio o´ptico convencional y
automatiza la adquisicio´n y almacenamiento de un patro´n predeterminado
de campos microsco´picos, generalmente con la ayuda de un computador (ver
figura 2.2). Cuanto mayor aumento se utilice, ma´s pequen˜o sera´ el campo
visible y sera´ entonces necesario un mayor nu´mero de capturas.
Con el fin de obtener PPVV adecuadas para la pra´ctica me´dica es nece-
sario tener en cuenta varios aspectos en el proceso de captura: la velocidad
de digitalizacio´n, el taman˜o ma´ximo de la muestra, la calidad de enfoque
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Figura 2.2: Proceso de captura de mu´ltiples campos microsco´picos.
y el me´todo de escaneo. La velocidad de digitalizacio´n o el tiempo total de
escaneado es uno de los factores ma´s relevantes, pues hay que considerar
aspectos como el taman˜o del a´rea que se desea escanear, el objetivo emplea-
do (20x-40x-100x), la resolucio´n CCD de la ca´mara, el modelo de platina
motorizada empleado, el nu´mero necesario de enfoques (las preparaciones
de superficie irregular requieren establecer un alto nu´mero de puntos de en-
foque, lo cual disminuye la velocidad de escaneado), la velocidad de captura
de datos (de ca´mara a computador y de e´ste al almacenamiento).
Por otra parte, como el proceso de captura de ima´genes microsco´picas
es el producto de una serie compleja de factores, es fundamental encontrar
una parametrizacio´n adecuada para cada circunstancia, al menos de los fac-
tores que pueden ser controlables. La resolucio´n adecuada para la captura
de ima´genes debe tener en cuenta la ma´xima resolucio´n de un microsco-
pio, la cual es 1,22λ/(A.N.objective +A.N.condenser), donde λ representa
la longitud de onda de la luz y A.N. es la apertura nume´rica del objeti-
vo del microscopio o del condensador. Por ejemplo, con un microscopio de
epifluorescencia (en el cual el objetivo tambie´n tiene el rol de condensador)
la resolucio´n ma´xima para una longitud de onda de 500 nm y objetivo de
inmersio´n de 1,4 A.N., es de alrededor de 0,22µm. Cuando el ojo humano
es el detector, el uso ma´ximo de la magnificacio´n (objetivo × magnifica-
cio´n ocular) debe estar en el intervalo entre 600 y 1200 veces el objetivo
del A.N [14]. Esta limitacio´n se basa en la consideracio´n de dos variables
biof´ısicas: 1) La agudeza visual de una persona normal esta en entre 0.5
y 1 arc-minuto. 2) El 50% de las ce´lulas de la retina esta´n localizadas en
la fo´vea, las cuales tienen su atencio´n a solo 10 grados del campo visual
((10 × 60arc − minutes/degree)/[(0,5 − 1)arc − minute] = 600 − 1200).
Cuando una ca´mara digital es usada como detector, una regla ba´sica de re-
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solucio´n consiste en que al menos dos pixeles representen, sin ambigu¨edad,
una caracter´ıstica en la imagen, lo cual por supuesto debe seguir la regla
de Nyquist-Shanon para resolucio´n digital. Para diagno´stico, entrenamiento
y valoracio´n de la calidad de las ima´genes, es importante que los dispositi-
vos digitales de visualizacio´n permitan observar las ima´genes como si fuera
un microscopio convencional. Sin embargo, existen limitaciones en cuanto a
resolucio´n de los dispositivos de visualizacio´n y la distancia del observador
a la pantalla. La efectividad de la visualizacio´n de ima´genes en un moni-
tor de computador esta´ directamente relacionado con la agudeza visual. La
capacidad del ser humano para discriminar 1 arc-minuto corresponde a la
habilidad para encontrar detalles con dia´metros de 0.07 mm (70 µm) a una
distancia o´ptima de 25 cm. Debido a la forma como el ojo integra la in-
formacio´n de lineas, la mayor´ıa de las personas fa´cilmente pueden observar
en un bloque de 25 cm, 20 pares de l´ıneas por mil´ımetro, esto corresponde
aproximadamente en un material impreso a 1000 puntos por pulgada (DPI)
y a 500 pixeles por pulgada (PPI), por cada pulgada en el monitor 2. Ac-
tualmente se encuentran pantallas de visualizacio´n con resoluciones de 1000
PPI, los cuales, reproducen satisfactoriamente las PPVV.
En la figura 2.3 se observa el microscopio robotizado [15] desarrollado en
el grupo de investigacio´n Bioingenium (www.bioingenium.unal.edu.co. Ex-
pediente de la patente 8 35991 Secu even.0), con el cual fueron adquiridas las
ima´genes que hacen parte de la base de datos de este trabajo. Este sistema
en particular, a diferencia de muchos sistemas disponibles en el mercado,
es adaptable a muchos microscopios puesto que es completamente externo.
El sistema esta´ compuesto por dos etapas de captura y almacenamiento. La
fase de captura consiste de un sistema meca´nico, adaptado a la platina de
un microscopio convencional, y de una ca´mara digital JVC KY-F58 (Victor
Company of Japan, Japan Ltd.), acoplada al sistema o´ptico triocular del
microscopio, disponible en los productos comerciales. El disen˜o meca´nico
consiste de una base y dos actuadores lineales controlados por un circui-
to electro´nico que se comunica con el computador por el puerto USB. Los
actuadores son dos motores de paso con un transductor meca´nico y un elec-
troima´n, este u´ltimo mueve el mecanismo del actuador a trave´s una pieza
en hierro, integrada con la platina del microscopio. La etapa de captura y
almacenamiento consiste de un software que permite, desde el computador,
visualizar y almacenar las ima´genes provenientes de una ca´mara montada
2En general, un humano promedio considera una resolucio´n suficiente para material
impreso 600 DPI.
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sobre el triocular del microscopio. La base permite montar el microscopio
dentro del sistema y sirve de soporte para los actuadores lineales.
Figura 2.3: Microscopio Robotizado
Este disen˜o particular automatiza la captura desde cualquier micros-
copio, en contraste con los disponibles comercialmente: Aperio, LifeSpan,
Carl Zeiss, Nikon Eclispse, olympus SIS, entre otros. La tabla 2.1, muestra
algunas caracter´ısticas de estos sistemas.
Modelo Velocidad Controlador
DISPOSITIVO Ca´mara de la de la de la Iluminacio´n
Platina Platina Platina
Aperio ScanScope Baster L301 Kc (CCD) Daedal 106004 38 mm/s Fuente interna /o
externa EKE 150 W
Diagnostic Instrument
LifeSpan Alias SPOT Xplorer 4MP Lerca CTR MIC 41mm/s Leica SmartMove LED Multiespectral
Mono CCD
Olympus SIS .Slide CCD con ma´scara Maerzhauser scan 180 mm/s Joystick La´mpara halo´gena
bayer 12 bits/color 100*80 100 W
Tabla 2.1: Principales caracter´ısticas de algunos sistemas comerciales de
digitalizacio´n.
La resolucio´n de las ima´genes adquiridas por las ca´maras digitales viene
determinada por el taman˜o del CCD (nu´mero de p´ıxeles que el sensor CCD
es capaz de detectar), las ca´maras utilizadas en estas soluciones comerciales
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son de alta resolucio´n alcanzando taman˜os de pixel desde 4,65 × 4,65 µm2
hasta 14× 14 µm2. Las platinas son de excelente precisio´n y alta velocidad,
las cuales permiten alcanzar alta velocidad de movimiento desde 30 mm/s
hasta 41 mm/s, la precisio´n de estas platinas es de 1 a 3 micro´metros, aun-
que algunos dispositivos (LifeSpan Alias, Olympus SIS .Slide), consiguen
precisiones o distancias mı´nimas de 0,002 a 0,015 micras para el eje Z, y
0,25 micras en los ejes X e Y. Todas estas caracter´ısticas, permiten obtener
PPVV de excelente calidad adecuadas para diagno´stico. Sin embargo, estos
sistemas comerciales tienen altos costos (entre 35000 y 180000 euros) y son
poco adaptables al flujo de trabajo de un laboratorio de patolog´ıa.
Algunos factores que pueden generar fuentes de error por el uso de los
microscopios robotizados, son: las condiciones de iluminacio´n pueden va-
riar entre diferentes campos de vista, se pueden presentar deformaciones
geome´tricas debido a una distorsio´n radial de la ca´mara, pueden persistir
errores de alineamiento en los bordes de la imagen capturada o fluctua-
ciones por movimientos del motor [1]. Estos artefactos visuales pueden ser
mejorados aplicando te´cnicas de restauracio´n de ima´genes. Por ejemplo para
compensar problemas de iluminacio´n se puede obtener el promedio de zonas
comunes entre los vecinos de una imagen espec´ıfica.
2.2.2. Proceso de Ensamble de las PPVV
Para el proceso de ensamblaje se deben tomar ima´genes adyacentes con
una ligera superposicio´n entre sus bordes, de tal forma que una vez realizado
el barrido de toda la preparacio´n se continu´a con el proceso de montaje, en
el cual cada fotograf´ıa capturada es fusionada con la siguiente por medio de
te´cnicas de registro de ima´genes 3, ofreciendo al usuario una gran imagen
correspondiente a toda la preparacio´n [6].
Un algoritmo de registro entre dos ima´genes, la plantilla y la referencia,
requiere de tres procesos complementarios: una transformacio´n geome´trica
de la imagen de referencia con la intencio´n de superponerla con la imagen
plantilla, una medida de similitud que mida objetivamente el nivel de empa-
rejamiento logrado mediante la transformacio´n y un algoritmo de optimiza-
cio´n que permita buscar la mejor solucio´n para este problema. En general, se
3El registro de ima´genes es el proceso de superponer informacio´n comu´n de dos o ma´s
ima´genes sobre una sola imagen [16], en el caso espec´ıfico de microscop´ıa virtual permite
encontrar el traslape entre ima´genes adyacentes y fusionarlas en una sola.
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define a priori el tipo de transformacio´n y la medida de similitud, en funcio´n
del tipo de problema. Entre las mu´ltiples te´cnicas de optimizacio´n utiliza-
das en aplicaciones de microscop´ıa virtual, se encuentra el me´todo avaro que
consiste en una busqueda local de la mejor solucio´n. Dicho me´todo ha sido
usado con la correlacio´n cruzada normalizada como medida de similitud,
especialmente robusta a diferencias de intensidad entre las ima´genes.
Figura 2.4: Ensamble de ima´genes adyacentes.
Este me´todo estima el mejor registro para cada imagen, ajusta´ndola a las
ima´genes que ya han sido ubicadas previamente (observar figura 2.4). Este
procedimiento sigue el orden de escaneo: de izquierda a derecha, de arri-
ba a abajo [17]. Otro me´todo de optimizacio´n [18], estima la localizacio´n de
una fila de ima´genes simulta´neamente usando un algoritmo de programacio´n
dina´mica que tiene en cuenta la contribucio´n de la fila inmediatamente ante-
rior. Existen otras medidas de similitud que pueden utilizarse tales como el
corrimiento en el espectro de fase de Fourier [19] o medidas estad´ısticas que
son mucho ma´s generales como la informacio´n mutua [20]. La correlacio´n
cruzada ha sido la ma´s usada porque mide el grado funcional de dependen-
cia estad´ıstica entre dos ima´genes, con lo cual se vuelve indiferente a las
variaciones de intensidad producidas entre capturas adyacentes, debido los
movimientos de la platina o a la irregularidad en los cortes histolo´gicos.
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2.2.3. Almacenamiento
Cuando se ha construido la PV, se debe escoger una estrategia de alma-
cenamiento que tenga en cuenta el flujo de trabajo de un laboratorio virtual
de microscop´ıa: ima´genes de gran volumen, de alrededor de 4-10 Gbytes,
las cuales se deben guardar de forma ı´ntegra y sin alteracio´n ninguna de la
informacio´n almacenada. Para esto el formato de almacenamiento se debe
ajustar a las siguientes caracter´ısticas:
1. Buenas tasas de compresio´n. El almacenamiento en bruto de las ima´ge-
nes digitalizadas puede traer problemas por el gran taman˜o que ocupan
en disco, el escenario se agrava si se tiene en cuenta que en un labora-
torio de patolog´ıa se genera una gran cantidad de muestras semanal-
mente, con lo cual se requiere de cientos de gigabytes disponibles en
ese periodo (Un hospital especializado produce entre 100.000 y 500.000
placas histolo´gicas cada an˜o. De esta forma el almacenamiento digital
de un 10% de las ima´genes supondr´ıa unos 50 petabytes al an˜o, todo
un reto para poder almacenar y consultar de forma efectiva esta can-
tidad de informacio´n [17]). Otro elemento que beneficia la utilizacio´n
de formatos con buenas tasas de compresio´n, es la posibilidad de en-
viar porciones de la imagen o la imagen comprimida a trave´s de una
red, debido a que el env´ıo de los datos en bruto es irrealizable con los
anchos de banda de los canales actuales.
2. Compresio´n sin pe´rdidas. Este requerimiento resulta fundamental de-
bido a que las ima´genes son la base del diagno´stico y pe´rdidas en la
calidad pueden generar diagno´sticos incorrectos [20,21].
3. Acceso eficiente a los datos de la imagen. La resolucio´n de la imagen
reconstruida supera ampliamente la resolucio´n de los dispositivos de
despliegue actuales [4], por esta razo´n es necesario realizar desplie-
gues progresivos de la informacio´n contenida en la imagen. El te´rmino
despliegue progresivo se refiere a la capacidad de un formato de com-
presio´n de descomprimir la imagen de manera incremental en te´rminos
de la peticio´n realizada por el usuario, es decir, que sea posible recu-
perar cualquier porcio´n de la imagen en cualquier instante, utilizando
solamente los datos necesarios para reconstruir la informacio´n reque-
rida. Para el caso de la microscop´ıa virtual son interesantes tres tipos
de progresividad
Progresividad por Resolucio´n. Despliega una versio´n de ba-
ja magnificacio´n de la imagen que se puede ir incrementando,
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utilizando los datos de las magnificaciones anteriores.
Progresividad Espacial. Extraccio´n de porciones espaciales es-
pec´ıficas y aleatorias de la imagen (Ventanas de Intere´s - VdI),
sin necesidad de procesar todos los datos.
Progresividad por Calidad.Despliega versiones de la imagen a
baja calidad, utilizando una pequen˜a cantidad de bytes. Niveles
de calidad mejores se logran utilizando una mayor cantidad de
bytes, pero cada nivel de calidad es independiente de los dema´s.
Esto permite una transferencia ma´s ra´pida de la informacio´n a
trave´s de la red de internet y un nivel ma´s alto de interaccio´n.
En la figura 2.5 se observan los tipos de progresividad descritos.
Figura 2.5: Tipos de Progresividad necesarios en un sistema de microscop´ıa virtual
Diferentes estrategias se han empleado para almacenar datos en micros-
copia virtual, ofreciendo diversas opciones en esta clase de sistemas. Entre
los me´todos de almacenamiento de PPVV, utilizados por aplicaciones comer-
ciales, encontramos diferentes formatos de compresio´n: tiff, LZW, JPEG200
(J2K) y el ma´s utilizado jpeg. A menudo se almacenan mu´ltiples archivos,
en una o varias carpetas, y se asigna una carpeta para cada aumento (Sli-
dePath, Bacus Bliss). Tambie´n es posible encontrar archivos de mapas de
bits sin comprimir (LifeSpan Alias). El me´todo empleado por Zeiss Mirax
Scan y por el visor Zoomifye almacena varios archivos con una o mu´ltiples
resoluciones (a menudo JPEG) [22]. En general el mayor inconveniente con
estas soluciones es el uso subo´ptimo de los recursos. Estas soluciones alma-
cenan informacio´n redundante, lo cual hace que se necesiten dispositivos de
mayor capacidad de almacenamiento y por lo tanto el manejo de la infor-
macio´n es mucho ma´s dif´ıcil, en los te´rminos del volu´men que se requiere
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en micoscop´ıa virtual. Tambie´n es posible tener un u´nico archivo compri-
mido (JPEG), o mejor au´n un archivo u´nico multiresolucio´n. La estructura
de estos archivos a menudo es piramidal [23] y pueden ser TIFF (Aperio
ScanScope), J2K, Flashpix (MicroBrightField Virtual Slice), u otra (VSI
en Olympus SIS .slide). Formatos de almacenamiento multiresolucio´n per-
miten obtener la imagen en diferentes magnificaciones sin redundancia en
la informacio´n. En los u´ltimos an˜os, nuevos formatos como J2K introducen
variables que resultan interesantes en el marco de aplicaciones como la mi-
croscop´ıa virtual. Entre las ventajas adicionales del formato de compresio´n
J2K tenemos acceso a regiones particulares de la imagen sin necesidad de
descomprimir toda la informacio´n de la imagen (acceso progresivo a la infor-
macio´n a diferentes regiones, en la magnificacio´n requerida y con la calidad
deseada), permite adema´s el almacenamiento de la imagen sin pe´rdidas y
con buenas tasas de compresio´n [24]. El esta´ndar J2K fue´ desarrollado por
Joint Photographic Expert Group (JPEG) como respuesta a las necesidades
generadas por el aumento en el uso del internet y su necesidad de trans-
ferir gran volumen de ima´genes, ofreciendo con el uso de este esta´ndar un
nu´mero de funcionalidades que no esta´n disponibles en otros formatos tales
como eficiencia, flexibilidad y representacio´n interactiva de los datos. J2K
ofrece la posibilidad de acceder de manera ra´pida y flexible a la informacio´n
de la imagen, esto, debido a las diferentes representaciones que permite el
codificador y a la escalabilidad de los datos comprimidos [25], con lo cual
J2K se ha convertido en un formato de compresio´n ampliamente utilizado
en aplicaciones me´dicas [3, 26–29].
2.2.4. Visualizacio´n y Navegacio´n
El fin u´ltimo de la MV es la visualizacio´n interactiva de las PPVV con
propo´sito de consulta, interpretacio´n y diagno´stico. Es necesario que estos
sistemas garanticen el env´ıo de la informacio´n de manera eficiente a trave´s
de canales de comunicacio´n existentes y que respondan a los requerimien-
tos de los esta´ndares de telemedicina. Los sistemas de microscop´ıa virtual
principalmente se basan en una arquitectura cliente/servidor, en la cual un
servidor conectado a la red (Internet o red local) almacena la informacio´n
de las PPVV. El usuario remoto accede a la informacio´n requerida a traves
del uso de una Interfaz Gra´fica de Usuario (IGU).
El e´xito de la MV depende de la habilidad del sistema para satisfacer
las expectativas del usuario, de manera que estos sistemas deben estar di-
sen˜ados y adaptados a las diferentes necesidades de los expertos. Esto se
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hace ma´s fa´cil si se tiene una IGU que le facilite al experto la visualizacio´n y
exploracio´n de la informacio´n contenida en la PV y le permita realizar una
rutina cl´ınica. El disen˜o de las IGUs debe tener en cuenta la importancia de
las bajas magnificaciones para exploracio´n y altas magnificaciones para acti-
vidades de interpretacio´n es decir, diagno´stico. Es as´ı como la gran mayor´ıa
de las IGUs en sistemas de microscop´ıa virtual le permiten al usuario tener
en cada instante de la navegacio´n, una imagen a bajo aumento, a modo de
mapa orientador de la preparacio´n, y una regio´n de intere´s en un nivel de
magnificacio´n alto.
Estrategias de Cache´ y Prefetching
Uno de los principales problemas de los sistemas de MV es la carga y
descarga continua de una gran cantidad de informacio´n. Como consecuen-
cia, al desplazarse por una preparacio´n virtual es frecuente apreciar co´mo
las porciones de cada regio´n de la preparacio´n van carga´ndose lentamente
en la pantalla. Este es un efecto muy molesto para el usuario que esta´ acos-
tumbrado a desplazarse por la preparacio´n de vidrio de manera ra´pida. Una
manera de solucionar este problema y mejorar los tiempos de navegacio´n es
disen˜ar estrategias cache´ y/o prefetching e implementarlas dentro del siste-
ma de microscop´ıa virtual.
El cache´ corresponde a un espacio de memoria intermedia, que almacena
porciones de la imagen que ya han sido recorridas, y a las cuales es muy
probable que el usuario retorne. El problema cache´ en microscop´ıa virtual
necesita por supuesto de granularidad y flexibilidad en la representacio´n de
los datos [29,30]. La pol´ıtica de reemplazo debe adema´s especificar los datos
que deben ser reemplazados cuando una nueva porcio´n de la imagen es acce-
dida. La ma´s usada en microscop´ıa virtual es la u´ltima recientemente usada
(LRU) [29,30], con la cual la preferencia del usuario es modelada como una
funcio´n que decrece con la edad del elemento. Esta estrategia sigue la hipo´te-
sis de que el pato´logo visitara´ con alta probabilidad las zonas de la imagen
que acaba de visitar, un patro´n de navegacio´n que rara vez se observa. Otra
estrategia es la u´ltima frecuentemente usada (LFU) [29–32], con la cual la
hipo´tesis principal consiste en que la probabilidad de una regio´n de ser visi-
tada nuevamente, aumenta a medida el usuario la misma regio´n varias veces.
Por otra parte, las estrategias de prefetching permiten cargar anticipa-
dadamente la informacio´n que va a ser solicitada por el usuario, es decir,
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esta clase de estrategias busca predecir los intereses del usuario, las regio-
nes de la imagen que sera´n visitadas en un futuro pro´ximo. Esta clase de
modelos han sido utilizados en navegacio´n de ambientes virtuales [33] y en
navegacio´n de grandes ima´genes [34]. No obstante, su e´xito depende de la
capacidad del sistema de predecir el patro´n de navegacio´n del usuario. En
MV se debe tener conocimiento de la manera como el pato´logo explora una
placa de histopatolog´ıa, un tema que sera´ abordado en profundidad en la
siguiente seccio´n 2.3.
2.3. Patro´n de navegacio´n de los pato´logos
A primera vista una navegacio´n de un pato´logo puede ser algo compli-
cado, debido a la serie de movimientos, a los cambios de magnificacio´n, a
las diferentes velocidades (dependiendo de la informacio´n que se esta ob-
servando). Sin embargo, estos patrones no son movimientos aleatorios, son
mecanismos complejos guiados por un largo periodo de entrenamiento [35].
Los pato´logos realizan una exploracio´n con dos operaciones complemen-
tarias: escaneo de la imagen y aumento o disminucio´n de magnificacio´n
(zoom-in/out) [11, 36, 37]. Cuando se hace escaneo, el pato´logo explora o
busca informacio´n, en esta actividad se ocupa el interva´lo de tiempo ma´s
largo de la navegacio´n. Con el cambio de magnificacio´n se observa con ma-
yor detalle la informacio´n, esta etapa hace parte del proceso diagno´stico que
realiza el pato´logo [11, 35, 38, 39]. Estos dos patrones de navegacio´n siguen
los cuatro pasos cla´sicos en el manejo de informacio´n: mirar, observar, reco-
nocer y entender [36].
En conclusio´n, cada pato´logo sigue una metodolog´ıa esta´ndar, primero
el examen de la muestra se lleva a cabo en baja magnificacio´n con el fin de
localizar la informacio´n relevante, en te´rminos de organizacio´n espacial de
la muestra de histopatolog´ıa. Una vez existe un intere´s sobre alguna regio´n
particular, se realiza un examen ma´s minucioso [11, 35, 37]. En un reciente
estudio [32] se muestra que los pato´logos usan solo una o dos magnificaciones
y se mueven a traves de la placa sistema´ticamente en varias direcciones, lo
cual genera linealidad en peticiones consecutivas de la imagen [32]. Otros
trabajos han mostrado no solo que los movimientos son lineales, si no que
los patrones de velocidad son isoto´nicos [40]. Trabajos recientes [40, 41] in-
dican que estrategias de cache´ y prefetching implementados en sistemas de
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microscop´ıa virtual e inspirados en el patro´n de navegacio´n de los pato´logos,
mejoran los tiempos de exploracio´n de las placas en al menos 30%, elimi-
nando retrasos indeseados en la pra´ctica de microscop´ıa virtual.
2.4. Algunas implementaciones de sistemas de Mi-
croscop´ıa Virtual
Fontelo [42] propone un sistema de microscopia virtual en el cual el al-
macenamiento se realiza a partir de ima´genes JPEG con pe´rdidas. Aunque
logra buenas medidas de compresio´n, no cuantifica los errores por utilizar
este tipo de almacenamiento y no permite progresividad. Todos estos fac-
tores en escenarios modernos hacen ineficiente la navegacio´n en cuanto a
tiempos de acceso.
Zhang [43, 44] propone un sistema para microscopia virtual basado en
Wavelets de Haar, con compresio´n sin pe´rdidas. Para la codificacio´n utiliza
un codificador de Huffman basado en bloques. El algoritmo comprime la
imagen fuente usando wavelets. Cuando una imagen es solicitada, el servi-
dor busca la informacio´n requerida para reconstruir la porcio´n de la imagen
espec´ıfica, en el nivel de resolucio´n deseado por el usuario. La imagen cons-
truida es convertida en JPEG y transmitida v´ıa web.
En la actualidad se reportan ma´s de 31 aplicaciones comerciales en mi-
croscopia virtual [23]. Entre los cuales se encuentran: el Virtual Microsco-
pe [45] desarrollado por la NASA y la universidad Saint Leo que permite
visualizar una base de datos de 90 muestras disponibles, es una aplicacio´n
en java y el co´digo se encuentra disponible. Sin embargo, solo soporta datos
adquiridos desde el Philips Environmental Scanning Electron Microscope
(ESEM), y del Fluorescence Light Microscope, los cuales tienen costos muy
elevados. Neuroinfo [46] es un software desarrollado por MicroBrightField,
que soporta grandes ima´genes almacenadas en un formato piramidal. Cada
nivel de resolucio´n de la imgen es dividido en pequen˜as regiones rectangu-
lares (baldosas), las cuales son transmitidas de acuerdo a las necesidades
del usuario. Esta aplicacio´n almacena informacio´n redundante de la imagen,
con lo cual se duplica la informacio´n. Tambien esta´ disponible el MicroSca-
pe Virtual Laboratory [47], el PathXL [48], aplicacio´n desarrollada por la
universidad de Iowa [49], que permite realizar anotaciones, marcar etiquetas
con flechas, circulos y textos en las ima´genes. Tambien se encuentran apli-
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caciones comerciales y costosas tales como Zeiss, BacusLabs y Aperio que
permiten la visualizacio´n en 3D de las placas.
En Colombia, una aplicacio´n stand alone para microscopia virtual, utiliza
ima´genes comprimidas en J2K [29]. Esta aplicacio´n permite un acceso pro-
gresivo espacial, por resolucio´n y por calidad a la informacio´n de la imagen,
adema´s, usa estrategias de cache´ y prefetching para acelerar la navegacio´n.
Algunas soluciones comerciales [50] permiten el almacenamiento en J2K, pe-
ro no aprovechan las caracter´ısticas de progresividad que provee el esta´ndar.
Moshfeghi y Taubman [51, 52] disen˜an dos sistemas experimentales para la
navegacio´n de grandes ima´genes que permiten el almacenamiento por medio
de J2K, que explotan la caracter´ıstica de progresividad, sin embargo carecen
de un disen˜o espec´ıfico para la navegacio´n de ima´genes microsco´picas.
Tambie´n esta disponible el sistema Imagescope [53], una aplicacio´n que
incluye: educacio´n en patolog´ıa, telepatolog´ıa, ana´lisis de ima´genes, PACS
en patolog´ıa; o el John Hopkins VMV [2], los cuales mejoran la navegacio´n
usando estrategias de cache´ y prefetching. Estos sistemas no son de co´digo
abierto y por lo tanto es imposible realizar adecuaciones o modificaciones,
una limitacio´n de fondo en muchos procesos de educacio´n o investigacio´n.
2.5. Conclusio´n
La MV ha comenzado a ser ampliamente utilizada en educacio´n y for-
macio´n me´dica, segundas opiniones, procesamiento y ana´lisis de ima´genes,
actividades diagno´sticas e investigacio´n biome´dica, convirtie´ndose en una
herramienta potencial en telepatolog´ıa. En este cap´ıtulo se realizo´ una estu-
dio detallado de los procesos requeridos en esta clase de sistemas, incluyendo
posibles soluciones a las dificultades te´cnicas y generando herramientas de
base para la construccio´n de sistemas adecuados. Este trabajo tambie´n pro-
vee una descripcio´n actualizada de las aplicaciones de microscop´ıa virtual.
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Cap´ıtulo 3
Generalidades del esta´ndar
J2K
3.1. El esta´ndar de codificacio´n de ima´genes J2K
J2K es un esta´ndar de compresio´n desarrollado por el Joint Photograp-
hic Expert Group (JPEG) el cual responde a las necesidades en cuanto a
eficiencia, flexibilidad y representacio´n interactiva de ima´genes. Esta´ basado
en la transformada wavelet y la codificacio´n de bloques embebido con trun-
camiento o´ptimo (EBCOT) [25].
J2K ofrece la posibilidad de acceder de manera ra´pida y flexible a la
informacio´n de la imagen, esto, gracias a las diferentes representaciones que
permite el codificador y a la escalabilidad de los datos comprimidos.
Progresividad por calidad y resolucio´n.
Enfoque espacial en las regiones de intere´s particulares.
Compresio´n con y sin pe´rdidas.
Acceso aleatorio a la informacio´n de la imagen (es posible realizar
decodificaciones parciales).
A continuacio´n se hace una descripcio´n corta de la manera como el co-
dificador de J2K trabaja:
Los componentes de la imagen son divididos en baldosas recta´ngulares.
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Se aplica la transformada wavelet en cada baldoza, y se crean los ni-
veles de descomposicio´n frecuencial, los cuales se forman a partir de
los coeficientes de las sub-bandas.
Las sub-bandas son cuantizadas y reunidas en arreglos rectangulares:
codeblocks.
Cada coeficiente del codeblock es codificado en un plano de bit me-
diante un codificador entro´pico.
Si una regio´n de intere´s (ROI) es definida, los coeficientes de la regio´n
relevante son codificados primero.
Despue´s de este procedimiento los datos de la imagen son convertidos
en un codestream que corresponde a una secuencia de bits que representa la
informacio´n de la imagen comprimida. A fin de obtener el codestream final
se debe:
Reunir los datos de la imagen comprimida de los pasos de codificacio´n.
Dividir cada capa de calidad en precintos. 1
Crear un encabezado principal que describa la imagen original y los
estilos de codificacio´n
3.1.1. Principales Componentes de J2K
Los principales componentes de J2K son la transformada wavelet, el co-
dificador entro´pico, y el generador del codestream (Imagen 3.1).
Las propiedades estad´ısticas de la transformada wavelet, permiten codi-
ficar los datos de manera ma´s eficiente que los datos originales. Esta trans-
formacio´n introduce una representacio´n multiresolucio´n a la imagen.
El codificador entro´pico en J2K es representado por el bloque de co´digo
embebido con truncacio´n o´ptima (EBCOT) [25], el cual, permite una repre-
sentacio´n granular de la imagen a trave´s de bloques de co´digo que facilitan
un acceso ra´pido a una regio´n espacial particular de la imagen, adema´s,
permite progresividad por calidad. El EBCOT [25] es dividido en dos fa-
ses. la primera es una fase de modelacio´n de coeficientes con un compresor
1Los precintos son grupos de bloques de diferentes sub-bandas que son mapeados en la
misma regio´n espacial de la imagen.
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aritme´tico y la segunda fase corresponde a la abstraccio´n de los datos por
capas de calidad usando una optimizacio´n tasa-distorsio´n [54].
Figura 3.1: Principales Componentes de JPEG2000
3.1.2. Pre-procesamiento
En la etapa de pre-procesamiento se prepara la imagen para la transfor-
macio´n.
Particio´n de la imagen en baldozas
El primer paso es dividir la imagen en porciones rectangulares conocidas
como baldozas (figura 3.2). El taman˜o de la balsdoza es arbitrario y puede
ser tan grande como la imagen original o tan pequen˜o como un pixel. Estas
baldozas, son comprimidas independientemente usando su propio conjunto
de para´metros espec´ıficos de compresio´n. Este proceso es realmente u´til en
las aplicaciones donde la memoria es limitada comparada con el taman˜o de
la imagen, adema´s, permite extraer y reconstruir de manera independiente
cada baldoza.
Corrimiento DC
Despue´s, un nivel de corrimiento de byte a cada muestra de la imagen
es aplicado con el fin de convertir los componentes sin signo en valores con
signo. Las muestras son desplazadas un nivel DC buscando que su valor sea
sime´trico con respecto a cero.
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Figura 3.2: Particio´n de la Imagen en baldozas rectangulares.
Transformacio´n del espacio de Color
La etapa de pre-procesamiento es completada tras realizar la transfor-
mada de los componentes del espacio de color RGB en la representacio´n
decorrelacionada YCbCr. Dependiendo del modo de compresio´n hay dos
posibilidades: La transformada de color reversible (RCT) definida como:
Y =
R+ 2G+B
4
(3.1)
U = R−G
V = B −G
y la transformada de color irreversible definida como
Y = 0,299(R −G) +G+ 0,114(B −G) (3.2)
Cb = 0,564(B − Y )
Cr = 0,713(R − Y )
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3.1.3. Transformada Wavelet
La transformada Wavelet discreta (DWT) es utilizada para descompo-
ner la imagen en sus sub-bandas, con el fin de obtener una representacio´n
de la imagen en distintas resoluciones, da´ndole, la caracter´ıstica de multi-
resolucio´n al esta´ndar J2K [55]. A trave´s de la DWT la sen˜al es mapeada
en una representacio´n de espacio-escala, sus funciones base son generadas
a partir de una funcio´n Wavelet ba´sica, mediante traslaciones y dilataciones.
La DWT se aplica de manera independiente a cada baldoza y a cada
componente. Se obtiene tras aplicar una descomposicio´n horizontal unidi-
mensional seguido por una descomposicio´n vertical unidimensional. Cada
sub-banda resultante corresponde a la representacio´n de la sen˜al de diferen-
tes bandas frecuenciales a diferentes resoluciones espaciales. Esta descompo-
sicio´n se realiza iterativamente, hasta un nu´mero predeterminado de niveles
de resolucio´n. El nu´mero de sub-bandas obtenido depende del nu´mero de
niveles de resolucio´n. Si el nu´mero de resolucio´n es R se tendra´n 3R − 1
sub-bandas, como se muestra en la figura 3.3 para el ejemplo espec´ıfico de
R = 3.
DWT: Ana´lisis Multiresolucio´n
El ana´lisis multiresolucio´n es una te´cnica que permite analizar sen˜ales en
mu´ltiples bandas de frecuencia y esta´ compuesto por una fase de ana´lisis, en
la cual, la sen˜al se descompone y una fase de s´ıntesis, donde la sen˜al debe ser
perfectamente reconstruida. Usualmente se expresa como S˜(z) = cz−n0S(z)
donde S˜(z) y S(z) son las sen˜ales recontruida y original respectivamente, c
es una constante y n0 es un entero.
La idea ba´sica tras la descomposicio´n de la sen˜al en mu´ltiples resolucio-
nes, es escribir la sen˜al original con ancho de banda Ω como la suma de las
M sen˜ales, cada una tiene un ancho de banda ΩM . Para el caso dondeM = 2,
los dos filtros H y G son filtros pasa bajo y pasa altos y cada uno toma la
mitad de las frecuencias de la banda de frecuencia de la sen˜al original. Para
extender esta mitad de la banda al ancho de banda completo simplemente
se submuestrea la sen˜al. En la etapa de s´ıntesis una operacio´n de sobremues-
treo debe ser realizada introduciendo un cero entre dos muestras [56].
Para cada nivel el a´rea es dividida en 4 sub-bandas: LLi Versio´n baja-
resolucio´n del bloque original. HLi, LHi,HHi Versio´n residual del bloque
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Figura 3.3: Transformada Wavelet
original.
Las wavelets son transformaciones generadas a partir de una wavelet
madre ψ por traslaciones y dilataciones discretas:
ψs,τ (t) = 2
s/2ψ(2st− τ)
De manera muy general, la transformada wavelet de una funcio´n f(t) es
la descomposicio´n de en un conjunto de funciones ψs,τ (t) que forman una
base. La transformada wavelet se define como:
Wf (s, τ) =
∫
f(t)ψ∗s,τ (t)dt
donde s es le factor de escala y τ es el factor de la traslacio´n.
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Wavelets Daubechies
Dos filtros han sido establecidas para la transformacio´n en J2K: Daube-
chies 9-7, la cual es adaptada para compresio´n sin pe´rdidas o la Daubechies
5-3 reversible, para compresio´n con pe´rdidas e implementacio´n de baja com-
plejidad (Ver tabla 3.1). Ambas son desarrolladas usando lifting basado en
filtros con operacio´n de redondeo [24].
Coeficientes del filtro Daubechies (5,3)
Coeficientes de Filtro de Ana´lisis Coeficientes del Filtro de S´ıntesis
n Filtro Pasa Bajos h0(n) Filtro Pasa Altos h1(n) Filtro Pasa Bajos g0(n) Filtro Pasa Altos g1(n)
0 6/8 1 1 6/8
±1 2/8 -1/2 1/2 -2/8
±2 -1/8 1/8
Coeficientes del filtro Daubechies (9,7)
Coeficientes del Filtro de Ana´lisis Coeficientes del Filtro de S´ıntesis
n Filtro Pasa Bajos h0(n) Filtro Pasa Altos h1(n) Filtro Pasa Bajos g0(n) Filtro Pasa Altos g1(n)
0 0.6029490182363579 1.115087052456994 1.115087052456994 0.6029490182363579
±1 0.2668641184428723 -0.5912717631142470 0.5912717631142470 -0.2668641184428723
±2 -0.07822326652898785 -0.05754352622849957 -0.05754352622849957 -0.07822326652898785
±3 -0.01686411844287495 0.09127176311424948 -0.09127176311424948 0.01686411844287495
±4 0.02674875741080976 0.02674875741080976
Tabla 3.1: Coeficientes de los Filtros Daubechies (5,3) y (9,7)
3.1.4. Cuantizacio´n Escalar
La cuantizacio´n permite una reduccio´n independiente de cada sub-banda,
de un conjunto de valores de muestra a un conjunto de valores ma´s pequen˜os.
Si s es la sub-banda y cs(u, v) representa un coeficiente en s, el resultado de
la cuantizacio´n es de la forma:
qb(u, v) = sign(yb(u, v))
⌊
|yb(u, v)|
∆s
⌋
(3.3)
donde ∆s es el taman˜o del paso de cuantizacio´n entre dos muestras
cuantizadas.
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3.1.5. Codificador Entro´pico
El codificador aritme´tico es una te´cnica que reduce la redundancia cuan-
do codifica los datos. Esta reduccio´n se obtiene tras estimar la probabili-
dad de los eventos y asignar palabras claves. Palabras claves cortas para
los eventos ma´s probables y palabras claves largas para los eventos menos
probables [57]. Esta clase de co´digos estad´ısticos necesitan un modelo para
estimar la probabilidad de cada evento en cada punto del codificador. Los
coeficientes de la funcio´n del modelo de bit estan definidos en J2K por un
valor de contexto asociado a los coeficientes de bit ma´s cercanos, con el fin
de predecir el valor de cada nueva muestra a trave´s del uso de un codifica-
dor aritme´tico. De este contexto la probabilidad de los s´ımbolos binarios es
estimada por un codificador aritme´tico. Para este propo´sito, J2K adopto´ el
algoritmo de Taubman: el EBCOT, para el modelo de coeficientes de bit y
el codificador-MQ para el codificador estad´ıstico [24]
Los coeficientes del modelo de bit, se obtienen al dividir las sub-bandas
en bloques del mismo taman˜o, excepto los del borde de la baldoza, y se apli-
can 3 pasadas a cada plano de bits en el bloque. Las sub-bandas se dividen
en bloques de taman˜o variable, usualmente 32×32 o 64×64, deficientemente
grande para explotar la redundancia y suficientemente pequen˜a para permi-
tir un codestream embebido (ver figura 3.1). Cada bloque de la imagen es
procesado por planos de bit, empezando por el plano de bit ma´s significati-
vo. Cada plano de bit es codificado en tres fases: significancia, magnitud y
limpieza. Despue´s de cada paso, el codificador aritme´tico produce un bits-
tream [58].
La codificacio´n es realizada para determinar los estados de significan-
cia de los coeficientes y la configuracio´n de vecinos o contexto. Cuando se
recorre la magnitud en el plano de bit desde el ma´s significativo al menos
significativo, el estado de significancia cambia desde insignificante a signifi-
cante en el plano de bit donde es encontrado el bit ma´s significante igual a
1. De los 256 vecinos posibles, J2K los agrupa en 18 contextos de acuerdo a
ciertas reglas definidas por cada paso de codificacio´n.
Paso de Significancia. El pro´posito de este paso es identificar los bits
ma´s probables para empezar a ser significantes. El bloque de coeficientes es
representado por magnitud con signo. Para cada sub-banda hay un nu´mero
finito de bits que representan la magnitud. Durante el paso de significancia,
26
los coeficientes insignificantes que tienen la mayor probabilidad de comen-
zar a ser significantes son codificados acorde al estado de significancia de
sus contextos o el estado de significancia de de los ocho vecinos inmedia-
tos. Cuando el primer no cero es encontrado, el coeficiente comienza a ser
significante y el signo necesita ser codificado para distinguir si el coeficiente
es positivo o negativo. Los coeficientes insignificantes son reconstruidos con
valor de cero en el lado del decodificador; es esperado que la distorsio´n por
bit disminuya cuando la probabilidad de significancia incrementa.
Paso de Refinamiento. En este paso, los bits de los coeficientes signifi-
cantes son incluidos, excepto los que han comenzado a ser significantes en el
procedimiento anterior de propagacio´n de significancia. Para los coeficientes
que esta´n siendo refinados, la reduccio´n de distorsio´n es mas pequen˜a que
un coeficiente insignificante.
Paso de Limpieza. Los coeficientes restantes son codificados en el plano
de bit que tienen la ma´s baja probabilidad de ser significantes. El primer
plano de bit en un bloque es codificado en este paso. Los conjuntos de cua-
tro coeficientes consecutivos son codificados sin ningu´n contexto. Este paso,
tambie´n incluye los coeficientes restantes que son insignificantes y que no
tienen contextos en el paso de propagacio´n de significancia. El vecindario de
los contextos son los mismos que para el paso de significancia pero tiene dos
contextos ma´s para the run length coding [24].
Para cada bit codificado en el paso de codificacio´n, el bit provee el valor
del bit con el codificador MQ y el contexto acorde a las reglas definidas.
Del contexto el codificador MQ estima el bit de probabilidad. El codifica-
dor MQ esta´ basado en un codificador Q [59–61], el cual esta´ basado en un
codificador Elias que se caracteriza por subdivisiones sucesivas del inte´rvalo
en la probabilidad de cada s´ımbolo. El MPS (Inte´rvalo ma´s probable) es
ordenado sobre el inte´rvalo LPS (intervalo menos probable), as´ı, cuando se
codifica un MPS la cadena codificada muestra la base del inte´rvalo actual y
mantendra´ este valor hasta que un LPS sea codifificado. Para ma´s detalles
del codificador MQ refierase al standard [24].
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3.1.6. Optimizacio´n Tasa-Distorsio´n post-compresio´n (PCRD)
Al final de la fase de codificacio´n de bloque, para cada code-block Bi, se
genera un bitstream. Cada bitstream puede ser truncado al final de un paso
de codificacio´n (p, k) donde p es el plano de bit y k ∈ {0, 1, 2} es el paso
correspondiente. El nu´mero de puntos de truncamiento para cada bloque es
Ti = 3Ki − 2, donde Ki representa el nu´mero de planos de bit usados en el
code-block. Cada punto de truncamiento es indexado por el plano de bit y
el paso de codificacio´n representa cada paso de codificacio´n, donde p, k y t
esta´n relacionados a trave´s de t = 3(Ki − p) + k − 4. Adicionalmente, como
los code-blocks son codificados independientemente es posible seleccionar
cualquier conjunto de puntos de truncamiento a una tasa de la imagen.
Para asegurar una o´ptima asignacio´n de la tasa, es necesario organizar los
bitstream para obtener una o´ptima representacio´n embebida. Entonces, si
la longitud total es Lmax, el problema de distribucio´n de la tasa consiste en
encontrar el conjunto de puntos de truncamiento, ti ∈ {0, 1.., Ti − 1}, tales
que, la longitud total de los bitstream incluidos Ltii esta´ dada por:∑
i
Ltii ≤ Lmax (3.4)
y se minimiza la distorsio´n
D =
∑
i
Dtii (3.5)
Un ana´lisis convexo permite obtener el conjunto Ni de puntos o´ptimos
de truncamiento para cada bloque Bi. El procedimiento para encontrar estos
puntos de truncamiento tλi esta´ basado en una aproximacio´n Lagrangiana,
la cual minimiza:
D(λ) + λL(λ) =
∑
i
(D
tλi
i + λL
tλi
i ) (3.6)
Ni es el conjunto ma´s grande de puntos de truncamiento donde las curvas
de tasa-distorsio´n
∆D
(t)
i
∆L
(t)
i
correspondientes, son estrictamente decrecientes.
Esta operacio´n es normalemte desarrollada despue´s de cada codificacio´n
de bloque. Calcular la distorsio´n asociada a cada punto de truncamiento es
posible porque cada bitstream tiene una reduccio´n asociada en distorsio´n.
Esta medida muestra la contribucio´n en el mejoramiento de la calidad cuan-
do se decodifica un bloque. La distorsio´n es proporcional al error cuadra´tico
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medio (MSE) acumulado, calculado de los coeficientes wavelts originales ob-
tenidos de la decodificacio´n en un punto de truncamiento particular. Para
P(p,k) donde el paso de codificacio´n k y el plano de bit p en el bloque Bi,
la reduccio´n en la distorsio´n de tras cada paso de codificacio´n puede ser
obtenida de
∆D
(p,k)
i = Gbi
∑
y(u,v)∈P(p,k)
(y(u, v)−y(u, v)p)2− (y(u, v)−y(u, v)p−1)2 (3.7)
Siendo, Gbi , la energ´ıa de los vectores de la sub-banda b
i donde comienza
el codeblock Bi.
3.1.7. Abstraccio´n de las capas de calidad
La organizacio´n mono´tomamente decreciente global de los puntos de
truncamiento en una imagen define una particio´n del bit-stream o´ptima pa-
ra el incremento del umbral de la tasa o distorsio´n: los capas de calidad.
Cada capa de calidad q se forma tras incluir contribuciones incrementales
de bytes de codificacio´n de los diferentes code-blocks y es definido por la
curva de tasa-distorsio´n 3.4.
-
Distorsio´n
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Tasa
∗
∗
∗
∗
∗
∗
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Figura 3.4: Curva Tasa-Distorsio´n
Cada capa de calidad es formada tras incluir contribuciones incrementa-
les de bitstreams de cada bloque codificado L
tqi
i − L
tqi−1
i ,
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tqi = max
{
t |
∆D
(t)
i
∆L
(t)
i
≥ Tq
}
(3.8)
Cada paso de codificacio´n en el code-block es un candidato a ser un punto
de truncamiento, sin embargo, la curva tasa-distorsio´n usada en el algoritmo
langrangiano para definir los capas de calidad a trave´s de un conjunto de
puntos de truncamiento. Un capa puede contener varios o ningu´n punto de
truncamiento de un code block.
3.1.8. Generacio´n del Codestream J2K
Despu´es de todo este proceso, existen varios bitstreams, los cuales esta´n
limitados por un conjunto de puntos de truncamiento, de cada code-block
en la sub-banda. Gracias a esta´ abstraccio´n por capas, es posible conocer la
distribucio´n o´ptima de los code-blocks en una capa de calidad definida.
El u´ltimo paso del proceso de codificacio´n es para crear los paquetes de
la imagen en cada baldoza y poner toda esta informacio´n junta entre mar-
cadores, marcadores de segmento y encabezados que limitan y sen˜alan las
caracter´ısticas de la imagen fuente y el codestream [24]. Cada paquete J2K
k, es la mı´nima unidad de codificacio´n y se encuentra asociado a un precinto
(pr), una capa de calidad (q), un nivel de resolucio´n (r), y un componen-
te (c). Entonces cada paquete puede ser indexado en el codestream tras la
configuracio´n de estas cuatro variables k = k(pr, q, r, c). El orden en el cual
los paquetes aparecen en el codestream es llamado orden de progresividad.
Cinco ordenes de progresividad son permitidos en el standard:
Capa de calidad-resolucio´n-componente-posicio´n (LRCP)
Resolucio´n-capa de calidad-componente-posicio´n (RLCP)
Resolucio´n-posicio´n-componente-capa de calidad (RPCL)
Posicio´n-componente-resolucio´n-capa de calidad (PCRL)
Componente-posicio´n-resolutio´n-capa de calidad (CPRL)
El codestream J2K es la representacio´n binaria de la imagen. Que si-
gue una sintaxis y permite la organizacio´n de los datos de la imagen. El
codestream esta´ principalmente constituido por tres partes: el encabezado
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principal, el encabezados de cada baldoza y los datos de la imagen. Estos
tres componentes esta´n limitados por marcadores. Los marcadores son dos
bytes y sus rangos de valores esta´n definidos entre 0xFF30 y 0xFF3F. En
general estos marcadores esta´n incluidos en marcadores de segmento que son
usados para sen˜alar las caracter´ısticas de la imagen fuente y el codestream.
Encabezado principal: El encabezado principal contiene informacio´n de
la imagen descomprimida y comprimida, tales como largo y ancho, el largo
y ancho de las baldozas, el nu´mero de componentes, el estilo de codifica-
cio´n, el nu´mero de niveles de decomposicio´n, el orden de progresividad, el
nu´mero de capas de calidad, el taman˜o del code-block, la transformada wa-
velet utilizada, el taman˜o del precinto usado para la compresio´n en todos
los componentes.
Datos de la imagen: cada encabezado de la baldoza es seguido por los
datos de la imagen o paquetes correspondientes a la baldoza. Los paquetes
pueden estar precedidos por un encabezado de paquete que es u´til para
evitar mu´ltiples lecturas de encabezados para la decodificacio´n.
3.1.9. Software J2K
Diferentes implementaciones del esta´ndar J2K han sido desarrolladas, a
continuacio´n se hace una descripcio´n de algunos desarrollos:
Jasper: El software Jasper fue desarrollado por Image Power Inc y la
universidad de British Columbia, bajo la direccio´n de Michols Adams,
quien fue el jefe de arquitectura de software y estuvo involucrado en el
proceso de estandarizacio´n de J2K. La implementacio´n fue realizada
en co´digo C, es co´digo libre, y esta´ disponible en la pa´gina web del
proyecto [62].
El software esta´ configurado como una libreria esta´tica, apropiado para
complilar en la mayor´ıa de platafomas que soportan el lenguaje C. Es-
ta dirigido para sistemas Windows y Unix. La libreria Jasper permite
una imagen de entrada para ser comprimida usando J2K, o archivos
J2K para ser descomprimidos. Un nu´mero de formatos de image´nes
son soportados para la imagen de entrada. En adicio´n a la libreria
esta´tica, Jasper incluye una l´ınea de comando ba´sica que provee ac-
ceso a la funcionalidad de la libreria. La versio´n de Jasper usada en
esta tesis fue´ el JasPer versio´n 1.900.1 source distribution. El software
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fue compilado usando el sistema operativo GNU-Linux Ubuntu 8.10,
procesador Intel(R) Core(TM)2 Duo de 2.40GHz, 4 Gbytes en RAM.
jj2000: Esta implementacio´n esta´ desarrollada en java, es co´digo abier-
to
Kakadu: Este software requiere una licencia escrita para ser utilizado,
fue desarrollado por el Dr David Thaubman de la universidad de New
South Wales, Australia, el co´digo fuente esta´ escrito en c++.
Librerias Comerciales
• LEAD thecnologias: Produce herramientas para aplicaciones en
procesamiento de ima´genes. Ellos han desarrollado un plugin para
J2K
• Aware Inc: vende una variedad de tecnolog´ıas digitales, inclui-
dos software de compresio´n de ima´genes, ellos han producido un
codificador J2K y software de desarrollo
• Pegasus imaging Corp: manufactura un rango sustancial de pro-
ductos para ima´genes digitales desarollo en c/c++
3.2. Protocolo de Comunicacio´n JPIP: Descrip-
cio´n General
Los protocolos de comunicacio´n son los conjuntos de reglas y procedi-
mientos que proporcionan una te´cnica uniforme para gestionar el intercam-
bio de informacio´n y establecer la comunicacio´n entre los nodos de acceso
disponibles para la red. Los protocolos gestionan dos niveles de comunica-
cio´n distintos: Las reglas de alto nivel que definen como se comunican las
aplicaciones, y las de bajo nivel que definen como se transmiten las sen˜ales
por el cable.
En el an˜o 2005, fue´ desarrollado el protocolo de navegacio´n para ima´ge-
nes J2K: JPIP, el cual, fue publicado como ISO/IEC 15444-9 [31]. JPIP
es una fase de desarrollo del esta´ndar J2K, y esta´ encargado de definir la
sema´ntica, sintaxis, reglas, interacciones estructurales y valores a ser inter-
cambiados, entre un cliente y un servidor (Alto nivel), en este protocolo,
porciones de la imagen o la imagen completa pueden ser intercambiadas con
una comunicacio´n eficiente [63].
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El protocolo de comunicaciones JPIP explota todas las propiedades de
J2K: multiresolucio´n, acceso espacial aleatorio, decodificacio´n parcial, trans-
misio´n progresiva en niveles de resolucio´n y calidad, precisio´n incremental
y codificacio´n por regiones de intere´s; adema´s que JPIP tiene una poten-
cia asombrosa en el tratamiento y transmisio´n de ima´genes por las redes.
El objetivo de este protocolo es poder establecer una interaccio´n clien-
te/servidor [64], y esto lo realiza a trave´s de los requerimientos establecidos
por el cliente tales como: a´reas de intere´s (regio´n espec´ıfica de la imagen),
resolucio´n particular y nivel de calidad establecido [26]. Algunas aplicacio-
nes relacionadas con JPIP se pueden encontrar en [65], [66] y [67].
3.2.1. Caracter´ısticas de JPIP
El cliente puede especificar a´reas de intere´s, resoluciones particulares
y niveles de calidad. El protocolo JPIP aprovecha eficientemente las
caracter´ısticas ma´s relevantas del compresor J2K, a trave´s de acceso
a regiones de intere´s de manera aleatoria. Debido a las principales ca-
racter´ısticas del esta´ndar J2K y de las facilidades de acceso que ofrece
JPIP [63], estas herramientas son utilizadas para la implementacio´n
de sistemas de microscop´ıa virtual.
Conversacio´n inteligente cliente/servidor.
Se tiene interoperabilidad entre diferentes productos.
Aplicaciones JPIP: Bases de datos de fotograf´ıa digital, me´dicas o de
ima´genes remotas. Ima´genes en telefon´ıa mo´vil. Vigilancia.
3.2.2. Mensajes JPIP
Los mensajes a ser intercambiados esta´n representados por dos tipos: Un
flujo de datos basado en precintos (JPP) o basado en baldozas (JPT), los
cuales permiten un env´ıo flujo de datos J2K en un orden arbitrario. Ba´sica-
mente los mensajes JPP y JPT esta´n compuestos de un encabezado y una
trama de datos. El mensaje de encabezado permite identificar la trama de
datos tras determinar si es JPP o JPT, la longitud total del mensaje y el
desplazamiento de los datos en relacio´n al inicio de la baldoza o del precinto.
La trama de datos contiene porciones del archivo J2K y puede ser de cuatro
tipos: datos de precinto, datos de la baldoza, datos del encabezado principal
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y metadatos. En el caso de datos de precinto JPP, la trama de datos perte-
nece a un precinto de J2K, el cual es una coleccio´n de paquetes.
Independientemente del tipo de mensaje, hay dos clases de peticiones:
con sesio´n y sin sesio´n. La sesio´n esta orientada a peticiones basadas en la ca-
pacidad del servidor de mantener un registro del estado del cliente, mientras
que en la peticio´n sin sesio´n, el servidor no necesita mantener informacio´n
del cliente, trata cada peticio´n como una transaccio´n independiente sin tener
en cuenta peticiones anteriores. En la comunicacio´n por sesio´n, el servidor
tiene un modelo del cache´ del cliente, que contiene informacio´n de los datos
que que ya han sido transmitidos y as´ı, para completar una peticio´n del
usuario, el servidor solamente env´ıa la informacio´n faltante.
3.2.3. Peticiones del Cliente
El esta´ndar JPIP define para el cliente varias sesiones y manejo de cam-
pos:
1. Identificacio´n del Objetivo: Un campo del objetivo (target) es la
identificacio´n del dato JPIP, y este, puede corresponder a una imagen,
un conjunto de ima´genes, un video o un rango de bytes de un archivo
en el servidor. El target, es un dato JPIP, el cual, el cliente envia en
la solicitud al servidor.
2. Manejo de la sesio´n y canales: En una sesio´n dada, este campo
permite la identificacio´n de canales o grupos de secuencias de peti-
ciones y respuestas aplicadas a los mismos recursos o conexio´n. La
identificacio´n del canal define la sesio´n y el modelo cache´ en uso.
3. Ventana de la Peticio´n: Las peticiones, esta´n orientadas a porciones
de ima´genes J2K y los metadatos asociados. Entonces, la ventana de
intere´s de la peticio´n, esta dada en te´rminos de posicio´n, taman˜o de
la ventana, calidad, componente. La resolucio´n es requerida por el
taman˜o de la ventana del cliente y la regio´n de intere´s en la imagen.
4. Peticio´n con datos limitados: Este campo especifica el nu´mero de
datos que un cliente desesa recibir del servidor, de una peticio´n y un
nivel de calidad asociado a la imagen.
5. Control de la Peticio´n en el Servidor: Este campo es usado para
controlar las respuestas del servidor de acuerdo a: la alineacio´n de la
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peticio´n de los l´ımites de la imagen como precintos, baldozas; el control
de mu´ltiples peticiones al mismo canal el valor esperado; el retorno
de la imagen deacuerdo al tipo JPP-stream, JPT-stream o los datos
crudos y finalmente tasa de entrega, con el fin de asegurar adaptacio´n
del ancho de banda de acuerdo a los requerimientos del cliente.
6. Manejo del Cache´: Este campo contiene la informacio´n necesaria
para actualizar el modelo cache´ del servidor de acuerdo al cache´ del
cliente.
7. Peticio´n de carga: Este campo es usado para indicar que el cliente
esta subiendo al servidor nuevas ima´genes o metadatos.
8. Capacidades y preferencias del Cliente: Este campo especifica
las capacidades y preferencias del cliente para el comportamiento del
servidor tales como compatibilidad, espacio de color, contraste, etc.
3.2.4. Respuestas del Servidor
La respuesta del Servidor JPIP, esta compuesta por los siguientes ele-
mentos:
1. Estado del co´digo: Corresponde a los posibles estados para satisfacer
una peticio´n: OK, Aceptado, peticio´n incorrecta, no encontrado, tipo
de dato no soportado, no implementado y servicio no disponible.
2. Encabezado JPIP: Este header de respuesta le permite al servidor
modificar algunos para´metros de la peticio´n, con los mismos elemen-
tos que en el campo original. Las posibles modificaciones son: target
ID, taman˜o de la regio´n, componentes, contexto del codestream, ROI,
capas de calidads, meta datos, longitud ma´xima de respuesta, calidad,
tipo de respuesta de la imagen.
3. Datos de respuesta: Este corresponde a los datos solicitados. Para
JPP o JPT, consiste en una secuencia de mensajes.
En cuanto a los transportes de red, JPIP es neutral y puede estar em-
plementado en HTTP, TCP o cualquier otro.
3.2.5. Archivo de ı´ndices de J2K para JPIP
Tener archivos de ı´ndices asociados a los archivos J2K son u´tiles para
localizar y extraer los datos que satisfagan la peticio´n de manera ra´pida y
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eficiente. JPIP define un ı´ndice del codestream y un archivo de ı´ndice que
acompan˜a este objetivo. La estructura ba´sica del archivo de ı´ndice J2K que
se utiliza en esta tesis se describe a continuacio´n:
Informacio´n para localizar el codestream J2K, incluida la posicio´n del
codestream con respecto al archivo y su longitud.
Taman˜o y posicio´n del header principal del archivo J2K.
Localizacio´n y taman˜o de los paquetes en el codestream, asi como las
caracter´ısticas espec´ıficas de cada paquete tales como precinto, nivel
de resolucio´n y calidad, componente de color.
3.2.6. JPIP en Microscop´ıa Virtual
JPIP puede acceder a regiones arbitrarias de la imagen respondiendo
a una peticio´n realizada por un usuario, tal como acciones de aumento o
disminucio´n de magnificacio´n y paneo. JPIP toma ventaja de la multireso-
lucio´n ofrecida por J2K, con el fin de minimizar la retransmisio´n de datos al
enmascarar el almacenamiento de mu´ltiples versiones de una imagen a di-
ferentes resoluciones, caracteristicas ido´neas para la implementacio´n de un
sistema de microscop´ıa virtual.
En el protocolo JPIP, el cliente solicita solo WoIs y el servidor env´ıa uni-
dades estructurales ya sean baldozas o precintos al cliente, quien finalmente
descomprime esta informacio´n y la visualiza a trave´s de una interfaz gra´fi-
ca de usuario (GUI). La figura 3.5 describe la arquitectura cliente-servidor
JPIP-W, utilizada en el desarrollo de este trabajo.
JPIP-W (extensio´n de JPIP) se adecua a los requerimientos de la micros-
cop´ıa virtual. La modificacio´n introducida en JPIP-W consiste en un parser
JPIP y un proxy cache´ entre la GUI y el servidor. El uso del proxy-cache´ re-
duce los tiempos de navegacio´n. La descripcio´n de la estrategia cache´ imple-
mentada se realiza en la siguiente seccio´n.
Una vez las ima´genes de microscop´ıa y su respectivo archivo de ı´ndices,
han sido almacenados en el servidor, la comunicacio´n es llevada a cabo v´ıa
JPIP. El lado del cliente esta compuesto por el parser JPIP, el espacio cache´,
la interfaz gra´fica de usuario(GUI) y el codificador J2K.
3.2.7. Software JPIP
A continuacio´n se hace una descripcio´n breve de las implementaciones
de JPIP disponibles:
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Figura 3.5: Cuando una WoI es requerida, el servidor env´ıa al cliente la
lista de paquetes que satisfacen la WoI, el cliente extrae del proxy-cache´ los
paquetes disponibles y trae del servidor los faltantes. .
Pegasus PICTools - El Pegasus PICTools J2K SDK provee las herra-
mientas necesarias para ver grandes ima´genes J2K a trave´s de la red
usando una aplicacio´n integrada cliente-servidor: protocolo JPIP, el
cual fue disen˜ado con el fin de optimizar la visualizacio´n de ciertas
resoluciones y a´reas de intere´s seleccionadas por el usuario. Pegasus
fue fundada en 1991 en Tampa, Florida. Esta es una aplicacio´n comer-
cial, as´ı, que para no es adecuada para nuestros requerimientos, al no
tener el co´digo fuente disponible para realizar modificaciones, adema´s
su costo es alto. www.pegasusimaging.com, e-mail sales@jpg.com.
Elysium Ltd [64], Crowborough, UK and Universite´ catholique de Lou-
vain, Louvain-la-Neuve, Belgium. El software 2KAN implementa la
parte 9 del esta´ndar J2K (JPIP), a trave´s de diferentes mo´dulos que
juntos, constituyen los componentes esenciales de un sistema prototipo
JPIP. Todos los mo´dulos esta´n disponibles para descargarse bajo una
licencia.
LEADTOOLS JPIP (J2K Interactive Protocol) Este mo´dulo sopor-
ta el env´ıo de datos asociados a grandes ima´genes usando el mı´nimo
ancho de banda posible. LEADTOOLS JPIP esta arquitectura cliente-
servidor permite almacenar grandes ima´genes comprimidas en J2K en
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el servidor y transmitir la informacio´n de resolucio´n, calidad o regiones
de intere´s de acuerdo como lo requiera el cliente.
Aware JPIP Software Toolkit. La libreria AwareJPEG2000 comprime,
decomprime datos basados en instrucciones y mensajes proporcionados
por la libreria Aware JPIP libraries. El co´digo de esta aplicacio´n provee
un framework para desarrolladores.
3.3. Conclusiones
En este capitulo, se realizo´ una descripcio´n de los componentes princi-
pales del esta´ndar J2K, en particular los bloques de construccio´n que cons-
tituyen la base del trabajo enfocado en la representacio´n granular de las
ima´genes. Algunos detalles, como lifting en wavelets, compresio´n en regiones
de intere´s se pueden encontrar en [24,25,55,56,68]. Tambie´n, se realizo´ una
descripcio´n de algunas implementaciones del esta´ndar J2K. Fue´ realizada
una descripcio´n de las principales caracter´ısticas del protocolo de comunica-
cio´n JPIP: las estructuras ba´sicas de sus mensajes, la arquitectura cliente-
servidor implementada en este trabajo y una breve enumeracio´n las imple-
mentaciones JPIP disponibles
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Cap´ıtulo 4
Mecanismos O´ptimos para
Navegacio´n en Microscop´ıa
Virtual (Estrategias Cache)
En este cap´ıtulo se formula una estrateg´ıa soft-cache´ para sistemas de mi-
croscop´ıa virtual. El desarrollo del mismo se muestra a trave´s del art´ıculo de
Journal A Soft-cache Strategy for Pathologist’s Navigation in Vir-
tual Microscopy enviado para revisio´n a la revista Microscopy Research
and Technique (MRT).
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4.1. Introduction
A virtual microscopy is a system which allows efficient storage of large microscopi-
cal images while displays different WoIs at any resolution and desired quality [42]. Such
microscopical emulator should be adaptable, scalable and friendly so that it effectively
makes possible to explore actual histological slides. An entire slide digitization is called
a Virtual Slide (VS) or a mega-image, a virtual object assembled from a sequential cap-
turing process [4]. Overall, the size of these microscopical images introduces considerable
delays when operating on any image, which result in difficult interactive and fluid navi-
gations [69]. Strategies such as caching or prefetching aim to decrease the latency times
and therefore to allow seamless navigations. Cache is a rapid access to a space of memory
in which it is stored the portions of the VS that shall be visited in the future [70], while
prefetching consists in anticipating user requirements. These techniques have shown to
highly improve navigation times [29,71], but their performance depends on the prediction
capacity of the system [72, 73]. This paper presents a prediction strategy which is adap-
ted to navigating pathological images, permitting to prefetch pieces of images while also
stores blocks which very likely will be used in the future. The main contribution of the
present work has been the design of a task oriented model which takes advantage from
the JPEG2000 (J2K) [24] scalability by working at the minimal J2K information unit: the
packet. The model uses a soft-cache, adapted from [31], for which the access probabilities
are generated by a navigation model of the pathologist diagnostic pathways. This strategy
was assesed with a very variable set of navigation patterns, generated by different patho-
logists and several test specimens, stained with two dyes. Results show a systematic gain
when compare this strategy with a traditional soft-cache method.
The paper is organized as follows: this section presents the cache problem and a
brief discussion about how related problems have been approached, section Materials and
Methods introduces our cache policy and the proposed navigation model, section Results
demonstrates the effectiveness of the cache method. Finally the last section concludes with
a discussion and possible future works.
4.1.1. Cache Strategies in Virtual Microscopy
The cache problem in virtual microscopy can be twofold addressed: by data granula-
rity, i.e., the level flexibility of data representation in the cache, and the cache replacement
policy, which should specify how data must be replaced when a new image portion arrives.
In terms of granularity, the simpler strategy may be to store the lower image resolution
levels [29,30] so that a fast access to WoIs at specific zoom levels is reached, but at a high
memory cost. Besides, the size of the cache information units to be stored is important
for devising a preference model. If these units are small, a large image WoI can be more
probable than another with less elements of higher size [32]. Furthermore, cache elements
with larger size, associated to relevant information [54], can yield smaller distortion results
when they are queried [54]. Another factor, which influences the weight given to this basic
cache unit, is its associated cost [30], expressed in terms of processing or transmission time.
Therefore, a proper balance for a particular application should be maintained. An alter-
native to this choice may be to store complete portions of the coded image, whereby the
granularity level is determined by the compression format. Overall, JPEG is the broadly
used format in many virtual microscopy applications [2,32, 74]. Nevertheless, this format
does not provide access by resolution and introduces quality losses in the final result,
an unacceptable issue in most diagnostic tasks [75]. In contrast, J2K is a more flexible
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alternative [29, 76], provided with random spatial access at different levels of resolution,
quality, and lossless codification.
The cache replacement policies should be based on user preferences, that is to say,
elements with lower preference levels should be firstly removed, but only when the cache
is full. The most popular cache replacement policy in virtual microscopy has been the
Last Recently Used (LRU) [29,30], for which the user preference is modeled as a function
that decreases with the element age. The underlying hypothesis in this model is that
the pathologist will revisit, with higher probability, the image zones she/he just visited,
a navigation pattern that is very rarely observed in actual navigations [35], above all
when the pathologist reaches a particular degree of expertise. Another strategy is the
Last Frequently Used (LFU) [29, 30, 32, 76], whose main assumption is that the higher
probability for a particular region to be revisited, is given to the image parts which are
visited many times. These two strategies turn out to be quite general for a very oriented
domain such as the virtual microscopy.
4.1.2. Pathologist Navigation Patterns
The success of a virtual microscopy system depends totally on the system ability to ful-
fill the user expectations so that the system must be devised to easily meet different expert
needs. An obvious question is then how to adapt this kind of systems to processes which
turn out to be stochastic by nature, at least at a first sight. In fact, pathologist navigation
appears to be a complicated series of back and forth changes, sideway movements, all at
different speeds and tempos. However, experimental evidence [11, 35, 38] obtained during
the last decade, indicates that such patterns are not random at all but rather complex mo-
vements, guided by a long training period which minimizes the interaction time between
the expert and the slide contents in terms of the spatial information organization [35].
These experimental studies have demonstrated that pathologists develop particular skills
for exploring slides, following two complementary patterns: scanning (panning) and mag-
nification change [11,36,37]. In general, at the scanning phase, examination is carried out
at the lower magnification because pathologists attempt to locate relevant information as
some particular spatial arrangements of the histological sample. This phase spans most
of the navigation time, while a second examination phase (interpretation), is conducted
when a further information analysis is required. In this case, navigation patterns consist
in spatial exploration of small zones [11] of the VS, upon which only gentle movements
are required. During this phase pathologists change magnifications, interpret information
and identify structures for diagnosis [11, 35, 38]. All this evidence contradicts then the
hypothesis that exploration patterns are unpredictable. Furthermore, a recent study [32]
has shown that a pathologist exploration is composed of one or two magnification chan-
ges, at most, and two or three movements through the slide which are linear. Moreover,
other works [32, 40] have shown not only that these movements are linear but also that
the velocity patterns are isotonic 1.
1A movement is isotonic if a muscular contraction results in a joint movement and the
muscle tension is maintained constant in despite of the change of the muscle length.
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4.2. Materials and Methods
4.2.1. Virtual Slides
The data used herein consisted in a total of seven histological specimen from unrela-
ted studies. These samples were digitized so that ten different VS were assembled [29,40],
as follows: a captured grid of 64 × 64 microscopical fields (752 × 560 pixels) represen-
ted an effective area of 13,114 × 9,641 mm of a normal immunostained mouse pancreas.
A digitization of 160 × 159 microscopical fields was performed on a second specimen of
a neuroendocrine tumor of thyroid stained with Hematoxylin-Eosin. Also, 91 × 123 mi-
croscopical fields of a third specimen, an atypical thyroid adenoma marked with thyroid
peroxidase, were digitized. Five different specimens stained with Hematoxylin-Eosin and
diagnosis of appendicitis, reactive follicular hyperplasia of a lymph node, leiomyoma and
normal thyroid, were digitized and seven different VS were assembled. The ten VS were
stored in J2K [24] format for latter access and navigation. The set of histological samples
was chosen by the group of pathologists and is representative of what they usually observe
in their clinical routine.
4.2.2. Virtual Microscopy GUI
Navigation patterns were recorded using a virtual microscope whose design exploits
the importance of low magnifications for exploration and scanning at high resolutions for
diagnosis [29]. The Graphical User Interface (GUI) is composed of two windows: thumbnail
and auxiliary. The former displays the VS at the lowest resolution and therein, a rectangu-
lar re-sizable WoI allows a desired selection at any location within the VS. The thumbnail
window is set to a desired size at the beginning while the auxiliary window is constantly
varying, according to the level of magnification of the selected WoI. Displacements of a
particular WoI are only allowed within the thumbnail window, through drag and drop ope-
rations. Scanning patterns are associated to a complete drop-drag-drop cycle of the WoI.
Four expert pathologists, each certified with at least five years of experience, participated
in this study. Each pathologist was previously trained on virtual microscopy using two
test images. They did not have any information about the organ or the specific pathology
they were observing. The ten VS were randomly displayed. Each pathologist was asked
to run over the mega-image up to a diagnosis was set, either the organ, the pathology
or both, using the same screen monitor. During examinations, every pathologist action
was recorded for later analysis, namely, we recorded the WoI location (upper-left corner
window coordinates), the WoI size related to the thumbnail image, the time any action
(drop or drag) was carried out and the level of magnification of the auxiliary window2.
4.2.3. The Fundamental Cache Unit
A microscopical exploration of an actual slide is composed of a complex sequence of
different events, basically of two types: magnification changes (zoom in and out) and spa-
tial displacements at different velocities, times and directions. A virtual microscope should
be able to emulate such heterogeneous sequence on a VS. Actually, depending on both the
image contents and its size, this process can result so variable that information has to be
2These navigations were recorded during a previous study [40] and used in the present
investigation for assessing this model.
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constantly reconstructed from basic units, in terms of different magnifications, qualities
and random accesses to the image. This makes that flexible image data representations
such as the J2K standard [24] results adequate to meet such requirements. The advantage
with this standard is that it allows data representation with high granularity and loose
coupling, using basic information units, namely the packets. A packet corresponds to a
flexible J2K unit, which contains data from a resolution level (magnification), precinct
(a particular image region at different resolutions or magnifications) and quality3, all of
them independently stored. Hence, several VS versions with different zoom levels or image
regions can be constructed when decoding packets of a specific image region with a par-
ticular setting of magnification and quality. An actual clinical scenario requires not only
such data representation (J2K) but also adaptable communication protocols [24].
The JPIP protocol, the associated J2K image communication protocol [63], was de-
vised to save work at the client side by concentrating the maximum processing at the
server side. Under this protocol, the client requests only WoIs and the server brings back
large structural units such as tiles or precincts to the client, who finally decompresses
this information4. However, microscopical navigations demand more flexible information
representations -such as the mentioned packets- because of the complex paths generated
during a navigation, namely, series of back and forth direction changes, sideway move-
ments, different magnification requests, all at different speeds and times. Therefore, any
design must be as adaptable as possible to these requirements. The soft-cache strategy he-
rein presented was designed under the recent client-server architecture JPIP-W [76] which
is illustrated in figure 4.1.
The JPIP-W (an extension of JPIP) reduces the navigation times through the use of
a proxy-cache. The modification introduced in JPIP-W consists in a JPIP parser and a
proxy cache, between the GUI and the server.
4.2.4. The Soft-cache Strategy
A J2K image corresponds to a set D = {k1, k2, k3, . . . , kn} of n packets. Each packet
ki contains a portion of image data, indexed by precinct pr, resolution r and quality l,
i.e., each packet is associated to a (pr, r, l) vector quantity. Two types of access can be
implemented over the J2K packets [77]: hard and soft. In the former case, the user always
requires the entire set of packets, that is to say, the maximum resolution and quality levels.
In the latter case, intermediate resolutions and qualities are demanded by the user and
therefore a variable subset of packets is required. The strategy herein proposed is then
adapted to having a soft access because it is the natural request in virtual microscopy.
For doing so, let us be Bs and Bc the server-client and proxy cache-client bandwidth
connections, respectively (see figure 4.1). A navigation is composed of a sequence of WoIs
so that at each time t, a WoI can be considered as a set of packets, i.e., this WoI is also
a vector quantity with a spatial associated region pr, a given resolution r and a quality
level l. Optimal navigations are reached when a set of packets At, At ⊆ D associated to
the current WoI, is retrieved in minimum time. According to [77], the delay δ(At,X(pr,r,l))
3The abstraction J2K in the standard allows to navigate along different quality levels
which amount to splitting quality information by independent layers that incrementally
contribute to the observed image quality.
4Tile refers to an arbitrary image subdivision which permits independent processing of
different parts of the image, while the precinct, as mentioned before, corresponds to the
different resolution levels associated to a particular image location.
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Figura 4.1: The soft cache architecture: when a WoI is requested, the server sends
to the client the list of packets that belong to that WoI, the client then checks out
which packets in the list are in the proxy cache, and queries the missing ones from
the server.
associated to this WoI can be expressed as:
δ(At,X(pr,r,l)) =
X
k(pr,r,l)∈At
(X(pr,r,l)S(pr,r,l))B
−1
c + ((1−X(pr,r,l))S(pr,r,l))B
−1
s (4.1)
where S(pr,r,l) corresponds to the size of each packet k(pr, r, l) and X(pr,r,l) is a binary
variable that indicates whether or not a packet is in the cache, that is to say:
X(pr,r,l) =
(
1, if k(pr, r, l) ∈ Qt
0, in otherwise
with Qt the set of packets stored in cache at the time t. The first term in equation 4.1
corresponds to the delay associated to uploading packets from the proxy cache while the
second term amounts to the delay when uploading packets from the server.
An optimal bandwidth use is then reached when the expected total uploading time
over every possible user request is minimized, that is to say:
mı´n
X
X
At∈C
PAtδ(At,X(pr,r,l)) (4.2)
subject to
X
k(pr,r,l)∈D
X(pr,r,l)S(pr,r,l) ≤ SQ
where PAt is the probability of requesting At, C is the set of every possible request
and the restriction is related to the maximum cache size SQ. Note that if this problem
were solved in the C space, which corresponds to every possible WoI, the problem would
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result in a very difficult combinatorial problem. Hence, this formulation was simplified
as the problem of estimating the expected values associated to the delays produced by a
WoI, and reformulated as the problem of finding the set of packets, in terms of a query,
which maximally save time. Equation 4.2 is then re-written as the following knapsack
problem [78]:
ma´x
X
X
k(pr,r,l)∈D
X(pr,r,l)
0
@S(pr,r,l)B−1a X
At∈Ω(pr,r,l)
PAt
1
A (4.3)
subject to
X
k(pr,r,l)∈D
X(pr,r,l)S(pr,r,l) ≤ SQ
where Ω(pr,r,l) = {Ai | Ai ∈ C, k(pr, r, l) ∈ Ai} is the set of requests which contains the
packet k(pr, r, l) andB−1a = B
−1
s −B
−1
c is an acceleration factor given by the cache use. The
term in parenthesis stands for the relevance level of a packet, which in terms of a knapsack
problem is a consequence of a proper balance among the probability of accessing a packet,
its size and the bandwidth gain. In this expression we have to estimate
P
At∈Ω(pr,r,l)
PAt ,
a quantity that corresponds to the sum over every possible WoI containing the packet
k(pr, r, l), and which is approximated by the probability of the packets belonging to the
intersection (see figure 4.2), namely the packet probability itself P(pr,r,l).
Figura 4.2: The probability of the intersection of different overlapping WoIs
(Ai) is approximated by the packet probability located in this intersection.
Finally, the soft-cache problem for J2K packets in the JPIP-W architecture reads as:
ma´x
X
X
k(pr,r,l)∈D
X(pr,r,l)S(pr,r,l)P(pr,r,l)B
−1
a (4.4)
subject to
X
k(pr,r,l)∈D
X(pr,r,l) · S(pr,r,l) ≤ SQ
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In this expression the term to be calculated is P(pr,r,l) since the other terms, S(pr,r,l) and B
−1
a ,
are already known. In the next subsection we introduce a novel probability model for
P(pr,r,l), adapted to the process of navigating VS.
4.2.5. The Pathologist’s Navigation Model
Overall, a diagnostic path is defined by a process of information search within a
VS. In figure 4.3 an actual navigation, spanning 113 s, illustrates the whole process: the
pathologist scans the VS looking for some specific regions of interest which, once located,
are further explored using a higher magnification. The whole sequence has been split into
the four panels as (a), (b), (c) and (d). Panel (a) shows the beginning, the pathologist
is forced to start at the upper left corner and displaces the WoI looking for a region of
interest. Once this one is located, panel (b) shows the magnification change from the thick
to the dotted window. Panel (c) displays a re-sizing operation of the auxiliary window.
Finally, in panel (d), the pathologist scans the rest of the VS, using the same magnification.
Provided that a diagnosis is set when certain histopathological patterns are well es-
tablished, and that these patterns are usually located in specific places of the VS, a
pathologist’s navigation can be though of as a sequence of jumps between WoIs [11]. A
GUI of any virtual microscope should then be devised as to easily allow jumps from one
WoI to any other location, dragging a desired WoI within the thumbnail window. Once
this one is reached, a decreasing velocity profile is observed since this new WoI deserves
a certain amount of time for examination [35]. When this level of detail is not enough for
taking a diagnostic decision, the pathologist will go into a further information level by
increasing magnification. In consequence, the navigation process can be seen as a search
of information through two basic operations: scanning and zooming.
In general, every pathologist follows a standard methodology with two coarse phases:
first examination is carried out at the lower magnification in order to locate relevant
information, while the second and further examination is conducted for analysis of the
slide contents [35]. This last task is typically carried out by zooming-in, as in the VM
case, as well as by increasing the quality level. This experimental evidence leads us to
consider that magnification changes and quality levels may be both handled together.
Based on this, our fundamental hypothesis is that a navigation is a process composed of
two complementary strategies: a spatial scanning for classifying information and a further
exploration for image interpretation, i.e., higher magnifications and quality levels (figure
4.4. In consequence, the probability of requesting a particular packet should depend on
the particular navigation phase: information classification or image interpretation. In these
terms, we propose to model a quantifiable interest on the packet P(t,pr,r,l) at time t as the
weighted average between three independent sources of preference: spatial Pt,pr, resolution
Pt,r and quality Pt,l, as follows:
P(t,pr,r,l) = αtPt,pr + (1− αt)(Pt,r + Pt,l)
the (αt ∈ [0, 1]) factor changes during the navigation and determines the importance of
each of the exploration phases, in other words, this parameter switches between either
scanning the slide or looking for further information. This interaction is then modeled
by supposing that the last recorded user event is used for approximating the near future
as a first order, i.e., the αt weight takes its value from what happened in the very recent
navigation history. When a transition between the navigation states is registered (scanning
to interpretation or viceversa), the αt+1 value changes to 1−αt for the current operation
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(a) Scanning pattern (b) Zoom in
(c) Window enlargement (d) Multiple scanning patterns
Figura 4.3: This Figure illustrates a whole navigation, superimposed upon
the thumbnail window. For the sake of the comprehension, this navigation
has been split into the four panels and the sequence follows the order (a), (b),
(c) and (d). Panel (a) shows the beginning of a navigation, the pathologist
starts at the upper left corner and displaces the WoI. In panel (b) there is a
change of magnification and therefore the WoI size changes from the thick
WoI to the dotted one. Panel (c) displays the adaptation the pathologist
performs for having the same visual field at the new resolution level, a re-
size of the auxiliary window. Finally, in panel (d) multiple displacements
are shown (a scanning profile) that are carried out at the new magnification
and WoI size. Note that panels (a) and (d) corresponds to scanning phase
and (b), (c) to the magnification change step.
is privileged. An estimated value for this parameter was obtained by a sensitivity test
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Figura 4.4: Navigation exploration patterns in VM. A pathologist navigation is
composed of two main tasks: information search and interpretation information.
The former corresponds to spatial displacements, case in which the current naviga-
tion neighborhoods are relevant. The latter stands for every operation conducted
for improving the information resolution, either zooming in or increasing the quality
level. Note that the two operation are modeled by decreasing functions.
using the whole set of navigations, a result which is presented in section 4.3.
By simplicity, we are going to consider that each preference source can be then modeled
as a first order discrete stochastic process, under the assumption that a navigation decision
is made in terms of the current navigation state, plus a short history. Yet a higher order
model could be used, its order selection is not a trivial issue, while a high computational
cost should surely have to be paid. The initial conditions for the model are set as follows:
Spatial preference, at the beginning, there is no reason to privilege a specific spa-
tial region and therefore every spatial region is equally probable. In this pha-
se (scanning), specific image WoI information obtained from segmentation algo-
rithms [79, 80] or visiting logs [81] also can be used for initializing the probability
distribution.
Resolution preference, the choice of a resolution r is independent of the sequential
selection of previous resolutions 0, . . . , r − 1. This statement is consistent with the
fact that pathologists know at which particular level of detail they have to look for
information. Hence, the 0, . . . , r − 1 sequence can be considered as failures while
the r resolution selection as a success. If each resolution selection is independent
and the probability of success is λ, then the probability of a resolution r can be
modeled by a Bernoulli distribution (1− λ)rλ.
Quality preference, the initial probability state for the quality dimension was cal-
culated as the rate-distortion ratio, defined in the J2K standard and associated to
each packet [54]. This value provides an approximation to an optimal compromise
between the packet size and its inherent visual quality, as was demonstrated in
previous works [82].
Once these initial conditions are set, probabilities are updated after the pathologist
carries out a particular action. Probabilities are then updated as follows:
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Spatial preference, when a pathologist is spatially moving or scanning the VS, its
current position defines a neighborhood of influence in which the probability should
be higher, that is:
Pt,pr = Pt−1,pr +
X
pr
′
∈N(pr)
P
t−1,pr
′
where pr is a precinct and N(pr) corresponds to its neighborhood (8-SED). This
probability update is carried out for every precinct within the current navigated
area.
Resolution preference, is updated by taking into account the sequence of previously
used resolutions:
Pt,r =
8><
>:
Pt−1,r, if there are no zoom changes
Pt−1,r +
P
r≤R(t) Pt−1,r, in zoom-in operations
ma´x{0, Pt−1,r −
P
r>R(t) Pt−1,r}, in zoom-out operations
where R(t) is the zoom-level at time t, the zoom-in operation corresponds to R(t) >
R(t− 1) and zoom-out to R(t) < R(t− 1).
Quality preference, the probability associated to a quality should increase when the
pathologist stops at any VS location, looking for further information:
Pt,l = Pt−1,l +
X
l≤L
Pt−1,l
with L the current level of quality, note that only increasing probability levels are
possible.
Once each preference source is updated, each of these values are normalized and the
probability packet Pt,pr,r,l is computed.
4.2.6. Evaluation
Assessment of the proposed strategy was carried out using recorded navigations, per-
formed by the group of pathologists on the set of available Virtual Slides [40]. The recorded
queries -different spatial regions, magnifications and quality levels- were then expressed in
terms of the required packets. The performance of the presented strategy was measured as
the percentage of packets, in bytes, which were within the cache when they were required.
For so doing, the percentage of hits and misses in bytes was determined for different cache
sizes and compared with a baseline strategy, i.e., a LRU cache5. The cache size was calcu-
lated as a variable percentage of the image at the lower resolution, that is to say, the sum
over the size of all packets at lower resolution
P
S(pr,0,l). Several cache sizes were then
evaluated, the 50%, 100%, 105%, 110%, 120% and 200% of the lower resolution size. The
soft-cache problem was solved through a greedy solution [78], the cache space was filled
with packets k(pr, r, l) for which the product P(pr,r,l)S(pr,r,l)B
−1
a /S(pr,r,l) = P(pr,r,l)B
−1
a
is the highest, until the available space was completely full. Some basic system characte-
ristics were fixed as constants, such as Bc and Bs, as to simplify the analysis. The exact
5Our LRU replacement policy consisted in replacing the packets with no use which
longer had lasted within the cache
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value of these parameters is not really critical because the client cache system applies over
a wide range of the system parameters. Additionally, the model parameters α and λ were
tuned, searching at the best model performance, by varying both values in the interval
[0, 1].
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4.3. Results
The four pathologists navigated through the ten VS so that a total of 40 navigations
were available either for training or assessing. Overall, the relative size of these VS varied
between 10% to a 30% of the whole histological sample so information was limited or par-
tial. For the sake of the experiment, images shown to the pathologist belonged to areas,
selected by an expert pathologists, in which it was difficult to determine the organ and
the pathological entity so they were forced to spend more time, exploiting the navigation
tool. Each pathologist was previously trained on virtual microscopy using two test ima-
ges, which were natural mega-images with similar sizes to the ones previously described.
Average, the spent time for training was 15 minutes so that at the end of this time they
were free to navigate the slides at will, until they could reach a probable diagnosis and
organ identification. Finally, the time used for navigating varied between 35 s and 398 s,
depending on the image contents. In general, navigations took shorter intervals of time
for images stained with immunohistochemistry techniques, for which the islets of Lan-
gerhans constitute the main information source. On the contrary, inflammatory tissues
stained with Hematoxylin-Eosin spanned larger exploration intervals and until reaching
the diagnosis, but they could repair the most important histological structures, achieving
a maximum and comparable level of description.
4.3.1. The Cache Strategy
The figure 4.5 shows, through the four panels, the cache performance of the same
navigation illustrated in figure 4.3. For so doing, the navigation operations have been
superimposed to the percentage of hits that were within a cache of a 110% of the lower
VS resolution size. In this case both α and λ model parameters were set to 0,8.
Each of these plots depicts the percentage of hits in the cache space in kbytes, the
y-axis represents the percentage of packets within the cache space, while the x-axis stands
for the WoI number. The two different cache assessed policies are drawn at each of the
four plots, the thick line corresponds to the cache strategy herein presented while the
dotted one stands for the LRU cache procedure. The first panel (left upper panel) shows
the very first part of this navigation, corresponding to a exclusively scanning pattern.
This navigation part spans the interval between the first WoI and the WoI defined by the
number one, also superimposed to this graph. Within this interval, the percentage of hits
is quite high for both strategies, above a 60%. However, our method outperforms always
the LRU in this phase, between 10% to 20%. Once the expert located the desired WoI
defined in panel a, a higher magnification level was set in panel b. This navigation part
corresponds to the interval between numbers one and two. The number of hits decreases
dramatically for both strategies, from a 90% to a 30%, but again the proposed method
is slightly better, with a performance which is higher in a 5% to 10%. The change shown
in panel (c) corresponds to an enlargement of the window size, increasing the available
field of view, that is to say, the pathologist remains at the same resolution but searching
further information. The interval defined by this operation is between numbers two and
three. The performance decreases even more during this interval, yet the reduction in
the number of packets within the cache is nearly constant. This pattern indicates that
both strategies adapts very poorly to this type of change since their values are alike, even
though ours is slightly better. Finally, in panel (d), the expert continues to scan the VS,
an interval defined by numbers three and four. The performance improves for both cache
strategies, up to reach the initial level, but our strategy reaches much more rapidly these
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levels, indicating a better adaptation capacity to these discontinuous jumps, and again
outperforms the LRU cache.
4.3.2. Adjustment of the Parameters α and λ
The α parameter maps what is happening within an actual navigation to a particular
pattern, i.e., it controls the balance between scanning the slide or looking for further
information. An optimal value for this α parameter was selected by a sensibility analysis
using the whole set of navigations. Table 4.1 shows the percentage of hits when α and
λ were set to five and three different values, respectively. Figures indicate that an α
selection of 0 (magnification change) results in a performance of 36%, and of about 42%
when this value is set to 1 (scanning pattern). Intermediate α values result in higher
performance percentages, with a peak when α = 0,8. These results suggest that navigations
are actually a complex mix of the two exploration patterns and that the α parameter
allows to follow their importance. A higher importance of the scanning pattern was herein
observed, probably because the scanning phase spanned larger times at interacting during
a navigation.
α λ % Hits α λ % Hits α λ % Hits
1 0.8 42.59 ± 21.31 1 0.6 42.53 ± 21.38 1 0.3 42.49 ± 22.14
0.8 0.8 44.18 ± 19.83 0.8 0.6 44.15 ± 20.30 0.8 0.3 43.98 ± 19.93
0.5 0.8 41.22 ± 24.17 0.5 0.6 41.16 ± 23.32 0.5 0.3 40.94 ± 24.38
0.2 0.8 38.83 ± 21.15 0.2 0.6 38.29 ± 20.50 0.2 0.3 38.07 ± 20.36
0 0.8 36.56 ± 24.10 0 0.6 36.22 ± 24.22 0 0.3 36.01 ± 24.73
Tabla 4.1: Percentage of cache hits for different α and λ values.
Likewise, λ is related to the probability of making zoom operations. Higher values
correspond to larger probabilities of zooming into high resolutions and viceversa. A λ
selection of 0,8 privileges zoom-in operations, resulting in improvements of nearly a 1%,
a gain which is non significant (t-student test, p < 0,05). These results indicate a low
sensibility to the λ parameter for fixed α values (see figures per rows), a fact that may be
attributed to the low number of zoom operations compared to the total number of user
interactions.
4.3.3. Proposed Cache Strategy vs LRU
Figure 4.6 shows the averaged percentage of hits in the cache, calculated for the whole
set of navigations, for different cache sizes. The baseline size or the basic cache size was set
as the size occupied by the packets needed to reconstruct the lower resolution VS, because
these packets are the ones with the minimal information at the reconstruction time and
then any cache system should start from this store capacity [69], at least.
For small cache sizes, near to a 50% of the basic cache size, the difference between
policies is neglible and their performace reaches approximately a 20%. Once the cache
capacity is enlarged to 100%, the proposed strategy outperforms in about a 10% the
LRU, a gain which is maintained nearly constant up to a size of 200%. Interestingly, both
strategies improve the cache performance which, in the current experiment, is between
30% and 45%, a result which illustrates the importance of using cache strategies for
improving the level of interaction during a navigation.
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On the other hand, as the gain introduced by the proposed cache is dependent on the
particular temporal patterns, which are completely hidden when one computes means and
standard deviations, it is more suitable as a global performance evaluation, a difference of
temporal series. This was herein computed as a point-to-point difference between the two
strategies during the entire set of navigations. For doing so, we calculated the differences
between both hit ratios at each time of each of the navigations. This set of differences
were then expressed as a mean and a standard deviation so that a benefit is stable if this
difference is positive and its standard deviation is small, i.e., our method outperforms LRU.
The benefit obtained was evaluated by subtracting both performances, i.e., the proposed
strategy and LRU policy, with an α value set to 0,8. Computations were carried out for
the complete set of navigations under different cache sizes, namely 50%, 100%, 105%,
110%, 120% and 200%.
Pth 1 Pth 2 Pth 3 Pth 4
Cache Size Gain Gain Gain Gain
100% 5.34 ± 2.77 9.02 ± 7.56 8.37 ± 3.37 2.02 ± 1.10
105% 5.48 ± 2.86 9.36 ± 7.58 8.62 ± 3.62 2.04 ± 0.98
110% 5.54 ± 2.88 9.41 ± 7.51 8.78 ± 3.78 2.06 ± 1.05
120% 6.31 ± 3.02 10.71 ± 7.64 9.27 ± 4.46 2.11 ± 1.01
Tabla 4.2: Benefit of the proposed method over LRU, expressed in mean and
variance of the difference between cache hits for different cache sizes.
Given that different experts cope with different patterns, this analysis was carried
out individually for each of the four pathologists, as observed in table 4.2. It should be
strengthen out that all figures in the table are positive so that it can be globally inferred
that our method always outperforms the LRU, disregarding the particular pathologist
and the different cache sizes used in this evaluation. Table 4.2 shows that this gain is
systematically higher for the first three pathologists and smaller for the last one. This
particular case corresponded to a pathologist who simply enlarged the auxiliary window
as to cover a maximum slide surface, and then displaced it all over the image. Yet this
pattern is valid and this is why we decided to include it in this study, it does not use
most of the flexibility and potentialities that the GUI offers and then our model could not
capture the observed pattern. At any case, there exists a gain using the proposed strategy
on the total cache performance.
Finally, as the navigation is composed of two basic patterns, namely scanning and
magnification change, a part of the analysis was dedicated to figure out in which phase
the cache policy is more important. It should be strengthen out that from the entire set
of navigations, the scanning pattern stands for a 92% of the total number of interactions
with the GUI.
Table 4.3 shows the benefit obtained for each of the navigation phases: scanning and
magnification change, when the cache corresponds to a 110% of the basic cache size. As we
can see our method provides a better performance for the scanning phase in the three last
pathologists. Note that in the case of the first pathologist, much of the gain comes from the
magnification change phase, an 11% compared with the 5% of the scanning phase. This
pathologist used during navigations a larger number of zoom changes, when compared
to the others. This pattern allowed that the model could better follow the magnification
change phase when the pathologist was actually switching from zooming-in to zooming-
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Pth 1 Pth 2 Pth 3 Pth 4
Patterns Gain Gain Gain Gain
Scanning 5.53 ± 2.96 10.04 ± 6.84 8.33 ± 4.33 2.07 ± 1.14
Magnification
change 11.70 ± 4.40 7.18 ± 2.29 7.21 ± 2.07 1.83 ± 0.59
Tabla 4.3: Benefit of the proposed method over LRU for different navigation
phases, expressed in mean and variance of the difference between cache hits
for a cache size of 120% of the size of the packets in the lower resolution for
the complete set of navigations.
out. The pattern obtained from the fourth pathologist produced a smaller performance,
an issue already discussed.
In this section we have demonstrated that the presented cache policy provides a robust
strategy to accelerate the navigation through various experiments. The results show better
cache hit performance for the proposed method, when compared with the LRU replacement
policy. A consistent benefit associated to the strategy was observed in three of the four
subjects, as well as a marginal gain for the four pathologist. This benefit was also observed
in both navigation phases: scanning and magnification change. The results also indicate
that the main limitation of our strategy is the poor adaptation to resize WoIs without
scanning.
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(d) Multiple scanning patterns
Figura 4.5: The four panels correspond to the same navigation illustrated in figure 4.3,
in the same consecutive order. Each panel displays the percentage of hits (y-axis) in a
cache space of a 110% for both strategies (ours and LRU), against the navigation time
(WoI number in the x-axis). The thumbnail has been superimposed upon each of these
plots so that each part of the navigation can then be located as a percentage of hits in
the cache. Panel (a) corresponds to the initial scanning task, from the beginning up to
the arrow marked with one. Note that the proposed method outperforms the LRU in
about a 20%. Afterwards, the zoom-in operation displayed in panel (b) is observed in the
graph a a rapid performance decrease for both methods, a period which corresponds to the
points between arrows one and two. Interestingly, the proposed strategy always remains
outperforming LRU. Panel (c), the time interval between arrows two and three, shows a
WoI resizing operation. Note that both strategies hardly follow these changes but again,
ours outperforms LRU (about 5%). Finally, a series of scanning operations (panel (d)),
at the same magnification, are observed in the performance graph as a rapid increasing
which stabilizes around the same values of the navigation beginning.56
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Figura 4.6: Global evaluation of both cache strategies, using different cache
sizes and the entire set of available navigations. Perfomance is measured as
the percentage of hits within any of the cache sizes.
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4.4. Discussion
The present investigation has introduced a new cache strategy for accelerating actual
pathologist navigations in virtual microscopy. The whole method is based on both, an
optimal allocation strategy of J2K packets in the cache space and a new dynamical pro-
babilistic navigation model of the slide examination. The allocation strategy results in a
minimization of the pathologist navigation times upon server-client cache architectures.
The pathologist navigation model is supported on two prior factors: the pathologist mo-
ves locally when spatially exploring the VS and the only magnification changes are given
towards having larger information versions, i.e., the expert uses mostly zoom-in patterns
during the exploration. Finally, a simple and fast updating strategy of the exploration
probabilities, allows the strategy to adapt to both global and non-stationary navigation
patterns, such as the observed in VM navigations.
Virtual microscopy starts by the construction of a virtual slide, a complex process
which can be divided into three complementary steps: stitching, storage and efficient ac-
cess [4]. The stitching aims to reconstruct a virtual slide (a digital high resolution image
of the physical glass slide) as similar as possible to the real glass slide so that explora-
tion may be carried out using conventional digital devices as a personal computer [83].
The storage process should improve main problems generated by the high resolution ac-
quisition, namely large disk space and display limitation upon conventional visualization
devices [83], using representation data which allow efficient access to the virtual slide at
different magnifications or scales, at different WoIs and with any desired quality level [29].
Finally, the last objective, the efficient access consists in the design of adaptive displays
for the virtual slide data, aiming at a seamless navigation which meets the pathologist
requirements [29]. Recent investigations [82] have demonstrated that seamless navigations
can be reached using adaptive strategies such as cache and prefetching [29]. Furthermo-
re, processing times have improved up to a 30% using the naviest cache strategies [29].
Nevertheless, the success of these strategies is highly dependent on the computational
architecture used for exploration [29,32,76] and on the degree of knowledgement one may
have about how a user runs over the virtual slide [82].
A virtual microscopical exploration, performed by an expert pathologist, is generally
carried out in client-server architectures [32, 83, 84]. Such network structures allow remo-
te access to large images, stored using several image formats [2, 32, 71, 76]. The proposal
herein implemented was J2K [29] because of its large flexibility and adaptability to diffe-
rent navigation conditions, i.e., granularity. Unlike text or conventional images, for which
computational resources, bandwidth and storage capacities are sufficient, in VM any of
these factors will always be very limited because of the huge image requirements [4]. Mo-
reover, it results fundamental for such an application, the development of strategies to
handle the image data according to the specific exploration architecture. The classical
approach to deal with this problem is the design of a cache policy, which in its classical
version is very limited since it requires the storage of the complete image in memory (hard
access) [77]. In the present work, the cache was designed, keeping in mind two fundamental
issues: the image is stored in a granular format and exploration in virtual microscopy is
soft by nature. The access to the image is then thought of as a soft one since the basic
operations, zooming and scanning, have been already identified as local accesses [11,36,37].
Different soft-cache strategies have been already proposed in the literature, for explo-
ring natural images [77], under the hypothesis of an underlying static navigation model,
i.e., the user always visits the same regions in the image. Later, Li and Zheng [69] proposed
an extended version of the previous work at including non-stationary patterns through a
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LRU replacement policy when locally navigating. In this work, an optimal cache strategy
was used upon a time dependent probability distribution. The model could then directly
code both the stationary and non-stationary components. Given that the cache solution
is directly related to the probability values, it results of paramount importance to have
a good model that captures the dynamics of the specific task, which corresponds in this
case to navigation of pathological images. In the specific case of virtual microscopy, these
strategies could hardly afford the complex requirements of an expert exploring a patholo-
gical image. In particular, it is nearly impossible to determine beforehand which regions
the expert would visit in the case of the static cache, and for doing so it should be needed
to construct a probability distribution function (pdf) using either previous navigations
-which obviously leads us to thousands and thousands of navigations- or explicit image
information. In the case of the non-stationary cache policy, the drawback comes from the
LRU foundation itself since this strategy supposes that the more important object within
the cache is the one more recently visited, that is to say, that the underlying hypothesis
is that any user will revisit certain image regions, a statement which is hardly tenable in
virtual microscopy since experts use a minimal number of regions with maximal informa-
tion [32,35]. On the contrary, our model is totally adapted to the specific task of exploring
this VS and thereby is adaptable to different navigation circumstances.
In general, every pathologist follows a standard methodology with two coarse phases:
first examination is carried out at the lower magnification in order to locate relevant infor-
mation in terms of a spatial organization of the histological sample while the second and
further examination is conducted for analysis of the slide contents [85]. Several studies
have identified two complementary patterns for microscopical exploration: zoom-in and
scanning (panning) operations [11,36,37]. Krupinsky has demonstrated [35], using an eye
tracking system, that pathologists highly coincide on the regions they visit when naviga-
ting virtual slides. Although this information could be used for constructing a probability
map associated to the VS, by storing the history of visits, this strategy results limited in
clinical environments in which microscopical slides are explored by a reduced number of
pathologists. In the present work this frequentist approach is rather substituted by a dyna-
mical probabilistic model that captures most of the navigation patterns an expert follows.
The proposed model is based on two intermingled phases of the navigation: scanning and
interpretation. Both phases are closely related to the Information-processing theory which
provides elements for current interpretations of visual search data in pathology [11, 35].
This theory establishes two main processes: firstly, a global impression of image content
-such as symmetry, color, and gray scale content- is constructed by exploration. Then, the
collected information is compared with information contained in the long-term memory
that forms the viewer’s cognitive schema (or expectations) about what information actua-
lly is, in the pathologic image. In low resolution medical images, such as radiology, the
global impression is constructed by the Human Visual System (HVS) through saccadic
and fixation movements [35]. These mechanisms are nevertheless insufficient to construct
a general view of the VS because of the limitation for displaying such VS in conventional
devices, and moreover, limitations of the HVS for capturing information in high resolution
images [86]. In these terms, additional interactions are essential in order to locate relevant
areas and construct the global impression. The model herein developed copes with the-
se issues through a simplification of the navigation task, an expert is either scanning or
looking for information of some interest or interpreting, which in terms of the navigation
corresponds to the periods in which the expert has located information and is zooming-in
or demanding a better quality representation.
Our results illustrate many of these issues. It can be inferred from figure 4.3 that
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effectively the use of a LRU policy results in acceleration of the pathologists navigations
up to 30%. Also, from the same figure, our task oriented model provides a better perfo-
mance, resulting in additional acceleration values of about a 10%. These results confirm
the previously formuled hypothesis about the utility of a task oriented model and recall
the importance of a proper undestanding of the exploration process in virtual micros-
copy [32, 40]. Likewise, as observed in table 4.3, the method gain remains systematically
higher when comparing with the LRU, in despite of the fact that for certain navigation
patterns, highly deviated of our priors, the obtained gain is not so high. It should be
strengthen out that these patterns were observed in one pathologist who did not exploit
adequately the GUI potentialities. These results lead us to conclude that this oriented
task model may speed up actual navigations in virtual microscopy [32]. On the other
hand, the sensibility analysis (table 4.3) of the α parameter shows that both phases, scan-
ning and interpretation, are the basic patterns of an actual exploration. An optimal cache
hit performance is reached in the present investigation when α is set to 0,8, indicating the
importance of simultaneously taking into account both navigation phases. As expected,
the proposed method provides different levels of performance for different subjects and
navigation phases (see table 4.3), however, its benefit remains higher at any test. This mo-
del was evaluated by tracking different patterns in very different experimental conditions,
namely four pathologists performing fourty navigations in ten Virtual slides, stained with
two different dyes. Yet it is frequent in psycophysic studies the use of virtual slides stained
by a single method, we used VS with two different colorations, demonstrating comparable
results for each and indicating that the entire strategy is highly adaptable to the particular
pathologist’s navigation and therefore it results to be much more general.
Some recent works have found that it is possible to automatically determine RoIs
[40, 79] so that a probabilistic map can be associated to the image. This kind of maps
could be included as a prior knowledge in the probabilistic strategy herein presented and
the initial conditions for the model could be drawn from these maps. This would accelerate
the performance of the complete strategy, but then it would be necessary a preprocessing
phase. In addition, observation paths should follow optimal sampling strategies [87] which
improve the diagnosis times, that is to say, a minimal number of RoIs would drive the
navigation. In that scenario, a pathologist would achieve a diagnosis spending a minimal
time, so the pathologist workflow could be highly improved, basically because it would be
possible to prefetch the whole examination path at the very navigation beginning and little
additional information would be needed. However, observation paths are dependent on the
image contents, on the pathologist’s experience and the image quality, and therefore highly
variable. These probability maps should then change along the navigation, depending
on the expert needs. The advantage with the model proposed here is that it relatively
independent of these variable factors and constructs a future diagnostic path using basic
information of the mouse velocity and history of the navigation. It is worthy to point
out here that our model was designed to cope with both phases, showing a consistent
improvement during the entire navigation, when comparing with a baseline cache strategy.
These predictions could be included into the whole strategy by using smart sampling
procedures [87].
There are several avenues for future research in this direction, namely, integration of
more complex interaction patterns using machine learning, characterization of navigation
patterns with larger sets of experts and finally, acceleration of the image navigation by
prefetching the useful image information during periods in which the expert is analyzing
information [82]. Another research direction is the integration of automatically generated
probability maps [79, 80] that would help to find, at any navigation time, the relevant
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information to be displayed so that maximum interaction can be reached with a minimal
time.
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Cap´ıtulo 5
Microscop´ıo Virtual:
Prototipo
En los cap´ıtulos anteriores se realizo´ una descripcio´n detallada de los sistemas de mi-
croscop´ıa virtual, se presentaron sus procesos de construccio´n: digitalizacio´n de la imagen,
post-procesamiento, compresio´n, transmisio´n por la red y visualizacio´n de la placa por el
experto; en este capitulo se formula de manera detallada, una aplicacio´n tipo prototipo de
esta clase de sistemas. Este prototipo esta´ implementado sobre una arquitectura cliente-
servidor que permite la visualizacio´n interactiva y la navegacio´n de ima´genes de patolog´ıa.
Inicialmente, la aplicacio´n que aca´ se describe provera´ la infraestructura necesaria pa-
ra que los usuarios expertos, tengan un software amable que se adecue a sus necesidades
de exploracio´n de ima´genes, como trabajo futuro, se busca implementar cursos virtuales
de microscop´ıa y sistemas adecuados para diagno´stico.
5.1. Metodolog´ıa de Desarrollo
El requerimiento principal del proyecto es desarrollar un software que permita la
exploracio´n de ima´genes de patolog´ıa sobre una arquitectura cliente-servidor. Para la im-
plementacio´n del prototipo se utilizo´ la metodolog´ıa de prototipos evolutivos en la cual
se realiza un proceso iterativo de requisitos, ana´lisis, disen˜o, implementacio´n y pruebas.
En cada iteracio´n se incorporaron caracter´ısticas funcionales y de interfaz de usuario has-
ta llegar al prototipo funcional final. En la figura 5.1 se muestra el lado del cliente del
microscop´ıo.
5.2. Requerimientos del Software
La libreria libJasper (Adams and Kossentini), es una implementacio´n del esta´ndar
J2K para uso general. Para la implementacio´n de este sistema se utilizo´ la esta libreria en
su versio´n 1.7 con algunas modificaciones. Herramientas particulares como codificacio´n de
mega-ima´genes, extracciones de diferentes VdIs no se encuentan disponibles, sin embargo,
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Figura 5.1: Interfaz gra´fica de usuario sistema de microscop´ıa virtual proto-
tipo.
en [29], fueron desarrolladas e implementadas estas caracter´ısticas, as´ı que la libreria
modificada de [29] fue utilizada y la extraccio´n y decodificacio´n individual de paquetes fue
implementada. Un ı´ndice para cada imagen fue construido, este ı´ndice contiene informacio´n
de las dimensiones de la imagen, nu´mero de componentes, taman˜o de la baldoza; tambie´n
almacena para´metros de codificacio´n tales como nu´mero de niveles de descomposicio´n,
nu´mero de capas de calidad. Finalmente informacio´n de cada paquete referente a taman˜o,
precinto, resolucio´n, capa de calidad y componente de color es incluida. El protocolo JPIP,
fue implementado en la versio´n 1.6 de java, bajo la interfaz de desarrollo Netbeans.
5.3. Descripcio´n del Prototipo
Interfaz gra´fica de usuario (IGU) La IGU fue´ desarrollada en Java usando NetBeans
IDE 6.5 RC2. La IGU fue disen˜ada para facilitar la visualizacio´n de las ima´genes a los
pato´logos, y lo que busca es seguir la rutina de exploracio´n de los expertos [88]. Para
iniciar, el experto debe seleccionar la imagen que desea explorar de una base de datos de
ima´genes que se encuentran en el servidor (Ver figura 5.2). Una vez seleccionada la imagen
el pato´logo puede comenzar la navegacio´n.
Este disen˜o explota la importancia de la imagen en baja magnificacio´n para explora-
cio´n y alta magnificacio´n para examinar en con ma´s detalle como ayuda al diagno´stico.
Esta interfaz, por lo tanto siempre tiene visible una versio´n de la imagen en baja resolucio´n,
la cual sirve como mapa orientador, es decir, le permite al pato´logo ubicar espacialmente
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Figura 5.2: Seleccio´n de la imagen que el pato´logo desea explorar.
la porcio´n de imagen que se encuentra explorando, esta ventana se encuentra ubicada en el
panel izquierdo de la interfaz, mientras que en el lado derecho esta´ la ventana de navega-
cio´n, en la cual se visualiza la VdI, que es solicitada por el usuario. Un panel ubicado en la
parte media izquierda de la interfaz, se encuentra dispuesto, para definir la resolucio´n en
la cual el experto desea visualizar la imagen. Todo los algoritmos fueron escritos en Java y
el sistema se corrio´ bajo la plataforma Unix Ubuntu en un procesador intel centrino core
2 Duo de 2.4 GHz con 4 GB en RAM.
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Cap´ıtulo 6
Conclusiones y Perspectivas
El aporte principal de esta tesis es la introduccio´n de una nueva estrategia cache´ con
el fin de acelerar la navegacio´n en los sistemas de MV. El me´todo completo se basa
en una estrategia de localizacio´n o´ptima de paquetes en el espacio cache´ y un modelo
probabil´ıstico de la navegacio´n de los pato´logos en la exploracio´n de placas virtuales.
La estrategia de localizacio´n resulta en la minimizacio´n de los tiempos de navegacio´n
en una arqitectura cliente-servidor. El modelo de navegacio´n de los pato´logos se soporta
en dos hechos principales: El pato´logo se mueve localmente cuando realiza exploracio´n
espacial de la placa y un cambio en la magnificacio´n indica que el pato´logo requiere ma´s
informacio´n de la regio´n indicada. Finalmente una simple estrategia de actualizacio´n de
la probabilidades de las diferentes porciones de la imagen de ser exploradas, permite a la
estrategia adaptarse a los patrones de navegacio´n globales y no estacionarios, tal como se
observa en las navegaciones en un microscop´ıo virtual.
La microscop´ıa virtual comienza con la construccio´n de placas virtuales, un proceso
complejo que puede ser dividido en tres pasos complementarios: ensamble, almacenamien-
to y acceso eficiente [4]. El ensamble permite la reconstruccio´n de una placa virtual (una
imagen digital en alta resolucio´n de placas de vidrio de histolog´ıa) que pueda ser explo-
rada usando dispositivos de visualizacio´n digitales convencionales como un computador
personal [83]. El proceso de almacenamiento debe mejorar algunos inconvenientes genera-
dos por la adquisicio´n de ima´genes en alta resolucio´n, tales como el manejo de espacio en
disco y las limitaciones para su visulaizacio´n el ser [83], usando una representacio´n de los
datos que permita acceso eficiente a la informacio´n de la placa a diferentes magnificaciones
y escalas, diferentes ventanas de intere´s [29]. Finalmente, el objetivo final consiste en el
disen˜o de visualizadores adaptados a los datos virtuales que permita a los pato´logos una
navegacio´n eficiente [29]. Recientes investigaciones [82] han demostrado que la navegacio´n
puede ser ma´s fluida usando estrategias adpatativas tales como cache´ y prefetching [29].
Una estrategia cache´ simple puede mejorar en un 30% el tiempo de procesamiento en un
sistema de microscop´ıa virtual [29]. El e´xito de esta clase de estrategias depende de la ca-
pacidad del sistema de predecir el paso de navegacio´n del usuario [82], y de la arquitectura
computacional usada para la exploracio´n [29,32,76].
Una exploracio´n de una placa virtual microsco´pica llevada a cabo por un pato´logo
experto es llevada a cabo en una arquitectura cliente-servidor [32,83,84]. Esta estructura
de red permite acceso remoto a grandes ima´genes, almacenadas usando diferentes forma-
tos [2,32,71,76]. La estrategia propuesta en esta tesis fue´ implementada usando ima´genes
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almacenadas en J2K [29] debido a que este formato permite alta flexibilidad y granularidad
a la hora de acceder a la informacio´n de la imagen. A diferencia de las ima´genes y textos
convencionales, para los cuales las fuentes computacionales, los anchos de banda dispo-
nibles y las capacidades de almacenamiento son suficientes, en MV estos factores limitan
estos sistemas debido a los altos requerimientos de esta clase de ima´genes [4]. As´ı, resulta
fundamental para cada aplicacio´n el desarrollo de estrategias que manipulen los datos de
la imagen de acuerdo a la arquitectura espec´ıfica de exploracio´n. La aproximacio´n cla´sica
a este problema es el disen˜o de una pol´ıtica cache´. En el trabajo realizado en esta tesis se
disen˜o´ una estrategia cache´ teniendo en cuenta que el almacenamiento de la imagen estu-
viera en un formato granular y que la estrategia, como lo es la navegacio´n en MV tuviera
un acceso “soft”, es decir, que se permita acceder a pociones de intere´s de la imagen sin
necesidad de traer la imagen completa desde el servidor o desde el cache´ [11,36,37].
Diferentes estrategias soft-cache´ para exploracio´n de ima´genes naturales han sido pro-
puestas en la literatura, bajo la hipo´tesis de un modelo de navegacio´n esta´tico, es decir,
donde el usuario siempre visitara´ la misma regio´n de la imagen [77]. Despue´s, Li and
Zheng [69] propusieron una versio´n extendida del trabajo previo e incluyeron patrones no
estacionarios a trave´s de una pol´ıtica de reemplazo LRU para navegaciones locales. En el
trabajo presentado en esta tesis, una estrategia cache´ o´ptima fue´ usada bajo una distribu-
cio´n de probabilidad que depende del tiempo. El modelo puede codificar los componentes
estacionarios y no estacionarios. Dado que esta estrategia cache´ esta directamente relacio-
nada a los valores de la probabilidad, es de suma importancia tener un buen modelo que
capture la dina´mica de la tarea espec´ıfica de exploracio´n de placas virtuales de patolog´ıa.
En el caso de los microscopios virtuales estas estrategias deben adaptarse a los requeri-
mientos de los pato´logos. En general, es casi imposible determinar con anticipacio´n las
regiones que el experto visitara´ con el uso de cache´ esta´tico, sin embargo para hacerlo, es
necesario construir una funcio´n de distribucio´n de probabilidad (pdf) usando navegaciones
anteriores -con lo cual obviamente necesita de miles y miles de navegaciones- o informacio´n
expl´ıcita de la imagen. En el caso de una pol´ıtica cache´ no estacionaria, como el LRU que
supone que los objetos ma´s importantes son aquellos que han sido visitados recientemente,
es decir bajo la hipo´tesis que el usuario revisitara´ ciertas regiones de la imagen, un hecho
que es poco comu´n en navegaciones de expertos ya que ellos visitan el mı´nimo nu´mero de
regiones con ma´xima informacio´n [32, 35]. Por el contrario, el modelo propuesto fue´ to-
talmente adaptado a la tarea de exploracio´n de placas virtuales de patolog´ıa, y puede ser
adaptable a diferentes tipos de navegacio´n.
En general, los pato´logos siguen una metodolog´ıa esta´ndar para exploracio´n de placas:
primero la examinacio´n se lleva a cabo a baja magnificacio´n para localizar informacio´n
relevante en te´rminos de la organizacio´n espacial de las muestras de histolog´ıa; despue´s
se realiza el ana´lisis del contenido de la placa [85]. Varios estudios han identificado dos
patrones complementarios en exploracio´n microsco´pica: patro´n de escane´o y cambio de
magnificacio´n [11,36,37]. En este trabajo, se disen˜o´ un modelo de probabilidad dina´mico
que captura la mayoria de los patrones de navegacio´n que realiza el experto. El modelo se
basa en dos fases de la navegacio´n que se complementan: escane´o y cambio de magnifica-
cio´n. Ambas fases estan relacionadas con la teoria de procesamiento de informacio´n para la
interpretacio´n de bu´squeda visual de datos en patolog´ıa [11,35]. Esta teoria establece dos
procesos principales: primero, una impresio´n global del contenido de la imagen -tal como
simetr´ıa, color, etc- construida para la exploracio´n. Entonces, la informacio´n recolectada
es comparada con la informacio´n en la memoria, que forma el esquema cognitivo del obser-
vador he indica que clase de informacio´n esta actualmente en la imagen de patolog´ıa [35].
Sin embargo, la visualizacio´n las ima´genes me´dicas en baja resolucio´n no es suficiente [86],
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e interacciones adicionales son esenciales en localizacio´n de a´reas relevantes y diagno´stico.
El modelo desarrollado en esta tesis intenta seguir a trave´s de una simplificacio´n de la
tarea de navegacio´n los periodos de escane´o y cambios de magnificacio´n realizados por el
experto.
Como se muestra en el capitulo 4 el uso de estrategias cache´ aceleran el proceso
de navegacio´n en sistemas de microscop´ıa virtual y que el me´todo propuesto mejora el
desempen˜o de pol´ıticas tradicionales (LRU) en alrededor de un 10%. Estos resultados
confirman la utilidad de modelos orientados a la tarea y recalca la importancia de entender
el proceso de exploracio´n de placas virtuales en sistemas de microscop´ıa virtual [32,40].
Algunos trabajos recientes han encontrado que es posible determinar automa´ticamen-
te regiones de intere´s [40, 79] que el mapa de probabilidad puede asociar a la imagen.
Esta clase de mapas pueden ser incluidos como conocimiento a priori en la estrategia de
probabilidad presentada en esta tesis y las condiciones iniciales del modelo pueden ser
establecidas usando estos mapas. Esto deber´ıa acelerar el desempen˜o de la estrategia com-
pleta, pero ser´ıa necesaria una fase de pre-procesamiento. Otras perspectivas para futuras
investigaciones pueden ser: Integracio´n de patrones de interaccio´n ma´s complejos usando
machine learning, caracterizacio´n de los patrones de navegacio´n teniendo en cuenta mayor
nu´mero de navegaciones de expertos y finalmente aceleracio´n del proceso de navegacio´n
con el uso de estrategias de prefetching en la cual, se precarga informacio´n u´til para el
usuario mientras el experto se encuentra analizando la informacio´n [82].
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