We introduce fusion bialgebras and their duals and systematically study their Fourier analysis. As an application, we discover new efficient analytic obstructions on the unitary categorification of fusion rings. We prove the Hausdorff-Young inequality, uncertainty principles for fusion bialgebras and their duals. We show that the Schur product property, Young's inequality and the sum-set estimate hold for fusion bialgebras, but not always on their duals. If the fusion ring is the Grothendieck ring of a unitary fusion category, then these inequalities hold on the duals. Therefore, these inequalities are analytic obstructions of categorification. We classify simple integral fusion rings of Frobenius type up to rank 8 and global dimension 989. By applying the Schur product property on the dual, we can eliminate 15 out of all 17 non-group-like ones in the classification. In general, these inequalities are obstructions to subfactorize fusion bialgebras.
Introduction
Fusion rings were introduced by Lusztig [21] as based rings and studied in category theory by Etingof and M. Khovanov [6] and Ostrik [25] . A fusion ring [5] is a unital based ring of finite rank. In 2005, Etingof, Nikshych and Ostrik [7] studied fusion categories, and the Grothendieck ring of a fusion category is a fusion ring. It is natural to ask whether a fusion ring can be categorified, namely it is the Grothendieck ring of a fusion category. Ocneanu claimed that there are only finitely many fusion categories whose Grothendieck ring is a given fusion ring, see [5] for a proof. Ostrik classified the categorifiable fusion rings with pivotal structure for rank 2 and 3 in [24, 26] . He also conjecture that only finitely many fusion ring of a given rank are categorifiable in [24] .
In 1999, Jones introduce subfactor planar algebras as an axiomatization of the standard invariant of a subfactors in [15] . Planar algebras and fusion categories have close connections. They are various ways to construct one from the other. The Grothendieck ring of a unitary fusion category can be realized as the 2-box space of a subfactor planar algebra using the quantum double construction, such that the ring multiplication is implemented by the convolution of 2-boxes [22, 18] . Recently, Jiang together with the first author and the third author [12, 13, 19] proved numbers of inequalities in Fourier analysis for the subfactor planar algebras. The inequalities from Fourier analysis automatically hold for the Grothendieck rings of unitary fusion categories as explained in [18] . Moreover, the Fourier dual of a subfactor is still a subfactor. So these inequalities also hold on the dual of the Grothendieck ring, namely its representations. Are the inequalities true for fusion rings and their duals? If not, then they are obstructions for unitary categorification of fusion rings.
In this paper, we introduce a fusion bialgebra as an axiomatization of a fusion ring and its dual over the complex field. We show that the N − N bimodules maps of a finite-index irreducible subfactor N ⊆ M is a fusion bialgebra. If a fusion bialgebra arises in this way, then we say it is subfactorizable. Inspired by the Fourier duality of subfactors, one may expect that the dual of a fusion bialgebra is also a fusion bialgebra, which is certainly true if it is subfactorizable. However, this is not true in general. The Schur product property, proved for subfactors in [10] , holds on the fusion bialgebras, but not on the dual. It turns out to be a powerful obstruction of unitary categorification of fusion rings.
Furthermore, we systematically study Fourier analysis on fusion bialgebras. We show that the Hausdorff-Young inequalities, uncertainty principles hold for fusion bialgebras and their duals; Young's inequalities and the sum-set estimate hold for fusion bialgebras, but not necessarily on their duals. In fact, for the dual of a fusion bialgebra, Young's inequality implies Schur product property, and Schur product property implies the sum-set estimate. Therefore, Young's inequality is also an obstruction to unitary categorify a fusion ring or to subfactorize a fusion bialgebra, and the sum-set estimate is a potential obstruction. It is worth mentioning that the Schur product property (or Young's inequality) holds on arbitrary n-box space of the Temperley-Lieb-Jones planar algebra iff it is a subfactor planar algebras, namely the circle parameter is the square root of the Jones index [14] .
We give a classification of simple integral fusion rings of Frobenius type with the following bounds of global dimensions. rank ≤ 5 6 7 8 9 10 all gdim < 71550 27300 2160 990 504 180 132 First, given a global dimension, we classify all possible types (the dimensions of "simple objects"). Secondly, we classify the fusion matrices for a given type. We derive several inequalities from Fourier analysis on fusion rings which bound the fusion coefficients using the dimensions. These inequalities are efficient in the second step of the classification. For some types, it costs only 5 seconds after using these inequalities by a personal computer, but about 50 hours before. We end up with 21 simple integral fusion rings in the classification and 4 of them are from representations of finite groups. We prove that 15 out of the rest 17 cannot be unitary categorified by showing the Schur product property does not hold on the dual. In practice, we reformulate Schur product property in terms of irreducible representations of the fusion ring/bialgebra, especially in terms of the character table for the commutative case. The 15 examples cannot be ruled out by other known methods. We ask the question that whether the remaining two fusion rings have unitary categorifications.
We also classify three dimensional fusion bialgebras. For the self-dual case, we observe that about 30% of over 10000 samples do not have the Schur product property on the dual. So they cannot be subfactorized. In summary, Fourier analysis on subfactors provides efficient analytic obstructions of unitary categorification or of subfactorization.
The rest of the paper is organized as follows. In Section 2, we introduce fusion bialgebras and their duals, and investigate the properties of fusion bialgebras. In Section 3, we study Schur product property for the duals of fusion bialgebras. In Section 4, we prove the Hausdorff-Young inequalites and uncertainty principles for fusion bialgebras and their duals.
In Section 5, we prove Young's inequality for fusion bigalgebras and study this property for the duals. In Section 6, we partially characterize the extremizers of the inequalities proved in previous sections. In Section 7, we derive some useful inequalities on fusion rings, and efficiently apply them in the classification of integral simple fusion rings. Moreover, we show that Schur product property is a strong obstruction on the unitary categorification of fusion rings, including the ones of high ranks. 
Fusion Bialgebras
In this section, we introduce fusion bialgebras which capture fusion algebras of fusion rings over C and their duals, namely representations. The definition of fusion bialgebras is motivated by a connection between subfactor planar algebras and unitary fusion categories based on the quantum double construction. Its algebraic aspects have been discussed in [18] . In this paper, we investigate its analytic aspects and study Fourier analysis on fusion bialgebras.
The fusion bialgebra has a second multiplication and involution # on the fusion algebra. Several basic results on fusion rings, see for example [5] , can be generalized to fusion bialgebras. Many examples of fusion bialgebras come from subfactor theory, and we say that they can be subfactorized. It is natural to ask whether a fusion bialgebra can be subfactorized. The question for the two dimensional case is equivalent to the classification of the Jones index. If a fusion ring has a unitary categorification, then the corresponding fusion bialgebra has a subfactorization. We introduce analytic obstructions of subfactorization from Fourier analysis on subfactors, so they are also obstructions of unitary categorification. We discuss their applications in §7.
2.1.
Definitions. Let N = {0, 1, 2, . . .} be the set of all natural numbers. Let R ≥0 be the set of non-negative real numbers. Definition 2.1. Let B be a unital *-algebra over the complex field C. We say B has a R ≥0 -basis
(2) there exists an involution * on {1, 2, . . . , m} such that x * k := x k * and N 1 j,k = δ j,k * . We write the identity 1 B as 1 for short, if there is no confusion. When N s j,k ∈ N, B gives a fusion ring, and B is called a fusion algebra. The *-algebra B with a R ≥0 -basis B can be considered as a fusion algebra over the field C.
Then τ (x j x k ) = N 1 j,k = δ j,k * and τ (xy) = τ (yx) for any x, y ∈ B. Moreover
Note that x k * x j * = (x j x k ) * . We obtain Frobenius reciprocity (2) N s j,k = N s * k * ,j * = N k j * ,s . Therefore τ is a faithful tracial state on the *-algebra B. Following the Gelfand-Naimark-Segal construction, we obtain a Hilbert space H = L 2 (B, τ ) with the inner product
x, y = τ (y * x), and a unital *-representation π of the * -algebra B on H.
Moreover B forms an orthonormal basis of H. On this basis, we obtain a representation π B : B → M m (C). In particular, π B (x j ) k,s = N s j,k . We denote the matrix π B (x j ) by L j . Then
Recall the Perron-Frobenius theorem for matrices: Theorem 2.4 (Perron-Frobenius Theorem, see for example [7] Theorem 8.1). Let A be a square matrix with nonnegative entries. 
Proof. The right multiplication of x j on the orthonormal basis B defines a matrix R j . Then R = m j=1 R j has strictly positive entries. Let v = m j=1 λ j x j be the simple positive eigenvector of the right action R. By Theorem 2.4, we can normalize v, such that λ 1 = 1 and λ j > 0. As L j v is also a positive eigenvector, we have that
Note that m j=1 d(x j )x j is an eigenvector for L k by the equation above, we see that λ k = d(x k ) for any 1 ≤ k ≤ m.
Note that L * j = L j * , we have d(x j ) = d(x j * ), and d(x j ) 2 = d(x j )d(x j * ) ≥ 1. Finally, we see that d(x j ) ≥ 1.
Definition 2.6 (An alternative C * -algebra A). We define an abelian C * -algebra A with the basis B, a multiplication and an involution #, Proof. Note that {d(x j )x j } are orthogonal minimal projections of A. By Proposition 2.5, d(x j ) ≥ 1, so d is faithful on A.
Definition 2.8. For any 1 ≤ t ≤ ∞, the t-norms on A and B are defined as follows: 
Both d and τ are faithful, so F is a bijection.
Proposition 2.11 (Plancherel's formula). The Fourier transform F : A → B is a unitary transformation:
Proof. We only have to check the equation for the basis B. For any 1 ≤ j, k ≤ m, we have
. Then the proposition is true.
Under the Fourier transform, the multiplication on B induces the convolution on A. We denote the convolution of x, y ∈ A by x * y := F −1 (F(x)F(y)).
The C * -algebras A and B share the same vector spaces, but have different multiplications, convolutions and measures.
We axiomatize the Quintuple (A, B, F, d, τ ) as a fusion bialgebra in the following definition. To distinguish the multiplications and convolutions on A and B, we keep the notations as above.
Definition 2.12 (Fusion bialgebras). Suppose A and B are two finite dimensional C *algebras with faithful traces d and τ respectively, A is commutative, and F : A → B is a unitary transformation preserving 2-norms. We call the quintuple (A, B, F, d, τ ) a fusion bialgebra, if the following conditions hold:
(1) Schur Product: For operators x, y ≥ 0 in A, x * y := F −1 (F(x)F(y)) ≥ 0 in A. Furthermore, if F −1 (1) is a minimal projection and d(F −1 (1)) = 1, then we call the fusion bialgebra canonical.
Remark 2.13. One can reformulate the definition of fusion bialgebras using the quintuple (A, * , J, d, τ ).
Remark 2.14. We show that subfactors provide fruitful fusion bialgebras in §2.2. One can compare the three conditions in Definition 2.12 with the corresponding concepts in subfactor theory.
Proposition 2.15 (Gauge transformation). Given a fusion bialgebra (A, B, F, d, τ ), and
is also a fusion bialgebra. Therefore, any fusion bialgebra is equivalent to a canonical one up to a gauge transformation.
Proof. It follows from the definition of the fusion bialgebra in Definition 2.12.
Moreover, B is invariant under the gauge transformation. Conversely, any C * -algebra B with a R ≥0 -basis B can be extended to a canonical fusion bialgebra in this way.
Proof. By the above arguments, if a C * -algebra B has a R ≥0 -basis B = {x 1 = 1, x 2 , . . . , x m }, then we obtain a canonical fusion bialgebra (A, B, F, d, τ ).
On the other hand, suppose (A, B, F, d, τ ) is a fusion bialgebra. Let P j , 1 ≤ j ≤ m, be the minimal projections of A, and F −1 (1) = δ B P 1 , for some δ B > 0. The modular conjugation J is a *-isomorphism, so J(P j ) = P j * , for some 1 ≤ j * ≤ m. Then F(P j ) = F(P j * ) * and J(P 1 ) = (P 1 ). Moreover, d(P j ) = d(P # j P j ) = τ (F(P j ) * F(P j )) = τ (F(P j * ) * F(P j * )) = d(P j * ) .
By the Schur Product property,
for someÑ s j,k ∈ R ≥0 . Since the functional d is faithful, d(P j ) > 0. Taking the inner product with P 1 on both sides of Equation (3), we have that
In particular,Ñ 1 1,1 = δ −1 B . Take
. Then
Therefore, {x j } 1≤j≤m forms a R ≥0 -basis of B. Moreover, it is the unique R ≥0 -basis of B such that F −1 (x j ) are positive multiples of minimal projections in A. Furthermore, applying the gauge transformation, we obtain a canonical fusion bialge-
. In this fusion bialgebra, the minimal projections in A are still P j , 1 ≤ j ≤ m. Their convolution becomes
The corresponding x j becomes
Therefore, the R ≥0 -basis B is invariant under the gauge transformation. Proof. We have
This completes the proof of the proposition.
Examples.
Example 2.21. When the basis B forms a group under the multiplication of B, the C *algebra B is the group algebra, H is its left regular representation Hilbert space, and τ is the normalized trace. On the other side, the C * -algebra A is L ∞ (B) and d is the unnormalized Haar measure. Theorem 2.23. Suppose N ⊂ M is a finite-index subfactor and P • is its planar algebra. If P 2,+ is abelian, then (P 2,+ , P 2,− , F s , tr 2,+ , tr 2,− ) is a fusion bialgebra, and µ is the Jones index. Moreover, we obtain a canonical one (P 2,+ , P 2,− , F, d, τ ), such that d = µtr 2,+ is the unnormalized trace of P 2,+ , τ = tr 2,− is the normalized trace of P 2,− , and F = µ 1/2 F s = δF s , where F s : P 2,+ → P 2,− is the string Fourier transform.
Proof. Let P j , j = 1, 2, . . . , m be the minimal projections of P 2,+ and P 1 be the Jones projection. Let T r be the unnormalized trace of P 2,+ , namely T r(P 1 ) = 1. Take
where P j is the contragradient of P j . Then
Definition 2.24 (Subfactorization). We call (P 2,+ , P 2,− , F s , tr 2,+ , tr 2,− ) the fusion bialgebra of the subfactor N ⊂ M. We say a fusion bialgebra (A, B) can be subfactorized, if it comes from a subfactor N ⊂ M in this way. We call N ⊂ M a subfactorization of the fusion bialgebra.
Using the well-known quantum double construction, we have the following result:
If a fusion ring is the Grothendieck ring of a unitary fusion category C , then the fusion bialgebra associated to the fusion ring can be subfactorized.
Proof. This follows from the construction for modular tensor category in [18] which apply to unitary fusion categories as well. The multiplication and convolution is computed in Propositions 4.1 and 4.2 in [18] up to a slightly different normalization.
2.3.
Classifications. In this section, we classify fusion bialgebras up to dimension three. By the gauge transformation, it is enough to classify canonical fusion bialgebras, which reduces to classify the R ≥0 -basis of C * -algebra by Theorem 2.16. We refer the readers to [1, 2, 3, 11, 27] for known examples of three dimensional fusion bialgebras from subfactors planar algebras.
Proposition 2.26 (Rank-Two Classification). Two dimensional canonical fusion bialgebras are classified by the global dimension µ ≥ 2. Moreover, they can be subfactorized iff µ is a Jones index.
Proof. If {x 1 , x 2 } is a R ≥0 -basis, then x * 2 = x 2 . By Proposition 2.5, d 2 := d(x 2 ) ≥ 1, and
So µ ≥ 2. Conversely, when µ ≥ 2, we obtain a R ≥0 -basis in this way. Furthermore, when µ is a Jones index, the canonical fusion bialgebra can be subfactorized by the Temperley-Lieb-Jones subfactors with index µ.
In the case x * 2 = x 2 , three dimensional canonical fusion bialgebras are classified by three parameters d 2 , d 3 , a, such that
Moreover,
Proof. Take parameters a, b, such that
Then a, b ≥ 0. Computing d on both sides, we have that a + b = 1. So a ≤ 1. By Equation (1), N 3 2,2 = N 2 2,3 . Hence
by computing d on both sides. Similarly N 2 3,3 = N 3 2,3 , and
As the coefficients are non-negative, we have that d 2 2 − 1 − ad 2 3 ≥ 0 and d 2 3 − 1 − bd 2 2 ≥ 0. Conversely, with the above parameters, the multiplication is associative and (x j x k ) * = x * k x * j by a direct computation. Therefore, we obtain the classification.
Proposition 2.28 (Rank-Three Classification, type II). In the case x * 2 = x 3 , three dimensional canonical fusion bialgebras are classified by one parameter µ ≥ 3. Moreover,
Proof. As x * 2 = x 3 , we have that
for some λ ≥ 0. Computing d on both sides, we have that λ = d 2 2 − 1 2d 2 . By Equation (1),
. So
by computing d on both sides. Similarly N 3 3,3 = N 2 2,3 , and
The coefficients are non-negative. Conversely, with the above parameters, the multiplication is associative and (x j x k ) * = x * k x * j by a direct computation. Therefore, we obtain the classification.
The one-parameter family of three dimensional canonical fusion bialgebras in the above classification can be realized as the 2-box spaces of a one-parameter family of planar algebras constructed in [11] . For each d 2 ≥ 1, there are a complex-conjugate pair of planar algebras to realize the fusion bialgebra as the 2-box spaces. So such a realization may not be unique. Moreover, these planar algebras are from subfactors iff µ = cot 2 ( π 2N +2 ) for some N ∈ Z + . Inspired by this observation, we conjecture that: Conjecture 2.29. In the case II, the one-parameter family of three dimensional fusion bialgebras can be subfactorized iff µ = cot 2 ( π 2N +2 ). Definition 2.32 (Contragredient). For any x ∈ A, we define its contragredient as
For any y ∈ B, we define its contragredient as y :=F F(y) .
Consequently, the contragredient maps on A and B are anti- * -isomorphisms.
Proof. The statements follow from the fact that
When B is commutative, it is natural to ask whether the dual (B, A, F −1 , τ, d) is also a fusion bialgebra. We need to check the three conditions in Definition 2.12. The conditions (2) and (3) always hold on the dual, but condition (1) may not hold. Proof. Note that the map J B is anti-linear and 
Proof. Since the gauge transformation only changes the global scaler, without loss of generality, we assume that (A, B, F, d, τ ) is a canonical fusion bialgebra. Then (1) and Proposition 2.5,
We have
2.5. Self Duality. In this subsection, we will give the definition of the self-dual fusion bialgebra and study the S-matrix associated to it. 
is a fusion bialgebra and they are isomorphic. Furthermore, it is called
The maps Φ A , Φ B implementing the self-duality may not be unique, even for finite abelian groups. Proof. Both F and Φ B are unitary transformations, so the composition is a unitary on L 2 (B, τ ). Recall that B is an orthonormal basis of L 2 (B, τ ), we have S is a unitary matrix.
Proof. For a self-dual canonical fusion bialgebra, we have that
By Propositions 2.33 and 2.39, the fusion bialgebra is symmetrically self
Remark 2.41. For the group case, S is a bicharacter, see [20] for the discussion on self-duality and symmetrically self-duality.
This completes the proof of the theorem.
Schur Product Property
In this section, we will study Schur product property for the dual of a fusion bialgebra.
We say B has the Schur product property, if x * B y ≥ 0, for any x, y ≥ 0 in B. 
This completes the proof of the proposition. Proof. It follows from the definition of self-dual fusion bialgebras.
We define a linear map ∆ :
Then ∆ is a * -preserving map. We say ∆ is positive if ∆(x) > 0 for any x > 0. Proof. Note that for any
Proof. By the Schur product property on A,
Note that F(J(x) * x) = |F(x)| 2 ≥ 0, and any positive operator in B is of such form. Therefore, by Proposition 2.11 and Equation (4),
iff the Schur product property holds on B.
The Schur product property may not hold on the dual, even for a 3-dimensional fusion bialgebra. We give a counterexample. For this reason, Young's inequality do not hold on the dual as well, see §5 for further discussions. As a preparation, we first construct the minimal projections in B. 
where λ 2 , λ 3 are the solutions of
. Furthermore,
The coefficient of x j is 0, for 1 ≤ j ≤ 3. So
Take
Solving the linear system, we have that
2 . Therefore, λ 2 , λ 3 are the solutions of 
By Proposition 3.7, the Schur product property does not hold in general. Numerically, one can take d 2 = 1000, d 3 = 500, a = 0.750001, then d((F −1 (ν 2 Q 2 )) 3 ) < 0.
Hausdorff-Young Inequality and Uncertainty Principles
In this section, we will recall some inequalities for general von Neumann algebras first and then we will prove the Hausdorff-Young inequalities and uncertainty principles for fusion bialgebras. (2) for p = ∞, xy 1 ≤ x ∞ y 1 if and only if the spectral projection of |x| corresponding to x ∞ contains the projection R(y) as subprojection, where R(y) is the range projection of y. [17] ). Let M, N be finite von Neumann algebras with normal faithful states τ 1 , τ 2 . Suppose T : M → N is a linear map.
4.1.
Hausdorff-Young Inequality.
Proposition 4.4. Let (A, B, F, d, τ ) be a fusion bialgebra. Then
This proves the first equation.
For the second equation, we let
Hence F(x) ∞,A ≤ x 1,B . This completes the proof of the proposition. Figure 1 . The relationship between two norms. We divide the first quadrant into three regions R T , R F , R T F . Recall that µ = m j=1 d(x j ) 2 is the global dimension of B. Let K be a function on [0, 1] 2 given by
as illustrated in Figure 1 .
Theorem 4.6. Let (A, B, F, d, τ ) be a fusion bialgebra and x ∈ B Then for any 1 ≤ p, q ≤ ∞, we have
Proof. It follows from the proof in [19] . We leave the details to the readers.
Uncertainty
Principles. We will prove the Donoho-Stark uncertainty principle, Hirschman-Beckner uncertainty principle and Rényi entropic uncertainty principle for fusion bialgebras. For any x ∈ A, we let R(x) be the range projection of x and S(x) = d(R(x)).
For any x ∈ B, S(x) = τ (R(x)). for any 0 = x ∈ B, we have S(x)S( F(x)) ≥ 1;
Proof. The second inequality is the reformualtion of the first one. We only have to prove the first one. In fact, 
We assume that x = 0. Let f (p) = log F(x) p,B − log x q,A , where p ≥ 2 and 1/p + 1/q = 1. Note that d dp
.
We obtain that
By Proposition 2.11, we have that f (2) = 0. By Theorem 4.5, we have f (p) ≤ 0 for p ≥ 2. Hence f (2) ≤ 0 and
Remark 4.10. Let (A, B, F, d, τ ) be a fusion bialgebra. The Hirschman-Beckner uncertainty principle is also true for x ∈ B with respect to the Fourier transform F. Let (A, B, F, d, τ ) be a fusion bialgebra. Then for any 0 = x ∈ A, we have S(F(x))S(x) ≥ 1.
Proof. By using the inequality log S(x) ≥ H(|x| 2 ), we see that the corollary is true.
For any x ∈ A or B and t ∈ (0, 1) ∪ (1, ∞), the Rényi entropy H t (x) is defined by
Then H t (x) are decreasing function with respect to t for x ∞,A ≤ 1 and x ∞,B ≤ 1 respectively.
Theorem 4.12 (Rényi entropic uncertainty principles). Let (A, B, F, d, τ ) be a fusion bialgebra, 1 ≤ t, s ≤ ∞. Then for any x ∈ A with x 2,A = 1, we have
Proof. It follows from Theorem 4.6.
Young's Inequality
In this section, we study Young's inequality for the dual of fusion bialgebra and the connections between Young's inequality and Schur product property. Proof. For any x = m j=1 λ j F −1 (x j ) and y = m j=1 λ j F −1 (x j ), we have
Question 5.2. Is the following Young's inequality for the dual (B, A, F, τ, d) true
x ∈ B, we actually have that Inequality (6) is true. Hence
Proof. Let x = m j=1 λ j x j with λ j ≥ 0 and y = m j=1 λ j x j . Then x ∞,B = m j=1 λ j d(x j ) and Proof. For any x, y ∈ B, we have that x * B y = (ι ⊗ τ )(∆(x)(1 ⊗ y)). Then
This completes the proof.
Proposition 5.6. Let (A, B, F, d, τ ) be a fusion bialgebra. Then for any x, y ∈ A, we have
x * y 1,A = x 1,A y 1,A .
Proof. Suppose x = m j=1 λ j F −1 (x j ) and y = m j=1 λ j F −1 (x j ). Then (2) ⇒ (1): (2) implies that x * B y 1,B = τ (x * B y) for x, y > 0. However this implies that x * B y > 0, i.e. the Schur product property holds. Proof. We have
This completes the proof of the proposition. Let (A, B, F, d, τ ) be a fusion bialgebra. Then for any x, y ∈ A, we have R(x * y) ≤ R(R(x) * R(y)).
In particular, R(x * y) = R(R(x) * R(y)) if x > 0, y > 0.
Proof. It follows from the Schur product property. Proof by Etingof [4] . Assume that F −1 (x) > 0, F −1 (y) > 0 and x is multiplicity free, i.e. x = j∈J x j , where J is some subset of basis elements. For a basis element x k , let m j (x k ) be the multiplicity of x k in x j y. Then the multiplicity of x j in x k y * is also m j (x k ). Thus
Let us sum this over x k which occur in xy, multiplying by d(x k ). We get
The equality j∈J d(x j ) 2 = x k ∈xy d(x k ) 2 is equivalent to the equality j∈J m j (x k )x j = x k y * for any x k occurring in xy. This means that J is invariant under multiplication by yy * and then taking constituents. Let M (x) be the subgroup in a Z + -module over B spanned by the basis elements occurring in x and R y the subring of A generated by the basis elements occurring in yy * . Then the equality j∈J d(x j ) 2 =
x k ∈xy d(x k ) 2 is equivalent to the condition that M (x) is an R y -submodule. Proof. By Proposition 5.12 and 5.7, the proof is similar to the one of Theorem 5.19.
Bi-shifts of Fusion Subalgebras
In this section, we give the definition of bi-shifts of fusion subalgebras and prove partially that there are the extremizers of the inequalities proved in the previous sections. . Let (A, B, F, d, τ ) be a fusion bialgebra. We say x ∈ A is a biprojection if x is projection and F(x) is a multiple of a projection in B. Proposition 6.3. Let (A, B, F, d, τ ) be a fusion bialgebra and P a biprojection. Then there is a fusion subalgebra A 0 such that the range of P is A 0 .
Proof. We write F(P ) = m j=1 λ j x j . By the fact that P is a projection and F(P ) is a multiple of a projection, we obtain that λ j = 0 or λ j = d(x j ),and
Solving the Equation (8), we obtain that
and
. . , m}. Then F(P ) = j∈I A 0 d(x j )x j . By Equations (9), we have that
Let
By Equation (9) and (10), we have that the involution * is invariant on I A 0 and
i.e. N k s,j = 0 for any k / ∈ I A 0 . Therefore x j x k = s∈I A 0 N s j,k x s for any j, k ∈ I A 0 , i.e. F(A 0 ) is a * -algebra and (A 0 , F(A 0 ), F, d, τ ) is a fusion bialgebra. 
Hence y j = x m j for some 1 ≤ m j ≤ m and M s j,k = N ms m j ,m k for 1 ≤ j, k, s ≤ m . Let P = m j=1 d(y j )F −1 (y j ). Then F(P ) 2 = µ A 0 F(P ), F(P ) * = F(P ).
Then P is a biprojection. Theorem 6.5. Let (A, B, F, d, τ ) be a fusion bialgebra. Then there is a bijection between the set of fusion subalgebras and the set of biprojections.
Proof. It follows from Proposition 6.3 and 6.4. Definition 6.6 (Left and right shifts). Let (A, B, F, d, τ ) be a fusion bialgebra and B a biprojection. A projection P ∈ B is a shift of R (F(B) ) if τ (P ) = τ (R (F(B) )) and P * B R(F(B)) = τ (R (F(B) Let (A, B, F, d, τ ) be a fusion bialgebra and B a biprojection. Then (1) R (F(B) ) is a shift of R (F(B) ), B is a left (right) shift of B;
(2) J B (P ) is a shift of R(F(B)) when P is a shift of R(F(B)); Proof. By Proposition 5.16, we have
Then we obtain that
Hence the inequalities above are equalities, i.e. R(x) = B h , R(F(x)) = B g . Definition 6.10. Let (A, B, F, d, τ ) be a fusion bialgebra. An element x ∈ B is said to be extremal if
Definition 6.11. Let (A, B, F, d, τ ) be a fusion bialgebra. An element x ∈ A is a bi-partial isometry if x and F(x) are multiples of partial isometries. An element x ∈ A is an extremal bi-partial isometry if x is a bi-partial isometry and x, F(x) are extremal.
Theorem 6.12. Let (A, B, F, d, τ ) be a fusion bialgebra. Then the following statements are equivalent:
x is an extremal bi-partial isometry.
Proof. The arguments are similar to the one of Theorem 6.4 in [12] , since only the Hausdorff-Young inequality is involved. Proposition 6.13. Let (A, B, F, d, τ ) be a fusion bialgebra and w an extremal bi-partial isometry. Suppose that w is a projection. Thenw is a right shift of a biprojection.
Proof. Let w = j∈J d(x j )F −1 (x j ). Then (11) w ∞,A = 1,
By the assumption, we have
Let P = F(w)F(w) * . Then P is a multiple of a projection in B and (13)
We will show that F −1 (P ) is a multiple of partial isometry. By Corollary 4.2, we have to (13) and Proposition 4.1
i.e. F −1 (P ) 2 2,A = F −1 (P ) ∞,A F −1 (P ) 1,A and F −1 (P ) is a multiple of a partial isometry. By Schur product property, we have that F −1 (P ) > 0 and F −1 (P ) is a multiple of a projection. Hence
and j∈J d(x j ) 2 −1 F −1 (P ) is a biprojection By Equation (14), we have
Hence w is a right shift of R(F −1 (P )). Corollary 6.14. Let (A, B, F, d, τ ) be a fusion bialgebra. Then a left shift of a biprojection is a right shift of a biprojection.
Proof. It follows from Lemma 6.7 and Proposition 6.13. Question 6.15. Are the minimizers of the Donoho-Stark uncertainty principle bishifts of biprojections? Theorem 6.16 . Let (A, B, F, d, τ ) be a fusion bialgebra. Suppose that the dual has Young's property. Then the minimizers of the Donoho-Stark uncertainty principle are bishifts of biprojections.
Proof. The proof is similar to the proof of Proposition 6.13. We leave the details to the reader. Theorem 6.17 (Exact inverse sum set theorem). Let (A, B, F, d, τ ) be a fusion bialgebra and P, Q projections in A. Then the following are equivalent: (1) S(P * Q) = S(P );
(2) 1 S(Q) P * Q is a projection;
(3) there is a biprojection B such that Q ≤ B h and P = R(x * B) for some x = 0 in A, where B h is a right shift of B.
Proof.
(1) ⇒ (2) By Theorem 5.19, we have that S(P * Q) ≥ S(P ). By the assumption and the proof of Theorem 5.19, we have
By Proposition 4.1, we have that P * Q = λR(P * Q) and λS(P * Q) 1/2 = P * Q 2,A = S(P ) 1/2 S(Q).
Therefore λ = S(Q) and 1 S(Q) P * Q is a projection. Hence R(P 1 * J(Q)) ≤ P . But by Theorem 5.19, we have d(R(P 1 * J(Q))) = S(P 1 * J(Q)) ≥ S(P 1 ) = S(P ).
Then 1 S(J(Q)) P 1 * J(Q) = R(P 1 * J(Q)) = P.
Expanding the expression, we have 1 S(Q) 2 P * Q * J(Q) = P.
Note that F(Q) ∞,B ≤ Q 1,A = S(Q). Let and
Then by Proposition 5.16, we have Q ≤ Q 1 . Hence S(P * Q) = S(P ).
Remark 6.18. Let (A, B, F, d, τ ) be a fusion bialgebra. If the dual has Schur product property, the results in Theorem 6.17 are true for projections in B.
Following the proofs in [13] , one can obtain the following theorems: 
x is a bishift of a biprojection.
Applications and Conclusions
In this section, we show that Schur product property is an analtytic obstruction for the unitary categorification of fusion rings. Furthermore, the Schur product property is very efficient to rule out the fusion rings of high ranks. The inequalities for the fusion coefficients (Proposition 7.1) in the next subsection are essential for finding new fusion rings more efficiently.
7.1. Schur Product Property Reformulated. In this subsection, we obtain inequalities for fusion rings from the inequalities proved in previous sections and reformulate Schur product property. Proposition 7.1. Let A be a fusion ring. Then
Proof. Let (A, B, F, d, τ ) be the fusion bialgebra arising from the fusion ring A. By Theorem 5.11, we have for any 1/r + 1 = 1/p + 1/q,
If r < ∞, then we obtain that
If r = ∞, then we have
In Equation (18), let r = 2, p = 1, q = 2, we have m =1 N j,k 2 ≤ d(x j ) 2 ; let r = 2, p = 1,
This proves (1) . In Equation (19), let p = t and q = t t−1 for any t ≥ 1. Then
This shows (2) is true. Let p = q = 2 in Equation (19), we have N j,k ≤ d(x ). By Equation (1), we have
This indicate that (4) is true. By Theorem 5.11 again, we have
Assume that the fusion ring A is commutative, then for all i, x i x i * = x i * x i , so that the fusion matrices M i are normal (so diagonalizable) and commuting, so they are simultaneously diagonalizable, i.e. there is an invertible matrix P such that P −1 M i P = diag(λ i,1 , . . . , λ i,r ), so that the maps π j : M i → λ i,j completely characterize the irreducible complex representations π j of A C . We can assume that π 1 = d, so that λ i,1 = d(x i ) = M i . 
Proof. Immediate from Proposition 7.3, because here the irreducible representations are one-dimensional, so that there we have v * s π s (M i )v s = v s 2 π s (M i ).
Note that Corollary 7.5 provides a new combinatorial property for the character table of a finite group (or a unitary fusion category with a commutative Grothendieck ring).
In order to test the efficienty of Schur's criterion, we wrote a code computing the character table of a commutative fusion ring and checking whether Schur's product property holds using Corollary 7.5. The next two subsections presents the first results.
Fusion Algebras of Rank 3.
Ostrik [26] already classified in the pivotal fusion category of rank 3. In this section we would like to show how efficient is Schur product property in this case. Recall [26, Proposition 3.1] that a fusion ring A of rank 3 and basis {x 1 = 1, x 2 , x 3 } satisfies either x * 2 = x 3 and then is CC 3 , or x * i = x i and then is of the following form (extended to fusion algebras):
with m, n, p, q ∈ R ≥0 and m 2 + n 2 = 1 + mq + np (given by associativity). Note that x 3 x 2 = x 2 x 3 by Frobenius reciprocity, so that the fusion algebra is commutative. We can assume (up to equivalence) that m ≤ n, and then n > 0 (because if n = 0 then m = 0 and the above associativity relation becomes 0 = 1, contradiction), so that p = (m 2 + n 2 − 1 − mq)/n; and it is a fusion ring if and only if in addition m, n, p, q ∈ Z ≥0 and n divides (m 2 − 1 − mq).
Recall [26, Section 4.5 ] that it admits a pivotal categorification if and only if (m, n, q) = (0, 1, 0), (0, 1, 1), (0, 1, 2), (1, 1, 1) , and there is a unitary model for all of them. Let M i be the fusion matrix of x i , written below (with p = (m 2 + n 2 − 1 − mr)/n): 
The matrix M i is self-adjoint thus its eigenvalues (and so the roots of χ i ) are real. By using [9, Theorem A.4], we can deduce the following character table:
It is nontrivial to characterize the set of all the triples (m, n, q) for which Schur's product property does not hold. Using the above character table together with Theorem 7.5 and computer assistance, for q, n, m ∈ Z, 0 ≤ q ≤ 30, 1 ≤ n ≤ 30 and 0 ≤ m ≤ n, there are exactly 542 fusion rings (resp. 14509 fusion bialgebras), and among them, 198 (resp. 4757) ones can be ruled out from unitary categorification (resp. subfactorization) by Schur's criterion. For q = 5, the set of (m, n) such that Schur's product property does not hold is (numerically) given by Figure 2 (where, for clarity, neither m ≤ n nor m 2 + n 2 − 1 − mq ≥ 0 is assumed). There are two areas, one (on the left) is finite, the other infinite; moreover, the projection of these two areas on the m-axis overlap around m = q. Each area corresponds to the application of Theorem 7.5 on one column. The form appears for all the samples of q we tried, so it is not hard to believe that it is the generic form, and in particular that Schur product property does not hold if q + 1 ≤ m ≤ n and n ≥ 2q + 2, with m, n, q ∈ R ≥0 (so that the corresponding fusion bialgebras admit no subfactorization); it should be provable using the above character table (we did not make the computation).
Note that Ostrik used [26, Theorem 2.21] to rule out fusion rings of rank 3, but his criterion is no more efficient for higher ranks, while Schur product property is still so (as we will see in Subsection 7.3). 
Fusion Rings of High
Let us call r its rank, i d(x i ) 2 its global dimension (or gdim(A)), and [d(x 1 ), d(x 2 ), . . . , d(x r )] its type, which will also be written by
where m i is the number of x j with d(x j ) = n i , i m i = r and n 1 < n 2 < · · · < n s .
Recall that the Grothendieck ring of Rep(G) is simple if and only if G is simple because the fusion subrings corresponds to the normal subgroups. Now a non-abelian simple group is perfect (i.e. [G, G] generates G), and there is also a way to characterize the perfect groups at the fusion ring level: Proposition 7.9. A finite group G is perfect if and only if the type of the Grothendieck ring of Rep(G) satisfies m 1 = 1 (i.e. every one-dimensional representation must be trivial).
Proof. Let G be a perfect group and let π be a one-dimensional representation of G. By assumption, every g ∈ G is a product of commutators, but π(G) is abelian (because π is one-dimensional), so that π(g) = π(1). It follows that π is trivial. Now assume that every one-dimensional representation is trivial, and consider the quotient map p : G → Z with Z = G/ [G, G] which is abelian. Then p induces a representation π of G with π(G) abelian, so that π is a direct sum of one-dimensional representations. It follows by assumption that Z = π(G) is trivial, which means that G is perfect. [5, 2] , [10, 2] , [11, 1] , [12, 2] ], one given by PSL (2, 11) , the remaining 14 are not given by a group, with 13 ruled out and one not. Let us write here the fusion matrices and character tables for the first fusion ring ruled out written above, and for the two which were not.
First the simple integral fusion ring of rank 7, gdim 210, type [ [1, 1] , [5, 3] , [6, 1] , [7, 2] ] and fusion matrices: It is possible to see why it was ruled out by Schur product property by observing this character table (in particular its last column) together with Corollary 7.5: Remark 7.11. Here we applied Corollary 7.5 by using three times the same block (i.e. irreducible representation, or column here), but it is not always possible. For example, the simple fusion ring of type [ [1, 1] , [5, 2] , [8, 2] , [9, 1] , [10, 1] ] (the one not given by A 6 ) required two blocks to be ruled out.
Next, the fusion matrices of the simple integral fusion ring of same type as above, for which Schur product property holds: Finally, the fusion matrices of the only simple integral fusion ring of rank 8, gdim 660, type [ [1, 1] , [5, 2] , [10, 2] , [11, 1] , [12, 2] ] which is not given by a group and on which Schur product property holds: , 0 0 0 0 1 0 0 0 0 0 1 1 0 1 1 1 0 1 0 1 0 1 1 1 0 1 1 1 1 2 2 2 1 0 0 1 3 1 2 2 0 1 1 2 1 2 2 2 0 1 1 2 2 2 2 2 0 1 1 2 2 2 2 2 , 0 0 0 0 0 1 0 0 0 0 0 1 1 1 1 1 0 0 0 1 1 1 1 1 0 1 1 1 2 2 2 2 0 1 1 2 1 2 2 2 1 1 1 2 2 2 2 2 0 1 1 2 2 2 3 2 0 1 1 2 2 2 2 3 , 0 0 0 0 0 0 1 0 0 1 0 1 1 1 1 1 0 0 1 1 1 1 1 1 0 1 1 2 2 2 2 2 0 1 1 2 2 2 2 2 0 1 1 2 2 2 3 2 1 1 1 2 2 3 2 3 0 1 1 2 2 2 3 3 , 0 0 0 0 0 0 0 1 0 1 0 1 1 1 1 1 0 0 1 1 1 1 1 1 0 1 1 2 2 2 2 2 0 1 1 2 2 2 2 2 0 1 1 2 2 2 2 3 0 1 1 2 2 2 3 3 1 1 1 2 2 3 3 2
Let us call F 660 the corresponding fusion ring. Its character The computer program uses several necessary conditions for a fusion ring to be simple (out of ZC p ) collected in [23] :
• gdim(A) not of the form p a q b or pqr , with p, q, r prime, • d(x 2 ) ≥ 3 (in particular, m 1 = 1, i.e. A is perfect). • s ≥ 3 (in particular rank r ≥ 3), • gcd(n 2 , . . . , n s ) = 1 (because we assumed Frobenius type). Now, all these necessary conditions together is not sufficient for having a simple fusion ring, so that the computer search provided also 80 new perfect non-simple fusion rings:
• 16 of rank 8, gdim 360, type [ [1, 1] , [3, 2] , [4, 1] , [5, 1] , [10, 3] ], • 26 of rank 8, gdim 660, type [ [1, 1] , [3, 2] , [4, 1] , [5, 1] , [10, 2] , [20, 1] ], • 24 of rank 8, gdim 960, type [ [1, 1] , [3, 2] , [4, 1] , [5, 1] , [10, 1] , [20, 2] ], • 7 of rank 9, gdim 360, type [ [1, 1] , [3, 2] , [4, 1] , [5, 4] , [15, 1] ], • 7 of rank 9, gdim 420, type [ [1, 1] , [3, 2] , [4, 1] , [5, 1] , [6, 2] , [12, 2] ].
Each of them is commutative and contains the Grothendieck ring of Rep(A 5 ) as a proper subring. None of them comes from a perfect group, 52 were ruled out by Schur product property and the existence of a unitary categorification is unknown for each of the remaining 28.
