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Abstract   This paper presents a five-phase taxonomy of procedures to support the 
design of complex engineering systems for uncertainty and flexibility. A review of 
major contributions was done to identify relevant procedures to support initial de-
sign generation, uncertainty recognition and modeling, concept generation and 
identification, design space exploration, and process management and representa-
tion. The taxonomy integrates contributions from surveys, articles, and books 
from the literature on engineering design, manufacturing, product development, 
and real options analysis obtained from professional e-index search engines. The 
organizing principles of the taxonomy were developed keeping in mind the in-
tended user: the engineering designer. The taxonomy aims to provide guidance to 
designers in selecting appropriate tools at relevant design stages for both industry 
application and engineering education. It also aims to provide a framework to 
identify and organize ongoing research activities in this emerging research area. 
1 Introduction 
This paper presents a five-phase taxonomy of procedures to support the design of 
complex systems for uncertainty and flexibility. The taxonomy is geared specifi-
cally for engineering systems, such as large-scale telecommunications, defense, 
energy, housing, and transportation systems. Such systems are characterized by a 
high degree of technical complexity, social intricacy, and elaborate processes ful-
filling important functions in society [1]. Dynamic socio-technical elements like 
markets, operational environment, regulations, and technology play a significant 
role in their success and/or failure [2]. Crucial decisions have to be made in early 
conceptual phases of the design, regarding strategic and long-term evolution. 
 
The taxonomy hopes to provide guidance to designers in choosing the relevant de-
sign procedures to support conceptual design activities both in industry and aca-
demia. It aims to organize the latest research contributions into a unified and co-
herent framework. It also aims at guiding future research developments. This is 
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done by building upon organizing principles from state-of-the-art design processes 
for uncertainty analysis and flexibility [3], as well taxonomies of design proce-
dures in engineering, manufacturing, and product development [4]. 
 
Flexibility in design enables a system to change in the face of uncertainty [5]. It is 
associated to the notion of real options, providing the “right, but not the obliga-
tion, to change a project (or system) in the face of uncertainty” [6]. Real options 
exist “on” a system, involving higher-level managerial decisions like abandoning, 
deferring until favorable market conditions, expanding/contracting/reducing ca-
pacity, deploying capacity over time, switching inputs/outputs, and/or mixing the 
above [6]. Real options “in” a system are technical engineering components ena-
bling options in deployment and operations [7]. Real options – also referred here 
as flexible design concepts – are characterized by a strategy (or type) and enabler 
in design (or mechanism) [8]. One example of a flexible engineering system is the 
HCSC building in Chicago [9]. In the 1990s during the economic uncertainty pre-
vailing in the real estate market, this skyscraper was carefully designed to accom-
modate 27 additional stories on top of an initial vertical development. The real op-
tion to expand capacity would be exercised when there would be a need for 
additional office space. A few years ago the company exercised this expansion op-
tion, with the second phase completed in 2011. 
2 Motivation 
The main motivation is that designing complex systems for uncertainty and flexi-
bility can improve lifecycle performance of complex systems significantly [3,10]. 
On the other hand, it is not an easy process to follow, and it is not widespread in 
industry and design education. It often requires guidance from industry lessons 
and recent research developments. For complex systems, it is not clear what un-
certainty sources to address, where to focus the design effort for flexibility, how 
much flexibility is worth, how much it costs, and how much flexibility is enough. 
 
There is a body of work providing the organizing principles for the proposed tax-
onomy. The structure of the taxonomy is inspired from the four-step process sug-
gested by de Neufville and Scholtes [3]. It includes, however, several procedures 
to support concept generation and identification not presented by these authors 
(e.g. DSM and decision-based procedures). The methodology presented by Cardin 
et al. [11] is lengthy, so fewer organizing principles would be favored. The taxon-
omy by Tomiyama et al. [4] provides valuable organizing principles, but does not 
account explicitly for procedures focusing on uncertainty and flexibility. The re-
views by Sethi and Sethi [12] focus mainly on manufacturing, and not complex 
engineering system as a whole. The survey by Saleh et al. [13] organizes the field 
of design for flexibility more thoroughly, but does not provide a clear account of 
existing procedures to support different phases of the design process. 
3 
3 Approach 
The approach for developing the taxonomy first required a review of major re-
search contributions to identify relevant procedures to support design for uncer-
tainty and flexibility. A thorough review of surveys, articles, and books from the 
literature on engineering design [4,13], manufacturing [12], and real options 
[3,6,14] was done. Keywords like “flexibility in engineering design” and “real op-
tions in engineering” – or different combinations of individual words – were used 
in e-index search engines like Scopus, Engineering Village 2, and IEEE Xplore. 
Second, the organizing principles of the taxonomy were developed keeping the in-
tended user in mind: the engineering designer. They emerged from a synthesis of 
an existing taxonomy of design procedures [4] and process for flexibility [3]. 
4 Taxonomy of Design Procedures 
The phases of the taxonomy in Fig. 1 are detailed below. They represent the phas-
es that designers should cover as they go through the design process for flexibility. 
 
 
Fig. 1 Overview of the proposed taxonomy of design procedures for flexibility 
4.1 Phase 1: Initial/Standard Design 
Designing complex systems for uncertainty and flexibility starts from an existing 
design configuration (referred here as baseline concept). It is difficult to design 
flexibility in a system from scratch. Many design variables and parameters need to 
be considered, leading to a large number of possible design configurations. This 
situation is exacerbated when a wide range of uncertainty scenarios are consid-
ered. Most likely, no design configuration will be optimal for all possible scenari-
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os [15]. In addition, there is a large number of decisions rule in the management of 
the system during operations, also adding to the complexity of the problem. 
User Guidance 
The aim of using the above procedures is to generate an initial design to work 
from. A procedure like Pahl and Beitz [16] provides a systematic way to create 
such design, relying on a step-by-step mechanism constructed from wide industry 
experience. TRIZ [17] provides principles based on a holistic review of successful 
product patents. 
 
Designers interested in analyzing their engineering system for flexibility may not 
find current procedures best suited for this purpose. One reason is that many pro-
cedures do not account explicitly for uncertainty and flexibility. For example, one 
of the early steps in Pahl and Beitz is to define and freeze design and functional 
requirements from the customer domain as early as possible [16]. The design is 
then optimized for deterministic projections of future operating market conditions, 
requirements and constraints, even though those are prone to change [2,3,10]. 
Such approach pre-empts early considerations of flexibility. 
4.2 Phase 2: Uncertainty Recognition 
The procedures in phase 2 help designers identify and model major uncertainty 
sources affecting lifecycle performance. The reader is directed to the taxonomy by 
de Weck and Eckert [18] for more details. The authors suggest formal and practi-
cal approaches to quantify, characterize, and model uncertainty for more rigorous 
design analysis, based on the work by Halpern [19]. Formal approaches include 
standard probability theory, statistics, and Bayesian theory. Part of this group is 
the Dempster-Shafer theory, relying on separate pieces of evidence to construct 
the probability of events [20,21]. Possibility theory also provides an alternative to 
standard probability theory based on fuzzy logic [22]. Practical procedures to 
model uncertainty include diffusion models – mostly based on stochastic simula-
tions – decision trees, and scenario planning [23]. 
User Guidance 
Formal approaches are most useful to elicit, characterize, and quantify uncertainty. 
Because of a natural tendency to be over optimistic and confident about the future 
[24], these tools help designers consider explicitly optimistic as well as pessimistic 
scenarios. When historical data (e.g. demand, price) is available, statistical tech-
niques are most useful, using for example regression to determine the mean 
growth rate and volatility of a stochastic process. It can be difficult, however, to 
determine the relevant data range for estimating parameters, the appropriate model 
to use (e.g. linear vs. polynomial), and appropriate stochastic models – e.g. geo-
metric Brownian motion (GBM) vs. mean reversion. Probability, Bayesian, and 
possibility theories are useful when knowledge is available about the underlying 
phenomenon for inferences (e.g. calculation of joint probability distributions, prior 
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probability updates of dam failure). When data is not readily available, designers 
may rely on expert knowledge to elicit probability distributions and scenarios, for 
instance using Dempster-Shafer or Delphi methods. Designers should be careful, 
however, not to bias questions when eliciting probability distributions and scenar-
ios [24].  
 
Practical approaches are most useful to represent stochastic processes over time. 
Although any approach can be used for continuous or discrete processes, diffusion 
models are better for continuous stochastic processes (e.g. market demand, price). 
Decision tree and scenario-planning methods are better suited for discrete events 
(e.g. government voting emission standards policy A vs. B). 
4.3 Phase 3: Concept Generation and Identification 
The procedures in this section provide guidance to determine where to focus the 
design effort for flexibility. Concept generation involves cognitive tasks to gener-
ate flexible strategies and design alternatives (i.e. flexible design concepts). These 
alternatives may be significantly different than the baseline design concepts gen-
erated in phase 1. Enabler identification is about identifying where to embed flex-
ibility in the mechanical design and managerial processes. This will enable man-
agers to exercise the flexibility strategies in future operations. 
4.3.1 Concept Generation 
Canonical Real Options Strategies 
The real options literature provides six canonical strategies to help designers gen-
erate flexible design concepts [6]. One strategy is to defer capital investment until 
favorable market conditions arise. Another strategy is to stage asset deployment 
strategically over time instead of deploying all capacity at once. Altering operating 
scale, by expanding or contracting output production capacity, is another strategy. 
Abandoning a project doomed to fail with the possibility of reselling assets at sal-
vage value is suggested. This value is often not accounted for in standard dis-
counted cash flow (DCF) and net present value (NPV) analyses [6]. Switching 
production output and/or input can also bring performance improvements. Another 
possibility is to invest in R&D, which gives the right but not the obligation to cap-
italize on future technology and additional cash flows if successful. 
<Mechanism, Type> Characterization 
Mikaelian et al. [8] suggest a systematic approach based on the <mechanism, 
type> characterization of real options in enterprises. This favors generation of 
flexibility within and outside typical enterprise “silos” (e.g. strategy, process, 
product, IT). A type is akin to one of the canonical real option strategies above 
(e.g. expand, switch). A mechanism is an action, decision, or entity enabling the 
real option (an enabler in design). The process is initiated by focusing on 
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uncertainty sources affecting performance, and suggesting real option types to 
deal with these uncertainties. From there, the real option types are mapped to 
mechanism patterns (e.g. modularity, redundancy, buffering, staging) enabling the 
real options. The explicit mapping of real option types to different mechanism pat-
terns stimulates flexibility generation. 
Explicit Training and Prompting 
Cardin [25] suggests a technique integrating a short lecture on the topic of flexibil-
ity with a structured prompting mechanism to guide teams of designers in creative 
concept generation. The lecture helps designers be more aware of the effects of 
uncertainty on lifecycle performance. It describes generic sources of uncertainty, 
and explains why flexibility can improve lifecycle performance if considered early 
on. It discusses strategies for crafting valuable flexible design concepts, and pro-
vides real-world examples from industry. The prompting procedure helps scaffold 
the thought process for flexibility, building upon the structure in Fig. 1. This 
mechanism is simple, and useful to stimulate creativity in early collaborative ac-
tivities [26]. Asking direct questions may trigger collective discussions more ef-
fectively than relying on industry guidelines and canonical strategies alone. 
User Guidance 
Canonical real option strategies provide useful checklists to generate flexible 
strategies and design concepts quickly. They do not provide, however, a systemat-
ic framework to determine the form this concept will take, depending on the sys-
tem at hand. The approach based on the <mechanism, type> characterization 
brings more structure to this analysis. On the other hand, the first two methods are 
not crafted for direct use in the collaborative design process. They do not provide 
explicit support to designers to identify major uncertainty sources first, before 
eliciting flexibility strategies. The explicit training and prompting procedure inte-
grates more systematically uncertainty thinking, real options strategies, and ena-
bling in design within a collaborative design process. It builds upon collaboration 
engineering techniques to minimize productivity loss and stimulate creativity [27]. 
It is not yet clear, however, how to best use the technique in the design process. It 
could be used at the beginning of conceptual design activities, or periodically until 
the detailed design phase, reminding designers to consider these important issues. 
4.3.2 Enabler Identification 
Design Structure Matrix 
The DSM (also called dependency structure matrix) introduced by Steward [28] 
can represent design tasks as a sequence of network interactions. A DSM is a 
square matrix where the rows and columns list all the relevant design and man-
agement components of a system [29]. The DSM encodes and represents graph-
ically an engineering system. Matrix entries represent how the design and man-
agement components are connected, and how the information flows from one 
another. The framework has been studied to support flexibility in design. Change 
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propagation analysis (CPA) and sensitivity DSM (sDSM) were developed to iden-
tify specific areas where to embed flexibility in complex systems design. 
Change Propagation Analysis 
CPA looks at change multipliers as potential areas to insert flexibility. These are 
design elements creating more change in other design variables then they absorb 
when a design or functional requirement is changed [30]. Making such variables 
more flexible reduces the amount of change created elsewhere in the design. CPA 
was applied enable flexibility in the car manufacturing process [30]. 
Sensitivity DSM 
The sDSM is similar conceptually to CPA. It looks at design variables that are 
most sensitive to changes in design and functional requirements as areas to insert 
flexibility [31]. sDSM provides a high-level view of the design representation, 
“zooming out” from details to focus on the important design elements where to in-
sert flexibility. The approach was applied for offshore oil platform design [31]. 
User Guidance 
One benefit of CPA and sDSM is to provide systematic algorithms to identify are-
as where to embed flexibility. They are also better for a detailed analysis of an en-
gineering system. On the downside, these methods are not as good for a quick 
first-pass analysis. This is because they require detailed data collection and expert 
interviews to build a DSM first, which can take a long time. Also, they require de-
fining a bound for the engineering system. This means that designers may miss 
“low-hanging fruit” opportunities for flexibility because their effort is focused on 
the established DSM boundary, rather than thinking “outside the design box”. 
4.4 Phase 4: Design Space Exploration 
After phase 3, designers explore the design space for the most valuable design 
configurations and management decision rules to operate the system (i.e. decide 
when it is appropriate to exercise flexibility). In the first subsection, procedures 
are described to evaluate quantitatively the lifecycle performance of each design 
concept. The real options literature stresses the importance of doing this to decide 
whether flexibility is worth the additional cost and design effort. In the second 
subsection, procedures are described to find the most valuable flexible design al-
ternatives. Given engineers often work with high-fidelity models taking a long 
time to run, there is a need for computationally efficient and systematic proce-
dures to explore the design space for flexibility [3]. 
4.4.1 Quantitative Concept Evaluation 
Evaluation procedures from the financial and real option literature [6,32] have 
been adapted for engineering design. This is because many techniques build upon 
economic assumptions not necessarily holding in an engineering context [7]. Pro-
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cedures build upon practical uncertainty modeling techniques like decision trees 
and simulation. They may rely on economic (e.g. NPV) and non-financial metrics 
(e.g. utility). They are used with optimization and design of experiments (DOE) 
techniques to rank order design alternatives efficiently and systematically. 
 
Decision Analysis 
A decision tree must be created to capture uncertainty scenarios and associated 
decisions over time. A folding back process based on dynamic programming (DP) 
is used to determine the best design decisions at each stage. Creating the tree is 
done from left to right. Analyzing the tree is done from right to left following the 
DP-based folding back process. The best payoff is taken at each decision point at 
time t1, and the expected payoffs for the flexible (E[Payoff]Flexible) and 
(E[Payoff]Inflexible) are calculated using the probability assignments. The expected 
value of flexibility consists of the difference between the two expected payoffs. 
Simulations 
Here the stochastic scenarios and decisions enabled by a particular design are 
modeled explicitly. For example, de Neufville and Scholtes [3] used Monte Carlo 
simulation to value the flexibility to expand the capacity of a n-level parking gar-
age design, if and only when demand exceeds capacity for two consecutive years. 
The starting point is typically a standard performance analysis (e.g. using NPV) of 
the baseline design concept (e.g. a fixed five or six-level design) using determinis-
tic projections (e.g. demand). Uncertainty is then incorporated explicitly via sto-
chastic simulations over the project lifetime. After this, flexibility is incorporated 
in the model, and valued using simple logical statements (e.g. IF, ELSE, etc.) to 
represent different decision rules (e.g. expand by one level if capacity exceeds 
demand for two consecutive years). For each scenario, the model computes a NPV 
outcome under the flexible design and decision rules incorporated in the model. 
The distributions for the fixed and flexible designs can be compared explicitly. 
Central (e.g. mean) and dispersion (e.g. standard deviation) measures can be com-
puted and compared between design alternatives to support decision-making for 
different risk profiles (e.g. risk-averse, risk-neutral, risk-seeking). 
User Guidance 
Decision analysis is useful as a quick first-pass analysis to go through explicitly 
the exercise of recognizing and representing different uncertainty scenarios, with 
possible performance outcomes. Given the relatively simple DP-based valuation 
mechanism, it is helpful to provide a quick assessment on the value of flexibility. 
The approach also provides much analytical freedom. Although better suited for 
discrete uncertainty sources, it can represent both discrete and continuous station-
ary and non-stationary stochastic processes. Different decisions can be used and 
evaluated at different stages, and many uncertainty sources can be considered at 
once. Decision analysis suffers, however, from the curse of dimensionality. The 
number of paths can explode quickly, making it difficult to go beyond two or three 
stages, even with a minimum of decision and chance outcomes.  
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Monte Carlo simulations provide more freedom in terms of uncertainty sources, 
decision rules, design variables, and parameters that can be modeled than decision 
and lattice analyses. It is most useful for a deeper valuation of flexible design con-
cepts. On the other hand, it can be more demanding computationally, especially 
when a high fidelity model of the system is used. The procedures described in the 
next section are designed to help alleviate this computational issue. 
4.4.2 Computationally Efficient Search 
These procedures provide efficient search algorithms to explore systematically the 
design space for the most valuable flexible design configurations. This space can 
be prohibitively large, and even be computationally intractable because so many 
alternatives and uncertainty sources exist [2]. 
Screening Models 
Screening models rely on optimization algorithms and DOE techniques to search 
the design space efficiently for interesting candidate designs. There are three types 
of screening models: bottom-up, simulators, and top-down [3]. Bottom-up screen-
ing models use a simplified version of a complex, detailed design model. Simula-
tors incorporate statistical techniques (e.g. response surface methodology) and/or 
fundamental principles to mimic the response of the detailed model. Top-down 
screening models use representations of major relationships between the parts of 
the system to understand possible system responses. Example applications in the 
context of flexibility include hydroelectric dam design in China [33], offshore oil 
platform design [34], maritime systems [35,36], and car manufacturing [37]. 
Catalogue of Flexible Operating Plans Procedure 
In some cases, it may not be possible or desirable to reduce model fidelity to ex-
plore the design space. Cardin [38] proposed an approach based on selecting a 
small set of representative scenarios of uncertainty. Each scenario is then associat-
ed with the best flexible design configuration for this scenario – called an operat-
ing plan – found using the adaptive One-Factor-at-A-Time method [39], thus cre-
ating a catalogue of flexible operating plans. This approach limits the number of 
optimizations and simulations to run using a high-fidelity model. It was applied to 
the analysis of flexible mining operations [15]. 
User Guidance 
All procedures above are useful to designers when it is not clear how to structure 
the search for the best flexible design configurations, and when computational ef-
ficiency is an issue. Screening models and the operating plans procedures are most 
useful when quantitative performance metrics are involved, whether financial (e.g. 
NPV) or non-financial (e.g. CO2 emission levels, service rate). Screening models 
are useful when the goal is to reduce model complexity. The modeling resolution 
loss is an obvious drawback, not guaranteeing an absolute optimal solution to be 
found. This may be an acceptable trade-off, however, when it is infeasible to 
screen the entire design space. The catalogue of flexible operating plan procedure 
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is useful when it is not possible or desirable to reduce model complexity. One dif-
ficulty, however, is to select a representative set of uncertainty scenarios. 
4.5 Phase 5: Process Management and Representation 
Managing the design process for flexibility can be difficult because the process 
involves many stakeholders at different hierarchical levels. A typical decision re-
quires inputs from decision-makers to determine what the system should accom-
plish, and for the ultimate go-no-go decisions. Inputs are needed from market-
ing/economists who are aware of market and other socio-economic considerations 
involving policy and regulation. Engineering designers need this information to 
craft better designs, and enable relevant flexibility strategies. They are also the 
ones most aware of technological capacity and uncertainty. Managers ultimately 
decide when it is appropriate to exercise the flexibilities, given operating condi-
tions and budgetary constraints. 
 
Procedures in phase 5 focus on these concerns, and are useful during all phases of 
the design process. They support collaborative interactions between designers, and 
represent an area widely opened for novel research contributions. Not much has 
been done to develop procedures to understand agency problems and asymmetries, 
support the design process from conceptual design to implementation, operations, 
and disposal, and to represent the process and/or engineering system. This section 
provides an overview of candidate procedures and research methodologies, sug-
gesting they could be adapted specifically for this purpose. 
Collaboration Engineering 
Collaboration engineering “studies ways of designing recurring collaboration pro-
cesses that can be transferred to groups that can be self-sustaining in these pro-
cesses using collaboration techniques and technology” [40]. It is motivated by the 
fact that collaboration may sometimes put barriers to creativity, resulting in 
productivity loss [41]. Evaluation apprehension (fear of being judged), free riding 
(letting others do the work), and production blocking (losing an idea because 
someone else is talking) are potential causes of productivity loss [42]. Group Sup-
port System (GSS) technology helps minimize productivity loss, and stimulates 
creativity [27,43]. GSS is defined as “socio-technical systems consisting of soft-
ware, hardware, meeting procedures, facilitation support, and a group of meeting 
participants engaged in intellectual collaborative work” [44]. GSS is useful to rec-
ord discussion data, structure the collaborative process, and structure moderation. 
Serious Gaming 
Serious gaming provides an interesting research platform to study the process and 
management of designing for uncertainty and flexibility. As explained by Ligtvoet 
and Herder [45], serious games are “experience-focused, experimental, rule-based, 
interactive environments where participants learn by taking actions and by experi-
encing their effects through feedback mechanisms that are deliberately built into 
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and around the game” [46]. Mostly used in business schools [47], these techniques 
can be useful in engineering to understand the cognitive dynamics of design deci-
sion-making, as well as agency and information asymmetries arising during the 
system lifecycle. Sterman’s beer game [48] was used to highlight the bullwhip ef-
fect in supply chain management. Lessons and issues in design for flexibility 
could be modeled and studied more systematically using such techniques. 
5 Discussion 
The proposed taxonomy provides benefits to industry practitioners and engineer-
ing educators along three dimensions. This section discusses first the benefits de-
rived from using the taxonomy as a systematic process to extract value from un-
certainty and improve lifecycle performance. Second, it provides an example 
application in a case study, showing how other authors have followed this process 
to assess lifecycle performance improvement in a real case. Third, the section dis-
cusses how the taxonomy can be used to organize ongoing research contributions. 
5.1 Extracting Value from Uncertainty 
The main assumption in this paper is that flexibility can improves expected lifecy-
cle performance of a complex system by extracting value from uncertainty. This is 
done by physically enabling a system to reduce the effects from downside condi-
tions – like buying insurance – and positioning the system to capture upside op-
portunities – like buying a call option on a stock. Improving both worst and best 
possible outcomes shifts the distribution of outcomes towards better overall value 
outcomes, with the net effect of improving the expected lifecycle performance. 
Nevertheless, it is not sufficient to desire flexibility in a system. One needs to ena-
ble it in the design concretely and manage it in operations. The procedures elicited 
in phases 1-4 help designers do this systematically in early conceptual analysis. 
Phase 5 provides procedures and techniques to help teams of designers interact to-
gether to select design concepts or recognize the different asymmetries between 
stakeholders that may reduce the value of flexibility in operations. 
5.2 Example Application 
The taxonomy in Fig. 1 can be used as a systematic process to design complex 
systems for uncertainty and flexibility. The following example illustrates the de-
sign thinking associated with each phase of the process. It also shows how a par-
ticular procedure can be selected in each phase based on the guidance provided 
above. The example is based upon the paper by de Weck et al. [49], who revisited 
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the Iridium case study to evaluate whether flexibility could have improved the sys-
tem lifecycle cost (LCC). Each analytical decision is re-casted in the logical ana-
lytical decisions made by the authors. 
 
In phase 1, the authors determined the baseline design concept for the LEO satel-
lite constellation based on standard industry practice, trying to match Iridium’s 
publicly available target communication capacity and LCC. Their analysis led to a 
baseline concept of fifty satellites along five circular polar orbits, altitude of 800 
km, and elevation angle of 5°. Communication capacity would be for 80,713 du-
plex channels. Assuming a 10-years lifecycle, 10% discount rate, 3 million users, 
and average monthly activity of 125 minute/month, the expected lifecycle cost of 
such architecture would be $2.01 billion, very close to the quoted development 
cost. In phase 2, the authors recognized market demand as the main uncertainty 
driver of LCC performance. Because demand is a continuous diffusion process, 
they used binomial lattice as modeling tool, assuming GBM. In phase 3, they re-
lied on canonical real option strategies to identify quickly a flexible staged de-
ployment strategy to deal with demand uncertainty. They recommended deploying 
additional capacity only when economic conditions are favorable, instead of rapid-
ly deploying the constellation as done by Iridium. To identify quickly the relevant 
design variables to enable this flexible strategy, they screened qualitatively each 
design variable. They determined that altitude and elevation angle were the design 
variables that could be adjusted to accommodate different staged deployment 
strategies. In essence, their strategy required the ability to add more satellites, and 
move them on-orbit to increase coverage capacity. This gave rise to a design radi-
cally different from the baseline concept optimized for fixed capacity in phase 1. 
This required a satellite constellation capable of changing orbital configuration. In 
phase 4, the authors explored the design tradespace using optimization for the best 
ways of staging and deploying the flexible engineering system under demand un-
certainty. Since a quantitative performance LCC metric was in-use, standard opti-
mizations techniques were favored over a utility-based framework. Each flexible 
design concept was evaluated using lattice analysis and optimizations enabled 
finding the best flexible design concept. It was found that the optimal design path 
would start with twenty-eight satellites over four orbital planes at 1,600 km alti-
tude and 5° elevation, converging towards a full three hundred and sixty-four sat-
ellite constellation over 14 orbital planes, 800 km altitude, and 35° elevation. In 
essence, the analysis led to a 1) a different design than originally planned, and 2) 
significant expected LCC improvement from $2.01 billion down to $1.46 billion. 
This showed that, on average, the new design would require less investment while 
providing the same level of communication capability. 
5.3 Guidance for Future Research 
The benefits and drawbacks identified in each phase provide guidance for future 
research. Phases 3 and 5 in particular provide a rich environment for novel re-
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search contributions. In phase 3, rigorous case-base or experimental comparisons 
could be made between existing procedures for concept generation and enabler 
identification. More research is needed to develop new procedures or adapt exist-
ing ones – see review in Shah et al. [50] – for flexible design concept generation. 
More work is required in phase 5 to understand the cognitive dynamics, agency 
problems, and issues of information asymmetries that render difficult the applica-
tion of flexibility principles in practice. An obvious drawback is that the proposed 
taxonomy may not be the only one possible. There are many ways to organize ex-
isting and future research contributions on uncertainty and flexibility. 
6 Conclusion 
This paper presented an organizing taxonomy of design procedures to support the 
design of complex systems for uncertainty and flexibility. Explicit considerations 
of uncertainty and flexibility can lead to radically different designs offering on av-
erage better lifecycle performance [3,14]. The taxonomy involves five phases: 1) 
initial/standard design, 2) uncertainty recognition, 3) concept generation and iden-
tification, 4) design space exploration, and 5) process management and representa-
tion. It is geared specifically for complex engineering systems, for example in the 
defense, energy, housing, telecommunications, and transportation industries. It 
gathers design procedures from the literature on engineering design, manufactur-
ing, product development, and real options analysis. The organizing principles are 
based on state-of-the-art processes to design for uncertainty and flexibility [3]. 
The suggested taxonomy addresses the need to organize recent developments in 
this emerging research area into a unified framework. It also provides an organiz-
ing framework to identify current and future research opportunities. 
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