Abstract: This paper introduces an approach to analyse transient overvoltages during capacitor banks switching based on artificial neural networks (ANN). Three learning algorithms, delta-bar-delta (DBD), extended delta-bar-delta (EDBD) and directed random search (DRS) were used to train the ANNs. The ANN training is based on equivalent parameters of the network and therefore, a trained ANN is applicable to every studied system. The developed ANN is trained with extensive simulated results and tested for typical cases. The new algorithms are presented and demonstrated for a partial 39-bus New England test system. The simulated results show the proposed technique can accurately estimate the peak values of switching overvoltages.
Introduction
The quality of electric power has been a constant topic of study, mainly because inherent problems to it can lead to great economic losses, especially in industrial processes. Among the various factors that affect power quality, those related to transients originating from capacitor bank (CB) switching must be highlighted. Electric power systems have predominantly inductive loads, so that the systems themselves must supply the reactive power consumed. The most practical and efficient way for the utility to supply the reactive power demanded is through the installation of capacitor bank (CBs) in the system. The installation of shunt CB brings benefits concerning the reduction of system charging and electrical losses, system capacity release, and also improvements in the power factor [1, 2] . Although various factors influence power quality, the work presented here focuses on transients originating from shunt capacitor bank switching in power systems.
The magnitude and shape of the switching overvoltages vary with the system parameters and network configuration. Even with the same system parameters and network configuration, the switching overvoltages are highly dependent on the characteristics of the circuit breaker operation and the pointon-wave where the switching operation takes place [3] [4] [5] [6] [7] [8] .
In this paper power system blockset (PSB), a MATLAB/Simulink-based simulation tool [9, 10] is used for computation of both switching and temporary overvoltages. This paper presents the artificial neural network (ANN) application for estimation of overvoltage peaks under switching transients during capacitor energization. A tool such as proposed in this paper that can give the maximum switching overvoltage will be helpful to the operator. It can be used as training tool for the operators. The proposed ANN is expected to learn many scenarios of operation. To give the maximum peak overvoltages in a shortest computational time which is the requirement during online operation of power systems.
In the proposed ANN we have considered the most important aspects, which influence the transient overvoltages such as voltage at capacitor bus before switching, equivalent resistance, equivalent inductance, equivalent capacitance, line length, switching angle, and capacitor capacity. This information will help the operator to select the proper condition of capacitor switching with transients appearing safe within the limits. Results of the studies are presented for a partial of 39-bus New England test system to illustrate the proposed approach.
Switching Overvoltages during Capacitor Banks Energization
The electrical components of the network are modeled using the MATLAB/Simulink environment [13, 14] . These models should be adapted for the desired frequency range (here the frequencies up to f =10f0 are considered to be sufficient). The generator is represented by an ideal voltage source behind the sub-transient inductance in series with the armature winding resistance that can be as accurate as the Park model [15] . Phase of voltage source is determined by the load flow results. Transmission lines are described by distributed line models. This model is accurate enough for frequency dependent parameters, because the positive sequence resistance and inductance are fairly constant up to approximately 1 kHz [16] which cover the frequency range of harmonic overvoltages phenomena. The circuit breaker is represented by an ideal switch. All of the loads and shunt devices, such as capacitors and reactors, are modeled as constant impedances. This paper concentrates on the estimation of switching overvoltages during capacitor energization. The CB switching provokes transient overvoltages that theoretically can reach peak phase-to-earth values in the order of 2-3 p.u. The sample system considered for explanation of the proposed methodology is a 400 kV EHV network shown in Fig. 1 . The normal peak value of any phase voltage is 400 2 3 kV and this value is taken as base for voltage p.u. In the system studies 400 kV line-to-line base voltage and 100 MVA as a base power is considered. Fig. 2 shows the switching transient at bus 2 when capacitor is energized.
In practical system a number of factors affect the overvoltages factors due to energization or reclosing. In this paper following parameters is considered:
• Voltage at capacitor bus before switching In proposed method, equivalent parameters of the network as well as other parameters are used as ANN inputs. Thus, ANN is trained just once for simple system of Fig. 1 and developed ANN is applicable to every studied system. For using developed ANN, just studied system must convert to Fig. 1 . Section 5 has more details about proposed method. Source voltage affects the overvoltage strongly. Fig. 3 shows the effect of source voltage on overvoltage at different equivalent resistance. Fig. 4 shows the effect of line length on overvoltages at different source voltage. Controlled switching of high-voltage ac circuit breakers has become a commonly accepted means of controlling switching transients in power systems [17] . Fig. 5 shows effect of switching angle on overvoltages at different equivalent capacitance. Fig. 6 shows the effect of shunt capacitor capacity on overvoltages at different equivalent inductance. The basic structure of the Artificial Neural Network (ANN) is shown in Fig. 7 . The ANN consists of three layers namely, the inputs layer, the hidden layer, and the output layer. Training a network consists of adjusting weights of the network using a different learning algorithm [19, 20] . In this work, ANNs are trained with the two supervised and one reinforcement learning algorithms. In this paper, the delta-bar-delta (DBD), the extended delta-bar-delta (EDBD) and the directed random search (DRS) were used to train the ANN [21] . To improve the performance of ANNs, tangent hyperbolic activation function was used. A learning algorithm gives the change ( ) jj w k Δ in the weight of a connection between neurons i and j. Error is calculated by the difference of PSB output and ANN output:
In the next section, these learning algorithms have been explained briefly.
3 The Artificial Neural Network Fig. 7 -The structure of artificial neural network.
Delta-bar-delta (DBD) algorithm
The DBD algorithm is a heuristic approach to improve the convergence speed of the weights in ANNs [22] . The weights are updated by
where ( ) k α is the learning coefficient and assigned to each connection, ( ) k δ is the gradient component of the weight change. ( ) k δ is employed to implement the heuristic for incrementing and decrementing the learning coefficients for each connection. The weighted average ( ) k δ is formed as
where θ is the convex weighting factor. The learning coefficient change is given as
where κ is the constant learning coefficient increment factor, and φ is the constant learning coefficient decrement factor.
Extended delta-bar-delta (EDBD) algorithm
The EDBD algorithm is an extension of the DBD and based on decreasing the training time for ANNs [23] . In this algorithm, the changes in weights are calculated from:
(
and the weights are then found as
In Eq. (5), ( ) k α and ( ) k μ are the learning and momentum coefficients, respectively. The learning coefficient change is given as
where α κ is the constant learning coefficient scale factor, 'exp' is the exponential function, α φ is the constant learning coefficient decrement factor, and α γ is the constant learning coefficient exponential factor. The momentum coefficient change is also written as
where μ κ is the constant momentum coefficient scale factor, μ φ is the constant momentum coefficient decrement factor, and μ γ is the constant momentum coefficient exponential factor. In order to take a step further to prevent wild jumps and oscillations in the weight space, ceilings are placed on the individual connection learning and momentum coefficients [23] .
Directed random search (DRS)
The directed random search is a reinforcement learning approach and used to calculate the weights of ANNs. This algorithm also tries to minimize the overall error [24] . Random steps are taken in the weights and a directed component is added to the random step to enable an impetus to pursue previously search directions. The DRS is based on four procedures as random step, reversal step, directed procedure and self-tuning variance. In the random step, a random value is added to each weight of network and the error is then evaluated for all training sets as ( 1) ( )
where best w is the best weight vector previous to iteration k and ( ) dw k is the delta weight vector at iteration k. Depending on the error evaluation, the weights are replaced with the new weights. If there is no improvement at the error in the random step, some random value is subtracted from the weight value during the reversal step, that is ( 1) ( )
In [24] , a directed procedure has been added to the random step to further improve with reversals. The new weights are obtained from:
( 1) ( ) ( ) best w k w dw k dp k
where ( ) dp k is the directed procedure and based on the history of success or failure of the random steps.
Case Study
In this section, the proposed algorithm is demonstrated for two case studies that are a portion of 39-bus New England test system, of which its parameters are listed in [25] . The simulations are undertaken on a single phase representation.
In the proposed method, first, studied system must convert to equivalent circuit of Fig. 1, i. e., values of equivalent resistance, equivalent inductance, and equivalent capacitance are calculated. These values are used in trained artificial neural network to estimate overvoltages peak. Fig. 8 shows a one-line diagram of a portion of 39-bus New England test system. First, equivalent circuit of this system, seen behind bus 16, is determined and values of equivalent resistance, equivalent inductance, and equivalent capacitance are calculated. In other words, this system is converted to equivalent system of Fig. 1 . In this case, equivalent parameters are 0.00385 p.u., 0.03129 p.u., and 2.0674 p.u., respectively. For testing trained ANN, values of voltage at capacitor bus (bus 19) before switching, switching angle, and capacitor capacity are varied and in each case, overvoltage peak values are calculated from trained ANN and system of Fig. 8 . Table 1 contains the some sample result of test data for Case 1. V = voltage at capacitor bus before switching, S.A. = switching angle, C = shunt capacitor capacity, V PSB = overvoltage peak calculated by PSB, V DBD = overvoltage peak calculated by BDB, V EDBD = overvoltage peak calculated by EBDB, V DRS = overvoltage peak calculated by DRS, and error V = voltage error.
Case 1

Case 2
As another example, the system in Fig. 9 is examined. After converting this system to equivalent circuit of Fig. 1 and calculating equivalent circuit parameters seen from bus 5, various cases of capacitor energization are taken into account and corresponding peak overvoltages are computed from PSB program and trained ANN. In this case, values of equivalent resistance, equivalent inductance, and equivalent capacitance are 0.00731 p.u., 0.02513 p.u., and 1.5724 p.u., respectively. Summery of few result are presented in Table 2 . It can be seen from the results that the ANNs are able to learn the pattern and give results to acceptable accuracy. 
Conclusion
This paper presents an ANN-based approach to estimate the peak overvoltages due to capacitor energization. The delta-bar-delta, extended deltabar-delta and directed random search has been adopted to train ANN. The proposed ANN approach is tested on a partial 39-bus New England test system. The results from this scheme are close to results from the conventional method and helpful in predicting the overvoltage of the other case studies within the range of training set.
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