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Visualizing operators of coupled spin systems
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The state of quantum systems, their energetics, and their time evolution is modeled by abstract
operators. How can one visualize such operators for coupled spin systems? A general approach is
presented which consists of several shapes representing linear combinations of spherical harmonics.
It is applicable to an arbitrary number of spins and can be interpreted as a generalization of Wigner
functions. The corresponding visualization transforms naturally under non-selective spin rotations as
well as spin permutations. Examples and applications are illustrated for the case of three spins 1/2.
PACS numbers: 03.65.Ca, 03.65.Aa, 33.25.+k, 02.20.Qs
I. INTRODUCTION
We present a technique to visualize operators acting
on coupled spin systems. Their high-dimensional struc-
ture is uniquely described by several shapes (cf. Fig. 1
below), which represent linear combinations of spherical
harmonics. Crucial features are directly observable and
transform naturally under non-selective spin rotations as
well as spin permutations. This provides a general ap-
proach to systematically analyze coupled spin systems
and their time evolution. We emphasize that our ap-
proach is generally applicable and that arbitrary opera-
tors on multi-spin systems can be visualized. Examples
applicable in research and education include density op-
erators which describe the state of a quantum-mechanical
system (e.g., spin systems or quantum bits from quantum
information processing), Hamilton operators which spec-
ify energy terms, and unitary transformations modeling
the time evolution.
Various approaches to visualize quantum systems are
known. A quantum-mechanical operator for a two-level
system (such as an isolated spin 1/2 particle in an ex-
ternal magnetic field) can always be mapped to a three-
dimensional (real) vector as shown in the seminal work
of Feynman et al. [1]. This vector can represent a Bloch
vector, a field vector, or a rotation vector related to ap-
plications ranging from magnetic resonance imaging [2, 3]
and spectroscopy [3] to quantum optics [4].
A multi-spin operator can be displayed as a bar chart of
the absolute value (or the real and imaginary parts) of its
individual matrix elements. This technique is commonly
used, e.g., to present experimental results of state tomog-
raphy of a quantum system [5]. Alternatively, energy-
level diagrams are used, e.g., in quantum optics and mag-
netic resonance spectroscopy. The corresponding popu-
lations can be represented by circles on energy levels,
and coherences can be depicted by lines between energy
levels [6]. Another visualization of a density operator is
based on the non-classical vector representation based on
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single-transition operators [3, 7, 8]. Moreover, graphical
shorthand notations for coupled-spin dynamics have been
proposed in [9]. All these approaches are cumbersome for
many spins, in particular if the density matrix has many
non-zero entries. Frequently, non-selective spin rotations
do not act naturally on these visualizations.
Our method surmounts these difficulties by relying on
a map between a multi-spin basis given by tensor op-
erators [10] (vide infra) and multiple sets of spherical
harmonics [11] which are independently plotted in differ-
ent locations. Related work can be at least traced back
to Pines et al. [12] where (albeit without a formal map)
selected density operator terms of a spin 1 particle and
their symmetry properties are depicted using spherical
harmonics. Further visualizations have been presented
in [13, 14]. Dowling et al. [15] illustrated “collections” of
(essentially non-interacting) two-level atoms while high-
lighting connections to Wigner functions (which will be
discussed in Sec. V). Similar figures can also be found in
[16]. More recently, the usefulness of visualizing single-
spin systems with spherical harmonics has been impres-
sively demonstrated for nuclear magnetic resonance ex-
periments of quadrupolar nuclei, including the generation
of multiple-quantum coherence and multiple-quantum fil-
ters [17]. However, the authors were skeptical if this ap-
proach could be generalized to coupled spins, see the dis-
cussion in the appendix of [17]. A special class of two
coupled spins was treated in [18]. Certain states of two
(and three) spins could be visualized by the method of
[19]; however in [19] it is was also emphasized that a gen-
eral method was still missing. We present in this work
a versatile approach which is applicable to an arbitrary
number of coupled spins.
Although our approach is completely general, we focus
in the following on the most common situation typically
found in the field of magnetic resonance spectroscopy and
quantum information processing where all spins are dis-
tinguishable and have spin number 1/2 unless otherwise
stated. This article has the following structure: First,
maps between tensor operators and sets of spherical har-
monics are analyzed which furnishes a general framework
for our approach to visualization. Then, the LISA basis
(with defined linearity, subsystem, and auxiliary criteria,
2such as permutation symmetry) which provides a partic-
ular choice for this map is discussed in detail for the case
of three coupled spins. We continue with various appli-
cations. Afterwards, we discuss connections to Wigner
functions and provide the mathematical details for the
LISA basis for an arbitrary number of spins. Alterna-
tives to the LISA basis are discussed before we conclude.
Ancillary information is collected in the Appendices A–F.
II. VISUALIZATION
Abstract objects such as quantum mechanical opera-
tors can be visualized by mapping them into vivid, three-
dimensional objects (such as three-dimensional func-
tions). For example, the state of a quantum mechani-
cal two-level system can be mapped to the Bloch vector
visualized as a three-dimensional arrow [1]. In order to
generalize this idea, the mapping from an abstract object
to its visualization should ideally satisfy the following es-
sential properties: (A) An operator should be bijectively
mapped to a unique function (or object). (B) Crucial fea-
tures should be directly visible. In our context, (B) can
refer to (e.g.) observables, symmetries under rotations
or permutations, natural transformation characteristics
under rotations, as well as the set of involved spins.
In order to describe the mapping from operators to
functions, we first recall a complete, orthonormal opera-
tor basis which captures the symmetries of rotations and
which is known as irreducible tensor operators Tj [20]:
The components Tjm of Tj with fixed rank j and varying
orderm ∈ {−j, . . . , j} form a basis of a space which stays
invariant under the action of the rotation group SO(3) (or
any group) and which does not contain a proper invari-
ant subspace. In the following, we usually substitute the
rotation group SO(3) by the locally-isomorphic unitary
group SU(2) which consists of all unitary 2×2-matrices
of determinant one [22]. The tensor operators form the
foundation for the theory of angular momentum [10, 23–
28] and are part of the standard curriculum of quantum
mechanics, see, e.g., [29]. It can be illuminating to note
(as has been done by Mackey [30, 31], see also [34]) that
the tensor operators provide an explicit form for the well-
established representation theory of the Lie algebra su(2)
(and more general ones), see, e.g., [35].
Some readers might find it convenient to have a more
explicit definition for tensor operators Tj which is pro-
vided using the conditions of Racah [10]
[Jz ,Tjm] =mTjm, (1a)
[J±,Tjm] =
√
j(j + 1)−m(m± 1)Tj,m±1, (1b)
which feature the raising and lowering operators J± :=
Jx± iJy, the infinitesimal rotation operators Jx, Jy , Jz,
and the commutator [A,B] := AB−BA. In the case of a
single-spin system with spin number s, all these operators
can be interpreted as (2s+1)×(2s+1)-matrices and all
possible tensors have distinct ranks j ∈ {0, 1, . . . , 2s}.
As an example for s = 1/2, we obtain the Pauli spin
matrices Jx = Ix := σx/2 = ( 0 11 0 ) /2, Jy = Iy := σy/2 =(
0 −i
i 0
)
/2, Jz = Iz := σz/2 =
(
1 0
0 −1
)
/2 as well as the
tensor operator components T0,0 = ( 1 00 1 ) /
√
2, T1,−1 =
( 0 01 0 ), T1,0 =
(
1 0
0 −1
)
/
√
2, T1,1 =
(
0 −1
0 0
)
, cf. [3].
Having given an operator basis by recalling tensor op-
erators, we can complete the discussion how to map
operators to functions by deciding on a suitable set of
functions. Note that the tensor operators have been ex-
plicitly defined by Wigner [20] and Racah [10] (gener-
alizing the vector operators discussed in [36]) to mimic
the properties of spherical harmonics Yjm [11], which
map the spherical coordinates θ and φ to a complex
value r(θ, φ) exp[iβ(θ, φ)] with radial part r(θ, φ) and
phase β(θ, φ). The components Tjm can consequently
be mapped to spherical harmonics Yjm, see Chap. 5 of
[37] or Chap. 8 of [38]. Hence, an operator A acting on
a single spin with spin number s can be represented by
a unique spherical function fA using the straightforward
mapping (in this particular case J = {0, 1, . . . , 2s})
A =
∑
j∈J
j∑
m=−j
cjmTjm ⇔ fA =
∑
j∈J
j∑
m=−j
cjmYjm, (2)
which translates an expansion of an operator (in terms of
a tensor operator basis) into an expansion of a function
(in terms of spherical harmonics).
In this work, we systematically generalize this ap-
proach to systems consisting of an arbitrary number of
coupled spins. A particular focus will be the case of three
coupled spins. In the general case of multiple spins,
the set of irreducible tensor operators contains multi-
ple elements with the same rank j. Consequently, a
direct mapping as in (2) would not be bijective, as dis-
tinct operators would be mapped onto the same function.
For instance, the tensor basis for a system consisting of
two coupled spins contains three distinct tensors of rank
j = 1, see, e.g., [3]. The tensor operators Tj of rank
j are not even uniquely determined if their multiplic-
ity nj is larger than one. The corresponding subspace
⊕njp=1B2j+1 = 1nj ⊗ B2j+1 of the tensor operator space
is decomposed into nj blocks B2j+1 of dimension 2j+1
and allows for transformations of the form M ⊗ 12j+1
(cf. [39]), where M is a non-singular nj × nj-matrix and
1q denotes an identity matrix of dimension q. Therefore,
the different tensor operators Tj with identical rank j
can be mixed using linear combinations.
A first idea for a generalization would be to view a
multi-spin system with spin numbers equal to s as a single
spin with a higher spin s′ > s and visualize it using the
map of (2). Even though this approach would meet the
uniqueness of the map as stated in property (A), it would
destroy invariance properties under rotation and conceal
important physical features of the system contrary to our
intentions in property (B). There were even doubts if a
generalization is possible at all [17].
We present a possibility to distinguish the represen-
tations for the tensors T
(ℓ)
j 6= T(ℓ
′)
j by introducing ad-
3ditional labels ℓ, ℓ′ ∈ L. For suitably chosen labels, the
irreducible tensor operators T
(ℓ)
j can then be grouped
into subsets
B(ℓ) :=
⋃
j∈J(ℓ)
T
(ℓ)
j =
⋃
j∈J(ℓ)
j⋃
m=−j
T
(ℓ)
jm (3)
with respect to their label ℓ ∈ L such that each index
set J(ℓ) never contains a rank j more than once. This
allows us to independently apply the approach of (2) to
each subset B(ℓ). Thus, the main idea is to introduce
multiple spherical functions f
(ℓ)
A for an operator A and
visualize them in parallel:
A =
∑
ℓ∈L
A(ℓ) ⇔
⋃
ℓ∈L
f
(ℓ)
A with (4a)
A(ℓ) =
∑
j∈J(ℓ)
j∑
m=−j
c
(ℓ)
jmT
(ℓ)
jm ⇔f (ℓ)A =
∑
j∈J(ℓ)
j∑
m=−j
c
(ℓ)
jmYjm.
(4b)
In the following, such a visualization of spin operators
will be denoted as DROPS (discrete representation of
operators for spin systems) visualization and we will refer
to each individual visualization of a spherical function
f
(ℓ)
A as a droplet. It is essential that all 2j+1 components
T
(ℓ)
jm of a tensor operator T
(ℓ)
j are contained in the same
droplet in order to ensure the invariance properties under
rotation due to property (B).
Finding a suitable choice for the labels ℓ ∈ L is some-
times called the problem of missing labels (see, e.g., [40–
42] and p. 145 of [43]). Note that labels are not restricted
to numbers. In a more general context one aims at find-
ing a complete set of mutually commuting operators or
a set of good quantum numbers (see, e.g., Sec. 10.4 and
p. 473 of [29]) which enables the analysis of a quantum
system in a complete and problem-adapted basis.
Although our choice of labels will only be presented in
Sec. III, we refer the reader to Fig. 1 to establish ideas:
Our approach is applied to a system of three spins by
visualizing a randomly-chosen operator A using |L|=11
droplets. Here, the value f(θ, φ) = r(θ, φ) exp[iβ(θ, φ)]
of a spherical function at a point with coordinates (θ, φ)
is mapped to its distance r(θ, φ) from the origin (forming
the shape of the droplet) and its color corresponding to
the phase β(θ, φ) as defined by the color key in Fig. 1
(see, e.g., [18] for an alternative technique for visualizing
spherical harmonics). We will detail further aspects of
Fig. 1 in the course of our presentation.
Before presenting our choice of labels, we first elabo-
rate on how the set L of labels and their quantity |L|
is limited by what ranks j (including their multiplicity)
appear in a concrete system. These limitations also di-
rectly affect how the set of irreducible tensor operators is
grouped into a complete orthonormal basis B = ∪ℓ∈LB(ℓ)
as outlined by (3). One obtains for a coupled system of
three spins that the ranks j ∈ {0, 1, 2, 3} occur respec-
FIG. 1. (Color online) Visualization of an arbitrary 8 × 8-
matrix A whose complex matrix elements have been randomly
chosen. The matrix A corresponds to an operator acting on
a system of three spins 1/2. In this particular example, A
is not hermitian. Each droplet is associated with a specific
linear combination f
(ℓ)
A of spherical harmonics (see Eq. (4b)).
The labels ℓ ∈ L are defined in Table I.
tively with multiplicity five, nine, five, and one (see Ta-
ble I, as will be explained in Secs. III and VI). Therefore,
the number |L| of labels is restricted to 9 ≤ |L| ≤ 20:
The lower bound results from the maximal multiplicity
of nine, and the upper bound is a consequence of the max-
imal number of distinguishable irreducible tensor opera-
tors as given by the sum of the multiplicities. Our choice
of eleven different labels (and droplets) in Fig. 1 contains
a few more labels than necessary but will yield further
benefits, as explained below.
III. LISA TENSOR OPERATOR BASIS
Building on the discussion of how the set L of labels
induces a grouping of irreducible tensor operators and
allowing for further symmetries beyond the ones of ro-
tations, the specific choice of labels for the LISA ten-
sor operator basis is introduced. We proceed in three
steps and sort the irreducible tensor operators into non-
overlapping classes: First, we divide them with respect
to the number g of spins involved (i.e. g-linearity). Sec-
ond, we further split up the irreducible tensor operators
with identical g according to the set G of involved spins
with |G| = g. Third, the symmetry types τ under per-
mutations of the set G give rise to a decomposition of the
subspace of irreducible tensor operators with identical G.
The permutations of a set of cardinality g are known as
the symmetric group Sg [44–47]. The third step is sup-
4pressed for g ≤ 2 as no rank j occurs more than once
for a given set G. In summary, a complete label is given
by (ℓ) = (G, τ) (if the number of spins is five or smaller
as will be explained in Sec. VI). We use the notations
T
(ℓ)
j = Tj(ℓ) = T
G
j (τ) for a labeled irreducible tensor
operator, where both G and τ can be omitted at will.
Next, we specify the labels (including the explicit form
of τ) for each g while highlighting the case of three spins
(see Table I).
For g=0, a single rank of zero appears in Table I. The
corresponding label is given by Id (or ∅), and the droplet
of the single irreducible tensor component TId0,0 is plotted
in the center of the triangle in Fig. 1. The three linear
irreducible tensor operators of rank one acting on a sin-
gle spin (i.e. g=1) are associated with the labels (and
subsystems) G ∈ {{1}, {2}, {3}} and are plotted at the
vertices of the triangle in Fig. 1. The droplets for bilin-
ear tensor operators (g=2) are plotted at the edges of
the triangle in Fig. 1 and contain the ranks j ∈ {0, 1, 2}
for each subsystem label G ∈ {{1, 2}, {1, 3}, {2, 3}} (see
Table I). The full structure of the labeling will emerge for
trilinear operators with g = 3 and G = {1, 2, 3}. Here,
the ranks j = 1 and j = 2 occur more than once (see
Table I) and the symmetry types
τ
[3]
1 := 1 2 3 , τ
[3]
2 :=
1 2
3 , τ
[3]
3 :=
1 3
2 , τ
[3]
4 :=
1
2
3
(5)
will be applied for a complete labeling which reflects
the symmetries under permutations of the elements in
G. Each τ
[g]
i is a standard Young tableau of size g [44–
47] which is a left-aligned arrangement of g boxes where
the number of boxes does not increase from one row to
following ones and where each box contains a different
number from a set G such that the numbers are or-
dered strictly increasing from left to right and top to
bottom. The standard Young tableaux τ
[3]
1 and τ
[3]
4 rep-
resent complete symmetrization and antisymmetrization,
respectively. The four droplets for the three-linear oper-
ators are given above the triangle in Fig. 1.
Note that the symmetry types are trivial for g ∈ {0, 1}.
But it is worthwhile to discuss their explicit form for g=2
even though they are suppressed in the labels of Table I.
The bilinear irreducible tensor operators of rank zero and
two are automatically symmetric under spin permuta-
tions (i.e. have the symmetry type τ
[2]
1 := 2 3 for the case
of G={2, 3}), while the case of rank one is antisymmetric
(i.e. τ
[2]
2 :=
2
3 ). In general, different symmetry types are
mapped to different droplets. But bilinear operators are
an exception where all symmetry types are combined in
a single droplet (see Table I).
Evidently, the LISA tensor operator basis and the cor-
responding decomposition of the tensor space are based
on methods perfected by Weyl [48–50] which relate the
structures of the unitary group SU(2) and the symmetric
group Sn, where n denotes the total number of spins. But
we symmetrize only with respect to spin permutations
TABLE I. Labels for the irreducible tensor operators corre-
sponding to the LISA basis for three coupled spins. Each
irreducible tensor operator is first labeled by the number of
spins involved (i.e. its g-linearity) and then with the set of
spins (i.e. subsystems) involved. Standard Young tableaux
τ
[g]
i of the symmetric group Sg are used for g ≥ 3 to complete
the labeling process (for less than six spins). As some of this
information is redundant, the labels are simplified in the last
column while providing a complete partitioning into droplets.
over tensors with defined linearity and subsystem (see
Table I). Approaches which symmetrize over all tensors
of fixed linearity (or even over the complete set of tensors)
as in [51, 52] are more suitable for sets of indistinguishable
spins (refer also to the discussion in Sec. VII). The cor-
responding decomposition of the tensor space has been
analyzed before by [53, 54] (see also [55]) using different
methods. We refer in this context also to the detailed
work of Temme et al. [56–60], and references therein.
A. Phase and sign
Before we outline how to explicitly construct the irre-
ducible tensor operators, we address the non-uniqueness
of their phase and sign. The phase of a tensor component
Tjm is determined by observing the Condon-Shortley
phase convention Tjm = (−1)m T†j,−m [36, 61], where A†
denotes the complex conjugate and transpose of a ma-
trix A. Consequently, the tensor components Tjm are
defined up to an algebraic sign and the ones for m = 0
are hermitian. Moreover, visualizations of hermitian ma-
trices feature only the colors red and cyan corresponding
to phases of zero and π, respectively. More generally,
only the two colors for the phases γ and γ+π appear if a
5matrix is hermitian up to a factor of exp(iγ). Although
the choice of sign for each rank j is completely arbitrary,
the resulting visualizations can differ notably. Our choice
for the LISA basis is motivated in Appendix A.
B. Iterative construction
We outline the explicit construction of the LISA ten-
sor operator basis which is built up iteratively from the
tensor operators T0 and T1 for one spin. For a general
system consisting of n spins with n ≤ 5, the construction
consists of three steps: (I) In the first step, the g-linear
tensor operators of a g-spin system are constructed and
symmetrized for all g ∈ {0, 1, . . . , n} such that they re-
flect both the symmetries of the unitary group SU(2) and
the symmetric group Sg. (II) In the second step, the ten-
sor operators are multiplied with suitable phase factors
in order to comply with the phase and sign conventions
detailed above. (III) Lastly, the tensor operators which
have been constructed for a g-spin system are naturally
embedded into the full n-spin system for each g-element
subset of {1, . . . , n}. The steps (II) and (III) are straight-
forward, and we provide further details for the first step
which will be subdivided into two parts (Ia) and (Ib).
In part (Ia), the tensor operators Tj(τ
[g−1]
i ) for g−1
spins are combined with the tensor operator T1 for one
spin to iteratively build up tensor operators Tj(τ
[g−1]
i )⊗
T1 for g spins. We determine the occurring tensor oper-
ators using the Clebsch-Gordan decomposition
Tj ⊗ T1 = T|j−1| ⊕ · · · ⊕ Tj+1, (6)
and their explicit form is given by the Clebsch-Gordan
coefficients [21, 26, 27] for which—in the case of Eq. (6)—
simple closed formulas (cf. p. 635 in [26]) and tables exist
(see p. 419 in [62]).
After completing part (Ia) the tensor operators ob-
serve the symmetries of SU(2) but not the ones of the
symmetric group Sg. In step (Ib), the symmetriza-
tion can be completed using one of two approaches.
The first approach relies on explicit projection opera-
tors [44, 45, 47, 63, 64] which project onto subspaces
with distinct symmetry type τ
[g]
i as given in Table I
(for details refer to Appendix B). In the second ap-
proach, fractional parentage coefficients [37, 65–69] de-
termine how the tensor operators are recombined into
their permutation-symmetrized versions. Formulas for
the fractional parentage coefficients are analyzed in the
literature [70–73], but in this case one can conveniently
rely on explicit tables from [74].
The explicit matrix form of the LISA basis is de-
tailed in Appendix B. Before addressing the relation of
the DROPS visualization to Wigner functions as well as
the extension of our approach to an arbitrary number of
spins, we provide explicit applications and examples for
the LISA basis.
IV. VISUALIZATION OF TYPICAL
OPERATORS IN THE LISA BASIS
A. Cartesian product operators
The LISA basis is in particular suitable for visualizing
Cartesian product operators which form a widely-used
orthogonal basis in spin physics [3]. For a single spin,
the Cartesian product operators Iη with η ∈ {x, y, z}
have been defined above. The one-spin operators Iη are
embedded in an n-spin system as Ikη :=
⊗n
s=1 Ias where
as=η for s=k and as=0 otherwise; I0 := ( 1 00 1 ). Cartesian
product operators as I2x, 2I1zI3y and 4I1xI2xI3y have
usually a prefactor of 2d−1 where d denotes the number of
single-spin operators. Explicit transformations between
the LISA basis and the Cartesian product operators are
given in Appendix B 4. A Cartesian product operator
acts on a well-defined subsystem and can consequently
be represented with very few droplets. Each of these
droplets features only the colors red and cyan (see Fig. 2)
as Cartesian product operators are hermitian. We discuss
now the visualizations of the linear, bilinear, and trilinear
cases (see Fig. 2).
The only droplet for a linear Cartesian product op-
erator Ikη on spins k consists of two spheres which are
colored red and cyan, while the red one corresponds to
a positive sign and points into the direction of the axis
η ∈ {x, y, z} (see Fig. 2). More generally, the axis of the
droplet for a Cartesian operator axIkx + ayIky + azIkz
with aη ∈ R is collinear and proportional to the vector
ax~x+ay~y+az~z. This corresponds to a vector generalizing
respectively a (magnetic) field vector for Hamiltonians
and the Bloch vector for density matrices, which repre-
FIG. 2. (Color online) Examples of characteristic droplets for
Cartesian product operators [3]. The red and cyan colors refer
respectively to positive and negative values of the spherical
functions. The droplets for most of the remaining Cartesian
product operators can be obtained by rotating the displayed
ones. The droplets for 4I1yI2xI3x differ from the ones for
4I1xI2yI3x only in an inversion of color for the τ
[3]
3 -component.
6sents the magnetization in nuclear magnetic resonance
(NMR) [3] or polarization in quantum optics [4, 13].
Bilinear Cartesian operators 2Ikη1Ilη2 on spins k and
l with η1 6= η2 such as an anti-phase coherence opera-
tor [3] with η1 = x and η2 = z induce a droplet with
a particular shape (see 2IkxIℓy in Fig. 2) which is not
common for atomic or molecular orbitals. This droplet
consists of two bean-shaped lobes with colors red and
cyan whose major axes are orthogonal to each other.
The major axis of the red lobe is oriented in the di-
rection ~η1 + ~η2, while the axis from the cyan lobe to
the red one points in the direction ~η1 × ~η2 given by the
right-hand rule. The droplet transforms naturally un-
der rotations, e.g., when both spins are simultaneously
rotated by π around the x-axis, the anti-phase operator
2IkxIlz is mapped to −2IkxIlz corresponding to a droplet
of the same shape but with inverted colors. More gen-
eral shapes appear for the bilinear operators 2IkηIlη in
the form of elongated shapes as well as antisymmetri-
cally elongated shapes oriented along the η-direction for
the trilinear operators 4I1ηI2ηI2η (see Fig. 2).
B. Multiple quantum coherences
Operators Ap of defined coherence order p play an im-
portant role in NMR spectroscopy [3]. They are invariant
under global z-rotations up to a phase factor:
exp(−iα
n∑
k=1
Ikz)Ap exp(iα
n∑
k=1
Ikz) = Ap exp(−ipα).
This property is nicely captured in the DROPS represen-
tation as detailed in Appendix C 1, where characteristic
multiple-quantum terms for linear, bilinear and trilinear
operators are displayed in the LISA basis.
C. Hamiltonians
Hamiltonians can also be conveniently visualized us-
ing the DROPS representation. The cases of linear and
FIG. 3. (Color online) Non-trivial droplets for coupling
Hamiltonians: Ising-ZZ (or Heisenberg-Ising) model Hlong,
Heisenberg-XXX model Hiso, Heisenberg-XX model Hplan,
and dipolar coupling Hdip as detailed in the main text.
bilinear terms of the Hamiltonian mirror the properties
of Cartesian product operators as discussed above. We
analyze the shape of the droplets for bilinear coupling
Hamiltonians
Hbil = 2π
∑
kl
ckl(aIkxIlx+aIkyIly+bIkzIlz)
representing characteristic spin-spin interactions (see,
e.g., Fig. 3): The cases a = 0 and b = 1 correspond to
the Ising-ZZ (or Heisenberg-Ising) model Hlong [75, 76],
which is also known as weak [3] or longitudinal cou-
pling [77] and is represented by a longitudinally elongated
droplet. The Heisenberg-XXX model Hiso with a = 1
and b = 1 is also denoted as strong or isotropic coupling
[3] and results in an isotropic droplet of spherical shape.
For a = 1 and b = 0, we obtain the Heisenberg-XX model
Hplan which is also know as the planar coupling [77, 78]
and is represented as a planar disc-shaped droplet in the
x-y plane. The case a = 1 and b = −2 corresponds to a
dipolar coupling Hdip. More general coupling terms can
also be visualized. Examples as anisotropic Heisenberg
XYZ or effective trilinear coupling terms could be used
in visualizations of multi-spin systems such as the well-
known Kitaev honeycomb lattice [79]. Hence, even for
very large spin systems the LISA basis (presented here
explicitly for three spins) can be used to visualize Hamil-
tonians with at most trilinear terms.
FIG. 4. (Color online) Example of an NMR pulse se-
quence creating triple-quantum coherences which consists
of a π/2 pulse (with phase x) followed by a delay and a
second π/2 pulse (with phase y). The upper left panel
shows (the traceless part of) the initial density operator
ρ(t0) = I1z + I2z + I3z. The final density operator ρ(t3) =
4I1yI2xI3x+4I1xI2yI3x+4I1xI2xI3y is given in the upper right
panel. The effective Hamiltonian Heff [3] and the effective
propagator Ueff for the pulse sequence are shown in the lower
left and lower right panels, respectively.
7D. Time evolution
We provide an example visualizing density operators,
Hamiltonians, and unitary transformations for a non-
trivial pulse sequence in NMR spectroscopy (see Fig. 4);
full details are given in Appendix C2. The pulse se-
quence consists of two π/2 pulses separated by a de-
lay, which is designed to excite triple-quantum coherence
starting from the thermal density operator in the high-
temperature limit [3]. This highlights crucial information
for the system and provides a better understanding of
the corresponding time evolution. Note that the unitary
transformation is not hermitian and therefore requires in
general more colors.
E. Pure quantum states
In the field of quantum information [5], (in addition to
mixed states) pure states and their entanglement mea-
sures are of particular interest. Density matrices for four
examples of pure states are visualized in Fig. 5: a product
state |00〉 and a maximally-entangled Bell state |Φ+〉 =
(|00〉+ |11〉)/√2 for two spins as well as the W state
|W 〉 = (|100〉+ |010〉+ |001〉)/√3 and the Greenberger-
Horne-Zeilinger state |GHZ〉 = (|000〉+ |111〉)/√2 for
three spins (further cases are given in Appendix C3).
The reduced density matrix ρ1 = Tr2ρ of a two-spin sys-
tem is obtained by tracing over the second spin which
translates into deleting in the LISA basis expansion all
linear terms corresponding to the second spin and all bi-
linear terms. Let r1 denote the maximal radius of the
FIG. 5. (Color online) Visualizations of density matrices
for separable and entangled pure states. The upper panels
show the product state |00〉 (as a separable state) and the
maximally-entangled Bell state
∣
∣Φ+
〉
for two spins. In the
lower panels, the W state |W 〉 and the Greenberger-Horne-
Zeilinger state |GHZ〉 are shown as entangled quantum states
for three spins.
droplet for the first spin, i.e. the maximal absolute value
of the spherical function f
{1}
ρ (θ, φ) (cf. Eq. (4)) for the
corresponding linear terms. Thus, the length of the Bloch
vector corresponding to ρ1 is given by b1 = r1
√
2n+2π/3
for n-spin systems.
As an example for an entanglement measure for two
spins, consider the concurrence C =
√
1−b21 [80] which
can be expressed as a function of b1 (see also [81], [82,
p. 168], or [83, p. 50]). Hence, it can also be obtained
from the maximal radius r1 as C =
√
1−16πr21/3. The
value of the concurrence C for the pure state |00〉 and
|Φ+〉 of Fig. 5 is zero and one, respectively.
For the three-spin examples in Fig. 5, interesting infor-
mation about their bipartite entanglement measured by
the concurrence [84–86] can be directly deduced form the
size of the droplets corresponding to linear terms. As the
linear terms in the LISA basis expansion are very small
for the W state |W 〉, each spin is strongly entangled with
the rest of the system [85]. For |GHZ〉, the linear terms
in the LISA basis expansion are even zero implying that
each spin is maximally entangled with the rest of the
system [84, 85].
The preceding examples highlight that a DROPS rep-
resentation using the LISA basis implicitly includes all
reduced density matrices. A reduced density matrix is
obtained by deleting all droplets (or terms in the LISA
basis) which correspond to spins which have to be traced
out. This should be particularly instrumental in visualiz-
ing quantum states while emphasizing their symmetries
and entanglement properties.
V. GENERALIZED WIGNER
REPRESENTATION
In this section we describe how the DROPS represen-
tation can be interpreted as a generalized Wigner func-
tion. Recall that the Wigner quasi-probability distribu-
tion (or Wigner function for short) provides an equiv-
alent phase-space formulation for the standard Hilbert-
space framework of quantum mechanics and mimics the
phase-space probability distribution in classical physics
[4, 87–96]. It is formally not a probability distribution
as negative values may appear. These negative values
in Wigner functions might be interpreted as signatures
of quantum effects (cf. [97]). However, the scope of this
interpretation is still widely discussed in the literature
[98–108]. Although Wigner functions were originally de-
veloped for infinite-dimensional quantum systems with
continuous degrees of freedom, they can be extended to
finite-dimensional quantum systems following the work
of Stratonovich [109], see, e.g., [110–112]. For the finite-
dimensional case, a different perspective is provided by
a comprehensive theory of square-integrable functions
on compact Lie groups (e.g., functions on the sphere
for SU(2)) introduced in the seminal work of Peter and
Weyl [113] (see [35]). The case of non-compact Lie groups
is still an area of active research [114, 115]. However, a
8relatively simple example of a non-compact Lie group is
the symplectic group which is widely studied in quan-
tum optics [116] in the context of infinite-dimensional
systems.
Returning to Wigner functions of finite-dimensional
systems, the case of one spin (and a “collection” of spins)
was detailed in [15, 117, 118] where each tensor operator
is mapped to a unique (square-integrable) function on a
sphere along the lines of Eq. (2). In these spherical plots,
qualitative signatures of quantum effects such as “oscil-
lating fringes” and “interference patterns” have been an-
alyzed in [15, 19, 119–121]. But similarly as for the above
discussed infinite-dimensional Wigner functions the sig-
nificance of these qualitative signatures is still debated in
the literature. For example, Refs. [97, 122, 123] state that
quasi-probability distributions corresponding to states
and measurements are necessary for reliably detecting
quantum effects from negative values. A different strat-
egy for visualizing entanglement properties of quantum
states could be based on the localized information in the
LISA basis. A first example in this direction is given in
Sec. IVE where pure quantum states are analyzed with
the help of reduced density matrices.
The approach of Stratonovich [109] defines a “spherical
phase space” [97]. But the general case of Wigner func-
tions for coupled spin systems has not been solved so
far [17, 19]. Therefore, it is important to point out that
the approach introduced in this work (c.f. Eq. (4)) pro-
vides in fact a solution to this open problem. Rather than
mapping each operator A to a single function on a sphere
(see Eq. (2)), it is mapped to a set {f (ℓ)A (θ, φ) with ℓ ∈ L}
of functions on multiple spheres. This set satisfies condi-
tions generalizing the ones of Stratonovich [109, 111, 112]
and hence can be interpreted as a generalized Wigner
function:
Proposition 1 We assume that the DROPS representa-
tion of Eq. (4) observes the Condon-Shortley phase con-
vention and that the functions f
(ℓ)
A (θ, φ) are correctly nor-
malized. The following conditions are fulfilled:
(a) Linearity: A 7→ f (ℓ)A (θ, φ) is linear for each ℓ ∈ L.
(b) Reality: f
(ℓ)
A†
(θ, φ) = [f
(ℓ)
A (θ, φ)]
∗ holds for each ℓ ∈ L.
(c) Norm:
∑
ℓ∈L
∫
S2 f
(ℓ)
A (θ, φ) f
(ℓ)
Id (θ, φ)dµ = Tr(A).
(d) Covariance: f
(ℓ)
R(A)(θ, φ) = f
(ℓ)
A (R
−1(θ, φ)) holds for
each ℓ ∈ L and all non-selective rotations R ∈ SU(2),
(e) Trace:
∑
ℓ∈L
∫
S2 f
(ℓ)
A (θ, φ) f
(ℓ)
B (θ, φ)dµ = Tr(AB).
The (inversely) rotated point on the sphere has the
coordinates (θ′, φ′) := R−1(θ, φ). The corresponding ac-
tion R(A) = UAU−1 describes a non-selective spin con-
jugation where the unitary matrix U is a non-selective
rotation operator (acting on complex column vectors,
in particular on quantum-mechanical Hilbert-space vec-
tors). The straightforward proof of Prop. 1 is given in
Appendix D. Based on these criteria, it is possible to de-
scribe the state of spin systems using droplets, i.e. sets
of linear combinations of spherical harmonics. In partic-
ular, for a given set of droplets, the expectation value of
an operator A can be calculated based on (e), where B is
replaced by the density operator ρ: 〈A〉 = Tr(Aρ). The
relations of Prop. 1 are obtained from the Stratonovich
conditions in a straightforward fashion by simply apply-
ing them to each droplet individually (for (a), (b), and
(d)) or by summing over all the droplets (for (c) and (e)).
Note that in contrast to the original Stratonovich condi-
tions, in (c) the function f
(ℓ)
Id (θ, φ) appears. This is a di-
rect consequence of (e) if B is replaced by the identity op-
erator. It ensures that unwanted contributions from func-
tions f
(ℓ)
A (θ, φ) with traceless A are eliminated. Consider
for example the traceless basis operator A = T
{1,2}
00 for
two spins which is mapped to Y00(θ, φ) := 1/
√
4π on one
droplet. Without the presence of f
(ℓ)
Id (θ, φ), (c) would re-
sult in 2
√
π =
∫
S2 Y00(θ, φ)dµ = Tr(T
{1,2}
00 ) = 0, which is
a contradiction. For the special case of a single spin, the
only droplet with rank j = 0 corresponds to the identity
operator and the generalized criterion (c) given above can
be reduced to the original form
∫
S2 fA(θ, φ)dµ = Tr(A)
of Stratonovich. As the integrals
∫
S2
Yjm(θ, φ)dµ vanish
for j > 0 anyway, the only terms contributing to (c) come
from the cases with j = 0 corresponding to the spherical
harmonic Y00(θ, φ). In the case of the LISA basis, the
identity operator is mapped to a unique droplet as the
basis operators are also characterized by particle num-
ber. Then, the sum in (c) reduces to a single term with
the integral corresponding to this particular droplet while
ignoring all the other ones.
VI. ARBITRARY NUMBER OF SPINS
We demonstrate now to what extent the construction
of the LISA basis (as outlined in Sec. III and detailed
in Appendix B) is applicable to an arbitrary number of
spins. It is explained that the available quantum numbers
(or the corresponding symmetries) are sufficient for label-
ing a tensor operator basis of the full quantum system or
that the quantum numbers can be easily extended with
ad-hoc labels. In particular, no ad-hoc labels are neces-
sary for up to five spins. Our analysis also identifies the
inherent symmetry structure of the quantum system and
provides specifics on the number of droplets for the LISA
basis. Moreover, lower and upper bounds for the number
of droplets are given for general DROPS representations.
To this end, we resume discussing the choice of labels
ℓ ∈ L which provides a partition of the irreducible ten-
sor operators T
(ℓ)
j into subsets never containing tensor
operators of rank j more than once (see (3)). This parti-
tion induces also a decomposition into different droplets
for the DROPS representation. Recall that the number
|L| of droplets for three spins is bounded by 9≤|L|≤20.
Bounds for up to twelve spins are given in Table II.
In the particular case of the LISA tensor operator ba-
sis, the irreducible tensor operators T
(ℓ)
j of rank j are
9TABLE II. The minimum and maximal number of droplets
for a DROPS representation of n spins with n ∈ {1, . . . , 12}
is compared to the LISA basis. The column named multi-
pole will be addressed in Sec. VII. The minimum number of
droplets divided by the dimension 4n is also shown.
n number of droplets minimum
4n
minimum multipole LISA maximum
1 1 1 2 2 0.250
2 3 4 4 6 0.188
3 9 9 11 20 0.141
4 28 36 36 70 0.109
5 90 100 122 252 0.088
6 297 400 423 924 0.073
7 1001 1225 1486 3432 0.061
8 3640 4900 5246 12870 0.056
9 13260 15876 18689 48620 0.051
10 48450 63504 67356 184756 0.046
11 177650 213444 244917 705432 0.042
12 653752 853776 896899 2704156 0.039
divided according to the number g of spins involved, the
set G of involved spins, and the symmetry type τ under
permutations of the set G. All possible combinations of
j, g, G, and τ for up to three spins are shown in Table I,
where the notation was simplified by suppressing some
trivial symmetry types. Below, we will explain the labels
of Table I for an arbitrary number of spins and provide a
general method for computing all possible combinations
of rank j and symmetry type τ reflecting both the sym-
metries of the unitary group SU(2) and the symmetric
group Sg. This also determines the number of droplets
for the LISA basis as shown in Table II.
We infer from Table II that the number of droplets is
significantly smaller than the dimension 4n of the opera-
tor space for n spins. Moreover, the LISA basis uses more
droplets than strictly necessary. But meaningful labels
are essential as even the minimum number of droplets
grows very fast. Therefore, each droplet of the LISA
basis has a unique permutation symmetry type τ except
for bilinear operators, where the two occurring symmetry
types (e.g., τ
[2]
1 and τ
[2]
2 ) are combined into one droplet
which is possible as no j-value appears more than once.
Based on the values in Table II, we consider the LISA ba-
sis as an efficient and informative visualization for a mod-
erate number of spins. In the following, we first present a
method for computing the minimum and maximal num-
ber of droplets for a DROPS representation. Secondly,
we describe the explicit form of the labels for the LISA
basis and thereby determine the corresponding number
of droplets.
A. The minimum and maximal number of droplets
Recall that the set of infinitesimal rotation operators
(or equivalently the Lie algebra su(2)) acts on the ir-
reducible tensor operators T0 and T1 of a single spin
via (1). This means that the unitary group SU(2) (and
its Lie algebra su(2)) acts for a single spin non-trivially
on a three-dimensional (complex) space C3 via its three-
dimensional irreducible representation ϕ1. Here, an ir-
reducible representation ϕj of SU(2) denotes in the lan-
guage of representation theory [35, 47, 124] an action of
SU(2) on the abstract space C2j+1 (for which the irre-
ducible tensor operator Tj provides an explicit model)
and maps an element g ∈ SU(2) to a (2j+1)×(2j+1)
matrix ϕj(g).
For multiple spins, a simultaneous action of SU(2) on
(e.g.) all n-linear operators of an n-spin system arises
and the (inner) tensor product representation ϕ⊗n1 :=
⊗nϕ1 = ϕ1⊗ · · ·⊗ϕ1 of SU(2) naturally acts on the n-
fold tensor product ⊗nC3 := C3⊗ · · ·⊗C3 of a three-
dimensional (complex) space. The tensor product rep-
resentation ϕ⊗n1 is known as the nth tensor power of
ϕ1 and decomposes into a sum of representations ϕj
with multiplicities nj by means of the well-known tech-
nique of Eq. (6) (for general methods, cf. pp. 424–429
of [124] or pp. 135–142 of [125]). The explicit values
for nj in Table III have been computed using the com-
puter algebra system magma [126]. The corresponding
multiplicities n¯j for the full n-spin system are obtained
by summing the multiplicities nj for g-linear operators
with g ∈ {0, . . . , n} which have to be multiplied with the
number
(
n
g
)
=n!/[g!(n−g)!] of possible sets G⊆{1, . . . , n}
of |G|=g spins. For example consider the number n¯j
for n = 3 spins with rank j = 2. Here, for the set
G = {1, 2, 3} we find n2 = 2 and for each of the sets
{1, 2}, {1, 3}, and {2, 3} we have n2 = 1 which can be
inferred from the corresponding case of two spins. None
of the subsets G ∈ {∅, {1}, {2}, {3}} yields an operator
with rank j = 2 and the corresponding n2-values are zero.
Thus, n¯j = 1× 2+ 3× 1+ 3× 0+ 1× 0 = 5. For a given
TABLE III. We provide for each appearing j-value the mul-
tiplicities nj for the n-linear operators in an n-spin system.
The multiplicity n¯j represents the number of all rank-j tensors
considering all possible subsets G of the n spins (including the
n-linear operators). The example values discussed in the text
are highlighted.
n j nj n¯j
0 0 1 1
1 0 0 1
1 1 1
2 0 1 2
1 1 3
2 1 1
3 0 1 5
1 3 9
2 2 5
3 1 1
4 0 3 14
1 6 28
2 6 20
3 3 7
4 1 1
n j nj n¯j
5 0 6 42
1 15 90
2 15 75
3 10 35
4 4 9
5 1 1
6 0 15 132
1 36 297
2 40 275
3 29 154
4 15 54
5 5 11
6 1 1
7 0 36 429
1 91 1001
n j nj n¯j
7 2 105 1001
3 84 637
4 49 273
5 21 77
6 6 13
7 1 1
8 0 91 1430
1 232 3432
2 280 3640
3 238 2548
4 154 1260
5 76 440
6 28 104
7 7 15
8 1 1
10
n, the minimum and maximal number of droplets in Ta-
ble II are now given by the maximum of the multiplicities
n¯j for all ranks j and the sum
∑
j n¯j , respectively.
B. All combinations of symmetry types
We determine all possible combinations of rank j and
permutation symmetry type τ by refining our symmetry
analysis of g-linear operators. Before, we identified the
symmetries of g-linear operators for rank j which are
modeled by a g-fold tensor product ⊗gC3 and acted on
by the unitary group SU(2). We extend this action on
⊗gC3 to an action of the direct product SU(2)×Sg, where
the symmetric group Sg acts by permuting spins from a
set G⊆{1, . . . , n} with |G|=g.
The corresponding symmetry analysis for the number
of spins n ∈ {1, . . . , 8} is summarized in Table IV, where
we consider g-linear operators with g = n in a n-spin sys-
tem. Table IV states all possible combinations of rank
j and partition λ from which the corresponding per-
mutation symmetry types τ can be easily determined.
A partition λ := [λ1, . . . , λκ(λ)] of length κ(λ) and de-
gree |λ| :=∑κ(λ)p=1 λp consists of positive integers λp with
λp ≥ λp+1 and can be identified with a Young diagram
(i.e. a Young tableaux τ without entries) which is a left-
aligned arrangement of |λ| boxes into κ(λ) rows where
the pth row contains λp boxes (cf. pp. 44–45 of [124]).
TABLE IV. All combinations of partitions λ and ranks j for n-
linear operators in a n-spin system with 1 ≤ n ≤ 8. The third
column shows the number of symmetry types τ for each λ.
n λ #τ j
1 [1] 1 1
2 [2] 1 0, 2
[1,1] 1 1
3 [3] 1 1, 3
[2,1] 2 1, 2
[1,1,1] 1 0
4 [4] 1 0, 2, 4
[3,1] 3 1, 2, 3
[2,2] 2 0, 2
[2,1,1] 3 1
5 [5] 1 1, 3, 5
[4,1] 4 1, 2, 3, 4
[3,2] 5 1, 2, 3
[3,1,1] 6 0, 2
[2,2,1] 5 1
6 [6] 1 0, 2, 4, 6
[5,1] 5 1, 2, 3, 4,
5
[4,2] 9 0, 2, 2, 3,
4
[4,1,1] 10 1, 3
[3,3] 5 1, 3
[3,2,1] 16 1, 2
[2,2,2] 5 0
n λ #τ j
7 [7] 1 1, 3, 5, 7
[6,1] 6 1, 2, 3, 4,
5, 6
[5,2] 14 1, 2, 3, 3,
4, 5
[5,1,1] 15 0, 2, 4
[4,3] 14 1, 2, 3, 4
[4,2,1] 35 1, 2, 3
[3,3,1] 21 0, 2
[3,2,2] 21 1
8 [8] 1 0, 2, 4, 6
8
[7,1] 7 1, 2, 3, 4
5, 6, 7
[6,2] 20 0, 2, 2, 3,
4, 4, 5, 6
[6,1,1] 21 1, 3, 5
[5,3] 28 1, 2, 3, 3,
4, 5
[5,2,1] 64 1, 2, 3, 4
[4,4] 14 0, 2, 4
[4,3,1] 70 1, 2, 3
[4,2,2] 56 0, 2
[3,3,2] 42 1
The number of different symmetry types τ for each par-
tition λ is given in the third column (#τ) of Table IV.
The results for n ∈ {1, 2, 3, 4} and some partial results
for n ∈ {5, 6} can also be found in Table 12 of [127] (cf.
Table 2 on p. 294 of [67]).
Combinations of λ and j which appear more than once
are highlighted in Table IV. The case of λ = [4, 2] and
j = 2 for n = 6 has been known at least since [128]
(see also [74, 127]). If no combination of λ and j ap-
pears more than once (as for 1 ≤ n ≤ 5), the LISA basis
is uniquely defined without any additional labels. This
ensures that the visualization technique described in this
work is directly applicable for up to five spins. Additional
labels are required in the general case, but ad-hoc labels
as in [128] are usually sufficient. The resulting permuta-
tion symmetry types τ for a partition λ are given by the
standard Young tableaux of shape λ [44–47], i.e. Young
diagrams of shape λ which are filled with the numbers
G⊆{1, . . . , n} from the set of the |G|=g involved spins.
The employed method for the computation of Table IV is
a combination of the Schur-Weyl duality [129] and a tech-
nique known as plethysm [43, 130–132]. The results in
Table IV were obtained using the computer algebra sys-
tem magma [126] and details are given in Appendix E.
We explain now how to read Table IV and how to re-
cover some of the labels for the three-spin case of Table I.
In particular, we consider the subsystem of trilinear op-
erators (i.e. g = 3 and G = {1, 2, 3}). Referring to the
case of n = 3 in Table IV, we obtain the combinations
of j = 0 and λ = [1, 1, 1], j = 1 and λ = [3], j = 1
and λ = [2, 1], j = 2 and λ = [2, 1], as well as j = 3
and λ = [3]. Note that λ = [3] induces the permutation
symmetry τ
[3]
1 (using the notation of Eq. (5)). Similarly,
one obtains τ
[3]
2 and τ
[3]
3 for λ = [2, 1] as well as τ
[3]
4
for λ = [1, 1, 1]. Consequently, all the relevant labels in
Table I can be recovered.
VII. DISCUSSION
Before concluding, we discuss alternative DROPS vi-
sualizations which complement the LISA representation.
A suitable choice can reflect the considered system and
application. One possibility arises form partitioning the
tensor operators from the Clebsch-Gordan decomposition
of Eq. (6) into droplets without symmetrizing with re-
spect to spin permutations as in the LISA basis. As be-
fore, one has to ensure that no rank j appears more than
once in any droplet. Many different partitions are pos-
sible, and applying the Clebsch-Gordan decomposition
recursively could provide a natural partition.
Indistinguishable spins utilize only a proper subspace
of all tensor operators. The corresponding symmetry-
adapted tensor basis can be obtained by symmetrizing
tensor operators with respect to the relevant spin per-
mutations. This usually reduces the number of droplets.
In particular, one can discard all droplets with in-
compatible symmetry types. For example, the Hamil-
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FIG. 6. (Color online) DROPS visualization based on mul-
tipole tensor operators of the density matrices for the pure
states of Fig. 5.
tonian and the density operator in a three-spin sys-
tem of type I2S [3, 133] are both invariant with re-
spect to permutations of the first two spins. Con-
sequently, the LISA basis can be restricted to a 40-
dimensional space consisting of the twelve irreducible
tensor operators T∅0,
1
2 (T
{1}
1 +T
{2}
1 ), T
{3}
1 , T
{1,2}
0 , T
{1,2}
2 ,
1
2 (T
{1,3}
0 +T
{2,3}
0 ),
1
2 (T
{1,3}
1 +T
{2,3}
1 ),
1
2 (T
{1,3}
2 +T
{2,3}
2 ),
T1(τ
[3]
1 ), T3(τ
[3]
1 ), T1(τ
[3]
2 ), and T2(τ
[3]
2 ). This allows
us to reduce the number of droplets from eleven to
seven. For a three-spin system which is totally symmet-
ric with respect to spin permutations, the LISA basis
can be limited to a 20-dimensional space spanned by the
tensor components of the six irreducible tensor opera-
tors T∅0,
1
3 (T
{1}
1 +T
{2}
1 +T
{3}
1 ),
1
3 (T
{1,2}
0 +T
{1,3}
0 +T
{2,3}
0 ),
1
3 (T
{1,2}
2 +T
{1,3}
2 +T
{2,3}
2 ), T1(τ
[3]
1 ), and T3(τ
[3]
1 ). Thus,
one obtains four droplets.
One further variant of the DROPS visualization is
based on multipole tensor operators [63, 134–138] which
reflect the state-space structure of angular momentum
states with suitable-chosen auxiliary labels. The mul-
tipole tensor operators are defined by means of trans-
forming one set of states of defined rank into an-
other one according to the Clebsch-Gordan decomposi-
tion Tp ⊗ T1/2 = T|p−1/2| ⊗ · · · ⊗ Tp+1/2, where p ∈
{0, 1/2, 1, 3/2, . . .}. The multipole tensor operators differ
from the tensor operators in the LISA basis in not having
a defined particle number (i.e. linearity) and inducing a
different grouping into droplets (see Appendix F). The
corresponding number of droplets is given in the column
named multipole of Table II and can be computed as the
square of the number of irreducible tensor operators Tp
(with multiplicity). The multipole-based DROPS rep-
resentation introduced here can be viewed as a general-
ization of the special Wigner representation introduced
in [18] for a spin 1/2 particle coupled to a second par-
ticle of arbitrary spin number. Figure 6 illustrates the
DROPS representation based on multipole operators us-
ing the same pure-state examples which are shown in
Fig. 5 for the LISA basis. In contrast to Fig. 5, in Fig. 6
all examples have only one single non-empty droplet.
VIII. CONCLUSION
We introduced a general approach for representing ar-
bitrary operators by a finite set of functions. Their
properties make this representation particularly appeal-
ing and useful for the visualization of important quantum
mechanical concepts and properties, which are conven-
tionally represented by abstract operators or plain ma-
trices. There are many possible bases on which such a
mapping between operators and sets of functions can be
based. Here we focused on the LISA basis which trans-
forms naturally under non-selective spin rotations as well
as spin permutations and which is particularly suitable
for distinguishable spins. However, depending on the ap-
plication, other bases can be more appropriate. It is note-
worthy that the DROPS visualization can be seen as a
generalization of the Bloch vector representation of sim-
ple two-level quantum systems, such as uncoupled spin
1/2 particles. On the other hand, the DROPS method
can also be interpreted as a natural (albeit not obvious)
generalization of Wigner functions that have been stud-
ied extensively for “collections” of spins. The physical
interpretation of the DROPS representation in terms of
a quasi-probability distribution for experimental observ-
ables and the related question of non-classical signatures
are interesting open problems. These are however beyond
the scope of the present work, which focusses on the the-
oretical construction and the symmetry properties of the
DROPS representation.
Although we considered here the relatively simple
but non-trivial example of three coupled spins 1/2, our
method can also be applied to more than three spins
and is also not limited to spins 1/2. It is important to
emphasize that general coupled spin systems constitute
complex high-dimensional quantum systems whose de-
scription cannot be expected to be both complete and
simple. We outlined in the beginning of Sec. II the es-
sential properties which our visualization should satisfy.
These properties can be summarized as (A) the bijectiv-
ity of the mapping and (B) the immediate visibility of
crucial features (such as symmetries under non-selective
rotations). Under these assumptions, the analysis of
Sec. VI (see Table II) rules out a complete representation
of operators with only a single droplet for spin systems
with more than one spin. In contrast to that, the visu-
alization technique of Ref. [19] (see also [15, 117, 118])
uses only a single droplet (even for more than one spin).
Therefore, in general, it cannot respect all symmetries
of operators under non-selective rotation and be com-
plete at the same time. The approach of [19] empha-
sizes the structure of pure quantum states and chooses
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quantum numbers from the eigenvalues of the operators
S2 := S2x+S
2
y+S
2
z and Sz, where Sα := (σα⊕· · ·⊕σα)/2
with α ∈ {x, y, z}. But this captures only a subset of the
symmetries of pure quantum states under non-selective
rotations. All these symmetries are revealed by directly
applying the Clebsch-Gordan decomposition of the tensor
product structure. Hence, the approach of [19] could be
modified into a DROPS visualization using the multipole
tensor operators (see Sec. VII and Appendix F), which
also emphasizes the structure of pure quantum states. In
summary, we believe that the analysis of coupled spin
systems should be primarily guided by finding their in-
herent symmetries. This provides a solid foundation for
studying nontrivial properties of general spin systems.
We illustrated applications which benefit from the
DROPS approach, such as the visualization of mixed
quantum states of spin systems. It can also used to rep-
resent the density matrix of pure quantum states with or
without entanglement. Section IVE contains a first step
in understanding how entanglement properties of quan-
tum states can be visualized in the LISA basis. Further-
more, the DROPS representation can be applied to arbi-
trary operators, including Hamilton operators and time
evolution operators. This approach is also well suited
to show the time evolution of quantum mechanical op-
erators as animations, rather than static figures. The
DROPS visualization lends itself to building intuition
about the dynamics of coupled spins and is expected to
become a valuable tool both in education and research.
Potential applications range from theoretical and experi-
mental quantum information theory, where quantum bits
(corresponding to spins 1/2) can be realized by trapped
ions, quantum dots, superconducting circuits, and spin
systems, to electron and nuclear magnetic resonance ap-
plications in physics, chemistry, biology, and medicine.
A Mathematica package [139] and a mobile application
software [140] are made available so that readers may ap-
ply the DROPS mapping to new areas and interactively
explore the DROPS visualization of coupled spin dynam-
ics in real time.
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Appendix A: Motivation for the choice of signs in
the LISA basis
The phase of the irreducible tensor operators for the
LISA basis is fixed by the Condon-Shortley convention
up to a sign. The specific choice of signs made in the
FIG. 7. (Color online) Different choices (a0, a1, a2) for the
signs of the bilinear tensors T
{k,l}
0 , T
{k,l}
1 , and T
{k,l}
2 with
rank 0, 1, and 2 result in different visualizations for the oper-
ators 2IkzIlz in a), 2IkxIlx+2IkyIly in b), and 2IkxIly in c).
The red and the cyan color refers to the positive and the nega-
tive value of the droplet function f{k,l}(A), respectively. The
signs for the LISA basis are given in the last column which is
highlighted by a dashed rectangle.
LISA basis will be presented in Appendix B 3, during the
construction of the LISA basis via projectors (see, e.g.,
Table V). Here, we present desirable properties which
motivate this specific choice of signs:
The droplet of the identity operator has a positive
value (i.e. it is red in Fig. 2). The droplets of the lin-
ear Cartesian operators Ikη with η ∈ {x, y, z} for each
spin k are consistent with its Bloch vector representa-
tion, i.e., the positive lobe in the LISA visualization of
Ikη is pointing in the η-direction (see Fig. 2).
Characteristic coupling Hamiltonians, such as longi-
tudinal and planar couplings have elongated and disc-
shaped droplets (see last column of Fig. 7). For spins k
and l, different shapes appear if T
{k,l}
0 and T
{k,l}
2 have
different relative signs (Fig. 7). If the sign of T
{k,l}
1 is
negative, the positive lobe of the droplet representing
2Ikη1Ilη2 with η1 6= η2 (refer to case c) in Fig. 7) is dis-
placed in the ~η3-direction with respect to the center of
the droplet, where ~η3 = ~η1 × ~η2 is given by the right
hand rule. The droplet for the fully symmetric Cartesian
tensor 4I1ηI2ηI3η has an elongated shape and its positive
lobe points in the η direction (see Fig. 2).
Appendix B: Construction of the LISA basis via
projectors
We provide here the details for the iterative construc-
tion of the LISA basis which is directly applicable to
general spin systems with n ≤ 5 spins. We determine the
basis elements by applying explicit projection operators.
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The presentation aims at providing all necessary details
for replicating our approach. To this end, we specify
also all applied conventions which regrettably vary sig-
nificantly in the literature.
1. The symmetric group and the standard Young
tableaux
We start by recalling some basic notation, see, e.g.,
[44–47]. The g! permutations of a set G = {1, . . . , g} of
cardinality g are known as the symmetric group Sg. They
form a finite group whose group multiplication is defined
by the composition (σ2σ1)(p) := (σ2 ◦σ1)(p) = σ2(σ1(p))
for σ1, σ2 ∈ Sg and p ∈ G. An element σ ∈ Sg maps
p ∈ G to σ(p) ∈ G such that σ(p1) 6= σ(p2) for p1 6= p2.
Permutations can be compactly specified as products of
disjoint cycles. A cycle c := (c1 · · · c|c|) ≡ (c1, . . . , c|c|)
of length |c| (where cp ∈ G and cp 6= cq for p 6= q) rep-
resents a permutation σ ∈ Sg where σ(cp) = cp+1 for
p < |c| and σ(c|c|) = c1. Two cycles c and c˜ are dis-
joint if cp 6= c˜q for all p and q. A transposition (p, q)
with p 6= q is a cycle of length two which permutes p
and q. Note that the symmetric group acts naturally on
the set of Cartesian product operators (for notation refer
to Sec. IVA) by permuting particles (and their labels),
e.g., σ(I1xI2yI3z) = Iσ(1)xIσ(2)yIσ(3)z = I3xI1yI2z =
I1yI2zI3x for σ = (132). This is equivalent to setting
σ(v1⊗ · · ·⊗ vg) := vσ−1(1)⊗ · · ·⊗ vσ−1(g) for g spins with
vp ∈ {Ix, Iy, Iz}.
Recall that a standard Young tableau of size g is a
left-aligned arrangement of g boxes where the number of
boxes does not increase from one row to following ones
and where each box contains a different number from the
set G such that the numbers are ordered strictly increas-
ing from left to right and top to bottom. For every stan-
dard Young tableau τ , one introduces a partition (i.e. its
shape) λ = λ(τ) = [λ1, . . . , λκ(λ)] of length κ(λ) where
the positive integers λp with λp ≥ λp+1 are equal to the
number of boxes in row p of τ and κ(λ) agrees with the
number of rows of τ . The number of columns of τ is equal
to λ1. Also, the filling pattern w(τ) = [w(τ)1, . . . , w(τ)g ]
of τ consists of the entries of τ which are strung together
from left to right in each row and from top to bottom for
all rows. It is convenient to introduce a total order on
the set of standard Young tableaux of size g where τ < τ˜
if either λ(τ) > λ(τ˜ ) or if λ(τ) = λ(τ˜ ) and w(τ) < w(τ˜ ).
Here, we imply that a = [a1, . . . , a|a|] < b = [b1, . . . , b|b|]
if there exists an index q such that ap = bp for p < q and
aq < bq while setting ap := 0 for p > |a| and bp := 0 for
p > |b|. This total order for standard Young tableaux
is reflected by the subscript p in the notation τ
[g]
p intro-
duced in Eq. (5), e.g.,
τ
[3]
1 = 1 2 3 < τ
[3]
2 =
1 2
3 < τ
[3]
3 =
1 3
2 < τ
[3]
4 =
1
2
3
.
(B1)
2. Young symmetrizers and projectors
We detail now the construction for Young symmetriz-
ers and the corresponding projectors with symmetry type
τ [44, 45, 47, 63, 64, 129, 141–144]. These objects are el-
ements of the group algebra R[Sg] of Sg which consists
of all (formal) real linear combinations of permutations
σ ∈ Sg. This means that every element x ∈ R[Sg] can be
decomposed as x =
∑
σ∈Sg xσσ with coefficients xσ ∈ R.
Given two elements x, y ∈ R[Sg], the sum in R[Sg] is
naturally defined as x + y =
∑
σ∈Sg (xσ + yσ)σ and the
product is given by xy =
∑
σ,σ˜∈Sg(xσyσ˜)(σσ˜).
Given a standard Young tableau τ , let R(τ, p) [resp.
C(τ, q)] denote the set of all entries in the pth row [resp.
qth column] of τ . Let SM denote the permutations of
a set M and let us introduce the permutations SR(τ,p)
of the elements R(τ, p) in the pth row of the standard
Young tableau τ where 1 ≤ p ≤ κ(τ). In the example of
τ = τ
[3]
3 , one obtains R(τ, 1) = {1, 3} and R(τ, 2) = {2}
as well as SR(τ,1) = {e, (1, 3)} and SR(τ,2) = {e} where e
denotes the identity permutation. The set R(τ) of row-
wise permutations is now defined as R(τ) = SR(τ,1) ×
· · · × SR(τ,κ(τ)) := {
∏κ(τ)
p=1 σp for all possibilities of σp ∈
SR(τ,p)}. Note that the order in the product is irrele-
vant as the different permutations act on non-overlapping
subsets of G = {1, . . . , g}. For τ = τ [3]3 , we have
R(τ) = {e, (1, 3)}. Similarly, we obtain the set of
column-wise permutations C(τ) := SC(τ,1)×· · ·×SC(τ,λ1)
where λ = λ(τ). One introduces Hτ :=
∑
σ∈R(τ) σ and
Vτ :=
∑
σ∈C(τ)(−1)|σ| σ where |σ| denotes the minimal
number of transpositions (p, q) necessary to write σ as
product thereof. Finally, we can write the Young sym-
metrizer for τ as the product eτ := fτ HτVτ where the
normalization factor fτ ∈ R is equal to the number of
standard Young tableaux of shape τ divided by g! which
ensures that eτeτ = eτ . For instance, the Young sym-
metrizers for the standard Young tableaux of Eq. (B1)
are
e
[3]
1 = eτ [3]1
= 16 [e+(12)+(13)+(23)+(123)+(132)], (B2a)
e
[3]
2 = eτ [3]2
= 13 [e+(12)−(13)−(132)], (B2b)
e
[3]
3 = eτ [3]3
= 13 [e−(12)+(13)−(123)], (B2c)
e
[3]
4 = eτ [3]4
= 16 [e−(12)−(13)−(23)+(123)+(132)], (B2d)
where e denotes the identity in Sg and one directly ver-
ifies that e
[3]
1 + e
[3]
2 + e
[3]
3 + e
[3]
4 = e. The Young sym-
metrizer can be computed (e.g.) for Eq. (B2c) by multi-
plying fτ = 1/3, Hτ = e+(13), and Vτ = e− (12) where
τ = τ
[3]
3 .
We determine now projectors P
[3]
p (i.e. P
[3]
p P
[3]
p = P
[3]
p )
which can be interpreted as orthogonalized versions of the
operators e
[3]
p in Eq. (B2). These projectors Pτ = P
[3]
p
model the symmetries for a standard Young tableau
τ = τ
[3]
p and will be used to identify tensor opera-
tors Tj which are left invariant under their action, i.e.
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PτTjm = Tjm for all m ∈ {−j, . . . , j}. Our approach
for determining the projectors P
[3]
p is similar to the one
detailed on pp. 114–124 of [141] and the formulas can be
inferred from the matrices of Young’s seminormal or or-
thogonal representation [44, 45, 142, 143]. But we stress
that the employed formulas differ widely in the literature
due to varying conventions. Note that we obtain a basis
of projection operators which differs from the so-called
seminormal basis (cf. pp. 109–114 of [142]).
Let us consider the ordered sequence τ
[g]
r , . . . , τ
[g]
s of
all standard Young tableaux of fixed shape λ. In partic-
ular, one has r = s = 1 for λ = [3], r = 2 and s = 3
for λ = [2, 1], as well as r = s = 4 for λ = [1, 1, 1] (cf.
Eq. (B1)). One defines the projection operators P
[g]
p re-
cursively using the operators e
[g]
p : For p = r, one has
P
[g]
p := e
[g]
p . It immediately follows that
P
[3]
1 = e
[3]
1 , P
[3]
2 = e
[3]
2 , and P
[3]
4 = e
[3]
4 . (B3)
For r < p ≤ s, there exists q ∈ {r, . . . , p−1} such that
τ
[g]
q differs from τ
[g]
p only by the position of two boxes a
and b with consecutive labels a and b := a+1. Let d ∈ Z
denote the signed axial distance from the box a to b in
τ
[g]
q , i.e., the number of steps from a to b while counting
steps down or to the left positively and steps up or to the
right negatively. After these preparations, we set
P [g]p := f [d (ab) + e]P
[g]
q ∈ R[Sg], (B4)
where the scalar factor f ∈ R is chosen such that
P
[g]
p P
[g]
p = P
[g]
p . For τ
[3]
3 , one obtains q = 2, a = 2,
b = 3, d = 2, and Eq. (B4) implies that
P
[3]
3 = [2(23) + e]P
[3]
2 = [2(23) + e] e
[3]
2
= [e−(12)−(13)+2(23)−2(123)+(132)]/3. (B5)
3. Details of the iterative construction
The iterative construction of the LISA basis is now
described and exemplified for the example of n = 3
spins. In the Sec. III B, this construction was divided
into three steps: (I) We start by building and symmetriz-
ing g-linear tensor operators of a g-spin system for each
g ∈ {1, . . . , n} which consists in applying the Clebsch-
Gordan decomposition and the just-introduced projec-
tion operators. (II) Next, the tensor operators will be
phase and sign corrected. (III) Lastly, the tensor oper-
ators are embedded into the full n-spin system for each
g-element subset of {1, . . . , n}.
In step (I), we begin by specifying the form of the g-
linear tensor operators for a g-spin system in the partic-
ular simple cases of g ∈ {0, 1}. The symmetries with re-
spect to particle permutations are trivial in both of these
cases. The corresponding symmetry types are given by
the standard Young tableaux τ
[0]
1 and τ
[1]
1 = 1 where
the first one is empty and the second one consists of a
single box. For g = 0, we only have the tensor operator
T0(τ
[0]
1 ) := T0 whose only tensor component is given by
T0,0 = ( 1 00 1 ) /
√
2. There is one single linear tensor op-
erator T1(τ
[1]
1 ) := T1 for g = 1 whose components are
T1,−1 = ( 0 01 0 ), T1,0 =
(
1 0
0 −1
)
/
√
2, and T1,1 =
(
0 −1
0 0
)
.
For g ≥ 2, the tensor operators Tj(τ [g−1]p ) = T[g−1]j
for g−1 spins are combined with the tensor operator T1
for one spin in order to iteratively build up the tensor
operators T
[g]
p with p ∈ {|j−1|, . . . , j+1} for g spins us-
ing the Clebsch-Gordan decomposition T
[g−1]
j ⊗ T1 =
T
[g]
|j−1| ⊕ · · · ⊕ T[g]j+1. The corresponding tensor compo-
nents T
[g]
j,m with m ∈ {−j, . . . , j} are determined by the
Clebsch-Gordan coefficients [21, 26, 27]. The three bi-
linear tensor operators T
[2]
0 , T
[2]
1 , and T
[2]
2 for g = 2 are
obtained via T1 ⊗T1 = T[2]0 ⊕T[2]1 ⊕T[2]2 and their com-
ponents are given by (see, e.g., p. 419 in [62])
T
[2]
0,0 =
1√
3
[T1,−1⊗T1,1 − T1,0⊗T1,0 +T1,1⊗T1,−1],
T
[2]
1,−1 =
1√
2
[−T1,−1⊗T1,0 +T1,0⊗T1,−1],
T
[2]
1,0 =
1√
2
[−T1,−1⊗T1,1 +T1,1⊗T1,−1],
T
[2]
1,1 =
1√
2
[−T1,0⊗T1,1 +T1,1⊗T1,0],
T
[2]
2,−2 = T1,−1⊗T1,−1,
T
[2]
2,−1 =
1√
2
[T1,−1⊗T1,0 +T1,0⊗T1,−1],
T
[2]
2,0 =
1√
6
[T1,−1⊗T1,1 + 2T1,0⊗T1,0 +T1,1⊗T1,−1],
T
[2]
2,1 =
1√
2
[T1,0⊗T1,1 +T1,1⊗T1,0],
T
[2]
2,2 = T1,1⊗T1,1.
The projectors for g = 2 are
P
[2]
1 = e
[2]
1 = eτ [2]1
= [e+ (12)]/2 where τ
[2]
1 := 1 2 and
P
[2]
2 = e
[2]
2 = eτ [2]2
= [e− (12)]/2 where τ [2]2 := 12 .
It is obvious that P
[2]
1 T
[2]
0,0 = T
[2]
0,0 and P
[2]
1 T
[2]
2,m = T
[2]
2,m
for m ∈ {−2, . . . , 2}. Moreover, P [2]2 T[2]1,m = T[2]1,m for
m ∈ {−1, 0, 1}. Thus, both T[2]0 and T[2]2 have symmetry
type τ
[2]
1 and T
[2]
1 has symmetry type τ
[2]
2 (cf. Table IV).
We set
T0(τ
[2]
1 ) := T
[2]
0 , T1(τ
[2]
2 ) := T
[2]
1 , T2(τ
[2]
1 ) := T
[2]
2 ,
but use both variants synonymously.
For g = 3, the Clebsch-Gordan decomposition results
in various trilinear tensors and the multiplicities of their
ranks agree with Tables III and IV:
T0(τ
[2]
1 )⊗ T[1]1 = T[2]0 ⊗ T[1]1 = T′1 (B6a)
T1(τ
[2]
2 )⊗ T[1]1 = T[2]1 ⊗ T[1]1 = T′′0 ⊕ T′′1 ⊕ T′′2 (B6b)
T2(τ
[2]
1 )⊗ T[1]1 = T[2]2 ⊗ T[1]1 = T′′′1 ⊕ T′′′2 ⊕ T′′′3 . (B6c)
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before T0(τ
[0]
0 ) T1(τ
[1]
1 ) −T0(τ [2]1 ) −iT1(τ [2]2 ) T2(τ [2]1 ) iT0(τ [3]4 ) −T1(τ [3]1 ) T1(τ [3]2 ) T1(τ [3]3 ) iT2(τ [3]2 ) iT2(τ [3]3 ) T3(τ [3]1 )
after T0(τ
[0]
0 ) T1(τ
[1]
1 ) T0(τ
[2]
1 ) T1(τ
[2]
2 ) T2(τ
[2]
1 ) T0(τ
[3]
4 ) T1(τ
[3]
1 ) T1(τ
[3]
2 ) T1(τ
[3]
3 ) T2(τ
[3]
2 ) T2(τ
[3]
3 ) T3(τ
[3]
1 )
TABLE V. Transformation in step (II) to ensure the correct phases and signs.
Referring again to p. 419 in [62], the corresponding com-
ponents for Eq. (B6a) are given by
T′1,m = T
[2]
0,0⊗T[1]1,m for m ∈ {−1, 0, 1},
and for Eq. (B6b) one obtains
T′′0,0 =
1√
3
[T
[2]
1,−1⊗T[1]1,1 − T[2]1,0⊗T[1]1,0 +T[2]1,1⊗T[1]1,−1]
T′′1,−1 =
1√
2
[−T[2]1,−1⊗T[1]1,0 +T[2]1,0⊗T[1]1,−1]
T′′1,0 =
1√
2
[−T[2]1,−1⊗T[1]1,1 +T[2]1,1⊗T[1]1,−1]
T′′1,1 =
1√
2
[−T[2]1,0⊗T[1]1,1 +T[2]1,1⊗T[1]1,0]
T′′2,−2 = T
[2]
1,−1⊗T[1]1,−1
T′′2,−1 =
1√
2
[T
[2]
1,−1⊗T[1]1,0 +T[2]1,0⊗T[1]1,−1]
T′′2,0 =
1√
6
[T
[2]
1,−1⊗T[1]1,1 + 2T[2]1,0⊗T[1]1,0 +T[2]1,1⊗T[1]1,−1]
T′′2,1 =
1√
2
[T
[2]
1,0⊗T[1]1,1 +T[2]1,1⊗T[1]1,0]
T′′2,2 = T
[2]
1,1⊗T[1]1,1.
The case of Eq. (B6c) results in
T′′′1,−1 =
1√
10
[
√
6T
[2]
2,−2⊗T[1]1,1−
√
3T
[2]
2,−1⊗T[1]1,0
+T
[2]
2,0⊗T[1]1,−1]
T′′′1,0 =
1√
10
[
√
3T
[2]
2,−1⊗T[1]1,1−2T[2]2,0⊗T[1]1,0
+
√
3T
[2]
2,1⊗T[1]1,−1]
T′′′1,1 =
1√
10
[T
[2]
2,0⊗T[1]1,1−
√
3T
[2]
2,1⊗T[1]1,0+
√
6T
[2]
2,2⊗T[1]1,−1]
for j = 1,
T′′′2,−2 =
1√
3
[−
√
2T
[2]
2,−2⊗T[1]1,0+T[2]2,−1⊗T[1]1,−1]
T′′′2,−1 =
1√
6
[−
√
2T
[2]
2,−2⊗T[1]1,1−T[2]2,−1⊗T[1]1,0
+
√
3T
[2]
2,0⊗T[1]1,−1]
T′′′2,0 =
1√
2
[−T[2]2,−1⊗T[1]1,1+T[2]2,1⊗T[1]1,−1]
T′′′2,1 =
1√
6
[−
√
3T
[2]
2,0⊗T[1]1,1+T[2]2,1⊗T[1]1,0+
√
2T
[2]
2,2⊗T[1]1,−1]
T′′′2,2 =
1√
3
[−T[2]2,1⊗T[1]1,1+
√
2T
[2]
2,2⊗T[1]1,0]
for j = 2, and
T′′′3,−3 = T
[2]
2,−2⊗T[1]1,−1
T′′′3,−2 =
1√
3
[T
[2]
2,−2⊗T[1]1,0+
√
2T
[2]
2,−1⊗T[1]1,−1]
T′′′3,−1 =
1√
15
[T
[2]
2,−2⊗T[1]1,1+
√
8T
[2]
2,−1⊗T[1]1,0
+
√
6T
[2]
2,0⊗T[1]1,−1]
T′′′3,0 =
1√
5
[T
[2]
2,−1⊗T[1]1,1+
√
3T
[2]
2,0⊗T[1]1,0+T[2]2,1⊗T[1]1,−1]
T′′′3,1 =
1√
15
[
√
6T
[2]
2,0⊗T[1]1,1+
√
8T
[2]
2,1⊗T[1]1,0+T[2]2,2⊗T[1]1,−1]
T′′′3,2 =
1√
3
[
√
2T
[2]
2,1⊗T[1]1,1+T[2]2,2⊗T[1]1,0]
T′′′3,3 = T
[2]
2,2⊗T[1]1,1 for the rank of j = 3.
We apply now the projectors of Eqs. (B3) and (B5) in
order to obtain the permutation-symmetrized versions of
the tensor operators. These permutation-symmetrized
versions can be obtained by tedious but straightfor-
ward linear algebra. For example, the zero-rank ten-
sor operator T′′0,0 is unchanged by the action of P
[3]
4 , i.e.
T′′0,0 = P
[3]
4 T
′′
0,0. It also holds that P
[3]
1 T
′′
0,0 = P
[3]
2 T
′′
0,0 =
P
[3]
3 T
′′
0,0 = 0. Consequently, T
′′
0,0 is completely antisym-
metric which also follows from the expansion
√
6T′′0,0 =+ T
[1]
1,−1⊗T[1]1,1⊗T[1]1,0 +T[1]1,0⊗T[1]1,−1⊗T[1]1,1
+ T
[1]
1,1⊗T[1]1,0⊗T[1]1,−1 − T[1]1,−1⊗T[1]1,0⊗T[1]1,1
− T[1]1,0⊗T[1]1,1⊗T[1]1,−1 − T[1]1,1⊗T[1]1,−1⊗T[1]1,0.
Thus, the permutation-symmetrized version of T′′0,0 is
T0,0(τ
[3]
4 ) := T
′′
0,0 (= P
[3]
4 T
′′
0,0).
These computations can be in general quite unwieldy
but are easily automated. The permutation-symmetrized
tensor components of rank one are computed as (where
m ∈ {−1, 0, 1})
T1,m(τ
[3]
1 ) :=
3√
5
T′1,m +
6
5T
′′′
1,m (=
3√
5
P
[3]
1 T
′
1,m) (B7)
T1,m(τ
[3]
2 ) :=
3
2T
′
1,m − 3
√
5
4 T
′′′
1,m (=
3
2P
[3]
2 T
′
1,m) (B8)
T1,m(τ
[3]
3 ) := T
′′
1,m (=
√
3
2 P
[3]
3 T
′
1,m).
The rank-two case results in (where m ∈ {−2, . . . , 2})
T2,m(τ
[3]
2 ) := T
′′′
2,m (=
√
3P
[3]
2 T
′′
2,m)
T2,m(τ
[3]
3 ) := T
′′
2,m (= P
[3]
3 T
′′
2,m),
and one obtains for the case of rank three that
T3,m(τ
[3]
1 ) := T
′′′
3,m (= P
[3]
1 T
′′′
3,m),
where m ∈ {−3, . . . , 3}. All tensor components Tj,m(τ)
have been normalized such that Tr[Tj,m(τ)T
†
j,m(τ)] = 1,
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where Tr(A) =
∑
p App denotes the trace of a matrix A.
Note that non-trivial recombinations occur for trilinear
tensor operators only in Eqs. (B7) and (B8).
In step (II), we apply the transformations of Table V.
This ensures that the phases and signs of the tensor op-
erators are set according to the conventions discussed
and motivated before. We emphasize that the transfor-
mations of Table V lead only to the correct form of the
tensor operators if one has executed step (I) exactly as
described. By abuse of notation, the tensor operators
after the transformation are denoted by the same sym-
bol Tj(τ). In the following, we assume that the tensor
operators Tj(τ) have been phase and sign corrected.
Our construction is now completed by step (III) where
each g-linear tensor operator of a g-spin system is embed-
ded into n-spin systems for n ≥ g. In particular, we detail
the three-spin case with n = 3. The zero-linear tensor
component T0,0(τ
[0]
1 ) = T0,0 = (
1 0
0 1 ) /
√
2 (i.e. g = 0) is
embedded as
T∅0(τ
[0]
1 ) := (
1√
2
)n12n = T
⊗n
0,0 = T0,0 ⊗ · · · ⊗ T0,0,
where 1q denotes the q × q-dimensional identity matrix.
The embedding of linear tensor components T1(τ
[1]
1 ) (i.e.
g = 1) is given for n = 3 as follows (wherem ∈ {−1, 0, 1})
T
{1}
1,m(τ
[1]
1 ) = T1,m(τ
[1]
1 )⊗ T0,0 ⊗ T0,0
T
{2}
1,m(τ
[1]
1 ) = T0,0 ⊗ T1,m(τ [1]1 )⊗ T0,0
T
{3}
1,m(τ
[1]
1 ) = T0,0 ⊗ T0,0 ⊗ T1,m(τ [1]1 ).
More generally, one applies for g ≥ 1 a transposition
(1k) to T
{1}
1,m(τ
[1]
1 ) which permutes the first and the kth
particle:
T
{1}
1,m(τ
[1]
1 ) := T1,m(τ
[1]
1 )⊗T⊗n−10,0
= T1(τ
[1]
1 )⊗T0,0⊗ · · · ⊗T0,0
T
{k}
1,m(τ
[1]
1 ) := (1k)T
{1}
1,m(τ
[1]
1 ) for k 6= 1.
This technique can be easily generalized to bilinear ten-
sor components Tj,m(τ
[2]
p ) with m ∈ {−j, . . . , j} (and
beyond) which are embedded into a system of n ≥ 2
spins:
T
{1,2}
j,m (τ
[2]
p ) := Tj,m(τ
[2]
p )⊗ T⊗n−20,0
T
{1,l}
j,m (τ
[2]
p ) := (2l)T
{1,2}
j,m (τ
[2]
p ) for l > 2
T
{k,l}
j,m (τ
[2]
p ) := (1k)(2l)T
{1,2}
j,m (τ
[2]
p ) for l > k > 1.
Finally, trilinear tensor components are embedded into a
three-spin system by (where m ∈ {−j, . . . , j})
T
{1,2,3}
j,m (τ
[3]
p ) := Tj,m(τ
[3]
p ).
4. From the LISA basis to Cartesian product
operators
Before we close this section, our computations are
summarized by providing explicit basis transformations
from Cartesian product operators (for definitions refer to
Sec. IVA) to the LISA basis and vice versa. The basis
transformations for the linear tensor components of an
n-spin system are

 T
{k}
1,−1
T
{k}
1,0
T
{k}
1,1

 = ( 1√
2
)n−1

 1 −i 00 0 √2
−1 −i 0



IkxIky
Ikz



IkxIky
Ikz

 = (√2)n−1

1/2 0 −1/2i/2 0 i/2
0 1/
√
2 0



T
{k}
1,−1
T
{k}
1,0
T
{k}
1,1

 .
Similarly, the transformations in the bilinear case are


T
{k,ℓ}
0,0
T
{k,ℓ}
1,−1
T
{k,ℓ}
1,0
T
{k,ℓ}
1,1
T
{k,ℓ}
2,−2
T
{k,ℓ}
2,−1
T
{k,ℓ}
2,0
T
{k,ℓ}
2,1
T
{k,ℓ}
2,2


= An


2IkxIℓx
2IkxIℓy
2IkxIℓz
2IkyIℓx
2IkyIℓy
2IkyIℓz
2IkzIℓx
2IkzIℓy
2IkzIℓz


and


2IkxIℓx
2IkxIℓy
2IkxIℓz
2IkyIℓx
2IkyIℓy
2IkyIℓz
2IkzIℓx
2IkzIℓy
2IkzIℓz


= Bn


T
{k,ℓ}
0,0
T
{k,ℓ}
1,−1
T
{k,ℓ}
1,0
T
{k,ℓ}
1,1
T
{k,ℓ}
2,−2
T
{k,ℓ}
2,−1
T
{k,ℓ}
2,0
T
{k,ℓ}
2,1
T
{k,ℓ}
2,2


,
with An = (
1√
2
)n−2


1√
3
0 0 0
1√
3
0 0 0
1√
3
0 0
i
2 0 0
1
2
−i
2
−1
2 0
0
1√
2
0
−1√
2
0 0 0 0 0
0 0
i
2 0 0
−1
2
−i
2
1
2 0
1
2
−i
2 0
−i
2
−1
2 0 0 0 0
0 0
1
2 0 0
−i
2
1
2
−i
2 0−1√
6
0 0 0
−1√
6
0 0 0
2√
6
0 0
−1
2 0 0
−i
2
−1
2
−i
2 0
1
2
i
2 0
i
2
−1
2 0 0 0 0


and Bn = (
√
2)n−2


1√
3
0 0 0
1
2 0
−1√
6
0
1
2
0 0
1√
2
0
i
2 0 0 0
−i
2
0
−i
2 0
−i
2 0
1
2 0
−1
2 0
0 0
−1√
2
0
i
2 0 0 0
−i
2
1√
3
0 0 0
−1
2 0
−1√
6
0
−1
2
0
1
2 0
−1
2 0
i
2 0
i
2 0
0
i
2 0
i
2 0
1
2 0
−1
2 0
0
−1
2 0
1
2 0
i
2 0
i
2 0
1√
3
0 0 0 0 0
√
2√
3
0 0


.
The decomposition of trilinear LISA tensor components
in terms of the trilinear Cartesian-product basis is de-
tailed in Table VI, while the other direction can be found
in Table VII; observe the shorthand Iabc := I1aI2bI3c.
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T1,−1(τ
[3]
1 ) =
2√
15
[3Ixxx−3iIyyy−i(Ixxy+Ixyx+Iyxx)+(Ixyy+Iyxy+Iyyx)+(Ixzz+Izxz+Izzx)−i(Iyzz+Izyz+Izzy)]
T1,0(τ
[3]
1 ) =
√
8√
15
[(Ixxz+Ixzx+Izxx)+(Iyyz+Iyzy+Izyy)+3Izzz]
T1,1(τ
[3]
1 ) = − 2√15 [i(Ixxy+Ixyx+Iyxx)+(Ixyy+Iyxy+Iyyx)+(Ixzz+Izxz+Izzx)+i(Iyzz+Izyz+Izzy)+3Ixxx+3iIyyy]
T3,−3(τ
[3]
1 ) = [(Ixxx+iIyyy)−i(Ixxy+Ixyx+Iyxx)−(Ixyy+Iyxy+Iyyx)]
T3,−2(τ
[3]
1 ) =
√
2√
3
[(Ixxz+Ixzx+Izxx)−(Iyyz+Iyzy+Izyy)−i(Ixyz+Ixzy+Iyxz+Iyzx+Izxy+Izyx)]
T3,−1(τ
[3]
1 ) =
1√
15
[−3(Ixxx−iIyyy)+i(Ixxy+Ixyx+Iyxx)−(Ixyy+Iyxy+Iyyx)+4(Ixzz+Izxz+Izzx)−4i(Iyzz+Izyz+Izzy)]
T3,0(τ
[3]
1 ) = − 2√5 [(Ixxz+Ixzx+Izxx)+(Iyyz+Iyzy+Izyy)−2Izzz]
T3,1(τ
[3]
1 ) =
1√
15
[3(Ixxx+iIyyy)+i(Ixxy+Ixyx+Iyxx)+(Ixyy+Iyxy+Iyyx)−4(Ixzz+Izxz+Izzx)−4i(Iyzz+Izyz+Izzy)]
T3,2(τ
[3]
1 ) =
√
2√
3
[(Ixxz+Ixzx+Izxx)−(Iyyz+Iyzy+Izyy)+i(Ixyz+Ixzy+Iyxz+Iyzx+Izxy+Izyx)]
T3,3(τ
[3]
1 ) = [(−Ixxx+iIyyy)−i(Ixxy+Ixyx+Iyxx)+(Ixyy+Iyxy+Iyyx)]
T1,−1(τ
[3]
2 ) =
1√
3
[−i(Iyxx+Ixyx−2Ixxy)−i(Iyzz+Izyz−2Izzy)+(Ixyy+Iyxy−2Iyyx)+(Ixzz+Izxz−2Izzx)]
T1,0(τ
[3]
2 ) =
√
2√
3
[−2(Ixxz+Iyyz)+(Izxx+Ixzx)+(Izyy+Iyzy)]
T1,1(τ
[3]
2 ) =
1√
3
[(−Ixyy−Iyxy+2Iyyx)+(−Ixzz−Izxz+2Izzx)+i(−Iyxx−Ixyx+2Ixxy)+i(−Iyzz−Izyz+2Izzy)]
T2,−2(τ
[3]
2 ) =
1√
3
[(Iyzx+Izyx)+(Ixzy+Izxy)−2(Ixyz+Iyxz)−(2iIxxz−iIxzx−iIzxx)+(2iIyyz−iIyzy−iIzyy)]
T2,−1(τ
[3]
2 ) =
1√
3
[−(2Ixxy−Ixyx−Iyxx)−i(2Iyyx−Iyxy−Ixyy)+(2iIzzx−iIzxz−iIxzz)+(2Izzy−Izyz−Iyzz)]
T2,0(τ
[3]
2 ) =
√
2 [(Iyzx+Izyx)−(Ixzy+Izxy)]
T2,1(τ
[3]
2 ) =
1√
3
[(2Ixxy−Ixyx−Iyxx)−(2Izzy−Izyz−Iyzz)+i(2Izzx−Izxz−Ixzz)−i(2Iyyx−Iyxy−Ixyy)]
T2,2(τ
[3]
2 ) =
1√
3
[−(2Ixyz−Ixzy−Izxy)−(2Iyxz−Iyzx−Izyx)+i(2Ixxz−Ixzx−Izxx)−i(2Iyyz−Iyzy−Izyy)]
T1,−1(τ
[3]
3 ) = [(Ixyy−Iyxy)+(Ixzz−Izxz)−i(Iyxx−Ixyx)−i(Iyzz−Izyz)]
T1,0(τ
[3]
3 ) =
√
2 [(Izxx−Ixzx)+(Izyy−Iyzy)]
T1,1(τ
[3]
3 ) = −[(Ixyy−Iyxy)+(Ixzz−Izxz)+i(Iyxx−Ixyx)+i(Iyzz−Izyz)]
T2,−2(τ
[3]
3 ) = [(Izxy−Ixzy)+(Izyx−Iyzx)+i(Izxx−Ixzx)+i(Iyzy−Izyy)]
T2,−1(τ
[3]
3 ) = [(Iyxx−Ixyx)+i(Ixyy−Iyxy)+i(Izxz−Ixzz)+(Izyz−Iyzz)]
T2,0(τ
[3]
3 ) =
√
2√
3
[−(2Ixyz+Ixzy−Izxy)+(2Iyxz+Iyzx−Izyx)]
T2,1(τ
[3]
3 ) = [(Ixyx−Iyxx)+(Iyzz−Izyz)+i(Ixyy−Iyxy)+i(Izxz−Ixzz)]
T2,2(τ
[3]
3 ) = [(Izxy−Ixzy)+(Izyx−Iyzx)+i(Ixzx−Izxx)+i(Izyy−Iyzy)]
T0,0(τ
[3]
4 ) =
2√
3
[(Ixyz−Ixzy−Iyxz+Iyzx+Izxy−Izyx)]
TABLE VI. Decomposition of the trilinear LISA tensor operators in terms of the Cartesian-product operators Iabc = I1aI2bI3c.
This form is valid for a three-spin system, for a general system with n ≥ 3 spins one has to multiply Tj,m(τ ) with (1/
√
2)n−3.
Appendix C: Visualization of typical operators in
the LISA basis
1. Visualizations of multiple quantum coherences
Different examples of multiple-quantum coherences are
given in Fig. 11. Operators with defined and unique co-
herence order p are visualized in the third and fourth
column of Fig. 11 for p ≥ 0 and p ≤ 0, respectively.
The operators displayed in the first and second column
of Fig. 11 correspond to mixtures of multiple quantum
orders ±p.
As discussed in Sec. IVB, an operator Ap has a well-
defined coherence order p if a rotation around the z axis
by an arbitrary angle α reproduces the operator Ap up
to an additional phase factor exp(−ipα):
exp(−iα
n∑
k=1
Ikz)Ap exp(iα
n∑
k=1
Ikz) = Ap exp(−ipα).
Similarly, a droplet representing a function f
(ℓ)
A (c.f.
Eq. (4)) corresponds to an operator term A(ℓ) with well-
defined coherence order p, if a rotation around the z-
axis by an arbitrary angle α reproduces the droplet
(and the function f
(ℓ)
A ) up to an additional phase fac-
tor exp(−ipα). Hence, a droplet with coherence or-
der p as well as the corresponding function f
(ℓ)
A (θ, φ) =
r
(ℓ)
A (θ, φ) exp[iϕ
(ℓ)
A (θ, φ)] are transformed by a z-rotation
with angle α to f˜
(ℓ)
A (θ, φ) = r
(ℓ)
A (θ, φ) exp[iϕ˜
(ℓ)
A (θ, φ)] with
ϕ˜
(ℓ)
A (θ, φ) = ϕ
(ℓ)
A (θ, φ) − pα. In order to illustrate this
point, consider how the operator I+k in Fig. 11 with
p = +1 changes under a z-rotation with angle α = π/2.
A z-rotation of the corresponding droplet only changes its
color (representing the phase of the function f
(ℓ)
A (θ, φ))
but not its shape. For example, for the azimuthal an-
gle φ = 0, the droplet is red (corresponding to a phase
ϕ
(ℓ)
A (θ, 0) = 0). After the rotation by α = π/2, the
droplet has turned dark blue at the azimuthal angle φ = 0
(corresponding to a phase ϕ˜
(ℓ)
A (θ, 0) = −π/2), which is
exactly what is expected from the general formula given
above: ϕ˜
(ℓ)
A (θ, φ) = ϕ
(ℓ)
A (θ, φ)−pα = 0−(+1)π/2 = −π/2
for p = +1 and α = π/2.
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4Ixxx =
1
10
[2
√
15[T1,−1(τ
[3]
1 )−T1,1(τ
[3]
1 )]−
√
15[T3,−1(τ
[3]
1 )−T3,1(τ
[3]
1 )]+5[T3,−3(τ
[3]
1 )−T3,3(τ
[3]
1 )]]
4Ixxy =
1
30
[2i
√
15[T1,−1(τ
[3]
1 )+T1,1(τ
[3]
1 )]−i
√
15[T3,−1(τ
[3]
1 )+T3,1(τ
[3]
1 )]+15i[T3,−3(τ
[3]
1 )+T3,3(τ
[3]
1 )]
−10i√3[T1,−1(τ [3]2 )+T1,1(τ [3]2 )]−10
√
3[T2,−1(τ
[3]
2 )−T2,1(τ [3]2 )]]
4Ixxz =
√
2√
15
T1,0(τ
[3]
1 )− 1√5T3,0(τ
[3]
1 )+
1√
6
[T3,−2(τ
[3]
1 )+T3,2(τ
[3]
1 )]−
√
2√
3
T1,0(τ
[3]
2 )+
i√
3
[T2,−2(τ
[3]
2 )−T2,2(τ [3]2 )]
4Ixyx =
1
30
[2i
√
15[T1,−1(τ
[3]
1 )+T1,1(τ
[3]
1 )]−i
√
15[T3,−1(τ
[3]
1 )+T3,1(τ
[3]
1 )]+15i[T3,−3(τ
[3]
1 )+T3,3(τ
[3]
1 )]
+5i
√
3[T1,−1(τ
[3]
2 )+T1,1(τ
[3]
2 )]+5
√
3[T2,−1(τ
[3]
2 )−T2,1(τ [3]2 )]−15i[T1,−1(τ [3]3 )+T1,1(τ [3]3 )]−15[T2,−1(τ [3]3 )−T2,1(τ [3]3 )]]
4Ixyy =
1
30
[2
√
15[T1,−1(τ
[3]
1 )−T1,1(τ [3]1 )]−
√
15[T3,−1(τ
[3]
1 )−T3,1(τ [3]1 )]−15[T3,−3(τ [3]1 )−T3,3(τ [3]1 )]
+5
√
3[T1,−1(τ
[3]
2 )−T1,1(τ [3]2 )]− 5i
√
3[T2,−1(τ
[3]
2 )+T2,1(τ
[3]
2 )]+15[T1,−1(τ
[3]
3 )−T1,1(τ [3]3 )]−15i[T2,−1(τ [3]3 )+T2,1(τ [3]3 )]]
4Ixyz =
1
2
√
3
[i
√
2[T3,−2(τ
[3]
1 )−T3,2(τ
[3]
1 )]−2
√
2T2,0(τ
[3]
3 )−2[T2,−2(τ
[3]
2 )+T2,2(τ
[3]
2 )]+2T0,0(τ
[3]
4 )]
4Ixzx =
1
30
[2
√
30[T1,0(τ
[3]
1 )]−6
√
5[T3,0(τ
[3]
1 )]+5
√
6[T3,−2(τ
[3]
1 )+T3,2(τ
[3]
1 )]
+5
√
6T1,0(τ
[3]
2 )−5i
√
3[T2,−2(τ
[3]
2 )−T2,2(τ [3]2 )]−15
√
2T1,0(τ
[3]
3 )+15i[T2,−2(τ
[3]
3 )−T2,2(τ [3]3 )]]
4Ixzy =
1
6
[i
√
6[T3,−2(τ
[3]
1 )−T3,2(τ
[3]
1 )]−3
√
2T2,0(τ
[3]
2 )+
√
3[T2,−2(τ
[3]
2 )+T2,2(τ
[3]
2 )]
−3[T2,−2(τ [3]3 )+T2,2(τ [3]3 )]−
√
6T2,0(τ
[3]
3 )−2
√
3T0,0(τ
[3]
4 )]
4Ixzz =
1
30
[2
√
15[T1,−1(τ
[3]
1 )−T1,1(τ
[3]
1 )]+4
√
15[T3,−1(τ
[3]
1 )−T3,1(τ
[3]
1 )]+5
√
3[T1,−1(τ
[3]
2 )−T1,1(τ
[3]
2 )]
+5i
√
3[T2,−1(τ
[3]
2 )+T2,1(τ
[3]
2 )]+15[T1,−1(τ
[3]
3 )−T1,1(τ [3]3 )]+15i[T2,−1(τ [3]3 )+T2,1(τ [3]3 )]]
4Iyxx =
1
30
[2i
√
15[T1,−1(τ
[3]
1 )+T1,1(τ
[3]
1 )]−i
√
15[T3,−1(τ
[3]
1 )+T3,1(τ
[3]
1 )]+15i[T3,−3(τ
[3]
1 )+T3,3(τ
[3]
1 )]
+5i
√
3[T1,−1(τ
[3]
2 )+T1,1(τ
[3]
2 )]+5
√
3[T2,−1(τ
[3]
2 )−T2,1(τ
[3]
2 )]+15i[T1,−1(τ
[3]
3 )+T1,1(τ
[3]
3 )]+15[T2,−1(τ
[3]
3 )−T2,1(τ
[3]
3 )]]
4Iyxy =
1
30
[2
√
15[T1,−1(τ
[3]
1 )−T1,1(τ
[3]
1 )]−
√
15[T3,−1(τ
[3]
1 )−T3,1(τ
[3]
1 )]−15[T3,−3(τ
[3]
1 )−T3,3(τ
[3]
1 )]
+5
√
3[T1,−1(τ
[3]
2 )−T1,1(τ
[3]
2 )]−5i
√
3[T2,−1(τ
[3]
2 )+T2,1(τ
[3]
2 )]−15[T1,−1(τ
[3]
3 )−T1,1(τ
[3]
3 )]+15i[T2,−1(τ
[3]
3 )+T2,1(τ
[3]
3 )]]
4Iyxz = − 1
2
√
3
[−i√2[T3,−2(τ [3]1 )−T3,2(τ
[3]
1 )]+2[T2,−2(τ
[3]
2 )+T2,2(τ
[3]
2 )]−2
√
2T2,0(τ
[3]
3 )+2T0,0(τ
[3]
4 )]
4Iyyx =
1
30
[2
√
15[T1,−1(τ
[3]
1 )−T1,1(τ
[3]
1 )]−
√
15[T3,−1(τ
[3]
1 )−T3,1(τ
[3]
1 )]−15[T3,−3(τ
[3]
1 )−T3,3(τ
[3]
1 )]
−10√3[T1,−1(τ [3]2 )−T1,1(τ
[3]
2 )]+10i
√
3[T2,−1(τ
[3]
2 )+T2,1(τ
[3]
2 )]]
4Iyyy =
1
10
i[2
√
15[T1,−1(τ
[3]
1 )+T1,1(τ
[3]
1 )]−
√
15[T3,−1(τ
[3]
1 )+T3,1(τ
[3]
1 )]−5[T3,−3(τ [3]1 )+T3,3(τ [3]1 )]]
4Iyyz =
1
30
[2
√
30T1,0(τ
[3]
1 )−6
√
5T3,0(τ
[3]
1 )−5
√
6[T3,−2(τ
[3]
1 )+T3,2(τ
[3]
1 )]−10
√
6T1,0(τ
[3]
2 )−10i
√
3[T2,−2(τ
[3]
2 )−T2,2(τ
[3]
2 )]]
4Iyzx =
1
6
[i
√
6[T3,−2(τ
[3]
1 )−T3,2(τ [3]1 )]+3
√
2T2,0(τ
[3]
2 )+
√
3[T2,−2(τ
[3]
2 )+T2,2(τ
[3]
2 )]+
√
6T2,0(τ
[3]
3 )
−3[T2,−2(τ [3]3 )+T2,2(τ [3]3 )]+2
√
3T0,0(τ
[3]
4 )]
4Iyzy =
1
30
[2
√
30T1,0(τ
[3]
1 )−6
√
5T3,0(τ
[3]
1 )−5
√
6[T3,−2(τ
[3]
1 )+T3,2(τ
[3]
1 )]+5
√
6T1,0(τ
[3]
2 )
+5i
√
3[T2,−2(τ
[3]
2 )−T2,2(τ [3]2 )]−15
√
2T1,0(τ
[3]
3 )−15i[T2,−2(τ [3]3 )−T2,2(τ [3]3 )]]
4Iyzz =
1
30
[2i
√
15[T1,−1(τ
[3]
1 )+T1,1(τ
[3]
1 )]+4i
√
15[T3,−1(τ
[3]
1 )+T3,1(τ
[3]
1 )]+5i
√
3[T1,−1(τ
[3]
2 )+T1,1(τ
[3]
2 )]
−5√3[T2,−1(τ [3]2 )−T2,1(τ [3]2 )]+15i[T1,−1(τ [3]3 )+T1,1(τ [3]3 )]−15[T2,−1(τ [3]3 )−T2,1(τ [3]3 )]]
4Izxx =
1
30
[2
√
30T1,0(τ
[3]
1 )−6
√
5T3,0(τ
[3]
1 )+5
√
6[T3,−2(τ
[3]
1 )+T3,2(τ
[3]
1 )]+5
√
6T1,0(τ
[3]
2 )−5i
√
3[T2,−2(τ
[3]
2 )−T2,2(τ
[3]
2 )]
+15
√
2T1,0(τ
[3]
3 )−15i[T2,−2(τ
[3]
3 )−T2,2(τ
[3]
3 )]]
4Izxy =
1
6
[+i
√
6[T3,−2(τ
[3]
1 )−T3,2(τ
[3]
1 )]+
√
3[T2,−2(τ
[3]
2 )+T2,2(τ
[3]
2 )]−3
√
2T2,0(τ
[3]
2 )+3[T2,−2(τ
[3]
3 )+T2,2(τ
[3]
3 )]
+
√
6T2,0(τ
[3]
3 )+2
√
3T0,0(τ
[3]
4 )]
4Izxz =
1
30
[2
√
15[T1,−1(τ
[3]
1 )−T1,1(τ
[3]
1 )]+4
√
15[T3,−1(τ
[3]
1 )−T3,1(τ
[3]
1 )]+5
√
3[T1,−1(τ
[3]
2 )−T1,1(τ
[3]
2 )]
+5i
√
3[T2,−1(τ
[3]
2 )+T2,1(τ
[3]
2 )]−15[T1,−1(τ
[3]
3 )−T1,1(τ
[3]
3 )]−15i[T2,−1(τ
[3]
3 )+T2,1(τ
[3]
3 )]]
4Izyx =
1
6
[+i
√
6[T3,−2(τ
[3]
1 )−T3,2(τ [3]1 )]+
√
3[T2,−2(τ
[3]
2 )+T2,2(τ
[3]
2 )]+3
√
2T2,0(τ
[3]
2 )+3[T2,−2(τ
[3]
3 )+T2,2(τ
[3]
3 )]
−√6T2,0(τ [3]3 )−2
√
3T0,0(τ
[3]
4 )]
4Izyy =
1
30
[2
√
30T1,0(τ
[3]
1 )−6
√
5T3,0(τ
[3]
1 )−5
√
6[T3,−2(τ
[3]
1 )+T3,2(τ
[3]
1 )]+5
√
6T1,0(τ
[3]
2 )+5i
√
3[T2,−2(τ
[3]
2 )−T2,2(τ [3]2 )]
+15
√
2T1,0(τ
[3]
3 )+15i[T2,−2(τ
[3]
3 )−T2,2(τ
[3]
3 )]]
4Izyz =
1
30
[2i
√
15[T1,−1(τ
[3]
1 )+T1,1(τ
[3]
1 )]+4i
√
15[T3,−1(τ
[3]
1 )+T3,1(τ
[3]
1 )]+5i
√
3[T1,−1(τ
[3]
2 )+T1,1(τ
[3]
2 )]
−5√3[T2,−1(τ [3]2 )−T2,1(τ
[3]
2 )]−15i[T1,−1(τ
[3]
3 )+T1,1(τ
[3]
3 )]+15[T2,−1(τ
[3]
3 )−T2,1(τ
[3]
3 )]]
4Izzx =
1
5
√
3
[
√
5[T1,−1(τ
[3]
1 )−T1,1(τ [3]1 )]+2
√
5[T3,−1(τ
[3]
1 )−T3,1(τ [3]1 )]−5[T1,−1(τ [3]2 )−T1,1(τ [3]2 )]−5i[T2,−1(τ [3]2 )+T2,1(τ [3]2 )]]
4Izzy =
1
5
√
3
[i
√
5[T1,−1(τ
[3]
1 )+T1,1(τ
[3]
1 )]+2i
√
5[T3,−1(τ
[3]
1 )+T3,1(τ
[3]
1 )]−5i[T1,−1(τ [3]2 )+T1,1(τ [3]2 )]+5[T2,−1(τ [3]2 )−T2,1(τ [3]2 )]]
4Izzz =
1√
5
[
√
6T1,0(τ
[3]
1 )+2T3,0(τ
[3]
1 )]
TABLE VII. Decomposition of trilinear Cartesian-product operators Iabc = I1aI2bI3c in terms of LISA tensor operators. This
form is valid for a three-spin system, for a general system with n ≥ 3 spins one has to multiply 4Iabc with (
√
2)n−3.
Based on these properties, the droplets of an operator
with unique coherence order p can be easily recognized
using the following criteria: (1) Disregarding the color,
the shape of the droplet is rotationally invariant under
rotations around the z-axis, i.e. the shape is not changed
by a z-rotation (c.f. third and fourth column in Fig. 11).
(2) The coherence order p of a droplet can be identified
based on its color : (2a) A droplet of coherence order
p = 0 does not change its color if it is rotated by an ar-
bitrary angle α around the z-axis, as illustrated by the
operators I+k I
−
l , I
−
k I
+
l , I
+
1 I
−
2 I3z , and I
−
k I
+
l I3z in Fig. 11.
(2b) A droplet of unique coherence order p 6= 0 (where p
is a non-zero integer with either positive or negative sign)
is rainbow-colored. For positive coherence order (p > 0),
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FIG. 8. (Color online) The bilinear Cartesian product oper-
ator 2IkxIly is represented as a linear combination of double-
and zero-quantum operators (DQy)kl and (ZQy)kl.
the colors change from red to yellow to green to blue when
moving counter-clockwise around the z-axis. For nega-
tive coherence order, the colors change in the opposite
direction. (2c) For a non-zero unique coherence order p,
the absolute value |p| of the coherence order of a droplet
is reflected by the number of rainbows encountered when
moving once around the z-axis. (2d) A droplet of unique
coherence order p 6= 0 is invariant under a rotation by in-
teger multiples of 2π/|p| around the z-axis. This is illus-
trated for characteristic operators with unique coherence
orders in the third column and fourth column of Fig. 11.
(2e) Even if operators do not contain a unique coher-
ence order p, but a mixture of coherence orders ±p with
|p| 6= 0, it is still true that the corresponding droplets do
not change their appearance if they (or the correspond-
ing operators) are rotated by integer multiples of 2π/|p|
around the z-axis. This is illustrated by the examples in
the first and second column of Fig. 11. All tensor opera-
tors Tjm have the unique coherence order p = m. More-
over, the bean-shaped droplet of the Cartesian product
operator 2IkxIly (c.f. Fig. 8) is an example of an oper-
ator that is composed of terms with different coherence
orders −2, 0, and +2. The operator is a superposition of
the double-quantum operator (DQy)kl = IkxIly + IkyIlx
with rank j = 2 and quantum orders p = ±2 and the
zero-quantum operator (ZQy)kl = −IkxIly + IkyIlx with
rank j = 1 and quantum order p = 0.
2. Extended NMR example
The example shown in Fig. 12 represents a common
experiment in NMR spectroscopy which is designed to
create triple-quantum coherences from the polarization of
three coupled spins [3]. The system consists of three spins
in the weak-coupling limit (i.e. longitudinal or Ising-type
coupling; see Fig. 3) with identical coupling constants
J12 = J13 = J23 = 10Hz. The building blocks of the
experiment are visualized in Fig. 12 in the LISA basis.
A triple-quantum coherence consists of combinations of
tensor operators of rank j = 3 and order m = ±3. At
the initial time t0, the system is in thermal equilibrium,
which corresponds in the high-temperature limit to the
density matrix
ρ(t0) = I1x + I2x + I3x =
√
2(T
{1}
10 + T
{2}
10 +T
{3}
10 )
(where for simplicity only the traceless part of the density
operator is considered here).
A first 90◦ pulse (with phase x) is applied to the system
with an amplitude of 10 kHz for a time t1−t0 = 25µs and
flips the three magnetization vectors into the transverse
plane. The corresponding linear control Hamiltonian is
H (t0, t1) = 2π 10 kHz (I1x + I2x + I3x)
and the density operator of the system at time t1 is
ρ(t1) = −I1y−I2y−I3y
= −i[T{1}1,−1+T{1}1,1+T{2}1,−1+T{2}1,1 +T{3}1,−1+T{3}1,1 ].
The next step consists of letting the bilinear coupling
Hamiltonian act on the system in order to create trilinear
terms in the density operator. The coupling Hamiltonian
is applied for a time t2 − t1 = 50ms and has the form
H (t1, t2) = 2π 10Hz (I1zI2z + I1zI3z + I2zI3z).
At time t2, the systems is in the state
ρ(t2) = 4I1yI2zI3z + 4I1zI2yI3z + 4I1zI2zI3y
∼= +0.78 [T1,−1(τ [3]1 )+T1,1(τ [3]1 )]
+ 1.55i [T3,−1(τ
[3]
1 )+T3,1(τ
[3]
1 )].
Finally, a second 90◦ pulse (with phase y) is applied in or-
der to create terms of order m = ±3. The corresponding
linear control Hamiltonian
H (t2, t3) = 2π 10 kHz (I1y + I2y + I3y)
is applied for a time t3− t2 = t1− t0. At time t3, the den-
sity operator of the system is (where Iabc := I1aI2bI3c)
ρ(t3) = 4Iyxx + 4Ixyx + 4Ixxy
∼= +0.78 [T1,−1(τ [3]1 )+T1,1(τ [3]1 )]
− 0.39i [T3,−1(τ [3]1 )+T3,1(τ [3]1 )]
+ 1.5i [T3,−3(τ
[3]
1 )+T3,3(τ
[3]
1 )].
At this point, the desired triple-quantum coherence term
T3,−3(τ
[3]
1 ) + T3,3(τ
[3]
1 ) has been created. Note that the
shape of the droplet corresponding to the term τ
[3]
1 of
ρ(t3) in Fig. 12 also exhibits the partial content of the
triple-quantum coherence (TQy)123 (see Fig. 11). The
remaining undesired terms of the density operator can
be removed by applying a triple quantum filter [3] to
ρ(t3) (not shown for simplicity). The density operators
ρ(ti) are depicted in the middle row of Fig. 12.
The Hamiltonians H (ti, ti+1) (which are re-scaled for
better visibility) are shown in the second row and the
effective Hamiltonian [3]
Heff
∼=− 18.1Hz(I1z+I2z+I3z)
− 24.2Hz(Ixxx+Iyyy+Izzz)
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− 72.5Hz(Ixxy+Ixyx+Iyxx+Iyyx+Iyxy+Ixyy)
of the experiment is given at the top. In the fourth row,
the DROPS representations of the propagators (1q de-
notes the q × q-dimensional identity matrix)
U(t0, t1) ∼=+ 0.3518 − 0.71i(I1x+I2x+I3x)
− 1.41(I1xI2x+I1xI3x+I2xI3x)
+ 2.83I1xI2xI3x,
U(t1, t2) ∼=+ 0.35(1+i)18
− 1.41(1+i)(I1zI2z+I1zI3z+I2zI3z), and
U(t2, t3) ∼=+ 0.3518 − 0.71i(I1y+I2y+I3y)
− 1.41(I1yI2y+I1yI3y+I2yI3y)
+ 2.83I1yI2yI3y ,
are shown. The overall effective propagator
Ueff ∼= +0.18(1+i) 18 − 0.35(1+i)(I1z+I2z+I3z)
−0.71(1+i)(I1zI2z+I1zI3z+I2zI3z)− 1.41(1−i)×
(Ixxx+Iyyy−Izzz+Ixxy+Ixyx+Iyxx+Iyyx+Iyxy+Ixyy)
of the pulse sequence is given at the bottom of Fig. 12.
3. Pure quantum states
The examples of Fig. 9 display density matrices for en-
tangled pure states of two spins and three spins in the
DROPS representation corresponding to the LISA ba-
sis. The four Bell states |Φ±〉 = (|00〉± |11〉)/√2 and
|Ψ±〉 = (|01〉± |10〉)/√2 correspond to maximally en-
tangled states of a two-spin system. For comparison,
a separable state (|00〉) and a partially entangled state
[(|00〉+ |01〉)/√2 + 3 |Ψ−〉]/4 are depicted in the third
row of Fig. 9. The last row of Fig. 9 shows the W state
|W 〉 = (|100〉+ |010〉+ |001〉)/√3 and the Greenberger-
Horne-Zeilinger state |GHZ〉 = (|000〉+ |111〉)/√2, which
are both entangled quantum states of three spins.
Appendix D: Wigner representation: Proof of
Proposition 1
Property (a) is a direct consequence of the definition of
the DROPS mapping. Proving property (b), we deduce
directly from Eq. (4b) that
f
(ℓ)∗
A =
∑
j∈J(ℓ)
j∑
m=−j
c
(ℓ)∗
jm Y
∗
jm, A
(ℓ)† =
∑
j∈J(ℓ)
j∑
m=−j
c
(ℓ)∗
jm T
(ℓ)†
jm .
Consequently, (b) follows from the Condon-Shortley
phase convention Tjm = (−1)mT†j,−m and a similar rela-
tion Yjm = (−1)mY∗j,−m for spherical harmonics. Prop-
erty (c) is a special case of (e), which we prove below.
Property (d) uses the fact that irreducible tensor op-
erators and spherical harmonics are an explicit form of
FIG. 9. (Color online) LISA representation of the density
matrix for characteristic entangled and separable pure states,
for details refer to the text. Compare also to Fig. 10 below.
irreducible representations for SU(2). These properties
are preserved by the DROPS mapping, i.e., the compo-
nents Tjm with j ≤ m ≤ j corresponding to the same
tensor define an invariant subspace under rotations. Fur-
thermore, all of these components are part of the same
droplet. The proof of property (e) requires a more de-
tailed analysis. We expand both sides of (e) in order to
show that they are equal. To simplify the notation, the
dependence of the spherical harmonics on the variables θ
and φ is suppressed.
The left-hand side of the equality is expanded as∑
ℓ∈L
∫
S2 f
(ℓ)
A (θ, φ)f
(ℓ)
B (θ, φ)dµ, which is equal to
∑
ℓ∈L
∫
S2
∑
jm
Tr[T
†(ℓ)
jm A]Yjm ·
∑
j′m′
Tr[T
†(ℓ)
j′m′B]Yj′m′dµ.
Applying the orthonormality of the spherical harmonics
as well as the property Yj,m = (−1)mY∗j,−m, we obtain
the expression
∑
ℓ∈L
∑
jm Tr[T
†(ℓ)
jm A] ·Tr[T†(ℓ)j,−mB](−1)m.
Applying Tjm = (−1)mT†j,−m, this can be further sim-
plified to
∑
ℓ∈L
∑
jm Tr[T
†(ℓ)
jm A] · Tr[T(ℓ)jmB].
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On the right-hand side, we have Tr(AB) =
Tr
(∑
ℓ∈L
A(ℓ)
∑
ℓ′∈L
B(ℓ
′)
)
=
∑
ℓ∈L
∑
ℓ′∈L
Tr(A(ℓ)B(ℓ
′))
by the linearity of the trace, which can be further trans-
formed to
∑
ℓ∈LTr(A
(ℓ)B(ℓ)) relying on the orthogonal-
ity of the operator spaces for different droplets. We use
the decompositions of the A(ℓ) and B(ℓ) and obtain the
formula
∑
ℓ∈L
Tr
(∑
jm
Tr[T
†(ℓ)
jm A]T
(ℓ)
jm ·
∑
j′m′
Tr[T
†(ℓ)
j′m′B]T
(ℓ)
j′m′
)
=
∑
ℓ∈L
∑
jm
∑
j′m′
Tr[T
†(ℓ)
jm A]Tr[T
†(ℓ)
j′m′B]Tr[T
(ℓ)
jmT
(ℓ)
j′m′ ].
Using the normalization and Tj,m = (−1)mT†j,−m, it
simplifies to
∑
ℓ∈L
∑
jm Tr[T
†(ℓ)
jm A]Tr[T
†(ℓ)
j,−mB](−1)m =∑
ℓ∈L
∑
jm Tr[T
†(ℓ)
jm A]Tr[T
(ℓ)
jmB]. This shows that the
left-hand side is identical to the right-hand side.
Appendix E: Details for the computation of Table IV
Here, we detail the computations summarized in Ta-
ble IV. These are determined in two steps. First, the
symmetries of the direct product GL(d,C) × Sg acting
on ⊗gCd (notably for d=3) are identified, where GL(d,C)
denotes the general linear group of complex d×d-matrices
with non-zero determinant. The irreducible representa-
tions ϑd,λ of GL(d,C) are labeled by partitions λ with at
TABLE VIII. Labels for the DROPS representation based on
multipole operators.
most d parts (i.e. κ(λ) ≤ d), cf. pp. 231–237 of [124], and
irreducible representations µλ of the symmetric group
Sg are indexed with partitions λ of degree |λ| = g, cf.
pp. 44–46 of [124]. Using these notations, the Schur-
Weyl duality (see p. 389 of [129]) describes how the ac-
tion of GL(d,C)× Sg decomposes g-tensors ⊗gCd into a
multiplicity-free sum (i.e. each λ occurs only once)
g⊗
C
d ∼=
⊕
λ∈Par(g,d)
ϑd,λ ⊗ µλ, (E1)
where Par(g, d) denotes the set of partitions with degree
g and with at most d parts (i.e. κ(λ) ≤ d).
Second, these results will be traced back to the in-
tended group SU(2) × Sg. Here, d=3 since SU(2) (and
its Lie algebra su(2)) acts for a single spin on the three-
dimensional space C3 as explained in Sec. VI. We sub-
stitute ϑ3,λ in Eq. (E1) by the composition ϑ3,λ ◦ ϕ1 to
include the action of SU(2) on C3. The decomposition of
ϑ3,λ ◦ ϕ1 as a representation of SU(2) is determined by
applying the well-established technique of the plethysm
[130], see also [43, 131, 132]. The explicit computations
for the plethysms have been performed using the com-
puter algebra system magma [126], but computations
could in this particular case also rely on a generating
FIG. 10. (Color online) DROPS visualization in the multipole
tensor basis for the examples of Fig. 9.
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transition rank
|3/2〉→|3/2〉 0,1,2,3
|κ1, 1/2〉→|κ1, 1/2〉 0,1
|κ2, 1/2〉→|κ2, 1/2〉 0,1
transition rank
|3/2〉→|κ1, 1/2〉 1,2
|κ1, 1/2〉→|3/2〉 1,2
transition rank
|3/2〉→|κ2, 1/2〉 1,2
|κ2, 1/2〉→|3/2〉 1,2
transition rank
|κ1, 1/2〉→|κ2, 1/2〉 0,1
|κ2, 1/2〉→|κ1, 1/2〉 0,1
TABLE IX. All compatible combinations of transitions and ranks for multipole tensor operators
T0(|3/2〉→|3/2〉) = 1√
6
[T
{1,2}
0 +T
{1,3}
0 +T
{2,3}
0 +
√
3T∅0(τ
[0]
1 )]
T1(|3/2〉→|3/2〉) =
√
10
6
[T
{1}
1 +T
{2}
1 +T
{3}
1 −
√
3√
5
T1(τ
[3]
1 )]
T2(|3/2〉→|3/2〉) = 1√
3
[T
{12}
2 +T
{13}
2 +T
{23}
2 ]
T3(|3/2〉→|3/2〉) = T3(τ [2]1 )
T0(|κ1, 1/2〉→|κ1, 1/2〉) =
√
3
6
[T
{1,2}
0 −2T
{1,3}
0 −2T
{2,3}
0 +
3√
3
T∅0(τ
[0]
1 )]
T1(|κ1, 1/2〉→|κ1, 1/2〉) = 16 [2T
{1}
1 +2T
{2}
1 −T
{3}
1 −
√
15T1(τ
[3]
1 )−2
√
3T1(τ
[3]
2 )]
T0(|κ2, 1/2〉→|κ2, 1/2〉) = 12 [−
√
3T
{1,2}
0 +T
∅
0(τ
[0]
1 )]
T1(|κ2, 1/2〉→|κ2, 1/2〉) = 16 [3T
{3}
1 −
√
15T1(τ
[3]
1 )+2
√
3T1(τ
[3]
2 )]
T1(|3/2〉→|κ1, 1/2〉) = 16 [
√
2(−T{1}1 −T
{2}
1 +2T
{3}
1 )+3i(T
{1,3}
1 +T
{2,3}
1 )−
√
6T1(τ
[3]
2 )]
T2(|3/2〉→|κ1, 1/2〉) = 16 [
√
3(−2T{1,2}2 +T
{1,3}
2 +T
{2,3}
2 )+3i
√
2T2(τ
[3]
2 )]
T1(|κ1, 1/2〉→|3/2〉) = 16 [
√
2(T
{1}
1 +T
{2}
1 − 2T{3}1 )+3i(T{1,3}1 +T{2,3}1 )+
√
6T1(τ
[3]
2 )]
T2(|κ1, 1/2〉→|3/2〉) = 16 [
√
3(2T
{1,2}
2 −T
{1,3}
2 −T
{2,3}
2 )+3i
√
2T2(τ
[3]
2 )]
T1(|3/2〉→|κ2, 1/2〉) = 1
2
√
3
[
√
2(−T{1}1 +T
{2}
1 )+i(2T
{1,2}
1 +T
{1,3}
1 −T
{2,3}
1 )−
√
2T1(τ
[3]
3 )]
T2(|3/2〉→|κ2, 1/2〉) = 12 [−T
{1,3}
2 +T
{2,3}
2 +i
√
2T2(τ
[3]
3 )]
T1(|κ2, 1/2〉→|3/2〉) = 1
2
√
3
[
√
2(T
{1}
1 −T{2}1 )+i(2T{1,2}1 +T{1,3}1 −T{2,3}1 )+
√
2T1(τ
[3]
3 )]
T2(|κ2, 1/2〉→|3/2〉) = 12 [T
{1,3}
2 −T{2,3}2 +i
√
2T2(τ
[3]
3 )]
T0(|κ1, 1/2〉→|κ2, 1/2〉) = 12 [−T
{1,3}
0 +T
{2,3}
0 −i
√
2T1(τ
[3]
4 ))]
T1(|κ1, 1/2〉→|κ2, 1/2〉) = 1
2
√
3
[(−T{1}1 +T
{2}
1 )+i
√
2(T
{1,2}
1 −T
{1,3}
1 +T
{2,3}
1 )+2T1(τ
[3]
3 )]
T0(|κ2, 1/2〉→|κ1, 1/2〉) = 12 [−T
{1,3}
0 +T
{2,3}
0 +i
√
2T1(τ
[3]
4 )]
T1(|κ2, 1/2〉→|κ1, 1/2〉) = 1
2
√
3
[(−T{1}1 +T
{2}
1 )−i
√
2(T
{1,2}
1 −T
{1,3}
1 +T
{2,3}
1 )+2T1(τ
[3]
3 )]
TABLE X. Decomposition of the multipole tensor operators for a system of three spins in terms of the LISA tensors.
function, see p. 178 of [145]. The combination of both
steps leads to the results of Table IV. The resulting sym-
metry types τ for a partition λ are given by the standard
Young tableaux of shape λ [44–47], i.e. Young diagrams of
shape λ which are filled with the numbers G⊆{1, . . . , n}
from the set of the |G|=g involved spins. The number
of symmetry types τ (with fixed shape λ and set G) is
equal to the dimension of the irreducible representation
µλ of Sg (refer to the third column (#τ) of Table IV).
Appendix F: DROPS representation based on
multipole tensors
Multipole tensor operators [63, 134–138] are defined
by building on a state-space basis of the quantum sys-
tem which reflects its angular momentum properties
{|κ, j,m〉}, where κ ∈ {κ1, . . . , κf} are suitable-chosen
auxiliary labels distinguishing angular momentum states
with identical rank j (and order m). Given κ and j,
the symbol |κ, j〉 := {|κ, j,m〉 with−j≤m≤j} denotes
the ordered set of states with angular momentum j and
auxiliary label κ. Moreover, the state space of coupled
spins has a basis B =
⋃
κ,j |κ, j〉. Multipole tensor oper-
ators Tjm(|κp, j1〉→|κq, j2〉) can now be defined by trans-
forming the states |κp, j1〉 into |κq, j2〉 according to the
Clebsch-Gordan decomposition
Tjm (|κp, j1〉→|κq, j2〉) := (F1)√
2j+1
2j2+1
∑
m1∈{−j1,...,j1}
〈j2,m2|j,m|j1,m1〉 |κq, j2,m2〉 〈κp, j1,m1| ,
where one assumes that m2 = m1 + m and where
〈j2,m2|j,m|j1,m1〉 denotes the Clebsch-Gordan coeffi-
cient. The matrix |κq, j2,m2〉 〈κp, j1,m1| contains only
a single nonzero entry corresponding to the state transi-
tion |κp, j1,m1〉→|κ1, j2,m2〉. All multipole tensor oper-
ators transforming |κ1, j1〉 into |κ2, j2〉 have integer ranks
j running from |j1− j2| to j1+ j2 and are grouped into a
single droplet in the associated DROPS representation.
The corresponding labels ℓ ∈ L of Eq. (4) have the form
ℓ = |κ1, j1〉→|κ2, j2〉 (see, e.g., Table VIII).
The angular momentum states are constructed by re-
cursively coupling subsystems with an additional par-
ticle. For the case of one spin-1/2 particle, the angu-
lar momentum state basis is given by B1 := |1/2〉 :=
{|1/2, 1/2〉 , |1/2,−1/2〉}. For two coupled spin-1/2 par-
ticles, we use the Clebsch-Gordan decomposition of B1⊗
|1/2〉 and build the basis B2 := |0〉 ∪ |1〉 consisting of
singlet and triplet states (see, e.g., pp. 430–431 of [29]).
No auxiliary labels κ are necessary as each rank appears
only once in B2. For three coupled spin-1/2 particles,
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one obtains the basis B3 := |3/2〉 ∪ |κ1, 1/2〉 ∪ |κ2, 1/2〉
(see Table VIII). The auxiliary labels κ1 := 1 and κ2 := 0
of the state refer to the parent rank of the element in B2
involved in its generation. This construction may be in
general unwieldy, but it is always possible as SU(2) is a
simply reducible group (see, e.g., [146]), i.e., each irre-
ducible representation in the Clebsch-Gordan decompo-
sition of two irreducible representations of su(2) appears
only once. All compatible combinations of the nine pos-
sible transitions |j1, κ1〉→|j2, κ2〉 with ranks j are given
in Table IX. The multipole tensor operators differ from
the tensor operators in the LISA basis in not having a
defined particle number. The explicit decomposition of
multipole tensor operators in the LISA basis can be found
in Table X.
Examples for the DROPS representation based on mul-
tipole tensor operators are illustrated in Fig. 10 where
the density matrices of different pure states are given
(cf. Fig. 9), some of which are entangled and most of
them have only one single non-empty droplet. Interest-
ingly, both |W〉 and |GHZ〉 exhibit a symmetry under
z-rotations, i.e. they are respectively rotationally invari-
ant or invariant under rotations of 2π/3, see also Fig. 9.
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FIG. 11. (Color online) DROPS visualization in the LISA basis of characteristic multiple quantum coherences for three coupled
spins. The operators are classified according to their linearity and their coherence order p ∈ Z. For visualization purposes, the
droplets which are always empty are not displayed. The four trilinear droplets are ordered from left to right according to the
symmetry of each droplet, i.e. from τ
[3]
1 to τ
[3]
4 (see Eq. (B1)). The above pictures correspond to the DROPS visualization of
the tensors after normalization, where the droplets for the trilinear operators are depicted in a smaller size. For definitions of
the zero, double, and triple quantum operators (ZQη)kl, (DQη)kl, and (TQη)kl with η ∈ {x, y} refer to [3, 147].
27
FIG. 12. (Color online) Experimental NMR pulse sequence to create triple-quantum coherences starting from the thermal
equilibrium density operator in the high temperature limit [3]. The pulse sequence consists of a 90◦ pulse (with phase x)
followed by a delay (t2 − t1) and a second 90◦ pulse (with phase y). The density operators ρ(ti) are depicted in the middle
row. The Hamiltonians H (ti, ti+1) (which are re-scaled for better visibility) are given in the second row and the effective
Hamiltonian [3] of the experiment is shown at the top. In the fourth row, DROPS representations of the propagators associated
to the individual time steps are displayed. The effective propagator is visualized at the bottom.
