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ABSTRACT 
This uote continues the discussion of the accuracy of approximate solutions of 
ill-posed equations. 
Peter Linz wrote: 
Theoretical results have been able to shed some light on the characteristics of 
particular algorithms, but in many ways the theory is very undeveloped. There is very 
little machinery available by which we can estimate the accuracy of a solution or even 
assign any meaning to it. There are no general criteria by which different algorithms 
can be compared. Consequently, many methods are proposed which, on the evidence 
of a few specific cases, are claimed to be effective. But it is also known that the results 
are quite sensitive to the choice of method or even to the choice of certain parameters 
within the algorithm. Thus, any computed result must be regarded with a great deal of 
suspicion. [3] 
Here I will discuss various types of condition numbers of linear algebraic 
systems which arise in the discretization process of ill-posed linear equations, 
e.g. integral equations of the first kind, and which are closely related to the 
P-constrained E-solution of P. Linz [3, Example 11. The methods under 
consideration are the regularization method of Phillips [4] and Tikhonov [8] 
and an iteration method of Fakeev [l] and Schock [6]. 
The standard condition number of a linear algebraic system 
is 
Ax=b 
‘c(A) = IIAII~IIA-‘IL 
(1) 
which is a measure of the sensitivity of the solution to the perturbation A b of 
LINEAR ALGEBRA AND ITS APPLICATIONS 81:129-136 (1986) 129 
$ Elsevier Science Publishing Co., Inc., 1986 
52 Vanderbilt Ave., New York, NY 10017 0024.3795/W/$3,50 
130 
the right-hand side h. The proof follows the lines 
A( x + AX) = h + Ab, 
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IlAx]] = ]]A-‘AbIt < IIA-‘Il~llAbll> 
IWII = IPII G II4l~ll~ll~ 
hence 
II4 IWII 
K G IIA-‘IIwII~ - 
llbll 
(see e.g. Stoer [7]). The proofs of the following theorems will follow this idea. 
In the case of regularized ill-posed equations 
Tx=b, b E Range T 
where 7’: ZZ, ---f H2 is a continuous linear operator between 
and II, with the norms 1) ]I1 and I] ]]a, (1) is replaced by 
(T*T + aZ)x, = T*b. 
(*I 
Hilbert spaces ZZ, 
(2) 
Thus it is possible to study the condition numbers of (2) with respect to the 
following perturbed data: 
(T*T+cxZ)(X,+AX)=~+A~, (3.1) 
(T*T + aZ)(x, + Ayi) = T*(b + Ab,), (3.2) 
(T*T + al)& + Aya) = T*b + Ab,, (3.3) 
(T*T + cuZ)(x, + Az,) = T*T(C + AC,), (3.4) 
(T*T + aZ)( x, + A+) = T*Tc + AC,. (3.5) 
These equations may be interpreted in the following way: in (3.1) it is without 
interest that a = T*b; in (3.2) we have a perturbation of b; in (3.3) we have a 
perturbation of T*b; analogously, in (3.4) and (3.5), AC, is a perturbation of 
the exact solution c of Tc = b (which we will assume to be unique) and AC, is 
a perturbation of T*Tc = T*b = a. 
It is well known (see e.g. Groetsch [2]) that the solution x, of (2) is the 
unique minimizer of 
Q(x) = lP”x - WI; + 4lxll: 
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in H,; a discretized version of this x, is the minimizer of Q in an 
n-dimensional subspace X,, of Hr. For arbitrary n-dimensional subspaces X,, 
it seems to be rather difficult to compare the condition numbers of the various 
equations. But it is easy to compute and to compare the condition numbers 
for the optimal choice of X,,. The following general lemma is folklore. 
LEMMA 1 [S]. Let S: H + H be a selfadjoint compact positive definite 
linear operator in a Hilbert space H. Let p1 > pclz > p3 > . . . be the eigenval- 
ues of S. Let 8,, be the orthogonal projection onto the span of the first n 
eigenvectors, and P,, an orthogonal projection onto an arbitrary n-dimensional 
subspace such that 
IISII = II~~SkII = IlP,SP,II = Pl. 
T1wt1 the optimal condition of the projected operator is 
K opt = K( i),s&) = ; < K( P,,sP,,). 
I, 
Proof. The extremal principle of Poincare and Fischer states 
> min 
(P,SP,x, x) 
sEp,,H (x,x) =&Jpnspn), 
where p i( P,,SP,,) is the jth eigenvalue of P,,SP,, j = 1,2,. . . , n; thus 
K(P sp ) = P.,RwJ E”l 
,I n 
pn( P,SP,) a x = Kopt. 
Let 7’ = U( T*Z’)‘/’ be the polar decomposition of T. Then (3.2) and (3.3) 
are equivalent respectively to 
(?‘*T+ aZ)(x,+ Ayr) = (T*T)%*(b + Ab,), 
(T*T + aZ)(x, + Aya) = (T*T)1’2U*b + Ah,. 
If P: H -+ X,, is the orthoprojection onto the space X, spanned by the 
eigenvectors associated with the first n eigenvalues X 1 > A, > . . * > A,, of 
Z’*Z’, then P and T*T commute, and the approximations x E X,, of x, E H 
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are determined by the following equations: 
(PT*TP + aZ)(x + Ax) = P(CI + Au), (4.1) 
(PT*TP + cd)(T*T) -1’2P(r + Ay,) = PU*(b+ Ab,), (4.2) 
(PT*Z’P+cuZ)(T*T)~1’2P(x+Ay2)=P[U*b+(T*T)-1’zA~2], (4.3) 
(PT*TP + aZ)(T*T) -‘P(x + AzJ = P(c + Acl), (4.4) 
(PT*TP + cxZ)(T*T) -‘P(x + Az,) = P[c +(T*T) -‘ACT,]. (4.5) 
Hence for the optimal condition numbers we have the following result: 
THEOREM 2. Let X,, P,U be defined as above, and x E X, be the 
minimizkzr of 
Q(x) = IITx - bll; + +ll?, a> 0, 
in X,,. Then the optimal estimates are 
II Wll A, + a IlAalll 
ll4ll -- G x,+a JIPuJ(, ’ 
llAYlll2 ~ ‘x IW1ll2 
IlXlll J x, IW*bll1 
if X,<(u<X,, 
llA~Jl2 A, + a h, IlAhll2 
- IlXlll %,+a J x, IIJ’U*bll, 
if (YQX,, 
IlA~all2 6 IlAb,ll, 
IlXlll ’ x, IIPU*bll, 
if X,<a<X,, 
llA~2112 X1 + a 1 IlAb,ll, 
-.- 
llxll 1 ’ A,, + a & JIPU*blll If crghn’ 
II AZllll A, + a A, llAc1lll .-- 
llxll 1 G A,+ a A” llPClll ’ 
I@~2111 1 A, + a X1 IIAczll1 .-.-- 
IlXlll “x, x,+a A, llPCljl. 
(5.1) 
(5.2.1) 
(5.2.2) 
(5.3.1) 
(5.3.2) 
(5.4) 
(5.5) 
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Proof. If f( 2'*1') is any operator function, then the condition number of 
the equation 
Pf( T*T)Px = Pe 
is given by 
where u = [A,,, X 1] [f(X) # 0 for X E u]. Thus we obtain for Equations 
(4.1)-(4.5) 
f#g=h+a, hence 
X,+tl 
K( fi) = ~+a; 
,I 
W) = f,(V; 
X+(Y h,,+a A, 
hence a = ~+cu+~; 
1 II 
fm = f,w 
This proves (5.1), (5.2), and (5.4). For (5.3) we obtain 
II Aynll 
- G’dfs). 
IIP(T*T) - 1'2Abzll 
IIXII IW*blI 
~~(f+$$ 
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analogously, for (5.5) 
IlA=,ll ~ -(f~i). 
IIP( T*T) - l Ac,ll 
llxll IIW 
< K( f ). L I’Ac211 
5 A, IWI 
n 
An iterative method for the approximate solution of ( *) was proposed by 
the author [6], which is an generalization of Fakeev’s iterative method for 
linear algebraic equations [l]. Let x1 E H and xk+ 1 E H be the minimizer of 
Rk(X) = IP - bl12 + PkllX - Fl12> k=1,2,.... (6) 
Then xI + , is the solution of 
(T*T+p,z)(x,+,-x,)=T*(b-b,) (7) 
with 17, = 7*x,, and (xa) converges to the solution of (*) if and only if Cp,’ is 
divergent. 
This is again an equation in an infinite-dimensional Hilbert space; thus a 
discretized version is given by 
(PT*TP + ,oZ)x = PT*b’, (8) 
where P : ZZ + X,, is an orthoprojection onto a n-dimensional subspace of H, 
p = pk, x E X,, is an approximation of xkil - xk, and b - b, is replaced by 
17’. Since Qkr has to be divergent, Equation (8) seems to be well-posed for 
large p > 0, but some numerical experience shows that this conjecture seems 
to fail. 
Again we will consider the following perturbations of (8): 
(PT*TP + pz)(x + AX) = P(u + Au), 
(PT*TP + pz)( x + Ayr) = PT*( b’+ Ab,), 
(PT*P + pZ)(x + Ay,) = P(T*b’+ Ah,), 
(PT*T + pZ)( x + Azr ) = PT*T( c + Acr ), 
(PT*TP + pZ)(x + Az2) = P(T*Tc + Ac2). 
(9.1) 
(9.2) 
(9.3) 
(9.4) 
(9.5) 
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THEOREM 3. Let X,, , P, U he defined as in Theorem 2, and xii + 1 E X ,, he 
tlw tplinimizer of 
R,(x) = /T(x - Xk) - lq2 + p/Jx - xJ2, X,EX~~, k=1,2 ,..., 
r,:itll h’= 17 - TX,, pk > I(T*TI(. ‘Then the optimal estimates are 
IlAxll ~ AI + P llA4 __ -.- 
IIXII XII f P IIW ’ 
llAY,ll d A,, + P A, Wlll 
IIXII XlfP J x,Ilpu*h’ll> 
IlA~zll A, A, + P 
(lxl/ <E’h,+p 
W,ll ~ A, + P A, llAc,ll -*-- 
IIXII A,+ P All IIPCII ’ 
IP=,ll 1 A, + P A, llA~,ll .___.-___ 
llxll G x, A, + P A,, IIPCII ’ 
(10.1) 
(10.2) 
(10.3) 
(10.4) 
(10.5) 
1chere x = Xk+ I - xj( E x,,. 
Proof. It is the same as the proof of Theorem 2, considering the extrema 
of the functions fi, . , f, in [A I,, h 1], where (Y is replaced by p >, h 1. I@ 
The conclusion of this theorem is that only (10.1) displays well-posed 
behavior. Numerical experience shows that the method (6) works very well in 
well-posed cases. 
I cannot give an affirmative answer to the question in the title of this note, 
but it seems to me that in the case of ill-posed equations one has to assume 
that the worst condition number influences the result. 
REFERENCES 
1 A. G. Fakeev, A class of iterative processes for solving degenerate systems of linear 
algebraic equations, USSR Cumput. Math. Math. Phys. 21(3):15-22 (1981). 
2 C. W. Groetsch, The Theory of Tikhonov Regularization for Fredholm Integral 
Equations of the First Kind, Pitman, Boston, 1984. 
136 EBERHARD SCHOCK 
3 P. Linz, Uncertainty in the solution of linear operator equations, B. I.T. 24:92-161 
(1984). 
4 D. L. Phillips, A technique for the numerical solution of certain integral equations 
of the first kind, J. Assoc. Cornput. Much. 9:84-97 (1962). 
5 E. Schock, Ritz regularization vs. least square regularization. Solution methods for 
integral equations of the first kind, Z. Anal. Anwendungen 4:277-284 (1985). 
6 E. Schock, Iterative regularization of integral equations of the first kind, Integral 
Equations Operator Theory, submitted for publication. 
7 J. Stoer, Einftihrung in die Numerische Muthemutik, Springer, Heidelberg, 1983. 
8 A. N. Tikhonov, Regularization of incorrectly posed problems, Sooiet Math. Dokl. 
4: 1624- 1627 (1963). 
