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The detection of gravitational waves from inspiraling com-
pact binaries using matched filtering depends crucially on the
availability of accurate template waveforms. We determine
whether the accuracy of the templates’ phasing can be im-
proved by solving the post-Newtonian energy balance equa-
tion numerically, rather than (as is normally done) analyti-
cally within the post-Newtonian perturbative expansion. By
specializing to the limit of a small mass ratio, we find evidence
that there is no gain in accuracy.
I. INTRODUCTION AND SUMMARY
Several kilometer-scale interferometric gravitational
wave detectors are currently being built, among them
the two American LIGO detectors, the French-Italian
VIRGO detector, the German-British GEO 600 detector
and the Japanese TAMA detector. Gravitational waves
from inspiraling compact binaries are among the most
promising candidates to be detected. In order to extract
a gravitational wave signal from the noisy background the
technique of matched filtering [1,2] will be used. One of
the drawbacks of matched filtering is that the theoretical
templates used must be close to the actual gravitational
wave signal in order to detect the signal and estimate its
parameters. In the case of a nearly circular inspiral of two
point masses the expected gravitational wave signal has
the form of a chirp, i.e., a roughly sinusoidal signal with
gradually increasing amplitude and frequency. If such a
signal is to be detected by matched filtering, high accu-
racy is needed in the templates; in particular, the phase
of the template must closely match the phase of the ac-
tual signal. Inspiral templates have been calculated to
date up to post-2.5-Newtonian order [3].
Several authors have investigated the question of to
what post-Newtonian order does one need to push tem-
plate computations in order to have an acceptably small
template-inaccuracy reduction in event detection rate
[4–7]. The result is that post-2-Newtonian templates may
be sufficiently accurate to detect neutron star/neutron
star binaries [8]; the loss in event rate in this case is
∼ 12% for initial LIGO and ∼ 20% for advanced LIGO
[6].
However, there are several motivations for trying to
obtain more accurate templates. First, there may well
be a high event rate of neutron star/black hole or black
hole/black hole inspirals. For these more massive systems
the accuracy requirements are more stringent, since the
frequency band (∼ 50−200 Hz) where most of the signal-
to-noise is accumulated is in a more relativistic regime for
more massive systems. For example, for initial LIGO de-
tectors and for a binary system of a 4M black hole and
a 30M black hole, using post-2-Newtonian search tem-
plates would allow us to detect only ∼ 35% of the signals
that otherwise would be detectable [6]. A second moti-
vation is that one will need high accuracy templates in
order to avoid appreciable systematic errors in measure-
ments of the binary’s parameters [11–13].
A variety of methods of increasing template accuracy
have been pursued in recent years. First, one can com-
pute the templates up to ever-higher post-Newtonian
orders; this is arduous but going beyond the current
post-2.5-Newtonian templates is feasible. Progress is be-
ing made on computing post-3-Newtonian templates; see
Ref. [14] and references therein. Second, a celebrated
result in this field was the discovery by Damour, Iyer,
and Sathyaprakash [11] that using Pade´ approximants
can significantly increase the accuracy of template phas-
ing. Third, Damour and Buonanno [15] have suggested a
particular ansatz for obtaining templates containing ad-
ditional terms of all post-Newtonian orders, starting, say,
from post-2-Newtonian templates.
The purpose of this paper is to investigate yet an-
other possible method of improving the accuracy of post-
Newtonian templates. The basic idea is very simple.
In computing post-2-Newtonian templates, for example,
one should strictly speaking discard all terms of post-
2.5-Newtonian order (and higher) everywhere in the cal-
culations. To do otherwise would be inconsistent with
the perturbation expansion method. Yet, there could
be pieces of the calculation for which retaining post-2.5-
Newtonian (and higher) order terms would lead to im-
proved accuracy. For example, the dominant, m = 2
piece of the waveform is usually written as





where both the amplitude A(t) and the phase
φGW (t) have separate post-Newtonian expansions, A =∑
j ε
jA(j) and φGW =
∑
j ε
jφ(j), with ε a formal expan-
sion parameter. Now a perturbation theory purist would
insist on inserting the expansion for φGW into Eq. (1.1)
and on expanding the cosine using a Taylor expansion.
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However, it is well known that the resulting expression is
a much poorer representation of the true signal than the
original un-expanded form (1.1).
The question then arises: are there other stages in the
construction of post-Newtonian templates where one dis-
cards higher order terms, which, if retained, might lead to
increased accuracy? A natural possibility is the stage in
which one goes from the post-Newtonian formulae for the
energy flux F (f) = −dE/dt(f) and orbital energy E(f)
as functions of gravitational wave frequency f , to the
formula for the phase φGW (t) of the gravitational wave-
form. Given analytical formulae for F (f) and E(f) up
to some post-Newtonian order, one can either (I) solve
analytically for φGW (t) within the post-Newtonian ap-
proximation, discarding all higher order terms, or (II)
one can numerically solve the energy balance equation to
obtain φGW (t). This second procedure effectively gen-
erates and retains terms at all post-Newtonian orders,
so is strictly speaking inconsistent, but one might hope
that it would lead to increased accuracy. We note that
the papers [4,5,11] investigating the accuracy of post-
Newtonian templates have generally used method (II),
whereas the popular data analysis package GRASP [16]
used in Ref. [17] uses method (I). The GRASP manual
[16] speculates that method (II) might be more accurate.
In this paper we present evidence, based on the limiting
case of binaries with small mass ratios, that numerically
solving the energy balance equation does not in fact in-
crease the accuracy. We arrive at this conclusion after
checking the accuracies of methods (I) and (II) in three
different ways. We compare expansion coefficients of the
Fourier transform of the waveform; we numerically find
the relative error in the Fourier transform of the wave-
form; and we compute overlaps of templates constructed
from both methods with the exact waveform. The re-
sult, that the numerical solution of the energy balance
equation (method (II)) does not increase the accuracy,
is disappointing, but constitutes useful information from
the point of view of generating template banks for inspi-
ral searches: there is no motivation in terms of increased
event rate to solve numerically for the wave’s phasing.
II. METHOD OF CALCULATION
In order to explain our calculation, we first summa-
rize how the waveform’s phasing can be computed from
the energy flux function F (f) and orbital energy function
E(f), where f is gravitational wave frequency [11,5]. Let
m1, m2 be the masses of the two components of the bi-
nary and m = m1 + m2 be the total mass. Let φ(t) be
the orbital phase of the binary, so that φGW (t) = 2φ(t),
where φGW is the phase of the dominant, m = 2 piece of
the waveform. We define the dimensionless variable
v = (pimf)1/3. (2.1)
[Here and throughout we use units with G = c = 1.] The




and from the energy balance equation
dE(v)
dt
= −F (v). (2.3)
Equations (2.1) – (2.3) yield a parametric solution for
φ(t) given by

















where φc, tc and vi are constants.
In the restricted post-Newtonian approximation, in
which we neglect the m 6= 2 multipoles, the gravitational
waveform has the form h(t) = A(t) cos[φGW (t)], where
A(t) is a slowly varying amplitude. The Fourier trans-
form h˜(f) of this waveform is h˜(f) = B(f)eiψ(f), where
B(f) is some frequency dependent prefactor, and where,
in the stationary phase approximation, the phase ψ(f) is
given by




Using Eqs. (2.4) and (2.5) gives the frequency domain
phase [5]:
ψ(f) = 2(tc/m)v










We note that the corrections to the stationary phase
approximation are very small, arising only at post-5-
Newtonian order [18], so it is sufficient for our purposes
to use the expression (2.7).
Equation (2.7) is the starting point for our analy-
sis. We will investigate the accuracy with which vari-
ous approximations reproduce the Fourier-domain phase
ψ(f), which is the version of the phase function that
is most relevant for matched filtering. The two possi-
ble calculational methods we consider are (I) to insert
post-Newtonian expressions for the functions E(v) and
F (v) into Eq. (2.7), and discard all the higher order
post-Newtonian terms generated, and (II) to insert post-
Newtonian expressions for the functions E(v) and F (v)
into Eq. (2.7) and solve exactly for the phase ψ(f), retain-
ing all the higher order post-Newtonian terms generated.
To assess the accuracy of each of these two methods,
we specialize to the limit m1m2/m
2 → 0 for which the
functions E(v) and F (v) are known [5,11,19]. We then
check the accuracy of method (I) and (II) in three ways.
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A. Checking the accuracy of methods (I) and (II) by
comparing expansion coefficients of ψ(f)
The first check is entirely analytical. We expand all the
phase functions ψ(f) as post-Newtonian power series in
v up to some high order (e.g. post-5.5-Newtonian), and
compare the accuracy with which methods (I) and (II)
reproduce the coefficients in this power series. While this
comparison procedure is less accurate than comparing
the phases produced by methods (I) and (II) to the exact
numerical phase, it does allow us to check whether there
is any indication that method (II) is more accurate than
method (I).
In more detail, our comparison procedure works as fol-
lows. The post-Newtonian expansions for the functions






























where η = m1m2/m
2 is the dimensionless mass ratio.
The ellipses in Eq. (2.9) represent possible terms propor-
tional to (ln v)m for m ≥ 2 which could arise at high
post-Newtonian orders. The coefficients ei, fi and gi in
Eqs. (2.8) and (2.9) are functions of the mass ratio η.
For general mass ratios, the coefficients ei and fi in are
known up to e4 and f5 [3], while for η = 0 all the ei co-
efficients are known [5,11] and the fi and gi coefficients
are known up to f11 and g11 [19]. The known coefficients
are tabulated in Appendix A.
If we now insert the expansions (2.8) and (2.9) into the














Here tK and K are constants which correspond to the
initial time and initial phase, and the function P (v) has
the expansion




pj + qj ln(v) + rj [ln(v)]




The coefficients pj , qj and rj in Eq. (2.11) are functions
of the coefficients ei, fi and gi in Eqs. (2.8) and (2.9) for
i ≤ j:
pj = pj(e1, . . . ej , f1, . . . fj , g1, . . . gj), (2.12)
qj = qj(e1, . . . ej , f1, . . . fj , g1, . . . gj), (2.13)
rj = rj(e1, . . . ej , f1, . . . fj , g1, . . . gj). (2.14)









2 − 2e2f2 + 3e4 − f4). (2.17)
Suppose now that the functions E(f) and F (f) are
known to post-N -Newtonian order. Then the coefficients
ei, fi and gi are known for 0 ≤ i ≤ 2N . If we now fol-
low the usual method (I) to generate the phase function
ψ(f), we obtain an expansion of the form (2.11) where




pj(e1, . . . ej , f1, . . . fj , g1, . . . gj) j ≤ 2N ,





qj(e1, . . . ej , f1, . . . fj , g1, . . . gj) j ≤ 2N ,






rj(e1, . . . ej , f1, . . . fj , g1, . . . gj) j ≤ 2N ,
0 j > 2N .
(2.20)
Here the superscript (I) means method (I) and the sub-
script N refers to the post-N -Newtonian approximation.
On the other hand, if we use instead the method (II) to






pj(e1, . . . ej , f1, . . . fj , g1, . . . gj) j ≤ 2N ,
pj(e1, . . . e2N , 0, . . . 0, f1, . . . f2N ,






qj(e1, . . . ej , f1, . . . fj , g1, . . . gj) j ≤ 2N ,
qj(e1, . . . e2N , 0, . . . 0, f1, . . . f2N ,







rj(e1, . . . ej , f1, . . . fj , g1, . . . gj) j ≤ 2N ,
rj(e1, . . . e2N , 0, . . . 0, f1, . . . f2N ,
0, . . . 0, g1, . . . g2N , 0, . . . 0) j > 2N .
(2.23)
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Thus, the two methods agree on pj , qj and rj for j ≤ 2N ,
but for j > 2N method (I) gives expansion coefficients
of zero while method (II) yields coefficients of the form
pj(e1, . . . e2N , 0, . . . 0, f1, . . . f2N , 0, . . . 0, g1, . . . g2N , 0, . . . 0)
which differ somewhat from the true values
pj(e1, . . . ej , f1, . . . fj , g1, . . . gj) because of having the co-





and similarly for qj and rj , so that pk,k = pk.
As an example, suppose that the functions E(f) and
F (f) were known only up to post-1.5-Newtonian order,
so that only the coefficients e2, f2 and f3 were known,
but not e4 and f4. Up second post-Newtonian order the
expansion (2.11) has the form




where the coefficients p2, p3 and p4 are given in Eqs.
(2.15) – (2.17) above. How accurately could we determine
the coefficients p2, p3 and p4 in this case? Obviously we
could compute p2 and p3 exactly since they do not depend
on e4 and f4. However, the coefficient p4 does depend on
e4 and f4, and can be written as [cf. Eq. (2.17) above]




1.5p4 = 10 (f
2
2 − 2e2f2), (2.27)
is the piece of p4 that can be computed from the post-1.5-
Newtonian pieces of E(f) and F (f); it is thus nonlinear
in the coefficients e2 and f2. The value (2.27) is the pre-
diction of method (II), while the method (I) gives instead
the value
(I)
1.5p4 = 0. The error term in Eq. (2.26) is given
by
∆p4,3 = 10 (3e4 − f4) (2.28)
and is linear in the post-2-Newtonian coefficients e4 and
f4. Using the values of e2, f2, e4 and f4 listed in Ap-
pendix A we find that ∆p4,3/p4 ≈ −1.73 for η = 0, which
is rather large. Hence in this particular example we do
not improve the accuracy in the coefficient p4 by using
method (II) rather than method (I).
In general, the question we want to address is whether
the approximate coefficient
(II)
N pj = pj,2N is typically
significantly closer to the true coefficient pj than zero is
to pj , for j > 2N , i.e., whether
|pj,2N − pj |
pj
<
∼ (a few tens of percent) (2.29)
(and similarly for qj and rj). In Tables I, II and III
below we list the values of the true coefficients pj , qj and
rj and also the approximate coefficients pj,k, qj,k and rj,k
for various values of k, computed from the values given in
Appendix A using Eqs. (2.8), (2.9) and (2.7). We list the
analytic expressions for these approximate coefficients in
Appendix B. Examination of Tables I, II and III shows
that there is no tendency for the inequality (2.29) to be
satisfied.
Therefore method (II) does not seem to lead to a gain
in accuracy when compared to method (I) in the test
mass case (η → 0).
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TABLE I. The coefficients pj,k =
(II)
k/2 pj as calculated according to method (II). These coefficients are what one ob-
tains if the orbital energy E(f) and gravitational wave luminosity F (f) as functions of frequency f are known only up to
post-k/2-Newtonian order. Note that the values of pj,k differ significantly from their true values pj = pj,j for k < j.
method (II) k=2 k=3 k=4 k=5 k=6 k=7 k=8 k=9 k=10 k=11 true values
p3,k × 10
−3 0 -0.0503 p3 × 10
−3 -0.0503
p4,k × 10
−3 0.0821 0.0821 0.0301 p4 × 10
−3 0.0301
p5,k × 10
−3 0 0.331 0.331 0.161 p5 × 10
−3 0.161
p6,k × 10
−3 -0.609 -3.77 -3.60 -3.60 -0.441 p6 × 10
−3 -0.441
p7,k × 10
−3 0 7.59 7.52 2.98 2.98 0.954 p7 × 10
−3 0.954
p8,k × 10
−3 -0.502 -7.26 -7.19 -2.91 0.828 0.828 0.995 p8 × 10
−3 0.995
p9,k × 10
−3 0 -37.8 -40.2 -28.8 5.61 11.6 11.6 4.43 p9 × 10
−3 4.43
p10,k × 10
−3 1.68 43.3 46.5 15.2 -1.76 -12.0 -11.5 -11.5 -8.77 p10 × 10
−3 -8.77
p11,k × 10
−3 0 -76.8 -82.5 -28.4 19.4 26.1 23.9 14.4 14.4 12.3 p11 × 10
−3 12.3
TABLE II. The coefficients qj,k; see caption of Table I.
method (II) k=2 k=3 k=4 k=5 k=6 k=7 k=8 k=9 k=10 k=11 true values
q3,k × 10
−3 0 0 q3 × 10
−3 0
q4,k × 10
−3 0 0 0 q4 × 10
−3 0
q5,k × 10
−3 0 0.992 0.992 0.482 q5 × 10
−3 0.482
q6,k × 10
−3 0 0 0 0 -0.326 q6 × 10
−3 -0.326
q7,k × 10
−3 0 0 0 0 0 0 q7 × 10
−3 0
q8,k × 10
−3 1.51 21.8 21.6 8.74 -2.91 -2.91 -3.18 q8 × 10
−3 -3.18
q9,k × 10
−3 0 0 0 0 -4.10 -4.10 -4.10 -2.05 q9 × 10
−3 -2.05
q10,k × 10
−3 0 0 0 0 1.95 1.95 0.702 0.702 0.235 q10 × 10
−3 0.235
q11,k × 10
−3 0 0 0 0 -6.00 -6.00 -3.05 -0.356 -0.356 -1.41 q11 × 10
−3 -1.41
TABLE III. The coefficients rj,k; see caption of Table I. These coefficients vanish for j ≤ 7.
method (II) k=2 k=3 k=4 k=5 k=6 k=7 k=8 k=9 k=10 k=11 true values
r8,k × 10
−3 0 0 0 0 1.29 1.29 0.584 r8 × 10
−3 0.584
r9,k × 10
−3 0 0 0 0 0 0 0 0 r9 × 10
−3 0
r10,k × 10
−3 0 0 0 0 0 0 0 0 0 r10 × 10
−3 0
r11,k × 10
−3 0 0 0 0 0 0 0 0 0 0 r11 × 10
−3 0
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B. Checking the accuracy of methods (I) and (II)
numerically
Next we perform a direct numerical check by compar-
ing the phases produced by methods (I) and (II) to the
exact numerical phase. Note that the phase ψ(f) in Eq.
(2.7) is not directly observable, since it contains the un-
known integration constants φc and tc, i.e. ψ(f) is de-
termined only up to a linear function in f . Hence the










In the test mass case E ′(v) and F (v) are known exactly
[5,11,19], and we can therefore find the exact ψ′′(f).
Now suppose E′(v) and F (v) are only known up to
post-k/2-Newtonian order. If method (I) is used ψ′′(f)





















Here [...]k denotes the powerseries of the expression inside
the brackets with terms kept up to order vk.






































These errors are shown in Figures 1 - 5. It can be seen
that there is no systematic tendency for method (II) to
perform better than method (I). At post-2.5 and post-4-
Newtonian order method (I) does better than method (II)
for all v, while at post-3 and post-3.5-Newtonian order
method (II) is more accurate than method (I). We would
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FIG. 1. The errors in the phase ψ(f) of the Fourier trans-
formed waveform produced by methods (I) and (II) in the
test mass limit. Plotted here are the logarithms of the rela-
tive errors in the second derivative ψ′′(f), for the case when
the energy E(f) and gravitational wave luminosity F (f) are
known only up to post-2.5-Newtonian order. The horizontal
axis is log(pimf)/3 where m is the total mass of the system
and f is gravitational wave frequency. The line denoted ISCO
indicates the location of the innermost stable circular orbit.
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FIG. 2. The errors in the phase ψ(f) when E(f) and F (f)
are known only up to post-3-Newtonian order; see caption of
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FIG. 3. The errors in the phase ψ(f) when E(f) and F (f)
are known only up to post-3.5-Newtonian order; see caption
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FIG. 4. The errors in the phase ψ(f) when E(f) and F (f)
are known only up to post-4-Newtonian order; see caption
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FIG. 5. The errors in the phase ψ(f) when E(f) and F (f)
are known only up to post-4.5-Newtonian order; see caption
of Fig. 1. In this case method (II) is more accurate for all
frequencies f .
C. Overlaps of templates constructed by methods
(I) and (II) with the exact signal
So far we have only considered how accurately the
phase ψ(f) is generated by methods (I) and (II). In this




k/2 ψ(f) to con-
struct gravitational wave templates and then compute
the templates’ overlap with the exact waveform com-
puted from the exact ψ(f).
We use the restricted post-Newtonian approximation
and neglect the m 6= 2 multipoles. Thus the Fourier
transform h˜(f) of the exact waveform is given by [4]
h˜(f) ∝ f−7/6eiψ(f). (2.35)



















Next we compute Apostolatos’ [20] fitting factor (FF )
to determine the templates’ accuracy. The fitting factor
is the ratio of the signal-to-noise ratio obtained with the
imperfect template, to the signal-to-noise ratio that a
perfect template would yield. The fitting factor can take
values from zero to one, with unity indicating a perfect















by maximizing over the template parameters, i.e.
FF = maxφc,tcA. (2.39)
Notice that we hold the masses fixed in the maximization
procedure: the templates and signal correspond to bina-
ries of the same two masses. Here we have introduced
the inner product






where Sn(f) is the spectral density of the detector noise.
The noise curve Sn(f) used here is the Cutler-Flanagan
fit [21] for the advanced LIGO. The largest contribution
to the overlaps comes from the frequency band between
40 Hz and 200 Hz.
We compute the fitting factors for several different
choices ofm1 andm2 in order to get an indication of what
might happen for general mass ratios, even though our
results apply strictly only to the test mass limit η → 0.
The resulting fitting factors are listed in tables IV, V and











′′(f) has an error smaller
than the error in
(II)
k/2 ψ
′′(f) everywhere (e.g. post-2.5),
method (I) always wins, and vice versa (e.g. post-4.5).
On the other hand, at post-Newtonian orders where the
error lines cross (e.g. post-3.5), the method with the
smaller error in the v-region [v = (pimf)1/3] selected by
the sensitive frequency band of the detector and the total
mass m yields a larger fitting factor.
Again we find that there is no systematic tendency
for method (II) to be more accurate than method (I).
Therefore method (II) does not lead to a gain in accuracy
when compared to method (I). Our conclusion applies
only to the limit η → 0, but we do not anticipate a
different result for the general case.
TABLE IV. The fitting factor (FF) at post-k/2-Newtonian
order for gravitational wave templates constructed by method
(I) and (II). A fitting factor of unity indicates a perfect tem-
plate. This table shows FF in the case of m1 = m2 = 1.4M.









TABLE V. The fitting factor (FF) for method (I) and (II)
in the case of m1 = 1.4M and m2 = 10M.









TABLE VI. The fitting factor (FF) for method (I) and (II)
in the case of m1 = m2 = 10M.
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APPENDIX A: COEFFICIENTS IN EXPANSIONS
OF ENERGY AND ENERGY FLUX FUNCTIONS
1. The coefficients ei and fi up to
post-2.5-Newtonian order
The coefficients in Eqs. (2.8) and (2.9) up to 2.5 post-





































2. The coefficients ei, fi and gi up to
post-5.5-Newtonian order
The remaining coefficients in Eqs. (2.8) and (2.9) have
been given up to 5.5 post-Newtonian order in the test












































































































APPENDIX B: ANALYTIC EXPRESSIONS FOR
THE COEFFICIENTS IN PHASE EXPANSION IN
VARIOUS ORDERS OF APPROXIMATION
1. The coefficients pj,n, qj,n and rj,n up to
post-2.5-Newtonian order for general mass ratios
Here we list the analytic expressions for the coefficients










p3,2 = 0 (B2)
p3,3 = −16pi (B3)
p4,2 = p4,3 =
5
(














p5,2 = 0 (B6)
p5,3 = p5,4 =




5 (7729 + 252 η) pi
756
(B8)
q2,n = q3,n = q4,n = 0 (B9)
q5,2 = 0 (B10)
q5,3 = q5,4 =






+ 5 η pi (B12)
r2,n = r3,n = r4,n = r5,n = 0 (B13)
2. The coefficients pj,n, qj,n and rj,n up to
post-5.5-Newtonian order in the test mass limit
Here we list analytic expressions for the remaining co-
efficients pj,n, qj,n and rj,n up to post-5.5-Newtonian or-






































































































































































































































































































































































































q9,2 = q9,3 = q9,4 = q9,5 = 0 (B62)








q10,2 = q10,3 = q10,4 = q10,5 = 0 (B65)












q11,2 = q11,3 = q11,4 = q11,5 = 0 (B69)
















r6,n = r7,n = 0 (B74)
r8,2 = r8,3 = r8,4 = r8,5 = 0 (B75)








r9,n = r10,n = r11,n = 0 (B78)
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