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Dalhousie University, Halifax, Canada; and §Max-Planck-Institut fu¨r Physik komplexer Systeme, Dresden, GermanyABSTRACT We introduce a three-state model for a single DNA chain under tension that distinguishes among B-DNA, S-DNA,
and M (molten or denatured) segments and at the same time correctly accounts for the entropy of molten loops, characterized by
the exponent c in the asymptotic expression S ~ –c ln n for the entropy of a loop of length n. Force extension curves are derived
exactly by employing a generalized Poland-Scheraga approach and then compared to experimental data. Simultaneous ﬁtting to
force-extension data at room temperature and to the denaturation phase transition at zero force is possible and allows us to
establish a global phase diagram in the force-temperature plane. Under a stretching force, the effects of the stacking energy
(entering as a domain-wall energy between paired and unpaired bases) and the loop entropy are separated. Therefore, we
can estimate the loop exponent c independently from the precise value of the stacking energy. The ﬁtted value for c is small,
suggesting that nicks dominate the experimental force extension traces of natural DNA.INTRODUCTIONDNA continuously stays in focus of polymer scientists due to
its unique mechanical and structural properties. In particular,
the possibility to trigger phase transformations in this one-
dimensional system has intrigued theorists from different
areas (1). In fact, the thermal denaturation or melting transi-
tion of DNA was shown to correspond to a true phase tran-
sition, brought about by a logarithmic contribution to the
configurational entropy of molten loops or bubbles, S ~ –c
ln n, as a function of the loop size n (2). The value of the
exponent c is crucial, as it determines the resulting transition
characteristics. For c ¼ 3/2 (the value for a phantom chain
without self-avoidance), the transition is continuous, while
self-avoidance increases c slightly beyond the threshold
c ¼ 2 above which the transition becomes discontinuous
(2,3). A distinct mechanism for transforming DNA involves
the application of an extensional force. For forces at
F z 65 pN, DNA displays a highly cooperative transition
and its contour length increases by a factor of roughly
1.7–2.1 over a narrow force range (4–6).
These experiments sparked a still-ongoing debate on
whether this overstretching transition produces a distinct
DNA state, named S-DNA, or merely the denatured state
under external tension. According to the first view, S-DNA
is a highly stretched state with paired bases but disrupted
base stacking (7–13). In the other view, the overstretched
state consists of two noninteracting strands (14–17). Evi-
dence for the existence of a distinct S-state comes from
theoretical models (7,9), molecular dynamics simulations
(10–13), and from the AFM experiments of Rief et al.Submitted February 18, 2010, and accepted for publication April 21, 2010.
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(20) where, in addition to the overstretching transition,
a second weak transition at forces between 150 pN and
300 pN is discerned, which has been interpreted as a force-
induced melting of the S-state. The critical force of both tran-
sitions depends on the actual sequence (19) and the salt
concentration (21), but the interpretation of the second tran-
sition is complicated by the occurrence of pronounced
hysteresis effects that depend on various parameters such
as pulling velocity, salt concentration, or presence of coso-
lutes such as cisplatin (19,20). On the other hand, support
for the view according to which S-DNA is not a distinct state
comes from theoretical models (14,15), simulations (22), and
recent experiments by Shokri et al. (16) and van Mameren
et al. (17).
Apart from simulations (10–13), existing theoretical
works that grapple with experimental force traces or DNA
melting fall into three categories with increasing computa-
tional complexity (for reviews, see (23–25)).
In the first group are Ising-like models for DNA under
tension which give excellent fitting of the overstretching
transition but by construction cannot yield the denaturing
transition (15,26–28). The work of Marko (29) is similar,
but employs a continuous axial strain variable.
In the second group are models that include a logarithmic
entropy contribution of molten loops in the spirit of the clas-
sical model by Poland and Scheraga (2,3), Whitelam (9),
Hanke et al. (30), Rudnick and Kuriabova (31), Garel and
Orland (32), Blake et al. (33), and Carlon et al. (34). This
gives rise to effectively long-ranged interactions between
basepairs and thus to a true phase transition.
The third group consists of models that explicitly consider
two strands (35–39). Those models thereby account for thedoi: 10.1016/j.bpj.2010.04.046
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calculational efforts—and correspond to loop exponents
c ¼ d/2 in the absence of self-avoidance effects, where the
dimensionality of the model is d¼ 3 for Rahi et al. (35), Pal-
meri et al. (36), and Jeon et al. (37), and d ¼ 1 for Peyrard
(38) and Cule and Hwa (39). All these above-mentioned
works consider only two different base states (paired versus
unpaired) and thus do not allow us to distinguish among
B-DNA, S-DNA, and denatured bases. Recently, three-state
models were introduced that yield very good fits of experi-
mental force traces at ambient temperatures. However, in
previous analytic treatments of such three-state models
(7,40), the loop entropy was neglected and therefore the
temperature-induced denaturation in the absence of force
cannot be properly obtained, while the loop entropy was
included in a simulation study where most attention was
given to dynamic effects (9).
In this article, we combine the Poland-Scheraga for-
malism with a three-state transfer matrix approach that
enables us to include three distinct local basepairing states
and, at the same time, to correctly account for long-ranged
interactions that are due to the configurational entropy of
molten DNA bubbles. Our approach thus allows for a consis-
tent description of thermal denaturation and the force-
induced BS-transition within one framework and yields the
global phase diagram in the force-temperature plane. We
derive a closed-form expression for the partition function
of three-state DNA under tension. This allows us to system-
atically investigate the full parameter range characterizing
the three states and the DNA response to temperature and
external force. In our model, we allow for the existence of
S-DNA but stress that the actual occurrence of S-DNA is
governed by the model parameters. By assuming such
a general point of view, our work is able to shed new light
on the question of the existence of S-DNA. The extensible
wormlike chain model is employed for the stretching
response of each state. The loop exponent is found to have
quite drastic effects on the force extension curve. For real-
istic parameters for the stacking energy, the experimental
force extension curves are fitted best for small loop expo-
nents 0 % c % 1, hinting that the DNA in the experiments
contained nicks. Loop exponents c > 1, which give rise to
a genuine phase transition, are not compatible with experi-
mental force-distance curves. Under external force, the
effects of stacking energy and loop exponent are largely
decoupled, as the stacking energy only determines the coop-
erativity of the BS-transition while the loop exponent influ-
ences the second SM-transition found at higher forces. This
allows us to disentangle these two parameters, in contrast to
the denaturation transition at zero force where the effects of
these two parameters are essentially convoluted. The precise
value of c is important from a practical point of view as well,
because it influences the kinetics of DNA melting (9,41),
which is omnipresent in biological and biotechnological
processes.THREE-STATE MODEL
Double-stranded DNA is modeled as a one-dimensional
chain with bases or segments that can be in three different
states—namely, the paired native B-state, the paired
stretched S-state, or the molten M-state. The free energy of
a region of n segments in the same state reads
Eiðn;FÞ ¼ ngiðFÞ  di;MkBT ln nc; (1)
with i ¼ B, S, M. The force F-dependent contribution
giðFÞ ¼ g0i þ gstretchi ðFÞ þ gWLCi ðFÞ (2)
is split into three parts. The value gi
0 is a constant that
accounts for the basepairing as well as the difference of refer-
ence states of the wormlike stretching energy (see Eq. S3 in
the Supporting Material). The stacking energy of neigh-
boring bases in the same state is absorbed into gi
0, too, so
that the stacking energy will appear explicitly only as an
interfacial energy Vij between two regions which are in
a different state. The second term gi
stretch ¼ –F2li/(2ki) takes
into account stretching along the contour, with li and ki the
segmental contour length and the elastic stretch modulus.
Finally, gi
WLC(F) is the free energy of a wormlike chain
(WLC) in the Gibbs ensemble (constant force F), based on
the heuristic relation between force F and projected exten-
sion x (42)
FWLCi ðxÞ  xi=kBT ¼ ð1 x=ðnliÞÞ2=4 þ x=ðnliÞ  1=4;
where xi is the persistence length and n the number of
segments. The Gibbs free energy ngi
WLC(F) of a stretch of
n segments is extensive in n and follows via integration
(see Section A in the Supporting Material). We note that
this is only valid if the persistence length is smaller than
the contour length of a region, xi < nli, which is a plausible
assumption because of the high domain wall energies.
Likewise, the decoupling of the free energy into contour
stretching elasticity and wormlike chain elasticity is only
approximate (43,44) but quite accurate for our parameter
values (45): For small force WLC bending fluctuations
dominate and the contour extensibility is negligible, while
contour stretching sets in only when the WLC is almost
completely straightened out. The last term in eq. 1 is the log-
arithmic configurational entropy of a molten loop (i ¼ M),
characterized by an exponent c (3,30,46) (see Section C in
the Supporting Material). The exponent is c ¼ 3/2 for an
ideal polymer (47) and 2.1 for a self-avoiding loop with
two attached helices (3,48). If the DNA loop contains
a nick, the exponent is reduced to c ¼ 0 for an ideal polymer
and 0.092 for a self-avoiding polymer (3). We consider the
simple case c ¼ 0, where transfer matrix methods can be
used to yield results in the canonical ensemble with a fixed
number of segments N (7), as well as the case of finite c,
where we introduce a modified Poland-Scheraga method to
obtain results in the grand canonical ensemble.Biophysical Journal 99(2) 578–587
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Modiﬁed Poland-Scheraga approach for c s 0
The molecule is viewed as an alternating sequence of
different regions each characterized by grand canonical parti-
tion functions. Various techniques for going back to the
canonical ensemble are discussed below. The canonical
partition function of a stretch of n segments all in state i ¼
B, S, or M is
QiðnÞ ¼ expðbEiðnÞÞ; (3)
where b ¼ (kBT)1 is the inverse thermal energy. The grand
canonical partition functions are defined as
Z i ¼
XN
n¼ 1
lnQiðnÞ;
with l ¼ exp(bm) the fugacity and m the chemical potential.
The grand canonical partition function of the whole DNA
chain, which contains an arbitrary number of consecutive
B, S, and M stretches, reads
Z ¼
XN
k¼ 0
vT$ðMPSVPSÞkMPS$v
¼ vT$ð1MPSVPSÞ1MPS$v; (4)Zcs0 ¼ b0l þ b1l
2 þ b2Licðl=lbÞ þ b3lLicðl=lbÞ þ b4l2Licðl=lbÞ
b5 þ b6l þ b7l2 þ b8lLicðl=lbÞ þ b9l2Licðl=lbÞ
; (9)with the matrices in this Poland-Scheraga approach given byMPS ¼
0
@ZB 0 00 ZS 0
0 0 ZM
1
A; VPS ¼
0
@ 0 e
bVBS ebVBM
ebVSB 0 ebVSM
ebVMB ebVMS 0
1
A; v ¼
0
@ 11
1
1
A; (5)and where 1 is the unity matrix. The energies Vij are the inter-
facial energies to have neighboring segments in different
states and are dominated by unfavorable basepair unstack-
ing. The diagonal elements of VPS are zero, which ensures
that two neighboring regions are not of the same type and
thus prevents double counting. The explicit form of Z is
given in Eq. S9 in the Supporting Material. The partition
function in Eq. 4 is general and useful for testing arbitrary
models for the three DNA states as given by the different
Zi. This approach is also easily generalized to higher
numbers of different states. Using the parameterization Eq.
1 for vanishing loop exponent c ¼ 0, the partition functions
of the different regions are given by
PN lebgiZi ¼
n¼ 1
lnQiðnÞ ¼
1 lebgi ; (6)Biophysical Journal 99(2) 578–587for lebgi < 1; i ¼ B, S, M. Insertion into Eq. 4 yieldsZc¼ 0 ¼ a1l þ a2l
2 þ a3l3
a4 þ a5l þ a6l2 þ a7l3
; (7)
which is a rational function of the fugacity l, whose coeffi-
cients ai—determined by Eqs. 4 and 6—are smooth func-
tions of the force F and the temperature T. For c s 0, the
partition function of a molten stretch is modified toZM ¼
PN
n¼ 1
lnQMðnÞ ¼
PN
n¼ 1
lnðebgMÞn 1
nc
¼ LicðlebgMÞ;
(8)
for lebgM < 1; where LicðzÞ ¼
PN
n¼1z
nnc for z < 1 is the
polylogarithm (49) and exhibits a branch point at z ¼ 1. The
functional form of the grand canonical partition function for
c s 0 readswhere lb ¼ ebgM denotes the position of the branch point,
and the coefficients, bi, determined by Eqs. 4, 6, and 8, are
smooth functions of F and T.
The grand canonical ensemble, where N (the total number
of segments) fluctuates, does not properly describe a DNA
chain of fixed length. We therefore have to investigate the
back-transformation into the canonical ensemble where the
number of segments N is fixed. For the back-transformation,
there are three options, as follows.Calculus of residues route
The grand-canonical partition function
ZðlÞ ¼
XN
N¼ 1
lNQðNÞ
Three-State Model with Loop Entropy for DNA 581can be viewed as a Laurent series, the coefficients of which
are the canonical partition functions QðNÞ, determined
exactly by
QðNÞ ¼ 1
2pi
#
C
ZðlÞ
lNþ 1
dl: (10)
The contour C ¼ l0e2pit; 0%t%1; is a circle in the complex
plane around the origin with all singularities of ZðlÞ lying
outside. This complex contour integral can be evaluated
using calculus of residues (50), which becomes technically
involved for large N, and thus, limits the practical relevance
of this route.
Legendre transformation route
The canonical Gibbs free energy
GðNÞ ¼ kBTlnQðNÞ (11)
and the grand potential
FðmÞ ¼ kBTlnZðlÞ (12)
are related via a Legendre transformation
GðNÞ ¼ FðmðNÞÞ þ N  mðNÞ: (13)
The chemical potential m as a function of the segment
number N is obtained by inverting the relation
NðmÞ ¼ vFðmÞ
vm
: (14)
Let us briefly review the origin of Eqs. 13 and 14 in the
present context. Changing the integration variable in Eq. 10
from l to m ¼ ln(l)/b, the complex path integral can be
transformed into
QðNÞ ¼
Z
C0
ebFðmÞbNmdmzebFðmspðNÞÞbNmspðNÞ; (15)
with the contour C0 ¼ m0 þ 2pit=b; 0%t%1; and
m0 ¼ kBT ln l0:
The integral in Eq. 15 has been approximated by the
method of steepest descent, where the contour C0 is deformed
such that it passes through the saddle point msp (50) deter-
mined by Eq. 14. If F features singularities, deformation
of the contour C0 requires extra care. In the present case,
the presence of a pole lp ¼ expðbmpÞ of ZðlÞ produces no
problem as msp < mp holds, meaning that the deformed
contour does not enclose the pole singularity. This is
different for the branch point singularity mb, where we will
encounter the case mb < msp for large c > 2.
Dominating singularity route
For large systems, i.e., N >> 1, one approximately has
ln QðNÞ  N In ld; where the dominant singularity ld ¼
exp(bmd) is the singularity (in the general case a pole or
a branch point) of ZðlÞ, which has the smallest modulus.
One thusGðNÞ ¼ kBTN ln ld: (16)
This easily follows from Eq. 10: In the limit of N >> 1,
the integral can be approximated by expanding ZðlÞ at ~ld
and deforming C to a Hankel contour, which encircles ld
(51). For the case where NðmÞfðmd  mÞa;a > 0; this
can be understood also in the context of a Legendre trans-
form. Because N ¼ vF=vm; one has Ffðmd  mÞaþ1;
and therefore, the first term of Eq. 13 scales like
FðmðNÞÞfN11=a:
Thus, the second term Nm(N) f Nmd – N
11/a f Nmd is
dominant. Because the saddle point behaves as
msp ¼ mðNÞ/md for N/N; it follows that the dominating
singularity expression Eq. 16 equals the Legendre transform
Eq. 13 in the thermodynamic limit N/N.
Transfer matrix approach for c ¼ 0
For c ¼ 0, only interactions between nearest neighbors are
present and straight transfer matrix techniques are appli-
cable. We introduce a spin variable in for each segment,
which can have the values in ¼ B, S, M. The energetics
are given by the Hamiltonian
Hði1; i2;.; iNÞ ¼
XN
n¼ 1
gin þ
XN1
n¼ 1
Vininþ 1 ; (17)
where gin and Vininþ1 are the previously introduced parameters
for the segment and interfacial free energies. The canonical
partition function of the molecule can be written as
QðNÞ ¼
X
i1;.;iN
ebHði1;i2;.;iNÞ ¼ vT$TN1MTM$v; (18)
where we introduced the transfer matrix T ¼ MTMVTM
and
MTM ¼
0
B@
ebgB 0 0
0 ebgS 0
0 0 ebgM
1
CA;
VTM ¼
0
B@
1 ebVBS ebVBM
ebVSB 1 ebVSM
ebVMB ebVMS 1
1
CA; v ¼
0
B@
1
1
1
1
CA :
(19)
QðNÞ is calculated readily by diagonalizing T,
QðNÞ ¼ vT$UDN1U1MTM$v ¼ vTl $DN1$vr
¼
X3
j¼ 1
vl; jvr; jx
N1
j ; (20)
where D ¼ U1TU is a diagonal matrix with eigenvalues xi,
and the columns of U are the right eigenvectors of T,
vTl ¼ vT$U and vr ¼ U1MTM$v. By virtue of theBiophysical Journal 99(2) 578–587
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the other eigenvalues, and thus, the free energy is in the
thermodynamic limit dominated by xmax and reads
G ¼ kBTlnQðNÞz kBTNlnxmax: (21)
The transfer-matrix eigenvalues xj and the poles lp,j of
Zc¼0 Eq. 7 are related via xj ¼ 1/lp,j. As expected, the free
energies from the transfer matrix approach Eq. 21, and
from the Poland-Scheraga approach for c ¼ 0 and by using
the dominating singularity approximation, Eq. 16 are iden-
tical in the limit N/ N. Clearly, for c s 0, the modified
Poland-Scheraga approach yields new physics that deviates
from the transfer-matrix results.
Although not pursued in this article, the transfer matrix
approach allows us to calculate correlators. For example,
the probability pM(k, m) of a denatured region with k consec-
utive molten basepairs starting at base m is given by
pMðk;mÞ ¼ QðNÞ1 vT$Tm2ðPBT þ PSTÞ
 ðPMTÞkðPBT þ PSTÞTNmk1MTM$v:
(22)
The Pi-matrices, which project a segment onto a certain
state, are defined as
PB ¼
0
B@
1 0 0
0 0 0
0 0 0
1
CA; PS ¼
0
B@
0 0 0
0 1 0
0 0 0
1
CA;
and PM ¼
0
B@
0 0 0
0 0 0
0 0 1
1
CA :
(23)
FORCE EXTENSION CURVES
The central quantity is GðF; T; NÞ, the Gibbs free energy of
a DNA chain with N basepairs, subject to a force F and
temperature T. From GðF; T; NÞ, obtained via the Legendre
transform, Eq. 13, the dominating singularity, Eq. 16, or the
exact transfer matrix partition function, Eq. 20, we can calcu-
late observables by performing appropriate derivatives. The
number of segments in state i ¼ B, S, M is obtained by
Ni ¼ vG
vgi

T;N;F
: (24)
The force extension curve is readily calculated via
xðFÞ ¼ vG
vF

T;N
¼ 
X
i¼B;S;M
vG
vgi
vgi
vF
¼
X
i¼B;S;M
Ni

xWLCi ðFÞ þ Fli=ki

; (25)Biophysical Journal 99(2) 578–587where xi
WLC(F) is the stretching response of a wormlike
chain and given explicitly in Eq. S4 in the Supporting
Material.Vanishing loop entropy, c ¼ 0
In this section, we compare the prediction for vanishing loop
exponent c ¼ 0 to experimental data and obtain estimates of
the various parameters. We also demonstrate the equivalence
of the grand canonical and canonical ensembles even for
small chain length N.
To reduce the number of free fitting parameters, we extract
as many reasonable values from the literature as possible.
For the helical rise, the stretch modulus, and persistence
length of B-DNA, we use lB ¼ 3.4 A˚, kB ¼ 1 nN, and
xB ¼ 48 nm (52). For the M-state, which is essentially
single-stranded DNA (ssDNA), ab initio calculations yield
lM ¼ 7.1 A˚ and kM ¼ 2  9.4 nN (53), where kM is valid
for small forces F < 400 pN and the factor 2 accounts for
the presence of two ssDNA strands. Our value for the stretch
modulus is considerably larger than previous experimental fit
estimates (4,54), which might be related to the fact that
experimental estimates depend crucially on the model used
to account for conformational fluctuation effects; however,
the actual value of kM is of minor importance for the stretch-
ing response (see Supporting Material). The persistence
length of ssDNA is given by xM z 3 nm (55). It turns out
that the quality of the fit as well as the values of the other
fit parameters are not very sensitive to the exact value of
the persistence length xS and the stretch modulus kS of the
S-state as long as 10 nm ( xs ( 50 nm and kS is of the
order of kM (see Section D in the Supporting Material).
Therefore, we set xS¼ 25 nm, which is an intermediate value
between the persistence lengths of ssDNA and B-DNA, and
kS¼ kM¼ 2 9.4 nN (7). The segment length of the S-state
lS will be a fit parameter.
The chemical potentials g0i , i ¼ B, S, M, account for the
free energy of basepairing and, because we set the interaction
energies between neighboring segments of the same type to
zero, Vii¼ 0 for the free energy gain due to basepair stacking
(56). They also correct for the fact that the reference state of
the three different WLCs, which is x ¼ 0 in the Helmholtz
ensemble (constant extension x; compare to Eq. S3 in the
Supporting Material), is not the same, since contour and
persistence lengths differ for B-, S-, and molten M-DNA.
We choose g0B ¼ 0 and treat g0s and g0M as fitting parameters.
Each of these parameters controls a distinct feature of the
force-extension curve: The chemical potentials g0i determine
the critical forces, the segment lengths li affect the maximal
extensions of each state, and the off-diagonal Vij values
control the cooperativity of the transitions (see Section D
in the Supporting Material for an illustration, and see Section
E in the Supporting Material for a summary of all parameter
values). We stress that our approach does not necessarily
imply the existence of, but merely allows for, the possibility
FIGURE 2 (Bottom panel) Force extension curve of double-stranded l-
DNA with and without DDP. (Symbols) Experimental data (20); (lines)
fits with the three-state model for c ¼ 0. The main difference between the
two curves is the lack of cooperativity in the BS-transition in the presence
of DDP which we take into account by choosing vanishing interaction ener-
gies Vij ¼ 0, i, j ¼ B, S, M. (Top panel) Fraction Ni/N of segments in the
different states, as follows from Eq. 24 in the absence of DDP.
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the disputed S-state depends on the values of the parameters
after fitting and is not presupposed in the model.
Force extension curve
In Fig. 1, force extension curves based on three different
levels of approximation are compared, using the same
parameters that we extracted from DNA stretching data as
will be detailed below. It turns out that the force extension
curve obtained via the Legendre transformation route
Eq. 13 (dashed line) is a very good approximation of the
results obtained from the exact transfer matrix results of
Eq. 20 (dotted line) already for N¼ 2. For N¼ 10 and larger,
virtually no differences between these two approaches are
detectable. The deviations from the dominating singularity
route Eq. 16 (solid line), which gives a result independent
of N, are somewhat larger. But one sees that already the
Legendre transform for N ¼ 10 (dash-dotted line) matches
the dominating singularity result very closely. Therefore,
the use of the dominating singularity, Eq. 16, or the largest
transfer-matrix eigenvalue, Eq. 21, is a very good approxi-
mation already for oligo-nucleotides, and will be used in
the rest of this work.
In Fig. 2, experimental stretching curves of l-DNA with
and without DDP (cisplatin) are presented (20). When
B-DNA is converted into S-DNA or M-DNA, the base stack-
ing is interrupted, which gives rise to an interfacial energy
between B and S as well as between B and M of the order
of the stacking energy (10,11). For untreated DNA, we use
the value VBS ¼ VSB ¼ VBM ¼ VMB ¼ 1.2  1020 J, and
show in the Supporting Material that variations down to
0.8  1020 J do not change the resulting curves much.FIGURE 1 Comparison of force extension curves obtained by different
methods for c ¼ 0. The curve obtained via the exact transfer matrix calcula-
tion Eq. 20 is already for N ¼ 2 accurately reproduced by the approximate
Legendre transformation Eq. 13. The dominating singularity method equa-
tion, i.e., Eq. 16 (or, equivalently, Eq. 21), is strictly valid in the thermody-
namic limit but agrees with the Legendre transform already for a modest
value of N ¼ 10. The units of the abscissa is in extension per basepair.
Parameters for l-DNA in the absence of DDP are used (see Section E in
the Supporting Material).VSM is presumably small inasmuch as the stabilizing stacking
interactions are already disrupted (7), we thus set VSM ¼
VMS ¼ 0 for the fits in Fig. 2 (but we will come back to
the issue of a nonzero VSM later on). Cisplatin is thought
to disrupt the stacking interaction between successive base-
pairs and thereby to reduce the cooperativity of the BS-tran-
sition. This fact we incorporate by setting all interfacial
energies to zero, Vij ¼ 0, for DDP-treated DNA. The three
remaining undetermined parameters (lS, g
0
s, and g
0
M) have
distinct consequences on the force-extension curve. The
segment length lS and the chemical potential g
0
s determine
the position of the BS-plateau with respect to the polymer
extension and applied force, respectively, while the chemical
potential g0M controls the force at which the second transi-
tion appears. Fitting to experimental data is thus straightfor-
ward and yields, for untreated l-DNA: lS ¼ 6.1 A˚, g0s ¼
1.6  1020 J, and g0M ¼ 2.4  1020 J; and for l-DNA in
the presence of DDP (cisplatin): lS ¼ 6.0 A˚, g0s ¼
1.2  1020 J, and g0M ¼ 2.8  1020 J (see Fig. 2). We
also fit the number of monomers N and allow for an overall
shift along the x axis. The main difference between the two
stretching curves is the cooperativity of the BS-transition,
which is controlled by the interfacial energies VBS and
VBM. Note that, although the overstretching transition is
quite sharp for DNA without DDP, it is not a phase transition
in the strict statistical mechanics sense. A true phase transi-
tion arises only for c > 1, as will be shown in the next
section. The fitted value of g0M is approximately two-times
larger than typical binding energies (56) for pure DNA. As
a possible explanation, we note that the force extension curve
of DNA without DDP exhibits pronounced hysteresis (espe-
cially at higher force), which will increase the apparent
binding energy due to dissipation effects (40). Any state-
ments as to the stability of S-DNA based on our fittingBiophysical Journal 99(2) 578–587
a b c
FIGURE 3 Various force-extension curves of the three-state model with fit parameters for l-DNA without DDP. (a) (Lower panel) Force extension curves
for different values of the loop exponent c, showing no phase transition (c% 1), a continuous (1 < c% 2), or a first-order phase transition (c > 2). (Open
circles) Critical forces. (Inset) Magnification of the region around the transition. (Upper panel) Fraction of bases in the three states for c ¼ 3/2. The critical
transition, above which all bases are in the molten M-state, is discerned as a kink in the curves. (b) Comparison of experimental data (circles) and theory for
cs 0. The curve for c¼ 0 and VSM¼ 0, already shown in Fig. 2, is obtained by fitting lS, g0s, and g0M to the experimental data, the values of which are kept fixed
for all curves shown. The curve for VSM ¼ 0 and c ¼ 0.6 results by fitting c and slightly improves the fit quality. The curve c ¼ 0 and VSM ¼ 1.1  1021 J is
obtained by fitting VSM. The curve for VSM ¼ 1.1  1021 J and c ¼ 0.3 is obtained by fitting c and keeping VSM fixed. (Inset) First derivative of x(F), illus-
trating that increasing c leads to a growing asymmetry around the transition region. (c) Temperature dependence of the force extension curves. Increasing
temperature leads to a decrease of the BS-plateau force. In the presence of a true denaturing transition, i.e., for c > 1, the critical force Fc decreases with
increasing temperature, and for F > Fc, the force extension curve follows a pure WLC behavior.
584 Einert et al.procedures are, therefore, tentative. However, such compli-
cations are apparently absent in the presence of DDP (20),
which rules out kinetic effects as the reason for our relatively
high-fit values of g0M and the stability of S-DNA. Cisplatin
most likely stabilizes basepairs due to cross-linking, and
thus, shifts the subtle balance among B-, S-, and M-DNA.
Therefore, the relative stability of B-, S-, and M-DNA is
sensitively influenced by cosolute effects. We note that
even with c ¼ 0, a good fit of the data is possible. In
Fig. 2 (top panel), we show the fraction of segments in B-,
S-, and M-states for untreated l-DNA. There is a balanced
distribution of bases in all three states across the full force
range, in agreement with previous results (7).Nonvanishing loop entropy, c s 0
We now turn to nonzero loop exponents c s 0 and, in
specific, try to estimate c from the experimental stretching
data. The partition function Zcs0 in Eq. 9 exhibits two types
of singularities. First, simple poles at l ¼ lp, which are the
zeros of the denominator of Eq. 9 and which are determined
as the roots of the equation,
b5 þ b6l þ b7l
2
b8l þ b9l2
¼ Licðl=lbÞ; (26)
and second, a branch point that occurs at
l ¼ lb ¼ ebgM : (27)
The singularity with the smallest modulus is the dominant
one (1,51), and we define the critical force Fc as the force
where both equations, Eq. 26 and 27, hold simultaneously.
For c % 1, the dominant singularity is always given by the
pole lp, and thus, no phase transition is possible. For 1 <
c % 2, a continuous phase transition occurs. By expandingBiophysical Journal 99(2) 578–587Eq. 26 around Fc, one can show that all derivatives of the
free energy up to order n are continuous, where n is defined
as the largest integer with n < (c  1)1 (3). For instance,
c ¼ 3/2 leads to a kink in the force extension curve. For
c ¼ 1.2, this leads to a kink in x000(F). If c > 2, the transition
becomes first-order and the force extension curve exhibits
a discontinuity at F¼ Fc. In Fig. 3 a, we plot force extension
curves for different values of the loop exponent c with all
other parameters fixed at the values fitted for untreated
DNA. It is seen that finite c leads to changes of the force
extension curves only at rather elevated forces. To see
whether a finite c improves the comparison with the experi-
ment and whether it is possible to extract the value of c from
the data, we compare, in Fig. 3 b, the untreated DNA data
with a few different model calculations for which we keep
the parameters lS, g
0
s, g
0
M, VBS, and VBM fixed at the values
used for the fit with c ¼ 0 in Fig. 2. Allowing for finite c
but fixing a zero domain wall energy between S- and
M-regions, VSM ¼ 0, leads to an optimal exponent c ¼ 0.6
and slightly improves the fit to the data, which show the
onset of a plateau at a force of ~100 pN. The same effect,
however, can be produced by fixing c ¼ 0 and allowing
for a finite VSM, which yields the optimal value of VSM ¼
1.1  1021 J. Finally, fixing VSM ¼ 1.1  1021 J and opti-
mizing c yields, in this case, c ¼ 0.3 and perfect agreement
with the experimental data. However, the significance of this
improvement is not high, as the experimental data are quite
noisy and possibly plagued by kinetic effects. What the
various curves illustrate quite clearly, however, is that a
nonzero exponent c leads to modifications of the stretching
curves that are similar to the effects of a nonvanishing
domain wall energy VSM. Although VSM should be consider-
ably smaller than VBM or VBS, a finite value of VSM ¼ 1.1 
1021 J as found in the fit is reasonable and cannot be ruled
out on general grounds. The maximal value of c is obtained
FIGURE 4 (Solid line) Critical force Fc for c ¼ 3/2, at which a singularity
Three-State Model with Loop Entropy for DNA 585for vanishing VSM and amounts to c ¼ 0.6. On the other
hand, a value of c ¼ 2.1, which would be expected for the
entropy of internal DNA loops (3), does not seem compatible
with the experimental data (as follows from Fig. 3 a). This
might have to do with the presence of nicks. Nicks in the
DNA drastically change the topology of loops and result in
a reduced loop exponent, which is c¼ 0 for an ideal polymer
and 0.092 for a self-avoiding polymer (3). Therefore, the low
value of c we extract from experimental data might be
a signature of nicked DNA. Additional effects such as salt
or cosolute binding to loops are also important. Therefore,
c can be viewed as a heuristic parameter accounting for
such nonuniversal effects as well. We note in passing that
c only slightly affects the BS-transition, as seen in Fig. 3 a.occurs according to Eq. 28. Phase boundaries for c ¼ 0 (thick lines) and c ¼
3/2 (thin lines) are defined by NM/N¼ 0.5 (dotted) and NB/N¼ 0.5 (dashed).
(Dot) The melting temperature Tc. (Insets) Behavior of the phase boundaries
near the melting temperature, Ff
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Tc  T
p
. Parameters for l-DNA without
DDP are used.FINITE TEMPERATURE EFFECTS
The temperature dependence of all parameters is chosen such
that the force extension curves at T ¼ 20C that were dis-
cussed up to now remain unchanged. The persistence lengths
are modeled as xi(T) ¼ xi  (T/293 K)1. The S-state free
energy is split into enthalpic and entropic parts as g0s
(T) ¼ tS(hS – TsS), where we use hS ¼ 7.14  1020 J and
sS ¼ 1.88  1022 J/K from Clausen-Schaumann et al. (19).
The correction factor tS¼ 0.98 accounts for slight differences
in the experimental setups and is determined such that g0S
(T¼ 20C) equals the previously fitted value. Themolten state
energy g0M (T) ¼ (hM – TsM) is also chosen such that g0M
(T ¼ 20C) agrees with the previous fit value and that the
resulting denaturing temperature in the absence of force
agrees with experimental data. Assuming a melting tempera-
ture of Tc¼ 348 K for l-DNA (57), we obtain g0M (T)¼ 1.5
1019 J – T 4.2 1022 J/K for c¼ 0, and g0M (T)¼ 1.6
1019 J – T 4.6 1022 J/K for c¼ 3/2. In Fig. 3 c, we plot
a few representative stretching curves for different tempera-
tures. It is seen that increasing temperature lowers the
BS-plateau and makes this transition less cooperative. Differ-
ences between c¼ 0 and c¼ 3/2 are only observed at elevated
forces, where, for c ¼ 3/2, one encounters a singularity
characterized by a kink in the extension curves.
For c> 1, the critical force Fc is defined as the force where
the pole and the branch point coincide and Eqs. 26 and 27 are
simultaneously satisfied. The phase boundary in the force-
temperature plane is thus defined by
b5 þ b6lb þ b7l
2
b
b8lb þ b9l2b
¼ zðcÞ; (28)
where bi and lb depend on T and F and z(c) ¼ Lic(1) is the
Riemann z-function. The phase boundary Fc(T) for c¼ 3/2 is
shown in Fig. 4 and agrees qualitatively with the experi-
mental data of Williams et al. (14). For exponents c < 1,
no true phase transition exists. We therefore define crossover
forces as the force at which one-half of the segments are
in the molten state or in the B-state, i.e., NM/N ¼ 1/2 orNB/N ¼ 1/2. In Fig. 4, we show these lines for both c ¼
0 and c ¼ 3/2. Note that the parameters for the c ¼ 0 case
have been adjusted so that NM/N ¼ 1/2 at T ¼ 348 K and
F ¼ 0. The broken lines on which NB/N ¼ 1/2 for c ¼ 0
and c ¼ 3/2 are virtually the same, showing again that
loop entropy is irrelevant for the BS-transition. The S-state
is populated in the area between the NB/N¼ 1/2 and NM/N¼
1/2 lines, which for T > 330 K almost coalesce, meaning
that, at elevated temperatures, the S-state is largely irrele-
vant. Force-induced reentrance at constant temperature is
found in agreement with previous two-state models (30,35).
Reentrance at constant force as found for a Gaussian model
(30) is not reproduced, in agreement with results for a nonex-
tensible chain (35).
As we have shown so far, a nonzero loop exponent c
only slightly improves the fit of the experimental stretching
data and the optimal value found is less than unity. This, at
first sight, seems at conflict with recent theoretical work
that argued that a loop exponent larger than c ¼ 2 is
needed in order to produce denaturation curves (at zero
force) that resemble experimental curves in terms of the
steepness or cooperativity of the transition (3). To look
into this issue, we plot, in Fig. 5, the fraction of native
basepairs, NB/N as a function of temperature for zero force
and different parameters. As soon as the domain-wall ener-
gies VBS and VBM are finite, the transition is quite abrupt,
even for vanishing exponent c. Therefore, even loop expo-
nents c < 1 yield melting curves which are consistent with
experimental data, where melting occurs over a range of
~10 K (57,58).CONCLUSIONS
The fact that the domain-wall energy due to the disruption of
basepair stacking, VBS and VBM, and the loop entropyBiophysical Journal 99(2) 578–587
FIGURE 5 Relative fraction of segments in the B-state, NB/N, as a func-
tion of temperature for different loop exponents c ¼ 0, 1.5, and 2.1 and for
finite BS interfacial energy VBS ¼ VBM ¼ 1.2  1020 J (bold lines) and for
VBS ¼ VBM ¼ 0 (thin lines). (Circles) Positions of the phase transition.
For all curves, parameters for l-DNA without DDP have been used,
g0M (T) ¼ 1.5  1019 J – T  4.2  1022 J/K for c ¼ 0, and g0M (T) ¼
1.6  1019 J – T  4.6  1022 J/K for c > 0.
586 Einert et al.embodied in the exponent c, give rise to similar trends and
sharpen the melting transition, has been realized and dis-
cussed before (9,58). The present three-state model and the
simultaneous description of experimental data where the
denaturation is induced by application of force and by
temperature allows us to disentangle the influence of these
two important effects. By the application of a force, the
destacking and the loop formation possibly occur subse-
quently, allowing us to fit both parameters separately. As
our main finding, we see that for a finite domain-wall energy
VBS ¼ VBM, the additional influence of the loop exponent on
the force stretching curves and the denaturation curves is
small. In fact, the optimal value for c turns out to be c z
0.3–0.6, even if we choose a vanishing value VSM ¼ 0.
This estimate for c is smaller than previous estimates. One
reason for this might be nicks in the DNA; therefore, it would
be highly desirable to redo stretching experiments with
unnicked DNA, by which the value of c under tension could
be determined. In our approach, we allow for an intermediate
S-state, but do not enforce its existence—it instead emerges
as a result of the values of the fitting parameters. The second
transition at high forces of Fx 200 pN, which is seen in the
experimental data used in the article, inevitably leads, via the
fitting within our three-state model, to this intermediate
S-DNA state. But we stress that the occurrence of such an
intermediate S-state depends on the fine-tuning of all model
parameters involved, which suggests that, in experiments,
the S-state stability also sensitively depends on the precise
conditions. One drawback of the current model is that
sequence effects are not taken into account. This means
that our fitted parameters have to be interpreted as coarse-
grained quantities which average over sequence disorder.
Calculations with explicit sequences have been done for
short DNA strands but should, in the future, be doable for
longer DNA as well.Biophysical Journal 99(2) 578–587SUPPORTING MATERIAL
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