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ABSTRACT 
The main inertia theorem gives necessary and sufficient conditions that an n X n 
complex matrix A have no eigenvalues on the imaginary axis of the complex plane. In 
this paper corresponding necessary and sufficient conditions are given that A have no 
eigenvalues on any arbitrary circle, line, and certain other curves in the complex 
plane. Generalizations of the second part of the main inertia theorem give inclusion 
regions for the eigenvalues of A. 
I. INTRODUCTION 
Let M, (C) denote the set of all n-square complex matrices. The inertia of 
A E M”(C) is defined to be the ordered triple InA = (7, Y, S), where 71 is the 
number of eigenvalues of A with positive real part, v the number with 
negative real part, and S the number with zero real part. A classical result in 
inertia theory is 
LYAPUNOV’S THEOREM. Let A EM,,(C). Then there exists an H > 0 (posi- 
tive definite) such that AH+ HA* >0 iff InA =(n,O,O). 
This theorem was generalized independently by Ostrowski and Schneider 
[9] and by Taussky [ll] to the following theorem: 
MAIN INERTIA THEOREM. Let A E M,(C). Then there exists a Hermitian H 
such that AH + HA* > 0 iff S (A) = 0. Moreover, if AH + HA* > 0, then 
InA =InH. 
The body of theory of this paper could be developed in several forms, 
viz. that of the Lyapunov theorem, of the main inertia theorem (which we 
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shall call the OST theorem), or of the Drazin-Haynsworth theorems [2]. We 
present this theory as developed from the OST theorem. Our theorems take 
the form of necessary and sufficient conditions for a complex matrix to have 
no eigenvalues on a prescribed graph I in the complex plane. Furthermore, 
we then determine the numbers of eigenvalues “outside” and “inside” I’. 
We shall use the Toeplitz decomposition of a complex matrix A, viz. 
Re{ A} = ;(A + A*), Im{A} = (1/2i)(A -A*); and the following theorems: 
SYLVESTER’S THEOREM. If P is nonsingular and H is Hermitian, then 
InH=InPHP*. 
FROBENIUS’S THEOREM. Let f be a matrix function (see [8, p. 73]), and let 
A EM,(C). If h is an eigenvalue of A, then f(X) is an eigenvalue of f(A). 
Conversely, if p is an eigenvalue off (A), then there exists an eigenvalue X 
of A such that p = f (X); th e algebraic multiplicity of p is the sum of the 
algebraic multiplicities of the eigenvalues h of A for which f(X) = p. 
II. THE LINE AND CIRCLE 
In this section we generalize the OST theorem to necessary and sufficient 
conditions for a matrix A to have no eigenvalues on an arbitrary line 
(Theorem 1) and an arbitrary circle (Theorem 2) in the complex plane. The 
general line theorem yields several corollaries which were originally proven 
directly from the OST theorem. 
THEOREM 1. Let k be a complex number, let t? be a real number, and let 
A E M,,(C). Then there exists a Hermitian H such that Re{ e-” (A - kZ)H} 
>0 iff A has no eigenvalues z such that Re{ eeie (z- k)} =O. Further, if 
Re{e-“(A- kZ)H}>O, then A has T(H) [V(H)] eigenvalues z such that 
Re{e-“e(a-k)}>O [<O]. 
Proof. By the Frobenius theorem, the eigenvalues of e-‘@(A - kZ) are 
the complex numbers of the form w = e -ie(.z- k), where .a runs through the 
eigenvalues of A. The theorem now follows immediately from the OST 
theorem. n 
Geometrically, the line of Theorem 1 passes through the “point” k and 
has a “slope” of tan(8 + q/2). It can also be written as Z= k + rei(e+n/2), 
where - cc < r < co. Allowing r E ( - co, 00) in contrast with [0, co) allows us 
to consider the “line” argx = 19, (which would otherwise be a ray). 
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To specialize the general form of the line to a line parallel to the real axis 
(i.e., y = c, c real), we take B = 7r/2 and k = ci, with c real. For a line parallel 
to the imaginary axis, we choose 6’=0 and k= c, with c real. For a line 
intersecting the real axis at a # 0 and the imaginary axis at h # 0, we let k = n 
and 0 = arctan(a/ b). For a line through the origin, we let k = 0. We are thus 
led to the following corollaries: 
COROLLARY 1. Let c be a real number, and let A E M,(C). Then there 
exists a Hermitian H such that Im{ AH} - cH > 0 iff A has no eigenvalues 
on the line y = c. Zf Im{AH} - cH > 0, then A has r(H) [v(H)] eigenvalues 
z for which Imz > c [ < c]. 
COROLLARY 2. Let c be a real number, and let A EM,,(C). Then there 
exists a Hermitian H such that Re{ AH} - cH > 0 iff A has no eigenvalues 
on the line x= c. Zf Re{AH} - cH >O, then A has r(H) [v(H)] eigenvalues 
zforwhich Rez>c [<cl. 
For brevity we state only the “first-part” results for the remaining 
corollaries. 
COROLLARY~. Let a and b be nonzero real numbers, and let A E M,,(C). 
Then there exists a Hermitian H such that Re{ (b - ai)AH} - abH > 0 iff A 
has no eigenvalues on the line x/a + y/b = 1. 
COROLLARY 4. Let A EM,,(C). Then there exists a Hermitian H such 
that Re{e-“AH}>0 iff A h as no eigenoalues on the line argz= 0+ 7r/2 
(-m<r<co). 
In [12], Taussky has shown the equivalence of the theorems of Lyapunov 
and Stein [lo]. Our Lemma I is the Stein analogue of the OST theorem. 
LEMMA I. Let B E M,,(C). Then there exists a Hermitian H such that 
BHB* - H > 0 iff B has no eigenvalues z such that ]z] = 1. Zf BHB* - H > 0, 
then B has r(H) [v(H)] ei g envalues z such that IzI > 1 [ < 11. 
Proof Let A = (B + e’sZ)-‘(B - e@Z), where p is chosen real such that 
- e @ is not an eigenvalue of B. This implies that B + e ‘sZ is nonsingular, so 
that (B + e ‘PI)- ’ exists. For any hermitian H, BHB* - H > 0 iff Re{ AH } > 0, 
since BHB* - H = (B + e’sZ)Re{AH}(B + e’sZ)* and B + e’sZ is nonsingular. 
Thus, by the OST theorem, a necessary and sufficient condition for there 
to exist a Hermitian H such that BHB* - H > 0 iff R {AH } > 0 is that A has 
no imaginary eigenvalues. This can occur iff B has no eigenvalue .z such that 
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[z,- f”)/(z+ eiP) = ci, with c real, i.e., iff B has no eigenvalues z such that 
z=. 
Finally, if BHB* - H >O, we have, again by the OST theorem, InA = 
In H. It can be verified that then B has r(H) [v(H)] eigenvalues outside 
[inside] the unit circle ]z( = 1. w 
We can easily extend Lemma I to the following theorem for the “general 
circle” in the complex plane. 
THEOREM 2. Let k be a complex number, let p be a positive real 
number, and let A E n/l,(C). Then there exists a Hermitian H such that 
(l/p2)(A-kZ)H(A*-kZ)-H>O i&f-A has no eigenvalues z such that 
].z-k(=p. Zf (l/p2)(A-kZ)H(A*-kZ)-H>O, then A has T(H) [v(H)] 
eigenvalues z outside [inside] the circle ]z- k( = p. 
III. THE PARABOLA 
We would next like to develop a result corresponding to a parabola in 
the sense that the two previous theorems correspond to a line and a circle. 
It may be computationally verified that the conformal transformation 
u: = z2 or z = 6 maps the lines x = -+ c (c #O) onto the parabola v2 = 
- 4c2(u - c2). We need to consider A 1/2, a “square root” of the matrix A. 
Gantmacher [3] thoroughly discusses this problem. For our purposes, let 
A’/2=B iffA=B2. 
THEOREM 3. Let A,B EM,,(C) satisfy A = B2 (i.e., A is some square 
root of B), and let c be positive. Then there exist Hermitian matrices H, and 
H, such that Re{ BH,} + cH, > 0 and Re{ BH,} - cH2 >0 ifl A has no 
eigenvalues w = u + iv such that v2 = - 4c2(u - c”). Further, if Re{ BH,} + 
cH,>O and Re{BH,}-cH,>O, then A has T(H,)+Y(HJ [n(H,)-r(H,)= 
V( H,) - v (H,)] eigenvalues w = u + iv such that v2 > - 4c2(u - c2) [v2 < 
-4c2(u- 2)]. 
Proof. By Corollary 2, there exist H, and H, such that Re{ BH,} + cH, > 
0 and Re{ BH,} - cH2 > 0 iff B has no eigenvalues z = x + iy for which Ix]= c. 
In this case, B has T(H,) [v(H,)] eigenvalues z for which x > - c [X < - c], 
and 77(H2) [y(H,)l g ei envalues z for which x > c [X < c], and hence, also, 
r(H,) - n(%) = v(Hi) ei g envalues z for which - c< x< c. The result now 
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follows from the Frobenius theorem, using the easily verified facts that if 
z=x+iy and.z2=u+iu, then 
]x]>c iff. u2> -4c2(u-c’), 
Ix/= c iff 02= -4c2(u-c2), 
]x]<c iff 02< -4c2(u-c’). H 
As in our development of Theorem 1 from the OST theorem, we could 
rotate and translate the above parabola to any position in the complex plane 
and derive a corresponding theorem. 
IV. SOME MATRIX-FUNCTION RESULTS 
Our previous theory has been motivated by special curves in the 
complex plane. We now give several results which were motivated by 
specifying a function f(A) such that the existence of a Hermitian H with 
Im{ f(A)H} > 0 is necessary and sufficient for there to be no eigenvalues on 
some locus in the complex plane. The Im(.} form gives nicer results than the 
Re{ .} form for these next theorems. 
We shall use the following lemma in the remaining four theorems. For its 
proof we apply Corollary 1 with c =0 to f(A), and then appeal to the 
Frobenius theorem. 
LEMMA II. Let A E M,(C), and let f be any matrix function defined on 
A. Then there exists a Hermitian H such that Im{ f (A)H } > 0 iff A has no 
eigenualues z such that f(z) is real. In this case, A has n(H) [y(H)] 
eigenualues z such that Im{ f(z)} > 0 [ < 01. 
THEOREM 4. Let j be a positive integer, and let A EM,,(C). Then there 
exists a Hermitian H such that Im{AiH} > 0 iff A has no eigenvalues on the 
i lines (through the origin) determined by 
rk 
argz= -7’ 
k=O,l ,...,i-1. 
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Further, if Im{,A @Z } > 0, then A has a(H) [v(H)] eigentxzlues z such that 
77 (2k) 
- <argz< 
r(2k+ 1) r(2k+ 1) 
i i i 
< argz < 
a(2k+2) 
I i ’ 
k=O,l,..., j-1. 
Proof. Apply Lemma II to f(A) = A i. H 
A “second-part” result may be illustrated by what we call an inertial 
graph, where A has a(H) of its eigenvalues in the unshaded region, u(H) of 
its eigenvalues in the shaded region, and no eigenvalues on the boundary. 
We give the Theorem 4 inertial graph for i = 4 below: 
X 
Im (A4H) > 0 
THEOREM 5. Let cx, /?, y be complex numbers with (Y = a + bi#O, 
p = c + di, and y = e + fi, and let A E M,(C). Then there exists a Hermitian 
H such that Im{(oA2+~A+yZ)H} >0 iffA has no eigenvalues z=x+iy 
on the equilateral hyperbola bx2 + Bury - by2 + dx + cy + f = 0. Further, if 
Im{(oA2+~A+yZ)H}>0, then A has T(H) [v(H)] eigenvalues z=x+iy 
lying outside [between] the two branches of the hyperbola. 
Proof. Apply Lemma II to f(A) = cx.A2 + DA + yZ. We have Im{ az2+ fiz 
+ y} = 0 iff bx2 + 2axy - by2 + dx + cy + f = 0. Since the discriminant 4a2 + 
4b2 is positive, the graph is an (equilateral) hyperbola. n 
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THEOREM 6. Let A E M,(C). Then there exists a Hermitian H such that 
Im{ e AH } > 0 iff A has no eigenvalues z = x + iy on any of the lines y = kn, 
k=O, ? 1, ?2 ,a.. . Further, if Im{eAH}>O, then A has r(H) [v(H)] eigen- 
values z=x+iy such that (2k)r< y<(2k+l)n [(2k+l)m< y<(2k+2)a], 
k=O, & 1, _+2 ,... . 
Proof. Apply Lemma II to f(A)= eA. Since eL= e”e’Y= e’(cos y+ 
isiny), Im{ez}=eXsiny. Thus Im{e”}=O iff siny=O iff y=kv, where k is 
an integer. n 
Our inertial graph for Theorem 6 follows. 
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THEOREM 7. Let A E M,,(C). Then there exists a Hermitian H such that 
Im{(sinA)H}>O iff A h as no eigenvalues z = x + iy on the lines y = 0 or 
x = nk + 7r/2, where k is an integer. 
Proof. Again we use Lemma II, applying it to f(A)=sinA. Since 
sinz=sinxcoshyficosxsinhy, Im{sinz}=cosxsinhy. If Im{sinz}=O, then 
y = 0 or 3E = n/2 + kr, where k is an integer. n 
Our inertial graph for Theorem 7 follows. (For brevity, we have omitted 
the statement of the “second-part” result in Theorem 7.) 
IIU ((sin A)H) > 0 
Note. Other authors have recently published work on related questions 
[l, 6, 71. Their work, however, deals entirely with generalizations of the 
Lyapunov theorem, rather than the OST theorem. 
The author’s master’s thesis [4], written at Oregon State University 
under Professor David Carlson, contains a form of the first five results of 
this paper. The author wishes to thank Professor Carlson for many helpful 
discussions. 
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