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Abstract
We develop techniques for studying the effects of self-interactions in the conformal
sector of an unparticle model. Their physics is encoded in the higher n-point functions
of the conformal theory. We study inclusive processes and argue that the inclusive
production of unparticle stuff in standard model processes due to the unparticle self-
interactions can be decomposed using the conformal partial wave expansion and its
generalizations into a sum over contributions from the production of various kinds
of unparticle stuff, corresponding to different primary conformal operators. Such
processes typically involve the production of unparticle stuff associated with oper-
ators other than those to which the standard model couples directly. Thus just as
interactions between particles allow scattering processes to produce new particles in
the final state, so unparticle self-interactions cause the production of various kinds
of unparticle stuff. We discuss both inclusive and exclusive methods for computing
these processes. The resulting picture, we believe, is a step towards understanding
what unparticle stuff “looks like” because it is quite analogous to way we describe
the production and scattering of ordinary particles in quantum field theory, with the
primary conformal operators playing the role of particles and the coefficients in the
conformal partial wave expansion (and its generalization to include more fields) play-
ing the role of amplitudes. We exemplify our methods in the 2D toy model that we
discussed previously in which the Banks-Zaks theory is exactly solvable.
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1 Introduction
Since the original formulation of unparticle physics [1, 2] as an effective field theory in which
the standard model couples only at high energies to a “Banks-Zaks” [3, 4, 5] sector that
is scale-invariant at low energies, this idea has been explored both theoretically and phe-
nomenologically in many papers. We start by mentioning what we find the most interesting
theoretical developments.
The way unparticle physics arises from weakly coupled Banks-Zaks-like theories was
analyzed explicitly in several examples in [6, 7]. Strongly coupled Banks-Zaks sectors can
include theories in the conformal window of supersymmetric QCD [8] as discussed in [9, 10, 6],
or other supersymmetric or non-supersymmetric gauge theories [11, 12, 13]. Quite generally
(no counterexamples are known), unitary scale-invariant theories have the full conformal
invariance [14, 15]. This imposes lower bounds on operator dimensions and dictates the
tensor structure of the unparticle propagators [7, 16, 17]. The dimension of a primary1
vector operator Oµ must be as large as dU ≥ 3. This would usually suppress the possible
interactions with the standard model both in the absolute magnitude and relative to the
accompanying standard model contact terms [7]. Similarly, for an antisymmetric tensor
Oµν dU ≥ 2 and for a symmetric traceless tensor Oµν dU ≥ 4. However, scalar operators
can start from dU ≥ 1. Spin-12 operators must have dU ≥ 3/2, and they mostly become
relevant if it is possible to describe unparticle stuff charged under the standard model gauge
interactions (otherwise, the fermionic unparticle operator can only couple to the standard
model fields similarly to a singlet neutrino.) Conformal invariance also introduces a specific
dU -dependence into the tensor structure of the 2-point functions in momentum space [7, 17].
It is also interesting to mention the work [18] that used the conformal symmetry to study
energy-momentum correlations in unparticle stuff. In particular, they find that the total
momentum flux in a particular direction is always proportional to the energy flux, like for a
massless particle, and derive the angle-dependent correlation functions of energy and charge.
The possibility that the coupling of an unparticle operator to the Higgs would break the
low energy conformal symmetry of the Banks-Zaks sector was discussed in [9]. An interac-
tion of the form (1/MdUV −2U )|H|2OUV that flows in the IR to (ΛdUV −dUU /MdUV −2U )|H|2OU
becomes a relevant operator in the conformal sector (for dU < 4) introducing a scale
Λ4−dU6U ∼ (ΛU/MU)dUV −dU M2−dUU v2, where v is the Higgs vev. This can break the conformal
symmetry at energies E . Λ 6U (while preserving unparticle behavior for Λ 6U ≪ E ≪ ΛU).
The consequences of the breaking depend on the particular realization of the Banks-Zaks
sector, and in many cases rich and surprising phenomenology is expected (see [19, 20, 21]
and especially the hidden valley picture of [6]).
The fact that some conformal field theories are dual to gravitational theories in anti-de
Sitter space with one extra dimension (the AdS/CFT correspondence [22, 23, 24] or its more
1A primary operator is one that behaves covariantly under conformal transformations. Any operator of a
definite scaling dimension that is not a derivative of another operator is primary. In 2D CFTs these operators
are often referred to as “quasi-primary,” while the term “primary” refers to the properties of operators with
respect to the full Virasoro algebra.
3
phenomenological variants, such as the Randall-Sundrum models [25, 26]) can be useful for
studying various aspects of unparticle physics from a different perspective. For example,
some works on unparticle phenomenology involving internal scalar unparticle propagators
obtained divergent results for dU > 2 [27, 28, 29]. Looking from the AdS perspective, the
authors of [30] (following an earlier work [31]) explained that for dU > 2 (or dU > 5/2 for
fermions) the propagator includes UV-dependent terms that do not decouple when the UV
cutoff is removed. These terms cancel the divergences, and in fact dominate much of the
physics in this range of dU . As pointed out already in [31] (see also [32]), these counterterms
are needed in order for the two-point function to be a well-defined distribution. In the
context of unparticle physics, these are just the standard model contact terms generated
from integrating out the high energy physics that couples the standard model to the Banks-
Zaks sector. An explicit example of this was presented in [7]. The renormalization group
running of such terms has been analyzed from the holographic perspective in [33]. On the
other hand, the UV completion provided by the RS2 model [25] has been analyzed in [34].
The AdS/CFT correspondence was also used in [30] for analyzing how the unparticle stuff
can couple to gauge interactions, similarly to their earlier suggestion of gauging a non-local
action [35] (see also [36, 37, 38, 39]). Other uses of the AdS picture included describing
Banks-Zaks sectors in which the conformal invariance is broken in the IR [40, 6, 30] and
analyzing the possibility suggested in [41] that “unhiggs” is responsible for the electroweak
symmetry breaking [42].
The disadvantage of the AdS/CFT-based approaches is the difficulty to explicitly specify
the 4D Lagrangian description of the physics. The original AdS/CFT setup can describe the
Banks-Zaks sector in its low-energy limit, the CFT. However, since the number of examples
from string theory is limited, typically one needs to pick the field content and the Lagrangian
in the AdS space “by hand”,2 without knowing what 4D theory is being described. Many
CFTs do not have weakly coupled AdS duals at all. Those that do are typically large-N
gauge theories with large ’t Hooft coupling λ (see also [43]). There is no special reason to
believe that the conformal sectors in our world should belong to this class of theories. Some
properties may work out anyway, as in AdS/QCD [44, 45], but it can often be hard to separate
a real effect from an artifact of an uncontrolled approximation. Certain features of unparticle
physics that are missed by assuming N → ∞, λ → ∞ were discussed in [6]. Furthermore,
while knowing correlation functions of CFTs is important for unparticle physics, one would
like to include the coupling to the standard model as well and describe the UV completion
of the combined theory. In order to add these non-conformal ingredients, the AdS space
needs to be modified in the IR. For example, the RS2 model [25] cuts off the AdS space
by a brane. As a result, the CFT gets cut off in the UV due to interactions with the
boundary values of the AdS fields (gravity and others) which become dynamical fields in the
4D theory [46, 47, 31]. Unparticle physics aspects of an RS2 model with a massive vector
field in the bulk were analyzed in [34]. In general, different ways of modifying the AdS space
in the IR and regularizing its physics will correspond to different choices of the coupling
2It is widely believed that knowing how (or whether) such a choice can actually be realized in string
theory is not essential in order for the correspondence to work.
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to the standard model in the UV. But unfortunately the relation between the two sides of
this extended correspondence is far from being straightforward. Therefore, while AdS-based
models can provide very useful guidance and examples, their ability to describe realistic
unparticle physics scenarios is limited.
The understanding of unparticle physics is incomplete without taking into account the
self-interactions of the low energy conformal sector. The main goal of the present paper
is to contribute to this understanding. So far most works have focused on the 2-point
function of the unparticle operator O to which the standard model couples, with a only
few excursions [6, 48] into the more complicated higher n-point functions which contain the
information about the interactions.
Scale invariance requires the 2-point function of O of dimension d to have the form3
〈0|TO(x)O(0)|0〉 ∝ 1
(−x2 + iǫ)d ∝
∫
dDp
(2π)D
e−ipx
(−p2 − iǫ)d−D/2 (1.1)
where D is the spacetime dimension. There are two ways in which this 2-point function can
appear in physical processes. First, it can appear as an internal line in a process that includes
two standard model–unparticle interaction vertices. The momentum-space expression for the
2-point function makes the calculation straightforward. This results in interesting effects due
to the non-zero imaginary part at all p2 [2, 27]. The other physical effect is the production
of unparticle stuff. The corresponding phase space can be determined either from scale
invariance [1] or by computing the imaginary part of the 2-point function [2]:
Φ ∝ (p2)d−D/2 θ(p0) θ(p2) (1.2)
These two types of processes describe the physics at the leading order in the standard model–
unparticle coupling.
Higher order processes require additional machinery since they will depend on 3- and
higher n-point functions of O. Furthermore, we will argue that it is useful to not restrict
our attention solely to the operator O that couples to the standard model sector. Instead
we will use more of the power of conformal invariance and consider the primary operators
Oj of dimension dj of the conformal field theory. Conformal invariance requires the 2-point
functions to have the form4
〈0|TOj(x)Ok(0)|0〉 ∝ δjk
(−x2 + iǫ)d ∝ δjk
∫
dDp
(2π)D
e−ipx
(−p2 − iǫ)d−D/2 (1.3)
The δjk in (1.3) allows us to identify different primary operators with different kinds of
unparticle stuff. For each Oj , there is a unique phase space given by
Φj ∝
(
p2
)dj−D/2 θ(p0) θ(p2) (1.4)
3For simplicity of presentation, we assumed here that the operator is a Lorentz scalar.
4If there is more than one operator with a given dimension and tensor structure, we can choose linear
combinations to get the δjk. Again, for simplicity of presentation, we assumed here that the operators
are Lorentz scalars, but most of what we say can be easily generalized to higher tensors. Various general
properties of conformal theories are discussed in [49, 50, 51, 52, 17].
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The form of the 3-point function is also fixed by conformal invariance. In particular (for
example), for primary scalars Oi with dimensions di:
〈0|TO1(x1)O2(x2)O3(x3)|0〉 ∝ 1
(x212)
(d1+d2−d3)/2 (x213)
(d1−d2+d3)/2 (x223)
(−d1+d2+d3)/2
(1.5)
where xij ≡ xi − xj . This was used in [48] (in the case where all Oi are the same) to
study processes that involve 3 internal standard model–unparticle vertices. Higher n-point
functions are highly constrained by conformal invariance, but not completely determined.
Our goal in this paper is to understand how to use this structure to analyze processes in
which unparticle stuff is produced as an outgoing state. We will discuss two approaches. We
will show how to analyze inclusive processes by looking at the discontinuities across physical
cuts in the n-functions of O. And we will argue that these discontinuities are related to a
sum over primary conformal operators of squared “amplitudes” for the production of the
corresponding unparticle stuff. These amplitudes, in turn, are determined by the coefficient
functions in the conformal partial wave expansion. The resulting picture, we believe, is a
step towards understanding what unparticle stuff “looks like” because it is quite analogous to
way we describe the production and scattering of ordinary particles in quantum field theory,
with the primary conformal operators playing the role of particles and the coefficients in the
conformal partial wave expansion (and its generalization to include more fields) playing the
role of amplitudes.
We will present the basic ideas, which are valid for any conformal theory in any number
of dimensions, in section 2, and dedicate most of the rest of the paper to testing them on the
2D example of unparticle physics that we discussed in [53]. The Banks-Zaks sector in that
example is the Sommerfield model of massless fermions coupled to a massive vector field.
This model is exactly solvable and flows to the Thirring model in the infrared, as we will
discuss in section 3. We couple the Sommerfield model to a toy standard model, which is
simply a massive scalar carrying a global U(1) charge. In the infrared, the resulting inter-
action flows to a coupling of two charged scalars to an unparticle operator with a fractional
anomalous dimension. In section 4 we apply the operator product expansion to the solution
of the Sommerfield model to find the exact 2n-point functions of the unparticle operator.
We discuss the mathematical structures that appear in the solution and certain infrared
issues involved in looking at them in momentum space. Before studying self-interactions,
we briefly review in section 5 the simplest unparticle process shown in figure 1a in which
two toy standard model scalars “disappear” into unparticle stuff. Because we have the exact
solution for the Banks-Zaks sector correlation functions, we can see precisely how the system
makes the transition from the low-energy unparticle physics to the high-energy physics of
free particles. The answer, as we discussed in [53], is rather simple. The “spectrum” of the
model that we can see in that process consists of unparticle stuff and massive bosons. As the
incoming energy of the standard model particles is increased, the unparticle stuff is always
there but more and more massive bosons are emitted and the combination becomes more
and more like the free-fermion production cross-section. In sections 6 and 7 we analyze the
missing charge and missing energy processes shown in figures 1b and 1c, respectively. These
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Figure 1: (a) A disappearance process. (b) A missing charge process. (c) A missing energy process.
The arrows indicate the flow of the global U(1) charge.
inclusive processes are mediated by the conformal sector self-interactions. We show both
inclusive and exclusive methods of calculation. The spectrum again includes unparticle stuff
and massive bosons, but the unparticle stuff corresponds to operators other than those to
which the standard model couples directly (there are also massless excitations that corre-
spond to operators of integer dimensions). We comment on the massive bosons in section 8.
In section 9 we summarize the conclusions.
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2 Unparticle self-interactions
A useful concept in conformal field theories is the conformal partial-wave expansion [54, 55,
56, 57, 51, 52] (see also [58, 59, 60] and references therein in the context of AdS/CFT), which
is a generalization of the operator product expansion (OPE). For any two operators O1(x1)
and O2(x2) with an arbitrary separation between them, it is possible to write
TO1(x1)O2(x2)|0〉 =
∑
k
∫
dDx iQk(x|x1, x2)Ok(x)|0〉 (2.1)
where T denotes time-ordering, Ok are the various primary operators in the theory (unlike in
the OPE, their derivatives need not be included separately) and the coefficients iQk(x|x1, x2)
are the 3-point functions of O1(x1), O2(x2) and Ok(x), with the Ok leg amputated, namely∫
dDx 〈0|TOk(x′)Ok(x)|0〉 iQk(x|x1, x2) = 〈0|TOk(x′)O1(x1)O2(x2)|0〉 (2.2)
If O1 and O2 are scalars, the operators Ok are completely symmetric traceless tensors [57]
whose amputated 3-point functions Qk(x|x1, x2) are fully determined, up to a constant pref-
actor, by the dimensions of the three operators and the tensor rank of Ok.
Amputated 3-point functions are exactly what is needed for computing processes that
produce unparticle stuff corresponding to the operator whose leg is amputated. This follows
because using (2.1) twice we can write
〈0|TO∗2(x2)O∗1(x1)O1(y1)O2(y2)|0〉
=
∑
k
∫
dDx dDy Q∗k(x|x1, x2) 〈0|TO∗k(x)Ok(y)|0〉Qk(y|y1, y2) (2.3)
For example, suppose we had the coupling
Lint ∝ φ2O (2.4)
where φ is a standard model field and O is an unparticle operator. According to (2.3) with
O1 = O2 = O, by taking the discontinuity across the cut of the 4-point function of O
(figure 2), which corresponds to the inclusive process
φ+ φ→ φ+ φ+ unparticle stuff (2.5)
we obtain the sum of cross-section for the processes
φ+ φ→ φ+ φ+ {Ok stuff} (2.6)
where Ok are the various primary operators in the theory (that do not necessarily couple
to the standard model directly). The amplitudes M of these processes are the amputated
3-point functions Qk (times factors coming from the standard model), while cutting the Ok
propagators in (2.3) gives the Ok phase spaces in (1.4).
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Figure 2: On the left: the unparticle 4-point function (schematically) with a cut over the unparticle
stuff for computing the cross-section of the process (2.5), inclusive with respect to the unparticle stuff.
The dashed lines are the standard model particles φ. Each vertex is the interaction (2.4). (One should
include also diagrams in which the standard model particles are attached to the 4-point function in other
possible ways, as we will do in section 6.) On the right: representation (2.3) of the 4-point function as a
sum of terms, each with two amputated 3-point functions Qk connected by an Ok propagator. The cut
through the Ok propagator allows us to interpret the terms in the sum as related to the cross-sections
of the exclusive processes (2.6).
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There are powerful tools in conformal field theory for working out these amplitudes
explicitly. The amputated 3-point function is formally proportional to the ordinary 3-point
9
function of O1 and O2 with a “shadow operator” corresponding to the third operator Ok.
The shadow operator has the same tensor rank ℓ as Ok, but dimension ∆˜ = D −∆, where
∆ is the dimension of Ok and D is the spacetime dimension. This method is based on the
D’EPP formula [61] (see also [54, 17, 52, 62]), which says that for δ1 + δ2 + δ3 = D (in
Euclidean space)∫
dDx4
Γ(δ1) Γ(δ2) Γ(δ3)
(x214)
δ1 (x224)
δ2 (x243)
δ3
= πD/2
Γ
(
D
2
− δ3
)
Γ
(
D
2
− δ2
)
Γ
(
D
2
− δ1
)
(x212)
D/2−δ3 (x213)
D/2−δ2 (x223)
D/2−δ1
(2.7)
For solving (2.2) we can use this formula as
1
(x212)
d−∆˜/2
∫
dDx4
[Γ(∆˜/2)]2 Γ(∆)
(x214)
∆˜/2
(x224)
∆˜/2
(x243)
∆
= πD/2
Γ(D/2−∆) [Γ(∆/2)]2
(x212)
d−∆/2
(x213)
∆/2
(x223)
∆/2
(2.8)
This is described graphically in figure 3. Since the 3-point function (1.5) of two scalars O1
and O2 of dimension d with a third scalar5 Ok of dimension ∆, and the two-point function
of Ok, are
〈0|TO1(x1)O2(x2)Ok(x3)|0〉 = C3
(−x212 + iǫ)d−∆/2 (−x213 + iǫ)∆/2 (−x223 + iǫ)∆/2
(2.9)
〈0|TOk(x)Ok(0)|0〉 = C2
(−x2 + iǫ)∆ (2.10)
where C3 and C2 are constants, we obtain the amputated 3-point function to be
Qk(x4|x1, x2) = [Γ(∆˜/2)]
2 Γ(∆)C3
πD/2 [Γ(∆/2)]2 Γ(D/2−∆)C2
× 1
(−x212 + iǫ)d−∆˜/2 (−x214 + iǫ)∆˜/2 (−x224 + iǫ)∆˜/2
(2.11)
In momentum space it gives the amplitude
M = 2
D−2d+∆ Γ(∆) Γ(D − d−∆/2)C3
Γ(D/2−∆)Γ(d+∆/2−D/2)C2 I(P,Q) (2.12)
(times the standard model factors), where
I(P,Q) ≡
∫
dDk
(−k2 − iǫ)D−d−∆/2 (−(P − k)2 − iǫ)∆/2 (−(k − (P −Q))2 − iǫ)∆/2
(2.13)
where P is the momentum incoming from the standard model at x1 and Q is the unparticle
momentum outgoing at x4. The phase space of Ok is
Φ(Q) = −π
D/2 sin(π(∆−D/2)) Γ(D/2−∆)C2
22∆−D−1 Γ(∆)
(
Q2
)∆−D/2
θ(Q0) θ(Q2)
=
πD/2+1C2
22∆−D−1 Γ(∆) Γ(∆−D/2 + 1)
(
Q2
)∆−D/2
θ(Q0) θ(Q2) (2.14)
5A generalization for higher tensors exists as well. We will consider a vector operator in section 7.4.
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Note that Φ is positive if C2 > 0 and ∆ ≥ D/2− 1, which is exactly the well-known bound
on the dimension of a scalar operator [17, 52]. For the limiting case ∆ = D/2− 1, use
lim
ǫ→0+
ǫ θ(Q2)
(Q2)1−ǫ
= δ(Q2) (2.15)
with ǫ = ∆− (D/2− 1) to obtain
Φ(Q) =
8πD/2+1C2
Γ(D/2− 1) θ(Q
0) δ(Q2) (2.16)
We thus have
|M|2Φ = 2
3D−4d+1 πD/2+1 Γ(∆) [Γ(D − d−∆/2)]2C23
[Γ(D/2−∆)]2 [Γ(d+∆/2−D/2)]2 Γ(∆−D/2 + 1)C2
× |I(P,Q)|2 (Q2)∆−D/2 θ(Q0) θ(Q2) (2.17)
We can combine the denominators in (2.13) by using
∏
j
Γ(nj)
Anj
=
∫ 1
0
Γ (
∑
k nk)(∑
j αjAj
)∑
k nk
δ
(∑
j
αj − 1
)∏
j
α
nj−1
j dαj (2.18)
which gives
|M|2Φ = 2
3D−4d+1 πD/2+1 Γ(∆) [Γ(D − d+∆/2)]2C23
[Γ(D/2−∆)]2 [Γ(d+∆/2−D/2)]2 [Γ(∆/2)]4 Γ(∆−D/2 + 1)C2
×
∣∣∣I˜ (P,Q)∣∣∣2 (Q2)∆−D/2 θ(Q0) θ(Q2) (2.19)
where
I˜(P,Q) ≡
∫ 1
0
dα1 dα2 dα3 δ
(
3∑
j=1
αj − 1
)
α
D−d−∆/2−1
1 α
∆/2−1
2 α
∆/2−1
3
×
∫
dDk
(k2 + g(P,Q) + iǫ)D−d+∆/2
(2.20)
where we shifted the integration variable k and defined
g(P,Q) ≡ α1(1− α1)P 2 − 2α1α3QP + α3(1− α3)Q2 (2.21)
In the following sections we will do the inclusive and exclusive calculations explicitly in
a 2D toy model, the Sommerfield model, where we consider the processes whose inclusive
descriptions are given in figures 1b and c.
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3 2D toy model of unparticle physics
3.1 Sommerfield model of a Banks-Zaks sector
In this paper we apply the ideas of section 2 to analyze the unparticle stuff that appears
in the Sommerfield model [63, 64, 65, 66, 67], that is the Schwinger model [68] with an
additional mass term for the vector boson:6
L = ψ (i 6∂ − eA/)ψ − 1
4
F µνFµν +
m20
2
AµAµ (3.1)
We are interested in this theory since, like the Schwinger model, it is an exactly solvable
model that becomes scale-invariant at low energies, and (unlike the Schwinger model) has
fractional anomalous dimensions. At low energies, below the vector boson mass, the theory
reduces to the Thirring model, that is the theory of a fermion with a quartic self-interaction
which is scale-invariant at all energies [69, 70, 71].
In order to solve the model, it is convenient to decompose Aµ as7
Aµ = ∂µV + ǫµν∂νA (3.2)
The Lagrangian becomes
L = iψ 6∂ ψ − eψγµψ (∂µV + ǫµν∂νA) + 1
2
A✷2A+ m
2
0
2
(∂µV∂µV − ∂µA∂µA) (3.3)
If we change the fermionic variable to
Ψ = eie(V+Aγ
5)ψ (3.4)
the fermion becomes free:
L = iΨ 6∂Ψ+ m
2
0
2
∂µV∂µV + 1
2
A✷2A− m
2
2
∂µA∂µA (3.5)
In the last term of (3.5) m20 has been replaced by
m2 = m20 +
e2
π
(3.6)
6Our conventions, as in [53], are: g00 = −g11 = 1, ǫ01 = −ǫ10 = −ǫ01 = ǫ10 = 1. From the defining
properties {γµ, γν} = 2gµν and γ5 = − 1
2
ǫµνγ
µγν , it follows that γµγ5 = −ǫµνγν and γµγν = gµν + ǫµνγ5,
and we will use the representation γ0 =
(
0 1
1 0
)
, γ1 =
(
0 −1
1 0
)
, γ5 = γ0γ1 =
(
1 0
0 −1
)
. Then the
components ψ1 and ψ2 describe a right-moving and left-moving fermion, respectively.
7In 2D, an arbitrary vector Aµ can be expanded in terms of any non-null vector kµ as
Aµ =
kµkρ − ǫµνkν ǫρσkσ
k2
Aρ
In the Schwinger model (m0 = 0), V would be the unphysical longitudinal polarization that can be set to
zero in the Lorenz gauge.
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in order to account for the fact that the path integral measure is not invariant under the A
part of (3.4) [72].8
We can now calculate fermionic n-point functions as
〈0|Tψα(x) . . . ψ∗β(y) . . . |0〉 = 〈0|Te−ie(V(x)+A(x)γ
5
x) . . . eie(V(y)+A(y)γ
5
y) . . . |0〉
×〈0|TΨα(x) . . .Ψ∗β(y) . . . |0〉 (3.7)
where the subscript in γ5x specifies that it acts on the spinor at point x (in our representation,
γ5ψ1 = +ψ1, γ
5ψ2 = −ψ2.) Using Wick’s theorem and the observation that
− i
∫
d2x eipx 〈0|TV(x)V(0)|0〉 = 1
m20 p
2
(3.8)
−i
∫
d2x eipx 〈0|TA(x)A(0)|0〉 = 1
(p2)2 −m2p2 =
1
m2
(
1
p2 −m2 −
1
p2
)
(3.9)
we obtain that the n-point function is given by the corresponding free n-point function
multiplied by ∏
j>i
C0(xi − xj)ηij C(xi − xj)ηijκij (3.10)
where i, j run over the n points and
C0(x) = exp
[
i
e2
m20
[D(x)−D(0)]
]
∝ (−x2 + iǫ)−e2/4πm20 (3.11)
C(x) = exp
[
i
e2
m2
[(∆(x)−∆(0))− (D(x)−D(0))]
]
= exp
[
e2
2πm2
[
K0
(
m
√−x2 + iǫ
)
+ ln
(
ξm
√−x2 + iǫ
)]]
(3.12)
with
ξ =
eγE
2
(3.13)
where we used9
∆(x) =
∫
d2p
(2π)2
e−ipx
p2 −m2 + iǫ = −
i
2π
K0
(
m
√
−x2 + iǫ
)
(3.14)
D(x) =
∫
d2p
(2π)2
e−ipx
p2 + iǫ
=
i
4π
ln
(−x2 + iǫ
x20
)
(3.15)
8The same effect gives mass e/
√
π to the gauge boson in the Schwinger model. See also [73].
9K0 is the modified Bessel function of the second kind and x0 is an arbitrary constant that will cancel
out in the following. For y →∞, K0(y) ∼
√
pi
2y
e−y → 0. For y → 0, K0(y) = − ln(y/2)−γE+O(y2), where
γE = −Γ′(1) ≃ 0.577 is Euler’s constant. Note that ∆(0)−D(0) = (i/2π) ln (eγEx0m/2) = (i/2π) ln (ξx0m)
in C(x) is finite. The D(0) term in C0(x) does not have any effect since any n-point function has −n/2 such
factors so their presence is equivalent to changing the normalization of the fermion field.
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and ηij and κij are sign factors that depend on whether the operators at the two points are
the fields or their adjoints and their handedness:
ηij =
{
+1 , ψ and ψ∗
−1 , (ψ and ψ) or (ψ∗ and ψ∗) κij ≡ γ
5
i γ
5
j =
{
+1 , α = β
−1 , α 6= β (3.16)
Similar expressions for the correlation functions have been obtained by various methods in
the past [74, 75, 76].
In the short-distance limit, (xi − xj)2 ≪ 1/m2, C(x) → 1 and one obtains free-fermion
behavior.10 In the large-distance limit, (xi−xj)2 ≫ 1/m2, K0 does not contribute, and C(x)
is just a power of x2:
C(x)→ [(ξm)2(−x2 + iǫ)]e2/4πm2 (3.17)
leading to scale-invariant behavior with fractional anomalous dimensions. This is the unpar-
ticle regime. Note that m plays the role of ΛU from [1].
Additional properties of the Sommerfield model are described in appendix A.
3.2 Coupling to the “standard model”
We assume that the very high energy theory includes the interaction
Lint = µ
2
[
ψ(1 + γ5)χφ
∗ + ψ(1− γ5)χφ
]
+ h.c.
= µ (ψ∗2 χ1 φ
∗ + ψ∗1 χ2 φ) + h.c. (3.18)
that couples the fermion ψ of the Banks-Zaks sector to a neutral complex scalar φ with mass
mφ ≪ m that plays the role of a standard model field. The interaction is mediated by the
heavy fermion χ with mass M ≫ m, µ2/m and the same coupling to Aµ as ψ.
The interaction preserves a global U(1) symmetry with charge +1 for φ∗ and ψ∗1 and
charge −1 for ψ∗2. Integrating out χ we obtain11
Lint = h
2
(O φ∗2 +O∗φ2) , h ≡ 2µ2
M
(3.19)
where the composite operator
O ≡ ψ 1
2
(
1 + γ5
)
ψ = ψ∗2ψ1 (3.20)
(that has charge −2 under the global U(1) symmetry) will have a fractional anomalous
dimension at low energies.
Since this symmetry acts chirally on the fermionic field one may be concerned about
anomalies. Indeed, the axial current j5µ = ψγµγ5ψ has a non-zero divergence [73], and in
the Schwinger model the symmetry transformation gives rise to an additional term in the
Lagrangian proportional to
Lθ ∝ ∂µj5µ = −
e
π
ǫµν∂µAν = − e
2π
ǫµνFµν (3.21)
10C0(x) does not contribute a fractional power to the correlation functions of fermion bilinears.
11In a 4D unparticle theory, the interaction corresponding to (3.19) would typically be nonrenormalizable.
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While this term is a total derivative, it cannot be eliminated in the Schwinger model due
to instanton configurations in Euclidean space that do not decay fast enough at infinity
and for which
∫
d2xLθ does not vanish [77]. This leads to the existence of degenerate θ
vacua [78, 79] that differ in the value of the symmetry-breaking condensate 〈O〉 ∝ eiθ. But
in the Sommerfield model (unlike the Schwinger model that has gauge invariance) we can
define a conserved axial current as
j
5µ
= j5µ +
e
π
ǫµνAν (3.22)
Then, since a (non-anomalous) symmetry cannot be broken spontaneously in two dimen-
sions [80], there is no condensate. Note also that a non-vanishing condensate of an operator
with a non-zero dimension would be in conflict with scale invariance. In the Schwinger
model, the dimension of O at the IR fixed point is 0, but we will see that this is not the case
in the Sommerfield model.
4 Correlation functions of the unparticle operator
The vertices in (3.18) that couple the standard model field φ to the fermions of the Som-
merfield model involve also the heavy field χ. Since χ effectively propagates over distances
of order 1/M which are much shorter than the distances we want to consider, our effective
interactions will involve two φ s coupling to the leading operator in the operator product
expansion (OPE) [81, 70] of a product of two ψ s. In particular, we will be interested in
Tψ∗β(x2)ψα(x1) = c(x2 − x1)ψ∗βψα(x2) + · · · (α 6= β) (4.1)
that defines the operator O = ψ∗2ψ1 from (3.20) and its conjugate O∗ = ψ∗1ψ2. Using this
OPE and the exact solution for the fermionic correlation functions from section 3.1 we will
determine the correlation functions of O and O∗. The coefficient function c(x2−x1) will not
play any role since there is also a χ propagator connected between x1 and x2. Evaluating
the convolution of the two at zero external momentum, that is all we need for energies much
below M , would give a constant.
4.1 2-point function
Consider the fermionic 4-point function
G(4) = 〈0|Tψ∗α2(x2)ψα1(x1)ψ∗β2(y2)ψβ1(y1)|0〉 (4.2)
We can express it as the free-fermion skeleton in figure 4, that is
G
(4)
free = iS
α1
0 (x1 − x2) iSβ10 (y1 − y2) δα1α2 δβ1β2 − iSα10 (x1 − y2) iSβ10 (y1 − x2) δα1β2 δβ1α2 (4.3)
multiplied by the bosonic factors (3.10), where δαβ S
α
0 (x) is the free-fermion propagator,
12
S10(x) =
∫
d2p
(2π)2
e−ipx
p+
p2 + iǫ
= − 1
2π
x+
x2 − iǫ (4.4)
12We define the propagator Sα(x) as δαβ S
α(x) ≡ −i 〈0|Tψα(x)ψ∗β(0)|0〉.
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Figure 4: The free fermion skeleton corresponding to the 4-point function (4.2).
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Figure 5: The sign factors (ηij , κij) for the case α1 = β2, α2 = β1 (α1 6= α2).
S20(x) =
∫
d2p
(2π)2
e−ipx
p−
p2 + iǫ
= − 1
2π
x−
x2 − iǫ (4.5)
where we use the lightcone coordinates13
x± = x0 ± x1 (4.6)
For the O and O∗ operators, we are interested in the case
α1 = β2 , α2 = β1 (α1 6= α2) (4.7)
Only the second term of (4.3) survives, and the corresponding η and κ factors of (3.10) are
shown in figure 5. In the limit x1 → x2 ≡ x, y1 → y2 ≡ y this gives
G(4) =
C0(x1 − x2)C0(y1 − y2)
C(x1 − x2)C(y1 − y2) C(x− y)
4 iS10(x− y) iS20(x− y) (4.8)
On the other hand, using the OPE (4.1), we can write (4.2) in the same limit as
G(4) = c(x2 − x1) c(y2 − y1) 〈0|TO(x)O∗(y)|0〉 (4.9)
Comparing (4.8) and (4.9) we see that we can take c(x) = C0(x)/C(x), and
i∆O(x) ≡ 〈0|TO(x)O∗(0)|0〉 = C(x)4 iS10(x) iS20(x) =
C(x)4
(2π)2 (−x2 + iǫ) (4.10)
13Some properties of the lightcone coordinates are listed in appendix B.
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At distances large compared to 1/m, using (3.17), we see that the 2-point function is
proportional to an unparticle propagator14
i∆O(x) → i∆U (x) = 1
(2π)2(ξm)2a (−x2 + iǫ)1+a (4.11)
where
a ≡ − e
2
πm2
= − 1
1 + πm20/e
2
(4.12)
denotes the anomalous dimension of the composite operator O ≡ ψ∗2ψ1 (its total dimension
is dU = 1 + a). For 0 < m0 < ∞, a is fractional, which leads to unparticle behavior.15 In
momentum space16
i∆U(p) =
iA(a)
2(ξm)2a sin(πa)
(−p2 − iǫ)a = A(a)
2π(ξm)2a
∫ ∞
0
dM2
(
M2
)a i
p2 −M2 + iǫ (4.13)
where
A(a) ≡ − sin(πa) Γ(−a)
21+2a πΓ(1 + a)
=
1
21+2a [Γ(1 + a)]2
(4.14)
Since
Im∆U(p) = − A(a)
2(ξm)2a
θ(p2)
(
p2
)a
(4.15)
the unparticle phase space is
ΦU (p) =
A(a)
(ξm)2a
(
p2
)a
θ(p0) θ(p2) (4.16)
Note that in the Schwinger model limit the phase space vanishes since A(−1) = 0.
Because we have the exact solution, we can write (4.10) for arbitrary x as
i∆O(x) = i∆U(x) exp [−4πia∆(x)] = i∆U (x)
∞∑
n=0
(−4πa)n
n!
[i∆(x)]n (4.17)
At distances not large compared to 1/m, the higher terms in the sum in (4.17) become
relevant. This will be important for studying the transition between the unparticle and
particle regime.
4.2 Higher n-point functions
In a similar way, for a general 2n-point function of the operator O we have
〈0|TO(x1) . . .O(xn)O∗(y1) . . .O∗(yn)|0〉 =
∏
j,k C(xj − yk)4∏
k>j C(xj − xk)4C(yj − yk)4
G
(4n)
free (4.18)
14Here and below, we incorporate a dimensional factor of 1/(ξm)2a in the unparticle propagator so that
it has the same engineering dimension as the O propagator.
15For m0 = 0 we obtain a = −1, i.e., dU = 0, which is the Schwinger model result [82].
16The Fourier transform is calculated on p. 284 in Ref. [83].
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where G
(4n)
free is the corresponding free fermionic 4n-point function:
17
G
(4n)
free =
(−1)n
(4π2)n
∏
k>j(xj − xk)2(yj − yk)2∏
j,k(xj − yk)2
(4.19)
Thus, using (4.10),
〈0|TO(x1) . . .O(xn)O∗(y1) . . .O∗(yn)|0〉 =
∏
j,k i∆O(xj − yk)∏
k>j i∆O(xj − xk) i∆O(yj − yk)
(4.20)
The 2n-point function involves the two-point function i∆O(x), and also its inverse
i∆˜O(x) ≡ 1
i∆O(x)
(4.21)
We can represent the 2n-point functions diagrammatically with 2n vertices connected by two
kinds of lines: solid lines representing i∆O(xj − yk); dotted lines representing i∆˜O(xj − xk)
or i∆˜O(yj − yk). For example, the 2-point function is just a single solid line, and the 6- and
10-point functions are shown in figure 6.
Figure 6: The 6-point function and the 10-point function of O.
It is important to remember that these diagrams, while useful as reminders of the struc-
ture of (4.20), are not Feynman diagrams. Eq. (4.20) is the sum of an infinite number of
Feynman diagrams and describes the full 2n-point function.18
Although we will not always indicate it explicitly, one should remember that the solid
lines are actually directed, carrying the conserved chiral charge from an O∗ vertex to an O
17Note that this simple form arises from the sum over all possible contractions of the free fermion fields.
18This includes also diagrams that can become disconnected in certain limits, since we included such
diagrams in (4.19).
18
vertex. The dotted lines are not directed. So for example we could represent the 6-point
function as in figure 7. Curiously, the charge carried by the solid lines depends on n. In
the 2n-point functions, each solid line carries 2/n units of charge. It is obvious that this
conserves charge, because n lines emerge from each O∗ vertex and n flow into each O vertex.
Figure 7: The 6-point function with the direction of the charge flow indicated.
In this paper we will do most of our analysis on the O 4-point function:
〈0|TO(x1)O(x2)O∗(y1)O∗(y2)|0〉
=
i∆O(x1 − y1) i∆O(x1 − y2) i∆O(x2 − y1) i∆O(x2 − y2)
i∆O(x1 − x2) i∆O(y1 − y2)
(4.22)
While its form may look peculiar, especially because of the propagators in the denominator
that lead to IR divergences that we will analyze in section 4.3, it is a typical form for
conformal field theories, in any number of spacetime dimensions. More specifically, conformal
invariance restricts the 4-point function of any four primary scalar operators Oi with scaling
dimensions di to have the form [49]
〈0|TO1(x1)O2(x2)O3(x3)O4(x4)|0〉 = F (u, v)
∏
i<j
(
x2ij
)dT /6−(di+dj)/2 (4.23)
where dT = d1 + d2 + d3 + d4 and F (u, v) is an arbitrary function of the conformal-invariant
cross-ratios
u =
x212 x
2
34
x213 x
2
24
, v =
x212 x
2
34
x214 x
2
23
(4.24)
When all di are equal, like in our case of interest, this can be written more simply as
〈0|TO1(x1)O2(x2)O3(x3)O4(x4)|0〉 = f(u, v)
(x213)
d(x224)
d
(4.25)
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In the unparticle limit of our model, i.e., with ∆O → ∆U in (4.22), our 4-point function
matches this form with f(u, v) ∝ vd. The function f(u, v) can be different for other operators
and in other conformal theories. However, because of the form of u and v in (4.24), when
we expand f(u, v) in powers of u and v each term will generically have powers of some x2ij
in the numerator and some in the denominator, similarly to what we have in our model.
4.3 Momentum space and IR divergences
In momentum space the 2-point function (4.10) [recall also (4.17)] becomes
i∆O(P ) =
∞∑
n=0
(−4πa)n
n!
∫
d2pU
(2π)2
i∆U(pU)
[
n∏
i=1
d2pi
(2π)2
i∆(pi)
]
(2π)2δ2
(
P − pU −
n∑
j=1
pj
)
(4.26)
This describes a sum of two-point diagrams in which the incoming momentum P splits
between the unparticle propagator and n massive scalar propagators.19 The discontinuity
gives the phase space
Φ(P ) =
A(a)
(ξm)2a
∞∑
n=0
(−4πa)n
n!
∫
d2pU
(2π)2
θ(p0U) θ(p
2
U)
(
p2U
)a
×
[
n∏
i=1
d2pi
(2π)2
2πδ(p2i −m2)θ(p0i )
]
(2π)2δ2
(
P − pU −
n∑
j=1
pj
) (4.27)
This is the form that we used in [53] to discuss the transition from the low-energy unparticle
regime and the high-energy free-fermion regime in our toy model. We will review this in
section 5. But to go beyond this simplest process, we need to understand the meaning of
the higher n-point functions (4.20) in more detail.
The two point function ∆O(x) goes to zero as −x2 →∞. But that means that its inverse
(4.21) goes to ∞ as −x2 → ∞. At first (and perhaps second) sight, this looks like a recipe
for infrared divergences. Indeed, the Fourier transform of ∆˜O(x) is very singular as p
2 → 0.
Formally, the dotted line propagator in momentum space can be written as an expansion
similar to (4.26):
i∆˜O(k) ≡
∫
d2x
eikx
i∆O(x)
=
∫
d2x
eikx
i∆U(x)
exp [4πia∆(x)]
= −i8π
4A(−2− a)(ξm)2a
sin(πa)
∫
d2p
(2π)2
1
(−p2 − iǫ)2+a
×
∞∑
n=0
(4πa)n
n!
[
n∏
i=1
d2pi
(2π)2
i∆(pi)
]
(2π)2δ2
(
k − p−
n∑
j=1
pj
)
(4.28)
The inverse of the unparticle propagator, which gave the
1
(−p2 − iǫ)2+a (4.29)
19Similar behavior in the Schwinger model, where the unparticle stuff is absent, has been discussed in [84,
82].
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factor in (4.28), will lead to infrared divergences. The Fourier transform
2−2(1+γ)
π
Γ(−γ)
Γ(1 + γ)
∫
d2x eipx (−x2 + iǫ)γ = − 1
(−p2 − iǫ)1+γ (4.30)
has a well-behaved Ka¨lle´n-Lehmann representation for −1 < γ < 0:
− sin(πγ)
π
∫ ∞
0
ds
s1+γ
1
p2 − s + iǫ (4.31)
The spectral function is positive and the singularity at s = 0 is integrable. We used this
implicitly in (4.27) with γ = −1−a. However, for the dotted line we needed to take γ = 1+a
to obtain (4.28): this means 0 < γ < 1, and then the integral in (4.31) does not converge
near s = 0. More practically, the factor (4.29) will lead to divergences in cross-sections.
A better approach for doing the Fourier transform of the dotted line is to use (4.30) with
γ = a and get an extra factor of x2 by differentiating both sides as
2−2(2+a)
π
Γ(−a)
Γ(1 + a)
∫
d2x eipx (−x2 + iǫ)1+a = − ∂
2
∂p+∂p−
1
(−p2 − iǫ)1+a (4.32)
where we use the lightcone components (4.6). It looks naively as if the derivatives just
reproduce (4.29). Indeed, for p2 6= 0
∂2
∂p+∂p−
1
(−p2 − iǫ)1+a = −(1 + a)
2 1
(−p2 − iǫ)2+a (4.33)
But it would be too naive to assume (4.33) for all p2 because of the singularities of these
generalized functions at p2 = 0. The derivative operator clearly produces a well-defined
generalized function, but the singularities at p2 = 0 would require special care.
We can think of two ways to deal with these infrared issues. In some situations, we
can use (4.32) directly by routing external momenta through the diagram in such a way
that we can take the derivatives outside the loop. Then we can use (4.30) and (4.31). The
other alternative is to use (4.32) with an explicit infrared cut-off. This second alternative
is instructive as well as useful, so we will outline it here. We will discuss both methods in
more detail in section 7.1 and appendix C.
Let the function fλ(s) be an IR-regulated version of 1/s
1+a:
fλ(s)→


1
s1+a
for s≫ λ
0 as s→ 0
(4.34)
(for example, we could take fλ(s) = s
−a/(s+ λ)). Then an IR-regulated version of
− π(1 + a)
2
sin(πa)
1
(−p2 − iǫ)2+a (4.35)
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is
∂2
∂p+∂p−
∫ ∞
0
ds fλ(s)
1
p2 − s+ iǫ
=
∫ ∞
0
ds fλ(s)
(
1
(p2 − s+ iǫ)2 +
2s
(p2 − s+ iǫ)3
)
=
∫ ∞
0
ds fλ(s)
(
∂
∂s
+ s
∂2
∂s2
)
1
p2 − s+ iǫ
=
∫ ∞
0
ds
(
f ′λ(s) + s f
′′
λ (s)
) 1
p2 − s+ iǫ
(4.36)
The spectral function in (4.36) does not have a uniform sign. In fact, it is a total derivative,
so the integral over s vanishes. As λ→ 0, the deviation of
1
(1 + a)2
(
f ′λ(s) + s f
′′
λ (s)
)
(4.37)
from 1/s2+a is squeezed down to s = 0, but the integral over s continues to vanish.
Because we now have a Ka¨lle´n-Lehmann representation for the dotted line, we can safely
write down the corresponding phase space from the discontinuity across the cut:
Φ˜(k) =
8π4A(−2− a)(ξm)2a
(1 + a)2
∫
d2p
(2π)2
(
f ′λ(p
2) + p2 f ′′λ (p
2)
)
θ(p2) (4.38)
×
∞∑
n=0
(4πa)n
n!
[
n∏
i=1
d2pi
(2π)2
2πδ(p2i −m2)θ(p0i )
]
(2π)2δ2
(
k − p−
n∑
j=1
pj
)
We will see in appendix C how (4.36) and (4.38) work in a simple example.
5 Disappearance process: φ + φ→ U
We now review the physical process described in figure 1a:
φ+ φ→ Sommerfield stuff (5.1)
Because φ2 couples to O∗ at low energy (from (3.19)), we can obtain the total cross-section
for this process from the discontinuity across the physical cut in the O 2-point function.
The cross-section for a given initial state I to scatter into any possible final state F can be
obtained from the amplitude of I going back to I using the relation
∑
F
∫
dΦF |M (I → F )|2 = −Disc iM (I → I) (5.2)
where ΦF is the phase space of the final state F , and Disc refers to the discontinuity across the
branch cut,M(s+iǫ)−M(s−iǫ), where s = E2cm. This is also known as the optical theorem,
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and the right-hand side of (5.2) is often written as 2 ImM (I → I). In our particular process,
for φ momenta P1 and P2, this gives the cross-section
σ =
ImM(P1, P2 → P1, P2)
s
= −h
2
s
Im∆O(P ) (5.3)
where P = P1 + P2 and s = P
2. In the unparticle limit (
√
s ≪ m), using (4.15), or di-
rectly the phase space (4.16), we find the fractional power behavior expected with unparticle
production:
σ =
A(a)
2
h2
(ξm)2a
1
s1−a
(5.4)
On the other hand, in the free-particle limit that appears at high energies
√
s≫ m, we have
C(x)→ 1 in (4.10) and then
σ =
h2
4
1
s
(5.5)
which is the cross-section for φ+ φ→ ψ2 + ψ1 without the Sommerfield interaction.
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Figure 8: The cross-section for the disappearance process, based on the expansion (4.27). The long-
dashed lines are the standard model particles φ, the solid line represents the unparticle propagator while
the short-dashed lines represent massive boson propagators. The thick line is a cut for computing the
contribution to the cross-section.
The transition between the two limits can be studied using the expansion in (4.27) which
shows that the general result can be described as the production of unparticle stuff along with
an arbitrary number n of massive bosons (to the extent that this is allowed energetically),
see figure 8. Along with an additional massive boson, each subsequent term is proportional
to an additional power of a. One can easily obtain explicit results in the case of small a,
when only the first few terms in the expansion contribute. For example, the n = 1 term
contributes
Φ(1) = −a θ(√s−m) ln
√
s
m
+O(a2) (5.6)
which gives the total phase space at the leading non-trivial order in a as
Φ =
1
2
− a
[
ln
(
2
eγE
ξm√
s
)
+ θ(
√
s−m) ln
√
s
m
]
+O(a2) (5.7)
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For energies
√
s > m, this expression reduces to
Φ =
1
2
+O(a2) (5.8)
that is the free-fermion result (5.5). Thus, for |a| ≪ 1 there is a discontinuity in dΦ/d√s at√
s = m, where a transition occurs from pure unparticle behavior below energy m to pure
free-fermion behavior above m (see figure 9).20 Interestingly, the free-fermion behavior is
obtained here as a sum of the n = 0 and n = 1 terms of figure 8.
0.5 1 1.5 2 s
0.5
F
Figure 9: Phase space Φ for the disappearance process in figure 1a as a function of the energy
√
s (in
units of m) for a = −0.1.
For larger values of |a|, higher powers of a will need to be taken into account in the
contributions with extra bosons in order to reach the free-fermion regime at sufficiently high
energies. Since each additional massive boson that we include gives a contribution with one
extra power of a, we will need to include N massive bosons to cancel all a-dependent terms
up to O(aN). Then the free-fermion behavior will only appear at √s > Nm (while in the
range m <
√
s < Nm mixed behavior will be observed, with discontinuities in dΦ/d
√
s for
each multiple of m). In the limit a→ −1, the required value of N becomes infinitely large:
the condition |aN | ≪ 1 implies N & 1
− ln(−a)
. Note also that for a = −1 the unparticle
contribution disappears since A(−1) = 0. This limit is the Schwinger model; it has been
studied in [84, 82].
6 Missing charge process: φ + φ→ φ + φ + U
6.1 Inclusive treatment: general
In this section we show that it is possible to go beyond the simple calculation of section 5
to study processes in which standard model particles are radiated from the unparticle stuff.
We begin with a process in which infrared issues do not intrude at low energies. In section 7
20The linear approximation (5.7) is not valid for
√
s ≪ m due to large ln√s, but we have the exact
expression (4.16).
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we will consider another process in which the IR properties of the dotted line are more
immediately important.
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Figure 10: The 4-point function (4.22), in position space on the left and momentum space on the
right. Momenta k and k′ enter the diagram and k and k
′
leave it. The thick line is a cut for computing
the cross-section of the process (6.1).
Consider the missing charge process of figure 1b,
φ(p1) + φ(p2)→ φ(q1) + φ(q2) + Sommerfield stuff (6.1)
Because of (3.19), and the fact that four units of U(1) charge must be carried by the Som-
merfield stuff in this process, the Sommerfield dynamics that contributes is associated with
the discontinuity across the cut in the O 4-point function (4.22) that is represented by fig-
ure 10. We obtain one contribution to the total cross-section of (6.1) by annihilating two φ s
at y1 (and injecting k = p1 + p2) and creating two φ s at y2 (and injecting k
′ = −q1 − q2),
and analogously for x1 and x2. More generally, k can be taken to be the sum of any two
out of p1, p2, −q1, −q2, and k′ the sum of the remaining two. Independently, k and k′ can
also be each assigned two of these four momenta. All the possible combinations are summed
over in the cross-section. (In other words, we are taking into account the interference of all
the possible ways of attaching the standard model particles.) Let’s define the cross-section
factor σ as
σ ≡
∑
i
|Mi|2Φi (6.2)
where Mi are the amplitudes of the various processes that contribute to our inclusive cal-
culation and Φi are the phase spaces of the Sommerfield stuff that is produced in these
processes. In order to obtain the actual cross-section one would still need to multiply σ by
the couplings to the standard model h4, divide it by the usual factors involving the momenta
of the incoming particles, multiply by the phase space factors of the outgoing particles and
integrate over the phase space. Based on (5.2), we have
σ = −
∑
i,j
∫
Φ(Q− ℓ1 − ℓ2 − ℓ3) Φ(ℓ1) d
2ℓ1
(2π)2
Φ(ℓ2)
d2ℓ2
(2π)2
Φ(ℓ3)
d2ℓ3
(2π)2
× i∆˜O(ki − ℓ1 − ℓ2) i∆˜O(kj − ℓ1 − ℓ3) (6.3)
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where ∆˜O(k) is the dotted line propagator in momentum space given by (4.28) (with appro-
priate IR caveats), Φ(p) is the phase space of the Sommerfield stuff (along with its massive
bosons) as given in (4.27), the momenta ki and kj take the values
ki, kj ∈ {p1 + p2 , −q1 − q2 , p1 − q1 , p1 − q2 , p2 − q1 , p2 − q2} (6.4)
and we define
P ≡ p1 + p2 , q ≡ q1 + q2 , Q ≡ P − q (6.5)
In the unparticle limit (i.e., without the massive bosons), (6.3) reduces to
σ =
1
23(2π)6
[
A(a)
(ξm)2a
]4∑
i,j
∫ ∞
0
dℓ+1 dℓ
+
2 dℓ
+
3 dℓ
−
1 dℓ
−
2 dℓ
−
3
× θ ((Q− ℓ1 − ℓ2 − ℓ3)+) θ ((Q− ℓ1 − ℓ2 − ℓ3)−)
× [ℓ+1 ℓ+2 ℓ+3 (Q− ℓ1 − ℓ2 − ℓ3)+ℓ−1 ℓ−2 ℓ−3 (Q− ℓ1 − ℓ2 − ℓ3)−]a
× ∆˜O(ki − ℓ1 − ℓ2) ∆˜O(kj − ℓ1 − ℓ3) (6.6)
6.2 Results for small a
It is easy to compute (6.6) for |a| ≪ 1, since then
i∆˜O(k) = − 64iπ
3a
(−k+k− − iǫ)2 +O(a
2) (6.7)
and
σ =
1
27(2π)6
∑
i,j
∫ ∞
0
dℓ+1 dℓ
+
2 dℓ
+
3 dℓ
−
1 dℓ
−
2 dℓ
−
3
× θ ((Q− ℓ1 − ℓ2 − ℓ3)+) θ ((Q− ℓ1 − ℓ2 − ℓ3)−)
× ∆˜O(ki − ℓ1 − ℓ2) ∆˜O(kj − ℓ1 − ℓ3)
=
a2h4
2
∑
i,j
I(Q+, k+i , kj
+) I(Q−, k−i , kj
−) (6.8)
where21
I(Q, k, k) ≡
∫ ∞
0
dℓ1 dℓ2 dℓ3
θ(Q− ℓ1 − ℓ2 − ℓ3)
(k − ℓ1 − ℓ2)2
(
k − ℓ1 − ℓ3
)2
=
(Q− 2k) ln (1−Q/k)− (Q− 2k) ln (1−Q/k)
(k − k)(Q− k − k) θ(Q) (6.9)
21The following integral would be divergent for 0 < ki < Q or 0 < kj < Q, but the kinematics ensures
that ki and kj never fall in these ranges.
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To analyze (6.8) in more detail, we can consider, for simplicity, only the terms22
ki, kj ∈ {p1 + p2 , −q1 − q2} (6.10)
while omitting all the other interference terms in (6.4). Notice that for terms with k = k or
k = Q− k, (6.9) reduces to
I(Q, k, k) =
[
Q
k(k −Q) +
2 ln (1−Q/k)
2k −Q
]
θ(Q) (6.11)
which gives, with the definitions (6.5),
σ = 2 a2 θ(Q0) θ(Q2)
(
P+ − q+
P+q+
+
2 ln(q+/P+)
P+ + q+
)(
P− − q−
P−q−
+
2 ln(q−/P−)
P− + q−
)
(6.12)
For q ≪ P , that is when most of the energy goes into the unparticle stuff (which is possible
if P ≫ mφ), σ is dominated by the term
σ ∝ 1
q2
(6.13)
This small-q enhancement occurs because the momentum flowing through the dotted line
(whose propagator is i∆˜O(k) ∼ 1/(k2)2) is allowed to be as small as q. On the other hand, in
the limit when only a small fraction of the momentum goes into the unparticle stuff, Q≪ P ,
the cross-section behaves as
σ ∝ (Q
2)
3
(P 2)4
(6.14)
This result can be understood by observing that in this regime the points x1 and x2 in
figure 10 are typically very separated from y1 and y2 (compared to the separation between
x1 and x2 or y1 and y2). Then the four solid lines are essentially connected between the same
two points and given by [i∆U (X)]
4 ∝ (−X2)−4(1+a) (where X ≡ x− y). In momentum space
this becomes ∝ (−Q2)3+4a. Each of the dotted lines has i∆˜U (P ) ∝ (−P 2)−2−a, so we expect
σ ∝ (Q
2)
3+4a
(P 2)4+2a
(6.15)
This indeed agrees with (6.14) (in the limit |a| ≪ 1 that we assumed in the derivation of
(6.14)). We will discuss this point of view in more generality in subsection 6.3.
The missing charge process in the unparticle limit does not require us to use the IR-
regulated form of the dotted line because the kinematics keeps the momentum carried by
the dotted lines away from the light cone. At higher energies, above threshold for the
production of the massive bosons, we do have to worry about these IR issues because while
the total momentum carried by the dotted line cannot be lightlike, the momentum carried
by its unparticle part can be. We will not discuss this here, because we will see a related
issue already at low energy in the process analyzed in section 7.
22In particular, these would be the only terms present if instead of (3.19) we considered a model with
two flavors of the standard model scalars, φA and φB, with Lint = h2
[O (φ∗A2 + φ∗B2)+O∗ (φ2A + φ2B)] and
asked about the process φA(p1) + φA(p2)→ φB(q1) + φB(q2) + unparticle stuff.
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6.3 Inclusive treatment: series expansion
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Figure 11: A single term in (6.17). The px and py lines are described by (6.18) and the Q line by
(6.21). The arrows indicate the conventional direction of positive momentum. The thick line is a cut
for computing the contribution to the cross-section.
We can also obtain analytic results, in the unparticle limit, for an arbitrary a, by expand-
ing around the limit where the fraction of the momentum that goes into the unparticle stuff
is small: Q ≪ P . In this limit the contribution should come mainly from configurations of
figure 10 in which ζx, ζy ≪ X , where
ζx ≡ x1 − x2 , ζy ≡ y1 − y2 , X ≡ x2 − y2 (6.16)
Expanding the 4-point function (4.22) in ζx/X and ζy/X we have
〈0|TO(x1)O(x2)O∗(y1)O∗(y2)|0〉 = i∆˜U (ζx) i∆˜U(ζy) [i∆U(X)]4
×
[
1− 2(1 + a)ζ
−
x − ζ−y
X−
+ 4(1 + a)2
(ζx − ζy)2
X2
+(1 + a)
(3 + 2a)
(
ζ−x
2
+ ζ−y
2
)
− (5 + 4a) ζ−x ζ−y
(X−)2
−(1 + a)
(
1 +
2a
3
)(
ζ−x − ζ−y
) 2 (2 + a)(ζ−x 2 + ζ−y 2)− (5 + 4a) ζ−x ζ−y
(X−)3
−2(1 + a)2 (ζ+x − ζ+y ) (3 + 2a)
(
ζ−x
2
+ ζ−y
2
)
− (5 + 4a) ζ−x ζ−y
(X−)2X+
+ {− ↔ + for all asymmetric terms}+ . . .
]
(6.17)
Each term in (6.17) describes a diagram as in figure 11 in which momentum Q flows
through X , momentum px ≡ k through ζx, and momentum py ≡ −k through ζy. To
take the ζ-dependent factors into momentum space, note that the Fourier transform of
i∆˜U(ζ)(ζ
−)m(ζ+)n is(
2
i
∂
∂p+
)m(
2
i
∂
∂p−
)n
i∆˜U (p) = (2i)
m+n
m−1∏
k=0
(2 + a + k)
n−1∏
k=0
(2 + a+ k)
i∆˜U(p)
(p+)m(p−)n
28
= (2i)m+n
Γ(2 + a+m) Γ(2 + a+ n)
[Γ(2 + a)]2
i∆˜U(p)
(p+)m(p−)n
(6.18)
where, as in (4.28),
i∆˜U(p) = −2
3+2a(2π)3 Γ(2 + a)(ξm)2a
Γ(−1 − a)
i
(−p2 − iǫ)2+a (6.19)
To obtain the contribution of a term from (6.17) to the cross-section, we take the product
of two factors of the form (6.18) coming from the ζx and ζy lines and multiply it by the
discontinuity across the cut through X . To find the latter, we compute the Fourier transform
of
[i∆U (X)]
4
(X−)M(X+)N
(6.20)
(suppose, for definiteness, that M ≥ N) as∫
d2X eiQX
(X+)M−N [i∆U(X)]
4
(X2 − iǫ)M =
(
2
i
∂
∂Q−
)M−N ∫
d2X
eiQX [i∆U (X)]
4
(X2 − iǫ)M
= − (−1)
M i
27+8a+2M (2π)7(ξm)8a
Γ(−3 − 4a−M)
Γ(4 + 4a+M)
(
2
i
∂
∂Q−
)M−N (−Q2 − iǫ)3+4a+M
= − i
1+M+N
27+8a+M+N (2π)7(ξm)8a
Γ(−3− 4a−N)
Γ(4 + 4a+M)
(
Q+
)M−N (−Q2 − iǫ)3+4a+N (6.21)
which gives the phase space factor
iM+N(−1)N sin(4πa) Γ(−3− 4a−N)
26+8a+M+N(2π)7(ξm)8a Γ(4 + 4a+M)
(
Q+
)M (
Q−
)N (
Q2
)3+4a
θ(Q0) θ(Q2)
=
iM+N (Q+)
M
(Q−)
N
(Q2)
3+4a
θ(Q0) θ(Q2)
27+8a+M+N (2π)6(ξm)8a Γ(4 + 4a+M) Γ(4 + 4a+N)
(6.22)
Summing the contributions of all the terms in (6.17) and adding an overall minus sign from
(5.2), we obtain
σ =
∆˜U(px)∆˜U(py) (Q
2)
3+4a
θ(Q0) θ(Q2)
27+8a (2π)6(ξm)8a [Γ(4 + 4a)]2
×
[
1 +
2 + a
2
Q+
(
1
p+x
− 1
p+y
)
+
(2 + a)(3 + a)(3 + 2a)
4(5 + 4a)
Q+
2
(
1
p+x
2 +
1
p+y
2
)
−(2 + a)
2
4
Q+
2
p+x p
+
y
+
(2 + a)2
4
Q2
(
1
p2x
+
1
p2y
− 1
p+x p
−
y
− 1
p+y p
−
y
)
+
(2 + a)2(3 + a)
24(5 + 4a)
Q+
3
(
1
p+x
− 1
p+y
)[
2(4 + a)
(
1
p+x
2 +
1
p+y
2
)
− 1 + 4a
p+x p
+
y
]
+
(2 + a)2
8
Q+
2
Q−
(
1
p−x
− 1
p−y
)[
(3 + a)(3 + 2a)
5 + 4a
(
1
p+x
2 +
1
p+y
2
)
− 2 + a
p+x p
+
y
]
+ {+↔ − for all asymmetric terms}+ . . .
]
(6.23)
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Summing over the 4 possibilities in (6.10) we get
σ =
[∆˜U(P )]
2 (Q2)
3+4a
θ(Q0) θ(Q2)
25+8a (2π)6(ξm)8a [Γ(4 + 4a)]2
×
[
1 + (2 + a)
(
Q+
P+
+
Q−
P−
)
+ (2 + a)2
Q2
P 2
+
(2 + a)(28 + 31a+ 8a2)
4(5 + 4a)
[(
Q+
P+
)2
+
(
Q−
P−
)2
+ (2 + a)
(
Q2Q+
P 2P+
+
Q2Q−
P 2P−
)]
+
(2 + a)2(3 + a)(17 + 8a)
12(5 + 4a)
((
Q+
P+
)3
+
(
Q−
P−
)3)
+ . . .
]
(6.24)
Note that at the leading order in a this becomes
σ =
a2
18
(Q2)
3
(P 2)4
[
1 + 2
(
Q+
P+
+
Q−
P−
)
+ 4
Q2
P 2
+
14
5
((
Q+
P+
)2
+
(
Q−
P−
)2)
(6.25)
+
28
5
(
Q2Q+
P 2P+
+
Q2Q−
P 2P−
)
+
17
5
((
Q+
P+
)3
+
(
Q−
P−
)3)
+ . . .
]
θ(Q0) θ(Q2)
which is precisely (6.12) expanded in powers of Q/P .
6.4 Interpretation in terms of exclusive processes
What physical states of the conformal sector are produced in the missing charge process
whose inclusive cross-section we have computed here? Can the inclusive sum in (6.2) be
decomposed into distinct well-defined contributions?
To understand the answer to these questions, let’s look at our calculation from a different
point of view. Consider the series expansion that we did in subsection 6.3. Since we took
the limit ζx, ζy ≪ X , we can replace the products O(x1)O(x2) and O∗(y1)O∗(y2) in (6.17)
by their OPEs. In particular, using the shorthand notation
〈a|b〉 ≡ 〈0|T a(X) b(0)|0〉 (6.26)
we can write (6.17) as
〈0|TO(x1)O(x2)O∗(y1)O∗(y2)|0〉
i∆˜U(ζx) i∆˜U(ζy)
=
〈O2|O∗2〉+ 1
2
[
ζ−x 〈∂−O2|O∗2〉+ ζ−y 〈O2|∂−O∗2〉
]
+
3 + 2a
4(5 + 4a)
[
ζ−x
2〈∂2−O2|O∗2〉+ ζ−y 2〈O2|∂2−O∗2〉
]
+
1
4
ζ−x ζ
−
y 〈∂−O2|∂−O∗2〉
+
1
4
[
ζ+x ζ
−
y 〈∂+O2|∂−O∗2〉+ ζ+x ζ−x 〈∂+∂−O2|O∗2〉+ ζ+y ζ−y 〈O2|∂+∂−O∗2〉
]
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+
2 + a
12(5 + 4a)
[
ζ−x
3〈∂3−O2|O∗2〉+ ζ−y 3〈O2|∂3−O∗2〉
]
+
3 + 2a
8(5 + 4a)
[
ζ−x
2
ζ−y 〈∂2−O2|∂−O∗2〉+ ζ−x ζ−y 2〈∂−O2|∂2−O∗2〉
+ζ−x
2
ζ+y 〈∂2−O2|∂+O∗2〉+ ζ+x ζ−y 2〈∂+O2|∂2−O∗2〉
+ζ+x ζ
−
x
2〈∂+∂2−O2|O∗2〉+ ζ−y 2ζ+y 〈O2|∂+∂2−O∗2〉
]
+
1
8
[
ζ−x ζ
+
x ζ
−
y 〈∂+∂−O2|∂−O∗2〉+ ζ−x ζ+y ζ−y 〈∂−O2|∂+∂−O∗2〉
]
+ {− ↔ + for all asymmetric terms}+ . . . (6.27)
where we defined O2 to be the leading operator in the OPE for O(x1)O(x2) with
〈O2|O∗2〉 = [i∆U(X)]4 (6.28)
and the leading terms in the OPE are
TO(ζ)O(0) = i∆˜(ζ)
[
1 +
1
2
(
ζ−∂− + ζ
+∂+
)
+
3 + 2a
4(5 + 4a)
(
ζ−
2
∂2− + ζ
+2∂2+
)
+
1
4
ζ2∂+∂− +
2 + a
12(5 + 4a)
(
ζ−
3
∂3− + ζ
+3∂3+
)
(6.29)
+
3 + 2a
8(5 + 4a)
ζ2
(
ζ−∂− + ζ
+∂+
)
∂+∂− + . . .
]
O2(0) + . . .
The coefficients of the derivative terms in (6.29) must in fact have this precise form in
order for the 3-point function 〈0|TO(x)O(y)O∗2(z)|0〉 to be consistent with the conformal
symmetry. In general [85] (see also [86, 54, 87]), the contribution of all the derivatives of a
scalar operator of dimension ∆ (in our case, the operator O2 has dimension ∆ = 4(1 + a))
to the OPE of two scalar operators of dimension d (in our case d = 1 + a), in D spacetime
dimensions, should be proportional to
1
(ζ2)d−∆/2
∫ 1
0
dt [t(1− t)]∆/2−1 0F1
(
∆+ 1− D
2
; −1
4
t(1− t) ζ2✷
)
et ζ·∂
=
1
(ζ2)d−∆/2
∞∑
m=0
Γ(∆ + 1−D/2) (−ζ2✷)m
4mm! Γ(∆ + 1−D/2 +m)
∫ 1
0
dt [t(1− t)]∆/2+m−1 et ζ·∂
∝ 1
(ζ2)d−∆/2
[
1 +
ζ · ∂
2
+
2 + ∆
8 (1 + ∆)
(ζ · ∂)2 − ∆
16 (1 + ∆) (1 + ∆−D/2) ζ
2
✷
+
4 +∆
48 (1 + ∆)
(ζ · ∂)3 − ∆
32 (1 + ∆) (1 + ∆−D/2) ζ
2 (ζ · ∂)✷+ . . .
]
(6.30)
Furthermore, there exists an explicit expression for the contribution that each rank-ℓ
tensor Ok in (2.3) (together with all its derivatives) can make to the 4-point function of 4
scalars [60]. The contribution to
〈0|TO1(x1)O2(x2)O1(x3)O2(x4)|0〉 (6.31)
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where O1 and O2 have the same dimension d is proportional to23
Kℓ,∆ ≡ u
1
2
(∆−ℓ) (η−)
ℓ
(x212 x
2
34)
d 2
F1
(
∆+ ℓ
2
,
∆+ ℓ
2
,∆+ ℓ; η−
)
2F1
(
∆− ℓ
2
,
∆− ℓ
2
,∆− ℓ; η+
)
+ {η− ↔ η+} (6.32)
where 2F1 is the ordinary hypergeometric function,
η± ≡ x
±
12x
±
34
x±13x
±
24
(6.33)
and u = η2 as in (4.24). In our case
x12 = ζx , x34 = ζy , x24 = X , x13 = X + ζx − ζy (6.34)
Expanding (6.32) in small ζx and ζy, with ℓ = 0 and ∆ = 4(1 + a), we obtain precisely the
expression (6.17) (up to an overall prefactor that is not fixed by the conformal symmetry).
No other primary operators besides O2 are required for reproducing the terms shown in
(6.17), and this confirms the interpretation (6.27). It is then obvious from (6.27) that taking
the cut in the 4-point function as we did describes the production of O2 stuff:
φ+ φ→ φ+ φ+ {O2 stuff} (6.35)
Additional operators do appear in higher-order terms that are not written in (6.17). In
particular, at order (ζ/X)4 there appears the extra contribution
i∆˜U(ζx) i∆˜U(ζy) [i∆U (X)]
4 (1 + a)
2
2(5 + 4a)
(
ζ−x
2
ζ−y
2
(X−)4
+
ζ+x
2
ζ+y
2
(X+)4
)
(6.36)
that must be accounted for by the two-point functions of some new operator(s) of dimension
∆ = 4(1 + a) + 2 and rank ℓ = 2.24
In conformal theories that are not solvable, which is typically the case in four dimensions,
there is no easy way to determine which operators contribute to the OPE. However, the
conserved currents of the CFT are the usual suspects to appear in OPEs and they always
have their canonical dimensions. In our model, they will indeed appear in the OPE for
O∗(ζ)O(0) that will be relevant for the missing energy process in section 7. The conserved
current jµ in our model could not appear in the OPE for O(ζ)O(0) because O is charged
under the axial U(1) symmetry while jµ is not. Yet further information can be obtained
based on the conformal symmetry alone. For example, an upper bound on the dimension
of the leading scalar operator in the OPE of two identical real scalars was derived in [88].
In our case, considering the operator O + O∗ (we are taking this combination in order to
23We present the expression that is relevant to 2 spacetime dimensions, but an analogous expression for 4
dimensions is given in [60] as well (see also the explanations in [88]).
24In fact, it can be shown by more advanced methods that all operators of vector charge 0 and axial charge
4 in this theory have dimensions of the form ∆ = 4(1 + a) + n where n is an integer [89].
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have a real operator) this bound implies that the OPEs for O(ζ)O(0) or O∗(ζ)O(0) must
contain a scalar operator with dimension below 0.53+4(1+a). This condition is satisfied by
the operator O2 (whose dimension is 4(1 + a)) that appears in O(ζ)O(0). For a > −1
2
, the
condition is satisfied even earlier by the dimension-2 operator j2 that appears in O∗(ζ)O(0)
(we will analyze this OPE in section 7.3).
6.5 Exclusive treatment: amputated 3-point functions
We can also compute the exclusive cross-section for (6.35) directly, using the amputated
3-point function as discussed in section 2. For D = 2 and d = 1 + a, (2.19) reduces to
|M|2Φ = 2
3−4a π2 [Γ(∆/2 + 1− a)]2C23
[Γ(1−∆)]2 [Γ(∆/2 + a)]2 [Γ(∆/2)]4C2
(
Q2
)∆−1
θ(Q0) θ(Q2)
∣∣∣I˜ (P,Q)∣∣∣2 (6.37)
with
I˜(P,Q) =
∫ 1
0
dα1 dα2 dα3 δ
(∑
j
αj − 1
)
α
−a−∆/2
1 α
∆/2−1
2 α
∆/2−1
3
×
∫
d2k
(k2 + g(P,Q) + iǫ)1−a+∆/2
(6.38)
Wick rotating k1, the integral over k becomes
2πi
∫ ∞
0
k dk
(k2 + g(P,Q))1−a+∆/2
=
2πi
(∆− 2a) [g(P,Q)]∆/2−a
(6.39)
and then
|M|2Φ = 2
3−4a π4 [Γ(∆/2− a)]2C23
[Γ(1−∆)]2 [Γ(∆/2 + a)]2 [Γ(∆/2)]4C2
(
Q2
)∆−1
θ(Q0) θ(Q2) (6.40)
×
∣∣∣∣∣∣
∫ 1
0
dα1 dα2 dα3
δ
(∑
j αj − 1
)
α
−a−∆/2
1 α
∆/2−1
2 α
∆/2−1
3
[α1(1− α1)P 2 − 2α1α3QP + α3(1− α3)Q2]∆/2−a
∣∣∣∣∣∣
2
The integral in (6.40) is hard to solve analytically. However, expanding the integrand in pow-
ers of Q/P it can be computed [90] (assuming for the purpose of calculation the unphysical
range −2a < ∆ < 0) to give
Γ(1−∆) [Γ(∆/2)]2 Γ(∆/2 + a)
Γ(∆) Γ(1−∆/2 + a)
1
(P 2)∆/2−a
×
[
1 +
∆− 2a
4
(
Q+
P+
+
Q−
P−
)
+
(∆− 2a)2
16
Q2
P 2
(6.41)
+
(∆− 2a)(2 + ∆)(2 + ∆− 2a)
32 (∆ + 1)
((
Q+
P+
)2
+
(
Q−
P−
)2
+
∆− 2a
4
(
Q2Q+
P 2P+
+
Q2Q−
P 2P−
))
+
(∆− 2a) (2 + ∆− 2a) (4 + ∆) (4 + ∆− 2a)
384 (∆ + 1)
((
Q+
P+
)3
+
(
Q−
P−
)3)
+ . . .
]
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so
|M|2Φ = 2
3−4a π4 [Γ(∆/2− a)]2 C23
[Γ(∆)]2 [Γ(1−∆/2 + a)]2C2
(Q2)
∆−1
(P 2)∆−2a
θ(Q0) θ(Q2)
×
[
1 +
(
∆
2
− a
)(
Q+
P+
+
Q−
P−
)
+
(
∆
2
− a
)2
Q2
P 2
+
(
∆
2
− a
)
4 + 2∆2 + 5∆− 4a∆− 6a
8 (1 + ∆)
[(
Q+
P+
)2
+
(
Q−
P−
)2
+
(
∆
2
− a
)(
Q2Q+
P 2P+
+
Q2Q−
P 2P−
)]
+
(
∆
2
− a
)
(2 + ∆− 2a) (8 + (7 + 2∆)∆− 2(5 + 2∆)a)
48(1 + ∆)
×
((
Q+
P+
)3
+
(
Q−
P−
)3)
+ . . .
]
(6.42)
For the process (6.35) we have
∆ = 4(1 + a) , C2 =
1
(2π)8(ξm)8a
, C3 =
1
(2π)6(ξm)6a
(6.43)
where ∆ and C2 follow from (6.28), and C3 from (6.29) and conformal invariance. Then
|MO2|2ΦO2 = [Γ(2 + a)]
2
21+4a [Γ(4 + 4a)]2 [Γ(−1− a)]2 (ξm)4a
(Q2)
3+4a
(P 2)4+2a
θ(Q0) θ(Q2)
×
[
1 + (2 + a)
(
Q+
P+
+
Q−
P−
)
+ (2 + a)2
Q2
P 2
+ (2 + a)
28 + 31a+ 8a2
4 (5 + 4a)
[(
Q+
P+
)2
+
(
Q−
P−
)2
+(2 + a)
(
Q2Q+
P 2P+
+
Q2Q−
P 2P−
)]
+ (2 + a)2
(3 + a) (17 + 8a)
12(5 + 4a)
((
Q+
P+
)3
+
(
Q−
P−
)3)
+ . . .
]
(6.44)
After multiplying this by a factor of 4 to account for the various ways of attaching the
standard model particles (6.10), this agrees with (6.24).
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7 Missing energy process: φ + φ→ φ + φ + U
7.1 Inclusive treatment: general
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Figure 12: The 4-point function (4.22), oriented in a way relevant to the process (7.1). Momenta P
and −q enter the diagram at the bottom and leave it at the top. The thick line is a cut for computing
the cross-section.
Consider the missing energy process of figure 1c,
φ(p1) + φ(p2)→ φ(q1) + φ(q2) + Sommerfield stuff (7.1)
Because of (3.19), the Sommerfield dynamics that contributes is associated with the dis-
continuity across the cut in the O 4-point function (4.22) that we now orient as shown in
figure 12, where we again use the definitions (6.5). The resulting cross-section factor (defined
as in (6.2)) can be computed by (5.2) as
σ = −
∫
Φ(ℓ1)
d2ℓ1
(2π)2
Φ˜(ℓ2)
d2ℓ2
(2π)2
Φ˜(ℓ3)
d2ℓ3
(2π)2
Φ(ℓ4)
d2ℓ4
(2π)2
(2π)2 δ2
(
Q−
∑
j
ℓj
)
× i∆O(P − ℓ1 − ℓ2) i∆O(P − ℓ1 − ℓ3) (7.2)
where Φ(k) is the Sommerfield stuff phase space (4.27) and Φ˜(k) is the “phase space” corre-
sponding to the dotted line (4.38).
In this process it is immediately clear that we have to worry about the IR dynamics
of the dotted lines because the momentum carried by them can be light-like. We will not
perform the full computation in practice, but will explain how it can be done in principle
(numerically) using the procedures discussed in section 4.3 and exemplified in appendix C.
However, in subsection 7.2 we will be able to obtain detailed analytic results by expanding
around the limit of small unparticle momentum.
Let us argue, in two different ways, that (7.2) gives a finite result in the limit that the
IR cut-off λ in (4.38) goes to zero. For simplicity, consider the low-energy unparticle limit
where we can ignore the massive bosons and use the unparticle propagator (4.13) for i∆O,
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and the phase spaces
Φ(ℓ) =
A(a)
(ξm)2a
θ(ℓ0) θ(ℓ2)
(
ℓ2
)a
(7.3)
Φ˜(ℓ) =
16π4A(−2− a)(ξm)2a
(1 + a)2
θ(ℓ0) θ(ℓ2)
(
f ′λ(ℓ
2) + ℓ2 f ′′λ (ℓ
2)
)
(7.4)
Each of the integration measures in (7.2) can be written as
dℓ0dℓ1 =
ds dℓ1
2ℓ0
(7.5)
where s = ℓ2. Now the strategy is to do the integration over the spatial momenta ℓ1j with
the sj held fixed. For fixed sj , this is just like computing the cross-section for producing
four particles with masses-squared sj with the amplitude-squared |M|2 ∝ h4∆O(P − ℓ1 −
ℓ2)∆O(P − ℓ1 − ℓ3). Because this |M|2 is a smooth function of the invariants, we expect no
rapid dependence of the cross-section as a function of the sj . The point is that while the
phase space in (7.4) is singular at ℓ2 = 0, the integral over s is finite and well-defined. This
remains true when the phase space is multiplied by the smooth matrix element.
There is also another way to see that our strategy should work and that we can remove
the IR cut-off at the end, because there is another way to do the calculation. In figure 13,
we show a slightly modified diagram in which an additional momentum k is flowing in such
a way that the momenta P and q flow only through the two dotted lines. We know from
the discussion in section 4.3 that the appropriate definition of the dotted “propagator” is as
a derivative. For this momentum routing, we can do the differentiations with respect to P
and q and take the derivatives outside the integrals over the loop momenta, and then none
of the lines requires an IR cut-off, so the result is clearly independent of λ. After doing the
loop integrations and doing the differentiations, we can set
k = P + q (7.6)
to obtain the result.
One may wonder what the result of this calculation will look like. When we took the
limit Q≪ P in the missing charge process (section 6) we saw that the phase space reduced
to four copies of the unparticle phase space (4.16) corresponding to the operator O. Na¨ıvely,
this could be attributed to the fact that we took a cut across four solid lines. However, this
cannot be interpreted as the production of four units of O unparticle stuff because the O
stuff in the disappearance process of section 5 has charge 2, while the putative “four objects”
in the missing charge process carry a total charge of 4, not 8. Instead, it must be interpreted
as the production of O2 stuff (and stuff corresponding to higher-dimension primary operators
in the OPE), that has no relation to O stuff. Similarly, the missing energy process that we
discuss here cannot be described as the production of two units of stuff corresponding to
the solid lines i∆O(x) and two units corresponding to the dotted lines i∆˜O(x) = 1/[i∆O(x)].
The latter would be unsatisfactory also because the “propagator” i∆˜O(x) would describe an
operator with dimension d˜ = −1 − a < 0 which is unacceptable from the physical point of
view. In the next subsections we will see what actually happens.
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Figure 13: Same as figure 12 but with a different routing of momentum and an additional external
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7.2 Inclusive treatment: series expansion
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Figure 14: A single term in (7.8). The P and P −Q lines are described by (7.9) while the cut through
the Q line gives the phase space factor (7.18).
Similarly to what we did in subsection 6.3, we can easily obtain analytic results by
expanding around the limit where the fraction of the momentum that goes into the unparticle
stuff is small: Q≪ P . In this limit the contribution should come mainly from configurations
of figure 12 in which points xi, yj with i = j are much closer to each other than points with
i 6= j. Denoting
ζi ≡ yi − xi , X ≡ x2 − x1 (7.7)
we expand the 4-point function (4.22) in small ζi/X :
〈0|TO(x1)O(x2)O∗(y1)O∗(y2)|0〉
= i∆U (ζ1) i∆U(ζ2)
[
1 + (1 + a)
ζ−1 ζ
−
2
(X−)2
+ (1 + a)
ζ−1 ζ
−
2 (ζ
−
1 − ζ−2 )
(X−)3
+(1 + a)
ζ−1 ζ
−
2
(
2ζ−1
2 − (2− a) ζ−1 ζ−2 + 2ζ−2 2
)
2(X−)4
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+(1 + a)2
ζ21ζ
2
2
(X2)2
+ (1 + a)2
ζ21ζ
2
2(ζ
−
2 − ζ−1 )
(X−)3(X+)2
+(1 + a)
ζ−1
4
ζ−2 − ζ−1 ζ−2 4 − (1− a) ζ−1 2ζ−2 2
(
ζ−1 − ζ−2
)
(X−)5
+ {− → + for all asymmetric terms}+ . . .
]
(7.8)
Written in this way, each term describes a diagram as in figure 14 in which momentum Q
flows through X , momentum −P through ζ1, and momentum −(P −Q) through ζ2. For the
ζ-dependent factors, note that the Fourier transform of i∆U(ζ)(ζ
−)m(ζ+)n is(
2
i
∂
∂p+
)m(
2
i
∂
∂p−
)n
i∆U(p) =
(
2
i
)m+n m−1∏
k=0
(a− k)
n−1∏
k=0
(a− k) i∆U(p)
(p+)m(p−)n
(7.9)
=
(
2
i
)m+n
[Γ(1 + a)]2
Γ(1 + a−m) Γ(1 + a− n)
i∆U(p)
(p+)m(p−)n
To obtain the contribution of a term in (7.8) to the cross-section we take the product of two
factors of the form (7.9) coming from the ζ1 and ζ2 lines and multiply it by the discontinuity
across the cut through X . Apart from the first term that describes a disconnected diagram,25
all the terms in the expansion have the form
1
(X−)M(X+)N
(7.10)
where M and N are integers. They describe the production of some massless stuff.26 For
finding the discontinuities across the cut, consider, for example, the 1/(X−)2 term. We
compute its Fourier transform as∫
d2X eiQX
(X+)2
(−X2 + iǫ)2 =
(
2
i
∂
∂Q−
)2 ∫
d2X
eiQX
(−X2 + iǫ)2 = −π
i(Q+)2
Q2 + iǫ
(7.11)
where we used
lim
δ→0
∫
d2X
eiQX
(−X2 + iǫ)2+δ = −i
π
4
lim
δ→0
Γ(−1− δ)
22δ Γ(2 + δ)
(−Q2 − iǫ)1+δ
= −iπ
4
(−Q2 − iǫ) ln
(−Q2 − iǫ
c
)
(7.12)
25As mentioned before, the expression we use, (4.19), does include diagrams that are disconnected in limits
where the C(x) factors in (4.18) do not connect them. Here the solid and dotted lines that connect the top
and the bottom parts of the diagram cancel each other in position space in the limit y1 → x1, y2 → x2. We
will mention the disconnected term again later in this section.
26Kinematically this looks like M right-moving and N left-moving free massless fermions, see (4.4)–(4.5).
But since theM “particles” are massless and collinear (and similarly the N “particles”), their exact number is
uncertain. Furthermore, some of the 1/X± factors come from the momentum dependence of the interactions
rather than describe an additional particle (we have already seen this happening in the missing charge
process in section 6). Even though terms in which both M and N are non-zero will describe states with
mass Q2 > 0, there will be no dependence on a fractional power like we had for the unparticle stuff discussed
in the previous sections.
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where c is a (δ-dependent) number. This gives the phase space factor
− 2π2 θ(Q+)(Q+)2δ(Q2) (7.13)
In the same way, we can analyze terms (7.10) with arbitrary M and N . Similarly to (7.12),∫
d2X
eiQX
(X2 − iǫ)M = −
iπ
(2M−1(M − 1)!)2
(−Q2 − iǫ)M−1 ln(−Q2 − iǫ
cM
)
(7.14)
where cM is a regulator-dependent number, so the Fourier transform of terms with N = 0
(and analogously terms with M = 0) is
(
2
i
∂
∂Q−
)M ∫
d2X
eiQX
(X2 − iǫ)M =
iM+1 π
2M−2(M − 1)!
(Q+)M
Q2 + iǫ
(7.15)
and the resulting phase space factor is
iM π2
2M−3(M − 1)!
(
Q+
)M
θ(Q+) δ(Q2) (7.16)
For terms with M ≥ N > 0 (and similarly N ≥M > 0), the Fourier transform is
(
2
i
∂
∂Q−
)M−N ∫
d2X
eiQX
(X2 − iǫ)M = (7.17)
iM+N+1 π
2M+N−2(M − 1)!(N − 1)!
(
Q+
)M−1 (
Q−
)N−1
ln
(−Q2 − iǫ
cM
)
+ dM,N
(Q+)
M
(Q−)
N
Q2 − iǫ
where the term with the unimportant prefactor dM,N will not contribute to the imaginary
part. The resulting phase space factor is27
iM+Nπ2
2M+N−3(M − 1)!(N − 1)!
(
Q+
)M−1 (
Q−
)N−1
θ(Q0) θ(Q2) (7.18)
Summing the contributions of all the terms in (7.8) and adding an overall minus sign from
(5.2), we obtain
σ = 8π2a2(1 + a) [∆U(P )]
2
×
[(
Q+
P+
)2
+ (1− a)
(
Q+
P+
)3
+ (1− a)
(
1− a(7 + a)
12
)(
Q+
P+
)4
+(1− a)
(
1− a
2
)(
1− a(3 + a)
6
)(
Q+
P+
)5
+ . . .
]
θ(Q+) δ(Q2) (7.19)
+ {+→ −}
+8π2a4(1 + a)2
[∆U (P )]
2
P 2
Q2
P 2
[
1 + (1− a)
(
Q+
P+
+
Q−
P−
)
+ . . .
]
θ(Q0) θ(Q2)
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Figure 15: The amplitude (a) and the cross-section (b) of the process (7.20). The solid lines are the
unparticle propagators.
Nicely, the IR divergences do not appear in this approach.
We would like to note that while the cross-section (7.19) vanishes in the limit of either
a → 0 or Q → 0, there is also another process, without missing energy, whose amplitude
contains just the unparticle 2-point function as shown in figure 15a:
φ+ φ→ φ+ φ (7.20)
with
σ = 2(2π)2 [∆U(P )]
2 θ(Q0) δ2(Q) (7.21)
Figure 15b shows the diagram that is related to the cross-section of this process by the
optical theorem. In fact, the 4-point function knows about this diagram: it is described by
the disconnected term in (7.8). The contribution (7.21) is hiding behind the IR divergences
in section 7.1, similarly to the example analyzed in appendix C.
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Figure 16: (a) The amplitude for the missing energy processes in the free-fermion limit, eq. (7.22).
The solid lines are ψ. (b) Similarly, the free-fermion limit of the process of figure 15a.
In the case a = 0, Sommerfield model reduces to a theory of free fermions and the
interaction (3.19) describes the missing energy processes
φ+ φ→ φ+ φ+ ψ1 + ψ1 , φ+ φ→ φ+ φ+ ψ2 + ψ2 (7.22)
27Alternatively, notice that (7.10) can be represented as the a → −1 limit of (6.20) with ξm = 2π, and
then (6.22) reduces to (7.18).
40
as shown in figure 16a (while the process (7.20) reduces to figure 16b). After integrating
over the phase space of the fermions, for the first process we get
|M|2Φψ1ψ1 =
(Q+)2
2(P+)2
1
1−Q+/P+ θ(Q
+) δ(Q2) (7.23)
and the second process of (7.22) is described by the same expression with {+ → −}. This
is consistent with (7.19) which for a = 0 reduces to
σ =
(Q+)2
2(P+)2
[
1 +
Q+
P+
+
(
Q+
P+
)2
+
(
Q+
P+
)3
+ . . .
]
θ
(
Q+
)
δ
(
Q2
)
+ {+→ −} (7.24)
On the other hand, the missing charge process from section 6 does not have a free-theory
counterpart, which is consistent with the fact that the cross-section (6.8) vanishes for a = 0.
7.3 Interpretation in terms of exclusive processes
We can interpret the expansion (7.8) that we did in the ζi ≪ X limit by replacing the
products O∗(y1)O(x1) and O∗(y2)O(x2) in the 4-point function by their OPEs
TO∗(yi)O(xi) = i∆U(ζi) +
∑
k
ck(ζi)Ok(xi) (7.25)
It can be shown that in the low-energy effective theory describing the unparticle limit, the
leading operators Ok(x) that appear in this OPE are the components of the current jµ,
products of several such operators (which include the stress-energy tensor T µν), and their
derivatives (for more details, see appendix A where this current is denoted jµT ). For example,
the 1/(X−)2 and 1/(X+)2 terms in (7.8) come from the two-point functions of j±:
〈0|Tj±(X)j±(0)|0〉 = −1 + a
π2
1
(X∓)2
(7.26)
The resulting contribution to the cross-section corresponds to producing the stuff that is
created out of the vacuum by the action of j±:
φ+ φ→ φ+ φ+ {j± stuff} (7.27)
This stuff looks massless because j± has an integer dimension. Using the notation (6.26),
the expansion (7.8) can be written as
〈0|TO(x1)O(x2)O∗(y1)O∗(y2)|0〉
i∆U(ζ1) i∆U(ζ2)
=
1− π2ζ−1 ζ−2
[
〈j+|j+〉+ ζ
−
1 〈j+|∂−j+〉+ ζ−2 〈∂−j+|j+〉
2
+
ζ−1 ζ
−
2 〈∂−j+|∂−j+〉
4
+
ζ−1
2〈j+|∂2−j+〉+ ζ−2 2〈∂2−j+|j+〉
6
+
ζ−1
3〈j+|∂3−j+〉+ ζ−2 3〈∂3−j+|j+〉
24
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+
ζ−1
2
ζ−2 〈∂−j+|∂2−j+〉+ ζ−1 ζ−2 2〈∂2−j+|∂−j+〉
12
+ . . .
]
+
(1 + a)2π2
4
ζ−1
2
ζ−2
2
[
〈T++|T++〉+ ζ
−
1 〈T++|∂−T++〉+ ζ−2 〈∂−T++|T++〉
2
+ . . .
]
+ π4ζ21ζ
2
2
[
〈j2|j2〉+ ζ
−
1 〈j2|∂−j2〉+ ζ−2 〈∂−j2|j2〉
2
+ . . .
]
+ {+↔ − for all asymmetric terms}+ . . . (7.28)
This is in agreement with the OPE
TO∗(ζ)O(0)
= i∆U(ζ)
[
1 + iπ
(
ζ+j− − ζ−j+ + (ζ
+)2∂+j
− − (ζ−)2∂−j+
2
+
(ζ+)3∂2+j
− − (ζ−)3∂2−j+
6
+
(ζ+)4∂3+j
− − (ζ−)4∂3−j+
24
+ . . .
)
− (1 + a)π
2
(
(ζ+)2 T−− + (ζ−)2 T++ +
(ζ+)3 ∂+T
−− + (ζ−)3 ∂−T
++
2
+ . . .
)
+ π2ζ+ζ−
(
j2 +
ζ+∂+j
2 + ζ−∂−j
2
2
+ . . .
)
+ . . .
]
(7.29)
where the operators on the r.h.s. are evaluated at position 0. We can verify that the contri-
bution of the derivatives is exactly the way it must be to respect the conformal symmetry:
the contribution of j2 (a scalar with dimension ∆ = 2) follows (6.30). An analogous ex-
pression for the conserved current jµ (which always has dimension D − 1 in D spacetime
dimensions) is [91, 59]
ζµ
(ζ2)d−D/2+1
∞∑
m=0
Γ(D/2) (−ζ2✷)m
4mm! Γ(D/2 +m)
∫ 1
0
dt [t(1− t)]D/2+m−1 et ζ·∂
∝ ζµ
(ζ2)d−D/2+1
[
1 +
ζ · ∂
2
+
D + 2
8 (D + 1)
(ζ · ∂)2 − ζ
2
✷
8 (D + 1)
+
D + 4
48 (D + 1)
(ζ · ∂)3 − ζ
2 (ζ · ∂)✷
16 (D + 1)
+ . . .
]
(7.30)
which agrees with the jµ terms in (7.29), if we take into account that in 2D the conservation
of the vector and axial currents implies ∂+j
+ = ∂−j
− = 0.28 Similarly, for the stress-energy
tensor T µν (which always has dimension D) we have the expression [59]
ζµζν
(ζ2)d−D/2+1
∞∑
m=0
Γ(D/2 + 1) (−ζ2✷)m
4mm! Γ(D/2 + 1 +m)
∫ 1
0
dt [t(1− t)]D/2+m et ζ·∂
∝ ζµζν
(ζ2)d−D/2+1
(
1 +
ζ · ∂
2
+ . . .
)
(7.31)
28More precisely, in order to account for the relative signs between the j+ and j− terms in (7.29), we
should say that (7.30) describes the contribution of the axial current j5µ = −ǫµνjν rather than jµ.
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which is consistent with (7.29).
We can also use (6.32) with
x12 = ζ1 , x34 = ζ2 , x24 = −X , x13 = −X + ζ1 − ζ2 (7.32)
to verify the contributions of the various operators directly to (7.8). The contribution of jµ
(ℓ = 1, ∆ = 1) should be proportional to
−i∆U (ζ1) i∆U(ζ2)
[
ln(1− η−) + ln(1− η+)]
= i∆U(ζ1) i∆U(ζ2)
ζ−1 ζ
−
2
(X−)2
[
1 +
ζ−1 − ζ−2
X−
+
ζ−1
2 − 3
2
ζ−1 ζ
−
2 + ζ
−
2
2
(X−)2
(7.33)
+
(
ζ−1 − ζ−2
) (
ζ−1
2 − ζ−1 ζ−2 + ζ−2 2
)
(X−)3
+ . . .

+ {− → +}
which exactly reproduces the terms that are attributed to j+ or j− (and their derivatives)
in (7.28). The contribution of T µν (ℓ = 2, ∆ = 2) is proportional to
−12 i∆U(ζ1) i∆U(ζ2)
[
1 +
(
1
η−
− 1
2
)
ln(1− η−)
]
+ {− → +}
= i∆U (ζ1) i∆U(ζ2)
ζ−1
2
ζ−2
2
(X−)4
[
1 +
2(ζ−1 − ζ−2 )
X−
+ . . .
]
+ {− → +} (7.34)
which agrees with what comes from the T±± terms in (7.28). The contribution of j2 (ℓ = 0,
∆ = 2) is proportional to
i∆U(ζ1) i∆U(ζ2) ln(1− η−) ln(1− η+)
= i∆U (ζ1) i∆U(ζ2)
ζ21ζ
2
2
(X2)2
[
1 +
ζ−1 − ζ−2
X−
+
ζ+1 − ζ+2
X+
+ . . .
]
(7.35)
which agrees with the j2 terms from (7.28). To summarize, in terms of Kℓ,∆ from (6.32),
(7.8) is exactly reproduced by
1 + (1 + a)K1,1 +
(1 + a)2
2
K2,2 +
(1 + a)2
2
K0,2 (7.36)
up to order (ζ/X)5. In order to account for even higher order terms that are not written
explicitly in (7.8) more operators are required. For example, we find that in order to reach
terms of order (ζ/X)11 we need to take
1 + (1 + a)K1,1 +
(1 + a)2
2
K2,2 +
(1 + a)2
2
K0,2 +
(1 + a)3
3!
K3,3 +
(1 + a)3
2
K1,3
+
[
(1 + a)4
4!
+
(1 + a)2
5!
]
K4,4 +
(1 + a)4
6
K2,4 +
(1 + a)4
8
K0,4 (7.37)
+
[
(1 + a)5
5!
+
(1 + a)3
7 · 4!
]
K5,5 +
[
(1 + a)5
4!
+
(1 + a)3
5!
]
K3,5 +
(1 + a)5
12
K1,5
43
In the free-fermion limit discussed at the end of subsection 7.2, operators that have,
besides the i∆U(ζ), both ζ
+ and ζ− in their OPE coefficient (e.g., j2), will not contribute to
the cross-section because (7.9) vanishes for a→ 0 unless m = 0 or n = 0. On the other hand,
all the operators with ∆ = ℓ (including jµ, T µν , and others) and their derivatives contribute
to the production of the fermions in (7.22). In the free theory we have j+(x) = 2ψ∗1(x)ψ1(x),
j−(x) = 2ψ∗2(x)ψ2(x), so it is clear why the operators j
± produce the fermion pair. However,
these operators produce the two fermions at the same spacetime point. Processes in which
the two internal vertices in figure 16a are at a finite distance from each other are described
by the additional operators that include both derivatives of jµ as well as other primary
operators that appear in the OPE of two ψ s.
7.4 Exclusive treatment: amputated 3-point functions
Like in section 6.5, we can verify that our inclusive results agree with exclusive computations
that are based on amputated 3-point functions. For example, for the process
φ+ φ→ φ+ φ+ {j2 stuff} (7.38)
we know that
〈0|Tj2(x)j2(0)|0〉 = (1 + a)
2
π4(x2)2
(7.39)
〈0|Tj2(x)O∗(y′)O(y)|0〉 = (1 + a)
2
π2
(y′ − y)2i∆U (y′ − y)
(x− y)2(x− y′)2 (7.40)
i.e.,
∆ = 2 , C2 =
(1 + a)2
π4
, C3 =
(1 + a)2
4π4(ξm)2a
(7.41)
and then (6.42) gives
|Mj2|2Φj2 = (1 + a)
2 [Γ(1− a)]2
21+4a [Γ(a)]2 (ξm)4a
Q2
(P 2)2−2a
θ(Q0) θ(Q2)
[
1 + (1− a)
(
Q+
P+
+
Q−
P−
)
+ . . .
]
(7.42)
in agreement with the j2 contribution to (7.19).
For the process
φ+ φ→ φ+ φ+ {jµ stuff} (7.43)
we need a generalization of the analysis in section 2 to the case where the amputated operator
is a vector. The 3-point function, that is the analog of (2.9), is
〈0|TO1(x1)O2(x2)Oµ(x3)|0〉 ∝
xµ13
−x213 + iǫ
− x
µ
23
−x223 + iǫ
(−x212 + iǫ)d−(∆−1)/2 (−x213 + iǫ)(∆−1)/2 (−x223 + iǫ)(∆−1)/2
(7.44)
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The appropriate analog of the D’EPP formula (2.7) says that for δ1 + δ2 + δ3 + 1 = D [52]∫
dDx4
(
δµν − 2
xµ43x43 ν
x243
)(
xν14
x214
− x
ν
24
x224
)
Γ(δ1 + 1) Γ(δ2 + 1) Γ(δ3 + 1)
(x214)
δ1 (x224)
δ2 (x243)
δ3
= πD/2
(
xµ13
x213
− x
µ
23
x223
)
(δ1 + δ2) Γ
(
D
2
− δ3
)
Γ
(
D
2
− δ2
)
Γ
(
D
2
− δ1
)
(x212)
D/2−δ3 (x213)
D/2−δ2−1 (x223)
D/2−δ1−1
(7.45)
For solving (2.2) we use this formula as
1
(x212)
d−(∆˜−1)/2
∫
dDx4
(
δµν − 2
xµ43x43 ν
x243
)(
xν14
x214
− x
ν
24
x224
) [Γ( ∆˜+1
2
)]2
Γ(∆ + 1)
(x214)
(∆˜−1)/2
(x224)
(∆˜−1)/2
(x243)
∆
= πD/2
(
xµ13
x213
− x
µ
23
x223
)
(∆˜− 1) Γ (D
2
−∆) [Γ (∆+1
2
)]2
(x212)
d−(∆−1)/2
(x213)
(∆−1)/2
(x223)
(∆−1)/2
(7.46)
Since in our case ∆˜ = ∆, the amputated 3-point function is proportional to the ordinary
3-point function, with the prefactor fixed by (A.14):
Qµ(x3|x1, x2) = − 2π
1 + a
〈0|TO∗(x1)O(x2) jµ(x3)|0〉 (7.47)
The ordinary 3-point function (A.16) in momentum space is
〈O∗(−P )O(P −Q) j±(Q)〉 = ±2(1 + a) iQ
±
Q2 + iǫ
[i∆U (P )− i∆U(P −Q)] (7.48)
Thus the amplitude for the production of j± stuff is
Mj± = ∓ i 2π
Q±
[i∆U (P )− i∆U(P −Q)] (7.49)
Alternatively, instead of using the D’EPP formula, we could do the amputation of jµ
directly in momentum space. We obtain the amputated 3-point function iQ± by dividing
the ordinary 3-point function (7.48) by the propagator
〈j±(−Q) j±(Q)〉 = i1 + a
π
(Q±)
2
Q2 + iǫ
(7.50)
where we used (A.14) and (7.15) with M = 2. This again gives (7.49). Yet another method
for obtaining the same result is described in appendix D.
From (A.14) and (7.16) the phase space of j± is
Φj±(Q) = 2(1 + a)
(
Q±
)2
θ(Q±) δ(Q2) (7.51)
Thus
|Mj±|2Φj± = 8π2(1 + a) [∆U(P )]2
[
1−
(
1− Q
±
P±
)a]2
θ(Q±) δ(Q2) (7.52)
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To compare (7.52) with our previous results, we expand it in Q/P :
|Mj±|2Φj± = 8π2(1 + a) [∆U(P )]2
[(
Q±
P±
)2
+ (1− a)
(
Q±
P±
)3
(7.53)
+(1− a)11− 7a
12
(
Q±
P±
)4
+ . . .
]
θ(Q+) δ(Q2)
This is exactly what we obtain if we repeat the computation that led to (7.19) but include
only terms that are attributed to j± and its derivatives in (7.28).
8 Comments about the massive bosons
When we go to energies above the conformal region, the massive boson propagators in
i∆O(x) [see (4.17)], and consequently in the higher n-point functions (4.20), start playing a
role. As we have shown in [53] and reviewed in section 5, the resulting total cross-section
for the disappearance process can be interpreted as involving phase space integrals over
the unparticle stuff with an arbitrary number of additional massive bosons, as shown in
figure 8. These massive bosons have the same origin as the massive boson of the Schwinger
model [84, 82] and are analogous to the hadrons of QCD.
This interpretation of the disappearance process motivates us to describe the higher order
processes of sections 6 and 7 analogously: production of the various types of unparticle stuff
like in the conformal limit and some number of additional massive bosons. In the following
we show that this interpretation indeed fits into a consistent picture.
8.1 Processes with a single massive boson
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Figure 17: A term with one massive boson (the short-dashed line) in the cross-section for the missing
energy process.
Consider, for example, a term in which one massive boson line is attached to a dotted
line of the missing energy process of figure 12, as shown in figure 17. We would expect this
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term to describe processes in which a massive boson B is produced along with unparticle
stuff of type k:
φ+ φ→ φ+ φ+ {Ok stuff}+ B (8.1)
Na¨ıvely this looks problematic because the contribution of figure 17 to the cross-section is
negative since similarly to (4.17) we can write the full dotted line propagator as
i∆˜O(x) =
1
i∆O(x)
=
1
i∆U (x)
exp [4πia∆(x)] =
1
i∆U (x)
∞∑
n=0
(4πa)n
n!
[i∆(x)]n (8.2)
Since a < 0, the prefactors of terms that include an odd number n of massive bosons are
negative, unlike in (4.17) where all the prefactors are positive. However, there actually
exist several diagrams that contribute to the process (8.1), as shown in figure 18, including
diagrams in which the boson is attached to a solid line. Only the sum of the four diagrams
should be non-negative, and this is indeed satisfied since the sum is proportional to29
|Qk(P )−Qk(P − ℓ)|2 (8.3)
Here we use Qk(p) to denote the conformal 3-point function of O∗, O and Ok (with the Ok
leg amputated) in momentum space, with momentum p entering the 3-point function at the
O∗ point, momentum Q leaving with the Ok stuff (it is assumed to be the same in all the
diagrams and therefore not specified explicitly as an argument of Qk), and momentum p−Q
leaving at the O point.
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Figure 18: The leading diagrams contributing to the cross-section of the process (8.1). Here Qk(p)
denotes the unparticle amputated 3-point function with incoming momentum p at the O∗ vertex. The
momentum flowing through the boson line is denoted by ℓ. The factor −4πa that is common to all the
diagrams, as well as the common factors of h and the phase space factors, are not written explicitly.
29More precisely, besides the diagrams shown in figure 18, there are other diagrams (of higher order in
a) that contribute to the process (8.1), in which additional boson lines are attached between the bottom O
and O∗ and/or between the top O and O∗ of the diagrams in figure 18. They can be described by including
the corresponding terms in (8.3). The counting obviously works because it is the same as it would be with
regular Feynman diagrams.
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Figure 19: A vertex described by (8.5). The long-dashed lines are the standard model particles φ, the
solid line is the unparticle leg, and the short-dashed line is the massive boson B. The arrows indicate
the direction of flow of the chiral charge.
In the more common particle-physics language we can describe these processes as follows.
We already know that in the unparticle limit (3.19) gives the effective interaction
Lint,U = h
2
(OU φ∗2 +O∗U φ2) (8.4)
where OU is the operator O in the unparticle limit (which was often denoted simply by O
when we restricted ourselves to the unparticle limit in the previous sections). Similarly, as
we will now verify, processes in which a single additional boson is produced can be described
by including also the effective interaction
Lint, 1 = −i 2e
m
h
2
(BOU φ∗2 − BO∗U φ2) (8.5)
where we used −4πa = (2e/m)2 and assumed that the massive boson field B has the standard
kinetic term 1
2
∂µB∂µB. This interaction gives the vertex V1 shown in figure 19 (and its
hermitian conjugate V ∗1 = −V1). In the disappearance process with a single massive boson
(the n = 1 diagram in figure 8), we have a V1 vertex and a V
∗
1 vertex, which give the
extra factor of (2e/m)2 = −4πa relative to the unparticle-only disappearance process. This
is consistent with (4.27). In the process (8.1), the four diagrams of figure 18 contain the
following vertices involving the massive bosons (the first factor is the vertex from the bottom
part of the diagram and the second from the top):
V ∗1 · V1 V1 · V1 V ∗1 · V ∗1 V1 · V ∗1 (8.6)
The products of the two vertices are positive for the first and fourth diagrams (which are
precisely the diagrams where the boson is coming from the solid lines) and negative for the
second and third diagrams (where the boson is coming from the dotted lines), which agrees
with what we obtained above from our general approach.
Even more simply, from the perspective of the effective interaction (8.5), the sum of the
diagrams in figure 18 can be viewed as the standard calculation of
∫ |M|2dΦ, where M is
the sum of the two interfering diagrams (figure 20) that one can construct for the amplitude
of the process (8.1) using the vertex from figure 19 and its conjugate. The relative minus
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Figure 20: The leading diagrams for the amplitude for producing one additional boson in the missing
energy process. The circle marks the point at which the standard model particles inject the chiral charge
into the diagram, while the square is the point at which the opposite process occurs. The massive boson
lines are short-dashed and carry momentum ℓ.
sign in (8.3) appears because one diagram in figure 20 has a factor of V1 while the other has
V ∗1 = −V1.
It is interesting to note that there exists a missing energy process in which only the
massive boson is produced, without the unparticle stuff:
φ+ φ→ φ+ φ+ B (8.7)
This arises similarly to (8.1), except that Ok is the identity operator in (7.29) which gives
rise to the disconnected term in (7.28) and (7.8). This is different from the disappearance
process of section 5 where the massive bosons can only be produced together with unparticle
stuff.
We can also approach the process (8.7), and similarly the processes (8.1), from a different
point of view by considering the operator jµS (or equivalently its axial counterpart j
5µ
S =
−ǫµνjSν) that is discussed appendix A. In particular, the OPE contains the term
TO∗(ζ)O(0) ⊃ −2πi i∆U (ζ) ζµ j5µS (0) (8.8)
The form of the two-point function of jµS , (A.17)–(A.18), suggests the replacement
j5µS → −
√
−a
π
∂µB (8.9)
where we use
(✷+m2) i∆(x) = −iδ2(x) (8.10)
to reconcile (A.18) (up to a contact term, which is ambiguous anyway). Then we can write
TO∗(ζ)O(0) ⊃ i2e
m
i∆U(ζ) ζ
µ∂µB(0) (8.11)
This means that for small y − x
TO∗(y)O(x) ⊃ i2e
m
i∆U(y − x) [B(y)− B(x)] (8.12)
which is precisely proportional to the amplitude we would write for the process (8.7) by
summing the two diagrams in figure 21.
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Figure 21: The leading position-space diagrams for the amplitude for producing just a boson, without
the unparticle stuff, in the missing energy process.
8.2 Processes with multiple massive bosons
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Figure 22: An n-boson vertex described by (8.13). The long-dashed lines are the standard model
particles φ, the solid line is the unparticle leg, and the short-dashed lines are the n massive bosons B.
The arrows indicate the direction of flow of the chiral charge.
The ideas discussed above can be generalized to processes with an arbitrary number of
bosons by writing
Lint = h
2
(
e−i(2e/m)BOU φ∗2 + ei(2e/m)BO∗U φ2
)
(8.13)
This expression contains (8.4), (8.5), and similar multiple-boson vertices, as shown in fig-
ure 22. One can see that (8.13) is equivalent to our original description by noticing that the
interaction (3.19) gives
〈0|Tφ2(x1) . . . φ2(xn)φ∗2(y1) . . . φ∗2(yn)|0〉
∝ 〈0|TO(x1) . . .O(xn)O∗(y1) . . .O∗(yn)|0〉
=
∏
j,k exp
[
(2e/m)2 i∆(xj − yk)
]
∏
k>j exp
[
(2e/m)2 i∆(xj − xk)
]
exp
[
(2e/m)2 i∆(yj − yk)
]
×〈0|TOU(x1) . . .OU(xn)O∗U(y1) . . .O∗U(yn)|0〉 (8.14)
where we used (4.20) with (4.17), while (8.13) gives
〈0|Tφ2(x1) . . . φ2(xn)φ∗2(y1) . . . φ∗2(yn)|0〉
∝ 〈0|Te−i(2e/m)B(x1) . . . e−i(2e/m)B(xn) ei(2e/m)B(y1) . . . ei(2e/m)B(yn)|0〉
×〈0|TOU (x1) . . .OU(xn)O∗U(y1) . . .O∗U(yn)|0〉 (8.15)
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After contracting the boson operators in (8.15) we indeed obtain the result (8.14).
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Figure 23: The leading diagrams for the amplitude for producing 2 additional bosons in the missing
energy process. For clarity, only the boson lines are shown explicitly (but the unparticle 3-point function
is also assumed to be present like in figure 20). Common prefactors are not written.
To see more explicitly how (8.13) works, let us look at missing energy processes that
produce 2 bosons. Using the vertices V1 and V2 from figure 22 (and their conjugates), the
amplitude for such a process is given by the sum of the diagrams in figure 23. Squaring the
amplitude and including a factor of 1/2 due to the 2 identical bosons in the final state, the
cross-section is proportional to
1
2
∫
dΦ |Qk (P − ℓ1 − ℓ2) +Qk (P )−Qk (P − ℓ1)−Qk (P − ℓ2)|2 (8.16)
On the other hand, this is precisely the result we get from our general formalism by summing
the diagrams in figure 24 where we used (4.17) and (8.2) for computing the effects of the
bosons.30
As another check of (8.13), consider the case in which n boson lines are attached between
the two ends of an internal solid or dotted line (and for simplicity, no other bosons are
attached to these vertices). From (4.17) and (8.2) we have a factor of
(−4πa)n
n!
or
(4πa)n
n!
(8.17)
in the case of a solid or dotted line, respectively. On the other hand, taking the product of
the two relevant vertices (using figure 22 and/or its conjugate) gives(
±i2e
m
)n(
∓i2e
m
)n
= (−4πa)n or
(
±i2e
m
)n(
±i2e
m
)n
= (4πa)n (8.18)
for these two cases. Dividing the expressions in (8.18) by the symmetry factor n! we obtain
an agreement with (8.17).
8.3 Massive boson decay
At the leading order in h, the massive boson B decays as
B → UO + φ+ φ , B → UO + φ+ φ (8.19)
30To make the agreement manifest we need to rename the integration variables ℓ1 ↔ ℓ2 in some of the
terms that we obtain after expanding the square in (8.16).
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Figure 24: The leading diagrams for the cross-section of producing 2 additional bosons in the missing
energy process. For clarity, only the boson lines are shown explicitly. Common prefactors and phase
space factors are not written.
via the vertex in figure 19 and its conjugate. The rate for each of these two modes is given
by
Γ =
1
2
1
2m
|M|2Φ (8.20)
where
|M|2 = 4e
2
m2
h2 (8.21)
and
Φ =
A(a)
(ξm)2a
∫
d2pU
(2π)2
θ(p0U) θ(p
2
U)
(
p2U
)a
×
[
2∏
i=1
∫
d2pi
(2π)2
2π δ(p2i −m2φ) θ(p0i )
]
(2π)2 δ2 (pB − pU − p1 − p2)
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=
A(a)
4(2π)2(ξm)2a
∫ m
2 (1+
√
1−4m2φ/m
2)
m
2 (1−
√
1−4m2φ/m
2)
dp+1
p+1
∫ m−p+
1
m2
φ
m−m2
φ
/p+
1
dp+2
p+2
× (m− p+1 − p+2 )a
(
m− m
2
φ
p+1
− m
2
φ
p+2
)a
(8.22)
At the leading order in a and for mφ ≪ m we obtain
Γ ≃ h
2
8π2
e2
m3
[
ln2
(mφ
m
)
− π
2
12
]
(8.23)
9 Conclusions
The Sommerfield model is a useful toy model of the Banks-Zaks sector. It becomes scale-
invariant in the infrared, with fractional anomalous dimensions. Since all of its correlation
functions can be computed exactly, we can answer explicitly many of the questions regarding
the physics of the Banks-Zaks sector as seen by the (toy) standard model observer, for an
arbitrary coupling strength in the conformal sector. In particular, we were able to explore the
behavior of the theory away from the low-energy scale-invariant regime and to incorporate
the unparticle self-interactions. Most importantly, we believe, we used this toy model to
provide consistency checks for the two new ideas in this paper: the extension of unparticle
phase space calculations beyond the two point function to processes involving unparticle self-
interactions; and the interpretation of the result using the conformal partial-wave expansion
in terms of an “amplitude” for production of different types of unparticle stuff. These results
are sufficiently general that they should apply to unparticle theories in 3+1 dimensions.
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A Operators in the Sommerfield model
The description of the Sommerfield model in terms of the free fields Ψ, V, A in (3.5) imme-
diately allows us to compute any correlation function involving these fields. Using this fact
we were able to compute arbitrary correlation functions of the original interacting fermionic
fields ψ in section 3.1, and it is straightforward to extend these results to correlation func-
tions that involve Aµ as well. We have also analyzed in section 4 the composite operator O
that appears in the OPE
Tψ∗2(ζ)ψ1(0) =
C0(ζ)
C(ζ)
O(0) + · · · (A.1)
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In this appendix we would like to discuss the properties of additional operators that exist in
the theory, obtained using similar methods. In particular, let’s consider the vector current
that is classically given by jµ = ψγµψ. We expect to find j+ in the OPE
Tψ1(ζ)ψ
∗
1(0) = Te
−ie(V(ζ)+A(ζ))Ψ1(ζ) e
ie(V(0)+A(0))Ψ∗1(0)
= iS1(ζ) +
C0(ζ)C(ζ)
2
[
J+(0)− e
π
(
∂− +
ζ+
ζ−
∂+
)
(V(0) +A(0))
]
+ . . . (A.2)
where J+ is the free current from
TΨ1(ζ)Ψ
∗
1(0) = iS
1
0(ζ) +
1
2
J+(0) + . . . (A.3)
The auxiliary fields V and A are our own constructions. In the theory, they appear only in
the combination Aµ. Thus we see from here (and the analogous expression for Tψ2(ζ)ψ
∗
2(0))
that we should define
j± ≡ J± ∓ 2e
π
∂∓A (A.4)
which gives
Tψ1(ζ)ψ
∗
1(0) = iS
1(ζ) +
C0(ζ)C(ζ)
2
[
j+(0)− e
2π
(
A+(0) +
ζ+
ζ−
A−(0)
)]
+ . . . (A.5)
Tψ2(ζ)ψ
∗
2(0) = iS
2(ζ) +
C0(ζ)C(ζ)
2
[
j−(0)− e
2π
(
ζ−
ζ+
A+(0) + A−(0)
)]
+ . . . (A.6)
It can be shown by deriving Ward identities that both jµ and Aµ are conserved vector
currents, but they are not independent:
〈0|Tjµ(x)Aν(x)|0〉 6= 0 (A.7)
It is useful to replace jµ and Aµ by two linear combinations that do not mix. These are
jµT ≡ (1 + a)
(
jµ − e
π
Aµ
)
and jµS ≡ −a jµ + (1 + a)
e
π
Aµ (A.8)
Rewriting the OPEs in terms of jµT and j
µ
S we have
Tψ1(ζ)ψ
∗
1(0) = iS
1(ζ) +
C0(ζ)C(ζ)
4
[
2 + a
1 + a
j+T (0) +
−a
1 + a
ζ+
ζ−
j−T (0)
+j+S (0)−
ζ+
ζ−
j−S (0)
]
+ . . . (A.9)
Tψ2(ζ)ψ
∗
2(0) = iS
2(ζ) +
C0(ζ)C(ζ)
4
[
2 + a
1 + a
j−T (0) +
−a
1 + a
ζ−
ζ+
j+T (0)
+j−S (0)−
ζ−
ζ+
j+S (0)
]
+ . . . (A.10)
54
The current jµT happens to be exactly the combination whose axial counterpart j
5µ
T =
−ǫµνjT ν is anomaly-free (unlike j5µ = −ǫµνjν) [73]. It has the non-canonical ratio of (1 + a)
between the axial and vector charge of ψ1, exactly as in the Thirring model [69, 70, 71, 92].
The current jµS can be dropped at low energies because its correlation functions always involve
the massive propagator ∆(x) from (3.14). As a result, at low energies the OPEs reduce to
those of the Thirring model where jµT is the only current.
31 The OPE (A.1) also agrees with
the Thirring model at low energies [70]. In terms of our parameters, the Thirring model
interaction is
Lint = πa
2(1 + a)
j2T = −
e2
2m20
j2T (A.11)
where j2T = j
µ
T jT µ = j
+
T j
−
T . A more general treatment of the operators in the Thirring model
can be found in [89].
For the product O(x)O∗(y) to which we refer in section 7.3, we find the OPE
TO∗(ζ)O(0) = i∆O(ζ)
[
1 + 2πi ǫµνζ
µjν(0)− 2π2 (ǫµνζµjν)2 (0)
+πi ǫµν
(
ζ2∂µjν(0) + ζµζρ∂νj
ρ(0)
)
+ . . .
]
(A.12)
In the unparticle limit we can again drop jµS to obtain
TO∗(ζ)O(0) = i∆U(ζ)
[
1 + iπ
[
ζ+j−T (0)− ζ−j+T (0)
]
+ i
π
2
[
(ζ+)2∂+j
−
T (0)− (ζ−)2∂−j+T (0)
]
(A.13)
− π
2
2
[
(ζ+)2j−T
2
(0) + (ζ−)2j+T
2
(0)
]
+ π2ζ+ζ−j2T (0) + . . .
]
where we used the fact that since both jµT and j
5µ
T are conserved ∂±j
±
T (x) = 0. The two-point
functions of jµT are
32
〈0|Tj±T (x)j±T (0)|0〉 = −
1 + a
π2
x±
2
(x2 − iǫ)2 〈0|Tj
+
T (x)j
−
T (0)|0〉 = 0 (A.14)
The x-dependence is actually fixed by the requirement that jµT cannot have an anomalous
dimension since it generates a symmetry. The operators j±T
2
are the components T±± of the
stress-energy tensor [71]:
T µν =
π
1 + a
(
jµT j
ν
T −
1
2
gµνjλT jTλ
)
T±± =
π
1 + a
j±T
2
(A.15)
31This is the reason for the name jT . Similarly, jS gets its name because it is the only current that is
present in the Schwinger model.
32It is worth saying here that 〈0|Tj+T (x)j−T (0)|0〉 may contain a contact term which is ambiguous since
current 2-point functions in 1 + 1 dimensions are subject to subtractive renormalization. This is analog in
1+ 1 of the ambiguity of current 3-point functions in 3+ 1 that leads, for example, to different forms for the
anomaly.
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while j2T is a scalar operator. The correlation functions of such products of currents can be
obtained (apart from the contact terms) by contracting the currents like free fields. It is also
useful to know the 3-point function
〈0|TO∗(x1)O(x2) j±T (x3) |0〉 = ∓(1 + a)
i
π
(
x±13
x213 − iǫ
− x
±
23
x223 − iǫ
)
i∆U (x12) (A.16)
The two-point function of the current jµS , which we discuss further in section 8.1, is
〈0|Tj±S (x)j±S (0)|0〉 =
4a
π
∂2∓i∆(x) (A.17)
〈0|Tj+S (x)j−S (0)|0〉 =
a
π
m2 i∆(x)− a(1 + a) i
π
δ2(x) (A.18)
B Basic properties of lightcone coordinates
The lightcone coordinates x± = x0 ± x1 in 2D have the properties
x± =
x∓
2
x2 = x+x− ∂± =
1
2
(∂0 ± ∂1) ✷ = 4 ∂+∂− (B.1)
g+− = g−+ =
1
2
g+− = g−+ = 2 ǫ−+ = −ǫ+− = 2 ǫ−+ = −ǫ+− = −1
2
(B.2)
d2p =
1
2
dp+dp− θ(p0) θ(p2) = θ(p+) θ(p−) (B.3)
Under Lorentz transformation, components of vectors transform as A± → e∓ηA±, where
η is the rapidity, so objects of the form A+B−, A+/B+, A−/B− are scalars. They can be
written in the more conventional Lorentz-invariant form as
A+B− = AµB
µ + ǫµνAµBν
A±
B±
=
A2
AµBµ ∓ ǫµνAµBν (B.4)
C Numerical treatment of IR divergences
In this appendix we consider the simple (unphysical) diagram in figure 25 in order to show
explicitly how to treat the IR divergences of the dotted line in momentum space.
In position space, the diagram is simply33
iM = − i∆O(x1 − x2) i∆˜O(x1 − x2) = −1 (C.1)
so in momentum space M = i(2π)2δ2(P ), which gives the “phase space”
Φ = 2(2π)2 θ(P 0) δ2(P ) (C.2)
33Since this is not a diagram that actually exists in our theory, we do not expect factors of i to work out,
so we added a minus sign in order for it to match with what we get using our algorithm.
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ℓ1 = P − ℓ2 ℓ2
Figure 25: As before, the solid line represents the propagator i∆ and the dotted line i∆˜. The
momentum flowing into the diagram is P = (M, 0).
On the other hand, if we want to do the calculation in momentum space, as we are suggesting
to do for the diagrams of section 7.1, we need to compute the integral34
I =
∫
d2ℓ1 d
2ℓ2 θ(ℓ
0
1) θ(ℓ
2
1)F (ℓ1) θ(ℓ
0
2) θ(ℓ
2
2)
(
ℓ22
)a
δ2(P − ℓ1 − ℓ2) (C.3)
According to one method of calculation, we take
F (ℓ1) = fλ(ℓ
2
1) (C.4)
This also needs to differentiated with
∂2
∂ℓ+1 ∂ℓ
−
1
(C.5)
in order to properly account for the dotted line. But using the δ-function to write ℓ1 = P−ℓ2
we can just differentiate with
∂2
∂P+∂P−
=
∂
∂(P 2)
+ P 2
∂2
∂(P 2)2
(C.6)
after computing the integral.35 According to the second method we just take
F (ℓ1) = f
′
λ(ℓ
2
1) + ℓ
2
1f
′′
λ (ℓ
2
1) (C.7)
The resulting Φ(P 2) should reproduce the δ-function from (C.2) in the sense that∫ Pmax
0
dP+
∫ Pmax
0
dP−
Φ(P 2)
2(2π)2
→ 1 (C.8)
for Pmax ≫ λ. The integral is finite despite the fact that Φ(P 2) is a function of P 2 alone
because ∫ P 2max
0
dP 2Φ(P 2)→ 0 (C.9)
34One should further multiply this by 16 sin2(πa) in order to obtain the phase space with the correct
prefactor.
35We used the regulated fλ(ℓ
2
1) in (C.4) for numerical convenience.
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Figure 26: The dashed line shows the regulated θ-function θreg(P 2/λ2) from (C.11). The solid line is
the numerical result for the integral (C.3) with (C.7), that is proportional to Φ(P 2). (For P 2, we use
units in which λ = 1.)
Figure 27: The solid line presents the two-dimensional integral over our numerical “δ-function”, as in
(C.8). The dashed line (normalized arbitrarily) demonstrates (C.9). (For P 2max, we use units in which
λ = 1.)
To confirm the viability of this procedure, we have performed the calculations described
here numerically [90]. We used
fλ(s) =
1
s1+a
θreg
( s
λ2
)
(C.10)
with a regulated θ-function
θreg(x) =
3∑
n=0
cn exp(−nx) (C.11)
with the coefficients cn chosen such that θreg(0) = θ
′
reg(0) = 0 and θreg(x) → 1 for x ≫ 1.
The results for a = −1/2 are presented in figures 26 and 27. The specific data we show were
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obtained using (C.7). A computation using (C.4) yielded results that were essentially the
same.
D An alternative method for amputating the jµ leg
Based on the observation that for jµ we have ∆˜ = ∆, we expect (and confirm in the following)
that the amputated 3-point function is proportional to the ordinary 3-point function. The
latter is given by (A.16) and can be written as
〈0|Tjµ(x)O∗(x1)O(x2)|0〉 = ǫµν∂νf(x|x1, x2) (D.1)
where the derivative is with respect to x and
f(x|x1, x2) = (1 + a) i
2π
[
ln(−(x− x2)2 + iǫ)− ln(−(x− x1)2 + iǫ)
]
i∆U (x1 − x2) (D.2)
We also write (A.14) as
〈0|Tjµ(x)jν(0)|0〉 = 1 + a
(2π)2
(
∂µ∂ν ln(−x2 + iǫ)− 2πi gµνδ2(x)) (D.3)
For using (2.2), note that
Iµ ≡
∫
d2x ∂µ∂ν ln(−(x′ − x)2 + iǫ) ǫνρ∂ρ ln(−(x− x1)2 + iǫ)
= 4πiǫµν∂ν ln(−(x′ − x1)2 + iǫ) (D.4)
Then the effect of the first term of (D.3) is to multiply the 3-point function by
(1 + a)
i
π
(D.5)
At the same time, the second term of (D.3) multiplies the 3-point function by
− (1 + a) i
2π
(D.6)
Thus the amputated 3-point function that would satisfy∫
d2x 〈0|Tjµ(x′)jν(x)|0〉 iQν(x|x1, x2) = 〈0|Tjµ(x′)O∗(x1)O(x2)|0〉 (D.7)
is
Qµ(x|x1, x2) = − 2π
1 + a
〈0|Tjµ(x)O∗(x1)O(x2)|0〉 (D.8)
which agrees with (7.47).
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