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BIVARIATE REPRESENTATION AND CONJUGACY CLASS
ZETA FUNCTIONS ASSOCIATED TO UNIPOTENT GROUP
SCHEMES, I: ARITHMETIC PROPERTIES
PAULA MACEDO LINS DE ARAUJO
Abstract. This is the first of two papers in which we introduce and study
two bivariate zeta functions associated to unipotent group schemes over rings
of integers of number fields. These zeta functions encode, respectively, the
numbers of isomorphism classes of irreducible complex representations of fi-
nite dimensions and the numbers of conjugacy classes of congruence quotients
of the associated groups. In this paper, we show that such bivariate zeta
functions specialise to (univariate) class number zeta functions. In case of
nilpotency class 2, bivariate representation zeta functions also specialise to
(univariate) twist representation zeta functions. Moreover, we show that these
zeta functions satisfy Euler factorisations and almost all of their Euler factors
satisfy rationality and functional equations.
In the second part of this work, we compute the above mentioned zeta
functions of three infinite families of nilpotent groups of class two and deduce
some combinatorial corollaries.
1. Introduction and statement of main results
1.1. Introduction. Let G be a finite group and, for n ∈ N, denote
rn(G) = |{isomorphism classes of n-dimensional irreducible complex
representations of G}|,
cn(G) = |{conjugacy classes of G of cardinality n}|.
We study bivariate zeta functions of groups associated to unipotent group schemes
encoding, respectively, the numbers rn(G) and cn(G) of certain finite quotients G
of the infinite groups considered. We first recall the definitions of (univariate)
representation and conjugacy class zeta functions of finite groups.
Definition 1.1. The representation and the conjugacy class zeta functions of the
finite group G are, respectively,
ζ irrG (s) =
∞∑
n=1
rn(G)n
−s and ζccG (s) =
∞∑
n=1
cn(G)n
−s,
where s is a complex variable.
The groups considered in this work are groups associated to unipotent group
schemes which are obtained from nilpotent Lie lattices; see Section 3. From here
on, let K denote a number field and O its ring of integers. Let G be a unipotent
group scheme over O. The group G(O) is a finitely generated, torsion-free nilpo-
tent group (T -group for short); see [16, Section 2.1.1]. We observe that, in general,
the numbers rn(G(O)) and cn(G(O)) are not all finite. For this reason, one can-
not define the representation and the conjugacy class zeta function of G(O) as in
Definition 1.1. An alternative definition of a representation zeta function for such
groups is the twisted representation zeta function, where classes of an equivalence
relation on the set of irreducible complex representations of G(O) are considered;
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see Section 1.3. Our idea is to define zeta functions in two variables which count
the irreducible complex representations and the numbers of conjugacy classes of
principal congruence quotients of G(O). Roughly speaking, one of the variables
keeps track of the level subgroup and the other one counts the relevant data.
Definition 1.2. The bivariate representation and the bivariate conjugacy class
zeta functions of G(O) are, respectively,
Z irrG(O)(s1, s2) =
∑
(0) 6=IEO
ζ irrG(O/I)(s1)|O : I|−s2 and
ZccG(O)(s1, s2) =
∑
(0) 6=IEO
ζccG(O/I)(s1)|O : I|−s2 ,
where s1 and s2 are complex variables.
These series converge for s1 and s2 with sufficiently large real parts; see Sec-
tion 2.2.
In Proposition 2.1, we establish the Euler decompositions
(1.1) Z∗G(O)(s1, s2) =
∏
p∈Spec(O)\{(0)}
Z∗G(Op)(s1, s2),
where ∗ ∈ {irr, cc} and the completion of O at the nonzero prime ideal p is de-
noted Op. When considering a fixed prime ideal p, we write simply Op = o and
GN := G(o/p
N ). With this notation, the local factor at p is given by
Z∗G(Op)(s1, s2) = Z∗G(o)(s1, s2) =
∞∑
N=0
ζ∗GN (s1)|o : p|−Ns2 .(1.2)
Example 1.3. Let G be the free abelian torsion-free group scheme of rank m. Let p
be a nonzero prime ideal of O with q = |O : p|. For each i, N ∈ N0,
rqi(GN ) = cqi(GN ) =
{
qmN , if i = 0,
0, otherwise.
Therefore, for ∗ ∈ {irr, cc},
Z∗G(o)(s1, s2) = Z∗om(s1, s2) =
∞∑
N=0
qN(m−s2) =
1
1− qm−s2 .
That is, Z∗Om(s1, s2) = ζK(s2−m), where ζK(s) denotes the Dedekind zeta function
of the number field K. In particular, the local factor at p satisfies the functional
equation
Z∗om(s1, s2) |q→q−1= −qm−s2Z∗om(s1, s2). 4
Our main result concerns uniform rationality and functional equations of local
factors of bivariate representation and conjugacy class zeta functions of nilpotent
groups G(O) obtained from nilpotent Lie lattices; see Section 3.
Theorem 1.4. For each ∗ ∈ {irr, cc}, there exist a positive integer t∗ and a ratio-
nal function R∗(X1, . . . , Xt∗ , Y1, Y2) in Q(X1, . . . , Xt∗ , Y1, Y2) such that, for all but
finitely many nonzero prime ideals p of O, there exist algebraic integers λ∗1(p), . . . ,
λ∗t∗(p) for which the following holds. For any finite extension O of o := Op with
relative degree of inertia f = f(O, o),
Z∗G(O)(s1, s2) = R∗(λ∗1(p)f , . . . , λ∗t∗(p)f , q−fs1 , q−fs2),
2
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where q = |O : p|. Moreover, these local factors satisfy the following functional
equation:
Z∗G(O)(s1, s2) | q→q−1
λ∗j (p)→λ∗j (p)−1
= −qf(h−s2)Z∗G(O)(s1, s2),
where h = dimK(Λ⊗K) with K = Frac(O).
The statement of Theorem 1.4 is analogous to [16, Theorem A], and its proof
deeply relies on the methods of [1, 16]; see Section 4.4. The main tools used in the
proof of Theorem 1.4 are the Kirillov orbit method and p-adic integration.
1.2. Application 1: class number zeta functions. An advantage of the study
of the bivariate zeta functions of Definition 1.2 is that they allow the investigation
of the (univariate) class number zeta function, which encodes the class numbers
of principal congruence quotients of the group considered. Recall that the class
number of a group G—denoted k(G)—is the number of conjugacy classes of G
or, equivalently, the number of irreducible complex characters of G. In particular,
k(G) = ζccG (0) = ζ
irr
G (0).
Definition 1.5. The class number zeta function of the T -group G(O) is
ζkG(O)(s) =
∑
{0}6=IEO
k(G(O/I))|O : I|−s,
where s is a complex variable.
The term ‘conjugacy class zeta function’ is sometimes used for what we call ‘class
number zeta function’; see for instance [2, 11, 13].
Clearly,
Z irrG(O)(0, s) = ZccG(O)(0, s) = ζkG(O)(s).(1.3)
A consequence of Theorem 1.4 is that the local factors of the class number zeta
function of G(O) are rational in λi(p), q, and q−s and behave uniformly under base
extension. Moreover, for a finite extension O of o with relative degree of inertia
f = f(O, o), the local factors satisfy the functional equation
ζkG(O)(s) | q→q−1
λ∗j (p)→λ∗j (p)−1
= −qf(h−s)ζkG(O)(s).
This functional equation of ζkG(O)(s) coincides with the one provided by [11, The-
orem 4.18] via the specialisation of the ask zeta function to the class number zeta
function given in [11, Theorem 1.7].
1.3. Application 2: twist representation zeta functions. If G(O) has nilpo-
tency class c = 2, in which case we say that G(O) is a T2-group, the the bivariate
representation zeta function of G(O) specialise to its twist representation zeta func-
tion, mentioned in Section 1.1, and whose definition we now recall.
Nontrivial T -groups have infinitely many 1-dimensional irreducible complex rep-
resentations. For this reason, one cannot define the representation zeta function
of a T -group G as in Definition 1.1. Instead, we consider the numbers r˜n(G) of
n-dimensional twist-isoclasses of irreducible complex representations of G, that is,
the numbers of classes of the equivalence relation on the set of irreducible complex
representations of G given by ρ ∼ σ if and only if there exists a 1-dimensional
representation χ of G such that ρ ∼= χ ⊗ σ, in which case ρ and σ are called
twist-equivalent. In the context of topological groups, we only consider continuous
representations.
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Definition 1.6. [6, Section 1] The twist representation zeta function of a T -group
G is
ζ i˜rrG (s) =
∞∑
n=1
r˜n(G)n
−s,
where s is a complex variable.
The twist representation zeta functions of T -groups are objects of study, for
instance, of [3, 6, 10, 16, 18]. Explicit examples of (local factors of) representation
zeta functions of T -groups can be found in [4, 10, 15, 16, 17].
In Section 4.3, we show that if G(O) is a T2-group, its bivariate representation
zeta function specialises to its twist representation zeta function as follows. For a
fixed nonzero prime ideal p of O, let g = Λ⊗O Op and denote by g′ its derived Lie
sublattice. Let r be the torsion-free rank of g/g′. Then Proposition 4.12 states that
(1.4)
∏
p∈Spec(O)\{(0)}
(
(1− qr−s2)Z irrG(Op)(s1, s2) |s1→s−2
s2→r
)
= ζ i˜rrG(O)(s),
for s1 and s2 with sufficiently large real parts.
No specialisation as (1.4) is expected to exist in case of nilpotency class c > 2.
In fact, when counting isomorphism classes instead of twist isoclasses of irreducible
complex representations of G(o), we overcount the ones which are twist-equivalent.
As explained in [16, Section 2.2.1], we can count the representation belonging to
coadjoint orbits of g := Λ ⊗ o to obtain the number of representations of G(o) up
to twist. However, by doing so, we overcount every orbit by the index of Gψ,2 in g
for some representation ψ of this orbit, where Gψ,2 = {w ∈ g | ψ([x, g]) = 1}. It is
clear that this index is 1 in nilpotency class c = 2, but if c > 2, this index may be
larger. In Section 4.3, we give an example of a T -group of nilpotency class 3 whose
bivariate representation zeta function does not specialise to its twist representation
zeta function.
We conclude this section with an example which illustrates Theorem 1.4 and the
specialisations (1.3) and (1.4).
Example 1.7. Let H(O) denote the Heisenberg group of upper uni-triangular 3×3-
matrices over O. In Example 4.9, we show that, for a given nonzero prime ideal p
of O with |O : p| = q,
Z irrH(o)(s1, s2) =
1− q−s1−s2
(1− q1−s1−s2)(1− q2−s2) and
ZccH(o)(s1, s2) =
1− q−s1−s2
(1− q1−s2)(1− q2−s1−s2) .
In particular, these are rational functions in q, q−s1 , and q−s2 , and
Z∗H(o)(s1, s2) |q→q−1= −qh−s2Z∗H(o)(s1, s2),
where ∗ ∈ {irr, cc} and h = dim(H) = 3 is the dimension of the Heisenberg group
scheme H. Specialisations (1.3) and (1.4) yield
ζkH(o)(s) =
1− q−s
(1− q1−s)(1− q2−s) and ζ
i˜rr
H(o)(s) =
1− q−s
1− q1−s .
The expression of the class number zeta function agrees with the formula given
in [11, Section 9.3, Table 1]. This example also occurs in [2, Section 8.2], corrected
by what seems to be a sign mistake. The expression of the twist representation
zeta function accords with [16, Theorem B]. We further note that
ζkH(o)(s) |q→q−1= −q3−sζkH(o)(s). 4
4
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The bivariate zeta functions of three infinite families of groups associated to
unipotent group schemes generalising the Heisenberg group scheme H are calculated
in the second part of this work.
1.4. Notation. The following list collects frequently used notation.
N {1, 2, . . . }
N0 {0, 1, 2 . . . }
[n] {1, . . . , n}
[n]0 {0, 1, . . . , n}
[±n] {−n, . . . ,−1} ∪ [n]0
K number field
O ring of integers of K
p nonzero prime ideal of O
o = Op completion of O at p
on n-fold Cartesian power o× · · · × o
pm mth ideal power p · · · p
p(m) m-fold Cartesian power p× · · · × p
vp p-adic valuation
|.|p p-adic norm
‖(zj)j∈J‖p max(|zj |p)j∈J = q−vp((zi)i∈I), J finite index set
W ok,N {x ∈ (o/pN )k | vp(x) = 0}, k ∈ N, N ∈ N0
W ok {x ∈ ok | vp(x) = 0}, k ∈ N
2. General properties
2.1. Euler products. Our main results concern properties of local factors of bi-
variate representation and bivariate conjugacy class zeta functions. In this section,
we show that the corresponding global zeta functions can be written as products
of such local terms, allowing us to relate local results to the global zeta functions.
Here, G denotes a unipotent group scheme over O.
Proposition 2.1. For ∗ ∈ {irr, cc} and s1 and s2 with sufficiently large real parts,
Z∗G(O)(s1, s2) =
∏
p∈Spec(O)\{(0)}
Z∗G(Op)(s1, s2).
Proof. It suffices to show that, for any ideal I of finite index in O with prime
decomposition I = pe11 · · · perr , with pi 6= pj if i 6= j, the following holds:
ζ∗G(O/I)(s) =
r∏
i=1
ζ∗G(O/pei )(s).
Unipotent groups satisfy the strong approximation property; see [9, Lemma 5.5].
This gives an isomorphism
(2.1) G(O/I) ∼= G(O/pe11 )× · · · ×G(O/perr ).
We first show the relevant statement of Proposition 2.1 for the representation case.
For a group G, denote by Irr(G) the set of its irreducible characters. From (2.1),
Irr(G(O/I)) ∼= Irr(G(O/pe11 ))× · · · × Irr(G(O/perr )).
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Since rn(G) = |{χ ∈ Irr(G) : χ(1) = n}|, it follows that
ζ irrG(O/I)(s) =
∑
χ∈Irr(G(O/I))
χ(1)−s =
∑
∀i∈[r]:χi∈Irr(G(O/peii ))
χ1(1)
−s · · ·χr(1)−s
=
r∏
k=1
∑
χk∈Irr(G(O/peii ))
χk(1)
−s =
r∏
k=1
ζ irr
G(O/pekk )
(s).
For the conjugacy class zeta function, we use the fact that each conjugacy class C
of G(O/pe11 ) × · · · × G(O/perr ) is of the form C = C1 × · · · × Cr, where Ci is a
conjugacy class of G(O/peii ), for each i ∈ [r]. Thus
cn(G(O/I)) =
∑
n1,...,nr∈N0
n1···nr=n
cn1(G(O/pe11 )) · · · cnr (G(O/perr )).
Consequently, setting qi = |O : pi|, and using the fact that, for all i ∈ [r], all
conjugacy classes of G(O/peii ) have size a power of qi, as explained in Section 4.1,
we see that
ζccG(O/I)(s) =
∞∑
n=1
∑
n1,...,nr∈N0
q
n1
1 ...q
nr
r =n
cqn11 (G(O/p
e1
1 )) · · · cqnrr (G(O/perr ))(qn11 . . . qnrr )−s
=
r∏
k=1
( ∞∑
nk=0
cqnkk
(G(O/pekk ))q−nksk
)
=
r∏
k=1
ζcc
G(O/pekk )
(s). 
2.2. Convergence. It is well known that, if a complex sequence (an)n∈N grows
at most polynomially, the Dirichlet series D((an)n∈N, s) :=
∑∞
n=1 ann
−s converges
for s ∈ C with sufficiently large real part. We now show that an analogous result
holds for double Dirichlet series.
Definition 2.2. A double sequence (an,m)n,m∈N of complex numbers is said to have
polynomial growth if there exist positive integers α1 and α2 and a constant C > 0
such that |an,m| < Cnα1mα2 for all n,m ∈ N.
Proposition 2.3. If the double sequence (an,m)n,m∈N has polynomial growth, then
there exist α1, α2 ∈ N such that the double Dirichlet series
D((an,m)n,m∈N, s1, s2) :=
∞∑
n=1
∞∑
m=1
an,mn
−s1m−s2
converges absolutely for (s1, s2) ∈ C2 satisfying Re(s1) > 1+α1 and Re(s2) > 1+α2.
Proof. Let α1, α2 ∈ N and C > 0 be such that |an,m| < Cnα1mα2 , for all n,m ∈ N.
Then ∑
n
∑
m
∣∣∣ an,m
ns1ms2
∣∣∣ ≤ C∑
n
∑
m
1
nRe(s1)−α1mRe(s2)−α2
.
The relevant statement of Proposition 2.3 then follows from the fact that, for p, q ∈
R, the harmonic double series
∞∑
k=1
∞∑
l=1
1
kplq
converges if and only if p > 1 and q > 1; see [5, Example 7.10(iii)]. 
For G a unipotent group scheme over O, denote
rn,m(G(O)) =
∑
(0) 6=IEO
|O:I|=m
rn(G(O/I)) and cn,m(G(O)) =
∑
(0) 6=IEO
|O:I|=m
cn(G(O/I)).
6
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The bivariate representation and the bivariate conjugacy class zeta functions of
G(O) are given by the following double Dirichlet series with nonnegative coeffi-
cients:
Z irrG(O)(s1, s2) =
∞∑
n=1
∞∑
m=1
rn,m(G(O))n−s1m−s2 ,
Z irrG(O)(s1, s2) =
∞∑
n=1
∞∑
m=1
cn,m(G(O))n−s1m−s2 .
Proposition 2.4. The bivariate zeta functions Z irrG(O)(s1, s2) and ZccG(O)(s1, s2)
converge (at least) on some open domain of the form
{(s1, s2) ∈ C2 | Re(s1, s2) > (1 + α1, 1 + α2)},
for some constants α1 and α2.
Proof. Denote γm(O) := |{I E O | |O : I| = m}|. The Dedekind zeta function of
the number field K is given by ζK(s) =
∑∞
m=1 γmm
−s, and is known to converge
for Re(s) > 1. In particular, the partial sums
∑M
m=1 γm are bounded by P(M),
where P(X) is a polynomial in Z[X].
Given I EO, the finite group G(O/I) is a congruence quotient of a torsion-free
nilpotent and finitely generated group. Then there exists Q(X) ∈ Z[X] such that,
for all I EO, |G(O/I)| < Q(m), where m = |O : I|.
Given I EO, the finite group G(O/I) has at most |G(O/I)| conjugacy classes.
Consequently, for each (n,m) ∈ N2,
cn,m(G(O)) =
∑
(0) 6=IEO
|O:I|=m
cn(G(O/I)) <P(m)Q(m).
Analogously, rn,m(G(O)) <P(m)Q(m), since rn(G(O/I)) ≤ |G(O/I)|. 
3. Group schemes obtained from nilpotent Lie lattices
Here, we explain briefly how the unipotent groups schemes G of interest in this
work are constructed; for more details see [16, Section 2.1.2].
An O-Lie lattice is a free and finitely generated O-module Λ together with an
antisymmetric bi-additive form [ , ] which satisfies the Jacobi identity. If Λ has
nilpotency class c and satisfies Λ′ ⊆ c!Λ, where Λ′ = [Λ,Λ] is the derived Lie
sublattice, one may define a unipotent group scheme G = GΛ from Λ by setting
Λ(R) = Λ ⊗O R, for each O-algebra R, and then defining the group operation of
Λ(R) by means of the Hausdorff series. The group scheme G is such that G(O) is
a T -group of nilpotency class c. If R is a finitely generated pro-p ring, for instance
R = Op, then G(R) is a finitely generated pro-p group of nilpotency class c.
For Lie lattices Λ of nilpotency class 2, a different construction of such unipotent
group schemes is given in [16, Section 2.4], in which case the hypothesis Λ′ ⊆ 2Λ
is not needed, however, if it actually holds, the unipotent group schemes obtained
via such construction coincides with the latter ones.
Remark 3.1. LetG be an abstract T -group of nilpotency class c and Hirsch length h.
Then there exist a Q-Lie algebra LG(Q) of Q-dimension h and an injective map
log : G → LG(Q) such that log(G) spans LG(Q) over Q; see [14, Section 6.A].
Moreover, there exists a subgroup H of finite index in G such that log(H) is a Z-
Lie lattice inside the algebra LG(Q) such that log(H)
′ ⊆ c! log(H), so that H may
be regarded as a group of the form G(Z), where G is the group scheme obtained
from the Z-Lie lattice log(H).
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We may define the bivariate representation and the bivariate conjugacy class
zeta functions of G with respect to H to be the respective bivariate zeta functions
of H = G(Z), that is,
Z∗G,H(s1, s2) := Z∗G(Z)(s1, s2), ∗ ∈ {irr, cc}.
If G is such a T -group and H1 = G1(Z) and H2 = G2(Z) are subgroups of G of
finite index, then H1 and H2 are commensurable and, therefore, they have the same
pro-p completion for all but finitely many prime integers p; see [8, Lemma 1.8]. In
particular, Z∗G1(Zp)(s1, s2) = Z∗G2(Zp)(s1, s2), for all but finitely many primes p,
that is, although Z∗G,H1(s1, s2) and Z∗G,H2(s1, s2) may not coincide, they are almost
the same in the sense that they coincide except for finitely many local factors.
From now on, we assume that G is a unipotent group scheme obtained from a
nilpotent O-Lie lattice Λ.
4. Bivariate zeta functions and p-adic integrals
Our results rely on the fact that local bivariate representation and local bivariate
conjugacy class zeta functions of groups associated to unipotent group schemes can
be written in terms of p-adic integrals. In Section 4.2, we show how to write these
zeta function in terms of p-adic integrals using the methods of [18, Section 2.2]. We
now recall these methods.
For the rest of Section 4, p is a fixed nonzero prime ideal of O, and o denotes the
completion of O at p. Denote by q the cardinality of O/p and by p its characteristic.
Recall that given an element z ∈ o, the ideal (z) C O has prime factorisation
(z) = pepe11 · · · perr such that pi 6= p, for all i ∈ [r]. The p-adic valuation of z is
vp(z) = e, and its p-adic norm is |z|p = q−vp(z). For a finite index set J and
(zj)j∈J ∈ oJ , set ‖(zj)j∈J‖p = max(|zj |p)j∈J .
We make the following distinction: pm denotes the mth ideal power p · · · p, whilst
p(m) denotes the m-fold Cartesian power pm × · · · × pm.
For k ∈ N and N ∈ N0, set
W ok,N := ((o/p
N )k)∗ = {x ∈ (o/pN )k | vp(x) = 0},
W ok := (o
k)∗ = {x ∈ ok | vp(x) = 0}.
Denote by pi ∈ o a uniformiser of o. A matrix M ∈ Matm×n(o/pN ) is said to
have elementary divisor type (m1, . . . ,m) ∈ N0 if it is equivalent to the matrix
pim1
pim2
. . .
pim

,
where 0 ≤ m1 ≤ m2 ≤ · · · ≤ m ≤ N . Write ν(M) = (m1, . . . ,m) to indicate the
elementary divisors of M .
Given n ∈ N and a matrix R(Y ) = R(Y1, . . . , Yn) of polynomials R(Y )ij ∈ o[Y ]
with uR = max{rkFrac(o)R(z) | z ∈ on}, define for each m ∈ NuR0
NoN,R,m := {y ∈W on,N | ν(R(y)) = m} and(4.1)
N oN,R,m := |NoN,R,m|.
The number N oN,R,m is zero, unless m = (m1, . . . ,muR) satisfies 0 = m1 ≤ · · · ≤
muR ≤ N .
8
Bivariate zeta functions of T -groups
Consider the Poincare´ series
(4.2) Po,R(r, t) =
∑
N∈N
m∈NuR0
N oN,R,mq−tN−
∑uR
i=1 rimi ,
where r = (r1, . . . , ruR) is a vector of variables.
In [18, Section 2.2] it is shown how to describe the series (4.2) in terms of the
following p-adic integral:
(4.3) Zo,R(r, t) =
1
1− q−1
∫
(x,y)∈p×Won
|x|tp
uR∏
k=1
‖Fk(R(y)) ∪ xFk−1(R(y))‖rkp
‖Fk−1(R(y))‖rkp
dµ,
where µ is the additive Haar measure normalised so that µ(on+1) = 1, and Fj(R(y))
denotes the set of nonzero j × j-minors of R(y).
More precisely, in [18, Section 2.2] it is shown that the series (4.2) satisfy:
(4.4) Po,R(r, t) = Zo,R(r, t− n− 1).
If M is an antisymmetric matrix, its elementary divisors come in pairs, so that
ν(M) = (m1,m1,m2,m2, . . . ,mξ,mξ),
for some ξ ∈ N0. If M is antisymmetric, we write ν˜(M) = (m1,m2, . . . ,mξ) to
indicate its elementary divisor type.
Assume now that R(y) is antisymmetric, in which case uR is even. We then
denote by NR,m the same set (4.1), but we substitute ν(R(y)) for ν˜(R(y)) in this
definition. We note that m is assumed to be an element of N
uR
2
0 in this case. We
also set N oN,R,m = |NN,R,m|. In this case, we assume that the vector of variables r
is of the form r = (r1, r1, . . . , ruR
2
, ruR
2
) so that
(4.5) Zo,R(r, t) =
∑
N∈N, m∈N
uR
2
0
N oN,R,mq−tN−2
∑uR
2
i=1 rimi .
Given x ∈ o with vp(x) = N , y ∈ on, and k ∈ [uR], we obtain from [11,
Lemma 4.6(i) and (ii)] the following for the antisymmetric matrix R(y) with
ν˜(R(y)) = (m1, . . . ,muR):
‖F2k(R(y)) ∪ xF2k−1(R(y))‖p
‖F2k−1(R(y))‖p =
‖F2k−1(R(y)) ∪ xF2(k−1)(R(y))‖p
‖F2(k−1)(R(y))‖p = q
−min(mi,N),
and
‖F2k(R(y)) ∪ x2F2(k−1)(R(y))‖p
‖F2(k−1)(R(y))‖p = q
−2 min(mi,N).
Therefore, if R(y) is an antisymmetric matrix, the series (4.5) can be described
by the p-adic integral
Po,R(r, t) = Zo,R(r, t− n− 1) =
1
1− q−1
∫
(x,y)∈p×Won
|x|t−n−1p
uR
2∏
k=1
‖F2k(R(y)) ∪ x2F2(k−1)(R(y))‖rkp
‖F2(k−1)(R(y))‖rkp
dµ.(4.6)
4.1. The numbers rn(GN ) and cn(GN ). Recall the notation GN = G(o/p
N ).
We now write the local bivariate zeta functions at p in terms of sums encoding
the elementary divisor types of certain matrices associated to Λ. This is done by
rewriting the numbers rn(GN ) and cn(GN ), for n ∈ N and N ∈ N0, in terms of
the cardinalities N oN,R,m of the sets NoN,R,m defined at the beginning of Section 4.
In each case, R is one of the two commutator matrices of Λ which we now define.
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Denote g = Λ(o) = Λ ⊗O o. Let g′ be the derived Lie sublattice of g, and let z
be its centre. Set
h = rk(g), a = rk(g/z), b = rk(g′), r = rk(g/g′), z = rk(z).
For R either O or o, let M be a finitely generated R-module with a submodule N .
The isolator ι(N) of N in M is the smallest submodule L of M containing N such
that M/L is torsion free. In particular, the centre z of g coincides with ι(z); see [16,
Lemma 2.5]. Denote k = rk(ι(g′)/ι(g′ ∩ z)) = rk(ι(g′ + z)/z).
The commutator matrices are defined with respect to a fixed o-basis B =
(e1, . . . , eh) of the o-Lie lattice g, satisfying the conditions
(ea−k+1, . . . , ea) is an o-basis for ι(g′ + z),
(ea+1, . . . , ea−k+b) is an o-basis for ι(g′ ∩ z), and
(ea+1, . . . , eh) is an o-basis for z.
Denote by the natural surjection g → g/z. Let e = (e1, . . . , ea). Then e =
(e1, . . . , ea) is an o-basis of g/z. There are nonnegative integers c1, . . . , cb such that
(pic1ea−k+1, . . . , pickea) is an o-basis of g′ + z and
(pick+1ea+1, . . . , pi
cbea−k+b) is an o-basis of g′ ∩ z,
by the elementary divisor theorem. Fix an o-basis f = (f1, . . . , fb) for g
′ satisfying
(f1, . . . , fk) = (pic1ea−k+1, . . . , pickea) is an o-basis of g′ + z and
(fk+1, . . . , fb) = (pi
ck+1ea+1, . . . , pi
cbea−k+b) is an o-basis of g′ ∩ z.
For i, j ∈ [a] and k ∈ [b], let λkij ∈ o be the structure constants satisfying
[ei, ej ] =
b∑
k=1
λkijfk.
Definition 4.1. [7, Definition 2.1] The A-commutator and the B-commutator
matrices of g with respect to e and f are, respectively,
A(X1, . . . , Xa) =
 a∑
j=1
λkijXj

ik
∈ Mata×b(o[X]), and
B(Y1, . . . , Yb) =
(
b∑
k=1
λkijYk
)
ij
∈ Mata×a(o[Y ]),
where X = (X1, . . . , Xa) and Y = (Y1, . . . , Yb) are independent variables.
For each y ∈ ob, the matrix B(y) is antisymmetric.
The congruence quotient GN is a finite p-group of nilpotency class c. Denote
gN := Λ ⊗o o/pN , and let zN denote the centre and g′N the derived Lie sublattice
of gN . Given an element w of the Pontryagin dual ĝN = Homo(gN ,C
×), define the
form
BNω : gN × gN → C×, (u, v) 7→ w([u, v]).
The radical of BNω is
Rad(BNω ) = {u ∈ gN | BNω (u, v) = 1,∀v ∈ gN}.
For x ∈ gN/zN , the adjoint homomorphism adx : gN/zN → ĝN is given by adx(z) =
[z, x], for all z ∈ gN/zN . Let ad?x : ĝ′N → ĝN/zN be the map w 7→ w ◦ adx. The
dimensions of the irreducible complex representations and the sizes of conjugacy
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classes of GN are powers of p and, according to [7, Section 3], for c < p, the numbers
rpi(GN ) and cpi(GN ) are given by
rpi(GN ) = |{w ∈ ĝ′N | |Rad(BNω ) : zN | = p−2i|gN/zN |}||gN/g′N |p−2i,(4.7)
cpi(GN ) = |{x ∈ gN/zN | |Ker(ad?x)| = p−i|ĝ′N |}||zN |p−i.(4.8)
The first formula is a consequence of the Kirillov orbit method, which reduces
the problem of enumerating the characters of GN to the problem of determining
the indices in gN of Rad(B
N
ω ) for w ∈ g′N ; see [7, Theorem 3.1]. The second
formula reflects the fact that the Lazard correspondence induces an order-preserving
correspondence between subgroups of GN and sublattices of gN , and maps normal
subgroups to ideals. Moreover, centralisers of GN correspond to centralisers of gN
under the Lazard correspondence.
The cardinalities of gN and gN/zN are powers of q, and hence so are the cardi-
nalities of Rad(BNω )/z and Ker(ad
?
x). It follows that rn(GN ) and cn(GN ) can only
be nonzero if n is a power of q.
The next step is to relate formulae (4.7) and (4.8) to the commutator matrices
of Definition 4.1. Tensoring the o-bases e and f with o/pN yields ordered sets
eN = (e1,N , . . . , ea,N ) and fN = (f1,N , . . . , fb,N ) such that (e1,N , . . . , ea,N ) is an
o/pN -basis for zN and fN is an o/p
N -basis for g′N as o/p
N -modules.
In [7, Section 2], the following coordinate system is given:
φ1 : g1/z1 → (o/p)a, x =
a∑
j=1
xjej,1 7→ x = (x1, . . . , xa),
ψ1 : ĝ′1 → (o/p)b, y =
b∑
j=1
yjf
∨
j,1 7→ y = (y1, . . . , yb),
where, for N ∈ N0, f∨N = (f∨1,N , . . . , f∨b,N ) is the o/p-dual basis for the Pontryagin
dual ĝ′N = Homo(g
′
N ,C
×). We notice that g1/z1 and g′1 are regarded as o/p-vector
spaces in this construction. By regarding gN/zN and g
′
N as o/p
N -modules for all
N ∈ N, we can use similar arguments as the ones of [7, Section 2] to define the
following coordinate systems:
φN : gN/zN → (o/pN )a, x =
a∑
j=1
xjej,N 7→ x = (x1, . . . , xa),
ψN : ĝ′N → (o/pN )b, y =
b∑
j=1
yjf
∨
j,N 7→ y = (y1, . . . , yb),
Lemma 4.2. Given x ∈ gN/zN and w ∈ ĝ′N with φN (x) = x = (x1, . . . , xa) and
ψN (w) = y = (y1, . . . , yb),
x ∈ Rad(BNω )/zN if and only if B(y)xtr = 0,
w ∈ Ker(ad?x) if and only if A(x)ytr = 0.
Proof. An element x ∈ gN/zN belongs to Rad(BNω )/z exactly when w[x, v] = 1,
for all v ∈ gN/zN , whilst an element w ∈ ĝ′N belongs to Ker(ad?x) exactly when
w[x, v] = 1 for all v ∈ gN/zN . Expressing these conditions in coordinates, we see
that both expressions hold.
We give details of the second equivalence’s proof. Fix x ∈ gN/zN with φN (x) =
x = (x1, . . . , xa) ∈ (o/pN )a. Then
(4.9)
ei,N , a∑
j=1
xjej,N
 = a∑
j=1
xj [ei,N , ej,N ] =
a∑
j=1
b∑
l=1
λlijxjfl,N .
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We want to determine which elements w ∈ ĝ′N satisfy w([z, x]) = 1, for all z ∈
gN/zN . Consider ψ(w) = y = (y1, . . . , yb), that is, w =
∏b
k=1(f
∨
k,N )
yk . Because
of (4.9), for each i ∈ [a],
w([ei, x]) =
b∏
k=1
f∨k,N
 a∑
j=1
b∑
l=1
λlijxjfl,N
yk = b∏
k=1
(
f∨k,N (fk,N )
)yk∑aj=1 λkijxj .
This expression equals 1 exactly when
∑b
k=1 yk
∑a
j=1 λ
k
ijxj = 0. Now, by definition,∑a
j=1 λ
k
ijxj = A(x)ik, where A(x) is the A-commutator matrix of Definition 4.1
evaluated at x. Consequently, w ∈ Ker(ad?x) if and only if
∑b
k=1A(x)ikyk = 0, for
all i ∈ [a], that is, A(x)ytr = 0. 
Applying Lemma 4.2 to (4.7) and (4.8), we rewrite the numbers rqi(GN ) and
cqi(GN ), respectively, in terms of solutions of the system B(y)x
tr = 0 and of the
system A(x)ytr = 0, considering in each case the elementary divisor type of the
corresponding matrix.
Fix an elementary divisor type ν˜(B(y)) = (m1, . . . ,muB ) ∈ [N ]uB0 , where
2uB = max{rkFrac(o)B(z) | z ∈ ob}.
Since B(y) is similar to the matrix Diag(pim1 , pim1 , . . . , pimuB , pimuB ,0a−2uB ), where
0a−2uB = (0, . . . , 0) ∈ Za−2uB , the system B(y)xtr = 0 in o/pN is equivalent to
x1 ≡ x2 ≡ 0 mod pN−m1 ,
x3 ≡ x4 ≡ 0 mod pN−m2 ,
...
x2uB−1 ≡ x2uB ≡ 0 mod pN−muB .
For 2uB < a, the elements x2uB+1, . . . , xa are arbitrary elements of o/p
N , and
|{x ∈ o/pN | x ≡ 0 mod pN−mj}| = qmj .
Hence, the number of solutions of B(y)xtr = 0 in o/pN is q2(m1+···+muB )+(a−2uB)N .
In other words, ν˜(B(y)) = (m1, . . . ,muB ) implies
|Rad(BNω )/zN | = q2(m1+···+muB )+(a−2uB)N .
Lemma 4.2 then assures that |Rad(BNω )/zN | = q−2i|gN/zN | = qaN−2i, when B(y)
has elementary divisor type (m1, . . .muB ) satisfying
∑uB
j=1mj = uBN − i.
Consequently, expression (4.7) can be rewritten as follows, for r = rk(g/g′) =
h− b.
(4.10)
rqi(GN ) =
∑
0≤m1≤···≤muB≤N∑uB
j=1mj=uBN−i
|{y ∈ (o/pN )b | ν˜(B(y)) = (m1, . . . ,muB )}|qrN−2i.
Analogously, if ν(A(x)) = (m1, . . . ,muA), where
uA := max{rkFrac(o)A(z) | z ∈ oa},
the equality A(x)y = 0 has qm1+m2+···+muA+(b−uA)N solutions in o/pN . For z =
rk(z) = h− a, this yields
cqi(GN ) =
∑
0≤m1≤···≤muA≤N∑uA
j=1mj=uAN−i
|{x ∈ (o/pN )a | ν(A(x)) = (m1, . . . ,muA)}|qzN−i.
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For a matrix R(Y ) = R(Y1, . . . , Yn) of polynomials as the one at the beginning
of Section 4 and for m = (m1, . . . ,m) ∈ N0, define
WoN,R,m := {y ∈ (o/pN )n | ν(R(y)) = m}.
Expressions (4.10) and (4.11) are written in terms of cardinalities of such sets,
which are related to the cardinalities N oN,R,m of the sets NoN,R,m as follows. Denote
m − m = (m1 − m, . . . ,m − m), for all m ∈ N0. If R(y) is such that vp(y) =
vp(R(y)), for all y ∈ on, then
(4.11) |WoN,R,m| = N oN−m1,R,m−m1 .
Indeed, the map NoN−m1,R,m−m1 → WoN,R,m given by y˜ 7→ pim1 y˜ is a bijection.
Consequently, we get the following result.
Lemma 4.3. For each i ∈ N0 and N ∈ N0,
rqi(GN ) =
∑
0≤m1≤···≤muB≤N∑uB
j=1mj=uBN−i
N oN−m1,B,(0,m2−m1,...,muB−m1)q
rN−2i,(4.12)
cqi(GN ) =
∑
0≤m1≤···≤muA≤N∑uA
j=1mj=uAN−i
N oN−m1,A,(0,m2−m1,...,muA−m1)q
zN−i.(4.13)
Remark 4.4. As explained in Section 3, for O-Lie lattices Λ of nilpotency class 2,
a different construction of unipotent group schemes is given in [16, Section 2.4]
which do not require the assumption Λ′ ⊆ 2Λ. For groups associated to such
schemes a Kirillov orbit method formalism was formulated which is valid for all
primes; see [16, Section 2.4.2]. In particular, [16, Lemma 2.13] assures that the
equalities (4.12) and (4.13) hold for all primes p in nilpotency class 2.
4.2. p-adic integrals. We now write the local factors of the bivariate zeta func-
tions of G(O) in terms of Poincare´ series such as (4.2).
Recall from Section 4.1 that the dimensions of irreducible complex representa-
tions as well as the sizes of the conjugacy classes of G(o) are powers of q, allowing
us to write the local terms of the (univariate) representation and conjugacy class
zeta functions of the congruence quotient GN = G(o/p
N ) as
ζ irrGN (s) =
∞∑
i=0
rqi(GN )q
−is and ζccGN (s) =
∞∑
i=0
cqi(GN )q
−is.
These sums are finite, since GN is a finite group. Applying this to the defini-
tion (1.2) of the local factors of the bivariate zeta functions, one obtains
Z irrG(o)(s1, s2) =
∞∑
N=0
∞∑
i=0
rqi(GN )q
−is1−Ns2 and
ZccG(o)(s1, s2) =
∞∑
N=0
∞∑
i=0
cqi(GN )q
−is1−Ns2 .
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Recall that z = rk(z) = h − a and r = rk(g/g′) = h − b. Expressions (4.12)
and (4.13) of Lemma 4.3 then yield
Z irrG(o)(s1, s2) =(4.14)
∞∑
N=0
∞∑
i=0
∑
0≤m1≤···≤muB≤N∑uB
j=1mj=uBN−i
N oN−m1,B,(0,m2−m1,...,muB−m1)q
(r−s2)N−(2+s1)i,
ZccG(o)(s1, s2) =(4.15)
∞∑
N=0
∞∑
i=0
∑
0≤m1≤···≤muA≤N∑uA
j=1mj=uAN−i
N oN−m1,A,(0,m2−m1,...,muA−m1)q
(z−s2)N−(1+s1)i.
We now show how to rewrite these sums as Poincare´ series of the form (4.2). In
preparation for this, we need two lemmas.
Lemma 4.5. Let s be a complex variable, (am)m∈N0 a sequence of real numbers,
and let q ∈ Z \ {1}. The following holds, provided both series converge.
∞∑
N=1
N−1∑
m=0
amq
−sN =
q−s
1− q−s
( ∞∑
N=0
aNq
−sN
)
.
Proof. In fact,
(1− q−s)
∞∑
N=1
N−1∑
m=0
amq
−sN =
∞∑
N=1
N−1∑
m=0
amq
−sN −
∞∑
N=1
N−1∑
m=0
amq
−s(N+1)
= a0q
−s +
∞∑
N=1
N∑
m=0
amq
−s(N+1) −
∞∑
N=1
N−1∑
m=0
amq
−s(N+1)
= a0q
−s +
∞∑
N=1
aNq
−s(N+1) = q−s
∞∑
N=0
aNq
−sN . 
Lemma 4.6. Let s and t be complex variables. For a matrix R(Y ) = R(Y1, . . . , Yn)
of polynomials R(Y )ij ∈ o[Y ] with u = max{rkFrac(o)R(z) | z ∈ on}. The following
holds, provided both series converge.
∞∑
N=0
∞∑
i=0
∑
0≤m1≤···≤mu≤N∑u
j=1mj=uN−i
N oN−m1,R,(0,m2−m1,...,mu−m1)q−sN−ti
(4.16)
=
1
1− q−s
1 + ∞∑
N=1
∑
(m1,...,mu)∈Nu0
N oN,R,(m1,m2,...,mu)q−(s+ut)N+t
∑u
j=1mj
 .
Proof. Denote m = (m1, . . . ,mu) and recall the notation m − m = (m1 −
m, . . . ,mu −m), for m ∈ N0.
As N oN,R,m = 0 unless 0 = m1 ≤ m2 ≤ · · · ≤ mu ≤ N , in which case 0 ≤∑u
j=1mj ≤ uN , the condition
∑u
j=1mj = uN − i implies that the only values of i
which are relevant for the sum (4.16) are 0 ≤ i ≤ uN . Hence, the expression on
the left-hand side of (4.16) can be rewritten as
(4.17) 1 +
∞∑
N=1
uN∑
i=0
∑
0≤m1≤···≤mu≤N∑u
j=1mj=uN−i
N oN−m1,R,m−m1q−sN−ti.
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Restricting the summation in (4.17) to m1 = 0 leads
∞∑
N=1
∑
0≤m2≤···≤mu≤N∑u
j=2mj≤(u−1)N
N oN,R,(0,m2,...,mu)q−sN−t(uN−
∑u
j=2mj).
The fact that N oN,R,m = 0 unless 0 = m1 ≤ m2 ≤ · · · ≤ mu ≤ N allows us to
rewrite this as
∞∑
N=1
∑
m∈Nu0
N oN,R,mq−(s+ut)N+t
∑u
j=1mj =: S(s, t).
Our goal now is to write the part of the summation in (4.17) with m1 > 0 in terms
of S(s, t). Denote m′ = (0,m′2, . . . ,m′u).
∞∑
N=1
uN∑
i=0
∑
0<m1≤···≤mu≤N∑u
j=1mj=uN−i
N oN−m1,R,m−m1q−sN−ti
=
∞∑
N=1
N∑
m1=1
∑
m1≤m2≤···≤mu≤N∑u
j=2mj≤uN−m1
N oN−m1,R,m−m1q−sN−t(uN−
∑u
j=1mj)
=
∞∑
N=1
N∑
m1=1
∑
0≤m′2≤···≤m′u≤N−m1∑u
j=2m
′
j≤u(N−m1)
N oN−m1,R,m′q−(s+ut)N+t((
∑u
j=2m
′
j)+um1)
=
∞∑
N=1
q−sN
N−1∑
m=0
∑
0≤m′2≤···≤m′u≤m∑u
j=2m
′
j≤um
N om,R,m′qt((
∑u
j=2m
′
j)−um)
=
∞∑
N=1
q−sN
N−1∑
m=0
∑
m∈Nu0
N om,R,mqt((
∑u
j=1mj)−um).(4.18)
Apply Lemma 4.5 to expression (4.18) by setting
am :=
∑
m∈Nu0
N om,R,mqt((
∑u
j=1mj)−um).
This gives
∞∑
N=1
uN∑
i=1
∑
0<m1≤···≤mu≤N∑u
j=1mj=uN−i
N oN−m1,R,m−m1q−sN−ti
=
q−s
1− q−s
1 + ∞∑
N=1
∑
m∈Nu0
N oN,R,mq−(s+ut)N+t
∑u
j=1mj

=
q−s
1− q−s (1 + S(s, t)) .
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Combining the expressions for the parts of the sum with m1 = 0 and m1 > 0 yields
∞∑
N=0
∞∑
i=0
∑
0≤m1≤···≤mu≤N∑u
j=1mj=uN−i
N oN,R,(m1,m2,...,mu)q−sN−ti
= 1 + S(s, t) + q
−s
1− q−s (1 + S(s, t)) =
1
1− q−s (1 + S(s, t)) . 
Proposition 4.7. The bivariate zeta functions of G(o) can be described by
Z irrG(o)(s1, s2) =(4.19)
1
1− qr−s2
1 + ∞∑
N=1
∑
(m1,...,muB )∈N
uB
0
N oN,B,mq−N(uBs1+s2+2uB−r)−2
∑uB
j=1mj
(−s1−2)
2
 ,
ZccG(o)(s1, s2) =(4.20)
1
1− qz−s2
1 + ∞∑
N=1
∑
(m1,...,muA )∈N
uA
0
N oN,A,mq−N(uAs1+s2+uA−z)−
∑uA
j=1mj(−s1−1)
 .
Proof. By setting s = s2−r, t = 2+s1 and considering R to be the B-commutator
matrix of Λ on the left-hand side of expression (4.16), we obtain expression (4.14)
of the bivariate representation zeta function of G(o). Under these substitutions,
we obtain expression (4.19). Analogously, by setting s = s2 − z, t = 1 + s1 and
considering R to be the A-commutator matrix of Λ, the left-hand side of expres-
sion (4.16) yields expression (4.15) of the bivariate conjugacy class zeta function of
G(o), which yields (4.20). 
Expression (4.19) is of the form (4.5) with t = uBs1+s2+2uB−r and rk = −s1−22
for each k ∈ [uB ], whilst (4.20) is (4.2) with t = uAs1 +s2 +uA−z and rk = −s1−1
for each k ∈ [uA]. Therefore these choices of t and r applied to (4.6) and to (4.4)
yields the following. Recall that a + z = rk(g/z) + rk(z) = rk(g) = h and that
b+ r = rk(g′) + rk(g/g′) = h.
Proposition 4.8. The bivariate zeta functions of G(o) can be described by
Z irrG(o)(s1, s2) =
1
1− qr−s2
(
1 +Zo,B
(−s1−2
2 , uBs1 + s2 + 2uB − h− 1
))
,
ZccG(o)(s1, s2) =
1
1− qz−s2 (1 +Zo,A (−s1 − 1, uAs1 + s2 + uA − h− 1)) .(4.21)
In particular, via specialisation (1.3), we obtain that the class number zeta func-
tion of G(o) is:
ζkG(o)(s) =
1
1− qz−s (1 +Zo,A (−1, s+ uA − h− 1)) ,(4.22)
=
1
1− qr−s (1 +Zo,B (−1, s+ 2uB − h− 1)) .(4.23)
Example 4.9. Let H(O) be the Heisenberg group over O considered in Example 1.7.
The unipotent group scheme H is obtained from the Z-Lie lattice
Λ = 〈x1, x2, y | [x1, x2] = y〉.
The commutator matrices of g = Λ(o) with respect to the ordered sets e = (x1, x2)
and f = (y) are
A(X1, X2) =
[
X2
−X1
]
and B(Y ) =
[
0 Y
−Y 0
]
.
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The A-commutator matrix has rank 1 and the B-commutator matrix has rank 2
over the respective fields of rational functions, that is, uA = uB = 1. Moreover,
h = rk(g) = 3, and
F1(A(X1, X2)) = {−X1, X2}, F2(B(Y )) = {Y 2}.
In particular, if (x1, x2) ∈ W o2 , that is, vp(x1, x2) = 0, then ‖F1(A(x1, x2))‖p = 1.
Also, if y ∈W o1 , then, in particular, vp(y2) = 0, which gives ‖F2(B(y))‖p = 1.
It follows from Proposition 4.8 that
Z irrH(o)(s1, s2) =
1
1− q2−s2
(
1 + (1− q−1)−1
∫
(w,y)∈p×Wo1
|w|s1+s2−2p dµ
)
,
ZccH(o)(s1, s2) =
1
1− q1−s2
(
1 + (1− q−1)−1
∫
(w,x1,x2)∈p×Wo2
|w|s1+s2−3p dµ
)
.
The following is well known to hold, provided the p-adic integral on the left-hand
side converges absolutely. Here t is a complex variable and k ∈ N.
(4.24)
∫
w∈pk
|w|tpdµ =
q−k(t+1)(1− q−1)
1− q−k(t+1) .
Therefore
Z irrH(o)(s1, s2) =
1− q−s1−s2
(1− q1−s1−s2)(1− q2−s2) ,
ZccH(o)(s1, s2) =
1− q−s1−s2
(1− q1−s2)(1− q2−s1−s2) ,
as claimed in Example 1.7. 4
Remark 4.10. For each x ∈ g, let adx : g → ĝ be the adjoint homomorphism
adx(z) = [z, x], for all z ∈ g. Let B = (e1, . . . , eh) be a basis of g such that
e = (e1, . . . , ea) is as in Section 4.1. We can write x =
∑h
i=1 xiei, for some xi ∈ o.
Let x = (x1, . . . , xh) ∈ oh. As a b × h-matrix, adx is such that its submatrix
composed of its first a columns is the transpose A(x)tr of the A-commutator matrix
of Λ and the remaining columns have only zero entries.
In particular, the formula (4.22) coincides with the p-adic integral obtained from
the p-adic integral [11, (4.3)] via the specialisation given in [11, Theorem 1.7].
Observe that while the integrals there are taken over O×Oa, the ones of (4.22) are
taken over p ×W oa . The fact expression (4.22) and the specialised p-adic integral
of [11] coincide is due the following lemma.
Lemma 4.11. Let r and t be complex variables. Let also n ∈ N and let
R(Y ) = R(Y1, . . . , Yn) be a matrix of polynomials R(Y )ij ∈ o[Y ] with uR =
max{rkFrac(o)R(z) | z ∈ on}. Define
I(r, t) :=
∫
(x,y)∈O×On
|x|rp
u∏
i=1
‖Fi(R(y)) ∪ xFi−1(R(y))‖tp
‖Fi−1(R(y))‖tp
dµ
and
J (r, t) :=
∫
(x,y)∈p×Won
|x|rp
u∏
i=1
‖Fi(R(y)) ∪ xFi−1(R(y))‖tp
‖Fi−1(R(y))‖tp
dµ.
The integrals I(r, t) and J (r, t) are related as follows.
(4.25) I(r, t) = 1
1− q−r−ut−n−1
(
(1− q−1) + J (r, t)) .
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Proof. Denote by p(n) the n-fold Cartesian power p × · · · × p. Since O = W o1 ∪ p
and On = W on ∪ p(n), we obtain
I(r, t) =
∫
(x,y)∈Wo1 ×On
1 dµ+
∫
(x,y)∈p×On
|x|rp
u∏
i=1
‖Fi(R(y)) ∪ xFi−1(R(y))‖tp
‖Fi−1(R(y))‖tp
dµ
= (1− q−1) + J (r, t) +
∫
(x,y)∈p×p(n)
|x|rp
u∏
i=1
‖Fi(R(y)) ∪ xFi−1(R(y))‖tp
‖Fi−1(R(y))‖tp
dµ.
Equality (4.25) then follows from the fact that, by making the change of coordinates
p(n) → On and p → O given, respectively, by x = (x1, . . . , xn) 7→ (x1/q, . . . , xn/q)
and y 7→ y/q, we obtain∫
(x,y)∈p×p(n)
|x|rp
u∏
i=1
‖Fi(R(y)) ∪ xFi−1(R(y))‖tp
‖Fi−1(R(y))‖tp
dµ = q−r−ut−n−1I(r, t). 
4.3. Twist representation zeta functions. In this section, we assume that G
is the unipotent group scheme of nilpotency class 2 associated to the O-Lie lattice Λ
without the assumption Λ′ ⊆ 2Λ, constructed as explained in Section 3. We provide
a univariate specialisation of the bivariate representation zeta function of G(o)
which results in the twist representation zeta function of this group.
According to [16, Corollary 2.11], the twist representation zeta function of G(o)
is given by
ζ irrG(o)(s) = 1 +Zo,B(−s/2, uBs− b− 1),
where b = rk(g′), 2uB = max{rkFrac(o)B(z) | z ∈ ob} and Zo,B(r, t) is the integral
Zo,R(r, t) given in (4.6) when R(Y ) is the B-commutator matrix B(Y ). Recall
that r = rk(g/g′) = h− b. We have shown in Proposition 4.8 that
(1− qr−s2)Z irrG(o)(s1, s2) = 1 +Zo,B ((−2− s1)/2, uBs1 + s2 + 2uB − h− 1) .
Comparing the expressions for ζ irrG(o)(s) and (1− qr−s2)Z irrG(o)(s1, s2), we obtain the
desired specialisation.
Proposition 4.12. If G(o) has nilpotency class 2 and s1 and s2 have sufficiently
large real parts, then
(1− qr−s2)Z irrG(o)(s1, s2) |s1→s−2
s2→r
= ζ i˜rrG(o)(s).
Example 4.13. Consider the free nilpotent Z-Lie lattice on 2 generators of class 3:
f3,2 = 〈x1, x2, y, z1, z2 | [x1, x2]− y, [y, x1]− z1, [y, x2]− z2〉.
Let F3,2 denote the unipotent group scheme obtained from f3,2, and denote by z3,2
and f′3,2, respectively, the centre and the derived Lie lattice of f3,2.
The commutator matrices of f3,2 with respect to e = (y, x1, x2) and f = (z1, z2, y)
are
A(X1, X2, X3) =
 X2 X3 0−X1 0 X3
0 −X1 −X2
 , B(Y1, Y2, Y3) =
 0 Y1 Y2−Y1 0 Y3
−Y2 −Y3 0
 .
Thus, uA = 2, F0(A(X)) = {1}, F1(A(X)) = {−X1,±X2, X3}, and F2(A(X)) ⊇
{X21 , X22 , X23}. By Proposition 4.8 and equality (4.24),
ZccF2,3(o)(s1, s2) =
1
1− q2−s2
(
1 + (1− q−1)−1
∫
(y,x1,x2,x3)∈p×Wo3
|y|2s1+s2−4p dµ
)
=
1− q−2s1−s2
(1− q2−s2)(1− q3−2s1−s2) .
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Similarly, uB = 1, F0(B(Y )) = {1}, and F2(B(Y )) ⊇ {Y 21 , Y 22 , Y 23 }. Thus
Z irrF2,3(o)(s1, s2) =
1
1− q2−s2
(
1 + (1− q−1)−1
∫
(x,y1,y2,y3)∈p×Wo3
|y|s1+s2−4p dµ
)
=
1− q−s1−s2
(1− q2−s2)(1− q3−s1−s2) .(4.26)
Specialisation (1.3) yields
ζkF2,3(o)(s) =
1− q−s
(1− q2−s)(1− q3−s) .
This formula agrees with the one given in [11, Section 9.3, Table 1]. In [10, Ta-
ble 1], Tobias Rossmann provides the following formula for the twist representation
zeta function of f3,2—denoted L5,9 in [10]—, provided q is sufficiently large, by
implementing his methods in Zeta [12]:
(4.27) ζ i˜rrF3,2(o)(s) =
(1− q−s)2
(1− q1−s)(1− q2−s) .
Comparing (4.26) and (4.27), we see that there is no specialisation of the
form (1.4) for the bivariate representation zeta function of F3,2(o) in terms of its
twist representation zeta function. 4
4.4. Local functional equations—proof of Theorem 1.4. Let L be a finite
extension of K = Frac(O) with ring of integers OL. For a fixed prime ideal P
of OL dividing p, write O for the localisation OL,P. Denote by f = f(O, o) the
relative degree of inertia, hence |O/P| = qf . Denote gL = Λ(O), and let zL and g′L
be, respectively, the centre and the derived Lie sublattice of gL. Since OL is a
ring of integers of a number field L, we can choose ordered sets e and f as the
ones of Section 4.1 such that e and f are bases of gL/zL and g
′
L, respectively, and
define the commutator matrices A(X) and B(Y ) of gL with respect to e and f as
in Definition 4.1. Consider the following functions.
Z˜ irrG(O)(s1, s2) := 1 +ZO,B ((−s1 − 2)/2, uBs1 + s2 + 2uB − h− 1) ,
Z˜ccG(O)(s1, s2) := 1 +ZO,A (−s1 − 1, uAs1 + s2 + uA − h− 1)) ,
where ZO,B(r, t) and ZO,A(r, t) are the integrals given in (4.6) and (4.3), respec-
tively. We have shown in Proposition 4.8 that
Z irrG(O)(s1, s2) =
1
1− qf(r−s2) Z˜
irr
G(O)(s1, s2) and
ZccG(O)(s1, s2) =
1
1− qf(z−s2) Z˜
cc
G(O)(s1, s2).
Since, in particular for x = f(z − s2) and x = f(r − s2), the term (1 − qx)−1 is
rational and
1
1− qx |q→q−1= −q
x 1
1− qx ,
it thus suffices to show the relevant statement of Theorem 1.4 for Z˜ irrG(O)(s1, s2) and
Z˜ccG(O)(s1, s2). In fact, we only need to show that the p-adic integrals appearing in
the descriptions of the bivariate zeta functions in Proposition 4.8 fit the framework
of [16, Section 2.3] and [1, Section 4]. In other words, we must show that their
integrands are defined over O—hence only their domains of integration vary with
the ring O—and that these p-adic integrals can be expressed in terms of the integrals
given in [18, Section 2.1].
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The condition that the integrands of the integrals of Proposition 4.8 are defined
over O is needed since the O-bases defined in Section 4.1 are only defined locally,
so that the matrices A(X) and B(Y ) are also defined locally. We must assure that
there exist O-bases e and f as the ones of Section 4.1 such that the commutator
matrices A(X) and B(Y ), defined with respect with these e and f are defined
over O, and hence so are the sets of polynomials Fj(A(X)) and F2j(B(Y )).
Since the matrix B(Y ) is the same as the one appearing in the integrands of [16,
(2.8)] and A(X) is obtained in an analogous way, the argument of [16, Section 2.3]
also holds in this case. Namely, we choose an O-basis f for a free finite-index O-
submodule of the isolator i(Λ′) of the derived O-Lie sublattice of Λ; see Section 4.1.
By [16, Lemma 2.5], f can be extended to an O-basis e for a free finite-index O-
submodule M of Λ. If the residue characteristic p of p does not divide |Λ : M | or
|i(Λ′) : Λ′|, this basis e may be used to obtain an O-basis for Λ(O), by tensoring
the elements of e with O.
Remark 4.14. The condition “p does not divide |i(Λ′) : Λ′|” is missing in [16], but
this omission does not affect the proof of [16, Theorem A], since this condition
only excludes a finite number of prime ideals p. This was first pointed out in [3,
Section 3.3].
We now recall the general integrals given in [18, Section 2.1]. Fix m,n, l ∈ N.
For each k ∈ [l], let Jk be a finite index set. Fix I ⊆ [n − 1]. Further, fix non-
negative integers eikj and finite sets Fkj(Y ) of polynomials over o, for k ∈ [l], j ∈ Jk
and i ∈ I. Let also W(o) ⊆ om be a union of cosets modulo p(m). Define
(4.28) ZW(o),I(s) =
∫
p(|I|)×W(o)
l∏
k=1
∣∣∣∣∣∣
∣∣∣∣∣∣
⋃
j∈Jk
(∏
i∈I
x
eikj
i
)
Fkj(y)
∣∣∣∣∣∣
∣∣∣∣∣∣
sk
p
dµ,
where s = (s1, . . . , sl) is a vector of complex variables and x = (xi)i∈I and y =
(y1, . . . , ym) are independent integration variables.
In [18, Corollary 2.4], by studying the transformation of the integral (4.28) un-
der a principalisation (Y, h) of the ideal
∏
k,j(Fkj(Y )), a functional equation under
inversion of the parameter q is proved under certain invariance and regularity condi-
tions. In particular, it is required that the principalisation (Y, h) has good reduction
modulo p.
We now relate the integrals of Proposition 4.8 with the general integral (4.28).
Set I = {1} and write x1 = x. Set n = b, m = b2, l = 2uB + 1, and Jk = {1, 2},
if k ∈ [uB ] and Jk = {1} if uB < k ≤ 2uB + 1. We also set W(O) = GLb(O), and
k j Fkj e1kj
≤ uB 1 F2k(B(y)) 0
uB < k ≤ 2uB 1 F2(k−1−uB)(B(y)) 0
2uB + 1 1 {1} 1
≤ uB 2 F2(k−1)(B(y)) 2
.
We see that, with this setup, the integral (4.28) is given by
ZGLb(O),{1}(s) =
∫
P×GLb(O)
‖x‖s2uB+1P ·(4.29)
uB∏
k=1
‖F2k(B(Y )) ∪ x2F2(k−1)(B(Y ))‖skP
2uB∏
k=uB+1
‖F2(k−1−uB)(B(Y ))‖skP dµ.
Although the domain of integration of the integral (4.29) involves GLb(O), the
integrand only depends on the entries of the first rows, say, since the B-commutator
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matrix is defined in b variables. Consequently, we can interpret WOb as the “space of
first columns” of GLb(O) and we may consider the domain of integration of (4.29)
to be WOb as long as we correct the integral by multiplying it by the measure
of the remaining entries of matrices of GLb(O). Let a
irr
1 = (− 121uB , 121uB , uB),
airr2 = (0uB ,0uB , 1), b
irr = (−1uB ,1uB , 2uB−h−1), where 1uB = (1, . . . , 1) ∈ ZuB
and 0uB = (0, . . . , 0) ∈ ZuB . It follows that
Z˜ irrG(O)(s1, s2) = 1+
1
1− q−f
(
b−1∏
k=1
(1− q−fk)
)−1
ZGLb(O),{1}
(
airr1 s1 + a
irr
2 s2 + b
irr
)
.
Analogously, for n = a, m = a2, one can find appropriate data l ∈ N, Jk, e1jk,
and Fkj(X) such that
Z˜ccG(O)(s1, s2) = 1 +
1
1− q−f
(
a−1∏
k=1
(1− q−fk)
)
ZGLa(O),{1}(a
cc
1 s1 + a
cc
2 s2 + b
cc),
for acc1 = (−1uA ,1uA , uA), acc2 = (0uA ,0uA , 1), bcc = (−1uA ,1uA , uA − h− 1).
Theorem 1.4 then follows by the arguments given in [1, Section 4].
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