Abstract. Consider the semilinear wave equations in dimension 3 with a power-type nonlinearity
Introduction
In this paper we consider the semilinear wave equations on R 3 with a defocusing power-type nonlinearity:
(1.1) ∂ tt u − ∆u = −|u| p−1 u with data u(0) := u 0 , ∂ t u(0) := u 1 . The existence of smooth solutions of (1.1) for all time has received a great deal of attention from the community. This problem was addressed in [8] for subcritical powers (i.e p < 5). The critical power (i.e p = 5) was solved in [14] for small data, in [22] for large and radial data and in [7] for large and general data. No result is known for the supercritical powers, i.e p > 5. The next step is to construct solutions of (1.1) with rougher data. In this paper we restrict ourselves to the subcritical and superconformal exponents, i.e 3 ≤ p < 5.
It is known (see [10] ) that (1.1) is locally well-posed in H s × H s−1 for s > 
By that we mean that
The notation ∼ f (s) means that there exists α(s) defined in a neighborhood of 1 such that ∼ f (s) := α(s)f (s) and lim s→1− α(s) = C with C > 0.
• given (u 0 , u 1 ) ∈ H s × H s−1 there exists T l > 0 and a unique (u, • (u 0 , u 1 ) → Ψ t (u 0 , u 1 ) is uniformly continuous in the H s × H s−1 topology
Moreover the time of local existence T l depends on the size of the initial data, i.e T l := ( (u 0 , u 1 ) H s ×H s−1 ). Here H s is the standard inhomogeneous Sobolev space i.e H s is the completion of the Schwartz space S(R 3 ) with respect to the norm
, where D is the operator defined by By the local well-posedness theory, the global behavior of H s solutions of (1.1) is closely related to the growth of the Sobolev norms (u(T ), ∂ t u(T )) H s ×H s−1 for T < T * where T * is the maximal time of existence. In particular, if one can find a finite bound of (u(T ), ∂ t u(T )) H s ×H s−1 for all time T , then one can prove that the H s solutions of (1.1) exist for all time T . The equation (1.1) enjoys the following energy conservation law (1.3) E(u(t)) := Therefore, by using this energy conservation law, we immediately see that H 1 -solutions of (1.1) exist for all time. It remains to better understand the global behavior of H s -solutions of (1.1) if s < 1. This question is delicate since there there is no known conservation law at these levels of regularity. It has been studied in [9, 6, 1, 16, 17] (see [11] for higher dimensions). To our knowledge, the best results regarding the optimal index of regularity for which the solution exists for p = 3 and for all time T are obtained in [17] for general data (s > 13 18 ) and in [16] for radial data (s > 7 10 ). The purpose of this paper is to improve the bounds of the H s norms of the solution for a class of rough and localized data, that is,
, where R > 0 is an arbitrary but fixed positive number and
) is the closure of smooth and compactly supported functions inside the ball B(O, R) := x ∈ R 3 : |x| < R with respect to the H s × H s−1 topology. Our main result is: Theorem 1.1. Let u be the solution of (1.1) with data
and T ≥ 1
Comparison with the existing results: we shall compare the results with [9, 17, 16] .
• p = 3
1
: then one gets from (1.4) and (1.5)
Comparison with [17, 16] . We recall the method used in these papers in order to estimate
then it is pretty easy to estimate these norms by using the conservation of the energy (1.3). If s < 1 then one cannot use the energy by itself since it can be infinite. Instead one introduces the following functional
, where the multiplier I N is defined by
, η is a smooth, radial, nonincreasing function in |ξ| such that η(ξ) := 1, |ξ| ≤ 1 1 |ξ| 1−s , |ξ| ≥ 2 and N >> 1 is a dyadic number playing the role of a parameter to be chosen. This is the I-method, designed in [5] and inspired from the Fourier truncation method, designed in [3] . The main interest of introducing this multiplier I N is that (1.6) is finite in H s × H s−1 for s < 1. Moreover the variation of (1.6) is expected to be slow for N >> 1 , since the multiplier I N is close to the identity. Once we have estimated the variation of E(I N u(t)) for a well-chosen N >> 1, we can easily estimate for data (u 0 , u 1 ) ∈ H s × H s−1 the norms of the solution through the following inequalities
1 the cubic power has attracted much attention from the community: see recent work regarding probabilistic well-posedness in [4] (
So the improvement holds up to s > s 3 = 3 4 .
• 3 < p < 5 It was proved in [9] that the solution exists globally for 1 > s >
. So the improvement holds up to s > s p .
Conclusion:
•
2 H s ×H s−1 grows more slowly for localized data in a neighborhood of s = 1 than those found in [17, 16, 9] . Indeed, it grows like T
H s grows more slowly for localized data in a neighborhood of s = 1 than the one found in [9] . Indeed it grows like T . If 5 > p > 3 then the improvement holds up to s p . Remark 1.2. If 3 < p < 5 notice that, to our knowledge, the use of the Morawetz estimate and the use of the radial Sobolev inequality have not been implemented for radial data; the adapted linear-nonlinear decomposition has not been implemented for general data but we expect the same phenomena to occur as p = 3, i.e the improvement should hold fors p < s < 1 withs p a number satisfying 1 >s p > s p .
We set some notation that appear throughout the paper. Let W be the set of wave-admissible points, i.e
LetW be the dual set of W , i.e
The notation x grows like T y in a neighborhood of s = 1 means that there exists α(s) defined in a neighborhood of s = 1 such that x = T y+α(s) and lim s→1 − α(s) = 0
• (q, r) satisfies
Let χ be a smooth function supported on B(0, 2) and such that χ(x) = 1 if |x| ≤ 1. Let
. We say that x y if there exists 0 < C := C( (u 0 , u 1 ) H s ×H s−1 , R) such that x ≤ Cy. We say thatC is the constant determined by x y ifC is the smallest constant such that x ≤ Cy holds. More generally, given n ≥ 1 and (a 1 , ...., a n ) ∈ R n , we say that x a1,...,an y if there exists C := C(a 1 , ..., a n , (u 0 , u 1 ) H s ×H s−1 , R) > 0 such that x ≤ Cy. We say that x ∞− y ∞− if for every q ≥ 1, there exists C := C(q, (u 0 , u 1 ) H s ×H s−1 , R) > 0 such that x ≤ Cy q . We say that x << y if there exists 0 < c := c( (u 0 , u 1 ) H s ×H s−1 , R) << 1 such that x ≤ cy. In a similar fashion we extend this definition to x << a1,...,an y. Some estimates that we establish throughout the paper require a Paley-Littlewood decomposition. We set it up now. Let φ(ξ) be a real, radial, nonincreasing function that is equal to one 1 on B(O, 1) and that is supported on B(O, 2). Let ψ denote the function ψ(ξ) := φ(ξ) − φ(2ξ). Letψ denote the functionψ(ξ) := φ(
Given J and interval and f a differentiable in time and smooth function let
and
we work with the same parameter N , then we forget it in all the expressions where it appears in order to simplify the notation and we write I for I N . Let
With this notation in mind, we now recall two propositions. The Strichartz estimates can be stated as follows: Proposition 1.3. "Strichartz estimates" [10] Assume that u satisfies the following wave equation on R
under the following assumptions
The second proposition shows that the initial mollified energy at time 0 is finite in H s × H s−1 and in fact bounded by N 2(1−s) :
Now we explain the main ideas of this paper. It is well-known that the long-time behavior of solutions of semilinear wave equations with a defocusing nonlinearity is closely related to the Morawetz-type decay estimates. In [16] , a mollified variant of the Morawetz-Strauss estimate [13] was used, namely
, in the study of the long-time behavior of solutions of (1.1) with p = 3 and data in H s × H s−1 , s < 1. Under the assumption of the radial symmetry, one was able to control a mollified variant of (1.12)
, by combining (1.11) with a radial Sobolev estimate, namely
Notice that a mollified variant of (1.12) is pretty useful for regularity purposes since it is a decay estimate with respect to a mollified variant of the energy. Therefore it is useful to estimate the H s norms of the solution "far" from s = 1
3
. But notice that (1.11) is a weighted estimate and the decay is slow with respect to time, and even after combining this inequality with the radial Sobolev inequality, one loses integrability in time. In [17] , an adapted linear-nonlinear decomposition based upon the fact that the nonlinear part of the solution is smoother than H s was performed but this tool can only be used for regularity purposes and it does not yield information regarding the asymptotic behavior of the solution, in particular close to s = 1. In the study of the energy-critical wave equation ( i.e p = 5), a Morawetz-type estimate using the scaling multiplier inside the cone was used, namely
This estimate with general data is a weak decay since it is only valid inside the cone and depends on the flux
But, if we work with compactly supported data, then it is much stronger since the flux on the boundary vanishes and, by finite speed of propagation, the solution is localized inside a cone. Getting back to (1.1), it is worth trying to establish a decay estimate by using the same multiplier for these data. One finds that, for 3 ≤ p ≤ 5,
Notice that this estimate, unlike (1.11), is "unweighted" and pointwise in time. Therefore, it can be used everywhere. The next step is to find the right framework in which we can use this estimate in rougher spaces, i.e
, where the closure is taken with respect to the H s × H s−1 topology. Then we would like to use a low-high frequency decomposition [3, 5] in order to estimate the H s norms of the solution. By introducing the multiplier I, one would like to (1) compare the H s norms of the solution with the mollified energy E(Iu(T )) (2) estimate the slow variation of E(Iu(T )) by using Strichartz estimates and a decay looking like (1.14)
More precisely, the computations show that it is useful close to s = : see [16] for more information 4 see for example [2] , the error terms coming from the fact that the multiplier I does not commute with the nonlinearity. But before starting the procedure, one must be careful. Indeed, recall that the decay estimate (1.13) is useful since the solution with data supported in B(0, R) is supported inside a cone. The introduction of the multiplier I in the Fourier domain kills the localization of the data and consequently, the localization of the solution inside the cone. But although we cannot perform an analysis inside the cone, we manage to perform an analysis in a neighborhood of it and outside it in order to control all the error terms: see Proposition 2.4, Proposition 2.5 and their proofs. (1.14) is established in Proposition 2.5. This is enough to establish (1.5): see the beginning of the proof of Theorem 1.1. The proof of (1.14) relies upon the variation of a mollified energy E(I N0 u). One cannot use this mollified energy in order to find an upper bound of (P >1 u(T ), ∂ t u(T ) 2 H s ×H s−1 of the solution since • the error appearing in the process of proving (1.14) is more difficult to control than that appearing in the process of estimating the variation of E(I N0 u).
• both errors involve the same parameter N 0 The idea is to introduce a new parameter N 1 , a new mollified energy E(I N1 u) and to use this decay estimate in order to control the variation of E(I N1 u): see Section 2.
Proof of Theorem 1.1
In this section we prove Theorem 1.1, assuming that some propositions are true. We now state these propositions.
This first proposition, proved in Section 4, shows that if we have an a priori bound of the mollified energy on an interval J, then we can control Z(J, u) assuming that J is small in some sense (see (2.2) and (2.3)):
There exists ǫ > 0 small enough such that if
The second proposition, proved in Section 3 shows that we have a partial decay estimate of the potential term of the mollified energy. The decrease is partial since only the first term of the right-hand side of (2.4) shows that there is decay:
The third proposition, proved in Section 7, in an estimate of an integral Proposition 2.3. "Estimate Of Integral" Let J be an interval and let w be a function. Then
The fourth proposition, proved in Section 5, shows that if a function is localized, then its smoothness is also more or less localized:
The last proposition, proved in Section 6, shows that, for a large class of potential terms of mollified energies defined by (2.9), the decay is total. The proof uses the results from Proposition 2. 
We are now in position to prove Theorem 1.1. We fist estimate P <1 u(T ) 2 H s . We have, by finite speed of propagation and (2.8) (2.11)
(1.5) follows from optimizing the last inequality in N 0 , in view of the constraint (2.9). Next we estimate (P >1 u(T ), ∂ t u(T )) 2 H s ×H s−1 . We define
for N 1 such that (2.12)
fixed and large enough such that all the estimates below are true. We claim that
We aim at proving that in fact
We divide [0,T ] into subintervals (J j = [j−1, j]) 1≤j≤J and we partition each
, with ǫ ′ a fixed constant such that ǫ ′ << ǫ a fixed constant (ǫ is the constant defined in Proposition 2.1), except maybe the last one. We see from (2.8) and (2.10) that (2.14)
By Proposition 2.3 we see that
, by our choice of N 1 .
Therefore we see from this inequality and (1.10) that (2.13) holds. Combining (2.13) with (2.9) and (2.12) and optimizing in N 0 we see that (1.4) holds, by (1.7).
Proof of Proposition 2.2
In this section we prove Proposition 2.2. Lettingũ be such thatũ(t + R, x) := u(t, x), we see, by finite speed of propagation, that we may assume, without loss of generality, that R = 0.
We use an argument from Shatah-Struwe [19] to estimate A 1
p+1 + ℜ Iu∂ t Iu and
We have
One one hand, by Hardy's inequality and integration by part, we see that
On the other hand, since
, |x| ≤ t we see, after integration by part, that
, where v(y) := u(|y|, y). We conclude from (3.1), (3.2), (3.3) and (3.4) that (2.4) holds (with R = 0).
Proof of Proposition 2.1
In this section we prove Proposition 2.1. Throughout the proof we constantly use (2.8) 
We deduce from our choice of R ′ , Bernstein's inequality, (2.2) and (2.8) that
where, at the last line, we used similar arguments to estimate A 1 and A 3 . Now, by combining all the estimates above and by a continuity argument, we see thatZ(J, u) N 1−s . In particular we see that 
Proof of Proposition 2.4
In this section we prove Proposition 2.4. First we prove the following lemma Lemma 5.1. We have
Proof. We prove (5.1). We have
, the third inequality following from Minkowski's inequality, the supports of the functions, and the fast decay ofφ. The proof of (5.2) is a straighforward modification of the proof of (5.1): it is left to the reader. In order to prove (5.3) we write
′ being a localized bump function around |ξ| ∼ 1 (like ψ orψ ′ ). Next we follow the same steps, as in (5.5), noticing that
Now we prove (2.6) and (2.8). (2.8) is an easy consequence of (2.6). So it is enough to prove (2.6). We have
We deal with A 1 . We have
So by applying Lemma 5.1 we see that
We get the pointwise bound
On the other hand, by stationary phase in the direction of ξ we have for all k ∈ N (5.8)
and, by stationary phase in the direction of η we have
Hence we see that
(MR0|y|) 3 , 1 and, by Schur's lemma, we have
We are interested in estimating A 2,2 and A 2,3 . Using (5.3) we see, after summation, that
e iξ·x e −iη·y dξ dη By slightly modifying the steps from (5.7) to (5.9) we see that
By decomposition and the boundedness of Riesz potentials we see that
We are interested in estimating B 1,1 and B 1,2 . We see from (5.2), Lemma 5.1, that
, whereφ is a a localized bump function around B(O, 1), like φ. By repeating the steps from (5.7) to (5.9) we see that (5.10) holds. Therefore, by Schur's lemma
L ∞− ∇If L 2 Now we deal with B 2 . We have
We see from (5.4) that
In order to estimate B 2,1 , we follow similar steps to those to estimate A 2,1 . We find
Proof of Proposition 2.5
In this section we prove Proposition 2.5. We define the following set
We claim that F T = [0, T ] for some constants
> 0 fixed and large enough such that all the estimates below are true. Indeed • F T = ∅: indeed 0 ∈ F T by (1.10) and the elementary estimate
Then, by continuity in time, there exists
To this end
, withǫ a fixed positive constant such that ǫ << ǫ (ǫ is defined in Proposition 2.1).
Notice that there are ∼ R ′ T + N . Therefore we get after iterating Proposition 2.3 over j and k
and, for all t ∈ [0,T ]
, the last inequality following from our choice of N 0 : see ( 2.9). Therefore (6.3) holds. Next we turn to the proof of (6.4). Using (2.4) with a := 0 and b :=T we have
First we estimate X 1 . We write (6.6)
, where we applied Hölder inequality at the last step.
we see that, after integration by part of this identity on
We estimate Z 1,1 and Z 1,2 . By (2.7) and (6.3) we have
Similarly, by (2.6), (6.3) and the finite speed of propagation we have
and, using also (6.5), we see that
We turn to X 2,j,k . By Hölder inequality and (6.2) we see that, for t ∈ J j,k and, combining this estimate with Proposition 2.3 we see that with C pot constant determined by (2.4). So (6.4) holds.
Proof of Proposition 2.3
In this section we prove Proposition 2.3. Let F (x) := |x| p−1 x. Then
We estimate X 1 (see [15] for a similar argument): 
∇P <<N w We estimate X 1,2 , X 1,3 by using similar arguments to estimate A 2 and A 3 respectively in the proof of Proposition 2.1. We find We estimate Y 1 by using similar arguments to estimate X 1,2 and we estimate Y 2 and Y 3 by using similar arguments to estimate X 1,3 . We find 
