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ENHANCED WEGNER AND MINAMI ESTIMATES AND
EIGENVALUE STATISTICS OF RANDOM ANDERSON MODELS
AT SPECTRAL EDGES
FRANC¸OIS GERMINET AND FRE´DE´RIC KLOPP
Abstract. We consider the discrete Anderson model and prove enhanced
Wegner and Minami estimates where the interval length is replaced by the IDS
computed on the interval. We use these estimates to improve on the description
of finite volume eigenvalues and eigenfunctions obtained in [GKl10]. As a
consequence of the improved description of eigenvalues and eigenfunctions, we
revisit a number of results on the spectral statistics in the localized regime
obtained in [GKl10, Kl10] and extend their domain of validity, namely :
• the local spectral statistics for the unfolded eigenvalues;
• the local asymptotic ergodicity of the unfolded eigenvalues;
In dimension 1, for the standard Anderson model, the improvement enables us
to obtain the local spectral statistics at band edge, that is in the Lifshitz tail
regime. In higher dimensions, this works for modified Anderson models.
1. Introduction
Anderson models are known to exhibit a region of localized states, either at the
edges of the spectrum, or in a given range of energies if the disorder is large enough.
Within this region of localization it is natural to study the two basic components
of the spectral theory in this case: the eigenfunctions (how localized they are, etc),
and the eigenvalues (their multiplicity, their statistics, etc). The localization prop-
erties of eigenfunctions in the localized phase are by now quite well understood (e.g.
[Kir08, GK01, ASFH01, GK06]). The precise description of these localization prop-
erties plays an important role in the understanding of many physical phenomena
(e.g. dynamical localization, constancy of the Hall conductance in quantum Hall
systems, Mott formula). Much less works have been devoted to the understanding
of the eigenvalues statistics of the Anderson model; while for random matrices many
more results are available (e.g. [CL95, T00, Gu05]). Poisson statistics of Anderson
eigenvalues have been studied in [Mol82, Min96, CGK10].
An important ingredient that enters the proof of localization is a so called Wegner
estimate that controls the probability of finding an eigenvalue of the finite volume
operator in a small interval of energy. As for Poisson statistics, the analysis of
[Min96, CGK10] relies on localization properties, the Wegner estimate and on a so
called Minami estimate that enables one to control the probability of the occur-
rence of two eigenvalues of the finite volume operator in a small interval of energy.
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It is worth mentioning that simplicity of the spectrum is a direct consequence of
localization properties combined with a Minami estimate [KM06].
Recently, in [GKl10], the present authors introduced a refined way of describing
eigenvalues and centers of localization in finite volumes, through a reduction proce-
dure that enables one to approximate eigenvalues at finite volume by independent
and identically distributed random variables. With this reduction in hand, they
could in particular extend known results about Poisson statistics and obtain the
first asymptotic result for the eigenlevel spacings distribution. [Kl10] used this re-
duction to study the local ergodicity of the unfolded eigenvalues.
In the present article, we introduce enhanced Wegner and Minami estimates that
we only only within the region of localization. The main novelty is that they take
into account the weight that the integrated density of states (IDS) gives to intervals
to estimate the probabilities of the occurrence of a single or of multiple eigenvalues
in a small energy interval. These estimates enable us to revisit the reduction pro-
cedure mentioned above and get better controls. We thus remove some limitations
of [GKl10] and cover situations where the IDS gets too small for the analysis of
[GKl10] to be valid: this happens when the IDS is exponentially small in an inverse
power of the length of the interval. As an application, our results enable us to prove
Poisson statistics for the unfolded eigenvalues in dimension 1 at the band edges,
that is where a Lifshitz tail regime occurs. To our best knowledge, this is the first
such result.
As another application, we provide improved large deviation estimates for the num-
ber of finite volume eigenvalues contained in suitably scaled intervals, as well as a
central limit theorem for this quantity.
2. Main results
We consider the discrete Anderson Hamiltonian
Hω := H0 + Vω, (2.1)
acting on ℓ2(Zd), where
• H0 is a convolution matrix with exponentially decaying off-diagonal coeffi-
cients i.e. exponential off-diagonal decay that is H0 = ((hk−k′ ))k,k′∈Zd such
that,
– h−k = hk for k ∈ Z
d and for some k 6= 0, hk 6= 0.
– there exists c > 0 such that, for k ∈ Zd,
|hk| ≤
1
c
e−c|k|. (2.2)
Define
h(θ) =
∑
k∈Zd
hke
ikθ where θ = (θ1, . . . , θd) ∈ R
d. (2.3)
• Vω is an Anderson potential:
Vω(x) :=
∑
j∈Zd
ωjΠj . (2.4)
Where Πj is the projection onto site j, and ω = {ωj}j∈Zd is a family of independent
identically distributed random variables whose common probability distribution µ
is non-degenerate and has a bounded density g.
We denote by
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• Σ ⊂ R the almost sure spectrum of Hω (see e.g. [Kir08, PF92]); it is known
that Σ = h(Rd)+supp g;
• ΣSDL ⊂ Σ ⊂ R the set of energies where strong dynamical localization
holds; we refer to Theorem 4.1 for a precise description of ΣSDL; it is
known that such a region of energies exists at least near the edges of the
spectrum Σ (see e.g. [Kir08, GK01, ASFH01, GK04, GK06]).
Recall (see [Kir08]) the integrated density of states (IDS) may be defined as
N(E) = E tr(Π01]−∞,E](Hω)Π0) = E〈δ0,1]−∞,E](Hω)δ0〉. (2.5)
In particular, if I is an interval, we define N(I) as
N(I) := E tr(Π01I(Hω)Π0) = E〈δ0,1I(Hω)δ0〉. (2.6)
For L > 1, consider Λ = [−L,L]d ∩ Zd, a cube on the lattice and let Hω(Λ) be the
random Hamiltonian Hω restricted to Λ with periodic boundary conditions.
Our analysis allows for the class of (continuous) random Schro¨dinger operators
for which a Minami estimate has been derived, namely Anderson type operators
satisfying to a covering condition and single site probabilities having a bounded
density [CGK10, CGK11].
Notations: by a . b we mean there exists a constant c ∈]0,∞[ so that a ≤ cb. By
a ≍ b we mean there exists a constant c ∈]1,∞[ such that c−1b ≤ a ≤ cb.
2.1. Improved versions of the Wegner and Minami estimates. We show
Wegner and Minami estimates where the upper bounds keep trace of the integrated
density of states. In particular, they enable to take advantage of the smallness of
the integrated density when this happens.
Let us first recall the usual Wegner and Minami estimates that are known to hold
for Hω (see e.g. [Kir08, BHS07, GV07, CGK09] and references therein):
(W): E [tr(1J(Hω(Λ)))] ≤ C|J | |Λ|;
(M): E [tr(1J(Hω(Λ))) · [tr(1J(Hω(Λ)))− 1]] ≤ C(|J | |Λ|)
2.
Our main result is
Theorem 2.1. Fix ξ ∈ (0, 1). There exists constants c, C ∈ (0,+∞) such that for
L > 1 the following holds.
(1) Let I ⊂ ΣSDL be a compact interval. Then
|E tr 1I(Hω(Λ))−N(I)|Λ|| ≤ C exp(−cL
ξ). (2.7)
As a consequence, if |N(I)| ≥ C exp(−cLξ) we get the Wegner estimate:
E(tr 1I(Hω(Λ))) ≤ 2N(I)|Λ|. (2.8)
(2) (High order Minami) Given n ≥ 2 and I1 ⊂ · · · ⊂ In ⊂ ΣSDL intervals so
that |N(In)| ≥ C exp(−cLξ),
E
(
n∏
k=1
(tr1Ik(Hω(Λ))− k + 1)
)
≤ 2
(
n−1∏
k=1
‖ρ‖∞|Ik||Λ|
)
N(In)|Λ|. (2.9)
In particular, for n = 2, if |N(I)| ≥ C exp(−cLξ), we get the Minami
estimate:
E [tr 1I(Hω(Λ))(tr 1I(Hω(Λ))− 1)] ≤ 2N(I)|I||Λ|
2. (2.10)
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Remark 2.1. (i) The constant 2 in (2.8), (2.9) and (2.10) can be replaced by any
constant larger than 1, provided |Λ| is large enough.
(ii) The improved Minami estimates can also be proved for the continuous Anderson
models considered in [CGK10, CGK11] near the bottom of the spectrum.
2.2. Local spectral statistics. We shall combine Theorem 2.1 with the descrip-
tion of the eigenvalues ofHω(Λ) obtained in the paper [GKl10] to obtain new results
for the spectral statistics of the Anderson model. In particular, the improved Mi-
nami estimate enables us to remove the restriction on the smallness of the density
of states that was imposed in [GKl10, Kl10] to obtain results locally in energy.
Consider the eigenvalues of Hω(Λ) ordered increasingly and repeated according
to multiplicity and denote them by
E1(ω,Λ) ≤ E2(ω,Λ) ≤ · · · ≤ E|Λ|(ω,Λ).
Following [Min07, Min11], define the unfolded eigenvalues as
0 ≤ N(E1(ω,Λ)) ≤ N(E2(ω,Λ)) ≤ · · · ≤ N(E|Λ|(ω,Λ)) ≤ 1.
Let E0 be an energy in ΣSDL. The unfolded local level statistics near E0 is the
point process defined by
Ξ(ξ;E0, ω,Λ) =
∑
j≥1
δξj(E0,ω,Λ)(ξ), (2.11)
where
ξj(E0, ω,Λ) = |Λ|(N(Ej(ω,Λ))−N(E0)). (2.12)
The unfolded local level statistics are described by
Theorem 2.2. Pick E0 be an energy in ΣSDL such that the integrated density of
states satisfies, for some ρ ∈ (0, 1/d), ∃ a0 > 0 s.t. ∀a ∈ (−a0, a0) ∩ (Σ− E0),
|N(E0 + a)−N(E0)| ≥ e
−|a|−ρ . (2.13)
When |Λ| → +∞, the point process Ξ(E0, ω,Λ) converges weakly to
• a Poisson point process on the real line with intensity 1 if E0 ∈
◦
Σ, the
interior of Σ.
• a Poisson point process on the half line with intensity 1 if E0 ∈ ∂Σ, the half-
line being R+ (resp. R−) if (E0−ε, E0)∩Σ = ∅ (resp. (E0, E0+ε)∩Σ = ∅)
for some ε > 0.
The main improvement over [GKl10, Theorem 1.2] is that the decay in assump-
tion (2.13) can be taken exponential (compare with [GKl10, (1.12)]); it does not
depend anymore on the Minami estimate.
In [GKl10], we state and prove stronger uniform results for the convergence to
Poisson of the local unfolded statistics (see [GKl10, Theorems 1.3 and 1.6]). In
the present case, these results still hold under assumption (2.13). Moreover, the
size of intervals over which the uniform convergence of Poisson statistics is proved
in [GKl10] can be notably improved thanks to the improved Wegner and Minami
estimates of Theorem 2.1 if the density of states is zero at the point E0. We refer
to Remark 4.1 for further precisions.
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2.3. Local spectral statistics at spectral edges. In dimension one, for any H0
(thus, in particular, for the free Laplace operator), the condition (2.13) is satisfied
at all the spectral edges, i.e. in the Lifshitz tails region as the Lifshitz exponent is
1/2 if the density g does not decay too fast at the edges of its support (see [Kl98]).
So, we get the Poisson behavior for the unfolded eigenvalues at all the spectral
edges, namely,
Theorem 2.3. Assume d = 1. Let E0 ∈ ∂Σ.
When |Λ| → +∞, the point process Ξ(E0, ω,Λ) converges weakly to a Poisson point
process on the half line with intensity 1 if E0 ∈ ∂Σ, the half-line being R+ (resp.
R
−) if (E0 − ε, E0) ∩ Σ = ∅ (resp. (E0, E0 + ε) ∩ Σ = ∅) for some ε > 0.
To the best of our knowledge, this is the first proof of Poisson asymptotics for
the unfolded eigenvalues at the spectral edges. In [GrMS90, T00], for fixed k, the
authors studied the joint law of the first k eigenvalues of special one-dimensional
random (continuous) models; for these models, the density of states N(E) can be
computed explicitly.
Theorem 2.3 admits an analogue for the continuous Anderson model in one di-
mension (with or without a background periodic potential) provided the single site
potential satisfies the assumptions of [CGK10, CGK11], the study of Lifshitz tails
at band edges being a classical result (see e.g. [Mez93]).
In higher dimensions, if H0 is the free Laplace operator, the Lifshitz exponent at
spectral edges is usually d/2, even more so at the bottom of the spectrum (see
e.g. [KirM07, Kl99, Kl01]); so condition (2.13) is not satisfied in this case. Never-
theless, it may be satisfied if H0 is not the free Laplace operator as we shall see
now.
By assumption, the function h defined n (2.3) is real analytic on Td = Rd/(2πZd).
Under some additional assumptions on h near its, say, minimum, one can show that
condition (2.13) is satisfied near the infimum of the almost sure spectrum of Hω
(see e.g. [Kl98, Kl02b])
Theorem 2.4. Assume that min
θ∈Td
h(θ) = 0, that h−1(0) is discrete and that, for
θ0 ∈ h−1(0), there exists α > d/2 such that, for θ close to θ0, one has h(θ) ≤
|θ − θ0|α.
Let E− = inf Σ where Σ is the almost sure spectrum of Hω.
When |Λ| → +∞, the point process Ξ(E−, ω,Λ) converges weakly to a Poisson point
process on the half line R+ with intensity 1.
In the case of continuous models, the above analysis could also be useful in the
case of internal edges (see e.g. [KlW02]). It also presumably should be sufficient to
deal with the Anderson model in a constant magnetic field (see e.g. [KlR06, Kl09]).
However we note that for continuous models, the proofs of Minami’s estimate of
[CGK10] and [CGK11] do not readily extend to the gap situation.
2.4. Ergodicity of the local eigenvalue distribution. The local results of [Kl10]
can also be improved along the same lines. For J = [a, b] a compact interval such
that N(b) − N(a) = N(J) > 0 and a fixed configuration ω, consider the point
process
ΞJ(ω, t,Λ) =
∑
En(ω,Λ)∈J
δN(J)|Λ|[NJ(En(ω,Λ))−t] (2.14)
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under the uniform distribution in [0, 1] in t; here we have set
NJ (·) :=
N(·)−N(a)
N(b)−N(a)
. (2.15)
Theorem 2.5. Pick E0 ∈ ΣSDL.
Fix (IΛ)Λ a decreasing sequence of intervals such that sup
IΛ
|x| →
|Λ|→+∞
0. Assume
that, for some δ ∈ (0, 1), one has
|Λ|δ ·N(E0 + IΛ)→ +∞, (2.16)
and
if ℓ′ = o(L) then
N(E0 + IΛL+ℓ′ )
N(E0 + IΛL)
→
|Λ|→+∞
1. (2.17)
Then, ω-almost surely, the probability law of the point process ΞE0+IΛ(ω, ·,Λ) under
the uniform distribution 1[0,1](t)dt converges to the law of the Poisson point process
on the real line with intensity 1.
The main improvement over [Kl10, Theorem 1.5] is that there is no restriction
anymore on the relative sizes of N(E0 + IΛ) and |IΛ| respectively the density of
states measure and the length of E0 + IΛ.
2.5. Eigenvalue spacings statistics. As a consequence of Theorem 2.5, using
the results of [Min07], we obtain the following result which improves upon [GKl10,
Theorem 1.5] and [Kl10, Theorem 1.5] in the sense that we cover a larger region of
energies and the required lower bound on the IDS is relaxed.
Theorem 2.6. Fix E0 ∈ ΣSDL and (IΛ)Λ a decreasing sequence of intervals satis-
fying (2.16) and (2.17).
Define
δNj(ω,Λ) = |Λ|(N(Ej+1(ω,Λ))−N(Ej(ω,Λ))) ≥ 0. (2.18)
Define the empirical distribution of these spacings to be the random numbers, for
x ≥ 0
DLS(x;E0 + IΛ, ω,Λ) =
#{j; Ej(ω,Λ) ∈ E0 + IΛ, δNj(ω,Λ) ≥ x}
N(E0 + IΛ,Λ, ω)
, (2.19)
where N(E0 + IΛ,Λ, ω) is the random number of eigenvalues of Hω(Λ) in E0 + IΛ.
Then, with probability 1, as |Λ| → +∞, DLS(x;E0+ IΛ, ω,Λ) converges uniformly
to the distribution x 7→ e−x, that is, with probability 1,
sup
x≥0
∣∣DLS(x;E0 + IΛ, ω,Λ)− e−x∣∣ →
|Λ|→+∞
0. (2.20)
Spacings statistics over intervals of macroscopic size are also available (see [GKl10,
Theorem 1.6] and [Kl10, Theorem 1.2]) in the present context.
2.6. A large deviation and a central limit theorem for the eigenvalue
counting function. Finally, in some regimes, we also can improve upon the large
deviation estimate obtained for the eigenvalue counting function in [GKl10, Theo-
rem 1.9] for which we also prove a central limit theorem in
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Theorem 2.7. For L > 1, let Λ = ΛL. Pick a sequence of compact intervals
IΛ ⊂ ΣSDL so that, for some 1 ≤ β ≤ β′ < α′ ≤ α <∞, for all L, one has
|IΛ|
−α′ . |Λ| . |IΛ|
−α and |IΛ|
β′ . N(IΛ) . |IΛ|
β. (2.21)
Set ν0 =
1
α− β
min
(
α′ − β′,
1
d+ 1
)
.
(1) Large deviation estimate. For ε > 0 small enough (depending on ν0),
we have
P
{
|tr1IΛ(Hω(Λ))−N(IΛ)|Λ|| ≥ (N(IΛ)|Λ|)
max( 1
2
,1−ν0)+ε
}
≤ exp (−(N(IΛ)|Λ|)
ε) .
(2) Central limit theorem. Assume ν0 >
1
2 . Then the random variable
tr 1IΛ(Hω(Λ))−N(IΛ)|Λ|
(N(IΛ)|Λ|)
1
2
converges in law to the standard Normal distribution.
We first point out that only the size of the intervals IΛ matters, more precisely,
their relative size compared to the volume and the density of states (see (2.21)). In
particular, the intervals IΛ need not be centered at a given point.
Let us also note that, by the standard Wegner estimate (W), one can always pick
β = 1.
Let us close this section with a brief outline of the paper. In Section 3, we prove
the enhanced Wegner and Minami estimates, namely Theorem 2.1. Then, we turn
to the proofs of the results on spectral statistics. In Section 4, we prove
• three different theorems of approximation of the eigenvalues of Hω(Λ) by
eigenvalues on smaller cubes as in [GKl10, Theorems 1.15 and 1.16] (each
theorem being optimized according to a given point of view),
• the distribution functions of these approximated eigenvalues as in [GKl10,
Lemma 2.1].
In Section 5, we derive the spectral statistics theorem per se, namely Theorem 2.2,
Theorem 2.5, Theorem 2.6 and Theorem 2.7 .
3. The proofs of the enhanced Wegner and Minami estimates
We start with the proof of Theorem 2.1. Then, we use it to derive the distribution
of the “unique” eigenvalue of Hω(Λ) in I when N(I)|Λ| is small.
3.1. Proof of the improved Wegner and Minami estimates.
Proof of Theorem 2.1. The proof of point (1) is analogous to that of [GKl10, Lemma
2.2]. The main gain is obtained by the use of covariance which relies on the specific
approximations we take for the finite volume Hamiltonians.
To that end, note that by covariance
E[tr 1IΛ(Hω(Λ))] = |Λ|E[tr(χ01IΛ(Hω(Λ))χ0)]. (3.1)
Recall (2.5): the increase of the integrated density of states of Hω on IΛ is given
by
N(IΛ) = N(bΛ)−N(aΛ) = E[tr(χ01IΛ(Hω)χ0)].
8 FRANC¸OIS GERMINET AND FRE´DE´RIC KLOPP
To control |E[tr(χ01IΛ(Hω(Λ))χ0)]− E[tr(χ01IΛ(Hω)χ0)]|, we use localization es-
timates after having smoothed out the characteristic function. Let fδ be a C∞
and compactly supported function such that fδ = 1 in IΛ, and fδ = 0 outside a
neighborhood of length δ of IΛ (δ is small enough so that the support of fδ lies in
ΣSDL). Note that, by Wegner’s estimate (W) and the Lipschitz continuity of N ,
|E[tr(χ0[1IΛ(Hω(Λ))− fδ(Hω(Λ))]χ0)]|+ |E[tr(χ0(1IΛ(Hω)− fδ(Hω))χ0)]| ≤ Cδ.
(3.2)
To estimate |E[tr(χ0(fδ(Hω(Λ))− fδ(Hω))χ0)]|, we use a Helffer-Sjo¨strand formula
to represent fδ(Hω(Λ)) and fδ(Hω). As the support of fδ lies in the localization
region and as f is of C∞ regularity, the exponential decay estimate for the resolvents
of Hω(Λ) and Hω imply that, for ξ
′ ∈ (ξ, 1), there exists C > 0 such that, for Λ
sufficiently large (see e.g. the computation of [CGK10, (6.23)]), one has,
|E[tr(χ0(fδ(Hω(Λ))− fδ(Hω))χ0)]| ≤ δ
−Ce−ℓ
ξ′
.
We set δ = e−ℓ
ξ′′
with ξ′′ ∈ (ξ, ξ′). Plugging this into (3.2) and (3.1) yields (2.7)
and completes the proof of (2.7). We turn to point (2) and shall take advantage
of the strategy introduced in [CGK10] to prove a Minami estimate from spectral
averaging and Wegner estimate. We adapt [CGK09, Theorem 2.3] to get Minami’s
estimate in its generalized form. The proof is the same except at the very last
step, [CGK09, (4.17)], where the estimate (2.8) is used in replacement of the usual
Wegner bound. 
Remark 3.1. The periodic boundary conditions imposed upon the restrictions
Hω(Λ) are important as they enable us to preserve covariance.
This covariance for the restricted operators can also be achieved for some continuous
models e.g. for models having the following structure
Hω = H0 +
∑
γ∈Zd
V (x − γ, ωγ) (3.3)
where (ωγ)γ are i.i.d. random variables and H0 is e.g. Z
d-periodic.
Then, for Λ = [0, L]d, as local restriction Hω(Λ), one considers the restriction of
following LZd-periodic operator to Λ
HLω = H0 +
∑
β∈Zd
∑
γ∈Λ
V (x− γ − Lβ, ωγ).
It is well known that such restrictions yield very fast convergence towards the
integrated density of states (see e.g. [Kl99, Kl02a]).
This can be used for the continuous Anderson model considered in [CGK10].
3.2. The distribution of the “local” eigenvalues. Consider a cube Λ of side
length ℓ and an interval IΛ = [aΛ, bΛ] ⊂ I (i.e. IΛ is contained in the localization
region). Consider the following random variables:
• X = X(Λ, IΛ) is the Bernoulli random variable
X = 1Hω(Λ) has exactly one eigenvalue in IΛ ;
• E˜ = E˜(Λ, IΛ) is the eigenvalue of Hω(Λ) in IΛ conditioned on X = 1;
• ξ˜ = ξ˜(Λ, IΛ) = (E˜(Λ, IΛ)− aΛ)/|IΛ|.
ENHANCED WEGNER AND MINAMI ESTIMATES AND APPLICATIONS 9
Clearly ξ˜ is valued in [0, 1]; let Ξ˜ be its distribution function.
In the present section, we will describe the distribution of these random variables
as |Λ| → +∞ and |IΛ| → 0. We prove
Lemma 3.1. For any ν ∈ (0, 1) and K compact interval in ΣSDL , there exists
C > 1 such that, for Λ = Λℓ and IΛ ⊂ K such that N(IΛ) ≥ e−ℓ
ν/C , one has
P(X = 1) = N(IΛ)|Λ|
(
1 +O(|IΛ||Λ|) +O
(
e−ℓ
ν
))
(3.4)
where O(·) are locally uniform in ΣSDL.
Moreover, for (x, y) ∈ [0, 1], one has
(Ξ˜(x) − Ξ˜(y))P (X = 1) =
[N(aΛ + x|IΛ|)−N(aΛ + y|IΛ|)] |Λ| (1 +O(|x− y||IΛ||Λ|)
+O
(
(|x − y|)−Ce−ℓ
ν/C
)
(3.5)
where O(·) are locally uniform in ΣSDL.
This lemma is to be compared with [GKl10, Lemma 2.1]; it gives a fairly good
description of the random variables X and ξ˜ if |IΛ||Λ| ≪ 1.
Proof of Lemma 3.1. We follow the proof of [GKl10, Lemma 2.1]. Using (2.10), the
estimate [GKl10, (2.5)] becomes
0 ≤ E(tr[1IΛ(Hω(Λ))]) − P(X = 1) ≤ CN(IΛ)|IΛ||Λ|
2
Thus, the proof of [GKl10, Lemma 2.1] yields
P(X = 1) = N(IΛ)|Λ|(1 +O(|IΛ||Λ|) +O
(
|IΛ|
−Ce−ℓ
ν/C
)
(3.6)
Recall that, by Wegner’s estimate, N(IΛ)|Λ| ≤ C|IΛ||Λ|. Thus, as N(IΛ) ≥ e−ℓ
ν/C ,
enlarging possibly C, one obtains (3.4).
Replacing IΛ with the interval Ix,y,Λ in the estimation of P (X = 1) yields the proof
of (3.5).
The proof of Lemma 3.1 is complete. 
4. Box reduction and description of the eigenvalues
After giving a precise description of ΣSDL, we shall state three different reduc-
tions, that improve on the ones given in [GKl10] thanks to Theorem 2.1. Each of
them is optimized according to a given point of view, depending on the applica-
tion it will be used for (Poisson statistics, local ergodicity of eigenvalues and level
spacings statistics, or deviation estimates and CLT).
4.1. The strong dynamical localization regime. Before turning to the local
description of the eigenvalues, let us underline that we will give this description in
the discrete setting. In particular, we will use the fact that in the localization region
ΣSDL, we have true exponential decay. In the continuous setting, one generally only
has sub-exponential decay (see e.g. [ASFH01, GK04, GKl10]). The only change that
this implies is that the length scales of size log |Λ| have to be replaced by length
scales of size log1/ξ |Λ| (for some ξ ∈ (0, 1)).
We first recall
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Theorem 4.1 ([GKl10]). Let I ⊂ Σ be a compact interval and assume that Weg-
ner’s estimate (W) holds in I. For L given, consider Λ = ΛL(0) a cube of side
length L centered at 0, and denote by ϕω,Λ,j, j = 1, · · · , tr1I(Hω(Λ)), the normal-
ized eigenvectors of Hω(Λ) with corresponding eigenvalue in I. The following are
equivalent
(1) I ⊂ ΣSDL
(2) For all E ∈ I, there exists θ > 3d− 1,
lim sup
L→∞
P
{
∀x, y ∈ Λ, |x− y| ≥
L
2
, ‖χx(Hω(Λ)− E)
−1χy‖ ≤ L
−θ
}
= 1. (4.1)
(3) There exists ξ ∈ (0, 1),
sup
y∈Λ
E
{∑
x∈Λ
eξ|x−y| sup
j
‖ϕω,Λ,j‖x‖ϕω,Λ,j‖y
}
<∞. (4.2)
(4) There exists ξ ∈ (0, 1),
sup
y∈Λ
E
{∑
x∈Λ
eξ|x−y| sup
j
‖ϕω,Λ,j‖x‖ϕω,Λ,j‖y
}
<∞. (4.3)
(5) There exists ξ ∈ (0, 1),
sup
y∈Λ
E


∑
x∈Λ
eξ|x−y| sup
supp f⊂I
|f |≤1
‖χxf(Hω(Λ))χy‖2

 <∞. (4.4)
(6) There exists ξ ∈ (0, 1),
sup
y∈Λ
E


∑
x∈Λ
eξ|x−y| sup
supp f⊂I
|f |≤1
‖χxf(Hω(Λ))χy‖2

 <∞. (4.5)
(7) There exists ξ ∈ (0, 1),
sup
y∈Λ
sup
supp f⊂I
|f |≤1
E
{∑
x∈Λ
eξ|x−y|‖χxf(Hω(Λ))χy‖2
}
<∞. (4.6)
(8) (SUDEC for finite volume with polynomial probability) For all p > d, there
is q = qp,d so that for some ξ ∈ (0, 1), for any L large enough, the following
holds with probability at least 1−L−p: for any eigenvector ϕω,Λ,j of Hω,Λ,
with energy in I, for any (x, y) ∈ Λ2, one has
‖ϕω,Λ,j‖x‖ϕω,Λ,j‖y ≤ L
qe−ξ|x−y|. (4.7)
(9) (SULE for finite volume with polynomial probability) For all p > d, there is
q = qp,d so that, for some ξ ∈ (0, 1), for any L large enough, the following
holds with probability at least 1−L−p: for any eigenvector ϕω,Λ,j of Hω,Λ,
with energy in I, there is a center of localization xω,Λ,j ∈ Λ, so that for any
x ∈ Λ, one has
‖ϕω,Λ,j‖x ≤ L
qe−ξ|x−xω,Λ,j|. (4.8)
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(10) (SUDEC for finite volume with sub-exponential probability) For all ν, ξ ∈
(0, 1), ν < ξ, for any L large enough, the following holds with probability
at least 1− e−L
ν
: for any eigenvector ϕω,Λ,j of Hω,Λ, with energy in I, for
any (x, y) ∈ Λ2, one has
‖ϕω,Λ,j‖x‖ϕω,Λ,j‖y ≤ e
2Lνe−ξ|x−y|. (4.9)
(11) (SULE for finite volume with sub-exponential probability)For all ν, ξ ∈
(0, 1), ν < ξ, for any L large enough, the following holds with probabil-
ity at least 1− e−L
ν
: for any eigenvector ϕω,Λ,j of Hω,Λ, with energy in I,
there is a center of localization xω,Λ,j ∈ Λ, so that for any x ∈ Λ, one has
‖ϕω,Λ,j‖x ≤ e
2Lνe−ξ|x−xω,Λ,j|. (4.10)
Moreover one can pick q = p+ d in (8) and q = p+ 32d in (9).
4.2. Controlling all the eigenvalues. Assume E0 is such that (2.13) holds for
some ρ ∈ (0, 1/d). Let us first explain why the restriction ρ < 1/d is necessary.
For an interval IΛ to contain a large number of eigenvalues of Hω(Λ) (at least in
expectation), one needs that N(IΛ)|Λ| be large. On the other hand, as we shall
see in the proof of the next result, we also need that |IΛ|(log |Λ|)d be small. This
second restriction is essentially enforced by the localization of the eigenfunctions
in region of (linear) size log |Λ|. These two requirements can only be met if (2.13)
holds.
We prove
Theorem 4.2. Assume E0 is such that (2.13) holds for some ρ ∈ (0, 1/d). Fix
0 < dρ < ρ′ < ρ′′ < 1 and 0 < α < min(d/ρ′ − d/ρ′′, 1/ρ− d/ρ′). Pick IΛ centered
at E0 such that N(IΛ)|Λ| = log
α |Λ|. For L sufficiently large and ℓ = log1/ρ
′
L, we
have a decomposition of Λ into disjoint cubes of the form Λℓ(γj) := γj + [0, ℓ]
d:
• ∪jΛℓ(γj) ⊂ ΛL,
• dist(Λℓ(γj),Λℓ(γk)) ≥ log
1/ρ′′ |Λ| if j 6= k,
• dist(Λℓ(γj), ∂Λ) ≥ log
1/ρ′′ |Λ|
• |ΛL \ ∪jΛℓ(γj)| . |Λ| log
d/ρ′′−d/ρ′ |Λ|,
such that, there exists a set of configurations ZΛ s.t.:
• P(ZΛ) ≥ 1− (logL)
−(min(d/ρ′−d/ρ′′,1/ρ−d/ρ′)−α)/2,
• for ω ∈ ZΛ, each centers of localization associated to Hω(Λ) belong to some
Λℓ(γj) and each box Λℓ(γj) satisfies:
(1) the Hamiltonian Hω(Λℓ(γj)) has at most one eigenvalue in IΛ, say,
E(ω,Λℓ(γj));
(2) Λℓ(γj) contains at most one center of localization, say xkj (ω,L), of an
eigenvalue of Hω(Λ) in IΛ, say Ekj (ω,L);
(3) Λℓ(γj) contains a center xkj (ω,L) if and only if σ(Hω(Λℓ(γj)))∩IΛ 6=
∅; in which case, one has, with ℓ′ = log−1/ρ
′′
L,
|Ekj (ω,L)− E(ω,Λℓ(γj))| ≤ e
−ℓ′ and dist(xkj (ω,L),ΛL \ Λℓ(γj)) ≥ ℓ
′. (4.11)
In particular, if ω ∈ ZΛ, all the eigenvalues of Hω(Λ) are described by (4.11).
Remark 4.1. (i) In Theorem 4.2, the condition N(IΛ)|Λ| = log
α |Λ| does not,
in general, provide the largest possible interval IΛ where our analysis works. It
is chosen so as to work in all regimes provided (2.13) holds; it is optimal only
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in regimes where the integrated density of states N(IΛ) is exponentially small in
|IΛ|−1. In other regimes, one may actually take N(IΛ)|Λ| larger. Note that, as in
Theorem 4.2, one has |IΛ|ℓd ≪ 1, Lemma 3.1 gives a precise description of:
• the probability distribution of the γ’s for which Hω(Λℓ(γ)) has exactly one
eigenvalue in IΛ,
• the distribution of this eigenvalue when this is the case
(ii) If the integrated density of states N(IΛ) is exponentially small in |IΛ|−1 then
as pointed out in (4.12) below, the typical size of intervals where we can control all
the eigenvalues, and thus prove Poisson convergence, is of order an inverse power
of log |Λ|. This should be compared to [GKl10] where the admissible size for |IΛ|
was of order |Λ|−α, with α > (1 + (d + 1)−1)−1 (see [GKl10, (1.43)] with ρ = 1
and ρ′ = 0). If now we have N(IΛ) ≍ |IΛ|1+ρ
′
, ρ′ ≥ 0, then the admissible size
for |IΛ| is of order |Λ|−α, with α > (1 + ρ′ + (d + 1)−1)−1, with no restriction on
ρ′ (compare to [GKl10, (1.12)]). In particular α can be close to zero if ρ′ is large.
These improvements are direct consequences of the improved Wegner and Minami
estimates of Theorem 2.1 above.
Proof of Theorem 4.2. As N(IΛ)|Λ| = log
α |Λ|, assumption (2.13) yields, for |Λ|
sufficiently large,
|IΛ| ≤ 2 log
−1/ρ |Λ|. (4.12)
We follow the proof of [GKl10, Theorem 1.15]. First we note that, by the local-
ization property (Loc), we need ℓ to be larger than log1/ρ
′
L for some large C to
get (4.11). With the choices made in Theorem 4.2, the estimate (3.1) in [GKl10]
becomes
P(#Sℓ,L ≥ 1) .
Ld
logd/ρ
′
L
N(IΛ)|IΛ|(logL)
2d/ρ′ . Ld
(
logd/ρ
′
L
)
N(IΛ)|IΛ|
. logα−(1/ρ−d/ρ
′) L
(4.13)
by our choice of IΛ.
In the same way, the estimate (3.3) in [GKl10] becomes
P(Hω(Λ) has a localization center in Υ)
. |Υ|N(IΛ)
. |IΛ|
−1N(IΛ)|IΛ||Λ|
(
logd/ρ
′′−d/ρ′ |Λ|
)
. logα−d(1/ρ
′−1/ρ′′) |Λ|
(4.14)
by our choice of IΛ.
This completes the proof of Theorem 4.2. 
4.3. Controlling most eigenvalues. We will give two versions of this reduction.
In Theorem 4.3, the first version, we consider region where the density of states
is not too small: it can be polynomially small to any order but not smaller. In
this region, we give a version of the reduction that minimizes the estimate on the
probability of the bad set (where our description does not work) as well as the
number of eigenvalues that is not described by our scheme.
In Theorem 4.4, the second version of the reduction theorem, we want to allow
exponentially small density of states as in Theorem 4.2. The control will still be
ENHANCED WEGNER AND MINAMI ESTIMATES AND APPLICATIONS 13
obtained with a good probability but we don’t control as many eigenvalues. This
version is used in the proofs of Theorems 2.5 and 2.6.
The reduction goes back to the results obtained in [GKl10, Theorem 1.14] and im-
proves upon it. We follow the proof of that result and only indicate the differences.
Theorem 4.3. Set ℓ′ = R log |Λ| with R large and consider intervals IΛ ⊂ ΣSDL.
Assume that for some 1 ≤ β ≤ β′ < α′ ≤ α <∞, for |Λ| large, we have
|IΛ|
−α′ . |Λ| . |IΛ|
−α and |IΛ|
β′ . N(IΛ) . |IΛ|
β
Set
δ0 = (α− β)
−1 > 0, ζ =
α− β
α′ − β′
≥ 1, ν0 = min
(
ζ−1,
δ0
d+ 1
)
≤ 1. (4.15)
Note that ν0ζ ≤ 1.
For any ν < ν0 and κ ∈ (0, 1), there exists
• a decomposition of ΛL into O(|Λ|/ℓdΛ) disjoint cubes of the form Λℓ(γj) :=
γj + [0, ℓ]
d, where ℓ ∼ (|IΛ|ℓ′)
− 1
d+1 , so that:
– ∪jΛℓ(γj) ⊂ ΛL,
– dist(Λℓ(γj),Λℓ(γk)) ≥ ℓ′ if j 6= k,
– dist(Λℓ(γj), ∂Λ) ≥ ℓ′
– |ΛL \ ∪jΛℓ(γj)| . |Λ|ℓ′/ℓ,
• a set of configurations ZΛ satisfying P(ZΛ) ≥ 1−exp
(
−(N(IΛ)|Λ|)
δκ,ν/C
)
,
with δκ,ν = min(1− νζ, κν) ∈]0,
1
2 [,
such that, for |Λ| sufficiently large (depending only on β, β′, α, α′, ν and κ),
• for all ω ∈ ZΛ, there exists at least
|Λ|
ℓd
(1 + o (1)) disjoint boxes Λℓ(γj)
satisfying the properties (1), (2) and (3) described in Theorem 4.2 with
ℓ′ = R log |Λ|,
• the number of eigenvalues of Hω,L that are not described by the above picture
is bounded by C(N(IΛ)|Λ|)γκ,ν , with γκ,ν = 1− (1− κ)ν ∈]0, 1[.
Particular cases:
• If |IΛ| ≍ |Λ|−α
−1
and N(IΛ) ≍ |IΛ|β, then ζ = 1.
• If n(E) > 0 and IΛ’s are centered at E, then β = β′ = 1.
Proof of Theorem 4.3. We proceed as in [GKl10, Proof of Theorem 1.14] but take
advantage of Theorem 2.1 above.
By assumption, we have
|IΛ|
−(α′−β′) . N(IΛ)|Λ| . |IΛ|
−(α−β). (4.16)
or equivalently, with notations defined in (4.15),
(N(IΛ)|Λ|)
−ζδ0 . |IΛ| . (N(IΛ)|Λ|)
−δ0 . (4.17)
First, use in the reduction procedure (2.8) and (2.10) as the Wegner and Minami
estimates. As in [GKl10], we consider a collection of O(|Λ|ℓ−d) boxes Λℓ(γj) two
by two distant by at least ℓ′, and such that |Λ \ ∪jΛℓ(γj)| . |Λ|ℓ′/ℓ. Let Sℓ,L be
the set of boxes Λℓ(γj) ⊂ Λ containing at least two centers of localization of Hω,L
(see the proof of [GKl10, Theorem 1.16] for more details). Set
K := 4eN(IΛ)|Λ||IΛ|ℓ
d (4.18)
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Then, by (2.10),
P(#Sℓ,L ≥ K) . 2
−K . (4.19)
Next, cover Λ \ ∪jΛℓ(γj) with a partition of boxes Λℓ′(γ′j) and let S
′
ℓ,L be the set
of boxes Λℓ′(γj) ⊂ Λ containing at least one center of localization of Hω,L (see the
proof of [GKl10, Theorem 1.16] for more details). Set
K ′ := 2d+1N(IΛ)|Λ|
ℓ′
ℓ
. (4.20)
It follows from (2.8) that
P(#S ′ℓ,L ≥ K
′) . 2−K
′
. (4.21)
To evaluate the number of eigenvalues of Hω(Λ) we may miss because of this reduc-
tion, we need to control the number of centers xk(ω,Λ) that may fall into K boxes
of Sℓ,L and K ′ boxes of S ′ℓ,L. In [GKl10] we used the crude deterministic bound
given by the volume of the considered boxes. Here we estimate this number using
the high order Minami estimate (2.9). Given an integer r ≥ 1, it follows from (2.9)
that
P
{
∃ a box Λℓ(γj) s.t.
tr1IΛ(Hω(Λℓ(γj))) ≥ r
}
.
|Λ|
ℓd
P{tr1IΛ(Hω(Λℓ)) ≥ r}
.
1
r!
N(IΛ)|Λ|(C|IΛ|ℓ
d)r−1
. N(IΛ)|Λ|
(
C|IΛ|ℓd
r
)r−1
.
(4.22)
In the same way, we have, for r′ ≥ 1 an integer,
P
{
∃ a box Λℓ′(γ
′
j) s.t.
tr 1IΛ(Hω(Λℓ′(γ
′
j))) ≥ r
′
}
.
|Λ|
ℓd
ℓ′
ℓ
P{tr1IΛ(Hω(Λℓ′)) ≥ r
′}
≤ N(IΛ)|Λ|
(
ℓ′
ℓ
)d+1(
C|IΛ|(ℓ′)d
r′
)r′/C−1
.
(4.23)
The additional constant C in the exponent in the right hand side of (4.23) comes
form the fact that the Hamiltonians (Hω(Λℓ′)Λℓ′∈S′ℓ,L need not be independent, but
there are finitely many subfamilies of independent Hamiltonians.
We pick r ≍ r′ ≍ (N(IΛ)|Λ|)δ, with δ > 0 to be chosen later. We thus end up with
(4.22), (4.23) . exp(−(N(IΛ)|Λ|)
δ). (4.24)
Hence, with a probability at least 1−exp(−(N(IΛ)|Λ|)δ), the number of eigenvalues
of Hω(Λ) we miss with our reduction is bounded by
C(K +K ′)(N(IΛ)|Λ|)
δ. (4.25)
We now optimize in ℓ by requiring K ∼ K ′, that is
|IΛ|ℓ
d =
ℓ′
ℓ
. (4.26)
In other terms we choose ℓ = (|IΛ|ℓ′)
− 1
d+1 . So that any K,K ′ satisfying
K ∼ K ′ & K0 := (N(IΛ)|Λ|)|IΛ|
1
d+1 (ℓ′)1+
1
d+1 , (4.27)
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is good enough. To ensure that K and K ′ grow fast enough (in order to get a fast
decaying probability in (4.19) and (4.21)), we actually enlarge them and set for any
ν < ν0 (note that log(N(IΛ)|Λ|) ≍ log |Λ|),
K ∼ K ′ ∼ (N(IΛ)|Λ|)|IΛ|
νδ−10 . (4.28)
Taking (4.17) into account, we have the following lower and upper bound,
(N(IΛ)|Λ|)
1−νζ . K ∼ K ′ . (N(IΛ)|Λ|)
1−ν . (4.29)
Next, let κ ∈]0, 1[ be given, and fix δ above so that δ = κν. It follows from (4.19),
(4.21), (4.24), (4.25) and (4.29) that the number of missing eigenvalues is bounded
by 1− exp(−(N(IΛ)|Λ|)1−ζν)− exp(−(N(IΛ)|Λ|)κν). At last, to see that δκ,ν <
1
2 ,
note that min(1− ζν, κν) ≤ (1+ ζκ−1)−1 < 12 , since κ < 1 and ζ ≥ 1. The theorem
follows. 
We now turn to the second version of our reduction theorem. One has
Theorem 4.4. Pick ρ ∈ (0, 1/d). For a cube Λ = ΛL, consider an interval IΛ =
[aΛ, bΛ] ⊂ I, I a fixed compact in ΣSDL. Pick ρ < ρ
′ < ρ′′ < 1/d.
There exists α0 > 0 such that, for α0 ≤ α < α′, if (IΛ) satisfies
logα |Λ| ≤ N(IΛ)|Λ| ≤ log
α′ |Λ| and N(IΛ) e
|IΛ|
−ρ
≥ 1. (4.30)
then, picking (ℓ˜Λ, ℓ
′
Λ) such that
ℓ˜dΛ|IΛ| ≍ log
1/ρ′−1/ρ |Λ| and (ℓ′Λ)
d ≍ ℓ˜dΛ log
1/ρ′′−1/ρ′ |Λ|, (4.31)
there exists
• a decomposition of ΛL into disjoint cubes of the form ΛℓΛ(γj) := γj+[0, ℓΛ]
d
where ℓΛ = ℓ˜Λ(1 + o(1)) such that
– ∪jΛℓΛ(γj) ⊂ ΛL,
– dist(ΛℓΛ(γj),ΛℓΛ(γk)) ≥ ℓ
′
Λ if j 6= k,
– dist(ΛℓΛ(γj), ∂Λ) ≥ ℓ
′
Λ
– |ΛL \ ∪jΛℓΛ(γj)| . |Λ|ℓ
′
Λ/ℓΛ,
• a set of configurations ZΛ satisfying P(ZΛ) ≥ 1− e
− logα−2 |Λ|,
so that, for L sufficiently large (depending only on (α, α′, ρ, ρ′, ρ′′)), one has
• for ω ∈ ZΛ, there exists at least
|Λ|
ℓdΛ
(
1 +O
(
log1/ρ
′−1/ρ |Λ|
))
disjoint boxes
ΛℓΛ(γj) satisfying the properties (1), (2) and (3) described in Theorem 4.2
where ℓ′Λ in (4.11) satisfies (4.31);
• the number of eigenvalues of Hω(Λ) that are not described above is bounded
by
CN(IΛ)|Λ|
[
log1/ρ
′−1/ρ |Λ|+ log1/(dρ
′′)−1/(dρ′) |Λ|
]
.
In Theorem 4.4, our choice of parameters is made so as to allow as small as possible
density of states (see the second condition in (4.30)). The price to pay for this is
that the width of the interval IΛ may not be optimal in all regimes (compare the
first condition in (4.30) with the width of the intervals treated in [GKl10] when
N(IΛ) & |IΛ|1+ρ). It is nevertheless essentially optimal when N(IΛ) ≍ e−|IΛ|
−ρ
.
We also note that, in the proof of Theorem 4.4, the choice of ℓ = ℓΛ guarantees
that |IΛ|ℓ
d ≪ 1 (see (4.32)); thus, Lemma 3.1 gives a precise description of:
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• the probability distribution of the γ’s for which Hω(Λℓ(γ)) has exactly one
eigenvalue in IΛ,
• the distribution of this eigenvalue when this is the case
Proof of Theorem 4.4. We follow the proof of Theorem 4.3. First, note that, as in
the proof of Theorem 4.2, assumption (4.30) implies that
|IΛ| . log
−1/ρ |Λ|, log1/(dρ
′) |Λ| . ℓΛ, log
1/(dρ′′) |Λ| . ℓ′Λ (4.32)
With our choice of ℓΛ and ℓ
′
Λ, one estimates K defined in (4.18) and K
′ defined
in (4.20) by
logα+1/ρ
′−1/ρ |Λ| . K . logα
′+1/ρ′−1/ρ |Λ|
and logα+1/(dρ
′)−1/(dρ) |Λ| . K ′ . logα
′+1/(dρ′)−1/(dρ) |Λ|.
(4.33)
In the present case, the computations done in (4.22) and (4.23) give a too gross
estimate of the number of eigenvalues, or, equivalently, of the number of localization
centers, on which one cannot get a precise control if one wants to keep a good
probability estimate; this comes from the fact that the quantities N(IΛ)|Λ||IΛ|,
ℓ, ℓ′ may be powers of log |Λ|. We need to study more carefully the number of
eigenvalues missed by the description constructed in the proof of Theorem 4.3.
Therefore, we follow the ideas used in the proof of [Kl11, Theorem 4.1].
Let Γℓ,L be the set of cubes {Λℓ(γj); j} of the decomposition introduced in the proof
of Theorem 4.3. We partition Γℓ,L into 2
d sets such that, any two cubes Λℓ(γ) and
Λℓ(γ
′) in each set, the Hamiltonians Hω(Λℓ(γ)) and Hω(Λℓ(γ
′)) are independent.
Let these sets be (Γℓ,L,j)1≤j≤2d and their cardinality be N˜j := #Γℓ,L,j. One has
N˜j ≍ |Λ|ℓ−d.
For Λℓ(γk) ∈ Γℓ,L,j, set Xj,k = tr 1IΛ(Hω(Λℓ(γk))). These variables are i.i.d. and
their common distribution is described by 2.1.
We now want to estimate the maximal number of localization centers of Hω(Λ)
contained in boxes of (Γℓ,L)1≤j≤2d that each contain at least two centers (these
are the boxes of Sℓ,L in the notations of the proof of Theorem 4.3). We want to
show that this number is, with a probability close to 1, bounded by CK where K
is defined in (4.18) and C > 0 is a constant to be chosen.
Let Pr be the probability to have 2
d+1r localization centers of Hω(Λ) in cubes
containing at least two centers. We compute
Pr ≤
2d∑
j=1
r∑
nj=1
(
N˜j
nj
)
P
(
min
1≤k≤nj
Xj,k ≥ 2 and
nj∑
k=1
Xj,k ≥ 2r
)
≤
2d∑
j=1
r∑
nj=1
(
N˜j
nj
) ∑
l1+···+lnj≥2r
∀1≤k≤nj , lk≥2
nj∏
k=1
P (Xj,k = lk)
≤
2d∑
j=1
r∑
nj=1
(
N˜j
nj
) ∑
l1+···+lnj≥2(r−nj)
∀1≤k≤nj , lk≥0
nj∏
k=1
P (Xj,k = lk + 2) .
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Then, using (2.9) and the independence of the local Hamiltonians associated to
boxes in Γℓ,L,j, we obtain
Pr .
2d∑
j=1
r∑
nj=1
(
N˜j
nj
) ∑
l1+···+lnj≥2(r−n)
∀1≤k≤nj , lk≥0
(CN(IΛ)ℓ
d)nj (|IΛ|ℓd)2r−nj
(l1 + 1)! · · · (lnj + 1)!
.
2d∑
j=1
r∑
nj=1
1
nj!
(N˜jN(IΛ)ℓ
d)nj (|IΛ|ℓ
d)2r−nj
.
r∑
n=1
1
n!
(|Λ|N(IΛ))
n(|IΛ|ℓ
d)2r−n
.
(
Kη|IΛ|ℓ
d
)r
+
(
CK
ηr
)r
.
In the last estimate, we have cut the previous sum into two parts, the first when
n run from 0 to ηr and the second from ηr to r. We now choose η > 0 so that
ηα′ < 1/ρ−1/ρ′ (for α′ in (4.30), see also (4.33)). Recall that |IΛ|ℓd is small. Thus,
setting r = η−1CK for some large C > 0 and using (4.33), we obtain
Pr ≤ e
−K/C ≤ e− log
α−1 |Λ|/C . (4.34)
Now, as in the proof of Theorem 4.3, cover Λ \ ∪jΛℓ(γj) with a partition of boxes
Λℓ′(γ
′
j) (see the proof of [GKl10, Theorem 1.16] for more details). In the same way
as above, one estimates the maximal number of centers of localization contained in
the union of the boxes Λℓ′(γj) ⊂ Λ. Let P
′
r be the probability that this number
exceeds r. Then, for r = CK ′ (for some constant C > 0) where K ′ is defined
in (4.20), as above, we prove
P
′
r ≤ e
−K′/C ≤ e− log
α−1 |Λ|/C . (4.35)
Summing (4.34) and (4.35), taking into account (4.33) and (4.32), we obtain that,
for α sufficiently large and properly chosen (ρ′, ρ′′) ∈ (dρ, 1)2, with probability at
least 1− e− log
2 |Λ|, there are at most
C(K +K ′) . N(IΛ)|Λ|
[
log1/ρ
′−1/ρ |Λ|+ log1/(dρ
′′)−1/(dρ′) |Λ|
]
.
eigenvalues that are not accounted for by the description given in Theorem 4.4.
This completes the proof of Theorem 4.4. 
5. Applications to eigenvalue statistics: proofs
5.1. The proof of Theorem 2.7. First note that under the assumptions of The-
orem 2.7, the assumptions of Theorem 4.3 are fulfilled. We will use this decompo-
sition.
Let X = X(Λℓ, IΛ) the Bernoulli random variable equal to 1 if Hω,Λℓ has an eigen-
value in IΛ and zero otherwise. Recall that the distribution of this random variable
is described by (3.4) in Lemma 3.1.
To prove Theorem 2.7, we consider the collection of Bernoulli random variables
Xj := X(Λℓ(γj), IΛ), j = 1, · · · , N˜ defined by
• X(Λℓ(γ), IΛ) is defined in section 3.2
• the boxes (Λℓ(γj))1≤j≤N˜ are given by Theorem 4.3 and N˜ ≍ |Λ|/ℓ
d.
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Thus, the random variables (Xj)j are i.i.d.
We have
|tr1IΛ(Hω(Λ))−N(IΛ)|Λ|| ≤
∣∣∣∣∣∣tr1IΛ(Hω(Λ))−
N˜∑
j=1
Xj
∣∣∣∣∣∣+
∣∣∣∣∣∣
N˜∑
j=1
Xj −N(IΛ)|Λ|
∣∣∣∣∣∣
(5.1)
By Theorem 4.3, with a probability ≥ 1− exp
(
−c(N(IΛ)|Λ|)δκ,ν
)
we have∣∣∣∣∣∣tr1IΛ(Hω(Λ))−
N˜∑
j=1
Xj
∣∣∣∣∣∣ . (N(IΛ)|Λ|)γκ,ν . (5.2)
Next, the large deviation principle for i.i.d. (0, 1)-Bernoulli variables with expecta-
tion p gives, for δ ∈] 12 , 1[, yields (see e.g. [Dur96]),
P


∣∣∣∣∣∣
N˜∑
j=1
Xj − pN˜
∣∣∣∣∣∣ ≥ (pN˜)δ

 ≤ C exp(−cp(pN˜)2δ−1) , (5.3)
where the constant cp is uniformly bounded as p ↓ 0. We apply the latter with
p = P(X = 1). On the account of Lemma 3.1, (4.26) and (4.29), we have
|pN˜ −N(IΛ)|Λ|| . (N(IΛ)|Λ|)
1−ν . (5.4)
Combining (5.1), (5.2), (5.3) and (5.4) we obtain, for any δ′ ∈]0, 1[,
P
{
|tr1IΛ(Hω(Λ))−N(IΛ)|Λ|| ≤ (N(IΛ)|Λ|)
γκ,ν + (N(IΛ)|Λ|)
1−ν + (pN˜)
1
2
+ 1
2
δ′
}
≥ 1− exp
(
−(N(IΛ)|Λ|)
δκ,ν
)
− C exp
(
−cp(pN˜)
δ′
)
. (5.5)
Since γκ,ν > 1− ν, and choosing δ
′ = δκ,ν, we get
P
{
|tr1IΛ(Hω(Λ))−N(IΛ)|Λ|| ≤ 3(N(IΛ)|Λ|)
max(γκ,ν ,
1
2
+ 1
2
δκ,ν )
}
≥ 1− 2 exp
(
−(N(IΛ)|Λ|)
δκ,ν
)
. (5.6)
Taking κ sufficiently small, we get δκ,ν = κν. The result follows with ε = κν.
We turn to the proof of point (2) which follows from the previous analysis and the
central limit theorem for Bernoulli random variables, provided ν > 12 .
This completes the proof of Theorem 2.7.
5.2. The proofs of Theorems 2.2, 2.5 and 2.6. As already stated above, one
can follow verbatim the proofs of the corresponding results in [GKl10, Kl10]. Let
us just make a few comments on those proofs.
5.2.1. The proof of Theorem 2.2. The corresponding result is [GKl10, Theorem
1.2]. In [GKl10], we also have the stronger Theorems 1.3 and 1.6 that also have
their analogues in the present setting. Comparing (2.13) with the condition [GKl10,
(1.12)], we see that we have now only a local condition at E0 only. This gain is
obtained thanks to Lemma 3.1 and Theorem 4.2.
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5.2.2. The proofs of Theorem 2.5 and 2.6. The result corresponding to Theorem 2.5
is [Kl10, Theorem 1.4]. Theorem 2.6 is a then a consequence of Theorem 2.5, see
e.g. [Min11, Kl10]. Under uniform assuptions of the type N(J)e|J|
−ρ
≥ 1 for some
ρ ∈ (0, 1) and for all J ⊂ E0 + IΛ, one may as well follow the method developed
in [GKl10].
As we shall see, to prove Theorem 2.5 in the present case is easier than in [Kl10,
Theorem1.4]. The basic idea of the proof of asymptotic ergodicity in [Kl10, The-
orem 1.4] is, for a given interval E0 + IΛ, to split it into smaller intervals such
that, on most of these intervals, the assumptions of a reduction of the same type as
Theorem 4.4 is valid plus a remaining set of energies that only contains a negligible
fraction of the eigenvalues in E0 + IΛ. Then, one proves asymptotic ergodicity for
each of the small intervals. Therefore, one needs to use an analogue of Lemma 3.1
to control the eigenvalues. This imposes further restrictions on how one has to
choose the small intervals. In the present case, thanks to the improvement ob-
tained in Lemma 3.1 over its analogues in [GKl10, Lemma 2.2] and [Kl10, Lemma
2.2], the way to split the interval E0 + IΛ will be much simpler (as a comparison
of what follows with the discussions following [Kl10, Theorem 2.1 and Lemma 2.2]
and in [Kl10, Section 3.2.1] will immediately show).
We will not give a complete proof of Theorem 2.5 only indicate the changes to be
made in the proof of [Kl10, Theorem 1.4].
Pick α0 < α < α
′′ < α′ (where α0 is given by Theorem 4.4). Pick µ > 0. Now,
partition IΛ into intervals (Ij)j∈J such that N(Ij) ≍ |Λ|−1 log
α′′ |Λ|. Define
B = {j ∈ J ; N(Ij) ≤ |Ij |
µ}. (5.7)
Then, one clearly has
|IΛ| ≥
∑
j∈B
|Ij | ≥
∑
j∈B
N(Ij)
1/µ ≍ #B|Λ|−1/µ logα
′′/µ |Λ|
thus, #B . |Λ|1/µ and
N

⋃
j∈B
Ij

 . |Λ|(1−µ)/µ logα′′ |Λ|.
The number of eigenvalues expected in E0 + IΛ is of order N(E0 + IΛ)|Λ|, thus,
by (2.16), larger than |Λ|1−δ. Pick ν > 0. By the enhanced Wegner’s estimate (2.8)
and Markov’s inequality, we know that, with probability at least 1 − |Λ|−ν , the
number of eigenvalues in
⋃
j∈B Ij is bounded by |Λ|
ν+1/µ logα
′′
|Λ|. We now pick ν
and µ−1 small so that ν + 1/µ < 1− δ.
For j 6∈ B, one has N(Ij) ≥ |Ij |µ and, thus, one can then apply Theorem 4.4 to
Ij for j 6∈ B. So, in each Ij , we control N(Ij)|Λ|(1 + o(1)) eigenvalues (the error
is uniform in j by Theorem 4.4); thus, the total number of eigenvalues we control
exceeds
∑
j 6∈B N(Ij)|Λ|(1+ o(1)) that is, exceeds N(E0+ IΛ)|Λ|(1+ o(1)) ≥ |Λ|
1−δ
as announced above.
For j 6∈ B, we moreover want to be able to apply Lemma 3.1 to control the eigenval-
ues “in” the cubes ΛℓΛ(γ) constructed in Theorem 4.4 and the interval Ij . There-
fore, we need to check that |Ij ||ΛℓΛ(γ)| ≪ 1 (see (3.4) and (3.5)). This is guaranteed
by (4.31) in Theorem 4.4.
Now thanks to Theorem 4.4 and Lemma 3.1, in each Ij for j 6∈ B, we reason as in
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the proof of [Kl10, Theorem 1.4], or more precisely, as in the proof of [Kl10, Lemma
3.2] to obtain the asymptotic ergodicity.
Remark 5.1. One can actually prove Theorem 2.5 on intervals to which the IDS
gives a smaller weight, that is, relax assumption (2.16) into |Λ| · log−β |Λ| ·N(E0 +
IΛ) → +∞ for not too small β (e.g. for not too negative β). Then, the condition
N(Ij) ≤ |Ij |µ defining B will have to be replaced with conditions of the type
N(Ij) ≤ e−|Ij |
−ρ
(ρ will now be in (0, 1)).
Moreover, if β is not sufficiently large, a restriction analogous to [Kl10, (1.10) in
Theorem 1.4] will come up again.
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