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NON-UNIQUE ADMISSIBLE WEAK SOLUTIONS OF THE
COMPRESSIBLE EULER EQUATIONS WITH COMPACT SUPPORT
IN SPACE
IBROKHIMBEK AKRAMOV AND EMIL WIEDEMANN
Abstract. This paper is concerned with the existence of compactly supported ad-
missible solutions to the Cauchy problem for the isentropic compressible Euler equa-
tions. In more than one space dimension, convex integration techniques developed by
De Lellis-Sze´kelyhidi and Chiodaroli enable us to prove failure of uniqueness on a finite
time-interval for admissible solutions starting from any continuously differentiable initial
density and suitably constructed bounded initial momenta. In particular, this extends
Chiodaroli’s work from periodic boundary conditions to bounded domains or the whole
space.
1. Introduction
In this paper, we consider the isentropic compressible Euler system consisting of (n+1)
equations 
∂tρ+ divxm = 0,
∂tm+ divx
(
m⊗m
ρ
)
+∇x[p(ρ)] = 0,
ρ(·, 0) = ρ0, m(·, 0) = m0,
(1)
where m is the momentum and ρ is the density of a gas. The pressure p is a function
of ρ, which is determined from the constitutive thermodynamic relations of the gas and
is assumed continuously differentiable on (0,∞) with p′(ρ) > 0 throughout the paper.
The latter condition makes the system strictly hyperbolic on the set of admissible values
{ρ > 0} (cf. [3]). Furthermore, thermodynamically admissible processes must satisfy an
additional constraint given by the energy inequality
∂t
(
ρε(ρ) +
1
2
|m|2
ρ
)
+ divx
[(
ε(ρ) +
1
2
|m|2
ρ2
+
p(ρ)
ρ
)
m
]
≤ 0, (2)
where the internal energy ε : R+ → R is given through the law p(r) = r2ε′(r).
Let T be a fixed positive time. By a bounded weak solution of (1) we mean a pair
(ρ,m) ∈ L∞(Rn × (0, T )) such that the following identities hold for every test function
ψ ∈ C∞c ([0, T );C
∞
c (R
n)), and for any vector field φ ∈ C∞c ([0, T );C
∞
c (R
n)):∫ T
0
∫
Rn
[ρ∂tψ +m · ∇xψ] dx dt+
∫
Rn
ρ0(x)ψ(x, 0) dx = 0∫ T
0
∫
Rn
[
m∂tφ+
〈
m⊗m
ρ
,∇xφ
〉
+ p(ρ) divx φ
]
dx dt
+
∫
Rn
m0φ(x, 0) dx = 0.
(3)
It is tacitly assumed, as part of the definition, that all the integrals are well-defined (if ρ
is bounded below by a positive constant, this will automatically be the case).
Weak solutions satisfying (2) in the sense of distributions represent a special case of en-
tropy solutions, as have been studied for decades in the theory of hyperbolic conservation
laws. They were long viewed as the solution paradigm for conservation laws, giving rise
1
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to a very satisfactory well-posedness theory at least in the scalar case [10]. However, the
expected uniqueness of entropy solutions for the Cauchy problem for systems of conserva-
tion laws was disproved in the groundbreaking work of De Lellis-Sze´kelyhidi [5], who gave
examples of non-unique entropy solutions for (1) with piecewise constant density. Their
convex integration scheme was later refined, e.g., in [1, 2, 6, 11] to yield larger classes of
non-unique solutions, particularly for the Riemann problem.
Our aim in this paper is to construct non-unique compactly supported solutions to (1),
in the sense that the momentum m has compact support in space for every time, and the
density ρ is constant outside a compact set in space for every time. More precisely, we
construct such solutions which are semi-stationary, i.e., ρ is independent of time. The semi-
stationary system has been studied in [1], but only under periodic boundary conditions.
Although the specific examples of [5] already have compact support in the mentioned
sense, we extend the range of compactly supported non-unique solutions to a much wider
class of (smooth) initial densities. Note that this allows us to view our solutions either as
solutions on all of Rn or as solutions on any bounded domain containing the support of
m and ρ− ρ. Our work can thus be seen as a proper extension of the results in [1].
More precisely, our results are as follows:
Theorem 1. Let n ≥ 2, Ω ⊂ Rn a bounded open set, T > 0, and Ω′ ⊃⊃ Ω locally
Lipschitz. Assume that ρ0 ∈ C1(Rn) is a positive function satisfying ρ0(x) = ρ > 0 for
x ∈ Rn\Ω and the pressure p ∈ C1(Rn) with
∫
Ω p(ρ0(x)) dx = p(ρ)|Ω|. There exists a
bounded initial momentum m0 with supp(m0) ⊂ Ω′ for which there are infinitely many
weak solutions (ρ,m) ∈ C1(Rn)×C([0, T );Hw(R
n)) of
divxm = 0,
∂tm+ divx
(
m⊗m
ρ
)
+∇x[p(ρ)] = 0,
m(·, 0) = m0
(4)
on Rn× [0, T ) with density ρ(x) = ρ0(x). Moreover, the obtained weak solutions m satisfy
|m(x, t)|2 = ρ0(x)χ(t)1Ω′ a.e. in R
n × [0, T ),
|m0(x)|2 = ρ0(x)χ(0)1Ω′ a.e. in R
n (5)
for some smooth function χ : R→ R.
Theorem 2. Under the same assumptions of Theorem 1, there exists a maximal time
T > 0 such that the weak solutions (ρ,m) of (4) (coming from Theorem 1) satisfy the
admissibility condition:∫ T
0
∫
Rn
[(
ρε(ρ) +
1
2
|m|2
ρ
)
∂tϕ+
(
ε(ρ) +
1
2
|m|2
ρ2
+
p(ρ)
ρ
)
m · ∇xϕ
]
dx dt
+
∫
Rn
(
ρ0ε(ρ0) +
1
2
|m0|2
ρ
)
ϕ(·, 0) dx ≥ 0
(6)
for every nonnegative ϕ ∈ C∞c ([0, T );C
∞
c (R
n)) with T ≤ T .
Corollary 3. Let n ≥ 2 and Ω ⊂ Rn be a nonempty bounded open set. Assume that
ρ0 ∈ C1(Rn) satisfies
• ρ0(x) > 0 for any x ∈ Rn,
• ρ0(x) = ρ for x ∈ Rn\Ω.
Let p ∈ C1 be given function such that
∫
Ω p(ρ(x)) dx = p(ρ)|Ω|. Then there exist Ω
′ ⊃ Ω,
m0 and a positive time T such that suppm0 ⊂ Ω′, divxm
0 = 0 for which there exist
infinitely many m such that suppm(·, t) ⊂ Ω′ for t ∈ [0, T ) and (ρ,m) is an admissible
solution of (1) on Rn × [0, T ) with ρ(x, t) = ρ0(x)1[0,T )(t) ∈ C
1(Rn × [0, T )).
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The results of this article are partially motivated by possible applications to the 3D
axisymmetric incompressible Euler equations (work in progress). Let us mention that,
in the incompressible context, spatially compactly supported solutions can readily be
constructed in L∞, but for (Ho¨lder-)continuous solutions this question has apparently
only been dealt with in [9]. In the compressible setting, continuous non-unique solutions
are not yet available. To our knowledge, the present paper yields the first examples of
compactly supported non-unique solutions to (1) whose density is not piecewise constant.
Methodologically, the general convex integration scheme employed here follows the ones
in [5, 1]. However, in the absence of periodic boundary conditions, we can no longer use
the subsolutions constructed in [1]. Instead, we use elliptic theory to obtain compactly
supported solutions for a Poisson equation whose right-hand side has a specific structure
(Lemma 5), and from this we build our subsolutions. We can then show, albeit with more
effort than in [1], that these subsolutions give rise to weak solutions satsfying the energy
inequality (2).
The paper is organized as follows. Section 2 contains some notions and facts that we
will need later on. In Section 3, we recall some known results from convex integration
theory and adapt some of them to our settings. The purpose of Section 4 is to provide a
general criterion on the existence of weak solutions to (1) for a given initial data. Section
6 proves the non-uniqueness results by mainly employing Proposition 13 and Proposition
19.
2. Preliminaries
In this section we establish some facts and notions which will be useful later on. For
any set Ω ⊂ Rn and ε > 0, define Ωε := {y ∈ Rn : dist(y,Ω) < ε}.
For a domain Ω ⊂ Rn, we denote by L2w(Ω) the space of measurable, square integrable
functions equipped with the weak topology. By H(Ω), we denote the space of solenoidal
L2-vectorfields Ω→ Rn, and Hw(Ω) is the same space but with the weak topology.
Next, recall the Paley-Wiener-Schwartz Theorem (for more details, see [13, 8]):
Theorem 4 (Paley-Wiener-Schwartz). If u is a distribution of order N with support
contained in a closed ball Br(0) ⊂ R
n, then its Fourier transform û can be extended to an
entire function in Cn satisfying
|û(ξ)| ≤ C(1 + |ξ|)Ner|Im ξ|, ξ ∈ Cn.
Conversely, an entire function in Cn meeting such an estimate is the Fourier transform
of a distribution of order N supported inside Br(0) ⊂ R
n.
Let ω : Rn → R be a smooth spherically symmetric function satisfying the following
conditions: w(x) is constant for |x| ≤ 12 , supp(ω) ⊂ B1(0), ω(x) ≥ 0 and∫
Rn
ω(x) dx = 1.
Denote ωε(x) =
1
εn
ω
(x
ε
)
for ε > 0. Since ρ0(x) = ρ for x /∈ Ω, we have p(ρ0) = p(ρ) =
p. Let p1(x) = p(ρ
0(x))− p. Then supp p1 ⊂ Ω and∫
Rn
p1(x) dx =
∫
Ω
p1(x) dx = 0.
The main point about the following lemma is that, for right hand sides of a specific
form, Poisson’s equation admits solutions with compact support.
Lemma 5. Let pε be defined by pε(x) := p1(x)− p1 ∗ω
ε(x), so that supp(pε) ⊂ Ωε. Then,
there exists u ∈ C2,αc (Rn) for every 0 < α < 1 such that
∆u = pε and suppu ⊂ Ωε.
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Proof. By the Paley-Wiener-Schwartz Theorem (Theorem 4), the Fourier transform p̂ε is
an analytic function, and we have
p̂ε = p̂1 − p̂1ω̂ε = p̂1(1− ω̂ε).
Note that ω̂ε(0) = 1. Since ωε is a spherically symmetric function, so is ω̂ε(ξ). So there
exists a single variable analytic function g on C such that
ω̂ε(ξ) = g(|ξ|2), where |ξ|2 = ξ21 + · · ·+ ξ
2
n.
Again due to the Paley-Wiener-Schwartz Theorem, as suppωε ⊂ Bε(0), we have the
estimate
|ω̂ε(ξ)| ≤ C exp(ε|Im ξ|) for ξ ∈ Cn.
Moreover, since g(0) = 1, there exists an analytic function g1 such that 1−g(z) = −zg1(z).
Therefore,
1− g(|ξ|2) = −|ξ|2g1(|ξ|
2),
and so we have ∣∣|ξ|2g1(|ξ|2)∣∣ ≤ C exp(ε|Im ξ|).
We claim that ∣∣g1(|ξ|2)∣∣ ≤ C2 exp(ε|Im ξ|).
Indeed, g1(z) is bounded for |z| ≤ 1, say |g1(z)| ≤ A for |z| ≤ 1. If ||ξ|
2| ≥ 1, then
obviously we have ∣∣g1(|ξ|2)∣∣ ≤ C exp(ε|Im ξ|).
Thus, combining the two obtained bounds we get∣∣g1(|ξ|2)∣∣ ≤ max{A,C} exp(ε|Im ξ|) for all ξ ∈ Cn.
Invoking once again the Paley-Wiener-Schwartz Theorem, the inverse Fourier transform̂
g1 is concentrated in Bε(0), i.e., supp
̂
g1 ⊂ Bε(0). Hence, we obtain
p̂ε = −|ξ|2p̂1g1(|ξ|
2).
Let u be a distribution defined by its Fourier transform
û(ξ) = p̂1g1(|ξ|
2).
Then u = p1 ∗
̂
g1, and from supp
̂
g1 ⊂ Bε(0) and suppp1 ⊂ Ω it follows that suppu ⊂ Ωε.
Moreover, we have
∆̂u = −|ξ|2û(ξ) = −|ξ|2p̂1g1(|ξ|
2) = p̂ε
and thus ∆u = pε as desired. Finally, the regularity u ∈ C2,α follows from standard
Schauder theory, as pε is continuously differentiable.
The lemma is proved. 
Remark 6. Note that, generally, p ∈ C∞c (R
n) does not imply that the unique decaying
solution u of ∆u = p is compactly supported. For instance, if p ≥ 0 is not identically zero,
the the corresponding solution u does not have compact support. Indeed, any compactly
supported subharmonic function vanishes identically by the maximum principle.
Lemma 7. Let n ≥ 2. Let Ω′ be a bounded locally Lipschitz domain containing Ωε ⊂ Rn.
If p ∈ C∞c (Ω
ε) satisfies the compatibility condition∫
Ω′
p(x) dx = 0,
then there exists (φj)
n
j=1 ⊂ C
∞
c (Ω
′) such that
n∑
j=1
∂jφj = p.
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This lemma is an immediate consequence of [7, Theorem III.3.3].
Remark 8. Note that the regularity assumption on Ω′ can be further weakened, for in-
stance, to a bounded domain of Rn, such that Ω′ = ∪Nk=1Ω
′
k, N ≥ 1, where each Ω
′
k is
star-shaped with respect to some open ball Bk with Bk ⊂ Ω
′
k and∫
Ω′
k
p(x) dx = 0, for any k = 1, . . . , N
(see Theorem III3.1 [7]).
Let Sn be the space of symmetric n×n matrices and let S
n
0 be the subspace of Sn with
null trace. Further we denote by In the n× n identity matrix.
Proposition 9. Let p ∈ C∞c (Ω
ε) such that
∫
Ω′ p(x) dx = 0, with Ω
′ being given as in
Lemma 7. Then there exists a pair (m,U) of a vector field and a matrix field with values
in Sn0 satisfying the following conditions:
(i) (m(t), U) ∈ C∞c (Ω
′) for each t ∈ R,
(ii) divm = 0,
(iii) ∂tm+ divU +∇p = 0,
(iv) m is linear in t, and U does not depend on t.
Proof. Define the matrix field A by
A :=
[
n
1− n
(
∂iφj −
p
n
δij
)]
ij
, i, j = 1, . . . , n,
where (φj)
n
j=1 are chosen as in Lemma 7 and δij is the Kronecker delta. We have
tr(A) =
n
1− n
(
n∑
i=1
∂iφi − p
)
=
n
1− n
(p − p) = 0.
We write A = U + V , where U = 12(A
t + A), V = 12(A − A
t), and At is the transpose of
A. Then U ∈ Sn0 , and V is a skew-symmetric matrix, i.e., V
t = −V . Note that if V is a
skew-symmetric matrix field, then div div V = 0. Indeed,
div div V =
∑
i,j=1
∂i∂jVij = −
n∑
i,j=1
∂j∂iVij .
Further, we have
(divA)i =
n
1− n
 n∑
j=1
∂i∂jφj −
∂ip
n

=
n
1− n
∂i
 n∑
j=1
∂jφj −
p
n
 = ( n
1− n
n− 1
n
)
∂p
∂xi
= −∂ip.
Thus, we get divA = −∇p. Take m = t div V . Then,
divm = t div div V = 0
as well as
∂tm+ divU = div V + divU = divA = −∇p.
The proposition is proved. 
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Remark 10. Let p ∈ C∞c (R
2) and
∫
R2
p(x1, x2) dx1 dx2 6= 0. Then there are no functions
U1, U2 ∈ C
∞
c (R
2) satisfying {
∂1U1 + ∂2U2 = ∂1p,
∂1U2 − ∂2U1 = ∂2p.
Indeed, if this were the case, then ∆U2 = 2∂1∂2p, or equivalently −|ξ|
2Û2 = −2ξ1ξ2p̂,
where p̂(0) 6= 0. Then Û2 and p̂ would be analytic functions in virtue of the compact
support of U2 and p (see Theorem 4). However, |ξ|
2Û2 = 2ξ1ξ2p̂ implies that |ξ|
2 divides
p̂, in contradiction to p̂(0) 6= 0.
This consideration shows that our compatibility assumption is necessary in the proof
of Proposition 9, as otherwise it would be impossible to construct a symmetric traceless
matrix field A with compact support such that divA = −∇p.
3. Geometric setup
We formulate the Euler equations as a differential inclusion and recall some well-known
tools, thereby closely following [1, 5].
Lemma 11. Let m ∈ L∞(Rn × (0, T );Rn), U ∈ L∞(Rn × (0, T );Sn0 ) and
q ∈ L∞(Rn × (0, T );R) such that
divxm =0,
∂tm+ divx U +∇xq =0.
(7)
If (m,U, q) solve (7) and in addition there exists ρ ∈ L∞(Rn;R+) such that
U =
m⊗m
ρ
−
|m|2
nρ
In a.e. in R
n × [0, T ],
q = p(ρ) +
|m|2
nρ
a.e. in Rn × [0, T ],
(8)
then m and ρ solve (4) distributionally. Conversely, if m and ρ are weak solutions of (4),
then m, U = m⊗m
ρ
− |m|
2
nρ
In and q = p(ρ) +
|m|2
nρ
satisfy (7) and (8).
The above Lemma is based on Lemma 3.1 in [1].
Next, for any given ρ ∈ (0,∞), we define the graph
Kρ :=
{
(m,U, q) ∈ Rn × Sn0 × R
+ : U =
m⊗m
ρ
−
|m|2
nρ
In, q = p(ρ) +
|m|2
nρ
}
.
In the present setting, it is convenient to consider “slices” of the graph Kρ as in [1]. For
any given χ ∈ R+, we thus define
Kρ,χ :=
{
(m,U, q) ∈ Rn × Sn0 × R
+ : U =
m⊗m
ρ
−
|m|2
nρ
In,
q = p(ρ) +
|m|2
nρ
, |m|2 = ρχ
}
.
Consider the (n+ 1)× (n+ 1) symmetric matrix in block form
M =
(
U + qIn m
m 0
)
.
Note that, with the new coordinates y = (x, t) ∈ Rn, the system (7) can be easily rewritten
as divyM = 0. Thus, the wave cone associated with the system (7), i.e., the set of all
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states (m,U, q) such that there exists ξ ∈ Rn+1 \{0} such that (m,U, q)h(y ·ξ) satisfies (7)
for every profile h : R→ R, is equal to
Λ =
{
(m,U, q) ∈ Rn × Sn0 × R
+ : det
(
U + qIn m
m 0
)
= 0
}
.
For any S ∈ Sn let λmax(S) denote the largest eigenvalue of S.
Lemma 12. For (ρ,m,U) ∈ R+ × Rn × Sn0 let
e(ρ,m,U) := λmax
(
m⊗m
ρ
− U
)
.
Then, for any given ρ, χ ∈ R+,
(i) e(ρ, ·, ·) : Rn × Sn0 → R is convex;
(ii) |m|
2
nρ
≤ e(ρ,m,U), with equality if and only if U = m⊗m
ρ
− |m|
2
nρ
In;
(iii) ‖U‖∞ ≤ (n− 1)e(ρ,m,U), where ‖U‖∞ is the operator norm of U ;
(iv) the χ
n
−sublevel set of e is the convex hull of Kρ,χ, namely,
Kcoρ,χ =
{
(m,U, q) ∈ Rn × Sn0 × R
+ : e(ρ,m,U) ≤
χ
n
, q = p(ρ) +
χ
n
}
and Kρ,χ = K
co
ρ,χ ∩ {|m|
2 = ρχ}.
For the proof of the Lemma we refer to [5, Lemma 3] and [1, Lemma 3.2].
Finally, for any ρ, χ ∈ R+, we define the hyperinterior of Kcoρ,χ:
hint Kcoρ,χ :=
{
(m,U, q) ∈ Rn × Sn0 × R
+ : e(ρ,m,U) <
χ
n
, q = p(ρ) +
χ
n
}
.
4. A criterion for the existence of admissible solutions
In this section we give some criteria to recognize initial data m0 for which there exist
infinitely many weak admissible solutions to (1). Again, this section closely follows [5]
and [1].
Proposition 13. Let Ω ⊂ Rn be a bounded open set, ρ0 ∈ C
1(Rn) be a given density
function with ρ0(x) = ρ = const for x ∈ R
n\Ω and let T > 0 be any finite time and Ω′ ⊃ Ω
be a bounded open set. Assume that there exist (m0, U0, q0) continuous solutions of{
divxm0 = 0,
∂tm0 + divx U0 +∇xq0 = 0 on R
n × (0, T )
with m0 ∈ C([0, T ];Hw(R
n)), supp (m0(·, t), U0(·, t)) ⊂⊂ Ω
′ for all t ∈ (0, T ), and a
function χ ∈ C∞([0, T ];R+) such that
e (ρ0(x),m0(x, t), U0(x, t)) <
χ(t)
n
for all (x, t) ∈ Rn × (0, T ),
q0(x, t) = p(ρ0(x)) +
χ(t)
n
for all (x, t) ∈ Rn × (0, T ). Then there exist infinitely many weak solutions (ρ,m) of the
system (4) in Rn × [0, T ) with density ρ(x) = ρ0(x) and such that
m ∈ C([0, T ];Hw(R
n)),
m(·, t) = m0(·, t) for t = 0, T and for a.e. x ∈ R
n,
|m(x, t)|2 = ρ0(x)χ(t)1Ω′ for a.e (x, t) ∈ R
n × (0, T ).
(9)
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4.1. The space of subsolutions. Let m0 be a vector field as in Proposition 13 with
associated modified pressure q0,
q0 = p(ρ0) +
χ(t)
n
,
where ρ0 and χ are given functions as in the assumptions of Proposition 13. Consider
momentum fields m : Rn × [0, T ]→ Rn which satisfy
divm = 0, (10)
the initial conditions
m(x, 0) = m0(x, 0),
m(x, T ) = m0(x, T ),
suppm(·, t) ⊂ Ω′ for all t ∈ (0, T )
(11)
and such that there exists a continuous matrix field U : Rn × (0, T )→ Sn0 with
e (ρ0(x),m(x, t), U(x, t)) <
χ(t)
n
for all (x, t) ∈ Ω′ × (0, T ),
supp (U(·, t)) ⊂ Ω′ for all t ∈ (0, T ),
∂tm+ divU +∇q0 = 0 in R
n × [0, T ].
(12)
Definition 14. Let X0 be the set of such momentum fields:
X0 =
{
m ∈ C0 ((0, T );Cc(R
n)) ∩ C ([0, T ];Hw(R
n)) : (10), (11), (12) are satisfied
}
and let X be the closure of X0 in C ([0, T ];Hw(R
n)). Then X0 is called the space of strict
subsolutions.
Let
G = sup
t∈[0,T ]
χ(t)
∫
Ω′
ρ0(x) dx.
Since for any m ∈ X0 with associated matrix field U , we have that (see Lemma 12 (ii))∫
Rn
|m(x, t)|2 dx =
∫
Ω′
|m(x, t)|2 dx ≤
∫
Ω′
nρ0(x)e (ρ0(x),m(x, t), U(x, t)) dx
≤ χ(t)
∫
Ω′
ρ0(x) dx ≤ G for all t ∈ [0, T ].
We can observe that X0 consists of functions m : [0, T ] → H(R
n) taking values in a
bounded subset B = BG(0) of H(R
n). Without loss of generality, we can assume that
B is weakly closed. Then B is metrizable in its weak topology and, if we let dB be a
metric on B inducing the weak topology, we have that (B, dB) is a compact metric space.
Moreover, we can define on Y := C([0, T ], (B, dB)) a metric d naturally induced by dB via
d(f1, f2) = max
t∈[0,T ]
dB (f1(·, t), f2(·, t)) .
Note that the topology induced on Y by d is equivalent to the topology of Y as a subset of
C([0, T ];Hw). In addition, the space (Y, d) is complete. Finally, X is the closure in (Y, d) of
X0 and hence (X, d) is as well a complete metric space. If m ∈ X then supp(m(·, t)) ⊂ Ω′
for any t ∈ [0, T ].
Lemma 15. If m ∈ X is such that |m(x, t)|2 = ρ0(x)χ(t)1Ω′ for a.e. (x, t) ∈ R
n× (0, T ),
then the pair (ρ0,m) is a weak solution of (4) in R
n × [0, T ) satisfying (9).
Proof. Let m ∈ X be such that
|m(x, t)|2 = ρ0(x)χ(t) for a.e. (x, t) ∈ Ω
′ × (0, T ).
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By density of X0, there exists a sequence {mk} ⊂ X0 such that mk
d
−→ m in X. For any
mk ∈ X0, let Uk be the associated smooth matrix field enjoying the properties (12). By
using Lemma 12 (iii) and
e (ρ0(x),mk(x, t), Uk(x, t)) <
χ(t)
n
,
the following pointwise estimate holds for the sequence {Uk}:
|Uk(x, t)| ≤ (n− 1)e (ρ0(x),mk(x, t), Uk(x, t)) <
(n− 1)χ(t)
n
.
Consequently,
‖Uk‖∞ ≤ (n− 1) ‖e (ρ0(·),mk(·, t), Uk(·, t))‖∞ <
(n− 1)χ(t)
n
.
As a consequence, {Uk} is uniformly bounded in L
∞(Rn × (0, T )), and by possibly ex-
tracting a subsequence, we have
Uk
∗
⇀ U in L∞(Rn × (0, T )).
Following [1], hint Kcoρ0,χ = K
co
ρ0,χ
is a convex and compact set by Lemma 12 (i), (ii), (iii).
Hence m ∈ X with associated matrix field U solves
divxm = 0,
∂tm+ divx U +∇xq0 = 0 on R
n × [0, T ]
and (m,U, q0) takes values in K
co
ρ0,χ
almost everywhere. If, in addition, |m(x, t)|2 =
ρ0χ(t)1Ω′ , then (m,U, q0)(x, t) ∈ Kρ,χ a.e. in R
n × [0, T ] (because Kcoρ,χ ∩
{
|m|2 = ρχ
}
=
Kρ,χ). Lemma 11 allows us to conclude that (ρ0,m) is a weak solution of (4). Fi-
nally, since mk → m in C([0, T ];Hw(R
n)) and |m(x, t)|2 = ρ0(x)χ(t)1Ω′ for almost every
(x, t) ∈ Rn × (0, T ), we see that m satisfies also (9). Lemma 15 is proved. 
Lemma 16. The identity map I : (X, d) → L2([0, T ];H) defined by m 7→ m is a Baire-1
map, and therefore the set of points of continuity is residual in (X, d).
The proof of this lemma relies on Baire category arguments [12] which can be easily
adapted to our case from Lemma 4.4 in [1].
4.2. Proof of Proposition 13. We aim to show that all points of continuity of the
identity map correspond to solutions of (4) satisfying the requirements of Proposition 13.
Continuity of the identity map (see Lemma 16) will then allow us to prove Proposition 13,
once we know that the cardinality of X is infinite. In light of Lemma 15, for our purpose
it suffices to prove the following claim.
Claim: If m ∈ X is a point of continuity of I, then
|m(x, t)|2 = ρ0(x)χ(t)1Ω′ for a.e (x, t) ∈ R
n × (0, T ). (13)
As in [1], (13) is equivalent to
‖m‖L2(Ω′×[0,T ]) =
(∫
Ω′
∫ T
0
ρ0(x)χ(t) dt dx
)1
2
,
since for any m ∈ X, we have
|m(x, t)|2 ≤ ρ0(x)χ(t)1Ω′(x)
for almost all (x, t) ∈ Ω′ × (0, T ). Thanks to this remark, the claim is reduced to the
following lemma.
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Lemma 17. Let ρ0, χ be given functions as in Proposition 13. Then there exists a constant
β = β(n) > 0 such that, given m ∈ X0, there exists a sequence {mk} ⊂ X0 with the
following properties:
‖mk‖L2(Ω′×[0,T ]) ≥ ‖m‖L2(Ω′×[0,T ]) + β
(∫
Ω′
∫ T
0
ρ0(x)χ(t)dt dx− ‖m‖
2
L2(Ω′×[0,T ])
)2
and mk → m in C([0, T ],Hw(Ω
′)).
The proof of the above Lemma can be observed after minor changes in Lemma 4.5
from [1]. Now, let us show how Lemma 17 implies the claim. Let m ∈ X be a point of
continuity of I. Owing to the density of X0 in X and Lemma 17, there exist sequences
{mk}, {m˜k} ⊂ X0 such that mk
d
−→ m, m˜k
d
−→ m, and
lim inf
k→∞
‖m˜k‖
2
L2(Ω′×[0,T ]) ≥ lim inf
k→∞
(
‖mk‖
2
L2(Ω′×[0,T ])
+ β
(∫
Ω′
∫ T
0
ρ0(x)χ(t) dt dx− ‖mk‖
2
L2(Ω′×[0,T ])
)2)
.
By the assumption, I is continuous at m, which implies that both mk and m˜k converge
strongly to m and
‖m‖L2(Ω′×[0,T ]) ≥ ‖m‖L2(Ω′×[0,T ])
+ β
(∫
Ω′
∫ T
0
ρ0(x)χ(t) dt dx− ‖m‖
2
L2(Ω′×[0,T ])
)2
.
Therefore ‖m‖2L2(Ω′×[0,T ]) =
∫
Ω′
∫ T
0 ρ0(x)χ(t) dt dx and the claim is proved. 
5. Construction of suitable initial data
The aim of this section is to prove the existence of a subsolution in the sense of Definition
14 for which we apply Proposition 13 to generate infinitely many solutions.
Proposition 18. Let ρ0 ∈ C
1(Rn;R+) be a function satisfying the conditions ρ0 > 0 on
R
n and ρ0(x) = ρ constant on R
n\Ω. Let p(ρ0) be C
1 function such that∫
Ω
p(ρ0) dx = p(ρ)|Ω|,
T > 0, and Ω′ a bounded locally Lipschitz domain with Ω′ ⊃⊃ Ω.
Then there exist U˜ : Rn → Sn0 and m˜(·, t) : R
n → Rn such that
∂tm˜+ divx U˜ +∇xq0 = 0 on R
n × R,
supp(m˜(·, t), U˜ (·)) ⊂ Ω′ for any t ∈ [0, T ],
e(ρ0(x), m˜(x, t), U˜ (x, t)) <
χ(t)
n
for all (x, t) ∈ Rn × [0, T ), (14)
for any continuous function χ : [0, T )→ R such that
χ(t) > nλ(t) := n
∥∥∥e(ρ0(·)), m˜(·, t), U˜ (·)∥∥∥
L∞(Ω′)
for every t ∈ [0, T ) and for
q0(x, t) := p(ρ0(x)) +
χ(t)
n
for all x ∈ Rn × R.
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Proof. Let ε > 0 be so small that Ωε ⊂ Ω′ and pε be given as in Lemma 5, i.e., pε =
p(ρ0) − p(ρ0) ∗ ω
ε. Then, this Lemma implies that there exists u ∈ C2,αc (Ω′) such that
∆u = pε and suppu ⊂ Ωε. Now, we define a matrix field by
U
(1)
ij = −
n
n− 1
∂2u
∂xi∂xj
i 6= j,
U
(1)
ii = −
n
n− 1
∂2u
∂x2i
+
pε
n− 1
.
Then U (1) is obviously symmetric and
tr(U (1)) = −
n
n− 1
(∆u− pε) = 0.
We show that
divU (1) = −∇pε.
Indeed, for fixed i, we have
− divx U
(1)
i· =
n
n− 1
∂3u
∂x3i
−
∂
∂xi
pε
n− 1
+
n
n− 1
∂
∂xi
∆u−
n
n− 1
∂3u
∂x3i
=
∂
∂xi
pε.
Next, note that p1 ∗ω
ε is a smooth function with compact support satisfying the condition
of Proposition 9, i.e., ∫
Rn
p1 ∗ ω
ε(x) dx = 0.
So Proposition 9 implies that we can find a matrix field U (2) ∈ Sn0 and a vector field m˜
satisfying the following conditions:
• (m˜(t), U (2)) ∈ C∞c (Ω
′) for every t ∈ R,
• divx m˜ = 0,
• ∂tm˜+ divx U
(2) +∇(p1 ∗ ω
ε) = 0.
Next, we define U˜ := U (1) + U (2), then we have
supp(m˜(·, t), U˜ (·)) ⊂ Ω′ for every t ∈ R.
Besides, recalling
λ(t) =
∥∥∥e(ρ0(·)), m˜(·, t), U˜ (·)∥∥∥
L∞(Ω′)
=
∥∥∥∥λmax(m˜⊗ m˜ρ0 − U˜
)∥∥∥∥
L∞(Ω′)
,
then since m˜ is linearly t-dependent and U˜ is independent of t, we have
|λ(t)| ≤ C1t
2 + C2 for some C1, C2 > 0 for any t ∈ R.
This indicates that we can choose any continuous function χ on R satisfying χ(t) > nλ(t)
to ensure (14). So we get (m˜, U˜) satisfying the required conditions, thereby completing
the proof of Proposition 18. 
Proposition 19. Let ρ0, p be continuously differentiable functions as in Proposition 18
and Ω′ ⊃⊃ Ω bounded Lipschitz. Also, let T > 0 be any given time and (m˜, U˜ , q0) and χ
be as in Proposition 18. Then there exists a pair (m0, U0) solving the system
divxm0 = 0
∂tm0 + divx U0 + q0 = 0
(15)
distributionally on Rn×(0, T ) enjoying the following properties: (m0, U0, q0) is continuous
in Rn × (0, T ] and m0 ∈ C([0, T ];Hw(R
n)),
supp(m0(·, 0), U0(·, 0)) ⊂ Ω′, (16)
12 I. AKRAMOV AND E. WIEDEMANN
supp(m0(·, t), U0(·, t)) ⊂⊂ Ω
′ for all t 6= 0, (17)
q0(x, t) = p(ρ0(x)) +
χ(t)
n
for all (x, t) ∈ Rn × [0, T ], (18)
e(ρ0(x),m0(x, t), U0(x, t)) <
χ(t)
n
for all (x, t) ∈ Rn × (0, T ]. (19)
Furthermore,
|m0(x, 0)|
2 = ρ0(x)χ(0) a.e in Ω
′. (20)
Proof. Identity (18) is already satisfied by definition of q0.
In analogy with Definition 14 (see also [5] and [1]), we consider the space X0 defined as
the set of continuous vector fields m : Rn× [0, T )→ Rn to which there exists a continuous
matrix field U : Rn × [0, T )→ Sn0 such that
divxm = 0
∂tm+ divx U + q0 = 0
supp(m− m˜) ⊂ Ω′ ×
[
0,
T
2
)
U(·, t) = U˜(·) for all t ∈
[
T
2
, T
)
and
e(ρ0(x),m(x, t), U(x, t)) <
χ(t)
n
for all (x, t) ∈ Ω′ × [0, T ). (21)
Note that m˜ ∈ X0, where m˜ is the vector field given by Proposition 18. As before, we set
d to be a metrization of the convergence in C([0, T );L2w(Ω
′)), and X to be the closure of
X0 w.r.t. this topology.
Now following [1, 5] we use the following claim which can be verified by minor modifi-
cations in the proof of Lemma 17:
Claim: Let ∅ 6= Ω0 ⊂⊂ Ω
′ be a given domain and δ > 0. For every α > 0 there exists
β > 0 such that the following holds: Let m ∈ X0 with associated matrix field U be such
that ∫
Ω0
[
|m(x, 0)|2 − (ρ0(x)χ(0))
]
dx < −α.
Then, there exists a sequence mk ∈ X0 with associated matrix field Uk such that
supp(mk −m,Uk − U) ⊂ Ω0 × [0, δ],
mk
d
−→ m,
and
lim inf
k→∞
∫
Ω0
|mk(x, 0)|
2 dx ≥
∫
Ω0
|m(x, 0)|2 dx+ βα2.
Next, fix an exhausting sequence of bounded open subsets Ωk ⊂ Ωk+1 ⊂ Ω
′, each
compactly contained in Ω′, and such that |Ωk+1\Ωk| ≤ 2
−k. Let also ηε be a standard
mollifying kernel in Rn with supp ηε ⊂ Bε(0). In view of the claim above, we construct
inductively a sequence of momentum fields mk ∈ X0, associated matrix fields Uk and a
sequence of numbers γk < 2
−k as follows.
Firstly letm1(x, t) = m˜(x, t), U1(x, t) = U˜(x) for all (x, t) ∈ R
n×[0, T ). After obtaining
(m1, U1), . . . , (mk, Uk) and γk, . . . , γk−1, we choose γk < 2
−k in such a way that
sup
t∈[0,T )
‖mk −mk ∗ ηγk‖L2(Ω′) < 2
−k. (22)
Next, we set
αk = −
∫
Ωk
[
|mk(x, 0)|
2 − ρ0(x)χ(0)
]
dx.
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Note that because of (21) we have αk > 0. Then we apply the claim with Ωk, α = αk and
δ = 2−kT to obtain mk+1 ∈ X0 and an associated smooth matrix field Uk+1 such that
supp(mk+1 −mk, Uk+1 − Uk) ⊂ Ωk × [0, 2
−kT ], (23)
d(mk+1,mk) < 2
−k, (24)∫
Ωk
|mk+1(x, 0)|
2 dx ≥
∫
Ωk
|mk(x, 0)|
2 dx+ βα2k. (25)
Since d induces the topology of C([0, T );L2w(Ω
′)) we can additionally prescribe that
‖(mk −mk+1) ∗ ηγj‖L2(Ω′) < 2
−k for all j ≤ k for t = 0, (26)
because
‖(mk −mk+1) ∗ ηγj (t = 0)‖L2(Ω′) ≤ d(mk+1,mk) < 2
−k.
In view of (24), we derive the existence of a function m0 ∈ C([0, T );Hw(Ω
′)) such that
mk
d
−→ m0.
From (23) we see that for any compact subset A of Ω′ × (0, T ) there exists k0 such
that (mk, Uk)|A = (mk0 , Uk0)|A for all k > k0. So (mk, Uk) converges in Cloc(Ω
′ ×
(0, T )) to a continuous pair (m0, U0) solving equation (15) in R
n × (0, T ) and satisfy-
ing (16),(17),(18),(19). In order to show that (20) also holds for m0, we observe that (25)
yields
αk+1 ≤ αk − βα
2
k + C|Ωk+1\Ωk| ≤ αk − βα
2
k + C2
−k,
which implies that αk → 0 as k →∞. Furthermore,
0 ≥
∫
Ω′
[
|mk(x, 0)|
2 − ρ0(x)χ(0)
]
dx
≥ −(αk + C1|Ω
′\Ωk|)
≥ −(αk + C12
−(k−1)),
because |Ω′\Ωk| = ∪
∞
j=k|Ωj+1\Ωj | =
∑∞
j=k 2
−j = 2−(k−1). The latter two observations
imply that
lim
k→∞
∫
Ω′
[
|mk(x, 0)|
2 − ρ0(x)χ(0)
]
dx = 0. (27)
On the other hand, owing to (22) and (26) we can write for t = 0 and for every k
‖mk −m0‖L2 ≤ ‖mk −mk ∗ ηγk‖L2 + ‖mk ∗ ηγk −m ∗ ηγk‖L2 + ‖m ∗ ηγk −m‖L2 .
By construction, ‖mk −mk ∗ ηγk‖L2 < 2
−k and
‖mk ∗ ηγk −m0 ∗ ηγk‖L2 ≤
∞∑
j=0
‖mk+j ∗ ηγk −mk+j+1 ∗ ηγk‖L2
≤
∞∑
j=0
2−(k+j) = 2−(k−1).
Thus we have
‖mk −m0‖L2 ≤ 2
−k + 2−(k−1) + ‖m0 ∗ ηγk −m0‖L2 .
Hence ‖mk −m0‖L2 → 0 as k →∞, i.e., mk(·, 0)→ m0(·, 0) strongly in H(Ω
′) as k →∞.
Combining this with (27) implies
|m0(x, 0)|
2 = ρ0(x)χ(0) for a.e. x ∈ Ω
′
which completes the proof of Proposition 19. 
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6. Proof of the main results
6.1. Proof of Theorem 1. Let T be any finite positive time and ρ0 ∈ C
1(Rn) be a
given density function as in Theorem 1. Further assume that (m0, U0, q0) and χ is given
by Proposition 19. Then, (m0, U0, q0, χ) fulfills the assumptions of Proposition 13. Thus,
there exist infinitely many solutions m ∈ C([0, T ),Hw(R
n)) of (4) in Rn × [0, T ) with
density ρ0 such that
m(x, 0) = m0(x, 0) for a.e. x ∈ Ω
′
and
|m(x, t)|2 = ρ0(x)χ(t)1Ω′ a.e. in R
n × (0, T ).
Since |m0(x, 0)|
2 = ρ0(x)χ(0) a.e. in Ω
′ as well, it is enough to define m0(x) = m0(x, 0)
to satisfy (5) and hence conclude the proof. 
6.2. Proof of Theorem 2. Under the assumptions of Theorem 1, we have shown the
existence of a bounded initial momentum m0 allowing for infinitely many solutions m ∈
C([0, T ];Hw(R
n)) of (4) on Rn×[0, T ) with density ρ0. Moreover, according to Proposition
18, for an arbitrary continuous function χ : R → R+ with χ > nλ > 0, we have the
following equalities:
|m(x, t)|2 = ρ0(x)χ(t)1Ω′ a.e. in R
n × [0, T ), (28)
and in particular
|m0(x)|2 = ρ0(x)χ(0) a.e. in Ω
′. (29)
Now, we claim that there exist constants C1, C2 > 0 such that choosing the function
χ(t) > nλ on [0, T ) among solutions of the differential inequality
χ′(t) ≤ −C1χ
1
2 (t)− C2χ
3
2 (t)
yields weak solutions (ρ0,m) of (4) (obtained through Theorem 1) that will also satisfy
the admissibility condition (6) on Rn × [0, T ).
Suppose for the moment this claim is true. Then, one may simply choose χ to be the
solution of the ordinary differential equation
χ′(t) = −C1χ
1
2 (t)− C2χ
3
2 (t)
with initial condition χ(0) = χ0 sufficiently large so that χ which will remain greater than
nλ up to some positive time T .
Finally, we aim to prove the claim. Since m ∈ C([0, T ];Hw(R
n)) is divergence free and
fulfills (28),(29) and ρ0 is time independent, (6) reduces to the following inequality
1
2
χ′(t) +m · ∇
(
ε(ρ0) +
p(ρ0)
ρ0
)
+
χ(t)
2
m · ∇
(
1
ρ0
)
≤ 0 (30)
intended in the sense of distributions on Rn × [0, T ). As ρ0 ∈ C
1(Rn) is bounded, there
exists a constant C20 with ρ0 ≤ C
2
0 on R
n, whence (see (28),(29))
|m(x, t)| ≤ C0
√
χ(t) a.e. on Ω′ × [0, T ). (31)
Analogously we can find constants c1, c2 > 0 with∣∣∣∣∇(ε(ρ0) + p(ρ0)ρ0
)∣∣∣∣ ≤ c1 a.e. in Ω (32)∣∣∣∣∇( 1ρ0
)∣∣∣∣ ≤ c2 a.e. in Ω. (33)
As a consequence of (31),(32) and (33), (30) holds as soon as χ satisfies
χ′(t) ≤ −2c1C0χ
1
2 (t)− c2C0χ
3
2 (t) on [0, T ).
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Therefore, by choosing C1 := 2c1C0 and C2 := c2C0 we can conclude the proof of the
claim. 
6.3. Proof of Corollary 3. In analogy with [1] note that the proof of Corollary 3 relies on
Theorems 1-2. Given a continuously differentiable initial density ρ0 we apply Theorems 1-2
for ρ0(x) := ρ
0(x) thus obtaining a positive time T (depending on
∥∥ρ0∥∥
C1
) and a bounded
initial momentumm0 for which there exist infinitely many solutionsm ∈ C([0, T ];Hw(R
n))
of (4) on Rn × [0, T ) with density ρ0 and, additionally, the following holds:
|m(x, t)|2 = ρ0(x)χ(t)1Ω′ a.e. in R
n × [0, T ),
|m0(x)|2 = ρ0(x)χ(0)1Ω′ a.e. in R
n
for a suitable smooth function χ : [0, T ]→ R+. Now, define ρ(x, t) = ρ0(x)1[0,T )(t). This
indicates that (3) holds. Similarly to [1] we observe that ρ is independent of t and m
is weakly divergence-free for almost every 0 < t < T . Therefore, the pair (ρ,m) is a
compactly supported weak solution of (1) with initial data (ρ0,m0). In the end, note that
each solution obtained is also admissible. In fact, for ρ(x, t) = ρ0(x)1[0,T )(t), (6) is assured
by Theorem 2. Corollary 3 is proved. 
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