This work is motivated by the recent experiments of two reacting fluids in a HeleShaw cell (Podgorski et al., 2007) and associated linear stability analysis of a curvature weakening model (He et al., 2012) . Unlike the classical Hele-Shaw problem posed for moving interfaces with surface tension, the curvature weakening model is concerned with a newly-produced gel-like phase that stiffens the interface, thus the interface is modeled as an elastic membrane with curvature dependent rigidity that reflects geometrically induced breaking of intermolecular bonds. Here we are interested in exploring the longtime interface dynamics in the nonlinear regime. We perform simulations using a spectrally accurate boundary integral method, together with a rescaling scheme to dramatically speed up the intrinsically slow evolution of the interface. We find curvature weakening inhibits tip-splitting and promotes side-branching morphology. At long times, numerical results reveal that there exist nonlinear, stable, self-similarly evolving morphologies.
Introduction
The Hele-Shaw problem is a classical example for studying interface dynamics or systems driven out of equilibrium [1] [2] [3] [4] [5] . When a less viscous fluid is injected into a Hele-Shaw cell to displace an existing viscous fluid, the interface separating the two fluids develops fingering patterns due to the well-known Saffman-Taylor instability [6, 7] . The reverse setup using a viscous fluid to displace a less viscous fluid or the two fluids having the same viscosity does not provoke the fingering instability.
Recent experiments using two reacting fluids with the same viscosity in a Hele-Shaw cell show a gel-like phase can be produced at the interface [8] . While there should be no instabilities within the framework of the classic Hele-Shaw model, the interface in this case surprisingly exhibits instabilities including mushroom shapes, fan-like patterns, or tentacle fingers depending on the injection flow rate [8] . Similarly, novel patterns have now been observed in other Hele-Shaw experiments involving gel formation [9, 10] or precipitation reactions [11, 12] at the interface. As the interface curves, one expects that intermolecular bonds are broken, thus reducing the stiffness of the gel-like phase. He et al. later proposed a curvature weakening model to investigate these phenomena by treating the interface as an elastic membrane [13] . The idea is to introduce a curvature dependent bending rigidity function whose value decreases as the local curvature increases, ν(κ) = ν 0 (Ce −λ 2 κ 2 + 1 − C ), where ν 0 is the largest resistance of the interface, C is the rigidity fraction representing the intermolecular bonds broken through interface deformation, and λ is a characteristic radius. Using the Helfrich bending energy for an elastic membrane [14] , He et al. derived a modified Laplace-Young condition, performed linear stability analysis, and identified critical conditions for instability under various parameters. The curvature weakening model works reasonably to explain some anomalous fingering instabilities observed in experiments by Podgorski et al. [8, 13] . The model also agrees with the experimental observations in the sense that a reactive system has destabilizing effect and the fingering instability is greater than that in a nonreactive system which is also confirmed in [15] . The elastic interface idea is also considered in a rotating Hele-Shaw flow [16, 17] . In [17] , the authors demonstrate a beautiful set of stationary morphologies depending on the competition between elastic and centrifugal forces.
In this paper, we investigate the curvature weakening model numerically and explore the long-time interface dynamics beyond the linear analysis. For the Hele-Shaw problem considered in this paper, we use a boundary integral method to solve the field equations and compute the normal velocity of the interface. The advantage is that the dimensionality of the problem is reduced by one, i.e. the two-dimensional domain problem becomes a one-dimensional curve evolution problem. Moreover, there are well-developed accurate and stable quadratures for computing the weakly singular integrals (logarithmic singularity). To update the interface position, we develop a modified integrating factor method to remove the severe stiffness of the problem due to the 4th order derivative terms in the boundary conditions [18] . The numerical algorithm is second order accurate in time and spectrally accurate in space. Note that there are many computational methods have been developed for computing sharp interface problems, such as immersed interface methods [19] and the level set methods [20] . These Cartesian grid methods employ uniform local stencils for interpolation or differentiation, and are usually coupled with adaptive mesh schemes and multigrid solvers to improve the efficiency.
Another computational challenge is the intrinsically slow motion of the interface. For the evolution we are interested
, where R(t) is the equivalent radius of the enclosed fluid. This is extremely slow for large R(t) and makes the long-time computation prohibitive in practice. To remove this costly time constraint, we implement a rescaling scheme to speed up the interface evolution following [21] . The idea is to establish a one-to-one mapping between the current and rescaled time and space such that in the rescaled frame, the evolution of the interface is dramatically accelerated while the original physics of the problem is preserved. The rescaling technique allows the interface to evolve at any speed [22] . The rescaling idea can also be applied to general Cartesian grid based methods to gain better efficiency [23] . We first consider a constant flux to investigate the elastic effect on the interface morphology. For zero rigidity fraction (i.e. C = 0), the rigidity function is a constant ν(κ) = ν 0 and no weakening is involved. Numerical results show that the interface develops viscous fingering patterns at early times, and then fingers split at their tips later. For non-zero rigidity fraction, the curvature weakening takes effects in the rigidity function and prevents fingers from splitting. Instead, weakening promotes side branching around finger tips at early times.
We then focus our study on self-similar growth. Linear stability analysis shows there exists self-similar flux J R (t) scaled as
, where flux parameter J c could also depend on R for C ̸ = 0 [13] . For small rigidity fractions C , J c is monotonic in R and we have self-similar evolution using J R as the applied flux. For large rigidity fractions C , the flux parameter J c is non-monotonic in R and may even become negative. Numerical tests show that for large C , self-similarity only exists for large enough initial shapes or equivalently small characteristic radius λ. At long times, numerical simulations reveal that there exists nonlinear stabilization, which eventually leads the interface to a self-similar limiting shape. We find that the self-similar shape is independent of the rigidity fraction C for very large R(t), but slightly depends on the initial shape. This paper is organized as follows: in Section 2, we review the governing equations and linear analysis of the curvature weakening model; in Section 3, we present our numerical scheme; in Section 4, we discuss the numerical results; and in Section 5, we give conclusions.
Governing equations and linear analysis
In a fluid-filled Hele-Shaw cell, a second fluid is injected at the center to displace the first. Let Γ (t) be the moving interface separating the two fluid domains E i , where i = 1, 2 indicates the injected fluid and the exterior fluid, respectively (see Fig. 1 for a schematic diagram). We assume the two fluids obey Darcy's Law,
where u * i is the velocity of fluid i, P * i is the corresponding pressure, and M i = Considering a characteristic length L and pressure P and taking
, we obtain the following nondimensional equations
Across the interface, the fluid normal velocity is continuous and the pressure has a jump
In the classical Hele-Shaw problem, the force term f (x), also known as the Laplace-Young condition, is the product of the surface tension σ and the curvature κ. Finally fluid is injected at flow rate J(t),
where s is the arclength, Σ 0 is a small circle centered at origin and n is the outward normal. The motion of the interface is given by dx dt = u 1 for x ∈ Γ (t).
The curvature weakening model. In [13] , the interface is modeled as an elastic membrane and its dynamics is governed by energy,
where ω is the bending energy density,
where κ is the curvature of the interface. Note that the elastic energy is commonly used to model the dynamics of vesicles, e.g. [24] [25] [26] [27] [28] and references therein. For the curvature weakening model, the bending rigidity function ν(κ) is constructed as ν(κ) = ν 0 (Ce
where ν 0 is the largest bending resistance of the interface, 0 ≤ C < 1 is the rigidity fraction representing the intermolecular bonds broken through surface deformation, and λ is the characteristic radius beyond which ν(κ) decays significantly [13] .
As the curvature κ increases, the bending rigidity ν(κ) decreases. When κ is large, ν(κ) approaches to its lower bound (1 − C )ν 0 . The largest rigidity limit ν 0 can be reached by setting C = 0 or radius of curvature going to infinity. Using Eq. (8) and performing energy variation, we obtain the pressure jump,
where primes indicate derivatives with respect to the curvature κ, and the subscripts of κ denote partial derivatives with respect to the arclength s. Note that if ω = 2σ , energy variation of Eq. (8) yields the classical Laplace-Young condition. Review of the linear stability analysis. Consider the interface Γ (t) to be a perturbed circle of radius R(t),
where α is the polar angle, δ(t) is the time-dependent perturbation, ϵ ≪ 1, and integer k ≥ 2 is the perturbation modes.
The underlying reference circle evolves as dR
To characterize the interface morphology and quantitatively measure how much the interface deviates from the reference circle, we introduce the shape factor
R(t) [21] , whose evolution is given by
where
γ is the scaled injection flow rate. A 1 , A 2 are functions of the rigidity fraction C and implicitly depend on time via parameter η,
The driving force term in Eq. (14) is from the injection flux and it may become negative for (kΨ − 2) ≤ 0. The second term is the bending force from the bending elasticity of the interface. The competition between these two forces gives rise to a variety of morphologies [13] . Note that the interface is linearly unstable to the kth mode perturbation if and only if
Self-similar fingering pattern
We rewrite the function S k in Eq. (14) as (15) where the critical self-similar flux [13] 
and the numerator J c = −
. Note that flux parameter J c depends on R(t) implicitly via functions A 1 and A 2 . When the applied fluxĴ = J R , we have S k = 0. From Eq. (13), when the growth rate of the shape factor is zero, which indicates that the driving force and the bending force are balanced, i.e. the shape factor of mode
. Note that self-similar growth (or shrinkage) represents a dynamical equilibrium
state of this open system. As analyzed in [13] , J are all constants, and J R simply scales as R −3 (t). When C is non-zero, J c is not a constant and may become non-monotone in η due to the curvature weakening effect. In particular, large enough C can make J c negative. For example, as shown in hand, starting from point P C (η = 1.44, J c = 195.3), the initial 6-fold shape grows self-similarly from R(0) = 1.0 to the final size R = 1.116, where J c = 0. Starting from point P A (η = 0.25, J c = 611), the positive J c will keep the initial 6-fold shape growing self-similarly forever. Note that as R(t) → ∞ and η → 0, J c tends to its limit without weakening (C = 0), J c ≈ 1811.25.
Boundary integral formulation

Numerical methods for solving the normal velocity
Here, we consider the case in which a less viscous fluid is pumped into a more viscous fluid. In particular, we take the viscosity of the inner fluid to be zero and simulate the case in which an air bubble is pumped into a viscous fluid (e.g., oil). The case in which the viscosities of the fluids are matched, as in the experimental results reported in [8] , will be considered in a forthcoming study [29] . Since the pressure of the bubble is constant, we only need to solve the exterior problem. From potential theory, the pressure of the exterior fluid can be written as an integral
where µ(x) is a dipole density on the moving interface Γ (t). Taking the limit x → x ′ ∈ Γ (t) and using Eq. (11), we obtain a Fredholm integral equation of the second kind
with
Eq. (18) is well-conditioned and µ(x) can be solved efficiently using an iterative method, e.g. GMRES [18, 21] . Once we get µ(x), the normal velocity V can be computed via the Dirichlet-Neumann mapping [30] ,
where the subscript denotes derivatives with respect to s. Note that in Eq. (20) , the normal velocity decreases as the air bubble size |x| gets large. For the self-similar growth we are interested in, the evolution speed decreases as V ∝ 1 R 4 (t) because the self-similar flux J R ∝ R −3 (t). This slow motion makes the computation extremely expensive (in terms of CPU hours) to reach a large R(t). In fact, it becomes prohibitive for long-time simulations. In this paper, we develop a rescaling scheme to accelerate the interface dynamics while preserve the physics of the problem [21] .
Rescaling scheme
We first introduce a new rescaled space and time frame (x,t) such that [21] x =R(t)x(t, α), and
whereR(t) is the space scaling factor representing the size of the interface, andx is the position vector of the scaled interface with parameterization α. The time scale function ρ(t) maps the original time t to the new timet. In general, ρ(t(t)) =ρ(t)
can be chosen to make the interface evolve in the new frame at an arbitrary speed [22] . The rescaled normal velocityV satisfies
where V is the original normal velocity. In the rescaled frame, we require the area enclosed by the interface remains constant,
That is the integration of the normal velocity along the interface in the scaled frame vanishes,
As a consequence,
whereJ(t) = J(t(t)) is the flux. The space scaling factorR(t) can be set according to the time scale functionρ(t). Here we set ρ(t) =ĀR 2 (t) πJ to makeR(t) evolve exponentially fast in the rescaled frame,
Takingμ(x) = µ(x)R 3 (t), we next rewrite the integral equation (18) in the rescaled frame as
where the rescaled force term
Similarly, we compute the normal velocity in the rescaled framē
wherex ⊥ = (ȳ, −x).
Interface evolution
In this section, we present a nonstiff second order scheme to update the interface. Let α denote an equal arclength parameterization of the interface (i.e. the collocation points are equally spaced along the interface), we have identity
dα, whereL(t) is the arclength of the interface in the rescaled frame. By introducing the tangential angleθ , we have the tangential vector s = (cos(θ ), sin(θ )), the normal vector n = (sin(θ ), − cos(θ )), and the curvatureκ =θ α /s α =θs, where local arclength variations α = x 2 α +ȳ 2 α . Suppose we obtain the normal velocity by solving integral equations (26) and (28) . We choose the following tangential velocity to ensure the equal arclength distribution of grid points during evolution [18] T (α,t) =T (0,t) +
The motion of the interface is given by
Using the equal arclength representation, we may naturally repose the equation of motion in terms of the tangent angle and the arclength of the interfacē
The position vectorx(α,t) can be reconstructed by simply integratinḡ
Small scale decomposition. Following [18] , we use the Small Scale Decomposition (SSD) to remove the severe stiffness due to the 4th order derivative. Noticing the dipole densityμ α ∼ S(κ)κss α , where S(κ) is the coefficient ofκ ss in Eq. (27) ,
′κ /R +ν), and notation f ∼ g means the difference between f and g is smoother than f and g. At small scales, we havē
where the Hilbert transform is defined as (31), theV α term dominates the small scale behavior [18] . Let S max = max |S(κ)|. We rewrite Eq. (31) as
where N(α,t) is the remaining smooth part. In Fourier space, we solve the tangent anglê
using the second order accurate linear propagator method in the Adams-Bashforth form [18, 31] . We then apply the inverse Fourier transform to recoverθ . We also use the Adams-Bashforth method to update the arclengthL(t). The linear propagator and Adams-Bashforth methods are multi-step methods, and require information from the two previous time steps. The first time step is realized using an explicit Euler method. Note that similar integration factor ideas are also implemented in [32, 33] . The outline of the algorithm is given below
Algorithm 1 Numerical algorithm
Input: initial shapex(t = 0) and the flux J(t = 0)
1: att = 0 perform equal arclength discretization 2: fort = 0 tot final do 3: solve discrete system using GMRES forμ via Eq. (26) 4:
compute normal velocityV using the Dirichlet-Neumann mapping via Eq. (28) 5:
compute tangent velocityT via Eq. (29) and the arclengthL 6: use the linear propagator method to updateθ via Eq. (36) 7: update interfacex and flux J(t) 8: end for
Numerical results
Convergence test
In this section, we test the convergence of our algorithm. Consider an air-oil interface with initial shape of the air bubble in the rescaled frame, r(α, 0) = 1 + 0.01 sin(4α). We set the largest resistance ν 0 = 0.1 and the rigidity fraction C = 0, and the characteristic radius λ = 1. Note that the results are similar when C ̸ = 0. The air is injected into oil with a large a b constant flow rate J(t) = 23 (orĴ = 230). From the linear analysis, we know the interface will be unstable and quickly develop fingering patterns. To characterize the interface morphology, we compute the shape factor numerically using
wherex is the position vector from the centroid of the shape to the interface andR eff = Ā π is the effective radius of the air bubble in the scaled frame.
We first study the temporal resolution using N = 512 mesh points along the interface. The time steps are chosen to be t = 1.25×10 −5 , 6.25×10 −5 , 3.125×10 −6 , and 1.5625×10 −6 . The numerical error is measured using Error = |Ā(t)−Ā(0)|, whereĀ(t) is the area enclosed by the interface in the rescaled frame at timet, andĀ(0) is the initial area. In theory, we should haveĀ(t) =Ā(0). Fig. 3(a) shows the base 10 logarithm of the numerical error plotted versus the scaling factor R(t) =R(t). The interface morphologies corresponding to different time steps are almost identical at the same radius, see insets for a sample evolution sequence. When the time step is reduced by half, the distance between the curves uniformly decreases by a factor of 0.6, which confirms the 2nd order accuracy.
Next we test the spatial resolution using N = 512, 1024, and 2048 mesh points along the interface. For all calculations, we set t = 3.125 × 10 −6 . The error is again measured as Error = |Ā(t) −Ā(0)|. The results are summarized in Fig. 3(b) . The run with N = 512 fails atR(t) = 16.85, because more mesh points are needed to resolve the interface. Similarly, the run with N = 1024 fails later atR(t) = 29.69, and the run with N = 2048 stops atR(t) = 48.47. The corresponding final a b morphologies are shown as insets. The morphologies computed using different resolutions overlap and the differences are indistinguishable.
Finally, we demonstrate the efficiency of our rescaling method in Fig. 6(a) , where we set the initial shape r(α, 0) = 1 + 0.05(cos(2α) + cos(3α)), ν 0 = 0.1, λ = 1.0, and C = 0.6. To better elucidate the gains in efficiency using the rescaling scheme, we take a time dependent flux,Ĵ(t) = −105(
following Eq. (16). According to linear theory, this flux will lead the evolution to a 6-fold self-similar shape. As shown by the evolution sequence using the rescaling scheme, the nonlinear numerical results confirm a 6-fold self-similar limiting shape, though the large shape factor δ/R ≈ 0.56 is well beyond the linear prediction. Note that it only takes about one hour CPU hours to simulate this limiting shape at R = 5.86 × 10 6 in the rescaled frame, while the simulation using the original code is far behind in the current frame and only reaches R = 4.32 after a one hour run.
Comparison with the linear stability theory
Next we compare the linear theory and nonlinear results using a slightly perturbed initial circle, r(α, 0) = 1 + 0.05 sin(4α). We use parameters C = 0, ν 0 = 0.1, λ = 1, and fluxĴ = 20. Using N = 1024 mesh points and the time step t = 6.25E − 6, we run simulations until the final timeT = 6.25 × 10 −2 in the scaled frame. We denote ( δ R ) num and ( δ R ) an as the numerical and analytical shape factor respectively. From the linear analysis, the shape factor can be solved 
Suppressing of the tip-splitting for the curvature weakening elastic interface
In the absence of the weakening effect, the interface develops fingering structures, see the case with C = 0 in Fig. 5(a) .
Similar to the classical surface tension model, the tip-splitting process repeats and produces dense branching morphologies. When the rigidity fraction C is non-zero, the rigidity function is curvature dependent and the curvature weakening takes effect. As shown by the evolution sequence using C = 0.5 in Fig. 5(b) , we observe that at early times the curvature weakening promotes side-branching instead of tip-splitting. The suppression of the tip-splitting process leads the interface evolve into a completely different morphology. However, tip-splitting reappears at later times because the curvature weakening effect decays as the size of the interface R increases. To produce 
Long-time self-similar evolution
In this section, we focus our study on self-similarly evolving shapes using a time dependent flux. We set N = 4096 mesh points along the interface and the time step to be t = 3.125E − 6. We set the maximum resistance ν 0 = 0.1 and the characteristic radius λ = 1. The initial shape is taken to be a mode mixture, r(α, 0) = 1 + 0.05(cos(2α) + cos(3α)).
We first examine the linear self-similar theory. Motivated by the non-monotonic behavior of the linear self-similar flux for large rigidity fraction C = 0.6 (shown in Fig. 2 ), we perform long-time simulations to check the unlimited self-similar growth for point P A , self-similar shrinking for point P B , and limited self-similar growth for point P C . In Fig. 6(a) and (b), we plot the shape factor δ/R and the flux parameter for point P A as a function of R, respectively. At time t = 0, J c is calculated to be J c = 611. As R(t) increases, J c stabilizes at J c = 1811 since parameter η ≈ 0 for large R. Note that the linear theory (dashed line) does not predict the long-time stabilization, and the value of δ/R keeps increasing during the evolution. We perform similar studies using point P B and P C as shown in Fig. 6 is no mode 6 included in the initial shape. Nonlinear interactions among the modes create mode 6, which is then selected to be the dominant mode. Even though unstable growth may be significant at early times, there is nonlinear stabilization at long times that leads to the existence of 6-fold limiting shapes. The self-similarity indicates a dynamical balance between the driving flux and the bending force.
In Fig. 7(b) , we vary the initial interface shape and apply the same fluxĴ. Unlike the self-similar study in [34] , the final symmetry of the limiting shape could slightly depend on the initial configuration. As an example, we take r(α, 0) = 1 + 0.05(cos(2α) + cos(3α)), r(α, 0) = 1 + 0.05(cos(5α) + cos(6α)), r(α, 0) = 1 + 0.05(cos(3α) + cos(5α) + cos(7α)), we obtain the 6-fold self-similar shape with almost identical shape factor δ/R. However, the initial shape r(α, 0) = 1 + 0.05(cos(2α) + cos(4α) + cos(9α)) leads the evolution to a 4-fold self-similar shape. The final shape factor is slightly smaller than that of the 6-fold case. For most testing cases (not shown), we end up with a 6-fold self-similar shape.
Since the final self-similar limiting shape is independent of the rigidity fraction parameter C , we can simply take the flux to beĴ = J 0 R 3 , where J 0 is an arbitrary constant. We perform simulations using various initial shapes and map the most observable limiting shapes in Fig. 8 
Conclusions
In this paper, we investigated the nonlinear behavior of a gel-like interface arising from air pumped into a viscous fluid using a non-stiff, very efficient boundary integral method. The gel is modeled as a stiff interface with an elastic (bending) coefficient that decreases as the curvature of the interface increases, which models geometrically-induced breakage of intermolecular bonds. We demonstrated that this curvature-weakening model tends to suppress tip splitting instabilities and instead promotes side-branching.
Previously developed linear theory predicted that self-similar evolution is possible for special choices of the injection flux. Nonlinear simulations confirm that nonlinear self-similar evolution is achievable. In particular, we found that nonlinear stabilization may occur in which the bubbles grow into asymptotically stable, symmetric shapes. The symmetry is selected primarily by the flux. Accordingly, we constructed a morphology diagram to relate the observed limiting shapes to the injection flux.
In future work, we plan to investigate fluids with matched viscosity within the framework of curvature weakening model and compare our numerical results with available experimental data [8, 29] . The rescaling scheme presented in this paper can be applied more generally to a set of moving boundary problems based on Cartesian grid techniques [23] .
