In this paper, we consider the real rank zero C * -algebras which can be written as an inductive limit of the Elliott-Thomsen building blocks and prove a decomposition result for the connecting homomorphisms; this technique will be used in the classification theorem.
Introduction
The problem people we considered is to classify C * -algebras by their K-theoretical data. The first result of this kind was the classification of inductive limits of sequence of finite direct sums of matrix algebras (called AF algebras) [5] . This result was extended in [6] . It replaced the matrix algebras by matrix algebras over the unit circle and restricted the limit of C * -algebras to have real rank zero. In [8] , [10] and [4] , a classification was given to classes of separable nuclear C * -algebras of real rank zero. The decomposition theory plays an important role in the classification theorem. It will have some similar forms and reflect the property of the connecting homomorphisms. If A is an AH algebra with real rank zero, then [8] proves a decomposition result which says that φ m,n can be approximately decomposed as a sum of two parts, φ 1 and φ 2 ; one part having a very small support projection, and the other part factoring through a finite dimensional algebra.
In this article, the basic building blocks we consider were introduced by Elliott in [7] and Thomsen in [11] , which are also called one dimensional non-commutative finite CW complexes. The C * -algebras we consider are the algebras which can be expressed as the real rank zero inductive limit of a sequence
and ϕ 0 , ϕ 1 : F 1 → F 2 be unital homomorphisms. Let ϕ 0 * , ϕ 1 * : K 0 (F 1 ) = Z p → K 0 (F 1 ) = Z l be represented by matrices α = (α ij ) l×p and β = (β ij ) l×p , where α ij , β ij ∈ Z + for each pair i, j. Then
. . .
. .
1.3.
We use the notation #(·) to denote the cardinal number of the set, the sets under consideration will be sets with multiplicity, and then we shall also count multiplicity when we use the notation #. , · · · , a(θ p ), · · · , a(θ p ) α ip in the above expression, and do the same with y = (1, i). After this procedure, we can assume each y k is strictly in the open interval (0, 1) i for some i. We write the spectrum of φ by Spφ = {θ 
If f = f * ∈ A, we use Eg(φ(f )) to denote the eigenvalue list of φ(f ), then #(Eg(φ(f ))) = n (counting multiplicity).
1.5.
Let us use θ 1 , θ 2 , · · · , θ p denote the spectrum of F 1 and denote the spectrum of C([0, 1], F 2 ) by (t, i), where 0 ≤ t ≤ 1 and i ∈ {1, 2, · · · , l} indicates that it is in ith block of F 2 . So
for each j ∈ {1, 2, · · · , p} and sgn(x) is the sign function.
In this paper we use the convention that
, with
Let ϕ 0 * , ϕ 1 * be represented by matrices α = (α ij ) l×p and β = (β ij ) l×p , and let ϕ 0 * , ϕ 1 * be represented by matrices α = (α i j ) l ×p and β = ( . We will define a finite subset H(η) ⊂ A + , consisting of two kinds of elements as described below.
(a)For each subset
Then we call W j the closed neighborhood of X j , we define element (f, a) ∈ A + corresponding to X j and W j as follows: ] and points {x r }). So there are finite subsets for each i. Define (f, a) corresponding to X by a = 0 and for each t ∈ (0, 1) r , r = i, f (t, r) = 0 and for t ∈ (0, 1) i define
here we use e Note that for any closed subset Y ⊂ [η, 1 − η], there is a closed subset X consisting of the union of the intervals [x r , x r+1 ] such that X ⊃ Y and for any x ∈ X, dist(x, Y ) ≤ η.
1.9.
Let φ : A → M n (C) be a homomorphism. φ has the expression as 1.3. For a closed neighborhood W j of X j = {θ j }, define
1.10. In general, a unital homomorphism φ : C[0, 1] → B with finite dimensional image is always of the form :
where {x k } is a finite subset of [0,1] and {p k } is a set of mutually orthogonal projections with
Bφ(e 11 )), where {p k } is a set of mutually orthogonal projections in φ(e 11 )Bφ(e 11 ).
Pairing results
Definition 2.1. A unital C * -algebra is said to have real rank zero, written RR(A) = 0, if the set of invertible self-adjoint elements is dense in A sa .
Suppose
A is a C * -algebra, B ⊂ A is a subalgebra, F ⊂ A is a finite subset and let ε > 0. If for each f ∈ F , there exists an element g ∈ B such that f − g < ε, then we shall say that F is approximately contained in B to within ε, and denote this by F ⊂ ε B.
The following is clear by the standard techniques of spectral theory [2] . Lemma 2.3. Let A = lim −→ (A n , φ m,n ) be a C * -algebra which is the inductive limit of C * -algebras A n with morphisms φ m,n : A m → A n . Then A has RR(A) = 0 if and only if for any finite self-adjoint subset F ⊂ A m and ε > 0, there exists n ≥ m such that φ m,n (F ) ⊂ ε {f ∈ (A n ) sa | f has f inite spectrum}.
2.4.
The following fact is well known. (called Pairing Lemma [15] and Marriage Lemma in [14] ) Let X, Y be two sets of finitely many points in a metric space, #(X) = #(Y ). Suppose that for any subset X ⊂ X,
and any subset Y ⊂ Y ,
Then X and Y can be paired to within ε one by one.
We need the following generalization of the pairing lemma due to Gong (see [9] ) Lemma 2.5. Let X, Y be two sets of a metric space with subsets where m ∈ N + , if φ, ψ : A → M n (C) are unital homomorphisms with the condition that Eg(φ(h)) and Eg(ϕ(h)) can be paired to within 1 4 one by one for all h ∈ H(η), then for each i ∈ {1, 2, · · · , l}, then there exists
such that X i and Y i can be paired to within 2η one by one.
Proof. We will apply lemma 2.5 to the set X Spφ
Let h ∈ H(η) corresponding to X , then h| X = 1 and support(h) ⊂ X . Since Eg(φ(h)) and Eg(ψ(h)) can be paired within ε, then we will have
Similarly for any subset Y ⊂ Y 1 ,we also have
Then there exists
and Y 0 can be paired one by one to within 2η.
Proof. Let φ x 0 := π x 0 • φ. We will denote Spφ x 0 by
There exists a large enough integer m such that
, then we will construct a finite subset H(η) ⊂ A + , by the continuity of φ, there exists δ > 0 such that
Then by the Weyl spectral variation inequality [1] , Eg(φ x (h)) and Eg(φ x 0 (h)) can be paired to within 1 one by one. By lemma 2.6, there exist
and Y i (x 0 ) can be paired to within 2η one by one.
From the construction of η, we have V ⊂ [5η, 1 − 5η] i , and from the pairing results, we have
Similarly,
It is obvious that
hold for all x ∈ B(x 0 , δ).
Decomposition theorem
The following lemma is Proposition 3.2 of [3] .
Lemma 3.1. Let X be a Hausdorff compact space ,let k > k ≥ 1 be integers ,let W be an open cover of X, and assume that for each W ∈ W there is given a continuous projection valued map
then there is a continuous projection valued map p : X → M n such that for x ∈ X:
A k , where A 1 , A 2 , · · · , A n ∈ C are minimal blocks, let σ k : A → A k be a homomorphism which maps the direct sum to the k th block in a natural way, define
where we take
has only one block. Let G ⊂ A be a finite set, for any positive integers J, L, there exists η > 0 such that if a unital homomorphism φ : A → B satisfies φ(H(η)) ⊂1 6 {f ∈ B |f has f inite spectrum}, then there exists a projection q ∈ B and a unital homomorphism ψ : A → (1 − q)B(1 − q) with finite dimensional image such that
(1) L · rank (φ(e) − ψ(e)) < rank ψ(e) for any projection e ∈ A,
Proof. Since G ⊂ A is a finite set, K 0 (A) is finitely generated, we may assume that G contains a set of projections which generate K 0 (A). Then there exists an integer
and take H(η) as test functions.
, where
Let ϕ 0 * , ϕ 1 * be represented by matrices α = (α ij ) l×p and β = (β ij ) l×p , and let ϕ 0 * , ϕ 1 * be represented by matrices α = (α j ) 1×p and β = (β j ) 1×p .
Since Sp(B) = Sp(F 1 )∪(0, 1), we can choose a base point x 0 ∈ (0, 1),
Step 1: We will use the technique in lemma 2.21 of [8] 
One has
Consider each set (t r−1 , t r ) i , we will define intermediate points S r , S r with t r−1 ≤ S r ≤ S r ≤ t r , (1 ≤ r ≤ K) as follows.
Divide (t r−1 , t r ) i into L + 1 intervals of equal length
by points
we note that some of them may be single point. Actually, we denote them of the form
Condition (iii) has already be verified. Let us verify Conditions (i) and (ii).
, if r 1 = r 2 .
From the definition of W i r , we know that
.
So (ii) holds. For each i ∈ {1, 2, · · · , l}, we have a collection of disjoint closed intervals
Then for any x ∈ [0, 1] ∈ Sp(B), Eg(φ x (h)) and Λ(h) can be paired to within 1 6 one by one, then Eg(φ x 0 (h)) and Eg(φ x (h)) can be paired to within 1 3 one by one for each h ∈ H(η). We will use these pairing results frequently.
Step 2: Set c
, for all i ∈ {1, 2, · · · , l}, r ∈ {0, 1, 2, · · · , K}, let us construct P i r for each i ∈ {1, 2, · · · , l}, r = {1, 2, · · · , K − 1}.
For each x ∈ [0, 1] ⊂ Sp(B), we have
Rewrite it by
where
For any subset T ⊂ (0, 1) i ⊂ Sp(A) and x ∈ [0, 1] ⊂ Sp(B), define E T (x) as follows: let a(θ j ) = 0 for each j ∈ {1, 2, · · · , p}, and for y ∈
. . . 
fulfill the canonical relations for matrix units: 
Consider the following two cases:
Therefore,
Define χ i r as follows: let a(θ j ) = 0 for each j ∈ {1, 2, · · · , p}, and let
where χ i r (t, s) = 0 ls , for s = i, and 
for any x ∈ [0, 1] ⊂ Sp(B). We will apply lemma 2.7 to U and
Define χ i r corresponding to the point x ∈ Sp(B) as follows: let a(θ j ) = 0 for each j ∈ {1, 2, · · · , p}, and let 
here we use e 
Then p i r ∈ B (see notation in ( * ) and the paragraph below), and
Recall that for each j ∈ {1, 2, · · · , p } and a = (a (
, as follows:
, where sgn(x) is the sign function.
Since
Set
holds for all g ∈ G. Then we have that
Let g ∈ G be written as
From the two cases above, we have constructed a collection of mutually orthogonal projections
Step 3: Now we deal with
θ j may appear in different end points, this fact force us to define subsets as follows:
Then we turn these 2l intervals to p subsets. Set X j = {θ j }, we will construct P j corresponding to X j = {θ j } and V j , for j = 1, 2, · · · , p. Now we will replace the spectra in
and replace the spectra in
to obtain a new homomorphism φ from φ at each point.
Obviously,
Then for any given x ∈ [0, 1], there are unitaries U x , V x such that
it does not depend on x continuously, but E W j (x) commutes with φ x (f ) for all f ∈ A, and if
Suppose that {f
Obviously, we have
Let h j be the test function corresponding to V j and X j . In a similar way, from the pairing results, for any x 1 , x 2 , x 3 , x 4 ∈ [0, 1], we have
We still consider the following two cases:
This case is just similar to case 1 in step 2, we have
Recall that
Then, if i satisfies α ij = 0, we will have Spφ x ∩(B(V η) = ∅. Define χ j as follows: let a = (a(θ 1 ), a(θ 2 ), · · · , a(θ p )) ∈ F 1 , where a(θ j ) = I k j and a(θ s ) = 0 ks , if s = j. Set
Then χ j ∈ A and φ(χ j ) is a projection in B. Set P j = φ(χ j ), then P j commutes with φ(f ) for all f ∈ A and
for any x ∈ [0, 1].
Apply lemma 2.7 to U j and any x ∈ [0, 1], we may require that η (x ), δ (x ) small enough (we still assume that for all x ∈ [0, 1], η (x ) ≤ 1 3 η and η (0) = η (1)) and also satisfy
Define χ j corresponding to the point x as follows: Set
Then χ j ∈ A and φ(χ j ) defines a continuous projection-valued function on an open neighbourhood B(x , δ (x )) and denote it by q j | B(x ,δ (x )) (x), then
Apply lemma 3.1, there is a projection-valued function p j defined on the whole set [0, 1] with rank p j = #(Λ 1 (h j )), and
In general, p j (x) does not belong to B, this problem can be solved by using the same technique as in case 2 in step 2, we can obtain a projection new p j ∈ B.
then P j (x) almost commutes with φ(g)(x),
for all g ∈ G.
From the two cases above, we show that for each V j , we can find a projection P j almost commutes with φ(g), for all g ∈ G and rank P j = k j #Λ 1 (h j ) for all j ∈ {1, 2, · · · , p}.
Step 4: From setp 2 and step 3, we have constructed a collection of mutually orthogonal projections
Each of them almost commutes with φ(g) for all g ∈ G.
Define
Change all the spectra in
We will obtain a pointwise homomorphism φ from φ .
Define ψ :
Then ψ can be factored through a finite dimensional C * -algebra. Now we have φ(g)q − qφ(g) = φ(g)q − qφ(g)q + qφ(g)q − qφ(g) ≤ (1 − q)φ(g)q + qφ(g)(1 − q) = (1 − q)φ(g) − φ(g)(1 − q) q + q (1 − q)φ(g) − φ(g)(1 − q)
and φ(g) − qφ(g)q ⊕ ψ(g) < 4 J , for any g ∈ G. This means that conditions (2) and (3) hold. It is only to verify condition (1), by the fact that 
It is obvious that L · rank q < rank (1 − q).
Moreover, for each projection e ∈ A, we will have L · rank (φ(e) − ψ(e)) < rank ψ(e).
Hence, (1) holds.
Remark 3.4. This theorem has some similarity to what was proved in [8] and [10] , the authors use small spectra variation to find finitely many projections such that (1), (2), (3) hold. But in general, the spectra may not have a regular form and the projections will not belong to B, which makes that the small spectra variation may not be sufficient. If we assume each Elliott-Thomsen building block has the property that there exist an upper bound for all p, then we can take η > 0 small enough and choose a suitable decomposition such that for any projection e ∈ A, we have L · [φ(e) − ψ(e)] ≤ [ψ(e)].
Corollary 3.5. Let A = A(F 1 , F 2 , ϕ 0 , ϕ 1 ), B = B(F 1 , F 2 , ϕ 0 , ϕ 1 ) ∈ C, let G ⊂ A be a finite set, then for any positive integers J, L, there exists η > 0 such that if a homomorphism φ : A → B satisfies φ(H(η)) ⊂1 6 {f ∈ B |f has f inite spectrum}, then there exists a projection q ∈ B and a unital homomorphism ψ : A → (1 − q)B(1 − q) with finite dimensional image such that (1) L · rank (φ(e) − ψ(e)) < rank ψ(e) for any projection e ∈ A, (2) qφ(g) − φ(g)q < 4 J f or any g ∈ G,
(3) φ(g) − qφ(g)q ⊕ ψ(g) < 4 J f or any g ∈ G.
Proof. we consider π i • φ instead of φ and repeat the four steps in 3.3. Note that in this case Sp(B) = Sp(F 1 )∪ l i =1 (0, 1) i , then for each i ∈ {1, 2, · · · , l }, we will choose (x 0 , i ) ∈ (0, 1) i be the base points, then we can prove the result in the same way, so we omit this proof. Corollary 3.6. Let A = lim −→ (A n , φ m,n ) be a C * -algebra which is an inductive limit of the Elliott-Thomsen building blocks A m with morphisms φ m,n : A m → A n . If RR(A)=0, then for any finite subset G ⊂ A m , ε > 0, L > 0, there exists n ≥ m, such that there are two orthogonal projections q 1 , q 2 ∈ A m and a unital homomorphism φ : A m → q 2 A n q 2 with finite dimensional image, satisfying the following:
(1) rank q 2 ≥ L · rank q 1 , where q 1 + q 2 = φ m,n (1 Am ), (2) q 1 φ(g) − φ(g)q 1 < ε f or any g ∈ G, (3) φ m,n (g) − q 1 φ m,n (g)q 1 ⊕ φ (g) < ε f or any g ∈ G.
