Several existence theorems are given for some second-order difference equations associated with maximal monotone operators in Hilbert spaces. Boundary conditions of monotone type are attached. The main tool used here is the theory of maximal monotone operators.
Introduction
In [1, 2] , the authors proved the existence of the solution of the boundary value problem
p(t)u (t) + r(t)u (t) ∈ Au(t) + f (t), a.e. on [0, T], T > 0,
(1.1) Particular cases of this problem were considered before in [9, 10, 12, 15, 16] . If p ≡ 1, r ≡ 0, f ≡ 0, T = ∞, and the boundary conditions are u(0) = a and sup{ u(t) ,t ≥ 0} < ∞ instead of (1.2), the solution u(t) of (1.1), (1.2) defines a semigroup of nonlinear contractions {S 1/2 (t), t ≥ 0} on the closure D(A) of D(A) (see [9, 10] ). This semigroup and its infinitesimal generator A 1/2 have some important properties (see [9, 10, 11, 12] ).
A discretization of (1.1) is p i (u i+1 − 2u i + u i−1 ) + r i (u i+1 − u i ) ∈ k i Au i + g i , i = 1,N, where N is a given natural number, p i ,r i ,k i > 0, g i ∈ H. This leads to the finite difference scheme In this paper, we study the existence and uniqueness of the solution of problem (1.3), (1.4) under various conditions on A, α, and β.
The case p i ≡ 1, r i ≡ 0, g i ≡ 0 was discussed in [14] for the boundary conditions u 0 = a and u N+1 = b. These boundary conditions can be seen as a particular case of (1.4) with α = β = ∂ j (the subdifferential of j), where j : H → R is the lower-semicontinuous, convex, and proper function:
(1.5)
In [6, 8, 13, 14] , one studies the existence, uniqueness, and asymptotic behavior of the solution of the difference equation [13, 14] and the general case in [6, 8] ), subject to the boundary conditions
Here · is the norm of H. In [7] , the author establishes the existence for problem (1.3), (1.4) under the hypothesis that A is also strongly monotone. Other classes of difference or differential inclusions in abstract spaces are presented in [3, 4, 5] .
In Section 2, we recall some notions and results that we need to show our main existence theorems. They are stated in Section 3 and represent the discrete version of some results obtained in [1, 2] for the continuous case.
Preliminary results
In this section, we recall some fundamental elements on nonlinear analysis we need in this paper.
If H is a real Hilbert space with the scalar product (·,·) and the norm · , then the operator A ⊆ H × H (with the domain D(A) and the range R(A)) is called a monotone operator if (x − x , y − y ) ≥ 0 for all x,x ∈ D(A), y ∈ Ax, and y ∈ Ax . The monotone operator A ⊆ H × H is said to be maximal monotone if it is not properly enclosed in a monotone operator. A basic result of Minty (see [11, Theorem 1.2, page 9] ) asserts that A is maximal monotone if and only if A is monotone and the range of A + λI is the whole space H for all λ > 0 (or equivalently, for only one λ 0 > 0). It is also known that a maximal monotone and coercive operator A is surjective, that is, its range R(A) is H.
For all x ∈ D(A), we denote by A 0 x the element of least norm in Ax: We end this section with some remarks on problem (1.3), (1.4) . Denoting
,N be the finite sequence given by 4) and let ᏸ be the product space H N = H × ··· × H (N factors) endowed with the scalar product
It is clear that H N and ᏸ coincide as sets and their norms are equivalent. Observe that
This operator is not necessarily monotone in H N , but we have the following auxiliary result (see [7, Proposition 2 
.1]).

Proposition 2.2. The operator B given above is maximal monotone in ᏸ.
Recall here an existence theorem from [7] , which we use in the sequel. 
Existence theorems
Let H be a real Hilbert space with the norm · and the scalar product (·,·). Consider the maximal monotone operators A :
Consider the difference inclusion (1.3), (1.4). As we have already discussed, problem (1.3), (1.4) has the equivalent form (2.3). We first study the existence of the solution to problem (1.3), (1.4) in the case a = b = 0, supposing that
and
Theorem 3.1. Let A, α, and β be maximal monotone operators in the real Hilbert space H such that (3.1) , (3.4) , and (3.5) or (3.6) 
then the boundary value problem
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is maximal monotone in ᏸ. Denote by | · | the norm in ᏸ. We show that
Suppose by contradiction that (u
Assume that (3.5) holds. By the boundary conditions in (3.7), we obtain that u
The equality a i (u 2 ≤ C 7 for all n ∈ N. But this is in contradiction with (3.10) and therefore (3.9) is true. This shows that B is coercive.
Next we show that
(3.14)
Hypothesis (3.4) for x = u 0 and
Thus, by (3.14), inequality (3.13) follows.
Let Ꮽ : D(A) N → H N be the operator 
,N )|, and from (3.9), one obtains the coercivity of B + Ꮽ. This shows that B + Ꮽ is surjective, that is,
But this is the abstract form of (3.7). Thus the existence is proved.
We show now that the difference of the two solutions ( or, in view of (2.6), at
By the boundary conditions in (2.3), we have If A or α is one to one, then the uniqueness follows easily. If A is maximal monotone and strongly monotone, then we obtain
so the solution is unique and the proof is complete.
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Now we replace (3.4) by (3.2) and (3.3) and remove (3.5) and (3.6). Adding the boundedness of the domain of β, we can state the following result. bounded and (3.1), (3.2), (3.3) hold. If a,b ∈ H, (g i ) i=1,N ∈ H N , and p i ,r i ,k i > 0, i = 1,N,  then problem (1.3), (1.4) 
Theorem 3.2. Let A, α, and β be maximal monotone operators in H such that D(β) is
, and α is monotone, we infer
and, similarly, 
The hypothesis that D(β) is bounded and the boundary conditions imply the boundedness of u λ N+1 with respect to λ. Using this, together with the estimates
with C 1 ,C 2 ,C 3 > 0 independent of λ.
From the boundary conditions, it follows that
and thus
Inequalities (3.29) and (3.31) imply that 
We observe that assumptions (3.2) and (3.3) and the boundary conditions yield
In view of (3.29), (3.31), and the boundedness of u λ N+1 , this means that 
Since A is demiclosed, this enables us to pass to the limit as λ → 0 in (3.20) written under the form
and one obtains that (u i ) i=1,N verifies problem (2.3). The uniqueness follows like in Theorem 3.1. The proof is complete.
We now replace the boundedness of D(β) by the conditions
We get the following result. . From now on, the proof follows that of Theorem 3.2.
