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ПРЕДИСЛОВИЕ  
Основы фрактальной теории [1-4], опубликованные Бенуа 
Мандельбротом в 1975-77 годах, за прошедшие сорок лет офор-
мились в мощное научное направление, одним из центров вни-
мания которого стали конструктивные (геометрические) фрак-
талы. В сложившемся в научной и научно-популярной литера-
туре стереотипе их описания основное внимание уделяется изу-
чению техники построения, асимптотическому поведению, рас-
чету размерностей и т.п. Между тем, такие фракталы как канто-
рово множество, ковер и треугольник Серпинского – традици-
онные объекты исследования теории множеств, топологии, ма-
тематического и функционального анализа, теории итерирован-
ных функций [5-15]. Именно в трактовке математических дис-
циплин, в которых они были введены в научный обиход и впер-
вые исследовались, эти объекты рассматриваются в настоящем 
пособии. Такой ракурс возвращает фракталы в круг интересов 
классической математики, актуализирует возможности аппарата 
этих дисциплин, провоцирует возникновение удачных аналогий, 
конструктивных ассоциаций и идей.  
В Приложении к пособию рассмотрены некоторые универ-
сальные и специальные размерности, вошедшие в математиче-
ский аппарат теоретической физики в двадцатом столетии.  
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КАНТОРОВЫ ДИСКОНТИНУУМЫ  
 
Канторизм – это болезнь, 
от которой математике еще 
предстоит избавиться.  
Анри Пуанкаре  
 
Канторовы множества: определение и свойства  
Генри Д. Смит в 1875 году (или еще раньше) и Георг Кантор 
в 1883 г. описали ставшее классическим триадное множество 
исключенных средних, получившее название канторова множе-
ства [8].  
Множество Кантора может быть построено по несложному 
алгоритму [8, 13, 16]: отрезок [0,1] делится на три равные части, 
центральная часть – интервал (1/3, 2/3) – извлекается; причем 
важно, что именно интервал, т.е. без конечных точек. Затем ка-
ждый из оставшихся сегментов делится на три части и удаля-
ются средние. На языке «инициатор-генератор» это значит, что 
инициатор – это единичный отрезок, а генератор – такой же от-
резок, разделенный на 3 равные части, из которого вынута цен-
тральная. Процедура повторяется бесконечно. На каждом n-м 
шаге удаляются N = 2n−1 интервалов, имеющих длину r = 3−n ка-
ждый; таким образом, может быть получена бесконечная после-
довательность множеств  
 
С1= [0,1/3]U[2/3,1]; С2= [0,1/9]U[2/9,1/3]U[2/3,7/9]U[8/9,1]; 
С3= [0,1/27]U[2/27,1/9]U[2/9,7/27]U[8/27,1/3]U[2/3,19/27]U 
U[20/27,7/9]U[8/9,25/27]U[26/27,1] 
 
и т. д., пересечение которых есть триадное канторово множе-
ство.  
На рис. 1 показаны первые четыре шага построения множе-
ства.  
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Рис. 1. К построению триадного множества Кантора [16]  
Канторово множество точек может быть представлено беско-
нечными троичными дробями 0,а1а2а3…, у которых а1, а2, а3,… 
принимают значения 0 и 2, но не 1. На первом шаге построения 
множества из отрезка [0, 1] удаляются все точки, у которых пер-
вый знак 1, кроме точки 0,1000…= 0,0222…; на втором шаге из 
оставшихся удаляются все те, у которых второй знак 1, кроме 
точек 0,0100…= 0,0022 и 0,210…= 0,2022 и т.д. [13]. Понятно, 
что концы интервалов – троичные дроби 0,а1а2а3… все знаки 
которых, начиная с некоторого, есть только нули или единицы. 
Для сегментов, получаемых на втором шаге, например, в каче-
стве первого троичного знака нужно взять соответственно 0 или 
2, а в качестве остатков – дроби, представляющие соответст-
вующие концы оставшихся сегментов, которые ограничивают 
интервалы (1/9, 2/9) и (7/9, 8/9), а именно 0,01 и 0,111… и 2,01 и 
2,111…[16].  
Интересно, что любое число из сегмента [0, 2] можно пред-
ставить в виде суммы двух канторовых чисел [15], значит, и лю-
бое действительное число можно «набрать» как сумму некото-
рого количества канторовых чисел.  
Множество не содержит интервалов положительной длины: 
это видно по тому, что суммарная длина удаленных отрезков 
равна единице  
2 2 3 1
2
1/ 3 2 / 3 2 / 3 ... 2 / 3
1(1/ 3)(1 2 / 3 (2 / 3) ... (2 / 3) ) (1/ 3) 1,
1 2 / 3
n n
n
S −= + + + + =
= + + + + = =
−
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или, что эквивалентно, суммарная длина оставшихся на n-м сег-
ментов (2/3)n стремится к нулю при n → ∞. Таким образом, кан-
торово множество содержит бесконечное количество точек и 
имеет меру Лебега [8, 13]  
 
 
 
С точки зрения топологии построенное множество – ком-
пактное, совершенное и вполне разрывное (дисконтинуум) [8]. 
Множество называется компактным, если оно ограничено и 
замкнуто; замкнутым, если содержит все свои граничные эле-
менты; совершенным, если замкнуто и не содержит изолирован-
ных точек. Вполне разрывным называется множество, не содер-
жащее ни одного интервала, и, как следствие, не имеющее внут-
ренних точек [8]. (Строгие определения приведены в разделе 
Справочные материалы).  
Наличие у канторова множества таких свойств означает, в 
частности, и то, что любое компактное, совершенное и вполне 
разрывное множество можно преобразовать в классическое 
множество Кантора, причем существует и обратное преобразо-
вание. Всякое такое множество принято называть множеством 
Кантора [8].  
Как известно, если исходное множество компактно, обратная 
функция непрерывна; взаимно однозначная непрерывная функ-
ция, обладающая непрерывной обратной, называется гомеомор-
физмом или топологическим отображением. В этом случае 
множество и его прообраз гомеоморфны, или топологически 
эквивалентны [8]. Сохраняющиеся при гомеоморфизме свойства 
множеств – компактность, связность, совершенность – называ-
ются топологическими инвариантами. Имеет место теорема: 
свойство быть канторовым множеством является топологиче-
ским инвариантом [8].  
Как и континуум, множество Кантора несчетно (это можно 
1
1
21 0.
3
n
n
n
M
−∞
=
= − =∑
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показать так же, как и несчетность самого континуума) и нигде 
не плотно, т.е. каждый интервал прямой содержит подинтервал, 
целиком свободный от точек данного множества (см. Справ. ма-
териалы).  
Канторово множество самоподобно [15, 17]. Действительно, 
если в любой строке множества на рис. 1, начиная со второй, 
отбросить правый сегмент и увеличить левый в три раза, полу-
чим предшествующую строку. Таким образом, множество инва-
риантно по модулю 1 относительно преобразования подобия с 
коэффициентом 3 [15]. С другой стороны, построенное таким 
образом множество не вполне самоподобно [17]: для корректной 
реализации самоподобия его нужно экстраполировать, дополнив 
исходное множество еще двумя и расположив их в сегментах [1, 
2] и [2, 3]. Повторяя эту процедуру неограниченно, получим са-
моподобное множество на полупрямой [0, ∞]. 
 
Меры и размерности  
Определим меру канторова множества, используя пробную 
функцию Md, которая в зависимости от выбора её размерности 
d, обращается в нуль или бесконечность при δ → 0. Введём раз-
мерность Хаусдорфа-Безиковича DH, при которой мера Md изме-
няет значение с нуля на бесконечность  
 
где γ (d) – геометрический коэффициент, зависящий от формы 
элементов, покрывающих множество [18]. Оценка размерности 
Хаусдорфа-Безиковича канторова множества [3, 17] дает значе-
ние                         (см. Приложение).  
В [8] доказана теорема: топологическая размерность DT клас-
сического множества Кантора равна нулю. (Отсюда другое на-
звание множества – канторова пыль).  
Объекты, для которых выполняется неравенство DH > DT , в 
2 3HD ln ln=
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работе [3] названы фракталами. Таким образом, выполнение 
этого неравенства для канторова множества позволяет класси-
фицировать его как фрактальное [3, 17].  
Для описания фракталов в той же работе Б. Мандельброт 
вводит понятие фрактальной размерности множества и полагает 
ее равной размерности Хаусдорфа-Безиковича [3], следова-
тельно, фрактальная размерность множества Кантора равна  
 
(см. также Приложение, стр. 64).  
Размерность самоподобия DS канторова множества определя-
ется выражением [17]  
 
 
 
Понятие размерности самоподобия позволяет целенаправ-
ленно строить множества с любой наперед заданной размерно-
стью. Например, для множества Кантора с DS = ½ таковы мно-
жества с количеством интервалов N = 2, имеющих длину r =1/4, 
а также N = 3 и r =1/9, … N = 7 и r =1/49 и другие, для которых 
1/r = N 2 (рис. 2).  
 
Рис. 2. Два предканторова множества размерности DS = ½: N = 2, r =1/4  
и N = 3, r =1/9 [17]  
 
Рассмотрим вариацию множества Кантора. Пусть исходный 
единичный отрезок разделен на 5 равных частей. Центральный 
интервал (2/5, 3/5) – извлекается. Каждый из оставшихся двух 
0
( ) 2 2 0,6309...
33
n
S nl n
ln N l ln lnD lim lim
lnl lnln→ →∞
= − = = =
2 3D ln ln=
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сегментов [0, 2/5] и [3/5, 1] делится на 5 равных частей, и в каж-
дом удаляется средний. Процедура повторяется бесконечно, и 
на каждом n-м шаге удаляется 2n−1 интервалов, имеющих длину 
5−n каждый; таким образом, может быть получена последова-
тельность множеств, объединение которых – канторово множе-
ство с размерностью подобия  
 
 
 
Полученное множество не содержит интервалов положи-
тельной длины, т.к. суммарная длина удаленных отрезков  
1 1 2 1 4 1 8 1 4 16 642 4 8 ... 1 ...
5 5 5 5 25 5 125 5 5 25 125
1 1 1.
5 1 4 / 5
S = + ⋅ ⋅ + ⋅ ⋅ + ⋅ + + = ⋅ + + + + =
= ⋅ =
−
( )
 
 
 
 
 
 
 
 
 
 
 
 
Любой горизонтальный срез – определенное канторово множе-
ство. Горизонтальный отрезок – сегмент [0, 1]; по вертикали отло-
жены: слева – значения r, возрастающие сверху вниз от 0 до 1, справа 
– размерность D, возрастающая снизу вверх от 0 до 1; стрелками 
указаны значения N = 0,6309 и r =1/3 [4].  
 
Рис. 3. Совокупность множеств Кантора в виде «занавеса».  
Этот результат легко обобщается для произвольного нечет-
ного числа равных частей исходного отрезка.  
Рис. 3 дает представление о форме множеств Кантора с N = 2 
4 0,86135...
5S
lnD
ln
= =
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и различными значениями r.  
Обобщим алгоритм построения множеств Кантора с задан-
ной размерностью для произвольного соотношения между N и r.  
Пусть, например, нужно построить канторово множество С, 
имеющее размерность самоподобия  
 
 
 
и пусть С0 есть множество всех действительных чисел отрезка 
[0, 1]. Пусть также множество С1, полученное из С0, содержит 
числа, в десятичном представлении которых отсутствует одна из 
цифр, например, тройка [8]. Это значит, что, если разделить С1 
на десять равных отрезков, то оно не будет содержать чисел, 
попадающих в четвертый интервал, граничные точки которого 
(0,2999…, 0,4000…). Для получения С2 разделим каждый из де-
вяти оставшихся в С1 интервалов на 10 равных частей, и извле-
чем в них каждый четвертый. Повторяя процедуру бесконечно, 
получим последовательность множеств С1, С2, С3, … Сn, пересе-
чение которых есть искомое множество С. Действительно, по 
построению Сi есть объединение на каждом шаге девяти умень-
шенных в десять раз копий самого себя, т.е. N = 9, r =1/10 [8].  
Используя этот алгоритм, и выбирая для изъятия по одной 
другие цифры из десятичного представления чисел при новых 
построениях, можно получить еще девять канторовых множеств 
той же размерности. Понятно, что количество вариантов мно-
жеств определяется числом размещений mnA : изымая по две 
цифры, получим 90 вариантов множеств Кантора размерности  
 
 
 
по три – 720 множеств размерности  
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и так далее.  
Таким образом, размерность множества DS и масштаб раз-
биения N определяют длину интервалов 1/Dr N −=  на каждом 
шаге, но не их расположение на отрезке [0, 1]. Обсудим воз-
можности количественной оценки различия двух множеств оди-
наковой размерности.  
 
Упорядоченность и лакунарность  
Рассмотрим меры упорядоченности [19] и лакунарности [3] 
множеств.  
Предложенная в [19] мера упорядоченности базируется на 
расчете энтропии распределения точек множества. Показано, 
что мера относительной степени упорядоченности двух равно-
великих (для корректности сравнения) множеств есть функцио-
нал Ляпунова, известный также как расстояние Кульбака-Лейб-
лера [20, 21] – мера различия вероятностных распределений, и 
равный  
 
 
 
где f
 i – функции плотности распределения точек множества. 
Расчет упорядоченности канторовых множеств на рис. 2 по это-
му функционалу показывает, что верхнее множество – менее 
упорядоченное.  
Другую возможность количественной оценки дает предло-
женная Б. Мандельбротом в [3] мера неоднородности множества – 
лакунарность (от лат. lacuna – полость, пустое место, углубле-
ние). Он предлагает измерять степень лакунарности канторовой 
пыли по относительной длине наибольшего удаленного интер-
вала, таким образом, лакунарность триадного канторова множе-
ства L = 1/3. В двумерных множествах (рис. 4) лакунарность по 
Мандельброту пропорциональна отношению квадратного корня 
из площади максимальной полости к ее периметру 
( ) ( ) ( ) ( ) ( ) ( ( ) ( ) )1 1 2 2 1 1 2255 255
0 0
/ ,а а
i i
S f i ln f i f i ln f i f i ln f i f i
= =
   
      
∆ = − − = −∑ ∑
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max maxS p [3]. Заметим, что в этом соотношении заложена не-
однозначность: из элементарной геометрии известно, что пло-
щадь изопериметрических фигур зависит от их формы [22] и, 
следовательно, влияет на величину лакунарности.  
Для  ковров, изображенных на рис. 4, с учетом, что сторона 
большей лакуны левого равна 150 единицам длины, а правого – 
50, это соотношение дает значения лакунарностей, равные соот-
ветственно L ~ 150/600 = 1/4 и ~ 9 250 (9 200) 1 12L ⋅ ⋅ = . Та-
ким образом, множество, содержащее бóльшие пустоты – более 
лакунарно [4]; интересно, что при этом степень его упорядочен-
ности меньше, чем у правого ковра. Важно понимать, что лаку-
нарность «не имеет ничего общего с топологией и касается 
лишь различий фракталов одинаковой размерности» [4].  
 
              
 
Рис. 4. Два предфрактала различных ковров Серпинского,  
имеющих одинаковую размерность DS = ln 40 / ln 7 = 
= 1,8957… [4].  
 
Вернемся к анализу лакунарности канторовой пыли. Рас-
смотрим два случая [4]. В первом – остающиеся сегменты кан-
торова множества группируются вблизи границ первоначаль-
ного отрезка [0, 1], в середине которого возникает большая ла-
куна размером 1 1/1 1 ,DN r N −− = −
 
что сродни верхнему множе-
ству на рис. 2. В другом случае N сегментов разделены N – 1 
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пустотами, каждая длиной (1 ) ( 1),N r N− −  что на рисунке соот-
ветствует нижнему множеству: оно содержит небольшие пус-
тоты, и его лакунарность меньше. Таким образом, более упоря-
доченное множество, как и в случае ковров Серпинского, – ме-
нее лакунарно. Последнее утверждение – следствие общего пра-
вила.  
Для нерегулярных (хаотичных) фракталов необходимы иные 
способы определения лакунарности. Представляется естествен-
ным использовать для такой оценки дисперсию распределения 
точек множества  
22 2
~ ,
Ds s L−
  
где s – количество элементов в выделяемых для оценки лаку-
нарности кластерах, D – размерность множества. Возможны и 
другие конструкции.  
 
Канторова функция  
Обратимся вновь к исходному канторову множеству удален-
ных средних третей, и построим функцию Кантора – зависи-
мость относительного веса М (х) множества чисел, лежащих на 
единичном сегменте слева от х [15].  
На предфрактале, полученном на первом шаге, по мере того 
как х проходит сегмент [0, 1/3], М (х) возрастает от 0 до 1/2; на 
отрезке [1/3, 2/3] – М (х) не изменяется; на [2/3, 1] – функция 
растет от 1/2 до 1. На следующем шаге построения появятся еще 
два плато: М (х) = 1/4 на [1/9, 2/9] и М (х) = 3/4 на [7/9, 8/9]; на 
третьем шаге: на отрезках [1/27, 2/27], [7/27, 8/27], [19/27, 20/27], 
[25/27, 26/27] значения М (х) на плато равны соответственно 1/8, 
3/8, 5/8, 7/8 (рис. 5). В пределе ступенчатая функция М (х) имеет 
плато почти всюду, однако, несчетное количество бесконечно 
малых разрывов позволяет ей изменить свое значение от 0 до 1.  
Доопределим функцию по непрерывности: соединим гранич-
ные точки соседних плато отрезками прямых, тангенс угла на-
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клона которых равен (2rn)−2, где rn – размер сегмента, получае-
мый на n-м шаге построения множества Кантора (рис. 6). Мож-
но показать, что суммарная длина этих отрезков равна единице 
[14, 23], следовательно, длина «канторовой лестницы» (другое 
название «чертова лестница») – двум.  
Так определенная функция Кантора есть непрерывная, воз-
растающая, с производной почти всюду равной нулю.  
 
Рис. 5. Функция Кантора на предфрактале второго поколения [15].  
Чтобы узнать высоту, на которой расположено плато для лю-
бого значения х, можно использовать алгоритм, диктуемый аф-
финной структурой канторовой функции: запишем значение х в 
виде троичного числа, затем превратим его в двоичную дробь, 
двигаясь слева направо и заменяя каждую цифру 2 на 1 вплоть 
до первой единицы [15]. Первую единицу не изменяем, а все 
стоящие справа от нее цифры заменяем нулями, получая, таким 
образом, для каждого х единственное значение функции М (х).  
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Чтобы по значению функции получить значение или интер-
вал значений х, запишем М (х) в виде двоичной дроби, заменим 
все единицы, кроме последней двойками, и каждый нуль, распо-
ложенный правее последней единицы, заменим на 1, 2 или 3, 
получая некоторый интервал [15].  
Можно показать [15], что любое значение М (х), представ-
ленное в виде дроби с взаимно простыми числителем и знамена-
телем, которые записаны в десятичной системе счисления, и в 
которых знаменатель есть n-я степень двух, лежат на плато ши-
риной 3−n. Остальные значения функции в виде бесконечных 
двоичных дробей соответствуют единственным значениям х [15].  
 
 
 
Рис. 6. Второй и более продвинутый этапы построения  
«чертовой лестницы» [15].  
Рассмотрим еще один способ определения канторовой функ-
ции [17]. Пусть исходный элемент множества – стержень, сде-
ланный из материала плотности ρ0 = 1. Тогда, при исходной 
длине стержня, равной единице, его масса µ0 = 1. Алгоритм по-
строения триадного канторова стержня таков: разрежем стер-
жень на две равные половины µ1 = µ2 = 0,5 , которые в резуль-
тате «ковки» укорачиваются до длины l1 = l2 = 1/3, что приводит 
к росту плотности до величины ρ1 = µ1 / l1 = 3/2. Бесконечно по-
вторяя эту процедуру на абстрактном стержне, будем получать в 
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n-м поколении Nn = 2n малых стержней длиной ln = 3−n и массой 
µn = 2−n [17], при этом суммарная масса стержней остается рав-
ной исходной 1 
1
1.
N
n
n
µ
=
=∑  
 
На рис. 7 показаны первые пять шагов построения триадного 
канторова стержня, причем высота фрагментов на каждом шаге 
пропорциональна плотности. Так как масса стержня n-го поко-
ления зависит от длины как ,n nl
αµ =  следовательно, его плот-
ность равна  
0
1
.n n n nll
αρ µ ρ −= =  
Здесь α – скейлинговый показатель, известный как показатель 
Липшица-Гёльдера [15], для такого стержня равный    
В данном случае функция Кантора определяет распределение  
массы канторова стержня [8, 17]. Пусть стержень расположен 
вдоль оси абсцисс, и начало координат совпадает с левым кон-
цом стержня. Тогда масса, содержащаяся в сегменте [0, x] равна  
 
( )
0
( ) .
x
M x t dtρ= ∫   
(Функция ρ (t), играющая роль плотности, равна бесконечности 
во всех точках, образующих канторово множество, и нулю во 
всех пустых интервалах. Такое поведение плотности позволяет 
использовать для ее расчета переопределенную δ-функцию Ди-
рака [24]).  
Функция М (х) может быть мерой любой величины, опреде-
ленной на геометрическом множестве.  
_______________________ 
1
 Канторово множество – контрпример к древнегреческой антино-
мии между дискретным и бесконечно делимым: оно и совершенно раз-
рывно, и бесконечно делимо [15].  
 
 
2 3.ln lnα =
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Рис. 7. Пять шагов построения триадного канторова стержня [17].  
Высота фрагментов стержня пропорциональна плотности.  
 
Мультифрактальность  
Еще раз вернемся к исходному канторову множеству удален-
ных средних, и построим множество Кантора с отличной от ну-
ля мерой Лебега – множество, принадлежащее классу так на-
зываемых «толстых» фракталов [15].  
Пусть сегмент [0,1] делится на три равные части, и централь-
ная часть удаляется. На второй итерации из обеих оставшихся 
третей вырежем по 1/9 их длины, т.е. 1/27 единичного отрезка 
(рис. 8), на третьем – из четырех оставшихся вырежем по 1/81 
их длины и т.д. [15]. Таким образом, на каждом шаге удаляются 
сегменты, относительная длина каждого из которых 2(1/ 3) ,k и 
после n итераций получаем 2n сегментов общей длиной  
1
2
0
1 3( ),k
n
n
k
l
−
−
=
= −∏  
которая при n → ∞ стремится к l∞= 0,585187…  
Рассмотрим два канторовых множества с неравными по дли-
не образующими сегментами, и определим их меру.  
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Рис. 8. К построению «толстого» фрактала [15].  
Пусть первое множество есть канторов стержень с образую-
щими сегментами относительной длины 1 1 4l =  и 2 2 5 ,l = кото-
рые обладают одинаковыми мерами, равными мере исходного 
стержня (рис. 9). Определим эту меру.  
 
 
 
Рис. 9. К построению двухмасштабного канторова множества 
постоянной меры с 1 1 4l = и 2 2 5l =  [17].  
 
На n-м шаге построения стержень содержит N = 2n сегментов, 
причем каждый из !
!( )!
n n
k k n k
 
= 
− 
сегментов имеет соответствую-
щую длину 1 2 ,
k n kl l − k = 0, 1, … n. Тогда мера Md на n-м шаге рав-
на  
( )1 1 22
1 0
( )
,d
n
k
N n nn k dd kd d d
i
i k
M l l l l l  
 
= =
−
= = = +∑ ∑  
и остается конечной при n → ∞ тогда и только тогда, если d = D, 
где D есть решение уравнения  
 1 2 1.( )D Dl l+ =
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Это значит, что так сконструированное множество имеет 
один скейлинговый показатель – хаусдорфову размерность. 
Численное решение уравнения для 1 1 4l =  и 2 2 5l =  дает значе-
ние размерности D
 
= 0,6110… [17].  
Необходимость использовать более чем один показатель 
скейлинга регулярно возникает при исследовании мультифрак-
талов – неоднородных фрактальных объектов, для полного опи-
сания которых, в отличие от регулярных фракталов, недоста-
точно хаусдорфовой размерности, а необходим спектр размер-
ностей, число которых, по существу, бесконечно. Для нас инте-
ресно, что мультифрактальные меры могут возникать и при ис-
следовании распределений некой величины на геометрическом 
(фрактальном) носителе [17].  
Рассмотрим канторов стержень с образующими сегментами 
той же относительной длины 1 1 4l =  и 2 2 5l = , но обладающих 
мерами p1 = 0,6 и p2 = 0,4 от меры предшествующего сегмента 
(рис. 10). Оказывается [4, 16, 17], что в такой постановке мно-
жество есть мультифрактал, для адекватного описания которого 
в данном случае достаточно двух показателей скейлинга: одного 
для фрактального носителя, другого для вероятностей [15].  
Действительно, такой стержень составляют два различных 
непересекающихся множества, поэтому d-меру для определения  
 
размерности Хаусдорфа-Безиковича канторова стержня можно 
записать так  
 
 
 
Эта мера остается конечной для 2
nlδ =  при n → ∞ в том и только 
том случае, когда       где ( )qτ  – решение уравнения 
( ) 1 1 2 2 1 1 2 2
0
( , ) ( ) ( ) ( ) .n q q qd k d n k d d nk
n
q
d
k
M q p l p l p l p lδ −
=
= = +∑
( ),d qτ=
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1 1 2 2
( ) ( ) 1q q q qp l p lτ τ+ = (см. Приложение, стр. 68). 
 
 
Рис. 10. Двухмасштабное предканторово множество 4-го поколе-
ния с сегментами относительной длины l1 = 1/4 и l2 = 2/5
 
и 
мерами p1 = 0,6 и p2 = 0,4 [17]. 
 
Уравнение решается численно. При q = 0 показатель массы 
( )qτ равен D = 0,6110…; это значение фрактальной размерно-
сти. При q → ∞ имеем                   следовательно, ( )qτ  можно 
определить из уравнения 1 1
( ) 1q qp lτ = [17]:  
( ) ,q minq qτ α→ +∞ = − где 1 1 0,3685...min ln p ln lα = = . 
 
При q → − ∞  верно                   тогда  
 
( ) ,q maxq qτ α→ +∞ = −  где 2 2 1.max ln p ln lα = =  
1 2 ,
q qp p<<
1 2 ,
q qp p>>
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Авторы [25-27] показали существование связи между показа-
телями массы ( )qτ и размерностями Реньи Dq [28-30] (см. При-
ложение, с. 70).  
Эти размерности определяются соотношением  
 
( ) / (1 ),qD q qτ= −  
где  
 
 
 
 
 
– статистическая сумма, а множитель 1 / (1 − q) выбран, чтобы 
размерность множеств постоянной плотности совпадала с топо-
логической [17].  
На рис. 11 показана зависимость фрактальных размерностей 
спектра Реньи Dq от порядка момента q для рассматриваемого 
канторова множества [17].  
Используя показатели массы τ (q), можно определить показа-
тель Липшица-Гёльдера α  
( ) ( )dq q
dq
α τ= −  
и фрактальные размерности f (α) подмножеств с показателем α  
( ( )) ( ) ( ).f q q q qα α τ= +  
Функция f (α) характеризует меры и эквивалентна последова-
тельности показателей τ (q) (рис. 12) [17].  
Для последнего множества введем дополнительное условие. 
Пусть два интервала, остающиеся от отрезка, образованного на 
предыдущем шаге итерационной процедуры построения множе-
ства, имеют длины, относящиеся как l1 / l2, причём  l1 + l2 = 1, 
тогда, фигурирующая в выражении для статистической суммы 
вероятность       также распадается на два слагаемых так, что  
 
 
0
( ) ( , ) / ),(q lim lnZ q ln
δ
τ δ δ
→
=
( )
1
( , ) ( )
N
q
i
i
Z q p
δ
δ δ
=
= ∑
q
ip
1 1 2( ) .q qk kZ l l Z+ = +
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Рис. 11. Спектр фрактальных размерностей как функция порядка 
момента для триадного канторова множества с 1 1 4l =  и 
2 2 5 ,l =  p1 = 0,6 и p2 = 0,4 [17].  
 
  
 
Рис. 12. Зависимость фрактальной размерности f (α) подмножеств 
канторовой пыли для двухмасштабной фрактальной меры 
с 1 1 4l =  и 2 2 5 ,l =  p1 = 0,6 и p2 = 0,4 [17].  
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С учётом триадности множества, имеем  
3 1 21 2 ( )( )1
1 3 1
.
q qq q
q k
log l lk log l lD lim
q k log q→∞
++
= =
− − −
 
В случае l1 = l2 = 1/2, все D q одинаковы и, очевидно, равны 
хаусдорфовой размерности множества  
3
3
(2 2 ) 2,
1
q q
q
logD log
q
− −+
= =
−
 
а если l1 = 3/4, l2 = 1/4, канторово множество неоднородно и об-
разует мультифрактал с D0 = log32 ≈ 0,631, D1 ≈ 0,512, D2 ≈ 0,428, 
D
 ∞ ≈ 0,262, D −∞  ≈ 1,262 [9].  
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КОНТИНУУМЫ СЕРПИНСКОГО  
 
Фракталы выражаются не в пер-
вичных геометрических формах, а в 
алгоритмах, в наборах математиче-
ских процедур.  
«Язык фракталов» [31] 
 
Математическая вселенная насе-
лена не только важными видами, но 
и интересными особями.  
Карл Зигель  
 
Первый континуум Серпинского  
В 1916 году Вацлав Серпинский построил множество, со 
временем получившее название первого континуума Серпин-
ского, как пример «кривой, каждая точка которой есть точка 
ветвления» [6, 32] (см. Справ. материалы). Авторский алгоритм 
состоит в следующем: в равностороннем треугольнике проводят 
три средние линии и удаляют внутренние точки образованного 
ими треугольника. Построение повторяют в каждом из трех ос-
тавшихся треугольников, получая 9 треугольников второго по-
коления, затем 27 – третьего и так далее ad infinitum. Пересече-
ние множеств, полученных на каждом шаге построения, есть 
треугольник Серпинского (рис. 13).  
 
 
 
Рис. 13. Три шага построения треугольника Серпинского.  
 
Можно построить треугольник Серпинского по-другому. Как 
известно, треугольник в евклидовой плоскости – это три точки 
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(вершины) и три отрезка прямых (стороны) с концами в этих 
точках [33]. Проведем в треугольнике три средние линии; затем 
построим средние линии в получившихся малых треугольниках, 
за исключением перевернутого (рис. 14). Снова, исключая пере-
вернутые, получим 9 треугольников второго поколения. Про-
должая построение до бесконечности, получим треугольник 
Серпинского.  
 
 
 
Рис. 14. Три шага другого алгоритма.  
 
Еще один вариант формирования треугольника, предложен-
ный В. Серпинским в той же статье [32], понятен из анализа по-
строения на рис. 15. Выделенные на рисунке ломанные можно 
положить в основу версии построения, похожей на обычную 
схему генерации геометрических фракталов с помощью замены 
частей очередной итерации на масштабированный фрагмент 
предыдущей. В данном случае – это фрагмент из трех звеньев, 
который получен в первой итерации, причем откладывать его 
нужно попеременно вправо и влево. Отметим, что меандры это-
го построения напоминают кривые типа Пеано-Гильберта.  
Таким образом, по построению треугольник Серпинского 
есть объединение создаваемых на каждом шаге n → ∞ сущест-
венно непересекающихся трех копий полученного в предыду-
щей итерации треугольника, уменьшенных в два раза, следова-
тельно, размерность подобия такого множества равна  
/ 1,58496250D ln3 ln2= ≈ …  
(В случае пространства произвольной размерности на каждом 
шаге создается 1d +  копия, и размерность самоподобия множе-
26 
 
ства равна ( 1) 2D ln d ln= + [3] ).  
Суммарная площадь удаленных при построении малых тре-
угольников рассчитывается как сумма членов бесконечно убы-
вающей прогрессии  
2 1(1/ 4)(1 3/ 4 (3/ 4) ... (3/ 4) ) (1/ 4) 1,
1 3/ 4
nS = + + + + = =
−
 
которая оказывается равной площади исходного.  
 
 
 
Рис. 15. Вариант построения из статьи В. Серпинского [32].  
 
Представление о нулевой площади треугольника нуждается в 
уточнении: оно означает, что для любого сколь угодно малого 
положительного ε → + 0 можно указать фигуру, которая, с одной 
стороны, содержит треугольник Серпинского, и, с другой, пло-
щадь которой не превышает ε [28].  
Определим суммарную величину периметров удаленных в 
процессе построения треугольников. Пусть сторона исходного 
треугольника равна единице. Тогда периметр центрального тре-
угольника, полученного в первой итерации, равен 3/2. На второй 
итерации три малых треугольника имеют суммарный периметр 
3·3/4 = (3/2)2, на n-й – их периметр определяется суммой геомет-
рической прогрессии  
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−    
∑  
 
и, очевидно, расходится при n → ∞. По аналогии с законом Ри-
чардсона [4] Pn можно представить в виде степенной зависимо-
сти  
 
показывающей, что при уменьшении масштаба δ периметр тре-
угольника неограниченно возрастает. 
 
Свойства первого континуума  
Пусть πn есть сумма (объединение) всех 3n треугольников 
ранга n. Так как все треугольники замкнуты, то πn – компакт 
(см. Справ. материалы). Кроме того, это множество, очевидно, 
связно: любые две его точки могут быть объединены ломаной, 
лежащей на πn. С учетом того, что πn ⊃ πn+1, пересечение всех πn 
есть первый континуум Серпинского [6] (рис. 16).  
 
Рис. 16. Континуум «кривая Серпинского» π6.  
 
1 1 3 23 ,n
D ln lnP a δ δ− −= ⋅ = ⋅
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На континууме Серпинского имеется всюду плотная беско-
нечнозвенная ломаная L – сумма контуров всех треугольников, 
созданных при построении. Множество L связно как сумма рас-
тущей последовательности континуумов Ln – сумм контуров 
всех треугольников рангов n. Интересно, что множество L раз-
бивает свое дополнение на бесконечное количество треуголь-
ных областей, обладая при этом нулевой толщиной [8]. Дейст-
вительно, поскольку по определению Б. Мандельброта [4] для 
фракталов топологическая размерность DT ≤ D, из неравенства 
D < 2 следует, что DT равна либо нулю, либо единице. Но свой-
ство связности ломаной L оставляет только DT = 1. 
Кроме ломаной L на континууме есть еще несчетное множе-
ство точек, не лежащих ни на одном из контуров треугольников. 
Каждая точка этого множества имеет связную окрестность сколь 
угодно малого диаметра, так что континуум локально связен [6].  
 
Треугольник Серпинского как аттрактор  
Пусть есть некая динамическая система, эволюция которой 
описывается набором обыкновенных дифференциальных урав-
нений 
( ) ( , ) ,d X t F X t
dt
=
uur uur
 
где ( )X t
uur
– вектор в фазовом пространстве ,nR  ( , )F X t
uur
– векторное 
поле над этим пространством. Система дифференциальных 
уравнений такого типа называется потоком в nR [9, 10]. 
Пусть каждому состоянию системы соответствует точка в 
фазовом пространстве решений. Эволюцию системы можно рас-
сматривать как движение изображающей точки по некой траек-
тории в этом пространстве. Известно, что в случае диссипатив-
ной динамической системы при t → ∞ все траектории будут схо-
диться к некоторому компактному множеству в n-мерном фазо-
вом пространстве, имеющему нулевой объем, инвариантному 
относительно действия потока и называемому аттрактором сис-
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темы [9, 10].  
Проведем аналогию между поведением диссипативных сис-
тем и алгоритмами построения первого континуума Серпин-
ского.  
Рассмотрим систему итерируемых сжимающих функций, 
реализующих аффинное преобразование точечных множеств, 
аттрактор которых – треугольник Серпинского 
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Применим эту систему уравнений к первому треугольнику на 
рис. 14, предполагая, что его сторона равна единице. Результа-
том действия каждой из функций f1 ÷ f3 будут соответственно 
треугольники, изображенные на рис. 17 [8, 29].  
Произвольное количество применений функций f1 ÷ f3 в раз-
личной последовательности приведет к образованию всей сово-
купности треугольников различных поколений континуума 
Серпинского. На рис. 18 показан треугольник Серпинского, воз-
никающий после четырех итераций [8, 29].  
 
 
Рис. 17. Результаты действия функций системы (⋆) на 
исходный треугольник.  
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Рис. 18. Треугольник, образованный действием последователь-
ности f3 f1 f2 f2 , указан верхней стрелкой, f1 f2 f3 f2 – 
нижней.  
 
Интересно, что для получения такого же предельного резуль-
тата можно воздействовать функциями (⋆) на исходную геомет-
рическую фигуру произвольной формы. Например, это может 
быть квадрат (рис. 19): на каждом шаге уменьшаясь в размерах в 
два раза и утраиваясь в количестве, эти фигуры образуют тре-
угольник Серпинского – аттрактор системы (⋆) трех линейных 
преобразований f1 ÷ f3.  
 
 
 
Рис. 19. Вариант построения множества Серпинского с исполь-
зованием системы итерируемых функций (⋆) [8, 29].  
 
Поскольку треугольник Серпинского – аттрактор, то процесс 
его построения можно начать даже с единственной точки [29].  
Действительно, пусть есть произвольная точка в равносто-
роннем треугольнике. Случайным образом выберем одну из 
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вершин треугольника, и соединим их отрезком прямой. Сере-
дина отрезка есть исходная точка для очередной итерации (рис. 
20). Этот алгоритм, предложенный Майклом Барнсли [34], по 
сути, описывает поток, сходящийся к аттрактору в виде тре-
угольного континуума Серпинского. Оказывается, что и при 
случайном выборе последовательности преобразований (⋆), 
описывающих движение изображающей точки в фазовом про-
странстве, при количестве итераций, стремящихся к бесконеч-
ности, ее траектория сколь угодно близко подойдет к каждой 
точке этого фрактального множества. Действительно, пусть, на-
пример, начальная точка расположена в центре наибольшего 
исключенного треугольника (рис. 21); на следующем шаге она – 
в центре одного из трех треугольников поменьше, т.к. эти тре-
угольники представляют собой геометрическое место точек, ко-
торые находятся на половине расстояния до соответствующих 
вершин от точек большого центрального треугольника. При 
следующей итерации точка попадает в центр еще меньшего ис-
ключенного треугольника и т.д. [29].  
Еще один вариант алгоритма построения треугольника – так 
называемая «игра сэра Пинского» [15]: произвольно выбранную 
в треугольнике точку соединяют с его ближайшей вершиной; 
затем от этой вершины откладывают отрезок прямой, проходя-
щий через начальную точку, и равный удвоенному расстоянию 
от вершины до нее; конец этого отрезка определяет положение 
следующей точки, и так далее (рис. 22).  
Треугольник содержит два типа геометрических мест точек: 
принадлежащие одному из них точки, будучи выбранными в 
качестве начальных в «игре», приводят к построению треуголь-
ника Серпинского, относящиеся к другому – выводят последо-
вательность за пределы треугольника. На рис. 10 видно, что по-
ложение точки 3 спровоцировала точка, находящаяся в белом 
треугольнике. Его прообразы – три перевернутых треугольника, 
вдвое меньшие и расположенные по одному в каждом из трех 
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темных. Прообразами этих трех есть девять перевернутых тре-
угольников с вдвое меньшими сторонами, вырезанными из се-
редины девяти оставшихся темных треугольников, линейные 
размеры каждого из которых в четыре раза меньше размеров 
исходного [15]. Таким образом, оба набора точек образуют ин-
вариантные множества отображений.  
  
 
Рис. 20. Иллюстрация к построению треугольника  
Серпинского по алгоритму М. Барнсли [29]. 
 
 
 
 
Рис. 21. Треугольник Серпинского как аттрактор случайной  
последовательности итераций системы функций (⋆).  
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Рис. 22. К алгоритму «сэра Пинского». 
 
Определим точки обоих типов арифметически. Введем сис-
тему координат, имеющую симметрию треугольника: оси на-
правим по биссектрисам углов вовне треугольника, вершинам 
поставим в соответствие единичные значения соответствующих 
координат, противоположным сторонам – нулевые значения тех 
же координат [15]. Понятно, что для плоскости набор из трех 
координат избыточен, но их нельзя выбирать независимо, по-
скольку они связаны соотношением x + y + z = 1, x > 0, y > 0, z > 0.  
Можно показать, что для точек, принадлежащих треуголь-
нику Серпинского, на каждом месте двоичной записи координат 
x, y, z должны стоять одна единица и два нуля [15]. Три нуля на 
первом месте после двоичной запятой означают, что значения 
ни одной из координат не превосходят 1/2; геометрически это 
значит, что соответствующая точка находится в центральном 
перевернутом треугольнике, который не принадлежит множе-
ству Серпинского. В общем случае три нуля на n-м месте после 
двоичной запятой соответствует извлечению 3n−1 перевернутых 
треугольников со сторонами длиной 2−n из 3n−1 неперевернутых 
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треугольников, оставшихся после n −1 операций вырезания цен-
тральных перевернутых треугольников.  
 
Пирамида Серпинского  
На рис. 23 – трехмерное обобщение треугольного множества 
Серпинского. Построение такой пирамиды начинается с пра-
вильного тетраэдра, из которого вырезают октаэдр, оставляя в 
нем четыре малых тетраэдра, с вдвое меньшими гранями (см. 
рис. 24). Алгоритм повторяют с каждым из малых тетраэдров ad 
infinitum.  
 
Рис. 23. Пирамида Серпинского [4].  
 
Размерность пирамиды, таким образом, определяется коли-
чеством N = 4 малых тетраэдров в два раза меньших линейных 
размеров r = 1/2, порождаемых каждым из тетраэдров предшест-
вующей итерации  
4 2.
2
lnD
ln
= =  
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Это равенство показывает, что алгоритм построения пирами-
ды Серпинского приводит при n → ∞ к полному изъятию объе-
ма исходного тетраэдра.  
 
 
 
Рис. 24. Центральный октаэдр и малые тетраэдры первого шага 
построения пирамиды Серпинского [35].  
 
Второй континуум Серпинского: построение и свойства 
Рассмотрим классическое множество Кантора, обобщенное 
на случай бóльшего числа измерений.  
В двумерном случае возможны два обобщения. Первое – де-
картово произведение канторова множества на себя С × С. По-
лученное двумерное множество может быть покрыто N (r) = 4n 
квадратами со сторонами длиной r = 1/3n (рис. 25) и, следова-
тельно, имеет размерность вдвое большую размерности одно-
мерного  
4 2( ) 2 1,2618595...
33
n
nn
ln lnD C C lim
lnln→ ∞
× = = ⋅ ≈  
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Рис. 25. Предфракталы двумерной канторовой пыли: 
первый и второй шаг построения.  
 
Второе обобщение – это дополнение к декартову произведе-
нию дополнений канторова множества на себя, т.е. (С′ × С′ )′. 
Это множество допускает удобное рекурсивное построение: 
инициатор – единичный квадрат, генератор – единичный квад-
рат, разделенный на 9 малых квадратов со стороной 1/3 исход-
ного, из которого вынут центральный квадрат. На втором шаге 
процедуру повторяют: в каждом из 8 оставшихся малых квадра-
тов извлекаются центральные со стороной 1/9 исходного и т.д. 
(рис. 26). Пересечение полученных таким образом после беско-
нечного количества итераций множеств есть второй континуум 
Серпинского [12, 36]. Это множество называют также канторов 
ковер или ковер Серпинского.  
Так как множество самоподобно, для определения его раз-
мерности достаточно определиться с генератором: для полного 
покрытия ковра достаточно восемь квадратов со стороной 1/3. 
Тогда размерность равна  
 
(( ' ') ') 8 3 1,892789...D C C ln ln× = ≈  
В общем случае хаусдорфова размерность декартова произ-
ведения равна сумме размерностей множеств-сомножителей, но 
проецирование вложенных в многомерные евклидовы простран-
ства фрактальных множеств на евклидовы пространства мень-
ших размерностей дает множества, хаусдорфовы размерности 
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которых зависят от направления проецирования [15]. Например, 
пусть есть одномерное множество канторовского типа С4, полу-
чаемое при удалении из единичного сегмента центральных чет-
вертей, тогда множество (С4 × С4 × С4) имеет размерность Хаус-
дорфа 
3 (8 3) 2,120085...D ln2 ln= ⋅ =  
 
      
 
     
 
Рис. 26. Предфракталы ковра Серпинского: первые 
четыре шага.  
 
 
Проецирование (С4 × С4 × С4) вдоль одной из трех координат-
ных осей дает множество (С4 × С4) с размерностью  
 
2 (8 3) 1,41339018...D ln2 ln= ⋅ =   
Проекции этого же множества на другие направления могут 
быть двумерными множествами, содержащими связные эле-
менты [15].  
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Двумерные множества Кантора, как и классические триад-
ные, можно строить с наперед заданной размерностью [8]. На-
пример, несложно получить двумерное множество размерности 
1: пусть исходный квадрат на каждом шаге заменяется четырьмя 
меньшими с r = 1/4 (рис. 27), тогда, очевидно, размерность D = 
log 4 / log 4 = 1.  
 
 
Рис. 27. К построению двумерного множества Кантора 
единичной размерности: предмножества первого 
и второго поколения.  
 
Нетроичные квадратные центрированные фрактальные ковры 
можно построить, положив r = 1/b , где b – целое число, большее 
3. В качестве тремы (вырезаемой части) возьмем квадрат со сто-
роной 1− 2r с центром в середине исходного квадрата, а в каче-
стве генератора – узкое кольцо из 4· (b − 1) квадратов со сторо-
ной r. Размерность такого ковра определяется выражением  
 
( )4 1 .D ln b ln b= −     
Если взять нечетное целое b > 3, в качестве тремы – один под-
квадрат со стороной r и с центром в той же точке, что и центр 
исходного квадрата, а в качестве генератора – широкое кольцо 
из (b3 − 1) малых квадратов, то получится ковер с размерностью  
 
 
( )3 1 .D ln b lnb= −
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Таким образом, в центрированных коврах можно получить 
сколь угодно близкое приближение к любому значению D в ин-
тервале от 1 до 2.  
Нецентрированные ковры получаются при b ≤ 2. Например, 
при b = 2 и N = 3 можно разместить трему, состоящую из одного 
подквадрата, в правом верхнем подквадрате. Соответствующее 
предельное множество оказывается треугольником Серпин-
ского, построенным из треугольника, образующего левую ниж-
нюю половину квадрата. 
 
Индекс ветвления ковра Серпинского  
В топологии пользуются понятием линии, введенным в 1921 
году П.С. Урысоном, и «являющимся наиболее общим (но не 
чрезмерно)» [12].  
По Урысону линией называется одномерный континуум, т.е. 
связное компактное метрическое пространство, каждая точка 
которого обладает сколь угодно малой окрестностью с границей 
размерности нуль [12]. Другими словами, при любом ε > 0 про-
странство может быть представлено в виде суммы конечного 
числа замкнутых множеств диаметра, меньшего ε, обладающих 
тем свойством, что никакие три из этих множеств не имеют об-
щей точки.  
Ковер Серпинского удовлетворяет урысоновскому определе-
нию линии, так что всякая канторова кривая является и линией в 
смысле Урысона [37]. И обратно, если плоский континуум явля-
ется линией в смысле Урысона, то он есть канторова кривая. 
Ковер Серпинского – локально связный континуум и потому 
может быть получен как непрерывный образ отрезка. Любая 
канторова кривая может быть топологически вложена в ковер 
Серпинского, т.е. в нем содержится континуум, гомеоморфный 
линии [12].  
Известно, что единственными собственно континуумами (т.е. 
континуумами, содержащими более одной точки), лежащими на 
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прямой, являются сегменты [6]. Так как при непрерывных ото-
бражениях сохраняется и связность, и компактность, то непре-
рывный образ всякого континуума есть континуум. Отсюда, в 
частности, следует, что непрерывный образ прямолинейного 
сегмента есть континуум. Поэтому всякая система n непрерыв-
ных функций  
xi = xi (t), i = 1, 2, …, n,  
 
заданных на сегменте 0 ≤ t ≤ 1, определяет в n-мерном про-
странстве некоторый континуум, являющий в силу самих урав-
нений непрерывным образом отрезка [0, 1], который называется 
обычной непрерывной кривой в n-мерном пространстве, а сис-
тема уравнений – параметрическим представлением этой кривой 
[6]. Такое определение непрерывной кривой даже в двумерном 
пространстве может включать в себя геометрические образы, 
вовсе непохожие на то, что мы привыкли называть «линиями»: 
например, треугольник и квадрат в смысле приведенного опре-
деления есть непрерывные кривые. Поэтому континуумы, яв-
ляющиеся непрерывными образами прямолинейного сегмента, 
принято называть не кривыми, а жордановыми континуумами 
[6].  
Ковер Серпинского нигде не плотен на плоскости и содержит 
топологический образ всякого континуума, лежащего в плоско-
сти и нигде не плотного в ней. Такие континуумы называются 
(плоскими) канторовыми кривыми. Причем, канторова кривая 
может не быть жордановой и, обратно, жорданов континуум, 
например квадрат, может не быть канторовой кривой [6].  
В исследовании линий важную роль играет понятия индекса 
ветвления [12] (см. Справочные материалы). Точки линии мож-
но классифицировать как обладающие натуральным, неог-
раниченным, счетным или континуальным индексом ветвления. 
В ковре Серпинского малые квадраты (ячейки), полученные на 
произвольном шаге итерационной процедуры построения, счи-
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таются соединенными, если соприкасаются сторонами; другими 
словами, ковер Серпинского обладает бесконечной разветвлен-
ностью, и задача разделения его на части может быть решена 
удалением бесконечного (счетного) множества точек. Таким об-
разом, с топологической точки зрения ковер Серпинского – ли-
ния с континуальным индексом ветвления во всех своих точках.  
Некоторые свойства фракталов с конечной и бесконечной 
разветвленностью существенно различны [38]. «Наиболее инте-
ресным для нас свойством таких фрактальных решеток является 
то, что в отличие от решеток с конечной разветвленностью, на 
которых путь протекания разрушается при выбрасывании ко-
нечного числа узлов, на этих существует самый настоящий пер-
коляционный переход» [38] (см. Справ. материалы, стр. 51). Па-
раметры перколяционного перехода на ковре Серпинского изу-
чены в [39].  
Рассмотрим модификацию ковра Серпинского: пусть соеди-
ненными считаются клетки либо соприкасающиеся сторонами, 
либо имеющие общую вершину. Будем называть такой аналог 
известного фрактала – ковром Серпинского с гибридной раз-
ветвленностью [40]. Понятно, что модификация правил образо-
вания связности приводит к изменению перколяционных пара-
метров бесконечного кластера ячеек ковра.  
По описанному алгоритму разделим любую ячейку ковра 
Серпинского произвольного шага итерации на 9 клеток и уда-
лим среднюю. Определим вероятность p' принадлежности ячей-
ки перколяционному кластеру на ковре, т.е. вероятность того, 
что через ячейку можно «протечь» по составляющим ее клет-
кам, каждая из которых входит в бесконечный кластер с вероят-
ностью p. Так как ренормгрупповое преобразование [41] должно 
в нашем случае отражать факт наличия связности, количество 
подходящих комбинаций в расположении клеток в ячейке будет 
меньше комбинаторного. С учетом этого ренорм-преобразова-
ние для ковра с гибридной разветвленностью имеет вид  
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p' = R(p) = p8 + 8p7(1 – p) + 27p6(1 – p)2 +  
+ 44p5(1 – p)3 + 38p4(1 – p)4 + 8p3(1 – p)5,  
 
с нетривиальной неподвижной точкой pc = 0,5093, определяю-
щей порог протекания.  
Индекс длины корреляции перколяционной системы, может 
быть найден из соотношения ν = ln b / ln λ = 1.801, где b = 3 – ко-
личество клеток вдоль стороны ячейки, λ = (dR/dp) | p=pc . 
Критический показатель параметра порядка β  определя-
ется из равенства D = d – β /ν , где аппроксимацией размерно-
сти D перколяционного кластера служит размерность ковра 
Серпинского; при размерности пространства d = 2 величина     
β  =  0,193. (Для верификации полученных значений: в случае 
стандартного ковра Серпинского по нашим данным ν = 2,194 и 
β = 0,234, а по результатам работы [38, 39] ν = 2,13 и β = 0,27). 
Другие критические показатели могут быть определены из 
системы равенств двухпоказательного скейлинга [38]: индекс 
средней длины конечного кластера γ = νd – 2β = 3,216; критиче-
ский показатель аналога теплоемкости α = 2 – νd = – 1,602; оп-
ределяющий наибольший размер конечных кластеров индекс ∆ 
= νd – β  = 1,809.  
 
Трехмерные аналоги 
В трехмерном пространстве существует два обобщения кан-
торова множества: «канторов  сыр» и губка Менгера.  
Множество (С′ × С′ × С′)′ называется «канторовым сыром»; 
его генератор может быть заполнен 26 кубиками с длиной ребра 
1/3. Тогда размерность 
 
(( ' ' ') ') 26 3 2,965647... ,D C C C ln ln× × = ≈  
что очень близко к трем, т.е. «представляет собой достаточно 
сплошную конструкцию с изолированными пустотами» [15].  
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Обобщение канторова сыра на k измерений имеет размер-
ность  
( )(3 1) 1(( ' '... ') ') 3 1/ 3 1/ (3 3),3 3
k
k k klnD C C C ln k ln
ln ln
−
× × = ≈ + ≈ −   
что, как правило, несколько меньше размерности вложения k 
[15].  
Всякая линия в смысле Урысона гомеоморфна некоторому 
подмножеству трехмерного евклидова пространства (теорема 
Менгера) [42]. Континуум М, обладающий свойством, что ка-
кова бы ни была линия С, в нем найдется подконтинуум С′, го-
меоморфный континууму С, строится следующим образом. Куб 
К с ребром 1 делится плоскостями, параллельными его граням, 
на 27 равных кубов. Из куба К удаляется центральный и все 
прилежащие по двумерным граням кубы первого поколения. 
Получается множество К1, состоящее из 20 замкнутых кубов. 
Повторяя процедуру с каждым из кубов К1, получим множество 
К2, состоящее из 400 кубов второго поколения (рис. 28). Про-
должая процесс бесконечно, получим последовательность кон-
тинуумов К1 ⊃ К2 ⊃ К3 ⊃…, пересечение которых есть одно-
мерный континуум М, называемый универсальной кривой Мен-
гера [12, 42].  
Пустоты в ней представляют собой открытые каналы, на-
сквозь пронизывающие исходный куб, и каждая грань исход-
ного куба выглядит как ковёр Серпинского. У губки нулевой 
объем (так как на каждом шаге он умножается на 20/27), беско-
нечно большая площадь; топологически губка есть универсаль-
ная кривая: любая кривая в трехмерном пространстве гомео-
морфна некоторому подмножеству губки Менгера. Размерность 
губки равна 
 
20 3 2,726833...D ln ln= ≈  
Дополнение губки имеет конечную меру Лебега и размер-
ность, равную трем (рис. 28).  
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Рис. 28. Универсальная кривая (губка) Менгера и ее  
дополнение на втором шаге построения.  
 
Теоретико-множественное описание позволяет показать 
симметрию губки Менгера [15]. Пусть X, Y, Z – канторовы мно-
жества по соответствующим осям. Выражение X ′ ∩ Y ′ описы-
вает центральный вырезанный квадрат в плоскости ху, а запись  
(X ′ ∩ Y ′)∪(X ′ ∩ Z ′)∪(Z ′ ∩ Y ′)  
– множество всех пустот генератора множества. Дополнение 
этого множества  
(X ∪ Y) ∩ (X ∪ Z) ∩ (Z ∪ Y)  
есть генератор губки Менгера [15, 43].  
Двумерных аналогов губка Менгера не имеет. 
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СПРАВОЧНЫЕ МАТЕРИАЛЫ  
О классификации множеств  
Пусть Rn – n-мерное векторное пространство. Диаметром 
множества А ⊂ Rn называется величина
 
2( ) {|| || : , }A sup Aδ = − ∈x y x y , 
где 2|| ||−x y  – евклидово расстояние между векторами ;иx y  
индекс 2 означает, что расстояние равно корню 2-ой степени из 
суммы абсолютных разностей пар значений, взятых во второй 
степени . Множество А ⊂ Rn называется ограниченным, если 
оно имеет конечный диаметр, то есть ( )Aδ < ∞ [8].  
Последовательность { } 1n n∞=x  называется сходящейся, то есть 
имеющей предел ,
n
lim
→∞
=nx x  если для каждого 0ε > сущест-
вует такой номер N, что при n N> выполняется неравенство 
2|| || ,ε− <x y или, по-другому, 2|| || 0.
n
lim
→∞
− =nx x  
Множество А ⊂ Rn называется замкнутым, если для любой 
последовательности { } 1n n∞=x точек из А, сходящихся к x, ее пре-
дел также принадлежит множеству А: .A∈x  
Подмножество пространства Rn с евклидовой метрикой ком-
пактно в том и только в том случае, если оно замкнуто и огра-
ничено [8]. Такое определение компактности множества можно 
использовать только для подмножеств пространства Rn. В слу-
чае произвольного метрического пространства множество назы-
вается компактным, если из каждой последовательности точек
 { } 1n n∞=x  из множества X можно выделить подпоследователь-
ность { } 1kn k∞=x , сходящуюся к некоторой точке .x X∈  
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Эти определения компактности эквивалентны, если X ⊂ Rn.  
Точка х множества А есть изолированная точка этого множе-
ства, если у нее есть окрестность, не содержащая точек множе-
ства А. Множество называется совершенным, если оно замк-
нуто и не содержит изолированных точек [8].  
Множество А есть связное множество, если его нельзя пред-
ставить в виде объединения двух непустых множеств. Говорят, 
что множество А вполне разрывно, или вполне несвязно, если 
наибольшие связные подмножества А представляют собой одно-
точечные множества, т.е., если все компоненты А – одинокие 
точки [8].  
Множество Е называется плотным на М, если каждая точка 
множества М является предельной точкой множества Е, т.е. в 
любой окрестности имеются точки, принадлежащие Е. Плотные 
множества на всей прямой называются всюду плотными. Мно-
жество называется нигде не плотным (на прямой), если оно не-
плотно ни на каком интервале, иными словами, если каждый 
интервал прямой содержит подинтервал, целиком свободный от 
точек данного множества. Аналогично определяются множе-
ства, нигде не плотные на плоскости или, вообще, в произволь-
ном топологическом пространстве. Для того чтобы замкнутое 
множество было нигде не плотным, необходимо и достаточно, 
чтобы его дополнение было всюду плотно [5].  
 
О несчетности континуума  
Совокупность всех точек интервала будем называть конти-
нуумом. Покажем, что множество всех действительных чисел, 
заключенных между 0 и 1, т.е. континуум, несчетен [13].  
Пусть все числа, заключенные в интервале (0,1), можно рас-
положить в последовательности х1, х2, х3 …, и пусть каждое из 
них представлено в виде бесконечной десятичной дроби. «Ко-
нечные дроби» дополним до бесконечных нулями, избавляясь от 
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дробей, оканчивающихся последовательностью девяток. По-
строим десятичную дробь λ такую, что ее n-й десятичный знак 
на единицу больше n-го десятичного знака дроби хm, если по-
следний равен 0, 1, 2, …, 7; если же он равен 8 или 9, то n-й знак 
дроби λ равен нулю. Это описание определяет λ полностью, 
причем она не оканчивается последовательностью девяток. Но 
таким образом λ есть число из интервала (0,1), отличное от всех 
чисел хn, и это противоречит исходному предположению, что 
последовательность  х1, х2, х3 … содержит все действительные 
числа, заключенные между 0 и 1.  
 
Условие Липшица-Гёльдера  
Это условие – неравенство, в котором приращение функции 
оценивается по приращению аргумента [12]. Функция f (x), оп-
ределенная в некоторой области n-мерного евклидова простран-
ства R n, удовлетворяет в точке y ∈ R n условию Гёльдера c пока-
зателем α (0 < α ≤ 1) и коэффициентом А (y), если  
  
 
для всех x ∈ R n, достаточно близких к y. Условие, по сути, оз-
начает, что функция изменяется не быстрее, чем некоторая пря-
мая с угловым коэффициентом А(y). Функция, удовлетворяющая 
условию Липшица-Гёльдера – ограничена, равномерно непре-
рывна и дифференцируема.  
 
Индекс ветвления  
Топологическое понятие индекс (степень) ветвления незави-
симо определили в начале 20-х годов двадцатого века Павел 
Урысон и Карл Менгер [42, 44]. Индекс ветвления определяется 
наименьшим количеством точек сечения, которое позволяет 
разъединить множество.  
Линия в точке х имеет индекс ветвления m, если каково бы 
( ) ( ) ( )f x f y A y x y α− ≤ −
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ни было число ε > 0, существует открытое множество диаметра, 
меньшего, чем ε, содержащее точку х, граница которого есть 
множество мощности, не превосходящей m, но для достаточ-
ного малого ε′ > 0 граница всякого открытого множества, со-
держащего точку х, диаметр которого меньше ε′, имеет мощ-
ность, не меньшую, чем m [12].  
Точка x линии имеет неограниченный индекс ветвления, если 
каково бы ни было число ε > 0, существует открытое множество, 
содержащее эту точку, с диаметром, меньшим, чем ε, граница 
которого состоит из конечного множества точек; но каково бы 
ни было натуральное n, найдется такое εn > 0, что граница вся-
кого открытого множества, содержащего x и имеющего диаметр 
меньший, чем εn , состоит не менее чем из n точек [12].  
Точка линии, индекс ветвления которой больше двух, назы-
вается точкой ветвления; индекс ветвления внутренних точек 
окружности равен двум; точка с индексом равным единице – 
концевая.  
Следующие примеры значительно упрощают осмысление 
понятия. Пусть О – окружность единичного радиуса. Окруж-
ность F с центром в точке G, находящейся внутри О, пересекает 
ее в R = 2 точках, за исключением случаев, когда радиус F 
больше двух: при этом R = 0. Если F – граница некоторой окре-
стности точки G, не обязательно круглой, но «не слишком 
большой», то R равно, по меньшей мере, двум. Величина R = 2 
называется степенью ветвления окружности, и остается неиз-
менной для всех ее точек [4].  
Линия, состоящая из отрезков, соединяющих некую точку со 
всеми точками канторова множества, лежащего в [0, 1], имеет во 
всех своих точках континуальный индекс ветвления [12].  
Пусть множество О – треугольник Серпинского. В этом слу-
чае R не является одинаковой для всех точек G: во всех точках 
множества, за исключением вершин инициатора, значение R 
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равно либо трем, либо четырем [4, 32].  
Значение R = 3 характеризует любую точку множества О, яв-
ляющуюся пределом бесконечной последовательности тре-
угольников, каждый из которых содержится внутри треуголь-
ника предыдущего поколения и имеет вершины, отличные от 
вершин предшественника. Окружности, описанные вокруг этих 
треугольников, пересекают множество О в трех точках, ограни-
чивая при этом произвольно малые окрестности точки G. В этом 
случае, если F ограничивает достаточно малую окрестность 
точки G, причем вершины инициатора должны лежать вне F, то, 
как показал В. Серпинский [32], F пересекает О, как минимум в 
трех точках.  
Значение R = 4 относится к вершинам любого конечного 
приближения к О посредством треугольников. Вершина для ап-
проксимации порядка h ≥ k является общей вершиной G для 
двух треугольников с длиной стороны 2−k. Окружности с цен-
тром в точке G и радиусом 2−k (при h > k) пересекают множество 
О в 4 точках и ограничивают произвольно малые окрестности 
точки G. А если F ограничивает «достаточно малую» окрест-
ность точки G (притом, что вершины инициатора также лежат 
вне F), то можно показать, что F пересекает О, по меньшей ме-
ре, в 4 точках [4].  
Когда множество О – ковер Серпинского, результат оказыва-
ется радикально иным. Пересечение границы любой достаточно 
малой окрестности и О представляет собой несчетное бесконеч-
ное множество точек, причем независимо от параметров N, r и 
D. В этой дихотомии конечного/бесконечного треугольник Сер-
пинского немногим отличается от стандартных кривых, а ковры 
Серпинского неотличимы от плоскости [4].  
 
Декартово произведение 
Прямое, или декартово, произведение – одна из основных 
общематематических конструкций, идея которой принадлежит 
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Декарту [45]. Декартовым произведением двух непустых мно-
жеств X и Y называется множество X Y× , состоящее из всех 
упорядоченных пар вида (х, у), где 
 { }, : ( , ) | , .x X y Y X Y x y x X y Y∈ ∈ × = ∈ ∈  
Если одно из множеств X или Y пусто, то произведение пус-
то. Множество X Y× можно отождествить с множеством функ-
ций, определенных на двухэлементном множестве {1, 2} и при-
нимающих значения в множестве X при значении аргумента, 
равном 1, и в множестве Y при значении аргумента, равном 2. 
Это отождествление позволяет распространить определение де-
картова произведения на случай любого количества множите-
лей.  
Значение конструкции прямого произведения определяется, 
прежде всего, тем, что в нем естественно вводится дополни-
тельная структура, если все множители являются однотипными 
математическими структурами. Например, пусть Xi – однотип-
ные алгебраические системы, а именно, множества с общей сиг-
натурой конечноместных предикатов и операций, т.е. с общей 
совокупностью отношений и операций, действующих на основ-
ном множестве данной алгебраической системы, вместе с указа-
нием их арностей, тогда произведение Xi = Π iX превращается в 
алгебраическую систему с той же сигнатурой. При этом выпол-
нение во всех Xi определенных тождеств влечет за собой их вы-
полнение в произведении. Поэтому декартово произведение по-
лугрупп, групп, колец, векторных пространств и т.п. снова яв-
ляются полугруппами, группами, кольцами, векторными про-
странствами соответственно.  
Многие задачи связаны с описанием математических объек-
тов, неразложимых в декартово произведение, и с выяснением 
условий, при которых множители произведения определены од-
нозначно с точностью до изоморфизма [45].  
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Теория протекания  
Раздел теории вероятностей, имеющий собственные прило-
жения в естественных и инженерных науках, – теория протека-
ния, или перколяционная теория – изучает особенности возник-
новения и эволюции, а также свойства связных областей, т.н. 
бесконечных перколяционных кластеров [38, 46].  
Перколяционная теория изучает континуальные и решётча-
тые задачи на плоскости и в объеме, а также n-мерные. Модели 
теории протекания просты и наглядны, некоторые задачи реша-
ются аналитически, большинство – численно; часто использу-
ется метод Монте-Карло.  
Простейшие решёточные задачи теории протекания форму-
лируются следующим образом. Пусть есть решётка, рассматри-
ваемая как совокупность узлов и связей. Каждый данный узел 
может быть помечен, например, чёрным цветом с вероятностью 
x. Совокупность связанных друг с другом чёрных узлов называ-
ется чёрным кластером. При x = 0 в системе нет чёрных класте-
ров, при x << 1 они представляют собой в основном совокупно-
сти малого количества узлов, а при 1 – x << 1 в системе имеется 
чёрный бесконечный кластер (БК). Существует критическая 
концентрация xс, при которой впервые возникает БК.  
В компьютерной реализации перколяционных задач для оп-
ределения места возникновения трансформированного участка – 
элемента будущего бесконечного кластера – используют генера-
тор случайных чисел. Изменение концентрации таких участков 
в системе заметно модифицирует ее свойства. При достижении 
критической концентрации свойства системы изменяются скач-
кообразно: в матрице возникает перколяционный кластер, ха-
рактерные размеры которого сравнимы с ее размерами, корре-
ляционная длина расходится, меняется симметрия объекта, т.е. 
происходит структурный фазовый переход, т.н. переход второго 
рода [4, 17, 38, 46].  
Параметром порядка перехода является мощность БК – веро-
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ятность того, что узел принадлежит бесконечному кластеру. 
Критическое поведение этой величины при x → xс (x > xс) опре-
деляется соотношением P∾ (x − xс) β, где xс – критическая кон-
центрация конечных кластеров, β – индекс параметра порядка. 
Характерный пространственный масштаб системы задаёт длина 
корреляции ξ. В первом приближении ξ – это характерный раз-
мер конечных кластеров при x < xс, и характерный размер пустот 
в БК при x > xс. Критическое поведение этой величины опреде-
ляется соотношением ξ∾\τ\−ν, где τ = (x − xс)/xс, ν – индекс 
корреляционной длины [38].  
Результаты фазового перехода могут разниться в зависимо-
сти от структуры и свойств бесконечного кластера [38].  
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ПРИЛОЖЕНИЕ  
 
РАЗМЕРНОСТИ: ГЕНЕЗИС ПРЕДСТАВЛЕНИЙ  
И ФИЗИЧЕСКИЕ ПРИЛОЖЕНИЯ  
 
Введение  
Теория размерности, основы которой, как известно, были за-
ложены в работах А. Пуанкаре, А.Л. Лебега и Л. Брауэра [1-3], 
опубликованных в 1911-13 годах, открыла «доступ к изучению 
ряда интересных свойств точечных множеств, к построению 
обширной теории…» [4, 5].  
Понятие размерности оказалось полезным и удобным кон-
цептом и в теоретической физике: во второй половине двадца-
того века сформировались две основные группы задач, в кото-
рых размерность стала реальным инструментом получения и 
анализа решений. Первая – это задачи стохастической дина-
мики, в частности, проблемы турбулентности. В этих задачах 
размерности являются доступными для измерения и структурно 
устойчивыми характеристиками системы, связанными, в частно-
сти, с показателями Ляпунова; позволяют провести классифика-
цию странных аттракторов и связанного с ними хаотического 
поведения [6, 7].  
Вторая группа – задачи перколяционной теории: раздела ста-
тистической физики, который на протяжении полувека изучает 
критические явления [6, 7]. Перколяционная теория адекватно 
описывает особенности возникновения и эволюции, а также 
свойства связных областей в системах, в которых имеет место 
геометрический фазовый переход. Она нашла применение в ши-
роком круге научно-технических задач: исследовании белковых 
структур, пористых тел, создании фильтров, изучении легиро-
ванных полупроводников, при борьбе с эпидемиями, в исследо-
ваниях процессов полимеризации, при создании композицион-
ных материалов, изучении мировоззренческих вопросов и мно-
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гих других. При этом для критических показателей физических 
величин, описывающих процессы и явления, как правило, мож-
но указать множество, с размерностью которого этот показатель 
связан. В свою очередь, исследование структуры этих множеств 
много даёт для понимания критического поведения системы и 
соотношений между показателями, позволяет проследить связь 
между поведением системы в промежуточной асимптотике и её 
геометрией [6, 7].  
Перколяционная теория известна также как раздел теории 
вероятностей, имеющий собственные приложения в естествен-
ных и инженерных науках [8-11].  
В математических и физических исследованиях используется 
большое количество размерностей, и в конкретном исследова-
нии всегда встаёт вопрос выбора, который обусловлен содержа-
нием задачи. Размерности, представленные в обзоре, соотно-
сятся с совершенно разными понятиями, в частности, имеют от-
ношение и к описанным группам задач (в первую очередь, к 
перколяционной теории), и к топологическим исследованиям.  
Далее в тексте, как и во всех физических приложениях, раз-
мерности определяются как показатель степени в выражениях 
типа a ~ b c.  
 
Геометрическая и физическая размерности  
Размерность физической величины определяет её связь с ве-
личинами, положенными в основу системы единиц измерения, 
т. е. устанавливает соотношение масштабов данной и основных 
единиц измерения [12]. Из такого определения следует, что фи-
зические величины, в отличие от геометрических, изменяются 
не только при преобразованиях координат, но и при модифика-
ции системы физических величин. Это значит, что при опреде-
лённом выборе основных единиц каждому физическому объекту 
соответствует один и только один геометрический объект – об-
раз физического объекта, который приобретает множитель aα βb 
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c
γ
 … lλ m µ nν, если вводится другое множество допустимых ос-
новных единиц; этот множитель называется размерностью гео-
метрического образа, или абсолютной размерностью физиче-
ского объекта. Абсолютная размерность определена относи-
тельно аффинной группы, если мы работаем с прямолинейными 
координатами n-мерного евклидового пространства. Эта раз-
мерность не является той размерностью, с которой работают 
физики [13].  
Если компоненты физического объекта относительно ло-
кальной декартовой системы координат, основанной на единице 
длины, приобретают при изменении основных единиц множи-
тель aα1 βb1 cγ1 … lλ1 m µ1 nν1, то его называют относительной раз-
мерностью, или просто размерностью, физического объекта. Это 
та размерность, которая используется в физике.  
Таким образом, различие между абсолютной (геометриче-
ской) и относительной (физической) размерностью физического 
объекта обусловлено тем, что общая система координат не свя-
зана с единицей длины, а локальная декартова изменяется при 
введении другой единицы. Следовательно, соотношение между 
ними зависит только от закона трансформации объекта при пре-
образовании координат [13].  
 
Размерность пространства. Топологическая размерность 
Если рассматривать геометрические объекты как множества 
точек евклидова пространства RE, то понятие топологической 
размерности можно ввести по рекуррентной схеме, предложен-
ной А. Пуанкаре [1].  
Положим размерность любого конечного или счётного мно-
жества точек равным нулю; размерность связного множества 
будем считать равной d + 1, если оно может быть разрезано на 
две несвязанные части исключением из него как минимум d-
мерного множества точек, т. е. проведением d-мерного разреза. 
При таком определении, если положить размерность точки рав-
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ной нулю, то топологическая размерность линии будет равна 
единице, плоскости и сферы – двум, шара – трём и т. д.  
Из определения видно, что топологическая размерность мо-
жет быть только целым числом, и совпадает с интуитивным 
представлением о минимальном количестве переменных, кото-
рые нужно задать для определения положения точки на объекте 
[14]. В 1902 году в книге «Наука и гипотеза» [15] А. Пуанкаре 
писал, что «размерность пространства – это минимальное число 
параметров, которые необходимы, чтобы отличать точки про-
странства друг от друга»; полное зрительное пространство 
«имеет как раз три измерения; т. е. элементы наших зрительных 
ощущений … будут вполне определены, когда известны три из 
них». И если в пространстве это число равно трём, на плоскости 
достаточно двух координат, на линии – одной; в этом смысле 
пространство – трёхмерно, плоскость – двумерна, линия – одно-
мерна.  
В статье «Почему пространство имеет три измерения» [1] 
Анри Пуанкаре определил размерность, которую можно было 
бы назвать антропной. Он пишет о существовании «эксперимен-
тальных фактов, которые заставляют нас приписывать про-
странству три измерения. Именно ввиду этих данных нам было 
удобнее приписать ему три измерения, а не четыре или два. Но 
слово «удобный», пожалуй, в данном случае недостаточно 
сильно: существо, которое приписывало бы пространству два 
или четыре измерения, оказалось бы менее приспособленным к 
борьбе за существование в мире, подобном нашему». В случае 
двух измерений оно предполагало бы существование таких со-
отношений, которые мы, люди, не допускаем; а в случае четы-
рёх – отбрасывало бы такие, которыми мы пользуемся [1].  
Физическое обоснование трёхмерности пространства дано в 
работе П. Эренфеста [16], в которой исследуется, в частности, 
аналог гравитационного закона Ньютона для пространств с раз-
личным числом измерений. В этом случае зависимость гравита-
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ционных сил от расстояния определяется выражением 
1/ ,iiF G M m R
−
= где M, m, R – массы и расстояние в «класси-
ческом» понимании, i – число пространственных координат, Gi 
– коэффициенты, в частности, G3 – гравитационная постоянная 
Ньютона. Некоторым основанием для такого предположения 
служат результаты анализа законов движения, полученные 
Эренфестом для пространств с числом измерений, отличным от 
трёх [16, 17].  
В предложенном Ньютоном гравитационном законе сила 
пропорциональна R −2, причём эта зависимость неоднократно 
проверялась экспериментально, и значение показателя степени 
установлено с точностью до 2 ± 3·10−11, следовательно, с этой же 
точностью размерность нашего пространства i = 3. Эти данные 
получены из прецизионных измерений орбиты Луны, движу-
щейся вокруг Земли, и хотя средний радиус лунной орбиты ра-
вен 384 тысячам километров, модельные данные отличаются от 
измеренных на 4 мм [18].  
 
Адекватность меры. Размерность Хаусдорфа-Безиковича  
Для классических геометрических объектов понятие тополо-
гической размерности решает вопрос об адекватной мере.  
Известный способ измерить длину кривых, площадь поверх-
ностей и объёмы тел состоит в разделении пространства на ма-
лые кубы или сферы с характерным линейным размером δ. Под-
считывая количество отрезков, квадратов или кубов, необходи-
мых для покрытия рассматриваемого множества точек, можно 
получить меру этого множества [19].  
Для обычной кривой длина L может быть определена пре-
дельным переходом  
L = N(δ) δ → L0 δ0,  
δ → 0 
где δ – длина прямолинейных отрезков, N (δ) – их количество. 
Как видно, в пределе при δ → 0 мера L становится асимптотиче-
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ски равной длине кривой и не зависит от δ.  
Длина является адекватной мерой обычной (нефрактальной) 
кривой. Если поставить в соответствие линии не длину, а пло-
щадь или объём, то та же процедура покажет, что такие меры 
обращаются в нуль. Действительно, пусть N(δ) – количество 
квадратов, необходимых для покрытия кривой, δ2 – площадь од-
ного квадрата, тогда  
 
S = N(δ) δ2 → L0 δ1 = 0;  
δ → 0 
аналогично,  
V = N(δ) δ3 → L0 δ2 = 0.  
δ → 0 
Центральное место в определении размерности Хаусдорфа-
Безиковича занимает понятие адекватности меры.  
Рассмотрим множество точек, образующих поверхность в 
трёхмерном пространстве. Адекватная мера такого множества – 
площадь. Действительно,  
 
S = N(δ) δ2 → S0 δ0,  
δ → 0 
где S0 – площадь поверхности. Таким образом, количество квад-
ратов, необходимых для покрытия поверхности, определяется в 
пределе при δ → 0 как N (δ) = S0 / δ2.  
Если поставить в соответствие поверхности длину, то  
 
L = N(δ) δ → S0 δ−1= ∞,  
δ → 0 
что говорит о невозможности покрыть поверхность конечным 
количеством отрезков прямой. Если сделать попытку устано-
вить соответствие между поверхностью и объёмом, то он обра-
тится в нуль  
V = N(δ) δ3 → S0 δ1 = 0.  
δ → 0 
Определим меру фрактального множества, используя проб-
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ную функцию Md, которая в зависимости от выбора её размер-
ности d, обращается в нуль или бесконечность при δ → 0. Вве-
дём размерность Хаусдорфа-Безиковича DH, при которой мера 
Md изменяет значение с нуля на бесконечность  
 
 
где γ(d) – геометрический коэффициент, зависящий от формы 
элементов, покрывающих множество; для квадратов и кубов он 
равен единице, для кругов – π/4, для сфер – π/6 [15]. Для фи-
зиков такое поведение меры означает, что D представляет собой 
критическую размерность [20].  
Существенно, что при определении размерности Хаусдорфа-
Безиковича необходимо покрывать множество элементами все-
возможных размеров, не превышающих некоторое малое значе-
ние, и определить infimum выражения                   Очевидно, что 
процесс минимизации этой суммы по всем возможным разбие-
ниям чрезвычайно трудоёмок, и обычно производят оценку раз-
мерности Хаусдорфа-Безиковича величиной ёмкости множества 
Dc. Это типичная ситуация в прикладных задачах теории раз-
мерностей: среди однотипных иногда можно найти размерно-
сти, пригодные для оценки значений других, расчёт которых 
трудоёмок или нереализуем.  
Для определения Dc рассмотрим случай покрытия множества 
точек в d-мерном евклидовом пространстве минимальным коли-
чеством d-мерных кубиков (или сфер) одинакового размера. 
(Покрытие сферами используется для того, чтобы не говорить 
об ориентации). То есть, если N (δ) ~ δ – Dc, то Dc – колмогоров-
ская ёмкость множества [6, 21]; индекс с – сокращение от англ. 
capacity.  
Пусть А есть величина, характеризующая покрытие, и N(δ) ≈ 
А·δ
 –d
 – минимальное количество d-мерных кубиков. Логариф-
мируя это выражение, получим  
( ) .dd δγ ∑
63 
 
ln N (δ) ≈ ln A – d·ln δ,  
откуда, приблизительно,  
( )
.
ln N ln Ad
ln ln
δ
δ δ= − +
 
Так как ln δ → − ∞ при δ → +0, то ёмкость множества есть пре-
дел  
0
( )
,c
ln ND lim
lnδ
δ
δ→= −
 
который, обычно, существует.  
Поскольку при определении хаусдорфовой размерности 
должны использоваться всевозможные покрытия множества, а 
при расчёте ёмкости – элементы одного размера, то DH < Dc .  
Хаусдорфова размерность и ёмкость по Колмогорову могут 
различаться даже для очень простых множеств [6]. Например, 
для множества точек прямой с координатами хn = 1/n первая 
равна 0, вторая – 1/2. Ёмкости, в отличие от размерностей, в ча-
стности, хаусдорфовой, не остаются инвариантными при ку-
сочно-гладком, возможно, имеющем особенности, преобразова-
нии координат, а для величины, определяемой как размерность, 
такая инвариантность необходима.  
Как отмечалось, во всех физических приложениях размер-
ность определяется как показатель M ~ l D, где M – некое свой-
ство, l – характерный размер, а определить является ли она ха-
усдорфовой размерностью или ёмкостью не представляется 
возможным. Это связано с тем, что размерность описывает 
свойства промежуточной асимптотики, и переход к пределу, 
требуемый формальными определениями, невозможен. Кроме 
того, на малых масштабах система не является фрактальной, и 
её поведение описывается некоторым минимальным масштабом.  
Так определённые размерность Хаусдорфа-Безиковича и ём-
кость есть локальные свойства в том смысле, что характеризуют 
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множество точек при исчезающе малом характерном размере 
пробной функции (δ → 0), используемой для его покрытия.  
Важно, что для простых геометрических объектов хаусдор-
фова размерность совпадает с топологической. Действительно, 
пусть есть квадрат со стороной а; покроем его малыми квадра-
тами площадью δ2. Тогда для меры Аd (δ) получим  
 
 
2 2( ) ( )· .id d ddA N aδ δ δ δ δ −= = ≈∑  
При d < 2 мера Аd (δ) неограниченно возрастает при уменьшении 
δ, в случае d > 2 – стремится к нулю. Следовательно, по опреде-
лению размерности Хаусдорфа-Безиковича DH = 2.  
 
Размерность Хаусдорфа-Безиковича как фрактальная  
В евклидовом пространстве RE величина топологической 
размерности DT  и размерности Хаусдорфа-Безиковича DH за-
ключены в промежутке между нулем и E. При этом топологиче-
ская всегда является целым числом, а для размерности Хаус-
дорфа-Безиковича это не обязательно. Для евклидовых мно-
жеств DH  =  DT , в общем же случае эти две размерности удовле-
творяют неравенству Шпилрайна (Edward Szpilrajn) DH ≤ DT  [5, 
20].  
Однако существуют множества, для которых DH  > DT. В [20] 
Б. Мандельброт пишет: «Такие множества необходимо было 
как-то называть, поэтому я придумал термин «фрактал», опре-
делив его следующим образом: фракталом называется множе-
ство, размерность Хаусдорфа-Безиковича для которого строго 
больше его топологической размерности».  
Любое множество с нецелым значением DH является фракта-
лом; фрактал может иметь и целочисленную размерность. Если 
понимать термин «дробь» как синоним выражения «нецелое 
вещественное число», то часто значения размерности DH явля-
ются дробными. Учитывая, что DH может принимать и целочис-
ленные значения 
 
DT < DH ≤ E, Бенуа Мандельброт предпочёл 
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назвать её фрактальной размерностью [20], и обозначить через 
D.  
Многообразие покрытий. Размерности Минковского-  
Булигана и Понтрягина-Шнирельмана  
По Мандельброту фрактальная размерность и все её возмож-
ные варианты – не топологические, но метрические понятия: 
каждая включает в себя метрическое пространство, в котором 
определены расстояния между любыми двумя точками [20]. При 
этом сами размерности определяются алгоритмами покрытия 
множества d-мерными шарами и, в сущности, есть функции 
способа покрытия.  
В способе покрытия ограниченного множества, предложен-
ным Г. Кантором, каждая его точка рассматривается как центр 
шара [20]. Такой подход связан с очевидными неудобствами. 
Во-первых, для множеств, содержащих бесконечное количество 
точек, такой алгоритм неоперабелен. Ситуация, однако, разре-
шается тем, что, оказывается, достаточно построить конечное 
число шаров N (ρ) ~ 1/ρ.  
Во-вторых, сумма перекрывающихся объёмов шаров при ρ → 
0 не должна непременно сходиться к протяжённости (в смысле 
Минковского) множества, т. е. d-мерному объёму: длине, пло-
щади, объёму и т. д. В примере Х. А. Шварца [22] показано, что 
по мере увеличения точности триангуляции боковой поверхно-
сти прямого кругового цилиндра, сумма площадей треугольни-
ков не обязательно сходится к её площади, а может быть равной 
сколь угодно большой конечной или бесконечной величине.  
При рассмотрении этого парадокса Г. Минковский показал, 
что если определить протяжённость как  
 
V {d-мерный шар радиуса ρ} = γ (d) ρD,  
 
где d – стандартная топологическая размерность рассматривае-
мого множества, множитель γ (d) = [Г (½)] d / Г (1+ d / 2), ρ – ра-
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диус покрывающих шаров, D – размерность фрактального мно-
жества (если множество нефрактально, D = d ), то при ρ → 0 она  
может не иметь предела [20]. В этом случае выражение  
заменяется на                     и                     – верхнюю и  нижнюю  
 
протяжённости множества. При этом любому вещественному 
числу из интервала ] , [liminf lim sup  соответствует, по меньшей 
мере, одна последовательность значений ρm → 0, таких, что при 
m → ∞ сумма площадей треугольников в примере Х. А. Шварца 
сходится к площади поверхности [20]. Г. Минковский показал 
также, что в случае стандартных евклидовых структур сущест-
вует величина DM  – размерность Минковского  – такая, что при 
d > DM верхняя протяжённость множества обращается в нуль, а 
при d < DM нижняя – бесконечна [20].  
В 1928 году Ж. Булиган обобщил размерность Минковского 
на случай дробных d, и показал, что она определяется выраже-
нием                  В некоторых случаях величины размерностей 
Минковского-Булигана DMB и Хаусдорфа-Безиковича DH  совпа-
дают, например, для гладких кривых и поверхностей, и с учётом 
того, что DMB легче поддаётся оценке, и по аналогии с ситуацией 
с размерностью Хаусдорфа-Безиковича и ёмкостью, она может 
использоваться для определения величины DH [20].  
Несложно привести и обратный пример, когда такая оценка 
невозможна: для компактного множества {0, 1, 1/2, 1/3, 1/4, …} 
как для всякого счётного DH  = 0, а DMB = 1/2. В общем случае, 
как показано в [23], DMB  ≥ DH .  
Среди всевозможных наборов покрывающих шаров наиболее 
экономичным является комплект, содержащий минимум шаров 
N (ρ), который используют для определения размерности Пон-
трягина-Шнирельмана [20, 24]  
 
0
( )/ (1/ )PSchD = lim inf ln N lnρ ρ ρ→ .  
0
lim sup V
ρ → 0
lim inf V
ρ →
0
.lim inf V
ρ →
0
lim V
ρ →
67 
 
Размерность самоподобия и клеточная размерность  
Как известно, объекты инвариантные относительно измене-
ния масштаба и параллельного переноса называются самопо-
добными. Если при соответствующем изменении масштаба в n 
раз (n < 1) можно однократно покрыть исходный объект умень-
шенными копиями, то он самоподобен с коэффициентом подо-
бия n (N) = 1/N 1/d, где N – количество одинаковых частей, 
имеющих в n раз меньший линейный размер, d – размерность 
подобия (самоподобия), равная топологической размерностью 
объекта. В случае геометрически самоподобных (регулярных) 
фракталов   
n (N) = 1/N 1/DS, 
где DS совпадает с размерностью Хаусдорфа-Безиковича [19] и 
определяется формулой  
DS = ln N / ln n. 
В качестве иллюстрации рассмотрим квадрат, разделённый 
на N  =  4 равных квадрата со сторонами в n = 2 раза меньшими, 
чем у исходного. Тогда размерность самоподобия, равная топо-
логической, для квадрата имеет значение 2; для куба, разделён-
ного на N  = 8 равных частей, DS = ln 8 / ln 2 = 3. Для кривой Коха 
[19] – регулярного фрактала, при построении которого на каж-
дой итерации масштаб покрывающих отрезков уменьшается в n 
= 3 раза, а их количество становится равным N  = 4 размерность 
DS = ln 4 / ln 3 = 1,2618… = DH.  
Для определения размерности нерегулярных объектов фрак-
тального типа, например, изображений государственной гра-
ницы или береговой линии, описанный алгоритм, естественно, 
не подходит, и применяют другое определение размерности, 
связанное с иным алгоритмом.  
Пространство, в котором расположен интересующий нас 
объект, разбивают на клетки размером δ2, например, наносят с 
помощью палетки на изображение объекта квадратную сетку со 
стороной δ, и подсчитывают число клеток, содержащих точки 
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объекта. Разбиение многократно повторяют, используя всё 
меньший масштаб. Зависимость количества клеток, в которые 
попали точки объекта, от δ описывается выражением N(δ) =Аδ – DS, 
где DS – искомая фрактальная размерность самоподобия. Для 
расчёта её значения строят график зависимости N (δ) в двойном 
логарифмическом масштабе, при этом угловой коэффициент 
графика определяет значение DS.  
За размерностью, определённой по такому алгоритму, можно 
сохранить название размерности самоподобия: действительно, 
если применить описанный алгоритм к регулярным объектам, то 
значения размерностей совпадают с вычисленными по формуле 
для DS. Однако как размерность, определяемую посредством 
подсчёта количества клеток, её называют клеточной [6, 19].  
 
Размерность энтропии меры 
Описанный алгоритм расчёта размерности нерегулярного 
фрактального множества имеет естественное ограничение: если, 
например, береговая линия сильно изрезана и неоднократно пе-
ресекает некую клетку, то в количество клеток, покрывающих 
множество точек, она всё равно даёт единичный вклад, что «не 
вполне честно» [19].  
Рассмотрим распределение точек множества по клеткам, от-
ражающее распределение меры. Пусть множество, состоящее из 
N точек, имеет в i-й клетке Ni точек. И пусть µ = Ni / N – вероят-
ность заполнения клетки. Можно построить меру  
 
обладающую показателем d = τ (q), при котором она не обраща-
ется в нуль или бесконечность при δ → 0 [19]. Мера характери-
зуется всей последовательностью показателей τ (q), определяю-
щих степенной закон, по которому изменяются вероятности {µ} 
в зависимости от δ. При этом взвешенное число клеток равно  
69 
 
 
( )( , ) ~ ,qqi
i
N q τδ µ δ −= ∑  
где  
0
( , )( ) .ln N qq lim
lnδ
δ
τ δ→= −
 
Из этих соотношений видно, что при q = 0 получаем 0 1.qiµ = =  
Тогда ( 0, )N q δ=  – количество точек, покрывающих множество, 
и (0) Dτ =  – фрактальная размерность множества. Кроме того, 
с учётом 1i
i
µ =∑  получаем (1) 0.τ =   
Введём производную  
0
( )
,( )
q
i i
i
q
i
i
lnd q lim
dq lnδ
µ µ
τ
µ δ→= −
∑
∑
 
и рассмотрим  
0 01
( ) ( )
,| i iiq lnd q Slim limdq ln lnδ δµ µτ δδ δ→ →= = − =∑  
где S (δ) – информационная энтропия разбиения меры M по 
ячейкам размера δ, которую можно записать в виде  
 
1( ) ~ .i i
i
S ln lnδ µ µ α δ= − −∑  
Показатель 
1 1
( ) |qd qdqτα == − есть фрактальная размерность мно-
жества, на котором сосредоточена мера; он описывает скейлин-
говое поведение энтропии разбиения меры при изменении раз-
мера ячейки δ [19]; с точностью до множителя она равна ин-
формационной размерности – второй из спектра обобщённых 
размерностей Реньи.  
 
Обобщённые размерности Реньи  
Для адекватного описания неоднородных фрактальных объ-
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ектов (мультифракталов) можно использовать спектр обобщён-
ных фрактальных размерностей А. Реньи [14, 25, 26].  
Пусть есть фрактальный объект, ограниченный произвольной 
областью
 
размера L в евклидовом пространстве размерности d. 
И пусть он представляет собой множество N → ∞ точек, произ-
вольно распределённых в этой области. Разобьём всю область на 
прямоугольные ячейки со стороной δ << L  и объёмом δ d
. 
Ячей-
ки, в которых содержится хотя бы одна точка, определим как 
занятые. Пусть N(δ) – суммарное количество заполненных яче-
ек, ni (δ) – количество точек в і-й ячейке; определим вероятность 
того, что произвольная точка множества находится в ячейке i 
как  
 
 
и введём обобщённую статистическую сумму  
 
( )
1
( , ) ( ).
N
q
i
i
Z q p
δ
δ δ
=
= ∑
 
Тогда по А. Реньи [25, 26] можно ввести спектр обобщённых 
размерностей, характеризующих распределение точек в произ-
вольной области, и показывающих насколько оно неоднородно. 
Существенно, что эти размерности связаны с показателями τ (q), 
описанными в предыдущем разделе, как    
( )
1
,q
qD
q
τ
=
−
 
где                                      а множитель 1/(q −1) выбран, чтобы 
для множеств постоянной плотности в Е-мерном пространстве 
выполнялось равенство Dq = Е [19].  
Действительно, если для равномерно распределённой меры в 
Е-мерном пространстве с постоянной плотностью точек разде-
лим пространство на N = δ-Е ячеек объёмом δ Е, тогда µi = δ Е и  
1 1
( 1)
,
N
q qE q E
i
i i
µ δ δ −
= =
= =∑ ∑  
( ) ( ( ) / ),i iNp lim n Nδ δ→∞=
0
( ) ( , ) / ),(q lim lnZ q ln
δ
τ δ δ
→
=
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и, следовательно,  
0
1( )1
1
.
q E
q
lnD lim E
q lnδ
δ
δ→
−
= =
−
 
Таким образом, спектр фрактальных размерностей для равно-
мерно распределённой меры сводится к размерности простран-
ства и не зависит от порядка момента q [19].  
 
Информационная и корреляционная размерности.  
Свойства функции Dq 
Определим смысл обобщённых размерностей Реньи Dq для  
q = 1 и q = 2 [14, 25, 26].  
Обобщённая статистическая сумма в силу условия норми-
ровки вероятности при q = 1 равна единице, что, очевидно, при-
водит к неопределённости 0 / 0 в выражении для D1.
 
Раскроем 
неопределённость с помощью выражения  
( ) ( )
1 1
( , ) [( 1) ].
N N
q
i i i
i i
Z q p p exp q ln p
δ δ
δ
= =
= = −∑ ∑
 
Устремляя q → ∞ и раскладывая в ряд экспоненту, с учётом ус-
ловия нормировки, получим  
 
( ) ( )
1 1
( 1, ) [ ( 1) ] 1 ( 1) .
N N
i i i i i
i i
Z q p q p ln p q p ln p
δ δ
δ
= =
→ ≈ + − = + −∑ ∑
 
Тогда  
( )
1 0 1
./
N
i i
i
D lim p ln p ln
δ
δ
δ
→
=
= ∑
 
 
С точностью до знака числитель в этой формуле представ-
ляет собой энтропию S (δ) фрактального множества 
 ( )
1
( ) ,
N
i i
i
S p ln p
δ
δ
=
= −∑
 
и, следовательно, формула для D1 приобретает вид  
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1 0
( )
.( )
SD lim lnδ
δ
δ→= −  
 
Таким образом, величина D1 характеризует информацию, не-
обходимую для определения положения точки в некоторой 
ячейке, и показывает, как возрастает количество информации 
при стремлении размера ячейки
 
к нулю 1( ) DS δ δ −≈ . Её назы-
вают информационной размерностью [14, 25].  
Определение D1 через энтропию даёт возможность сравнить 
величины фрактальной и информационной размерностей: расчёт 
D1 имеет смысл лишь в случае неоднородности фрактального 
множества точек, для которого энтропия меньше, чем для одно-
родного, и, следовательно, всегда D1 <  D0 (равенство, очевидно, 
возможно лишь для однородного случая). В теории размерности 
этот результат обобщён для произвольного q, и показано, что 
имеет место неравенство  
D0 ≥  D1 ≥  D2 ≥  D3 … 
Для определения физического смысла обобщённой размер-
ности D2, равной
 
 
 
 
 
введём парный корреляционный интеграл  
 
2
,
1( ) ( ).
n mN
n m
I lim r r
N
θδ δ
→∞
= − −∑
 
Здесь суммирование проводится по всем парам точек фракталь-
ного множества с радиус-векторами rn и rm, а θ (x) – ступенчатая 
функция Хэвисайда. Эта сумма определяет количество пар то-
чек (n, m), расположенных на расстоянии меньшем, чем δ, и, 
следовательно, будучи разделённой на N  2, равна вероятности 
того, что две произвольные точки обладают этим свойством.  
Эту же вероятность можно найти иначе [14, 25, 26]. По опре-
делению величина pi2 – вероятность попадания двух точек в і-ю 
( )
2
2 0 1
/ ( )( ),
N
i
i
D lim ln p ln
δ
δ
δ
→
=
= ∑
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ячейку с размером δ.
 
Суммируя pi2 по всем занятым ячейкам, 
получим вероятность того, что две произвольно выбранные точ-
ки из множества
 
лежат внутри одной ячейки с размером
 
δ.
 
Сле-
довательно, расстояние между ними будет порядка
 
δ или мень-
ше. Тогда, с точностью до численных коэффициентов  
2
( )
2
1
( ) .
N
D
i
i
I p
δ
δ δ
=
≈ ≈∑
 
Таким образом, обобщённая размерность D2
 
определяет зави-
симость корреляционного интеграла I (δ)
 
в пределе δ → 0, и на-
зывается корреляционной [25].  
С помощью вероятностной интерпретации удобно выяснить 
смысл граничных размерностей спектра Реньи: минимальной  
                и максимальной 
Величина D
−∞  определяет формальную верхнюю границу ин-
тервала изменений Dq (максимальное значение имеет размер-
ность D0, т. к. размерности в спектре определены для неотрица-
тельных q), размерность D∞ – минимальная из размерностей. 
При q → ∞ основной вклад в обобщённую статистическую сум-
му, очевидно, вносят ячейки с наибольшей вероятностью запол-
нения, т.е. содержащие максимальное число частиц; при q → − ∞, 
соответственно, – самые разрежённые. Тогда, с учётом описан-
ного выше,  
D
 −∞  ≥ D0 ≥  D1 ≥  D2 ≥  D3 ≥ … ≥  D ∞ .  
 
Внешняя и внутренняя размерности кривой  
Если применить идеи Хаусдорфа для определения размерно-
сти фрактальной кривой γ, и для этого строить вокруг её точек 
кружки радиуса δ → 0 и вычислять площадь их объединения 
S(δ) (учитывая площадь перекрытия нескольких кружков только 
один раз), то скорость убывания площади с уменьшением δ оп-
ределит размерность кривой [28].  
Действительно, для гладкой кривой S(δ) ~ δ·L, где L – её дли-
qq
lim DD
→
∞
∞
= .qq
lim DD
→−
−∞
∞
=
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на, для плоской области S(δ) ~ δ0, а для фрактала оценка площа-
ди, которая определяется шириной окрестности кривой, зависит 
в этом случае не от радиуса кружка, а от размера изгибов кри-
вой. Определим длину «волнового вектора» k = 1/ δ, тогда от-
дельные «периоды» изгибов кривой укладываются в кружке 
размера δ, и если а (k) при δ → 0 убывает медленнее, чем δ, то 
ширина полосы кружков не порядка δ, а порядка а (1/δ); при а 
(1/δ) < δ полоса кружков успевает отслеживать все изгибы кри-
вой, и она является не фрактальной, а гладкой [28].  
Пусть кривая γ – фрактальна. Тогда суммарная площадь объ-
единений всех кружков S (δ) ~ а (1/δ) ~ δ α, и если 0 < α < 1, то S 
(δ) убывает медленнее, чем для гладкой кривой, следовательно, 
кривая γ занимает промежуточное положение между линией и 
площадью. Ф. Хаусдорф предложил определение, согласно ко-
торому размерность такого образования равна  
 
dim
 ext γ = 2 − α .  
 
Индекс ext (сокращение от external – англ. «внешний; наруж-
ный») указывает, что при построении этой величины нам при-
шлось выйти за пределы самой кривой [28].  
По аналогии с двумерным случаем внешняя размерность 
фрактальной кривой в пространстве равна  
 
dim ext γ = 3 − 2α,  
в n-мерном –  
dim
 ext γ = n − (n − 1) α. 
 
Определим внутреннюю размерность кривой γ. Для этого 
разделим её на участки длиной δ и введём параметр t. Вычислим 
длину кривой, учитывая лишь те её изгибы, на которых t изме-
няется не менее чем на δ. Получим, что сумма длин этих отрез-
ков порядка а (1/δ) (1/δ) ~ δα−1 и стремится к бесконечности с 
уменьшением δ [28].  
С чем связана эта расходимость. Предположим, вслед за ав-
торами [28], что мы ошиблись в определении размерности на-
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шего объекта и исследуем не кривую, а пытаемся определить 
одним параметром плоскость. Такая параметризация, конечно, 
плоха – линия всё более плотно и с самопересечениями запол-
няет плоскость, образуя на ней подобие решётки. Расстояние 
между её полосами ~ δ, а число квадратов ~1/δ2. Размеры звень-
ев ломаной, плотно устилающей плоскость, малы, но число их 
очень велико: сумма длин отрезков ломаной ~ δ · 1/δ2 → ∞. И 
это естественно: так как область двумерна, нужно подсчитывать 
не её длину, а площадь, т.е. суммировать не длины сторон, а 
квадраты длин, сумма которых конечна [28].  
В случае дробной размерности нужно суммировать некото-
рые µ-e степени длин. Для конечности получающихся сумм 
нужно положить µ = 1/α. Размерность этой суммы равна см1/α, а 
само число 1/ α является размерностью. Тогда в качестве внут-
ренней размерности фрактала естественно принять число  
 
dim
 int γ = 1/α .  
 
Эта формула сохраняется и для кривых в пространстве лю-
бого числа измерений.  
Внешняя размерность кривой фрактального типа на плоскос- 
ти изменяется от 1 до 2 (размерность пространства), а внутрен-
няя – от 1 до бесконечности, и совпадают они только для триви-
ального случая гладкой кривой. В общем случае внешняя раз-
мерность фрактальной кривой изменяется от размерности глад-
кого объекта до размерности пространства, а внутренняя – от 
размерности гладкого объекта до бесконечности [28].  
«Очевидно, что в разных физических задачах нужно пользо-
ваться разными определениями фрактальной размерности. На-
пример, если мы интересуемся задачей адсорбции на тонкую 
нитку, то для нас важно знать, сколько атомов сможет помес-
титься вблизи нитки, т.е. внешнюю размерность. Если же мы 
хотим оценить вес нитки, то важна размерность внутренняя» 
[28].  
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Массовые размерности  
В структуре вещества всегда можно выделить масштаб, рав-
ный корреляционной длине ξ, т. е. расстоянию, вне которого 
частицы вещества ведут себя статистически независимо, и кото-
рое определяет верхнюю границу промежуточной асимптотики, 
а значит, и границу между интенсивным и экстенсивным пове-
дением плотности вещества тела. Действительно, при l < ξ масса 
тела определяется соотношением M ~ l D, где D – фрактальная 
размерность, и выражением M ~ l d при l > ξ (здесь d – размер-
ность пространства). Тогда плотность можно определить как  
 
 
Воспользуемся этим соотношением, и рассчитаем, для при-
мера, массу кубика сахара рафинада с ребром L. Существует 
альтернатива: определить массу через среднюю плотность ρ как  
 
m = ρ L3,  
 
или учесть, что песчинки сахара образуют статистически само-
подобную структуру, и тогда масса равна  
 
m = ρс LDm,  
 
где ρс – плотность сахара, Dm – массовая размерность.  
В отличие от «сплошного» тела во фрактальном объекте 
средняя плотность зависит от объёма, т.е. является экстенсивной 
физической величиной, убывающей при его возрастании. По-
следнее обстоятельство легко объясняется редко используемым, 
«ненаучным» определением фрактала, предложенным Б. Ман-
дельбротом в частной беседе: фрактал как физическое тело – 
объект, в котором присутствуют дыры всех размеров. Действи-
тельно, средняя плотность головки швейцарского сыра меньше 
средней плотности отрезанного от неё кусочка: в нём и дыр 
меньше, и размеры их меньше.  
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Из равенства  
ρ L3 = ρс L Dm 
 
следует, что показатель Dm , равный  
 
Dm = 3 – ln (ρс / ρ) / ln L ,  
 
определяет массовую фрактальную размерность через истинную 
и среднюю плотности сахара (что особенно удобно в экспери-
ментальных исследованиях), и характерные размеры тела.  
Массовую размерность DM можно определить и по-другому. 
Пусть нужно рассчитать массу фрактального шара. В этом слу-
чае зависимость массы от радиуса ведёт себя как  
 
M (R) ~ RDM,  
 
где DM – массовая фрактальная размерность. Очевидно, что в 
пределе  
DM = l i m (ln M (R)/ln R). 
  R → ∞ 
Так определённые массовые размерности являются глобаль-
ными характеристиками.  
Для строго самоподобных математических фракталов, на-
пример, ковра Серпинского или канторовой пыли, массовая 
размерность DM совпадает с размерностью Хаусдорфа-Безико-
вича, потому что определяется размерностью подобия скейлин-
гового закона, которая задаётся алгоритмом, порождающим 
фрактал [29]. 
 
Химическая размерность  
Если рассматривать перколяционный кластер как решёточ-
ную модель ветвящейся полимерной молекулы, то узлы решётки 
при этом соответствуют мономерам, расстояния между узлами – 
химическим связям, а число шагов по кластеру – количество 
химических связей вдоль пути по молекуле от i-го мономера к j-
му – можно определить как химическое расстояние. Размер-
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ность, связанная с этим расстоянием, называется химической, 
или размерностью связности Dch [6].  
Для определения Dch рассмотрим шар Bch как множество уз-
лов, для которых Rch ≤ n, и определим химическую размерность 
как показатель такой, что количество узлов N, принадлежащих 
Bch, растёт как N ~ n Dch.  
Величина Dch есть отношение двух размерностей – фракталь-
ной размерности кластера D и размерности DR кривой, длина 
которой определяет химическое расстояние. Для двумерного 
случая численно определённое значение Dch равно 1,72, следо-
вательно, размерность «геодезической» равна DR = D / Dch ≈ 1,10; 
видно, что это «не слишком изломанная линия» [6].  
 
Эффективная размерность  
Эффективная размерность – понятие, которое выражает со-
ответствие между математическими множествами и модель-
ными объектами, и которому, по мнению Б. Мандельброта, не 
следует давать точного определения [20].  
Как составляющая модельного описания, эффективная раз-
мерность обладает «особым взглядом». Известно, что макроско-
пические объекты, даже такие «тщедушные» как крылышки 
пчелы, семена клубники, шёлковая нить и паутина являются 
трёхмерными телами. Но в математических моделях можно по-
лагать, что крылышки имеют размерность два, что размерность 
семян – нуль, нити – один, а паутины – между 1 и 2.  
Субъективная составляющая эффективной размерности хо-
рошо видна в примере Б. Мандельброта [20]. «Пусть есть шар 
диаметром 10 см, скрученный из толстой нити диаметром 1 мм. 
Удалённому наблюдателю клубок покажется фигурой с нулевой 
размерностью, т.е. точкой. С расстояния в 10 см шар из нитей 
выглядит как трёхмерное тело, а с расстояния в 10 мм – как бес-
порядочное переплетение одномерных нитей. На расстоянии в 
0,1 мм каждая нить превратится в толстый канат, а вся струк-
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тура целиком опять станет трёхмерным телом. На расстоянии 
0,01 мм «канаты» превратятся в переплетение волокон, и шар 
снова станет одномерным, и так далее. Наконец, когда клубок 
превратится в скопление, состоящее из какого-то конечного 
числа точек, имеющих размеры, сравнимые с атомными, его 
размерность снова станет равной нулю» [20].  
 
Вместо заключения 
В обзоре описаны некоторые универсальные и специальные 
размерности, вошедшие в математический аппарат теоретиче-
ской физики в двадцатом столетии, как один из инструментов 
исследования физических систем, который позволяет расширить 
понимание многих явлений и процессов, иногда – сформулиро-
вать новые понятия и модели, кроме того, нередко приводит к 
неожиданно удачному и точному описанию, демонстрируя не-
постижимую эффективность [30] использования размерностей 
и в математике, и в естественных науках.  
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