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Abstract
Despite the recent advances in the field of machine translation (MT), today, MT
systems cannot guarantee that the sentences they produce will be fluent and co-
herent in both syntax and semantics. With post-editing of MT output becoming
a common practice in fast-paced Computer-Assisted Translation (CAT) work-
flows, research on Quality Estimation (QE) has thrived in recent years. Despite
the link between MT errors and the cognitive effort involved in correcting them,
current QE studies often focus on finding informative features that capture the
monolingual and bilingual properties of given source/MT output pairs and es-
timate overall post-editing effort at word, sentence or document level without
making a distinction between MT error types.
In this thesis, we present a comprehensive approach to automatic error detection
as a basis for understanding the relationship between different types of MT
errors and the corresponding post-editing effort and take a first step towards
informative quality estimation systems of machine translation, which are able
to justify the basis for estimated quality.
In order to study the relationship between MT errors and post-editing effort
on a large scale, we developed an error taxonomy and a corpus of MT errors
originating from statistical (SMT), rule-based and neural machine translation
systems for English-Dutch and obtained post-edited versions of the MT output
of this corpus. The error taxonomy is grounded in translation quality assessment
literature and allows for an MT-specific, fine-grained error annotation based on
the main distinction between accuracy and fluency errors. Moreover, the hier-
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archical nature of this taxonomy enables the analysis of MT errors at different
levels. To demonstrate the validity and reliability of this taxonomy, we proposed
a novel method for alignment-based Inter-Annotator Agreement (IAA) analysis
and show that this method can be used effectively on large annotation sets.
Different effort indicators have been introduced in literature to measure post-
editing effort. Under the assumption that correcting MT errors requires cogni-
tive demand, one would ideally like to measure cognitive effort directly in order
to understand the relationship between MT errors and post-editing effort. How-
ever, as this is extremely complex and difficult to achieve for large data sets,
we used, as suggested in literature, temporal effort (or post-editing time) as
an indirect measurement of cognitive post-editing effort. Apart from temporal
post-editing effort, we also use technical post-editing effort indicators based on
edit distance throughout this thesis as these are commonly used in the research
community.
Using the corpus of SMT errors, in a series of experiments, we sought to de-
termine whether MT errors can explain the post-editing effort indicators and
analyzed the informativeness of the individual error types on estimating post-
editing time. Our results show that post-editing time can be estimated with
high accuracy when all the translation errors in the MT output are known.
Furthermore, we applied feature selection methods and investigated the pre-
dictive power of different MT error types on post-editing time. These results
suggest that it is possible to find a minimal set of MT error types without reduc-
ing the estimation performance, which, in addition, indicates that informative
QE systems that are based on individual error detection systems can be built
with less effort, namely by detecting only the error types with highest predictive
power.
As supervised machine learning algorithms rely on the availability of large la-
belled data sets, the manually annotated corpus of SMT errors serves as training
data to build in a first step error detection and in a second step quality estima-
tion systems. Based on our findings on the relationship between SMT errors and
post-editing effort, we first built error detection systems for the error types with
the highest predictive power on post-editing time, namely grammatical errors
and mistranslation errors, and compare these with systems that can detect all
fluency and all accuracy errors. Moreover, we applied the proposed error detec-
tion approaches on estimating technical post-editing effort and showed not only
that such systems are able to achieve on par results with the state-of-the-art
QE systems but also that these methods can successfully be applied to different
language pairs.
In the last part of this thesis, we investigated whether automatic error detection
can inform sentence-level QE systems. Our results indicate that the predictions
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obtained from different error detection systems serve as valuable features for
sentence-level QE. We thus show that informative QE systems can be built




Ondanks de recente ontwikkelingen kunnen automatische vertaalsystemen (MT-
systemen) nog steeds niet garanderen dat de zinnen die ze produceren vloeiend
en coherent zijn zowel op grammaticaal als op semantisch vlak. Doordat in
de steeds snellere computerondersteunde vertaalworkflows het post-editen van
automatische vertalingen een gangbare praktijk is geworden, is het onderzoek
naar kwaliteitsinschatting (Quality Estimation of QE) de laatste jaren enorm
gegroeid. Ondanks het verband tussen MT-fouten en de cognitieve belasting
die nodig is om die fouten te corrigeren, richt het huidige QE-onderzoek zich
nog vaak op de zoektocht naar informatieve kenmerken (features) die de e´e´n-
en tweetalige eigenschappen van bepaalde bronzinnen en de bijhorende automa-
tische vertaalsuggesties vastleggen. Bestaande QE-systemen maken veelal een
inschatting van de post-editinginspanning op woord-, zins- of documentniveau
zonder een onderscheid te maken tussen de verschillen types MT-fouten.
In dit proefschrift presenteren we een allesomvattende benadering voor automa-
tische foutendetectie die aan de basis ligt voor het begrijpen van de relatie
tussen verschillende types MT-fouten en de bijhorende post-editinginspanning.
We zetten ook een eerste stap naar informatievere QE-systemen voor MT die
de geschatte kwaliteit kunnen onderbouwen.
Om de relatie tussen MT-fouten en post-editinginspanning op grote schaal te
bestuderen ontwikkelden we een foutentaxonomie en een corpus van MT-fouten
afkomstig van statistische (SMT), regelgebaseerde en neurale automatische ver-
taalsystemen voor Engels-Nederlands. We lieten de MT-uitvoer van dit corpus
5
ook post-editen. De foutentaxonomie is gebaseerd op literatuur over kwaliteits-
beoordelingen van vertalingen en maakt een MT-specifieke, fijnmazige foutenan-
notatie mogelijk op basis van het onderscheid tussen nauwkeurigheid (accuracy)
en vlotheid (fluency). Bovendien maakt de hie¨rarchische aard van deze tax-
onomie het mogelijk om MT-fouten op verschillende niveaus te analyseren. Om
de validiteit en betrouwbaarheid van deze taxonomie aan te tonen, ontwikkelden
we een nieuwe methode om overeenstemming tussen verschillende annotatoren
(Inter-Annotator Agreement) te berekenen, die gebaseerd is op het aligneren
van annotaties. We laten zien dat deze methode effectief kan worden toegepast
op grote annotatiesets.
Er bestaan verschillende manieren om post-editinginspanning te meten. In de
veronderstelling dat het corrigeren van MT-fouten cognitief belastend is, zou
men idealiter de cognitieve inspanning direct willen meten om zo de relatie
tussen MT-fouten en post-editinginspanning te kunnen begrijpen. Aangezien dit
echter complex is en moeilijk te realiseren op grote schaal, gebruiken we, zoals in
de literatuur wordt gesuggereerd, post-editingsnelheid (of temporele inspanning)
als een indirecte maat voor cognitieve belasting. Naast post-editingsnelheid ge-
bruiken we ook technische indicatoren gebaseerd op bewerkingsafstand in dit
proefschrift, angezien deze algemeen worden gebruikt in de onderzoeksgemeen-
schap.
Aan de hand van een aantal experimenten op het corpus van SMT-fouten
probeerden we te bepalen wat het verband was tussen MT-fouten en post-
editinginspanning. We analyseerden de informatieve waarde van de verschil-
lende foutentypes op het voorspellen van post-editingsnelheid. Onze resultaten
tonen aan dat post-editing-snelheid zeer nauwkeurig kan worden ingeschat wan-
neer alle vertaalfouten in de MT-uitvoer bekend zijn. Verder gebruikten we
featureselectiemethoden om de voorspellende waarde van verschillende MT-
foutentypes op post-editingsnelheid te bepalen. Onze resultaten tonen aan dat
je met een minimale set van MT-fouten post-editinginspanning accuraat kan
voorspellen. Dit laat ons toe om foutendetectiesystemen te bouwen voor de
MT-fouten met de hoogst voorspellende waarde en enkel die te gebruiken als
basis voor informatieve QE-systemen.
Aangezien gesuperviseerde automatische leertechnieken grote datasets met gela-
belde data nodig hebben, gebruiken we de manueel geannoteerde SMT-fouten
als trainingsdata om in een eerste stap foutendetectiesystemen en in een tweede
stap QE-systemen te bouwen. Gesteund door onze bevindingen over het ver-
band tussen bepaalde types SMT-fouten en post-editinginspanning, bouwden
we eerst foutendetectiesystemen voor de MT-fouten met de hoogste voorspel-
lende waarde, namelijk grammaticale fouten en inhoudelijke vertaalfouten. We
vergeleken die systemen met systemen die alle ‘fluency’- en ‘accuracy’-fouten
kunnen detecteren. Nadien pasten we de voorgestelde foutendetectiemethode
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ook toe op het voorspellen van technische posteditinginspanning. We tonen
niet alleen aan dat dergelijke systemen in staat zijn om resultaten te behalen
die vergelijkbaar zijn met de state-of-the-art QE-systemen, maar dat deze meth-
oden ook met succes kunnen worden toegepast op een ander taalpaar.
In het laatste deel van dit proefschrift onderzochten we of automatische fou-
tendetectiesystemen nuttig zijn voor QE-systemen die een inschatting maken
van de post-editinginspanning op zinsniveau. Uit onze resultaten blijkt dat de
informatie over de gedetecteerde fouten in de MT-uitvoer waardevol is voor QE-
systemen op zinsniveau en dat dus informatieve QE-systemen kunnen gebouwd
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For ages, humanity has dreamed of building intelligent translation machines,
a dream which can be traced back to a letter from the 17th century, when
Rene´ Descartes proposed a universal language, with equivalent ideas in different
tongues sharing one symbol, suggesting the possibility of conveying written text
from one language to another, without human intervention.
As a field of science, Machine Translation (MT) emerged with Warren Weaver’s
Memorandum on Translation (Weaver 1949), in which he suggested to use com-
puters for translation and proposed methods beyond any simplistic word-for-
word translation approach. In the last 68 years, machine translation has become
an important sub-field of artificial intelligence and we have witnessed many sig-
nificant achievements. Even though building faultless machine translation sys-
tems for all languages, domains and text types remains to be an ideal for the
future, MT quality reached a standard that is acceptable for many tasks (Bojar
et al. 2016, 2017). Today, there is a huge and growing demand for translations
of documents in the legal, financial, medical, ICT and consumer electronics
domains (Elia 2017). Such domains often consist of controlled language and
repetitive content, and require regular updates as information becomes rapidly
outdated. Given the fact that state-of-the-art MT is based on data-driven ap-
proaches, the assistance of MT in such domains becomes eminent.
1
Chapter 1 : Introduction
In the last decade, research and reports from the translation industry indicate
that it is possible to achieve significant time gains by correcting MT output,
which is also referred to as post-editing, compared to translation from scratch
(O’Brien 2007, Aikawa et al. 2007, Guerberof 2009, Groves and Schmidtke 2009,
Plitt and Masselot 2010, De Almeida and OBrien 2010a, Zhechev 2014). In 2009,
Rinsche and Portera-Zanotti (Rinsche and Portera-Zanotti 2009, p.5) stated
that it seems very likely that the use of machine translation will grow to cater
for exponentially rising translation needs in increasingly globalized contexts. In
fact, according to the Machine Translation Market Size - Industry Share Report
2017 - 2024 (2016) report, in 2016, the global MT market size was over USD
400 million and as companies are becoming increasingly aware of the need to
localize content into more languages the market is advancing at a rapid rate,
with 19.0% annual growth rate estimation from 2017 to 2024. We don’t know
how machine translation will evolve in the coming decades, but it is most likely
that it will remain an important technology that not only drives business, but
also brings cultures closer to each other than ever before and challenges our
understanding of the boundaries between human and machine intelligence.
As the usefulness of MT is determined by its quality, the question of defin-
ing and measuring MT quality arises. In the context of post-editing, low MT
quality has been associated with increased cognitive effort (Krings 2001, Lacruz
et al. 2012) and measuring post-editing effort has became a common practice
for MT quality assessment (Specia 2011, Koponen 2012, Bojar et al. 2014, 2015,
2016). Objective ways of measuring quality with respect to post-editing effort
is also important from an economical point of view, as pricing of post-editing
work in the translation industry is often based on hourly rates and determining
a quality scale for machine-translated texts (Guerberof Arenas 2010, Koponen
2016). As Thicke (2013) points out, the post-editors are ultimately the ones
paying the price for poor MT quality. However, what counts as a good transla-
tion, whether produced by human or machine, is an extremely difficult concept
to define precisely and much depends on the particular circumstances in which
it is made and the particular recipient for whom it is intended (Hutchins and
Somers 1992). Hutchins and Somers (1992) further argue that fidelity, accu-
racy, intelligibility, appropriate style and register are all criteria which can be
applied, but they remain subjective judgements. With such a slippery concept
of quality, the question of the effort involved in post-editing became a central
issue in measuring MT quality.
According to Wilms (1981), post-editing effort is inversely proportional to the
quality of the machine translation output. From a similar point of view, Krings
(2001) states that the more mistakes in translation to be corrected, the greater
the post-editing effort becomes. These observations clearly hint on the relation-
ship between MT errors and post-editing effort. Krings (2001) further argues
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that the magnitude of post-editing effort is not identical for all types of errors.
This raises the question of which error types pose the greatest problems for
post-editing. According to Vilar et al. (2006), the identification of the most
prominent problems of a translation system is to understand the relationship
between MT errors and quality. However, he also concludes that the classifica-
tion of the errors of a machine translation system is by no means unambiguous.
To this date, there is no consensus on how MT errors should be classified (Flana-
gan 1994, Vilar et al. 2006, Lommel, Burchardt and Uszkoreit 2014, Costa et al.
2015, Daems et al. 2014, SAE J2450 1999, LISA QA Model 2007, Wisniewski
et al. 2014).
While detailed error analysis is at the core of understanding post-editing effort,
it is also labour- and time-intensive, which further limits its applicability in
today’s fast-paced translation workflows. As a result, the focus of measuring MT
quality with respect to post-editing effort has increasingly been done with the
help of automated measures, such as measuring post-editing time (Specia 2011)
and comparing MT output to its post-edited version (Snover et al. 2006). Such
methods, however, rely on the availability of post-edited translations, which is
often not the case in real-time translation tasks. Moreover, from a theoretical
point of view, the question remains whether string-based comparisons of MT
output and its post-edited version measure actual post-editing effort or not, as
a post-edited MT output is a result of the post-editing process, not necessarily
a reflection of the effort involved in the process itself (Daems et al. 2017).
As the use cases of MT applications grow, so does the need for automatic quality
assessment systems that do not rely on the final product. With the advances in
the field of artificial intelligence, Quality Estimation (QE) aims to solve this as a
prediction task, which is defined as the task of providing a quality indicator for
machine-translated text without relying on reference translations (Gandrabur
and Foster 2003). The aim of QE is to predict a quality score at sentence and/or
document level or more fine-grained error labels at word level that indicate the
need for post-editing. Today, the general approach to QE consists of feature en-
gineering, which is the task of finding informative predictors (or features) of MT
quality, and applying various machine-learning algorithms to build prediction
models, which associate features with quality labels (Bojar et al. 2016, 2017).
Considering its independence from reference translations, QE has many ad-
vantages over automatic quality evaluation metrics and many applications in
real-time translation workflows, such as filtering out low quality MT output
from post-editing, selecting high quality MT output that is ready for publish-
ing, selecting the best MT output obtained from different MT systems or in
comparison to fuzzy matches obtained from translation memories, informing
post-editors about translation quality or visualizing errors to assist post-editors
(Specia et al. 2009, Soricut et al. 2012, Specia and Farzindar 2010, Turchi et al.
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2012, Bach et al. 2011, He et al. 2010). Despite the increasing number of studies
being published, QE remains to be a challenging task.
As Lake et al. (2017) argue, what defines an intelligent machine is its ability to
build causal models of the world that support explanation and understanding,
rather than merely solve pattern recognition problems. Today, despite their
widespread adoption, machine learning models of QE remain mostly black boxes,
where no explanation for the predicted quality is provided (Bojar et al. 2016,
2017). In order to gain wide-spread acceptance, besides building more accurate
systems, one of the main challenges of QE can be considered as to build white
box systems whose predictions can be justified. In other words, in order to trust
the QE systems, the user should understand why a given system produced its
prediction (Ribeiro et al. 2016).
So how can a computer justify the predictions it makes for assessing the quality
MT output with respect to the post-editing effort? Based on the definition of the
post-editing task, one way of doing this would be to take a two-step approach,
by detecting different types of MT errors in the first step, which are then used
in a second step to estimate a global score at sentence level. Such systems would
not only be beneficial for MT developers and end users to make a meaningful
analysis about the translation errors a certain MT system makes, but they can
also yield higher productivity gains in Computer-Assisted Translation (CAT)
workflows that utilize MT and can improve the acceptability of MT by post-
editors, by filtering out the sentences with the more challenging error types and
by highlighting errors. Moreover, if accurate, specialized error detection systems
can be built, such systems would not only help us understand the relationship
between different types of MT errors and post-editing effort, but when they are
combined, they might also lead to more accurate QE systems.
1.1 Research Objectives
Despite the link between MT errors and post-editing effort, state-of-the-art
QE systems focus on predicting overall post-editing effort, without making a
distinction between error types. The main research objective in this dissertation
is to use automatic error detection as a basis for understanding the relationship
between MT errors and post-editing effort and to take a first step towards more
informative quality estimation systems for machine translation, which are able
to justify the reasons for estimated quality. The challenges of using machine
learning to build automatic error detection and quality estimation systems are
not new. There is a large body of research on both fields. In this thesis, our




1. Collect and annotate data sets for MT errors
Supervised machine learning algorithms, as in the task of automatic error
detection and quality estimation, rely on the availability of large, labelled
data sets in order to build prediction models. In literature, we see many
different MT error taxonomies and a lack of large data sets with fine-
grained, gold-standard error annotations. Moreover, there is no consensus
about how Inter-Annotator Agreement (IAA) should effectively be mea-
sured in error annotation tasks. The main challenge for data collection is
not only to collect a large data set in order to investigate the feasibility of
building accurate QE models but also to seek an error taxonomy, which
can be applied to different MT paradigms and yields high IAA results for
annotating MT errors.
2. Investigate the relationship between MT error types and post-
editing effort
Post-editing effort can be measured from different perspectives, such as
cognitive, temporal and technical effort. Under the assumption that cor-
recting MT errors requires cognitive demand, one would ideally like to
measure cognitive effort directly in order to understand the relationship
between MT errors and post-editing effort. However, as this is extremely
complex and difficult to achieve for large data sets, we study alterna-
tive post-editing effort measures as indirect indicators of cognitive effort.
Different from the existing studies in literature, we investigate whether
machine learning and feature selection techniques can be utilized to un-
derstand the relationship between MT errors and post-editing effort and
in detail. We do not only analyze the predictive power of MT errors on
post-editing effort and but also seek a minimal subset of MT error types
(based on their informativeness) to estimate post-editing effort.
3. Develop models for detecting error types that have the highest
impact on post-editing effort
Building automatic error detection models for all types of MT errors is
challenging and most work on error detection in literature focuses on par-
ticular error types. Based on our findings on the relationship of MT er-
rors and post-editing effort, we study the effectiveness of different machine
learning algorithms and feature engineering techniques to develop various
error detection models for the error types that have the highest prediction
power on estimating post-editing effort. We evaluate the performance of
the different systems and analyze the errors they make.
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4. Build informative sentence-level quality estimation systems based
on the error detection models
Automatic error detection models can be considered as individual systems
that are specialized in detecting certain types of MT errors. Even though
the link between word and sentence-level QE has increasingly been studied,
for the first time, we investigate whether automatic error detection can
be combined to build informative sentence-level QE systems and, as such,
take a first step towards informative QE systems, which are able to explain
the reasons for the estimated quality based on the errors detected in a
given MT output. We also analyze the performance of such informative
QE systems and compare them to state-of-the-art QE systems.
1.2 Thesis outline
This thesis is divided into 11 chapters, which are structured as follows. Chapter
2 provides an overview of the existing work in the field of machine translation
with respect to quality evaluation methodologies, post-editing, the relationship
between MT errors and post-editing effort, quality estimation and automatic
error detection.
Chapter 3 describes our efforts on building word- and sentence-level QE systems
to gain insights into the performance of different machine learning algorithms,
the informativeness of various features and evaluation methods for these tasks.
We conduct our experiments by using two different data sets provided by the
WMT shared tasks on QE. This allows us to compare the performance of the QE
systems we build with state-of-the-art QE systems. Finally, in this chapter, we
also seek empirical evidence whether word-level QE predictions provide valuable
information to estimate post-editing effort at sentence level.
ML systems rely on the availability of large training sets to build models with
high generalization capabilities. In Chapter 4, we define the SCATE taxonomy
and corpus of MT errors. The SCATE error taxonomy is used to build annotated
corpora of MT errors, which we further use to study the relationship between
MT error types and post-editing effort. Besides providing a detailed description
of the taxonomy, in this chapter, we also compare the error profiles of three
different MT paradigms, namely statistical, rule-based and neural MT, and
propose a novel IAA method. The corpus of MT errors serves as training data
for training automatic error detection and QE systems, which we discuss in
chapters 6-9.
Chapter 5 analyzes the differences between the types of information provided
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by the technical and temporal post-editing effort exerted by two post-editors,
using the SCATE corpus of MT errors. We analyze these two post-editing
effort measures to assess whether they reflect the cognitive aspects involved
in the post-editing task. In this study, we also analyze whether technical and
temporal post-editing effort are influenced by other cognitive factors such as the
familiarization to the texts that need post-editing.
With the hypothesis that the different error types an MT system makes can
explain the cognitive effort involved in correcting them, in Chapter 6, we inves-
tigate whether ML techniques can successfully be used to estimate post-editing
time, by using gold-standard MT errors from the SCATE corpus of MT errors
as features. By using gold-standard error annotations, we first define an upper
boundary for estimating post-editing time, when all the errors made by the MT
system are known. As accurate detection of all MT error types is a challeng-
ing task, considering the different linguistic properties they represent, we also
apply various feature selection methods not only to seek a minimal subset of
features without reducing estimation performance but also to reveal the predic-
tive power of different error types on estimating post-editing time. By seeking
such a subset, we also find out whether successful two-step QE systems for esti-
mating post-editing effort can be built with less effort in the future, namely by
detecting only the MT error types with highest impact on post-editing time in
the first step and using them to estimate post-editing time on sentence level in
the second step.
Chapters 7, 8 and 9 are dedicated to building models for automatic error de-
tection. Based on the observations we make in Chapter 6, we focus on building
automatic error detection systems for a number of MT error types with a high
predictive power on estimating post-editing time. In order to build such error
detection systems, we first study the type of information required for detecting
different error types. We propose novel methods for building Neural Network
(NN) models for detecting particular error types and provide detailed descrip-
tions of the experiments we conduct, the data sets, machine learning methods
and evaluation methods we use and the results we obtain. We also discuss the
strengths and weaknesses of each error detection system and provide suggestions
for improvements. In Chapter 10, we investigate whether different automatic
error detection systems can effectively be combined to form accurate sentence-
level QE systems.
The final chapter of this thesis presents the summary of our most important
findings and conclusions. In this chapter, we also provide perspectives for future
work.
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In this chapter, we discuss relevant literature on five interlinked subjects that
form the basis of our research. In Section 2.1 we look at different translation
quality assessment methods. Section 2.2 discusses what post-editing is and how
it can be measured. In Section 2.3, we outline studies that analyze the rela-
tionship between different types of MT errors and post-editing effort. Finally,
Section 2.4 and Section 2.5 present research on quality estimation and automatic
error detection methods, respectively.
2.1 Quality in machine translation
In theory, the quality of an MT system can simply be characterized by the errors
it makes. In practice, Machine Translation Quality Assessment is not so easy.
According to Koby et al. (2014), MT quality can have different interpretations
depending on the purpose of the assessment and the type of audience it is aimed
for. Similarly, Lommel, Popovic´ and Burchardt (2014) argue that factors like
resource availability, production environment and target audience can determine
whether a certain translation is considered correct or not. The evaluation of MT
quality poses a significant challenge, given the number of factors affecting quality
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and the number of criteria used to evaluate it (Harris et al. 2016).
In an attempt to handle the highly variable subjectivity of quality evaluation of
MT output at sentence level, White (1995) was in favour of drawing a distinc-
tion between adequacy and fluency. Whereas adequacy, which is also referred
to as accuracy, is concerned with how much of the source content and meaning
is also retained in the target text, fluency is concerned with the extent to which
the translation is well-formed, regardless of sentence meaning. This distinction
between accuracy and fluency was suggested to break down human translation
quality judgments into separate and smaller tasks (White 1995). Toury (2000)
drew a similar distinction by referring to the adherence to the norms of the
source text as adequacy and adherence to the norms of the target text as ac-
ceptability1. While human evaluation provides the most valuable feedback on
the quality of MT output, its labour-intensive character has led to the pop-
ularity of automatic evaluation metrics, such as BLEU (Papineni et al. 2002)
and TER (Snover et al. 2006), which showed high correlation with human judg-
ments (Coughlin 2003, Snover et al. 2009, Gamon et al. 2005). At their core,
these string-based metrics analyze the similarities between a given MT output
and reference translation(s) to provide an overall quality score. While BLEU
measures this similarity by referring to the matching n-grams between the MT
output and the correct translation(s) (Papineni et al. 2002), similarity in TER
is calculated according to the number of edits needed to fix the output so that
it matches a given correct translation (Snover et al. 2006). We discuss the TER
metric further in Chapter 3.
Despite their usefulness for automatic evaluation of MT output and the high
correlation results they achieve with human judgments, such string-based eval-
uation methods were also subject to criticism, mainly due to their inability to
distinguish semantic or grammatical equivalences between a given MT output
and reference translations (Callison-Burch et al. 2006). Moreover, a source text
can have multiple correct translations in a target language. Even though, BLEU
and TER attempts to capture possible variations in word choice through the use
of multiple reference translations (Papineni et al. 2002), such data is often not
available to MT users in practice. TER, furthermore, overcomes this issue by
introducing HTER (Human-targeted Translation Edit Rate), which compares
the MT output directly with its post-edited version (Snover et al. 2006). As
post-editing (or simply correcting) MT output is becoming a common practice
in translation workflows, the quality of MT systems has increasingly been mea-
sured in terms of post-editing effort. (Specia and Farzindar 2010, Plitt and
Masselot 2010, Aziz et al. 2012).
1Toury’s definition of acceptability is broader than the definition of fluency and also en-
compasses problems related to the target text as a whole and the target text in context.
10
2.1 Quality in machine translation
While evaluating MT quality by analyzing its similarities to given reference
translations or with respect to overall post-editing effort has proven successful
for comparative analysis, these methods are not informative on the nature of
errors and do not provide reasons for the measured quality. As a result, in the
context of Translation Quality Assessment (TQA), error analysis, which consists
of defining error categories and marking errors in machine-translated text, has
become crucial for identifying specific translation issues and for diagnostic and
comparative evaluation of translations (Daems 2016).
Several translation error taxonomies have been proposed to this date (Flanagan
1994, Vilar et al. 2006, Lommel, Burchardt and Uszkoreit 2014, Costa et al. 2015,
Daems et al. 2014, SAE J2450 1999, LISA QA Model 2007, Wisniewski et al.
2014). To classify MT errors, Flanagan (1994) proposed a list of fine-grained cat-
egories, which are identified by observing the most frequent error types (such as
spelling, rearrangement, category, conjunction and clause boundary) and under-
lined that while some error categories may well apply to all languages, additional
language-pair specific error categories should complement this categorization.
The taxonomy suggested by Vilar et al. (2006), which inspired other work on
translation error classification (Avramidis and Koehn 2008, Popovic´ and Bur-
chardt 2011), uses a hierarchical scheme and divides the MT errors into five
broad categories: omissions, word order errors, incorrect words, unknown words
and punctuation errors. Farrs et al. (2011) and Costa et al. (2015) proposed
linguistically-motivated, language-independent taxonomies, which classify the
MT errors into different linguistic levels. In this respect, the orthographic, lex-
ical and semantic levels are common in both taxonomies. Lommel, Burchardt
and Uszkoreit (2014) took the distinction of accuracy and fluency as a basis for
translation error classification in the Multidimensional Quality Metrics (MQM).
On the assumption that no single, fixed error categorization scheme can be used
to assess translation quality for a wide range of different translation tasks, MQM
is intended to be used in a customized manner, by selecting a relevant subset of
issues from the full list of 108 errors types.
In the localization industry, a number of error taxonomies that focus on final
translation output (human translations or post-edited machine translations)
have been introduced, such as the LISA QA Model (2007) and SAE J2450
(1999). Both taxonomies provide a list of error types and rank errors according
to severity to calculate quality scores. Due to either the scope of the approach
(Lisa QA Model) or the limited applicability (SAE J2450), these metrics often
need to be customized to meet specific requirements (Lommel, Burchardt and
Uszkoreit 2014).
According to Gouadec (1981) and Secara˘ (2005), one of the important conditions
for good error-based evaluation methods is that they provide clear error defini-
tions. Lommel, Burchardt and Uszkoreit (2014) also report that a simple list
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of issue types and definitions along with general guidelines proved insufficient
to guide annotators when faced with unfamiliar issues in MT output. These
observations underline the need for detailed annotation guidelines in order to
ensure the quality of the error annotation task and to minimize disagreements
among multiple annotators.
Despite being extensively studied, subjectivity remains to be one of the key
criticisms in error analysis methods. According to Lommel, Popovic´ and Bur-
chardt (2014), one reason for human disagreement in the case of analysis based
on manual error annotation (and the same is true for post-edits) is the simple
fact that MT errors can overlap or interact in many ways and as a result, errors
can often be analyzed (or corrected) in multiple ways. Flanagan (1994) stated
that MT quality can be difficult to quantify for a number of reasons, includ-
ing the possibility of obtaining multiple correct translations, the difficulty to
define error boundaries, the cause of errors not always being apparent and the
accumulation of errors.
Lommel, Popovic´ and Burchardt (2014) argue that one of the key requirements
of demonstrating the validity and reliability of an error analysis method is that
the annotations can be applied consistently, yielding a high Inter-Annotator
Agreement (IAA). According to Stymne and Ahrenberg (2012), even though
‘subjectivity’ is a key word in earlier studies on translation error analysis, IAA
received relatively little attention. In the meantime, although more and more
IAA results are being reported on translation error analysis (Costa et al. 2015,
Stymne and Ahrenberg 2012, Lommel, Popovic´ and Burchardt 2014, Daems
et al. 2013), there is still no consensus on how IAA should be measured for this
task.
In this thesis, we propose a fine-grained, hierarchical and MT-specific error tax-
onomy for the task of error analysis in MT, which distinguishes accuracy and
fluency errors according to the information required for detecting them: flu-
ency errors are detected on the monolingual (target) level, whereas accuracy
errors can only be detected when both source and target information is ana-
lyzed together. Using this taxonomy, we build a corpus of MT errors consisting
of detailed error annotations on statistical, rule-based and neural MT output.
The corpus of MT errors we build offers the largest body of fine-grained error
annotations to this date. Moreover, after analyzing the existing IAA methods,
we propose a novel alignment-based method for assessing IAA. The proposed
error taxonomy, the corpus of MT errors and the alignment-based IAA method




Post-editing can simply be defined as “the correction of MT output by human
translators” (Senez 1998) or as “the activity of fixing errors in MT output so
that the target text meets an expected level of quality” (O’Brien 2005). As
these definitions suggest, the post-editing effort involved in correcting a given
MT output is also a measure of its quality. However, even though these defini-
tions of post-editing hint on what post-editing effort actually is, by referring to
the amount of repairing that needs to be done on the MT output, they do not
clarify how post-editing effort should be measured. According to Krings (2001),
an analysis of post-editing effort should include measures of temporal, techni-
cal and cognitive effort. Temporal effort simply refers to the time post-editing
takes and can be directly measured within a Computer-Assisted Translation
(CAT) environment. Technical effort refers to the physical actions required to
do post-editing, which is often measured by keystroke loggings or metrics that
indicate the post-edit operations, such as HTER (Human-targeted Translation
Edit Rate) (Snover et al. 2006). Finally, cognitive effort refers to the men-
tal process and cognitive load in a post-editor’s mind during the post-editing
process.
The temporal, cognitive and technical aspects of the post-editing process have
all been used to measure post-editing effort in the past. Specia (2011) used
Post-Editing Time (PET) as a way of evaluating quality estimation systems.
She compared the post-editing time of MT output that was predicted to be
of good versus average quality, showing that sentences in the first batch were
post-edited much faster. Koponen (2012) argues that temporal post-editing
effort, or the time spent on post-editing, is the most visible and involves not
only the technical effort needed to perform the editing, but also the cognitive
effort required to detect and plan necessary corrections. Similar observations
were made by de Sousa et al. (2011), who compared the time spent on post-
editing translations from different MT systems with translating from scratch.
This study has shown that sentences requiring less time to post-edit are more
often tagged by humans as demanding low effort. Koponen et al. (2012) used
PET to measure cognitive effort and showed that shorter editing times cor-
relate with errors ranked cognitively easiest, which include word form errors,
synonym substitutions and simple incorrect word substitutions where changing
the Part-of-Speech (PoS) is not necessary. Finally, Temnikova (2010) proposed
the analysis of the types of changes and comparison to post-editing time as a
way to explore cognitive effort.
Besides being linked to cognitive effort in many studies, according to Krings
(2001) post-editing time is also the most important measure for calculating
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the economic viability of machine translation. From this perspective, PET
has also been used as a direct measure of “productivity” of post-editors and
remains to be an important factor for fair pricing models in the localization
industry (Guerberof 2009, Koponen 2016). With the advances in the field of
MT, post-editing MT output has become a common practice in CAT workflows
and in many case studies, it has been established that post-editing MT output
enhances translator’s productivity (Offersgaard et al. 2008, De Almeida and
OBrien 2010b, Plitt and Masselot 2010, Guerberof 2012, Depraetere et al. 2014).
While the technical aspect of the post-editing task can be quantified by using
metrics based on edit distance, these metrics have been criticized for not reflect-
ing the cognitive effort involved in the post-editing task as certain edits require
more cognitive effort than others (Koponen 2012). According to Lacruz et al.
(2014), they only reflect the most efficient path from the MT output to the final
post-edited product without measuring the steps that were actually carried out
by the post-editor. Similarly, keystrokes, while being useful to understand how
translators work, have been subject to criticism for not being an appropriate
measure to estimate cognitive effort in post-editing tasks, due to the different
types of editing strategies post-editors use (Koponen et al. 2012).
Krings (2001, p. 533) argues that cognitive post-editing effort cannot be ob-
served directly. He uses a data set produced by using the Think Aloud Protocol
(TAP) as indicators for cognitive effort, in which subjects are asked to verbal-
ize their thoughts in a steady stream while they were post-editing. O’Brien
(2005) criticized TAP for interfering with the temporal measurement of post-
editing and changing cognitive processes involved in the post-editing task. As
an alternative method, O’Brien (2005) recorded keystroke loggings and mouse
movements obtained during the post-editing process and argued that extended
pauses in such activity could reflect increased cognitive effort. However, in a
later study, O’Brien (2006) did not find significant evidence for a relationship
between pauses (more specifically pause ratio, which is defined as total time in
pause divided by total time in segment) and cognitive demand. Lacruz et al.
(2012) also criticized pause ratio for not being sensitive to short pauses and
that it could not capture different patterns of pause behavior. On the other
hand, Lacruz et al. (2012) argued that there is a relationship between cognitive
demand and average pause ratio, which they defined as average time per pause
in a segment divided by average time per word in the segment.
With the hypothesis that a person is cognitively processing what they are look-
ing at (Just and Carpenter 1980), cognitive post-editing effort has also been
linked to eye movements and fixations. Jakobsen and Jensen (2008) observed
that average fixation durations and the numbers of fixations were higher in a
post-editing task than in reading. Doherty and O’Brien (2009) used the same
measurements to analyze MT output. However, they did not find significant dif-
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ferences between the average fixation durations for low and high quality trans-
lations. From the abovementioned research, it becomes clear that measuring
cognitive effort is more difficult than technical and temporal effort. Moreover,
these studies show us that there is no consensus yet on how cognitive post-
editing effort should effectively be measured.
Given the difficulties of measuring cognitive post-editing effort directly, in this
thesis, we measure post-editing effort with respect to its technical and tem-
poral aspects. We do not consider using eye movements and fixations since
previous studies remain rather inconclusive and such information poses addi-
tional challenges on building large data sets. In Chapter 5, we analyze whether
technical and temporal post-editing effort measurements reflect the additional
cognitive aspects involved in the post-editing task and the differences in in-
formation provided by them. Moreover, we investigate whether technical and
temporal post-editing effort are further influenced by other cognitive factors,
such as familiarization to post-editing material.
2.3 The relationship between MT errors and post-
editing effort
According to Krings (2001), the magnitude of post-editing effort is not identical
for all types of errors. This poses the question of which MT error types have
the biggest impact on post-editing effort. As post-editing effort can be mea-
sured in different ways, the relationship between different types of MT errors
and post-editing effort is rather complex. Temnikova (2010) studied the cogni-
tive effort required to detect and correct MT errors by using a fixed difficulty
ranking for different error types that she built upon the error taxonomy by Vilar
et al. (2006). The results reported by Temnikova (2010) suggest that the less
cognitively demanding errors are those that occur at word level and the most
demanding ones are those that involve syntactic and semantic processing of the
whole sentence.
Koponen et al. (2012) used a modified version of the error classification and
ranking of Temnikova (2010) on a small sample of 20 Spanish sentences auto-
matically translated from English, by mapping the edits (insertions, deletions
and substitutions) to the different error types. Koponen et al. (2012) noticed
that word-level errors caused by an incorrect Part-of-Speech (PoS), untranslated
words, idiomatic expressions and word order seemed to be associated with longer
post-editing time, some of which contradicted the findings of Temnikova (2010).
Moreover, Koponen et al. (2012) observed that certain error types were not
as cognitively challenging as assumed, such as the extra/missing words, when
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they involved function words. As a result, they suggested to revise the error
difficulty ranking of Temnikova (2010) and to use a more detailed error tax-
onomy. Furthermore, they proposed to conduct large-scale tests with different
post-editors.
In a similar study, Popovic´ et al. (2014) explored the relations of five types
of post-edit operations with respect to PET and human quality judgments on
French-to-English (2,525 sentences) and English-to-Spanish (1,000 sentences)
data sets, with post-edits that are obtained from one translator per data set.
Popovic´ et al. (2014) showed that the average post-editing time was highest for
the edits corresponding to word order and lexical choice. The remaining edit
types were corrections in word form, omissions and additions. In this study,
however, the impact of each edit type on PET was mainly influenced by its
frequency in the data set.
Federico et al. (2014) analyzed both the impact and the predictive power of
MT errors on automatic MT evaluation metric scores (calculated on the post-
edited MT output) and human quality judgments, using mixed-effect models.
They ran their experiments on three language pairs with English being the
source language and Chinese, Arabic and Russian being the target languages
(using 312, 393 and 437 sentences respectively). In this experiment, a coarse-
grained error taxonomy consisting of four error types was used to obtain error
annotations from a single expert. The four error types were reordering errors,
lexicon errors, missing words and morphology errors. They found that the
effects of translation errors were different on different types of metric scores
and the human quality judgments and that there was a low correlation between
the most frequent errors and human judgments indicating bad quality in MT
output. Lexicon errors were the most informative error type to estimate quality.
Furthermore, they found that TER scores and human quality judgments did
not always agree. Finally, they observed that the co-occurrence of errors in the
same sentence had discounting effects on the impact of individual errors when
they occurred alone. The size of such discounting effects varied across error
combinations between different language pairs and evaluation criteria. In a more
recent study, Daems et al. (2015) also used mixed-effect models to analyze the
impact of MT error types on different post-editing effort indicators, which were
based on pause information, eye fixations and PET. They used a hierarchical,
fine-grained error taxonomy developed by Daems et al. (2013) to annotate the
errors in 63 sentences automatically translated from English to Dutch. The MT
output was post-edited by 10 post-editors. Their findings show that even though
different MT error types seem to affect measured post-editing effort indicators
in different ways, mistranslations, structural issues and word order issues seem
to be the best predictors of post-editing effort.
In literature, we see other studies that analyze the impact of translation er-
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rors on perceived quality judgments. Koponen (2012) compared the post-edit
operations made on English-Spanish SMT output, consisting of 144 sentences,
with the human perception of post-editing effort. In this study, perceived high
cognitive effort could be attributed to longer sentences and reordering prob-
lems. Perceived low cognitive effort, on the other hand, could be attributed to
errors related to incorrect word forms. Koponen (2012) additionally reported
that deletion, insertion or extra/missing words had little effect on human per-
ception of post-editing effort. While using human perceptions of post-editing
effort seems to be a good alternative to measured post-editing effort, it has been
shown that human ratings of predicted post-editing effort are not completely
reliable predictors of the actual post-editing effort (Moorkens et al. 2015).
In order to analyze the relationship between MT errors and post-editing effort in
detail, we build a corpus of MT errors (described in Chapter 4), which consists
of fine-grained, gold-standard manual error annotations. Instead of using count-
based error analysis, we investigate the predictive power of MT errors on post-
editing effort by building Machine Learning (ML) systems that use MT errors
as features. Unlike other studies, which manually define the difficulty ranking
of MT error types (Temnikova 2010) or assume the most frequent errors to have
the largest impact on quality of the MT output (Popovic´ et al. 2014), we apply
feature selection methods to learn from the data itself which MT error types
contribute most to post-editing effort prediction. Moreover, we use this gold-
standard annotation set to define an upper boundary for the predictive power of
MT errors and analyze the impact of using different levels of error granularity
on estimating post-editing effort. We discuss the details of our experiments and
the results in Chapter 6.
2.4 Quality estimation in machine translation
Quality Estimation (QE) is defined as the task of providing a quality indica-
tor for machine-translated text without relying on reference translations (Gan-
drabur and Foster 2003). QE has been an actively explored area in the field of
MT given its many applications, which include error analysis (Ueffing and Ney
2005b), filtering translations for human post-editing (Specia et al. 2009) and
comparing the quality of different MT systems (Rosti et al. 2007).
In literature, the QE task has often been considered as a supervised ML task,
using standard regression or classification algorithms, based on various hand-
crafted features that represent the monolingual and bilingual properties of given
source/MT output pairs (Bojar et al. 2014, 2015, 2016). In recent years, Neu-
ral Networks (NNs) that utilize distributed word representations, have further
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shown promising results for sentence and word-level QE in different languages
and domains (Kreutzer et al. 2015, Abdelsalam et al. 2016, Patel and Sasikumar
2016, Martins et al. 2016, Scarton et al. 2016, Kim and Lee 2016a, Kim et al.
2017, Bojar et al. 2017).
Like the different interpretations of MT quality, QE approaches also vary (Specia
et al. 2009). Early work on QE for MT focused on estimating the quality
at the word level with the aim of suggesting translations of the source text
within interactive MT scenarios (Blatz et al. 2004, Ueffing and Ney 2005a).
Word- and phrase-level QE has regained attention in recent years thanks to
its ability to identify words that require post-editing (Bojar et al. 2014, 2015,
2016, 2017). Sentence- and document-level QE have often been considered as
ranking tasks, in which different MT outputs are ranked according to quality, or
as scoring tasks, which consist of estimating an overall quality score measured
in terms of human quality judgments or post-editing effort (Specia et al. 2009,
Hardmeier 2011, Felice and Specia 2012, Specia et al. 2013, Bojar et al. 2015,
2016, 2017, Soricut et al. 2012, Scarton 2017). Given the difficulties of measuring
cognitive post-editing effort directly, which we briefly discussed in Section 2.2,
most QE studies that focused on predicting post-editing effort used technical
and temporal post-editing effort measurements.
According to Raybaud, Langlois and Sma¨ıli (2011), word-level QE is a more
challenging task than providing an overall quality score in sentence-level QE,
as it additionally involves deciding which words should be labeled as incorrect
(Raybaud, Langlois and Sma¨ıli 2011). Despite the additional challenges it poses,
estimating the quality of MT output on word or sub-segment level has a num-
ber of advantages compared to sentence and document-level QE. First of all,
word-level QE systems can highlight problematic text fragments in machine-
translated text to guide the post-editors (Ueffing and Ney 2007). Word-level
QE systems can additionally be used for analyzing the strengths and weaknesses
of different MT systems (Berka et al. 2012, Stymne and Ahrenberg 2012) and
for improving MT quality by providing valuable information about the location,
the frequency and the type of errors MT systems make (Popovic´ and Ney 2011)
or by combining correct text fragments from different MT systems (Ueffing and
Ney 2005b). Furthermore, since the overall quality of an MT system depends
on the individual errors it makes, word-level QE systems can provide useful
information about segment-level quality (de Souza et al. 2014). Nevertheless,
most work on word-level QE focuses only on binary quality labels per word,
which indicate whether a word in the MT output needs editing or not (Bojar
et al. 2015, 2016, 2017). Estimating post-editing effort based on the type of MT
errors remains a rather unexplored sub-field of QE.
Even though the relationship between word- and sentence-level QE seems obvi-
ous, the question remains to what extent word-level quality predictions can be
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informative for the sentence-level QE task. In the first part of this thesis, we
seek empirical evidence for the effectiveness of using word-level predictions as
features for estimating post-editing effort for different language pairs and do-
mains. By utilizing a range of ML algorithms and feature engineering methods,
we study the informativeness of different types of features on predicting word-
and sentence-level quality. We discuss the details of the methods we use and
the experiments we conduct in Chapter 3.
2.5 Automatic error analysis in machine trans-
lation
Stymne and Ahrenberg (2012) define error analysis as the task of identifying and
classifying individual errors in a machine-translated text. Some studies focused
on detecting basic types of errors by comparing the MT output and post-edited
translations (Popovic´ and Ney 2011, Zeman et al. 2011, Aziz et al. 2014). While
such methods have the advantage of being independent of the languages and the
MT architecture being used, depending on reference translations limits their
applicability in CAT workflows, when no post-edited translations are available
in advance.
When automatic error analysis does not rely on reference translations, it can be
considered as a sub-task of QE, in which the aim is not only to detect the words
or phrases with errors but to inform about the nature of errors made by a given
MT system. In literature, we see that the studies that do not rely on reference
translations often focus on detecting particular error types, MT architectures
and languages.
For example, there are many studies, which focus on detecting grammatical er-
rors. Stymne and Ahrenberg (2010) used a rule-based Swedish grammar checker
not only to assess the grammatical correctness of their English-Swedish SMT
system, but also for post-processing the MT output by applying the gram-
mar checker suggestions. Ma and McKeown (2011), on the other hand, used
feature-based lexicalized tree adjoining grammars (FB-LTAG) to detect and fil-
ter ungrammatical translations generated by their MT system. Valotkaite and
Asadullah (2012) developed linguistically motivated rules (using both source
and target information) to detect grammatical problems in Portuguese-English
Rule-Based Machine Translation (RBMT) output.
Studies on automatic error detection are not limited to detecting grammatical
errors in MT output. In the context of cross-lingual question answering, Parton
and McKeown (2010) focused on detecting several common types of MT errors
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that are likely to impact translation adequacy, such as content word deletion,
out-of-vocabulary (OOV) words and mistranslations of named entities. They
used standard ML algorithms for building error detection systems and evaluated
their results on perceived adequacy ratings obtained on MT output. Specia et al.
(2011) also focused on detecting adequacy errors and proposed using a number of
adequacy indicators for training ML systems, i.e., features that reflect how close
or related the source and translation sentences are at different linguistic levels.
Some of the features they proposed include the ratio of percentages of numbers,
content-/non-content words, the absolute difference between the depth of the
syntactic trees and the proportion of dependency relations with constituents
aligned between source and target texts. In another study, Ananthakrishnan
et al. (2015) built separate classifiers to detect and recover from word-sense
translation errors for a set of pre-selected ambiguous words in English-Iraqi
SMT output.
As it can be seen from the studies mentioned above, automatic error detection,
similar to quality estimation, is often considered as a supervised ML task. Like
in other supervised ML tasks, to predict labels on unseen data, automatic error
detection systems require annotated corpora of labels (in this case being MT
errors) to learn from. A limited number of error-annotated corpora of machine
translations have been described in the literature. The Terra corpus (Fishel
et al. 2012) is based on the error taxonomy suggested by Vilar et al. (2006) and
contains four language pairs (English-Czech, French-German, German-English
and English-Serbian) with translations coming from different MT systems, in-
cluding two SMT systems, one RBMT and one deep-syntactic MT system. The
largest subpart of the Terra corpus contains 252 sentences. The TaraXU Corpus
(Avramidis et al. 2014) contains data from two different annotation schemes: a
shallow and a more fine-grained variant. This corpus comprises four language
pairs (English-German, French-German, Spanish-German and English-Czech)
and contains a different number of sentence pairs, depending on the language
pair and the MT system used, ranging from 83 to 523 sentences for the fine-
grained error annotations and 1,492 to 1,798 sentences for the shallow error
annotations. In this corpus, MT output was obtained from six different MT
systems, including two RBMT and four SMT systems. The limited availabil-
ity of error annotated corpora can be seen as one of the biggest challenges for
building successful automatic error detection systems.
The corpus of MT errors we build in Chapter 4 allows us to train ML systems for
automatic error detection. By considering error detection as a sub-task of QE,
we use this data set to train NN systems to detect specific error types. Unlike the
studies mentioned above, we investigate the informativeness of different error
types on predicting temporal and technical post-editing effort on sentence level
and used our findings to build separate word-level error detection systems for
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the most important error types.
We study the individual characteristics of each error type and propose novel
methods for building automatic error detection systems. Finally, we go beyond
the standard definitions of word- and sentence-level QE by building informative,
two-step QE systems, in which first different types of MT errors are detected
at word level, which are then combined to estimate a global score at sentence
level. We provide detailed information on the error detection systems we build
in Chapters 7, 8, 9 and 10.
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CHAPTER 3
Predicting technical post-editing effort
Based on the definitions of Krings (2001), technical effort consists of all physical
actions required to do post-editing, such as deletions and insertions, whereas
temporal effort refers to the time post-editing takes. In the research field of
Quality Estimation (QE), technical post-editing effort is commonly used to mea-
sure MT quality, as for example in the framework of the shared task on QE,
which is annually organized by the WMT Conference on Machine Translation
(Bojar et al. 2014, 2015, 2016, 2017). Despite the differences in technical and
temporal post-editing effort involved in correcting a given MT output, which
we further analyze in Chapter 5, the same Machine Learning (ML) and fea-
ture engineering methods can be used for both types of QE tasks. The WMT
shared task on QE, therefore, is a good platform for building knowledge on ML
techniques for the QE task in general, as the organizers provide large data sets
for multiple language pairs and domains. Moreover, the shared tasks allow us
to compare our methods with the state-of-the-art. Our findings on predicting
technical post-editing effort provide valuable insights into building successful
two-step QE systems with the aim of estimating temporal post-editing effort.
In this chapter, we present the experiments we conducted for predicting tech-
nical post-editing effort using various ML algorithms. Given the differences in
language pairs, domains, evaluation metrics and QE systems we built for both
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WMT editions, we describe our efforts for WMT’15 and WMT’16 in two differ-
ent sections. For each year’s shared task, we first give an overview of the QE
tasks defined within the WMT shared tasks and describe the data sets. Next,
we describe the features we extracted for the different QE tasks, provide an
overview of the ML algorithms we used and the evaluation methods. Finally,
we provide our results and analyze our findings.
3.1 WMT’15 shared task on QE
3.1.1 Tasks
The WMT 2015 QE shared task proposes three evaluation tasks: (1) scoring
and ranking sentences according to predicted post-editing effort given a source
sentence and its MT output; (2) predicting the individual words in the MT out-
put that require post-editing; and (3) predicting the quality of the MT output
at document level. Our efforts focused on word- and sentence-level QE. There-
fore, in the following sections we first define these QE tasks and provide details
of our submissions to the WMT’15 shared task on QE.
3.1.1.1 Sentence-level QE
This task consists in scoring (and ranking) MT output in respect of technical
post-editing effort, according to the percentage of words that needs to be fixed.
The measurement of technical post-editing effort is based on the MT evaluation
metric HTER (Human-targeted Translation Edit Rate), which is a variant of the
MT evaluation metric TER (Translation Edit Rate) (Snover et al. 2006). TER is
defined as the minimum number of edits needed to change a hypothesis (being
the MT output) so that it exactly matches one of the reference translations,





where ne denotes the number of post-edit operations and nref denotes the av-
erage number of reference words1. Possible post-edit operations include the
insertion, deletion, and substitution of single words as well as shifts of word
sequences. A shift moves a contiguous sequence of words within the hypothesis
1When a single reference translation is used, nref denotes the number of reference words
in that given reference translation.
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to another location within the hypothesis. An example reference/hypothesis
pair is given in Table 3.1, in which the differences between the reference and
hypothesis are indicated in upper case:
REF: SAUDI ARABIA denied THIS WEEK information published in
the AMERICAN new york times
HYP: THIS WEEK THE SAUDIS denied information published in the
new york times
Table 3.1: An example reference translation (REF) and MT output (HYP).
Source: (Snover et al. 2006)
In Table 3.1, reference (REF) refers to a reference translation and hypothesis
(HYP) to an MT output. In this example, we see two substitutions: the and
Saudis in the MT output have been modified to Saudi and Arabia. The word
American appears only in the reference translation, and is considered as an
insertion. Finally, the phrase this week in the MT output appears in a differ-
ent position (at the beginning of the reference translation), which is counted
as a shift operation. When TER is applied to this MT output and its refer-
ence translation, the total number of edits totals four, viz. two substitutions,
one insertion and one shift. Provided that there are 13 words in the reference
translation, the TER score becomes 4/13 = 31%. In TER, a high number of
edits leads to high TER scores, which indicate low MT quality. TER calculates
this quality score by comparing the MT output to any reference translation(s),
whereas its human-targeted variant, HTER, calculates it by comparing the MT
output with its post-edited version.
While the scoring variant of the sentence-level QE task aims to predict the
HTER score per MT output, the ranking variant aims to rank translations for
all source sentences from best to worst. Even though reference rankings are
based on the true HTER scores, participating groups are allowed to rank the
sentences by other characteristics.
3.1.1.2 Word Level QE
The goal of the word-level QE task is to evaluate the extent to which word-
level errors can be detected in the MT output by indicating erroneous words
at sub-sentential level. Often, the overall quality of a translated segment is
significantly lowered by specific errors in a small number of words or phrases
and this task aims to detect errors within a given MT output. Without making
the distinction between the different error types, word-level QE is conceived as
a binary classification task. The goal is to label translation errors at word level
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by marking words either as OK or BAD, with BAD corresponding to words
that have been subject to post-editing. These error labels are automatically
extracted by comparing each MT output with its post-edited version, using
the TERCOM tool2 (Snover et al. 2006), which is based on the HTER metric
described in Section 3.1.1.1. For the word-level QE task, the following TERCOM
settings have been used to generate the error labels:
• Tokenized, case-insensitive and exact matching is performed,
• Insertions made during post-editing are not annotated as they cannot be
associated with any word in the MT output,
• Shifts are disabled, and rather annotated as edits in the form of deletions,
insertions and substitutions to avoid introducing noise in the annotation.
Table 3.2 shows the same reference/hypothesis pair shown in Section 3.1.1.1,
together with the word-level labels (LAB) extracted for the MT output (the
hypothesis (HYP)). Similar to Table 3.1, the differences between the reference
and hypothesis are indicated in upper case. Please note that the differences
highlighted in upper case in Table 3.1 and Table 3.2 are slightly different, due
to disabling shifts for obtaining error annotations in the latter. Please also note
that the insertion of ‘American’ in the reference is not reflected in the word
error labels assigned to the MT output.
REF: SAUDI ARABIA DENIED THIS WEEK information published in
the AMERICAN new york times
HYP: THIS WEEK THE SAUDIS DENIED information published in the
new york times
LAB: BAD BAD BAD BAD OK OK OK OK OK OK OK OK
Table 3.2: Example reference translation (REF), MT output (HYP), and ex-
tracted word-level labels (LAB).
3.1.2 Data Sets
For both the word- and sentence-level QE tasks, the organizers provided a data
set of English→Spanish sentence pairs of news data, consisting of English source
sentences and Spanish MT output. The Spanish translations were generated by
an SMT system. The data set consists of a training set of 11,271 sentences, a
development set of 1,000 sentences and a test set of 1,817 sentences. For the
2https://github.com/jhclark/tercom/
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sentence-level QE task, an additional HTER score was provided for each MT
output in the training and development data sets. The HTER scores have been
calculated as described in Section 3.1.1.1.
For the word-level QE task, each MT output in the training and development
data set contains additional binary reference labels per word (OK vs. BAD),
which were automatically derived by aligning the MT output and the post-
edited translations, using the TERCOM tool as described in Section 3.1.1.2.
The distribution of the binary labels in the training and development set is
provided in Table 3.3.
# Words % OK % BAD
training 257,548 80.8% 19.2%
development 23,207 80.8% 19.2%
Table 3.3: Distribution of the binary labels in the training and development set
for the WMT’15 word-level QE task.
In addition to the data sets provided by the organizers, we used additional
language resources to train our ML systems. The details of the feature engi-
neering methods we used are detailed in Section 3.1.3. As monolingual data,
we used a corpus of more than 13 million Spanish sentences collected from the
News Crawl Corpus (years 2007-2013). As bilingual data, we selected 6 million
sentence pairs from OPUS (Tiedemann 2012) from various domains, which is
detailed in Table 3.4. The Spanish part of the bilingual data has also been used
as additional monolingual data.
Corpus No. sentences
News Commentary 193,790
ECB (European Central Bank) 116,120
EMEA (European Medicines Agency documents) 1,098,333
DGT (JRC translation memories) 2,295,878
MultiUN (United Nations) 2,295,879
Total 6,000,000
Table 3.4: Additional bilingual data sets used for feature engineering.
It should be noted that even though there were more bilingual sentences avail-
able in some corpora (such as DGT and MultiUN), we did not include all avail-
able sentence pairs, to avoid bias to one specific domain.
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3.1.3 Feature engineering
As can be seen from the task definitions, word- and sentence-level QE are related
tasks. As a basis for building more informative two-step QE systems, we first
focused on developing word-level QE systems that localize the errors in the MT
output. We then incorporated the word-level predictions as additional features
to estimate sentence-level QE.
We conceived both word- and sentence-level QE tasks as supervised ML prob-
lems and designed a number of features to train the learners. The features we
designed try to capture either accuracy or fluency errors, where accuracy is con-
cerned with how much of the meaning expressed in the source is also expressed
in the target sentence, and fluency is concerned with the extent to which the
translation is well-formed, regardless of sentence meaning. In this section, we
provide the details of the features we extracted for capturing the accuracy and
fluency errors.
3.1.3.1 Word-level features
To predict erroneous words in the word-level QE task, the organizers provided
25 baseline features, which are outlined in Table 3.5.
In order to characterize each target token of the MT output, we designed 55
complementary features to the baseline feature set. The new features we de-
signed try to capture fluency and accuracy errors.
Fluency features
To capture fluency errors, we focused on the monolingual properties of the target
language and utilized different types of language models (LMs). For each given
target token ti, for which we are trying to predict a binary label OK or BAD,
we extracted information from the context around it. For each ti, we generated
three 3-gram4 features depending on the position of ti using a sliding window
approach:
• ti− ti− ti
• ti− ti ti+
• ti ti+ ti+
3The pseudo-reference used for this feature is the automatic translation generated by a
phrase-based SMT system trained on the Europarl corpus with standard settings.
4To ensure computational feasibility, we limited the context to 3-gram sequences.
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No. Baseline Feature
1 Number of tokens in the source sentence
2 Number of tokens in the target sentence
3 The ratio of the number of tokens in source sentence to target sentence
4 Target token itself
5 Left context of the target token
6 Right context of the target token
7 Source alignment to target token
8 Left context of the source alignment
9 Right context of the source alignment
10 Binary feature indicating if the target token is a stop word
11 Binary feature indicating if the target token is punctuation
12 Binary feature indicating if the target token is a proper noun
13 Binary feature indicating if the target token is a digit
14,15 The order of the highest order n-gram, which starts or ends with the target
token
16-18 The backoff behaviour of the n-grams (ti, ti, ti), (ti, ti, ti+),
(ti, ti+, ti+), where ti is the target token. The backoff behaviour is com-
puted as described by Raybaud, Langlois and Smali (2011).
19,20 The order of the highest order n-gram which starts or ends with the source
token
21 Binary feature indicating if the target token is contained in a pseudo-
reference3
22,23 The PoS tags of the target and source tokens
24,25 The number of senses of the target and source tokens in WordNet
Table 3.5: Baseline features for the word-level QE task.
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This sliding window approach (sw) is used to extract all context features. The
40 additional fluency features we designed are listed in Table 3.6.
No. Fluency Feature
1 LM score of ti
2-4 (sw) LM scores of the 3-gram context of ti
5-7 (sw) Binary features indicating whether a 3-gram context exists in the
3-gram database
8-10 PoS tags of ti−, ti, ti+
11-13 Simplified PoS tags (only main category) of ti−, ti, ti+
14-16 (sw) PoS sequences of the 3-gram context of ti
17-19 (sw) Simplified PoS sequences of the 3-gram context of ti
20 PoS-LM score of PoS tag of ti
21-23 (sw) PoS-LM scores of the 3-gram PoS context of ti
24-26 (sw) Binary features indicating whether a 3-gram PoS context exists in
the 3-gram PoS database, which was built with the data used for building
LMs
27-29 (sw) Log-Likelihood Ratio (LLR)5of the 3-gram PoS context of ti
30-32 (sw) Binary features indicating whether the LLR of the 3-gram PoS context
of the focus word is above the critical value 3.84 (95th percentile; significant
at the level of p < 0.05)
33,34 Binary features indicating whether ti is the first word or the last word in
a sentence
35-37 Binary features indicating whether ti−, ti or ti+ is a NE
38-40 NE annotation of the 3-gram context of ti
Table 3.6: Additional fluency features designed for the word-level QE task.
To extract these features, we built two types of LMs: one based on surface
forms and one based on PoS codes. The following pre-processing steps have
been applied on the Spanish data before building the LMs:
• Normalizing punctuation and numbers
• Tokenization
• Named Entity Recognition (NER): Stanford NER tool (Finkel et al. 2005)
• Lowercasing
• PoS-tagging: FreeLing (Padr and Stanilovsky 2012)
It should be noted that NER and PoS-tagging have only been used to extract
NER-related features and to build PoS LMs, respectively. The surface-form
5LLR compares frequencies weighted over two different corpora (in our case the Spanish
MT output and the Spanish News Crawl Corpus) and assigns high LLR values to sequences
in the Spanish MT output having much lower or higher frequencies than expected.
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LMs have been built using KenLM (Heafield 2011). For the PoS-LMs, we used
IRSTLM with Witten-Bell smoothing (Federico et al. 2008) to build the LMs.
We preferred to use IRSTLM, as the modified Kneser-Ney smoothing, which is
used by KENLM, is not well defined when there are no singletons (Chen and
Goodman 1996) and leads to modeling issues on the PoS data. The resulting
LMs and phrase were stored in SQLite6 databases and were indexed to speed
up the look-up operations.
Accuracy features
To extract additional accuracy features, we focused on the bilingual properties
of the source/target sentence pairs. We utilized word alignment information
between source and target sentences as well as phrase translation models built
using the bilingual data described in Section 3.1. Similar to the fluency features,
we used the sliding window approach, as described in Section 3.1.3.1, to capture
context around each target token. The 15 additional accuracy features are listed
in Table 3.7.
No. Accuracy Feature
1-6 (sw) Translation model alignment scores of any possible alignment of words
in the source sentence with words in the target sentence, containing ti,
using direct translation probability (n-grams of size 1-3)
7-12 (sw) Translation model alignment scores as above with the additional con-
dition that the source alignment for each ti (which is provided as a baseline
feature) is included in the alignments found (n-grams of size 1-3)
13 Binary feature indicating whether ti is identical to its source alignment.
The source alignment information is taken from the baseline features (see
Table 3.5)
14,15 Binary features indicating whether ti and its source alignment are either
both content words or both function words, based on the PoS codes of ti
and its source alignment. The source alignment information is taken from
the baseline features (see Table 3.5)
Table 3.7: Additional accuracy features extracted for the word-level QE task.
The following pre-processing steps have been applied on the bilingual data prior
to building translation models:
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• Lowercasing
• PoS-tagging7. We used TreeTagger (Schmid 1995) for English and Freeling
for Spanish PoS-tagging.
To extract the features described above, we used the Moses toolkit (Koehn
et al. 2007) to obtain translation models, which provided the necessary word
and phrase alignments. The resulting translation models were stored in SQLite
databases and were indexed to speed up the look-up operations.
3.1.3.2 Sentence-level features
For sentence-level QE, the organizers provided 17 baseline features, which are
outlined in Table 3.8.
No. Baseline Feature
1 Number of tokens in the source sentence
2 Number of tokens in the target document
3 Average source token length
4 LM probability of source sentence
5 LM probability of target sentence
6 Average frequency of the target token in target sentence
7 Average number of translations per source word in the source sentence
(threshold: prob > 0.2)
8 Average number of translations per source word in the source sentence
(threshold: prob > 0.01) weighted by the inverse frequency of each word
in the source corpus
9-14 Percentage of unigrams, bigrams or trigrams in quartile 1 or 4 of frequency
in a corpus of the source language
15 Percentage of unigrams in the source document seen in a corpus (SMT
training corpus)
16 Number of punctuation marks in source sentence
17 Number of punctuation marks in target sentence
Table 3.8: Baseline features for the sentence-level QE task.
To estimate the HTER score for each MT output and to rank the MT output
from best to worst in the sentence-level QE task, we designed additional features
to characterize each MT output in addition to the provided 17 baseline features
described above. Furthermore, we incorporated the word-level predictions ob-
tained from the word-level QE systems we built as features for the sentence-level
QE. Table 3.9 gives an overview of the additional features we extracted for the
7PoS-tagging has only been used to extract PoS-related features.
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sentence-level QE task. Some of the additional features consist of word n-grams
to represent context. In the fields of computational linguistics and probability,
an n-gram is defined as a contiguous sequence of n items from a given sequence
of text or speech, the items being words in this case.
No. Feature
1 Percentage of predicted BAD tokens in the target sentence (P bad)
2-6 Percentage of PoS n-grams in the target sentence that appear in the PoS
n-gram database more than once (P pos), for n-grams of size 2-6
7-10 Percentage of n-grams in the target sentence that appear in the n-gram
database at least once (P tok), for n-grams of size 2-5
11-17 Percentage of n-grams in the target sentence that appear in the translation
model, being aligned to n-grams from the corresponding source sentence
with direct alignment probability (source→target) P (t|s) > 0.01 (P pt), for
n-grams of size 1-7
Table 3.9: Additional features we extracted for the sentence-level QE task.
3.1.4 Machine learning methods
While word-level QE is considered as a binary classification task, sentence-level
QE is viewed as a regression task. We give a brief overview of the machine
learning methods used for the two tasks in the following sub-sections.
3.1.4.1 Word-level QE
For the WMT’15 word-level QE experiments, we used Conditional Random
Fields (CRFs) (Lafferty et al. 2001) and Memory-Based Learning (MBL) (Daele-
mans and van den Bosch 2005) as learning frameworks. We used the CRF++
Toolkit (Kudo 2005) and TiMBL (Daelemans et al. 2009) as toolkits.
Conditional Random Fields
Conditional Random Fields (CRFs) are a probabilistic framework for labeling
and segmenting structured data, such as sequences, trees and lattices. The
underlying idea is that of defining a conditional probability distribution over
label sequences given a particular observation sequence, rather than a joint
distribution over both label and observation sequences, which is defined by
Hidden Markov Models (HMMs).
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An HMM can be considered as a particular case of CRF where constant prob-
abilities are used to model state transitions. HMM-based classifiers belong to
naive Bayes classifiers which are founded on a joint probability maximization of
observation and state sequences:
P (S,X) = P (X|S)P (S) (3.2)
where X = (xx...xn) is an observation sequence and S = (ss...sn) is a set of
states of length n. In the task of word-level QE, we consider the words in a given
MT output as the observation sequence and the error labels (OK or BAD) as
the states. In order to keep the trained models manageable, a traditional HMM
makes two simplifications. First, it supposes that each state si only depends
on a previous one si−. Second, it assumes that each observation word xi only
depends on the current state si. HMM therefore makes strong independence
assumptions among the observations X, which is a rather strict supposition
and it is contrary to the fact.
CRFs are discriminative models which are globally conditioned on the observa-
tions X and are trained to maximize the conditional probability of observation
and state sequences:
P (S,X) = P (S|X) (3.3)
The primary advantage of CRFs over HMMs is their conditional nature, result-
ing in the relaxation of the independence assumptions required by HMMs, which
makes it possible to represent additional knowledge with respect to the sequence
of observations (words) in the model. As an example, in English, the probability
of the first word in a given sentence being a verb might be higher if the end of
the sentence contains a question mark. Unlike HMMs, such relationships can
be modelled by CRFs.
Memory-Based Learning
The basic idea behind Memory-Based Learning (MBL), also known as instance-
based learning, is that concepts can be classified by their similarity with pre-
viously seen concepts. In a memory-based system, learning amounts to storing
the training data items in memory. Classification, based on the MBL algorithm,
therefore, differs from the other methods, described in this chapter, in the sense
that MBL uses the data directly for classification, without building a model
first. A test instance is classified by searching the memory for the most similar
training instances (i.e the k nearest neighbours) and assigning one of the classes
associated with the neighbours. When k = 1, the class of the single nearest
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neighbour is assigned, whereas with larger values of k, each neighbour casts a
vote on the predicted label.
Given a test instance xi, the similarity to every training instance xj needs to be
calculated in order to find the nearest neighbours. The similarity between two
feature vectors is measured with a distance metric.
The simplest distance metric is overlap. It takes the sum of mismatched values
as a distance measure. While this approach works well with symbolic features,
such as words, it does not work well with numeric features, such as probability
values, as the probability of an exact match is minimal with real-valued numbers.











where wi refers to the weight associated with feature i, xt and xj refer to
different feature vectors, for which the distance is calculated. The dot product
and cosine distance metrics can be considered as alternative metrics that were
developed to handle numeric features (Daelemans et al. 2009).
MBL systems have the advantage that they operate similarly to how humans
learn from previous experiences, which makes the classification decisions intu-
itively understandable (Desmet 2014).
3.1.4.2 Sentence-level QE
For the WMT’15 sentence-level QE task, we used LibSVM (Chang and Lin
2011) to train regression models with Support Vector Machines (SVMs) with a
Radial Basis Function (RBF) kernel.
Support vector machines
A Support Vector Machine (SVM) is a supervised machine learning algorithm
that can be employed for both classification and regression tasks, and was intro-
duced by Vapnik (1995). For binary classification tasks, SVMs are based on the
idea of finding a hyperplane that best divides linearly separable patterns into
two classes (Cristianini and Shawe-Taylor 2000). The margin of such a hyper-
plane is defined as the distance the hyperplane can move in either direction of
the binary classes without causing it to misclassify some of the data. SVMs try
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to find the optimal hyperplane that maximizes the margin. To build a decision
boundary formulation, however, SVM only uses the training instances that are
on the boundaries of this margin, which are also called support vectors. Unlike
algorithms like MBL, the data points that are not on the boundaries of the
margin do not affect the SVM outcome. The decision boundary to be produced
by SVM can be written as follows:
b ∗ x + ...+ bn ∗ xn − b =  (3.5)
where X = x, x..., xn is a set of explanatory variables and B = b, b, ..., bn is




b ∗ x + ...+ bn ∗ xn − b >=  if yi = 
b ∗ x + ...+ bn ∗ xn − b <=  if yi = 
(3.6)
At the time of classification, test instances are mapped in the vector space and
their class is determined based on which side of the hyperplane they fall on. The
quality of generalization and ease of training of SVM is far beyond the capacities
of more traditional methods. The disadvantage of SVMs for classification tasks
is that the result is purely dichotomous, and no probability of class membership
is provided.
For regression tasks (such as sentence-level QE), SVMs use the same basic prin-
ciples as for classification. The SVM tries to find a hyperplane that fits to the
data by minimizing a cost function. In the case of regression, it defines a margin
of tolerance (epsilon), which controls the size of errors admitted in the solution.
Similar to classification, in regression, SVM uses only the training instances that
are on the boundaries of this margin.
In SVMs, the kernel trick is used to handle non-linearly separable problems. A
kernel describes a function that calculates the similarity between feature vec-
tors. In other words, the kernel function maps the original feature vectors into
a higher dimensional feature space by creating non-linear combinations of the
original features. The kernel function allows the modelling of interactions be-
tween features so that the data becomes linearly separable. The gaussian Radial
Basis Function (RBF) kernel, being one of the many kernels, defines similarity
as the euclidean distance between the two inputs. An in-depth discussion of
kernel methods can be found in Cristianini and Shawe-Taylor (2000).
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3.1.5 Evaluation
In this section, we give information about the evaluation procedures used in the
WMT’15 shared task. Given the different nature of the word- and sentence-level
QE tasks, we describe the evaluation procedures in two sub-sections.
3.1.5.1 Word-level QE
In WMT’15, submissions were evaluated in terms of classification performance
against the original labels. The primary evaluation metric is the average F1 for
the BAD class (Bojar et al. 2015), which is calculated as follows:
F1BAD =
 ∗ PBAD ∗RBAD
PBAD +RBAD
(3.7)
where PBAD and RBAD refer to precision and recall scores on the BAD label,









where tp, tn, fp and fn refer to true positives, true negatives, false positives
and false negatives, respectively.
3.1.5.2 Sentence-level QE
In WMT’15, the evaluation of the sentence-level QE systems was performed
differently for the scoring and ranking variants, using the following metrics:
• Scoring variant:







where f(x), , f(xn) are the predicted values and y, , yn are the true
values.
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where f(x), , f(xn) are the predicted values and y, , yn are the true
values.
• Ranking variant:
– DeltaAvg (primary metric), which compares the average scores of





n− 1 − V (S) (3.12)
where S, S, ..., Sn are quantiles and V (S) an extrinsic function mea-
suring the quality of the complete set S.
– Spearmans rank correlation (ρ), which measures the degree of asso-
ciation between two variables:




n(n − ) (3.13)
where di is the difference of the ranked variables and n is the number
of samples.
3.1.6 Experiments and results
3.1.6.1 Word-level QE
We carried out experiments using the two ML methods and three different fea-
ture sets, namely the baseline features (B), the new features (N) we described
in Section 3.1.3.1 and a merged feature set (M), which contains all features.
We trained CRF models with basic unigram (UNI) and bigram (BI) tem-
plates. While unigram templates use each feature as it is, bigram templates
automatically create additional features, combining the features for ti− and
the target token ti. TiMBL learning is performed with explicitly defined nu-
merical features. For a first round of experiments, both learners were applied
relying on their default parameter settings. Classification performance of the
trained systems on the validation set is provided in Figure 3.1.
Figure 3.1 shows that merging the baseline features with the newly designed fea-
tures improves the classification performance on the BAD class for both learning
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Figure 3.1: Classification performance of both learning methods with different
feature groups.
methods (systems CRF M-UNI, CRF M-BI and TiMBL M ). For this exper-
iment, the unigram CRF systems generally have a better performance than
the bigram systems. This might be partially attributed to the nature of the
features used. The feature set N contains many context windows, which take
the surrounding words of each target token ti into consideration. As unigram
templates already utilize context features, bigram templates might introduce
additional noise to the trained model.
In order to gain more insight into which features are most informative for our
task, we performed feature selection using a Genetic Algorithm (GA) search for
the best system we built (TiMBL M ). Given that it is by no means certain that
the default parameters, in both learners, are also the optimal parameter settings
for our classification task, we performed joint feature selection and parameter
optimization. For this purpose, we used Gallop (Desmet et al. 2013) with 3-fold
cross-validation, a population size of 100 and a maximum of 50 generations.
Due to time limitations, we used a reduced training data set of 60,000 feature
vectors for the Gallop experiments. Unfortunately, we were not able to improve
the results of TiMBL M by using only the features or the hyper-parameters that
are selected by Gallop. Some of the features that were consistently selected by
Gallop in the 5-best scoring feature sequences, are the following:
• LM scores of 3-gram context, binary features indicating whether the 3-
gram context appears in the LM or POS-LM (fluency)
• binary feature indicating whether the target token is identical to the source
alignment (accuracy)
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• binary feature indicating whether the target token and the corresponding
source alignment are both content or function words (accuracy)
Based on the hypothesis that both learners use a different learning strategy and
might thus make different types of errors, we performed a final experiment with
classifier ensembles, using two simple methods. While the first method uses
the TiMBL word-level predictions as an additional feature in CRF (ENS-1 ),
the second method combines the labels of the best CRF and TiMBL systems
(CRF M-UNI and TiMBL M ) by voting for the BAD label if (1) any of the
systems labels the target token as BAD (ENS-2A) or (2) both systems label the
target token as BAD (ENS-2B). The classification performance of the ensemble
systems, together with the best TiMBL system, are provided in Figure 3.2.
Figure 3.2: Classification performance of the best TiMBL system, in comparison
with the ensemble systems on the development set.
Based on these results, we submitted two systems for the WMT’15 word-level
QE task:
• ENS-2B, the ensemble system, which requires agreement between the in-
dividual systems to predict BAD labels
• TiMBL M, the TiMBL system, which uses the merged feature set
The official results for the task are provided in Table 3.10.
As can be seen in Table 3.10, both systems we submitted for word-level QE out-
performed the baseline system and achieved ranks 9 (ENS-2B) and 14 (TIMBL
M ) out of 17 submissions. Some additional methods used by the systems that
performed better than ours include the incorporation of features extracted from
the MT output of external MT systems (UAlacant, SAU-KERC) and the use of
neural network models (SHEF2).
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Weighted F1-ALL F1-BAD F1-OK
UAlacant/OnLine-SBI-Baseline 71.47 43.12 78.07
HDCL/QUETCHPLUS 72.56 43.05 79.42
UAlacant/OnLine-SBI 69.54 41.51 76.06
SAU-KERC/CRF 77.44 39.11 86.36
SAU-KERC-SLG/CRF 77.4 38.91 86.35
SHEF2/W2V-BI-2000 65.37 38.43 71.63
SHEF2/W2V-BI-2000-SIM 65.27 38.40 71.52
SHEF1/QuEst++-arow 62.07 38.36 67.58
UGENT-LT3/ENS-2B 74.28 36.72 83.02
DCU-SHEF/BASE-NGRAM-2000 67.33 36.60 74.49
HDCL/QUETCH 75.26 35.27 84.56
DCU-SHEF/BASE-NGRAM-5000 75.09 34.53 84.53
SHEF1/QuEst++-pa 26.25 34.30 24.38
UGENT-LT3/TIMBL M 74.17 30.56 84.32
DCU/s5-RTM-GLMd 76.00 23.91 88.12
DCU/s4-RTM-GLMd 75.88 22.69 88.26
Baseline 75.31 16.78 88.93
Table 3.10: Official results for the WMT’15 word-level QE task (Bojar et al.
2015). The submissions are ranked according F1-BAD (primary evaluation met-
ric).
3.1.6.2 Sentence-level QE
In a first set of experiments for sentence-level QE, we compared the performance
of a system using the baseline features with three systems using only one single
feature (PBAD), that is the percentage of predicted BAD labels in the target
sentence. We extracted this feature from three different word-level QE systems:
TiMBL M, CRF M-UNI and ENS-2B. We trained the systems with default val-
ues for hyper-parameters and evaluated them on the development set provided
for the sentence-level QE task. Table 3.11 summarizes the performance of the
baseline features in comparison with the PBAD feature, which is obtained from
different word-level QE systems. In order to determine the upper bound of the
performance of PBAD as a single feature, we also built a final system, which
uses the given reference labels to extract PBAD (PBAD - ReferenceLabels).
In Table 3.11, we can see that the single feature PBAD was able to outperform
the SVM system that uses all the baseline features described above. This shows
the informativeness of the word-level predictions on estimating sentence-level
quality. In the same table, we also see the upper boundary of the PBAD feature,
when it is extracted from the reference labels (r = 0.89). The high estimation
performance we observe with respect to all evaluation metrics is not surprising
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RMSE r MAE
Baseline 19.74 0.035 14.7
PBAD - TiMBL M 19.39 0.06 14.5
PBAD - CRF M-UNI 19.23 0.082 14.5
PBAD - ENS-2B 18.97 0.10 14.4
PBAD - ReferenceLabels 7.07 0.89 5.5
Table 3.11: Sentence-level QE performance of SVM systems using baseline fea-
tures vs. a PBAD feature extracted from three different systems, with respect
to RMSE, MAE and Pearson’s correlation score (r).
given that we already use the reference word-level quality labels to train this
system. On the other hand, the fact that this system still makes a considerable
number of errors raises questions. As we discussed in Section 3.1.1.2 different
TERCOM settings have been used for the two tasks with respect to the “shift”
operations. While “shifts” are allowed on HTER calculations, they are disabled
(and rather annotated as “insertions” and “deletions”) to obtain the word-
level error labels. As insertions made during post-editing are not reflected in
the word error labels as they cannot be associated with any word in the MT
output, this difference results in a different number of words being marked as
errors in some cases (e.g. as illustrated in Table 3.1 and Table 3.2). While the
errors made by the system trained on PBAD feature can be attributed to the
choice of ML algorithm and the amount of training data that is available, it can
also be explained by the differences between how sentence-level HTER scores
are calculated and how word-level labels are generated.
In a second set of experiments, we enriched the baseline feature set by com-
bining it with the additional features that are described in Section 3.1.3.2. For
the PBAD feature we used the best output, coming from the system ENS-2B.
Table 3.12 shows the impact of the different feature sets on the overall perfor-
mance.
RMSE r MAE
Baseline 19.23 0.035 14.7
PBAD 18.97 0.07 14.7
Baseline+PPoS 19.23 0.042 14.7
Baseline+PPoS+P pt 18.97 0.06 14.5
Baseline+PPoS+P pt+P tok 18.97 0.07 14.3
Baseline+PPoS+P pt+P tok+PBAD 18.70 0.10 14.2
Table 3.12: Performance of the SVM systems on sentence-level QE, using dif-
ferent feature sets.
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Based on our results, we submitted the following two systems for the WMT’15
shared task on sentence-level QE:
• SVM1, SVM trained with the single feature (PBAD)
• SVM2, SVM trained with baseline and new features (Baseline+PPoS+P pt+
P tok+PBAD)
As our first submission, we selected the SVM2 system due to its superior per-
formance compared to the other systems we built. However, our motivation for
selecting the SVM1 system as our second submission is different. Given that
the SVM1 system is based on a single feature, which is obtained from the word-
level predictions, submitting this system in the shared task allows to compare
the informativeness of this single feature on sentence-level QE with the feature
sets used by different ML systems.
For the ranking variant of the sentence-level QE task, we used the output of
these two systems to rank the sentences from best to worst. The official results
for the WMT’15 sentence-level QE task are provided in Table 3.13 for the scoring









Baseline SVM 14.82 19.13
SHEF/GP 15.16 18.97
Table 3.13: Official results for the WMT’15 sentence-level QE task, the scoring
task. The submissions are ranked according to the primary evaluation metric
MAE.
Table 3.13 shows us that the SVM1 and the SVM2 sytems ranked 5th and 6th
respectively (out of 9 submissions) on the scoring variant of the WMT’15 shared
task on sentence-level QE. Both systems outperform the baseline system, which
uses SVMs. More interestingly, by using only a single feature obtained from
the word-level predictions, the SVM1 system was able to outperform two other
systems, that use SVMs and Gaussian Processes (GPs) as learning methods and
additional sentence-level features, such as Continuous Space Language Model
(CSLM) features and black-box features obtained from QuEst++ (Shah et al.
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2015, Specia et al. 2015, Shah et al. 2013). These results show us that word-level
predictions provide valuable information about the overall quality of a given MT











Baseline SVM 2.16 0.13
Table 3.14: Official results for the WMT’15 sentence-level QE task, the ranking
task. The submissions are ranked according to DeltaAvg (primary evaluation
metric).
In the official results of the ranking task, we see that the relative performance
of all submissions is similar to the scoring task. Our submissions achieve the
same ranks as in the scoring task. Given that no explicit information is provided
on the ranking method used by the better-performing systems, we can assume
that each system uses the same systems to score and rank the MT output.
The performance of each system in this task can therefore be attributed to the
underlying performance of the systems used in the scoring task (Bicici et al.
2015, Langlois 2015).
3.1.7 Summary
For the word-level QE task, we extracted features based on the distinction be-
tween accuracy and fluency for labeling words for quality as a ML classification
problem. The results showed that these new features, as a whole, were found to
be relevant for the two different learning methods. We obtained better results
using both MBL and CRF when we used the additional features in combination
with the baseline feature set. We also observe that MBL performs better than
CRF when looking at the F1-BAD scores for this task. One possible explanation
for MBL obtaining a better performance could be the use of similarity-based
reasoning as a smoothing method for estimating low-frequency events, consid-
ering the heterogeneous nature of the BAD class for this specific task and the
suitability of MBL for handling exceptions (Daelemans and van den Bosch 2005).
44
3.2 WMT’16 shared task on QE
Finally, a simple combination of the two classifiers into an ensemble system
provided a better system for classifying the BAD class, which encouraged us to
carry out more experiments with ensemble systems for the word-level QE task.
For sentence-level QE, we trained regression models using the new features we
extracted based on the distinction between accuracy and fluency, in combina-
tion with the baseline features provided by the organizers. We see in Table 3.13
and Table 3.14 that a single feature, which is based only on the predicted word
labels, can lead to a sentence-level QE system with better performance than
the baseline system, which is built using 17 sentence-level features. For demon-
strating the potential of this single feature further, we built a system based
on the given correct word labels, which defines a high upper bound for quality
estimations, as expected. As a result, we show that, in order to estimate tech-
nical post-editing effort, a word-level QE system that is accurate enough can
lead to successful sentence-level QE. This observation makes us confident that
a similar method can be utilized for building informative, two-step QE systems
to estimate temporal effort. One question that remains is whether the same
observations can be made for other language pairs, domains and for different
post-editors.
3.2 WMT’16 shared task on QE
3.2.1 Tasks
The WMT’16 shared task on QE consisted of the same three tasks that were
defined in WMT’15: word-, sentence- and document-level QE. In 2016, as an
extension to word-level QE, WMT introduced a new task: phrase-level QE.
In phrase-level QE, the task is to predict phrases (segmented by the SMT de-
coder) that require post-editing. Similar to WMT’15, we also focused our ef-
forts on word- and sentence-level QE in the WMT’16 task. As the word- and
sentence-level QE tasks have already been defined in Section 3.1.1, in the follow-
ing sections we describe the data sets, give an overview of the machine learning
methods we used for both tasks and provide the details of our submissions to
the WMT’16 shared task and analyze the results.
3.2.2 Data sets
In WMT’16, the organizers provided a data set of English→German sentence
pairs, consisting of English source sentences and German MT output in the
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IT-domain. Similar to WMT’15, the translations were generated by an SMT
system. For both word- and sentence-level QE, the data set consists of a training
set of 12,000 sentences, a development set of 1,000 sentences and a test set of
2,000 sentences. The HTER scores for sentence-level QE and error labels for
word-level QE have been generated by the TERCOM tool (Snover et al. 2006), as
described in Section 3.2.1. Similar to the WMT’15 shared task, the post-edited
version of the MT output is used as reference translations to extract HTER
scores and the word-level quality labels. The distribution of the binary labels
in the training and development sets of the word-level QE tasks is provided in
Table 3.15.
# Words % OK % BAD
training 210,958 78.5% 21.5%
development 19,487 80.5% 19.5%
Table 3.15: Distribution of the binary labels in the training and development
set of the WMT’16 word-level QE task
In addition to the data sets provided by the organizers, we used additional
language resources to extract features. As bilingual data, we used the provided
training set, the Autodesk Post-Editing Data8 and a collection of corpora from
OPUS (Tiedemann 2012) in the IT domain. We used the German part of the
same resources as monolingual data. The number of sentence pairs collected








Table 3.16: Additional bilingual data sets used for feature engineering.
Given the similar number of sentence pairs, in our experiments, we used all
sentences in the corpora mentioned above.
8https://autodesk.app.box.com/v/autodesk-postediting
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3.2.3 Feature engineering
3.2.3.1 Word-level features
To characterize each target token of the MT output, in addition to the same
set of 25 baseline features, which were used in Section 3.1.1.2, we extracted the
additional 28 accuracy and fluency features we introduced in the submission of
WMT’159 (see Section 3.1.3.1). To extract the additional features, we used the
following NLP tools for pre-processing the German data:
• NER: Stanford NER tool
• PoS-tagging: TreeTagger (Schmid, 1995)
Technical texts, like in the IT-domain, express concepts in a concise and consis-
tent form and leave little room for data redundancy. This is often achieved by
using specialized terminology (Rinaldi et al. 2004). As a result, in professional
translation services, correct and consistent handling of terminology becomes an
important indicator of translation quality (Pinnis 2015). Given that the data set
for the QE-tasks in WMT’16 is in the IT domain, we designed three additional
binary features based on the use of terminology, which are listed in Table 3.17.
No. Feature
1 Binary feature indicating whether the target token ti is part of a term in
our bilingual term list
2 Binary feature indicating whether the source alignment si of the target
token ti is part of a term in our bilingual term list, given the alignments
in the baseline feature set
3,4 Binary features indicating whether the left or right context word of si is
part of a term in our bilingual term list, given the alignments in the baseline
feature set
Table 3.17: Word-level features based on the use of terminology.
To extract the terminology-related features, we used the bilingual terminology
extraction tool TExSIS (Macken et al. 2013) and automatically extracted a
bilingual term list from the WMT’16 training data. Besides additional statistics,
the TExSIS output provides a frequency ratio for each extracted bilingual term
pair, which corresponds to the source/target term frequency in the given data
set. We filtered out the bilingual terms with a frequency ratio of less than 0.8 to
9All features except the features based on named entities and simplified Part-of-Speech
(PoS) tags.
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focus only on the most reliable term pairs. This resulted in a bilingual term list
of 4,198 entries. Examples of the extracted terms are provided in Table 3.18.





exported image exportierten Bilds
cross-references Querverweise
Table 3.18: Examples of bilingual terminology extracted by TExSIS.
Based on the extracted bilingual term list, we marked all entries, starting with
the longest term found, in the training, development and test sets and extracted
the four binary features mentioned above for each target token ti in the MT
output.
3.2.3.2 Sentence-level features
For the WMT’16 sentence-level QE task, we initially used two feature sets:
the baseline features (17) and the additional features (17) we defined in Sec-
tion 3.1.3.2. These additional features rely on the surface LM, PoS LM and
translation models as well as the output of the best word-level QE system for
each MT output. Based on the results we observed during our experiments, we
designed two additional features that are based on surface LMs. We provide
the details of these two new features in Section 3.2.6.
3.2.4 Machine-learning methods
Similar to WMT’15, in WMT’16, word-level QE is considered as a binary classi-
fication task and sentence-level QE as a regression task. We give a brief overview
of the machine learning methods used for the two tasks in the following sub-
sections.
3.2.4.1 Word-level QE
The no free lunch theorem (Wolpert and Macready 1995) states that no sin-
gle inductive algorithm is universally better than any other. It is therefore,
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necessary to experimentally determine the best learning algorithm for a given
classification task. To gain further insight in the performance of different learn-
ing algorithms, we explored the use of additional machine learning methods for
the WMT’16 shared task. In addition to the methods we used in WMT’15,
viz. CRFs and MBL, we further explored Logistic Regression (LR), Perceptron
(PE), Random Forests (RF) and linear Support Vector Machines (SVMs), using
the Scikit-learn module in Python (Pedregosa et al. 2011).
There are two different approaches to data classification: the first considers only
a dichotomous distinction between the two classes, and assigns class labels 0 or 1
(OK or BAD) to a test instance. The second attempts to model the conditional
probability of P (y|x), where y is the outcome (dependent variable) and x is
the explanatory variable (independent variable). These methods do not only
assign a class label for a test instance, but also provide a probability value for
the assigned class. Two well-known examples of the first approach are SVMs
and perceptrons. CRFs, logistic regression, MBL and random forests are all
examples of the second approach, although they vary considerably in building
an approximation to P (y|x) (Dreiseitl and Ohno-Machado 2002). Some details
on these machine learning methods, including a comparison on their advantages
and disadvantages, are provided in the following sub-sections.
Logistic regression
Logistic regression can be considered as a special case of the generalized linear
model and thus analogous to linear regression. The generalized linear model
specifies a conditional probability density P (Y |X) of the form:
Y = b + b ∗ x + ...+ bn ∗ xn (3.14)
where Y is the outcome (dependent variable), X = x, x..., xn is a set of
explanatory variables and B = b, b, ..., bn is a set of coefficients. Linear regres-
sion finds the co-efficients which minimise the squared differences between the
observed and expected values of Y , which have an infinite number of possible
values.
Logistic regression, on the other hand, models the probability of an outcome
based on binary values (such as OK vs. BAD in the word-level QE task). In
order to do this, logistic regression transforms Y in the generalized linear model
using the logit function:
ln(
p
1− p ) = b0 + b ∗ x + ...+ bn ∗ xn (3.15)
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where p is defined as the probability of an event occurring e.g. the target token
being marked as BAD, and
p
1− p is defined as the odds ratio. As a result the






where X = x, x..., xn is a set of explanatory variables and B = b, b, ..., bn is
a set of coefficients. Compared to alternative binary classification algorithms,
logistic regression can be considered as a relatively simple and interpretable
method, which has been successful across a wide array of applications.
Perceptron
The perceptron is a single-layer feed-forward neural network, which is usually
used to classify binary patterns that are linearly separable. Similar to logis-
tic regression, the perceptron first takes all of the weighted input values and
adds them together. If the sum is above or equal to some value, also called
the threshold, then the perceptron fires, assigning one of the binary classes to
the test instance. Unlike logistic regression, the perceptron does not use prob-
abilistic assumptions and builds a model using thresholds. The outcome in the
perceptron is calculated as follows:
Y =
{
1 if b + b ∗ x + ...+ bn ∗ xn > θ;
0 otherwise.
(3.17)
where Y is the outcome (dependent variable), X = x, x..., xn is a set of
explanatory variables, B = b, b, ..., bn is a set of coefficients and θ is the
threshold. Although perceptrons are guaranteed to convergence when the binary
patterns are linearly separable, they perform quite poorly when this is not the
case.
Random forests
Random forests (Breiman 2001) are based on a standard machine learning tech-
nique called a decision tree, which can be used for classification and regression
tasks. For binary classification, a decision tree repeatedly splits the data set
according to a criterion that maximizes the separation of the data into binary
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classes, resulting in a tree-like structure. The most common criterion employed
is information gain, which maximizes the decrease in entropy due to a given
split.
Random forests are an ensemble learning method that operate by constructing
a multitude of decision trees at training time and outputting the class that
is a function (for example, majority voting) of the output coming from each
individual decision tree. Moreover, random forests can average multiple decision
trees, trained on different parts of the same training set, with the goal of reducing
the variance (Hastie et al. 2001). This comes at the expense of a small increase
in the bias and some loss of interpretability, but generally greatly boosts the
performance in the final model. One of the main drawbacks of random forests
is the large model sizes, which can become slow to train and to use on test
instances.
3.2.4.2 Sentence-level QE
On the WMT’16 sentence-level QE task, in addition to SVMs, we applied linear
regression and random forests, using the Scikit-learn module in Python. An
overview for SVMs and linear regression has been provided in Section 3.1.4 and
Section-3.2.4.1, under Logistic Regression, respectively.
As stated in Section 3.2.4, random forests combine a multitude of decision trees
to provide an output and can be used both for classification and regression
tasks. In regression, a decision tree splits the data set at several points for
each independent variable and calculates the error between the predicted and
actual values at each split point. The split point errors across variables are
compared and the variable/point pair yielding the lowest error is chosen as




In the WMT’16 competition, the evaluation procedure for word-level QE was
different from WMT’15: instead of calculating the F1-score for the BAD class,
the submissions were evaluated with respect to the multiplication of the F1-
scores of the BAD and OK classes (F1-multi):
F1MULTI = FBAD ∗ FOK (3.18)
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where F1BAD and F1OK refer to the F1-scores calculated on the BAD and OK
labels, respectively. In WMT’16, F1-multi was preferred because F1-BAD was
criticized for being biased towards pessimistic labellings, and thus to rate higher
the outputs of systems which labelled most of words as BAD (Bojar et al. 2016).
It was shown by Logacheva et al. (2016) that the F1-multi metric is not biased
towards pessimistic or to optimistic labellings, and is good at discriminating
between different systems (Bojar et al. 2016).
3.2.5.2 Sentence-level QE
In WMT’16, Pearson’s correlation coefficient (r) was used as an evaluation met-
ric in addition to MAE and RMSE, For the scoring variant, similar to WMT’15,
DeltaAvg and Spearman’s rank coefficient were used. In WMT’16, the primary
evaluation metrics were defined differently:
• Scoring variant: Pearson’s correlation coefficient (r), which measures the




























where f(x), , f(xn) are the predicted values and y, , yn are the true val-
ues.
• Ranking variant: Spearman’s rank correlation (ρ)
3.2.6 Experiments and results
3.2.6.1 Word-level QE
We carried out experiments with the six ML methods and combinations of
three different feature sets, namely the baseline features (B), the features we
introduced in WMT’15 (S) and the new features that identify words that appear
in the bilingual term list (T ). We applied hyper-parameter optimization for the
ML algorithms (when applicable) using 10-fold cross validation on the training
set and tested the classification performance on the development set. All the
features were scaled to the [0, 1] range prior to training. The classification
performance of the different algorithms and feature sets, with respect to F1
scores for the BAD class, the OK class and the multiplication of the two (F1-
MULTI), are provided in Table 3.19.
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LR PE RF SVM CRF MBL
B F1-BAD 0.33 0.37 0.23 0.24 0.30 0.29
F1-OK 0.87 0.81 0.90 0.88 0.89 0.88
F1-MULTI 0.29 0.30 0.20 0.21 0.26 0.25
B+S F1-BAD 0.41 0.40 0.45 0.42 0.38 0.38
F1-OK 0.83 0.83 0.85 0.83 0.80 0.80
F1-MULTI 0.34 0.33 0.38 0.35 0.30 0.30
B+S+T F1-BAD 0.45 0.37 0.45 0.43 0.44 0.39
F1-OK 0.83 0.85 0.86 0.82 0.82 0.81
F1-MULTI 0.37 0.31 0.39 0.35 0.36 0.32
Table 3.19: The performance of different ML algorithms and feature sets on the
development set. The plus sign “+” indicates the combined feature sets. The
best results for each learning algorithm with respect to F1-BAD are highlighted
in bold.
This table shows us that the additional feature set S, which we introduced
in Section 3.1.3.1, improves the estimation performance for all ML algorithms,
when added to the baseline features (B). Moreover, further adding features
that are based on a bilingual terminology list, improves the results further for
all algorithms, except the perceptron and SVM. These results confirm that the
inconsistent handling of terminology is an important indicator of MT quality and
the QE systems can benefit from information about how terms are translated
by an MT system. Even though automatic terminology extraction is one way of
obtaining such information, more accurate, manually created terminology lists
might provide additional benefit and lead to further improvements in estimation
performance.
Under the hypothesis that different learners make different types of errors, we
first analyzed the amount of disagreement by comparing the output of each sys-
tem using the overall best feature set B + S + T . Based on the disagreement
ratios between the different ML systems given in Table 3.20, we built two ensem-
ble systems by combining individual ML systems with high disagreement ratios
(low correlation) to vote for the final output, which is defined by the majority
vote. The two ensemble systems and their performance on word-level QE are
provided in Table 3.21. In this table, we provide the F1-MULTI scores for these
two ensemble systems. For the second system, which combines an even number
of algorithms, we considered both possible output types (OK or BAD) in case
of ties.
Based on the results we obtained from these experiments, we selected the fol-
lowing systems as our submissions for the WMT’16 word-level QE task:
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CRF LR PE SVM RF
MBL 21% 19% 29% 20% 21%
CRF 5% 19% 3% 19%
LR 21% 4% 18%
PE 19% 30%
SVC 18%
Table 3.20: The disagreement ratios between the predictions of the different





Table 3.21: The F1-MULTI scores for the two ensemble systems. The plus sign
“+” indicates the combined algorithms.
• RF, the RF system, which uses the B+S+T feature set (best scoring
system)
• ENS, the ensemble system indicated as MBL+PE+RF+LR (Ties→BAD)
The official results for the WMT’16 word-level QE task are provided in Ta-
ble 3.22.
In Table 3.22 we see that the RF and ENS system outperformed the majority
of the systems that participated in the WMT’16 shared task on word-level QE,
including the baseline system, and ranked 3rd and 4th, respectively (out of 14
submissions). This shows us the additional features we designed are informative
and that ensemble systems perform well on this task. Unlike the systems we
built, the winning system (UNBABEL 2 ensemble) used syntactic features and
a combination of neural networks (Martins et al. 2016) to achieve the best
estimation performance. We can thus argue that, even though an MT output
contains errors, its syntactic properties can provide valuable information about
its quality. Moreover, neural networks seem to be a well suited ML paradigm
for the QE task.
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F1-BAD F1-OK F1-MULTI
UNBABEL 2 ensemble 0.5598 0.8845 0.4952
UNBABEL 2 linear 0.5291 0.8747 0.4628
UGENT-LT3 RF 0.4917 0.8357 0.4110
UGENT-LT3 ENS 0.4642 0.8212 0.3812
POSTECH 2 WORD-RNN-QV3 0.4474 0.8498 0.3802
POSTECH 2 WORD-RNN-QV2 0.4538 0.8284 0.3759
UAlacant 2-word-level SBI-Online-baseline 0.4560 0.8045 0.3669
CDACM 2 RNN 0.4192 0.8421 0.3530
SHEF 2 SHEF-MIME-1 0.4028 0.8392 0.3380
SHEF 2 SHEF-MIME-0.3 0.3909 0.8449 0.3303
RTM2.en-de s5 RTM-GLMd 0.3682 0.8799 0.3240
BASELINE 0.3493 0.8820 0.3081
UAlacant 2-word-level SBI-Online 0.4056 0.7149 0.2900
RTM2.en-de s4 RTM-GLMd 0.3067 0.8883 0.2725
Table 3.22: Official results for the WMT’16 word-level QE task. The submis-
sions are ranked according to F1-MULTI (primary evaluation metric).
3.2.6.2 Sentence-level QE
For the sentence-level QE task, we performed a first round of experiments, in
which we used two feature sets, namely the 17 baseline features B and the 17
additional features A that we introduced in WMT’15 (see Section 3.1.3.2). We
applied hyper-parameter optimization for the ML algorithms (when applicable)
using 10-fold cross validation on the training set and tested the regression perfor-
mance on the development set. The performance of the different ML algorithms
and the different feature sets with respect to Pearsons correlation (r), Mean
Absolute Error (MAE) and Root Mean Squared Error (RMSE) is provided in
Table 3.23.
SVM RF LR
B r 0.38 0.34 0.36
MAE 13.87 14.66 14.29
RMSE 19.52 19.43 19,29
B+A r 0.42 0.39 0.42
MAE 21.55 22.89 21.52
RMSE 26.30 27.62 25.86
Table 3.23: The performance of different ML algorithms and feature sets on the
development set. The plus sign “+” indicates the combined feature sets. Best
r result for each algorithm is highlighted in bold.
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In Table 3.23, we see that the additional features we designed (A) were infor-
mative and improved the estimation performance of all ML algorithms, with
respect to r, which is the primary evaluation metric in this task. However, the
system using both feature sets (B +A) achieved worse MAE and RMSE scores
on the same task, compared to using baseline features alone (B). To analyze this
difference further, we plotted the errors made by the SVM system in Figure 3.3,
using the two different feature sets B and B +A.
Figure 3.3: Errors made by the two SVM systems using the two different feature
sets, sorted along the x− axis by their gold standard HTER scores. The equa-
tions for the linear trend lines (TL) for each data set are additionally provided.
The linear trend lines, provided in Figure 3.3, show that the slope of the equation
TL SVM(B+A) (−0.67) is a better fit to the gold standard HTER scores (y = 0)
than the slope of the equation TL SVM(B) (−0.82), which can explain the better
correlation obtained with the B+A feature set, compared to B. On the other
hand, the intercept of the equation TL SVM(B+A) (34) is further from the
origin than the intercept of the equation TL SVM(B) (17), which can explain
the lower MAE and RMSE scores obtained by the feature set B. A further
analysis of the descriptive statistics for the HTER predictions coming from
both systems and the gold standard HTER scores can be seen in Table 3.24.
Combining the information presented in Figure 3.3 and Table 3.24, we can see
that the SVM(B) system has a smaller error margin on the lower end of the
scale with respect to the HTER scores. This greatly influences the MAE and
RMSE scores, given the fact that the gold standard HTER scores are skewed
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Mean Std. Dev. Max.
SVM(B) 21.82 9.28 48.22
SVM(B+A) 42.49 16.18 77.79
Gold Standard 25.69 20.37 100
Table 3.24: The mean, standard deviation and maximum values for each data
set consisting of predicted and gold standard HTER scores.
towards the lower end of the scale, centered around a mean of 25.69. In fact, the
trend line TL SVM(B) corresponds to a smaller error margin between the gold
standard HTER scores of 0 to 34.34 than the trend line TL SVM(B+A)10. The
error margin for the former equation becomes greater than the latter starting
from the HTER score of 34.34 (up to 100). The higher error margin on the
high end of the scale can also be explained by the maximum HTER predictions
of the SVM(B) system (48.22). The additional features that are used in the
SVM(B+A) system enable it to predict higher HTER values (max. 77.79), which
seems to contribute to the higher correlation scores. These observations are
in line with Graham (2015), who states that a system that correctly predicts
the most common value in the gold PET distribution and centres predictions
around it with a conservative variance can achieve lower MAE and RMSE,
which is likely to lead to an overestimation of the ability of such systems and an
underestimation of the accuracy of systems that predict the PET values better
in the tails of the gold-standard PET distribution. This observation provides us
valuable insights about the differences between alternative evaluation metrics
for the sentence-level QE task and reveals the advantages of using Pearson’s
correlation as a primary metric in our experiments.
In a second set of experiments, we analyzed the informativeness of the features in
the RF system, using the Scikit-learn module, which implements gini importance
(also called as mean decrease impurity) as described in Breiman et al. (1984),
whose values are positive and sum to 1. The gini importance is an implicit
feature selection technique that provides a relative ranking of the features used
in the training of the random forest model. More specifically, the gini importance
indicates how often a particular feature was selected for a split in all decision
trees that make up the tree forest, and how large its overall discriminative value
was for the problem under study. Based on this analysis, we listed the top five
features and their corresponding gini importance scores in Table 3.25.
Considering the fact that the surface LM features were found to be extremely
informative in the RF system, we extended this feature set with additional
10Based on Figure 3.3, solving the following equation for x gives us the gold standard HTER
score, to which both equations are equidistant: 0 = −0.67x+ 34− 0.82x+ 17
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Feature Score
1 % of 5-grams that appear in the LM at least once (A) 0.73
2 % of words marked as BAD by the best word-level QE system (A) 0.08
3 LM probability of the source sentence (B) 0.01
4 Average source token length (B) 0.01
5 % of 4-grams that appear in the LM at least once (A) 0.01
Table 3.25: The top five features for the RF system, with respect to gini im-
portance scores, which uses the B+A feature set. Each feature is marked in
brackets with the feature set it belongs to.
LM features of 6- and 7-grams (LM6 and LM7, respectively). As shown in
Table 3.27, adding these two new features improved the MAE and RMSE results
slightly.
SVM RF LR
B+A+LM6 r 0.42 0.39 0.42
MAE 21.55 22.89 21.45
RMSE 26.30 27.62 25.74
B+A+LM6+LM7 r 0.42 0.39 0.42
MAE 21.46 22.93 21.48
RMSE 26.21 27.66 25.80
Table 3.26: The performance of different ML algorithms and feature sets on the
development set. The plus sign “+” indicates the combined feature sets. Best
r result for each algorithm is highlighted in bold.
Even though the improvements they brought to the QE performance was mini-
mal, the features LM6 and LM7 ended up in the top five features with respect to
their gini importance scores. We provide the gini importance scores of the top
five features after adding LM6 and LM7 to the B+A feature set in Table 3.27.
Feature Score
1 % of 5-grams that appear in the LM at least once (A) 0.50
2 % of 6-grams that appear in the LM at least once (LM6) 0.23
3 % of words marked as BAD by the best word-level QE system (A) 0.09
4 % of 7-grams that appear in the LM at least once (LM7) 0.01
5 LM probability of the source sentence (B) 0.01
Table 3.27: The top five features for the RF system, with respect to gini im-
portance scores, which uses the B+A+LM6+LM7 feature set. Each feature is
marked in brackets with the feature set it belongs to.
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In the WMT’15 shared task, we showed the effectiveness of using the word-level
QE predictions as features for sentence-level QE systems. We also observed
that a single feature based on the word-level predictions was able to perform
better than the baseline features. To confirm these results on a new language
pair and domain, we conducted a final experiment. In Table 3.28, we can see
the differences in performance of the different systems using features sets that
include and exclude the word-level feature WL, which is defined as the % of
words that are marked as BAD by the best word-level QE system.
SVM RF LR
WL r 0.41 0.39 0.39
MAE 18.24 19.33 19.79
RMSE 23.07 23.97 25.37
A-WL+B+LM6+LM7 r 0.38 0.36 0.37
MAE 21.47 22.75 27.17
RMSE 26.03 27.17 25.40
A+B+LM6+LM7 r 0.42 0.39 0.42
MAE 21.46 22.93 21.48
RMSE 26.21 27.66 25.80
Table 3.28: The performance of different ML algorithms and feature sets on the
development set. While the plus sign “+” indicates inclusion, the minus sign
− indicates the exclusion of a feature(s). Best r result for each algorithm is
highlighted in bold.
Based on the results we obtained from these experiments, we selected the fol-
lowing systems for the scoring variant of the sentence-level QE task:
• SVM1, the SVM system, which uses all features except the WL feature
(A-WL+B+LM6+LM7)
• SVM2, the SVM system, which uses all features (A+B+LM6+LM7)
For the ranking variant of the sentence-level QE task, we used the output of
these two systems to rank the sentences from best to worst. The official results
for the WMT’16 sentence-level QE task are provided in Table 3.29 for the scoring
task and Table 3.30 for the ranking task.
In Table 3.29 we see that the SVM1 and SVM2 systems ranked 10th and 6th,
respectively (out of 14 submissions) in the scoring variant of the sentence-level
QE task in WMT’16, with respect to the primary evaluation metric r. These
results confirm the observations we made in Section 3.1 that features obtained
from the predictions of word-level QE systems provide valuable information
about the overall quality of a given MT output. This further encourages us
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Pearson r MAE RMSE
YSDA/SNTX+BLEU+SVM 0.525 12.30 16.41
POSTECH/SENT-RNN-QV2 0.460 13.58 18.60
SHEF/SVM-NN-both-emb-QuEst 0.451 12.88 17.03
POSTECH/SENT-RNN-QV3 0.447 13.52 18.38
SHEF/SVM-NN-both-emb 0.430 12.97 17.33
UGENT/SVM2 0.412 19.57 24.11
UFAL/MULTIVEC 0.377 13.60 17.64
RTM/RTM-FS-SVR 0.376 13.46 17.81
UU/UU-SVM 0.370 13.43 18.15
UGENT/SVM1 0.363 20.01 24.63
RTM/RTM-SVR 0.358 13.59 18.06
BASELINE 0.351 13.53 18.39
SHEF/SimpleNets-SRC 0.320 13.92 18.23
SHEF/SimpleNets-TGT 0.283 14.35 18.22
Table 3.29: Official results for the WMT’16 sentence-level QE task, the scor-
ing task. The submissions are ranked according to Pearson’s correlation score
(primary evaluation metric).
to study whether word-level error detection systems can successfully be used
for building accurate and informative sentence-level QE system. Some of the
additional methods used by the systems performed better in the shared tasks
consist of using syntactic-features (Kozlova et al. 2016) and features obtained
from Neural Machine Translation (NMT) systems, as well as training recurrent
neural network models (Kim and Lee 2016b).
Despite their relative success with respect to the primary evaluation metric (r),
our submissions scored worse with respect to MAE and RMSE in comparison
with all submissions. Based on the analysis we made on the QE performance
of the B and B+A feature sets and the observations made by (?), we can argue
that such high MAE and RMSE scores indicate the relatively poor estimation
performance of our submissions around the most common reference PET values,
while achieving a better estimation performance on the tails of the gold-standard
PET distribution, compared to other submissions.
In the ranking variant of the sentence-level QE task, the SVM2 system ranked
5th (out of 11 submissions). Unlike the scoring variant of the sentence-level
QE task, in the ranking variant the SVM1 system achieved worst performance
out of all submissions. We can assume that the output of the sentence-level
(scoring) systems were used for sentence ranking by most of the submissions,
given that no explicit information is provided (Bojar et al. 2016). With this
assumption, the ranking performance of the SVM1 can be partially attributed
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Table 3.30: Official results for the WMT’16 sentence-level QE task, the rank-
ing task. The submissions are ranked according to Spearman correlation score
(primary evaluation metric).
to the errors it made on the scoring task with respect to MAE and RMSE.
3.2.7 Summary
In the WMT’16 word-level QE task, in addition to the baseline features, we
extracted additional features based on the distinction between accuracy and
fluency and features based on an automatically extracted bilingual terminology
list. The results showed that all additional features were found to be informative
by all the six ML algorithms we experimented with. Additionally, the best
scores for five of these systems were obtained by including the features that are
based on the bilingual terminology list. For the shared task, we worked with a
small, automatically extracted term list, but we assume that manually verified
terminology lists will lead to better QE system performance, especially for the
technical domain. Random forests, an ensemble of decision trees, which utilized
all the extracted features, was the best performing algorithm on the word-level
QE task. The word-level systems we built provided comparable results to the
current state-of-the-art, obtaining 3rd and 4th ranks in the official results.
For sentence-level QE, we used different ML algorithms to train systems using
the feature sets we designed for WMT’15. Fluency features were found highly
informative by the RF model. Based on this observation, we extended the fea-
ture set with two new features, namely the percentage of 6- and 7-grams that
appear in the LM at least once. Despite their relatively high informativeness,
which we measured with respect to gini importance, including these features
showed only minor improvements on regression performance. This observation
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can be attributed to the high correlation between the features that all use the
n-gram information on the target language, for different values of n. The impor-
tance of the fluency features on predicting sentence-level technical effort suggests
that the predictive power of features based on the accuracy and fluency errors
made by an SMT system may be different when estimating its overall quality.
These insights motivated us to design a hierarchical taxonomy (based on the
distinction of accuracy and fluency) to classify MT errors in the next chapter.
Most interestingly, in the WMT’16 shared task on sentence-level QE we con-
firmed our observations from WMT’15, by showing that a sentence-level QE
system, which uses a single feature based on the predictions of the best word-
level QE system, was able to beat the system trained on the baseline feature set.
Making this observation for two different language pairs (EN-ES and EN-DE)
raises our confidence about the reliability of our findings.
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Building an error taxonomy and a corpus of MT errors
State-of-the-art QE approaches often focus on providing a quality score on the
sentence- and document-level (such as HTER) or label words in the MT output
that require post-editing (such as OK vs. BAD) (Bojar et al. 2015, 2016, 2017).
However, neither of these QE approaches are able to provide additional informa-
tion about the nature of the errors that are made by MT systems. Automatic
error detection is essential to build informative QE systems that are specialized
in localizing different types of errors. Moreover, error detection systems can
form the basis of informative QE systems, which can additionally explain the
relationship between specific types of MT errors and post-editing effort.
Similar to the word-level QE task we described in the previous chapter, we con-
sider automatic error detection as a word-level QE task, which aims to predict
the correct label for each word in a given MT output. While the word-level QE
task in the WMT shared tasks consist of predicting a binary label for all errors
at once, in the task of automatic error detection, the goal becomes to predict a
binary label for a particular error type.
Like the other QE tasks, automatic error detection can be treated as a supervised
ML task, which requires labelled training data to learn mappings between input
vectors and correct labels. The learned models then can be used to assign
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class labels to test instances (Kotsiantis et al. 2007). As we have indicated in
the previous chapter, the binary labels corresponding to overall technical post-
editing effort (OK vs. BAD) can be easily extracted by comparing a given MT
output and its post-edited version. However, to build accurate error detection
systems, we need large, manually annotated corpora of machine translation
errors.
In the literature, several translation error taxonomies have been proposed, each
with a specific goal in mind (see Chapter 2). Quite apart from the fact that
there are different ways of classifying errors, manual error annotation itself is a
subjective task, which leads to disagreements between annotators (Popovic´ and
Burchardt 2011). Moreover, Inter-Annotator Agreement (IAA) on MT error
annotations is difficult to measure, given the different aspects involved in anno-
tation disagreements, such as error category, and the position and the span of
errors (Stymne and Ahrenberg 2012). Referring to MT-specific errors, Flana-
gan (1994) claims that MT quality can be difficult to quantify for a number
of reasons, including the possibility of obtaining multiple correct translations,
the difficulty to define error boundaries, the cause of errors not always being
apparent and the accumulation of errors. Lommel, Burchardt and Uszkoreit
(2014) also report that a simple list of issue types and definitions along with
general guidelines proved insufficient to guide annotators when faced with unfa-
miliar issues in MT output. These observations underline the need for detailed
annotation guidelines in order to ensure the quality of the error annotation task
and to minimize disagreements among multiple annotators.
In this chapter, we describe the SCATE (Smart Computer-aided Translation
Environment) MT error taxonomy, which is hierarchical and consists of different
subcategories based on the well-known distinction between accuracy and fluency.
The SCATE error taxonomy serves to build annotated corpora of MT errors,
which we then use to study the relationship between MT error types and post-
editing effort. Moreover, the corpora of MT errors can be used as training data
to build word-level QE systems, which are trained on different error types.
In the following sections, we first provide details on the SCATE error taxonomy
and describe our efforts for building corpora of errors for three MT paradigms
at once: SMT, RBMT and NMT. Our efforts involved estimating the quality
of SMT output so far (see Chapter 3). While we continue to focus on SMT by
analyzing the errors it makes, we do not know if similar error profiles can be
observed for other MT paradigms, such as RBMT and NMT. Annotating errors
in RBMT and NMT data allows us to see whether the SCATE taxonomy is
applicable to different MT paradigms. Moreover these three corpora allow us to
analyze the common error types for different MT paradigms, which reveal their
strengths and weaknesses.
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To the best of our knowledge, the SCATE corpus of MT errors is the first effort
of its kind, to build an English-Dutch corpus of SMT, RBMT and NMT errors
labelled with fine-grained error annotations. It currently consists of 2,963 sen-
tence pairs of SMT output and 698 sentence pairs of RBMT and NMT output.
It differs from the existing error-annotated corpora in that it links the accuracy
errors annotated in the MT output to the corresponding source text fragments
they originate from, which allows us to gain insights into the nature of MT
errors and determine the source text fragments that are problematic for an MT
system.
Section 4.1 introduces the error taxonomy and compares it to existing tax-
onomies. In Section 4.2, we present the data sets used for building the corpus of
MT errors and propose a novel methodology to capture the IAA on a large-scale
error annotation task. In Section 4.2, we also provide details about the error
statistics obtained from the annotated data sets for each MT paradigm.
4.1 SCATE Error taxonomy
The MT-specific properties and the error classification approach, which is based
on how errors are detected, make the SCATE error taxonomy unique. We define
the taxonomy in detail considering these two main aspects while comparing it
to existing taxonomies (Flanagan 1994, Vilar et al. 2006, Lommel, Burchardt
and Uszkoreit 2014, Costa et al. 2015, Daems et al. 2013) and by providing
examples of error annotations.
4.1.1 Properties of the Error Taxonomy for MT
By using manual error annotations in order to develop a better QE system,
we first defined a list of key properties the error taxonomy should have. These
properties were defined by studying previous efforts on translation error analysis
and can be summarized as follows:
• Focus on MT-specific errors: Given the fact that current MT systems do
not necessarily use language as humans do, we can expect such systems
to produce different types of translation errors. The taxonomy should be
able to reflect the typical errors that MT systems generate. For example,
copying unknown words from source to target or making grammatical
errors is more likely to occur in MT output than in human translations.
• Distinction between accuracy and fluency errors: It is important that the
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error taxonomy allows the accuracy and fluency errors to be labelled sep-
arately, so that both aspects of translation quality can be analyzed. Since
this distinction can reduce the complexity of the error annotation task,
it can also maximize IAA and the quality of the annotated corpus. An
automatic error detection system might also benefit from this distinction
by looking for fluency errors in the target text only and accuracy errors
in source and target text together.
• Annotating errors on both source and target text : Even though translation
errors can be annotated in the target text, annotating the corresponding
part of the source text extends the error representation to the bilingual
level. Linking the error annotations on both source and target provides
extra alignment information among errors. Moreover, by also annotating
errors in the source text, source-specific errors, such as ‘omissions’, can be
annotated.
• Multiple errors on the same text span: Different types of translation errors
can occur in the same text span. As Vilar et al. (2006) state, error types
are not mutually exclusive and it is not infrequent that one kind of error
causes also another one to occur. An ideal taxonomy allows all the error-
related information to be collected.
In addition to these key characteristics, the SCATE taxonomy can also be char-
acterized as a hierarchical error taxonomy with error categories based on linguis-
tic notions. The hierarchical structure allows errors to be analyzed on different
levels of detail, ranging from coarse- to fine-grained classifications. Linguisti-
cally motivated error categories allow annotators to apply common linguistic
knowledge to categorize errors and allow them to examine the relationship be-
tween linguistic errors and the MT quality or the post-editing effort.
While the error taxonomy is based on common linguistic notions, the complex-
ity of the MT output can still be confusing, especially when there are multiple,
equally plausible explanations for an error. By formalizing the decision mak-
ing process, confusion can be reduced to a minimum (Lommel, Popovic´ and
Burchardt 2014). To this end, we provided detailed guidelines and annotation
examples together with definitions on annotation spans with a view to minimiz-
ing different interpretations of error definitions and thus fostering agreement
between the annotators. The annotation guidelines and the detailed description
of the error categories and example annotations for each category and for each
type of MT output can be found in Appendix B and Appendix C.
Several existing error taxonomies show similarities with the SCATE MT error
taxonomy. Based on the properties discussed above, an overview of the existing
MT error taxonomies is given in Table 4.1. The distinguishing feature of the
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SCATE taxonomy compared to its nearest counterparts mainly lies in the fact
that it considers only monolingual text (MT output) to identify fluency errors
and bilingual properties of a given source/target pair to identify accuracy errors.
Moreover, unlike alternative taxonomies it links the accuracy errors annotated
in the MT output to the corresponding source text they originate from.
Flanagan Vilar Lommel Costa Daems
Distinction of acc. and flu. – – –
Source-target mappings – – – – –
multi. errors in the same span –
Error hierarchy –
Linguistically motivated categories –
Detailed guidelines – – –
Table 4.1: Comparison of the characteristics of different error taxonomies. We
name the existing taxonomies based on the names of the authors.
4.1.2 Error classification
In the SCATE MT error taxonomy, errors are classified according to the type
of information that is needed to be able to detect them. We refer to any error
that can be detected in the target text alone as a fluency error. Errors that
can only be detected by looking at both source and target sentences are consid-
ered as accuracy errors. These two main categories are then split further into
subcategories as shown in Figure 4.1.
Fluency errors are concerned with the well-formedness of the target language,
regardless of the content and meaning transfer from the source language and
can be detected by analyzing the target text alone, as exemplified in Figure 4.2.
There are five main error categories under Fluency: grammar, lexicon, orthog-
raphy, multiple errors and other fluency errors.
‘Grammar’ errors include all errors against the grammatical rules of the target
language (in our case Dutch) with respect to word order, word form, missing or
extra words and multi-word syntax. ‘Lexicon’ errors are concerned with words
that either do not exist in the target lexicon or words that belong to the target
lexicon but do not fit in a given context. ‘Orthography’ errors include spelling,
capitalization and punctuation errors. While the first three main categories
discussed above are based on common linguistic notions, and have also been
used in previous error taxonomies with similar definitions, the error category
‘multiple errors’ is not common in existing taxonomies. Only in the taxonomy
proposed by Lommel, Burchardt and Uszkoreit (2014) do we notice a similar
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Figure 4.1: The error taxonomy.
category referred to as ‘unintelligible’. ‘Multiple errors’ correspond to a com-
bination of fluency errors that are difficult to identify separately, e.g. a word
order error combined with wrong word forms and wrong lexical choices. When
multiple errors accumulate on a particular text span, it becomes difficult for an-
notators to distinguish different types of errors and this can result in different
interpretations of the translation errors and lower IAA. ‘Multiple errors’ group
such text fragments under a single error category.
Figure 4.2: An example source sentence and its machine translation, which
contains a number of ‘fluency’ errors. All error annotations in this example are
obtained from the same annotator.
In Figure 4.2, the words ‘de bereik (the range)’ are marked as a ‘grammar
– word form (agreement)’ error due to a lack of concord between the noun
and the determiner. ‘NVA bereik (NVA range)’ and ‘GO staal (GO steel)’ are
compounds in Dutch and need to be written together, leading to ‘orthography –
spelling (compound)’ errors. Finally, a ‘grammar – word order’ error indicates
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the wrong word order in the string ‘GO staal is’. This single error annotation
also points to the correct order ‘is GO staal’ by marking the group of words
that need to switch places separately.
Accuracy errors, on the other hand, are concerned with the extent to which the
source content and the meaning is represented in the target text and can only be
detected when both source and target sentences are analyzed together, as exem-
plified in Figure 4.3. Accuracy errors are split into the following main categories:
addition, omission, untranslated, Do-Not-Translate (DNT), mistranslation, me-
chanical, bilingual terminology, source errors and other accuracy errors.
While ‘addition’ errors refer to target words not represented in the source, ‘omis-
sion’ errors refer to source words not represented in target text. ‘Untranslated’
errors refer to words that are not translated in the target but are copied instead,
when they should have been translated and ‘DNT’ errors correspond to source
words that have been unnecessarily translated into the target language, when
they should not have been translated, e.g. for certain proper names. ‘Mistrans-
lation’ errors refer to source content that has been translated incorrectly. In
contrast to some of the taxonomies (Costa et al. 2015, Lommel, Burchardt and
Uszkoreit 2014), we also define Part-Of- Speech (POS) errors as ‘mistranslation’
errors since a change in POS category can only be detected when source and
target texts are analyzed together. The category of ‘source’ errors allows anno-
tating errors in the source sentence, which can be useful to identify MT errors
that do not only originate from the MT system. Even though punctuation and
capitalization errors are common to all MT error taxonomies described above,
we defined an additional category ‘mechanical’ under accuracy. This category
refers to non-meaning related errors such as punctuation and capitalization er-
rors that are only visible when source and target are analyzed together.
Figure 4.3: An example source sentence and the corresponding MT output with
‘accuracy’ errors.
In Figure 4.3, the translation ‘mededeling (announcements)’ is marked as ‘mis-
translation – word sense’ errors due to the wrong selection of the word sense
of the corresponding English words. ‘Onderzoek (research)’ is not a translation
of ‘search’ and is marked with the ‘mistranslation – other’ error category. For
each accuracy error, the corresponding source and target words are annotated
and linked.
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Certain similarities can be observed between some of the accuracy and fluency
error categories in the error taxonomy, such as ‘extra words’ vs. ‘addition’,
‘missing words’ vs. ‘omissions’ or ‘orthography – capitalization’ vs. ‘mechanical
– capitalization’. As the main distinction between accuracy and fluency errors
in the taxonomy is based on the type of information that is needed to be able
to detect them, accuracy errors do not necessarily imply fluency errors, or vice
versa for that matter, as is clearly shown in the examples in Figures 4.4 and 4.5.
It should also be clarified that content and function words can both be annotated
under accuracy and fluency errors since they are not explicitly associated with
any of these two main error categories.
In the example in Figure 4.4, ‘to lose’ is literally translated as ‘te verliezen’ in
Dutch, which should have been translated as ‘verliezen’. The annotator detects
that there is an extra word in the MT output (‘te’), which causes the sentence
to be grammatically incorrect. This extra word, however, does not amount to
an ‘addition’. In Figure 4.5, we can see that the annotator was able to detect a
comma that should not be there, and annotated it as an ‘orthography punctua-
tion’ error by reading the target text only. The transfer of the apostrophe to the
wrong location in the target and the wrong transfer of the capitalization of the
source phrase ‘BIOLOGICAL ORIGIN’ could only be detected by analyzing the
source and target texts together, which led to ‘mechanical’ error annotations.
In the SCATE error taxonomy, all error categories additionally contain an extra
subcategory ‘other’, which corresponds to errors that fall within an overarching
category but do not belong to any of its subcategories. This category ensures
that while an observed error may not fit the description of existing subcat-
egories in the taxonomy, it can still be annotated. Furthermore, it provides
useful information about the coverage of the taxonomy and the clarity of error
categories.
Figure 4.4: ‘Extra word’ errors, which can be detected in the target text alone,
do not necessarily amount to ‘addition’ errors.
Finally, it must be noted that the SCATE error taxonomy does not claim to be
exhaustive. Even though it is initially designed to cover most common SMT,
RBMT and NMT errors in the English-Dutch language pair, the top categories
of this taxonomy are based on language independent notions (such as ‘accuracy’
and ‘fluency’) and the language specificity increases with each lower level in the
error hierarchy (such as ‘orthography – spelling (compound)’). This hierarchical
structure allows customization of error categories for error classification tasks
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Figure 4.5: ‘Capitalization’ and ‘punctuation’ errors are not always visible in
the target text. In this example, two such errors are annotated as accuracy
errors.
in other language pairs and for other MT architectures.
4.2 SCATE Corpus of MT errors
4.2.1 Data sets
We built a corpus of MT errors consisting of output from three MT systems that
are based on different MT paradigms: SMT, RBMT and NMT. We used Google
Translate (2014)1 as SMT system, Systran2 as RBMT system and Google Trans-
late (2017)3 as NMT system to obtain machine-translation output for all source
sentences. Even though these MT systems are based on the three popular MT
paradigms, they are black box MT systems, which makes it difficult to generalize
our findings to all MT systems based on the same MT paradigms. Nevertheless,
for ease of reading, we refer to these three MT systems as SMT, RBMT and
NMT in the remainder of this thesis.
The source sentences in the corpus of SMT errors were extracted from the
Dutch Parallel Corpus4 (Macken et al. 2011) and consist of an equal number of
sentences from three different text types: external communication, non-fiction
literature and journalistic texts (2963 sentences in total). A text type-balanced
subset of the SMT data set was used to build the corpus of RBMT and NMT
errors (698 sentences in total). Six different annotators (in three pairs), all with
a Master’s degree in Translation, were assigned to the annotation task on the
SMT, RBMT and NMT outputs. We used the brat rapid annotation tool5 to
facilitate the annotation task. In order to compare the error profiles of the
1http://translate.google.com, June, 2014.
2Systran Enterprise Edition, version 7.5. All domains, dictionaries, translation choice files
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three MT architectures, we extracted an SMT sub-corpus from the larger SMT
corpus, which contains the sentences that were also annotated in the RBMT
and NMT corpora. The statistics of each data set are presented in Table 4.2.
SMT SMT-sub RBMT NMT
source target source target source target source target
Sent. 2963 2963 698 698 698 698 698 698
Words 54,015 54,112 12,867 12,866 12,867 12,917 12,867 12,471
Length 18,2 18,2 18,4 18,4 18,4 18,5 18,4 17,9
Table 4.2: Number of sentences (Sent.), number of words and average sentence
length (in number of words), listed for the different data sets used for error
annotation.
To maximize the consistency and reliability of the annotations, the taxonomy,
the accompanying error annotation guidelines and the corpus of SMT errors
were all developed in parallel, interactive cycles of IAA analysis and revision.
After the necessary revisions, the annotations in the corpus of SMT errors were
adapted to the final version of the taxonomy. The final version of the taxonomy
and the annotation guidelines were used to build the corpus of RBMT errors.
Therefore, we provide IAA results only for the corpus of RBMT errors in Sec-
tion 4.2.2. The corpus of MT errors has been extended with NMT data in 2017,
for which the IAA analysis has not been carried out yet.
4.2.2 Alignment-based inter-annotator agreement
Determining IAA for translation error analysis is far from trivial as, depending
on the taxonomy being used, it might involve error detection, error categoriza-
tion and error span annotation. Different methods have been used (Stymne
and Ahrenberg 2012, Lommel, Popovic´ and Burchardt 2014, Daems et al. 2013,
Costa et al. 2015) and in most cases, the comparison of the number of anno-
tated errors per sentence and Cohens kappa coefficient are used to calculate
IAA. Both, however, have shortcomings for the translation error analysis task.
Comparing the number of error annotations per sentence without taking the
error span into account has the potential of interpreting agreement incorrectly,
as annotators might indicate errors of the same category at different locations.
In the worst-case scenario, this method could point to a perfect agreement when
there is no agreement at all. An example is provided in Figure 4.6, in which we
can see a source segment in English and its MT output in Dutch, annotated by
two annotators. In this example, both annotators detected a ‘mistranslation –
word sense (content word)’ error in the same output (apart from other errors)
in two different locations. For this sentence, comparing the number of errors
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for each annotator would incorrectly lead to a perfect agreement score on this
error category.
Figure 4.6: A source segment in English and its MT output in Dutch containing
annotations of ‘mistranslation’ errors provided by two different annotators (in
blue and grey, respectively).
Cohen’s kappa coefficient (k) (Cohen 1960), which attempts to take the prob-
ability of random agreement into account, has been widely used in the NLP




where k denotes the kappa value, p(A) is the probability of the actual agreement
and p(E) is the probability of agreement by chance.
Despite being widely used for assessing IAA, for annotation schemes in which
annotators are allowed to indicate multiple errors on the same or on overlap-
ping text spans (as is shown in Figure 4.7), without the alignment information
between the annotations, it is not entirely clear how kappa should be calculated.
Figure 4.7: Annotations coming from annotator 1 (blue and red) and annotator
2 (grey).
In order to assess IAA for the purpose of translation error analysis, we evaluated
the two underlying tasks of the error annotation process, viz. error detection and
error categorization, separately. To assess IAA on error detection, we considered
the problem of error detection as a binary task, deciding for each word whether
it was part of an annotation span or not and calculated Cohen’s Kappa at word
level.
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To assess IAA on error categorization, we proposed a novel methodology for
alignment-based IAA. In this methodology, we first automatically aligned the
overlapping annotations coming from the two annotators and then calculated
IAA for error categorization on this aligned annotation set using Cohen’s kappa.
The alignment procedure is schematically presented in Figure 4.8 and basically
consists of two steps. In a first step, the text span similarity threshold is being
determined, whereas in a second step this threshold is used to align similar
annotations.
Figure 4.8: Illustrations of (a) text span similarity threshold determination and
(b) the annotation alignment procedure, which uses the text span similarity
threshold to align annotations with similar spans.
The annotations coming from two annotators are first grouped as ‘overlapping’
if the text spans match or intersect. If not, they are categorized as ‘isolated’.
Overlapping annotations can further be subdivided into ‘single overlap’ (when a
single annotation from each annotator overlaps) and ‘multiple overlaps’ (when
multiple annotations are involved).
Aligning the overlapping annotations from the two annotators when the anno-
tations span the same text fragments is a straightforward task. When the text
spans do not match exactly, it becomes difficult to align annotations, especially
in the case of ‘multiple overlaps’. Therefore, we first analyze the text span sim-
ilarities of the annotation pairs in the ‘single overlap’ set, which span different
text fragments. To be able to perform this analysis, we first define text span
similarity (S) of a set of annotations as:
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S = |a1f − af |+ |a1l − al| (4.2)
where a1 and a2 denote the annotations coming from the first and second an-
notator, respectively, and f and l denote the index value of the first and last
characters of an annotation within the corresponding sentence, respectively.
We focus on this subset of the annotations (spanning different text fragments)
in the ‘single overlap’ set to define a text span similarity threshold (t), which is
calculated as the average S value of the annotation pairs when S > 0. In our
data set, t was set at 14 characters. This threshold is used in the second step
to align annotations based on text span similarity.
To align the annotations, we started working on the ‘overlapping’ annotation
set (set 1). Each overlapping annotation pair with an exactly matching text
span (S = 0) is simply aligned (set 2), moved to the ‘aligned’ set and removed
from the ‘overlap pairs’ set. This latter ‘filtering step’ allows us to collect
additional alignments for the remaining annotations in the ‘overlap pairs’ set
or leave isolated annotations behind. If multiple annotation pairs with ‘exact
spans’ are found, the alignment is made only between the annotations with the
same category when available6.
We use t to align annotations based on text span similarity (when annotation
text spans differ less than the t value, set 3) and move them to the ‘aligned’
set. If multiple annotation pairs with ‘similar spans’ are found, the alignment
is made only if the annotations belong to the same error category. Once the
annotations with the ‘exact’ and ‘similar’ spans are aligned, the annotation pairs
in the ‘single overlaps’ set (set 4) are aligned and moved to the ‘aligned’ set.
The alignment process can be illustrated with the examples given in Figures 4.9
and 4.10.
Figure 4.9: Example error annotations coming from two annotators indicated
as red and grey, respectively.
In the first example (Figure 4.9), the ‘grammar – word form (agreement)’ and
‘grammar – word order’ annotations made by the two annotators have exactly
6If there are multiple annotation pairs with exact span and matching categories, no align-
ment is made.
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matching text spans and can easily be aligned. After filtering the aligned an-
notations, the remaining ‘orthography – spelling’ and ‘orthography – punctua-
tion’ errors from the two annotators can additionally be aligned based on text
span similarity, given that text span similarity is under the text span similarity
threshold.
Figure 4.10: Example error annotations coming from two annotators indicated
as red and grey, respectively.
In the second example (Figure 4.10), the ‘grammar – extra word’ annotations
made on the word ‘met ’ and ‘lexicon – lexical choice (content word)’ annotations
made on the words ‘in overvloed met ’ have exactly matching text spans and can
be aligned directly. In this example, the word ‘in’ has been annotated three
times, each annotation having the exact same span. Given that two of these
annotations also match on the error category, we can align the ‘grammar – extra
word’ annotations. After filtering the aligned annotations, no further alignments
are made for the ‘Mistranslation – POS’ and ‘Addition’ annotations since they
do not overlap.
After all alignments are made, we can collect the isolated annotations (set 5).
Any overlapping annotations that are left in the ‘overlap pairs’ are marked as
‘Not-Aligned’ annotations (set 6).
In Figure 4.11, we show the impact of using the alignment procedure by report-
ing the number of annotations that become available for IAA analysis, after
applying the annotation alignment steps for the annotations with ‘exact’ and
‘similar’ spans on the corpus of RBMT errors.
The original annotation set (indicated in the first bar of each annotation group,
for each annotator) consists of 713 overlapping annotations that are aligned,
1690 and 1692 overlapping annotations that are not aligned and 420 and 569
isolated annotations (from annotators 1 and 2, respectively). By aligning an-
notations on the basis of ‘exact’ spans (indicated in the second bar of each
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Figure 4.11: Number of annotations from each annotator in three annotation
groups (isolated, overlaps – aligned and overlaps – not aligned, when different
alignment steps are applied.
annotation group) and afterwards on the basis of ‘similar’ spans (indicated in
the third bar of each annotation group), we reduced the number of annotations
in the ‘overlap no-alignment’ group by more than 58% for each annotator by
moving annotations to the ‘isolated’ and the ‘overlap aligned’ groups. As the
‘isolated’ annotation sets reflect errors that are detected by one annotator but
not the other, the number of annotations in these sets affect the IAA on error
detection. For IAA on error classification, we focus on the annotation pairs in
the ‘overlap aligned’ groups to obtain a large-scale analysis, which consists of
1550 annotations (68% and 72% of all overlapping annotations, for annotator 1
and 2, respectively).
4.2.2.1 Inter-annotator agreement results
We report the IAA results on the RBMT corpus using Cohens kappa (k) and
observed agreement scores. Firstly, we measured IAA on error detection, con-
sidering the binary decision for each word being an error or not. The obtained
kappa score for error detection is 0.66.
Secondly, we used the annotation alignment procedure, described in Section 4.2.2,
to measure IAA for error categorization from taxonomy levels 1 to 3 (level 1
representing the main distinction of ‘accuracy’ and ‘fluency’, while levels 2 and
3 represent deeper levels in the error hierarchy) and provide the IAA results in
Table 4.3. In this table, we report Cohen’s kappa coefficient in two different
stages. First, only for the annotations that the annotators agree on at a higher
level (k) and then, for all annotations (k). Although the exact interpretation
of the kappa coefficient is difficult, according to Landis and Koch (1977), 0.6–0.8
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points to substantial and 0.8–1.0 points to almost perfect agreement.
k k
Taxonomy Level 1 0.78 0.78
Taxonomy Level 2 0.91 0.78
Taxonomy Level 3 0.89 0.70
Table 4.3: IAA results based on Cohen’s kappa coefficient.
While kappa scores inform us of the degree of agreement, they fail to give more
insight into the type of error annotations on which the annotators disagree.
In order to gain a deeper understanding of the nature of these disagreements,
we calculated percentages of the aligned error annotations from the two an-
notators, assuming that they agree on the higher level of the taxonomy. The
annotation matrix in Tables 4.4 and 4.5 gives more information on the nature




Table 4.4: Percentage of annotations for the aligned annotation pairs from the
two annotators on taxonomy level 1. Error categories in the first row represent
the annotations from annotator 1 and the categories in the first column from
annotator 2. Observed agreement in this annotation set is 89%.
Add. DNT Gra. Lex. Mech. Mistra. Multi Omi. Ortho. Untran
Add. 0.2% 0% 0% 0% 0% 0% 0% 0% 0% 0%
DNT 0% 4.2% 0% 0% 0% 1.2% 0% 0% 0% 0%
Gra. 0% 0% 27.8% 1.4% 0% 0% 0.6% 0% 0.3% 0%
Lex. 0% 0% 0.8% 7% 0% 0% 0% 0% 0% 0%
Mech. 0% 0% 0% 0% 0.4% 0.1% 0% 0% 0% 0%
Mistra. 0.1% 0.4% 0% 0% 0% 37.8% 0% 0% 0% 0%
Multi. 0% 0% 0.1% 0% 0% 0% 0.2% 0% 0% 0%
Omi. 0% 0% 0% 0% 0% 0% 0% 1.2% 0% 0%
Ortho. 0% 0% 0.7% 0.5% 0% 0% 0.1% 0% 11.5% 0%
Untrans. 0% 0% 0% 0% 0% 0.3% 0% 0% 0% 2.9%
Table 4.5: Percentage of annotations for the aligned error annotations from the
two annotators on taxonomy level 2, given the agreement on taxonomy level 1.
Error categories in the first row represent the annotations from annotator 1 and
the categories in the first column those from annotator 2. Observed agreement
in this annotation set is 93.3%.
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In the RBMT data set, the most pronounced disagreements can be observed in
the following error categories: ‘lexicon’ vs. ‘grammar’ (total of 2.2%), ‘mistrans-
lation’ vs. ‘DNT’ (total of 1.6%), and ‘multiple’ vs. ‘grammar’ (total of 0.7%).
Such information is useful to detect confusion between certain categories, which
can be used to revise the error taxonomy, error definitions and/or annotation
guidelines further.
4.2.3 Error statistics
In this section, we analyze the errors in different data sets in the SCATE corpus
of MT errors in detail and discuss the differences between the error profiles of the
SMT, RBMT and NMT systems. Table 4.6 gives an overview of the number of
errors for the three levels of the SCATE error taxonomy and for each data set in
the corpus of MT errors. To resolve the disagreements between the annotators,
a consolidation step has been included. Only the annotations both annotators
agreed on were retained in the final corpus.
We can make a number of observations about the translation quality of all three
MT systems by analyzing the distribution of errors they made. Given that the
MT output in the ‘SMT (sub)’, ‘RBMT’ and ‘NMT’ data sets draws on the same
source segments, they can be compared. Looking at the totals, we see that the
RBMT system yielded more errors (3,070) than the SMT system (2,256) and
the NMT system (1,185). 68% of the SMT errors were fluency errors, compared
to 59% in the RBMT system and 61% in the NMT system; 32% of the SMT
errors were accuracy errors compared to 41% in the RBMT system and 39%
in the NMT system. While the NMT system seems to be the clear winner in
almost all error categories, in order to gain more insight into the proportional
distribution of errors per error category, we analyze the annotations in more
detail.
4.2.3.1 Accuracy errors
As shown in Figure 4.12, the large majority of accuracy errors made by all three
systems are ‘mistranslation’ errors (65%, 74% and 69% for the SMT, RBMT and
NMT systems, respectively). The proportions of the remaining accuracy errors
vary between the three systems. While proportionally, the SMT and the NMT
systems made more ‘omission’ and ‘untranslated’ errors, the RBMT system
made more errors in the ‘DNT’ category. Considering that an RBMT system
typically uses a syntactic parser to analyze the source sentence and words, it is
not surprising that such a system makes fewer ‘omission’ errors than a statistical
system, which utilizes automatically generated word and phrase alignment mod-
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Total 10,051 2,256 3,070 1,185
Accuracy 3,241 732 1,265 464
Mistranslation 2,088 474 940 319
MWE 564 135 270 84
POS 198 46 53 17
Word Sense 948 202 569 107
Partial 164 39 3 5
Other 214 52 45 103
DNT 63 14 115 23
Untranslated 283 67 61 48
Addition 185 41 61 1
Omission 531 115 34 62
Terminology 0 0 0 0
Source 21 1 1 1
Mechanical 70 20 52 11
Capitalization 45 14 3 2
Punctuation 18 3 47 7
Other 7 3 2 2
Other 0 0 0 0
Fluency 6,810 1,524 1,806 721
Grammar 4,171 936 855 255
Word Form 1,059 243 142 72
Word Order 1,334 309 376 40
Extra Word 481 104 159 44
Missing Word 1,128 251 153 81
Multi-Word
Syntax
158 26 24 13
Other 11 3 1 5
Orthography 1,117 243 284 94
Spelling 736 134 95 52
Capitalization 44 14 55 14
Punctuation 335 94 134 25
Other 2 1 0 3
Lexicon 1,022 232 527 365
Non-existent 163 51 64 61
Lexical Choice 859 181 463 304
Multiple Errors 497 112 140 7
Other 3 1 0 0
Table 4.6: Number of errors per category, per data set.
4.2 SCATE Corpus of MT errors
els in combination with a language model, which tries to maximize the fluency
of the output without taking the source content into account. NMT systems, on
the other hand, often utilize encoder-decoder models, which encode all the in-
formation stored in the source sentence, before decoding this information in the
target language to produce fluent translations. The encoding-decoding process,
however, does not ensure that all source words get translated into the target
language, which can explain the high number of ‘omission’ errors made by the
NMT system.
Figure 4.12: Proportions of ‘accuracy’ errors per MT system.
The ‘DNT’ errors refer to source words that are translated in the target lan-
guage, while they should have been simply copied from the source text. One of
the explanations for the number of these errors can be attributed to the way
Named Entities (NEs) are handled differently by the three systems. NEs need to
be explicitly encoded in RBMT dictionaries. For our experiments, we relied on
the default dictionaries of the RBMT system, and therefore, it is not surprising
that the RBMT system made more ‘DNT’ errors than both the SMT and the
NMT systems, which can learn how to translate these NEs from its training
data.
The ‘untranslated’ errors refer to source words that are copied to target, while
they should have been translated. The SMT and NMT systems rely on the bilin-
gual training data for vocabulary coverage and do not use explicit dictionaries
to translate words. The ‘unknown’ words often get copied to the target sentence
in SMT and NMT systems and this can be the main source of ‘untranslated’
errors, which account for 9% and 10% of all accuracy errors made by the SMT
and NMT system, respectively, compared to 5% of the accuracy errors made by
the RBMT system.
Looking into the type of ‘mistranslation’ errors that the three systems make
(see Figure 4.13), we notice that the RBMT system made more ‘word sense’
errors compared to the SMT and the NMT systems (61%, 43% and 23% of
all accuracy errors for the three systems, respectively). This category makes
up the majority of ‘mistranslation’ errors for all systems. However, while it is
81
Chapter 4 : Building an error taxonomy and a corpus of MT errors
true that the ‘partial’ errors constitute 8% of all ‘mistranslation’ errors in the
SMT system, the RBMT and the NMT systems make almost no errors in this
category. ‘Partial’ errors are defined as the incorrect and partial translation of
Dutch separable verbs. Such errors in the SMT case can be attributed the use of
phrase alignment models, which often fail to complete long-distance alignments
accurately.
Figure 4.13: Proportions of ‘mistranslation’ errors per MT system.
4.2.3.2 Fluency errors
The RBMT and SMT systems clearly made more fluency errors (1,806 and
1,524, respectively) than the NMT system (721). By looking at the proportions
of fluency errors per MT system in Figure 4.14, we see that one of the problem
areas for the RBMT system seems to be related to making the right lexical
choices. The number of ‘lexical choice’ errors which the RBMT system makes
(527) is more than double the number of SMT errors in the same category (232).
The reason that the SMT system makes better lexical choices can be linked
to the Language Model (LM) component it uses, which prefers more context-
dependent translations. This is in contrast to the RBMT system, which relies
heavily on bilingual dictionaries for making lexical choices, without a separate
monolingual model that considers the context in which the target words are
used. The NMT system also seems to suffer from lexical errors (365), which
account for more than half of all the fluency errors this system makes (0,51%).
Unlike SMT systems, NMT systems do not utilize an explicit LM for the target
language and often rely on encoder-decoder models, which try to maximize
the overall quality of machine-translated text. Even though further analysis
would be required to draw conclusions, lacking explicit LMs, which are able to
prefer context-dependent word and phrase translations can be attributed to the
relative high number of lexical errors made by the NMT system.
Even though the RBMT system makes more fluency errors, it makes fewer gram-
matical errors than the SMT system, because it contains syntactic analysis com-
ponents. Given that the grammatical errors account for the majority of errors in
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Figure 4.14: Proportions of ‘fluency’ errors per MT system.
both systems (61% and 47% for the SMT and RBMT systems, respectively), it
seems that generating grammatically correct translations is challenging for both
MT paradigms. The NMT system, on the other hand, seems to be much more
successful in producing grammatically correct translations. The NMT system
only makes 255 grammar errors, which represent 35% of all fluency errors.
Looking into grammar errors in detail, in Figure 4.15, we see that the SMT
system proportionally made many more errors on the ‘word form’ and ‘missing
word’ categories (26% and 27% respectively), compared to the RBMT system
(17% and 18% respectively). Syntactic analysis and transfer steps, which help
to build target syntactic constructions, can be attributed to the relative success
of the RBMT system in these error categories. Even though the NMT system
makes fewer fluency errors in general compared to both SMT and RBMT sys-
tems, ‘word form’ and ‘missing word’ still make up 28% and 17% of all grammar
errors. The SMT system proportionally made fewer errors when it came to ‘word
order’ and ‘extra word’ categories (33% and 11%, respectively), compared to the
RBMT system, for which these errors make up 44% and 19% of all grammar
errors. Further analysis of long and short-distance word order errors is needed
to gain more insight into what causes errors of this category. The NMT system
clearly outperforms both SMT and RBMT systems with respect to producing
correct word order and not producing extra words in translation, as we only
find 40 ‘word order’ and 44 ‘extra word’ errors in total, which corresponds to
16% and 17% of all grammar errors made by the NMT system.
4.3 Summary
In this section, we presented the SCATE MT error taxonomy and the corpus of
SMT, RBMT and NMT errors for the English-Dutch language pair. Designed in
a hierarchical structure, the SCATE taxonomy draws on the distinction between
accuracy and fluency errors at the top of the error hierarchy. All errors that
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Figure 4.15: Proportions of ‘grammar’ errors per MT system.
can be detected in the target text alone are defined as fluency errors, whereas
errors that can only be detected at bilingual level (source and target) are defined
as accuracy errors. In addition to drawing this main distinction, we also link
the accuracy errors to source and target text, thus providing extra alignment
information with respect to the MT errors.
In order to assess IAA for translation error analysis, we evaluated the two un-
derlying tasks of the error annotation process, viz. error detection and error
categorization, separately. To measure IAA on error categorization, we pro-
posed a new method for alignment-based IAA, which involves the alignment
of annotations coming from different annotators based on text span similari-
ties prior to IAA analysis. We used IAA to first revise the taxonomy, error
definitions and annotation guidelines while a corpus of SMT errors was being
developed. After establishing our taxonomy, we applied it to the translations of
an RBMT system, reported high IAA using Cohens kappa and observed agree-
ment in terms of error annotations in this data set. Finally, we extended the
corpus of MT errors to include NMT data.
We compared the error profiles of the three MT architectures. We observed
that the NMT system made fewer errors than the SMT and the RBMT systems
in almost all error categories. This study confirms similar observations about
the superior quality of NMT systems compared to SMT systems. Moreover, the
error analysis we performed in this study allows us to compare RBMT systems
with SMT and NMT systems, providing valuable information about a larger
range of MT architectures with respect to their strengths and weaknesses. We
see that error profiles of the three MT architectures are different from each other.
While overall, the RBMT system made more accuracy and fluency errors than
the SMT and the NMT systems, it still made fewer errors in the untranslated
category than both MT systems. The RBMT system also proved superior to the
SMT system with respect to omission, mechanical – capitalization and grammar.
Studies that analyze the error profiles of a larger range of MT architectures, such
as this one, can help us build better MT systems in the future.
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More importantly, the SCATE corpus of MT errors provides a basis for future
experiments we conduct on QE of SMT output. In the next chapters, we first
obtain post-edits for the MT output in the SCATE corpus of SMT errors and
analyze the different properties of technical and temporal post-editing effort.
The post-editing task allows us to measure post-editing time for each given
MT segment and per post-editor, which can be used to measure temporal post-
editing effort. Moreover, as we can easily extract HTER scores by comparing
the MT output to its post-edited version, we can also measure technical post-
editing effort. Furthermore, the large number of samples provided in the SMT
data set makes it possible to analyze the predictive power of error types on post-
editing effort, using feature engineering and ML techniques. Finally, it serves as
a valuable training data set for building specialized systems for detecting fluency
and accuracy errors, which we would like to utilize further to build informative
sentence-level QE systems that can provide information about the location and
nature of MT errors.
Even though the focus of this thesis is on SMT quality, the SCATE corpus of
MT errors built for the RBMT and NMT systems provides insights into the
error profiles of additional MT paradigms. Using the SCATE error taxonomy,
we would like to obtain additional annotations in the future. As a result, the
SCATE error taxonomy and the corpus of MT errors can be considered as
valuable tools which can be used to study the relationship between MT errors
and post-editing effort, as well as to develop similar QE methods for other MT
paradigms in the future.
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According to Krings (2001), an analysis of post-editing effort should include
measures of temporal, technical and cognitive effort. Temporal effort refers to
the time post-editing takes and can be directly measured within a CAT environ-
ment. Technical effort refers to the physical actions required to do post-editing,
which is often measured by keystroke loggings or metrics that indicate the post-
edit operations, such as HTER (Human-targeted Translation Edit Rate) (Snover
et al. 2006) (see Chapter 3). Finally, cognitive effort refers to the mental process
and cognitive load in a post-editor’s mind during the post-editing process. In
Chapter 2, we provided an overview of a number of studies in literature, which
analyzed the relationship between different types of post-editing effort.
Our hypothesis is that the different types of MT errors can (at least partially)
explain the cognitive load involved in the post-editing task. Cognitive effort
measurements can therefore be considered essential in order to study its rela-
tionship to MT errors. However, despite the considerable amount of work done
on the cognitive demand imposed by MT output, there is no consensus yet on
how cognitive post-editing effort should be measured (Carl et al. 2011, Lacruz
et al. 2012, O’Brien 2005).
In literature, temporal effort has often been considered as an indication of the
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cognitive load involved in the post-editing task (Koponen 2012, de Sousa et al.
2011, Specia 2011, Temnikova 2010). Moreover, Koponen et al. (2012) and
Lacruz et al. (2014) argue that the technical effort measurements cannot fully
capture the cognitive effort required for correcting different types of errors,
which may also depend on context.
Based on these studies, we consider post-editing time as an indirect measure-
ment of cognitive effort in this thesis and in the next chapters, we use the
SCATE corpus of MT errors to study the relationship between MT errors and
temporal post-editing effort. However, given that the SCATE corpus of MT
errors consists of a different language pair (EN-NL) and comes from a differ-
ent domain than the studies mentioned above, the question arises whether the
observations made in previous studies can be generalized to the data set we use.
In this chapter, we analyze the differences between the information provided by
the technical and temporal post-editing effort exerted by two post-editors, using
the SCATE corpus of MT errors. Our objective is to see whether post-editing
time reflects additional cognitive aspects involved in the post-editing task, which
cannot be observed in technical effort measurements. In this study, we also
analyze whether temporal post-editing effort is influenced by other cognitively
related factors such as the familiarization to post-editing material.
5.1 Comparative analysis
In order to compare the technical and temporal effort involved in the post-
editing task, we analyzed the post-editing efforts exerted by two translators,
both native speakers of Dutch and Master’s students in translation studies.
To this end, we used the largest data set in the SCATE corpus of MT errors,
namely the corpus of SMT errors, which consists of 2,963 sentences. We provide
descriptive statistics of the SCATE corpus of SMT errors in Table 5.1.
Source (EN) Target (NL)
No. sentences 2,963 2,963
No. words 54,015 54,112
Avg. sentence length 18.2 18.2
Table 5.1: Number of sentences, number of words and average sentence length
(in number of words) in the SCATE corpus of SMT errors.
During the post-editing process, besides collecting post-edits made on the MT
output, the Post-Editing Time (PET) (per segment) has been registered. We
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used HTER to measure technical post-editing effort at the sentence level and
calculated HTER scores using the same method as in the WMT’15 and WMT’16
shared tasks, which was already discussed in Chapter 3.
5.1.1 Analysis of temporal post-editing effort
In order to gain insights into the temporal effort involved in the post-editing
process, we analyzed PET for both post-editors. Table 5.2 shows us the PET
statistics on the distribution of PET per segment, per post-editor.
Post-editor 1 Post-editor 2
Mean 66.00 37.15
Median 34.00 26.00
Standard Deviation 156.94 43.49
Skewness1 21.26 4.94
Kurtosis2 669.20 50.98
Table 5.2: Descriptive statistics of PET (expressed in seconds) per segment, per
post-editor.
The main observation that can be made from Table 5.2 is that post-editor 1
seems to post-edit more slowly in general than post-editor 2, given the higher
mean and median values of PET per segment. Figure 5.1 shows the histogram
of the distribution of PET per segment for both post-editors separately. Such
differences in PET give us a general idea about the cognitive load of a post-
editing task per post-editor.
Besides being slower in general, by looking at Figure 5.1, we can also see that
post-editor 1 spent more than 200 seconds for a high number of segments (164),
which again shows us that post-editor 1 had more difficulties in reaching the
final version of the correct translations. Considering the fact that one post-
editor is slower than the other, we analyzed the data further to verify whether
both post-editors work slower/faster on the same MT segments and whether
there are certain segments for which the PET values are unusual for each post-
editor. Especially the unusual PET patterns can indicate outliers for the ML
experiments that will be carried out in Chapter 6.
1Skewness quantifies how symmetrical the distribution is. A symmetrical distribution has
a skewness of zero. An asymmetrical distribution with a long tail to the right (higher values)
has a positive skew.
2Kurtosis is a measure of peakedness (or flatness) of a distribution and quantifies whether
the shape of the data distribution matches the Gaussian distribution. A Gaussian distribution
has a kurtosis of 0. Increasing kurtosis values are associated with the “movement of probability
mass from the shoulders of a distribution into its centre and tails.”
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Figure 5.1: Histogram of PET values per post-editor.
To obtain more detailed information, we looked at the differences of PET per
word between the two post-editors. By using PET per word (instead of PET
per segment), we can normalize the PET values on sentence length. This nor-
malization allows us to distinguish the unusual PET-differences corresponding
to longer and shorter segments from each other. To give an example, a PET-
difference of 10 seconds between the two post-editors for an MT output of 3
words might be more unusual than a difference of 10 seconds for an MT output
of 25 words, given the PET-differences for other segments with similar length.






where PET1seg and PET2seg are the PET-segment values for post-editor 1 and
2 respectively and nmt is the total number of words of the MT segment. Ac-
cording to this definition, positive DiffPETword values indicate higher PET
for post-editor 1 and negative DiffPETword values indicate higher PET for
post-editor 2. Table 5.3 shows the distribution of the differences of PET-word
between the two post-editors while Figure 5.2 shows the histogram of this dis-
tribution.
Table 5.3 and Figure 5.2 confirm the observations that we have made previously,
namely the fact that post-editor 1, in general, performs the post-editing task
more slowly than post-editor 2, given the positive mean (1.96) value. Moreover,
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Table 5.3: Descriptive statistics of the DiffPETword values.
Figure 5.2: Histogram of the DiffPETword values.
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Figure 5.2 also shows us the PET differences per segment, which gives us a more
detailed analysis of the different post-editing patterns of the two post-editors.
One interesting observation that can be made from Figure 5.2 is that there is a
high number of segments (namely 87), for which post-editor 1 was 15 seconds
(or more) slower per word. Given that the distribution of the remaining PET-
differences is centered around ‘0’, such big differences can be considered unusual
and might require special attention.
Since the post-editors worked on segments coming from different topics, we also
analyze the post-editing patterns (with respect to PET) of the first segment per
topic. One hypothesis for this analysis is that unusual post-editing times and
differences in PET per word can be observed when post-editors are correcting
the translation errors on the first segment of a particular topic as they are not
familiar with the context yet. The cognitive effort for the first segment in each
topic can be different from the rest of the segments in the data set for each
post-editor. For this purpose, we made the same analysis on the difference of
the PET values registered for the first segments in each topic. The statistics of







Table 5.4: Descriptive statistics of the DiffPETword values for the first seg-
ments in each topic.
By comparing Tables 5.3 and 5.4, we see that the mean and the median of
the PET-difference distribution between the two post-editors is considerably
higher when they post-edit the first segment of a particular topic. This can be
interpreted as post-editor 1 requiring even more time for post-editing the first
segment for a new topic than post-editor 2, compared to all segments in the
data set.
5.1.2 Analysis of technical post-editing effort
To evaluate the technical post-editing effort involved in correcting MT output,
we analyzed the post-editing behavior of the two post-editors in respect of HTER
scores on the same data set. We calculated HTER scores for each segment
by comparing the MT output to its post-edited version. Table 5.5 gives the
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Figure 5.3: Histogram of the DiffPETword values for the first segments in
each topic.
statistics of the HTER distribution of all the segments in this data set.
Post-editor 1 Post-editor 2
Mean 0.22 0.24
Median 0.20 0.22
Standard Deviation 0.21 0.21
Skewness 1.70 2.11
Kurtosis 10.01 17.48
Table 5.5: Descriptive statistics of the HTER values per segment, per post-
editor.
In Table 5.5, we can see that the distribution of HTER scores for the two post-
editors are quite similar, unlike the PET values we observed in Table 5.2.
Moreover, we analyzed the difference in HTER scores between the two anno-
tators. We define the difference in HTER between the two annotators, per
segment, as follows:
DiffHTER = PEHTER − PEHTER (5.2)
where PE1HTER and PE2HTER denote the HTER scores for post-editor 1 and
post-editor 2, respectively. According to this definition, positive DiffHTER
values indicate higher HTER values for post-editor 1 and negative values indi-
cate higher HTER values for post-editor 2. The descriptive statistics and the
histogram of the DiffHTER distribution are provided in Table 5.6 and Fig-
ure 5.4.
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Table 5.6: Descriptive statistics of the DiffHTER values.
Figure 5.4: Histogram of the DiffHTER values.
5.1 Comparative analysis
Even though we have previously observed that post-editor 1 was in general
slower than post-editor 2 (in Table 5.3 and Figure 5.2) Table 5.6 and Figure 5.4
suggest that post-editor 1 did not necessarily make more changes (i.e. post-edit
operations) to the MT output than post-editor 2. On the contrary, the higher
mean and median values indicate that post-editor 2 made slightly more changes
to the MT output to reach a correct translation.
To inspect the HTER patterns for the first segments in each topic, we make a
final analysis and show the statistics and the histogram of the distribution of the







Table 5.7: Descriptive statistics of the DiffHTER values for the first segments
in each topic.
Figure 5.5: Histogram of the DiffHTER values for the first segments in each
topic.
From Table 5.7 and Figure 5.5, we can see that the difference in HTER scores
for the first segments in each topic have a similar distribution compared to all
segments in this data set (provided in Table 5.6 and Figure 5.4).
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5.2 Discussion
In this chapter, we made a number of valuable observations about the technical
and temporal post-editing effort involved in correcting MT output. First of all,
we noticed that the differences we observed in temporal effort exerted by the
two post-editors were not present when technical effort was measured. This
clearly shows that PET reflects the additional cognitive load involved in the
post-editing task, which is not reflected by the technical effort measurements.
This observation confirms the findings from previous studies and allows us to
further hypothesize that the different types of errors made by an MT system
can explain the cognitive effort involved in the post-editing task, which can
indirectly be measured by temporal effort, and technical effort measurements
are not informative enough to study this relationship. The differences we ob-
served in PET between the two post-editors, can be considered as an additional
challenge for building ML systems to predict temporal post-editing effort. The
PET differences suggest that the cognitive effort involved in post-editing task
varies between post-editors. Therefore, using PET measurements from a single
post-editor can lead us to make false generalizations about the cognitive load
involved in the post-editing task in general.
Secondly, we observed that the PET measurements show an even greater dif-
ference between the two post-editors on the first segments of each topic. This
observation suggests that there are additional factors that affect PET and cog-
nitive post-editing effort. Unlike PET, we were not able to make the same
observation for HTER scores, which further suggests that not all the cognitive
effort involved in the post-editing task is captured by technical effort measure-
ments.
For studying the relationship between MT error types and the cognitive effort in-
volved in correcting them, PET seems to be a valid measurement of post-editing
effort. However, technical effort measurements are still useful for understanding
MT quality in general and such measurements are commonly used in QE tasks
(see Chapter 3). Moreover, the studies involving technical effort measurements
provide insights into the state-of-the-art methods used in the QE task. In the
next chapters, while we focus on PET for studying the relationship between
MT errors and post-editing effort, we apply the ML systems we build for pre-
dicting temporal effort also on predicting technical effort. This will additionally
allow us to assess whether our efforts on predicting PET can successfully be
transferred to the task of estimating technical effort.
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The predictive power of MT errors on temporal
post-editing effort
From a post-editor’s perspective, MT quality can be considered of the highest
level when the MT system makes no serious translation errors, in other words
when the effort required to post-edit is minimal. Despite the obvious relation-
ship between the cognitive effort involved in post-editing and the translation
errors made by the MT system, the impact and the predictive power of different
types of MT errors on post-editing effort are yet to be fully understood.
In the previous chapter, we argued that temporal post-editing effort (measured
in terms of PET per segment) is able to reflect the cognitive effort involved
in the post-editing task. Bearing in mind that the different error types an MT
system makes can explain the cognitive effort involved in correcting them, in this
chapter, we investigate whether ML techniques can be used to estimate PET,
by using gold-standard MT errors as features. We analyze the SCATE corpus of
SMT errors, consisting of 2,963 sentence pairs of source (EN) and SMT output
(NL) and manual error annotations for each MT segment, in combination with
post-edits obtained for each MT output by two post-editors and the average
PET calculated per sentence. By using gold-standard error annotations we
define an upper boundary for estimating PET, when the errors made by the
MT system are known.
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Accurate detection of all MT error types can be considered as a challenging task,
considering the different linguistic properties they represent. In this study, we
apply various feature selection methods not only to seek a minimal subset of fea-
tures without reducing estimation performance but also to reveal the predictive
power of different error types on PET. The results of our experiments show us
whether successful two-step QE systems for estimating PET can be built with
less effort in the future, namely by detecting a subset of MT error types with
highest impact on PET in the first step and using them to estimate PET in the
second step.
6.1 Data set
In our experiments, we used the SCATE corpus of SMT errors consisting of
87 sections of consecutive text1 with a total of 2,963 sentence pairs of English
source sentences and their corresponding SMT output. The SCATE corpus con-
tains manual error annotations for each sentence pair, following the annotation
guidelines from the SCATE MT error taxonomy as described in Chapter 4, for
which the IAA results showed high agreement between the two annotators who
made the error annotations.
Instead of using all post-edited sentences of this data set in ML experiments,
we first removed outliers inspired by the analysis made in Chapter 5. Based
on different post-editing patterns we observed in the first lines of each segment
in each topic, we removed these sentences from the data set as outliers. In
the remaining data set, we additionally observed large PET (per word) differ-
ences between the two post-editors, the largest values being 653 and 77 seconds,
indicating the extra time post-editor 1 and 2 used, respectively. Such high val-
ues indicate abnormalities in post-editing behaviour, which for example can be
caused by leaving the editor on while taking a break from the post-editing task.
As a result, we additionally removed the sentences with the largest PET (per
word) differences (3% from top and bottom) in this reduced data set, which
was a ratio that removed the most extreme values while reducing the size of
the data set minimally. In total, we removed 263 sentences as outliers and used
the remaining 2,700 sentences in the ML experiments. In the resulting data set
the maximum PET (per word) differences were measured as 11 and 7 seconds,
indicating the extra time post-editor 1 and 2 used respectively. Given the differ-
ences between the temporal post-editing effort exerted by the two post-editors,
in order to make better generalizations, we used the average PET values of the
two post-editors in the final data set. The descriptive statistics with respect to
the average PET values in this data set are provided in Table 6.1.
1The average number of sentences per topic is 33, with a standard deviation of 21.
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Coef. of variation 0.85
Skewness 1.31
Kurtosis 4.72
Table 6.1: The descriptive statistics of the PET values in the final data set.
6.2 Feature engineering and experimental setup
We considered two main aspects of error annotations for feature extraction, the
number of errors and the number of words being annotated as errors. The second
aspect is important for error types whose annotations indicate a long span of
words, such as Fluency – Grammar – Word Order. We provide an annotation
example for this error category in Figure 6.1
Figure 6.1: A source sentence in English and its machine translated version in
Dutch with an example of a Fluency – Grammar – Word Order (Flu-Gra-Ord)
error annotation (ignoring other errors in the MT output).
In Figure 6.1, the Flu-Gra-Ord error annotation indicates the necessity of the
long-distance reordering of the word “bevindt (located)”, which is linked to the
reflexive word “zich (itself)”, to appear before the text fragment “meer dan de
helft van de opwekking van windenergie capaciteit (more than half of the wind
energy generation capacity)”. In this example, the error annotation does not
only span the word “bevindt”, which needs to be moved within the sentence, but
it also spans all the other words that are affected by the word order problem.
This annotation approach often leads to error annotation consisting of a large
number of words.
We extracted the three features for each type of MT error as follows:
1. err, the number of errors,
2. w rep, the number of words annotated as errors in which words are counted
multiple times for each error annotation spanning them,
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3. w norep, the number of words annotated as errors in which words are
counted only once, even in case of multiple annotations spanning them.
By extracting the w rep and w norep features besides the err feature, we give
the ML systems the possibility to model annotations with long word spans, if
they turn out to be informative for estimating PET. Moreover, we assume that
the increasing number of words in error annotations can explain the increase in
actual PET values better than the number of errors for certain error types. The
w rep and w norep features make this information implicitly available.
While we expect the MT errors to contribute most to PET, there are other
straightforward factors that can increase PET. Tatsumi (2009), for example, re-
ported that source sentence length has an impact on PET. Similarly, Koponen
(2012) found out that very long sentences tend to score low in human evalua-
tions. Therefore, we also added the length of the source and target (MT output)
sentence as features:
• source length, the length of the source sentence, in number of words
• target length, the length of the MT output, in number of words
There are a number of algorithms that can be used to estimate PET with the
given feature sets, each having their strengths and weaknesses. Linear regression
(LR) is generally a fast algorithm to train and its models are easy to interpret.
On the other hand, we do not know whether the relation between the MT
errors and PET is linear. Therefore, we also experimented with two additional
non-linear algorithms, namely Random Forests (RF), which is an ensemble of
decision trees, and Support Vector Machines (SVM) with RBF kernel. Prior to
training the ML systems, we scaled the feature values to the [0, 1] range2.
We measured the estimation performance against PET using the Pearson cor-
relation coefficient (r), Mean Absolute Error (MAE) and Root Mean Squared
Error (RMSE). Pearson correlation coefficient is a measure of the linear cor-
relation between two variables. The possible values of r lie between −1 and
+1 (inclusive), where +1 indicates total positive linear correlation, 0 indicates
no linear correlation and −1 indicates total negative linear correlation. On the
other hand, both MAE and RMSE measure the difference between the system
predictions and the gold-standard PET values in seconds. While MAE shows
the average absolute difference between the two variables, RMSE amplifies large
errors by taking the square root of the mean of the squared differences between
2The formula for scaling the feature values is defined as xn =
x−min(x)
max(x)−min(x) , where x is
the original value of a given feature and xn the normalised value.
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the two variables. According to Graham (2015), MAE and RMSE are flawed
measures of estimation performance with respect to PET and HTER. A system
that correctly predicts the most common value in the gold PET distribution
and centers predictions around it with a conservative variance can achieve lower
MAE and RMSE, which is likely to lead to an overestimation of the ability
of such systems and an underestimation of the accuracy of systems that pre-
dict the PET values better in the tails of the gold-standard PET distribution.
We have actually observed this behaviour on the ML systems we built for the
WMT’15 shared task, which was outlined in Chapter 3, in Figure 3.3. MAE and
RMSE are most susceptible in this respect when gold labels have a unimodal
distribution with relatively low standard deviation (Graham 2015). These two
properties can be observed for the PET distribution of the data set we used in
our experiments, as shown in Table 6.1. While the low coefficient of variation
(< 1) indicates relatively low standard deviation, the combination of skewness
and kurtosis values indicates unimodality (Klaassen et al. 2000)3. According to
Graham (2015), the Pearson correlation coefficient avoids the vulnerabilities of
MAE and RMSE, as it is a unit-free measure that remains stable with respect
to changes in location and scale of either the estimations or the gold standard
values. Furthermore, this key property of Pearson correlation makes it possi-
ble to compare results across different studies that employ different gold label
representations (Graham 2015).
Therefore, we optimized the hyper-parameters of all algorithms with respect
to r, when applicable4 and considered r as the primary evaluation criterion to
compare the estimation performance of different systems we built in this study.
To evaluate the estimation performance of the systems, we performed nested
cross-validation (Varma and Simon 2006, Cawley and Talbot 2010). We built
nested cross-validation loops consisting of an inner loop, which performs hyper-
parameter optimisation (5-fold) and an outer loop, which is used for measuring
the systems performance (10-fold). In order to ensure a fair comparison between
different algorithms and feature sets, we kept the folds constant over the different
experiments. We set negative estimation values to zero, as negative PET is not
a valid estimation. We report the average nested cross-validation results with
respect to r, as well as MAE and RMSE for all learning algorithms and all levels
of error granularity.
3A distribution F is considered unimodal when s − k ≤ 

, where s is the skewness and
k is the kurtosis of F .
4For SVM, the gamma, C and epsilon parameters were optimized. Each RF was built
using 1,000 decision trees and optimization was done for the parameters corresponding to the
max. number of features, the max. depth and the min. number of samples in each tree.
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6.3 Estimating post-editing time
To analyze the relationship between the MT errors and PET, we performed two
sets of experiments. Given that all errors in the MT output are annotated, we
investigated in a first experiment (detailed in Section 6.3.1) what the impact is
of the different levels of MT error granularity on PET estimation performance.
In the second set of experiments (detailed in Section 6.2), we performed feature
selection to select the minimal subset of error types without reducing the esti-
mation performance and analyzed the impact of individual features on PET. For
all experiments, we used the filtered data set of 2,700 sentences. We extracted
features for each MT output at sentence level and we used the average PET
values from the two annotators as the values to predict.
6.3.1 Impact of the granularity level of error classification
and learning algorithm on estimation performance
For the first experiment, we distinguished between five different granularity
levels of the error classifications. In the first granularity level, the total number
of MT errors is taken into account without further classification of the type of
errors. Levels 2-to-5, represent the error classifications of the different hierarchy
levels of the SCATE error taxonomy (see Figure 4.1). The classification of errors
as accuracy and fluency corresponds to the granularity level of 2. Similarly,
increasing detail in error classifications in the taxonomy corresponds to the
increasing granularity levels. For each granularity level we extracted the three
features per MT error type, namely, err, w rep and w norep. In this feature
representation, error types that could not be categorized further, have been
carried on to higher levels of granularity. To illustrate this with an example,
we can consider the Accuracy – Addition error category, which is introduced at
Level 3. As Accuracy – Addition has no further subcategories that correspond to
increased levels of granularity, it is further carried on to Levels 4 and 5. On the
other hand, error types that could be categorized further, have been replaced by
their subcategories in the higher levels of granularity. The number of features
per MT error type for each granularity level is presented in Table 6.2.
An overview of the average nested cross-validation results for the different learn-
ing algorithms and the feature sets with different granularity levels of error clas-
sification is presented in Figure 6.2. Figure 6.2 (a) shows the average nested
cross-validation results with respect to r, while Figure 6.2 (b) presents the MAE
and RMSE results.
A number of important observations can be made by looking at Figure 6.2.
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1 - coarse grained 2 1 3 5
2 2 2 6 8
3 2 13 39 41
4 2 28 84 86
5 - fine grained 2 33 99 101
Table 6.2: Number of features extracted per granularity level.
(a)
(b)
Figure 6.2: (a) Pearson correlation and (b) MAE (left) and RMSE (right) scores
for the different learning algorithms and different granularity levels of error
classifications. The exact values for Level 1 and Level 5 are displayed above the
respective bars.
First of all, by using the features described above, we could train systems whose
estimations achieved high and statistically significant (Krehbiel 2004) linear
correlation with actual PET and provide relatively low MAE and RMSE scores.
The best MAE score we observed, for example, points to an average of 16.25
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seconds difference between the estimations of the SVM system and the actual
PET values.
With respect to the choice of the learning algorithm, we observed that the SVM
classifier performed best with respect to r and MAE, whereas RF performed
best with respect to RMSE, although the differences in performance are modest.
The three learning methods showed also differences in estimation performance
depending on the granularity level of the MT error types being used as features.
While the performance of the LR system gradually decreased with increasing
granularity of error classification, this was not the case (and was, in fact, the
opposite) for the RF and SVM systems.
The features that are based on the most fine-grained error typology (Level 5)
yielded the best estimation performance against all evaluation criteria for SVM
and RF. Interestingly, RF and SVM only achieved an outspoken positive ef-
fect in estimation performance with respect to r, when the most fine-grained
error classification is used. Although the SVM and RF still achieved the best
performance with respect to MSE and RMSE using the same feature set, the
improvements obtained at Level 5 were modest compared to the features based
on lower granularity levels, with respect to these two evaluation criteria. This
difference could be explained by the fact that r was used for hyper-parameter
optimization for each SVM and RF system we trained. On the highest detail
level (Level 5) three (out of five) error classes, namely Accuracy – Mistransla-
tion – Word Sense Disambiguation, Fluency – Grammar – Missing Words and
Fluency – Lexicon – Lexical Choice further distinguish between content and
function words. Even though further analysis is necessary to reach a conclusion,
improvements obtained in estimation performance at this level can be associ-
ated with the informativeness of this distinction in the error annotations. This
observation is also in line with the findings of Koponen et al. (2012), who ob-
served that the cognitive challenge involved in post-editing certain error types,
such as extra/missing words, varied depending on the extra or missing word
being a function or a content word.
6.3.2 Feature selection and the predictive power of error
types on post-editing time
Given the upper boundary we obtained for estimating post-editing speed using
all MT errors as features, we set up a second experiment in which we wanted
to obtain a minimal set of features without reducing the estimation perfor-
mance and investigate the impact of different MT error types on estimation
performance. Feature selection methods do not only help create an accurate
predictive model, they also choose the relevant features that are informative
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whilst requiring less data. Therefore we considered them as valuable tools for
analyzing the impact of MT error types on estimation performance and PET in
this study.
There are three main approaches to feature selection, namely filter, wrapper
and embedded methods (Guyon and Elisseeff 2003). Filter methods, such as
Correlation-based feature selection (CFS) (Hall 1999) and Principal Compo-
nent Analysis (PCA) (Wold et al. 1987) select feature subsets based on their
properties, ignoring their effect on the performance of the learning algorithm
being used. Wrapper methods consider the selection of a set of features as a
search problem, where different combinations are prepared, evaluated and com-
pared to other combinations. The goal is to find a subset of features according
to their informativeness to a given estimator. More specifically, in our case
the features (MT error types) are analyzed with respect to their contribution
to PET prediction. Genetic algorithms (Holland 1992), Sequential Backward
Selection (SBS) (Fukunaga 1990), Sequential Forward Selection (SFS) (Kittler
1978) or Sequential Forward Floating Selection (SFFS) (Pudil et al. 1994) are
examples of wrapper methods. Finally, embedded feature selection methods
learn which features best contribute to the accuracy of the model while the
model is being created. The most common type of embedded feature selection
methods are regularization methods, which are also called penalization meth-
ods, since they introduce additional constraints to bias the model toward lower
complexity (or fewer coefficients). Examples of regularization algorithms are
the LASSO, Elastic Net and Ridge Regression.
In order to determine the minimal set of features (MT error types) which con-
tribute most to PET prediction, we experimented with both embedded and
wrapper feature selection. We experimented with LASSO (see Section 6.3.2.1)
as the embeddded method, while tried out SFFS (see Section 6.3.2.2) as the
wrapper method.
6.3.2.1 LASSO embedded feature selection
LASSO is a regularization algorithm introduced by Tibshirani (1996), to im-
prove the prediction accuracy and interpretability of regression models by per-
forming both variable selection and regularization. LASSO finds an estimator
that minimizes the sum of squared errors (as in linear regression) with an added
factor of the sum of the absolute value of the coefficients (L1 regularization):
argminW (‖y −XW‖ + λ‖W‖) (6.1)
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where X is the matrix of the features, y is the response vector, W is the co-
efficient vector and λ is a positive regularization parameter. By assigning zero
coefficients to some features, the L1 penalty acts as a feature selection tool.
Even though ridge regression and elastic-net also use regularization techniques
to reduce overfitting (L2 and L1/L2 respectively), its ability to yield sparse so-
lutions makes LASSO the preferred embedded feature selection method in this
study. Figure 6.3 give an overview of the nested cross-validation results of the
LASSO system5 using the same five sets of features, in comparison with the
results from the three learning methods tested in Section 6.3.1.
(a)
(b)
Figure 6.3: (a) Pearson correlation and (b) MAE (left) and RMSE (right) scores
of LASSO, in comparison with LR, SVM and RF using the feature sets with
different granularity levels of error classifications. The exact values for Level 1
and Level 5 are displayed above the respective bars.
Using the most fine-grained error classification as features, LASSO did not only
outperform LR with respect to all evaluation criteria, it also performed best with
respect to r and RMSE compared to all other systems. It is also important
to note that the L1 regularization seems to have a big impact on estimation
performance with respect to r, which can be seen when LASSO is compared to
LR. While the performance of the LR system decreased down to 0.704, with
5The inner loop in nested cross validation has been used to optimize the LASSO regular-
ization parameter λ.
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increasing error granularity and number of features, the performance of the
LASSO system increased (similar to SVM and RF) to 0.732. In order to gain
more insight in the nature of this discrepancy, we compared the coefficients of
the Level 5 LR and LASSO models and found that LR generated a more complex
model with much larger coefficients than LASSO, which can be considered as
a sign of overfitting and can explain the low performance of the LR model on
unseen data.
As a result of its inherent feature selection process (penalizing the coefficients
and shrinking many of them to zero), the features that are assigned non-zero
coefficients in the LASSO model form a feature subset. When we looked at the
coefficients in the LASSO model, we saw that it consisted of only 37 non-zero
coefficients (out of 101 features that were available in total). As each MT error
type is represented with three different but potentially correlated features (err,
w rep and w norep), it is possible that the LASSO model selects one out of three
features per error category without necessarily reducing the number of MT error
types being used for estimating PET. When we analyzed the reduced feature
set further, we saw that out of 33 MT error types that are present in the Level
5 feature set, 25 of them were still represented with non-negative coefficients
by at least one of the three different features per error category. Out of the 25
error types, six of them were represented by multiple features (as a combination
of err, w rep and w norep). Only the following seven MT error types obtained
zero coefficients of the three features:
• Accuracy – Mistranslation – Partial Translation (Acc-Mistra-Partial)
• Accuracy – Mechanical – Capitalisation (Acc-Mech(Cap))
• Accuracy – Other (Acc-Other)
• Fluency – Orthography – Spelling – Diacricitcs (Flu-Orth-Spel(Diac))
• Fluency – Orthography – Spelling – Other (Flu-Orth-Spel(Other))
• Fluency – Orthography – Punctuation (Flu-Orth-Punct)
• Fluency – Other (Flu-Other)
These seven error categories make up 7.6% percent of the total number of error
annotations in the SCATE corpus of SMT errors, Flu-Orth-Punct making up
the largest proportion of it. While it is interesting to see that Flu-Orth-Punct
is completely excluded in the final model, the features with positive coefficients
still represent 92.4% of all MT error annotations in the data set. As a result,
although the LASSO model achieved better estimation performance with a re-
duced feature set, a large reduction in number of features cannot be attributed
to the number of MT error types, or to the total number of errors represented
in the final model.
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6.3.2.2 Stepwise floating forward feature selection (SFFS)
We experimented with SFFS as wrapper feature selection method. The basic
idea behind the SFS method is that it starts with an empty set of features and
successively adds features, provided that adding a feature improves the estima-
tion performance. In addition to providing a feature subset, forward feature
selection methods allow for analyzing the impact of adding individual features
on estimation performance at each feature addition step. The floating variant
SFFS can be considered as an extension of the simpler SFS, as it performs an
additional feature removal step after each addition step, provided that remov-
ing a feature improves the estimation performance. SFFS therefore samples a
larger number of feature combinations as feature subsets and has been shown
to perform well among the sequential search algorithms (Ferri et al. 1994, Kudo
and Sklansky 2000). We applied SFFS to SVM (with RBF kernel) and linear
regression, using Level 5 features, as follows:
1. Start with an empty feature set Y  = {φ}
2. Select the next best feature x+ = argmaxJ(Y k + x)
x≤/∈≤Y k
, where J(Y k + x)
denotes the criterion function used to evaluate the subset obtained by
adding x to the feature set
3. Update the feature set Y (k + ) = Y k + x
+; k = k + 1
4. If estimation performance decreases J(Y (k + )) < J(Y k), stop
5. Select the worst feature x− = argmaxJ(Y k − x)
x≤/∈≤Y k
, where J(Y k−x) denotes
the criterion function used to evaluate the subset obtained by removing x
from the feature set
6. If
• the worst feature reduces estimation performance J(Y k−x) > J(Y k)),
update the feature set Y (k + ) = Y k − x−; k = k + 1
• go to Step 3
Else
• go to Step 2
We report the performance of Linear Regression (LR) and SVM for each fea-
ture addition/removal step in SFFS, with respect to r, MAE and RMSE in
Figure 6.4. For this experiment, we adopted the same model training and eval-
uation methodologies as described in Section 6.3.1.
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(a)
(b)
Figure 6.4: The estimation performances of LR and SVM for each SFFS step,
with respect to (a) r and (b) MAE and RMSE.
A first observation we can make regarding Figure 6.4 is that both the LR and
the SVM systems reach the same estimation performance with respect to r
(0.737), with a similar number of SFFS feature addition/removal steps (22 and
23 steps for LR and SVM, respectively), and beat all the systems we built so
far. Similar observations can be made for both algorithms and their estimation
performance at each SFFS step with respect to MAE and RMSE. By using the
SFFS feature sets, both the LR and the SVM systems also beat all previous
systems we built with respect to RMSE (23.67) and MAE (16.16), respectively.
While the difference between the performance of the two algorithms is minimal
with respect to r and MAE, LR seems to perform better than SVM with respect
to RMSE (23.67 and 24.72, respectively).
As we have established in Section 6.3.2.1, LASSO provided a fixed set of reduced
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features consisting of non-zero coefficients in the final model (by shrinking re-
maining feature coefficients to zero). SFFS, on the other hand, allows us to
further track the improvements in estimation performance with each feature
addition/removal step and to analyze the predictive power of the different fea-
ture subsets.
By looking at the performance scores of different SFFS feature subsets achieved
in Figure 6.4 (a), we can see a trend of continuous improvement in estimation
performance (although at decreasing rate), until both the LR and the SVM
systems reach the best performance. In fact, both systems beat all the previous
systems we built (with an r score of 0.733), after only 14 and 15 SFFS steps
(LR and SVM, respectively). Furthermore, both the LR and the SVM systems
achieve 99% of their maximum performance only after 10 SFFS steps (with r
scores of 0.726 and 0.725, respectively).
Also for MAE and RMSE, Figure 6.4 (b) shows that the feature addition/removal
steps after SFFS step 15 contribute only minimally to their estimation perfor-
mance. As a result, we can conclude that the first 14 (for LR) and the first 15
(for SVM) MT error types that are added to the SFFS feature set seem to be
highly informative for estimating PET. In Table 6.3, we provide all Level 5 MT
error types used by both systems and indicate the SFFS steps they are added
to or removed from the SFFS feature set.
First of all, in Table 6.3, we see that the target length feature has been found
to be the most informative of all the features provided. Both LR and SVM
systems use this single feature in isolation at the first SFFS step to achieve a
solid performance (r = 0.662). The source length feature has been added to
the feature set only at SFFS step 15 and 10 by LR and SVM, respectively.
with respect to the features based on MT errors, the most important conclusion
we can draw from Table 6.3 is that the LR system uses only 18 error types in
total and that the SVM system further reduces the number of error types to 15
with a view to achieving maximum estimation performance. Interestingly, all
15 error types used by the SVM system are also found to be informative by the
LR system for estimating PET. The three error types that are used by the LR
system but not by the SVM system are:
• Accuracy – Mistranslation – Partial Translation
• Accuracy – Mechanical – Punctuation
• Accuracy – Mechanical – Other
Similarly, the 10 error types out of the first 13 error types both systems preferred
were the same. It seems that the two algorithms largely agree on the most
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Target length 1 N/A 1 N/A
Source length 15 N/A 10 N/A
Acc-Mistra-MWE 2 err 2, 17, -19 w rep, err,
-w rep
Acc-Mistra-Sense(Cont) 5 err 5 err
Acc-Mistra-Sense(Funct) 20 w rep 12 w rep
Acc-Mistra-POS 14 err 8 err
Acc-Mistra-Partial 16 w rep N/A N/A
Acc-Mistra-Other 13 err 14 err
Acc-Untrans 8 err 9, 21 err, w rep
Acc-Mech(Punct) 19 err N/A N/A
Acc-Mech(Other) 22 err N/A N/A
Flu-Gra-Order 9 w norep 11 w rep
Flu-Gra-MultiWord 4 err 4, 18, -23 err, w rep,
-w rep
Flu-Gra-Miss(Cont) 11 err 13 err
Flu-Gra-Miss(Funct) 7 w rep 7 err
Flu-Gra-Form(Agree) 12 err 16 err
Flu-Gra-Extra 21 err 15 err
Flu-Lex-Choice(Funct) 10 w rep 22 w rep
Flu-Orth-Spel(Comp) 3 err 3, 20 err, w rep
Flu-Multi 6, 17, -18 err, w rep,
-err
6 err
Table 6.3: The length features and Level 5 MT error types that are included
in the SFFS feature sets obtained by the LR and SVM systems, respectively.
Removed features and the removal steps during SFFS are indicated with “-”.
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informative error types. Finally, the high level of agreement between the two
systems can further be observed with respect to the features they preferred for
each MT error type. While both systems preferred the count-based features
(err) for most error types, they seem to find the number of annotated words
(w rep or w norep) better predictors for a number of error types, including
Fluency – Grammar – Word Order.
Although many different subsets of the SFFS feature set can be selected with
different trade-offs between estimation performance and the number of MT error
types, we provide the different properties of three feature subsets used by the LR
and the SVM systems in Table 6.4. These feature subsets are A (the full SFFS
feature set), B (the features that were enough to beat all previous systems)
and C (the features needed to achieve the 99% of the maximum estimation
performance).
LRA SVMA LRB SVMB LRC SVMC
r score 0.737 0.737 0.733 0.733 0.726 0.725
# of SFFS steps 22 23 14 15 10 10
# of MT error types 18 15 12 13 9 8
# of Accuracy errors 9 6 4 6 3 4
# of Accuracy – Mis-
translation errors
6 5 3 5 2 3
# of Fluency errors 9 9 8 8 6 4
# of Fluency –
Grammar errors
6 6 5 5 3 2
% of error annota-
tions covered
76% 74% 64% 63% 43% 31%
Table 6.4: Different properties of the three SFFS feature sets, used by the LR
and the SVM systems.
There are two interesting observations we can make from the figures provided
in Table 6.4. First of all, both systems were able to reduce the number of MT
error types they used to estimate PET, with only minimal losses in estimation
performance. The LR and the SVM systems both achieve relatively high es-
timation performance by using 9 and 8 error types (C), which cover 43% and
31% of all error annotations in the SCATE corpus of SMT errors, respectively.
These error types can be seen in Table 5 by looking at the “SFFS step” values
(up to 9 for LR and up to 8 for SVM).
Secondly, most of the error types we observe in all three SFFS feature subsets
for both algorithms belong to Fluency – Grammar and Accuracy – Mistrans-
lation errors. This observation seems to be in line with the findings of Daems
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et al. (2015) in which mistranslation, structural issues and word order issues are
observed as the most common error categories as predictors of different post-
editing effort indicators for the English-Dutch language pair. Furthermore, er-
rors due to incorrect part-of-speech, untranslated words, idiomatic expressions
and word order are all a part of both LRA and SVMA feature sets, which were
associated with longer PET by Koponen et al. (2012) for the English-Spanish
language pair. Three out of the four error types reported by Koponen et al.
(2012) are also subcategories of Accuracy – Mistranslation or Fluency – Gram-
mar errors in the SCATE MT error taxonomy.
Even though SFFS does not guarantee to find a globally optimal feature subset,
we can be confident that all reduced feature sets provided in Table 6.3 and
Table 6.4 contain highly informative features and error types for estimating
PET, for three reasons. First of all, all of the improvements observed in PET
estimations of the SVM system, at each SFFS feature addition/removal step,
were statistically significant (p < 0.05)6. We observed statistical significance
also for the improvements observed at each SFFS step for the LR system with
two exceptions, namely the addition of the error type Accuracy – Untranslated
at step 8 and the addition of source length at step 15. Secondly, in SFFS, the
feature removal step does not only aim to optimize the estimation performance
but also works as a confidence measure, which tells us if forming a new feature
combination by adding the best feature at each step renders other features in the
feature set detrimental with respect to estimation performance. We observed
feature removal steps for the LR system (at SFFS step 18) only once and for the
SVM system (at SFFS steps 19 and 23) only twice. Furthermore, all removed
features in both feature sets corresponded to error types that were already
represented with multiple features. In other words, the feature removal steps
never reduced the MT error types that were represented in the feature subsets
used by the LR and the SVM systems. This means that all the MT error types
that are added to the SFFS feature sets contributed to the improvements in
estimation performance at each step. Thirdly, the two systems not only agree
on the informative error types in general, but as is evident in Table 6.3, the
majority of the MT error types that both systems include in the B and C
subsets are added to the feature sets in a similar order. As a result, these three
observations raise our confidence about the reliability of our findings.
6.3.3 Discussion
While the maximum correlation score achieved by using a subset of features
based on MT errors (r = 0.737) can be considered high, in this section, we
6We used Wilcoxon signed-rank test to assess whether the population mean ranks of the
samples (predictions) differ
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investigate the sources of errors this system makes. We would like to answer
the following two questions: How useful are the features based on error types for
predicting PET, compared to existing QE systems? And why is the performance
not higher, considering that we use gold-standard error annotations to extract
features?
In Section 6.3.2.2, we established that both LR and SVM models select tar-
get length as the most informative feature in the first step of the SFFS pro-
cess. While the system trained on this single feature (with r = 0.662) can be
considered a baseline, it does not contain any state-of-the-art QE features for
predicting PET. To have a better understanding about the usefulness of the
features based on error types, we compared it to three additional baselines. As
a first baseline, we used average PET value (40.74 sec.) in the SCATE corpus
of SMT errors as predicted PET for each sentence (B1). Secondly, we used the
length of source and target sentences as features (B2). As a final baseline we
built a system consisting of 17 features extracted by QuEst++ (Specia et al.
2015)7 (B3). The QuEst++ system has been used as the baseline system in
the previous years of the WMT shared tasks on sentence-level QE (Bojar et al.
2015, 2016). The performance of each of these systems is provided in Table 6.5.
LR SVM
r MAE RMSE r MAE RMSE
Best (SFFS-A) 0.737 16.60 23.67 0.737 16.16 24.72
B1: Avg. PET – 27.24 34.94 – 27.24 34.94
B2: Length 0.662 18.97 26.16 0.662 18.81 27.33
B3: QuEst 0.678 18.55 25.67 0.675 17.95 26.59
Best (SFFS-A) + QuEst 0.741 16.52 23.22 0.741 16.12 24.23
Table 6.5: Performance of different systems for predicting PET, with respect to
r, MAE and RMSE.
Table 6.5 shows that the baseline system that uses the average PET value in the
SCATE Corpus of MT Errors performs (B1) worst of all systems8 with respect
to MAE and MSE, which is not surprising considering that this is a prediction
based on a fixed value for each sentence. The LR and SVM systems trained
with source and target length (B2) already make up a strong baseline yielding
r scores of 0.662. The QuEst++ features (B3) increase the performance on
PET predictions with respect to all evaluation criteria, yielding 2.4 and 1.9%
7We used 161K sentence pairs from the DPC Corpus as language resources for feature
extraction and applied nested cross validation as described in Section 6.2, to tune the hyper-
parameters with respect to r.
8Even though there is no machine learning involved in this system, its results are displayed
under both LR and SVM columns, for ease of comparison with other systems.
114
6.3 Estimating post-editing time
relative increase in r scores, for LR and SVM, respectively. The best system
we built by using MT error types as features (Best (SFFS-A)) outperforms any
other baseline with respect to all evaluation criteria, achieving 11.3% relative
increase in r scores for LR and SVM, compared to the baseline that uses source
and target length as features (B2). Adding the QuEst++ features to the Best
(SFFS-A) feature set brings only minimal improvements with respect to all
evaluation criteria for both LR and SVM (yielding 0.05% relative increase in r
scores). These results show the error-based features are highly informative as
even though the difference in the estimation performance of the features based
on gold-standard error annotations (SFFS-A) and QuEst features is not very
high, it is difficult to improve the estimation performance of the SFFS-A feature
set with additional sentence-level features.
While Table 6.5 provides an overview of the performance of different systems, to
further analyze the errors they make, we plot the predictions made by the “Best
(SFFS-A)” and “QuEst” systems trained using LR, together with the reference
PET values in Figure 6.5.
Figure 6.5: The scatter plot showing predicted values vs. the reference values
for Best (SFFS-A) and QuEst systems.
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In Figure 6.5, we can see that the predictions of the Best (SFFS-A) system
seem to be denser around the reference PET values in general, compared to
QuEst++, which explains the overall better performance it achieves. Both
systems seem to clearly underestimate PET for sentences with high PET values
and make major errors. Due to the different error profiles both systems show
for sentences with different reference PET values, as a second step, we evaluate
both systems on different subsets of the full test set. We start with a subset
consisting of sentences with lowest reference PET values (1 sec.) and re-evaluate
both systems while gradually adding sentences with increasing reference PET
values. We plot the LR performances of the two systems with respect to r, MAE
and RMSE in Figure 6.6.
The first observation we can make from Figure 6.6 is that the Best (SFFS-A)
system outperforms the QuEst++ system for all subsets of the test set consisting
of different ranges of reference PET values. Looking into different evaluation
criteria, we can conclude from Figure 6.6(a) that the Pearson correlation scores
of both systems improve as sentences with larger reference PET values are
included to the test set. Despite the low correlation scores, as can be seen
in Figure 6.6(b), both systems make less significant errors for sentences with
low reference PET values. The MAE for the QuEst++ and Best (SFFS-A)
systems go down to 13.44 and 11.76, respectively (from 18.55 and 16.79), when
evaluated on the subset that contains 75% of the sentences with lowest reference
PET values (up to 58 seconds). The performance plots of both systems in
Figure 6.6(b) confirm that both systems struggle with predicting high PET
values. One explanation for this behaviour could be the low number of samples
with high PET values in the training set, resulting in models that are not able
to generalize well for high PET values. As can be seen from the green line for
the 95th percentile in Figure 6.6(b), only 5% of the data set consists of sentences
with reference PET values of larger than 112 seconds. This is also the range of
PET values that result in largest prediction errors for both systems when they
are added to the evaluation set.
To measure the effect of increasing data sets on overall performance, we retrained
the QuEst++ and Best (SFFS-A) systems by using 50% (every 2nd sample) and
25% (every 4th sample) of the training set (for each fold). We provide these
results in Figure 6.7.
For the training set sizes we experimented with, we can see a clear upward trend
in the performance of the best (SFFS-A) system. Considering the trend lines
provided for all evaluation criteria in Figure 6.7, we can argue that while current
training set size (2430 samples per fold) is enough to build meaningful models
with features based on MT errors, it is not enough to observe the full potential
of these features. The given trend lines also indicate that a perfect correlation
could be difficult to achieve with the given set of features, despite extracting
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Figure 6.6: (a) Pearson correlation and (b) MAE and RMSE for the QuEst++
and Best(SFFS-A) systems with respect to the test sets consisting of sentences
with increasing reference PET values. The green lines mark the 75th (left) and
95th percentile (right) of the number of sentences in the full test set with respect
to PET values.









































Figure 6.7: (a) Pearson correlation and (b) MAE and RMSE for the QuEst++
and Best(SFFS-A) systems with respect to different training set sizes. A lin-
ear trend line for each plot has been additionally provided, which forecast the
performance of each system when 200% training set size is used.
6.3 Estimating post-editing time
them from larger data sets consisting of gold-standard error annotations. While
the main objective of this study is to define an upper boundary for QE perfor-
mance of a ML system using features based on MT errors and to analyze the
impact of different error types on PET, in the future, additional features could
be designed to improve QE performance. In this study, we extracted features
per error category without considering the overlapping errors and their impact
on PET. The overlaps between different error categories can provide additional
information for estimating PET with higher accuracy. In Chapter 5, we ob-
served a familiarization effect when post-editors edit the first sentence of a new
topic. To model the impact of text familiarization on PET, sentence position
and repeated vocabulary can be used to extract additional features. Given that
PET does not only consist of the time spent on correcting errors but also for
reading the source sentence and the MT output, readability features can im-
prove such systems. Finally, the cognitive effort exerted by each post-editor can
change per error type. Using PET values per post-editor can also result in more
robust models that can predict PET for each post-editor separately, with higher
accuracy.
6.3.4 Summary
We investigated the use of machine learning techniques to estimate PET by
using gold-standard MT error annotations as features. Our findings contribute
to the understanding of the relationship between MT errors and PET in different
ways.
First of all, we found that the MT errors and the length of the source and
target (MT output) sentences are useful features to estimate PET and showed
that PET can be estimated with high accuracy, provided that the errors in the
MT output are known. We obtained these results by applying different ML
techniques to the largest data set ever used in similar studies. Furthermore, by
using machine learning methods, we revealed the descriptive power of MT error
categorization in different levels of granularity and showed that by using the
most fine-grained error taxonomy, estimation performance could be maximized.
We utilized feature selection methods to analyze the predictive power of different
error types. Our results show that high estimation performance can be achieved
by using only 8 error types (compared to using all 33). Accuracy – Mistranslation
and Fluency – Grammar seem to be the two main error categories, whose sub-
categories correspond to error types with high predictive power. Additionally,
we established that the best predictors for each error type can be learned from
the data. Even though we show that annotations of translation errors in MT
output can be used to estimate PET with high performance, this information
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was not enough to achieve perfect correlation with reference PET values. Using
larger data sets with manual error annotations and designing complimentary
features would be necessary to improve such systems in the future.
Building accurate error detection systems for all error types can be considered
a highly challenging task. Our findings suggest that we do not need to detect
all error types to estimate PET successfully and error detection systems that
focus only on a number of error types can lead to high estimation performances.
Besides providing estimations about the required post-editing effort or the qual-
ity of the MT output, such two-step QE systems can further inform the users
about the nature of errors the MT systems make and about the reasons for the
estimated quality. This, in return, can lead to further productivity gains in
CAT workflows and improve the acceptability of MT systems by post-editors.
Such systems can also be used to assist post-editors by highlighting the errors
in the MT output.
Besides the significance of our findings, these experiments do show a few limita-
tions. The results obtained in this chapter correspond to experiments conducted
with respect to one language pair and one MT architecture. The lack of large
corpora that contain high-quality, manual error annotations based on a fined-
grained error taxonomy for multiple language pairs and MT architectures can
be considered as the main reason for this limitation. However, the methodol-
ogy used in this study can be implemented for different language pairs and MT
systems, provided that similar data sets become available in the future. More-
over, even though the data sets we used in this experiment can be considered
relatively large, repeating the same experiment with more than two or different
post-editors could yield different results.
Based on our findings, in the next chapters, we build error detection systems
for the error types with the highest predictive power on estimating PET and
use them further for sentence-level QE. We focus our efforts on building error
detection systems for the two error categories Fluency – Grammar in Chapter 7
and Accuracy – Mistranslation in Chapter 9. Given that that we work with a
relatively small data set for building accurate ML systems and that these specific
error categories provide even fewer labels to learn from, we also consider building
error detection systems for the two main error categories Fluency Chapter 8 and
Accuracy in Chapter 9.
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Detecting grammatical errors in MT output
In order to analyze MT errors, as described in Chapter 4, we built the SCATE
error taxonomy and a corpus of MT errors, consisting of source/target segment
pairs and gold-standard error annotations. In the SCATE error taxonomy we
distinguished between accuracy and fluency errors. While accuracy is concerned
with how much of the source content and meaning is expressed in the target
text, fluency is concerned with the extent to which the translation is well-formed
and adheres to the norms of the target language.
In Chapter 4, we established that besides the difficulties of transferring source
content and meaning to a target sentence, the task of producing grammatically
correct sentences remains more challenging for SMT and RBMT systems than
for NMT. Even though there is a lack of studies analyzing the error profile of
RBMT systems in literature, these observations reflect those made in previous
studies that analyze the error profiles of SMT and/or NMT systems (Costa
et al. 2015, Daems et al. 2015, Bentivogli et al. 2016, Klubicˇka et al. 2017).
Moreover, in the previous chapter, it is claimed that different ML algorithms
find grammatical errors to be highly informative for the task of predicting PET
for SMT output, provided that the number of grammatical errors is used as
feature.
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In order to detect grammatical errors in the MT output, we need a grammat-
ical representation of the relationship between the constituents. Dependency
structures can represent such grammatical relations that are in place between
constituents and provide valuable information about the syntactic properties
of a given text. However, existing dependency parsers are trained to obtain
this information on grammatically correct sentences. Moreover, even though
they obtain parse trees with reasonable accuracy, they are subject to errors.
The effectiveness of using dependency structures on MT output, which contains
grammatical errors, is yet to be studied. In Section 7.1, we first examine the
usefulness of dependency structures obtained on the SMT and RBMT output
for detecting grammatical errors on word level and for detecting sentences con-
taining such errors. Given the larger size of the SCATE corpus of SMT errors,
in Section 7.2, we use the morpho-syntactic features, which we obtain from the
SMT output, to train Neural Network (NN) models to detect grammatical er-
rors at word level. As the NMT part of the SCATE corpus has only been added
in 2017, the experiments we conduct in this chapter focus mainly on SMT and
RBMT systems.
7.1 Detecting grammatical errors using depen-
dency parsing and treebank querying
A dependency tree is a rooted, directed acyclic graph, which represents all
words in a sentence as nodes and grammatical relations between the words as
edges. A labelled dependency tree additionally incorporates the nature of the
grammatical relationships between the words as annotations of relation names
on the edges of the tree, which is illustrated in Figure 7.1.
Figure 7.1: The dependency parse tree of the English sentence “Peter and Mary
bought a car.”.
Source: Kartsaklis (2014)
In Figure 7.1, the grammatical function of words, such as conjunction (conj),
subject (subj), object (obj), determiner (det) and punctuation (punct), are shown
above the sentence with directed, labeled arcs from heads to dependents. Be-
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sides defining grammatical relationships between words, dependency trees are
interesting for the QE task due to the fact that the dependents may span dis-
continuous parts of the input sentence and are suited for representing languages
with word order variations and discontinuous constituencies, such as Dutch.
Dependency parsing can be considered as a complex task as a given sentence can
have multiple parse trees due to ambiguities. Choosing a correct parse from mul-
tiple possible parses is called syntactic disambiguation and dependency parsers
often use additional algorithms to deal with the ambiguity problem (Hindle
and Rooth 1993, Klein and Manning 2003, Van Noord 2006, Sennrich et al.
2013). Given the different types of challenges posed by rule-based, stochastic
and hybrid parsing methods, today’s state-of-the-art parsers still make errors
and dependency parsing remains to be an active research area in the field of
NLP (Zeman et al. 2017, Dozat and Manning 2016, Ma and Hovy 2017, van
Noord and Malouf 2004). Moreover, applying dependency parsers to the task
of error detection brings additional challenges to the parsing task as grammat-
ical errors made by an MT system can lead to additional parsing errors. As a
result, the question still remains whether dependency parsers can effectively be
utilized in order to detect grammatical errors in MT output. In this section,
we examine the use of dependency structures to understand whether they can
provide useful information about the syntactic properties of machine-translated
text and whether they can successfully be used to build error detection systems.
To detect grammatical errors in Dutch MT output, we propose two error detec-
tion approaches that make use of the Alpino parser (Van Noord 2006), a wide-
coverage Head-driven Phrase Structure Grammar (HPSG) for Dutch. Alpino
is a modern example of a rule-based dependency parser, which has also been
hybridized with a data-driven, stochastic component that aims to find the best
possible parse tree (van Noord and Malouf 2004). For each input sentence (in
our case the MT output), Alpino first constructs a parse forest containing all
possible parses. If Alpino is unable to build a parse covering the complete input,
the best sequence of non-overlapping parses (each spanning a maximal portion
of the input) from this forest is selected (Van Noord 2001). Given that the parse
boundaries provided by Alpino indicate the location(s) where a full parse tree
breaks, in the first error detection approach, we consider such parse boundaries
as indicators of the location of errors in the MT output. In the second approach,
the sub-trees of the final parse tree, which are obtained for the MT output, are
extracted and queried against a treebank that contains dependency parses of
domain-specific correct Dutch sentences.
In Section 2.5, we briefly discussed a number of studies on detecting grammatical
errors in MT output. The approaches we propose in this section differ from
previous work in several ways. First of all, in this study, we do not consider the
QE task as a ML problem. Instead we try to gain insights into the strengths
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and weaknesses of the information the dependency structures provide for the QE
task on sub-segment level, so that we can incorporate informative features in an
ML system in Section 7.2. From this perspective, the method that involves tree-
bank querying shows similarities to the GrETEL tool described by Augustinus
et al. (2012), which allows users to query Dutch strings against a treebank
and search for similar syntactic constructions. This application uses XPath for
treebank querying and can extract sub-trees from full parse trees to allow partial
matching.
The tree-bank querying method that we propose in this section can also be
considered similar to the QE methods that utilize syntactic tree kernels over
constituency and dependency parse trees (Hardmeier 2011, Beck et al. 2015).
Tree kernels are functions defined over pairs of tree structures that measure
the similarity between two trees by counting the number of common structures
(Collins and Duffy 2002), which makes them especially useful for sentence-level
QE, as they allow the comparison of syntactic similarities between sentences.
However, unlike the ML methods that utilize syntactic tree kernels to estimate
the overall quality of a given MT output with respect to human evaluation
(Hardmeier 2011) or post-editing time (Beck et al. 2015), we use the sub-trees
extracted from dependency parse trees to detect grammatical errors on word-
level without using ML and evaluate the error detection systems against a corpus
of manually annotated MT errors.
7.1.1 Partial dependency parses
On the assumption that the Alpino parser is accurate enough1, not being able
to generate a single parse for the complete sentence might be an indication of
grammatical errors. In this error detection approach, we simply consider the
boundaries of the partial parses as an indicator of errors in the MT output and
mark the first n words to the left and right of the parse boundaries as errors.
This approach uses Alpino-specific output and can only be adapted to other
parsers if they output partial parsing information. While choosing different n
values does not have an impact on detecting sentences that contain errors, it
has an impact on word-level error detection, as the higher n values indicate a
higher number of words being annotated in the MT output. We discuss the
impact of choosing different n values on error detection performance in the
following sections. Table 7.1 shows a source sentence in English and the Alpino
parse of the corresponding MT output in Dutch, in which the boundaries of
the partial parses are indicated by means of square brackets. With n = 1, only
the neighbouring words of partial parse boundaries are considered as erroneous
1Van Noord (2006) reports F-scores of 88.5 or higher, evaluated on different test sets.
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words.
EN: Unfortunately, these women rarely have the financial means to pay for it .
NL: [Helaas] [,] [deze vrouwen hebben zelden de financie¨le middelen om te
betalen] [voor] [het] [.]
Table 7.1: A source sentence in English (EN) and the partial Alpino parse of
the corresponding MT output in Dutch (NL). Square brackets indicate the non-
overlapping partial parse boundaries and the words we mark as erroneous are
highlighted in bold (with n = 1). Correct Dutch translation: “Helaas hebben
deze vrouwen zelden de financie¨le middelen om ervoor te betalen.”.
7.1.2 Treebank querying
The Alpino parser constructs a single XML tree and provides categorical infor-
mation at the level of syntactic constituency and dependency information that
reveals the semantic relations between constituents (Schuurman et al. 2003).
The Alpino XML additionally contains detailed Part-of-Speech (POS) informa-
tion at the lexical level using the CGN/D-COI tag set (Van Eynde 2005). An
example dependency tree obtained from Alpino is shown in Figure 7.2. The
Alpino XML for the highlighted sub-tree in this figure is provided in Table 7.2,
which ignores some attributes for expository purposes.
<node begin=“0” cat=“inf” end=“6” rel=“vc”>
<node begin=“0” end=“1” index=“2” rel=“su”/ >
<node begin=“5” end=“6” lemma=“gebeuren” postag=“WW(inf,vrij,zonder)”
rel=“hd” word=“gebeuren”/ >
< /node>
Table 7.2: The Alpino-XML structure for the sub-tree highlighted in Figure 7.2.
Some of the important attributes in the Alpino-XML are cat (syntactic cat-
egory), rel (grammatical function), postag (part-of-speech tag), word, lemma,
index, begin (starting position) and end (end position). The index attribute
is used to encode control relations by means of co-indexing. The postag at-
tribute in the Alpino-XML additionally provides sub-features for a given lexical
item. For example, in Table 7.2, the postag for the word “gebeuren (happen)”
is given as “WW(inf,vrij,zonder)”, which categorizes the word as a verb (WW )
and more specifically as an infinitive (inf ), position as free (vrij ) and inflection
as none (zonder). To detect errors in the MT output, we collect all sub-trees
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Figure 7.2: The Alpino dependency tree for the sentence “Dit mogen wij niet
laten gebeuren! (Eng: We cannot let this happen!)”
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with depth = 1 for a given parse tree and query these against the treebank to
search for similar constructions. The collected sub-trees of the dependency tree
extracted for the sentence “Dit mogen wij niet laten gebeuren!” are shown in
Figure 7.3. The sub-trees do not contain any explicit information about the sur-
face forms of words and consist of the following morpho-syntactic information:
• the rel, begin and end attributes for each node,
• the postag attribute for terminal nodes and cat attribute for non-terminal
nodes, when available2.
Figure 7.3: The collected sub-trees from the full parse tree of Figure 7.2
Next, for each collected sub-tree, a query in XPath is generated. The XPath
standard implements a query language for XML documents, which can be used
for searching and extracting information from treebanks, using applications like
BaseX3. The generated XPath query for each node is additionally enriched with
starting and end positions to respect the exact word order observed in a given
MT output, using the begin and end attributes of the XML. This extension is
done to be able to query the treebank not only for similar constructions with
respect to the dependency relation, syntactic category and PoS, but also for the
order of the constituents. Figure 7.4 (a) shows the second sub-tree of Figure 7.3,
the corresponding basic XPath query (b) and the extended XPath query that
respects the word order of the given structure (c).
Once the XPath queries are generated for each sub-tree, they are used to query
the treebank to search for similar constructions and mark errors using BaseX.
The motivation for treebank querying is that if a given sub-tree, which consists
2Nodes consisting of control relations do not explicitly contain postag or cat attributes.
3http://basex.org
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Figure 7.4: An example sub-tree (a) and the corresponding XPath query without
(b) and with word order constraints indicated by @begin and @end arguments
in bold (c).
of dependency relation, syntactic category, PoS and word order information, has
occurred in a large corpus of dependency trees less than a certain threshold value
T , the sub-tree is grammatically incorrect. In that case, we mark all words of
the sub-tree as erroneous. We discuss the impact of choosing different T values
on error detection performance in the following subsections. This method is
applicable to other parsers (such as the Stanford Parser (de Marneffe et al.
2006)) provided that the output can be converted to the Alpino XML structure
or a similar XML structure.
7.1.3 Data set
We use two types of data sets: one data set to evaluate the error detection
systems and one data set to construct the treebank. We use the SCATE tax-
onomy and corpus of MT errors (see Chapter 4) to evaluate the performance
of the different error detection approaches. To be able to make fair compar-
isons between the statistical and rule-based MT architecture, we only use the
SMT-sub and the RBMT data sets consisting of 698 sentences, of which the
source sentences are common for both source/target pair. We will refer to the
SMT-sub data set simply as SMT in the remainder of this section. Based on the
definitions of the SCATE fluency error categories, we used all sentences (698)
in the SCATE corpus of SMT and RBMT errors, but kept only the annotations
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of grammar and multiple errors, considering that most of the words labelled as
multiple errors consist of at least one grammatical error. In our experiments,
we used this subset of annotations to assess the performance of the proposed
approaches on detecting grammatical errors. Table 7.3 gives an overview of the
number of segments and error annotations for each fluency error category.
SMT RBMT
#segments #annotations #segments #annotations
Fluency 536 1,524 563 1,806
Grammar 435 936 421 855
Orthography 192 243 243 284
Lexicon 176 232 329 527
Multiple 106 112 123 140
Other 1 1 0 0
Grammar +
Multiple
463 1,048 451 995
Table 7.3: Number of segments containing errors (#segments) and the number
of error annotations (#annotations) in the SCATE corpus of MT errors, per
error category, per data set. The same information is additionally provided for
the merged annotation set of grammar and multiple errors, which is highlighted
in bold.
To build the treebank, we used 160,201 Dutch sentences from the Dutch Parallel
Corpus. These sentences were collected from the same three text types that are
used in the SCATE corpus of MT errors but do not include the sentences that
are subject to evaluation. All sentences were automatically parsed with the
Alpino parser. An XML database was created from this collection of parse trees
using BaseX, in which the XML attributes are indexed. BaseX was also used
to make XPath queries against this database of parse trees to mark errors.
7.1.4 Experiments and results
Using the error detection approaches described in Section 7.1, we built three
different MT error detection systems: a system that uses the partial parses
obtained from the Alpino parser (P ), a system that uses the matches obtained
from the treebank for each sub-tree being queried against (X) and a system that
combines the output from the first two systems (P +X), by marking a sentence
erroneous if the sentence has been marked by any of the two systems, P or
X. We evaluate the output of these three systems both on sentence- and word-
level error detection. The sentence-level evaluation is used to assess whether
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the QE systems can detect sentences containing errors, whereas the word-level
evaluation is used to assess whether the systems can locate the errors in the
sentence.
7.1.5 Sentence-level error detection
As the sub-tree extraction method we propose in Section 7.1.2 does not impose
any constraints on the maximum number of child nodes a sub-tree can contain,
the X system is subject to data sparsity especially if the queried sub-trees
contain a high number of child nodes. This problem is clearly visible in the
distribution of sub-trees with different number of child nodes (N) over all the
trees in the treebank, which is provided in Table 7.4.
N = 1 N = 2 N = 3 N = 4 N = 5 N = 6 N >= 7
#sub-trees 287 156,426 847,204 452,830 145,873 49,287 18,981
%sub-trees 0% 9% 51% 27% 9% 3% 1%
Table 7.4: Number (#subtrees) and the percentage of sub-trees (%sub-trees) in
the treebank, with a specific number of child nodes (N).
As can be seen from Table 7.4, 96% of all the sub-trees that occur in the tree-
bank contain five or less child nodes. We can, therefore, expect the X system
to erroneously flag errors in sub-trees consisting of a higher number of child
nodes even though they do not contain grammatical errors, but due to the fact
that such sub-trees never occur in the treebank. The first evaluation we make
therefore aims to measure the error detection performance of different versions
of the X system that query only the sub-trees that consist of equal or less child
nodes than the given threshold MAXN . The precision, recall and F1 scores for
each X system are provided in Figure 7.5, for the SMT (a) and the RBMT (b)
output.
As can be seen from Figure 7.5, different MAXN values result in X systems
with different performance. As MAXN values can be combined with different
threshold values T , additional versions of the X system can be built for each
MAXN value. To have a better understanding of the impact of different T
values on the error detection performance, we choose one of the X systems,
namely the one that uses MAXN = 3, and use it in the remainder of our
experiments by referring to it as system X. While other X systems using
different MAXN values could serve the same purpose just as well, we chose
this system simply because it provides high precision scores and it is less prone
to the data sparsity problem, which we discussed in Section 7.4. A simple
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(a)
(b)
Figure 7.5: Sentence-level evaluation of the error detection system X, which is
built with different MAXN values, on the SMT (a) and the RBMT (b) output
with respect to precision, recall and F1 scores.
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analysis of the errors detected by this system shows us that 10% and 11% of
the annotations (SMT and RBMT, respectively) marked non-adjacent words
and these annotations were able to capture local agreement errors such as the
determiner-noun agreement problems as in “onze medisch project (EN: our
medical project)”, which should be rephrased as “ons medisch project”.
Next, we evaluate the performance of the three types of error detection systems
(P , X and P + X) on detecting grammatical errors at the sentence level, and
compare the results for the SMT and the RBMT output in Figures 7.6 and 7.7.
In these experiments we simply try to detect sentences that contain at least one
grammatical error. For the X system, as described above, we use MAXN = 3
and include the results obtained from the different versions that use different T
values as thresholds.
We can draw a number of conclusions from Figure 7.6. First of all, the P system
performs better overall in terms of detecting grammatical errors in the SMT
output compared to the RBMT output. While the X(T = 1) system shows a
higher precision on the SMT output (0.89), it shows higher recall on the RBMT
output (0.46). When we evaluate the X system for increasing T values, we see
a similar trend for both types of MT output, namely minor losses in precision
and major gains on recall, which lead to increased F1 scores. However, with
increasing T values, the system annotates more words per sentence, which should
be taken into account for error detection at word-level. We discuss the impact of
high T values on the performance of word-level error detection in the following
subsection.
When we compare Figures 7.6 and 7.7, we notice that the third error detection
system (P +X), which combines P and X systems, achieves a higher recall for
both types of MT output than the X system, for all values of T . The same
observation holds for the P + X system and the P system, except that the
P system achieves higher precision on the SMT output than P + X. These
results can be considered an indication that the two types of error detection
systems (P and X) detect different errors. In Figure 7.7, we see that for both
types of MT output, the increasing T values bring minor losses on precision
and major gains on recall, similar to our observations from Figure 7.6. A final
comparison on sentence level performance can be made with a trivial baseline
system, which would mark all sentences (698) as erroneous. Based on the data
statistics provided in Table 7.3, this baseline would score 0.66 and 0.63 on
precision with respect to the evaluations made on the SMT and the RBMT
output and score 1 on recall for both systems, yielding F1 scores of 0.80 on the
SMT output and 0.77 on the RBMT output. Even though these results are
comparable to the F1 scores we observe in Figures 7.6 and 7.7, the strength
of the error detection systems being evaluated in this study lies in the high
precision scores they achieve.
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(a)
(b)
Figure 7.6: Sentence-level evaluation of the two error detection systems P (left)
and X (right), which are built by using different T values, on the SMT (a) and
the RBMT (b) output with respect to precision, recall and F1 scores.
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(a)
(b)
Figure 7.7: Sentence-level evaluation of the two error detection systems P +X
on the SMT (a) and the RBMT (b) output with respect to precision, recall and
F1 scores.
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7.1.6 Word-level error detection
Moreover, we evaluate the three systems P , X and P + X on word-level error
detection. In this evaluation, we consider each word that belongs to an error
annotation to be erroneous and use this binary distinction to evaluate the error
detection performance of the two systems. Since choosing different values of n
(number of words being marked to the left and right of the parse boundaries as
errors) for the P system and the different threshold values T for the X system
have an impact on the number of errors detected, we evaluate different versions
of both systems that use different n and T values, respectively. We select the
best P and X systems and combine their output on word-level error detection,
as P + X. This system combination approach is the same as in the previous
section: it marks a given word as erroneous if the word has been marked by any
of the two systems, P or X.
Word-level QE tasks have often been evaluated with respect to the F1 scores
on the positive label, which, in this case, would be the erroneous words (which
we refer to as BAD), as it most closely mimics the common application of F1
scores in binary classification: one is interested in the performance in detecting
a positive class (Bojar et al. 2014). However, this metric has also been criticized
for being biased towards pessimistic labellings as it tends to rate the output of
systems which label most words erroneous higher (Bojar et al. 2016). In this
section, while we first evaluate the performance of the three systems against
the F1 score on the erroneous words, given these criticisms, we also perform an
evaluation with respect to F1 MULTI, which is calculated by multiplying the
F1 scores on both positive and negative labels (BAD and OK, respectively). It
has been shown that F1 MULTI is not biased towards pessimistic or optimistic
labellings, and is good at discriminating between different systems (Logacheva
et al. 2016) and has been used as the primary evaluation metric in the recent
years of the WMT shared task on QE (Bojar et al. 2016, 2017). For each
system, the evaluation results for detecting errors at word level are provided
in Figure 7.8, with respect to F1 score on the BAD label and Figure 7.9, with
respect to F1 score on both labels and F1 MULTI.
In Figure 7.8, we see relatively low precision, recall and F1 scores on the BAD
labels, for all systems. Even though it is difficult to make a fair comparison,
given that we only target grammar errors in this study, similar F1 BAD results,
ranging between 0.16 and 0.57, have been observed in the WMT’16 and WMT’17
word-level QE tasks (Bojar et al. 2016, 2017), which consider all words that have
been subject to post-editing as erroneous.
In addition to the F1 scores obtained on the BAD label, Figure 7.9 shows
the performance of all systems with respect to F1 scores on the OK label and
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(a)
(b)
Figure 7.8: Word-level evaluation of the three error detection systems P , X and
P + X, which is a combination of P (n = 3) and X(T = 10), on the SMT (a)
and the RBMT (b) output with respect to precision, recall and F1 scores on the
BAD labels.
F1 MULTI. In this figure, we see that the F1 scores obtained on the OK label are
relatively high (ranging from 0.6 to 0.84 for all word-level error detection systems
evaluated for both SMT and RBMT output). However, this can be expected
given the high ratio of the OK labels in this data set, with an OK to BAD ratio
of 3.2:1. When we review the F1 MULTI scores, we observe similar patterns
compared to the F1 scores obtained on the BAD label for most systems. One
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(a)
(b)
Figure 7.9: Word-level evaluation of the three error detection systems P , X and
P +X, which is a combination of P (n = 3) and X(T = 10), on the SMT (a) and
the RBMT (b) output with respect to F1 scores on the OK and BAD labels,
and F1 MULTI.
of the main differences between the two metrics is the estimation performance
of the P + X system. While combining the P and X systems improves the
F1 score on the BAD label for both types of MT output, this combination
leads to a poorer performance with respect to F1 MULTI for the RBMT output
(0.24). Nevertheless, this drop in performance can be considered minimal when
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compared to the performance of the individual X and P systems. Overall,
despite the differences between the QE tasks, we observe similar F1 MULTI
scores to the WMT’16 and WMT’17 word-level tasks on word-level QE, which
range from 0.082 to 0.53 (Bojar et al. 2016, 2017).
It seems that even though the systems we built perform well on sentence-level
error detection, they are unable to locate the errors within the MT output with
high accuracy. Word-level error detection seems to be a more challenging task.
One reason for the poorer performance of these systems on word-level error
detection can be attributed to the parsing issues that surface in other parts of
the MT output and not on the sub-trees which contain the erroneous words
themselves.
Figure 7.8 and 7.9 additionally show us that the P system performs better on
SMT output (for all performance measures and for all values of n). We can
also see that the performance of both systems shows an increasing trend with
respect to recall and F1 measures, with increasing n and T values. However, this
increase also affects the number of words being marked as error. In Figure 7.10,
we compare the ratio of the number of words marked as erroneous by the three
error detection systems, P , X and P + X, to the number of reference error
annotations in the evaluation set.
Figure 7.10: The average ratio of the number of errors marked by the different
versions of the two error detection systems P and X, and P +X to the number
of words marked in the reference error annotations, per MT architecture4.
4This comparison is made on the sentences for which there is at least one word being
marked as an error both by the error detection systems and in the reference error annotation
set.
138
7.1 Detecting grammatical errors using dependency parsing and treebank querying
In Figure 7.10 we can see that, except for the P (n = 1) system, all versions of P
and X systems, as well as the P +X system, mark more words on average than
the number of words being annotated as errors in the reference error annotation
set (0.94 and 0.86 for SMT and RBMT respectively). The optimal values of n
and T would, therefore, depend on the goal of such an error detection system. If
the systems are used for highlighting errors in the MT output, higher values of n
and T can highlight too many words. On the other hand, if the goal is to extract
features for predicting post-editing speed, lower values of these parameters could
restrict the amount of useful information. Depending on the scenario and the
optimal values of n and T , these two approaches can be combined (as P + X)
in many different ways.
7.1.7 Summary
We proposed two approaches that use dependency structures for detecting gram-
matical errors in Dutch MT output. One approach uses the partial parses
generated by the Alpino parser, while the second approach uses simple corpus
statistics of sub-trees occurring in a treebank. We evaluated the error detec-
tion performance of these two types of error detection systems at sentence and
word level on SMT and RBMT output. We showed that both approaches can
provide valuable information about the grammatical validness of a given MT
output and can be taken as a basis for building ML systems to detect gram-
matical errors for different types of MT architectures. A third system, which
combines the two approaches together, yields especially high precision scores on
sentence-level error detection.
While the partial parses generated by the Alpino parser can be considered as
information that is language and system-specific, querying sub-trees of auto-
matically generated parse trees against a treebank is a language-independent
approach. Moreover, by building the treebank from automatically parsed sen-
tences, we show that this approach does not require manual corrections on parse
trees in order to be effective and can be used with larger automatically generated
treebanks in combination with queries of sub-trees containing a higher number
of nodes in the future. The effectiveness of this method, however, is yet to be
studied for other languages and dependency parsers.
The treebank querying approach currently marks all words spanned under a
sub-tree, when an error is detected. This approach often marks too many words
as erroneous. Instead of using this information in a simple query-based method,
the morpho-syntactic features of words can be used as features in order to
build ML systems that can train on such data. Such ML systems can analyze
each word separately and can locate the erroneous words in isolation, without
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spanning the complete sub-trees in which they appear.
7.2 Detecting grammatical Errors using neural
networks
An alternative approach to error detection by querying grammatical structures
against a treebank is to learn grammatical irregularities in MT output with
the use of ML methods. We have utilized various ML algorithms for building
QE systems in Chapter 3, which all rely on hand-crafted feature engineering
methods to represent the input. One disadvantage of feature engineering is
that the extracted features are enforced, not learned. This often limits the
generality of the trained models. Provided that there are many ways to define
features for the QE task (see Chapter 3), it becomes very time-consuming to
design and extract informative features and to find the most informative features
effectively. Detecting different error types with different properties makes this
task even more challenging.
Neural Networks (NNs), which are also referred to as Artificial Neural Network
(ANNs), can be defined as a computing system made up of a number of sim-
ple, highly interconnected processing elements, which process information by
their dynamic state response to external inputs (Caudill 1987). NNs can model
highly non-linear functions and can be trained to accurately generalize when
presented with new, unseen data (Gardner and Dorling 1998). They have been
applied to many tasks in the Natural Language Processing (NLP) community,
with language modelling (Bengio et al. 2003) and MT (Bahdanau et al. 2014)
being two examples. In recent years, NNs have also shown promising results for
sentence and word-level QE in different languages and domains (Kreutzer et al.
2015, Abdelsalam et al. 2016, Patel and Sasikumar 2016, Martins et al. 2016,
Scarton et al. 2016). The increasing popularity of NNs is not surprising given
the number of advantages they offer over the traditional ML methods. Instead
of following a set of features specified by human experts, NNs learn features di-
rectly from the underlying data (Jeffrey and Zipser 1988), which enables them
to learn complex properties of words and other linguistic units in text.
This means that NNs can learn different patterns in the input and adapt their
models according to different tasks. From this point of view, when the aim
is to detect different types of MT errors, NNs can be considered superior to
traditional ML methods, which require manually extracted features for each
error type. Furthermore, recent advances in NNs enable us to build models that
can operate over arbitrary sequences of input and that can capture long-term
dependencies, which are also referred to as Recurrent Neural Networks (RNNs)
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(Jain and Medsker 1999). These properties of NNs encourage us to study their
effectiveness on detecting different types of errors, starting with grammatical
errors, in a given MT output.
7.2.1 Morpho-syntactic word representations
A common approach to word representations used by many NN applications is
learning a distributed dense and real-valued representation for each word, which
is also referred to as word embeddings. In word embeddings, each dimension in
distributed word representations represents a latent feature of a word, hopefully
capturing useful syntactic and semantic properties (Turian et al. 2010).
In the previous section, we have shown that dependency parsers can be applied
to MT output to obtain useful information about the grammatical properties of
machine-translated text. Based on our findings, our assumption is that the syn-
tactic, morphological and dependency-related information about words, which
are obtained by dependency parsers, can prove to be useful for detecting gram-
matical errors made by MT systems. Therefore, in order to train NNs on the
task of detecting grammatical errors, we propose a new word representation
method, in which we transform each word in a given MT output into a feature
vector using multi-hot encoding, which consists of three types of information:
PoS, morphology and dependency relation. These binary vectors are of the same
length as the size of the total vocabulary of all three types of information. In
each word vector, all elements are assigned the value of 0, except the elements
representing the linguistic features of each word, which are assigned 1. As a re-
sult, in this representation, each word is accurately represented with respect to
its morpho-syntactic features, while avoiding the data sparsity issue, given the
small vocabulary sizes of PoS, morphology and dependency labels. Unlike word
embeddings, the morpho-syntactic representation strips out semantic features
from words, which can be considered as unnecessary information for the task
of detecting grammatical errors in MT output. Figure 7.11 shows an example
source sentence (EN), its machine-translated version (NL) and the morpho-
syntactic representation for the word ‘zijn (are)’. The MT output in this figure
contains a grammatical error in the form of subject-verb agreement in number
between the words ‘zijn (are)’ (plural) and ‘kans (chance)’ (singular). We obtain
the morpho-syntactic features for Dutch using the Alpino parser (Van Noord
2006).
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Figure 7.11: Binary vector for ‘zijn (are)’ consisting of 1s for its PoS, morphol-
ogy and dependency features and 0s for the remaining items in the vocabulary.
7.2.2 Surface and syntactic n-grams
Surface n-grams are sequences of words as they appear in texts, with n corre-
sponding to the number of words in the sequence. While surface n-grams have
been used effectively in various types of NLP tasks, they primarily rely on local
context and are not informative on a syntactic level. As we have established in
the previous section, dependency trees, on the other hand, represent words in a
sentence as nodes and grammatical relations between the words as edges. Un-
like the surface n-grams, syntactic n-grams, which can be constructed by using
paths in dependency trees, offer context windows based on syntactic neighbours
of words. Syntactic n-grams enable us to capture long-distance dependencies in
MT output, which can be considered as an important piece of information for
detecting grammatical errors.
In order to utilize information about the syntactic context of a given word in
the MT output, we consider four different fixed-sized context windows, which
are based on the following surface and syntactic n-grams:
Surface n-gram (n): Sequence of words as they appear in MT output, centered
around the target word (n=5)
Syntactic n-grams (sn):
• Parents (snp): Vertical sequence of parent nodes in a given dependency
tree for a given target node (n=3)
• Siblings (sns): Horizontal sequence of sibling nodes sharing the same
parent in a given dependency tree, centered around the target node (n=5)
• Children (snc): Sequence of children nodes for a given target node (depth
1), containing the target node in the centre (n=5)
We include additional placeholder tokens in the vocabulary of the morpho-
syntactic features to indicate boundaries (namely ‘< s >’ to indicate a sentence
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boundary, ‘[ROOT]’ to indicate the root of the dependency tree and ‘[NA]’ to
indicate horizontal boundaries in the sub-trees). Moreover, we preserve the
original word order in each syntactic n-gram, with the aim of capturing word
ordering errors in machine-translated texts. To choose the n values in this rep-
resentation, we first defined a range of n values by analyzing the number of
parents, siblings and the children over all tokens in the dependency trees gener-
ated on the data sets we use for our experiments5. Then, we chose the n values,
which maximized the estimation performance of the NNs we built, which are
outlined in Section 7.2. The four different context windows extracted for the
word ‘zijn (are)’ are illustrated in Figure 7.12.
Figure 7.12: A machine-translated sentence (lower left), its dependency parse
tree (upper right) and the four different context windows used for the target
word ‘zijn (are)’.
One difficulty of using dependency parsers on MT output is that the syntactic
relationships between words can only be accurately captured provided that a
correct dependency parse tree is obtained to start with, which we discussed in
Section 7.1. This can be illustrated in the example parse tree6 shown in Fig-
ure 7.12. In Figure 7.12, where the surface 5-gram context window is unable to
5The 99-percentile for the number of parents (up to the root), siblings and children over
all tokens in the dependency trees generated on the NL data set are observed as 10, 4 and 4,
respectively.
6In the example given in Figures 7.11 and 7.12, the dependency label body refers to the
body of a verbal projection within a WH-phrase, headed by the word ‘wat’, which is marked as
ROOT. Detailed information (in Dutch) about the syntactic annotations used by the Alpino
parser can be found at http://www.let.rug.nl/vannoord/Lassy/sa-manlassy.pdf
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capture the dependency relation between the two words generating the gram-
matical error: zijn (are), which is plural, and kans (chance), which is singular.
While the syntactic n-gram (children) is able to capture it, the disagreement
cannot be directly observed in the parse tree since the parser incorrectly labels
‘realistische (realistic)’ as the subject of the sentence. In Section 7.1, we showed
that dependency parsers can nevertheless be useful to capture grammatical er-
rors due to the unusual dependency structures they produce on MT output that
contains errors. Similarly, our motivation for using syntactic n-grams is to learn
such unusual structures by exploiting morpho-syntactic word representations in
combination with dependency structures.
7.2.3 Neural Network Architecture
We propose a neural network architecture that uses Gated Recurrent Units
(GRUs) (Cho et al. 2014). Similar to Long Short Term-Memory (LSTM)
(Hochreiter and Schmidhuber 1997), GRU is a variant of RNNs that are well
suited to learn from history to process time series. Despite their similarities,
LSTMs and GRUs have been shown to outperform each other in particular NLP
tasks. LSTMs, for example, seem to be a better approach for language modelling
(Irie et al. 2016). GRUs, on the other hand, have been shown to outperform
LSTMs on different NLP tasks, including QE, both in terms of convergence in
CPU time and parameter updates and generalization (Chung et al. 2014, Patel
and Sasikumar 2016). Assuming that each time step t has an input xt and a
hidden state ht, GRU is defined as:
rt = sigm(W xrxt +Whrht− + br) (7.1)
zt = sigm(W xzxt +Whzht− + bz) (7.2)
h˜t = tanh(W xhxt +Whh(rt  ht−) + bh) (7.3)
ht = zt  ht− + (− zt) h˜t (7.4)
where  is an element-wise product, W ∗ the weight matrices and b∗ the bias
vectors; r and z are the reset and update gates respectively.
We provide four different context vectors (as described in Section 7.2.2) as inputs
to four GRU layers, which are concatenated before they are connected to the
output layer, which consists of two units. The softmax over the activation of
these two units is taken as a score for the two classes OK and BAD, which
represent the correct and erroneous words, respectively. To reduce overfitting,
we apply dropout (Srivastava et al. 2014) within the GRU layers (for the input
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gates and the recurrent connections) and after the concatenated hidden units.
Figure 7.13 illustrates the proposed NN architecture.
Figure 7.13: The proposed neural network architecture.
In all of our experiments, we use binary cross-entropy as loss function and
RMSProp (Tieleman and Hinton 2012) as optimizer. We set the mini-batch
size to 50 and train each model for 50 epochs7. We implement all models using
the TensorFlow framework (Abadi et al. 2016). We adjust the sizes of the GRU
layers according to the sizes of the two data sets we used in our experiments,
which are detailed in Section 7.2.4.
7.2.4 Experiments
We evaluated the proposed method on two tasks: detecting grammatical errors
and predicting post-editing effort in SMT. In the first experiment, we evaluate
the performance of the proposed method on detecting grammatical errors for
EN-NL. The second experiment aimed to find out if the same method could
successfully be applied to a different language pair (EN-DE) and whether it
could be used to predict overall post-editing effort. This experiment also allows
us to compare the performance of the proposed architecture with the state-of-
the-art QE systems. In both experiments, due to the advantages we discussed
in Section 7.1.6, we considered F1 MULTI as the primary evaluation metric,
which is the multiplication of F1 scores for the OK and BAD classes.
7The mini-batch size of 50 has been selected as the best value after training the system
with different sizes from 25 to ‘full batch’. In all our experiments, each network converged to
a point of minimal error after 40 epochs.
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7.2.4.1 Detecting grammatical errors in MT using neural networks
To evaluate the performance of the proposed method in the task of detecting
grammatical errors, we used the SCATE corpus of SMT errors, which consists
of 2,967 sentence pairs. For the ML experiments, we did not use the RBMT
data set due to the relatively low number of samples it contains (698 sentences).
Similar to our previous experiments, we used the annotations for grammar and
multiple errors as labels for erroneous words. As a result, the data set that we
used in this experiment consisted of 58,002 words, with an OK to BAD ratio of
approx. 3.4:1. We provide a summary on the number of words annotated with
different types of fluency errors together with total number of error annotations
for each category in Table 7.58.
Error type No. of erroneous words No. error annotations
Fluency 16,275 6,810
Grammar 11,073 4,171




Grammar + Multiple 12,894 4,667
Table 7.5: Number of words annotated as fluency errors and the total number
of fluency error annotations in the SCATE corpus of SMT errors
All systems in this experiment were evaluated using the average 10-fold cross-
validation scores. To handle the issue of skewed distribution of labels, during
training, we assigned class weights that are inversely proportional to their fre-
quency in each training fold. For the EN-NL experiments, we trained the NN
systems with GRU layer sizes of 50. We used the Alpino parser to extract the
morpho-syntactic features for each word in a given MT output. The resulting
morpho-syntactic feature vectors consist of 128 features in total.
In the first part of this experiment, we compared the proposed NN architecture
(NN-MS) and the impact of using different morpho-syntactic features in this
architecture to a baseline system we proposed in Section 7.1, which is based on
querying subtrees of the dependency trees obtained on the MT output against
a treebank of dependency trees built from correct sentences9 (system X(T =
8As the SCATE error taxonomy allows multiple error annotations in the same text span,
each word in the MT output can be subject to annotations of multiple error types.
9Even though this system is evaluated on a subset of the data set used in Section 7.1, it
can safely be compared to the proposed method, given that it uses the same annotation set
(grammar and multiple errors) and the assumption that it would achieve similar results on a
larger test set because it is not based on machine-learning methods and therefore would not
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10)). Considering their ability to capture syntactic and semantic properties of
words, we also compare the effectiveness of word embeddings (NN-word2vec) to
morpho-syntactic features as alternative word representations. For this purpose,
we pre-trained 200-dimensional word2vec word embeddings (Mikolov, Ilya, Kai,
Corrado and Dean 2013) using 328M words from the SoNaR corpus (Oostdijk
et al. 2008)10. In this experiment, we evaluated all NN systems using the surface
5-gram context windows (n), using different sets of morpho-syntactic features
as PoS, morphology (Morph) and dependency (Dep) information. The results
are provided in Table 7.6.
F1 BAD F1 OK F1 MULTI
Baseline (X) 0.3811 0.7012 0.2672
NN-MS - PoS (n) 0.4343 0.7493 0.3253
NN-MS - PoS+Morph (n) 0.4561 0.7951 0.3626
NN-MS - PoS+Morph+Dep (n) 0.4729 0.8138 0.3848
NN-word2vec (n) 0.4110 0.7779 0.3204
Table 7.6: Performance of the baseline system and the NN systems using dif-
ferent word representations.
The results in Table 7.6 clearly show that the NN architectures perform better
than a simple frequency-based method (Baseline (X)). We see that using only
PoS features in the NN architecture is enough to beat this baseline system.
Moreover, introducing additional morpho-syntactic features further improves
the system. The positive effect of using dependency labels supports our hypoth-
esis that they provide useful information for learning grammatical errors, even
though the parser is subject to errors. Finally, we see that the performance
of this NN architecture drastically improves when all three morpho-syntactic
features are used instead of word embeddings. This observation suggests that
the semantic and syntactic relationships captured by word embeddings are not
as informative as the proposed morpho-syntactic features for this task.
In the second part of this experiment, we analyzed the contribution of the surface
and syntactic n-grams as context windows. Table 7.7 provides an overview of
the performance of the different systems using the same three morpho-syntactic
features with different combinations of context windows.
As is evident from the results of the four different context windows in isolation,
the surface n-gram context window provides the most useful information when
used alone. The syntactic n-grams seem to contain extra useful information and
maximize the performance of the system when they are used in combination
be able to generalize better with increasing sizes of the training set.
10We replace singleton words in the training data with <unk> to handle unknown words
and apply zero padding to the n-grams containing sentence boundaries.
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F1 BAD F1 OK F1 MULTI
NN-MS (n) 0.4729 0.8138 0.3848
NN-MS (snp) 0.4053 0.7806 0.3162
NN-MS (sns) 0.4079 0.7861 0.3255
NN-MS (snc) 0.4077 0.7865 0.3203
NN-MS (n+ snp + sns + snc) 0.4799 0.8338 0.3998
NN-MS (snp + sns + snc) 0.4383 0.8135 0.3565
Table 7.7: Performance of the NN systems using the three morpho-syntactic
features with different combinations of context windows.
with the surface n-gram windows. Furthermore, removing a specific type of
context window from the combined set reduces the performance in all cases. The
largest drop in performance occurs when the surface n-grams are removed, which
confirms the usefulness of the information provided by this context window.
7.2.4.2 Applying the proposed neural network architecture on the
task of predicting technical post-editing effort
As we already discussed in Chapter 1, the main motivation of this dissertation is
to investigate whether automatic error detection systems can serve as a basis for
sentence-level QE. However, given the similarities of the error detection and the
word-level QE, as described in Chapter 3, the proposed NN architecture can be
applied to both tasks. With the aim of detecting grammatical errors, we built
the proposed system by using only morpho-syntactic features obtained from the
MT output, without analyzing the source text. Even though this system lacks
information with respect to the source text and semantics, its performance can
provide us insights into the informativeness of such information for predicting
technical post-editing effort, which considers correction of all error types in a
given MT output. Moreover, by using the WMT’16 data sets, we can compare
the performance of the proposed system to the other word-level QE systems
we built in Chapter 3 and to the participating systems in the WMT’16 shared
task on QE. This comparison would additionally show us the effectiveness of
the proposed system from different perspectives.
Applying the proposed method to a different language requires the use of a
different set of language-specific NLP tools and/or models. To compare the
performance over different languages, we applied the proposed method to pre-
dict post-editing effort for two different language pairs, namely EN-NL and
EN-DE. For EN-DE, we tested this method on the WMT’16 data set, which
has been used in the shared task on word-level QE. This data set consists of
15K source-target sentence pairs (279,976 words in the target language) in the
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IT-domain with target sentences being the machine-translated version of the
source sentences by a phrase-based SMT system. The data was partitioned into
12K, 1K and 2K sentence pairs as training, tuning and test sets, respectively. As
described in Chapter 3, all words in this data set have been automatically an-
notated for errors with binary word-labels (OK and BAD) using the alignments
between the MT output and its post-edited version provided by the TERCOM
tool (Snover et al. 2006). In all three data sets, the OK to BAD ratio is approx.
4:1. Prior to training the NN, we obtained PoS, morphology and dependency
labels for each German word in the MT output (in CoNLL-U format), using the
Mate tools (Bohnet and Nivre 2012). The resulting morpho-syntactic feature
vectors consist of 128 features. During training, we assigned class weights that
are inversely proportional to their frequencies in the training set. For the EN-
DE experiments, we trained the NN system with GRU layer sizes of 100 (instead
of 50) and increased the complexity of the NN, given the relatively larger data
set compared to the EN-NL language pair.
For the EN-NL language pair, we used the same NN architecture and the data
set as detailed in Section 7.2.4.1 with one difference: instead of using the gold-
standard error annotations for grammatical errors, for this experiment, we au-
tomatically annotated the words for errors using the same procedure in the
WMT’16 shared task on QE, by using the TERCOM tool. For this purpose,
we used the post-edited version of the MT output from a Master’s student in
translation studies.
We evaluated the EN-NL system with regard to the average 10-fold cross-
validation results. The evaluation of the EN-DE system, on the other hand,
was conducted on the test set made available by the organizers. This approach
allows us to additionally compare the performance of the EN-DE system with
the competing systems in the shared task. We trained both systems using the
morpho-syntactic features consisting of PoS, morphology and dependency fea-
tures and the four context windows consisting of surface and syntactic n-grams.
Table 7.8 provides an overview of the performance of the proposed method for
the two language pairs.
F1 BAD F1 OK F1 MULTI
EN-NL (SCATE) - avg. cross val. 0.4335 0.8649 0.3749
EN-DE (WMT’16) - held out test set 0.4224 0.8319 0.3514
Table 7.8: Performance of the NN systems for predicting post-editing effort.
From Table 7.8, we can see that, despite the difference between the data sizes
and the tools we used, both systems obtained similar results. Furthermore, by
comparing the results obtained for the EN-NL system on the two tasks, we can
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see that the proposed method performs better on detecting grammatical errors
(F1 MULTI = 0.3998) than predicting overall post-editing effort (F1 MULTI =
0.3749), which represents all types of MT errors. We can gain a better picture of
the performance of the proposed method on predicting post-editing effort when
we compare the EN-DE system with the systems that participated in the shared
task of word-level QE in WMT’16 (Bojar et al. 2016). Three of these systems11
(out of 14) are included in Table 7.9.
Rank F1 BAD F1 OK F1 MULTI
UNBABEL/ensemble 1 0.5599 0.8845 0.4952
CDACM/RNN 8 0.4192 0.8421 0.3531
EN-DE (WMT’16) - 0.4224 0.8319 0.3514
BASELINE 11 0.3682 0.8800 0.3240
Table 7.9: Performance of the proposed NN architecture in comparison with
three competing systems (and the ranks they achieved) in WMT’16 shared task
on QE.
The proposed system outperforms the baseline system used in this shared task,
which consists of 22 features that represent monolingual and bilingual proper-
ties of each translated text. Moreover, it performs slightly worse than another
GRU-based NN system (CDACM/RNN), which uses word2vec word embeddings
within monolingual context windows of surface n-grams (Patel and Sasikumar
2016). This observation shows that the morpho-syntactic features can provide
information that is almost as useful as word embeddings for learning overall
technical post-editing effort.
Another system which uses NNs is UNBABEL/ensemble - a stacked combination
of a linear system with three different NNs, mixing feed-forward, convolutional,
and recurrent layers - by utilizing word embeddings obtained on the target
word and its alignment in the source (Martins et al. 2016). Even though this
ensemble uses a linear system, Martins et al. (2016) report that the ensemble of
NNs alone, with each NN using word embeddings as input, achieves an F1 score
of 0.4347. Such high estimation performance suggests that the different NN
architectures can be successfully combined for this task, leading to gains in
estimation performance.
11The official results for all participating systems for this task have been provided in Chap-
ter 3.
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7.2.5 Summary
In this section, we proposed an RNN architecture for word-level detection of
grammatical errors in SMT that utilizes monolingual features in context win-
dows of surface and syntactic n-grams. Our approach relies on PoS, morpholog-
ical and dependency information of the MT output and uses multi-hot encoding
to represent the morpho-syntactic properties of words as word vectors. We
showed that this approach achieves high performance on detecting grammatical
errors in SMT output for the EN-NL language pair, even when a relatively small
training set is available. Moreover, our results suggest that word embeddings,
despite their informativeness on syntactic and semantic properties of words,
should not be considered as a one-size-fits-all approach in the QE task. For de-
tecting grammatical errors in SMT output, we achieved a marked improvement
in performance by using accurate morpho-syntactic features over word embed-
dings. By applying the proposed approach on the task of predicting technical
post-editing effort, we demonstrated its ability to learn all MT error types on
two language pairs, EN-NL and EN-DE. This observation shows the applicabil-
ity of the proposed method across languages and reveals the amount of valuable
monolingual information that can be employed for estimating overall quality in
machine-translated texts.
In the following chapters, we first extend the proposed NN architecture to study
its effectiveness on detecting all fluency errors. Furthermore, we study whether
the same architecture can be used to detect accuracy errors by utilizing bilingual
information of source/target sentence pairs.
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CHAPTER 8
Detecting fluency errors in MT output
In the previous chapters, we gained a better understanding of the error profiles
of three MT systems, which are based on different MT paradigms. While the
quality of any translated text can only be accurately assessed by both its accu-
racy and fluency, we have shown that fluency seems to play an important role
in defining the quality of SMT output. Furthermore, in the previous chapter we
proposed a NN architecture and a word representation method, which utilizes
(monolingual) morpho-syntactic information obtained from the MT output to
detect grammatical errors in machine-translated text. We observed that this
NN architecture was able to achieve reasonable estimation performance on de-
tecting grammatical errors. Moreover, we have shown that morpho-syntactic
word representations were almost as informative as word embeddings for de-
tecting overall post-editing effort. Even though morpho-syntactic features seem
to be a good source of information for detecting grammatical errors and for
estimating overall post-editing effort, we hypothesize that we need additional
semantic information to capture all fluency errors made by MT systems.
As we discussed in the previous chapter, one way of capturing both syntactic
and semantic properties in MT output is to use word embeddings, which are real
valued vectors whose dimensions represent a latent feature of a given word. In
the last decade, word embeddings have been successfully applied to a variety of
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natural language processing tasks, including named entity recognition (Turian
et al. 2010), parsing (Socher, Lin, Ng and Manning 2011), sentiment analysis
(Socher, Pennington, Huang, Ng and Manning 2011) and machine translation
(Cho et al. 2014). In recent years, word embeddings have also been used to
estimate overall post-editing effort within NN architectures (Kreutzer et al.
2015, Abdelsalam et al. 2016, Patel and Sasikumar 2016, Martins et al. 2016,
Scarton et al. 2016).
With the aim of detecting all fluency errors in MT output, in this chapter, we
combine morpho-syntactic features obtained from the MT output with word
embeddings as word representations. To analyze each word in the SMT output
within different types of local context, we use the NN architecture we proposed in
the previous chapter, which learns from syntactic and surface context windows.
We focus on two word-level QE tasks, namely detecting all fluency errors in the
MT output and predicting overall post-editing effort. The first task consists of
detecting fluency errors, which are derived from the manual error annotations.
Successful detection of fluency errors can be used to assist post-editors and MT
developers to highlight monolingual errors in machine-translated text. More
importantly, as word-level error detection systems can serve as a backbone for
sentence-level QE systems, the output obtained from the error detection systems
can be used as an input for sentence-level QE systems.
Similar to the experiments we conducted in the previous chapter, the second task
consists of detecting erroneous words in the MT output that require post-editing,
both in terms of accuracy and fluency. In other words, in the second task,
we analyze the effectiveness of utilizing monolingual information on detecting
overall post-editing effort. Accurate prediction of overall post-editing effort,
by using the monolingual information present in the SMT output alone, can
reduce the effort required for building QE systems by eliminating the need for
source language analysis. This can especially be beneficial in scenarios when
translations are done from multiple source languages to a single target language
or when limited resources and/or NLP tools are available to process the source
language.
In both experiments, unlike similar studies that use word embeddings for the
task of QE, we additionally investigate whether learning word embedding models
from different types of word forms and from different domains improves the QE
performance.
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8.1 Word representations: morphology, syntax
and semantics
As a form of written text, MT output can be studied by the three subdomains of
linguistics, viz. morphology, syntax and semantics. While morphology studies
the rules that govern the way morphemes are used in a language, syntax studies
the rules that pertain to the ways in which words can be combined to form
grammatical sentences in a language. Finally, semantics studies the meaning
of words and combinations of words in a language. Our expectation is that
each of these three domains will provide the necessary information to identify
the different types of fluency errors made by MT systems. Based on this idea,
we consider two types of word representations relevant for monolingual QE in
SMT: morpho-syntactic word representations, which include information from
both morphology and syntax (see Chapter 7), and word embeddings, which cap-
ture semantic and syntactic similarities between words (Mikolov, Chen, Corrado
and Dean 2013). In Chapter 7, we defined morpho-syntactic word representa-
tions as multi-hot vectors consisting of Part-of-Speech (PoS), morphology and
dependency information about a given word. Despite the difficulties of using
dependency parsers on MT output, we have also demonstrated that parse trees
obtained on MT output nevertheless provide useful information in terms of MT
quality. We showed that parsers were useful to detect grammatical errors in the
MT output due to the unusual dependency structures they produce.
Unlike morpho-syntactic features, word embedding models capture both the
syntactic and the semantic relationships between words (Turian et al. 2010).
As word embeddings also model semantic information, our hypothesis is that
morpho-syntactic word representations and word embeddings can complement
each other and achieve better estimation performance on the task of word-level
QE of SMT output than when they are used in isolation.
In a recent study, Avraham and Goldberg (2017) argue that lemmas are better in
representing semantic similarities between words than surface forms and improve
semantic similarity models when used in isolation, while affixes mostly repre-
sent morphological similarity. When word embeddings are used in combination
with accurate morpho-syntactic features, the question thus arises whether the
additional morphological information stored in the affixes provides any valuable
information. We investigate whether using lemmas for learning word embedding
models is a better alternative to using surface forms, when they are combined
with accurate morpho-syntactic features.
The positive effect of learning translation and language models from in-domain
data on the quality of SMT systems has been shown in various studies in the past
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(Xu et al. 2007, Bertoldi and Federico 2009, Axelrod et al. 2011). Even though
the ability to train on very large data sets allows word embedding models to
learn complex word relationships (Kusner et al. 2015), Anastasakos et al. (2014)
showed that word embeddings learned from domain-specific data performed
better over those obtained from general-domain data on the task of spoken
language understanding. Furthermore, this positive effect was observed even
when the word embedding models were learned from much smaller domain-
specific data compared to general-domain data (Anastasakos et al. 2014). To
our knowledge, the impact of the word-embedding domain on the QE-task has
never been studied before. In this study, we also analyze the impact on QE
performance of learning word embedding models from different domains with
different data sizes.
8.2 Neural network architecture
We extend the NN architecture we proposed in Chapter 7, which uses PoS, mor-
phology and dependency information as morpho-syntactic word representations
with word embeddings as additional input vectors. Four fixed-sized context
windows are created using each type of word representation. The four context
windows consist of the following surface and syntactic n-grams, as described in
Chapter 7:
• Surface n-grams (n): Sequence of words as they appear in MT output,
centered around the target word (n = 5)
• Syntactic n-grams (sn):
– Parents (snp): Vertical sequence of parent nodes in a given depen-
dency tree for a given target node (n = 3)
– Siblings (sns): Horizontal sequence of sibling nodes sharing the
same parent in a given dependency tree, centered around the target
node (n = 5)
– Children (snc): Sequence of children nodes for a given target node
(depth 1), containing the target node in the centre (n = 5)
Similar to the proposed NN architecture in Chapter 7, we include additional
placeholder tokens in the vocabulary of the morpho-syntactic features to indicate
boundaries (namely < s > to indicate a sentence boundary, ‘[ROOT]’ to indicate
the root of the dependency tree and ‘[NA]’ to indicate horizontal boundaries in
the sub-trees). Moreover, we retain the original word order in each syntactic
n-gram, in order to capture word ordering errors in machine-translated texts.
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The context windows built for the two types of word representations are provided
as input to 8 Gated Recurrent Unit (GRU) layers (Cho et al. 2014). The outputs
of the 8 GRU layers are concatenated before they are connected to the output
layer, which consists of two units. The softmax over the activation of these two
units is taken as the score for the two classes OK and BAD, which represent
the correct and erroneous words respectively. To reduce overfitting, we apply
dropout (Srivastava et al. 2014) within the GRU layers (for the input gates and
the recurrent connections) and after the concatenated hidden units. Figure 8.1
illustrates the proposed NN architecture.
Figure 8.1: The proposed neural network architecture.
In all our experiments, we used the same settings as the NN architecture pro-
posed in Chapter 7, with respect to weight initialization, loss function, opti-
mizer, mini-batch size and the number of epochs used for training the models.
We adjust the sizes of the GRU layers according to the sizes of the two different
data sets we use in our experiments, which is further explained in the following
subsection.
8.3 Experiments
Similar to our previous experiments, we test the proposed method on two dif-
ferent word-level QE tasks. In the first experiment, the task is to detect fluency
errors in the SMT output for the EN-NL language pair. As a binary classi-
fication task, we consider each word in a given SMT output either erroneous
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or correct and we extract the error labels from the SCATE corpus of SMT er-
rors, which contains manually annotated errors. Furthermore, we investigate
whether the information provided by the morpho-syntactic features and word
embeddings complement each other and lead to better estimation performance.
Our hypothesis is that, unlike morpho-syntactic features, word embeddings pro-
vide additional useful information about the semantic similarities between words
and complement the information provided by morpho-syntactic features on the
QE task. Avraham and Goldberg (2017) showed that lemmas were able to
improve semantic similarity models compared to using surface forms of words.
Encouraged by their findings, we test whether QE performance can be maxi-
mized when lemmas are used to train word embedding models instead of surface
forms of words. Moreover, based on the positive results obtained in another task
(Anastasakos et al. 2014), we study the impact of using smaller but in-domain
data to train word embedding models compared to large, general-domain data.
In the second experiment, we test the proposed method on the task of predicting
overall post-editing effort by detecting the words that require post-editing. In
this binary classification task, the error labels are automatically extracted for
each word by comparing the SMT output to its post-edited version. As post-
editing is the task of correcting all types of translation errors, including accuracy
and fluency errors, the extracted error labels in this experiment do not draw a
distinction between error types. They only indicate that a post-editing operation
has been performed on a given word. This experiment seeks to analyze whether
monolingual information alone is effective to estimate overall post-editing effort
for a given SMT output. Similar to the task of detecting fluency errors, we
analyze the impact of different NN configurations and word embedding models
on estimation performance. To test the applicability of the proposed method
across languages, we conduct our experiments on two language pairs (EN-NL
and EN-DE).
8.3.1 Detecting fluency errors
In the first experiment, we evaluate the performance of the proposed method on
the detection of fluency errors for the EN-NL language pair. For this experiment,
we use the SCATE corpus of SMT errors, which consists of 2,967 sentence pairs
with manually annotated, fine-grained error annotations. We refer to Chapter 4
for details of the taxonomy. Provided that, in this experiment, the aim of the
proposed NN architecture is to capture all types of fluency errors at once, we
use the subset of all fluency error annotations from the SCATE corpus of SMT
errors. We mark all words that are annotated by any type of fluency error as
BAD and the words that are not annotated with fluency errors as OK. The
resulting data set consists of 58,002 words, 16,275 of which are annotated as
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fluency errors, with an OK to BAD ratio of approx. 2.56:1.
In this experiment, we apply the evaluation metrics used in the WMT’16 shared
task on QE, namely F1 scores on the BAD and OK labels, and F1 MULTI, the
latter being the multiplication of the two F1 scores. During our experiments,
to avoid any biasing towards choice of initial weights, we train each NN three
times with random weight initialization and calculate the average scores for each
evaluation criterion.
Considering the relatively small number of samples in this data set, we evaluate
the systems using the average 10-fold cross-validation scores. During training,
we assign class weights that are inversely proportional to their frequency in each
training fold. We use the Alpino parser (Van Noord 2006) to obtain the PoS,
morphology and dependency information for each given word in the machine-
translated output. The morpho-syntactic word vectors that are built with this
information consist of 128 features. Similarly, we build word embeddings with
dimension of 128, using 328M words from the SoNaR corpus (Oostdijk et al.
2008), which consists of texts extracted from 38 text types, including newspapers
and e-mails. To build word embeddings, we used word2Vec (Mikolov, Ilya, Kai,
Corrado and Dean 2013) using the Python1 library gensim (Rˇeh˚urˇek and Sojka
2010). For the EN-NL experiments, given the relatively small number of samples
in the training data, we train the NN systems with GRU layer sizes of 25.
First, we analyze the impact of different NN configurations on QE performance.
Moreover, we compare the performance of NNs to other ML algorithms. The
performance of the different systems we built is included in Table 8.1.
System F1 BAD F1 OK F1 MULTI
UniGRU-MS 0.4903 0.8203 0.4021
UniGRU-W2V 0.4686 0.7851 0.3679
UniGRU-MS/W2V 0.5038 0.8014 0.4037
UniGRU-MS+W2V 0.5050 0.8206 0.4144
BiGRU-MS+W2V (proposed architecture) 0.5157 0.8161 0.4209
LR-MS+W2V 0.2354 0.8472 0.1994
SVC-MS+W2V 0.4741 0.7441 0.3528
DENSE-MS+W2V 0.4884 0.7806 0.3813
Table 8.1: The impact of the ML algorithm and NN architecture
Table 8.1 can be divided in two sections. In the upper section, we analyze
the informativeness of morpho-syntactic features and word embeddings within
the NN architecture. We also measure the impact of using unidirectional and
bidirectional GRU layers within the NN. As a baseline, we build the system we
1https://www.python.org
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proposed in Chapter 7, which provides morpho-syntactic features as input to the
four context windows and which uses unidirectional GRU layers (UniGRU-MS).
We use the same NN architecture to build two additional systems, a first one
which uses only word embeddings (UniGRU-W2V) and a second system using
a concatenation of morpho-syntactic features and word embeddings as a single
vector (UniGRU-MS/W2V). By looking at their performance, we can observe
that morpho-syntactic features outperform word embeddings on this task, which
is not surprising given the high number of grammatical errors present in the data
set we use, as shown in Table 7.5. We also see that when the two types of word
vectors are concatenated as input vectors (UniGRU-MS/W2V), the results are
slightly better (F1 MULTI = 0.4037).
An alternative approach for combining morpho-syntactic features and word em-
beddings is to provide two separate vectors as input to a total of eight context
windows, as described in Section 8.2 (UniGRU-MS+W2V). We see that this
alternative architecture is able to reflect the added benefit of combining the
two types of inputs, as it improves the performance up to a F1 MULTI score
of 0.4144. Splitting the morpho-syntactic information and distributed represen-
tation of words into separate vectors has a positive effect on estimation per-
formance. Using bidirectional GRU layers (BiGRU-MS+W2V), as proposed in
Section 8.2, further increases the performance and achieves the best results with
respect to all evaluation criteria, with an F1 MULTI score of 0.4209.
In the lower section of Table 8.1, we analyze the added benefit of using NNs
and recursive layers within an NN architecture. Having established the benefit
of using morpho-syntactic features together with word embeddings in the upper
section of the same table, we provide both types of information for all words
used in all eight context windows to two classifiers: Logistic Regression (LR-
MS+W2V) and Support Vector Classifier (SVC-MS+W2V). We build these
two systems using the Scikit-learn library (Pedregosa et al. 2011) in Python2.
Finally, we build the same NN system as proposed in Section 8.2 by using
dense layers instead of recurrent layers (GRUs). The performance of these
three systems shows that NNs are a better alternative to LR and SVCs, as the
NN with dense layers outperform both LR and SVC. Moreover, we see that the
performance of the NN system is maximized when recurrent layers are used,
instead of dense layers (UniGRU-MS+W2V vs. DENSE-MS+W2V).
Next, we analyze the impact of the domain of the corpus and the types of in-
formation, from which word embeddings are learned. In addition to using the
(out-of-domain) SoNaR corpus, as described above, we additionally build word
embeddings using 2.9M words from the (in-domain) Dutch Parallel Corpus3 and
2https://www.python.org
3We remove the overlapping sentences with the SCATE corpus of SMT errors prior to
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on the merged data set which consists of all sentences from both corpora. Fur-
thermore, we build alternative systems by using base forms of words (lemmas)
instead of surface forms. In all cases, we build the proposed architecture as
already described in Section 8.2, which provides separate word vectors as input,
consisting of morpho-syntactic features and word embeddings. The performance
of different systems is provided in Table 8.2.
System F1 BAD F1 OK F1 MULTI
BiGRU-MS+W2V SONAR (S) 0.5185 0.8213 0.4259
BiGRU-MS+W2V DPC (S) 0.5192 0.8238 0.4278
BiGRU-MS+W2V DPC+SONAR (S) 0.5179 0.8202 0.4247
BiGRU-MS+W2V SONAR.33M (S) 0.5184 0.8194 0.4247
BiGRU-MS+W2V SONAR.33M (L) 0.5195 0.8194 0.4257
BiGRU-MS+W2V DPC (L) 0.5187 0.8297 0.4303
BiGRU-MS+W2V DPC+SONAR.33M (L) 0.5139 0.8221 0.4224
Table 8.2: The impact of word embedding model on estimation performance.
Word embedding models learned from surface forms of words are indicated with
‘(S)’ and models learned from lemmas with ‘(L)’.
In the upper section of Table 8.2, we see that word embedding models learned
from relatively small but in-domain data lead to better QE performance on the
task of detecting fluency errors (BiGRU-MS+W2V DPC (S)). Using very large,
out-of-domain data in this case does not only achieve slightly inferior perfor-
mance compared to in-domain data when used alone (BiGRU-MS+W2V SONAR
(S)), but also deteriorates the performance slightly when it is added to the
in-domain data set (BiGRU-MS+W2V DPC+SONAR (S)). Although further
research would be necessary to draw conclusions, the positive effect of the in-
domain data might be explained by its ability to learn specific meanings of cer-
tain words in limited context. Even when both data sets are combined, learning
additional meanings for words in larger, general-domain data might lead to a
decrease in the error detection performance.
In the lower section, we see the performance of the systems using word em-
bedding models that are learned from lemmas instead of surface word forms,
with the exception of the system displayed in the first row (BiGRU-MS+W2V
SONAR.33M (S)). Alpino provides lemmas for each word in the parse tree it
builds. As parsing brings additional computational cost, we acquire lemmas only
for approx. 33M words, which are obtained from 2M randomly selected sentences
from the SoNaR corpus (BiGRU-MS+W2V SONAR.33M (L)). We also combine
the same data set with the in-domain data (BiGRU-MS+W2V DPC+SONAR
.33M (L)). To observe the impact of reducing the training data, we use the
building word embedding models.
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same 33M words to learn word embeddings from surface word forms (BiGRU-
MS+W2V SONAR.33M (S)). As a result, the lower section of Table 8.2 shows
similar trends as the upper section and confirms the positive effect of using
in-domain data for building word embedding models when lemmas are used.
Moreover, we see that combining morpho-syntactic features with word embed-
dings learned from lemmas achieves better F1 MULTI scores than combining
morpho-syntactic features with word embeddings learned from surface forms
(BiGRU-MS+W2V DPC (L) vs. BiGRU-MS+W2V DPC (S)).
8.3.2 Predicting technical post-editing effort
In the second experiment, we evaluate the proposed method on the task of pre-
dicting overall post-editing effort, which consists of detecting the words that
require post-editing. In this experiment, we do not use manually annotated
error labels. Instead, the error labels are extracted using the TERCOM tool
(Snover et al. 2006), by comparing the SMT output with its post-edited version.
This method has been detailed in previous chapters. Similar to our previous ex-
periments, for extracting the error labels with TERCOM, the following settings
are adopted from the WMT’16 shared task on QE:
• Tokenized, case-insensitive, exact matching is performed
• Insertions made during post-editing are not annotated as they cannot be
associated with any word in the MT output
• Shifts are disabled, but rather annotated as edits in the form of deletions
and insertions
As a result, all words that have been subject to post-editing are marked as
BAD. All remaining words in the data set are marked as OK. Since post-editing
involves correcting all types of translation errors, automatically extracted error
labels do not distinguish between the error types but only indicate that a post-
editing operation has been performed on a given word.
To analyze to what extent overall post-editing effort can be predicted using
only monolingual information, we experimented with two language pairs: EN-
NL and EN-DE. To be able to compare our results with previous studies, we
used the WMT’16 data set (Specia et al. 2016) for the EN-DE language pair
and the SCATE corpus of SMT errors for EN-NL.
For the EN-DE language pair, we used two data sets to learn word embedding
models in German. As in-domain data, given the small size of the WMT’16
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training set for learning word embedding models, we combined it with the post-
edited SMT segments from the Autodesk Post-Editing Data corpus4. This addi-
tional data set consists of 107,353 sentences and approx. 1.5M words in total5.
As out-of-domain data we used a collection of Wikipedia articles (Wolk and
Marasek 2015), consisting of approx. 2.45M sentences and 43.5M words. To
build the morpho-syntactic word vectors, we obtained PoS, morphology and de-
pendency labels for each German word in the MT output, using the Mate tools
(Bohnet and Nivre 2012). The morpho-syntactic word vectors that are built for
German consisted of 131 features. Similarly, we built word embeddings learned
on German data with dimension of 131. For the EN-DE experiments, we trained
the NN system with GRU layer sizes of 50 and increased the complexity of the
NN, given the relatively bigger data set compared to the EN-NL language pair,
for which we set the GRU layer sizes to 25.
For the EN-NL language pair, we used the post-edited version of the SMT
output by a Master student in translation studies, which has also been used for
the experiments outlined in Chapter 7. We applied the same label extraction
method as described above, for marking erroneous words. The word embedding
models were learned from the same three data sets described in Section 8.3.1.
In the SCATE corpus of SMT errors (EN-NL), fluency errors make up the
majority of errors in this data set (68%). The SCATE error taxonomy allows
annotating multiple errors on the same text span. Further analysis reveals that
64% of all accuracy errors in this data set overlap with at least one fluency
error. This means that only a small portion of erroneous words in the target
text (corresponding to 36% of the accuracy errors and 11.5% of all errors) can
be detected only by analyzing the source text together with the SMT output.
As a result, the erroneous words corresponding to 88.5% of all errors in this
data set can be detected using monolingual information alone. These statistics
indicate that monolingual information alone can effectively be used, not only to
detect fluency errors made by SMT systems but also to estimate overall post-
editing effort. However, the question remains whether similar error statistics
can be observed in other data sets, consisting of SMT output obtained for other
language pairs and domains. In this study, while we can analyze the error
statistics in the EN-NL data set, no explicit information is available for the
EN-DE data set.
The experiments performed for both language pairs on the task of predicting
overall post-editing effort are similar to the ones we did on the task of detecting
fluency errors: firstly, we analyze the impact of combining morpho-syntactic
features and word embeddings on this task. Our hypothesis is that word em-
4https://autodesk.app.box.com/v/Autodesk-PostEditing
5We remove the overlapping sentences with the WMT’16 test set prior to building word
embedding models.
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beddings provide useful information on top of the morpho-syntactic features
and can capture non-grammatical errors. We expect the combination of the
two types of information to improve QE results on the task of predicting overall
post-editing effort. Second, we analyze the impact of learning word embedding
models from smaller in-domain data compared to larger general-domain data.
Finally, we test if learning word embedding models from lemmas, instead of
surface forms of words, maximizes the estimation performance.
We provide the results obtained from the QE systems we built for EN-NL and
EN-DE in Table 8.3 and Table 8.4, respectively. Similarly to the task of de-
tecting fluency errors, we use F1 MULTI as the main evaluation criterion, while
we also report F1 BAD and F1 OK scores. We train each NN three times with
random weight initialization and calculate the average scores for each evaluation
criterion. Table 8.3 and Table 8.4 consist of three sections: an upper section,
providing the results obtained by using either morpho-syntactic features or word
embeddings in isolation; and middle and lower sections, which show the impact
on QE performance of using different word embedding models in combination
with morpho-syntactic features.
System F1 BAD F1 OK F1 MULTI
UniGRU-MS 0.4331 0.8638 0.3741
BiGRU-MS 0.4485 0.8714 0.3986
BiGRU-W2V SONAR (S) 0.4258 0.8531 0.3631
BiGRU-MS+W2V SONAR (S) 0.4625 0.8735 0.4040
BiGRU-MS+W2V DPC (S) 0.4683 0.8734 0.4090
BiGRU-MS+W2V DPC+SONAR (S) 0.4651 0.8776 0.4082
BiGRU-MS+W2V SONAR.33M (S) 0.4652 0.8743 0.4067
BiGRU-MS+W2V SONAR.33M (L) 0.4606 0.8723 0.4018
BiGRU-MS+W2V DPC (L) 0.4711 0.8736 0.4116
BiGRU-MS+W2V DPC+SONAR.33M (L) 0.4693 0.8746 0.4104
Table 8.3: QE results for EN-NL. Word embedding models learned from surface
forms of words are indicated with ”(S)” and models learned from lemmas with
”(L)”.
From the first row in Table 8.3, we see that using morpho-syntactic features
alone within unidirectional GRU layers, as described by Chapter 7, results in a
strong baseline (UniGRU-MS), with an F1 MULTI score of 0.37416. Applying
bidirectional GRU layers instead (BiGRU-MS) improves the results further to
0.3986. In the top section, we also see that word embeddings, when used in
6The performance of this system is slightly poorer than the results we reported in Chapter 7
due to using GRU layers of size 25, instead of 50. Setting the layer sizes to 25 reduced the
training times considerably with minimal loss in performance.
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isolation, are outperformed by morpho-syntactic features on this task for EN-
NL (BiGRU-W2V SONAR (S)). We know that the majority of words annotated
with fluency errors in the SCATE corpus are associated with grammatical errors.
Even though morpho-syntactic features alone are not able to capture semantic
properties of words, the dominance of grammatical errors in this data set can
explain the benefit of using these features over word embeddings for this task.
In the middle section, we see that combining word embeddings with morpho-
syntactic features (BiGRU-MS+W2V SONAR (S)) achieves better results than
using either type of information alone. Similar to our observations on the task
of detecting fluency errors, learning word embedding models from a smaller in-
domain data set boosts the QE performance further (BiGRU-MS+W2V DPC
(S)). Finally, the lower section shows us that using lemmas is a better choice
than using surface forms of words, when learning word embedding models for
this task. Again, the highest estimation performance is achieved by the system
which learns word embedding models from the lemmas and the in-domain data
set (BiGRU-MS+W2V DPC(L)), with an F1 score of 0.4116.
System F1 BAD F1 OK F1 MULTI
UniGRU-MS 0.4219 0.8311 0.3506
BiGRU-MS 0.4365 0.8358 0.3648
BiGRU-W2V WIKI (S) 0.4417 0.8387 0.3704
BiGRU-MS+W2V WIKI (S) 0.4559 0.8439 0.3847
BiGRU-MS+W2V WMT/AD (S) 0.4766 0.8294 0.3954
BiGRU-MS+W2V WMT/AD+WIKI (S) 0.4704 0.8396 0.3950
BiGRU-MS+W2V WIKI (L) 0.4625 0.8218 0.3801
BiGRU-MS+W2V WMT/AD (L) 0.4679 0.8503 0.3979
BiGRU-MS+W2V WMT/AD+WIKI 0.4705 0.8422 0.3962
Table 8.4: QE results for EN-DE language pair
The QE results obtained on the EN-DE language pair are especially interesting
as we do not have statistics about the type of errors made by the SMT system
that was used to generate the German translations. Similar to the previous re-
sults, the upper section in Table 8.4 shows that using bidirectional GRU layers
has a positive impact on performance (BiGRU-MS vs. UniGRU-MS7). However,
on the German SMT output, unlike the Dutch output, word embeddings out-
perform morpho-syntactic features for detecting post-editing effort, when both
types of information are used in isolation. There are several differences between
the two experiments on the EN-NL and EN-DE language pairs, which could
explain this difference. The difference in the target languages, domains and the
7The performance of this system is slightly poorer than the results we reported in Chapter 7
due to using GRU layers of size 50, instead of 100.
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SMT systems used can all have an impact on the error profiles of the two SMT
outputs and as a result, the amount of specific error types in both data sets
can differ. If grammatical errors are not as dominant in the WMT’16 SMT
output as in the SCATE corpus of MT errors, it would not be surprising for
word embeddings to outperform morpho-syntactic features on this data set. On
the other hand, provided that we extract the morpho-syntactic features on two
different languages using different toolkits, the quality of the tags obtained for
PoS, morphology and dependency relations can also be different. Nevertheless,
combining morpho-syntactic features with word embeddings still provides bet-
ter results than using either type of information alone on both language pairs,
as we can see in the middle section (BiGRU-MS+W2V WIKI (S)).
Similar to previous results we obtained on the EN-NL language pair, learning
word embeddings from the small but in-domain Autodesk data set boosts the
estimation performance (BiGRU-MS+W2 WMT/AD (S)). Combining this data
set with the out-of-domain data deteriorates the results (BiGRU-MS+W2 WMT
/AD+WIKI (S)). Finally, learning word embedding models from lemmas seems
to improve the results slightly as the best system achieves an F1 MULTI score
of 0.3979 (BiGRU-MS+W2 WMT/AD (L)).
The performance of the EN-DE system can be better understood when com-
pared to the participating systems in the WMT’16 shared task on word-level
QE. In Table 8.5, we provide the results for a number of systems from the shared
task (Bojar et al. 2016) and the ranks they obtained, together with the best sys-
tem we built using the proposed architecture (MS+W2V WMT/AD (L)). We
also include the results of the system we proposed Chapter 7 (UniGRU-MS),
which utilizes morpho-syntactic features in isolation, as an additional baseline.
System Rank F1 BAD F1 OK F1 MULTI
UNBABEL/ensemble 1 0.5599 0.8845 0.4952
UGENT-LT3 RF 3 0.4917 0.8357 0.4110
BiGRU-MS+W2V WMT/AD (L) - 0.4679 0.8503 0.3979
UGENT-LT3 ENS 4 0.4642 8212 0.3812
CDACM/RNN 8 0.4192 0.8421 0.3531
UniGRU-MS - 0.4219 0.8311 0.3506
BASELINE 11 0.3682 0.8800 0.3240
RTM 2.en-de s4 RTM-GLMd 14 0.3067 0.8883 0.2725
Table 8.5: Performance of the proposed method in comparison with the com-
peting systems in the WMT’16 shared task on word-level QE.
By using monolingual information given in the SMT output alone, the proposed
system (BiGRU-MS+W2V WMT/AD (L)) outperforms the baseline system in
this shared task, which uses features representing monolingual and bilingual
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properties of each translated text. In fact, the proposed system outperforms
11 participating systems out of 14. Furthermore, it achieves better results
than two monolingual systems that are based on RNNs: the system, which
utilizes only morpho-syntactic features (UniGRU-MS) (+0.0465 F1 SCORE)
and CDACM/RNN, which uses only word embeddings (Patel and Sasikumar
2016) (+0.0448 F1 SCORE). These results confirm the benefit of combining
morpho-syntactic features with word embeddings for this task.
8.3.3 Discussion
In Section 8.3.1 and Section 8.3.2 we have observed the effectiveness of using
monolingual information alone on estimating word-level quality of SMT output.
Despite the improvements achieved over different baselines we considered, the
results indicate that word-level QE systems still contain errors, which has also
been observed in the past for the task of predicting post-editing effort (Bojar
et al. 2015, 2016, 2017).
A main source of errors in this study is the limited amount of training data we
have for the two language pairs, as NNs require large amounts of training data
to sufficiently learn the weights between neurons. Although the proposed NN
architecture was able to outperform the majority of the submitted systems in the
WMT’16 shared task on word-level QE with the provided data sets, the impact
of the data size on its performance is yet to be studied. Moreover, the EN-NL
data set we used in this study can be considered relatively small, consisting of
only 58,002 training samples in each cross-validation fold. In this section, we
first analyze the impact of the size of the available training data on estimation
performance. For this purpose, we train the best systems for each task and
on each language pair by using 25% (every 4th sample) and 50% (every 2nd
sample) of the available training data8. We provide the results in Figure 8.2.
The results in Figure 8.2 confirm that reducing the amount of samples avail-
able in the training data to 50% and 25% reduces the estimation performance
(F1 MULTI score) each time on all tasks and for each language pair. On the
other hand, the trend lines drawn for each system indicate that the expected
increase in estimation performance is different in each case. While comparing
all systems at once is difficult given the differences in the language pairs and
the tasks, we can make a pairwise comparison. The best system obtained for
the EN-DE language pair on the task of predicting post-editing effort (Best PE
(DE)) shows a trend with fewer gains, compared to the system on the EN-NL
language pair (Best PE (NL)), where the data size is doubled. This is not sur-
8The context windows we use in the NN architecture for each target word are built prior
to reducing the data sizes.
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Figure 8.2: The impact of data size on estimation performance expressed as
F1 MULTI.
prising as the EN-DE data size is already approximately four times the size
of the EN-NL data set we use (consisting of approx. 210K and 58K samples,
respectively) and we can expect the positive impact of doubling the data size
to decrease for larger data sets.
For the EN-NL data set, when we draw a comparison based on the type of the
QE-task, we notice that the trend line for the best system obtained for detecting
fluency errors (Best FLU (NL)) shows a constant increase, whereas the estima-
tion performance of the best system obtained for predicting post-editing effort
(Best PE (NL)) seems to increase with a decreasing rate. This can be explained
with the type of translation errors captured by the two QE-tasks: it seems
that using monolingual information for detecting errors of monolingual nature
(fluency errors) benefits more from an increase in data size than predicting post-
editing effort, which represents correction of all error types in the SMT output.
Even though it is difficult to make a fair comparison between different tasks,
we see that the estimation performance of “Best FLU (NL)” is already better
than “Best PE (NL)” when the same data sets are used (F1 MULTI scores of
0.4303 and 0.4116 respectively). The trends in Figure 8.2 further suggest that
the difference between their performance will further increase in favor of “Best
PE (NL)”, with increasing data sizes.
When we analyzed the best systems described above on the task of predicting
post-editing effort, we discovered a common type of mistake especially made
by the EN-DE system. As mentioned in previous sections, while extracting
error labels for this task, inserted words during post-editing are not marked as
erroneous in the MT output simply because they do not exist in the MT output
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yet9. Therefore, the resulting training set is not able to inform the systems
about the missing words in the MT output, i.e. inserted words made during
post-editing. Interestingly, the EN-DE system we built seemed to successfully
locate the context of missing words in many cases, even though no information
was available regarding this error type in the training data. We illustrate this
in Figure 8.3.
Figure 8.3: QE system locating the context of missing words, where insertions
are made during post-editing.
In Figure 8.3, we see a source sentence (SRC), the corresponding SMT output
containing the predicted errors by the QE system in bold (MT PRED) and the
post-edited version of the SMT output (MT PE). In the post-edited version,
we can see that the word “verfgbar (available)” has been inserted to the SMT
output. In this example, the QE system was able to localize the context of the
missing word (by marking the words “monochrome Bitmapbilder (monochrome
bitmap images)”, even though it did not encounter error labels for such errors in
the training data. One possible explanation for its ability to locate these errors
is that the surface and syntactic context windows enables the NN architecture
to learn contextual anomalies regarding the fluency of the SMT output to a
certain extent, even when no error labels are provided. To see the effect of this
phenomenon on QE performance, we retrained the two best systems we built for
predicting post-editing effort on EN-NL and EN-DE with a difference: in the
SMT output, we additionally marked the words to the left and right of all the
inserted words during post-editing as BAD, which is illustrated in Figure 8.4.
Figure 8.4: Marking the context of missing words, which require an ”insertion”
in the MT output.
In Figure 8.4, even though they are not associated with errors themselves, the
word “Bitmapbilder (bitmap images)” and the punctuation token “.” have been
marked as erroneous to indicate the context of a missing word in the SMT output
(MT LABELS). Marking more words as erroneous introduced 34% and 39%
9In the SCATE corpus of SMT errors, the context of the missing word errors are marked
by annotating the word after which an insertion must be made.
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additional BAD labels in the training data for the EN-NL and EN-DE language
pairs, respectively. In Table 8.6, we compare the estimation performance of the
retrained systems with the best systems we obtained in Section 8.3.2. To have a
better understanding of the systems’ error profiles, in addition to the F1 scores,
we also provide the precision and recall scores for the BAD label.
System Pre BAD Rec BAD F1 BAD F1 OK F1 MULTI
PE-effort NL 0.4252 0.5285 0.4711 0.8736 0.4116
PE-effort NL (ins.) 0.4684 0.5455 0.5040 0.8322 0.4195
PE-effort DE 0.4178 0.5315 0.4679 0.8503 0.3979
PE-effort DE (ins.) 0.4775 0.6293 0.5430 0.7921 0.4301
Table 8.6: The impact of retraining systems with additional labels that mark
the context of insertions made during post-editing. The retrained systems are
indicated with “(ins.)”.
What we see in Table 8.6 is that marking the context of inserted words during
post-editing provides both systems additional useful information as the overall
performance of both systems improves with respect to F1 MULTI. However,
the level of improvement is different for both systems. The EN-DE system (PE-
effort DE) seems to benefit more from this additional information compared to
the EN-NL system (PE-effort NL) for all evaluation criteria (except F1 OK,
which deteriorates in both cases). The improvement, especially for the Re-
call BAD and F1 MULTI scores, is much higher for the EN-DE system (+0.0978
Recall BAD and +0.0322 F1 MULTI) than for the EN-NL system (+0.0170 Re-
call BAD and +0.0079 F1 MULTI). Provided that the relative amount of newly
introduced BAD labels in both training data is roughly similar (34% and 39%),
the difference in the performance improvements can be attributed, at least par-
tially, to the different data sets used for both language pairs. It is also possible
that the QE systems benefit more from using this additional information with
increasing sizes of the training data. Nevertheless, these results suggest that
the performance of word-level QE systems might in general benefit from such
additional information about the local context of missing words in the SMT
output.
8.3.4 Summary
We presented a NN architecture, which takes morpho-syntactic and distributed
word representations obtained from monolingual data alone as input to estimate
word-level quality of SMT output. Our approach combines PoS, morphology
and dependency information extracted from words with the semantic relation-
ships modeled by word embeddings as separate input vectors to the NN. We
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tested the proposed method first on word-level detection of fluency errors in
SMT output for English-Dutch. Our results show that the proposed method is
able to outperform alternative NN architectures on detecting all fluency errors
at once. We observed that splitting morpho-syntactic information and semantics
modelled by word embeddings leads to better neural models and estimation per-
formance. Moreover, we showed that careful selection of word representations
is key to building accurate error detection systems on specific error types.
Secondly, we utilized this method to estimate the overall post-editing effort by
detecting words that have been modified during post-editing for the EN-NL
and EN-DE language pairs. We demonstrated that by only using monolingual
information, successful QE systems can be built to predict overall post-editing
effort involved in correcting the SMT output. The proposed method achieved
better estimation performance than the majority of the competing systems in
the WMT’16 shared task on QE. The high predictive power of monolingual
information additionally revealed the importance of fluency errors on defining
overall SMT quality.
Other key findings in this chapter unveiled the impact on QE performance of the
type of information and the resources from which word embeddings are learned.
On both EN-NL and EN-DE language pairs and for both tasks, learning word
embeddings from lemmas had a positive impact on estimation performance,
when they were combined with morpho-syntactic features. Furthermore, learn-
ing word embeddings from relatively small but in-domain data sets improved the
results in all cases, compared to training them from large but general-domain
data.
In the following chapter, we extend the proposed NN architecture and study
the effectiveness of using bilingual information to detect mistranslation and all
accuracy errors.
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CHAPTER 9
Detecting Accuracy errors in MT output
In the previous chapter, we proposed a NN architecture for detecting all types of
fluency errors in the SMT output, based on monolingual information obtained
from the MT output alone. We observed that such monolingual information
was enough to build QE systems that perform well on predicting technical post-
editing effort.
While fluency errors make up the majority of errors in the SCATE corpus of
SMT errors, as established in Chapter 6, we have seen that features related
to a number of accuracy (or adequacy) errors, including mistranslation errors,
were found to be highly informative for predicting post-editing time. Therefore,
in this chapter, we modify the NN architecture we proposed in the previous
chapter to capture the accuracy errors in the SMT output. In this modified NN
architecture, we use the word embeddings of the source and target language,
allowing the NN system to analyze the bilingual properties of a given source/MT
output pair. Even though the morpho-syntactic information of the target text,
as discussed in Chapters 7 and 8, provides additional information to the NN
system, the question remains whether this information is useful for detecting
accuracy errors. We discuss the impact of using the additional morpho-syntactic
information of the target text on QE performance in Section 9.4.
173
Chapter 9 : Detecting Accuracy errors in MT output
Similar to the previous chapters, we focus on two word-level QE tasks, namely
detecting all accuracy errors in the MT output and predicting overall post-
editing effort. In the first task, the accuracy errors are derived from the gold-
standard manual error annotations. Automatically detected accuracy errors
can be used to assist post-editors and MT developers to highlight errors related
to meaning transfer from source to machine-translated text. Moreover, the
identification of accuracy errors enables end users without knowledge of the
source language (e.g. some users of online MT systems) to judge whether the
meaning from the source text has been correctly transferred to the target text
(Specia et al. 2011).
Similar to the experiments we conducted in the previous chapter, the second
task consists of detecting words in the MT output that require post-editing,
without making a distinction between error types. In other words, in the second
task, we analyze the effectiveness of utilizing bilingual information on detecting
overall post-editing effort, as opposed to using only monolingual information in
the previous chapter.
9.1 Using bilingual information in word-level QE
In the literature, we see two common approaches for integrating bilingual in-
formation of given source/MT output pairs in word-level QE systems, namely
extracting features that represent bilingual properties or learning bilingual cor-
respondences by building word embeddings from raw input of words (Kreutzer
et al. 2015, Bojar et al. 2016, 2017). In the previous chapter, we have demon-
strated that word embeddings provide valuable information for detecting seman-
tically-oriented errors. Given the semantic nature of accuracy errors, our expec-
tation is that word embeddings obtained from the source and target texts would
provide the necessary information to identify the accuracy errors made by MT
systems. In word-level QE, the task is to make a binary classification for each
target word of the MT output. In order to detect accuracy errors, we also need
to include information about the source text, and therefore we need to know
which source and target words are aligned to each other. For QE of SMT, one
way of obtaining such word alignment information is to extract it from the de-
coder of the SMT system, which uses the word and phrase alignments built into
translation tables to produce the best possible translation (Koehn et al. 2007,
Kreutzer et al. 2015). However, such alignment information is not available in
black-box scenarios (in which you have no access to the internal components of
the SMT system itself) and also not for other MT paradigms, which do not rely
on explicit word and phrase alignments to produce translations, such as NMT.
So, automatic word alignment is an important component of QE systems for
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the detection of accuracy errors.
9.2 Automatic Word Alignment
Automatic word alignment is defined as the task of automatically identify-
ing translational correspondences at word level between source/target sentence
pairs. There are many applications for word alignment in NLP, such as build-
ing translation models for SMT systems and the identification of source/target
terms in bilingual terminology extraction, most of which depend on the quality
of the word alignment (Och and Ney 2003, Yarowsky and Wicentowski 2000,
Koehn et al. 2007, Macken et al. 2013). Today, widely-used word alignment
tools, such as Giza++ (Och and Ney 2003) and fast align (Dyer et al. 2013),
depend on unsupervised learning methods to obtain the word alignment infor-
mation, namely the Expectation Maximization (EM) method (Dempster et al.
1977). EM is an iterative learning method that starts with initial (uniform)
alignment probabilities for the words of a given source/target sentence pair and
updates these probabilities by analyzing all the sentence pairs of a given data
set until convergence. The underlying idea is that if particular source/target
words frequently appear together, then the alignment probability between these
words should be higher. To obtain a better word alignment model, the EM
method is often extended by additional heuristics, such as the IBM model 2,
which addresses the weak reordering properties of the lexical alignment and IBM
model 3, which uses the notion of fertility to add constraints on the number of
alignments each word can have (Och and Ney 2003).
As the unsupervised word alignment methods learn the alignments from data,
their quality relies on the availability of large data sets. However, even when
large data sets are used, automatic word alignment methods are prone to errors
and can make wrong alignments (Mihalcea and Pedersen 2003). We illustrate
this in Figure 9.1, which shows the automatically obtained word alignments of
an English source sentence and its manually translated version in Dutch.
Figure 9.1: Automatic word alignments generated by fast align for an English
source sentence and its manually translated version in Dutch. Wrong alignments
and corresponding source and target words are highlighted in red.
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As can be seen in Figure 9.1, the alignments made between the English and
Dutch sentences contain some errors. The interjection “Please” is incorrectly
aligned to the verb “Klik”, which is a translation of the verb “click”. Even
though the preposition “to” is partially aligned to the correct preposition “om
... te”, it is also incorrectly aligned to the article “de”, which is a translation of
the article “the”. Finally, the article “the” is incorrectly aligned to the preposi-
tion “te”. To improve such lexicon-based automatic word alignments, different
methods have been proposed. One of these methods utilizes syntactic infor-
mation from the source and target texts and aims to reduce alignment errors
made between source and target words that have different Part-of-Speech (PoS)
labels (Riesa et al. 2011). However, obtaining such syntactic information re-
quires additional, language-specific tools, which limits their applicability across
all languages.
Considering that automatic word alignment methods are subject to errors even
when correct translations are provided, we can expect additional challenges in
the task of QE, as the alignment process needs to handle MT output containing
potential errors. We illustrate this in Figure 9.2, which shows the automati-
cally obtained word alignments of an English source sentence and its machine-
translated version in Dutch.
Figure 9.2: Automatic word alignments generated by fast align for an English
source sentence and its machine-translated version in Dutch. Wrong alignments
and corresponding source and target words are highlighted in red. The errors
in the MT output are indicated beneath each erroneous word.
In Figure 9.2, the Dutch MT output contains two erroneous words, namely
the verb “is”, which is marked as an “Accuracy – Addition” and a “Fluency –
Grammar – Extra word” error and the preposition “van”, which is marked as
a “Fluency - Lexical choice - Function word” error and should be translated as
the relative pronoun “dat”. When we look at the word alignments obtained for
this source/target sentence pair, we also see wrong alignments not only for these
two words but also for the words that surround the verb “is”. Provided that
the incorrect MT output can lead to additional alignment errors, the question
arises whether automatic word alignments obtained for source/MT output pairs
can effectively be used to detect accuracy errors in MT output.
Despite the additional challenges it brings to the task of QE, in this chapter, we
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apply automatic word alignment for word-level QE. To reduce the word align-
ment errors due to using MT output that already contains errors, we obtain
the alignments on the training, development and test sets, when applicable, us-
ing additional data sets consisting of source/target sentence pairs with correct
translations. Considering that the extra word alignment step introduces addi-
tional computational resources and that it slows down the QE process, we use
fast align as automatic word alignment tool. In the context of MT, Dyer et al.
(2013) show that fast align achieves major gains in processing speed compared
to Giza++, while achieving translation performance comparable to MT engines
trained using Giza++.
9.3 Neural network architecture
In Chapter 8, we proposed a NN architecture to detect grammatical errors using
morpho-syntactic and distributed word representations of the target text. In
this chapter, we use the word embeddings obtained from the source and target
texts. Similar to the previous experiments, we extract the target information
centered around each given target word, for which we predict the binary label
OK or BAD. To provide information regarding the source text, we first detect the
source alignment for the given target word, using automatic word alignment, and
extract source context centered around the source alignment. In the example
provided in Figure 9.1, to predict binary labels for the target word “hier”,
this method would extract the source information centered around its source
alignment “here”.
Extracting source information centered around a single word, however, poses
additional challenges to the task of QE when a target word is aligned to multi-
ple source words. This can be seen in the same example provided in Figure 9.1,
when we look at the source alignments obtained for the target word “de”. The
article “de” is aligned both to the source preposition “to” and the article “the”.
The context extraction method, as described above, forces us to make a deci-
sion about selecting a single source alignment. Even though this problem can
be avoided by integrating context information from all source words that are
aligned to the target word, or the errors can be reduced by filtering out possible
wrong alignments with the use of PoS information on the source text, in this the-
sis, we focus on investigating the feasibility of the method we described above.
Therefore, we select the source alignment in the center when the target word
is aligned to an odd number of source words and the source alignment in the
center-right, when the target word is aligned to an even number of source words.
In the example provided in Figure 9.1, this approach leads to the selection of
the correct source alignment on the right, the article “the”, as the alignment of
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the article “de” in the translation. Even though this method leads to a correct
decision in this example, this outcome is not guaranteed for all sentence pairs in
our data set. This can especially be problematic for the information we extract
with respect to the dependency labels of source constituents, as extracting the
dependants of an incorrect source alignment can provide noisy information to
the NN system. Selecting a wrong source alignment for a given target word,
however, can be considered as less problematic for the surface n-grams, pro-
vided that the correct source alignment is captured by the context windows
which span over neighbouring words. With the aim of mitigating this issue to a
certain extent, we also consider introducing additional features to the NN with
respect to the total number of source words a given target word is aligned to.
Our hypothesis is that if the QE system knows the number of source alignments
obtained for a given target, it might use this information in the QE system to
improve error detection performance. We discuss the effectiveness of using the
additional alignment-related features on the QE performance in Section 9.4.
In Chapter 7, we proposed a grammatical representation of the MT output by
building morpho-syntactic word vectors and syntactic n-grams. Even though
this representation provided valuable information for detecting grammatical
errors and all fluency errors, most accuracy errors are of a semantic nature.
Therefore, to detect accuracy errors, we propose the NN architecture that uses
word embeddings of the source and target texts as input, without considering
the morpho-syntactic features of the target text. Nevertheless, in order to gain
further insights into the performance of different NN configurations, we analyze
the impact of including morpho-syntactic features to the NN architecture on
the task of detecting accuracy errors, in Section 9.4.
To build context windows for each target and source word, we consider four
different fixed-sized context windows, which are based on the following surface
and syntactic n-grams and implement it the same way as discussed in Chapters 7
and 8.
Surface n-gram (n): Sequence of words as they appear in MT output, centered
around the target word (n=5)
Syntactic n-grams (sn):
• Parents (snp): Vertical sequence of parent nodes in a given dependency
tree for a given target node (n=3)
• Siblings (sns): Horizontal sequence of sibling nodes sharing the same
parent in a given dependency tree, centered around the target node (n=5)
• Children (snc): Sequence of children nodes for a given target node (depth
1), containing the target node in the centre (n=5)
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Figure 9.3 shows an example source sentence (EN), its machine-translated ver-
sion (NL) and the four different context windows extracted for the verb ‘are’,
which is the alignment of the target word ‘zijn’. We obtain the dependency tree
for the English sentences using the Stanford parser (de Marneffe et al. 2006).
We refer to the Stanford typed dependencies manual for the descriptions of the
dependency labels1.
Figure 9.3: A machine-translated sentence (lower right, in blue), the correspond-
ing source text (lower right), the dependency parse tree obtained for the source
text (upper left) and the four different context windows extracted for the source
word ‘are’.
Using the context windows, as described above, and the word embeddings ob-
tained on both the source and target target texts, we propose the NN architec-
ture illustrated in Figure 9.4.
In all our experiments, we used bidirectional GRU layers with the same settings
as the NN architecture proposed in Chapter 7, with respect to weight initial-
ization, loss function, optimizer and batch and GRU layer sizes. Unlike our
experiments in the previous chapters, we increased the number of epochs from
50 to 150 and used best dropout value and learning rate for each individual
experiment2.
1https://nlp.stanford.edu/software/dependencies manual.pdf
2We applied grid search to find the best values for dropout (0 - 0,25) and learning rate
between (0,01 - 0,0001)
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Figure 9.4: The proposed neural network architecture.
9.4 Experiments
Similar to our previous experiments, we test the proposed method on two differ-
ent word-level QE tasks. In the first experiment, the task is to detect accuracy
errors in the SMT output for the EN-NL language pair. Given the high predic-
tive power of mistranslation errors on estimating post-editing time, which we
discussed in Chapter 6, we first conduct experiments on detecting mistransla-
tion errors alone. Then, we apply the proposed NN architecture on the task of
detecting all accuracy errors. As a binary classification task, we consider each
word in a given SMT output either erroneous or correct and we extract the
error labels from the SCATE corpus of SMT errors, which contains manually
annotated errors.
In the second experiment, we test the proposed method on the task of predicting
overall post-editing effort, by detecting the words that require post-editing. In
this binary classification task, the error labels are automatically extracted for
each word by comparing the SMT output to its post-edited version. Similar to
the experiments we conducted in Chapters 7 and 8, the extracted error labels in
this experiment do not draw a distinction between error types and only indicate
that a post-editing operation has been performed on a given word. Considering
that this experiment is not limited to detecting accuracy errors alone, we analyze
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the impact of combining word embeddings of the source and target texts with
the morpho-syntactic features of the target text on estimation performance. To
test the applicability of the proposed method across languages, we conduct our
experiments on two language pairs (EN-NL and EN-DE).
9.4.1 Detecting accuracy errors
In this section, we evaluate the performance of the proposed method on the
detection of accuracy errors for the EN-NL language pair. As data set, we use
the SCATE corpus of SMT errors, which consists of 2,967 sentence pairs with
manual fine-grained error annotations.
As mentioned earlier, in the first part of this section, we only focus on detecting
mistranslation errors. We mark all words that are annotated by a mistranslation
error as BAD and the remaining words as OK. The resulting data set consists
of 58,002 words, 3,407 of which are annotated as mistranslation errors, with
an OK to BAD ratio of approx. 16:1. Given the relatively small number of
mistranslation errors in the SCATE corpus of SMT errors, in the second part
of this section, we evaluate the estimation performance of the proposed NN
architecture on detecting all accuracy errors, which results in a data set of 4,099
BAD labels, with an OK to BAD ratio of approx. 13:13.
In both experiments, we evaluate the error detection performance with respect
to average 10-fold cross-validation scores, using F1 MULTI as the primary eval-
uation metric, which is the multiplication of the F1 scores on the BAD and OK
label. To avoid any bias towards choice of initial weights, we trained each NN
three times with random weight initialization and calculate the average scores
for each evaluation criterion. During training, we assigned class weights that
are inversely proportional to their frequency in each training fold. We built
word embeddings with 128 dimensions and use word2Vec (Mikolov, Ilya, Kai,
Corrado and Dean 2013) using the Python4 library gensim (Rˇeh˚urˇek and Sojka
2010)5. To build word embeddings, we used the Dutch Parallel Corpus (Macken
et al. 2011) for both languages6. For English and Dutch, we used additional
data from Wikipedia articles (Tiedemann 2012) and the SoNaR corpus (Oost-
dijk et al. 2008) respectively. We provide an overview of the different data sets
used for building word embeddings in Table 9.1.
3As omission errors are annotated on the source text alone, the corresponding error labels
are not included in these two data sets
4https://www.python.org
5We replaced singleton words in the training data with <unk> to handle unknown words
and apply zero padding to the n-grams containing sentence boundaries
6We remove the overlapping sentences with the SCATE corpus of SMT errors prior to
building word embedding models.
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English Dutch
Data set No. sent. No. words Data set No. sent. No. words
DPC 135,577 2,23M DPC 135,577 2,35M
Wikipedia 2,46M 58,39M SoNaR 2,61M 41,33M
Total 2,6M 60,62M Total 2,77M 43,68M
Table 9.1: Monolingual data sets used for building word embeddings for English
and Dutch, with the corresponding number of sentences and words contained
in each data set.
In order to obtain word alignments between the source sentences and the MT
output, we combine the sentences from the SCATE corpus of SMT errors with
bilingual sentences we extract from the Dutch Parallel Corpus (DPC) and the
corpus of European Commission’s Directorate-General for Translation (DGT)
(Steinberger et al. 2013)7, which results in a bilingual data set consisting of
488,744 sentence pairs in total. We use fast align to obtain word alignments
and apply grow diagonal as symmetrization heuristic.
First, we analyze different NN configurations on detecting mistranslation errors
and report the performance of the different systems we built in Table 9.2. In or-
der to gain further insights into the estimation performance, besides F1 MULTI,
F1 BAD and F1 OK scores, we also report the precision and recall scores ob-
tained on the BAD label (P BAD and R BAD, respectively).
System P BAD R BAD F1 BAD F1 OK F1 MULTI
BiGRU-W2V 0.1873 0.3251 0.2347 0.9316 0.2186
BiGRU-W2V-overs. 0.2317 0.2579 0.2317 0.9461 0.2191
BiGRU-W2V-alignfeat 0.1883 0.3164 0.2329 0.9332 0.2173
BiGRU+DENSE-W2V 0.1941 0.2982 0.2341 0.9278 0.2171
BiGRU-MS+W2V 0.1731 0.3694 0.2326 0.9306 0.2164
BiGRU-MS+W2V-overs. 0.1869 0.3121 0.2337 0.9310 0.2176
Table 9.2: Error detection performance of different NN configurations with re-
spect to mistranslation errors.
As a baseline, we built the NN system we proposed in this chapter, which pro-
vides word embeddings obtained from the source and target texts as input to the
four context windows and which uses bidirectional GRU layers (BiGRU-W2V ).
Even though this system achieves high F1 OK scores (0.9316), its performance
on predicting the BAD labels remains limited. For this system we observe es-
pecially low F1 BAD scores (0.2347), which also affects the F1 MULTI score
7We use sentence pairs from DGT and DPC data sets consisting of maximum 40 tokens.
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it achieves in a negative way (0.2186). There are a number of possible rea-
sons for the low estimation performance on the BAD labels. First of all, the
number of mistranslation error labels in this data set is much smaller than
the number of grammar or fluency error labels we used in Chapters 7 and 8,
which might reduce the generalization capability of the proposed architecture.
Furthermore, during training, we assign class weights that are inversely propor-
tional to their frequencies in the training set, which leads to large differences
between the weights of the OK and BAD labels. The high imbalance between
the two labels in this data set can have a negative impact on estimation perfor-
mance. Moreover, as we discussed in Section 9.2, automatic word alignment is
subject to errors even when alignments are obtained on source sentences with
their correct translations. Even though we used additional bilingual sentence
pairs to mitigate this issue, the translation errors made by the MT system can
reduce the word alignment quality. In order to test our assumptions, we built
two additional systems, namely BiGRU-W2V-overs., in which we oversample
the training data so that the number of samples corresponding to BAD and
OK labels are approximately equal8 and BiGRU-W2V-alignfeat, in which we
add five binary features to the input vectors obtained on the target word, indi-
cating the number of words it has been aligned to, from zero to four or more.
When we look at the estimation performance of these two systems, we see that
oversampling increases the P BAD score from 0.1873 to 0.2317 and reduces the
R BAD score from 0.3251 to 0.2579, yielding a slight boost on F1 MULTI score
(0.2191). The same improvement on the F1 MULTI score, however, cannot be
observed for the BiGRU-W2V-alignfeat system (0.2173).
In an attempt to allow the NN architecture to learn more complex patterns, we
trained another system with an additional hidden dense layer9 after the RNN
layers (BiGRU+DENSE-W2V). However, this system was not able to outper-
form our baseline and achieved an F1 MULTI score of 0.2171. Finally, to analyze
the impact of adding morpho-syntactic features, as described in Chapters 7 and
8, to the proposed NN architecture, we trained two additional systems. While
BiGRU-MS+W2V uses the additional morpho-syntactic features adopting the
same NN configuration as our baseline, BiGRU-MS+W2V-overs. oversamples
the data with respect to BAD labels, as described above. Similar to our experi-
ments in the previous chapters, we used the Alpino parser (Van Noord 2006) to
obtain the morpho-syntactic information for each given word in the machine-
translated output and the word vectors that are built with this information
consist of 128 features. The estimation performance of both systems indicates
8We use a naive oversampling method, which adds n-1 copies of the samples corresponding
to the under-represented class (BAD) in the training data, where n is the ratio of over-
represented class (OK) to the under-represented class (BAD), which is rounded down to an
integer.
9We set the dimension of this additional layer at 50.
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that the additional morpho-syntactic features obtained on the target text are
not informative for detecting mistranslation errors, as we see a relative decrease
in the F1 MULTI scores achieved by BiGRU-MS+W2V and BiGRU-MS+W2V-
overs. compared to our baseline (0.2164, 0.2176 and 0.2186 respectively).
Considering the relatively low number of mistranslation errors in the training
data and the relatively poor estimation performance achieved by the systems we
built, in the second part of this section, we apply the same NN architecture to
detect all accuracy errors. We report the performance of the different systems
we built in Table 9.3.
System P BAD R BAD F1 BAD F1 OK F1 MULTI
BiGRU-W2V 0.2027 0.3696 0.2577 0.9159 0.2360
BiGRU-W2V-overs. 0.1959 0.4110 0.2644 0.9292 0.2456
BiGRU-MS+W2V-overs. 0.2179 0.3457 0.2630 0.9243 0.2431
Table 9.3: Error detection performance of different NN configurations with re-
spect to all accuracy errors.
As a baseline, we built the NN system we proposed in this chapter, which pro-
vides word embeddings obtained from the source and target texts as input to
the four context windows (BiGRU-W2V ). This baseline shows us that the pro-
posed architecture achieves better estimation performance when all accuracy
errors are used as error labels, compared to using only mistranslation errors
(F1 MULTI = 0.2360). The improvements we see on detecting all accuracy er-
rors can be attributed to the additional negative samples introduced into the
training set, which also correspond to error types of a semantic nature, such
as addition, untranslated and Do-Not-Translate (DNT). Even though using all
accuracy errors as labels increases the number of negative samples in the train-
ing data, the number of accuracy error annotations in the SCATE corpus of
SMT errors remains relatively low. This led us to building an additional sys-
tem, in which we oversample the BAD labels in the training data, as described
above (BiGRU-W2V-overs.). Similar to the results we obtained on detecting
mistranslation errors, Table 9.3 shows that oversampling improves the results
with respect to all evaluation criteria, except P BAD, yielding an F1 MULTI
score of 0.2456.
To analyze the usefulness of morpho-syntactic information on this task, we built
a final system, which uses the morpho-syntactic features of the target text with
oversampling (BiGRU-MS+W2V-overs.). In Table 9.3, we see that including
morpho-syntactic features into the NN architecture reduces the error detection
performance slightly (F1 MULTI = 0.2431), which shows that morpho-syntactic
features are not informative on the task of detecting accuracy errors.
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9.4.2 Predicting technical post-editing effort
In a second set of experiments, we evaluate the proposed method on the task of
predicting overall post-editing effort, which consists of detecting the words that
require post-editing. Similar to the experiments we conducted in Chapters 7 and
8, in this experiment, we do not use manually annotated error labels. Instead,
the error labels are extracted using the TERCOM tool (Snover et al. 2006),
by comparing the SMT output with its post-edited version. We apply this
method as described in the previous chapters and mark all words that have
been subject to post-editing as BAD. All remaining words in the data set are
marked as OK. Given that the task of predicting post-editing effort does not
make a distinction between error types, moreover, we evaluate the performance
of the NN architecture, which uses the morpho-syntactic features of the target
text.
We experimented with two language pairs: EN-NL and EN-DE. To be able
to compare our results with previous studies and the results we previously ob-
tained, for both language pairs, we used the same data sets as in Chapter 8,
and the same methods to build word embedding models and to extract morpho-
syntactic features. We trained each NN three times with random weight initial-
ization and calculate the average scores for each evaluation criterion.
We provide the results obtained from the QE systems we built for the EN-
NL and EN-DE language pairs in Table 9.4 and Table 9.5, respectively. In
both tables, we included two QE systems we built in the previous chapter as
baselines. Similar to the previous experiments, we use F1 MULTI as the main
evaluation criterion, while we also report F1 BAD and F1 OK scores.
System F1 BAD F1 OK F1 MULTI
BiGRU-MS [Chapter 8] 0.4485 0.8714 0.3986
BiGRU-MS+W2V(trg) [Chapter 8] 0.4651 0.8776 0.4082
BiGRU-W2V(src+trg) 0.3902 0.8536 0.3993
BiGRU-MS+W2V(src+trg) 0.4693 0.8801 0.4130
Table 9.4: QE results for EN-NL (average 10-fold cross-validation).
In Tables 9.4 and 9.5, we first present the results of two baseline systems we
described in Chapter 8, namely BiGRU-MS, which uses only morpho-syntactic
features of the target text and BiGRU-MS+W2V(trg)10, which uses morpho-
10Even though we obtained slightly better results in Chapter 8 by using lemmas as basis
for word embedding models, to make a fair comparison with the systems built in this chapter,
we report the system that uses word embeddings that are trained from the surface forms of
words.
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System F1 BAD F1 OK F1 MULTI
BiGRU-MS [Chapt. 8] 0.4365 0.8358 0.3648
BiGRU-MS+W2V(trg) [Chapt. 8] 0.4704 0.8396 0.3950
BiGRU-W2V(src+trg) 0.4846 0.8215 0.3981
BiGRU-MS+W2V(src+trg) 0.5102 0.8526 0.4350
Table 9.5: QE results for EN-DE language pair (test set).
syntactic features as well as the word embeddings obtained from the target
text, using the surface forms of words. We compare the performance of these
two baseline systems to the NN architecture we proposed in this chapter, which
uses word embeddings of the source and target texts (BiGRU-W2V(src+trg)),
and the NN architecture, which combines all three types of information, namely
morpho-syntactic features of the target text and word embeddings obtained on
both source and target texts (BiGRU-MS+W2V(src+trg)). The results in both
tables show that when all three types of information are used, the BiGRU-
MS+W2V(src+trg) system achieves best scores with respect to all evaluation
criteria, yielding F1 MULTI scores of 0.4130 and 0.4350, on EN-NL and EN-DE,
respectively. The improvements achieved by using all three types of informa-
tion in this set of experiments is not surprising, given the fact that, unlike
the task of detecting accuracy or fluency errors, the task of predicting techni-
cal effort does not make a distinction between error types. As a result, even
though the NN architecture we proposed in Section 9.3 (BiGRU-W2V(src+trg))
achieves better results on the tasks of detecting mistranslation and accuracy er-
rors, adding the morpho-syntactic features obtained on the target text to this
architecture yields better results on the task of predicting technical post-editing
effort BiGRU-MS+W2V(src+trg). We illustrate this alternative NN architec-
ture in Figure 9.5.
Finally, we compare the QE performance of different EN-DE systems we built
in this thesis with the participating systems in the WMT’16 shared task on
word-level QE. In Table 9.6, we provide the results for a number of systems
from the shared task (Bojar et al. 2016) and the ranks they obtained, together
with the different systems we built.
In the previous chapters, we showed that by using only monolingual information
given in the SMT output, BiGRU-MS and BiGRU-MS+W2V(trg) outperformed
the baseline system used in the WMT’16 shared task as well as a number of
participating systems (achieving F1 MULTI scores 0.3648 and 0.3979 respec-
tively). On the other hand, the NN architecture we proposed in this system for
detecting accuracy errors, does not use morpho-syntactic features and only re-
lies on the word embedding information obtained on the source and target texts
186
9.4 Experiments 187
Figure 9.5: The NN architecture that achieves best results in the task of detect-
ing technical post-editing effort.
System Rank F1 BAD F1 OK F1 MULTI
UNBABEL/ensemble 1 0.5599 0.8845 0.4952
UNBABEL/linear 2 0.5291 0.8747 0.4628
BiGRU-MS+W2V(src+trg) - 0.5102 0.8526 0.4350
UGENT-LT3 RF 3 0.4917 0.8357 0.4110
BiGRU-W2V(src+trg) - 0.4846 0.8215 0.3981
BiGRU-MS+W2V(trg)(L) [Chapt. 8] - 0.4679 0.8503 0.3979
UGENT-LT3 ENS 4 0.4642 8212 0.3812
BiGRU-MS [Chapt. 8] - 0.4365 0.8358 0.3648
CDACM/RNN 8 0.4192 0.8421 0.3531
BASELINE 11 0.3682 0.8800 0.3240
RTM 2.en-de s4 RTM-GLMd 14 0.3067 0.8883 0.2725
Table 9.6: Performance of the the different QE systems we built in this thesis
(highlighted in grey) in comparison with the competing systems in the WMT’16
shared task on word-level QE.
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(BiGRU-W2V(src+trg)). Despite this important difference in the NN architec-
tures they are built upon, BiGRU-MS+W2V(trg) and BiGRU-W2V(src+trg)
systems show similar error detection performances, yielding F1 MULTI scores of
0.3979 and 0.3981 respectively. By using all three types of information, namely
the morpho-syntactic features of the target text and word embeddings obtained
from the source and target texts, the BiGRU-MS+W2V(src+trg) system im-
proves upon these three baselines, achieving the third best result in the WMT’16
shared task on QE. These results confirm that the proposed NN architectures
can effectively be applied successfully to different types of QE tasks.
In Chapter 8, we already discussed a number of differences between the win-
ning system (UNBABEL/ensemble) and the QE systems we built using only
monolingual information. The BiGRU-MS+W2V(src+trg) system additionally
differs from both UNBABEL systems in the way it uses word alignments for ex-
tracting information from the source text. While the UNBABEL systems (and
a number of other systems participating in WMT’16) use the word alignment
information provided by the decoder, which produced the SMT output in the
WMT’16 data set (Bojar et al. 2016), we obtained this alignment information
externally. Although, further research would be necessary to analyze the im-
pact of using automatic word alignment over the alignments provided by the
decoder, the results we obtained for the BiGRU-W2V(src+trg) and BiGRU-
MS+W2V(src+trg) systems show that this method can lead to state-of-the-art
QE performance. Moreover, unlike using SMT-specific alignment information,
obtaining alignments via automatic word alignment tools is an MT-independent
method, which can be applied for QE tasks with respect to all MT paradigms.
9.4.3 Summary
We presented a NN architecture, which takes distributed word representations
obtained from source and target texts as input to detect accuracy errors in SMT
output. Our approach additionally incorporates automatic word alignment to
extract relevant information from the source text. We tested the proposed
method first on detecting mistranslation and accuracy errors in SMT output
for English-Dutch. Our results show that the proposed method achieves the
best results compared to other NN configurations. However, its error detection
performance remains limited. The relatively low number of error annotations in
the data set and the error-prone automatic word alignments can be considered
as two factors that can partially explain these results.
Secondly, we used the proposed NN architecture to estimate the overall post-
editing effort by detecting words that have been modified during post-editing for
both EN-NL and EN-DE. Even though the proposed architecture, which uses
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word embeddings obtained from the source and target texts, did not outperform
the monolingual systems we built in the previous chapters, adding morpho-
syntactic features of the target text to this architecture yielded improvements.
This alternative NN architecture outperformed all the systems we built so far
and achieved better estimation performance than the majority of the competing
systems in the WMT’16 shared task on QE. Moreover, our results indicate that
automatic word alignment can be an effective tool in QE tasks and extend the
applications of QE systems to other MT types.
In the following chapter, we combine the word-level error predictions produced
by the different error detection systems we built in this thesis and analyze their
effectiveness on estimating post-editing time.
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CHAPTER 10
Informative Quality Estimation of MT Output
In Chapters 7, 8 and 9, we presented our efforts to build various error detection
systems focusing on those errors with high predictive power on PET. In this
chapter, we take it a step further and use the predicted errors as a basis for
informative, sentence-level QE. In the first part of this chapter, we use the
error predictions made by the error detection systems for accuracy and fluency
errors to extract features for estimating sentence-level MT quality with respect
to post-editing time. In the second part of this chapter, we compare the word-
level predictions from the two error detection systems with the error annotations
from the corpus of SMT errors.
10.1 Estimating post-editing time
Although we showed that fine-grained error annotations can explain PET better
than coarse-grained annotations (see Chapter 6), we also observed a decreasing
trend in the automatic error detection quality with increasing levels of error
granularity. In other words, detecting grammar errors and mistranslation errors
proved more challenging than detecting errors on higher levels, as fluency and
accuracy errors, respectively. Therefore, in this chapter, we use the predictions
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obtained from the best performing accuracy and fluency error detection systems
we presented in Chapters 8 and 9 as a basis for sentence-level QE.
To build different QE systems for the task of estimating post-editing time, we
extracted the following features for each given source/MT output pair:
• len: Number of tokens in the source sentence and the MT output (2
features)
• nacc: Number of tokens detected as accuracy errors in the MT output (1
feature)
• nflu: Number of tokens detected as fluency errors in the MT output (1
feature)
In order to draw meaningful comparisons to our previous findings, we used the
same data set as in Chapter 6, which consists of 2,700 sentence pairs and built
Linear Regression (LR) and SVM models the same way as described in Chap-
ter 6. In all our experiments we measured the sentence-level QE performance
against PET in terms of average 10-fold cross validation results, using the Pear-
son correlation coefficient (r) as the primary evaluation metric, and Mean Ab-
solute Error (MAE) and Root Mean Squared Error (RMSE). We optimized the
hyper-parameters of the SVM system with respect to r and built nested cross-
validation loops consisting of an inner loop, which performed hyper-parameter
optimization (5-fold) and an outer loop, which is used for measuring the systems
performance (10-fold). In order to ensure a fair comparison with our previous
findings, we kept the folds constant over the different experiments. We set neg-
ative estimation values to zero, as negative PET is not a valid estimation. We
provide the QE performance of each system we built in Table 10.1.
LR SVM
r MAE RMSE r MAE RMSE
Gold-st. (SFFS-A) 0.737 16,60 23.67 0.737 16.16 24.72
Gold-st. (len+nflu+nacc) 0.716 17.31 24.18 0.715 16.78 25.50
len 0.662 18,97 26.16 0.662 18.81 27.33
QuEst 0.678 18,55 25.67 0.675 17.95 26.59
len + nacc 0.666 18.83 26.01 0.665 18.39 27.10
len + nflu 0.674 18.68 27.73 0.673 17.98 26.84
len + nflu + nacc 0.681 18.42 25.41 0.679 17.49 26.52
QuEst+nflu + nacc 0.690 18.33 25.18 0.691 17.51 25.88
Table 10.1: Performance of the different sentence-level QE systems, with respect
to r, MAE and RMSE.
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In the upper section of Table 10.1, we report the QE performance of two systems
that use gold-standard error annotations as features. Gold-st. (SFFS-A) uses
the subset of error types and features that achieved the best results on estimating
PET by using gold-standard MT errors as features as presented in Chapter 6.
On the other hand, Gold-st. (len+ nflu + nacc)
1 uses the length of source and
target sentences as well as the number of words that are annotated as fluency
and accuracy errors (coarse-grained annotation). While the first system (SFFS-
A) is an upper boundary for estimating sentence-level quality using the output of
error detection systems built for fine-grained error categories, the second system
(len+ nflu + nacc) forms the actual upper boundary for this experiment, given
that, in this experiment, we only use the output of the accuracy and fluency
error detection systems to estimate sentence-level quality of a given MT output.
In the lower section of Table 10.1, we first report the QE performance of two
baseline systems labelled as len and QuEst, respectively. The first system (len)
uses only the length features that correspond to the number of tokens in a
given source/MT output. The second baseline (QuEst), uses 17 features that
represent different properties of the given source/target sentence pairs, including
the length features, as described in Section 3.1.3. .
Moreover, in the lower section of Table 10.1 we report the performance of the
different QE systems based on the features extracted from the predictions of
the best accuracy and fluency error detection systems (BiGRU-W2V-overs. in
Table 9.3 and BiGRU-MS+W2V DPC (L) in Table 8.2, respectively). When
the accuracy features are combined with length features (len+nacc), the LR and
SVM systems achieved r scores of 0.666 and 0.665, respectively. On the other
hand, combining the length features with fluency features (len + nflu) proved
more informative to the LR and SVM systems, which yielded r scores of 0.674
and 0.673, respectively. Considering the better error detection performance on
fluency errors over accuracy errors, such differences in QE performance on de-
tecting PET can be expected. Both feature sets proved more informative than
length features alone, which again is not surprising. Furthermore, combining
the length features with both accuracy and fluency features len + nflu + nacc
improved the QE performance further for both LR and SVM systems, yielding
r scores of 0.681 and 0.679, respectively. This feature set additionally outper-
formed the QuEst feature set, which has been used to build baseline QE systems
in the WMT shared tasks on QE in recent years (Bojar et al. 2015, 2016, 2017).
Despite the errors the accuracy and fluency error detection systems make, as
discussed in the previous chapters, these results indicate that the predictions
1This feature set differs from the feature sets described in Chapter 6, as it does not contain
err and w rep features, which correspond to the total number of error annotations and the
number of words annotated as errors in which words are counted multiple times for each error
annotation spanning them, respectively.
193
Chapter 10 : Informative Quality Estimation of MT Output
obtained from these system provide valuable information for estimating PET
and achieve acceptable results on this task. As a final experiment, we combined
the QuEst feature set with the features we extracted from accuracy and fluency
error detection systems (QuEst+nflu + nacc). Table 10.1 shows that this fea-
ture set further boosts the QE quality, yielding r scores of 0.690 and 0.691 for
LR and SVM, respectively. These results demonstrate that the performance of
informative QE systems, which rely on word-level error predictions, can further
be improved by using additional features that can be extracted from source/MT
output pairs. However, a more detailed analysis is necessary to examine which
QuEst features have most added value.
Even though we show that accuracy and fluency error predictions are useful for
estimating PET, the upper boundary for these features (Gold-st. (len+ nflu +
nacc)) indicate that the potential improvements in word-level error detection
systems can lead to better sentence-level QE.
10.2 Examples of predicted errors
In the second part of this chapter, we compare the gold-standard error annota-
tions in the SCATE corpus of SMT errors with error predictions obtained from
the best performing accuracy and fluency error detection systems we built in
this dissertation.
For each example, we present two figures, namely (a) the source sentence and
the MT output with gold-standard error annotations from the SCATE corpus
of SMT errors, (b) the MT output highlighting the predictions obtained from
the accuracy and fluency error detection systems (in blue and red, respectively)
and (c) the correct pos-edited MT output.
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compacte steden met hun eigen stedelijke evolutie.
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In these examples, we can see that the accuracy error detection system often
marks word as erroneous, when it should not have done so (false positives). This
error pattern becomes more outspoken with regard to low frequency words, such
as bedrijfsincubatoren (in Figure 10.3) and shariarechtbanken (in Figure 10.4).
In Chapter 8, we already analyzed some common errors the fluency error detec-
tion system made. Looking at the examples provided in this section, another
challenge for the fluency error predictions seems to be under-estimating error
labels (false negatives), which is illustrated with the example provided in Fig-
ure 10.2. Nevertheless, the fluency error detection seems to be more successful
at localizing the errors approximately, than the accuracy error detection system.
Even though the main goal of these examples is to give the reader an idea about
the level of quality that can be expected from the accuracy and fluency error
detection systems we proposed in this thesis, they represent only a small por-
tion of the data set we used for evaluation. Therefore, these examples are not
sufficient to draw any conclusions. In the future, we would like to study the
errors these systems make in more depth and investigate whether they can be
avoided with certain modifications in the methods that we proposed in this the-
sis. In Appendix C, we additionally provide the gold-standard error annotations
for the RBMT and NMT output that correspond to the same source sentences
used in the examples above.
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The central theme of this thesis is informative quality estimation of machine
translation. In the last decade, we have witnessed significant achievements in
the field of MT. Today, despite the errors they make, MT systems prove to be
extremely useful in fast-paced Computer-Assisted Translation (CAT) workflows
and many studies indicate significant time gains achieved by post-editing MT
output compared to translating from scratch. With the increasing demand for
MT, the need for accurate quality estimation grows.
Despite the obvious relationship between MT errors and post-editing effort, the
usefulness of automatic error detection systems on QE systems has not been
investigated sufficiently and the studies on QE remain limited to predicting the
words that require post-editing or providing a global quality score on sentence
or document level. Moreover, despite their widespread adoption, QE systems
do not provide an explanation for the predicted quality and remain mostly black
boxes (Bojar et al. 2016, 2017), which limits their interpretability.
This thesis contributes to the research field of Quality Estimation of Machine
Translation in several ways. It presents a detailed analysis of the relationship
between MT errors and post-editing effort using machine learning methods. It
proposes comprehensive approaches to automatic error detection and investi-
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gates the feasibility of using these approaches as a basis for more accurate and
informative QE systems. Moreover, as manually annotated corpora of MT er-
rors are scarce, the taxonomy and corpus of MT errors that have been developed
in this thesis will be of use for further research. In the following sections, we
summarize our main findings, discuss its practical implications and limitations,
and suggest some directions for future work.
11.1 Taxonomy and corpus of machine-translation
errors
In Chapter 4, we presented the SCATE MT error taxonomy and the corpus of
SMT, RBMT and NMT errors for the English-Dutch language pair. Designed in
a hierarchical structure, the SCATE taxonomy draws on the distinction between
accuracy and fluency errors at the top of the error hierarchy and provides a fine-
grained categorization scheme for annotating MT errors. Moreover, it allows
multiple error annotations on the same text fragments and links the accuracy
errors detected in the MT output to the corresponding source words, facilitating
a thorough analysis of MT errors. To assist the annotation task, we provided
detailed guidelines and annotation examples.
In order to assess IAA for translation error analysis, we evaluated the two un-
derlying tasks of the error annotation process, viz. error detection and error
categorization separately. To measure IAA on error categorization, we pro-
posed a novel alignment-based IAA method, which involves the alignment of
annotations coming from different annotators based on text span similarities.
Our IAA results show that the SCATE error taxonomy yields high IAA results
with, respect to both IAA measurements on the task of annotating MT errors.
Being the largest corpus of MT errors consisting of fine-grained error annota-
tions for the English-Dutch language pair and containing MT output of SMT,
RBMT and NMT, the SCATE corpus of MT errors reveals the error profiles of
three different MT paradigms. A detailed error analysis confirms that NMT has
significantly pushed ahead the state of the art in the field of MT, making less
errors for almost all error types, compared to SMT and RBMT systems. Fur-
thermore, this study allowed us to analyze the error profile of RBMT systems
for the first time together with SMT and NMT systems, providing valuable in-
formation about quite different MT architectures with respect to their strengths
and weaknesses. Finally, the SCATE corpus of MT errors was indispensable to
analyze the relationship between MT errors and post-editing effort and enabled
the ML experiments we conducted on the quality estimation of SMT output.
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11.2 The relationship between MT error types
and post-editing effort
In Chapter 5, we analyzed the SCATE corpus of SMT errors and the post-edits
we obtained from two post-editors to investigate the link between technical and
temporal post-editing effort measurements and the cognitive demand required in
the post-editing process. We measured technical effort using Human-targeted
Translation Edit Rate (HTER) scores and temporal effort in terms of Post-
Editing Time (PET) per sentence. We noticed that the differences we observed
in temporal effort exerted by the two post-editors were not reflected in the
technical post-editing effort measurements, suggesting that PET is the better
indicator of cognitive demand required in the post-editing process. Under the
assumption that correcting MT errors requires cognitive demand, one would
expect that the errors made by an MT system can at least partially explain
PET (the time it takes to correct the errors), which is an indirect measure of
cognitive effort. Apart from the MT errors, we also observed that there are
additional factors that affect cognitive post-editing effort indicators, such as
familiarization to post-editing material.
The differences we observed in PET between the two post-editors further show
that the cognitive effort involved in post-editing varies between post-editors
and different post-editors may find different types of errors cognitively more
challenging. In order to avoid making generalizations for a single post-editor, in
Chapter 6, we analyzed the predictive power of error types on average PET on
the largest data set ever used in similar studies. First of all, we showed that error
annotations can be used as features in Machine Learning to estimate PET with
high performance. Moreover, we analyzed the impact of MT error categorization
on estimating PET at different levels of granularity and showed that by using
the most fine-grained error taxonomy level, estimation performance could be
maximized.
We utilized feature selection methods to analyze the predictive power of individ-
ual error types on PET and demonstrated that high estimation performance can
be achieved by using only 8 error types (compared to using all 33 error types) in
the SCATE error taxonomy, corresponding to 31% of all error annotations in the
SCATE corpus of MT errors. We observed the Accuracy – Mistranslation and
Fluency - Grammar errors as two main error categories, whose sub-categories
correspond to error types with high predictive power. Moreover, we made sim-
ilar observations about the informative error types on estimating PET across
different ML algorithms, which raises our confidence about the reliability of our
findings. As the main objective of this study is to investigate the effectiveness
of automatic error detection as a basis for informative sentence-level QE, our
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findings indicate that such informative QE systems can be built with less effort,
only by detecting a number of error types with the highest predictive power on
PET.
11.3 Automatic error detection in MT
In Chapters 7, 8 and 9, we presented our efforts to build various error detection
systems focusing on those errors with high predictive power on PET.
In the first part of Chapter 7, we analyzed the effectiveness of using depen-
dency parsing of MT output on the task of detecting grammatical errors and
proposed two novel approaches, which do not rely on Machine Learning (ML)
techniques. In one of these approaches we used the partial parses generated
by the Alpino parser for the Dutch MT output, whereas the second approach
queried the sub-trees of the dependency tree (generated by Alpino on the Dutch
MT output) against a treebank of sub-trees obtained from correct Dutch sen-
tences. We evaluated the grammatical error detection performance of these
two approaches at sentence and word level. We showed that both approaches
provide valuable information about the grammatical correctness of SMT and
RBMT output. Furthermore, we have seen that the two approaches make dif-
ferent types of errors and combining their output into an ensemble improved
error detection performance. Without relying on ML techniques, these methods
achieved especially high precision scores on detecting the sentences containing
grammatical errors.
While the partial parses generated by the Alpino parser can be considered as
information that is language and system-specific, querying sub-trees of auto-
matically generated parse trees against a treebank is a language-independent
approach. In the second part of Chapter 7, we integrated the dependency infor-
mation obtained from the MT output into a Neural Network (NN) architecture
in order to detect grammatical errors on word level. Our approach relies on rep-
resenting each target word in a given MT output with binary, multi-hot vectors,
consisting of the Part-of-Speech (PoS), morphology and dependency informa-
tion in syntactic and surface context windows. We showed that this approach
achieves high performance on detecting grammatical errors in SMT output for
the EN-NL language pair. Moreover, we achieved a marked improvement in
performance by using accurate morpho-syntactic features over commonly used
word embeddings, which confirmed the usefulness of the morpho-syntactic word
representations for this task.
In Chapter 8, in order to detect all fluency errors, we extended the proposed
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NN architecture with word embeddings obtained from the target text, which
additionally capture the semantic properties of a given MT output. We demon-
strated that morpho-syntactic word representations and word embeddings com-
plement each other and achieve better estimation performance on the task of
detecting all fluency errors in SMT output, compared to when they are used in
isolation. Moreover, when combined with morpho-syntactic features, learning
word embeddings from lemmas and using relatively small but in-domain data
sets also had a positive impact on estimation performance over learning word
embeddings from surface forms and using large but general-domain data.
While fluency errors make up the majority of errors in the SCATE corpus of
SMT errors, we observed that the features that indicate the number of accu-
racy (or adequacy) errors, including mistranslation errors, were found to be
highly informative for predicting PET. Given the semantic nature of accuracy
errors, in Chapter 9, we modified our NN architecture to analyze the bilingual
properties of given source/MT output pairs by utilizing word embeddings for
both languages and automatic word alignment techniques. We tested this NN
architecture on detecting mistranslation errors and all accuracy errors. The rel-
atively poor error detection performance we observed on both tasks indicates
that further research is necessary to improve upon the proposed methods. On
the other hand, while automatic error alignment methods are subject to errors,
we demonstrated that they can effectively be used on erroneous MT output and
applied to QE tasks, offering an MT-independent alternative to obtaining word
alignments from the decoder of SMT systems.
The applications of the NN architectures we proposed in this thesis are not
limited to identifying errors in MT output, as we show that they can also be used
to predict technical post-editing effort. For this task, we applied the proposed
method to two different language pairs. Even though we demonstrated that
error detection performance can be maximized with careful selection of the type
of information provided to the NN architecture, such as the morpho-syntactic
features of the target text and word embeddings obtained from both source and
target texts, combining the three types of information achieved the best results
on the task of predicting technical effort. The results we obtained on data sets
that are used in similar studies enabled us to benchmark the proposed methods
with respect to related approaches described in literature. The word-level QE
systems we built achieved state-of-the-art performance on the task of predicting
technical post-editing effort.
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11.4 Informative quality estimation of MT out-
put
Automatic error detection remains to be a highly challenging task. However,
despite the sub-optimal quality, we showed that the error detection systems
we proposed in this thesis can be used as a basis for building informative QE
systems to predict PET. We demonstrated that the predictions obtained from
the different error detection systems, such as dedicated systems for accuracy and
fluency errors, serve as valuable features and lead to sentence-level QE systems
with acceptable results. Furthermore, we showed that the predictive power of
such informative sentence level QE systems can be maximized with additional
sentence-level features obtained on a given source/MT output pair.
One of the aims for building informative QE systems is to inform the users
about the reasons for the estimated quality. Even though the error detection
performance of the proposed systems remains limited with respect to word-
level evaluation criteria, we observed that they approximate the location of
errors with greater success. Provided that the word-level evaluation methods
we employed in this study measure the performance of QE systems with respect
to the exact location of detected errors, more relaxed evaluation criteria can help
us gain further insights into the error localization performance of such systems.
Despite the given challenges, we are convinced that using automatic error de-
tection systems as a basis for sentence-level QE is a promising approach to build
informative QE systems. Our findings demonstrate that the proposed methods
in this thesis deliver QE systems that perform well on estimating PET, while
providing meaningful predictions about the type and location of the translations
made by a given MT system.
11.5 Limitations and future work
As in each research project, this study has also some limitations. The analysis
we made, with regard to the predictive power of MT errors on PET, is based
on a data set built for one single language pair, viz. English-Dutch. Moreover,
we obtained the post-edited versions of machine-translated text only from two
post-editors and only on SMT output. The scale of the corpus and the labour-
intensive nature of the error annotation task can be considered as the main
reasons for these limitations. In order to make more meaningful generalizations
and to truly cover all possible variations of the most challenging error types, we
would like to study the relationship between MT errors and post-editing effort
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by using post-edits obtained from a higher number of post-editors. Furthermore,
even though this study gives a good idea about the challenging error types for
SMT systems, it is not clear that this information holds for other MT paradigms,
such as RBMT and NMT. On the other hand, the analysis methods we propose
and the error profiles we obtained on all three MT paradigms serve as a recipe
for future research.
Even though the SCATE corpus of SMT errors provides a large data set of
manual error annotations and source/MT output pairs, we observed that the
QE systems trained on this data set did not reach their full potential, as our
results indicate increasing trends in estimation performance with respect to
increased data sizes. It would be interesting to see whether the proposed QE
systems in this thesis would achieve higher QE performance in a larger-scale
study, given that similar data sets become available in the future. Despite
the potential improvements we can expect from using larger data sets in ML
experiments, our observations indicate that MT errors might not fully explain
the temporal effort involved in the post-editing task. In the ML experiments
we conducted in this study, we extracted features per error category, without
considering the overlapping errors and their impact on post-editing effort. The
information with respect to overlapping errors can prove essential for estimating
PET with higher accuracy. Moreover, we observed that temporal post-editing
effort is influenced by other cognitive factors such as the familiarization to the
texts that need post-editing. In order to build better models of post-editing
effort, in the future, we would like to extract additional features with respect
to sentence position, repeated vocabulary and readability of given source/MT
pairs.
Finally, in this study, we demonstrated the word-level QE capabilities of the
proposed NN architectures on two language pairs (English-Dutch and English-
German). Although our findings indicate that the proposed methods work well
on both language pairs, the question remains whether they can effectively be
applied to languages with a richer morphology than Dutch or German and
whether such information would yield similar results on QE performance.
We also believe that the methods we proposed in this thesis have a number of
potential implications outside the field of QE. With the growing need for faster
translations, in the recent years, Automatic Post-Editing (APE) emerged as an
interesting and challenging field. APE aims to improve MT quality by correcting
translation errors made by a given MT system. However, despite the potential
improvements they provide on MT quality, the state-of-the-art APE systems
also deteriorate the quality in large number of sentences. In fact, the results
obtained on the WMT’17 shared task on APE, show that the state-of-the-art
APE systems deteriorated the quality of up to 71% of the machine-translated
sentences that were used for evaluation (Bojar et al. 2017). APE systems can
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benefit from the information provided by error detection systems, with respect
to the location and the type of errors and make better decisions about the
location and the type of corrections they perform.
Additionally, some of the findings can also be of use in other related domains
such as computer-aided language learning. The tasks of detecting fluency errors
in MT and detecting errors made by non-native speakers is quite similar, given
that they both focus on the monolingual aspects of a single language. From
this perspective, the results of this study might be useful to develop supervised
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APPENDIX B
Annotation guidelines for English-Dutch machine
translation quality assessment
Assessing translation quality is a very complex task and depending on the goal
of the assessment, a different approach is needed. We provide annotation guide-
lines for the most typical translation errors, which are aimed to be used in a
Machine Translation (MT) context, and more specifically for annotating errors
in machine-translated texts from English into Dutch. Though tuned to suit the
needs of the Dutch and English language, the hierarchical structure allows for
customization to suit different language pairs.
The error categories in the SCATE error taxonomy are divided into two main
groups: accuracy and fluency. Accuracy is concerned with the relationship be-
tween source and target text, whereas fluency is concerned with the construction
of the target text and language. In the SCATE taxonomy, while accuracy er-
rors are detected by analyzing source and target text together, fluency errors
are detected on the target text alone. As a result, if an error can be detected
by looking at the target text only, it will be categorized as a fluency error. Any
error that can be detected only be inspecting source and target text together
will be categorized as an accuracy error. All types of accuracy and fluency errors
can overlap as multiple error types can be detected on the same text span.
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To facilitate the annotation process we make use of the brat rapid annotation
tool1.
B.1 Using the brat annotation tool
Please log in using your brat username and password. You are now ready to
start annotating. The source/target sentence pairs are displayed below each
other. Between each source/target pair you will see a line break.
Figure B.1: An example source/target pair in brat.
Double-click a word or click and drag to select smaller/larger pieces of text you
want to annotate and the tool will give you an overview of the possible error
categories. When you select a text for annotation, a new window will pop-up,
which will display the selected text at the top, in the “Text” section. In the same
window, the error categories are listed below entity type. After selecting the
appropriate (sub)category, select the correct (sub)subcategory from the drop-
down menu below entity attributes. Make sure to select a (sub)subcategory and
an attribute when possible.
Click “ok” when you are done or close the window when you have selected a piece
of text that you didn’t want to select. To change an annotation, double-click
the label above the word. You can change the category, subcategory and notes,
you can decide to delete the annotation (by clicking “Delete”) or you can move
the annotation. To move an annotation, first select “Move” and then select
the text span where you want the annotation to move to. Be careful when
changing the category of an annotation: the tool remembers the first chosen
entity attribute alongside the new subcategory (even when the entity attribute
belongs to a different error category than the second). If this happens, simply
delete your annotation and make a new one with the correct subcategory. You
can select a word or span more than once, so it is possible to assign different
error categories to the same word.
In brat, an error can be annotated over non-adjacent words. To do this anno-
tate the first part of the text in which the error is detected. Then click “Add
Frag. (Add Fragment)” and select the remaining text span(s) that contribute
to the same error. In the SCATE error taxonomy, all errors can be annotated
1http://brat.nlplab.org.
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Figure B.2: Selecting an error category in brat.
Figure B.3: An example error annotation in brat. In this example, the words
“zijn wat” are annotated with the error category Fluency – Grammar – Extra
Word.
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using multiple text fragments. Moreover, some categories require the additional
fragments to mark a particular type of error. Please read the error descriptions
below for further information.
If you are not sure whether or not something is an error, consult external sources.
You are perfectly allowed to use a dictionary or a search engine to look things





If you would like to search for a word in one of these resources, you can do
this also by double-clicking the corresponding word in brat, and clicking on
the link for the available resources on the “Search” section (see Figure B.2)
within the annotation window. You can refer to external sources in the “Notes”
section, which is located right below the entity attributes window, to support
your decisions. It is also allowed to look back to previous texts, to check how
you annotated the same problem in a different translation.
B.2 Error descriptions
The texts that you are about to annotate are generated by an English-Dutch
machine translation system. You have to distinguish between two important
error types: accuracy and fluency errors. Accuracy errors are concerned with
the relationship between source text and target text, whereas fluency errors
are concerned with the target text and language. In this section, we define
each error category and provide guidelines on how to annotate them within the
brat-tool. We also provide annotation examples for each category.
B.3 Fluency errors
Fluency errors can be described as errors which relate to the construction of
the target language. A good translation should read as a native Dutch text.
This includes respecting the conventions of the language (grammar, lexicon and
orthography). In the SCATE error taxonomy fluency error annotations can be
detected by analyzing the target text (MT output) alone. Even though it is
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not required to do so, in order to facilitate the error annotation task, you might
consider first reading the target text alone, without looking at the source text.
An overview of the fluency errors is provided in Table B.1, in which the error
hierarchy is additionally illustrated with different layers. A detailed explanation
of each category can be found below the overview. The information consists of
the category name in the brat-tool (the color is always red for fluency anno-
tations), followed by a definition, important remarks, guidelines for annotation
and examples2. The words that should be annotated are highlighted and the
caption under each figure is an example of a possible annotation note.

























Table B.1: The fluency errors in the SCATE error taxonomy. The error hierar-
chy is represented with different columns (levels), fluency being the main error
category (Level 1). The error types in each level belong to the main category
from the higher levels displayed right above of them (e.g Agreement (Level 4)
is a subcategory of Word Form (Level 3)).
2Given that the fluency errors, in the SCATE error taxonomy can be detected by analyzing
the target sentence alone, the examples do not include the corresponding source sentences.
215
Chapter B : Annotation guidelines for English-Dutch machine translation quality assessment
B.3.1 Grammar errors
Definition: Errors regarding the grammatical rules of the Dutch Language.
B.3.1.1 Grammar – Multi-Word Syntax
Definition: The syntax of a multi-word expression is wrong even though the
individual word choices are correct. The text needs a combination of corrections
such as reordering, addition and/or removing function words. Please keep in
mind that the same text can also include other problems such as “Lexicon” or
“Orthography” but these errors should be annotated independently from the
grammar errors.
Annotation: Select all the words in target sentence that contain the multi-word
syntax error.
Examples:
Figure B.4: The annotated text fragment should be rephrased as “spoorlijn van
600 meter ’.
Figure B.5: The annotated text fragment should be rephrased as “het onder-
zoeksteam van Company1 Research Industry Gent”.
Figure B.6: The annotated text fragment should be rephrased as “personeelsle-
den van Company1 ”.




B.3.1.2 Grammar – Word Form
Definition: An incorrect form of a word is used.
Grammar – Word Form – Agreement
Definition: Two or more words do not agree with respect to gender, number,
or person.
Annotation: Select the words in target sentence that do not agree. First, select
the first fragment of the agreement problem and use “Add Frag.” to connect to
the other text fragment(s) that cause the agreement error.
Examples:
Figure B.8: Wrong article. The correct article should be“het”.
Figure B.9: The annotated text fragment should be rephrased as “slim meisje”.
Figure B.10: The pronoun “die” referring to the noun “contactverbod” is in-
correct. The correct pronoun should be “dat”. The words that disagree are
annotated, within the same annotation, as two fragments.
Figure B.11: The verb should agree with the subject (first person) and should
be corrected as “word”.
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Figure B.12: The adverb “weinig” should agree with the noun (plural) and
should be corrected as “weinige”.
Figure B.13: The verb “waren” should agree with the noun (singular) and
should be corrected as “was”.
Grammar – Word Form – Other
Definition: Other word form errors, which are not agreement errors.
Annotation: Select the words in target sentence that cause the word form error.
Examples:
Figure B.14: The verb “gedekt” should be corrected as “dekte”.
Figure B.15: The company name “Bekaert” should be corrected as “Beakerts”,
which makes it possessive.
B.3.1.3 Grammar – Word Order
Definition: Wrong word order.
Annotation: Annotate all the words in target sentence that are part of the word
order problem. There will be different types of word order errors, where some
words might need to switch places, some might need to move to a different loca-
tion in the sentence or other more complex type of errors. Any word that needs
a reordering should be within your annotation. If you would like to annotate
words that are not adjacent but belong to the same word order error, annotate
first the set of adjacent words and select ”Add Frag.” to add other words to
your annotation. Indicate the correct word order in the “Notes” section.
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Be careful! If the word order is grammatically correct, but another word order
would be better, do not annotate it as a word order error!
Examples:
Figure B.16: “kan” and “klimaatverandering” need to switch places. The two
words are annotated as two fragments of the same annotation
Figure B.17: The correct word order should be “een bepaalde groep mensen echt
te helpen”. The two text fragments are annotated within the same annotation,
to indicate the fragments that need to switch places.
Figure B.18: The correct word order should be “minder bekend is”. The two text
fragments are annotated within the same annotation, to indicate the fragments
that need to switch places.
B.3.1.4 Grammar – Extra Words
Definition: The target sentence contains one or more superfluous words, which
make the sentence grammatically incorrect.
Annotation: Select the superfluous words in the target text.
Be careful! An extra word error (fluency) can also indicate an addition error
(accuracy). If this is the case annotate both type of errors. Remember that not
all extra word errors mean that there is an addition error and/or the other way
around.
Examples:
Figure B.19: The words “op de oevers” have been repeated. The repeated words
make the sentence grammatically incorrect and should be deleted.
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Figure B.20: The word “te” is extra and should be deleted.
B.3.1.5 Grammar – Missing Words
Definition: One or more missing words make the target text grammatically
incorrect.
Annotation: Select the preceding word to indicate the location of the missing
word. As an exception, if the missing word should appear at the beginning of
the sentence, select the first word of the sentence and add “first word” to your
comments to indicate that this is an exception. Please remember to include the
missing word and the correct target text for your annotation in your notes as
well.
Be careful! A missing word (fluency) can also indicate an omission error
(accuracy). If this is the case annotate both type of errors. Remember that not
all missing word errors mean that there is an omission error and/or the other
way around.
Be careful! If a part of a separable verb is missing, first create an annotation
for the first part of the separable word, which is missing the second part. Next
create annotation preceding the missing word. Then draw a link from the first
annotation to the second annotation. If the missing word is independent from
other words in the sentence, annotate only the location of the missing word.
The missing word errors that consists of a separable word, often co-occur with
an Accuracy – Mistranslation – Partial error.
Grammar – Missing Words – Function Word
Definition: Missing function words such as determiners, prepositions, auxil-
iaries, conjunctions, pronouns.
Examples:
Figure B.21: The noun “VN-milieuprogrammamissing” is missing the article




Figure B.22: The correct translation should be “... begon met het verzenden
...”.
Figure B.23: The correct translation should be “... ze abonneerde zich op ...”.
Figure B.24: The separable verb “laten toe” is missing the function word “toe”.
Please keep in mind that this error also indicates an Accuracy – Mistranslation
– Partial error, which should be annotated separately. As the first part of
the separable verb is not preceding to the location of the missing word, first
“laten” is annotated. Then, to indicate the correct location of the missing word,
“Company1 ” is annotated separately. Finally “laten” is linked to “Company1 ”.
Grammar – Missing Words – Content Word
Definition: Missing content words such as nouns, verbs, adjectives, adverbs.
Example:
Figure B.25: The phrase “op de hoogte houden” is missing the word “houden”.
The additional word order errors that can be detected in this sentence are not
annotated in this example.
B.3.1.6 Other Grammar Errors
Definition: Other grammar errors which do not belong to any of the subcate-
gories above.
Annotation: Select the grammar errors in the target text.
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B.3.2 Lexicon
Definition: Errors regarding the use of the lexicon in the Dutch language.
B.3.2.1 Lexicon – Non-existing or Foreign Word
Definition: The word(s) do(es) not belong to the Dutch lexicon or is a foreign
word. This error often occurs when the source word(s) is not translated into
Dutch. On the other hand, the MT system can also generate words that do not
belong to either source or target language.
Annotation: Select the whole word(s) or phrase(s) in the target sentence.
Example:
Figure B.26: The word “muhabarrat” does not belong to the Dutch lexicon.”
B.3.2.2 Lexicon – Lexical Choice
Definition: The word(s) belong(s) the Dutch lexicon but another word(s) should
be chosen for generating a correct Dutch sentence.
Annotation: Select the whole word(s) or phrase(s) in the target sentence.
Lexicon – Lexical choice – Function Word





Figure B.27: The preposition “van” is a wrong lexical choice in this example.
“op” should be used instead.
Figure B.28: The preposition “als” is a wrong lexical choice in this example.
“zoals” should be used instead.
Figure B.29: The auxiliary verb “hebben” is a wrong lexical choice in this ex-
ample. “zijn” should be used instead.
Lexicon – Lexical choice – Content Word
Definition: Incorrectly chosen content words such as nouns, verbs, adjectives,
adverbs.
Examples:
Figure B.30: The noun “huisvesting” is a wrong lexical choice in this example.
This error can be detected in the target text regardless of the corresponding
source text fragment.
223
Chapter B : Annotation guidelines for English-Dutch machine translation quality assessment
Figure B.31: The noun “druk” is a wrong lexical choice in this example. Given
the context information in the target text, the correct translation can be “pers”
or “drukpers”. Nevertheless, this error can be detected in the target text re-
gardless of the corresponding source text fragment.
Figure B.32: In Dutch, the adjective “snijkant” is not used to refer to a show.
The source sentence should be checked for potential “Accuracy – Mistranslation”
errors. Nevertheless, this error can be detected in the target text regardless of
the corresponding source text fragment.
B.3.3 Orthography
Definition: Errors according to the orthography of the Dutch language.
Annotation: Select the whole word(s) in target sentence that correspond to
orthography error(s).
Be careful! If there are more than one type of orthography errors in a given
word, annotate the word multiple times, once for each error. For example, when
a compound is split up and incorrectly spelled with a capital letter, you annotate
the same word both as “Orthography – Capitalization” and as “Orthography –
Spelling – Compounds.
B.3.3.1 Orthography – Spelling
Definition: Incorrect spelling.
Annotation: Select the whole word(s) in target sentence that correspond to
spelling error(s).
Orthography – Spelling – Compounds
Definition: Errors related to spelling of compounds.
Be careful! When a punctuation mark is causing a compound error, anno-





Figure B.33: The correct spelling for the selected compound should be
“technologie- en mediabedrijven”.
Figure B.34: The correct spelling for the selected compound should be
“antisemitische”.
Figure B.35: The correct spelling for the selected compound should be
“Internetbedrijven”.
Orthography – Spelling – Diacritics
Definition: Errors related to the use of diacritics.
Example:
Figure B.36: The correct spelling for the selected word should be “Belgie¨”.
Orthography – Spelling – Other
Definition: Other spelling error(s) which do not belong to any of the subcate-
gories above.
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Examples:
Figure B.37: There shouldn’t be a space between the brand names and the
registered trademark symbols. In this example, the company name and the
symbol are annotated as a single error.
Figure B.38: There shouldn’t be spaces around the ‘slash’ character. In this
example, all the tokens affected by this error are annotated together.
B.3.3.2 Orthography – Capitalization
Definition: Errors related to capitalization in the Dutch language.
Annotation: Select the whole word(s) in target sentence that correspond to
capitalization error(s).
Be careful! Orthography errors are visible on the target language level, with-
out the need for checking the source language. If a capitalization error is caused
by the wrong transfer of capitalization rules from the source language, then this
should be annotated as Accuracy – Mechanical – Capitalization.
Examples:
Figure B.39: In this example, two different capitalization errors are annotated.
Being the first word in the sentence, the pronoun “hij ” needs to start with a
capital letter. The word “afrika” is the name of a continent. As such, its first
letter needs to be corrected as a capital letter.
Figure B.40: The adjective “Joodse” needs to start with a lowercase letter.
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B.3.3.3 Orthography – Punctuation
Definition: Errors related to punctuation in Dutch. Transfer of punctuation
rules from source text is handled separately (see Accuracy – Mechanical er-
rors).
Annotation: Select the punctuation mark or symbol which is used unnecessar-
ily or is placed incorrectly in the Dutch language. If a punctuation is missing,
select the word preceding the correct location of the missing punctuation. As
an exception, if the missing punctuation needs to appear at the beginning of
the sentence, select the first word of the sentence and add “first word” in your
comments to indicate that this is an exception. Remember to add your com-
ments in “Notes” section to provide the correct text.
Be careful! Orthography errors are visible on the target language level, with-
out the need for checking the source language. If a punctuation error is caused
by the wrong transfer of punctuation rules from the source, then this should be
annotated as Accuracy – Mechanical – Punctuation.
Examples:
Figure B.41: The opening parenthesis mark is not closed, which leads to a
punctuation error.
Figure B.42: The opening parenthesis mark is not closed, which leads to a
punctuation error.
Figure B.43: The sentence needs a punctuation mark at the end. As the punc-
tuation mark is missing, the annotation is made on the preceding word.
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Figure B.44: Paired quotation marks should appear at the beginning and the
end of a word in Dutch. In this example, the quotation marks that appear in
the middle of words lead to two separate punctuation errors.
B.3.3.4 Orthography – Other
Definition: Other orthography errors which do not fall under any of the sub-
categories above.
B.3.4 Multiple Errors
Definition: A combination of errors that make it difficult to annotate fluency
errors separately.
Annotation: Select the whole span of words that contain multiple errors.
Be careful! Please first try to annotate specific errors if they can be identified.
If it becomes difficult to identify specific errors, if there is a chain of errors that
affect each other or if the structure can be corrected in many different ways or
should be completely rephrased, then select multiple errors.
Examples:
Figure B.45: The annotated text fragments contain a number of fluency errors,
which are difficult to annotate separately. It should be rephrased as “kleine
bedrijven kunnen opzetten”
.
Figure B.46: The annotated text fragments contain a number of fluency errors,





Figure B.47: The annotated text fragments contain a number of fluency errors,
which are difficult to annotate separately. It should be rephrased as “onze
productieketen te versterken”
.
B.3.5 Other Fluency Errors
Definition: Other fluency errors, which do not belong to any of the above flu-
ency error categories.
B.4 Accuracy errors
Accuracy errors are described as errors which lead to a target text that does not
reflect the same information as the source text. This means that all misinter-
pretations, contradictions, meaning shifts, additions or deletions are potential
errors. In the SCATE error taxonomy, unlike fluency errors, accuracy errors can
only be detected by analyzing both the source and the target texts together.
Please remember that problems regarding only the conventions of the Dutch
language (where meaning transfer from source to target has been successful)
are not the focus of accuracy and should be handled as fluency errors. Fluency
errors can be detected on the target text alone.
An overview of accuracy errors is provided in Table B.2, in which the error
hierarchy is additionally illustrated with different layers.
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Table B.2: The accuracy errors in the SCATE error taxonomy. The error hi-
erarchy is represented with different columns (levels), accuracy being the main
error category (Level 1). The error types in each level belong to the main cat-
egory from the higher levels displayed right above of them (e.g. Multi-Word
Expression (Level 3) is a subcategory of Mistranslation (Level 2)).
B.4 Accuracy errors
B.4.1 Addition
Definition: The target text fragment is not present in the source.
Annotation: Annotate the added target text fragment, which is not present
in the source. You do not need to annotate any source text and therefore no
linking is required either (since the text is not present in source). However,
if you cannot separately annotate the target word(s) due to being a part of a
compound or a specific phrase, select all the words that correspond to the ad-
dition error together. In this case, annotate the source words that are covered
in target annotation and link the source text to target with an arrow.
Examples:
Figure B.48: The word “een (one)” is not mentioned in the source text
.
Figure B.49: The source word “offered” has already been translated as “aange-
boden” at the beginning of the target text fragment, in correct location. The
second translation “aangeboden” is an addition. Please note that this word can
also be detected as an Fluency – Grammar – Extra words error by looking at
the target text alone, which should be annotated separately.
.
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B.4.2 Omission
Definition: Source content cannot be found in target.
Annotation: Annotate the source word(s), which are omitted in target text.
Examples:
Figure B.51: “Company1 ” is omitted in translation.
.
Figure B.52: “Infectious” is omitted in translation.
.
B.4.3 Untranslated
Definition: The source text fragment is not translated (but was copied to tar-
get) when it should have been translated into Dutch.
Annotation: Annotate the source text fragment that is copied to the target. If
you cannot separately annotate the source or target word(s) due to being a part
of a compound or a specific phrase, select multiple words or the phrase. Anno-
tate the untranslated word(s) in the target text. Finally, link the annotation in




Figure B.53: “multibanking” is not translated into Dutch, when it should be.
In this example, please note that word “multibanking” in the target text also
can be detected as a Fluency – Lexicon – Non-existing or foreign word error,
which should be annotated separately.
.
Figure B.54: “Arachnophobia” is not translated into Dutch, when it should be.
In this example, please note that word “Arachnophobia” in the target text also
can be detected as a Fluency – Lexicon – Non-existing or foreign word error,
which should be annotated separately.
.
Figure B.55: “broadcast” is not translated into Dutch, when it should be. In
this example, please note that word “broadcast” in the target text also can be
detected as a Fluency – Lexicon – Non-existing or foreign word error, which
should be annotated separately.
.
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B.4.4 Do-Not-Translate (DNT)
Definition: Source content that is translated into Dutch when it should have
been left untranslated.
Annotation: Annotate the source text that is unnecessarily translated into
Dutch. If you cannot separately annotate the source or target word(s) due
to being a part of a compound or a specific phrase, select multiple words or the
phrase. Annotate the translated word(s) in the target text. Finally, link the
annotation in the source text to the annotation in the target text.
Examples:
Figure B.56: Being a name, “Bush” should not be translated into Dutch. In
this example, the name “George W. Bush” should be annotated as a whole,
even though only a part of it has been unnecessarily translated.
.
Figure B.57: A brand name should not be translated. Please annotate all words
that correspond to the name and include any special characters which are a part
of the word in your annotation (such as the copyright symbol ””).
.
B.4.5 Mistranslation
Definition: Source content that has been translated incorrectly.
B.4.5.1 Mistranslation – Multi-Word Expressions
Definition: The translation is incorrect (and often too literal) because the source
sentence contains a multi-word expression such as an idiom, proverb, colloca-
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tion, compound or phrasal verb. Idiomatic expressions and proverbs are indi-
cated with a paragraph sign (¶) in van Daele.
Annotation: Annotate the source multi-word expression that is incorrectly
translated into Dutch. Annotate the corresponding translation in the target
text. Finally, link the annotation in the source text to the annotation in the
target text.
Examples:
Figure B.58: “Call it a day” means to declare the end of a task and should not
be translated literally. Annotate the idiom as a whole to show the error clearly.
.
Figure B.59: “time is short” is an idiom, which should not be translated literally.
.
Figure B.60: “A word of caution” is an idiom, which should not be translated
literally. The correct translation should be “Voorzichtig”.
.
B.4.5.2 Mistranslation – Part-of-Speech (PoS)
Definition: The translation represents an incorrect lexical category (Part-of-
Speech) of the corresponding source text fragment.
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Annotation: Annotate the source text fragment that is translated with a wrong
part-of-speech. If you cannot separately annotate the source or target word(s)
due to being a part of a compound or a specific phrase, select multiple words
or the phrase. Annotate the corresponding translation in the target text. Fi-
nally, link the annotation in the source text to the annotation in the target text.
Examples:
Figure B.61: The verb “endevours” has been translated as “inspanning, which
is used as a noun in the target text. The target text should be corrected as
“doet inspanningen”. The missing verb can also be detected in the target text
alone, which should additionally be annotated as Fluency – Grammar – Missing
Words – Content Word.
Figure B.62: The adjective “life” has been translated into “het leven” as noun.
In this example, the source content “critical” is not present in the target text,
which additionally leads to an Accuracy – Omission error.
Figure B.63: The verb “measures” has been translated as “maatregelen, which
is used as a noun in the target text.
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B.4.5.3 Mistranslation – Word Sense Disambiguation
Definition: The target content refers to a different (and a wrong) sense of the
source content.
Annotation: Annotate the source text fragment that is translated with the
wrong sense. If you cannot separately annotate the source or target word(s)
due to being a part of a compound or a specific phrase, select multiple words
or the phrase. Annotate the corresponding translation in the target text. Fi-
nally, link the annotation in the source text to the annotation in the target text.
Mistranslation – Word Sense Disambiguation – Function Word
Definition: Word sense disambiguation errors for function words, such as deter-
miners, prepositions, auxiliaries, conjunctions, pronouns.
Example:
Figure B.64: The correct translation should be “aan de IJzer”.
Mistranslation – Word Sense Disambiguation – Content Word
Definition: Word sense disambiguation errors for content words, such as nouns,
verbs, adjectives, adverbs.
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Examples:
Figure B.65: “stress” can mean “nadruk leggen op” in a different context, how-
ever, in this example “onder druk zetten” is meant.
Figure B.66: The words “child” and “delivery” could be translated as “kind
and “aflevering” in general. However, in this context this is not a correct
interpretation. The correct translation should be “bevalling”.
B.4.5.4 Mistranslation – Partial Translation
Definition: The translation is incorrect due to the partial translation of a Dutch
separable verb.
Annotation: Annotate the source text fragment that is mistranslated. If you
cannot separately annotate the source or target word(s) due to being a part of
a compound or a specific phrase, select multiple words or the phrase. Annotate
the corresponding translation in the target text. Finally, link the annotation in




Figure B.67: The verb “returned” has been translated into Dutch partially as
“terug” instead of “terugkeren”. Please note that this example also leads to a
fluency error of type Fluency – Grammar – Missing Words, which should be
annotated separately.
Figure B.68: The verb “take” has been translated into Dutch partially as “ne-
men” instead of “nemen ... af (afnemen)”. Please note that this example also
leads to a fluency error of type Fluency – Grammar – Missing Words, which
should be annotated separately.
Figure B.69: The verb “attract” has been translated into Dutch partially as
“trekken” instead of “aantrekken”. Please note that this example also leads to
a fluency error of type Fluency – Grammar – Missing Words, which should be
annotated separately.
B.4.5.5 Mistranslation – Other
Definition: The translation is incorrect but the problem cannot be captured by
any of the subcategories above.
Annotation: Annotate the source text fragment that is mistranslated. If you
cannot separately annotate the source or target word(s) due to being a part of
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a compound or a specific phrase, select multiple words or the phrase. Annotate
the corresponding translation in the target text. Finally, link the annotation in
the source text to the annotation in the target text.
Examples:
Figure B.70: The verb “swollen” has been translated into Dutch as “gezuiverd”,
which means purified, refined. The translation therefore is not related any way
to the meaning conveyed in the source content and leads to a mistranslation
error.
Figure B.71: The translation is related, but is not a correct translation of the
source word. The translation should be “projector” or “projectietoestel” to refer
to “the object, which projects”.
Figure B.72: “overleg” means “consultation, deliberation”, which cannot be a
translation of “agreement”.
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Figure B.73: “corrugated” refers to a material or surface shaped into a series of
parallel ridges and grooves so as to give added rigidity and strength. “golfkar-
ton” means “corrugated cardboard”, which is not a correct translation.
Figure B.74: The plural noun “books” has been translated into Dutch as “boek”,
which is singular. Even though the correct lemma has been used, the translation
is incorrect.
Figure B.75: The translation “kregen” is correct but it carries a past tense
whereas the source content “receive” is in present tense.
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B.4.6 Mechanical
Definition: Mechanical transfer errors are not related to content transfer.
Annotation: Annotate the source text or punctuation, which refers to the wrong
mechanical transfer error. If you cannot separately annotate the source or target
word(s) due to being a part of a compound or a specific phrase, select multiple
words or the phrase. Annotate the corresponding translation in the target text.
Finally, link the annotation in the source text to the annotation in the target
text.
B.4.6.1 Mechanical – Capitalization
Definition: Mechanical errors related to the transfer of capitalization rules from
source to target text.
Example:
Figure B.76: Capitalization of the source text is not transferred to target text.
Please note that the distinction here with the Fluency – Orthography – Cap-
italization is that we need to see the source text to detect the capitalization
error.
B.4.6.2 Mechanical – Punctuation





Figure B.77: Quotation mark is transferred to a wrong location in the target
sentence. This error can only be detected on by analyzing source and target
texts together.
B.4.6.3 Mechanical – Other
Definition: Errors related to the transfer of other mechanical aspects.
B.4.7 Bilingual Terminology
Definition: The translation does not match the predefined bilingual terminol-
ogy requirements.
Annotation: Annotate the source text with error. Annotate the corresponding
translation in the target text. Finally, link the annotation in the source text to
the annotation in the target text.
B.4.8 Source Error
Definition: Errors that are present in the source segment.
Annotation: Annotate the erroneous source text segment. Annotate the cor-
responding translation in the target text. Finally, link the annotation in the
source text to the annotation in the target text.
Be careful! Marking source errors and the corresponding translation do not
mean that other observed errors should be skipped. Source errors often lead to
errors in the target word as well, which should be annotated separately.
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Examples:
Figure B.78: There is a spelling error regarding the source word “acquisitions”.
This source error also causes a Fluency – Orthography – Spelling error on the
target word, which should be annotated separately.
Figure B.79: An HTML entity “&oelig;” has been used in the source text instead
of the corresponding character it represents “Œ (latin ligature OE)”. This source
error also causes a Fluency – Lexicon – Non-Existing or Foreign Word error,
which should be annotated separately.
B.4.9 Other Accuracy Errors
Definition: Other errors regarding the relationship between source and target
text, which do not belong to any of the accuracy error categories above.
Annotation: Annotate the source text with error. Annotate the corresponding
translation in the target text. Finally, link the annotation in the source text to




We provide a number of annotation examples of SMT, RBMT, NMT output
and reference translations, which correspond to the same source text. These
examples might be of interest to compare annotations, as well as the MT output
across different MT paradigms.
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Ze geniet ervan ze door elkaar te schudden: niet alleen de productiemethoden en








In dit verstedelijkte gebied zijn Antwerpen, Gent en Brussel, Oostende en Hasselt
compacte steden met hun eigen stedelijke evolutie.
(d) Reference translation
Figure C.2






















Het is niet onze bedoeling om een hele reeks medische diensten te financieren, maar
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