Curl-conforming hierarchical vector bases for triangles and tetrahedra by Graglia, Roberto et al.
950 IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 59, NO. 3, MARCH 2011
Curl-Conforming Hierarchical Vector Bases for
Triangles and Tetrahedra
Roberto D. Graglia, Fellow, IEEE, Andrew F. Peterson, Fellow, IEEE, and Francesco P. Andriulli, Member, IEEE
Abstract—A new family of hierarchical vector bases is pro-
posed for triangles and tetrahedra. These functions span the
curl-conforming reduced-gradient spaces of Nédélec. The bases
are constructed from orthogonal scalar polynomials to enhance
their linear independence, which is a simpler process than an
orthogonalization applied to the ﬁnal vector functions. Speciﬁc
functions are tabulated to order 6.5. Preliminary results conﬁrm
that the new bases produce reasonably well-conditioned matrices.
Index Terms—Basis functions, ﬁnite element methods, hierar-
chical basis functions, method of moments.
I. INTRODUCTION
V
ECTOR basis functions ﬁnd wide application in elec-
tromagnetics for volumetric discretizations of the vector
Helmholtz equation in 2D and 3D and surface discretizations
of the electric and magnetic ﬁeld integral equations in 3D.
These basis functions can be interpolatory, with coefﬁcients
that represent speciﬁc ﬁeld components at interpolation points,
or they can form hierarchical sets in order to facilitate adap-
tive reﬁnement procedures. In contrast to interpolatory bases,
hierarchical bases often exhibit poor linear independence as
the order of the representation is increased, resulting in an
ill-conditioned system of equations. In the following, a new
hierarchical family of vector bases is proposed that alleviates
the loss of linear independence.
Papers proposing hierarchical vector basis functions began
appearing in the electromagnetics literature in the early 1990s.
Most of the proposed basis functions are of the curl-conforming
variety, which on triangles or quadrilaterals are easily converted
into divergence-conforming functions. For brevity, we focus
on curl-conforming bases on triangular and tetrahedral cells.
Table I summarizes the existing curl-conforming hierarchical
vector bases suitable for triangular or tetrahedral cells.
The published basis functions can be classiﬁed into three
groups: A) those that span complete polynomial vector spaces,
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TABLE I
CLASSIFICATION OF HIERARCHICAL CURL-CONFORMING VECTOR-BASES
AVAILABLE IN THE LITERATURE
B)thosethatspanthemixed-orderspacesofNédélec[1](some-
times known as reduced gradient spaces for curl-conforming
functions), and C) those with subsets that exactly span both
types of spaces. As an example, the 1997 Graglia, Wilton, and
Peterson interpolatory vector basis functions [2] fall into group
B, since those basis functions span the mixed-order spaces of
Nédélec but do not contain subsets that exactly span polyno-
mial-complete spaces. The new hierarchical bases also belong
to group B.
Although several families of bases appearing in Table I are
considered to be “Nédélec” bases, here we classify them as
“type A” because they do not contain subspaces that properly
span the reduced-gradient spaces of [1] on triangles or tetra-
hedra. For instance, neither the face-based functions of [8]
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Fig. 1. The hierarchial polynomials that generate the curl-conforming functions associated with the zeroth-order vector function relative to the edge formed by the
intersection of the ￿ ￿￿and ￿ ￿￿faces have features similar to those of the equivalent interpolatory polynomials in [2]. Vanishing regions: (a) the edge-based
polynomials are different from zero on the cell boundaries; (b) all the polynomials based on the ￿ ￿￿face vanish on the face ￿ ￿￿ ; (c) all the polynomials
based on the ￿ ￿￿face vanish on the face ￿ ￿￿ ; (d) the volume-based polynomials vanish on both the ￿ ￿￿and ￿ ￿￿faces. The number of hierarchical
and interpolatory edge, face and volume-based polynomials of order ￿ is the same. There are: (e) ￿￿￿￿￿edge-based polynomials; (f, g) ￿￿￿￿￿￿￿￿ polynomials
based on the ￿ ￿￿and the ￿ ￿￿faces; (h) ￿￿￿ ￿ ￿￿￿￿ volume-based polynomials. The ﬁgures from (e) to (h) show in red the interpolation nodes of the
interpolatory polynomials for ￿ ￿￿ .
nor the functions of [9] properly span the Nédélec space of
order 2.5; the “type 2” element-based functions of [15] do not
properly span the Nédélec spaces of order 1.5 or higher. Thus
these functions are listed here as belonging to type A.
Our new bases, ﬁrst proposed in [17] and [18], have four dis-
tinguishing features: (a) the vector basis functions are subdi-
vided from the outset into three different groups of edge, face,
and volume-based functions; (b) each basis function is obtained
by using one generating edge, face or volume-based polyno-
mial whose analytical expression involves all the four depen-
dent parent variables ( , , , ) that describe the tetrahedral
element(noticethatthisholdsevenforthebasisfunctionsofthe
triangular element); (c) in each group, all the generating poly-
nomials are mutually orthogonal independent of the deﬁnition
domain of the inner product, i.e., either the volume, the face, or
the edge of the tetrahedron; (d) the hierarchical vector functions
are eithersymmetric orantisymmetric with respect tothe parent
variables that describe each edge and face of the cell.
The four features outlined above yield the following out-
comes, respectively: (a) different individual polynomial orders
can be used on each edge, face, and volumetric element of
a given mesh, thereby facilitating the use of vector bases of
different orders together in the same mesh ( -adaption); (b)
the generating polynomials for the edge, the face, and the
volume-based vector functions can be implemented in routines
which can be used without modiﬁcation to evaluate either the
tetrahedral (for 3D codes) or the triangular (for 2D codes)
vector functions; this greatly simpliﬁes the implementation
of the numerical codes required to deal with 3D or 2D struc-
tures; (c) our higher-order bases maintain excellent linear
independence because they are derived after an analytical
orthogonalization of the generating scalar polynomials, which
is done in the element parent domain; (d) the procedure to
enforce the conformity of the approximation across element
interfaces is drastically simpliﬁed.
The outcome (c) is of importance because hierarchical bases
are typically ill-conditioned at high orders and usually neces-
sitate a cumbersome (partial) orthogonalization process to im-
prove system conditioning. As illustrated by [19], considerable
effort is required to directly orthogonalize the vector functions.
In contrast, our bases are deﬁned from orthogonal generating
scalar polynomials, to enhance the conditioning of the system
matrices. The outcome (d) is also of importance because en-
forcement of the continuity of the tangential component across
adjacent elements (for the curl-conforming case) can be difﬁ-
cult [11], [20]; our basis functions reduce this problem to one
of determining the correct sign of each basis function with re-
specttoanarbitrarilyselectedreferencedirectionalongadjacent
elements.
Our hierarchical vector functions are obtained by a three-step
process. First, we orthogonalize on a given parent element ap-
propriate linear combinations of the interpolatory scalar poly-
nomials given in [2], to obtain hierarchical scalar polynomials.
These polynomials are then multiplied by the zeroth-order
vector functions of the element under consideration to obtain
a set of vector functions. Finally, using a procedure similar to
the one given in [2], any redundant basis function is eliminated
from the resulting vector set.
II. EDGE,F ACE, AND VOLUME-BASED HIERARCHICAL BASES
The bases for the tetrahedral and the triangular cells are
derived at the same time by simply considering the triangular
cell described by the three parent variables ( , , ) as the
bounding ( ) face of the tetrahedral cell described by the
four parent variables . Let us consider a
tetrahedral element whose faces are labeled by these four parent
variables and, at the same time, the triangular element deﬁned
by the face of this tetrahedron (see Fig. 1). In terms
of these parent variables, the zeroth-order curl-conforming
vector-function associated with the edge in common to the952 IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 59, NO. 3, MARCH 2011
TABLE II
EDGE AND FACE-BASED HIERARCHICAL POLYNOMIALS UP TO THE SIXTH ORDER
and face reads
and for the tetrahedral and
the triangular element, respectively [2]. Despite of the sign
difference in the previous two expressions, which can be even-
tually eliminated by reorienting the triangle unit normal, both
functions turn out to be antisymmetric with respect to the two
parent variables and , since
and . Because of this property, the
enforcement of the tangential continuity of the ﬁeld across
element boundaries is greatly simpliﬁed. The continuity of the
tangential component is ensured by adjusting the basis function
sign to correspond to an arbitrarily selected reference direction
along the adjacent elements [2].
Higher order interpolatory bases are constructed in [2] by
multiplying the zeroth-order vector functions with Silvester-
Lagrange interpolatory polynomials. Here, linear combinations
ofthose interpolatorypolynomials areused toobtainsymmetric
or antisymmetric hierarchical scalar polynomials which, within
each group, are constructed a priori to be mutually orthogonal.
Our hierarchical vector functions are constructed using the
sametechniquegivenin[2],wherewesimplysubstitutethenew
scalarhierarchical polynomialsfortheinterpolatoryonesof[2].
With reference to Fig.1, the interpolatory polynomials which
in [2] are associated with the edge at the intersection of the
and faces are subdivided into four different
groups. The ﬁrst group is formed by all the polynomials inter-GRAGLIA et al.: CURL-CONFORMING HIERARCHICAL VECTOR BASES FOR TRIANGLES AND TETRAHEDRA 953
TABLE III
VOLUME-BASED HIERARCHICAL POLYNOMIALS ￿ ￿ ￿ ￿ ￿ UP TO THE SIXTH ORDER
polating (up to a given order) at the edge (Fig. 1(e)) and that
(in general) do not vanish on the other tetrahedral boundaries
(Fig. 1(a)); a second group is formed by the polynomials that
interpolate (up to a given order) at the face (Fig. 1(f))
and that vanish on the face (Fig. 1(b)); a third group
is given by polynomials which interpolate at the face
(Fig. 1(g)) and vanish on (Fig. 1(c)); the last group is
given by the remaining interpolating polynomials which vanish
onboththe and faces(Fig.1(d),(h)).Appropriate
linearcombinationsoftheseinterpolatorypolynomials,together
with extensive symmetry considerations, provide four groups
of orthogonal hierarchical polynomials. These polynomials, de-
rived and normalized in the Appendix, are explicitly reported in
Tables II and III up to the sixth order. We have obtained hierar-
chical families up to eleventh order with this approach.
In Tables II–III, the ﬁrst superscript or labels symmetric
orantisymmetricpolynomialsofthe and variables,respec-
tively; similarly, the second superscript (used only for the edge-
and the volume-based polynomials) labels symmetric and anti-
symmetric polynomials of the and variables.
All the edge-based hierarchical polynomials of Table II
are symmetric in the and variables. In Table II,
indicates the Legendre polynomial of order , with
.Thepolynomialsbasedontheedge ofthe simplex
(triangular element, with ) are obtained by
setting . For the simplex (tetrahedral element, with
), the polynomials reported are those
based on the edge , . Along its associated edge,
behaves as the Legendre polynomial .
Fortheface-basedpolynomialsofTableIIonehastoset
while dealing with the simplex; for the simplex, the
polynomials reported are those associated with the face.
Notice that the edge-based hierarchical polynomials of
Table II are orthogonal on the , , and simplexes, while
the face-based polynomials are orthogonal on both the and
simplexes.
The number of Degrees of Freedom (DoF) for curl-con-
forming bases of order on a tetrahedron is
; the number of DoFs for curl- and divergence-conforming
bases of order on a triangle is [2]. By fol-
lowing the same procedure reported in [2], the
elements of an order hierarchical vector base associated
with DoFs internal to the tetrahedral element
are obtained by forming the product of the
volume-based hierarchical polynomials of Table III with three
different zeroth-order curl-conforming functions. To guarantee
basis function independence, the chosen zeroth-order basis
factors cannot be associated with edges bounding the same
face [2]. Similarly, the elements of a order hier-
archical base associated with DoF internal to the triangular
face (possibly, the face bounding the
tetrahedral element ) are obtained by forming the product of
the face-based hierarchical polynomials of Table II
with two zeroth-order curl-conforming functions associated954 IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 59, NO. 3, MARCH 2011
TABLE IV
CORRESPONDENCE BETWEEN DUMMY AND PARENT VARIABLES
with two edges bounding . Finally, the elements of a
order hierarchical base associated with edge DoF relative to
the edge (possibly, the edge bounding
the tetrahedral element , or the edge bounding the
triangular element ) are obtained by forming the product of
the edge-based hierarchical polynomials of Table II
with the zeroth-order curl-conforming function along that
edge. It is here understood that, in this construction process,
the dummy parent variables appearing in the
polynomial expressions reported in Tables II–III are replaced
by the permutation of that corresponds to the
appropriate zeroth-order basis factor shown in Table IV.
III. NUMERICAL RESULTS
A. Triangular Element
Consider the vector Helmholtz equation
(1)
representing a two-dimensional cavity bounded by perfectly
conducting walls (a homogeneous Neumann boundary). For
the magnetic ﬁeld
(2)
expressed in terms of vector basis functions , the element
matrices and have entries of the form
(3)
(4)
with vector-ﬁeld solution (2) linearly dependent on the expan-
sion-coefﬁcient array
(5)
and where nowrefers totheglobal matrix; theentries of are
(6)
TABLE V
CONDITION NUMBERS (CN) AND NUMBER OF ITERATIONS RELATIVE TO A
DRIVEN 2D – CAVITY PROBLEM
Thelinearindependenceofthebasissetisanimportantattribute
of a good basis. For example, the error of the vector-ﬁeld
solution depends on the error of each coefﬁcient ap-
pearing in (2) and, according to (5), the conﬁdence in the nu-
merical precision of the vector-ﬁeld solution on equal residual
error clearly improves for decreasing condition number of
the -matrix.
Because of the nullspace of the curl operator, the element
matrix is singular. However, is nonsingular and its con-
dition number ( ) provides a measure of the
degree of linear independence of the basis functions, which in
turn gives an indication of the performance of the basis func-
tions in numerical applications. Similar comparisons of -ma-
trix condition numbers were carried out in [21] for lower-order
(linear tangential/ quadratic normal – LT/QN) basis functions;
some higher-order comparisons are provided in [19].
Preliminary numerical results for triangular cells were pre-
viously published in [22], which compared the (element and
global) -matrix condition numbers arising from several fam-
ilies of hierarchical vector basis functions to those of the new
functions proposed here. That study, which treated the solution
of (1) as an eigenvalue problem for the resonant frequencies of
the cavity, concluded that the proposed basis functions of order
2.5 and 3.5 produce lower matrix condition numbers over a
range of meshesthan those of mostother families. Those results
were obtained after attempts were made to improve the condi-
tion numbers for the other families by an appropriate choice of
scale factors.
Additional preliminary results for triangles are provided in
Table V, which considers the matrix conditioning and iterative
solution of the linear system associated with one example of a
driven cavity described by (1). A constant magnetic ﬁeld was
imposed on one edge of the mesh, which contained reason-
ably well-controlled cell shapes, and quadratic tangential/cubic
normal (QT/CuN) bases from several hierarchical families were
employed. (These tests were carried out using the original scale
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Fig. 2. Individual element ￿-matrix condition numbers for the hierarchical
(CNH) and the interpolatory (CNI) vector basis of order 2.5 obtained by con-
sidering tetrahedral cells of different height ￿
￿
￿￿￿￿, but with the same equi-
lateral base of edge-length ￿.
those introduced by the present authors in [22].) Table V shows
that the conditioning of the overall system for the driven cavity
is generally proportional to that of the global -matrix consid-
ered earlier. Table V also reports the number of iteration steps
requiredtoreducetheresidualerrornormto usingJacobs’
form of the biconjugate gradient algorithm [23], [24] without
preconditioning.Diagonalmatrixpreconditioningwasalsocon-
sidered and, for these test cases of relatively small matrix order,
improved the performance of the solver for all of the basis func-
tion families (in fact, the preconditioned algorithm converged
to the same residual with about the same amount of computa-
tion for each basis family except those of [6], [7], which re-
quired at least three times as many iterations). Similar results
were observed as mesh quality degraded and other parameters
werevaried.Whiletheseresultssuggestthatthenewbasisfunc-
tions are at least as effective as existing bases when used with
simple iterative solvers, we acknowledge that additional com-
parisons must be carried out before conclusions can be drawn
abouttheirperformanceinmorerealisticproblemsorwithmore
sophisticated preconditioners.
B. Tetrahedral Element
As a preliminary evaluation of the tetrahedral bases, we
compare the individual element -matrix condition number
obtained using the 45 QT/CuN basis functions (of order 2.5)
presented in thispaper and the equivalent functions givenin [2].
The best possible tetrahedral cell has equilateral shape, edge-
length , and height . Lower-quality cells may be
obtained by scaling the height of this tetrahedron, thereby ob-
taining cells of different height and the same (equilateral)
base. The element condition numbers CNH and CNI obtained
with the hierarchical and the interpolatory family, respectively,
dependonthevalueof usedtomodifythecellshape;forthese
bases, however, the condition numbers CNH and CNI are not
modiﬁed by changing the value of while keeping ﬁxed.
Fig. 2 shows the behavior of the condition numbers CNH and
CNIforthetwotypesofbases,andtheratio(CNH/CNI)ofthese
two condition numbers, versus the scale factor , for
. These results show that, in case of rectilinear tetrahe-
dral cells of good quality, and for element order 2.5, the indi-
vidual element condition number CNH is expected to be four to
ﬁve times larger than the individual element condition number
CNI obtained with interpolatory polynomials. Conversely, for
poor quality cells, the condition number obtained from the hier-
archical vector bases could be much higher (say, by a factor of
7) than that obtained by using interpolatory polynomials; how-
ever, this result is still within an order of magnitude and cells of
such poor quality are usually avoided whenever possible.
IV. CONCLUSION
A new family of hierarchical vector bases has been proposed
for triangles and tetrahedra. The use of orthogonal scalar poly-
nomials in their construction is believed to offer a simpler ap-
proach for enhancing their linear independence than the par-
tial orthogonalization of the vector functions. Preliminary nu-
merical results, presented here and in a companion paper [22],
suggest that the new bases yield reasonably well-conditioned
matrices.
APPENDIX
ORTHOGONAL POLYNOMIALS USED IN THE CONSTRUCTION OF
HIERARCHICAL VECTOR BASES
In the ﬁrst part of this Appendix (subsection A) we intro-
duce and discuss auxiliary polynomials needed to construct hi-
erarchicalpolynomial baseswithtermssubdivided intovolume,
face, and edge-based polynomials. The symbol used for these
polynomialsisrelatedtotheirfurtheruse;thatis, , ,and are
theauxiliarypolynomialsusedtoconstructthevolume,theface,
and the edge based polynomials, respectively. Then, the other
three subsections of this Appendix (from B to D) show how to
use the auxiliary polynomials to construct hierarchical volume,
face, and edge-based polynomials called , , and , respec-
tively. In each group, the polynomials are mutually orthogonal
independent of the deﬁnition domain of the inner product, i.e.,
either the volume, the face, or the edge of the element. This is a
veryimportantfeatureofourhierarchicalbasesbecauseonecan
use the same polynomial bases either on tetrahedral, triangular
or line elements, with no need to modify their expressions. The
edge, face and volume-based polynomials are normalized as re-
ported at the bottom of Table II–Table III; in numerical applica-
tionsthesepolynomialscan benormalizeddifferentlywhenever
convenient.
To compact the expressions of the polynomials of this Ap-
pendix it is convenient to introduce the following new variables
(7)
with dependency relation
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The expressions of the four parent variables in
terms of the new dependent variables are straightforwardly ob-
tained by inversion of (7).
A) Auxiliary Polynomials: Polynomials with partic-
ular symmetry properties in the dependent parent variables
used to describe the , the
and the simplex are obtained
by linear combinations of the Silvester ( ) and the shifted
Silvester ( ) interpolatory polynomials given in [2]. For
example, the th order polynomials
(9)
with
even
odd
(10)
are either symmetric (for even or zero values) or
antisymmetric (for odd values) in and , with
.
The coefﬁcients in (9) are determined to deﬁne hierar-
chical polynomials associated with the edge . They
are obtained by imposing, along the edge at issue (that is, the
simplex), the orthogonality of each with
respect to all the polynomials of lower order :
(11)
where is the Kronecker delta. The normalization (11) in-
volves a unit constant weight function and makes
equal to the Shifted Legendre Polynomial . In prin-
ciple, other normalizations with different weight functions are
possible to make , for example, equal to Chebyshev or Ja-
cobi polynomials. Convenient expressions for the deﬁned in
(9) can be given in terms of the two new dependent variables
and given in (7). All the polynomials are implic-
itly symmetric in the and variables since
.
InsubsectionC,toconstructface-basedpolynomials,wealso
need the polynomials obtained by orthogonalizing the
Silvester polynomials , for . All
these polynomials contain a common factor and do not have
any symmetry or antisymmetry property in , because they
are independent of ; they are normalized by setting
(12)
which yields and for .
These polynomials are obtained from the lowest order ones
(13)
by use of the following recurrence relations with respect to the
degree
(14)
with
(15)
Orthogonal volume-based polynomials symmetric or antisym-
metric in the ( , ) and the ( , ) variables can be obtained
by linearly combining the Silvester and shifted Silvester inter-
polatory polynomials in a way similar to that used to get (9). To
obtain these polynomials, however, it is much more convenient
to start with expressions that involve the appropriate Legendre
polynomials from the beginning. In fact, in subsection B of this
Appendix,weusethefollowingvolume-basedlinearlyindepen-
dent polynomials of order
(16)
which are symmetric in ( , ) and ( , ) for even values of
and , respectively (antisymmetric otherwise), with
(17)
The integral of the product of a symmetric and an antisym-
metric polynomial of the kind given in (9) automatically van-
ishes over the , , and simplex; similarly, the product of
a symmetric and an antisymmetric polynomial of the kind given
in (16) has a vanishing integral over .
B) Volume-Based Hierarchical Polynomials Orthogonal
Over : In terms of the (dummy) parent variables used in
the present paper, the polynomials which in [2,
Eq. (28)] interpolate internal points of the simplex read as
follows:
(18)
and they vanish on the and faces because of
the presence of a common factor. According to our def-
inition, the above polynomials are volume-based. An equiva-
lent th order hierarchical family consisting of
volume-based polynomials is obtained by applying the Gram-
Schmidt orthogonalization process to the polynomial set (16),
performed by using the Legendre inner product over the
simplex. The hierarchical volume-based polynomials are thus
obtained by orthogonalizing in order (from the ﬁrst to the last
polynomial) the list of the polynomials (16) provided by run-
ning a three nested loop: for (outer loop on the
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Fig. 3. Orthogonalizationpath followed by the two-nested loop usedto build the face-based hierarchicalpolynomials ￿ . Theouter loop is for ￿ ￿ ￿￿￿￿￿￿￿￿￿;
the inner loop is for ￿ ￿ ￿￿￿ ￿ ￿￿￿￿￿￿￿. Thus, the ￿th order polynomial ￿ (with ￿ ￿ ￿ ￿ ￿) is obtained by orthogonalizing ￿ ￿ with respect to all the
face-based orthogonal polynomials ￿ previously obtained up to the order ￿￿￿ ￿ ￿￿￿ as well as, in the case of ￿ ￿ ￿,by orthogonalizing ￿ ￿ with respect
to the polynomials ￿ previously obtained for ￿ ￿￿ ￿￿￿￿￿￿￿￿￿￿ with ￿ ￿ ￿ ￿￿. The ﬁgure just shows the path from ￿ ￿￿up to ￿ ￿￿ . The procedure starts
with ￿ ￿￿ , where ￿ is known. For ￿ ￿￿we ﬁrst build ￿ by orthogonalizing ￿ ￿ with respect to ￿ , then we build ￿ by orthogonalizing ￿ ￿ with
respect to ￿ and ￿ .F o r￿ ￿￿we ﬁrst build ￿ by orthogonalizing ￿ ￿ with respect to ￿ , ￿ , and ￿ ; then we build, in order, ￿ and ￿ , etc.
(inner loop), with
(ﬁxed in the inner loop).
Thehierarchicalpolynomials obtainedinthismanner
are reported in Table III up to the sixth order. The global order
of these polynomials is equal to and equivalently
to the sum of the subscripts appearing in their expressions.
C) Face-Based Hierarchical Polynomials Orthogonal
Over and : In terms of the (dummy) parent variables
used in the present paper, the polynomials which
in [2, Eqs. (10, 28)] interpolate the points located inside the
triangular face described by the three parent variables , ,
read as follows
(19)
The case is here excluded since it yields edge-based
functions that interpolate the edge of the triangle; those
functions are considered in the following subsection D.
The face-based interpolatory polynomials (19) are replaced
by hierarchical polynomials obtained by orthogonalizing in
order over , within a two-nested loop for
(outer loop) and (inner loop; see Fig. 3),
the th order polynomials
(20)
where and with , given in subsection A.
This orthogonalization process yields a polynomial set
that contains all the normalized orthogonal
polynomials , with , and
at . The order of is and coincides
with the sum of the subscripts and of the and
functions in (20). Furthermore, is symmetric in , if
is even or equal to zero, whereas is antisymmetric in
, if is odd.
The hierarchical polynomials and
obtained by this procedure are mutually
orthogonal only over the triangular simplex and
,respectively.The are face-based
and nonzero on the triangular face , and equal to zero
at because of the presence of a common factor. In
order to obtain a hierarchical family of face-based polyno-
mials mutually orthogonal on both the
and the simplex, it is sufﬁcient to add to the polynomials
an appropriate linear combination of the
volume-based polynomials (derived in subsection B) of
global order less than or equal to , and which share
the same symmetry properties of with respect to the
and variables. The polynomials deﬁne the following
polynomials of global order
(21)
used in subsection D to construct edge-based polynomials
symmetric in the and variables, and orthogonal on the
, the , and the simplices.
Table II reports, up to the sixth order, the normalized face-
based hierarchical polynomials for the and sim-
plices.
D) Edge-Based Hierarchical Polynomials Orthogonal
Over , and : In terms of the (dummy) parent variables
used in the present paper, the polynomials which in
[2, Eqs. (10), (28)] interpolate the edge described by the two
parent variables , read as follows
(22)
and could be substituted with the hierarchical polynomials
of subsection A.
The hierarchical polynomials for the line element (that is, the
simplex) are simply obtained from by setting
, which is equivalent to set . In the line-el-
ement case the functions are easily obtained by the recur-
rence relation available in [25], since coincides by
construction with the Legendre polynomial or, equiva-
lently, with the Shifted Legendre polynomial .
However, unfortunately, the edge-based hierarchical polyno-
mials are mutually orthogonal only over the simplex .I n
order to obtain a hierarchical family of edge-based polynomials
symmetric in the and variables, and mutually orthogonal
alsoonthe simplex,the simplex958 IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 59, NO. 3, MARCH 2011
(where ), and the simplex (where ),
it is sufﬁcient to add to the th order polynomial an appro-
priate linear combination of the polynomials of subsection
C (given in (21)), and of the volume-based polynomials
of subsection B, which share the same symmetry properties of
with respect to the four parent variables. All the polynomials
involved in this combination are of order . Notice also
that the linear combination at issue here involves only those
volume-based polynomials that are symmetric with respect to
the and variables.
The hierarchical polynomials obtained in this manner are
reported in Table II, up to the sixth order.
E) Distinguishing Features of the New Polynomial Bases:
As previously discussed in this Appendix, in general, a polyno-
mialofonegroup(eitherthevolume,theface,ortheedge-based
group) is not orthogonal to a polynomial of a different group,
but all the polynomials within each group are mutually orthog-
onal independent of the deﬁnition domain of the Legendreinner
product (i.e., either the volume, the face, or the edge of the el-
ement). This feature is readily appreciated if one considers the
Gram matrix having coefﬁcient equal to the Legendre
inner product (on the , ,o r simplex) of the th and th
polynomials of the th–order-complete family, see [18, Fig. 3].
As shown in [18], for , the condition numbers of the
matrices obtained by using our hierarchical polynomial bases
are lower than those obtained by using the Silvester-Legendre
interpolatory polynomials.
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