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9RESUMO
Modelo de regressão pertencente à família Weibull com fração de cura
Neste trabalho são reunidos alguns modelos da família Weibull (Weibull, Wei-
bull Modiﬁcada, Weibull exponencializada e Weibull modiﬁcada generalizada) e técnicas para
estudo de situações em análise de sobrevivência. Foi proposto o modelo de regressão Weibull
modiﬁcada generalizada com fração de cura, pois, esse modelo considera a presença de indiví-
duos curados e é generalização dos demais. Os parâmetros dos modelos foram estimados pelo
método de máxima verossimilhaça sujeito a restrição nos espaço paramétrico. Um conjunto
conjunto de dados médicos foi utilizado para a análise e a aplicação dos modelos propostos.
Palavras-chave: Modelos de regressão; Análise de sobrevivência, Dados censurados; Verossimi-
lhança restrita; Fraçao de cura; Família Weibull
10
nada
11
1 INTRODUÇÃO
A análise de sobrevivência é uma área da Estatística que avalia o tempo de-
corrido até a ocorrência de um evento ou situação de interesse e se caracteriza por utilizar
a informação de todos os indivíduos presentes no estudo, inclusive daqueles em que as ob-
servações estão incompletas. Nesse caso, os dados são chamados de observações censuradas.
Um exemplo desse tipo de observação, acontece em estudos médicos em que o paciente morre
por outras causas não relacionadas ao evento de interesse, ou muda de cidade não dando
continuidade ao tratamento.
Essa metodologia pode ser utilizada em diversas áreas do conhecimento. Entre-
tanto, é particularmente importante em pesquisas de saúde, para estudos em que geralmente
o evento de interesse é a morte de um paciente ou a recidiva de uma doença. Na engenharia
ela também é muito utilizada, porém, é conhecida por análise de conﬁabilidade. Nesse caso
geralmente estuda-se o tempo de vida ou a durabilidade de alguns produtos em geral.
Uma característica que pode ocorrer em dados de sobrevivência é a existência
de indivíduos não suscetíveis ao evento de interesse, esses indivíduos são chamados curados
ou imunes, pois nunca vão experimentar o evento estudado. Quando existe fração de cura o
modelo estima a fração de sobrevivência (Berkson e Gage, 1952).
Assim como em outras áreas, na análise de sobrevivência pode-se estudar o
comportamento do tempo quando inclue-se outras covariáveis na análise. Pois, a variável
tempo pode estar sendo inﬂuenciada por outras covariáveis da população estudada. Usa-se
então modelos de regressão para englobar as covariáveis no modelo.
Ao se considerar todas as características (tempo de falha, censura, covariáveis
e fração de cura), este trabalho tem como objetivo principal propor um modelo de regressão
paramétrico com fração de cura em que os tempos assumem distribuições da família Weibull,
para um conjunto de dados médicos apresentados por Ibrahim et al (2001).
O software que será utilizado para o desenvolvimento das análises estatísticas
da aplicação desse trabalho é o software estatístico R versão 2.13.2.
12
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2 REVISÃO DE LITERATURA
2.1 Notação e conceitos básicos
Para fundamentar o trabalho que será desenvolvido na área de análise de so-
brevivência, serão expostos, a seguir, conceitos e notações utilizadas na literatura.
2.1.1 Tempo de falha
Os dados de análise de sobrevivência têm como característica fundamental a
presença do tempo de falha, ou seja, o tempo até que o evento de interesse aconteça. Esse
tempo é o intervalo entre o tempo inicial do estudo até o tempo de ocorrência da falha e é
constituído por três elementos (COLOSIMO e GIOLO, 2006):
• O tempo inicial, tempo que marca o início do estudo;
• A escala de medida (geralmente utiliza-se o tempo real) ;
• O evento de interesse, chamado de falha. Entende-se por falha o acontecimento do
evento de interesse deﬁnido no estudo.
Em pesquisas clínicas, as falhas geralmente são a morte ou a recidiva de certa
doença. Na engenharia, geralmente fazem-se testes com itens mecânicos ou componentes
eletrônicos para obter informação de sua durabilidade. Atualmente, tem-se utilizado a análise
de sobrevivência também na área ﬁnanceira, em que o evento de interesse na maioria das vezes
é a inadimplência do cliente.
2.1.2 Censura
A análise de sobrevivência se diferencia dos métodos clássicos, pois leva em
consideração os dados de todos os indíviduos da análise, inclusive os que não têm a informação
do tempo de ocorrência do evento de interesse (esses são chamados de dados censurados).
Os dados censurados podem ser classiﬁcados de diferentes formas : dados cen-
surados à direita, à esquerda ou intervalar.
Os tipos de censura à direita são assim denominados porque o tempo de ocor-
rência do evento de interesse está à direita do tempo registrado. A censura à direita tem três
subdivisões:
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• Censura do tipo I: O término do estudo acontece em um tempo t0, estabelecido an-
tes do inicio do estudo, e ao ﬁnal do estudo algumas observações não falharam. Um
exemplo deste tipo de censura são testes de durabilidade de uma lâmpada. No tempo
determinado o estudo termina e algumas lâmpadas podem ainda não ter falhado.
• Censura do tipo II: o estudo termina quando um número pré-estabelecido de indivíduos
falham. Em estudos biológicos em que geralmente não há tempo nem recursos para
esperar que todos os indivíduos falhem, pode-se estabelecer que o ﬁm do estudo será
atingido quando uma quantidade pré-determinada de indivíduos falharem.
• Censura do tipo aleatório: quando um indivíduo é retirado no decorrer do estudo sem
que a falha tenha ocorrido. Um exemplo clássico desse tipo de censura são estudos
clínicos em que alguns indivíduos morrem por causas diferentes do evento de estudo.
O mecanismo de censura à esquerda ocorre quando o evento de interesse já
aconteceu antes do tempo observado. Um exemplo desse mecanismo é quando se pesquisa a
reincidência de uma doença, e dentre os pacientes analisados existem aqueles em que a doença
reincidiu antes do tempo de registro.
O terceiro mecanismo de censura é a censura intervalar, que acontece devido
ao tempo de falha exato ser desconhecido sendo, no entanto, o intervalo de tempo em que a
falha ocorre conhecido. Por exemplo, em estudos que são realizados com visitas periódicas,
não se sabe com exatidão quando o evento de interesse aconteceu, mas apenas o intervalo de
tempo em que ocorreu (COLOSIMO e GIOLO, 2006).
2.1.3 Representando o tempo de sobrevivência
O tempo de sobrevivência de um indivíduo é uma variável aleatória não negativa
T que essa variável representa o tempo de falha e tem uma distribuição de probabilidade asso-
ciada a ela. Em termos probabilísticos, suponha que a variável T tem uma função densidade
de probabilidade f(t) que satisfaz as seguintes proposições (Magalhães,2011):
1. f(t) ≥ 0,∀t ∈ R;
2.
∫ −∞
∞ f(t)dt = 1.
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A função de distribuição acumulada da T é deﬁnida por (Magalhães, 2011):
P (T ≤ t) = F (t) =
∫ t
−∞
f(w)dw∀t ∈ R. (1)
Existem duas funções muito usadas para representar o tempo de sobrevivência
que estão diretamente relacionadas com a função de probabilidade. São elas: a função de
sobrevivência e a função risco. A função de sobrevivência representa a probabilidade de uma
observação sobreviver ao tempo t e é deﬁnida por (COLOSIMO e GIOLO, 2006):
S(t) = P (T ≥ t).
Essa função pode ser escrita em termos da função de distribuição acumulada,
S(t)=1-F(t), em que F(t) representa a probabilidade da observação não sobreviver a um tempo
t. A função de sobrevivência tem algumas propriedades básicas, entre elas o fato dessa função
no tempo zero ser igual a 1 e quando o tempo (t) tende a inﬁnito, a função de sobrevivência
se aproximar de zero. Outra característica fundamental é que essa função é não crescente.
Outra função muito utilizada na análise de sobrevivência é a função risco ou
taxa de falha. Essa função representa o limite da probabilidade do indivíduo falhar em um
intervalo de tempo (t, t+ ∆t) dado que ele sobreviveu até o tempo t. A função é deﬁnida por
(COLOSIMO e GIOLO, 2006):
λ(t) = lim
∆t→0
P (t ≤ T < t+4t|T ≥ t)
4t .
As funções de sobrevivência e risco são relacionadas pela seguinte fórmula (CO-
LOSIMO e GIOLO, 2006):
λ(t) =
f(t)
S(t)
e
S(t) = exp
[
−
∫ t
0
λ(u)du
]
Portanto, a função risco é a divisão entre a função densidade de probabilidade
e a função de sobrevivência.
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2.1.4 Estimador de Kaplan Meier
Quando se faz um estudo de análise de sobrevivência, a análise descritiva dos
dados é uma etapa fundamental para o desenvolvimento do estudo. Devido à existência da
censura nos dados de sobrevivência, as metodologias tradicionais da estatística descritiva
não são adequadas. Neste caso, para realizar o estudo descritivo dos dados, usa-se como
componente fundamental a função de sobrevivência. A partir desta função, estima-se as
demais estatísticas de interesse. Para estimar essa função, existem alguns estimadores não
paramétricos bastante conhecidos, entre eles o estimador de Kaplan-Meier. A construção
desse estimador envolve uma sequência de passos, levando-se em consideração a informação
do passo anterior para a obtenção do passo seguinte. As considerações preliminares que devem
ser feitas para a utilização do estimador de Kaplan-Meier são (COLOSIMO e GIOLO, 2006):
• t1 < t2 < ... < tk são os k tempos distintos e ordenados de falha;
• dj é o número de falhas em tj, j = 1, ..., k e
• nj é o numero de indivíduos sob risco (isto é, que não falharam) em tj.
Ŝ(t) =
∏
j:tj<t
(
nj − dj
nj
)
=
∏
j:tj<t
(
1− dj
nj
)
. (2)
O estimador de Kaplan-Meier (5) é um estimador não paramétrico de máxima
verossimilhança para a função de sobrevivência. Quando existe censura do tipo I e II o
estimador se mantém mas a função de sobrevivência estimada pode nunca assumir o valor zero,
pois as últimas observações podem ser censuradas. As propriedades básicas desse estimador
são (COLOSIMO e GIOLO, 2006):
• não-viciado para amostras grandes;
• fracamente consistente ;
• converge assintoticamente para um processo gaussiano e
• é o estimador não paramétrico de máxima verossimilhança de S(t).
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Algumas estimações de quantidades básicas, como estimativas de percentis, tempo mediano
e tempo médio, são obtidas a partir da função de sobrevivência estimada pelo método de
Kaplan-Meier. A estimação do tempo médio é obtida calculando-se a área sob a curva de
Kaplan-Meier estimada. Porém, se o maior tempo observado for uma censura, a função de
sobrevivência não assume o valor zero o que inviabiliza a obtenção do tempo médio e sugere-se
usar o tempo mediano como medida de posição da distribuição do tempo de vida.
2.1.5 Determinação empírica da forma da função de risco
Depois da análise não paramétrica que tem o intuito de obter informações pre-
liminares dos dados que ajudarão na escolha do modelo, é necessário descobrir qual função
distribuição de probabilidade modela melhor esses dados. Uma metodologia que ajuda a nor-
tear a escolha de algumas distribuições que possam se adequar aos dados é a curva do tempo
total em teste (curva TTT) (Aarset, 1987). A curva TTT é o gráﬁco da função G(r/n) versus
r/n sendo r=1,...,n e Ti:n, i=1,...,n as estatísticas de ordem da amostra.
G(r/n) =
[
∑r
i=1 Ti:n + (n− r)Tr:n]∑n
i=1 Ti:n
.
A curva gerada a partir desse gráﬁco pode ter várias formas e cada uma delas está associada
a uma forma diferente da função taxa de falha.
Figura 1  Gráﬁcos ilustrativos de algumas curvas TTT.
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A Figura 1 permite a visualização de algumas possíveis formas da curva TTT.
As relações entre essas formas e a forma da função risco são:
• A reta diagonal representada pela curva A está associada a uma função risco constante.
• A curva B que tem a forma convexa é relacionada a função risco descrescente.
• A curva C, côncava, se associa a função taxa de falha crescente.
• Quando a curva é convexa e depois côncava, curva D, a função taxa de falha tem a
forma de banheira .
• Se a curva é primeiramente côncava e depois convexa, a função risco é unimodal.
Portanto, através da curva TTT descobre-se a forma da função risco, o que restringe as funções
de probabilidade que melhor se adequarão aos dados. Por este motivo, essa metodologia não
paramétrica é muito utilizada como análise descritiva dos dados.
2.2 Distribuições de Probabilidade
As distribuições de probabilidade tem como objetivo descrever uma variável
aleatória com ela é possível calcular a probabilidade de ocorrência intervalos de valores dessa
variável. Existem na literatura várias distribuições de probabilidade que têm particularida-
des diferentes, o que torna cada distribuição mais adequada a um tipo diferente de variável
aleatória.
Na análise de sobrevivência, existe a particularidade da variável resposta ser
não negativa, pois o tempo não pode assumir valores negativos. Devido a essa particulari-
dade, as distribuições de probabilidade que conseguem modelar os dados de sobrevivência são
distribuições em que a variável aleatória é deﬁnida para valores maiores ou iguais a zero.
Com o intuito de modelar os dados desse estudo, serão testadas distribuições
da família Weibull para um modelo de regressão e tentar descobrir qual dos modelos melhor
incorpora as particularidades dos dados.
2.2.1 Distribuição Weibull
A distribuição Weibull (COLOSIMO e GIOLO, 2006) é uma das funções mais
utilizadas na análise de sobrevivência, especialmente para dados na área da saúde e enge-
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nharia. A distribuição Exponencial é um caso particular da Weibull. A função densidade de
probabilidade e a função de sobrevivência Weibull são descritas como:
f(t) =
γ
αγ
tγ−1 exp
{
−
(
t
α
)γ}
, t ≥ 0,
e
S(t) = exp
{
−
(
t
α
)γ}
.
A distribuição Weibull tem a função taxa de falha deﬁnida por:
h(t) =
γ
αγ
tγ−1, (3)
em que t ≥ 0, α ≥ 0 parâmetro de escala e γ ≥ 0 parâmetro de forma. Uma
das particularidades da distribuição Weibull é que ela tem a distribuição exponencial como
caso particular quando γ = 1 e a função risco constante devido à propriedade de falta de
memória da distribuição exponencial. A função taxa de falha deﬁnida em (3), assume um
comportamento crescente quando γ > 1 e um comportamento descrescente quando γ < 1.
2.2.2 Distribuição Weibull modiﬁcada
Proposta por Lai, Min XIE e Murthy(2003), a distribuição Weibull modiﬁ-
cada (DWM) que modela uma variável aleatória não negativa T tem as seguintes funções de
densidade de probabilidade, função acumulada de probabilidade e função de sobrevivência
(Carrasco,2007):
f(t) = α(γ + λt)tγ−1 exp (λt) exp{−αtγ exp (λt)}, (4)
F (t) = 1− exp{−αtγ exp(λt)},
S(t) = exp{−αtγ exp(λt)},
em que α > 0 é o parâmetro de escala, γ ≥ 0 é o parâmetro de forma da distribuição, e o
fator λt é o fator acelerador na sobrevida. Portanto, quando o tempo aumenta, λ opera como
fator de fragilidade na sobrevida. A forma que a função risco assume depende apenas do fator
γ, porque tγ−1 e os dois parâmetros restantes não tem inﬂuência. A função risco associada a
essa distribuição é deﬁnida por:
h(t) = α(γ + λt)tγ−1 exp (λt). (5)
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Essa distribuição é de grande utilidade, pois apresenta diversas formas da função taxa de
falha. Quando γ ≥ 1, a função assume uma forma crescente, e se 0 < γ < 1, tem forma de
banheira (inicialmente decresce e depois cresce).
A função Weibull modiﬁcada tem relação com outras distribuições de probabi-
lidade e apresenta algumas distribuições como casos particulares:
1. Quando λ = 0, a distribuição Weibull modiﬁcada se reduz à forma da distribuição Wei-
bull. Portanto, a distribuição Weibull e a distribuição exponencial são casos particulares
da distribuição Weibull modiﬁcada.
2. Para γ = 0, a distribuição Weibull modﬁcada assume a forma da distribuição do Valor
extremo tipo I: S(t) = exp{−α exp(λt)}.
Isto mostra a ﬂexibilidade da distribuição de probabilidade Weibull modiﬁcada.
2.2.3 Distribuição Weibull exponencializada
A distribuição Weibull exponencializada(WE) foi proposta por Mudholkar et
al.(1996) por meio de uma modiﬁcação da distribuição Weibull padronizada, em que foi
acrescentado o parâmetro β. A função de densidade de probabilidade, que é caracterizada
pelos parâmetros de forma α > 0 e λ > 0, e pelo parâmetro de escala γ > 0, é expressa por:
f(t) =
αλ
γ
[
1− exp
[
−
(
t
γ
)α]]λ−1
exp
[
−
(
t
γ
)α](
t
γ
)α−1
, t > 0.
As funções de sobrevivência e taxa de falha são, respectivamente,
S(t) = 1−
[
1− exp
[
−
(
t
γ
)α]]γ
,
e
h(t) =
λα( t
γ
)γ−1 exp[−( t
γ
)α][1− exp(−( t
γ
)α)]λ−1
1− [1− exp(−( t
γ
)α)]λ
.
A função risco da WE pode assumir diversas formas como: constante, crescente,
decrescente, unimodal e forma de banheira. A distribuição WE tem como casos particulares
as distribuições Weibull (quando seu parâmetro de forma λ = 1) e exponencial (quando λ = 1
e γ = 1).
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2.2.4 Distribuição Weibull modiﬁcada generalizada
A distribuição de probabilidade Weibull modiﬁcada generaliza (WMG) (Car-
rasco, 2007) pode ser usada para modelar diversos problemas em análise de sobrevivência
devido à diversidade de formas que sua função risco pode assumir. Dada uma variável alea-
tória T contínua e não negativa, sua densidade de probabilidade é expressa pela função:
f(t) =
αϕ(γ + λt)tγ−1 exp{λt− αtγ exp (λt)}
[1− exp{−αtγ exp(λt)}]1−ϕ .
As funções de distribuição acumulada, de sobrevivência e a função risco são
dadas pelas fórmulas abaixo:
F (t) = [1− exp{−αtγ exp (λt)}]ϕ,
S(t) = 1− [1− exp{−αtγ exp(λt)}]ϕ,
h(t) =
αϕ(γ + λt)tγ−1 exp{λt− αtγ exp(λt)}[1− exp{−αtγ exp(λt)}]ϕ−1
1− [1− exp{−αtγ exp(λt)}]ϕ .
Sendo α ≥ 0 o parâmetro de escala, γ ≥ 0 e ϕ ≥ 0 parâmetros que modiﬁcam e determinam a
forma da distribuição, chamados então de parâmetros de forma. Essa distribuição apresenta
também um fator acelerador na sobrevida que é representado por exp(λt), e λ ≥ 0.
A função taxa de falha da distribuição WMG é ﬂexível e pode assumir formas
crescente, descrescente, constante, forma de U (também chamada de forma de banheira) e
forma unimodal. Quando:
• γ ≥ 1 e ϕ < 1, a função taxa de falha é crescente.
• γ > 1 e 0 < ϕ < 1, a função risco tem forma de banheira.
• < γ < 1 e 0 < ϕ < 1, a função taxa de falha tem forma de banheira.
• ϕ→∞, a função de risco assume uma forma unimodal.
Outra particularidade da distribuição de probabilidade WMG é que ela é uma
generalização de diversas distribuições de probabilidade da família Weibull. Algumas das
distribuições que são casos particulares da WMG são: exponencial, Weibull, exponencial
exponencializada (Gupta e Kundu, 2001), Weibull exponenciada (Mudholkar et al. 1996) e
Weibull modiﬁcada.
22
2.3 Estimação dos parâmetros
Existem diversos métodos para estimar o valor dos parâmetros dos modelos
de probabilidade. O método de máxima verossimilhança se destaca na área de análise de
sobrevivência, pois é um dos poucos que consegue incorporar em sua metodologia de cálculo
a censura e possui propriedades ótimas para grandes amostras.
2.3.1 O método de Máxima verossimilhança
A estimação dos parâmetros no método de máxima verossimilhança (COLO-
SIMO e GIOLO, 2006) é feita baseada nos resultados obtidos da amostra, e a ideia desse
método é achar a distribuição que tenha a maior probabilidade de ter gerado aquela amostra.
Com esse intuito, o método procura os valores de θ que maximizem a função de verossimi-
lhança L(θ), pois são esses valores que têm a maior probabilidade de ter gerado a amostra
analisada.
L(θ) =
n∏
i=1
f(ti;θ).
Nesta expressão, n é o número total de observações e θ representa o vetor de parâmetros
que pode ter 1 ou mais parâmetros. Adequando o método de estimação para a análise de
sobrevivência, deﬁne-se uma variável indicadora de censura δi que assumirá valor 0 quando
a variável ti representar um tempo de censura, e o valor 1 quando ti for um tempo de falha.
Cada observação da amostra contribui para a função de verossimilhança com f(ti,θ) quando
a variável indicadora de censura é 1, ou com S(ti,θ) quando o tempo representa um tempo
de censura.
Sendo assim, para calcular a função de sobrevivência as observações são di-
vidas em dois conjuntos: as observações censuradas e as falhas. Deste modo, a função de
verossimilhança levando em consideração a informação de censura é dada por:
L(θ) ∝
n∏
i=1
[f(ti;θ)
δ
i [S(ti;θ]
1−δi ,
em que r é o número de censuras. Para obter os estimadores de máxima verossimilhança,
primeiramente obtem-se com o logaritmo da função de verossimilhança:
log(L(θ)) = l(θ) =
n∑
i=1
δi log[f(ti,θ)] + (1− δi) log[S(ti,θ)].
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Logo após, deriva-se parcialmente a função l(θ) e resolve-se o sistema de equa-
ções abaixo:
U(θ) =
∂l(θ)
∂θ
.
2.3.2 Intervalo de Conﬁança e teste de hipótese dos Estimadores de Máxima
Verossimilhança
Após estimar os parâmetros da distribuição pelo método de máxima verossi-
milhança, pode-se então calcular o intervalo de conﬁança dessas estimativas (COLOSIMO e
GIOLO, 2006). Para a sua construção é necessário utilizar as propriedades assintóticas dos
estimadores de máxima verossimilhança θ̂. Uma das propriedades aﬁrma que para grandes
amostras, sob certas condições de regularidade, a distribuição do vetor θ̂ é normal multivari-
ada com média θ e matriz de variância-covariância V ar(θ̂). Dessa forma, a distribuição de θ̂
pode ser representada por:
θ̂ ∼ Nk(θ, V ar(θ̂)),
em que
V ar(θ̂) ≈ −[IF (θ)]−1,
e
IF = E
[(
∂ logL(θ
∂θ
)2]
.
Devido à diﬁculdade de calcular a esperança, usa-se a matriz de informação
observada avaliada em θ = θ̂. Portanto, um intervalo de conﬁança aproximado de (1−α)100%
de conﬁança para θ é dado por:
θ̂ ± zα/2
√
V̂ ar(θ̂).
Após obter as estimativas e intervalos de conﬁança, é interessante testar hipó-
teses para o vetor de parâmetros(θ). Um das hipóteses que pode ser testada é :
H0 : θj = θj0
H1 : θj 6= θj0
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A distribuição assintótica dos estimadores é a generalização da t de student,
para grandes amostras a t se aproxima da distribuição normal.Portanto, o teste que é baseado
na distribuição assintótica tem como estatística do teste:
Z =
θ̂j − θj0√
V̂ ar(θ̂j)
∼ N(0, 1).
2.4 Metologia de Fração de Cura
Os modelos de análise de sobrevivência assumem que todos os indivíduos na
análise falharam ou irão falhar. Mas existem situações em que a função de sobrevivência
não tende a zero quando o tempo tende a inﬁnito, indicando que talvez exista uma fração
de indivíduos que não irão falhar. Estes são considerados indivíduos curados. Os individuos
curados são aqueles indivíduos que nunca experimentarão o evento de interesse, também
chamados de imunes ou não suscetíveis (Berkson e Gage, 1952).
Historicamente, modelos que usam a metodologia de fração de cura são uti-
lizados para estimar a fração de sobrevivência. Nos modelos de sobrevivência com fração
de cura, a população estudada é dividida em dois grupos: em um deles estão os indivíduos
suscestíveis e no outro os indivíduos curados. Suponha que exista uma variável indicadora
associada a cada indivíduo i para indicar se o i-esimo indivíduo é curado ou suscetível ao
evento de interesse, isto é,
Vi =
 1 se o indivíduo no i-ésimo evento é suscetível0 se o indivíduo no i-ésimo evento é curado.
Associada a essa variável indicadora temos uma probabilidade, em que P (Vi =
1) = φ representa a probabilidade do indivíduo ser imune e a probabilidade complementar
P (Vi = 0) = (1−φ) é a probabilidade do indivíduo ser suscetível ao evento de interesse. Para
incorporar a informação de fração de cura no modelo, reescreve-se a função de sobrevivência
obtendo uma função de sobrevivência populacional:
Spop(t) = (1− φ) + φS(t). (6)
As propriedades da função Spop(t) são: limt→∞ Spop(t) = (1 − φ) e limt→0 Spop(t) = 1. A
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função densidade populacional é encontrada a partir da relação abaixo:
Fpop(t) = 1− Spop(t),
e de (1), tem-se que :
fpop(t) =
d
dt
(1− (1− φ) + φS(t)).
Portanto,
fpop(t) = φf(t).
2.5 Modelos de Regressão
Os estudos em geral, na área de sobrevivência ou não, costumam buscar uma
relação entre a variável resposta e as demais variáveis presentes em cada situação. Na área
de saúde, por exemplo, o tempo até a morte de um paciente com câncer de pulmão, pode ser
inﬂuenciado por algumas covariáveis como: idade, ser fumante ou não, tamanho do tumor e
raça.
Uma das formas de relacionar a variável resposta, tempo, e as demais covariáveis
é através de um modelo de regressão. Na análise de sobrevivência, existem duas classes
importantes de modelos de regressão: os modelos de riscos proporcionais e os modelos de
locação e escala (Carrasco, 2007).
Neste trabalho, será utilizado o modelo de locação e escala para estudar a
inﬂuência das covariáveis.
2.5.1 Modelos de Locação e escala
A classe de modelos de regressão chamada modelos de locação e escala (Car-
rasco, 2007) tem uma característica importante: trabalha com o logaritmo do tempo de
sobrevivência, isto é,
Y = log(T ).
O modelo de regressão de locação e escala tem a seguinte forma:
Y = log(T ) = µ(x) + σz,
em que σ > 0 representa o parâmetro de escala e z é o erro aleatório. Geralmente, considera-
se µ(x) = xTβ em que xT representa o vetor de covariáveis xT = (x1, x2, ..., xp)T sendo p
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a quantidade de covariáveis presente no modelo de regressão, portanto µ(x) é o parâmetro
de locação dependente das variáveis regressoras e β = (β1β2, ..., βp) representa o vetor de
parâmetros desconhecidos. O modelo de locação e escala é portanto um modelo log linear
para a variável T e as variáveis regressoras atuam multiplicativamente sobre T.
2.5.2 Modelos de Regressão Weibull
Seja T uma variável aleatória com distribuição Weibull e a variável aleatória
Y = log(T ) que tem distribuição do valor extremo com as reparametrizações α = exp (µ) e
γ = 1
σ
e função de densidade:
f(y) =
1
σ
exp
(
y − µ
σ
)
− exp
(
y − µ
σ
)
.(7)
Sendo que y e µ  < e σ > 0. Os parâmetros σ e µ são respectivamente os
parâmetros de escala e locação. Para incluir covariáveis no modelo µ = µ(x) = xTβ e o vetor
β<. A função de sobrevivência é escrita como:
S(y) = exp
(
− exp
(
y − µ
σ
))
.
2.5.3 Modelo de Regressão Weibull modiﬁcada
Seja T uma variável aleatória com distribuição Weibull modiﬁcada, o modelo de
Regressão Weibull Modiﬁcada é encontrado por meio de uma substituição de variáveis, sendo
esta Y = log(T ). Faz-se necessário as reparametrizações α1 = log(α), γ = 1σ e λ = exp (−µ)
para encontrar a função densidade de probabilidade e a função de sobrevivência.
f(y) =
[
1
σ
+ exp(y − µ)
]
exp
[
α1 +
(
y − µ
σ
)
+ exp(y − µ) + µ
σ
]
×
exp
[
− exp
[
α1 +
(
y − µ
σ
)
+ exp(y − µ) + µ
σ
]]
,
S(y) = exp
[
− exp
[
α1 +
(
y − µ
σ
)
+ exp(y − µ) + µ
σ
]]
.
A variável aleatória y e os parâmetros µ e α1  < e σ > 0. Para adicionar covariáveis
ao modelo deve-se considerar o vetor de covariáveis xT = (x1, x2, ..., xp)T e um vetor de
parâmetros desconhecidos β = (β1, β2, ..., βp)  <, então µ = µ(x) = xTβ.
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2.5.4 Modelo de Regressão Weibull exponencializada
Se T é uma variável aleatória com distribuição Weibull Exponencializada, para
obter um modelo de regressão para essa distribuição, usa-se Y = log(T ), portanto a função
distribuição de probabilidade de Y é dada por:
f(y) =
λ
σ
exp
((
y − µ
σ
)
− exp
(
y − µ
σ
))[
1− exp
(
− exp
(
y − µ
σ
))]λ−1
, (8)
S(y) = 1−
{
1− exp
[
− exp
(
y − µ
σ
)]}λ
, (9)
com −∞ < y <∞ , λ > 0, σ > 0 e −∞ < µ <∞, sendo σ e µ parâmetros de
escala e locação respectivamente e λ parâmetro de forma. A maneira de adicionar covariáveis
a esse modelo é a mesma descrita nos modelos anteriores.
2.5.5 Modelo de Regressão Weibull modiﬁcada generalizada
Seja T uma variável aleatória com distribuição Weibull Modiﬁcada Generali-
zada, a variável aleatória Y gerada pela transformação Y = log T tem distribuição log Weibull
Modiﬁcada Generalizada com função distribuição e função de sobrevivência respectivamente:
f(y) =
ϕ( 1
σ
+ λ exp(y)) exp[(y−µ
σ
) + λ exp(y)− exp[(y−µ
σ
) + λ exp(y)]]
[1− exp[− exp[(y−µ
σ
) + λ exp(y)]]]1−ϕ
, (10)
S(y) = 1−
[
1− exp[− exp[(y − µ
σ
) + λ exp[
(
y − µ
σ
)
σ] exp(µ)]]
]ϕ
. (11)
As funções (10) e (11) são encontradas com as reparametrizações ϕ = 1
σ
e α = exp(−µ
σ
) em que
−∞ < µ < ∞ e −∞ < y < ∞, σ > 0, ϕ > 0 e λ ≥ 0. Os parâmetros ϕ e λ são parâmetros
de forma, e os parâmetros µ e σ são respectivamente os parâmetros de locação e escala.
Assim como nos demais modelos quando é útil a inclusão de covariáveis, µ = µ(x) = xTβ
em que xT = (x1, x2, ..., xp)T é o vetor de covariáveis e β = (β1, β2, ..., βp)  < é um vetor
de parâmetros desconhecidos. O cálculo necessário para encontrar os modelos de regressão
expostos nesse trabalho estão apresentados no Anexo.
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3 METODOLOGIA
3.1 Material
No presente estudo será feita uma análise com dados de melano maligno (Ibraim
at al. 2001). Esses dados são provenientes de um estudo com pacientes que foram operados de
um câncer de pele (Melano cutâneo). O estudo tem como evento de interesse a reincidência
do câncer, para a avaliação do desempenho pós-cirúrgico com alta dose da droga interferon
alfa-2b.
O tempo do estudo foi de 1991 até 1998, porém o período de entrada dos
pacientes foi de 1991 a 1995. A amostra é de 417 pacientes e a variável T mede o tempo até
a morte do paciente. Cada paciente tem as seguintes variáveis associadas:
• tempo observado (em anos);
• indicador de censura (0=censurado, 1=falha);
• tipo de tratamento (0=observação, 1=interferon);
• idade (em anos);
• sexo (0=masculino, 1=feminino);
• performace status-escala de capacidade funcional do paciente quanto às suas atividades
diárias (0=completamente ativo, 1=outro).
• espessura do tumor (em mm).
3.2 Métodos
Com base nas seções 2.4 e 2.5, o modelo estudado neste trabalho foi o Modelo
de regressão Weibull modiﬁcada generalizada com fração de cura. Este modelo tem função
de sobrevivência e função densidade de probabilidade representadas, respectivamente por:
Spop(y) = (1− φ) + φS(y),
em que S(y) é a sobrevivência do Modelo de regressão Weibull modiﬁcada generalizada dada
pela equação (11). Logo tem-se:
Spop(y) = (1− φ) + φ
[
1−
[
1− exp[− exp[(y − µ
σ
) + λ exp[
(
y − µ
σ
)
σ] exp(µ)
]γ]
(12)
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e
fpop = φf(y),
em que f(y) é a função densidade de probabilidade do Modelo de regressão Weibull modiﬁcada
generalizada dada pela equação (10), então:
fpop(y) = φ
[
γ[σ−1 + λ exp (y)] exp (y−µ
σ
) + λ exp (y)− exp[(y−µ
σ
] + λ exp (y)
[1− exp[−exp((y−µ
)
σ) + λ exp(y)]]1−γ
]
, (13)
em que 0 ≤ φ ≤ 1, −∞ < µ < ∞ que representa o parâmetro de locação, pode ser escrito
em função das covariáveis µ = xTβ,σ > 0 é o parâmetro de escala , γ > 0 e λ ≥ 0 são os
parâmetros de forma. O modelo estudado tem como casos particulares:
• Modelo de regressão Weibull com fração de cura quando γ = 1 e λ = 0,
• Modelo de regressão Weibull Modiﬁcada com fração de cura quando γ = 1,
• Modelo de regressão Weibull Exponencializada com fração de cura quando γ = 0.
3.2.1 O método de Máxima verossimilhança com restrição nos parâmetros
O método de máxima verossimilhança com restrição no espaço paramétrico
estima os valores que maximizam a função de verossimilhança. O vetor de parâmetros θ tem
k restrições de inequações lineares uiθ− ci ≥ 0, em que ui, i= 1,2,...,k, são k x 1 vetores e cj
são escalares que assumem valores 0 ou 1. A função de verossimilhança com restrição:
l(θ, v) = l(θ) + vΣki=1(uiθ − ci)
o parâmetro de ajuste v é positivo. Neste estudo para obter θ̂ utilizou-se a função constrOptim
do software estatistico R(R DEVELOPMENT CORE TEAM, 2012). Maiores detalhes sobre
o método de máxima verossimilhança com restrição ver (Lange, 1999) e help do software R.
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4 RESULTADOS
4.1 Análise descritiva dos dados
Com o intuito de conhecer os dados para uma análise posterior mais elaborada
realizou-se uma análise exploratória dos dados. Primeiramente, constroi-se o gráﬁco da curva
de Kaplan-Meier sem levar em consideração nenhuma covariável, representado na Figura 2.
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Figura 2  Curva estimada pelo método não paramétrico de Kaplan-Meier para os tempos de sobre-
vivência de indivíduos com melano cutâneo
A Figura 2 mostra indícios de que a função de sobrevivência é imprópria, pois,
quando t→∞, a função de sobrevivência não tende a zero, o que indica a existência de uma
possível fração de cura entre os dados. Após a análise descritiva da função de sobrevivên-
cia estimada por Kaplan-Meier determinou-se a função taxa de falha empírica por meio da
metodologia do gráﬁco do tempo total em teste (curva TTT), que ajuda na escolha de quais
possíveis distribuições poderão ser considerados para analisar os dados de melanoma cutâneo.
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Figura 3  Curva do tempo total em teste para os dados de paciêntes que foram operados do câncer
melanoma cutâneo
A Figura (3) mostra que a curva TTT assume uma forma côncava, o que indica
que a distribuição que modelará bem os dados será uma função distribuição de probabilidade
que a função risco assuma forma estritamente crescente. Por esse motivo, escolheu-se as
distribuições Weibull, Weibull generalizada, Weibull modiﬁcada generalizada e a Weibull
exponencializada, para serem estudadas pois todas essas distribuições permitem a forma
crescente da função taxa de falha. Após a análise descritivas de sobrevivência faz-se uma
análise que leva em consideração a covariáveis presentes no banco de dados. As análises de
Kaplan-Meier quando levado em consideração as covariáveis dão um indicativo da signiﬁcância
das variáveis no modelo de regressão. Por isso foi feita as curvas, os testes estatisticos e
algumas medidads descritivas para nortear quais variáveis possivelmente serão signiﬁcativas
no modelo.
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Tipo do Tratamento N Percentual Tempo máximo Tempo mínimo
Tempo médio
Observação 204 48,9 6,98 0,15
3,14
Interferón 213 51,1 7,01 0,24
3,22
Total 417 100,0 - -
-
Ao realizar o teste não paramétrico de Wilcoxon para veriﬁcar se as curvas
de sobrevivência para cada tipo de tratamento(Observação e Interferón)são iguais, obteve-se
(p-valor=0,76), portanto não há indícios para rejeita-se a hipótese nula de que as curvas são
iguais. Como mostra a Tabela 1 os tempos máximo e mínimos não apresentam variações
grandes quando é levada em consideração o tipo de tratamento.
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Figura 4  Curvas estimadas pelo método não paramétrico de Kaplan-Meier para os tempos de so-
brevivência de indivíduos com Melano Cutâneo por tipo do tratamento recebido
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Figura 5  Curvas estimadas pelo método não paramétrico de Kaplan-Meier para os tempos de so-
brevivência de indivíduos com Melano Cutâneo por tipo do tratamento recebido
A Figura 4 mostra as curvas de sobrevivências não paramétricas estimadas pelo
método de Kaplan-Meier pela covariável tipo de tratamento. A curva de sobrevivência não
paramétrica dos indivíduos que receberam a droga (Interferón) não se diferencia muito da
curva dos indivíduos que apenas foram observados, o que conﬁrmam o teste não paramétrico
de Wilcoxon de que as curvas não se diferenciam. As curvas TTT para os dois tipos de
tratamentos apresentam o mesmo comportamento da Figura 3, que considera todos os tempos.
Portanto, não existem indicativos de que os tempos se diferenciam devido a covariável tipo
de tratamento.
Tabela 2  Tabela descritiva da covariável sexo
Sexo N Percentual Tempo máximo Tempo mínimo
Tempo médio
Masculino 263 63,1 7,01 0,17
3,13
Feminino 154 36,9 6,65 0,15
3,27
Total 417 100,0 - -
-
O estudo com a covariável sexo mostra que o tempo máximo e mínimo não
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apresentam variações grandes quando essa variável é levada em consideração.
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Figura 6  Curva estimada pelo método não paramétrico de Kaplan-Meier para os tempos de sobre-
vivência de indivíduos com Melano Cutâneo por sexo
A Figura 6 expressa a curva de sobrevivência não paramétrica estratiﬁcada por
sexo, pode-se observar que a curva de sobrevivência para o sexo feminino não se diferencia
da curva de sobrevivência para o sexo masculino. Indicando que não existe diferença entre
as curvas de sobrevivência quando é considerado a covariável sexo. O teste estatístico de
Wilcoxon conﬁrma a suspeita de que as curvas de sobrevivência não são diferentes, com o
(p-valor=0,57) não existe evidências para rejeitar a hipótese nula de que as curvas são iguais,
portanto não pode-se aﬁrmar que as curvas são diferentes.
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Figura 7  Curva do tempo total em teste para os dados de sobrevivência de paciêntes que foram
operados do câncer melanoma cutâneo pela variável sexo
A Figura 7 que expressa a curva do tempo total em teste mostra que o compor-
tamento das curvas é o mesmo independente do sexo. Dessa forma, não existem evidências
de que essa covariável será signiﬁcativa no modelo.
Tabela 3  Tabela descritiva da covariável Performace Status-Escala
Performace Status-Escala N Percentual Tempo máximo Tempo mínimo
Tempo médio
Completamente Ativo 363 87,1 7,01 0,15
3,22
Outro 54 12,9 6,58 0,17
2,94
Total 417 100,0 - -
-
A covariável Performace Status-Escala apresenta uma quantidade maior de in-
divíduos na categoria completamente ativo, mas o tempo não parece se diferenciar nas ca-
tegorias. Os testes estatísticos de Log-rank (p-valor = 0,255) e de Wilcoxon(p-valor=0,198)
não são signiﬁcativos portanto, não há evidências para aﬁrmar que as curvas são diferentes.
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Figura 8  Curva estimada pelo método não paramétrico de Kaplan-Meier para os tempos de sobre-
vivência de indivíduos por performace Status escala de capacidade funcional do paciente
quanto ás suas atividades diárias
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Figura 9  Curva do tempo total em teste para os dados de sobrevivência de paciêntes que foram
operados do câncer melanoma cutâneo pela performace status-escala
Na Figura 8 a curva de sobrevivência não paramétrica dos indivíduos completa-
mente ativos para suas funções diárias parece se diferenciar no intervalo de tempo entre 2 a 3
anos e meio da curva de sobrevivência dos indivíduos com uma performace status escala igual
a outro. Apesar dos testes não paramétricos não conﬁrmarem essa diferença. Apesar das
curvas total em teste expressas na Figura 9 serem estritamente crescentes, o crescimento da
curva TTT para os indivíduos na categoria completamente ativo é maior do que a categoria
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da outro.
Tabela 4  Tabela descritiva da variáveis quantitativas
Variável Mínimo Máximo Média Mediana
Tempo (em anos) 0,15 7,01 3,18 3,22
Idade (em anos) 19,13 78,05 57,56 48,00
Espessura do tumor (em mm) 0,08 20,00 5,10 3,94
A Tabela acima mostra as estatísticas descritivas das variáveis quantitativas
presentes no banco de dados.
4.2 Modelagem
Após a análise descritiva, foi feita uma modelagem das distribuições de proba-
bilidade (Weibull, Weibull Exponencializada, Weibull Modiﬁcada, Weibull Modiﬁcada Gene-
ralizada) e como mostra a Figura (10), a distribuição que parece melhor se adequar aos dados
é a Weibull Exponencializada.
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Figura 10  Ajuste da curva de Kaplan-Meier e das curvas de sobrevivência estimada aos dados de
melanôma cutâneo
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Tabela 5  Estimativas do critério de AIC para as distribuições da família Weibull
Modelo AIC
WMG 1085,64
Weibull 1102,20
Weibull Modiﬁcada 1069,12
Weibull exponencializada 1068,96
Conﬁrmando a análise gráﬁca o critério de AKAIKE (AIC), mostra que o me-
lhor modelo é com a distribuição Weibull Exponencializada, pois esse modelo tem o menor
AIC. Portanto, estimou-se o modelo Weibull Exponencializada com fração de cura e com as
covariáveis presentes no banco de dados. As estimativas dos parâmetros, erro padrão e p-valor
do modelo de regressão Weibull exponencializada com fração de cura encontra-se na Tabela
6.
Tabela 6  Estimativas de Máxima Verossimilhança para o modelo Weibull exponencializada com
fração de cura
Parâmetros Estimativas Erro Padrão P-valor
σ 2,109 1,21 -
λ 13,867 21,66 -
β0 -1,795 2,36 0,4474
β1 0,279 0,14 0.0494
β2 -0,004 0,005 0.4569
β3 -0,113 0,14 0.4262
β4 -0,188 0,19 0.3157
β5 0,035 0,019 0.0695
φ 0,525 0,045 -
A Tabela 6 mostra que a proporção de cura estimada foi de 1̂− p = 0, 475
e os parâmetros signiﬁcativos a um nível de signiﬁcância de 5% foi o β1 que acompanha a
covariável tipo do tratamento. Porém, a um nível de signiﬁcância de 10% o parâmetro β5
que acompanha a covariável Diâmetro do tumor também é signiﬁcativa. A interpretação do
modelo é que os indivíduos que foram submetidos ao tratamento com a droga Interferon tem
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uma probabilidade maior de sobreviver ao tempo t, assim como a medida que a espessura do
tumor aumenta, diminui a probabilidade de sobreviver ao tempo t. Foram feitos testes da
razão de máxima verossimilhança comparando os modelos quando tira-se as covariáveis uma
por uma e no modelo ﬁnal as covariáveis que continuaram signiﬁcativa foram a espessura do
tumor (β5)e o tipo de tratamento (β1).
Tabela 7  Estimativas de Máxima Verossimilhança para o odelo Weibull exponencializada com fra-
ção de cura
Parâmetros Estimativas Erro Padrão P-valor
σ 1,981 0,961 -
λ 11,573 14,611 -
β0 -1,790 1,865 0,337
β1 0,298 0,133 0,026
β5 0,032 0,0190 0,093
φ 0,519 0,042 -
As estimativas dos parâmetros do modelo Weibull exponencializada com fra-
ção de cura considerando as covariáveis Tipo de tratamento e espessura do tumor expressas
na Tabela 7 mostram que os parâmetros foram signiﬁcativos a um nível de 10%, menos o
intercepto. Conclui-se portanto que os indivíduos submetidos ao tratamento tem uma pro-
babilidade maior de sobreviver ao tempo t e a medida que a espessura do tumor aumenta, o
individuo aumenta a probabilidade de sobreviver ao tempo t. A função densidade do modelo
ﬁnal que considera as duas covariáveis signiﬁcativas é deﬁnida como:
fpop(y) = φ
[
y
σ
exp
[(
y − (β0 + β1x1 + β2x5)
σ
)
− exp
(
y − (β0 + β1x1 + β2x5)
σ
)]
X
[
1− exp
(
− exp
(
y − (β0 + β1x1 + β2x5)
σ
))]γ−1]
e a função de sobrevivência é escrita como,
Spop(y) = (1− φ) + (φ)
[
1−
[
1− exp
[
− exp
(
y − (β0 + β1x1 + β2x5)
σ
)]]γ]
Com o intuito de investigar a signiﬁcância do parâmetro de indivíduos cura-
dos,(1 - φ), utilizou-se o teste de hipótese. Segundo Maller e Zhow(1996) para testar H0: φ
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= 1(não existe presença de indivíduos curados) deve-se considerar o fato que o teste de hipó-
tese está considerando a fronteira do espaço paramétrico associado a esse parâmetro. Dessa
forma, a estatística deviance deﬁnida por, dn = 2(ln(θ̂n) − ln(θ̂H0)), tem aproximadamente
distribuição χ21 deﬁnida por P (X ≤ x) = 12 + 12P (χ21 ≤ x). O percentil de 95%, C0.95, dessa
distribuição é de C0.95= 2,71. O valor da estatística deviance para os modelos Weibull ex-
ponencializada com fração de cura e Weibull exponencializada sem fração de cura é de dn=
32,93. Sendo assim, como 32, 93 > 2, 71, há evidências de existência de indivíduos curados
na amostra observada, e a estimativa do parâmetro de cura(1-φ̂)= 0,481 é alta.
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ANEXOS
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Anexo A: Modelos de regressão locação e escala
Modelo Valor Extremo
Considere t uma variável aleatória com distribuição Weibull. Seja Y = log(t).
Tem-se, então, que:
1. t = exp(y)
2. fY (y) = fT (y)|J |, em que:
|J | = dt
dy
= exp(y)
f(t) =
γ
αγ
tγ−1 exp
(
−
(
t
α
)γ)
Portanto,
fY (y) =
γ
αγ
exp (y)γ−1 exp
[
−
(
exp(y)
α
)γ]
exp(y)
=
γ
αγ
exp (y)γ exp
[
−
(
exp(y)
α
)γ]
=
c
sc
exp(cy)
[
1 +
(
exp(cy)
sc
)]−2
.
Fazendo as seguintes substituições: γ = 1
σ
e α = exp(µ), tem-se que:
fY (y) =
1
σ exp(µ)
1
σ
exp (y)
1
σ exp
[
−
(
exp(y)
exp(µ)
) 1
σ
]
=
1
σ
exp (
y − µ
σ
) exp
[
−
(
exp
(
y − µ
σ
)]
=
1
σ
exp
[(
y − µ
σ
)
− exp
(
y − µ
σ
)]
.
Portanto, Y ∼ V alorExtremo(µ, σ).
Para S(y) tem-se S(y) = 1− F (y) .
Modelo Log-Weibull Modiﬁcada
Considere t uma variável aleatória com distribuição Weibull modiﬁcada. Seja
Y = log(t). Tem-se, então, que:
1. t = exp(y)
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2. fY (y) = fT (y)|J |, em que:
|J | = dt
dy
= exp(y)
f(t) = α(γ + λt)tγ−1 exp(λt) exp
[
− αtγ exp(λt)
]
Portanto,
fY (y) = α(γ+λ exp(y)) exp(yγ) exp(−y) exp(λ exp(y)) exp[−α exp(yγ) exp(λ exp(y))] exp(y).
Fazendo as seguintes substituições: α1 = log(α), λ = exp(−µ) e γ = 1σ , tem-se
que:
fY (y) = exp(α)
(
1
σ
+ exp(y) exp(−µ)
)
exp
(
y
σ
)
exp(exp(y − µ)) exp[− exp(α) exp
(
y
σ
) exp(y − µ)
)
]
=
(
1
σ
+ exp(y − µ)
)
exp
(
y
σ
+ α1) exp(exp(y − µ)
)
exp
[
− exp
(
y
σ
+ α1 + (y − µ)
)]
=
(
1
σ
+ exp(y − µ)
)
exp
(
y
σ
+ α1
)
exp(exp(y − µ)) exp
[
− exp
(
y
σ
+ α1 + (y − µ)
)]
=
(
1
σ
+ exp(y − µ)
)
exp
(
y
σ
+ α1 + exp(y − µ)
)
exp
[
− exp
[
y
σ
+ α1 + (y − µ)
]]
= (
1
σ
+ exp(y − µ)) exp(y − µ
σ
+ α1 + exp(y − µ) + µ
σ
) exp
[
− exp
[
y − µ
σ
+ α1 + (y − µ) + µ
σ
]]
.
Portanto, Y ∼ log −WeibullModificada(µ, σ, α1).
Para S(y) tem-se que S(y) = 1− F (y) .
Modelo Log-Weibull Exponencializada
Considere t uma variável aleatória com distribuição Weibull Exponencializada.
Seja Y = log(t). Tem-se, então, que:
1. t = exp(y)
2. fY (y) = fT (y)|J |, em que:
|J | = dt
dy
= exp(y)
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f(t) =
αλ
γ
[
1− exp
[
−
(
t
γ
)α]]λ−1
exp
[
−
(
t
γ
)α](
t
γ
)α−1
Portanto,
fY (y) =
αλ
γ
[
1− exp
[
−
(
exp(y)
γ
)α]λ−1
exp
[
−
(
exp(y)
γ
)α]](
exp(y)
γ
)α−1
(exp(y))
Fazendo as seguintes substituições: α = 1
σ
e µ = log(γ), tem-se que:
fY (y) =
λ
σ
[
1− exp [− ( exp(y)
exp(µ)
) 1
σ
]]λ−1
exp
[( exp(y)
exp(µ)
) 1
σ
]( exp(y)
exp(µ)
) 1
σ
=
λ
σ
(
exp(
y − µ
σ
)
)
exp
[− [ exp (y − µ
σ
)]][
1− exp [− exp(y − µ
σ
)
]]λ−1
=
λ
σ
exp
[(y − µ
σ
)− exp (y − µ
σ
)][
1− exp [− exp (y − µ
σ
)]]λ−1
.
Portanto, Y ∼ log −Weibullexponencializada(µ, σ, λ).
Para S(y) tem-se S(y) = 1− F (y) .
Modelo Log-Weibull modiﬁcada generalizada
Considere t uma variável aleatória com distribuição Weibull modiﬁcada gene-
ralizada. Seja Y = log(t). Tem-se, então, que:
1. t = exp(y)
2. fY (y) = fT (y)|J |, em que:
|J | = dt
dy
= exp(y)
f(t) =
αϕ(γ + λt)tγ−1 exp{λt− αtγ exp (λt)}
[1− exp{−αtγ exp(λt)}]1−ϕ .
Portanto,
fY (y) =
αϕ(γ + λ exp(y)) exp(y)γ exp[λ exp(y)− α exp(y)γ exp(λ exp(y))]
1− exp[−α exp(y)γ exp(λ exp(y))]1−ϕ
Fazendo as seguintes substituições: γ = 1
σ
e α = exp(−µ
σ
), tem-se que:
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fY (y) =
exp(µ
σ
)ϕ( 1
σ
+ λ exp(y)) exp( y
σ
) exp[λ exp(y)− exp(y−µ
σ
) exp(λ exp(y))]
[1− exp[− exp(y−µ
σ
) exp(λ exp(y))]]1−ϕ
=
ϕ( 1
σ
+ λ exp(y)) exp(y−µ
σ
) exp[λ exp(y)− exp((y−µ
σ
) + λ exp(y))]
[1− exp[− exp[(y−µ
σ
) exp(λ exp(y))]]]1−ϕ
=
ϕ( 1
σ
+ λ exp(y)) exp[(y−µ
σ
) + λ exp(y)− exp[(y−µ
σ
) + λ exp(y)]]
[1− exp[− exp[(y−µ
σ
) + λ exp(y)]]]1−ϕ
.
Portanto, Y ∼ log −Weibullmodificadageneralizada(µ, σ, λ, ϕ).
Para S(y) tem-se S(y) = 1− F (y) .
