We present a simple analysis showing that channel normalization techniques are less e ective when applied to spectral energies obtained by (weighted) summation of components of the shorttime Fourier power spectrum of speech. We show that applying channel normalization processing prior to critical band integration or linear predictive all-pole modeling improves the e ectiveness of the techniques.
Abstract
We present a simple analysis showing that channel normalization techniques are less e ective when applied to spectral energies obtained by (weighted) summation of components of the shorttime Fourier power spectrum of speech. We show that applying channel normalization processing prior to critical band integration or linear predictive all-pole modeling improves the e ectiveness of the techniques.
I. Introduction
In this correspondence we point to a problem that arises when applying channel normalization techniques in automatic speech recognition (ASR), to the simulated auditory-like spectrum trajectories of speech. Namely, if the channel magnitude frequency characteristics 1 are not constant within the frequency limits of a simulated critical band, then the channel distortions will not be additive in the logarithmic domain and techniques like cepstral mean subtraction (CMS) 1] and band-pass ltering 2], 3] which are most e ective on additive disturbances may yield suboptimal results.
We show that by simply applying the channel compensation prior to the critical band integration, the performance of the normalization techniques may improve by an order of magnitude. Neumeyer, et. al 4] have previously discussed a problem similar to that which we address in this letter.
II. Description of the Problem
One way of simulating the critical band spectral resolution is to compute the shortterm power spectrum using the discrete short-time Fourier transform (STFT) and linearly combine its frequency components within a critical band to yield an auditory-like spectrum 6], 5]. The points of the auditory-like spectrum are computed as A j (n) = f j h X f =f j l W j (f)S(n; f); (1) where W j (f) is the spectral weighting coe cient corresponding to the shape of the simulated critical band, and S(n; f) is the short-time power spectrum of speech over time n and frequency f. The frequency limits in the summation above refer to the bandwidth of 1 Throughout this paper we assume that the channel is linear.
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December 13, 1996 the j th critical band. In this case j = 1; 2; :::; K, where the number of critical bands K depends on the band shape used and the sampling frequency of the speech signal (see 5] for an example). In Fig. 1(a) we illustrate this process when the speech has been corrupted by a channel. The e ect of the channel is a convolution of the speech signal with the impulse response of the channel; thus it is introduced as a multiplicative term on S(n; f), i.e.
A j (n) = f j h X f =f j l W j (f)S(n; f)H(f); (2) where H(f) represents the power spectrum of the channel. In (2) we have assumed that the length of the channel is shorter than the STFT window length, and truncation errors are negligible.
In (2) we have also assumed that the channel is varying relatively slowly compared to the speech so that H(f) might be considered xed over the time interval for which the short-time transform is computed. Since the channel normalization attempts to remove additive components by linear ltering, the logarithm of the auditory-like spectrum trajectories is taken to obtain
It is clear from (3) that if the frequency response of the channel does not change within the frequency limits considered (f j l f f j h ), then log Â j (n)] = log A j (n)] + C j ; (4) where C j = log H(f)] = constant; f j l f f j h (5) In (4) the channel shows as an additive constant (or a relatively slowly varying component) independent of the speech signal, which is the desired condition for the normalization techniques to be most e ective.
III. Discussion
The simple analysis of (3) shows that in general, when we apply the logarithmic operation to the integrated critical band spectrum, the channel distortion becomes signal dependent. It is only when the frequency response of the channel is constant within the frequency limits of integration that the channel distortion components will be additive in that particular critical band. Furthermore, it can be shown that if the critical bands overlap, as it is usually the case, then (4) will not hold for all j unless the channel has a at magnitude frequency response.
If we wish to apply a normalization technique which is e ective when the distortions are additive, we need to nd a representation in which they behave in such a way (e.g. (4)). From our previous observations it is evident that the form in (3) is not the desired representation for an arbitrary channel.
A more appropriate representation to apply normalization can be obtained if we take the extreme case when f j l = f j h = f j . That is, if we take very narrow non-overlapping frequency bands the response of the channel becomes closer to constant within the band. This suggests that the normalization should be applied to the representation with highest frequency resolution available. Since the frequency resolution is determined by the analysis window length of the STFT, it is in this representation where the processing should be applied. Thus, each STFT power spectral trajectory should be normalized prior to critical band integration (see Fig. 1(b) ).
IV. Experiments
A. Auditory-like Features
To illustrate quantitatively the problem of applying normalization techniques to auditorylike features before and after critical band integration we conducted a set of experiments.
Two di erent xed channels were simulated by Nth order linear phase FIR lters. The lters were generated by randomly assigning values (within a 10dB range) to (N ? 1)=2 equidistant points of their magnitude frequency response. The resulting frequency responses of the 65th order channels can be seen in Fig. 2 . The channels were not designed to simulate any typical or real channels but to simulate arbitrary responses.
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A two minute sample of clean speech sampled at 8 kHz was corrupted with each simulated channel and the STFT of both test signals was computed (20ms Hamming window with 10ms overlap).
Two channel normalization techniques were applied, (1) mean subtraction (MS) and (2) RASTA ltering 2].
To evaluate the performance of the normalization techniques under di erent domains we applied both procedures before ( Fig. 1(b) ) and after ( Fig. 1(a) ) critical band analysis, and computed an error term for each case. The error was obtained by taking the normalized mean squared di erence between auditory-like feature vectors of the two test signals at each frame and averaging this di erence for the length of the data. The error can be written as: For the experiments we used two critical band analysis techniques. Table I shows the results using the critical band analysis described in 5] for perceptual linear prediction (PLP), and for Table II we used the critical band analysis used in the mel frequency cepstral coe cients (MFCC) computation 6]. In both cases we used 17 critical bands.
In the rst row of the tables we show the results obtained when the channel normalization processing was applied to the auditory-like spectrum. The second row shows the results obtained when the channel normalization was applied to the logarithm of the short-time power spectrum of the corrupted signals, prior to critical band analysis. The rst box shows the error before any processing was applied.
In these results we mainly observe that the distance between feature vectors is considerably reduced by applying the normalization prior to critical band analysis.
Note from (2) that the e ect of the channel is only additive in the logarithmic short-term spectrum and we would expect an error Err= 0 for the case of normalizing prior to critical band integration. However, in the practical implementation of the analysis, truncation errors occur and the result Err= 0 can not be obtained.
B. LPC-Based Features
In a third experiment we compared the normalization performance for linear predictive coding (LPC) features which are also commonly used in ASR. Except for the trivial case when the corrupting channel is an all-pass system or when both the signal and the channel are all-pole systems and the LPC model accommodates the poles of both signals, the channel distortion will not show as an additive constant (or slowly varying) term on the logarithmic power spectral trajectories of the LPC model. Thus, when the order of the LPC model is not high enough to closely approximate the spectrum of the convolution of the signals, the logarithmic frequency response of the model is not separable into signal and channel components.
Another way of interpreting the problem with LPC features is to consider each frame of the corrupted speech signals. The spectrum at each frame will be di erent for the two signals and the model will t each one regardless of the possible relation between them. If normalization is applied prior to modeling, the two spectra will be very similar and consequently the di erence between models will be reduced.
In this experiment, the normalization was applied before and after doing LPC modeling and the error was computed over the LPC power spectrum. In order to apply channel normalization before LPC modeling, we processed the STFT power spectrum of the corrupted signals and computed their inverse Fourier transforms to obtain the modi ed autocorrelation functions. From the modi ed autocorrelation functions we obtained the new LPC models and used their spectra in the error computation. A 10th order LPC model was used in this particular case.
The results of this experiment are shown in (Table III ). Observe that these are similar to those obtained for the auditory-like features, also indicating the advantage of applying normalization before spectral smoothing.
V. Conclusions
We have shown that when the frequency response of the distorting channel is not constant within the passband of the analysis bands, the e ect of the channel is not additive in the logarithmic domain and the commonly used channel compensation techniques such as DRAFT December 13, 1996 mean subtraction can be less e ective. We demonstrate that the situation can be improved by an order of magnitude if the normalization is performed on the high-resolution shortterm spectrum of speech rather than on the critical-band integrated spectrum. The results should be interpreted in terms of the relative e ectiveness of the two compared techniques. We do not discuss their relevance in any particular ASR system where many other engineering compromises may dominate the nal result. Thus, it is left to the reader to decide whether the particular ASR application justi es the implementation of an improved channel normalization scheme at the cost of increased arithmetic complexity as proposed in this paper. 
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