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Abstract 
Modifying Sallee’s (1982) work we develop a linear programming problem whose optimal 
objective value is a lower bound for the simplexity of the d-cube. For each dimension d, these 
bounds are at least as good as Sallee’s. We solve the linear programming problem only for 
d < 11. For large d, we show the sequence of bounds from our approach is not as good as 
Smith’s asymptotic lower bound (Smith, 1989). 
1. Introduction 
We consider decompositions of the d-dimensional cube Zd, where I= [0, 11, 
into d-simplices that have disjoint interiors and whose union is Id. The minimum 
cardinality of these decompositions, S(d), is the simplexity of the d-cube [3]. 
Our subject is lower bounds for {S(d)}. We do not allow extra vertices; in this 
paper all the simplices in Id have the property that all their vertices are also vertices 
of Id. In [5] Sallee introduced a linear programming approach to establish 
lower bounds on the cardinalities of triangulations of Id, and his work is applicable 
to our more general decompositions. By modifying his ideas we obtain a larger 
linear programming problem whose optimal objective value is again a lower bound 
for S(d). In each dimension this bound is at least as good as the one produced 
by Sallee’s problem. Using a computer program to count exterior facets, we show 
a certain selection of variables as basic variables yields an optimal solution to 
our linear programming problem for d d 11 and obtain the improved lower 
bounds 
5, 16, 61, 259, 1175, 5522, 26593, 131269, 665272 (1.1) 
for dimensions 3-11. The bounds for dimensions 3 and 4 are well known and are 
achieved by triangulations. The bound of 61 for dimension 5 is given in [4] where it is 
proved that 67 is the minimum cardinality for any triangulation of Z5 and that 324 is 
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the minimum cardinality of any triangulation of I6 that slices off alternate corners. 
The rest of the bounds in (1.1) are new. 
In Section 2 we introduce our linear programming problem and give the selection of 
basic variables leading to optimality in dimensions 3-l 1. (This selection does not yield 
an optimal solution in dimension 12 and we do not know how to solve the problem 
for d> 12.) Sections 3 and 4 are concerned with justifying the optimality claimed 
above. In Section 5, for small d, we give both the lower bounds resulting from Sallee’s 
approach and those given by Smith in [6]. Then, for large d, we show the superiority 
of Smith’s method. 
2. The linear programming problem 
In this section we introduce a linear programming problem for which each decompo- 
sition of Id determines a feasible solution whose objective value is the cardinality of the 
decomposition. Thus the minimum objective value provides a lower bound for S(d). 
In Rd the volume of a d-simplex is 
(l/d!)ldet[s, et]1 
where s is the matrix whose rows are the coordinates of the vertices and e is the row 
vector of 1’s. 
For d 2 2, let md be defined so that m,/d! is the maximum volume of a simplex in Id. 
The sequence { rnd} is not completely known; the reader should see [6] for additional 
recent information in this regard. It follows from Hadamard’s inequality that 
mdb (d+l)(d+1)‘2 
L 2d ! 
Some known values of md are 
1,2,3,5,9,32,56,144,1458,3645 for d=2,3, . . . . 9 and 11,12 (2.1) 
respectively, and it is known that m 1o ~44’7~ [6]. For dimensions 5,6,8,9,10,12, these 
values are improvements of the Hadamard estimates above. 
For the sake of flexibility, we formulate our linear programming problem using any 
increasing sequence {u(d)) which is termwise at least as large as { md}. 
A facet of a simplex contained in Id is an exteriorfacet if it is a subset of a facet of Id. 
The following three facts about exterior facets are known from [S]. 
(1) For da2, any d-simplex in Id has at most d exterior facets. 
(2) If a d-simplex in Id has k exterior facets, then each exterior facet has at least k - 1 
exterior facets relative to the (d - 1)-cube containing it. 
1 (Added during proofreading) The result m 10 ~447 is from a preliminary version of Smith’s thesis. The 
final version [6] has m10=320 the use of which would yield slight improvements in our bounds (and 
Sallee’s) in dimensions 10 and 11. 
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(3) For l<j<m,,, let 
m(d,j)= 
d if j= 1, 
d-min{k: j<mk} if ja2. 
Then any d-simplex in Id with volume j/d! has at most m(d, j) exterior facets. 
(Fact (3) is essentially Lemma 3 of [S], which has some misprints. If fact (3) fails for 
some j > 1, then by fact (2) there is a (k,, - 1)-simplex of volume j/(k, - l)! in Zcko- l), 
and we obtain the contradiction j < m k0 _ i where k, =min { k: j d nmk 1.) 
Let s be a d-simplex in Id. Let S1 be the set of exterior facets of s and note that each 
of these is a (d- 1)-simplex in a facet of Id, which is a copy of Id-‘. Then, considering 
the facets of Id to be disjoint, we let Sz be the set of exterior facets of the (d-l)- 
simplices in S’. Continuing in this manner, let S3, . . . , Sd-’ be similarly defined. Then 
the (d - 2)-tuple (1 S’ 1, . . . , 1 SdP2 1) is the exterior-facet tuple of s. 
One can easily see that for jE(m,, m3, . . . , md} there is a simplex of volumej/d! in Id 
with m(d, j) exterior facets, and all such simplices have the same exterior-facet tuple. 
For example, m6 =9, m(10,9) =4, and a simplex r of volume 9/10! in I” with 
4 exterior facets is represented by 
1, E 
[ 1 0 S’ 
where S represents a simplex in Z6 of volume 9/6! and E is a matrix of 1’s. The 
exterior-facet tuple of r, and any other simplex in I” with volume 9/10! and 4 exterior 
facets, is (4, 12,24,24,0,0,0,0). 
Before writing down our linear programming problem for an arbitrary dimension d, 
we take care of some complications arising because {m,} and {u(n)} are not necessar- 
ily equal. For 1 <j<u(d), let 
m’(d, j)= 
d if j=l, 
d-min{k: j<u(k)) if j>2. 
For 1 <j < md we let Gj be the set of exterior-facet tuples of d-simplices in Id of volume 
j/d!. Then, as before, ) Gil bm’(d, j). Our later results on optimality depend on these 
bounds being sharp for jE(u(2), u(3), . . . , u(d)}, and this is not necessarily the case. To 
remedy this we change some of the sets of (d-2)-tuples. Let 
F,= GW” G% 
i 
if j=,(n) and m,<u(n), 
1 
Gj otherwise. 
For 1 <j<u(d) and Fj # 8, we label the exterior-facet tuples in Fj with the numbers 
1,2, . . . , nj and denote the ith one by (f&J&, . . . . fjcd-& (If Fj=O, we set nj=O.) 
Also, we assume the labeling is carried out so that for j=u(2), . . . , u(d) we have 
f jl = m’(d, j), and consequently 
f! = m’(d,j)!l(m’(d,j)-q)! if l<q<min {d-2,m’(d, j)}, 
J4 0 if m’(d, j)<q<d-2. 
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Finally we state our linear programming problem for dimension d: 
o(d) n; 
minimize c f: xj 
j=l i=l 
subject to y 2 j xi=d,, 
j=1 i=l 
v(d-k) nj 
1 c jfjk xj=2kd! k=l,2, . . . . d-2, 
j=l i=l 
(2.2) 
~$20, V i,j. 
Thus for 1 <j <o(d) there is a one-to-one correspondence between Fj and the vari- 
ables xj. 
Example. We formulate the problem in dimension 4 with u( n ) = m, for n = 2,3,4. For 
simplices of volume l/4! the exterior-facet tuples are (4, 12), (3,7), (2,4), (2,3), (2,2), 
(1, 3), (1,2), (1, l), (0,O); for volume 2/4! they are (1, 0), (0,O); and for volume 3/4! the 
only one is (0,O). We have the corresponding variables xi, x:, . . . , XT, xi, x$,x:, and 
the problem becomes 
minimize x:+x:+ . ..+x~+X.+x:+x:, 
subject to x:+x:+... +x:+2~;+2~$+3~;=24, 
4x:+3x:+2x:+2x~+2x:+x~+x:+x~+2x;+ =48, 
~$30, V i, j. 
Suppose 2 is a decomposition of Id. If xj is a variable of the problem corresponding 
to t~Fj, let xj equal the number of simplices in 9 of volume j/d! with exterior-facet 
tuple t. By considering the volumes of the faces of Id of dimensions d, d - 1, . . . ,2, we 
see this assignment gives a feasible solution to (2.2) having objective value equal to 
19 1. Hence the minimum objective value is a lower bound for S(d). The constraints of 
(2.2) are not strong enough to imply that a feasible solution corresponds to a de- 
composition; consequently, the lower bounds produced by (2.2) are not necessarily 
sharp. 
We will show that, for 3 ,<d ,< 11, for u(n) taking the values m, given in (2.1), and 
V( 10) = 447, selecting the variables, 
x&, s = 2,3, . . . , d, (2.3) 
as basic variables leads to an optimal solution of (2.2). In this solution all the nonbasic 
variables have the value 0 and the values of the basic variables are the solution of the 
remaining nonsingular system of equations. When this is accomplished, the optimal 
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objective value is computed. Upon rounding up to the next integer in dimensions 
5-11, we have the bounds (1.1). 
The basis matrix corresponding to the selection (2.3), thus the coefficient matrix for 
the nonsingular system, is B,Dd, where D,, is diag(u(2), . . . . v(d)) and 
1 1 . . . 1 1 1 
d-3 d-4 2 1 0 
(d-3)(d-4) (d-4)(d-5) (2)(l) 0 0 
1 
d!;3! 
d!/2! 
(d - 3)! 
0 
One can show 
00 0 
1 00 0 00 0 
B;‘=;.. o I 0 1 -1 0  -l/(l!l!) 1/(0!2!) 2 0
0 0 0 0   i 
0 2/d! 
l/((d - 3)!0!) -(1)(2)/((d-3)!3!) 
- l/((d-4)!1!) (2)(3)/((d-4)141) 
(-l)d/(3!(d-6)!) (-l)d+1(d-5)(d-4)/(3!(d-3)!) 
(- l)d+1/(2!(d-5)!) (- l)d(d-4)(d-3)/(2!(d-2)!) 
(-l)d/(l!(d-4)!) (-l)d+1(d-3)(d-2)/(l!(d-1)!) 
(-l)“+l/(O!(d-3)!) (- l)d(d -2)(d - l)/(O!d!) 
From this it follows that the basic solution generated by (2.3) is feasible, i.e., the variables 
take nonnegative values. 
From the theory of linear programming [2], a sufficient condition for the optimality of 
a basic feasible solution to (2.2) with basis matrix B is that 
zj< l/j (2.4) 
for all nonbasic xj where zj=eB- ‘(l,j$ , . . . ,fjCd_ZjY. In the next two sections we show 
that condition (2.4) holds for the selection (2.3) in dimensions 3-10; in dimension 11 it 
holds for a basis obtained from (2.3) by making a degenerate pivot [2]; and in dimension 
12 the selection (2.3) does not yield an optimal solution. 
3. Calculating some exterior-facet tuples 
In this section, we give a general description of a computer program we used for 
producing all exterior-facet uples of the simplices in I6 and the exterior-facet uples of the 
simplices in 1’ with 5 exterior facets. In Section 4 we show that these are enough to meet 
our goals in higher dimensions. 
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The program uses a recursive procedure for finding the exterior-facet tuple of any 
d-simplex in Id. This procedure finds the exterior facets of the d-simplex, and for each of 
these (d - l)-simplices, it calls itself to find the exterior facets. In this way the dimension is 
reduced to 3 where the algorithm is trivial. 
The program considers various cases according to the volumes and numbers of exterior 
facets of the simplices. First consider simplices in Z6 of volume l/6! with 3 exterior facets. 
Here we find all 76 exterior-facet tuples by using the above mentioned procedure on 
simplices represented by matrices of the form. 
1, M3 
[ 1 0 s3 .
Here S3 is one of 
1 
F1=O ! 0 1 1 1 0 0 1  7 
0 0 0 
F,= 
and for each of these choices, M3 runs over all 3 x 3 (0, l}-matrices with at least one 1 in 
any column in which S3 has three 0’s. 
For the simplices in Z6 of volume l/6! with 2 exterior facets, the program calls the 
procedure on matrices of the form 
12 M4 
[ 1 0 s4 ’ 
where S, represents a simplex in Z4 with volume l/4!, and for each choice for S4, M4 runs 
over all 2 x 4 (0, l}-matrices with at least one 1 in any column in which S4 has four 0’s. 
The following choices for S4 are sufficient: 
12 N2 
[ 1 0 s2 
where 
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and 
1 N; 
[ 1 0 Fi ’ i=1,2,3, 
where 
N;=[l 0 01, N$=[l 1 01, N:=[l 1 11. 
We get 54 exterior-facet tuples. 
The case of simplices in I6 of volume l/6! and one exterior facet is more involved. We 
obtain the set of(l,fi,.L,_M where (fi,f~,.M is an exterior-facet uple of a simplex in I 5 
of volume l/5!. These 36 triples are developed in [4], or alternately one could use the 
current technique recursively, since the exterior-facet numbers for simplices in 1 3 of 
volume l/3! are simply 1,2, and 3. 
The tuple (0 0 0 0) is produced by a simplex in I6 of volume l/6!, e.g., 
-1 0 0 0 0 o- 
010000 
001000 
000100 
000010 
111001 
000111 
All the other cases are treated similarly and are simpler. 
Appendix lists all the exterior-facet tuples computed for this paper. 
4 Optimal@ 
In this section we consider our linear programming problem, in dimensions not larger 
than 12, formulated with the improvements of the Hadamard estimates (2.1) and 
u( 10) = 447. After quickly considering dimensions 3 to 5, we summarize the results for the 
zj of the nonbasic variables in dimension 6 computed directly from the exterior-facet 
tuples. These results justify optimality for the basis (2.3) in dimension 6. Next we indicate 
how the exterior-facet tuples computed, from dimensions 6 and 7 can be used to obtain 
sufficient information about the zj’s in dimensions 7-11 to justify optimality for the 
selection (2.3). Then we show that (2.3) does not yield an optimal solution for d = 12. 
For dimensions 3 and 4 one can easily use (2.4) to verify optimality for the basis (2.3). 
For dimension 5, the paper [4] and, in view of an earlier remark in Section 3, our 
appendix, exhibit the exterior-facet tuples. Again one can verify optimality for the 
basis (2.3). 
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For dimension 6, any variable xj corresponding to the exterior-facet uple (0, 0, 0,O) has 
zj equal to l/9. Variables corresponding to the exterior-facet tuples of simplices with 
volume l/6! and with 1 (2, . . . , 5) exterior facet(s) have their zi,‘s in the 
interval [0.2,0.259754] ([0.312592,0.377038], [0.48,0.52], [0.666666,0.682963], 
[0.841481,0.848149], respectively). Simplices of volume 2/6! with 1 (2) exterior facet(s) 
have corresponding z\‘s in [0.2,0.240741] ([0.329629,0.35]). Any variable corresponding 
to an exterior-facet tuple of a simplex of volume 3/6! with one exterior facet has z$ in 
[0.2,0.222223]. Any variable corresponding to the exterior-facet tuple of a simplex of 
volume 4/6! with one exterior facet has its Z: = l/5. Hence the optimality condition (2.4) is 
satisfied for the basis (2.3) in dimension 6. 
The following proposition enables us to get upper bounds on the zi’s in one dimension 
from the exterior-facet tuples in some lower dimension. 
Proposition 4.1. Let d>4 and let cl, . . . . cd-l be numbers. For 36n<d, l<jbm,, and 
0 d k < m(n, j ), let T$, be the set of exterior-facet (n - 2)-tuples of n-simplices in I” of volume 
j/n! with k exterior facets. Let 
M!,,=max((cd_n+2, . . . . cd_l)fr: fE T&}. 
(Thus M;“=O.) Thenfor 46n<d, l<jQm,, and l<kdm(n,j), we have 
M~,,<k(cd-n+2+max{M~n_l~: k-l<p<m(n-1,j))) 
Proof. Let f E T)” and let s be a corresponding simplex. Let (ti, , . . . . tim3), 1 <i<k, be the 
exterior-facet tuples of the exterior facets of s. Then 
(ti,, . . . ) tf-& U T&,, and f= $ (l,ti, . . . . tL-3). 
p>k-1 i=l 
From these the proposition follows. IJ 
We illustrate the justification of optimality for the basic feasible solution with basic 
variables (2.3) in dimensions 7-10 by establishing upper bounds on the zys for dimension 
10 based on the exterior-facet uples for dimension 6. Letting (cl, . . . , cg) = e&J B;i and 
Mj” be defined as in Proposition 4.1, and using the exterior-facet uples from dimension 6, 
one readily computes 
M:,<-0.000433, M:6+0.001296, M&G-0.001864, M;6<-0.002378, 
M&+-0.002623, M;g<-0.002599, M;g<-0.000755, M;g<-0.001922, 
M&<-0.002267, M~6<-0.001015, M~B+-0.002031, M&<-0.001576, 
j=4,5. 
As noted, My,, = 0 for 6 < n Q 10 and 1 <j < m,. We then use the above proposition 
repeatedly to obtain, in turn, upper bounds on Mr7, Mjka, . . . , Mjk, 10 for all relevant 
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jandkwithkal.Nextweusezj<cl+Mjk,tO where k =f j,. In those cases where the 
exterior-facet tuple duplicates that of a basic variable, we use the exact value. In this 
manner we obtain the following upper bounds on the zi’s for the nonbasic variables of 
problem (2.2) in dimension 10: 
Forj=l andf’;,=O,l,..., 9, 
0.002238,0.121924,0.24161,0.361296,0.480982,0.600668, 
0.720354,0.84004,0.805334,0.905721, 
respectively. 
Forj=2andfi,=O,l,..., 6, 
0.002238,0.073564,0.14489,0.216216,0.287542,0.358868,0.430194, 
respectively. 
Forj=3 andfil=O,l, . . . . 5, 
0.002238,0.057521,0.112804,0.168087,0.22337,0.278653, 
respectively. 
For 4<j<5 andf$l=O,l, . . . . 5, 
0.002238,0.041822,0.081406,0.12099,0.160574,1/5, 
respectively. 
For 66j69 andfj, =O, 1, . . . . 4, 
0.002238,0.029467,0.056696,0.083925,1/9, 
respectively. 
For lO,<j<32 andfj,=0,1,2,3, 
0.002238,0.011912,0.021586, l/32, 
respectively. 
For 33Gjd56 andf&=O,1,2, 
0.002238,0.010049,1/56, 
respectively. 
For 57,<j< 144 andfj, =O, 1, 
0.002238,1/144, 
respectively. 
For 145 djdmio, 
l/447. 
From these upper bounds on the zj’s corresponding to nonbasic xi’s, it is clear that 
the optimality condition (2.4) holds for the selection (2.3) in dimension 10. 
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The situation for dimension 11 is slightly more complicated. The optimality 
condition (2.4) is not satisfied for the basis (2.3). For example, an entering variable 
could be the variable corresponding to the exterior-facet tuple 
(8!/7!, 8!/6! , . .I ) 8!/0!, (S!)(3)) 
of the simplex represented by the matrix 
[ 18 0  13 E 0  > 
where E is a submatrix of 1’s. Selecting this variable to enter leads to a degenerate 
iteration with xi as the leaving variable. We then justify optimality of the new basis as 
before, except that the exterior-facet tuples from simplices in 1’ with volume l/7! and 
5 exterior facets are used to improve the upper bound on M:7 and thereby yield 
bounds on the 2;‘s sharp enough to confirm (2.4). Because of the degeneracy, the basis 
(2.3) gives an optimal solution after all. 
Finally, in dimension 12 the basis (2.3) is not optimal. For example, the selection of 
basic variables (2.3) with xi and xi replaced by the variables corresponding to the 
exterior-facet tuples 
(9!/8!, 9!/7’ .) . ..) 9!/0!, (9!)(3)) and (10!/9!, 10!/8!, . . . , lO!/O!) 
of the simplices represented by 
yields a basic feasible solution with an objective value smaller than the objective value 
corresponding to the selection of basic variables (2.3). 
5. Comparison with other known bounds 
As with our problem, where we can specify {v(d)} in various ways, Sallee’s problem 
in [S] can be formulated with the Hadamard estimates, or with some improvements of 
these where they are known, e.g., (2.1). With the same choice in each problem, any 
feasible solution to our linear programming problem gives rise to a feasible solution, 
with the same objective value, to Sallee’s problem. In this correspondence a value of 
a variable in Sallee’s problem can be obtained by adding the values of all our variables 
xi associated with all Fj for j in one of the groups 1 <j <v(2), u(n - 1) + 1 <j < v(n) for 
n=3, . ..) d. Hence our bounds are always at least as good as Sallee’s. Using the 
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improvements (2.1) and the bound 447 for ml0 in [S], Sallee’s problem yields the lower 
bounds 
5, 16, 60, 250, 1117, 4680, 21384, 95064, 502289 
for S(d) in dimensions 3-11. 
In [6] Smith makes use of hyperbolic d-space to establish the lower bounds 
5, 16,48, 174, 681, 2863, 12811, 60574 
in dimensions 3-10 and these are also valid even if the simplices are allowed to have 
vertices which are not vertices of the cube. He further establishes the asymptotic lower 
bound 
which we denote by u(d). The main remaining goal of this paper is to show that u(d) is 
better than the bounds produced by (2.2). 
Consider our problem formulated with the Hadamard estimates. Although we do 
not know the optimal solution for d > 12, the selection (2.3) yields a feasible solution 
whose objective value, though not known to be a lower bound, is at least as large as 
the minimum objective value and is tractable for asymptotic analysis. We will show 
a(d) is asymptotically larger than the objective value from (2.3), and thus it is certainly 
asymptotically larger than the lower bound from (2.2). The values of the basic 
variables for this basic feasible solution are the components of 
D;‘B;‘d! [l 2 2’ 23 . . . 2d-2]‘, 
which yield the objective value 
W)=2d-1+r$3 u(;;;d:;,! [c jr i-3 (_ l).Qj + (_ l)i2i-z(i_q(i- 1) 
j=O ’ i! 
Then, using the Taylor series for eX, the right-hand side becomes 
d!2*ew2 f: ’ _ d!2d f: ’ 2 (- l)j2j 
i=3 u(i)2’(d- i)! i=3 u(i)2’(d-i)! j=i_2 j! 1 
+d!2* 1 
d (-1)i2i-2(i-2)(i-l) + 2d_’ 
i=3 u(i)2’(d-i)! i! 
(5.1) 
We claim that each of the last three terms of (5.1) is o@(d)) and that the ratio of 
Smith’s asymptotic lower bound u(d) to the first term tends to infinity. 
To help in these matters we consider If=, ai where d3 100 and 
q=((i+ l)(i+l)lz (d-i)!)-‘. We will find an approximation for the index giving the 
largest Ui. We introduce the function 
f lx)= 
1 
(x+1)(“+‘)‘2~(d-x+l) 
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on [3,d] and the related function F(x)=(f(x)/f(x- 1))2. One easily shows 
(d-x+ 1)2 
F(X)=(l +(l/x))X(x+ 1)’ 
F is strictly decreasing on [4, d], and there is exactly one number x, with F(x,)= 1. 
One sees that at x, , is the maximum value of {ai>. Using the fact that (r’/r)‘>O [l], 
one can show that f is increasing on [3, x,] and decreasing on [x,, d] for some x, in 
(x,- 1, x,). We obtain an approximation to x, by solving the quadratic equation 
(d-x+ 1)*/(x+ l)=e, namely, 
x,=d+l +(e/2)- de+(e*/4)+2e. 
One easily shows that 3dJ4 <x, < xt <d - Jd. To develop an upper bound for xr - x,, 
we introduce the strictly decreasing function G(x) = (d - x + 1)*/(x + 1) on [4, d]. Then 
x,--x,=G-‘((1+(1/x,))+)-G-‘(e). (5.2) 
We easily compute G’(x)= 1 -((d+2)/(x+l))*, and for y>G(d-&) we have 
[(G-‘)‘(y)(<l/(G’(d-,/&(,<(1/2)d”*-5/4+O(d-I’*) (5.3) 
and also I(G- l)‘(y)1 64, using the assumption that d> 100. 
Using the Taylor series for In(l+ t) we see that for x 3 1, 
e-(1 + l/x)x< &. 
Then, using (5.1)-(5.4) and the mean value theorem, we have 
e 5e 
xt-xlaf 3d”* - - 6d + O(d-3’2) 
(5.4) 
(5.5) 
and also xt -x, <4(2e/3d) < 0.08. 
Now we approximate x, by the simpler x,= d + 2 -,/de. We easily see that since 
d k 100, O<x,-x,<(e/2)-1, and that lim,,+,(x,-x,)=(e/2)-1. Hence 
x, -x, f 0.08 + (e/2) - 1 < 0.5 and lim,, m (x, - x,) = (e/2) - 1. Thus our last approxima- 
tion, x,, is within one unit of /_ x, J, an index giving the maximum of {ai>. 
We next turn to the goal of obtaining an expression which is asymptotically equal 
to (5.1) but simpler. Let the four terms of (5.1) be denoted by A, B, C, and D, 
respectively. We claim that each of B, C, and D is o(A). 
We write B as B1 + B2 where B1 is the same as B except that i varies over 
3,4, . . . , L d/2 1 and B2 has the remaining terms. Then 
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and the last expression tends to 0 as d tends to infinity. Also 
c;= 
2i-2 
lBz/Ald 
L d’2 ‘+l u(i)2i(d-i)!(i-2)! 2L d/2 J- 1 
e-2 I;=3 i;(i)2’;& j)! 
6 
e-“(L d/2 J- l)! ’ 
again, the last expression tends to 0. One easily shows that C and D are o(A). Hence 
b(d) is asymptotically equal to A, which in turn is asymptotically equal to 
d!2de-2 5 ai. 
i=3 
(5.6) 
We will next show 
(1/2)f(xs) G i ai <2df(x,), 
i=3 
which will facilitate comparison with Smith’s bound. One easily shows that for 
x,-l da<bdx, we have 
(5.7) 
Then one shows that for x 3 (3d/4) we have [ F’(x) [ < 0.3 1. Using F(x,) = 1 and (5.7) we 
have that ~0.69<f(b)/f(a)dJ1.31, from which the goal of this paragraph follows. 
Finally we make the comparison with Smith’s bound. 
ln[[,j%$(2/6d/e)d]/(d!2de-22d f(x,))] 
~(~/e)d(d+3-~)(df3-~)~2(~-l)(~-3i2)e-~t1E, 
2d2de-2dd+lPe-dE 
2 I 
-Jde+ 1 +In(E,/E,)-flnd+ln((,/%&)(e’/2)) 
=(d/2)ln(3/2)+O(d1”). 
(The Ets are error terms from Stirling’s formulas and tend to 1.) 
Hence 
&(J6d/e)d=(d!2de-22df(x,)) (t/3/2)deo(d1’2), 
and the same equation holds if the factor of 2d on the right-hand side is replaced by 
l/2. Thus if we let p(d) be the lower bound produced by our linear programming 
problem (2.2), we have p(d)db(d), and Smith’s asymptotic lower bound u(d) satisfies 
u(d)= b(d) (,/!@)deocd”2). 
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Thus, for large d, in spite of the opposite behavior for small d, Smith’s methods 
produce better lower bounds than ours and Sallee’s. 
Appendix. The exterior-facet tuples 
Dimension 6, volume l/6! 
00 0 0 
11 12 
11 2 4 
12 2 4 
12 3 5 
12 4 7 
1 2 5 11 
1 3 6 10 
1 3 8 18 
1 5 20 60 
2 6 16 40 
2 3. 9 27 
2 5 12 27 
2 5 12 24 
2 5 11 25 
2 4 10 22 
2 4 10 24 
2 3 i 15 
2 3 5 11 
2 4 8 15 
2 4 9 17 
2 4 7 10 
2 4 7 11 
2 4 8 12 
23 5 5 
2 3 4 10 
23 4 8 
23 4 5 
.Y :, 0 0 
i 8 20 48 
3 9 24 54 
3 7 16 33 
3 6 10 26 
3 6 10 22 
3 8 20 46 
3 8 19 41 
3 7 14 22 
3 i 14 23 
3 6 8 14 
3 6 10 20 
10 0 0 11 0 0 11 11 
11 13 11 2 2 11 2 3 
11 3 7 1 1 4 12 12 2 2 
12 2 6 12 3 3 12 3 4 
12 3 6 12 3 7 12 4 6 
12 4 8 12 4 9 1 2 4 10 
1 2 5 15 13 6 6 13 6 8 
1 3 7 13 1 3 7 14 1 3 7 15 
1 3 8 20 1 4 12 28 1 4 13 33 
2 6 24 72 2 6 18 48 2 5 17 45 
2 5 13 35 2 4 12 32 2 4 10 30 
2 2 8 24 2 5 16 40 2 5 15 35 
2 4 11 25 2 5 11 23 2 4 10 21 
2 5 12 26 2 4 9 20 2 3 8 18 
2 4 8 19 2 3 7 17 2 4 10 20 
2 4 8 18 2 3 7 16 2 2 6 14 
2 4 9 18 2 4 8 14 2 4 8 16 
2 4 7 13 2 3 6 12 2 4 6 12 
23 5 9 22 4 8 2 4 9 19 
2 3 6 11 2 4 7 14 2 3 5 10 
2 4 8 13 2 4 9 16 2 4 8 11 
23 6 9 24 6 9 23 5 8 
2 3 6 10 23 5 7 22 4 6 
2 4 8 10 24 8 8 24 6 6 
22 4 4 2 3 6 18 2 3 5 13 
23 3 9 22 2 6 23 4 7 
23 3 6 22 2 4 23 4 6 
2 3 4 4 23 3 3 22 2 2 
3 9 30 90 3 9 26 64 3 8 22 58 
3 7 16 42 3 6 12 36 3 8 22 50 
3 8 20 43 3 7 16 38 3 8 18 36 
3 7 14 31 3 7 16 32 3 6 12 28 
3 7 14 26 3 7 12 24 3 6 12 24 
3 6 8 20 3 6 6 18 3 8 21 51 
3 8 19 38 3 8 18 33 3 7 14 27 
3 7 14 30 3 7 15 33 3 7 14 28 
3 7 14 20 3 7 12 18 3 7 14 25 
3 7 12 21 3 6 10 18 3 6 10 16 
3 7 15 31 3 7 15 29 3 7 13 27 
3 6 8 16 3 6 6 12 3 7 13 23 
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36 812 3 7 13 21 3 7 12 15 3 6 8 10 
3 7 12 12 3 6 8 8 366 6 4 14 44 120 
4 14 42 102 4 13 35 81 4 12 28 60 4 13 35 79 
4 13 33 69 4 12 28 56 4 12 26 46 4 12 24 36 
4 13 34 78 4 13 34 72 4 12 26 48 4 12 26 42 
4 12 24 30 4 12 24 24 5 21 72 192 5 20 62 150 
6 30 120 360 
Dimension 6, volume 2/6! 
0 0 0 0 10 0 0 110 0 
12 2 0 2 3 3 0 2 2 2 0 
3 6 6 0 
Dimension 6, volume 3/6! 
0 0 0 0 1 0 0 0 
1110 
2 2 0 0 
110 0 2 2 0 0 
Dimension 6, volumes 4/6! and 5/6! 
0 0 0 0 10 0 0 
Dimension 6, volumes 6/6!, 7/6!, 8/6!, and 9/6! 
0 0 0 0 
Dimension 7, volume l/7!, 5 exterior facets 
5 22 86 296 840 
5 21 74 216 512 
5 21 72 195 429 
5 20 64 172 420 
5 20 62 150 308 
5 20 62 146 294 
5 20 60 132 240 
5 20 60 126 186 
5 20 60 120 120 
5 22 84 270 690 5 21 74 221 555 
5 21 72 198 450 5 21 72 201 465 
5 21 73 208 504 5 21 73 208 480 
5 20 64 168 376 5 20 62 150 314 
5 20 62 144 272 5 20 62 152 336 
5 20 62 146 270 5 20 60 132 252 
5 20 60 126 204 5 20 60 126 210 
5 20 60 120 168 5 20 60 120 144 
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