Digitisation and the interconnection of data within value-adding-processes promise a multitude of opportunities in order to increase the competitiveness of production companies. Different initiatives, such as Germany's "Industrie 4.0", were started in order to take the digitalisation of production processes to a new level. One key requirement of innovative factories is the ability to track and locate objects real-time or almost real-time. This article describes a multi criteria decision making model for technical value-stream integration of active component traceability in production processes.
INTRODUCTION
The traditional tasks of traceability systems, namely collection of data and usage of it in fault cases, will be enhanced by active issues. This so-called active component traceability allows for an awareness not only of the present product location, but also of the optimal future location, through interlocking or steering the production process. In order to realize this, components have to turn into identifiable information carriers, which have to be known individually. Within production environments, it is not directly evident how to realize a value stream consistent component marking resulting in individually identifiable products. There is a large number of identification technologies, such as magnetic recognition, optical tags, electronic tags or physimetric IDs. This article introduces a multi criteria decision making method that results in a recommendation concerning a value stream consistent component marking for companies. The article starts with the definition of active component traceability. Afterwards, the motivation and necessity of components as information carriers in future production are shown. By using a meta decision making problem, the right multi criteria decision making method will be identified and illustrated. The article ends with an exemplary method implementation on the basis of a real world example.
EXPLANATION OF TERMS
The terminology "traceability" is being used very differently. In accordance with a study of Olsen and Borit, examining more than 101 scientific articles, different and inconsistent definitions have been found. Based on the results of the study, the following definition has been derived: "The ability to access any or all information relating to that which is under consideration, throughout its entire life cycle, by means of recorded identifications" [1] . Traceability has assorted characteristics and within this paper an own definition concerning "active component traceability" is given, see Figure 1 . Following the German Electronical Association [2] , regarding identification and traceability within electric and electronic industry, and Lichtenberger [3] , the characteristics test data, material, process and logistics traceability existing. The combination of the characteristics, mentioned above, is called process status-traceability, representing the goodness of the processing procedure [4] . The process status traceability with regard to an entity, this means a clearly identifiable asset, having a known name within the information world, expresses the component-traceability. The product development process within Figure 1 refers to the whole production process from supply to delivery. Traceability systems can be implemented passive or active. A passive system collects data along the value stream. In the case of problems, the collected data serves as the basis for selecting affected products and finding root causes. Active systems are able to intervene in the production process by steering or interlocking it in addition [2]. Tracking and tracing are two basic requirements for traceability systems. Tracking means the collection and archiving of actual data. By contrast, tracing stands for the utilization of the information gained. Automatic identification (auto-ID) technologies build the technological foundation. Auto-ID technologies identify things with individual codes, collecting information on them and transmit these information into computer systems [5] .
MOTIVATION
The increasing importance of active component traceability can be explained with four levers, see Figure 2 . 
Industry Pull
The fourth industrial revolution (Industrie 4.0), launched within the scope of the Germany's high-tech strategy, promises potential benefits for companies. For instance cost savings for inventory, logistics, complexity, quality and maintenance are expected [7] . The basic prerequisite for a successful implementation of Industrie 4.0, for discrete production in particular, are components as an integrated part of the information flow within a production system [5] . . Therefore, data analytic tools can be used to get and link information along the production process. Thanks to cyber physical systems and based on the generated information in real-time or almost real-time, it is possible to actively intervene in the process.
Regulatory Push
In terms of consumer protection a wealth of laws exist, which request specific traceability actions. These are the product liability law, manufacturer liability or the product safety act for instance. Besides government's regulations, there are also quality norms which request traceability as well, for instance DIN EN ISO 9001:2015, DIN EN ISO 9100:2010. Because of current developments, there will be a trend in intensifying the regulations concerning traceability, see customer pull.
Customer Pull
From the customer's perspective, the typical reasons for traceability are the proof of origin, a secure protection against product counterfeiting as well as a quick response in case of recalls [6] . According to a study of the Association of German Machinery and Equipment Constructors (VDMA), product piracy is still on a high level. The damage for German machinery and equipment constructors is 7,3 billion euros per year [11] . Individual product markings increase the barriers to entry for counterfeiters [12] . Furthermore, product recalls increased over the years. The reasons can be seen in a growing product complexity, shorter product life cycles but also in cost pressure for producers. This trend can be seen in the automotive area in particular. Compared to the year 2006, the relationship between vehicles recalled and the registration of new vehicles in the United States increased from 55% to 340% (referred to 2015) [13] . This trend can also be seen within the whole non-food industry in Europe [14] . The active component traceability improves efficient call backs significantly or even prevents the delivery of defect products to customers.
Thanks to the above-mentioned levers, active traceability will gain momentum. The basic instrument of Industrie 4.0, the connectivity to various end points in real-time or almost realtime [9], enables the transition into active traceability systems. In combination with the availability of information in almost real time, traceablity systems can also steer or interlock the process. "These systems make it possible to be aware of not only the present location of the things but also the optimal future location where they should be next to make the production as flexible and economical as possible" [5] . Despite the efforts of product recalls and the associated consequences for the brand's reputation and despite the possible high potential benefits, companies are often unwilling to implement auto-ID solution in their production. As main reason, the high integration efforts can be seen [5] . It is not an easy task to realize a consistency of the object identification along the whole value stream. Production environments and the associated rough conditions make the integration difficult. The complexity to find the right auto-ID technology is illustrated in Figure 3 . The highlighted branch shows an optic marking with an one-dimensional code. In the following, a decision making model is derived which supports the process of finding the right auto-ID technology in relation to different variables. 
META-DECISION MODEL
Decision theory is divided into descriptive and prescriptive approaches. The following chapters focus on prescriptive approaches, as they try to explain how decision-makers have to behave to find the optimal solution. By contrast, descriptive approaches build upon empirical observations and try to explain why decision-makers behaved the way they did [15].
Forming the meta-decision problem
The aim of the meta-decision process is to identify or even expand an existing decision model that is able to derive an optimal auto-ID system subject to different attributes (multicriteria). Like most of the decision problems this particular problem can be illustrated in form of a decision matrix. Based on the decision matrix a problem solving method can be applied. The challenge is to identify the most appropriate solving method. The following definition of the meta-problem can be derived: The decision model is needed and should be implemented directly. The user is unknown, therefore no individual preferences do exist. There is only one decision maker. Lastly, this is a one-time decision problem. Additionally it is assumed that there are no uncertainties regarding the scenario in which an auto-ID system will be implemented. Table 1 shows the requirements, implications and impacts for the choice of the right decision solving method. The requirements are derived from the problem definition above. 
Determining the meta-requirements

Valuation and decision
The next section describes those MADM methods that meet the meta-requirements. The inputs and outputs as well as the strengths and weaknesses of the methods are considered. With the help of the method Procedure of Exclusion, the most appropriate method is derived. [31] : No support to create Importance weights By carefully evaluating, comparing and finally excluding the methods one by one the most appropriate solving method was derived. The TOPSIS method indicates a user-friendly approach and a good relationship between efforts of input and objective results. Even users with little to no pre-existing knowledge on multi-criteria decision making will be able to achieve fast and reliable results with this method. Especially compared to the widespread methods AHP and MAUT, the TOPSIS method is by far superior in regards to complexity and usability. However, the method needs to be upgraded since in its classical form it does not deliver an assignment method for qualitative data and has no integrated method to create the weighting of the attributes. The AHP method is applied to determine the importance weights for multiple reasons. The AHP delivers a wellstructured method to derive the importance weights since it relies on a criteria hierarchy. Being already widespread the method possesses a solid theoretical foundation and is well known and accepted. For the limited use of deriving importance weights it is easy to apply and is not too complex. The compatibility of the different technologies and all other conditions cannot be expressed by crisp information only. Therefore, fuzzy methods are integrated to the TOPSIS application. Within literature, two different procedures can be identified. Firstly, fuzzy ranking methods can be applied before assigning a comparable value (e.g. utility) to each attribute value. Afterwards a classical MADM-Method can be used. Secondly, special Fuzzy MADM-Methods with fuzzy ranking at the end of the process can be applied [17] . The weakness of the second variant are the cumbersome calculations. As the processing of fuzzy values is less intuitive for decision makers, the use of fuzzy values should be limited. Therefore, the first variant is used for this decision problem. Additionally, the use of fuzzy values allows to indirectly assign a value to qualitative data. This can be achieved by either assigning fuzzy numbers (e.g. on a 1-10 scale: 5;6;7) or a special form of fuzzy values: linguistic terms (e.g. low, medium, high). There is no need for any other assignment of values for the qualitative facts.
Lexicographic Method
All in all, the result of the meta-decision model is the "Fuzzy TOPSIS with AHP Importance Weights" (FTAG). Furthermore, the divided consideration of monetary and non-monetary facts, as it is used within the Scoring Method, is adapted. Thanks to this, the decision maker can reproduce the composition of the overall benefit. Namely, if it mainly results from monetary or non-monetary aspects.
IMPLEMENTATION
The implementation of the FTAG Method consists of four main steps that can be seen in the following.
Definition of problem, criteria hierarchy and
determination of alternatives The overall target of this decision problem is the following: "The decision process has to find the optimal auto-ID system considering different criteria and alternatives." Afterwards, the decision maker has to define his criteria and attributes with the help of criteria hierarchies. Firstly, the separation between monetary and non-monetary criteria has to be done. Secondly, criteria and subordinate criteria have to be found. Attributes are confronted with possible technical alternatives in form of a decision matrix afterwards, see Table 2 . Table 2 . Decision matrix.
Determination of importance weights
A solving method is necessary to rank the alternatives and to identify the best solution. Therefore, the solving method assess the alternatives with the help of importance weights (wj). Table 3 . Fundamental Scale of Saaty [32] .
The weights are calculated using the AHP with pairwise comparison. The pairwise comparison is solved using the eigenvector method of Saaty. Saaty's scale of value can be seen in Table 3 . For the determination of the weights, it is also important to consider the overlying levels.
Defuzzyfying decision matrix
For the transformation of fuzzy data into crisp data, a twostage procedure following Chen/Hwang is used [17] . The first step is to convert linguistic terms to fuzzy numbers on the basis of membership functions µ(x). The first step might be skipped if there are no linguistic terms. Secondly, the fuzzy numbers are converted to crisp scores. For this, the approach of Chen/Hwang is applied, using two auxiliary functions [17] . As a result, a decision matrix with crisp scores is obtained that can be solved by TOPSIS.
Application of TOPSIS
The next step is to normalize the fuzzy decision matrix so that the elements are unit-free. For this, a vector normalization is used, see Equation 1.
The normalised attributes (nAVij) are multiplied by the importance weights. Afterwards, the ideal (gnAVj * ) as well as the non-ideal (gnAVj -) alternative can be identified. The weighted normalized attributes are declared as gnAVij. Then, it is necessary to calculate the separation measures. Thereby, the separation between each alternative is expressed by the n-dimensional Euclidean Distance. The formulas are: 
The last step is the ranking of the alternatives within a sdiagram according to VDI 225 [33] . As mentioned before, the solutions are divided between monetary and nonmonetary aspects. The decision maker is then able to reproduce cost and performance aspects. Figure 5 shows the s-diagram. The technical value is shown along the abscissa and the economical value is shown along the ordinate. The overall benefit is calculated by multiplying the benefits of the technical value by the importance weights of the non-monetary targets and the benefits of the monetary value by the importance weights of the monetary targets. This results in a cardinal ranking of the alternatives.
EXEMPLARY APPLICATION
For the illustration of the developed decision problem above, an exemplary application is illustrated in the following. The overall target is the implementation of a value stream consistent component traceability. For this, the most suitable auto-ID solution has to be found. The targets and target dimensions have been defined by the company and can be seen in the in Figure 4 . Possible technologies are optical codes (OC), optical character recognition (OCR), low frequency RFID (LF-RFID), high frequency RFID (HF-RFID) and ultra-high frequency RFID (UHF-RFID). The decision matrix can be described using [34] and [35] . The importance weights are defined using the AHP method. The exact figures are not illustrated due to lack of space. By doing the steps above, the s-diagram, illustrated in Figure 5 , is derived. The utilities are multiplied by the importance weights to realize the final cardinal ranking of the alternatives: HF-RFID (overall benefit 0,59), OC (overall benefit 0,56), LF-RFID (overall benefit 0,55), UHF-RFID (overall benefit 0,46), OCR (overall benefit 0,4). Based on this result, the user's best choice is HF-RFID. 
RESULTS AND FUTURE OUTLOOK
Within this article a multi criteria decision making model for technical value-stream integration of active component traceability in production processes is described. The key requirement of innovative factories is the ability to track and locate objects in real-time or almost real-time.
Traditional tasks of traceability systems, namely collection of data and usage of it in fault cases, will be enhanced by active issues. The presented decision model is only one part of a complete procedure model concerning the integration of active component traceability in production processes. In particular methods for an auto-ID specific process and product analysis have to be developed as well as a benefit oriented approach to find the right targets and target dimensions.
