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STATE RECONSTRUCTION FORMULAS FOR THE s-DISTRIBUTIONS
AND QUADRATURES
JUKKA KIUKAS, JUHA-PEKKA PELLONPÄÄ, AND JUSSI SCHULTZ
Abstrat. We onsider the method of innite matrix inversion in the ontext of quantum
state reonstrution. Using this method we give rigorous proofs for reonstrution formulas for
the Cahill-Glauber s-parametrized distributions and the rotated quadrature distributions. We
also demonstrate how to onstrut the s-distributions from the quadrature data.
PACS numbers: 03.65.-w, 03.67.-a, 42.50.-p
Keywords: state reonstrution, quasiprobability distributions, rotated quadrature distribu-
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1. Introdution
Given a quantum system in a state ρ, that is, a positive operator of trae one ating on a
Hilbert spae H, one an perform measurements on the system to obtain probability measures
orresponding to various observables being measured. The inverse problem, namely, the reon-
strution of an unknown state from some set of measured probability distributions is one of the
important problems in quantum theory, and onsequently, it has been studied extensively. Here
we are only interested in the ase where the Hilbert spae is innite dimensional; this is typial
in quantum optis (for an overview, see e.g. [42℄ or [24℄ and referenes therein). The inversion
harater of the problem an be formulated in dierent mathematial forms. Probably the
most ommonly used approah is to use some integral transform to onvert the measured dis-
tributions into a desired quasiprobability distribution. The usual tomographi sheme uses the
inverse Radon transform to reonstrut the Wigner funtion from the experimentally obtainable
rotated quadrature distributions [40, 4, 38℄. In the ontext of avity QED and ion trapping,
an alternative approah using an integral transform of the Rabi osillations of a two-level atom
oupled to the eld has also been proposed [21, 26℄. Even though the quasiprobability distribu-
tions, suh as the Wigner funtion, ontain omplete information about the quantum state of
the system, and an be used to alulate expetation values of observables, it is of interest to
also reonstrut diretly the atual density operator of the system [11, 25, 22, 19, 28, 31, 32℄.
In [25℄, an expliit reonstrution formula for the quadrature distributions was given. This was
later generalized to over the distributions of generi linearly transformed quadratures [13℄.
The reent progress in the eld of quantum state reonstrution has been reviewed in [42℄.
The purpose of this paper is to illustrate the use of the method of innite matrix inversion
in reonstruting the density matrix of a quantum system from ertain, measured or otherwise
obtained, phase spae distributions. This means that we are using a xed omputational basis of
the (innite dimensional) Hilbert spae in question, and have to deal with various onvergene
issues related to the matrix inversion. These will then naturally lead to onditions on the state
under whih the formulas are valid.
The struture of the paper is the following. In setion 2 we x the notations, desribe the basi
idea in the derivation of the reonstrution formulas, and disuss some general issues assoiated
1
with state reonstrution, innite matries, and approximating them by nite matries. Setion
3 is devoted to state reonstrution from the rotated quadrature distributions; we will give
an alternative, mathematially rigorous derivation for the formula appearing in [25℄, and also
demonstrate how only a nite number of quadratures need to be measured in the ase where the
density matrix is known to be nite. In setion 4 we onsider the Cahill-Glauber s-distributions.
First we show how they an be onstruted from quadrature data, and then we onsider two
methods for obtaining reonstrution formulas. Sine the s-distributions are not in general
positive, they are not stritly measurable quantities in the sense of the theory of measurement.
However, they an indiretly be onstruted from atual measurements. We return to this
question in setion 4.1.
2. Preliminaries on state reonstrution and infinite matries
Let H be a omplex innite-dimensional Hilbert spae; we x an orthonormal basis {|n〉 |
n ∈ N} of H. (Here we denote N := {0, 1, 2, . . .}.) This omputational basis is identied with
the photon number basis, or Fok basis, in the ase where H is assoiated with a single mode
eletromagneti eld. We will, without expliit indiation, use the oordinate representation,
in whih H is represented as L2(R) via the unitary map H ∋ |n〉 7→ hn ∈ L2(R), where hn is
the nth Hermite funtion.
Let a and a∗ denote the raising and lowering operators assoiated with the above basis of
H, and dene the operators Q := 1√
2
(a∗ + a) and P := i√
2
(a∗ − a) whih, in the oordi-
nate representation, are the usual multipliation and dierentiation operators, respetively:
(Qψ)(x) = xψ(x) and (Pψ)(x) = −idψ
dx
(x).1 In the ase of the eletromagneti eld, Q and P
are alled the quadrature amplitude operators of the eld. The selfadjoint operator N := a∗a is
the (photon) number operator; it generates the phase shifting unitariesR(θ) := eiθN , θ ∈ [0, 2π),
and we an dene the rotated quadrature operators Qθ by
Qθ = R(θ)QR(θ)
∗, θ ∈ [0, 2π).
We will also need the displaement operator D(z) = eza
∗−za
, z ∈ C, for whih holds D(z)∗ =
D(z)−1 = D(−z) and R(θ)D(z)R(θ)∗ = D(zeiθ). The latter implies D(reiθ) = R(θ)D(r)R(θ)∗,
whih will be important.
Let L(H) be the set of bounded operators on H, and T (H) the set of trae lass operators.
The former spae is equipped with the operator norm ‖ · ‖, and the latter with trae norm
‖ · ‖1. Sine H is assoiated with a quantum system, these sets have physial meaning: the
states of the system are represented by positive operators ρ ∈ T (H) with the unit trae. The
state operator is uniquely determined by the numbers ρnm := 〈n|ρ|m〉, onstituting the density
matrix in the number basis. The pure states orrespond to projetions onto the one-dimensional
subspaes of H, and are thus of the form |ϕ〉〈ϕ|, where ϕ ∈ H is a unit vetor. In partiular,
we will need the oherent states |z〉, dened for eah z ∈ C by
|z〉 := D(z)|0〉 = e− |z|
2
2
∞∑
n=0
zn√
n!
|n〉.
1
To be preise, one has to take the operator losure when dening Q and P in terms of a and a∗, but this is
a well-known tehnial issue whih is not important here.
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When reonstruting an unknown state of the system diretly from some measurement data,
one of ourse requires that the data determines the state uniquely. The set of measured observ-
ables is then said to be informationally omplete [34, 6℄. The observables in quantum mehanis
are represented by normalized positive operator measures (POMs) E dened on a σ-algebra Σ
of subsets of some outome set Ω.2 The probability measure X 7→ tr[ρE(X)] orresponding
to a state ρ and a POM E is then the one aording to whih the measurement outomes are
distributed. In this artile, Ω is always a subset of either R or R2 ∼= C, and Σ is the assoiated
Borel σ-algebra B(Ω). The most ommon observables are of the onventional von Neumann
type, that is, normalized projetion valued measures or, in the ase when Ω = R, selfadjoint
operators in H. In partiular, the spetral measure of Qθ is suh an observable; we will denote
it by Qθ : B(R) → L(H).
We onsider the reonstrution of the state ρ by determining the elements of the density
matrix (ρnm). Before proeeding to the derivation of the reonstrution formulas, we will make
some general remarks on state reonstrution in innite-dimensional spaes.
A typial way of dealing with innite matries is to approximate them by nite matries. In
the ase of a density operator ρ, a natural measure of approximation is the trae norm: for the
projetion Pp :=
∑p−1
n=0 |n〉〈n|, p = 1, 2, 3, . . ., we an dene
ρp :=
1
tr(PpρPp)
PpρPp
for all states ρ ∈ T (H) suh that tr(PpρPp) =
∑p−1
n=0 ρnn 6= 0. Note that for any ρ ∈ T (H),
there exists a smallest p0 ∈ {1, 2, . . .} suh that tr(PpρPp) 6= 0 when p ≥ p0. The following
well-known lemma implies that we an approximate a state ρ in the trae norm by a state ρp,
whih has only nitely many non-zero matrix elements:
Lemma 1. Let H be a separable Hilbert spae, and (Pn)n∈N an inreasing sequene of projetions
on H, onverging strongly to the identity operator. Then for eah trae lass operator ρ on H,
the sequenes (Pnρ)n∈N, (ρPn)n∈N, and (PnρPn)n∈N onverge to ρ in the trae norm.
One an also use the trae of ρ to quantify how well a trunation ρp approximates ρ: Sup-
pose that we have determined the rst p diagonal elements ρnn, n = 0, 1, ..., p − 1, and that∑p−1
n=0 ρnn > 1 − ǫ. Then, sine tr ρ = 1 one must have ρnn < ǫ for all n ≥ p. The positivity
of ρ implies |ρmn|2 ≤ ρmmρnn for all n, m ∈ N, so |ρmn| < ǫ for all n ≥ p or m ≥ p. Obvi-
ously, this has a simple physial meaning in the ase of an eletromagneti eld: the ondition∑∞
n=p ρnn < ǫ just says that the probability of measuring a photon number larger than p in
the state ρ is less than ǫ. In many onrete appliations, one an hoose a nite p ∈ N suh
that it is pratially impossible (ǫ ≈ 0) to get a photon number larger than p; in any ase, no
measuring apparatus an detet arbitrary high energies. This then implies that ρmn = 0 for all
n ≥ p or m ≥ p, suggesting that we may a priori assume that the state matrix is nite.
However, typially the maximal detetable photon number is not atually known, or depends
on the onstrution of the measuring apparatus; hene xing it to a nite value represents an
artiial trunation of a system whih is genuinely innite-dimensional. In view of the state
reonstrution, this is partiularly signiant, sine the state is not known beforehand. There
is no way of knowing how large number p one must take so as to get
∑∞
n=p ρnn < ǫ for a given
ǫ.
2
Normalized positive operator measure (POM) is a map E : Σ → L(H) whih is σ-additive in the weak
operator topology, and has the property E(Ω) = I (the identity operator).
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Next we desribe how to redue the reonstrution problem into the innite matrix inver-
sion in the ase of some phase spae quasi-probability distributions. The distributions we are
onsidering in this paper have densities of the form
Wρ(r, θ) =
∞∑
m,n=0
ρmne
i(n−m)θfnm(r)
where the fnm are some funtions of the radial parameter r, and θ is the angle oordinate. The
general heuristi idea to obtain reonstrution formulas from suh distributions is the following.
Integrating against exponentials eikθ, for a xed k ∈ N, with respet to θ over [0, 2π), one is
left with a single sum
(1)
Wρ,k(r) :=
1
2π
∫ 2pi
0
eikθWρ(r, θ)dθ =
1
2π
∞∑
m,n=0
ρmn
∫ 2pi
0
ei(k+n−m)θfnm(r) dθ =
∞∑
n=0
ρn+k,nfn,n+k(r).
We onsider two methods of onverting this to a innite matrix equation: integrating (1) with
respet to some funtions gl,k of r to get
(2)
∫
gl,k(r)Wρ,k(r) dr =
∞∑
n=0
ρn+k,n
∫
gl,k(r)fn,n+k(r) dr,
or dierentiating l times with respet to r at r = r0, whih gives
(3)
dl
drl
[gk(r)Wρ,k(r)]|r=r0 =
∞∑
n=0
ρn+k,n
dl
drl
[gk(r)fn,n+k(r)]|r=r0,
where gk are some funtions. With xed k, both of these are now innite matrix relations of
the form
(4) yl =
∞∑
n=0
alnxn,
and the idea is to hoose the funtions gk,l or gk in suh a way that this relation an be inverted
as
(5) xn =
∞∑
l=0
bnlyl.
Of ourse, one has to take are of the onvergene of the series, and other tehnial details; this
has to be done separately in eah ase. In partiular, even if (aln) has a formal inverse (bnm),
i.e. the relation
∞∑
n=0
alnbnm =
∞∑
n=0
blnanm = δlm
4
holds, it is still not lear if (5) is true. In order to briey demonstrate pathologial situations
that ould in priniple arise, we will give the following example at this point: Take
(anm) =


1 1 0 0 0 · · ·
0 1 1 0 0 · · ·
0 0 1 1 0 · · ·
0 0 0 1 1 · · ·
0 0 0 0 1 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.


, (bnm) =


1 −1 1 −1 1 · · ·
0 1 −1 1 −1 · · ·
0 0 1 −1 1 · · ·
0 0 0 1 −1 · · ·
0 0 0 0 1 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.


.
Clearly, these matries are formal inverses of eah other, and the relation (4) is well-dened for
any omplex sequene (xn). The sequene (yl) is then given by yl = xl + xl+1. Consider the
following two ases:
(a) Let xn = 1, n ∈ N. Then yn = 2, n ∈ N, and the relation (5) does not make any
sense, sine the assoiated series does not onverge for any n (its partial sums form the
sequene 2, 0, 2, 0, 2, . . .).
(b) Let xn = (−1)n, n ∈ N. Then yn = 0, n ∈ N, so the series in (5) is well-dened,
onverging to 0 for any n. But this is not equal to xn, so (5) does not hold.
It is easy to see that in this simple example (5) holds exatly when limn→∞ xn = 0. For a
detailed treatment of innite matries, we refer the reader to [9℄.
3. Balaned homodyne detetion and quadrature distributions
We begin with a short review of the preise mathematial formulation of the balaned ho-
modyne detetion, whih is a well-known sheme of measuring quadratures, and is used quite
frequently in quantum optis (see e.g. [24℄).
The desription of the homodyne measurement is not entirely straightforward: for any inter-
val I ⊂ R, the probability tr[ρQθ(I)] for the quadrature measurement an be obtained only as
a limit of balaned homodyne detetion measurements. The reader should onsult [24℄ for the
basi desription; we also wish to mention a mathematially rigorous proof given in [16℄.
Balaned homodyne detetor onsists of a beam splitter, with a pair of photon ounters at
the output ports. The signal light beam, and a oherent auxiliary beam are sent into the beam
splitter, and the suitably saled dierene between the photon numbers at the output ports is
reorded as an outome of the measurement. The sale fator is the amplitude of the auxiliary
beam.
The idea in the mathematial desription of [16℄ is the following. One onsiders a sequene
of measurements, eah with larger auxiliary eld amplitude than the preeding one and suh
that the amplitudes grow without bound. From the data of eah measurement, one alulates
the probability that the outome lies in I. The sequene of the probabilities thus generated will
onverge to tr[ρQθ(I)] in the limit where the amplitude tends to innity regardless of the state
ρ. Hene, for any xed state, and any xed interval, the orret probability an be obtained
with arbitrary high preision by using a suiently large amplitude.
For eah state ρ, and eah xed θ, the probability measure X 7→ tr[ρQθ(X)] has a density
funtion x 7→ W qdρ (x, θ). It is easy to see that the funtion W qdρ : R× [0, 2π)→ C so dened is
5
atually measurable, and integrable
3
. Now we an write
(6)
∫
g(x)W qdρ,k(x) dx =
∞∑
n=0
ρn+k,n
∫
g(x)fn,n+k(x) dx,
where
W qdρ,k(x) :=
1
2π
∫ 2pi
0
eikθW qdρ (x, θ) dθ;
fnm(x) := hn(x)hm(x),
and g : R → C is any bounded measurable funtion. The tehnial details leading to (6) are
straightforward (see e.g. [18, Lemma 5℄). The relation (6) now orresponds to (2), one we
have hosen suitable funtions g = gl,k.
By doing this, we will end up with the known reonstrution formula (see (11) below) whih,
up to our knowledge, was rst given by Leonhardt and D'Ariano [25℄, who wanted to replae
the traditional and mathematially troublesome inverse Radon transform sheme with a diret
reonstrution of the density matrix in terms of the quadrature data. The same formula was
later obtained as a speial ase of more general group theoretial results by Cassinelli et al. [7℄
Instead of using their methods, we derive the formula by using matrix inverse relations. In
our opinion, this method more expliitly illustrates the tehnique by whih the matrix elements
are piked out by the suitable averaging funtions, namely the derivatives of the so alled
Dawson's integral. Most of the onstrution is already given in our reent paper [18℄, where
we gave a diret proof for the fat that the set of quadrature observables is informationally
omplete. Using this method, we will also expliitly demonstrate the fat that if the state
matrix is a priori assumed to ontain only a nite number of nonzero elements, then it is only
required to measure a nite number of quadratures.
Now onsider the funtion Y : R→ R, dened simply by Y (x) = 2 d
dx
daw(x), where
daw(x) = e−x
2
∫ x
0
et
2
dt
is the well-known Dawson's integral (see e.g. [1, pp. 298-299℄ or [39, Chapter 42℄). We are
interested in the derivatives Y (p), p ∈ N. Sine they appear in many physial situations, suh
as in a series expansion of the so alled Voigt funtion in spetrosopy (see e.g. [3, p. 69-70℄),
the omputational evaluation of Y (p) has been studied extensively (see e.g. [30, 3, 29, 37℄).
Aording to Lemma 1 of [18℄, eah funtion Y (p) is bounded. Hene we an use the funtions
gl,k = Y
(k+2l)
. Sine eah W qdρ,k is integrable, the integrals
W qdρ,k,l :=
∫
R
gl,k(x)W
qd
ρ,k(x) dx
are well-dened. Putting
cln(k) :=
∫
R
gl,k(x)hn(x)hn+k(x) dx = 〈n|Y (k+2l)(Q)|n + k〉,
3
That W qd
ρ
may be hosen to be measurable an be seen by writing the density operator in the spetral
representation and using the fat that θ 7→ R(θ) is weakly ontinuous. Integrability follows from Fubini's
theorem.
6
we thus have the matrix relation
(7) W qdρ,k,l =
l∑
n=0
cln(k)ρn+k,n,
where the innite sum is now redued to a nite one beause of the speial properties of the
Dawson's integral [18, Lemma 4℄. The oeients cln(k) an be evaluated analytially (see
Appendix B for the alulation); the result is
(8) cln(k) = (−1)l+n+k2k/2+l(k + l)!
√
n!
(n + k)!
(
l
n
)
.
It is already lear that the elements ρn+k,n an be solved reursively from (7). In order to get
an expliit formula, we notie that for any xed k ∈ N, the matrix relation (7) now assumes
the form
(9) yl =
l∑
n=0
(−1)n
(
l
n
)
xn,
where
yl = (−1)l
W qdρ,k,l
2l(k + l)!
, xn = (−1)k
√
2kn!
(k + n)!
ρn+k,n.(10)
Aording to [36, p. 43℄, the relation (9) an be inverted to give
xn =
n∑
l=0
(−1)l
(
n
l
)
yl,
whih immediately yields an expliit reonstrution formula for the density matrix elements, in
terms of the quantities W qdρ,k,l:
(11) ρn+k,n = (−1)k
√
(n + k)!
2kn!
n∑
l=0
(
n
l
)
W qdρ,k,l
2l(k + l)!
, n, k ∈ N.
This is the same as formula (34) of Leonhardt et al. [25℄.
The nite ase. The above reonstrution formula holds for all states ρ, so it is not neessary
to assume it nite, in partiular. However, when the state matrix is nite, the quadrature data
required to determine it is naturally smaller; we lose this setion by onsidering the ase of
nite matries.
Let z ∈ C and p be a positive integer. Sine
p−1∑
t=0
zt =
{
zp−1
z−1 , z 6= 1,
p, z = 1,
if follows that
p−1∑
t=0
zt = 0
7
when zp = 1, z 6= 1, that is, when z = ei2piq/p, q ∈ Z \ pZ. For any t ∈ Z, dene θtp := 2πt/p.
Now the points eiθ
t
p
, t = 0, 1, ..., p− 1, divide the irle T into p parts and
1
p
p−1∑
t=0
eiqθ
t
p =
{
0, q ∈ Z \ pZ,
1, q ∈ pZ.
Fix p and dene for eah k ∈ N and X ∈ B(R) an operator Vkp(X) by
Vkp(X) :=
1
p
p−1∑
t=0
eikθ
t
pQθtp(X),
so that for a given state operator ρ, the experimentally obtainable density x 7→ W˜ qd,pρ,k (x) of the
measure X 7→ tr[ρVkp(X)] is of the form
W˜ qd,pρ,k (x) =
1
p
p−1∑
t=0
eikθ
t
pW qd,pρ (x, θ
t
p),
where W qd,pρ is as before, so it involves only p dierent quadratures. Now
〈n|Vkp(X)|m〉 = 〈n|Q(X)|m〉
1
p
p−1∑
t=0
ei(n−m+k)θ
t
p , X ∈ B(R),
and, hene, by dening s = n−m+ k,
〈n|Vkp(X)|m〉 =
{
〈n|Q(X)|m〉, m = n+ k mod s,
0, otherwise.
Suppose now that ρmn = 0 when n, m ≥ p. Then for any k ∈ {0, ..., p− 1},
tr
[
ρVkp(X)
]
=
p−1∑
m,n=0
ρmn〈n|Vkp(X)|m〉 =
p−1−k∑
n=0
ρn+k,n〈n|Q(X)|n+ k〉.
Using the density W˜ qd,pρ,k , we get for any bounded measurable funtion g : R→ C∫
g(x)W˜ qd,pρ,k (x) dx =
p−1−k∑
n=0
ρn+k,n
∫
g(x)hn(x)hn+k(x) dx.
This is in the same form as (6), exept that the sum is already nite. Choosing again g = Y (k+2l),
l ∈ {0, . . . , p− 1− k}, we thus get
(12) W˜ qd,pρ,k,l =
l∑
n=0
cln(k)ρn+k,n,
where
W˜ qd,pρ,k,l :=
∫
R
Y (k+2l)(x)W˜ qd,pρ,k (x) dx.
Comparing this with (7), we evidently get the reonstrution formula
(13) ρn+k,n = (−1)k
√
(n+ k)!
2kn!
n∑
l=0
(
n
l
)
W˜ qd,pρ,k,l
2l(k + l)!
,
8
where k ∈ {0, . . . , p− 1}, n ∈ {0, 1, . . . , p− 1− k}. Note that the quantities W˜ qd,pρ,k,l only involve
information from the quadratures PQθ orresponding to θ ∈ {θ1p, . . . θp−1p }.
4. Cahill-Glauber s-parametrized distributions
The s-parametrized quasiprobability distributions were introdued in quantum optis as
mathematial tools [8, 10℄, but they have sine beome aessible also to diret measurements. A
sheme for indiret determination of these distributions was suggested by Vogel and Risken [40℄,
and the pioneering experimental work was done by Smithey et al. [38℄. The s-distributions also
arise when onsidering realisti measurements, where the detetors are not assumed to be ideal
[23, 12℄. In that ase, the measurement outome statistis orrespond to ertain s-distributions,
where the parameter s is related to the eieny η of the detetors, by s = 1 − 2/η. For our
purposes it is onvenient to dene a parameter λ as λ = s+1
s−1 . This gives a bijetive mapping
on C \ {1}. We will use λ as the parameter for these distributions throughout the paper, and
for this reason we will all the s-parametrized quasiprobability distributions λ-distributions.
Let λ ∈ C, |λ| ≤ 1. Dene a bounded operator Kλ := (1 − λ)∑∞k=0 λk|k〉〈k|; it has norm
‖Kλ‖ = |1− λ|. If |λ| < 1 then Kλ is a trae lass operator with
tr[Kλ] = (1− λ)
∞∑
k=0
λk = 1.
For eah λ ∈ C, |λ| ≤ 1, dene a (weakly ontinuous bounded) funtionW λ : [0,∞)×[0, 2π)→
L(H) by W λ(r, θ) = D(reiθ)KλD(reiθ)∗, where D(reiθ) is the displaement operator. For eah
state ρ dene the λ-distribution as the phase spae distribution W λρ : [0,∞)× [0, 2π)→ C,
W λρ (r, θ) := tr[ρW
λ(r, θ)] = (1− λ)
∞∑
k=0
λk〈k|D(reiθ)∗ρD(reiθ)|k〉.
Note that λ = 0 gives us the Q-funtion, and λ = −1 gives us the Wigner funtion (up to a
onstant saling fator) of the state.
If λ ≥ 0, then the operator density W λ denes a ovariant phase spae observable
B(C) ∋ Z 7→ GKλ(Z) := 1
π
∫
Z
W λ(r, θ)r drdθ ∈ L(H),
in whih ase the λ-distribution an be measured via eight-port homodyne detetion. The
eight-port homodyne detetor onsists of two pairs of photon detetors, and the amplitude-
saled photon dierenes D1 and D2 for eah pair are reorded. See [24℄ for the desription
of the setup measuring the Q-funtion, and note that in our ase one has to use the state Kλ
instead of the vauum input in one of the ports (we refer to [17℄ for a detailed desription). For
other values of λ, the λ-distribution is not a measurable quantity in the sense of the theory of
measurement. However, we will later demonstrate that it an be onstruted from the rotated
quadrature distributions, whih are obtainable via balaned homodyne detetion.
Let us onsider now the operator valued funtion W λ. Using the fat that D(reiθ) =
R(θ)D(r)R(θ)∗, a diret alulation gives us the matrix elements of W λ(r, θ) with respet
to the number basis:
〈n|W λ(r, θ)|m〉 = ei(n−m)θKλnm(r, θ),
where
Kλnm(r) := 〈n|D(r)KλD(r)∗|m〉.
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By the formula of Cahill and Glauber [8℄ (for a detailed proof of the formula, see Appendix B),
we get
(14) Kλnm(r) =
√
n!
m!
(1− λ)m−n+1e−(1−λ)r2rm−nλnLm−nn
(
(2− λ− λ−1)r2)
where
Lαn(x) :=
n∑
u=0
(−1)u
u!
(
n+ α
n− u
)
xu
is the assoiated Laguerre polynomial. Note that the funtion
(15) λnLm−nn
(
(2− λ− λ−1)r2) = λnLm−nn (− (1− λ)2r2/λ) =
n∑
u=0
λn−u
u!
(
m
n− u
)
(1− λ)2ur2u
an also be dened at λ = 0 and the extension is smooth with respet to r and λ.
Sine ‖W λ(r, θ)‖ ≤ ‖Kλ‖ = |1 − λ| for all r ∈ [0,∞), θ ∈ [0, 2π), and the mapping θ 7→
W λ(r, θ) is weakly ontinuous, we an dene the sesquilinear form
(ψ, ϕ) 7→ 1
2π
∫ 2pi
0
eikθ〈ψ|W λ(r, θ)ϕ〉 dθ,
whih is learly bounded (with norm at most |1− λ|). Thus, for eah k ∈ N, the operator
W λk (r) :=
1
2π
∫ 2pi
0
eikθW λ(r, θ) dθ
is well dened as a weak integral. In addition, we have
W λρ,k(r) := tr[ρW
λ
k (r)] =
1
2π
∫ 2pi
0
eikθW λρ (r, θ) dθ,
for eah state ρ. Sine
W λρ (r, θ) = tr[ρW
λ(r, θ)] =
∞∑
m,n=0
ρmn〈n|W λ(r, θ)|m〉 =
∞∑
m,n=0
ρmne
i(n−m)θKλnm(r),
we have
(16) W λρ,k(r) =
1
2π
∞∑
m,n=0
ρmn
∫ 2pi
0
ei(k+n−m)θKλnm(r) dθ =
∞∑
n=0
ρn+k,nK
λ
n,n+k(r).
This orresponds to equation (1), and will be the starting point for the reonstrution of the
state (see setions 4.3 and 4.4 below).
4.1. Construting the λ-distributions from quadrature data. In a reent paper [20℄ it
was shown, that the Q-funtion of a state ρ an be onstruted from the rotated quadrature
distributions W qdρ , by means of a generalized Markov kernel. That is, for eah z =
1√
2
(q + ip),
(q, p) ∈ R2, there exists a funtion M q,p0 : R× [0, 2π)→ R, suh that
〈z|ρ|z〉 =
∫ 2pi
0
∫
R
M q,p0 (x, θ)W
qd
ρ (x, θ) dxdθ,
for all states ρ. In [33℄, the generalized Markov kernel for the λ-distributions was onstruted.
We will briey reall the results.
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First, dene W λρ (r, θ) =: W
λ
ρ (z) =: W
λ
ρ (q, p), where z = re
iθ = 1√
2
(q + ip). We are interested
in nding a kernel M q,pλ , suh that we an obtain the λ-distributions from the quadrature
distributions by integrating:
(17) W λρ (q, p) =
∫ 2pi
0
∫
R
M q,pλ (x, θ)W
qd
ρ (x, θ)
dxdθ
2π
,
where W qdρ is the probability density related to the quadrature observable as before. It is
suient to show the validity of the equation for oherent states ρ = |α〉〈α|, α ∈ C, in whih
ase
W λ|α〉〈α|(z) = 〈α|D(z)KλD(z)∗|α〉 = 〈α− z|Kλ|α− z〉 = (1− λ)
∞∑
k=0
λk|〈α− z|k〉|2
= (1− λ)e−|α−z|2
∞∑
k=0
λk
|α− z|2k
k!
= (1− λ)e−(1−λ)|α−z|2 .(18)
Now assume rst that λ ∈ R, |λ| < 1 and dene the funtion M0,0λ : R× [0, 2π)→ C by
M0,0λ (x, θ) :=
1 + λ
1− λ Y
(√
1 + λ
1− λx
)
,
where Y (x) = 2 d
dx
daw(x) as before. Dene the funtions M q,pλ : R× [0, 2π)→ C by
M q,pλ (x, θ) := M
0,0
λ (x− q cos θ − p sin θ, θ).
The funtion M q,pλ an be represented as a series of Hermite polynomials [33℄
(19) M q,pλ (x, θ) = (1− λ)
∞∑
k=0
(λ− 1)kk!
2k(2k)!
H2k(x− a),
where a := q cos θ+ p sin θ =
√
2Re(ze−iθ), z = 1√
2
(q+ ip), and the series onverges absolutely.
Sine the absolute onvergene of the series in equation (19) does not depend on λ being real,
the funtion M q,pλ an be dened for all λ ∈ C, |λ| < 1.
Dening u˜ :=
√
2Re(αe−iθ), we have
∫
X
W qd|α〉〈α|(x, θ)dx = 〈α|Qθ(X)|α〉 = 〈αe−iθ|Q(X)|αe−iθ〉 =
1√
π
∫
X
e−(x−u˜)
2
dx,
for all X ∈ B(R), whih implies that
∫ 2pi
0
∫
R
M q,pλ (x, θ)W
qd
|α〉〈α|(x, θ)
dxdθ
2π
=
1√
π
∫ 2pi
0
∫
R
M q,pλ (x, θ)e
−(x−u˜)2 dxdθ
2π
.
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Following the alulations in [20℄, we get
1√
π
∫ 2pi
0
∫
R
M q,pλ (x, θ)e
−(x−u˜)2 dxdθ
2π
=
(1− λ)√
π
∞∑
k=0
∫ 2pi
0
(λ− 1)kk!
2k(2k)!
∫
R
H2k(x)e
−(x+a−u˜)2 dx
dθ
2π
= (1− λ)
∞∑
k=0
(λ− 1)kk!
(2k)!
2k∑
l=0
(
2k
l
)
(α− z)l(α− z)2k−l
∫ 2pi
0
e2iθ(k−l)
dθ
2π
= (1− λ)
∞∑
k=0
(λ− 1)k|α− z|2k
k!
= (1− λ)
∞∑
k=0
e−(1−λ)|α−z|
2
,
whih shows that
W λ|α〉〈α|(z) =
1√
π
∫ 2pi
0
∫
R
M q,pλ (θ, x)e
−(x−u˜)2 dθdx
2π
.
Thus, equation (17) holds for all states.
4.2. Shifting the λ-parameter. Suppose that for a given λ ∈ (−1, 1) one has obtained the
λ-distribution W λρ of some state ρ. One might be interested in nding the distributions for a
dierent value, say λ′. It turns out that in some ases this shifting of the λ-parameter is needed
for reonstruting the state. Indeed, the reonstrution formulas we derive in the next setions
are only valid for ertain values of λ. Therefore, we present here the formulas for this shifting.
First note that W λρ ∈ L1(R2) for all states ρ and λ ∈ C, |λ| < 1 (see e.g. [41, Lemma 3.1℄).
This implies that the Fourier transform of W λρ , as well as its onvolutions with other integrable
funtions, are well dened. Now let λ ∈ (−1, 1). Aording to equation (18) we have for a
oherent state |α〉〈α|, α ∈ C
W λ|α〉〈α|(z) = (1− λ)e−(1−λ)|α−z|
2
.
Putting α = 1√
2
(x+ iy) and z = 1√
2
(q + ip), we get
W λ|α〉〈α|(q, p) = (1− λ)e−
(1−λ)
2
[(x−q)2+(y−p)2].
Let λ′ ∈ (−1, 1), λ′ > λ, and dene the funtion gλ,λ′ : R2 → C by
gλ,λ′(q, p) =
1
2π
(1− λ′)(1− λ)
λ′ − λ e
− 1
2
(1−λ′)(1−λ)
λ′−λ
(q2+p2),
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so that gλ,λ′ ∈ L1(R2) for all λ, λ′. Now a diret alulation shows that the distribution W λ′|α〉〈α|
is the onvolution of W λ|α〉〈α| with the funtion gλ,λ′, that is
(W λ|α〉〈α| ∗ gλ,λ′)(u, v) =
∫
R2
W λ|α〉〈α|(u− q, v − p)gλ,λ′(q, p) dqdp
=
1
2π
(1− λ′)(1− λ)2
λ′ − λ
∫
R2
e−
(1−λ)
2
[(q+x−u)2+(p+y−v)2]e−
1
2
(1−λ′)(1−λ)
λ′−λ
(q2+p2) dqdp
= (1− λ′)e− (1−λ
′)
2
[(x−u)2+(y−v)2] = W λ
′
|α〉〈α|(u, v),
for all (u, v) ∈ R2. Sine this is valid for all oherent states, we have W λ′ρ = W λρ ∗ gλ,λ′, for all
states ρ and λ, λ′ ∈ (−1, 1), λ′ > λ.
The λ-distributions obtainable via measurements are those, for whih λ ≥ 0, so it is of greater
interest to nd the inverse for the relation above. For this, we need to be able to invert the
onvolution transform, whih of ourse puts some restritions on the distributions in question.
Let λ and λ′ be as before. Then, by the Fourier theory, we have Wˆ λ
′
ρ =
̂W λρ ∗ gλ,λ′ = 2π Wˆ λρ ·gˆλ,λ′.
The Fourier transform of gλ,λ′ an easily be omputed, and we get
gˆλ,λ′(u, v) =
1
2π
e
− 1
2
λ′−λ
(1−λ′)(1−λ)
(u2+v2)
,
for all (u, v) ∈ R2, showing that gˆλ,λ′ is pointwise nonzero. Thus, we have Wˆ λρ = 12pi
Wˆλ
′
ρ
gˆλ,λ′
. If
1
2pi
Wˆλ
′
ρ
gˆλ,λ′
∈ L1(R2), we have
W λρ (q, p) =
1
(2π)2
∫
R2
ei(qu+pv)
Wˆ λ
′
ρ (u, v)
gˆλ,λ′(u, v)
dudv
=
1
2π
∫
R2
ei(qu+pv)e
1
2
λ′−λ
(1−λ′)(1−λ)
(u2+v2)
Wˆ λ
′
ρ (u, v) dudv(20)
for almost all (q, p) ∈ R2. Note that the above integrability ondition an, at least in priniple,
be tested diretly on the measured distribution, and thus no a priori information on the state is
needed. It is easy to see that there atually exist states for whih the ondition is satised. The
signiane of equation (20) is that if one measures W λ
′
ρ for some λ
′ ≥ 0, then the distributions
for other values of λ, may be alulated, provided that the integral exists. In partiular, the
Q-funtion and the distributions orresponding to the negative values of λ an be obtained in
this way.
4.3. Reonstrution via integration. We will rst derive a reonstrution formula whih
an be obtained by integrating the λ-distribution with respet to suitable averaging funtions.
The formula an be seen as a diret onsequene of the overlap relation for the λ-distributions
[8℄ (the overlap relation has also been treated in e.g. [24, pp. 58-59℄). A dierent form of the
formula appears also in [28℄. However, we will go through the mathematial details to ensure
the validity of the formula. As it turns out, the formula only works for negative values of the
parameter λ.
Let λ ∈ (−1, 0), and for eah n,m ∈ N, let Kλnm : [0,∞) → C be the funtion dened by
equation (14). Substituting λ with λ−1 in equation (14) we see that also the funtions Kλ
−1
nm
are well dened for eah n,m ∈ N. We wish to integrate the funtion W λρ,k(r)Kλ−1l,l+k(r) with
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respet to r, and in order to do that we need to pay attention to some onvergene issues. This
is done in the following lemma (for the proof, see Appendix A).
Lemma 2. Let ρ be a state and Kλn,n+l be the funtion dened in equation (14). Then∫ ∞
0
W λρ,k(r)K
λ−1
l,l+k(r)r dr =
∞∑
n=0
ρn+k,n
∫ ∞
0
Kλn,n+k(r)K
λ−1
l,l+k(r)r dr
for all k ∈ N, λ ∈ (−1, 0).
Using the orthogonality relation∫ ∞
0
e−xxαLαn(x)L
α
m(x) dx =
Γ[α + n+ 1]
n!
δnm
for the assoiated Laguerre polynomials [15, p. 844, 7.414(3)℄, we alulate
∫ ∞
0
W λρ,k(r)K
λ−1
l,l+k(r)r dr =
∞∑
n=0
ρn+k,n
√
n!l!
(n+ k)!(l + k)!
(1− λ)k+1(1− λ−1)k+1λnλ−l
×
∫ ∞
0
r2ke−(1−λ)r
2
e−(1−λ
−1)r2Lkn((2− λ− λ−1)r2)Lkl ((2− λ− λ−1)r2)r dr
=
1
2
∞∑
n=0
ρn+k,n
√
n!l!
(n+ k)!(l + k)!
λn−l
∫ ∞
0
xke−xLkn(x)L
k
l (x) dx
=
1
2
∞∑
n=0
ρn+k,n
√
n!l!
(n+ k)!(l + k)!
λn−l
Γ[k + n + 1]
n!
δln
=
1
2
ρl+k,l
l!
(l + k)!
(l + k)!
l!
=
1
2
ρl+k,l
for eah k, l ∈ N. This orresponds to equation (2), where the series on the right-hand side has
been redued to trivial. Hene we an immediately write the reonstrution formula for the
matrix elements:
(21) ρn+k,n = 2
∫ ∞
0
W λρ,k(r)K
λ−1
n,n+k(r)r dr.
Note that this method works only for negative values of λ, and therefore the state an not be
diretly reonstruted from measurement statistis. However, as we have shown in the previous
setions, the required distributions an be onstruted from measurement data, at least in some
ases.
To further illustrate the fat that the negativity of the λ-parameter is in fat a neessary
ondition for the formula, we give the following ounter example. Consider the vauum state
ρ = |0〉〈0|, for whih we have
W λ|0〉〈0|(r, θ) = (1− λ)e−(1−λ)r
2
.
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If we attempt to reonstrut the only nonzero matrix element ρ00 by diretly using equation
(21), we nd that
ρ00 = 2(1− λ)(1− λ−1)
∫ ∞
0
e−(1−λ)(1−λ
−1)r2r dr,
whih learly diverges for λ ∈ (0, 1), sine in that ase (1− λ)(1−λ−1) ≤ 0. Thus, the formula
works for all states only if λ ∈ (−1, 0). In order to obtain a valid formula for other values of λ,
we need to use a dierent method.
4.4. Reonstrution via dierentiation. We now proeed to the reonstrution formula
obtained via dierentiation. We will start with a lemma, whih is needed for inverting the
innite matrix identity (26) appearing in the derivation of the reonstrution formula. The
proof an again be found in Appendix A.
Lemma 3. Let (xn)n∈N be a sequene of omplex numbers suh that
∞∑
n=p
xn
(n− p)! = yp ∈ C, p ∈ N.
(a) For eah n ∈ N, denote
Rnk :=
∞∑
n′=k+1
k∑
p=n
(−1)p+n xn′
(p− n)!(n′ − p)! , k ≥ n.
Then ∞∑
p=n
(−1)p−nyp
(p− n)! = xn,
if and only if limk→∞Rnk = 0.
(b) Suppose that limn→∞ |xn| = 0. Then limk→∞Rnk = 0 for all n ∈ N.
With the previous notations we have
(22) e(1−λ)r
2
W λρ,k(r) =
∞∑
n=0
ρn+k,ne
(1−λ)r2Kλn,n+k(r),
where the series onverges absolutely and uniformly on any nite interval [0, R). In order to
be able to dierentiate the series term by term, and evaluate the value at the origin, we must
prove that the series for eah derivative onverges uniformly in an interval [0, ǫ), where ǫ > 0.
This is done in the following lemma (for the proof, see Appendix A).
Lemma 4. Let ρ be a state and λ ∈ C, |λ| < 1. Then there exists an ǫ > 0 suh that the series
(23)
∞∑
n=0
ρn+k,n
∂l[e(1−λ)r
2
Kλn,n+k(r)]
∂rl
onverges uniformly on [0, ǫ) for eah l ∈ N.
The series in equation (22) an thus be dierentiated termwise. We then get
W λρ,k,l :=
∂l[e(1−λ)r
2
W λρ,k(r)]
∂rl
∣∣∣∣
r=0
=
∞∑
n=0
ρn+k,n
∂l[e(1−λ)r
2
Kλn,n+k(r)]
∂rl
∣∣∣∣
r=0
,
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whih orresponds to equation (4.4). Now
∂lr2u+k
∂rl
∣∣∣∣
r=0
= l!δ2u+k,l
so that we get two (nonzero) ases: (i) when k is even, then l must be even, and (ii) when k is
odd, then l must be odd.
Let h, j ∈ N and onsider ase (i) when k = 2h and l = 2j. Now
W λρ,2h,2j =
∞∑
n=0
ρn+2h,n
√
n!
(n+ 2h)!
(1− λ)2h+1
n∑
u=0
λn−u
u!
(
n+ 2h
n− u
)
(1− λ)2u(2j)!δu,j−h
=
∞∑
n=max{0,j−h}
ρn+2h,n
√
n!
(n+ 2h)!
(1− λ)2j+1λn−j+h(n+ 2h)!(2j)!
(j − h)!(n− j + h)!(j + h)!
=
(
2j
j − h
)
(1− λ)2j+1λh−j
∞∑
n=max{0,j−h}
ρn+2h,nλ
n
√
(n+ 2h)!n!
(n− j + h)! .(24)
Consider then ase (ii) and put k = 2h+ 1 and l = 2j + 1. Then
(25) W λρ,2h+1,2j+1 =
(
2j + 1
j − h
)
(1− λ)2j+2λh−j
∞∑
n=max{0,j−h}
ρn+2h+1,nλ
n
√
(n+ 2h+ 1)!n!
(n− j + h)! .
Dene, for all n, m ∈ N,
ρ˜λmn := ρmnλ
min{m,n}√m!n!.
Then both equations (24) and (25) redue to the single one:
(26)
∞∑
n=max{0,(l−k)/2}
ρ˜λn+k,n(
n− (l − k)/2)! = W λρ,k,l
(
l
(l − k)/2
)−1
(1− λ)−(l+1)λ(l−k)/2
where either k = 2h and l = 2j or k = 2h+ 1 and l = 2j + 1.
In order to invert equation (26), we need to hek that the neessary and suient ondition
of Lemma 3 is satised. It turns out that there are two dierent ases. If |λ| < 1
2
, then the
equation may be inverted regardless of the state in question. If λ ≥ 1
2
, then one may need some
prior knowledge of the state, namely, that the ondition of Lemma 3 is satised.
Using the identity
∑m
k=0(−1)k
(
n
k
)
= (−1)m(n−1
m
)
, whih holds for n ≥ 1 [15, p. 3, 0.151(4)℄,
we get by straightforward alulation
Rnk =
∞∑
n′=k+1
k∑
p=n
(−1)p+n
√
(n′ + l)!n′!
(p− n)!(n′ − p)!λ
n′ρn′+l,n′
=
∞∑
n′=k+1
(−1)k+nλn′ρn′+l,n′
√
(n′ + l)!n′!
(n′ − n)(n′ − k − 1)!(k − n)!
=
∞∑
v=1
(−1)k+nλv+kρv+l+k,v+k
√
(v + l + k)!(v + k)!
(v + k − n)(v − 1)!(k − n)! .
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Sine |ρv+l+k,v+k| ≤ 1 and n ≤ k, we get the bound
|Rnk | ≤
|λ|k
(k − n)!
∞∑
v=1
|λ|v
√
(v + l + k)!(v + k)!
v!
≤ (k + l)!|λ|
k
(k − n)!
∞∑
v=1
|λ|v
(
v + l + k
v
)
≤ (k + l)!|λ|
k
(k − n)!
1
(1− |λ|)l+k+1
=
(k + l)!
(k − n)!
1
(1− |λ|)l+1
( |λ|
1− |λ|
)k
,
where we have used the identity
1
(1−z)α+1 =
∑∞
n=0
(
n+α
n
)
zn, valid when |z| < 1. If |λ| < 1
2
, then
|λ|
1−|λ| < 1, and thus limk→∞R
n
k = 0 for all n ∈ N.
Now Lemma 3 may be used on equation (26) to get
ρ˜λn+k,n =
∞∑
p=n
(−1)p−n
(p− n)!W
λ
ρ,k,2p+k
(
2p+ k
p
)−1
(1− λ)−(2p+k+1)λp.
Thus, we get the reonstrution formula
ρn+k,n =
1√
(n + k)!n!
∞∑
p=n
(
2p+ k
p
)−1
(−1)p−nλp−n
(1− λ)2p+k+1(p− n)!W
λ
ρ,k,2p+k
=
√
n!
(n + k)!
∞∑
p=n
(
p
n
)
(p+ k)!
(2p+ k)!
(−λ)p−n
(1− λ)2p+k+1
∂2p+k[e(1−λ)r
2
W λρ,k(r)]
∂r2p+k
∣∣∣∣
r=0
(27)
whih holds for all n, k ∈ N, at least if |λ| < 1
2
. A similar bound for the parameter has also
appeared in previous works onerning state reonstrution from the λ-distributions, see e.g.
[23, 12℄.
In this ase the reonstrution formula (27) works also for the Q-funtion. In fat, dening
Qρ(z) := 〈z|ρ|z〉 = W 0ρ (r, θ), where z = reiθ, we get
(28) ρn+k,n =
√
n!(n + k)!
(2n+ k)!
∂2n+k
∂r2n+k
[
er
2 1
2π
∫ 2pi
0
eikθQρ(re
iθ)dθ
] ∣∣∣∣
r=0
.
Remark 1. We lose this setion with a note on reonstruting the state from the Wigner
funtion. In the above disussion we have not made any assumptions on the state of the
system, and as a result, the values of the parameter λ had to be restrited. In partiular,
neither of the methods gives us a reonstrution formula for the Wigner funtion, that is, for
λ = −1. Sine in both ases the restritions are related to the onvergene issues, it is lear
that one an obtain a reonstrution formula for the Wigner funtion if one knows a priori
that the matrix elements of the state fall o fast enough. For example, if one assumes that
the series
∑∞
n=0 |ρn+k,n|
√
(n+k)!
n!
onverges for all k ∈ N, the integration method gives a formula
also for the Wigner funtion. Clearly the oherent state ρ = |z〉〈z| satises this ondition. It is
easy to hek that the dierentiation method also works for the Wigner funtion of a oherent
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state. That is, the series (23) onverges for λ = −1 and the ondition of Lemma 3 is satised.
Another assumption whih allows the reonstrution of the state for all (nonzero) values of λ,
is the niteness of the state matrix. In that ase, the dierentiation method works well. It is
interesting to note that the method works regardless of the size of the state matrix, as long as
it is nite. A similar observation an be made about the integration method in the ase of the
Wigner funtion.
5. Conlusion
We have onsidered the problem of state reonstrution in the ases where the measured dis-
tributions are either rotated quadrature distributions or λ-parametrized distributions. We have
proved three reonstrution formulas using the method of innite matrix inversion, while paying
lose attention to the mathematial details. In partiular, we have analyzed the onvergene
issues whih, in the ase of the λ-distributions, give restritions onerning the values of λ for
whih the reonstrution formulas are valid. For the quadrature distributions we have given an
alternative proof for the known formula (11). In the ase of the λ-distributions we derived two
dierent formulas, namely equations (21) and (27), obtained via two dierent methods. The
integration method provides a formula, whih works only for negative values of λ, and therefore
annot be used diretly on measurement statistis. However, as we have seen, there are ways
to go around this problem. The λ-distributions for the negative values of λ an be onstruted
either from the rotated quadrature distributions by means of a generalized Markov kernel, or
from another λ-distribution, orresponding to a positive λ, by inverting a ertain onvolution
transform. The dierentiation method has also its limitations with 1/2 as the upper bound for
|λ|.
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Appendix A
We have olleted here the proofs of the three tehnial lemmas needed in setion 4, namely
Lemmas 2, 3, and 4.
Proof of Lemma 2. Let k ∈ N and dene x := (2 − λ − λ−1)r2. Dene for eah N ∈ N the
funtion fλN,k,l : [0,∞)→ C by
fλN,k,l(x) :=
1
2
√
l!
(l + k)!
λ−l
N∑
n=0
ρn+k,n
√
n!
(n+ k)!
λnxke−xLkn(x)L
k
l (x).
Now the funtion xke−xLkn(x)L
k
l (x) an be estimated [14℄, and we get
|xke−xLkn(x)Lkl (x)| ≤ 2k(n + 1) · · · (n+ k)e−
x
2 |Lkl (x)| = 2k
(n + k)!
n!
e−
x
2 |Lkl (x)|
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for all x ∈ [0,∞). This implies
|fλN,k,l(x)| =
1
2
√
l!
(l + k)!
|λ|−l
∣∣∣∣
N∑
n=0
ρn+k,n
√
n!
(n+ k)!
λnxke−xLkn(x)L
k
l (x)
∣∣∣∣
≤ 1
2
√
l!
(l + k)!
|λ|−l
N∑
n=0
|ρn+k,n|
√
n!
(n+ k)!
|λ|n|xke−xLkn(x)Lkl (x)|
≤ 1
2
√
l!
(l + k)!
|λ|−l
N∑
n=0
|ρn+k,n|
√
n!
(n+ k)!
|λ|n2k (n+ k)!
n!
e−
x
2 |Lkl (x)|
≤ 2k−1
√
l!
(l + k)!
|λ|−l
N∑
n=0
|ρn+k,n||λ|n
√
(n + k)!
n!
e−
x
2 |Lkl (x)|.
Sine |ρn+k,n| ≤ 1 for all n, k ∈ N, the series
∑∞
n=0 |ρn+k,n||λ|n
√
(n+k)!
n!
onverges for all k ∈ N by
the ratio test. That is, for eah k ∈ N, there exists a Ck ≥ 0 suh that
∑N
n=0 |ρn+k,n||λ|n
√
(n+k)!
n!
≤
Ck, for all N ∈ N. Thus we have
|fλN,k,l(x)| ≤ 2k−1
√
k!
(l + k)!
|λ|−lCke−x2 |Lkl (x)|,
for all N ∈ N. Sine Lkl (x) is a polynomial of order l, the funtion e−
x
2 |Lkl (x)| is integrable over
[0,∞), so the laim follows from the dominated onvergene theorem.

Proof of Lemma 3. Fix n ∈ N, and onsider the partial sum
Sk :=
k∑
p=n
(−1)p−nyp
(p− n)! .
Substitute the onvergent series yp =
∑∞
n′=p
xn′
(n′−p)! into it:
k∑
p=n
(−1)p−n
(p− n)!
∞∑
n′=p
xn′
(n′ − p)! =
k∑
p=n
∞∑
n′=p
(−1)p+n
(
p
n
)(
n′
p
)
n!
n′!
xn′ =
k∑
p=0
∞∑
n′=0
(−1)p+n
(
p
n
)(
n′
p
)
n!
n′!
xn′
=
∞∑
n′=0
[
k∑
p=0
(−1)p+n
(
n′
p
)(
p
n
)]
n!
n′!
xn′ = xn +R
n
k
where we have used the result
∑k
p=0(−1)p+n
(
n′
p
)(
p
n
)
= δn,n′, whih holds when k ≥ n′ [36, p. 4℄.
We have proved (a). To prove (b), we use a rude estimate
|Rnk | ≤
∞∑
n′=k+1
k∑
p=n
|xn′|
(p− n)!(n′ − p)! ≤
∞∑
n′=k+1
k∑
p=n
|xn′ |
(p− n)!(n′ − k)!
≤ e
∞∑
n′=k+1
|xn′|
(n′ − k)! = e
∞∑
n′=1
|xn′+k|
n′!
.
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Sine limn→∞ |xn| = 0, the sequene (xn)n∈N is bounded, i.e. there is a K > 0 with |xn| ≤ K
for all n ∈ N. Sine∑∞n′=1 Kn′! <∞, we an use e.g. the dominated onvergene theorem to get
0 =
∞∑
n′=1
0 =
∞∑
n′=1
lim
k→∞
|xn′+k|
n′!
= lim
k→∞
∞∑
n′=1
|xn′+k|
n′!
,
whih proves that limk→∞Rnk = 0. The proof is omplete.

Proof of Lemma 4. From eqs. (14) and (15) we see that
∂l[e(1−λ)r
2
Kλn,n+k(r)]
∂rl
=
√
n!
(n + k)!
(1− λ)k+1
n∑
u=0
λn−u
u!
(
n + k
n− u
)
(1− λ)2u∂
lr2u+k
∂rl
.
First, suppose that λ 6= 0. Sine |λ| < 1, we an hoose positive numbers ǫ and δ suh that
(1+ δ)|λ| < 1 and |(1−λ)2λ−1|ǫ2 ≤ δ. Let u0 be the smallest natural number with 2u0 ≥ l−k.
Then for u ≥ u0 we have
∂lr2u+k
∂rl
= (2u+ k)(2u+ k − 1) · · · (2u+ k − l + 1)r2u+k−l ≤ (2u+ k)lǫ2u+k−l
for all r ∈ [0, ǫ). Thus we have∣∣∣∣∂l[e(1−λ)r
2
Kλn,n+k(r)]
∂rl
∣∣∣∣ ≤
√
n!
(n+ k)!
|1− λ|k+1|λ|n(n + k)!
n∑
u=u0
|(1− λ)2λ−1|u
u!(n− u)!
(2u+ k)l
(k + u)!
ǫ2u+k−l
≤ |1− λ|k+1|λ|n(n + k)!ǫk−l
n∑
u=0
δu
u!(n− u)!
(2u+ k)l
(k + u)!
≤ |1− λ|k+1|λ|n (n + k)
n!
!ǫk−l
n∑
u=0
(
n
u
)
δu
(2u+ k)l
(k + u)!
.
Now the funtion u 7→ (2u+k)l
(k+u)!
is bounded by, say, M > 0, so
∣∣∣∣∂l[e(1−λ)r
2
Kλn,n+k(r)]
∂rl
∣∣∣∣ ≤M |1− λ|k+1(1 + δ)n|λ|n (n + k)!n! ǫk−l
for all r ∈ [0, ǫ). Sine (1 + δ)|λ| < 1 the series ∑∞n=0 (n+k)!n! (1 + δ)n|λ|n onverges by the ratio
test. The laim follows from the fat that |ρn+k,n| ≤ 1 for all n, k ∈ N.
Suppose now, that λ = 0. Let n0 be the smallest natural number with 2n0 ≥ l − k. The
series (23) redues to
∞∑
n=n0
ρn+k,n
1√
n!(n + k)!
∂lr2n+k
∂rl
=
∞∑
n=n0
ρn+k,n
1√
n!(n+ k)!
(2n+ k)!
(2n+ k − l + 1)!r
2n+k−l,
whih learly onverges on any interval [0, R), R > 0. The proof is omplete.

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Appendix B
In this appendix, we prove two formulas whih we used in the derivations of the reonstrution
formulas. The rst one gives the oeients cln(k) needed in the quadrature reonstrution
formula, and the seond one is the formula of Cahill and Glauber, rst proved in [8℄. Sine the
original proof does not ontain all the mathematial details, we reprodue it here somewhat
more arefully.
The funtion Y : R → R dened in setion 3 is an analyti funtion, and the derivatives of
Y have the series representations
Y (2p)(x) = (−1)p2p
∞∑
k=0
(−1)k(k + p)!
2k(2k)!
H2k(x),
Y (2p+1)(x) = (−1)p+12p
∞∑
k=0
(−1)k(k + p + 1)!
2k(2k + 1)!
H2k+1(x)
for all x ∈ R (see proof of Lemma 1 in the appendix of [18℄). We use the following well-known
result [15, p. 838, 7.375(1)℄: for all m, n, l ∈ N
Imnl =
∫
R
Hm(x)Hn(x)Hl(x)e
−x2dx =


√
pi 2m+n+l m!n! l!(
1
2
(m+n−l)
)
!
(
1
2
(n+l−m)
)
!
(
1
2
(l+m−n)
)
!
, m+ n+ l is even,
0, m+ n+ l is odd
where the last ase follows from the fat that HmHnHl is an odd funtion when m + n + l is
odd. Note that Imnl = 0 (in the even ase) also when l < |n−m|, sine then either 12(n+ l−m)
or
1
2
(l +m− n) is a negative integer.
For any j ∈ N the operator Y (j)(Q) is bounded and we an alulate its matrix elements.
Let p ∈ N be xed. For all m, n ∈ N
〈m|Y (2p)(Q)|n〉 = (−2)
p
√
π 2m+nm!n!
[(m+n)/2]∑
k=0
(−1)k(k + p)! Im,n,2k
2k(2k)!
,
〈m|Y (2p+1)(Q)|n〉 = −(−2)
p
√
π 2m+nm!n!
[(m+n−1)/2]∑
k=0
(−1)k(k + p+ 1)! Im,n,2k+1
2k(2k + 1)!
,
where [c] means the integer part of c; e.g. [1.5] = 1, and [−0.5] = 0. Note that 〈m|Y (2p)(Q)|n〉 =
0 when m+ n is odd, and 〈m|Y (2p+1)(Q)|n〉 = 0 when m+ n is even. As we will see, one gets
even more zero elements.
First, let m+ n be even. Sine 〈m|Y (r)(Q)|n〉 = 〈n|Y (r)(Q)|m〉 we may assume that m ≤ n
and dene u′ = n − m ≥ 0. Then n = m + u′ and m + n = 2m + u′ so that u′ = 2u where
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u ∈ N. Hene, let m, u ∈ N and alulate using [36, p. 8℄
〈m|Y (2p)(Q)|m+ 2u〉 = (−2)p
√
m! (m+ 2u)!
m+u∑
k=u
(−1)k(k + p)!
(m− k + u)! (k + u)! (k − u)!
= (−1)p+u2p
√
m! (m+ 2u)!
m∑
l=0
(−1)l(l + u+ p)!
(m− l)! (l + 2u)! l!
= (−1)p+u2p(p+ u)!
√
m!
(m+ 2u)!
(
m+ u− p− 1
m
)
= (−1)p+u+m2p(p+ u)!
√
m!
(m+ 2u)!
(
p− u
m
)
= 0, if and only if p ≥ u and m > p− u.
Seondly, let m + n be odd, m ≤ n, and dene u′ = n − m ≥ 0. Then n = m + u′ and
m+ n = 2m+ u′ so that u′ = 2u+ 1 where u ∈ N. Hene, let m, u ∈ N and alulate
〈m|Y (2p+1)(Q)|m+ 2u+ 1〉
= −(−2)p
√
2
√
m! (m+ 2u+ 1)!
m+u∑
k=u
(−1)k(k + p + 1)!
(m− k + u)! (k + u+ 1)! (k − u)!
= (−1)p+u+12p+1/2
√
m! (m+ 2u+ 1)!
m∑
l=0
(−1)l(l + u+ p+ 1)!
(m− l)! (l + 2u+ 1)! l!
= (−1)p+u+12p+1/2(p+ u+ 1)!
√
m!
(m+ 2u+ 1)!
(
m+ u− p− 1
m
)
= (−1)p+u+m+12p+1/2(p+ u+ 1)!
√
m!
(m+ 2u+ 1)!
(
p− u
m
)
= 0, if and only if p ≥ u and m > p− u.
Now we know exatly the matrix elements of any Y (j).
We will now proeed to the proof of the formula of Cahill and Glauber, namely the relation
(29) 〈n|D(z)KλD(z)∗|m〉 =
√
n!
m!
e−(1−λ)|z|
2
(1− λ)m−n+1zm−nλnLm−nn (−(1− λ)2|z|2/λ),
where n,m ∈ N. For any λ ∈ C dene
Kλ := (1− λ)λN = (1− λ)
∞∑
k=0
λn|n〉〈n|,
on the domain
D(Kλ) =
{
ϕ ∈ H
∣∣∣∣
∞∑
n=0
|λ|2n|〈n|ϕ〉|2 <∞
}
.
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It follows from the usual spetral theory that (Kλ)∗ = Kλ. In addition,
(30) D(z)|k〉 ∈ D(Kλ), k ∈ N, z ∈ C.
Indeed, we have
|〈n|D(z)|k〉|2 = k!
n!
e−|z|
2|z|2(n−k)|Ln−kk (|z|2)|2, n ≥ k,
and |Ln−kk (|z|2)|2 ≤
(
n!
k!(n−k)!
)2
e|z|
2
(see e.g. [1, p. 786, 22.14.13℄), so that
∞∑
n=k
|λ|2n|〈n|D(z)|k〉|2 ≤ 1
k!
∞∑
n=k
|λ|2n n!
((n− k)!)2 |z|
2(n−k) =
|λ|2k
k!
∞∑
n=0
|λz|2n (n+ k)!
(n!)2
<∞,
the last series onverging by the ratio test. Beause of (30), the operator D(z)KλD(z)∗ is
densely dened, with the domain ontaining all the number states. Hene, the left hand side
of the relation (29) makes sense.
By (30), also the oherent states belong to the domain of D(z)KλD(z)∗. Using (30) again,
we an write
〈β|D(z)KλD(z)∗|β〉 =
∞∑
m,n=0
〈β|n〉〈n|D(z)KλD(z)∗|m〉〈m|β〉
= e−|β|
2
∞∑
m,n=0
βmβ
n
√
m!n!
〈n|D(z)KλD(z)∗|m〉.(31)
To prove (29), one rst alulates
〈β|D(z)KλD(z)∗|β〉 = 〈β − z|Kλ|β − z〉 = (1− λ)
∞∑
n=0
λn〈β − z|n〉〈n|β − z〉
= (1− λ)e− 12 (|β−z|2+|β−z|2)
∞∑
n=0
λn
|β − z|2n
n!
= (1− λ) exp[(λ− 1)|β − z|2] = exp[(λ− 1)(|β|2 + |z|2 − βz − zβ)]
= (1− λ) exp[−|β|2 + (λ− 1)|z|2] exp[β((1− λ)z + λβ)] exp[(1− λ)zβ]
= (1− λ) exp[−|β|2 + (λ− 1)|z|2]
∞∑
m=0
βm
m!
[(1− λ)z + λβ]m exp[(1− λ)zβ]
= (1− λ)e−|β|2+(λ−1)|z|2
∞∑
m=0
βm
m!
[(1− λ)z]m
(
1 +
λβ
(1− λ)z
)m
exp
[(
((1− λ)|z|)2
λ
)
βλ
(1− λ)z
]
,
where one has to assume that z 6= 0, λ 6= 0, and λ 6= 1. Now one an use the formula
(1 + y)m exp[−xy] = ∑∞n=0 Lm−nn (x)yn, whih holds for |y| < 1 [15, p.1038, 8.975(2)℄, with
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x = − ((1−λ)|z|)2
λ
and y = λβ
(1−λ)z . This then requires that |β| < |(λ−1 − 1)z|. One obtains
〈β|D(z)KλD(z)∗|β〉
= (1− λ)e−|β|2+(λ−1)|z|2
∞∑
m,n=0
βmβ
n
m!
[(1− λ)z]m
(
λ
(1− λ)z
)n
Lm−nn
(
((1− λ)|z|)2
−λ
)
= (1− λ)e−|β|2
∞∑
m,n=0
βmβ
n
√
m!n!
(√
n!
m!
e(λ−1)|z|
2
[(1− λ)z]m−nλnLm−nn
(
−(1− λ)
2|z|2
λ
))
.
Putting z = reiθ, we get
〈β|D(z)KλD(z)∗|β〉
= e−|β|
2
∞∑
m,n=0
βmβ
n
√
m!n!
(
ei(n−m)(1− λ)
√
n!
m!
e(λ−1)r
2
[(1− λ)r]m−nλnLm−nn
(
−(1− λ)
2r2
λ
))
.
By omparing this with (31), we get the result.
Referenes
[1℄ M. Abramowitz, I. A. Stegun (eds.), Handbook of Mathematial Funtions, National Bureau of Standards,
Applied Mathematis Series - 55, Tenth printing with orretions, 1972.
[2℄ P. Albini, E. de Vito, A. Toigo, Quantum homodyne tomography as an informationally omplete positive-
operator-valued measure, J. Phys. A: Math. Theor. 42 (2009) 295302.
[3℄ B. H. Armstrong, Spetrum line proles: the Voigt funtion, J. Quant. Spetros. Radiat. Transfer 7 (1967)
61-88.
[4℄ J. Bertrand, P. Bertrand, A tomographi approah to Wigner's funtion, Found. Phys 17 (1987) 397-405.
[5℄ M. S. Birman, M. Z. Solomjak, Spetral Theory of Self-Adjoint Operators in Hilbert Spae, D. Reidel,
Dordreht, 1987.
[6℄ P. Bush, P. Lahti, The determination of the past and the future of a physial system in quantum mehanis,
Found. Phys. 19 (1989) 633-678.
[7℄ G. Cassinelli, G.M. D'Ariano, E. De Vito, A. Levrero, Group theoretial quantum tomography, J. Math.
Phys. 41 (2000) 7940-7951.
[8℄ K. E. Cahill, R. J. Glauber, Ordered expansions in boson amplitude operators, Phys. Rev. 177 (1969)
1857-1881.
[9℄ R. G. Cooke, Innite Matries and Sequene Spaes, Dover Publiations, In., New York, 1955.
[10℄ K. E. Cahill, R. J. Glauber, Density operators and quasiprobability distributions, Phys. Rev. 177 (1969)
1882-1902.
[11℄ G. M. D'Ariano, C. Mahiavello, M. G. A. Paris, Detetion of the density matrix through optial homodyne
tomography without ltered bak projetion, Phys. Rev. A 50 (1994) 4298-4302.
[12℄ G. M. D'Ariano, C. Mahiavello, M. G. A. Paris, Optimized phase detetion, Phys. Lett. A 198 (1995)
286-294.
[13℄ G. M. D'Ariano, S. Manini, P. Tombesi, V. I. Man'ko, Reonstruting the density operator by using
generalized eld quadratures, Quant. Semilass. Opt. 8 (1996) 1017-1027.
[14℄ A. J. Duran, A bound on the Laguerre polynomials, Studia Math. 100 (1991) 169-181.
[15℄ I. S. Gradshteyn, I. M. Ryzhnik, Table of Integrals, Series, and Produts, Correted and Enlarged Edition,
Aademi Press, In., Orlando, 1980.
[16℄ J. Kiukas, P. Lahti, On the moment limit of quantum observables, with an appliation to the balaned
homodyne detetion, J. Mod. Opt. 55 (2008) 1175-1198.
[17℄ J. Kiukas, P. Lahti, A note on the measurement of phase spae observables with an eight-port homodyne
detetor, J. Mod. Opt. 55 (2008) 1891-1898.
24
[18℄ J. Kiukas, P. Lahti, J.-P. Pellonpää, A proof for the informational ompleteness of the rotated quadrature
observables, J. Phys. A: Math. Theor. 41 (2008) 175260.
[19℄ H. Kühn, D.-G. Welsh, W. Vogel, Determination of density matries from eld distributions and quasiprob-
abilities, J. Mod. Opt. 41 (1994) 1607-1613.
[20℄ P. Lahti, J.-P. Pellonpää, Continuous variable tomographi measurements, Phys. Lett. A 373 (2009) 3435-
3438.
[21℄ D. Leibfried, D. M. Meekhof, B. E. King, C. Monroe, W. M. Itano, D. J. Wineland, Experimental deter-
mination of the motional quantum state of a trapped atom, Phys. Rev. Lett. 77 (1996) 4281-4285.
[22℄ U. Leonhardt, M. Munroe, T. Kiss, Th. Rihter, M. G. Raymer, Sampling of photon statistis and density
matrix using homodyne detetion, Opt. Comm. 127 (1996) 144-160.
[23℄ U. Leonhardt, H. Paul, Realisti optial homodyne measurements and quasiprobability distibutions, Phys.
Rev. A 48 (1993) 4598-4604.
[24℄ U. Leonhardt, Measuring the Quantum State of Light, Cambridge University Press, 1997.
[25℄ U. Leonhardt, H. Paul, G. M. D'Ariano, Tomographi reonstrution of the density matrix via pattern
funtions, Phys. Rev. A 52 (1995) 4899-4907.
[26℄ P. Lougovski, E. Solano, Z. M. Zhang, H. Walther, H. Mak, W. P. Shleih, Fresnel representation of the
Wigner funtion: an operational approah, Phys. Rev. Lett. 91 (2003) 010401.
[27℄ S. Manini, V. I. Man'ko, P. Tombesi, Sympleti tomography as lassial approah to quantum systems,
Phys. Lett. A 213 (1996) 1-6.
[28℄ S. Manini, P. Tombesi, V. I. Man'ko, Density matrix from photon number tomography, Europhys. Lett.
37 (1997) 79-83.
[29℄ J. H. MCabe, A ontinued fration expansion, with a trunated error estimate, for Dawson's integral,
Math. Comp. 28 (1974) 811-816.
[30℄ L. A. Milone, A. A. E. Milone, Evaluation of Dawson's funtion, Astrophys. Spae Si. (1988) 189-191.
[31℄ S. De Niola, R. Fedele, M. A. Man'ko, V. I. Man'ko, Fresnel tomography: a novel approah to the wave
funtion reonstrution based on Fresnel representation of tomograms, arXiv:0503043.
[32℄ M. G. A. Paris, Quantum state measurement by realisti heterodyne detetion, Phys. Rev. A 53 (1996)
2658-2663.
[33℄ J.-P. Pellonpää, Quantum tomography, phase spae observables, and generalized Markov kernels, J. Phys.
A: Math. Theor., in press, arXiv:0906.2101.
[34℄ E. Prugove£ki, Information-theoretial aspets of quantum measurement, Int. J. Theor. Phys. 16 (1977)
321-331.
[35℄ C. R. Putnam, Commutation Properties of Hilbert Spae Operators and Related Topis, Springer-Verlag,
Berlin, 1967.
[36℄ J. Riordan, Combinatorial Identities, John Wiley & Sons, in., New York, 1968.
[37℄ F. Shreier, The Voigt funtion and omplex error funtion: a omparison of omputational methods, J.
Quant. Spetros. Radiat. Transfer. 48 (1992) 743-762.
[38℄ D.T. Smithey, M. Bek, M.G.Raymer, A. Faridina, Measurement of the Wigner distribution and the density
matrix of a light mode using optial homodyne tomography: appliation to squeezed states and the vauum,
Phys. Rev. Lett. 70 (1993) 1244-1247.
[39℄ J. Spanier, K. B. Oldham, An Atlas of Funtions, Hemisphere Publishing Company, 1987.
[40℄ K. Vogel, H. Risken, Determination of quasiprobability distributions in terms of probability distributions
for the rotated quadrature phase, Phys. Rev. A 40 (1989) 2847-2849.
[41℄ R. Werner, Quantum harmoni analysis on phase spae, J. Math. Phys. 25 (1984) 1404-1411.
[42℄ D.-G. Welsh, W. Vogel, T. Opatrný, Homodyne detetion and quantum state reonstrution,
arXiv:0907.1353.
25
Institute for Theoretial Physis, University of Hannover, Hannover, Germany
E-mail address : jukka.kiukasutu.fi
Department of Physis and Astronomy, University of Turku, Turku, Finland
E-mail address : juha-pekka.pellonpaautu.fi
Department of Physis and Astronomy, University of Turku, Turku, Finland
E-mail address : jussi.shultzutu.fi
26
