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The goal of this document is to provide additional
technical details regarding the results reported on in the
manuscript.
S-1. The friction law
The friction law used in this work, and whose steady-
state behavior is plotted in Fig. 1 in the manuscript, is
the same one used previously in [1]. The friction law is
defined by the relation between the shear stress τ ≡σxy
and the compressive normal stress σ≡−σyy at the inter-
face, τ=σ sgn(v)f (|v| , φ), and by the evolution equation
for state variable φ, φ˙=g (|v| , φ). The constitutive func-
tions f (|v| , φ) and g (|v| , φ) used in this work take the
form
f (|v| , φ) =
[
1 + b log
(
1 +
φ
φ∗
)]
× (S1) f0√
1 + (v∗/v)
2
+ α log
(
1 +
|v|
v∗
) ,
g (|v| , φ) = 1− |v|φ
D
√
1 + (v∗/v)
2
, (S2)
where φ represents the typical age/maturity of con-
tact asperities that compose the spatially-extended in-
terface [2, 3].
Equation (S1) identifies (up to log2 terms) with the
conventional Ruina-Rice rate-and-state friction [4–8], f'
f0+f0b log(φ/φ∗)+α log(|v| /v∗), if “1” in both log terms
in is omitted and
√
1 + (v∗/v)
2 → 1. Here f0 sets the
scale of the dimensionless frictional resistance (friction
coefficient), b is the aging coefficient and α is related
to the thermally-activated rheology of contact asperi-
ties [2, 3]. In many cases, we have f0b>α, which implies
that steady-state friction (where φ=D/|v|) is velocity-
weakening, i.e. f decreases with increasing |v|. The con-
stitutive functions f (|v| , φ) and g (|v| , φ) in Eqs. (S1)-
(S2) go beyond the conventional rate-and-state friction
relation in three respects; first, the “1” in the α term
and the function 1/
√
1 + (v∗/v)
2
that multiplies f0 (both
with a very small v∗) that ensure both that f vanishes
as v→ 0 and that a low-v velocity-strengthening regime
exists prior to the velocity-weakening regime [9]. Second,
the “1” in the b term that implies that φ∗ is a short-time
cutoff on logarithmic aging [5, 10, 11], which in turn leads
to a high-v minimum in the steady-state f and to another
velocity-strengthening regime, as documented for many
materials [12]. Third, the function
√
1 + (v∗/v)
2
that ap-
pears also in g (|v| , φ), which ensures that for vanishingly
small steady-state velocities, φ saturates after extremely
long times to a finite value of D/v∗, rather than diverges.
Note that the authors of [13] invoked a similar regulariza-
tion of the φ˙ equation; however, while this regularization
is crucial for the existence of their 2D steady-state pulse
solutions, in our case it makes no difference (even quan-
titatively the differences are minute) because the steady
frictional resistance increases smoothly from zero at van-
ishing steady-state sliding velocities, hence in the main
text we omitted
√
1 + (v∗/v)
2
from g (|v| , φ) (though it
is included in the calculations).
S-2. The calculation of the velocity-weakening
linear frictional instability nucleation length Lc
The calculation of the nucleation length Lc, associated
with the velocity-weakening linear frictional instability,
appeared in previous publications (e.g. [1]). The main
procedure is repeated here for completeness. We perform
a linear stability analysis of an interface steadily sliding
at a velocity V . We start with the steady-state frictional
relation τ = σfss(V ), where fss is plotted in Fig. 1 of the
manuscript, from which we obtain
δτ = σδf + fδσ = σ (fvδv + fφδφ) + fδσ , (S3)
where we use the shorthand fv = ∂vf , evaluated at
steady-state, and similar notations used for φ derivatives
and later on for derivatives of g. The normal stress at
the interface, σ, is assumed to be constant (i.e. physical
mechanisms that generate normal stress variations, such
as bi-material contrast [1, 14], are not considered here).
In 1D, i.e. in the small height limit, σ at the interface
equals, by definition, to −σyy(y=H) [15]. As σ is con-
stant, δσ=0 and the last term in the above equation can
be dropped. We assume that all of the fields are propor-
tional to a Fourier mode eΛt−ikx such that δv=Λδu and
δφ= gvΛ−gφ δv. Putting it all together, we find
δτ = σ
(
fv + fφ
gv
Λ− gφ
)
Λδu . (S4)
2δτ is obtained from the bulk solution [1, 14]. In this work
the bulk is described by linear elasticity [16] and for the
calculation of Lc we focus on the quasi-static limit, which
implies that δτ does not depend on Λ. At the critical
wavenumber kc = 2pi/Lc, we have Λ = iω, and we can
decompose Eq. (S4) into its real and imaginary parts
G
(
2pi
Lc
)
+
fφgvσω
2
g2φ + ω
2
= 0 , fvσω − fφgvgφσω
g2φ + ω
2
= 0 ,
(S5)
where we defined the elastic transfer function G(k) ≡
δτ/δu. The imaginary part implies
ω2 =
gφ(fφgv − fvgφ)
fv
= −g
2
φ
fv
f ′ss(V ) , (S6)
which means there is a solution only for f ′ss(V ) < 0,
i.e. for velocity-weakening friction (note that fv > 0).
Substituting this result into the real part above, we ob-
tain
G
(
2pi
Lc
)
= σgφf
′
ss(V ) , (S7)
from which Lc can be extracted. Note that gφ<0.
In the 1D approximation we have G(k) = GHk2 [15],
which implies
L(1D)c = 2pi
√
GH
σgφf ′ss(V )
. (S8)
L
(1D)
c (without the superscript) is used to normalize
quantities of length dimension in the 1D part of the
manuscript. In 2D, under mode-III symmetry conditions,
we have G(k) = µ |k| /2, which implies
L(2D)c =
piµ
σgφf ′ss(V )
. (S9)
L
(2D)
c (without the superscript) is used to normalize
quantities of length dimension in the 2D part of the
manuscript. Finally, note that for g(|v|, φ) of Eq. (S2),
we have gφ =−V/D in Eqs. (S8)-(S9) (where V  v∗ is
assumed).
S-3. Scaling theory of L∗(τd) in 1D and 2D
A simple scaling estimate of the steady-state Eq. (2)
in the manuscript reads
GH
β c
v
L∗
∼ τd − τ∗ , (S10)
where τ∗ is used as the characteristic stress scale and L∗
as the characteristic length. A simple scaling estimate of
the steady-state Eq. (3) in the manuscript reads
β c φ
L∗
∼ φ v
D
, (S11)
where we are interested in the dynamic regime where the
aging contribution (the “1” on the RHS) is negligible.
Note that φ can be eliminated from both sides. Multi-
plying Eqs. (S10)-(S11), we obtain
L∗ ∼
√
GH D
τd − τ∗ , (S12)
which reveals both the scaling of L∗ as τd→ τ∗ and its
dependence on the bulk and interfacial properties.
In the manuscript we use the velocity-weakening nucle-
ation length Lc discussed above to normalize L
∗. Using
L
(1D)
c of Eq. (S8) we obtain
L∗(τd)
L
(1D)
c
= A1D
√
τ∗
τd − τ∗ , (S13)
which is supported by the numerical results in the
manuscript, cf. the dashed yellow line in Fig. 3a in which
τ∗ is explicitly marked and A1D =0.314 is used.
To generate the corresponding scaling estimate in 2D,
we need to replace Eq. (2) in the manuscript by its 2D
counterpart. The latter is given by the steady-state ver-
sion of Eq. (S28) below and its scaling estimate reads
v
β cs
∼ τd − τ
∗
µ
, (S14)
where again τ∗ is used as the characteristic stress scale.
Together with Eq. (S11) (where c is replaced by cs),
which is independent of the spatial dimension, we obtain
L∗ ∼ µD
τd − τ∗ . (S15)
In fact, this relation can be obtained from the 1D result
in Eq. (S12) without any explicit knowledge of the 2D
problem. To see this, note that 1D result in Eq. (S12)
should cross over to the 2D result for a typical system
height H that satisfies L∼H in both 1D and 2D, directly
leading to Eq. (S15). Finally, normalizing by L
(2D)
c of
Eq. (S9), we obtain
L∗(τd)
L
(2D)
c
= A2D
τ∗
τd − τ∗ , (S16)
which is in reasonably good agreement with the numeri-
cal results in the manuscript, cf. the dashed yellow line in
Fig. 5 in which τ∗ is explicitly marked and A2D = 0.430
is used. Finally, note that the result in Eq. (S16) is in
fact valid also in 3D.
S-4. Existence and stability of steady-state
travelling solutions in the 1D approximation
In the 1D limit, our equations take the form [15, 17, 18]
∂tu(x, t) = v(x, t) , (S17)
HG
(
c−2∂tt − ∂xx
)
u(x, t) = τd − σf [v(x, t), φ(x, t)] ,
(S18)
∂tφ(x, t) = g [v(x, t), φ(x, t)] . (S19)
3A transformation to a co-moving frame of reference, mov-
ing at velocity βc, implies ∂x → ∂ξ and ∂t → ∂t−βc∂ξ,
where ξ ≡ x−βct, leading to the following set of equa-
tions
(∂t − βc∂ξ)u(ξ, t) = v(ξ, t) , (S20)
HG
(
c−2∂tt − 2βc−1∂ξt −
(
1− β2) ∂ξξ)u(ξ, t) =
τd − σf [v(ξ, t), φ(ξ, t)] , (S21)
(∂t−βc∂ξ)φ(ξ, t) = g [v(ξ, t), φ(ξ, t)] . (S22)
To derive steady-state solutions, we omit all partial time-
derivatives from Eqs. (S20)-(S22). Equation (S20) leads
to
− βc∂ξu(ξ) = v(ξ) ⇒ u(ξ) = − 1
βc
∫ ξ
0
v(Ξ) dΞ .
(S23)
Omitting the time-dependence from Eqs. (S21)-(S22) and
substituting the expression for u into Eq. (S21), we end
up with two ODE’s
v′(ξ) =
βc
(1− β2)HG (τd − σf [v(ξ), φ(ξ)]) , (S24)
φ′(ξ) = −β−1c−1g [v(ξ), φ(ξ)] , (S25)
where β, the nonlinear eigenvalue in the problem, is still
unknown. This dynamical system can be analyzed using
standard tools [19, 20]. That being stated, we do note
that Eqs. (S24)-(S25) are generically stiff in the math-
ematical sense, i.e. they feature widely different scales
of variation, and hence even their numerical analysis is
nontrivial. This is demonstrated explicitly below.
We first look for the fixed-points of Eqs. (S24)-(S25),
i.e. v′(ξ) =φ′(ξ) = 0, which leads to {v, φ}= {V, φss(V )}
that satisfy g [V, φss(V )] = 0 and fss(V )≡f [V, φss(V )]=
τd/σ. Recall that fSS(V ) is shown in Fig. 1 in the
manuscript. Since we are looking for solutions which
approach prescribed values of V as ξ → ±∞, we are
interested in the asymptotic behavior of the equations
around these fixed-points. A linear stability analysis of
Eqs. (S24)-(S25) shows that for f ′ss(V ) > 0, i.e. for V
on a velocity-strengthening branch of fss(V ), the fixed-
points are in fact saddle points. That is, both eigenval-
ues are real, one is negative, λ−< 0 and one is positive,
λ+ > 0. The associated eigenvectors are denoted by ~q±.
This implies that any solution converging to a fixed-point
as ξ → ±∞ must do so along a particular eigenvector,
i.e. ~q− for ξ→+∞ (λ− < 0 is relevant here in order to
avoid divergence in this limit) and ~q+ for ξ→−∞ (λ+>0
is relevant here in order to avoid divergence in this limit).
With these properties in mind, finding steady-state solu-
tions is straightforward. We integrate Eqs. (S24)-(S25)
starting from both large positive and negative values of
ξ, using the initial condition {v, φ}= {V, φss(V )} + ε~q±,
where ε is a small parameter. We use an initial guess
for the value of β, which is improved iteratively using a
shooting method [21] (similar to that used in [15, 17])
until the solutions from both ends meet.
An example for the existence of steady-state pulse so-
lutions and their properties, here for τ = 1.05τd, is pre-
sented in Fig. S1. Here, as we are looking for a slip pulse
solution, we demand that both ends of the solution con-
verge to Vstick. The behavior of the system of equations
in the φ−v plane, for two close values of β, is considered:
1. Dashed green line on the left panel: Here we
start integrating from the Vstick fixed-point (black cir-
cle) along a trajectory that corresponds to a decreasing
ξ (starting from a large positive value). The solution
first progresses horizontally and then curves down to-
ward the steady-state solution which corresponds to
Vvw (brown square). For the value of β we use here
(β = 0.00333), the Vvw fixed-point is a repeller (for
an increasing ξ) and consequently the solution spirals
down toward it (because it is a backwards solution,
i.e. ξ is decreased).
2. Solid blue line on the left panel: Here we start
integrating from the Vstick fixed-point (black circle)
along a trajectory that corresponds to an increasing
ξ (starting from a large negative value). This solu-
tion curves down toward Vvw, but avoids it as it is a
repeller.
3. Dashed green line on the right panel: Here the
value of β is slightly increased (β=0.00334). We then
start integrating from the Vstick fixed-point (black cir-
cle) along a trajectory that corresponds to a decreasing
ξ (starting from a large positive value). The solution
initially follows the dashed green line of the left panel,
but as it approaches Vvw, it is repelled away from it.
4. Solid blue line on the right panel: The solution
initially follows the solid blue line on the left panel,
but eventually settles into a finite limit cycle around
Vvw.
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FIG. S1. An example of the existence of a steady-state pulse
solution (see details in the text). The left panel is for β =
0.00333 and the right is for β=0.00334.
While the results presented in Fig. S1 do not explic-
itly demonstrate a steady-state pulse solution, i.e. a tra-
jectory that starts and ends at Vstick, they do demon-
strate without doubt that such a solution exists within
4an extremely narrow range of β values (here between
β = 0.00333 and β = 0.00334), which is a manifestation
of the stiffness of the underlying equations. To see this,
note that phase-plane curves change smoothly as a pa-
rameter (in our case β) is varied smoothly. Consequently,
there must exist a value of β between β = 0.00333 and
β = 0.00334 for which the qualitatively different behav-
iors presented in Fig. S1 are exchanged. At this value of
β, which corresponds to a homoclinic bifurcation [19, 20],
a homoclinic solution exists, i.e. a solution which starts
and ends at the same fixed-point, corresponding to a slip
pulse. In fact, the slip pulse solution serves as a separa-
trix [19, 20] between the two qualitatively different be-
haviors. The pulse propagation velocity can be estimated
as the average between β=0.00333 and β=0.00334 (note
though that the exact pulse propagation velocity does not
identify with the value of β for which Vvw changes from
a repeller to an attractor). The spatial profile of pulse’s
slip velocity, as shown in Fig. 2 in the manuscript, can
be constructed if the trajectories nearly overlap (to an
arbitrary accuracy), as in our case. This is demonstrated
in Fig. S2. From the spatial profile, we can calculate the
width of the pulse, L∗, defined as the distance between
the two points where v(ξ) = Vvw. We also calculate vm,
which is the maximal velocity of the pulse. The proce-
dure described in this example can be repeated for differ-
ent τd’s to obtain the complete spectrum of steady-state
slip pulses. A similar procedure is used to derive rupture
and healing front solutions.
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FIG. S2. The same as Fig. 2 in the manuscript (here the
dimensional quantities are plotted), except that the two seg-
ments corresponding to Fig. S1, are plotted (dashed green and
solid blue lines). An almost perfect overlap between the two
segments over some spatial range is observed, which justifies
plotting a single curve in Fig. 2 in the manuscript.
As described in the manuscript, we next addressed
the stability of the steady-state pulse solutions. This is
done by solving the partial differential Eqs. (S20)-(S22)
through the method of lines [22] and using the perturba-
tion procedure described in the manuscript.
S-5. Steady-state slip pulses as critical nuclei:
Perturbations in dynamical calculations
To test the idea that the steady-state slip pulses play
the role of non-equilibrium critical nuclei for the onset
of rapid slip, we introduced perturbations into the orig-
inal equations as initial conditions. In 1D, these per-
turbations are obtained from the steady-state pulse so-
lutions corresponding to L∗(τd) in the following manner:
(i) For τd>τ
∗, perturbations with L>L∗ are obtained by
stretching the steady-state pulse solutions corresponding
to a given τd and perturbations with L < L
∗ are ob-
tained by compressing them. (ii) For τd < τ
∗, we used
the steady-state pulse solutions corresponding to L=L∗
as initial conditions, but solved the dynamical equation
with values in the range τd < τ
∗. We then tracked the
system’s evolution, by solving Eqs. (S17)-(S19) using the
same method of lines [22] mentioned above, for each point
in the L − τd plane to determine whether the perturba-
tions decay back to Vstick or bring the system to Vvs,
resulting in Fig. 3a in the manuscript.
In 2D, we introduced Gaussian perturbations into a
steady sliding state at Vstick. These perturbations are
characterized by a width L, corresponding to 10 Gaussian
standard deviations (this choice is explained below), and
peak amplitude vp. The perturbation in φ is determined
by v through steady-state conditions. The explicit initial
conditions take the form
v(x, 0) = Vstick + e
− 50x2
L2 (vp − Vstick) , (S26)
u(x, 0) = 0 , φ(x, 0) = φss(v(x, 0)) , (S27)
and are introduced at the center of the domain. We used
vp =0.167vmin (except for the smallest τd value for which
we used 0.193vmin). The 2D equations, to be described
in more detail in Sect. S-7 below, were solved, leading
to Fig. 5 in the manuscript. The robustness of the 2D
phase-diagram against variations in the amplitude of the
Gaussian perturbations, as long as it is larger than Vvw,
is demonstrated in Fig. S3.
S-6. Steady-state slip pulses for friction curves that
feature no minimum
As argued in the manuscript, while it is appealing to
think of steady-state slip pulses as emerging from the
interaction of steady-state rupture and healing fronts,
which vanishes at a finite stress τ∗, this is not a necessary
condition. To show this, we consider a steady-state fric-
tion curve that features no minimum, for which steady-
state rupture and healing fronts — and hence τ∗ — do
not exist. In particular, we consider f given in Eq. (S1)
above, except that we drop the “1” in the φ logarithmic
term. This change (the φ˙ equation remains unchanged)
eliminates the minimum [15, 17], as shown in Fig. S4.
We repeated the calculations described above and derived
steady-state slip pulse solutions in this case. The results
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FIG. S3. To demonstrate the robustness of our physical pic-
ture against variations in the amplitude of the Gaussian per-
turbations, we present here results for amplitudes both sig-
nificantly smaller (yet larger than Vvw) and larger than the
amplitude used in Fig. 5 in the manuscript. In particular,
for three values of τd, indicated above each rectangle inside
the figure, we used widely different amplitudes (as also indi-
cated above each rectangle, the first one corresponds to the
left column, the second one to the middle column and the
third one to the right column). The reference amplitude, cor-
responding to the middle column in each rectangle, is the one
used in Fig. 5 in the manuscript (the reference amplitudes
are vp1 = 0.167vmin and vp2 = vp3 = 0.193vmin). The results
(using the same symbol and color codes as in Fig. 5) exhibit
negligible variations with the amplitude, further demonstrat-
ing the robustness of the 2D phase-diagram using Gaussian
perturbations.
for L∗(τd), vm(τd) and βp are shown in Fig. S5, together
with the results reported in Fig. 3 in the manuscript. We
observe that steady-state slip pulses exist in the absence
of a minimum in the steady-state friction curve, where
the main difference relative to the case in which a mini-
mum exists is the absence of a finite τ∗.
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FIG. S4. The steady-state friction coefficient, fss, correspond-
ing to steady-state conditions in Eq. (S1) (brown line, which
is identical to the solid brown line in Fig. 1 in the manuscript).
The same, except that the “1” in the φ logarithmic term in
Eq. (S1) is omitted (black line), resulting in the elimination
of the minimum.
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FIG. S5. L∗(τd) (panel a), vm(τd) (inset panel a) and βp(τd)
(panel b) for both the friction curve with a minimum (brown
lines here and in Fig. S4) and without (black lines here and in
Fig. S4). The brown lines here are identical to the blue lines
in Fig. 3 in the manuscript, just without any normalization.
The dashed vertical line represents τ∗.
We note in passing that in 2D (and 3D) in infinite
systems the radiation of elastic waves from the interface
to infinity effectively alters the friction law such that
an effective minimum in the steady-state friction rela-
tion emerges, even when the bare relation features no
minimum. In particular, this radiation process appears
as a contribution that is proportional to the slip veloc-
ity in the interfacial relation, cf. Eq. (S28) and the text
below it. Consequently, we expect such 2D (and 3D)
calculations — even in the absence of pure interfacial
velocity-strengthening contribution to the bare friction
law — to yield qualitatively similar results to ours. In-
deed, in [13, 23] such calculations have been performed
in the context of searching for self-healing slip pulses;
the results indicate the existence of sustained pulses un-
der certain applied stress conditions, which appears to be
at least qualitatively consistent with our findings in this
context (see Fig. 5 in the manuscript).
S-7. Nucleation in 2D infinite systems under
anti-plane shear conditions
As explained in the manuscript, we performed 2D
mode-III elastodynamic calculations using the spectral
boundary integral formulation [24–26]. The latter relates
the traction stresses acting along the interface between
two semi-infinite linearly elastic half-spaces and the re-
sulting displacements. For the mode-III elastodynamic
problem studied in the manuscript, the interface is ini-
tially uniformly pre-stressed by τd and set to slide at an
extremely small steady velocity Vstick, such that the shear
tractions at the interface take the form
τ(x, t) = τd − µ
2cs
(
v(x, t)− Vstick
)
+ s(x, t) . (S28)
The second right-hand side term represents the instan-
taneous response to a change in the sliding velocity, the
so-called radiation damping term. This term can be un-
derstood as the damping of interfacial energy due to elas-
tic waves radiated into the infinite domain. The third
6term s(x, t) accounts for the history of interfacial dis-
placements. Both s(x, t) and uz(x, t) are related in the
spectral domain via a convolution integral
S(k, t) = −µ|k|
∫ t
0
H
(
|k|cs(t− t′)
)
Uz(k, t
′)|k|cs dt′ ,
(S29)
where S(k, t) and Uz(k, t) are the spatial Fourier trans-
forms of s(x, t) and uz(x, t), respectively.
In Eq. (S29), the convolution kernel H(γ) (not to be
confused with the finite system height of previous sec-
tions) is expressed from the Bessel function of the first
kind J1(γ) as
H(γ) = γ−1J1(γ) . (S30)
Due to the spectral nature of the formulation, the sim-
ulated domain is taken to be periodic, with periodicity
X. The latter is chosen to be large enough to prevent
any effect of the periodicity on the results reported in
the phase-diagram of Fig. 5. The sliding velocity is
computed by combining Eq. (S28) and the friction law
τ = σ sgn(v)f(|v|, φ). uz and φ are then integrated in
time using an explicit time-stepping scheme
uz(x, t+ ∆t) = uz(x, t) + 0.5v(x, t)∆t, (S31)
φ(x, t+ ∆t) = φ(x, t) + g
(
|v(x, t)|, φ(x, t)
)
∆t . (S32)
Note that the factor 0.5 on the right-hand-side of
Eq. (S31) ensures that v(x, t) is indeed the slip velocity.
In order to guarantee the stability and the convergence of
the numerical scheme, ∆t is defined as the time needed
for a shear wave to travel a fraction δ = 0.2 of one grid
spacing, i.e. ∆t=δ∆x/cs.
In Fig. 5 in the manuscript, the Griffith-like length (see
manuscript for details)
LG = 4µpi
−1Gc (τd − τres)−2 , (S33)
is plotted (dashed-dotted line). This is made possible
once the residual shear stress behind the crack tip dur-
ing the initial stages of nucleation, τres, and the effective
fracture energy, Gc, are calculated. The former, which
appears to be nearly constant for a broad range of con-
ditions, is directly extracted from the numerical calcula-
tions and takes the value τres = 0.34MPa. To calculate
Gc, we briefly describe a procedure to be discussed in
details in [27].
First, note that energy balance near the edge of a
front/pulse reads Gc = G, where G is the linear elastic
energy release rate [28]. G is associated with a near-
edge crack-like square root singularity, whose intensity
is quantified by the stress intensity factor, KIII [28]. In
particular, G is related to KIII through [28]
G =
K2III
2µ
√
1− β2 , (S34)
where β, as in the manuscript, is the dimensionless
front/pulse propagation velocity (here in units of the
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FIG. S6. (a) A normalized v(r, t) vs. a normalized r for a rup-
ture front (green) and two slip pulses (orange and brown) for
several times t. The dashed black has a −1/2 slope, directly
demonstrating the validity of the intermediate asymptotic re-
lation in Eq. (S35). (b) The corresponding energy release G,
calculated through Eq. (S34) once KIII is extracted from (a),
vs. the edge position.
shear wave speed cs =
√
µ/ρ, where ρ is the mass den-
sity). We extract KIII from the intermediate asymptotic
velocity behind the edge, given by [28]
v(r, t) ' 2βcsKIII(t)
µ
√
2pi (1− β2) r , (S35)
where r is the distance from the edge. The left panel of
Fig. S6 shows three examples of v(r, t), one corresponding
to a rupture front (green curves) and two to slip pulses
(orange and brown), each features a series of snapshots
in time.
In all examples, there exists a spatial range where
v∝ 1/√r (black dashed line, a guide to the eye), as ex-
pected. By extracting KIII(t) from these curves, we can
calculate G(t) through Eq. (S34). The result, where G is
plotted as a function of the front/pulse edge position (not
time t), is shown on the right panel of Fig. S6. We ob-
serve that G varies only slightly during propagation, and
hence we approximate it by a constant Gc = 0.65J/m
2,
used to calculate LG through Eq. (S33). We note that
while an edge singularity does not exist in 1D, global
energy balance considerations can still be used to de-
fine a Griffith-like length, which in this case scales as√
GH Gc (τd − τres)−1 [29]. We extensively searched for
signatures of the 1D Griffith-like length in our 1D anal-
ysis, but found none.
The results of our 2D mode-III calculations are sum-
marized in the phase-diagram in Fig. 5 in the manuscript.
The Gaussian perturbations procedure is described above
in Sect. S-5. Note that the width of perturbations L is
defined to correspond to 10 standard deviations so that
LG indeed separates decaying from propagating pertur-
bations (see manuscript for details) for a single value of
τd. Finally, the phase-diagram features 4 different dy-
namical behaviors (“phases”), denoted by different sym-
bols and colors in Fig. 5 in the manuscript. We veri-
fied that the phase-diagram is independent of the ampli-
tude of perturbations, as long as it is larger than Vvw,
7see Fig. S3. We attach to this Supplemental Material 4
movies, each corresponds to a different dynamical behav-
ior (“phase”), according to the following list:
• Movie S1: Decay without propagation arising for L<
LG (brown diamonds in Fig. 5).
• Movie S2: Nucleation arising for L > L∗ (green
squares in Fig. 5).
• Movie S3: Decay with propagation arising for L>LG
and τd<τ
∗ (black hexagrams in Fig. 5).
• Movie S4: Sustained pulses arising for LG <L<L∗
and τd>τ
∗ (orange circles in Fig. 5).
Note that in the movies Vvw and Vvs correspond to the
steady-state solutions of Eq. (S28), i.e. σf(v, φ=D/v)=
τd − µ2cs (v − Vstick), which do not identify with those
defined in Fig. 1 in the manuscript.
Finally, we note that propagation velocities, both of
rupture fronts and of pulses, are generally larger in 2D
compared to 1D. To see this, note that Eq. (S11) is
dimension-independent and takes the form β ∼ LvDcs ,
where L is the characteristic size and v is the charac-
teristic slip rate. L is known to increase with the system
size H before it saturates to an H-independent value (in
the small H regime it scales with
√
H) and hence is larger
in 2D than in 1D. In addition, the slip rate v is expected
to be larger in 2D in the presence of a crack-like tip sin-
gularity (which is absent in 1D). Finally, the presence
of velocity-strengthening friction also affects the propa-
gation speed. In particular, in the absence of velocity-
strengthening friction, as discussed in Section S-6 above,
both the maximal slip rate (inset of Fig. S5a) and the
propagation velocity (Fig. S5b, note as τ∗ does not exist
for pure velocity-weakening friction, decreasing the driv-
ing stress τd will lead to an increase in the propagation
velocity) increase.
S-8. Parameters
The parameters used for all the calculations described
in the manuscript and here are given in Table I. Note
that the values of the listed parameters are characteris-
tic of some laboratory experiments (see [12] for details).
However, the generic properties of the derived results are
independent of the exact numbers, and are relevant to
a broad range of materials and physical situations. For
example, v∗ that controls the velocity scale below which
the system is in the stick phase, can be taken to be sig-
nificantly smaller, and larger confining pressures σ can
be considered.
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