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Abstract 
Comparison of Random Forests and Cforest: Variable Importance Measures and 
Prediction Accuracies 
by 
Rong Xia, Master of Science 
Utah State University, 2009 
Major Professor: Dr. Adele Cutler 
Department: Mathematics and Statistics 
iii 
Random forests are ensembles of trees that give accurate predictions for regression, 
classification and clustering problems. The CART tree, the base learn er employed by ran-
dom forests, has been criticized because of bias in the selection of splitting variables. The 
performance of random forests is suspect due to this criticism. A new implementation of 
random forests, Cforest, which is claimed to outperform random forests in both predictive 
power and variable importance measures , was developed based on Ctree, an implementation 
of conditional inference tre es. 
We address the underlying mechanism of random forests and Cforest in this report . 
Comparison of random forests and Cforest is presented based on simulated data. Our study 
shows that except for some extreme situations, with proper choice of tuning parameter 
values, random forests provides higher prediction accuracies and more reliable variable 
importance measures than Cforest. 
(36 pages) 
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Chapter 1 
Introduction 
1 
Although random forests is a general tool designed for regression, classification and 
clustering probl ems, for conven ience, we will only focus on classification in this article. 
1. 1 Random Forests 
Random forests were introduced by Leo Breiman in 2001 [1], and can be considered 
as an ensemble method that combines a larg e collection of trees. More explicitly, we se-
lect bootstrap samples from the original learning ( training) data and fit a binary CART 
(Breiman et al. 1984 [2]) tree to each bootstrap sample. Random forests is obtained by 
voting all the trees . When fitting the trees, at each node, we randomly choose a small 
subset of predictor ( covariate) variables and find the best split over these variables only. 
The splitting procedure is repeated until a certain stopping criterion ( the node is pure or 
its size is smaller than a pre-specified value) is met. Typically the tree is grown until it is 
su fficiently larg e, with no pruning. 
Let ,C = { Zn = (xn, Yn)};;-'=1 be the learning data, { Xj }f=l be th e predictor variables, 
Y be the response variable, and { Sb}f=1 be the bootstrap samples from £. Here is an 
illustration of the random forests algorithm for classification [3] [4] [5] [6]. 
Algorithm 1 : Random Forests for Classification 
1. For b = l to B : 
(a) Draw a bootstrap sample Sb from the learning data£. 
(b) Grow a binary classification tree Tb to the bootstrapped data Sb, by recursively 
repeating the following steps for each node of the tree, until the stopping criterion 
is met . 
2 
i. Randomly select m variables from the p predictor variables. 
ii. Pick the best split from all possible splits over them selected variables, based 
on the Gini Criterion. 
iii. Split the node into two descendant nodes. 
2. Output the ensemble of trees {Tb}f. 
To make a prediction at a new point x: 
Let C\(x) be the prediction of the bth tree at x, then C;,(x) = majority vote { Cb(x)}f. 
The Gini Criterion is illustrated as follows: 
Assume there are Ni observations in node l, define Dz = { nl observation Zn is in node l}. 
We can estimate the proportion of class-k observations in node l as Plk = },
1 
LnED, I(yn = 
k), where I(yn = k) is the indicator function. 
The Cini Index, an estimate of the measure of impurity in node l, is then defined as 
Gt= LLk#''PlkPtk ' [7]. 
Suppose we split node l into two descendant nodes using a split on predictor Xj . If Xj 
is numerical, the split is determined by a cutpoint aj and if Xj is categorical, the split is 
determined by a subs et Ai of categories that go to the left descendant node. Let NiL and 
NlR be the number of observations in the left descendant node and the right descendant 
node, and let GtL, GlR be the corresponding Gini indices. Then we can define the Cini gain, 
an estimate of the improvement in impurity from this split, as VG= G1 -*G1L- ~GlR-
We search among all possible splits for all selected predictor variables, and select the 
split that generates the largest Gini gain. 
1.2 Cforest 
Conditional inference forests (Cforest), developed by Torsten Hathorn et al. in 2006 [8], 
can be considered as an alternative version of the original random forests. It is also an 
ensemble method that combines a collection of trees. Unlike the original random forests, 
either a bootstrap sample or a random sub-sample as large as 2/3 of the learn ing data may 
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be used for building the tree. Further , instead of using a CART tree , Cforest employs Ctree, 
an implementation of conditional inference trees, as the base learner. When fitting a Ctree, 
we derive the conditional distribution of the statistics that measure the associations between 
the response variable and the predictor variables. Multiple testing procedures (adjusted P-
values) may be applied to determine whether there exist statistically significant associations 
between any of the predictors and the response. If yes, the predictor variable that is most 
strongly associated with the respons e will be selected for splitting; otherwise the recursive 
procedure will stop. 
Following the notation in Algorithm 1, we can derive a series of hypothesis tests for 
testing Hg : Y is independent of X 1, where j E {l, 2, ... ,p}. A global null hypothesis for 
testing the existence of association between any of the predictors { X 1 g=l and the response 
Y can be defined as Ho = n;:1 Hg. Let a be the pre-specified significance level. 
We define O"t as one permutation of Y, and P = {O"t} as all the possibl e permutations 
ofY. 
Assume that Y has K different levels, let Bk= {ilYi = k,i = l, ... ,N}, k = l , ... ,K. 
Similarly, for categorical predictor X 1, assume that X 1 has L1 different levels, let B111 = 
{i!Xij = lj , i = 1, ... , N}, lj = 1, ... , Lj . 
We can further derive a series of vectors R1 that measure the association between Y 
and X 1 in the following way. 
If X1 is continuous, 
Rj = ( L Xij, L Xij, . .. , L Xijf-
iEB1 iEB2 iEBK 
If X 1 is discrete (categorical) , 
Rj = (n11 ... n1L 1, n21 ... n2L 1, ... , nKl·· ·nKL 1 )T, 
"---v--' '----v--' --------Lj L1 L1 
where nkt . is the size of Bk n B11 . . J J 
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Let µi = E(RilP) and Ei = v(RilP) be the conditional expectation and conditional 
covariance of Ri, conditional on all possible permutations of Y . 
Define the univariate test statistic Ui as Ui = U ( Ri, µi, Ei) = ( Ri - µif E.i 1 ( Ri - µi), 
where E.i 1 is the inverse or Moore-Penrose general inverse of Ei . 
Here is an illustration of Cforest for classification. 
Algorithm 2 : Cforest for Classification 
1. For b = 1 to B: 
(a) Draw a sample Sb (a bootstrap sample or a random sub-sample containing 2/3 
of the learning data) from the learning data .C. 
(b) Grow a binary Ctree ~ on Sb, by recursively repeating the following steps. 
i. Randomly select m variables from the p predictor variables. 
ii. Derive the corresponding vectors Ri for the selected variables . 
111. Conduct all possible permutations of Y, compute µi, Ei and U(Ri, µi, Ei)-
1v. Based on U(Ri, µi, Ei), compute the P-values for testing H5, Pi= P(H5). 
v. Compare p = min{pi} to the pre-specified level a . 
• If p 2'. a , stop splitting . 
• If p < a , select the predictor Xi. that has the minimum Pi for splitting. 
2. Output the ensemble of trees {T~}f. 
To make a prediction at a new point x: 
Let C~(x) be the prediction of the bth tree at x, then C_;}(x) = majority vote { C~(x) }f. 
1.3 Permutation Variable Imp ortance 
Variable importance can be considered as a measure of association between the predic -
tor variables and the response variable . It is used as a means of variable selection in many 
applications. 
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An advanced measure for variable importance that is adopted by both the original 
random forests and Cforest is called permutation variable importance, which is calculated 
from the out-of-bag data [9]. Since each tree is grown from a bootstrap sample (or a 
random sample containing about 2/3 of the learning data), on average, around 1/3 of the 
observations in the learning data are left out of the bootstrap sample (or subsample) and 
are not used in constructing the tree. These observations are considered as the out-of-bag 
(OOB) data for this tree. Following the previous notation, we further define Ob as the 
OOB data for the bth tree, where b E {1, ... , B} and the size of this OOB data is I Obi; let 
C(xn) = Yn be the response of observation Zn; let Cb(xn) be the predicted response value 
of observation Zn from the bth tree before permutation, and ct (xn) be the predicted value 
from the bth tree after randomly permuting variable X 1 over all OOB observations of that 
tree. 
The permutation importance in Cforest is computed as follows. When the bth tree 
is grown, the OOB observation s are passed down, and the OOB prediction accuracy (i.e. 
the percentage of observations classified correctly) is recorded . Then we randomly permute 
the values for variable X 1 over all OOB observations of that tree. The permuted variable 
x;, together with the remainin g non-permuted predictor variables, is used to predict the 
response for the OOB observations , and the OOB prediction accuracy is again recorded. 
We use the difference in OOB prediction accuracy before and after permuting X 1, averaged 
over all trees, as a measure for variable importance [10] [11]. 
The computing of this permutation variable importance can be formalized as follows. 
The variable importance of predictor variable X 1 in the bth tree is: 
Averaging over all trees , the permutation variable importance for predictor variable 
X1 in Cforest is: 
B 
VI(X 1) = ~ _LVIb(X 1). 
b=l 
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We notice that although each Ob contains roughly about 1/3 of the total training data, 
the exact size of OOB data varies. While averaging the variable importance over all trees, 
the weights of each observation are actually slightly different due to the variation in Ob. To 
fix this problem, the permutation variable importance in random forests is computed in a 
different manner. 
In random forests, each observation Zn is in the OOB data in around 1/3 of all the 
trees. Assume that Zn is OOB in En trees, and let Tn be the indi ces of such trees, defined 
as Tn = {b E {1, 2, ... ,E}lobservation n is in the OOB data in tree b}, it is obvious that 
En= ITnl. Within each tree that has Zn OOB, we randomly permute th e values of X 1 over all 
OOB observations of that tree. The differences of predictions before and after permutation 
are recorded. We average the prediction differences over all the trees such that Zn is OOB, 
and this is the variable importance of predictor X 1 for observation Zn . By averaging this 
variable importance over all the observations, we have obtained the permutation variable 
importance for X 1 in random forests [12]. 
We can formalize the permutation variable importance in random forests as follows. 
The variable importance of predictor variable X 1 in observation Zn is: 
Vln(Xj) = ,; I L {I(Cb(Xn) = C(xn)) - I(Ct(xn) = C(xn))}. 
n bETn 
The permutation variable importance of predictor X 1 in random forests is: 
l N 
VI(X 1) = N LVIn(X 1). 
n=l 
1.4 Comparison of Random Forests and Cforest 
The main difference between random forests and Cforest is the different base learner 
employed by the two methods. Random forests are based on CART trees, while Cforests 
are built from conditional inference trees. 
The CART tree has been criticized for its bias in variable selection (Dobra 2001 [13], 
Kim 2001 [14], Loh 1997 [15]). In the CART tree, the Gini gains for continuous predictors 
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are computed for all possible cutpoints within the range of the predictor variable. For 
categorical predictors, the Gini gains are computed for all possible ways of sending some 
categories to the left and the remaining categories to the right. The variable selected 
for the next split is the one that produces the highest Gini gain value. Variables with 
continuous scales or with more categories, and hence having more potential splits, are more 
likely to produce higher Gini gain values by chance, compared to categorical variables with 
fewer categories. Therefore, continuous variables and variables with more categories are 
artificially preferred for splitting in a CART tree, when none of the predictor variables are 
associated with the response variable, or when the associations are quite minor, or when 
the associations are equally strong. 
The conditional inference trees, that are used for constructing Cfroest, are supposed to 
be unbiased because here the variable selection is conducted by minimizing the P-value of 
a conditional inference independence test, which is compared to a x2 test that incorporates 
the number of categories of each variable in the degree of freedom [16]. 
Torsten Hathorn and Carolin Strobl et al., the developers of Cforest, claimed in Strobl 
2007 [17] that the bias of variable selection for splitting in each individual CART tree has 
directly weakened the classification capacity of random forests. Further, they mentioned 
that the hypothesis testing adopted by Cforest is not reliable when bootstrap samples are 
used, which will essentially affect the credibility of the permutation variable importance 
in Cforest. Hathorn and Strobl have also suggested that the variable importance measure 
available in Cforest, together with sub-sampling without replacement, should be used to 
achieve accurate classifications and reliable estimates of the variable importance. 
However, our finding is that the bias of variable selection for splitting in each individ-
ual CART tree does not have a severe impact on the performance of random forests. We 
conjecture that this is due to a number of possible reasons. The preference for continuous 
var iab les and variables with more categories is significant only und er the situations when 
the predictor variables are not associated with the response variable, or the association is 
too weak to produce any significant improvement in impurity from splitting that predictor 
8 
variable . Under these situations, the applicability of random forests or any other methods 
is doubtful since the information contained in the data is quite limited. If there exist any 
detectable associations that can be used for reasonable splits based on either Cini criterion 
or independence tests, the effect of association will exceed the effect of biased selection 
preference . Furthermore, by choosing from only a small subset of all predictor variables 
at each split, the bias of variable selection in each individual tree has been reduced. The 
instabilities of individual CART trees will also be offset by the ensemble procedure . There-
fore, the performance of random forests will still be superior, even compared to Cforest . To 
prove these conjectures is beyond the scope of this project . 
In the next section, we will systematically compare random forests with Cforest in 
several simulation studies. 
Chapter 2 
Simulation Studies and Results 
9 
The results in this paper were obtained by using add-on packages "ran domForest 4.5-
33" [18] and "party 0.9-999" [19] in R 2.9.2 [20]. 
The simulation designs used throughout this paper represent scenarios where a binary 
response variable Y is predicted from a set of independent potential predictor variables that 
vary in the scale of measurement and level of categories . 
Th e construction of both random forests and Cforest is greatly affected by the values 
of tuning parameters. The parameter "ntree" determines the size of the forests, that is 
the number of trees to grow. The default value of "ntree" is 500. In our studies, this was 
set to be eith er 500 or 1000. The parameter "mt ry" controls the number of variables ran-
domly selected as candidates at each split . \Vhen there are p predictor variables, the default 
value of "mtry" is ,jp . We tried all feasible values of "mtry", which ranged from 1 to p. 
Th e parameter "replace" decides the scheme of subsampl ing from the learning data : when 
replace=TRUE, it is sampling with replacem ent and this is the default bootstrap samp le 
adopted by random forests; when replace=FALSE , it is samp ling without replacement rec-
ommended by the creators of Cforest . For sampling without replacement the subsamp le size 
is set to 0.632 times the original learning data size, because in bootstrap sampling without 
replacement about 63.2% of the original data end up in the bootstrap sample. 
Under every combination of the three tuning parameter values, both random forests 
and Cforest were built from a set of learning data which had 100 observations. Then we 
applied the fitted models to predict the response variable on a set of testing data that had 
1, 000 observations , where the testing data were generated from the same distribution as 
the learning data . The misclassification rates on the testing data were record ed as the 
measure of predictive performance. These steps were repeated over 100 simulation runs , 
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the mean misclassification rates were considered as the representations of the predictive 
power . Th e tuning parameter values that led to the minimum mean misclassification rate 
were chosen as the optimal values . In order to examine the effect of bootstrap sampling, 
"replace" was set to be either TRUE or FALSE. The optimal "mtry" and "ntree", together 
with the prespecified "replace", are used to compute the permutation importance measures 
for all predictor variables, which were illustrated via boxplots and parallel coordinate plots. 
Furthermore, over the 100 simulation runs, the trials in which informative predictor variables 
were correctly distinguished were recorded. The unsuccessful trials were highlighted with 
blue in the parallel plots. 
2.1 Simulation Study I 
2.1.1 Simulation Design 
The first simulation study deals with the "XOR" problem. In this example, all predictor 
variables are sampled independently from the distributions in Table 2.1. U(-1, 1) stands 
for the continuous uniform distribution with range from -1 to 1. N(O, 1) stands for the 
standard normal distribution. M(k) stands for the multinomial distribution with values 
{1, 2, ... , k} and equal probabilities ( discrete uniform distribution on {1, 2, ... , k} ). 
Table 2.1: Simulation Design I - Predi cto r Variables 
Predictor Variables 
X1 U(-1,1) 
X2 ~ U(-1,1) 
X3 M(2) 
X4 ~ M(20) 
Xs ~ U(-1,1) 
X5 ~ N(O, 1) 
The response variable Y depends on the first two predictor variables, as defined in 
Table 2.2. 
Table 2.2: Simulation Design I - Response Variable 
Response Variable 
Y = 0 if X1X2 ~ 0 
Y = l if X1X2 > 0 
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2.1.2 Results: Prediction Accuracies 
In this example, there are 24 different combinations of tuning parameter values. Under 
each combination, the mean miscla.ssifation rate and the standard error for both functions, 
over 100 simulation runs, are listed in Table 2.3. The mean misclassification rates differ 
dramatically as "mtry" changes . The choice of "replace" will also significantly affect the 
error rates, usually replace=TRUE leads to better predictions. Random forests are consis-
tently better than Cforest in prediction accuracies . In both functions, the minimum mean 
misclassfication error rate is achieved when mtry=6, ntree=lO00 and replace=TRUE . 
Table 2.3: Simulation Design I - Prediction Accuracies for 100 Runs 
mtry ntree replace RF error rate CF error rate RF std error CF std error 
1 500 FALSE 0.3431 0.4289 0.0034 0.0033 
1 500 TRUE 0.3233 0.3891 0.0038 0.0041 
1 1000 FALSE 0.3411 0.4270 0.0037 0.0036 
1 1000 TRUE 0.3237 0.3907 0.0034 0.0039 
2 500 FALSE 0.2054 0.3765 0.0053 0.0051 
2 500 TRUE 0.1885 0.3080 0.0047 0.0054 
2 1000 FALSE 0.2054 0.3750 0.0052 0.0052 
2 1000 TRUE 0.1865 0.3047 0.0045 0.0053 
3 500 FALSE 0.1561 0.3431 0.0059 0.0066 
3 500 TRUE 0.1404 0.2586 0.0052 0.0070 
3 1000 FALSE 0.1546 0.3422 0.0061 0.0067 
3 1000 TRUE 0.1401 0.2615 0.0051 0.0067 
4 500 FALSE 0.1265 0.3119 0.0063 0.0085 
4 500 TRUE 0.1134 0.2215 0.0053 0.0079 
4 1000 FALSE 0.1261 0.3143 0.0064 0.0085 
4 1000 TRUE 0.1129 0.2230 0.0054 0.0079 
5 500 FALSE 0.1076 0.2880 0.0064 0.0098 
5 500 TRUE 0.0952 0.1891 0.0054 0.0085 
5 1000 FALSE 0.1070 0.2867 0.0064 0.0099 
5 1000 TRUE 0.0950 0.1924 0.0054 0.0088 
6 500 FALSE 0.0955 0.2647 0.0065 0.0112 
6 500 TRUE 0.0866 0.1693 0.0055 0.0090 
6 1000 FALSE 0.0961 0.2638 0.0065 0.0111 
6 1000 TRUE 0.0847 0.1661 0.0053 0.0091 
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2.1.3 Results: Permutation Variable Importance Measures 
Th e optimal tuning parameter values with which the best prediction accuracy is ob-
tained should be used for computing permutation variable importance. Thus mtry=6, 
ntree=l000 and replace=TRUE, as well as mtry=6, ntree=lO00 and replace=FALSE are 
used in this example . 
Figure 2.1 shows boxplots of the distributions of the permutation variable importance 
measures over 100 simulation runs. The distributions are not significantly different with the 
choice of "replace". In each plot, the mean permutation importances of the informative vari-
ables X1 and X2 are roughly the same, significantly higher than those of the uninformative 
variables X3 , X4, X5 and X5, which are all approximately 0. 
Despite the fact that the uninformative predictor variables vary in the scale of mea-
surement and levels of categories, the variances of the permutation importances of the 
uninformative predictors are approximately the same in random forests. This indicates 
that the variable selection bias induced by th e Gini Criterion does not severely affect the 
variance of the permutation importance measures . Further, the variances of the informa-
tive variables are smaller than those of th e uninformative variables in random forests. The 
situation in Cforest is just the opposite, informative predictors have higher variances. 
To further explore the permutation variable importances, we look at the parallel coor-
dinate plots in Figure 2.2 . In parallel plots for random forests, the permutation importance 
measures of informative variables are consistently higher than uninformative variables over 
100 simulation runs. For Cforest, when replace=FALSE as recommended in Strobl 2007 [17], 
in 8 out of 100 trials, the permutation importance of one or both of the informative variables 
is misleadingly lower than that of at least one of the uninformative predictors. 
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Fig . 2.1: Boxplots of the distribution s of permutation variable importance measures from 
random forests and Cforest over 100 repeats in simulation study I. 
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Fig. 2.2: Parallel coordinate plots of permutation var iab le importance measures from ran-
dom forests and Cforest over 100 repeats in simu lation st udy I; blue stands for incorrect 
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2.2 Simulation Study II 
2.2.1 Simulation Design 
In the second example, 11 predictor variables are sampled independently from the 
distributions in Table 2.4. 
Table 2.4: Simulation Design II - Predictor Variables 
Predictor Variables 
X1 M(2) 
X2 ~ M(2) 
X3 ~ M(2) 
X4 ~ M(2) 
X5 ~ M(2) 
X6 M(4) 
X1 ~ M(lO) 
Xs M(20) 
X 9 ~ U(-1, 1) 
X10 ~ U(-4, 4) 
X11 N(O, 1) 
The respons e variabl e Y depends on the first four predictor variables, as defined in 
Table 2.5. 
Tabl e 2.5: Simulation Design II - Response Variable 
Respons e Variable 
Y = 0 if X1 + X2 + X3 + X4 ::S: 6 
Y = 1 if X1 + X2 + X3 + X4 > 6 
2.2.2 Results: Prediction Accuracies 
There are 44 different combinations of tuning parameter values. The mean misclassi-
fation rates and the standard errors are listed in Table 2.6. We can see that the predictive 
power of random forests is not affected by the dramatic differences in scale of measurement 
and level of categories among the predictor variables . Random forests have better prediction 
accuracies than Cforest . Random forests achieve their minimum error rate when mtry=5, 
ntree=500 and replace=FALSE . Cforest achieves its minimum error rate when mtry=6, 
ntree=lO00 and replace=TRUE . 
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Table 2.6: Simulation Design II - Prediction Accuracies for 100 Runs 
mtry ntree replace RF error rate CF error rate RF std error CF std error 
1 500 FALSE 0.1944 0.2800 0.0059 0.0039 
1 500 TRUE 0.1945 0.2605 0.0058 0.0050 
1 1000 FALSE 0.1944 0.2812 0.0059 0.0037 
1 1000 TRUE 0.1938 0.2615 0.0058 0.0050 
2 500 FALSE 0.1122 0.2090 0.0043 0.0062 
2 500 TRUE 0.1159 0.1844 0.0045 0.0061 
2 1000 FALSE 0.1106 0.2113 0.0043 0.0060 
2 1000 TRUE 0.1169 0.1846 0.0044 0.0061 
3 500 FALSE 0.0923 0.1656 0.0038 0.0064 
3 500 TRUE 0.0977 0.1431 0.0040 0.0057 
3 1000 FALSE 0.0902 0.1665 0.0040 0.0064 
3 1000 TRUE 0.0978 0.1452 0.0040 0.0057 
4 500 FALSE 0.0843 0.1416 0.0037 0.0057 
4 500 TRUE 0.0916 0.1226 0.0036 0.0049 
4 1000 FALSE 0.0825 0.1400 0.0036 0.0058 
4 1000 TRUE 0.0906 0.1221 0.0037 0.0049 
5 500 FALSE 0.0807 0.1317 0.0035 0.0050 
5 500 TRUE 0.0889 0.1140 0.0036 0.0046 
5 1000 FALSE 0.0809 0.1292 0.0035 0.0050 
5 1000 TRUE 0.0881 0.1133 0.0035 0.0046 
6 500 FALSE 0.0813 0.1291 0.0034 0.0047 
6 500 TRUE 0.0870 0.1122 0.0034 0.0046 
6 1000 FALSE 0.0809 0.1272 0.0035 0.0048 
6 1000 TRUE 0.0882 0.1110 0.0035 0.0046 
7 500 FALSE 0.0829 0.1323 0.0035 0.0047 
7 500 TRUE 0.0889 0.1132 0.0036 0.0045 
7 1000 FALSE 0.0826 0.1350 0.0035 0.0047 
7 1000 TRUE 0.0893 0.1136 0.0033 0.0046 
8 500 FALSE 0.0854 0.1434 0.0034 0.0049 
8 500 TRUE 0.0909 0.1138 0.0035 0.0046 
8 1000 FALSE 0.0847 0.1408 0.0035 0.0048 
8 1000 TRUE 0.0910 0.1160 0.0035 0.0047 
9 500 FALSE 0.0867 0.1467 0.0035 0.0045 
9 500 TRUE 0.0930 0.1194 0.0035 0.0047 
9 1000 FALSE 0.0872 0.1477 0.0035 0.0046 
9 1000 TRUE 0.0918 0.1189 0.0034 0.0048 
10 500 FALSE 0.0896 0.1514 0.0037 0.0043 
10 500 TRUE 0.0952 0.1216 0.0036 0.0047 
10 1000 FALSE 0.0894 0.1515 0.0037 0.0044 
10 1000 TRUE 0.0951 0.1222 0.0036 0.0048 
11 500 FALSE 0.0942 0.1539 0.0039 0.0042 
11 500 TRUE 0.0981 0.1245 0.0037 0.0045 
11 1000 FALSE 0.0928 0.1517 0.0038 0.0044 
11 1000 TRUE 0.0973 0.1263 0.0036 0.0047 
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2.2 .3 Results: Permutation Variable Importance Measures 
In random forests, the optimal tuning parameter values used for computing permu-
tation variable importance are mtry=5 and ntree=500, while mtry=6 and ntree=l000 are 
used by Cforest. 
Figure 2.3 shows boxplots of the distributions of the permutation variab le importance 
measures over 100 simulation runs. The distributions are not significantly different with the 
choice of parameter "replace". As we expected, the mean permutation importances of the 
informative variables X1, X2, X3 and X4 are roughly the same, significantly higher than 
those of the uninformative variables, which are all approximately 0. 
The variances of the permutation importance are approximately the same in random 
forests. Thus we think the variances of the permutation variable importance measures are 
not affected by the differences in scale of measurement and level of categories among the 
predictor variables . In Cforest, the variances of uninformative variables are extremely small. 
However , the variances of informative variables are so large that I would anticipate some 
errors in ranking in single trials . 
The parallel coordinate plots m Figure 2.4 confirmed my intuition. While random 
forests were able to successfully distinguish the informative predictors in all 100 trials , 
Cforest failed once with both replace=TRUE and replace=FALSE. 
Q) 
(.) 
C 
rn 
t'. 
0 
a. 
.s 
C 
0 
~ 
:, 
E 
Q) 
a. 
Q) 
(.) 
C 
rn 
t'. 
0 
a. 
.§ 
C 
0 
~ 
:, 
§ 
Q) 
a. 
C") 
N 
0 
~ 
I 
L/} 
0 
0 
0 
L/} 
~ 
0 
0 
~ 
0 
randomForest, replace= TRUE 
T T 
T T 8BB8 
I I I 
.J.. I 
~ 0 .:_ I 
O O -'-
0 0 
X1 X3 
0 
B O 8 0 0 T ~ 
Jjl T T T I T 
T I 
ese$sSs 
.J.. .J.. ..L I ..1.. .J.. .J.. 
.J.. 
X5 X7 X9 X11 
ntree=500 , mtry=5 
cforest, replace = TRUE 
0 0 
0 
TT 
I I 
0 
T 
I T 
gg:: 
.. BB 
I .J.. 
X1 X3 X5 X7 X9 X11 
ntree=1000 , mtry=6 
Q) 
(.) 
C 
~ 
0 
a. 
.s 
C 
0 
~ 
::, 
E 
Q) 
a. 
~ 
C 
~ 
0 
a. 
.s 
C 
0 
:.::; 
$ 
::, 
E 
Q) 
a. 
C") 
N 
0 
~ 
I 
L/} 
0 
0 
""'. 
0 
LI} 
~ 
0 
0 
0 
0 
18 
randomForest, replace= FALSE 
T T T T 
X1 X3 X5 X7 X9 X11 
ntree=500 , mtry=5 
cforest, replace = FALSE 
T 
T I T 0 
I I I T 
I I I I 
I I I I 
I I I I ggn: 
.•g 
I I I I 
-L -L -L ~ ..i.-i-i .. ..Q...L-i,. 
X1 X3 X5 X7 X9 X11 
ntree=1000 , mtry=6 
Fig. 2.3: Boxplots of the distributions of pe:rmutation variable importance measures from 
random forests and Cforest over 100 repeats in simulation study II . 
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Fig. 2.4: Parallel coordinate plots of permutation variab le importance measures from ran -
dom forests and Cforest over 100 repeats in simulat ion study II ; blue stands for incorr ect 
select ion. 
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2.3 Simulation Study III 
2.3.1 Simulation Design 
The third example was used in Strobl 2007 [17] as an illustration that random forests 
was not as good as Cforest. Here the predictor variables are sampled independently from 
the distribut ions in Table 2.7. 
Tabl e 2. 7: Simulation Design III - Predictor Variables 
Predictor Variables 
X1 M(2) 
X2 M(4) 
X3 ~ M(lO) 
X4 M(20) 
Xs U(-l, 1) 
X6 N(O, 1) 
The response variable Y only depends on predictor X1. The degree of dependence 
between Y and X 1 is regulated by the distribution of Y conditional on X1, as defined 
in Table 2.8. B(p) stands for the binomial distribution. We realize that the association 
between Y and X 1 is relatively weak here, compared to the previous examp les. 
Table 2.8: Simulation Design III - Response Variable 
Response Variable 
YIX1 = 1 B(0 .3) 
YIX1 = 2 B(0.7) 
2.3.2 Results: Prediction Accuracies 
Twenty four different combinations of tuning parameter values exist in this exam ple . 
Under each combination, the mean misclassifation rat e and the standard error for both 
functions are listed in Table 2.9. The prediction accuracies of Cforest are uniformly better 
than those of random forests over all tuning param eter combinations. The lowest misclassi-
fication error rate for random forests is 0.3474, and it is obtained when mtry=l, ntre e=lO00 
and replac e=TRUE. The lowest error rate for Cforest is 0 .3190, and it is obtain ed when 
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mtry=4, ntree=lO00, replace=FALSE. The lowest error rate for Cforest is only slightly bet-
ter than that for random forests . Rarely, the prediction accuracies decrease with increasing 
"mtry" for random forests in this example. My explanation for this phenomenon is that 
the relevance between Y and X 1 is too weak. When more than one predictor variables are 
randomly chosen at each split, this weak association will be overwhelmed by the selection 
bias induced by the Gini Criterion . However, the predictive power of Cforest is also dubious 
due to the roughly 30% misclassification rate . 
Table 2.9: Simulation Design III - Prediction Accuracies for 100 Runs 
mtry ntree replace RF error rate CF error rate RF std error CF std error 
1 500 FALSE 0.3479 0.3538 0.0034 0.0049 
1 500 TRUE 0.3481 0.3392 0.0035 0.0041 
1 1000 FALSE 0.3474 0.3516 0.0033 0.0049 
1 1000 TRUE 0.3474 0.3383 0.0034 0.0042 
2 500 FALSE 0.3760 0.3317 0.0037 0.0039 
2 500 TRUE 0.3733 0.3353 0.0038 0.0038 
2 1000 FALSE 0.3755 0.3320 0.0037 0.0040 
2 1000 TRUE 0.3727 0.3348 0.0038 0.0037 
3 500 FALSE 0.3767 0.3225 0.0037 0.0036 
3 500 TRUE 0.3743 0.3292 0.0038 0.0036 
3 1000 FALSE 0.3766 0.3222 0.0038 0.0036 
3 1000 TRUE 0.3742 0.3295 0.0038 0.0035 
4 500 FALSE 0.3782 0.3196 0.0038 0.0035 
4 500 TRUE 0.3778 0.3281 0.0039 0.0035 
4 1000 FALSE 0.3783 0.3190 0.0038 0.0034 
4 1000 TRUE 0.3771 0.3282 0.0039 0.0036 
5 500 FALSE 0.3812 0.3192 0.0038 0.0034 
5 500 TRUE 0.3800 0.3296 0.0038 0.0036 
5 1000 FALSE 0.3806 0.3191 0.0038 0.0034 
5 1000 TRUE 0.3799 0.3301 0.0038 0.0035 
6 500 FALSE 0.3835 0.3206 0.0037 0.0035 
6 500 TRUE 0.3815 0.3310 0.0038 0.0035 
6 1000 FALSE 0.3831 0.3200 0.0038 0.0034 
6 1000 TRUE 0.3819 0.3315 0.0038 0.0036 
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2.3.3 Results: Permutation Variable Importance Measures 
The optimal tuning parameter values mtry=l, ntree=lO00 and replace=TRUE are used 
for computing the permutation variable importances in random forests. To examine the 
effect of bootstrap sampling, we have also included the permutation importance computed 
when replace=FALSE. For Cforest, the permutation importance is computed with mtry=4, 
ntree=lO00. 
Figure 2.5 shows boxplots of the distributions of the permutation variable importance 
measures over 100 simulation runs. Despite the fact that the relevance of Y and X1 is weak 
and the prediction accuracies are not satisfying, the permutation variable importance mea-
sures still maintain reasonably good performances, given the optimal tuning parameter val-
ues. The mean permutation importances of the uninformative variables are approximately 
0, and the mean permutation importance of the informative variable X 1 is significantly 
larger than 0. 
In random forests, the variances of the permutation importance are roughly the same for 
all predictor variables, which further convinces me that the permutation variable importance 
measures are not affected by the differences in scale of measurement and level of categories 
among predictor variables . 
The parallel coordinate plots in Figure 2.6 show that in 100 simulation runs, both ran-
dom forests and Cforest fail only twice in distinguishing the informative predictor variable, 
regardless of subsampling with or without replacement. 
Comparing the plots with replace=TRUE to the plots with replace=FALSE, only minor 
differences that can be considered as randomness are spotted. Thus I am also further 
convinced that the bootstrap sampling scheme does not have harmful effects on permutation 
importance measures. 
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Fig . 2.5: Boxplots of the distributions of permutation variable importance measures from 
random forests and Cforest over 100 repeats in simulation study III. 
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Chapter 3 
Conclusion 
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Random forests is a powerful statistical tool that provides accurate predictions and re-
liable variable importance measures. Recently, criticism has been leveled at random forests 
for the variable selection bias induced by the Gini Criterion. A new implementation of ran-
dom forests, called Cforest, was developed based on cond itional inference trees. The creators 
of Cforest have constructed extreme simulations that exaggerate the variable selection bias 
of random forests and claimed that random forests should be replaced by Cforest. 
Through more systematic analysis and more general simulation studies, we have shown 
that the pr edictive power and permutation variable importance measure in random forests 
are not severely affected by the variable selection bias induced by the Gini Criterion. 
In most situations where a modest associat ion between the response variable and the 
predictor variables exists, with proper setting of tuning parameters, random forests is able 
to provide more accurate predictions and more reliable permut ation variab le importance 
measures compared to Cforest. 
Only under extreme situations, when the relevance between the response and the pre-
dictors is weak, is Cforest ab le to ach ieve better results, and these results are usually 
unimpressive because their prediction accuracies are low. 
So we should consider Cforest as a sensible complement, rather than a superior surro-
gate of random forests. 
One more finding is that the default tuning parameter values usually are not the best 
options. Users should try different values to get better performan ce, especially for "mtry". 
Chapter 4 
Discussion and Future Work 
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In this paper we have shown empirical evidence that random forests do not suffer from 
the criticisms on the variable selection bias induced by the Gini Criterion. Further research 
will aim at providing a more rigorous exp lan ation under the theoretical framework [21]. 
Further, altho ugh the predictive power and permutation variable importance measure 
for Cforest is not as good as random forests in general situations, its capac ity in detecting 
weak associations deserves more exploration. Creating a better splitting criterion that could 
accou nt for different scales of measurement and different numbers of catego ries which will 
improv e the performance of random forests is the ultimate target . 
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