for the CASPT2 calculation.
, for the ligand-field excitations energies, which is explained by the larger ligands of this cluster. However, the correction for the energy of the lowest LMCT transition is found to be ca 600 cm -1 for the CASSCF and ca 1300 cm -1 for the CASPT2 calculation.
I. Introduction
When using the Molecular Orbital (MO) approach for the description of local properties of crystals, one has to take special care because of their periodic nature. The MO method of choice is normally applied to a representative part of the structure, usually a part of the unit cell, but the effects of the infinite environment cannot be ignored. All proposed solutions are based on the principles of localization and the separability of a many-electron system into subsystems. One of the simplest solutions was pioneered by Sugano and Shulman. geometrical analysis. For the study of inorganic crystals, however, accurate SM-based models quickly become computationally too expensive because they include the nearest neighbors into the wavefunction. Crystals containing metals need to be described using larger basis sets and more accurate multiconfigurational expansions of the wavefunction.
It is also beneficial to be able to limit any electron correlation treatment to the central part of the system. 4 The embedding AIMP method 5 , which proved to be successful in many applications 6 , addresses this by replacing the nearest neighbours by a set of frozen electron densities. These densities are represented by spherical model potentials centred on the atomic positions. Herein lies its major limitation: the environment cannot always easily be divided into spherical ions. When strongly covalently bonded structures are present, the resulting electron density is anisotropic and not accurately representable either by a set of spherical densities or a single large spherical density. A natural following step would be the generalization of the embedding AIMP method to covalently bounded groups of atoms (which we call fragments).
The fragment approach has a long history in quantum chemistry and many versions of this approach have been proposed in the past. For instance, in the IMMOM method 7 the chemical groups linked to the active site through a single bond are replaced by the hydrogen atom, while non-bonded interactions of the active site with other atoms in the molecule are described by the MM force field. More rigorous approaches are based on the theory of separability of many-electron systems consisting of weekly interacting parts 8, 9 for which effective group potentials (EGP) can be rigorously introduced. Thus which is a shape consistent potential aimed at the reproduction of the active valence orbitals of the fragment, rather than its entire effect on the active site as was the goal of the EFP. The EGP method was developed by the Toulouse group 18 and proved to be often a reliable tool of fragment calculations of the molecules. 19 In this article we propose the embedding FAIMP method which is basically an extension of the conventional embedding AIMP over polyatomic groups. It uses exact potentials in the sense that a multi-atom fragment can be treated as a single entity and is represented by its full electron density. When used with single atom fragments, the method is functionally identical to the embedding AIMP method. The details of the method are presented in the next section and the details of its implementation into the MOLCAS-7.0 quantum chemistry software are given in section III. Then in section IV we apply this method for two substitutional impurity problems.
II. Method description
The FAIMP method assumes some of the approximations of the AIMP method and improves another ones. In particular, the FAIMP assumes the frozen environment approach (typical of embedding techniques), which makes it applicable only to the calculation of local properties, namely, those which depend strongly on the local geometry and electronic structure of a reference cluster and depend only secondarily on the electronic structure of the environment. The frozen environment approach is a basic assumption in the AIMP embedded cluster method and, although improvements including lattice relaxation and polarization have been explored, 6 t has been found that it is very accurate when applied to very ionic hosts where monoatomic ions are easily distinguished. It is reasonable to expect that the frozen environment approach should equally apply to more complex hosts where ionic interactions also occur among fragments (which can be monoatomic but also polyatomic ions) whereas covalent interactions may occur within the polyatomic fragments. In these cases, the existing covalent interactions within the polyatomic fragments should be adequately treated at the stage of generating the effective embedding potential, so that the effective potential corresponds to the electronic structure of a polyatomic density instead of corresponding to a set of monoatomic electronic densities (examples of hosts of this type are YVO4 and CaCO3 treated in Sect. IV). Otherwise, the interactions between the reference cluster and the external fragments are subject to the same approximations and, presumably, to the same accuracy, as in previous applications of the AIMP embedded cluster method.
Consistently, the frozen fragment electronic structure would generate polyatomic Coulomb, exchange, and projection operators which can either be calculated explicitely, this being the alternative in the present implementation, or can be subject to further approximation along the usual AIMP recipes for representing local and non-local operators, this being the target of future implementations. This latter step should result in significant savings in the evaluation of the FAIMP one-electron integrals in the cluster basis set.
II.1 The energy expression
For the derivation of the embedding FAIMP Hamiltonian we consider a central cluster surrounded by a frozen environment consisting of multi-atom fragments. The manyelectron nonrelativistic Hamiltonian of this system with N clus +N env electrons reads: 
It includes the interactions of the electrons of the group with the nuclei (core-attraction) and electrons (Coulomb repulsion and exchange) of all other groups. In practice, this equation cannot be used as-is, however, as its rigorous application would lead to variational collapse of the active electron orbitals onto the frozen orbital space of the fragments because the orthogonality conditions are not imposed. They can be applied following the procedure by Huzinaga and Cantu. 6, 8 As most solutions of the many-electron Hamiltonian are based on orbital expansions, we assume for simplicity that we are dealing with a closed shell Hartree-Fock calculation. In this case, the orbitals are solutions of the following Fock equation:
Now when we split the system into cluster and environment electrons, subject the orbitals to the following orthogonality conditions: 
Then, if we choose the frozen environment orbitals to be eigenfunctions of F tot , we obtain a Huzinaga-Cantu-like equation: 6, 8 ( )
Combining this with group-function theory, we obtain the following Hamiltonian for the central cluster:
with ( )
Noting that in this and the following expressions, the indices µ and ν loop over the basis functions of the cluster and the indices λ and σ loop over the basis functions of the fragments F (which means both indices should always point to basis functions of the same fragment), 21 the complete electronic energy can be written in LCAO form:
where the density matrices of the cluster and the fragments are defined as
and
respectively. When the expression (9) is applied to fragments consisting of single atoms, the resulting energies are comparable to those obtained using the electronic embedding AIMP Hamiltonian. The energy of the AIMP embedded cluster, however, also contains an effective nuclear repulsion term between the nuclei in the cluster and in the environment: ( )
II.2 First derivatives of the energy
The last set of terms contains the derivative of the cluster's density matrix. 
III. Implementation details
The Hamiltonian of the considered system in the environment of fragments,
represented by their full molecular density, can be expressed as follows:
where µν are the basis functions of the central cluster, ab are the basis functions on atoms E of each fragment M used to compute the fragment orbitals A and the density matrices can be used for the fragments. They can also be constructed using ECP-type basis sets.
As in the regular case, only interactions integrals are calculated so constant one-center contributions are omitted. Finally, the relativistic effects can be included in the same fashion as in the AIMP approach. 6 The FAIMP energy and first derivatives are implemented in the MOLCAS 7.0 package. 24 After the geometry of the system is read, where the fragments are specified just as one center (which is normally taken to be an obvious location like the symmetry center or the center of mass), fragments are expanded (new atoms created from the fragment's atoms) according to the specifications in the fragment density library and all other data for the fragments is read. Several routines are modified/added to the SEWARD module from MOLCAS suite of programs to evaluate the fragment-related integrals (Figure 1 ), beside the regular integrals H µν :
1.
E E E Z r R µ − ∑ -nuclear attraction integrals between the cluster's electrons and the fragment nuclei of the expanded fragment atoms.
2. The results are added to the one electron Hamiltonian.
3. The Fragment AIMP method was designed to be a generalization of the AIMP method 5, 6 and the same iterative procedure is used to obtain the fragments' orbital energies and coefficients so that (energy-weighted) density matrices are obtained that cluster and fragment orbitals. In order to achieve the AIMP representation, the short range Coulomb and exchange interaction should be represented via non-local operators as it was proposed, for instance, for EFP by von Arnim and Peyerimhoff. 13, 14 Second, the symmetry is not yet implemented for the FAIMP procedure.
The FAIMP is particularly suitable for ionic hosts formed by polyatomic ions or charged fragments, as commented above. Consequently, the fragment group-functions are expected to be naturally localized within the fragment volume (the same is true for the reference cluster, as commented above). Thus, the basis set used to obtain the fragment molecular orbitals can be restricted to include only the bases of the atoms forming the fragment. This natural localization allows for the use of smaller fragment basis sets than the ones that would be presumably needed if standard Hartree-Fock calculations with (partly frozen) localized orbitals would be performed. The latter would be superior, however, in cases where the environment is not naturally localized, as it has been demonstrated in the study of defects and chemisorption in metallic surfaces. . In both these cases no geometry optimisation has been done. The main goal of these calculations was the comparison of FAIMP and AIMP approaches.
IV.1. Cr(V) impurity in YVO 4 crystal
The Cr(V) The results for the first excitation energy are shown in Table 1 . The calculated energies show a stronger dependence on the basis set in the case of cluster embedded in the crystal than in the gas phase. This is especially the case for the CASPT2 calculations. . Although we cannot check the accuracy of these predictions by confronting them with experiment, the obtained difference in the two approaches is large enough to justify the need of FAIMP method in this case. have further refined the geometry of six oxygens surrounding the manganese ions, however, the structural changes were found to be rather small. In the following we The results of the calculations are shown in in Table 2 . The first column in the Table 2 of several thousands wavenumbers. This is probably explained by the non-optimized geometry of the impurity center and the poor treatment at the CASPT2 level which we were enforced to adopt. Another source of errors is the insufficient basis set on the manganese ion which, in particular, leads to the overestimation of the excitation energies to states with different spin multiplicity. 44 However, this drawback is not expected to affect much the assessment of the FAIMP method for this system.
IV.2 Mn
The comparison of the results obtained by FAIMP and AIMP methods show differences which do not exceed 100 cm -1 for the calculated energies, which are much lower than the differences obtained for YVO 4 : Cr 5+ in the previous section. This is due to the fact that the ligands in the present case are much larger and therefore screen efficiently the short-range potential of the fragments. This is not expected to be so in the case of LMCT excitations. Indeed, as the last line of Table 2 shows, the effect of FAIMP is much stronger, giving the difference with the AIMP method of about 600 cm -1 for the CASSCF and 1300 cm -1 for the CASPT2 calculation. This excitation corresponds to the transfer of one electron from a doubly occupied ligand orbital delocalized over two oxygens of the carbonate, one of them being the closest to the manganese ion (Figure 4a ), to the singly occupied 3d orbital of manganese ( Figure 4b ). As Figure 4a shows there is a direct overlap of the ligand orbital with the nearest neighbour CO 3 group from the first layer of the embedding, which makes its energy sensitive to the interaction with this group. 
V. Conclusions
The Fragment AIMP method is a useful generalization of the AIMP method. It permits a more accurate description of the (crystalline) environment of a molecular system without imposing limits on the frozen densities used to represent this environment. This opens the door for a more accurate treatment of the local states and the related spectroscopy in carbonates, sulfates and many natural minerals, molecular solids, etc. The method is also more flexible in its choice of basis sets for the fragments' atoms. These basis sets are also easier to construct. When used with single atom fragments, the method essentially properties. For dealing with more covalent hosts or very extended defects, other alternative methods, which can be used along a building block route or as embedding methods should be preferred. 25, 45 As it was already mentioned, the described implementation of the FAIMP method in MOLCAS-7:0 package still lacks two essential features: (i) the AIMP representation of bielectronic and projection operators and (ii) the account of symmetry of the supermolecule (cluster + fragments). These are tasks for the further developments. Their accomplishment would facilitate much the use of FAIMP method for embedded calculations, especially for geometry optimization of impurity systems, which is done routinely for the AIMP method.
neighbours. This is only necessary in cases where geometry optimizations are done with respect to coordinates that confront cluster and environment components along bonding directions of the cluster (Ref. 6) or in cases where delocalized cluster states are calculated, such as impurity-trapped excitons.
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None of these cases apply here. 
