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Abstract
Background: Routine blood tests are an integral part of clinical medicine and in interpreting blood test results clinicians
have two broad options. (1) Dichotomise the blood tests into normal/abnormal or (2) use the actual values and overlook the
reference values. We refer to these as the ‘‘binary’’ and the ‘‘non-binary’’ strategy respectively. We investigate which strategy
is better at predicting the risk of death in hospital based on seven routinely undertaken blood tests (albumin, creatinine,
haemoglobin, potassium, sodium, urea, and white blood cell count) using tree models to implement the two strategies.
Methodology: A retrospective database study of emergency admissions to an acute hospital during April 2009 to March
2010, involving 10,050 emergency admissions with routine blood tests undertaken within 24 hours of admission. We
compared the area under the Receiver Operating Characteristics (ROC) curve for predicting in-hospital mortality using the
binary and non-binary strategy.
Results: The mortality rate was 6.98% (701/10050). The mean predicted risk of death in those who died was significantly (p-
value ,0.0001) lower using the binary strategy (risk = 0.181 95%CI: 0.193 to 0.210) versus the non-binary strategy
(risk = 0.222 95%CI: 0.194 to 0.251), representing a risk difference of 28.74 deaths in the deceased patients (n = 701). The
binary strategy had a significantly (p-value,0.0001) lower area under the ROC curve of 0.832 (95% CI: 0.819 to 0.845) versus
the non-binary strategy (0.853 95% CI: 0.840 to 0.867). Similar results were obtained using data from another hospital.
Conclusions: Dichotomising routine blood test results is less accurate in predicting in-hospital mortality than using actual
test values because it underestimates the risk of death in patients who died. Further research into the use of actual blood
test values in clinical decision making is required especially as the infrastructure to implement this potentially promising
strategy already exists in most hospitals.
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Introduction
Blood tests are an integral part of clinical medicine and are
routinely undertaken during a patient’s stay in hospital. Typically,
routine blood tests consist of a core list of seven biochemical and
haematological tests, (albumin, creatinine, potassium, sodium,
urea, haemoglobin and white blood cell count) and, in the absence
of contraindications and subject to consent, almost all patients
admitted to hospital undergo these tests on admission. There is
increasing evidence of the relationship of individual, or groups of,
abnormal laboratory results and in-hospital mortality [1–9].
Blood test results are reported with actual values and their
respective reference ranges; values outside of the reference range
are flagged as abnormal. In considering the information from
blood test results the clinician has, broadly speaking, two options.
(1) Dichotomise the blood tests results into normal/abnormal
using the reference ranges or (2) make use of the actual values
without particular attention to the reference ranges. We refer to
these as the ‘‘binary’’ and the ‘‘non-binary’’ strategy respectively.
However, it is unclear which strategy is likely to be the most
effective in assessing the risk of mortality of patients admitted to
hospital and, at least for now, a controlled trial comparing the two
strategies is a premature proposition. Using a using decision tree-
based desktop exercise, we investigated whether the binary or non-
binary approach is more accurate in predicting the risk of death
following emergency admission to hospital.
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Methods
Ethical Approval
Ethical clearance was sought from two sources. For use of GE
Hospital data, the lead author (MAM) sought advice from chair of
the Birmingham research ethics committee and was advised that
formal ethical approval was not necessary as this constitutes an
audit/service evaluation. For the Portsmouth Hospital data, DP,
obtained ethical approval from the Isle of Wight, Portsmouth &
South East Hampshire Research Ethics Committee (Reference
No: 08/02/1394).
Setting and data
The data originate from a medium-sized acute hospital in
central England consisting of about 400 beds serving a catchment
population of about 300,000. All spells following emergency
admission within a financial year, (April 2009 to March 2010),
were included. Using the hospital administration system, for each
admission we obtained the following: patient’s age, gender,
admission date/time, discharge date/time and discharge status
on (alive/dead). The following were excluded -patients aged less
than 16 years of age, admissions to the maternity unit or any
admissions with missing or invalid data. Using a pseudonymised,
unique patient identifier we linked these data to the hospital
laboratory computer system to determine the index blood test,
(within a 24 hour window either side of the admission date/time),
for each patient. We included tests prior to the admission date
because it is not unusual for patients to have blood tests in the
Accident and Emergency (A&E) department just before being
formally admitted to the hospital. Blood tests outside this
624 hour window were not regarded as index blood tests and
were excluded. Patients who did not have a blood test were also
excluded.
We considered the following seven blood tests:-albumin (g/L:
reference range 35 to 50), creatinine (mmol/L: male reference
range 65 to 105, female reference range 50 to 90), haemoglobin
(g/dL: male reference range 13 to 17, female reference range 12 to
15), potassium (mmol/L: reference range 3.5 to 5.3), sodium
(mmol/L: reference range 133 to 146), urea (mmol/L: reference
range 2 to 8) and white blood cell count (109 cells/L: reference
range 4 to 11). These reference ranges were extracted from the
reported blood test and represent the majority of records.
However, there were a very small number of records where the
reference ranges for creatinine or haemoglobin or white blood cell
count differed from those reported above. These records were
retained in the analyses without any modifications. For 88
admissions the reported reference ranges for haemoglobin (g/dL)
were 13 to 16 (62 females) and 13 to 16 (25 males). For 85
admissions the upper reference range for white blood cell count
was 13 (109 cells/L) and for one admission it was 14(109 cells/L).
For one female the reported reference range for creatinine (mmol/
L) was 65 to 105.
Implementation of the binary and non-binary strategy
Our primary analysis involves the use of Classification and
Regression Trees (CART), a statistical data mining technique for
constructing decision trees by recursively splitting or partitioning
patients into homogenous groups [10]. CART analysis has been
used previously to support medical decision making [11–13]
although its use is still somewhat novel. Tree models are intuitive
to interpret because they have (a) a simple visual presentation
which starts by identifying the most important predictor variables,
(b) naturally incorporate interaction effects, (c) identify cut-offs for
continuous covariates, (d) are distribution free and (e) can handle
non-linear relationships. Some of these characteristics reflect
human decision making processes and are not readily accommo-
dated within a standard logistic regression framework. When first
developed, CART analysis could lead to quite large tree models,
but recent work has incorporated p-value based tree modelling,
known as conditional trees, which yield smaller tree models whilst
simultaneously controlling for multiple testing, (Bonferroni adjust-
ment, based on p#0.01). They are available in the Party Package
[14] in R [15]. Our purpose in using conditional tree models is to
implement the two strategies and thereby enable a fair comparison
of the two strategies without seeking to develop a clinical
prediction model [11].
Accuracy of the binary and non-binary strategy
In assessing the tree models for each strategy we considered
their discrimination and calibration characteristics [11]. Discrim-
ination relates to how well the strategy can separate, (or
discriminate between), those who died and those who did not.
Calibration relates to the agreement between observed mortality
and predicted risk.
Overall statistical performance of the two strategies was assessed
using the scaled Brier score which incorporates both discrimina-
tion and calibration. The Brier score is the squared difference
between actual outcomes and predicted risk of death, scaled by the
maximum Brier score such that the scaled Brier score ranges from
0–100%. Higher values indicate superior models.
The concordance statistic (c-statistic) is a commonly used
measure of discrimination. For a binary outcome, the c-statistic
is the area under the Receiver Operating Characteristics, (ROC)
[16], curve. The ROC curve is a plot of the sensitivity, (true
positive rate), versus 1-specificty, (false positive rate), for consec-
utive predicted risks. The area under the ROC curve is interpreted
as the probability that a deceased patient has a higher risk of death
than a randomly chosen non-deceased patient. A c-statistic of 0.5
is no better than tossing a coin, whilst a perfect model has a c-
statistic of 1. Thus the higher the c-statistic the better the strategy.
In general, values less than 0.7 are considered to show poor
discrimination, values of 0.7–0.8 can be described as reasonable,
and values above 0.8 suggest good discrimination. The two ROC
curves were formally testing using DeLong’s test for two correlated
ROC curves (with a p,0.05 set a priori for statistical significance),
implemented in the pROCR [17] package in R. Box plots showing
the risk of death for those discharged alive and dead are a simple
way to visualise the discrimination [18] of each strategy. The
difference in the mean predicted risk of death for those who were
discharged alive and died is a measure of the discrimination slope.
The higher the slope the better the discrimination. We compared
the difference in the discrimination slopes of each strategy. We also
computed the mean predicted risk of death for alive and deceased
discharges and used the Wilcoxon singed rank test (because
predicted risks were not normally distributed even after transfor-
mations) for paired data to formally test the statistical significance
of any differences using the two strategies. We used the Tukey
mean-difference plot [19] (also known as the Bland-Altman plot
[20]) to assess agreement in the predicted risks between the two
strategies. We used scatter plots to explore the relationship
between crude mortality and blood test result (divided into sixths).
All analyses were undertaken in R [15].
Generalisability
To assess the generalisability of our findings, we repeated the
above analyses using a similarly constructed pseudonymised data
frame over three years (January 2006 to December 2008) from
Portsmouth Hospitals NHS Trust based on the index blood test
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(using reference ranges used in that hospital) but without requiring
the blood test to have been performed within 624 hours of
admission. We report the c-statistic and discrimination slopes,
from the binary versus non-binary strategy using data from
Portsmouth hospitals. Other results (eg trees, ROC curves, mean-
difference plots) are not reported.
Results
There were 10050 emergency admissions during the year April
2009 to March 2010 with a complete set of blood test results
within 24 hours of admission, with a mean age of 62.45 years (SD
21.41). Of these, 13.2% (1329/10050) underwent surgery. There
were more females, (53.9%, 5419/10050) and the in-hospital
mortality was 6.98%, (701/10050). Except for the white blood cell
count (correlation 0.02, p= 0.09) all of the other blood tests
showed significant correlations with age (all p,0.0001: albumin
20.43, creatinine 0.23, haemoglobin 20.28, potassium 0.14,
sodium 20.19, urea 0.40).
Figure 1 shows the tree model based on the dichotomisation of
the seven blood tests into normal/abnormal values, (the ‘‘binary’’
strategy), and Figure 2 shows the equivalent model using the actual
blood test values, (the ‘‘non-binary’’ strategy). The binary strategy
yields a tree with 29 nodes whilst the non-binary strategy yields a
tree with 37 nodes, although the non-binary tree did not identify
creatinine and sodium as significant risk factors for in-hospital
mortality. Both trees identified significant interactions with age but
gender was not seen in either tree. The binary tree begins with
urea, whilst the non-binary tree begins with albumin. Under the
binary strategy the lowest risk of death is associated with nodes
1:9:10:18:19:21, (risk = 0.002, n = 2649). As examples, node 1
refers to the split between abnormal and normal blood urea
results, whereas node 10 refers to the split between abnormal and
normal blood albumin in samples with a normal blood urea result
from patients aged 78 years or less. Interestingly, creatinine does
not appear on this tree.
For the non-binary strategy the lowest risk of death is associated
with nodes 1:17:18:19:23:24:25, (risk = 0.002, n = 2936). As
examples, node 1 refers to the split at the level of an albumin
above or below 35 g/L, whereas node 17 refers to a split at the
level of a urea above or below 12 mmol/L in samples with an
albumin above 35 g/L. Likewise, the highest risk of death under
the binary strategy is associated with nodes 1:2:3, (risk = 0.322,
n = 572), whilst for the non-binary strategy nodes 1:2:10,
(risk = 0.581, n = 86) have the highest risk of death. Unlike the
binary tree, creatinine does appear on this tree.
Figure 3 shows the mean-difference plot of predicted risks using
the two strategies. There is clear evidence of the differences
increasing with mean risk, demonstrating that the two strategies
have systematic disagreements, with the non-binary strategy
producing systematically higher predicted risks. This can also be
seen in Figure 4, which shows box plots of the risk of mortality for
admissions where the patient was discharged alive and dead. The
mean predicted risk of death in those discharged alive using the
binary strategy was higher (risk = 0.0614, 95%CI: 0.0565 to
0.0663) compared with the non-binary strategy, (0.0582, 95%CI:
0.0534 to 0.0631), but this was not statistically significant
(Wilcoxon signed rank test for paired data, p-value = 0.81). The
mean predicted risk of death in those who died was significantly
lower (Wilcoxon signed rank test for paired data, p-value,0.0001),
using the binary strategy (risk = 0.181, 95%CI: 0.193 to 0.210),
compared with the non-binary strategy (risk = 0.222, 95%CI:
0.194 to 0.251), representing a risk difference of 28.74 deaths
(n = 701).
Figure 5 shows the ROC curves with the binary strategy having
a lower area under the ROC curve of 0.832 (95% CI: 0.819–
0.845), compared to the non-binary strategy (0.853; 95% CI:
0.840 to 0.867 CI). This difference in the area under the two ROC
curves was statistically significant, (DeLong’s test for two
correlated ROC curves, Z= 4.93, p-value,0.0001). The scaled
Brier scores for the binary strategy were lower than the non-binary
strategy (11.97% vs 16.42%).
Figure 1. Binary Strategy as a tree model. Key: ‘‘abn_’’ prefix is abbreviation for Abnormal; alb = albumin; creat = creatinine; hb=haemoglobin;
k = potassium; na = sodium; wbc=white blood cell count.
doi:10.1371/journal.pone.0046860.g001
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Figure 2. Non-binary strategy as a tree model. Key: Alb = albumin; hb= haemoglobin; k = potassium; na= sodium; wbc=white blood cell count.
doi:10.1371/journal.pone.0046860.g002
Figure 3. Mean-difference plot based on predicted risks of each strategy. Points are jittered with random noise to enhance visualisation.
doi:10.1371/journal.pone.0046860.g003
Dichotomised versus Actual Blood Test Results
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Figure 6 shows the relationship between a blood test result and
crude mortality with reference ranges also indicated, (vertical
lines). This figure shows why a binary interpretation of a blood test
result is inadequate because it is an over simplification of
predominantly non-linear relationships, even within the reference
ranges.
Generalisability
We used data from Portsmouth Hospitals NHS Trust to
investigate the generalisability of our findings. There were 76964
emergency admissions during January 2006 to December 2008
with a complete set of index blood test results following admission.
The mean age of admissions was 56.36 years (SD 25.68) with an
in-hospital mortality of 5.41% (4160/76964). The mean predicted
risk of death in those who died was significantly (p-value,0.0001)
lower using the binary strategy (risk = 0.173 95%CI: 0.162 to
0.184) compared with the non-binary strategy (risk = 0.216
95%CI: 0.203 to 0.229), representing a risk difference of 178.88
deaths in the deceased patients (n = 4160). The binary strategy had
a significantly (p-value,0.0001) lower area under the ROC curve
of 0.866 (95% CI: 0.860 to 0.869) compared to the non-binary
strategy (0.882 95% CI: 0878 to 0886 CI). The discrimination
slope using the binary strategy was lower than under the non-
binary strategy (0.126 vs 0.171). The scaled Brier scores for the
binary strategy were lower than the non-binary strategy (12.57%
vs 17.12%). These findings concur with those from GE Hospital.
Discussion
The results of commonly measured biochemical and haemato-
logical tests are being increasing researched as potential predictors
of a range of clinical outcomes. e.g., length of hospital stays,
readmission and mortality [1–9]. Traditionally, whilst notice is
often taken of specific test result values, many clinicians will
initially decide upon the need for further investigation or
treatment on the basis of whether the result value for a given
substance, or group of substances, lies within the organisation’s
reference range. Using a large data set we have demonstrated that
dichotomisation of routine blood test results is less accurate in
predicting in-hospital mortality than using actual values, even
those within the reference range, and that this is seen primarily in
the under estimation of the risk of death in deceased patients. Our
findings are consistent with the statistical axiom that dichotomisa-
tion, (or categorisation), is associated with loss of information and
should be avoided [21,22] and were replicated using data from
another hospital.
However, perhaps the most important outcome of our study
concerns the role of reference ranges in risk assessment following
emergency admission. Reference ranges encompass 61.96 stan-
dard deviations of the distribution of values from healthy
individuals [23] whose underlying risk of mortality is by definition
low. The non-binary strategy shows that it is possible, without any
apparent detriment, to overlook the reference ranges when
considering the risk of death. However, this does not suggest that
reference ranges should be abandoned. Instead we should clarify
that reference ranges provide a different perspective on the
Figure 4. Box plots showing risk using the binary and non-binary strategy. Left panel is the binary strategy and right panel is the non-
binary strategy. Cross indicates the mean.
doi:10.1371/journal.pone.0046860.g004
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Figure 5. ROC curves for the binary and non-binary strategy. Blue is the binary strategy and red is the non-binary strategy.
doi:10.1371/journal.pone.0046860.g005
Figure 6. Observed mortality risk and blood test value. Dotted vertical lines are reference ranges). More than one pair of dotted lines indicates
more than one pair of reference range, (eg for haemoglobin in men and women).
doi:10.1371/journal.pone.0046860.g006
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interpretation of a blood test result and that risk of a given
outcome (eg death in our study) for all values within the reference
range may not be constant.
In considering the binary and non-binary strategies we have
implemented them using empirically derived decision trees, which
are known to reflect some aspects of human decision making, (e.g.
identifying cut-off values for continuous variables, accommodating
interaction effects). Although in practice clinicians may adopt a
combination of binary and non-binary strategies whilst taking
account of the patient’s medical history, vital signs and other
relevant information above and beyond the blood tests results, the
tree models used in our study are sophisticated implementations of
these strategies with healthy concordance statistics. Nevertheless,
our tree models should not be confused with the production and
development of a clinical prediction model based on blood tests.
Indeed, such a model has already been proposed [24–31],
although the relatively low scaled Brier scores in our study caution
against the exclusive use of these blood test results for predicting
the risk of death following emergency admissions. Researchers
have highlighted several advantages of using these seven blood test
results to support clinical decision making and monitoring
mortality in hospitals, which include the following:-(a) haemato-
logical and biochemical variables require only one venesection, (b)
blood tests are undertaken as part of the process of care and unlike
administrative databases [32] are not completed after the fact or
susceptible to ‘gaming’, and (c) the information technology to
enable real-time blood test based mortality risk assessment both
within the laboratory and on the ward is already available in most
hospitals. This latter point is important because whilst it might be
possible for clinicians to implement the binary strategy without the
aid of computers (although unlikely given evidence of human
information processing limitations from cognitive psychology
[33,34]), the non-binary strategy would almost certainly require
computer aided implementation. Indeed computer-aided imple-
mentation would allow more sophisticated approaches (eg
Random Forests [35]) to be considered.
Our study reflects the use of index blood tests as part of the
assessment of emergency admissions to a single hospital. To
determine the extent to which our findings can be generalised to
other uses of blood tests (e.g. chronic disease monitoring, to
support differential diagnoses etc.) and the interpretation of
consecutive blood tests requires further work. Nonetheless, our
findings suggest that the non-binary strategy of interpreting blood
test results may be superior in helping clinicians estimate the
patient’s risk of death and further studies aiming ultimately
towards controlled trials are required, especially as the infrastruc-
ture to implement this potentially promising strategy already exists
in most hospitals.
Conclusion
Dichotomising routine blood test results is less accurate in
predicting in-hospital mortality than using actual test values
because it underestimates the risk of death in patients who died.
Further research into the use of actual blood test values in clinical
decision making is required especially as the infrastructure to
implement this potentially promising strategy already exists in
most hospitals.
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