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Abstract. In this paper, we proposed a pipeline for inferring the rela-
tionship of each class in support set and a query sample using forget-
update module. We first propose a novel architectural module called
”channel vector sequence construction module”, which boosts the perfor-
mance of sequence-prediction-model-based few-shot classification meth-
ods by collecting the overall information of all support samples and a
query sample. The channel vector sequence generated by this module
is organized in a way that each time step of the sequence contains the
information from the corresponding channel of all support samples and
the query sample to be inferred. Channel vector sequence is obtained by
a convolutional neural network and a fully connected network, and the
spliced channel vector sequence is spliced of the corresponding channel
vectors of support samples and a query sample in the original channel
order. Also, we propose a forget-update module consisting of stacked
forget-update blocks. The forget block modify the original information
with the learned weights and the update block establishes a dense con-
nection for the model. The proposed pipeline, which consists of channel
vector sequence construction module and forget-update module, can infer
the relationship between the query sample and support samples in few-
shot classification scenario. Experimental results show that the pipeline
can achieve state-of-the-art results on miniImagenet, CUB dataset, and
cross-domain scenario.
Keywords: Few-shot classification · Sequence prediction · Forget-update
module.
1 Introduction
Deep learning models often encounter the problem of overfitting when the amount
of training data is limited, for example, one can expect that the given training
data is insufficient compared to the complexity of deep models. The idea of meta-
learning [4] can be employed to alleviate this problem. Meta-learning methods
randomly sample data from the training set to simulate a test scenario, which is
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called a task or an episode hereinafter. Note that one episode contains a support
set and a query set, the former of which consisting of a small number of labeled
samples, while the latter consisting of unlabeled samples with labels to be pre-
dicted. In a meta-learning paradigm, thousands of randomly constructed tasks
are used to train the model so that learned parameters can extract transferable
knowledge, which makes a learned model generalize on unseen tasks.
On the basis of meta-learning, many recently proposed few-shot classification
methods [20,17,11,15,14,18] have gained better generalization abilities than uni-
versal deep learning models in few-shot paradigms. Some of them [11,15,14] make
use of distance metrics to measure distances between embeddings of two sam-
ples; however, they can not make full use of the overall information of support
samples and a query sample. [18] treats few-shot classification as a sequence-to-
sequence problem, which does not suffer from the shortcomings of those using
distance metrics. Notably, [18] proposes an attentive meta-learner called SNAIL
with the help of temporal convolutions [19] and soft attention [6]. It claims to
be able to learn a more flexible strategy. However, when dealing with few-shot
learning tasks, SNAIL requires the embeddings of samples to be fed into the
meta-learner as a sequence with each time step of the sequence being a sample-
label pair. However, samples in each task are not spread across time, therefore it
is hard for SNAIL to learn a feasible model. It is also reported in [18] that the au-
thors didn’t train the model successfully with an LSTM-based [12] meta-learner
on miniImagenet [11] with a 4-layer feature extractor.
To overcome the problem that some metric-based few-shot learning methods
can not make full use of the overall information of support samples and a query
sample. In this paper we propose to construct a channel vector sequence which
is combined with the whole information of support samples and a query sample.
In this paradigm, each sample is sent into a convolutional neural network, and a
corresponding multi-channel feature map is generated. After that, each feature
map is converted into a embedding vector (We will call this vector as channel
vector, hereinafter) of a specific scale through a fully connected network. At
last, the channel vector sequence is spliced by the corresponding channel vectors
of support samples and a query sample in the original channel order. After the
channel vector sequence is generated, the rest to do is to extract the internal
relationship among the channels and use such information to perform few-shot
classification. A natural idea is to apply LSTM [12] or GRU [9] on channel vector
sequence to infer the relationship.
Experimental results show that the spliced channel vector sequence with
LSTM or GRU model can get similar results with the state-of-the-art methods
in few-shot classification tasks on CUB [2] and cross-domain scenario [7]. This is
because channel vector sequence contains distinguish features which implicit the
relationship between query sample and support set samples, and the sequence
relationship can also be established on channel vector sequence through back
propagation method [28]. However, both LSTM and GRU have a disadvantage.
They need to use the output of previous step as the input of current step, so
none of these methods support parallel training.
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To solve the problem that LSTM and GRU cannot train channel vector
sequence in parallel and get more distinguishing features, we proposed forget-
update module constructed by forget-update blocks, which uses 1-dimensional
causal dilated convolution as base block, so it can be trained in parallel. And
every single forget-update block has two parts: a forget block and a update
block. Fig. 1 give the motivation of forget-update module. Specially, the forget
block equipped with a forget gated activation [12] which can optimize existing
information, and the update block equipped with an update gated activation
[12] which can generate new information and establish dense connections. Ex-
perimental results demonstrated the effectiveness of forget-update module on
few-shot classification benchmarks. The proposed forget-update module can get
state-of-the-art results in few-shot classification tasks.
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Fig. 1: A toy example illustrating the motivation of forget-update module. This is the
5-way 1-shot few-shot classification example. The support set include five classes(i, ii,
iii, iv, v), and the query set include one sample. (a) Each class include four features.
The distances between the query sample and each support class are 4, 2, 2, 3, 2. Under
this condition, we cannot distinguish the category of the query sample. (b) Each class
include six features, It includes forgotten features and updated features. The forgotten
features are removed features that have low discrimination, while the updated features
are newly generated features.
The main contribution of this paper is twofold. First, we proposed to use
the channel vector sequence which contains the overall information of support
samples and a query sample to infer categories of query samples. When the
proposed channel vector sequence combined with sequence prediction methods,
such as LSTM [12] and GRU [9], the relationship between the query samples
and the support samples can be inferred. Experimental results show that we can
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get competitive results with the state-of-the-art few-shot learning methods on
CUB [2] and cross-domain scenario [7] when combines channel vector sequence
with LSTM [12] or GRU [9]. Second, we design forget-update module stacked of
forget-update blocks, which can produce more distinguish features in few-shot
classification tasks. Experiments show that when combines the forget-update
module with channel vector sequence, we can achieve state-of-the-art results on
miniImagenet [11], CUB [2] and cross-domain scenario [7].
Code and datasets will be released once the article is accepted.
2 Related Work
2.1 Metric-based Few-shot Leaning
A number of few-shot classification methods are metric-based, i.e., they learn a
set of projection functions that project the inputs to an embedding space, and a
certain distance metric that measures the distance between any two embeddings.
Those methods aim to make the samples from the same category closer in the
embedding space, while those from different categories being distant from each
other. For instance, Siamese Network [17] extracts features from a pair of samples
and calculates the similarity relationship between the two feature vectors, thus
the classification is done by comparing the samples in the query set and the
support set in such a manner. Prototypical Network [15] is based on Euclidean
distance metrics and uses the mean of embeddings from the same category as
the prototype of that category. Relation Network [14] is similar to Prototypical
Network, except that it employs a neural network to learn a deep instance metric,
instead of using a fixed one.
2.2 Meta-learner based Few-shot learning
Some other methods construct a meta-learner that learn to make updates to the
parameters to a traditional learner designed for scenarios with a great amount
of data. [20] provided a method to initialize the parameters of the traditional
learner in a way that a few gradient descent steps with a small amount of training
data from a new task will lead to good generalization performance on that task.
[16] proposed to use the embedding vectors of the newly seen samples to imprint
weights for the new classes on the rear of the base network. The traditional
learner used in [?] is a convolutional-network-based network, and the method
proposed in [?] learns to update the parameters of the last full-connected layer
of the base network, based on the newly seen samples.
2.3 Time Series Prediction Methods
Aside from the recurrent neural networks (RNNs for short), a lot of recently pro-
posed methods have been proven to work well in time series tasks, and some of
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them even show better performance than RNNs do. [6] proposed a network archi-
tecture called Transformer to solve the sequence to sequence problem. The Trans-
former is built based on attention mechanism instead of RNNs, which makes it
more parallelizable and requires less time to train. Recently, a 1-dimensional
convolutional neural network architecture named TCN [19] is proposed by Bai
et al. and shows its effectiveness in sequence modeling problems. By combining
causal convolution, dilated convolution, and shortcut connection, TCN is able
to make use of information in a long history.
3 Proposed Approach
In this section, after defining the problem, we describe the channel vector se-
quence construction module, the causal dilated convolution block, the forget-
update module and the prediction module used in our method one by one in
detail. The overall framework of the proposed method is shown in Fig. 2.
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Fig. 2: The overall framework of the proposed method. The feature extractor
ϕ(·) first converts input images into c matrices, and then converts each matrix into a
1-dimensional feature vector m, m ∈ Rd. The channel concatenate function C(·) is used
to stitch all feature vectors and obtain channel vector sequence x˜, x˜ ∈ Rc×((N+1)×d),
where N is the class number of support set. Then, the channel vector sequence x˜ is
put into two forget-update modules. Finally, the prediction module infers the similarity
relationship between the query sample and each type of samples in the support set.
3.1 Problem Definition
We first give the general setup and notations of few-shot classification in this
paper. The purpose of few-shot classification is to build a model Φ(·), which can
classify unlabeled samples with the help of a few labeled samples. Each few-shot
classification task T (or episode) contains a labeled support set S, an unlabeled
query set Q and an output set Y, which satisfies that the elements of S and Q
do not intersect. The output set Y is the set of the labels of all the samples in Q.
We only consider N -way K-shot few-shot classification paradigm in this paper.
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In such a paradigm, every support set S contains exactly N type of class and
each class has K samples, the query set Q contains some unlabeled samples that
belong to the classes in S. The output set Y includes the corresponding labels
of elements in the query set Q.
The support set S, the query set Q and the output set Y are formalized as
shown in Equation 1, 2 and 3.
S = {(x11, l1), · · · , (xij , li), · · · , (xNK , lN );
li ∈ {1, · · · , N}}
(1)
Q = {x˙1, · · · , x˙q} (2)
Y = (y1, · · · , yq) ∈ {1, · · · , N}q (3)
where N is the number of classes, K is the sample number of each class in
support set S, and q is the size of the query set. The subscripts of xij indicate
that xij is the j-th sample in the i-th support class.
As in other state-of-the-art few-shot classification methods [11,20,15,14,18],
our method trains a meta-learner to fit the few-shot classification task through
minimizing the loss of its predictions over the query set Q as in Equation 4.
θ∗ = argmin
θ
ET
 ∑
x˙i∈Q,yi∈Y
L(yi, Φθ(x˙i,S))
 (4)
where Φ(·) indicates the meta-learner and L is the loss function. We need to
train the meta-learner Φ(·) with thousands of randomly sampled tasks under
the constraint of loss function L(·).
3.2 Channel Vector Sequence Construction Module
For each task T , we first extract the feature map of each sample in the support
set S and the query set Q. When deal with K-shot tasks where K > 1, for
each class we calculate an element-wise average over the feature maps of all the
samples in that class to form a class-level feature map. The class-level feature
map for the i-th class can be formulated by Equation 5.
x¯
′
i =
1
N
K∑
j=1
(ϕ(xij)) (5)
where ϕ(·) : Rccol×H×W → Rc×d is a feature extractor (ccol = 1 for grayscale
images and 3 for RGB images). We use ϕ(·) = ϕsq(ϕconv(·)) where ϕconv(·) is
a 4-layer 2-dimensional convolution block and ϕsq(·) is a dimension reduction
block. The output of ϕconv(·) is a feature map consisting of c channels. ϕsq(·)
then squeezes the information in each channel to a d-dimensional vector use
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two consecutive fully-connected layers. Note that we adopt d = 64 and c = 64
according to experiments.
After that, we perform channel-level stitching between all class-level feature
maps in the support set S and feature maps of images in the query set Q.
Equation 6 shows how to stitch channels.
x˜p = C(x¯′1, · · · , x¯
′
N , ϕ(x˙p)) (6)
where C(·) is the channel concatenate function which is used to splice x¯′1, · · · , x¯
′
N , ϕ(x˙p)
according to the order of channels. x˜p ∈ Rc×((N+1)×d), c is the number of chan-
nels, and d is the feature dimension of each sample. x˜p is called channel vector
sequence in this paper.
Then, we transform few-shot classification problem into a sequence prediction
problem on the channel vector sequence. We formalize the prediction model as
Equation 7.
y˜p = f(x˜p1, · · · , x˜pc) (7)
where p indicates p-th element in query set Q, c is the c-th channel in x˜p, f(·)
is a sequence prediction model, y˜p is the label of x˙p.
3.3 Causal Dilated Convolution Block
The causal dilated convolution blocks are the basis of the proposed method.
We use causal dilated convolution blocks on channel vector sequence. Causal
convolutions produce an output of the same length as the input and the newly
generated data only depends on the data information before the current point.
In addition, dilated convolution is also adopted to improve the range of receptive
field on the channel vector sequence. The dilation factor d increased exponen-
tially and can be formalized as Equation 8.
d = k`−1 (8)
where k is the kernel size and ` indicates the `-th layer of forget-update module.
The detail of forget-update module is described in section 3.4.
With the help of causal dilated convolution block, we can cover a very large
receptive field with a few layers. Causal dilated convolution block is first used
for generating raw audio in [21].
3.4 Forget-Update Module
Forget-update module consists of stacked forget-update blocks. The detail of
forget-update module is described in Algorithm 1 and the forget-update block is
illustrated in Fig. 3. The forget block is designed to upgrade existed information
and the update block is designed to reproduce new information and establish
dense connection. The forget block generates data xforget(xforget ∈ Rc×din)
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concatenate
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Causal
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Fig. 3: Forget-update block. The forget-update block includes two parts. The dashed
boxes from left to right represent the forget block and update block, respectively. Causal
indicates a causal dilated convolution block with dilated kernel size d = k`−1.
which has the same size as the input. Forget block can be formalized as Equation
9.
xforget = σ(Causal(x˜
(i), d, k)) x˜(i) (9)
where Causal(·) is causal dilated convolution function, σ(·) is a sigmoid
function, d is dilated rate, k is kernel size, x˜(i) is the i -th input to the i -th
forget-update block in forget-update module.
The update model will generate data xupdate(xupdate ∈ Rc×filter size) which
has the same sequence length as the input, and the dimension of each channel
vector is set to filter size. The channel vector sequence x˜ is used as the input of
the first forget-update block in the proposed model. The output channel vector
sequence will be used as input for the next forget-update block. The process of
update block can be formalized as Equation 10,11,12.
temp1 = tanh(Causal(x˜(i), d, k))) (10)
temp2 = σ(Causal(x˜(i), d, k))) (11)
xupdate = temp1 temp2 (12)
where tanh(·) is hyperbolic tangent activation function.
And finally, we stitch xforget and xupdate in feature dimension direction as
the output of forget-update block.
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Algorithm 1 Forget-update module. σ(·) is the sigmoid function,  denotes
element-wise multiplication operator and C(·) is the channel concatenate func-
tion, Causal(·) is the causal dilated convolution function, which is detailed in
Section 3.4.
Require:
x˜: channel vector sequence
k: kernel size
c: the length of channel sequence
1: x˜(0) = x˜
2: ` = dlogk ce
3: i = 0
4: while i < ` do
5: d = ki
6: xforget = σ(Causal(x˜
(i), d, k)) x˜(i)
7: temp1 = tanh(Causal(x˜(i), d, k)))
8: temp2 = σ(Causal(x˜(i), d, k)))
9: xupdate = temp1 temp2
10: x˜(i+1) = C(xforget,xupdate)
11: i = i+ 1
12: end while
13: return x˜(`−1)
3.5 Prediction Module
The prediction module is a three-layer fully connected network, which uses Relu
[23] as the activation function. The weights of the prediction model are initialized
using the method described in [25] and weight normalization [24] is applied. The
prediction module predicts N values which represent the similarity relationship
between the query sample’s feature map and the class-level feature maps of those
N support classes.
4 Experiments and Discussion
In this section, we evaluate the proposed method and some state-of-the-art few-
shot classification methods in three scenarios, including generic object recogni-
tion, fine-grained classification, and cross-domain scenario classification.
4.1 Datasets and Scenarios
For the scenario of generic object recognition, we use the widely used miniImagenet
dataset [11]. miniImagenet is a subset of Imagenet [3] and consists of 100 classes,
each of which contains 600 images with a size of 84×84. We follow the split used
in [14] and split the dataset into 64, 16 and 20 classes for training, validation
and testing, respectively.
For the scenario of fine-grained classification, we use the CUB dataset [2]. It
contains 11,788 images from 200 classes in total. In our experiments, we split
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Table 1: 5-way 1-shot and 5-way 5-shot classification accuracies on miniImagenet. All
results are averaged over 600 episodes from the test set. The top two results are high-
lighted. The unit is percentage. ∗ indicates performing 30-way training in 1-shot tasks
and 20-way training in 5-shot tasks during the training stage. The unit is percentage.
Methods 1-shot 5-shot
MatchingNet[11] 46.6 60.0
MAML[20] 48.70 63.11
ProtoNet∗ 49.42 68.20
RelationNet[14] 50.44 65.32
SNAIL [18] 45.10 55.20
proposed 50.54 65.66
Table 2: 5-way 1-shot, 5-way 3-shot and 5-way 5-shot classification accuracies on CUB.
All results are averaged over 600 episodes from the test set. The top two results are
highlighted. The unit is percentage.
Methods 1-shot 3-shot 5-shot
MatchingNet[11] 59.75 69.92 73.59
ProtoNet[15] 50.18 62.70 66.82
RelationNet[14] 61.18 70.40 73.45
proposed 60.89 73.03 76.79
the dataset into 100, 50 and 50 classes for training, validation and testing, re-
spectively.
For the cross-domain scenario (miniImagenet → CUB. For simplicity, we
will call it cross hereinafter), we follow the setting used in [7], which uses
miniImagenet as the training set while using the 50 CUB validation classes
for validation and the 50 CUB testing classes for testing. This is to test out
the performance of our method when the effect of domain shift is relatively
significant.
4.2 Implementation Details
[11] first describes the meta-learning training setup in few-shot classification
areas. All the methods in this paper are trained with meta-learning strategy.
Specially, each prediction in a task (or episode) only relies on a corresponding
support set. In the meta-training process, we train 60,000 episodes when us-
ing CUB or cross as the dataset, and 120,000 episodes with miniImagenet. We
adopt the N -way K-shot few-shot classification paradigm. In each episode, we
randomly choose N = 5 classes to use in this episode. We then randomly sample
K images for each previously chosen class to make up the support set. The size
of the query set is fixed to 16. 1-shot and 5-shot classification are evaluated on
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Table 3: 5-way 1-shot, 3-shot and 5-shot classification accuracies on cross-domain sce-
nario. All results are averaged over 600 episodes from the test set. The top two results
are highlighted. The unit is percentage.
Methods 1-shot 3-shot 5-shot
MatchingNet[11] 40.24 50.61 55.93
ProtoNet[15] 37.24 50.19 56.49
RelationNet[14] 41.41 52.85 58.93
proposed 46.48 55.27 57.69
Table 4: Ablation experiments on miniImagenet, CUB and cross-domain scenario. All
results are averaged over 600 episodes from the test set. The top results are highlighted.
The unit is percentage.
Methods miniImagenet CUB cross
1-shot 5-shot 1-shot 3-shot 5-shot 1-shot 3-shot 5-shot
TCN [19] 40.32 63.39 57.76 58.07 60.47 38.38 43.59 38.64
+update 45.71 64.55 54.05 70.19 71.54 42.48 54.42 58.20
proposed 50.54 65.66 60.89 73.03 76.79 46.48 55.27 57.69
miniImagenet dataset. 1-shot, 3-shot and 5-shot classification are evaluated on
CUB and cross datasets. In the meta-training process, the model, which has the
best accuracy when evaluated in validation set, is saved. And the saved model
is used to evaluate the test accuracy. In the meta-testing process, we test the
model with 600 episodes and adopt the average of all the prediction results as
the testing accuracy.
In this paper, all the methods are trained from scratch and adopt Adam
[1] as optimizer. The optimizer takes an initial learning rate of 0.001, and we
reduce the learning rate by 10% when the testing accuracy stagnates in 7 consec-
utive training steps. For each convolutional layer in ϕconv(·), a Batchnorm [35]
regularization module is inserted between the convolution and the activation
function. All the convolutions uses 64 3× 3 kernels and the activation function
is ReLU [23]. A 2× 2 max-pooling operation is added to the first two layers. We
only apply normalization, scale and center-crop operation on the input images
without data enhancement. We reimplemented MatchingNet [11], ProtoNet [15]
and RelationNet [14] on CUB and cross.
The proposed model contains two forget-update modules. Every forget-update
module contains dlogk ce (k = 2, c = 64) forget-update blocks. The filter size of
all forget-update blocks in the first and second forget-update module is set to
16 and 32, respectively.
4.3 Experiment Results
Our Experiments are designed in the purpose of to answer these questions:
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Table 5: The prediction results of LSTM and GRU networks with the generated channel
vector sequence as input. All results are averaged over 600 episodes from the test set.
The top two results are highlighted. The unit is percentage. ∗ indicates performing
30-way training in 1-shot tasks and 20-way training in 5-shot tasks during the training
stage. The unit is percentage.
Methods miniImagenet CUB cross
1-shot 5-shot 1-shot 3-shot 5-shot 1-shot 3-shot 5-shot
MatchingNet 46.6 60.0 59.75 69.92 73.59 40.24 50.61 55.93
ProtoNet 49.42∗ 68.20∗ 50.18 62.70 66.82 37.24 50.19 56.49
RelationNet 50.44 65.32 61.18 70.40 73.45 41.41 52.85 58.93
GRU 48.86 63.35 59.07 71.57 74.29 42.97 53.38 61.12
LSTM 49.40 61.92 60.28 71.69 74.88 44.80 54.74 59.78
proposed 50.54 65.66 60.89 73.03 76.79 46.48 55.27 57.69
1. How does the proposed method compare to exist methods?
2. Evaluate the effects of forget block and update block.
3. Evaluate the prediction results of LSTM [12] and GRU [9] networks with
channel vector sequence as input.
To validate the effectiveness of the proposed method, we compare it with Match-
ingNet [11], ProtoNet [15] and RelationNet [14] on miniImagenet, CUB
datasets, and cross-domain scenario. In addition, we also compared with MAML
[20] and SNAIL [18] on miniImagenet.
Table 1, 2, 3 illustrate the object recognition capability on miniImagenet,
CUB and cross-domain scenario, respectively. All the methods use a 4-layer
convolutional network as backbone. Table 1 shows that the proposed method
achieves the best performance in 5-way 1-shot paradigm and achieves the second-
best performance in 5-way 5-shot paradigm. ProtoNet has a big improvement
over the proposed method. This is most likely because ProtoNet is trained in a
20-way 5-shot paradigm, and tested in a 5-way 5-shot paradigm, as a result, it
gains greater discrimination on object recognition task in 5-way 5-shot paradigm.
Table 2 shows that the proposed method has made great progress on both 5-
way 3-shot and 5-way 5-shot tasks and achieve a second place on 5-way 1-shot
task. Table 3 shows that the proposed method has a larger improvement on 5-
way 1-shot and 5-way 3-shot tasks than the comparative methods, and achieves
sub-optimal result on 5-way 5-shot task.
Table 4 shows the results of the ablation experiments. TCN [19] is the
baseline method which uses causal dilated convolution with identity connection
[29] and uses similar channel configuration as the proposed method. +update
method uses the proposed update block but no forget block. The proposed
method uses the forget-update module and put channel vector sequence as in-
put. Table 4 shows that the forget block and update block can improve the
prediction performance on miniImagenet, CUB and cross.
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Table 5 shows the prediction results of GRU [9] and LSTM [12] methods
with the proposed channel vector sequence as input. LSTM and GRU hidden
layer dimensions are both set to 512, the number of layers are set to 2 and
bidirectional mode are both set to false. Table 5 shows that most results of LSTM
and GRU methods have a better performance than the state-of-the-art few-show
classification methods in CUB and cross-domain scenario, and the performance
of LSTM and GRU on miniImagenet have competitive results with matchnet
[11]. It reflects that the proposed channel vector sequence can be combined
with time sequence models, and this method can be used to infer the similarity
relationship between query sample and support set samples. It also indicates
that the proposed method almost completely exceeds LSTM and GRU, which
means that the proposed forget-update module is more suitable for the proposed
channel vector sequence than LSTM and GRU.
4.4 Discussion
From the experimental results, we find that the pipeline which uses channel
vector sequence as input and uses forget-update module as relation discrimina-
tor can get state-of-the-art results for few-shot classification. We think that the
update block is equivalent to a dense connection mechanism, which can gener-
ate new information when passing through each update block. The forget block
can modify existing information with learned weight. The combination of LSTM
and GRU with the proposed channel vector sequence can get state-of-the-art
results on CUB and cross-domain scenario, indicates that the similarity rela-
tionship between class-level features and query sample’s feature is implicated in
the proposed channel vector sequence.
5 Conclusion
In this paper, we study the spliced channel vector sequence of support samples
and a query sample. Experimental results show that putting the spliced channel
vector sequence as the input of LSTM and GRU can get competitive results
with state-of-the-art few-shot classification methods in the CUB dataset and
cross-domain scenario (miniImagenet → CUB). This shows that the sequence
prediction methods can be used to infer the similarity relationship with the help
of channel vector sequence. We also proposed a forget-update module, and the
proposed module shows promising results on few-shot classification tasks when
using the proposed channel vector sequence as input.
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