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Chapter 1
How to use forcing
The aim of these lectures is to give a short introduction to forcing. We will avoid meta-
mathematical issues as much as possible and similarly we will avoid performing the actual
construction of forcing. We assume familiarity with basic predicate logic, the axioms of
ZFC set theory and constructible sets. We will also make use of tools like the coding of
Borel sets and the Shoenfield absoluteness result.
1.1 Inner models and generic sets
We will use naive set theory as a setting. In this framework, we can prove results about
consistency by looking at models of set theory.
Definition 1.1.1. An inner model of ZF is a class M such that:
1. M is a class of V , that is the axioms of ZF are still valid (in V ) if one applies
replacement to formulas including one unary predicate U interpreted by M ,
2. M is transitive,
3. M contains all ordinals,
4. M is a model of ZF .
Similarly we can define when M is an inner model of ZFC.
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Definition 1.1.2. (a) A forcing notion is a partially ordered set P which has the largest
element 1P; elements of P are called conditions.
(b) Given p, q ∈ P, p is an extension of q if p ≤ q.
(c) A subset G of P is called P-generic over V , if the following hold:
1. p ≤ q and p ∈ G⇒ q ∈ G,
2. p, q ∈ G⇒ p, q are compatible (i.e. have a common extension),
3. If D is a dense set belonging in V , then D∩G 6= ∅, where dense means ∀p∃q ≤ p, q ∈ D.
It is easily seen that if G is P-generic over V , and if p, q ∈ G, then they have a common
extension in G.
Theorem 1.1.3. If M is a countable transitive model and P a partially ordered set of M ,
then given any condition in P, there is a P-generic set over M including p as an element.
Proof. Enumerate the dense sets of P in M as a sequence (Dn : n < ω). Pick a decreasing
sequence (pn : n < ω) of elements of P such that:
• p0 = p,
• pn+1 ≤ pn,
• pn+1 ∈ Dn.
Then G = {p ∈ P : ∃n, pn ≤ p} is as required.
The countability of the model is only used in the proof of the above theorem; so from
now on we work in V , and force over it.
Fix a forcing notion P. We will use so called formulas with parameter P, to mean a
formula of an extended language including a constant symbol interpreted by P.
Construction of the model: For any P-generic G over V , there is a model V [G] such
that:
• V is an inner model of V [G],
• There is an onto map KG from V onto V [G] defined in V [G] with parameter G (pro-
vided a unary predicate symbol is allowed with interpretation V ).
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An element a such that KG(a) = u is called a name for u.
Truth in the model:
• For any formula φ(v1, ..., vn), there is a formula Forceφ(v0, ..., vn) with parameter P
such that
V |=“Forceφ(p, a1, ..., an)”
iff for every generic set G containing p,
V [G] |=“φ(KG(a1)...,KG(an))”.
Forceφ(p, a1..., an) is often written
p  φ(a1, ..., an).
Also we have
V [G] |=“φ(KG(a1)...,KG(an))”,
iff
∃p ∈ G, p  φ(a1, ..., an).
Thus there is, in V , a forced approximation of the truth of V [G].
Names of elements of V [G]: Recall that a name for u is an element a ∈ V such that
KG(a) = u.
• There is an object Γ such that KG(Γ) = G (a canonical name for G).
• There is a functional relation defined in V, a 7→ aˇ such that KG(aˇ) = a.
Most of the applications of forcing can be done without knowing more about generic models
and the forcing relation.
Theorem 1.1.4. V [G] is the smallest model containing all members of V and G as an
element, and such that V is an inner model.
Notation 1.1.5. Let V [G] be a generic extension of V .
(a) For a ∈ V [G], we use a∼ ∈ V as a name for a (so that KG(a∼) = a).
(b) If a ∈ V, we use a itself, instead of aˇ, as a name for a.
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1.2 Properties of the forcing relation and the generic ex-
tension
In this section we give some consequences of the forcing relation and the model V [G].
Lemma 1.2.1. If p  φ and q ≤ p, then q  φ.
Lemma 1.2.2. (a) p 1 φ iff ∃q ≤ p, q  ¬φ.
(b) p  ¬φ iff ∀q ≤ p, q 1 φ.
(c) p  ∀xφ(x) iff p  φ(a) for any a in V .
(d) p  ∃xφ(x) implies ∃q ≤ p, ∃t, q  φ(t)
Proof. (a) Some model V [G] with p ∈ G satisfies ¬φ; hence assume q ∈ G such that q  ¬φ.
An extension r of p, q is smaller than p and forces ¬φ.
For the converse, pick a generic G containing q with q  ¬φ; then in the model V [G],¬φ
holds, hence p can not force φ.
(b) follows from (a),
(c) If p 1 φ(a), some extension q of p forces ¬φ(a), by picking some generic G with q ∈ G,
one comes to a contradiction.
For the converse, given G with p ∈ G, we get for any a, V [G] |= φ(KG(a)), therefore
p  ∀xφ(x).
(d) LetG be generic with p ∈ G. Then V [G] |=“∃xφ(x)”, thus for some t, V [G] |=“φ(KG(t))”.
Pick q ∈ G such that q  φ(t). Then any r extending both of p, q forces φ(t).
Theorem 1.2.3. If V satisfies AC, then so does V [G].
Proof. We will well order a set x of V [G]. Now every element of x has a name:
∀y ∈ x∃b, y = KG(b).
This is a statement in V [G]. Given y, we can consider the first ordinal ξ such that
∃b ∈ Vξ, y = KG(b).
By replacement we bound the search for the names. Now KG is an onto map from a well-
ordered set onto a set that contains x; hence x is well-orderable.
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Definition 1.2.4. P satisfies the κ-c.c. if all antichains of P have size < κ, where an
antichain A is a subset of P consisting of pairwise incompatible elements.
Theorem 1.2.5. (Assume V satisfies AC) If P satisfies the κ-c.c. where κ is regular, then
forcing with P preserves all cardinals ≥ κ.
Proof. Assume not; so there is one, say h : λ ↔ λ+, for some regular λ ≥ κ. Some p in G
forces
“ h∼ is a function from λ onto λ
+”.
Given α < λ, pick a maximal antichain Aα consisting of conditions q such that q ≤ p and
q “ h∼(α) = δ”, for some δ < λ
+.
Given any q, δ is unique. The set of possible δ’s is therefore of cardinality < κ, as one
has λ many α’s, this gives at most λ possible δ’s altogether. Let X be the set of these δ’s.
Claim 1.2.6. In V [G], the range of h is included in X.
Proof. Otherwise, pick β < λ, ρ /∈ X such that h(β) = ρ. Pick q ≤ p such that q “ h∼(β) = ρ”.
Aβ is maximal, so q is compatible with some q
′ ∈ Aβ . A common lower bound r of q, q
′
forces
r “ h∼(β) = ρ”, ρ /∈ X,
r “ h∼(β) = δ”, δ ∈ X.
Contradiction
It follows that the range of h can not cover λ+.
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Chapter 2
Random forcing
2.1 Adding one random real
Let’s start with the definition of the forcing notion. The random (real) forcing R is the set
of compact sets of the real line of measure > 0.
Lemma 2.1.1. The forcing R has the c.c.c. (countable chain condition): any antichain is
countable.
Proof. Define a semi-metric d on the set of compact subsets of the real line by
d(K,K ′) = µ(K△K ′),
where µ is the lebesgue measure and △ is the symmetric difference. In the associated
topology, there is a countable dense set namely the finite union of closed intervals. Indeed
let K be given, K is covered by an open set U with µ(U \K) < ǫ/2, and a finite union of
intervals V =
⋃n
i=1(ai, bi), such that V ⊆ U and µ(U \ V ) < ǫ/2. Therefore µ(K△V¯ ) < ǫ,
and V¯ is of required type.
Now if 2ǫ < µ(K0) and d(K,K0) < ǫ, d(C,Ko) < ǫ, then K,C are compatible. From this
it follows that there is a countable basis of the topology consisting of sets Cn such that any
two elements in Cn are compatible. The c.c.c. easily follows.
Let G be generic for the above set of conditions. The intersection of all compact sets in
G is a real.
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Remark 2.1.2. Actually the compact sets do not remain compact in V [G]. We replace them
by their closure.
The uniqueness is proved as follows: If not, let g, g′ be two elements of the intersection.
Let q ∈ Q, g < q < g′. Now we claim that
{K : K ⊆ (−∞, q) or K ⊆ (q,+∞)}
is dense, therefore a generic cannot contain both of g and g′.
Lemma 2.1.3. The real g does not belong to any Gδ set X of zero measure coded in V .
Proof. Let X =
⋂
n<ω Un, where each Un is an open set, (Un : n < ω) is decreasing and
µ(Un)→ 0. We then note that
{K : ∃n,K ∩ Un = ∅}
is dense. This is because given K0, we can pick n such that µ(K0 ∩ Un) < µ(K0)/2. Then
K0\Un is a compact set, if it is of measure > 0. From this the result follows immediately.
We have a converse: Let g be a real; let
g˜ = {K : K is a compact set coded in V and g ∈ K¯}.
Lemma 2.1.4. g˜ is generic iff g does not belong to any Gδ zero measure subset of R coded
in V .
Proof. We have only one implication to establish. Properties (1) and (2) of genericity are
clear. Let us see the third one. Let D be a dense set in V . Pick a maximal antichain A of
elements of D. A is countable.
Claim 2.1.5.
⋃
{K : K ∈ A} is an Fσ set whose completion is of zero measure.
Proof. Otherwise some K ′ is included in the complement with µ(K ′) > 0. Replacing a
smaller one K˜, we can assume K˜ ∈ D. This contradicts the maximality of A.
Now the real g does not belong to the complement of the set
⋃
{K : K ∈ A} of V [G],
hence for some K, g ∈ K¯.
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It should be noted that if we go from G to g and then go to g˜, we get G ⊆ g˜. Equality then
follows from the following general lemma.
Lemma 2.1.6. If G,G′ are both P−geenric over V and G ⊆ G′, then G = G′.
Proof. If p ∈ G′ \G, then the set
Dp = {q ∈ P : q ≤ p or q is incompatible with p}
is dense, hence G ∩Dp 6= ∅. Pick q ∈ G ∩Dp. If q ≤ p, p ∈ G, contradiction. Otherwise q is
incompatible with p, then as p, q are both in G′, we also get a contradiction.
Lemma 2.1.7. Any real x of V [G] is the value on g of a Borel measurable function of V .
Proof. We only treat the case of reals of the interval [0, 1]; by adding a positive or negative
integer it is possible to restrict ourself to this case. We first pick a condition K0 such that
K0 “ x∼ is a real of [0, 1]”,
Now for any element q of Q ∩ [0, 1], pick a maximal antichain Aq consisting of conditions
K ≤ K0 such that K “ x∼ < q”. Aq is countable and we let Xq =
⋃
{K : K ∈ Aq}. Xq is
an Fσ subset of R. We let Φq be the function whose value is q on Xq and is 1 otherwise.
Finally we define Φ to be infq∈QΦq.
Claim 2.1.8. The value of Φ at g is exactly x.
Proof. First we show that Φ(g) ≤ x. Otherwise, there is q ∈ Q such that x < q < Φ(g). Now
some condition L of G is such that L ≤ K0 and L “ x∼ < q”. Now it is easily seen that the
set
D = {L′ : L′ is incompatible with L, or L′ is below L and some condition from Aq}
is dense. We pick some L′ ∈ G∩D; L′ is a subset ofXq and therefore Φ(g) < q, contradiction.
Now we show that x ≤ Φ(g). Otherwise for some q,Φq(g) < x. This implies g ∈ Xq,
hence Φq(g) = q. But then g belongs to some K ∈ Aq, contradiction as K “ x∼ < q.”.
The lemma follows.
Using Lusin’s theorem from measure theory, together with a density argument we get
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Theorem 2.1.9. Any real in V [G] is the image of a continuous function of the ground
model defined on a compact K of positive measure such that g ∈ K.
Corollary 2.1.10. Any real in V [G] is included in some nowhere dense closed set of the
ground model V .
Proof. First of all, there is a Gδ dense subset of zero measure in V , say X =
⋂
n<ω Un, so
that g /∈ X. Hence g belongs to one of the complements, call it F .
In order to treat the general case, we use the fact that a real x is the range of g via
a continuous function Φ of V , defined on a compact set K,µ(K) > 0. Now Φ[K ∩ F ] is a
compact nowhere dense set coded in V and contains Φ(g) = x.
From the Corollary it will follow, once we know Cohen generic reals, that no such real
appears in V [G]. We close discussing the single random real model by the following. Let RV
be the reals of the ground model V .
Theorem 2.1.11. (a) RV is meager,
(b) RV is not measurable.
If we consider the effects of adding many random reals, then we have the following.
Theorem 2.1.12. (ZFC) The following are equivalent:
(a) Every Σ∼
1
2 set (PCA) is Lebesgue measurable,
(b) Almost all reals are random over any inner model L[α], α ∈ R.
2.2 Collapsing
The set of conditions Col(ℵ0,ℵ1) is
{p : p is a function from a finite subset of ℵ0 into ℵ1}.
ordered by reverse inclusion.
Lemma 2.2.1. In the generic extension, there is an onto map from ℵ0 → ℵ1. Also other
cardinals remain cardinals (because |Col(ℵ0,ℵ1)| ≤ ℵ1).
Theorem 2.2.2. (CH) In V [G], almost all reals are random over V .
Proof. The Borel sets of zero measure coded in V form a countable set.
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2.3 Amoeba forcing
The set of conditions this time is
{K : K is compact ⊆ R and µ(K) > 1},
ordered by inclusion.
Lemma 2.3.1. This set satisfies the c.c.c.
Proof. Very similar to the case of random forcing.
Theorem 2.3.2. The intersection of the compact sets of the generic is a compact set of
measure 1 consisting of random reals.
Proof. We prove it consists of random reals. Let B be a Borel set of zero measure coded in
the ground model. {K : K ∩B = ∅} is dense. This gives the result.
To prove that the measure of the intersection is at least 1, assume on the contrary it
is ≤ 1 − δ. Some open set U covers the intersection with µ(U) ≤ 1 − δ/2, and it can be
replaced by a finite union of open intervals U0. Now µ(K \ U0) > δ/2, for any K in G.
Hence
⋂
{K \ U0 : K ∈ G} 6= ∅, by compactness.
2.4 The covering forcing
We force with the set of pairs (k, f) such that
1. k is an integer,
2. f is a function from ω into the finite subsets of ω such that ∀n, |f(n)| ≤ n, and |f(n)|
is bounded.
(l, g) ≤ (k, f) iff
1. l ≥ k,
2. g ↾ k = f ↾ k,
3. ∀n, g(n) ⊇ f(n).
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It is easily seen that the c.c.c. holds. Let G be generic and let Φ, the map from ω into the
finite subsets of ω, obtained from the generic set.
Lemma 2.4.1. (a) |Φ(n)| ≤ n,
(b) Any element α of ωω of the ground model is eventually covered by Φ, i.e. ∃p∀n ≥
p, α(n) ∈ Φ(n).
This is proved by a simple density argument.
Theorem 2.4.2. In V [G], almost all reals are random over V .
Proof. We need a lemma.
Lemma 2.4.3. (ZFC) Given a set A of measure 0, there exists a sequence of basic sets
(i.e. finite union of open intervals with rational endpoints) Wn such that
(a) A ⊆ limWn,
(b) µ(Wn) < 1/2
n.
Proof. Let θ : ω × ω → ω be a bijection such that θ(p, q) > p, except for p = q = 0. We
then pick up a sequence of open sets Up ⊇ A with µ(Up) < 1/2θ(p,0). Up can be written as
a disjoint union of intervals which we enumerate as Ip,l. We then define by induction on q
integers lp,q in such a way that lp,0 = 0 and µ(
⋃
r≥lp,q
Ip,r) < 1/2
θ(p,q).
Let Vp,q be
⋃
{Ip,r : lp,q ≤ r < lp,q+1}. We get µ(Vp,q) < 1/2θ(p,q). So we can slightly
extend Vp,q in order to get a basic set V˜p,q satisfying the same inequality.
Clearly any α in A belongs to some V˜p,q, for fixed p; hence to infinitely many of them.
We finally let Wn = V˜p,q if θ(p, q) = n.
Remark 2.4.4. By the Borel-Cantelli lemma, it follows that limWn has measure 0.
We now complete the proof of the theorem. Let Wn,i be an enumeration of basic sets of
measure < 1/2n. If Φ is given by the generic, we consider
⋃
i∈Φ(n)Wn,i.
Now if A is a Borel set of zero measure, there is by Lemma, an α : ω → ω in V such that
A ⊆ limWn,α(n). Hence because α is almost contained in Φ, we get A ⊆ lim
⋃
i∈Φ(n)Wn,i.
But
⋃
i∈Φ(n)Wn,i has measure ≤ n/2
n. Hence A is included in a fixed zero measure set
of V [G].
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Chapter 3
Cohen forcing
3.1 Adding one Cohen real
Let’s start with definition of a new forcing notion. P here is the set of open intervals with
rational endpoint. This set of conditions is countable, hence all cardinals of the ground
model remain cardinals. Let G be P-generic over V .
Lemma 3.1.1. There is a single real g which belongs to all intervals (r, s) with (r, s) ∈ G.
Proof. Let α = sup{r : (r, s) ∈ G} and β = inf{s : (r, s) ∈ G}. First of all note that α ≤ β,
as otherwise some conditions (r1, s1), (r2, s2) of G are such that r1 > s2. This contradicts
compatibility. Now if α < β, then we pick q ∈ Q such that α < q < β, and we use the dense
set Dq defined by
Dq = {(s, t) : (s, t) ⊆ (−∞, q) or (s, t) ⊆ (q,+∞)}.
Once a condition of G is in Dq, it will get α, β < r or r < α, β, contradiction. Thus α = β,
which we denote g.
Lemma 3.1.2. The real g does not belong to any closed nowhere dense set coded in V .
Remark 3.1.3. Such a real is called Cohen generic.
Proof. Let F be such a set. If p is given, then p is an open set and p \ F is open and 6= ∅,
hence q ≤ p can be found disjoint from F . Hence ∃q ∈ G, q∩F = ∅. The lemma follows.
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Conversely if g is given, then the set of intervals including g can be constructed and
denoted by g˜
Theorem 3.1.4. g˜ is generic iff g does not belong to any nowhere dense closed set of V .
Proof. Let D be a dense set; the union of the intervals in D is an open set X .
Claim 3.1.5. It is dense.
Proof. Otherwise, some interval (r, s) is disjoint from it, but there is (r0, s0) ⊆ (r, s) such
that (r0, s0) ∈ D, but then (r0, s0) ⊆ X, contradiction.
Now g belongs to X , so it belongs to some interval of D.
It should be noted that if one goes from G to g, and back to g˜, we get G ⊆ g˜, hence
G = g˜.
Lemma 3.1.6. Any real of V [G] is the value of g of a Borel measurable function.
Proof. We assume the given real x belongs to [0, 1]. Let
I0 “ x∼ is a real of [0, 1]”.
Then for any rational number q we consider {I : I “ x∼ < q”}. Taking the union of these
conditions I yields an open set Uq. We let Φq to be q on Uq and 1 otherwise. the required
function is Φ = infq∈Q Φq.
Claim 3.1.7. The value of Φ at g is x.
Proof. It is easy to show that x ≥ Φ(g). In the other direction, if x > Φ(g), then for some q,
x > Φq(g). This means g ∈ Uq, hence for some I, g ∈ I, I “ x∼ < q”, contradiction, because
Φq(g) = q.
The lemma follows.
Corollary 3.1.8. Any real is the value at g of a continuous function of V defined on a
dense Gδ subset of R
Proof. This is because a Borel measurable function can be restricted to some dense Gδ
subset X so as to become continuous on X .
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Other properties of the model are given in the next lemma.
Lemma 3.1.9. (a) RV does not have the Baire property.
(b) RV is of zero measure.
Note that (a) implies that no real in RV is random: this is because a single random real
makes RV meager.
3.2 Adding Cohen reals side by side
Let κ be a cardinal > ω. We force with the set of functions p with finite domain ⊆ κ × ω
into {0, 1}.
Lemma 3.2.1. This set has the c.c.c.
This is a consequence of the so called ∆−lemma, which is a valuable tool in establishing
c.c.c.
Lemma 3.2.2. (∆−lemma) Let W be an uncountable collection of finite sets. there is an
uncountable Z ⊆ W and a finite set S, such that
∀X,Y ∈ Z, X 6= Y ⇒ X ∩ Y = S.
Proof. Let W be an uncountable collection of finite sets. We may assume that for some n
we have ∀X ∈ W , |X | = n. Then the lemma is proved by induction on n. the lemma is
trivial for n = 1. Assume n = m+ 1, and the lemma holds for m.
Case 1. Some element a belongs to uncountably many X ’s; we restrict the attention to
the set W0 = {X \ {a} : X ∈ W and a ∈ X} and apply the induction hypothesis.
Case 2. Each a belongs to countably many X ’s. Then there is a disjoint family (Xα :
α < ℵ1) constructed as follows: the Xα, α < β have countably many elements, hence some
element Y is such that ∀α < β, Y ∩Xα = ∅. We define this as Xβ.
We now turn to the proof of Lemma 3.2.1.
Proof. If an uncountable antichain (pξ : ξ < ℵ1) exists, the domain can be made to satisfy
the conclusion of the ∆−lemma. Now the value S of dom(pξ) ∩ dom(pζ) is fixed and pξ ↾ S
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values in a countable set, extracting one more time, we may assume pξ ↾ S is constant. But
then any two conditions are compatible.
Theorem 3.2.3. the family
aξ =
∑
f(ξ,n)=1,n≥1 1/2
n
is a set of distinct Cohen generic reals.
Proof. We first prove each aξ is generic. Let F be a closed nowhere dense set of the ground
model, and let D = {p : for some n, p(ξ, 1), ..., p(ξ, n) are defined and s =
∑
p(ξ,i)=1,i≤n 1/2
i
and t = s+ 1/2n are such that [s, t] ∩ F = ∅}.
We claim that this set is dense. This follows from the fact that F is nowhere dense and
is just technical. We then note that if p ∈ G ∩D, then aξ ∈ [s, t]; so that aξ /∈ F.
In order to show that the aξ’s are distinct, then as they are not rational, we have only
to exhibit distinct dyadic developments. Now if ξ 6= ζ, it is easily seen that
{p : ∃n, p(ξ, n) 6= p(ζ, n)}
is dense; the required result follows.
In particular if we take κ = ℵ2, we get a model where CH fails. We also have the
following
Theorem 3.2.4. (ZFC) The following are equivalent:
(a) Every Σ∼
1
2 set has the Baire property,
(b) The set of reals Cohen generic over any L[α] is comeager.
We stop for a while in the connection between 2ω and [0, 1]; the continuous map
θ : α 7→ Σ∞n=0α(n)/2
n+1
has the following properties:
1. The range of a closed nowhere dense set is a closed nowhere dense set,
2. The inverse image of a closed nowhere dense set is also a closed nowhere dense set.
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From this it follows that if α belongs to no nowhere dense set of V , then θ(α) is generic.
So finally if the union of all closed nowhere dense sets of 2ω with a code in V is meager in
2ω; then the same happens in [0, 1] and therefore the set of generic reals over V is comeager.
We now consider the set of non-empty closed nowhere dense sets of 2ω and force with
conditions which are pairs (k, F ) where k is an integer and F is a nowhere dense closed set.
If F is such a set, the tree TF of F is defined as follows: If s ∈ 2<ω, we let
sˆ = {α ∈ 2ω : α extends s}.
Then TF = {s : sˆ ∩ F 6= ∅}. (l, G) ≤ (k, F ) iff l ≥ k and TF ∩ 2k = TG ∩ 2k.
Lemma 3.2.5. The set of conditions satisfies the c.c.c.
Proof. This is because conditions (k, F ), (k,G) such that TF ∩ 2
k = TG ∩ 2
k are compatible
(common extension is (k, F ∪G)).
If a generic set g is given, we consider the tree
T = {s : ∃(k, F ) ∈ g, |s| ≤ k and s ∈ TF }
and the closed set
Φ = {α : ∀n, α ↾ n ∈ T }.
Claim 3.2.6. Φ defines a nowhere dense closed set.
Proof. This is because if s is given, then the set of conditions
{(k, F ) : for some extension t of s of length k, t /∈ TF }
is dense.
Now the result that the generic reals are comeager is achieved by the following.
Lemma 3.2.7. Any nowhere dense set in V is covered by a finite union of translations of
Φ.
The translations are defined from finite subsets u of ω by
Tu(α) = β iff


α(n) = β(n) if n /∈ u,
α(n) = 1− β(n) if n ∈ u.
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They are continuous automorphisms of 2ω.
Proof. We let F0 be a non-empty nowhere dense set of V . Given a condition (k, F ), we
define a new condition (k, F ′), where α ∈ F ′ iff α ↾ k ∈ TF , α ∈ F or α ∈ Tu(F0) for some
u ⊆ {0, ..., k}.
This is a closed nowhere dense set and (k, F ′) is an extension of (k, F ). Now given β ∈ F0,
we can define u ⊆ {0, ..., k} such that Tu(β) is in F ′, i.e. β ∈ Tu(F ′). Therefore
F0 ⊆
⋃
u⊆{0,...,k} Tu(F
′).
Finally we have shown that the set of conditions (k, F ′) such that F0 ⊆
⋃
u⊆{0,...,k} Tu(F
′)
is dense. The result follows.
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Chapter 4
Sacks forcing
If g is Cohen generic over V , then there are A,B ⊆ ω,A,B ∈ V [g] such that A and B are
independent, in the sense that A /∈ V [B] and B /∈ V [A]. Take A to code up g ↾ {2n : n < ω},
B to code up g ↾ {2n + 1 : n < ω}. Sacks found a way to add a generic s : ω → 2 to V
so that the above doesn’t happen: if A,B ∈ V [s] (A,B ⊆ ω) and A /∈ V, then B ∈ V [A],
thus if V = L, then L[s] |=“ZFC+ there are exactly two degrees of constructibility”, where
for A ⊆ ω, the constructibility degree of A = {B ⊆ ω : A ∈ L[B] and B ∈ L[A]}. We will
consider in this chapter this result and other facts about Sacks forcing.
4.1 Sacks reals
For u, v ∈ 2<ω, let u ≤ v if u is an initial segment of v, u < v if u is a proper initial
segment of v, u ≁ v if u  v and v  u. A perfect subtree of 2<ω is a nonempty T ⊆ 2<ω
which is downward closed (u ∈ T, v ≤ u ⇒ v ∈ T ) and splits above each node (u ∈ T ⇒
∃v, v′, u < v, v′, v ≁ v′). Let Levn(T ) be the set of nodes on the n-th level of T . Let
stem(T ) = {u ∈ T : ∀v ∈ T (v < u ⇒ v has only one immediate successor in T )}. For
t ∈ T, Tt = {u ∈ T : u ≤ t or t ≤ u}.
Then S, the partial ordering for adding a Sacks real s : ω → 2, is {T : T is a perfect subtree
of 2<ω}, ordered by inclusion. Then if G is S-generic over V , define s =
⋃
T∈G stem(T ); by
genericity it is easy to see that s : ω → 2, say s is the Sacks real associated to G.
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Lemma 4.1.1. V [G] = V [s].
Proof. Clearly s ∈ V [G]. To see G ∈ V [s], we claim
G = {T ∈ S : s is a branch through T }.
The ⊆ is not hard to check. Now suppose T ∈ S, and U “ s∼ is a branch through T ”. Then
we claim U ⊆ T (for if not, we could extend U in such a way as to force that s is not a
branch through T ). Whence U “T ∈ Γ” (where Γ is the canonical name for G) and we are
done.
Lemma 4.1.2. S is weakly (ω,∞)-distributive, i.e. if T “τ : ω → V, then ∃(Fn : n < ω) ∈
V, each Fn finite and U ⊆ T such that U “∀n < ω, τ(n) ∈ Fn”.
We will prove the lemma by a “fusion argument”, that we now explain, and below will
refer back to it without details. For T, U ∈ S and k < ω let U ≤k T if U ⊆ T and U<k = T<k,
where T<k =
⋃
n<k Levn(T ).
Fusion Lemma: Suppose that T (0) ≥ T (1) ≥ ... is a decreasing sequence of conditions
in S and k0 < k1 < ... < ω are such that T (n + 1) ≤kn T (n), and such that for each
t ∈ Levkn(T (n)), there are u, v > t, u ≁ v and u, v ∈ T (n+ 1)<kn+1 Then T (ω) =
⋂
n T (n)
is a perfect tree extending each T (n).
We now turn to the proof of Lemma 4.1.2.
Proof. Let T (0) = T, pick k0 < ω be arbitrary, and for each t ∈ Levk0(T (0)) pick S(t) ≤
Tt and vt ∈ V such that S(t) “τ(0) = vt”. Let F (0) = {vt : t ∈ Levk0(T (0))} and
T (1) =
⋃
{S(t) : t ∈ Levk0(T (0))}. Let k1 > k0 be such that the splitting condition for
each t ∈ Levk0(T (0)) is satisfied. Now construct T (2), T (3), ... similarly. Then T (ω) “∀n <
ω, τ(n) ∈ Fn”, since every extension of T (ω) must be compatible, for each n, with one of the
S(t)’s defined at stage n.
Lemma 4.1.3. For s Sacks generic over V , ω
V [s]
1 = ω1 and if CH holds in V , then
CardV [s] = CardV .
Proof. ω
V [s]
1 = ω1 follows from Lemma 4.1.2. If CH holds in V , then since |S| = 2
ℵ0 , S has
the ℵ2 − c.c, so cardinals above ω1 are preserved from V to V [s] as well.
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Note that if W is a generic extension of V,A ⊆ ω,A ∈ W \ V, then there is an infinite
B ⊆ ω,B ∈ W such that no infinite subset of B lies in V . To see this, take a bijection
f : [ω]<ω ↔ ω, f ∈ V and let B = {f(A∩n) : n < ω}. ForW = V [s], s a Sacks real, the next
best thing happens: there is an infinite C ⊆ ω,C ∈ V with C ⊆ A or C ⊆ ω \A. Written in
terms of functions, this is
Lemma 4.1.4. If s is Sacks generic over V , then every f : ω → 2, f ∈ V [s] has an infinite
subset belonging to V .
Proof. Otherwise some T “ f
∼
: ω → 2 has no infinite subset in V ”. For U ∈ S, say that U
decides f
∼
(n) (U‖f
∼
(n)) if for some i < 2, U “ f
∼
(n) = i”. By the assumption on T , for every
U ≤ T, {n : U ‖ f
∼
(n)} is finite. Now do a fusion argument to construct a sequence T =
T (0) ≥k0 T (1) ≥k1 ... and k0 < k1 < ... < ω. At stage n, let V = {T (n)t : t ∈ Levkn(T (n))}.
By the above finiteness assumption, there is an mn such that no U ∈ V decides f
∼
(mn),
so for each such U , pick an SU ≤ U, SU “ f
∼
(mn) = 0”. Then let T (n + 1) =
⋃
U∈V SU ,
and pick kn+1 as in 4.2.1. Letting T (ω) =
⋂
n T (n), and h(mn) = 0, all n < ω, then
T (ω) “h ⊆ f
∼
”.
We now show that Sacks forcing leads to a minimal generic extension.
Theorem 4.1.5. Suppose s is Sacks generic over V . If A,B ∈ V [s], A,B ⊆ ω and B /∈ V,
then A ∈ V [B].
Proof. It suffices to show s ∈ V [B]. Suppose T “ s∼ /∈ V [B∼
] and B
∼
/∈ V ”. We will construct
a fusion sequence T = T (0) ≥k0 T (1) ≥k1 ... such that letting T (ω) =
⋂
n T (n), T (ω) will
have the following property: if t ∈ T (ω) is a Sacks node (i.e. t⌢0, t⌢1 ∈ T (ω)), then there
is a m such that either
T (ω)t⌢0 “m ∈ B∼
” and T (ω)t⌢1 “m /∈ B∼
”
or
T (ω)t⌢0 “m /∈ B∼
” and T (ω)t⌢1 “m ∈ B∼
”.
Furthermore the function t 7→ m is in V , so assuming T (ω) is in the Sacks generic set, s can
be reconstructed from B, that is T (ω) “ s∼ ∈ V [B∼
]”, a contradiction.
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4.2 Adding many Sacks reals
A number of independence proofs require one to add κ-many Sacks reals to V rather than
just one. If κ is a cardinal (finite or infinite), Sκ, the partial ordering for adding κ-many
Sacks reals, is the set of all f : κ→ S, such that {α < κ : f(α) 6= 2<ω} is countable (where
S is the Sacks forcing). Order Sκ by f ≤ g ⇔ ∀α < κ, f(α) ≤ g(α). Thus if κ ≤ ω, Sκ is just
the κ-fold direct product of S. We consider which of the above results generalize to Sκ.
Lemma 4.2.1. The analogues of Lemmas 4.1.1, 4.1.2 and 4.1.3 for Sκ hold.
Proof. (a) : If G is S-generic over V , α < κ, let sα =
⋃
f∈G stem(f(α)). Then each sα is
Sacks generic and V [G] = V [(sα : α < κ)] as before.
(b) : To prove the weak distributivity of Sκ, we need the following version of the fusion
lemma. For f ∈ Sκ, the support of f is the countable set supp(f) = {α < κ : f(α) 6= 2<ω}.
Generalized fusion lemma: suppose f(0), f(1), ..., α0, α1, ... and k0 < k1 < ... < ω are
such that
1. f(n+ 1) ≤ f(n),
2. for each α ∈ {α0, ..., αn}, f(n+ 1)(α) ∩ 2<kn = f(n)(α) ∩ 2<kn ,
3. for each α ∈ {α0, ..., αn}, each t ∈ (f(n)(α))kn there are u, v > t such that u ≁ v and
u, v ∈ (f(n+ 1)(α))<kn+1 ,
4. {αn : n < ω} =
⋃
n supp(f(n)).
Then f(ω) : κ→ S defined by f(ω)(α) =
⋂
n f(n)(α) is a member of Sκ.
Now given f “ g
∼
: ω → V ”, construct a fusion sequence f = f(0) ≥ f(1) ≥ ... reducing
the possible values of g
∼
(n) to a finite set Fn at the n-th stage of the fusion sequence, and
simultaneously choosing {α0, α1, ...} so that 4 holds at the end.
(c) : ω
V [(sα:α<κ)]
1 = ω1 again follows from (b) above. A ∆-system argument, assuming
2ℵ0 = ℵ1 in V , gives that Sκ has the ℵ2 − c.c.
Lemma 4.2.2. The analogue of Lemma 4.1.5 fails for Sκ.
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Proof. By genericity sα /∈ V [sβ] for α 6= β. It is true though that if A ⊆ ω,A ∈ V [(sα : α <
κ)] \ V, then there is some α < κ with sα ∈ V [A].
The reminder of this section is about the analogue of Lemma 4.1.4 for Sκ and related
results.
Theorem 4.2.3. If A ⊆ ω,A ∈ V [(sα : α < κ)], then there is an infinite B ⊆ ω,B ∈ V
with B ⊆ A or B ⊆ ω \A.
Proof. We first consider the case κ = d < ω. Given a condition (Ti : i < d) ∈ Sd, and a term
A∼ for subset of ω, a fusion argument gives T
′
i ≤ Ti(i < d) and an infinite C ⊆ ω such that
for each n ∈ C there is an hn :
⊗
i<d Levn(T
′
i ) → 2, such that for each ~t = (t0, ..., td−1) ∈
⊗
i<d Levn(T
′
i )
((T ′0)t0 , ..., (T
′
d−1)td−1) “n ∈ A∼”⇔ hn(t0, ..., td−1) = 1.
What we would like is an l < 2, an infinite C′ ⊆ C and T ′′i ≤ T
′
i (i < d) such that for each
~t ∈
⊗
i<d Levn(T
′′
i ), when n ∈ C
′, hn(~t) = l. A version of a combinatorial theorem of Halpern
and Lauchli gives this fact; it was originally proved by them for a different application, and
has had a number of other uses. If ~T = (T0, ..., Td−1) ∈ Sd and C ⊆ ω, define
⊗C ~T to be
⋃
n∈C
⊗
(Levn(T0), ..., Levn(Td−1)).
Lemma 4.2.4. (Perfect tree version of the Halpern-Lauchli theorem) If ~T ∈ Sd, C ⊆ ω is
infinite,
⊗C ~T = K0 ∪K1, then there are T ′i ≤ Ti, ~T ′ = (T ′0, ..., T ′d−1) ∈ Sd, an l < 2 and an
infinite C′ ⊆ C with
⊗C′ ~T ′ ⊆ Kl.
We state a stronger form of the lemma. If ~T = (T0, ..., Td−1) ∈ Sd, n < ω, an n-dense
sequence is an A0, ..., Ad−1 such that for some m ≥ n, each Ai ⊆ Levm(Ti) and for each
i, ∀t ∈ Levn(Ti)∃u ∈ Ai, t ≤ u. For ~t ∈
⊗
i<d Ti, an m-sequence above ~t is an m-dense
sequence in ((T0)t0 , ..., (Td−1)td−1).
Lemma 4.2.5. (Dense sequence version of the Halpern-Hauchli theorem) If d < ω, ~T ∈
Sd, C ⊆ ω is infinite and
⊗C ~T = K0 ∪K1, then either
1. ∀n∃n-dense sequence A0, ..., Ad−1 with
⊗ ~A ⊆ K0, or
2. ∃~t ∈
⊗ ~T∀n∃n-dense sequence A0, ..., Ad−1 above ~t with ⊗ ~A ⊆ K1.
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Proof. Let κ = i2d−1(ℵ0)+. Let P be the partial ordering for adding κ-many Cohen generic
branches bi,α(i < d, α < κ) through each Ti. Thus
p ∈ P⇔ p = (pi : i < d), where dom(pi) ⊆ [κ]<ℵ0 , range(pi) ⊆ Ti.
Then define
p ≤ q ⇔ ∀i < d(dom(pi) ⊇ dom(qi) and for each α ∈ dom(qi), pi(α) ≥Ti qi(α)).
Note that two conditions p, q are compatible if ∀i < d∀α ∈ dom(pi)∩ dom(qi)(pi(α) ≤ qi(α)
or qi(α) ≤ pi(α)). We will use the machinery of forcing with P rather than actually taking
a generic extension; we will informally use the notation V [G] for the imaginary generic
extension. Let U
∼
be a name in the language of P such that
P“U∼
is a non-principal ultrafilter on ω with C ∈ U
∼
”.
Recall that in V [G], bi,α is the α-th generic branch through Ti: bi,α = {t ∈ Ti : ∃p ∈
G, pi(α) = t}. In V [G], define for α0 < α1 < ... < αd−1 < κ
{α0, .., αd−1} ∈ K˜l ⇔ {n : (b0,α0 , ..., bd−1,αd−1) ∈ Kl} ∈ U.
Back in V , pick for each α0 < α1 < ... < αd−1 a p~α ∈ P and an l~α < 2 such that
p~α “{α0, .., αd−1} ∈ K˜l~α” as follows: If P“{α0, .., αd−1} ∈ K˜0”, let (p~α)i = {(αi, stem(Ti))}
for each i < d. Otherwise pick p~α arbitrary forcing {α0, .., αd−1} ∈ K˜1, where by extending
we may assume αi ∈ dom(p~α)i for each i < d. Define the type of p~α to be ((p~α)i(αi) : i < d),
a member of
⊗
~T .
If α0 < ... < α2d−1, let Y~α = {α0, α1} ⊗ {α2, α3} ⊗ ... ⊗ {α2d−2, α2d−1}. If for some
~γ,~δ ∈ Y~α, p~γ ∦ p~δ, let W (~α) be a witness of this fact (for example, if ~γ = {α0, α2, α4, ...} and
~δ = {α1, α3, α5, ...},W (~α) could be taken as (i, j, k, t, u), where t, u ∈ Ti, t incompatible with
u, and for some ordinal θ, θ =the j-th member of dom(p~γ)i =the k-th member of dom(p~δ)i
and (p~γ)i(θ) = t and (p~δ)i(θ) = u). If for all ~γ,
~δ ∈ Y~α, p~γ‖p~δ, let W (~α) = ∅.
Color [κ]2d by c({α0, ..., α2d−1}) = (the l with pα0,...,α2d−1 “{α0, ..., αd−1} ∈ K˜l”, type
pα0,...,αd−1,W (α0, ..., α2d−1)). Then | range(c)| ≤ ℵ0, so by Erdos-Rado theorem choose an
infinite B ⊆ κ such that c is homogeneous on [B]2d. Then
1. there is l < 2 with p~α “{α0, ..., αd−1} ∈ K˜l”, all ~α from B.
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2. there is (t0, ..., td−1) ∈
⊗ ~T with (p~α)i(αi) = ti, all α0, ..., αd−1 from B.
Claim 4.2.6. If α0 < ... < α2d−1 from B and ~γ,~δ ∈ Y~α, then p~γ‖p~δ.
Proof. Otherwise for all ~α from B,W (~α) is the same witness to incompatibility. Assume the
incompatibility is pα0,α2 , ... ∦ pα1,α3 , ... via (i, j, k, t, u) as in the example above; the other
patterns are handled similarly. Pick a sequence α0 < β0 < γ0 < α1 < β1 < γ1 < ... <
αd−1 < βd−1 < γd−1 from B. Using W (α0, β0, α1, ...) =W (α0, γ0, α1, ...) =W (β0, γ0, β1, ...)
obtain θ = the j-th member of dom(p~α)i = the k-th member of dom(p~β)i = the k-th member
of dom(p~γ)i, but also (p~β)i(θ) = t and (p~β)i(θ) = u, a contradiction.
We are now ready to complete the proof. Given the ~t from (2) and an n < ω, we want to
find an n-dense sequence ~F above ~t with
⊗
~F ⊆ Kl (l as in (1)). Let Ni = |Levn((Ti)ti)|,
pick Hi ⊆ B of size Ni (i < d) with α ∈ Hi, β ∈ Hj ⇒ α < β (i < j < d). Let
Z = {(α0, ..., αd−1) : ∀i < d, γi ∈ Hi}. Then if ~γ,~δ ∈ Z, then p~γ‖p~δ. Let p extends all
p~γ , ~γ ∈ Z. Extend p to p˜ such that for all i < d, p˜i ↾ Hi is 1 − 1 onto Levn((Ti)ti). Now
p~γ “b~γ ∈ K˜l”, i.e. V∼~γ
= {n : b~γ(n) ∈ Kl} ∈ U∼
. Extend p˜ to ˜˜p such that for some m,
˜˜p “m ∈
⋂
~γ V~γ”. We may assume by extending further that for each i and δ ∈ Hi there
is a tδ ∈ Levm((Ti)ti) with ˜˜p “tδ ∈ bi,δ”. Let Fi = {tδ : δ ∈ Hi}. Then (Fi : i < d) is an
m-dense set above ~t with
⊗ ~F ⊆ Kl, as required.
This gives a proof of 4.2.3 for Sd, d < ω. For the case of Sκ, κ infinite, it is not hard to
see by a fusion argument that it suffices to show for κ = ω. For this we need the following.
Lemma 4.2.7. (ω-dimensional version of the Halpern-Lauchli theorem) If ~T ∈ Sω , C ⊆ ω
is infinite and
⊗C ~T = K0 ∪K1, then ∃l < 2∃C′ ⊆ C infinite ∃T ′i ≤ Ti with
⊗C′ ~T ′ ⊆ Kl.
As for a dense set version of this lemma, one can get a result giving either dense sequence
in color class K0 or perfect subtree in color class K1.
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Chapter 5
Namba forcing
In this chapter we present, under CH , a forcing construction of Namba, which changes the
cofinality of ℵ2 into ℵ0 without adding any new reals (and hence without collapsing ℵ1).
5.1 Changing cofinality of ℵ2 into ℵ0 without adding new
reals
Let’s start with the definition of forcing conditions. The Namba forcing NM consists of pairs
(t, T ), where
1. T ⊆ ω<ω2 is a tree, i.e., it is closed under initial sequences,
2. t is the stem of T , i.e., for all s ∈ T, s ↾ |t| = t and | SucT (t)| > 1, where SucT (t) =
{t⌢〈α〉 : t⌢〈α〉 ∈ T },
3. For each s ∈ T there is s′ ≥T s such that | SucT (s′)| = ℵ2.
Note that a Namba tree T can be pruned so as to get that | SucT (s)| ∈ {1,ℵ2}, for each
s ∈ T. Thus we will always assume that Namba trees are of this form. For a tree T and
t ∈ T, set Tt = {s ∈ T : s ≤T t or t ≤T s}.
Namba forcing is equipped with the partial order (s, S) ≤ (t, T ) iff s ∈ T and S ⊆ Ts.
Lemma 5.1.1. Let G be NM-generic over V . Then cfV [G](ℵ2) = ℵ0.
28
Proof. Let C =
⋃
{t : ∃T, (t, T ) ∈ G}. It is easily seen that C is an ω-sequence cofinal in
ℵ2.
Lemma 5.1.2. (CH) The forcing NM adds no new reals.
Proof. Let (t, T ) ∈ NM, and let a∼ be a NM-name of a real, i.e., NM“ a∼ : ω → ω”. We will
construct a stronger condition (t, T ∗) ≤ (t, T ) such that for each n < ω and each η ∈ T ∗,
there is ν ≥ η such that for each s ∈ SucT∗(ν), (s, T ∗s )‖a∼(n) ((s, T
∗
s ) decides a∼(n)).
For duration of the proof, define recursively the following for a tree T with stem t:
1. Suc∗T (t) = SucT (t),
2. Lev∗0(T ) = SucT (t),
3. ∀s ∈ Lev∗n(T ), Suc
∗
T (s) = SucT (s
′), where s′ ≥ s is minimal such that | SucT (s
′)| > 1,
4. Lev∗n+1(T ) = {s : s
′ ∈ Lev∗n(T ), s ∈ Suc
∗
T (s
′)}.
The construction of (t, T ∗) is done by induction.
Case m = 0: Set T 0 = T.
Case m = n + 1: Suppose the tree T n is constructed. For each s ∈ Lev∗n(T
n), choose a
condition (f(s), Ss) ≤ (s, T ns ) such that (f(s), S
s)‖a∼(n). Let T
n+1 be the initial closure of
the set {f(s) : s ∈ Lev∗n(T
n)} together with T n+1
f(s) = S
s. The following is immediate:
1. (t, T n+1) ≤ (t, T n).
2. Lev∗n(T
n+1) = Lev∗n(T
n).
3. (s, T n+1s )‖a∼(n), for each s ∈ Lev
∗
n(T
n+1).
Set T ∗ =
⋂
n<ω T
n. It is immediate that for each n < ω
1. (t, T ∗) ≤ (t, T n).
2. Lev∗n(T
∗) = Lev∗n(T
n).
3. (s, T ∗s )‖a∼(n), for each s ∈ Lev
∗
n(T
∗).
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For each real x, we define the game Gx as follows:
I : a0 . . . . . . an . . .
II : s0 . . . . . . sn . . .
where an and sn, for n < ω) are defined as follows:
player I chooses a0 ∈ [Lev
∗
0(T
∗)]≤ω1 , and then player II chooses s0 ∈ Lev
∗
0(T
∗) \ a0. At
step n+ 1, player I chooses an+1 ∈ [Suc
∗
T∗(sn)]
≤ω1 , and player II replies by choosing some
sn+1 ∈ Suc
∗
T∗(sn) \ an+1.
Player II wins iff for each n < ω, (sn, T
∗
sn
) “ a∼(n) = x(n)”. Note that if player I wins
the game, then he wins in a stage n < ω, and hence the game is open for one of the players,
thus by Gale-Stewart theorem, there is a winning strategy for one of the players.
Claim 5.1.3. There is a real x for which player I does not have a winning strategy.
Proof. Towards a contradiction, assume that player I has a winning strategy σx, for each
real x. Build by induction the sequence (sn : n < ω) with sn ∈ Lev
∗
n(T
∗) as follows:
Case m = 0: for each real x, set ax0 = σx(〈〉). Let a0 =
⋃
{ax0 : x is a real}. Since CH holds,
|a0| ≤ ℵ1. Thus we can choose s0 ∈ Lev
∗
0(T
∗) \ a0.
Case m = n + 1: for each real x, set axn+1 = σx(s0, ..., sn). Let an+1 =
⋃
{axn+1 : x is a
real}. Since CH holds, |an+1| ≤ ℵ1. Thus we can choose sn+1 ∈ Lev
∗
n+1(T
∗) \ an+1.
Define the strategy τ for player II to be the move sn in stage n of the game. Since sn ∈
Lev∗n(T
∗), (sn, T
∗
sn
)‖a∼. Thus we can define a real x such that for each n < ω, (sn, T
∗
sn
) “ a∼(n) =
x(n)”. But then player II wins the game Gx using strategy τ, and we get a contradiction.
Claim 5.1.4. Let x be a real for which player II has a winning strategy for the game Gx.
Then there is a condition stronger than (t, T ∗) forcing a∼ = x.
Proof. Let τ be the winning strategy for player II for the game Gx. For n < ω set
Sn = {τ(a0, ..., an) : ∀i ≤ n, ai ∈ [Levi(T ∗)]≤ω1}.
Note that necessarily |Sn| = ℵ2, since otherwise player I could have removed Sn from the
tree and win. Let S∗ ⊆ T ∗ be a tree satisfying ∀n < ω,Lev∗n(S
∗) = Sn. Then (t, S
∗) “ a∼ =
x”.
The lemma follows.
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5.2 An application of Namba forcing
In this section, we give an application of Namba forcing. Recall that
Theorem 5.2.1. (Jensen’s covering lemma) Assume 0♯ does not exist. Then for any un-
countable set X of ordinals, there exists a set of ordinals Y ∈ L, the Gödel’s constructible
universe, such that X ⊆ Y and |X | = |Y |.
Now let V be the generic extension of L by Namba forcing, and let C ∈ V be the added
ω-sequence cofinal in ωL2 . It is clear that C can not be covered by a countable set from L.
So in Jensen’s covering lemma, we can not remove the uncountability assumption from the
hypotheses.
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Chapter 6
Prikry forcing
Starting from a measurable cardinal κ, we present a forcing construction, due to Prikry,
which changes the cofinality of κ into ω without collapsing cardinals.
6.1 Measurable cardinals
Let’s start with the definition of a measurable cardinal.
Definition 6.1.1. κ > ℵ0 is a measurable cardinal, if there exists a non-trivial elementary
embedding j : V → M, from V into an inner model M , such that crit(j), the least ordinal
moved by j, is κ and κM ⊆M.
Given a non-trivial elementary embedding j as above, we can form U = {A ⊆ κ : κ ∈
j(A)}. Then U is a normal measure, i.e., it is a non-principal ultrafilter on κ, and
1. U is κ-complete: if λ < κ and {Aα : α < λ} ⊆ U, then
⋂
α<λAα ∈ U.
2. U is normal: if {Aα : α < κ} ⊆ U, then △α<κAα, the diagonal intersection of Aα’s, is
in U , where △α<κAα = {ξ < κ : α < ξ ⇒ ξ ∈ Aα}.
We can also reverse the above construction, so that starting from any normal measure U
on an uncountable cardinal κ, we can construct an inner model MU and an elementary
embedding jU : V →MU such that crit(j) = κ,κMU ⊆MU and U = {A ⊆ κ : κ ∈ jU (A)}.
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Lemma 6.1.2. Let κ be a measurable cardinal, U be a normal measure on κ,A ∈ U and let
f : [A]<ω → {0, 1, 2}. There there is B ∈ U,B ⊆ A which is homogeneous for f , i.e., for all
n < ω, f ↾ [B]n is constant.
6.2 Prikry forcing
Throughout this section, fix a normal measure U on a measurable cardinal κ, which is
derived from some elementary embedding j : V → M. The Prikry forcing PU consists of
pairs (s, A) where
1. s ∈ [κ]<ω,
2. A ∈ U,
3. max(s) < min(A).
The order relation is defined by (s, A) ≤ (t, B) iff
1. s end extends t,
2. A ⊆ B,
3. s \ t ⊆ B.
The intuition behind this is that we are going to add an ω-sequence C cofinal in κ; a condition
(s, A) carries the information that s is an initial segment of this sequence, and the subsequent
C \ s must be chosen from A. Let G be PU -generic over V . Set CG =
⋃
{s : ∃A, (s, A) ∈ G}.
Lemma 6.2.1. CG is an ω-sequence cofinal in κ.
Proof. It is clear that CG is a sequence of length at most ω. Given any n < ω, and any
α < κ, the set
Dn,α = {(s, A) : lh(s) > n and max(s) > α}
is dense in PU , from which it follows that CG is an ω-sequence cofinal in κ.
It is also clear that
G = {(s, A) : s is an initial segment of CG and CG \ s ⊆ A},
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and hence V [G] = V [CG]. So we can talk about ω-sequences from κ being generic for the
Prikry forcing PU ; such sequences are called Prikry sequences. We are now going to show
that forcing with PU preserves all cardinals.
Lemma 6.2.2. PU satisfies the κ+-c.c.
Proof. First note that any two conditions (s, A), (s,B) ∈ PU are compatible, as witnesses
by the common extension (s, A ∩ B). [κ]<ω has cardinality κ, so any antichain contains at
most κ mutually incompatible members.
It remains to show that cardinals ≤ κ are preserved. Define an auxiliary relation ≤∗ on
PU , called the direct extension or the Prikry extension, by (s, A) ≤∗ (t, B) iff
1. s = t,
2. A ⊆ B.
It is clear that (P,≤∗) is κ-closed, i.e., if λ < κ and (pα : α < λ) is a ≤∗-decreasing sequence
of conditions in PU , then there exists p ∈ PU which is a direct extension of each pα, α < λ.
The main technical tool we will prove is the following
Theorem 6.2.3. (PU ,≤,≤∗) satisfies the Prikry property: given any statement φ of the
forcing language (PU ,≤), and any condition (s, A) ∈ PU , there exists (s,B) ≤∗ (s, A) such
that (s,B) decides φ.
It is possible to use Lemma 6.1.2, to present a simple proof of Theorem 6.2.3; however, we
will present a different proof, which has the advantage that it can be applied for generalized
Prikry like forcing notions. The main technical device is the diagonal intersection.
Definition 6.2.4. Suppose (As : s ∈ [κ]<ω) is such that each As ⊆ κ. Then the diagonal
intersection of this sequence is defined to be △sAs = {α < κ : max(s) < α⇒ α ∈ As}.
Lemma 6.2.5. (a) Suppose that each As ∈ U. Then A = △sAs ∈ U, and for all s, (s, A \
(max(s) + 1)) ≤ (s, As).
(b) Let D be a dense open subset of PU . Then there exists A ∈ U such that for all
s ∈ [κ]<ω, (∃B(s,B) ∈ D ⇔ (s, A \ (max(s) + 1) ∈ D).
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Proof. (a) To show that A ∈ U, it suffices to show that κ ∈ j(A), i.e.,
∀s ∈ [j(κ)]<ω(max(s) < κ⇒ κ ∈ As)
which is clear by our assumption. The second part is easily verified as A\(max(s)+1) ⊆ As.
(b) For each s, pick As ∈ U such that (s, As) ∈ D, if there is any, and As = κ otherwise.
Then A = △sAs is as required.
We are now ready to complete the proof of Theorem 6.2.3.
Proof of Theorem 6.2.3. Assume towards a contradiction that there is no direct extension
of (s, A) which decides φ. The set D = {p ∈ PU : p‖φ} is dense open, so by Lemma 6.2.5(b),
there exists A∗ ∈ U, such that for any t ∈ [κ]<ω(∃B, (t, B)‖φ ⇔ (t, A∗ \ (max(t) + 1))‖φ).
We may further suppose that A∗ ⊆ A \ (max(s) + 1)). For any t ∈ [A∗]<ω, we partition the
set A∗ \ (max(t) + 1) into three sets
A0t = {α : (s
⌢t⌢α,A∗ \ (α+ 1))  φ},
A1t = {α : (s
⌢t⌢α,A∗ \ (α+ 1))  ¬φ},
A2t = {α : (s
⌢t⌢α,A∗ \ (α+ 1)) ∦ φ}.
For any t, there is a unique i < 3 so that Ait ∈ U, call it A
∗
t . Also let A
∗∗ = A∗ ∩△tA∗t .
By our assumption, (s, A∗∗) does not decide φ. Let (s⌢t, B) ≤ (s, A∗∗) decides φ, where
lh(t) is minimal among such extensions. We will produce a shorter extension of (s, A∗∗)
which also decides φ.
Let us assume that (s⌢t, B) “φ”. Note that lh(t) > 0, so we can write it as t = u⌢α.
Then we have α ∈ A∗u, and by our assumption, we must have A
∗
u = A
0
u. It follows from our
choice of A0u that
∀β ∈ A∗∗ \ (max(u) + 1), (s⌢u⌢β,A∗∗ \ (β + 1)) “φ”.
Every extension of (s⌢u,A∗∗ \ (max(u)+ 1)) is compatible with some condition of the form
(s⌢u⌢β,A∗∗ \ (β + 1)), where β ∈ A∗∗, β > max(u) + 1, therefore (s⌢u,A∗∗ \ (max(u) +
1)) “φ”. But lh(u) < lh(t), and we get a contradiction with the minimal choice of lh(t). 
Lemma 6.2.6. If A ∈ V [G] is a bounded subset of κ, then A ∈ V.
Proof. Let p ∈ PU , and λ < κ be such that p “A∼ is a subset of λ”. We build by induction
a sequence (pα : α ≤ λ) of direct extensions of p such that:
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1. p0 = p,
2. α < β ⇒ pβ ≤∗ pα,
3. ∀α < λ, pα+1‖“α ∈ A∼”.
Then A = {α < λ : pλ “α ∈ A∼”}, hence A ∈ V.
It follows that cardinals ≤ κ are preserved in V [G]. Putting all of the above results
together, we have the following:
Theorem 6.2.7. Let κ be a measurable cardinal, and U be a normal measure on κ. Then
forcing with PU preserves cardinals and changes the cofinality of κ to ω.
6.3 A geometric characterization of Prikry sequences
We prove a characterization of Prikry generic ω-sequences due to Mathias.
Theorem 6.3.1. Suppose that U is a normal measure on a measurable cardinal κ, and let
PU be the associated Prikry forcing. Then a sequence C ∈ [κ]ω, in any outer model of V , is
PU -generic over V iff ∀A ∈ V ∃m∀n ≥ m,C(n) ∈ A.
Proof. First assume that C is a Prikry generic sequence; so that C = CG, for some PU -
generic G. Let A ∈ U and (s,B) ∈ PU . The (s, A ∩ B) ∈ PU extends (s,B) and it forces
“C
∼
\ s ⊆ A”.
For the converse direction, let G be the filter on PU generated by C, and let D ∈ V be
dense open in PU . By Lemma 6.2.5(b), we can find A ∈ U such that
∀s ∈ [κ]<ω(∃B(s,B) ∈ D ⇔ (s, A \ (max(s) + 1)) ∈ D).
For each t ∈ [k]<ω, define ft : [A \ (max(t) + 1)]<ω → 2 by
ft(s)


0 if (t⌢s, A \ (max(s) + 1)) ∈ D,
1 if otherwise.
By Lemma 6.1.2, we can find At ∈ U,At ⊆ A which is homogeneous for ft. LetB = A∩△tAt.
By our assumption, there is m < ω such that for all n ≥ m,C(n) ∈ B. Let t = C ↾ m, and
note that if n ≥ m,C(n) ∈ At. As D is dense, (t, B) has some extension in D, and hence
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by our choice of A, we can assume that it is of the form (t⌢s,B). But then s ⊆ At, so by
homogeneity of At, if n = lh(t
⌢s) then (C ↾ n,B) ∈ D. But (C ↾ n,B) is also in G, hence
G meets D.
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Chapter 7
HOD type models
7.1 Gödel functions and inner models
The Gödel functions are the following functional relations
F1(x, y) = {x, y},
F2(x) =∈↾ x2,
F3(x, y) = x \ y,
F4(x, y) = x× y,
F5(x) =
⋃
x,
F6(x) = dom(x),
F7(x) = {(u,w, v) : (u, v, w) ∈ x},
F8(x, y) = {(v, u, w) : (u, v, w) ∈ x}.
Lemma 7.1.1. By composition one can get x ∩ y, x−1 = {(z, y) : (y, z)} and range(x).
Lemma 7.1.2. Let n ≥ 2, i, j < n, i 6= j. Then
{(a0, ..., an−1) ∈ yn : (ai, aj) ∈ x} = Fi,j,n(x, y)
is obtained from x, y by composition of Gödel functions.
The proof is by induction on n.
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Theorem 7.1.3. Let φ(v1, ..., vn) a formula with free variables as shown; the value of φ in
the structure (x,∈↾ x2) is given by a fixed functional V al(φ;x) which is a combination of
Gödel functions.
Proof. The proof is by induction on the length of formulas. For example:
Atomic case: V al(vi ∈ vj ;xn) = Fi,j,n(xn, x).
∃ case: V al(∃vφ) = range(V al(φ)).
Theorem 7.1.4. Let M be a transitive class; assume that
(a) M is closed under Gödel operations.
(b) ∀ξ, Vξ ∩M is a set of M .
Then M is an inner model.
Proof. The replacement axiom should be the most difficult to prove. Now if φ(v, w, v1, ..., vn)
is a functional from parameters a1, ..., an and if a is given, the image of a under φ is a set in
V , hence it is a subset of some Vξ and M , therefore it is a subset of some x ∈M. Therefore
it is enough to apply comprehension; the same argument works for the axioms such as the
power set. Finally everything backs down to comprehension. Thus we are given a set a, a
formula ψ(v, v1, ..., vn) and parameters a1, ..., an. We apply the reflection principle to the
class M and the function relation Vξ ∩M ; actually this is a generalized reflection principle:
Generalized reflection principle: Let W be a class in V , let Wξ be a functional relation
with domain ON which is increasing and continuous. Let φ1, ..., φn be formulas of the
language ZFC. For every ordinal ξ there exists η > ξ such that Wη reflects φ1, ..., φn
relative to W .
Thus if ξ is chosen above the ranks of the parameters a1, ..., an and the given set a, we
get for b ∈ a
M |=“φ(b, a1, ..., an)” iff Vξ ∩M |=“φ(b, a1, ..., an)”.
Thus the required set is
V al(φ;Vξ ∩M) ∩ (Vξ ∩ x)× {a1} × ...× {an}.
But using closure under Gödel operations and the fact that Vξ ∩M is a set of M we get a
a set in M .
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The last thing to check is that M contains all ordinals, otherwise M ∩ON is an ordinal
ξ. But then
ξ = V al(ξ is an ordinal;Vξ ∩M)
hence ξ ∈M, contradiction.
7.2 Ordinal definability
A set a is definable if there exists a formula φ(v, v1, ..., vn), parameters a1, ..., an such that
a is the unique element satisfying φ(a, a1, ..., an) (this is equivalent to saying that for some
formula ψ(v, v1, ..., vn), a is exactly {b : ψ(b, a1, ..., an)”}).
The definable sets (say without parameters) do not form a class. We shall see that if the
parameters are chosen from another classes, it is the case.
We let OD(X) be the class consisting of sets definable from ordinals and of a given class
X .
Lemma 7.2.1. OD(X) is closed under Gödel functions.
This is easy to prove. For example if x is defined by φ(v, a1, ..., an) and y is defined by
ψ(v, b1, ..., bn), then x× y is defined by Γ(u, ...) :
∃v∃v′φ(v, a1, ..., an) ∧ ψ(v′, b1, ..., bn) ∧ u = (v, v′).
Lemma 7.2.2. Every element in OD(X) can be obtained from elements of ON ∪ X and
some Vξ by applying Gödel functions.
Proof. This is because of the reflection principle. If a = {b : φ(b, a1, ..., an)}. Then some Vξ
reflects φ, large enough to include a1, ..., an. Thus a = V al(φ;Vξ), and the result follows.
For any class X , we let X<ω be the class of finite sequences of elements of X .
Theorem 7.2.3. OD(X<ω) is closed under Gödel functionals.
Proof. We have to perform some closure under Gödel functions; but this has to be done
inside set theory. Observe that if b is definable from ordinals ξ1 > ... > ξp and members of
X<ω, it is defined using a single ordinal ωξ1 + ...+ ωξp and a single element of X<ω. Hence
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Lemma 5.2.2 becomes “ b is defined from some ordinal δ, some element of X<ω and some
Vξ by Gödel functions”.
A Gödel term is a function defined on an integer q + 1 such that f(k) is
• an integer 0, 1, 2, or
• A pair (i, n), i = 2, 5, 6, 7, 8, n < k, or
• A tuple (i, n, p), i = 1, 3, 4, n, p < k.
The value of a Gödel term on δ, a, ξ is a function obtained by induction on k ≤ q
ν(k) =


δ if f(k) = 0,
a if f(k) = 1,
Vξ if f(k) = 2,
Fi(ν(n)) if i = 2, 5, 6, 7, 8, f(k) = (i, n),
Fi(ν(n), ν(p)) if i = 1, 3, 4, f(k) = (i, n, p).
The final value of the term is ν(q). We enumerate all terms (tj : j ∈ ω). Now the final value
is definable from δ, a, ξ and the index of the term. So
(fν)[ON ×X<ω ×ON ] ⊆ OD(X<ω).
But by the lemma the converse also holds.
Definition 7.2.4. HOD(X) is the set of elements a such that tcl({a}) ⊆ OD(X).
It is a class as soon as OD(X) is a class.
Lemma 7.2.5. HOD(X) is closed under Gödel functions.
Theorem 7.2.6. Let X be a class. Assume that for any ξ, Vξ ∩X is a set of OD(X). Then
HOD(X<ω) is an inner model.
Proof. The only thing to prove is that Vξ ∩ HOD(X<ω) is an element of HOD(X<ω).
HOD(X<ω) is defined from X by a formula φ(v) (with an extra predicate for X). Now we
pick ξ such that Vξ reflects φ.
a = Vξ ∩HOD(X<ω) = {y ∈ Vξ : Vξ |=“φ(y)”}.
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This gives the definition Vξ ∩HOD(X<ω) from the structure Vξ, this structure consists of
(Vξ,∈↾ Vξ, Vξ ∩X), hence it is in OD(X<ω).
Finally a is a subset of HOD(X<ω), and hence of OD(X<ω).
Corollary 7.2.7. We can consider the inner models:
1. HOD,
2. HOD({a}),
3. HOD(N),
4. HOD(Nω),
5. HOD((N ∪ tcl{a}<ω),
6. HOD(N ∪ P (ω)),
where N is an inner model.
We note that as N is an inner model, then
• N<ω ⊆ N.
• Any element from (Nω)<ω is definable from one element of Nω.
• If X = N ∪ tcl{a}<ω, any element of X<ω is definable from one element of N and one
element of tc{a}<ω.
• Any element in (N ∪ P (ω))<ω is defined from an element of N and one single real.
7.3 The axiom of choice
Theorem 7.3.1. (a) HOD satisfies AC,
(b) If M is an inner model which satisfies AC, then HOD(M) also satisfies AC.
Proof. Recall that any element in OD(X<ω) is the final value of a Gödel term on a triple
(δ, a, ξ), δ, ξ ∈ ON, a ∈ X<ω. So any element of HOD(X<ω) comes from a code (ti, δ, a, ξ).
If X<ω is empty, this gives a way to well-order HOD. If X=inner model M , then given a
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set u ∈ HOD(M), the set of codes (t, δ, a, ξ) form a set included in some ω× ρ× b× ρ, some
b ∈M,ρ ∈ ON, by replacement. This set is well-ordered and therefore u is well-ordered.
Theorem 7.3.2. (Assume AC holds)
(a) Let M be an inner model; then HOD(Mω) satisfies dependent choice (DC).
(b) Similarly HOD(P (ω)) satisfies DC.
Proof. We only prove the second statement. We know that every element in HOD(P (ω))
is the final value of a Gödel term ti at some triple (δ, a, ξ), a ∈ P (ω)<ω. Now any element of
P (ω)<ω is coded by a single element of P (ω). Hence every element of HOD(P (ω)) becomes
a code which is a quadruple (i, ξ, b, δ), where i ∈ ω, ξ, δ ∈ ON, b ∈ P (ω). We now consider
a binary relation E on a set X , both lying in HOD(P (ω)) such that ∀x ∈ X∃y ∈ X, yEx
holds. By applying choice we get a sequence 〈(in, ξn, bn, δn) : n < ω〉 such that ∀n, xn+1Exn.
Now 〈bn : n < ω〉 is coded by a single real β of P (ω). We finally revise the definition of
in, ξn, δn so as to obtain a new sequence 〈(i′n, ξ
′
n, bn, δ
′
n) : n < ω〉, each time we take the first
possible choice that allows an infinite sequence following what was built before. This gives
the required sequence for DC.
7.4 Independence of AC
We force with conditions p that are functions with finite domain from ω × ω to 2 = {0, 1}.
This is a countable set of conditions, so that the cardinals are preserved in the generic
extension V [G].
The generic set G defines a function g : ω × ω → {0, 1}. For each n, gn is a subset of ω
defined by
{m : g(n,m) = 1}.
We let a be {gn : n < ω}. It is easily seen that the gn’s are distinct.
Theorem 7.4.1. In the model M = (HOD(V ∪ tcl{a}<ω))V [G], the set a is infinite and
has no countable subset.
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Proof. If the set a was finite, it would be finite in V [G] as well. Now if a function f : ω → a
is in the inner model M , it is definable from ordinals, a member of V , a and an element of
a<ω say u.
We consider the first k such that f(k) is not in the range of u. This gives a gk definable
from ordinals, on element v of V , the set a itself and an element of a<ω. Actually the last
element can be described by the function χ of ω<ω by labeling the gn’s by their indices n.
We pick a formula Φ that
∀l ∈ ω(l ∈ gk ⇔ Φ(l, ξ1, ..., ξn, v, a, χ)).
If τ is a name for a and σ a name for gk, then The following is forced by some condition p0
in G:
(∗) p0 “∀l ∈ ω(l ∈ gk
∼
⇔ Φ(l, ξ1, ..., ξn, v, a, χ)).
We pick k′ such that gk′ is not in the range of u, k 6= k′ and no integer (k′, i) appears in
the domain of p0. An automorphism of the set of forcing conditions is defined by exchanging
k and k′, formally
π(p)(l, i) =


p(k′, i) if l = k,
p(k, i) if l = k′,
p(l, i) if otherwise.
We note that π(p0) is compatible with p0 and we can pick p ≤ p0, π(p0). Fix G′, generic so
that p ∈ G′ and consider the models V [G′] and V [π[G′]]. Because (∗) is forced, gk receives
a definition in V [G′] through Φ, a, χ. Now V [G′] and V [π[G′]] are the same generic model:
only the order of the gn’s differ. But in V [π[G
′]] the k-th section is actually gk′ , so gk′ = gk
and we get a contradiction.
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