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RÉSUMÉ
Nous présentons un nouveau modèle d’interaction collabora-
tif permettant à plusieurs utilisateurs d’agir simultanément sur un
même objet au sein d’environnements virtuels. Basé sur ce modèle,
nous proposons une entité appelée Perceptive Puppet permettant de
s’abstraire de la nature, réelle ou virtuelle, de l’humain dirigeant
un mannequin. Cette nouvelle entité rassemble le contrôle du man-
nequin ainsi que l’acquisition et le stockage des connaissances qui
lui sont associées. Cette abstraction permet de mettre en place l’in-
terchangeabilité, autorisant le changement de rôle en cours de pro-
cédure tout en assurant la continuité des actions à effectuer. Afin
d’illustrer ces contributions, nous montrons leurs applications dans
le contexte des environnements virtuels de formation collaboratifs.
Index Terms: [Software and its engineering]: Software orga-
nization and properties - Virtual worlds training simulations—;
[Human-centered computing]: Human computer interaction - Col-
laborative interaction—;
1 INTRODUCTION
Les Environnements Virtuels de Formation Collaboratifs
(EVFC) permettent à des groupes d’apprenants de s’entraîner et
d’assimiler une procédure nécessitant un travail d’équipe. L’utili-
sation de la réalité virtuelle pour la formation offre de nombreux
avantages [5] :
- Coûts moins important d’un environnement virtuel réutilisable
par rapport à l’ensemble des machines et personnels à mettre en
œuvre dans un environnement réel ;
- Pas de risques physiques pour les apprenants comme pour les
machines ;
- Degrés variables et adaptables dans le travail collaboratif de-
mandé et dans l’assistance à la formation ;
- Possibilité de répéter autant de fois que nécessaire la procé-
dure ;
- Formation simultanée d’apprenants localisés physiquement à
des endroits différents ;
- Enregistrement et analyse du déroulement de la formation afin
de déterminer des points critiques dans la formation.
L’utilisation d’humains virtuels est un atout supplémentaire
des environnements virtuels de formation. Ces humains virtuels dé-
finissent des entités capables de contrôler un mannequin comme le
ferait un humain réel afin de remplacer celui-ci dans la réalisation
d’un scénario. Ils peuvent remplacer des équipiers manquants lors
de la formation et agir en tant que collaborateur contribuant à la
procédure mais également en formateur procurant des indications
contextuelles ou encore en perturbateur, gênant l’apprenant[23].
Dans cet article, nous introduisons dans un premier temps un
modèle d’interaction collaboratif permettant la manipulation d’ob-
jets par de multiples apprenants (réels ou virtuels) et de manière
simultanée. Dans la suite de cet article, nous utiliserons le terme
acteur afin de désigner indépendamment un humain réel ou virtuel
participant au travail en équipe. Le terme mannequin quant à lui
désignera la représentation des acteurs dans l’environnement vir-
tuel. A partir du modèle d’interaction introduit, nous définissons
une nouvelle entité de la simulation, la Perceptive Puppet, qui per-
met de rassembler le contrôle et les connaissances d’un mannequin
dans une structure indépendante de la nature, réelle ou virtuelle, de
l’humain qui la contrôle. Cette Perceptive Puppet permet la défi-
nition d’un nouveau procédé architectural permettant à des acteurs
d’échanger leur mannequin au sein de l’environnement. Ce méca-
nisme, appelé interchangeabilité, permet d’ouvrir de nouvelles pos-
sibilités pour les concepteurs et usagers des EVFCs comme nous
l’illustrons dans des mises en situation pour la formation indus-
trielle, la formation médicale et la formation à des situations d’ur-
gence.
Formation industrielle : Les applications industrielles d’EVFC
sont très variées, allant de l’apprentissage de procédures militaires
[10] à la maintenance d’une machine [12]. Il est par exemple pos-
sible de former des apprenants, travaillant en équipes composées
d’humains réels et virtuels, sur une machine industrielle. Dans ce
contexte, le formateur peut prendre le contrôle d’un mannequin
pour remplacer un humain réel et lui montrer une manipulation ou
remplacer un humain virtuel pour vérifier le travail d’un apprenant
sans que celui-ci ne le sache. L’interchangeabilité permet ainsi au
formateur de changer de rôle au cours de la formation afin de pou-
voir effectuer ces actions selon les besoins qu’il identifie.
Formation médicale : L’utilisation d’EVF dans le milieu mé-
dical permet de former des étudiants à des opérations potentielle-
ment dangereuses sans risques de blesser le patient [11, 15]. Dans
ce type de simulations, le formateur effectue généralement une opé-
ration pendant que les étudiants observent et posent des questions.
L’interchangeabilité permet au formateur d’échanger le mannequin
qu’il contrôle et le rôle associé dans la formation avec l’un des étu-
diants à n’importe quel moment. L’étudiant pourra ainsi pratiquer
un point particulier de l’opération sous le regard du formateur et des
autres étudiants. Le formateur pourra ensuite reprendre sa place par
le même procédé pour corriger l’étudiant ou poursuivre l’opération.
Formation à des situations d’urgence : L’entrainement à des
situations d’urgence peut aider à préparer des secours à des menaces
inhabituelles qu’ils peuvent rencontrer sur le terrain. La simulation
d’entrainement de Dugdale [6] et l’application SécuRéVi [21] sont
des exemples de formations collaboratives de ce type mettant en jeu
des acteurs de natures différentes. L’interchangeabilité permet dans
ce contexte d’échanger dynamiquement le rôle des apprenants afin,
par exemple, de remplacer un élève en difficulté sur l’un des rôles
et de lui montrer la façon de procéder.
Contributions
Nous définissons tout d’abord dans cet article un modèle d’in-
teraction collaboratif. Ce modèle permet à différents utilisateurs
d’agir de manière simultanée sur un même objet. En se basant sur
ce modèle nous introduisons ensuite une nouvelle entité, appelée
Perceptive Puppet, qui permet de rassembler le contrôle d’un man-
nequin ainsi que l’acquisition et la conservation de l’ensemble des
connaissances qui lui sont rattachées. L’utilisation de cette Percep-
tive Puppet permet de s’abstraite de la nature réelle ou virtuelle de
l’humain la contrôlant. Utilisant ce modèle, nous proposons égale-
ment un mécanisme d’interchangeabilité permettant à deux acteurs
d’échanger le mannequin qu’ils manipulent au cours d’une procé-
dure. L’acteur effectuant un échange est alors capable de continuer
les actions de son nouveau rôle en accédant à la base de connais-
sance dans la Perceptive Puppet, ce qui lui permet d’enchainer sur
la procédure sans discontinuité. L’ensemble des contributions pro-
posées dans cet article a été développé dans le cadre du projet ANR
Corvette ayant pour but de proposer de nouvelles solutions dans le
domaine de la formation industrielle.
Organisation
Nous présentons dans un premier temps un état de l’art des
EVFC dans la section 2 en nous concentrant principalement sur la
représentation des utilisateurs, la formalisation des interactions et
des modèles de connaissances. Nous détaillons ensuite le modèle
unifié d’interaction Collaborative-STORM dans la section 3 avant
de proposer la définition de la Perceptive Puppet et le protocole
d’interchangeabilité en section 4. Dans la section 5 nous montrons
l’implémentation qui a été faite de ces concepts avant de conclure.
2 ÉTAT DE L’ART
Les Environnements Virtuels de Formation (EVF) ont fait
l’objet de nombreuses recherches. Toutefois, il n’existe pas à notre
connaissance d’EVF ou d’EVF-Collaboratif (EVFC) proposant
un mécanisme permettant de résoudre les exemples de scénarios
exposés en introduction. Notre analyse des travaux existants se
concentre sur différents aspects : la définition de l’utilisateur au
sein d’un EVFC, les interactions entre les utilisateurs et les objets
de l’environnement, puis les modèles de connaissances.
2.1 Les utilisateurs dans les EVFC
Les EVFC se concentrent sur la formation d’équipes d’appre-
nants au sein d’une même simulation. Ces simulations possèdent
des degrés variés de collaboration entre les intervenants et des hu-
mains virtuels peuvent également y participer à des niveaux d’im-
plications divers. Trois niveaux de collaboration ont ainsi été iden-
tifiés [16] :
1. La prise de conscience de la présence de coéquipiers dans le
monde virtuel et la communication entre eux ;
2. Les interactions individuelles de chaque équipier avec les ob-
jets de l’environnement ;
3. Les interactions simultanées collaboratives et codépendantes
de multiples utilisateurs sur un même élément.
Les EVFC s’intéressent généralement à aborder les problèmes de
troisième niveau afin de proposer des solutions collaboratives. Tou-
tefois, certains EVFC permettent à un apprenant d’interagir avec
son environnement tandis que les autres apprennent de façon col-
laborative en observant et en communiquant entre eux. Ces rôles
sont généralement définis a priori et ne peuvent pas être modifiés
au cours de la formation. De telles méthodes sont utilisées aussi
bien pour des formations industrielles, comme c’est le cas dans CO-
VET [19], que médicales [3]. De plus, aucune interaction entre des
humains réels et des humains virtuels n’est proposée dans ces envi-
ronnements.
La plateforme GVT (Generic Virtual Training) permet la col-
laboration entre humains réels et virtuels [12]. Toutefois, les utilisa-
teurs ne dirigent pas directement un mannequin dans la scène. Afin
de dérouler la formation, les apprenants doivent sélectionner les ac-
tions à effectuer puis le gestionnaire de scénario se charge ensuite
de contrôler les mannequins afin d’effectuer ces actions. Ce procédé
permet ainsi de détacher l’apprenant du mannequin jouant son rôle
dans la formation et présente ainsi un premier pas vers l’interchan-
geabilité. Toutefois, ce système est limitant puisqu’il ne permet pas
à l’apprenant d’interagir directement avec son environnement mais
seulement de dérouler des actions déjà programmées.
Le modèle MASCARET [4], implémenté dans l’application
SécuRéVi, permet à des apprenants de collaborer avec des hu-
mains virtuels en accédant à leurs connaissances et en leur donnant
des ordres d’action. L’apprenant supervise alors la formation sans
prendre place concrètement au sein du monde virtuel. Toutefois, le
formateur a la possibilité de jouer le rôle d’un humain virtuel et
d’agir à sa place. Cette possibilité, bien que permise seulement au
formateur, est un autre pas vers le mécanisme d’interchangeabilité,
même si ni les apprenants, ni les humains virtuels n’en bénéficient
ici.
À notre connaissance, la proposition d’une interchangeabilité
totale et de manière homogène entre humains réels et virtuels n’a
pour le moment pas été proposée. Pour cela, un point d’entrée com-
mun au contrôle des mannequins doit d’abord être défini, ce qui n’a
pas été abordé actuellement dans la littérature.
2.2 Les interactions
Différentes solutions existent afin de proposer des mécanismes
d’interactions entre des objets de l’environnement. Nous pouvons
notamment citer le modèle STORM (Simulation and Training
Object-Relation Model [18]) qui propose une méthode hybride is-
sue de la famille des machines à état et qui se compose d’une part
d’un modèle comportemental permettant de décrire facilement des
objets réutilisables et d’autre part d’un moteur d’interaction dé-
finissant une procédure standard d’interaction de ces objets avec
d’autres objets de l’environnement. Des capacités et paramètres
configurables sont rattachés à chaque objet STORM, permettant
ainsi de décrire un comportement générique pour ceux-ci lorsqu’ils
participent à des interactions. La principale limitation de cette ap-
proche est que les manipulations collaboratives ne sont pas explici-
tement prises en compte, rendant ainsi difficile les actions collabo-
ratives (par plusieurs utilisateurs).
Les métaphores d’interactions pour un utilisateur servent gé-
néralement de base pour les techniques collaboratives. Des mé-
thodes telles que la main virtuelle et le pointeur virtuel ont déjà
été adaptées pour un usage collaboratif [2]. Une première méthode
pour l’adaptation à un usage collaboratif est de restreindre les uti-
lisateurs à manipuler certains degrés de liberté qui sont alors indis-
ponibles pour les autres utilisateurs lors de l’interaction [20]. Tou-
tefois, de telles méthodes heurtent la crédibilité et le réalisme de
l’interaction.
D’autres techniques se sont intéressées à la manipulation col-
laborative d’objets en autorisant un accès simultané aux mêmes de-
grés de liberté de cet objet. On retrouve notamment de la mani-
pulation à l’aide de plusieurs mains virtuelles, de curseurs 3D vir-
tuels ou la métaphore du rayon virtuel [7, 8]. L’utilisation de ces
techniques pose la question du retour d’information à l’utilisateur
pendant son interaction afin qu’il ressente et comprenne la mani-
pulation collaborative. Une autre méthode propose de mettre en
place une communication entre deux objets lors d’une interaction
[1, 9]. L’objet outil envoie ainsi des commandes et de nouveaux
paramètres à un objet interactif qui traite ensuite ces demandes.
Plusieurs outils peuvent manipuler le même objet interactif dans le
cadre d’une collaboration, l’objet interactif fusionne alors les de-
mandes et informe les outils du résultat de l’interaction.
2.3 Modèle de connaissance
Les modèles de connaissance au sein d’équipes mixtes com-
posées d’humains réels et virtuels ont été très peu étudiés. Tou-
tefois, Sycara et al. décrivent plusieurs théories existantes sur ces
modèles de connaissance [23]. Dans les domaines de la psycholo-
gie et des sciences cognitives [14], chaque personne possède une
représentation interne du monde qui l’entoure lui permettant de le
comprendre et d’y agir. Cette représentation, existant dans l’esprit
d’une personne, est appelée modèle mental et sert de mécanisme de
raisonnement permettant de prédire, de raisonner et de formuler des
explications sur l’environnement.
Un modèle mental peut être vu comme une base de connais-
sance qui sert de support lors d’un processus de décision pour les
membres d’une équipe. Il offre ainsi une base de raisonnement et de
prédiction des effets de certaines actions sur le monde. Les modèles
mentaux partagés sont souvent utilisés pour améliorer les perfor-
mances de travaux en équipes [13, 17]. Cette théorie est notamment
utilisée dans des contextes de simulations multi-agents [24] puisque
la décomposition de modèles mentaux en modèles spécialisés est
un concept facilement transposable en informatique. Ces proprié-
tés rendent les modèles mentaux particulièrement adaptés pour la
construction d’un modèle de connaissance destiné à une utilisation
homogène entre humains réels et humains virtuels. Toutefois, au-
cun EVFC n’utilise actuellement de tels modèles mentaux pour des
équipes mixtes de ce type.
La gestion de la connaissance est également centrale dans
notre contexte afin de conserver la continuité des actions d’un
mannequin lors d’un échange. En effet, lorsqu’un acteur prend le
contrôle d’un mannequin au cours d’une simulation il a besoin de
pouvoir récupérer les connaissances précédemment acquises par
celui-ci afin d’avoir les informations nécessaires au déroulement de
sa tâche. Une manière récurrente de représenter les connaissances
est de considérer les humains virtuels comme omniscients sur le
monde et la procédure tandis que les humains réels sont supposés
avoir une connaissance a priori de la procédure [6, 12, 21]. Le carac-
tère omniscient des humains virtuels permet d’obtenir la continuité
des actions lors d’un échange pour un surcoût quasiment nul. Toute-
fois la question est moins triviale pour les humains réels qui ne sont
pas omniscients et n’ont pas accès à cette base de connaissance.
2.4 Synthèse
À la vue de ces éléments, nous pouvons mettre en avant les
points suivants :
– Il n’existe actuellement pas de solution unifiée pour des hu-
mains réels et virtuels permettant d’avoir des interactions col-
laboratives avec des objets de l’environnement ;
– Bien que brièvement abordé dans les EVFC, aucune solution
ne propose actuellement de protocole d’échange permettant
de résoudre les scénarios présentés en introduction ;
– Humains réels et virtuels ont toujours été considérés comme
des entités agissant sur l’environnement virtuels via des
moyens différents, rendant ainsi complexe tout mécanisme gé-
nérique d’interchangeabilité ;
– L’omniscience des connaissances permet d’avoir une bonne
continuité des actions lors d’un échange de mannequin, toute-
fois cette solution reste limitée dans le cas d’humains réels ne
possédant pas cette omniscience.
Nous avons présenté dans cet état de l’art que le modèle
STORM permettait l’interaction d’un utilisateur avec les objets
présents au sein d’un environnement virtuel. Nous nous basons
ainsi sur ce modèle afin de définir dans la section 3 le modèle
Collaborative-STORM permettant la gestion d’interactions colla-
boratives par différents utilisateurs. Nous montrons ensuite dans la
section 4 comment ce modèle d’interaction collaborative est uti-
lisé afin de définir l’entité appelée Perceptive Puppet permettant
de s’abstraire de la nature réelle ou virtuelle de l’acteur dirigeant
un mannequin et de mettre en place par ce biais l’interchangeabi-
lité de mannequins entre différents acteurs. L’agencement de ces
éléments architecturaux est rapidement présenté dans la Fig.1. En-
fin le concept de Perceptive Puppet permet également de gérer la
continuité des actions grâce à la gestion des connaissances asso-
ciées à un mannequin. Enfin nous présentons une implémentation
fonctionnelle de l’ensemble de ces principes dans la section 5.
FIGURE 1: Les interactions C-STORM permettent la mise en place
d’interactions collaboratives. De plus l’introduction de l’entité Percep-
tive Puppet permet de s’abstraire de la nature virtuelle ou réelle de
l’acteur qui la dirige.
3 COLLABORATIVE-STORM : MODÈLE UNIFIÉ D’INTERAC-
TION
Au sein des EVF, la capacité d’interaction des acteurs avec leur
environnement est primordiale. Le modèle STORM (Simulation
and Training Object-Relation Model [18]) propose un moteur d’in-
teraction permettant de définir le comportement d’objets et les inter-
actions possibles qu’ils offrent avec l’environnement. Un exemple
de relation et d’interaction utilisant le modèle STORM est monté
Fig.2. Afin d’interagir dans le contexte d’environnements collabo-
ratifs, nous proposons un nouveau modèle appelé Collaborative-
STORM (C-STORM) qui est une extension de STORM supportant
la manipulation d’objets par des utilisateurs multiples et permettant
ainsi d’atteindre une interaction collaborative [22].
FIGURE 2: Une relation STORM : les objets comportementaux sont
liés à travers cette relation.
La construction d’un modèle de manipulation collaboratif a
pour but de proposer une façon générique de décrire des interactions
collaboratives. De plus, dans le cadre d’EVFC, ce modèle doit être
unifié pour que son utilisation soit possible de manière transparente
par des humains réels ou virtuels. La définition de ce modèle permet
de créer de façon similaire des interactions entre des acteurs et des
objets de l’environnement mais également entre deux objets. Les
interactions sont ainsi simplifiées puisqu’elles ne reposent ni sur la
nature des acteurs, ni sur celle des objets impliqués qui peuvent être
des mannequins comme des objets.
FIGURE 3: a) Deux objets C-STORM avec les capacités d’Interacteur
et d’Objet Interactif. b) La CIPR lance le protocole de communication
entre les deux objets C-STORM et la relation de contrôle gère en-
suite les communications entre les deux éléments.
Le modèle Collaborative-STORM hérite des avantages du mo-
dèle STORM et s’en appuie pour décrire la manipulation collabora-
tive. C-STORM va ainsi permettre d’interagir sur un même objet de
manière simultanée pour des utilisateurs distincts, rendant possible
une interaction collaborative sur cet objet. Pour cela, C-STORM
agrémente les objets de nouvelles possibilités ce qui leur donne
la capacité de contrôler d’autres objets mais surtout d’en partager
le contrôle avec plusieurs sources. C-STORM introduit ainsi deux
nouvelles capacités : la capacité Interacteur et la capacité Objet
Interactif. L’Interacteur ajoute aux objets C-STORM la capacité de
prendre le contrôle d’objets possédant la capacité d’Objet Interactif.
Ce dernier offre alors une liste de paramètres contrôlables et traite
les demandes reçues de la part de l’Interacteur. Afin de rendre cette
interaction collaborative, chaque Objet Interactif peut-être mani-
pulé par plusieurs Interacteurs en même temps, chaque Interacteur
pouvant être contrôlé par un acteur différent de la simulation.
Le mécanisme de contrôle de l’objet est encapsulé dans une
relation STORM appelée Collaborative Interaction Protocol Re-
lation (CIPR) qui connecte un Interacteur à un Objet Interactif (cf.
Fig.3). La relation une fois lancée ouvre un canal entre les deux ob-
jets qui permet de déterminer le mécanisme de contrôle sur l’Objet
Interactif. Une relation de contrôle interne au CIPR est lancée et
s’occupe de délivrer les paramètres, commandes et retours entre les
deux objets tant qu’aucun signal de fin n’est reçu au niveau de la
CIPR.
Dans le cadre collaboratif, chaque Objet Interactif peut ac-
cepter la connexion simultanée de multiples Interacteurs. Si les In-
teracteurs agissent sur des paramètres différents et indépendants il
n’y a pas de problèmes d’accès concurrents. Dans le cas d’accès
simultanés concurrents à un même paramètre par des Interacteurs,
l’Objet Interactif est agrémenté d’une méthode de fusion des diffé-
rentes données qu’il reçoit pour modifier le paramètre. Dans le cas
le plus simple, cette politique peut être une simple moyenne entre
les valeurs reçues en entrée. De la même manière, un Interacteur
peut également être associé à plusieurs Objets Interactifs au même
moment et ainsi contrôler l’ensemble de ces objets de façon simul-
tanée.
4 LA PERCEPTIVE PUPPET : INTERCHANGEABILITÉ POUR
L’HUMAIN RÉEL ET VIRTUEL
Les objectifs de la Perceptive Puppet sont de :
1. Définir une abstraction commune aux humains réels comme
virtuels dans un environnement virtuel ;
2. Créer un modèle permettant d’assurer la continuité des actions
après un échange de rôle, peu importe la nature de l’acteur
(humain réel ou virtuel) ;
3. Formaliser ce processus d’échange.
Afin de répondre à ces critères, nous introduisons la Perceptive
Puppet, permettant d’abstraire les humains réels comme virtuels, en
combinant un modèle d’interaction et un modèle de connaissance.
Nous exposons les concepts servant de base à la création de cette
entité dans la section 4.1, avant de nous concentrer sur les modèles
constituant la Perceptive Puppet dans les sections 4.2 et 4.3. Enfin,
nous définissons le protocole d’échange de rôle dans la section 4.4.
4.1 Concept
Nous avons choisi de regrouper sous une abstraction commune
les acteurs dans le cadre de la formation au travail en équipe. En ef-
fet, la nature de l’acteur (réelle ou virtuelle) est indépendante du
rôle que ce dernier va jouer en tant que membre de l’équipe, c’est
pourquoi nous utilisons le terme d’acteur pour regrouper les ca-
ractéristiques communes aux humains réels comme virtuels. Les
acteurs sont dissociés des mannequins qui les représentent dans le
monde virtuel et sont donc considérés comme extérieurs à ceux-ci.
Ils ne peuvent donc pas interagir directement avec eux.
FIGURE 4: Flux de commandes et d’informations entre membres
d’équipe, Perceptive Puppet et monde virtuel
L’entité que nous appelons Perceptive Puppet (Figure 4) sert
de médiateur entre le monde virtuel et les acteurs formant l’équipe.
La Perceptive Puppet est capable de percevoir le monde virtuel dans
lequel elle évolue, récupérer des connaissances à partir des éléments
perçus, et interagir avec d’autres objets de ce monde. Elle est en
revanche dénuée de tout processus de décision et ne peut interagir
d’elle-même avec le monde virtuel.
Lorsqu’un acteur contrôle une Perceptive Puppet, il a accès
aux connaissances contenues dans celle-ci (objets du monde virtuel,
actions réalisable, ...) et peut la contrôler afin de réaliser des actions
sur le monde virtuel.
Une Perceptive Puppet est composée de deux principaux élé-
ments :
1. Un modèle d’interaction qui décrit la manière dont l’acteur
peut agir sur le monde virtuel à travers la Perceptive Puppet ;
2. Un modèle de connaissance, alimenté par le module de per-
ception de la Perceptive Puppet. Les connaissances sont ainsi
contenues dans cette dernière et sont donc indépendante de
l’acteur qui la contrôle.
Dans ce contexte, l’échange de rôle entre humains réels et vir-
tuels se définit par un échange des contrôles sur les Perceptives
Puppets de ces derniers. Puisque la Perceptive Puppet contient ses
propres connaissances, l’acteur la contrôlant a accès aux données
concernant les actions effectuées ou pouvant être effectuées par la
Perceptive Puppet ainsi qu’aux données concernant les objets du
monde virtuel qui ont été perçues auparavant.
4.2 Modèle unifié d’interaction
L’objectif du système d’interchangeabilité entre deux acteurs,
réels ou virtuels, est de permettre à un membre de l’équipe d’échan-
ger sa Perceptive Puppet avec un autre et de poursuivre le travail
d’équipe, sous ce nouveau rôle, avec l’environnement virtuel. On
peut citer, comme exemple d’utilisation de cette méthode, le cas
du formateur et de l’apprenant. Un formateur peut à tout moment
prendre le contrôle de la Perceptive Puppet de l’apprenant, réali-
ser certaines actions puis redonner le contrôle à cet apprenant qui
continuera la réalisation de la procédure.
Puisque les Perceptives Puppets doivent médiatiser les actions
entre les acteurs et le monde virtuel, leur modèle d’interaction sous-
jacent doit prendre en compte les contraintes suivantes :
– Un interacteur interagit avec une Perceptive Puppet ;
– Une Perceptive Puppet peut interagir avec des objets l’envi-
ronnement ;
– Les objets de l’environnement peuvent interagir entre eux.
Nous avons défini le modèle d’interaction Collaborative-
STORM dans la section 3. Dans ce modèle, nous avons introduit
un moyen pour un Interacteur de prendre le contrôle de paramètres
sur un Objet Interactif. Notre modèle de Perceptive Puppet s’appuie
sur ce principe et défini :
– un acteur comme étant un Interacteur ;
– une Perceptive Puppet comme étant à la fois un Objet Inter-
actif et un Interacteur.
Grâce à ce système, il est possible pour un acteur membre de
l’équipe de prendre le contrôle de paramètres appartenant à la Per-
ceptive Puppet (position global, position de la main,. . .). De plus, la
Perceptive Puppet peut elle-même contrôler des paramètres conte-
nus dans d’autres objets du monde virtuel, permettant ainsi la mise
en place d’un lien indirect entre les acteurs et les objets du monde
virtuel.
4.3 Modèle de connaissance
Après un échange de rôle, l’acteur concerné doit être en me-
sure de continuer les actions de la procédure en fonction de ce qui a
été réalisé par son prédécesseur. Les connaissances contenues dans
la Perceptive Puppet ont pour but d’informer l’acteur des connais-
sances acquises par ce rôle, qu’il s’agisse, par exemple, de connaître
la position d’un objet dans le monde ou de la façon de réaliser une
action. Les connaissances sont regroupées dans un modèle men-
tal propre à la Perceptive Puppet et sont facilement accessibles et
interprétables par les humains réels comme virtuels. En plus d’un
formalisme de stockage connu à l’intention des humains virtuels,
nous permettons la mise en place de différentes méthodes d’accès et
évènements relatifs aux connaissances par l’humain réel. Ces accès
peuvent aller d’une simple interface graphique dans l’application à
l’utilisation d’un périphérique d’affichage supplémentaire, comme
par exemple l’utilisation d’un Tablet-PC.
4.4 Protocole d’échange
Ce protocole formalise l’interchangeabilité entre deux acteurs.
Le protocole d’échange spécifie qui est à l’origine de la demande et
à quelle Perceptive Puppet il souhaite accéder et est paramétrable.
Il est par exemple possible de gérer des niveaux d’accès, de blo-
quer ou autoriser temporairement les échanges (durant la réalisation
d’une action par exemple), d’autoriser l’utilisateur de la Percep-
tive Puppet cible à refuser l’échange. Le protocole peut également
permettre aux humains virtuels d’être à la source de la demande
d’échange. Enfin, il est possible que l’échange fasse partie de la pro-
cédure d’apprentissage et soit donc déclenché par un état de cette
procédure et/ou du monde. Lorsqu’une demande d’échange est ef-
fectuée par un membre de l’équipe, le protocole s’assure donc de
la possibilité d’effectuer la transaction avant de réaliser l’échange
demandé.
5 IMPLÉMENTATION
Nous présentons dans cette section une implémentation du
modèle unifié d’interaction collaborative, du concept de Perceptive
Puppet et du protocole d’échange qui en découle. Cette implémen-
tation se base sur une version modifiée de GVT 1, plateforme lo-
gicielle pour environnements virtuels de formation. Ce choix est
motivé par l’utilisation à échelle industrielle de GVT, ce dernier
s’appliquant à des domaines variés allant des procédures militaires
à l’utilisation dans le domaine ferroviaire. Notre version, GVT-
Corvette, présente de plus la gestion de procédures collaboratives
en équipe hétérogènes (humains réels et virtuels). GVT-Corvette,
étant ainsi adapté aux formations collaboratives, présente un sys-
tème client(humain réel)/serveur.
GVT [12] contient deux principaux moteurs :
1. Le moteur de scénario, qui décrit et déroule les étapes de la
procédure et permet de répartir les tâches à effectuer en fonc-
tion des rôles de chacun ;
2. Le gestionnaire de relations qui contient les éléments de l’en-
vironnement virtuel ainsi que les comportements leur cor-
respondant. Son implémentation est basée sur le modèle
STORM, sur lequel le modèle Collaborative-STORM que
nous avons présenté dans la section 3 s’appuie.
Le modèle d’interaction, la Perceptive Puppet et les humains
réels et virtuels sont ajoutés à la plateforme GVT-Corvette comme
nouveaux objets STORM dans l’environnement. Nous commen-
çons donc par décrire notre implémentation du modèle d’interaction
dans la section 5.1. Dans la section 5.2, nous explicitons l’implé-
mentation des éléments constituant la Perceptive Puppet. Le proto-
cole d’échange est, quant à lui, décrit dans la section 5.3 alors que
notre scénario de test validant nos concepts est présenté en section
5.4.
5.1 Modèle unifié d’interaction
Dans notre implémentation du modèle d’interaction, nous
avons créé et testé plusieurs types de paramètres permettant la ma-
nipulation de un à trois degrés de libertés de manière simultanée sur
un objet. Nous avons également ajouté des modèles de fusion de
données pour ces types qui réalisent pour le moment une moyenne
des données d’entrées. Etant donné le caractère client/serveur de
GVT-Corvette, nous avons réalisé une implémentation plus spéci-
fique des Interacteurs, Objets Interactifs et paramètres contrôlables.
Ainsi, lorsqu’un Interacteur envoie une valeur à un paramètre dont
il possède le contrôle, cette valeur est également envoyée au ser-
veur et aux clients. Chaque paramètre contrôlable effectuera donc
1. Generic Virtual Training – http ://www.gvt-nexter.fr/
FIGURE 6: Acquisition de connaissances par la Perceptive Puppet. La Perceptive Puppet possède des connaissances antérieures sur le monde
(1). Elle perçoit de nouvelles connaissances (2) et envoie ces informations à travers ses filtres qui conservent les informations pertinentes (3) et
les intègrent ou les mettent à jour dans la base de connaissances (4).
FIGURE 5: Architecture de l’implementation
localement la moyenne des valeurs qu’il aura reçues des Interac-
teurs. Notre implémentation permet par exemple d’agir sur la posi-
tion d’un objet ou sur l’angle de rotation de ce dernier autour d’un
axe.
5.2 Perceptive Puppet
L’architecture proposée pour l’implémentation des membres
de l’équipe et de la Perceptive Puppet (Fig.5) est divisée en 3 par-
ties :
– Le modèle mental (Mental Model) regroupe les connaissances
de la Perceptive Puppet, triées selon leur type ;
– Les membres de l’équipe sont liés à la Perceptive Puppet. Ils
peuvent lui envoyer des commandes, accéder à ses données et
en recevoir des évènements ;
– L’interface avec l’environnement (Environment Interface) est
le lien entre la Perceptive Puppet et l’environnement virtuel.
Cette interface est composée d’un module de perception et
d’un module d’interaction.
Le module de perception et le modèle mental assurent l’ac-
quisition et le stockage des connaissances par la Perceptive Pup-
pet, permettant une continuité des actions plus intuitive après un
échange de rôle. Le module d’interaction permet une médiation uni-
fiée des actions effectuées par les membres de l’équipe sur le monde
virtuel.
5.2.1 Perception
La Perceptive Puppet reçoit régulièrement des connaissances
sur l’environnement via le module de perception. Dans notre implé-
mentation, nous utilisons un lancer de rayon paramétré par l’angle
et le distance de visée comme module de perception. Les connais-
sances reçues sont transmises aux filtres de la Perceptive Puppet
avant d’être rejetées ou d’alimenter le modèle mental. Dans notre
implémentation, nous avons implémenté les filtres suivants :
– AllPass : Accepte toutes les connaissances ;
– NoPass : Refuse toutes les connaissances ;
– ObjectName : Accepte les connaissances sur les objets dont le
nom est contenu dans le filtre ;
– ObjectType : Accepte les connaissances sur les objets dont le
type est contenu dans le filtre.
Les filtres de la Perceptive Puppet sont ordonnés. Une connais-
sance fournie par la perception passera dans le premier filtre qui
pourra la refuser ou l’accepter. La connaissance sera alors testée
par les filtres suivants selon le même schéma. Si à l’issu du passage
à travers tous les filtres l’un d’entre eux a accepté la donnée, elle est
transmise au modèle mental qui la trie selon son type. Une connais-
sance passera systématiquement à travers tous les filtres car elle
peut en satisfaire plusieurs ayant un traitement spécifique à effec-
tuer. On peut, par exemple, chercher à connaître la position de deux
objets du même type. Il faut alors pouvoir décrémenter le compteur
de recherche à chaque nouvel objet du bon type perçu. Un exemple
d’acquisition et de filtrage de nouvelles connaissances est montré
dans la Fig. 6.
5.2.2 Connaissances
Nous avons réalisé une implémentation basique du modèle
mental. Les connaissances sont séparées en fonction de leur type
(objets, réalisation des actions). Nous utilisons le moteur de scéna-
rio de GVT-Corvette comme source de connaissance concernant les
actions à effectuer.
Les connaissances sur les objets contiennent le nom de l’objet,
sa position, la date de perception et potentiellement toute informa-
tion contenue par l’objet dans le gestionnaire de relations de GVT-
Corvette (propriétés, type, comportements possibles, . . .). Parmi les
informations sur les objets issues de GVT-Corvette, notre implé-
mentation supporte uniquement leurs propriétés. Nous avons éga-
lement mis en place une première version d’interface utilisateur
(Fig.7), permettant à l’utilisateur réel de parcourir les données de la
Perceptive Puppet qu’il contrôle et d’avoir des retours visuels sur
les objets contenus (mise en évidence d’un objet lors de l’acquisi-
tion d’une nouvelle connaissance sur cet objet, mise en évidence
d’un objet lors de l’accès à la connaissance de cet objet).
Les connaissances sur la réalisation des actions concernent les
interactions et contiennent les paramètres mis en jeu dans l’inter-
action (objet interactif, paramètre à contrôler et son type, état final
visé). Elles sont pour le moment exploitées par les humains virtuels
afin qu’ils soient capables de réaliser une interaction de façon auto-
matique. Ils peuvent ainsi choisir comment réaliser une interaction
s’ils possèdent plusieurs connaissances à ce sujet.
5.2.3 Interaction
La Perceptive Puppet s’appuie sur le modèle d’interaction
(voir section 5.1) afin de devenir médiateur entre les membres de
l’équipe et l’environnement virtuel. Elle est donc à la fois Interac-
teur et Objet Interactif. Les membres de l’équipe contrôlent la Per-
ceptive Puppet via ses paramètres contrôlables et ces derniers nour-
rissent les Interacteurs correspondants pouvant eux-mêmes contrô-
ler d’autres Objets Interactifs du monde virtuel. Ceci s’exprime par
exemple par le déplacement de la main de la Perceptive Puppet par
l’humain réel ou virtuel, main qui est liée à un objet de la scène et
déplace donc ce dernier en conséquence.
5.3 Protocole d’échange
Le protocole d’échange a été défini comme une relation GVT-
Corvette. De façon analogue à l’interaction, une relation d’échange
est déclenchée si une Perceptive Puppet compatible est sélectionnée
et si la relation d’échange en valide la faisabilité (validation par
l’humain réel contrôlant la Perceptive Puppet cible par exemple).
Dans notre implémentation actuelle, nous avons certains cri-
tères d’utilisation :
– Les humains virtuels acceptent toujours un échange ;
– Les humains virtuels ne demandent jamais un échange mais
prennent le contrôle d’une Perceptive Puppet si celle-ci n’est
pas contrôlée ;
– Les humains réels peuvent accepter ou refuser un échange via
l’apparition d’une boîte de dialogue sur la fenêtre de l’humain
réel ;
– Les échanges sont possibles à tout moment.
5.4 Scénario de test
Nous avons testé l’ensemble de nos contributions au sein d’un
scénario type qui nous a été fourni par le partenaire Nexter Trai-
ning 2 dans le cadre du projet ANR Corvette. Ce scénario test se
déroule dans un contexte militaire et traduit des besoins réels iden-
tifiés dans le cadre de la formation virtuelle. Il met en scène une
équipe de cinq soldats pouvant être des apprenants et devant réaliser
une procédure spécifique visant à effectuer un tir avec un véhicule
militaire. Ils doivent donc suivre une série d’actions coordonnées
sur différentes parties du véhicule, chaque soldat ayant un rôle dé-
fini et des actions que lui seul peut effectuer.
Au lancement de l’application, les humains réels doivent choi-
sir un rôle de départ. Ils obtiennent le contrôle de la Perceptive
Puppet correspondante lorsque la procédure démarre. Les rôles qui
n’ont pas été choisis par des humains réels sont pris par des humains
virtuels, qui réaliseront automatiquement les actions décrites dans
le scénario. Chaque membre de l’équipe, réel ou virtuel, peut alors
réaliser les actions de la procédure qui correspondent à son rôle ac-
tuel en ayant recours au modèle d’interaction lorsque des étapes de
ce type sont présentes. Les humains réels peuvent également profi-
ter de l’interface d’accès aux données perçues (Fig.7) par la Percep-
tive Puppet qu’ils contrôlent et demander un changement de rôle en
cliquant sur le mannequin qu’ils souhaitent contrôler (Fig.8). Les
membres de l’équipe peuvent échanger leur rôle à tout moment de
la simulation et poursuivre la procédure. Ce scénario de test valide
le fonctionnement de l’interchangeabilité, basée sur le concept de
Perceptive Puppet.
6 CONCLUSION
Nous avons tout d’abord présenté dans cet article le modèle
d’interaction C-STORM qui permet à plusieurs utilisateurs d’agir
simultanément et collaborativement sur un même objet. Nous avons
utilisé ce modèle afin de définir une entité, la Perceptive Puppet, qui
2. http ://www.nexter-group.fr/fr/filiales/nexter-training/
FIGURE 7: Capture d’écran de l’interface d’un utilisateur réel accé-
dant à une connaissance de la Perceptive Puppet qu’il contrôle. La
connaissance sur le canon (masse reculante) est sélectionnée (A).
Le canon est mis en évidence en conséquence (B), et les connais-
sances le concernant sont affichées (C).
FIGURE 8: Un humain réel effectue un échange avec un humain vir-
tuel et réalise une action avec son nouveau rôle (prise de l’obus).
permet de mettre en relation un acteur, réel ou virtuel, et son man-
nequin associé dans la simulation. Cette entité regroupe le contrôle
du mannequin ainsi qu’une perception et une base de connaissances
associée. Grâce à l’utilisation de notre modèle d’interaction, la ges-
tion de la Perceptive Puppet et l’accès à ses connaissances sont
décorellés de la nature de l’acteur qui la dirige. Ce dernier point
permet d’obtenir un modèle homogène d’interaction qui permet de
s’abstraire notamment de la nature des acteurs présents dans la si-
mulation.
L’introduction de ce concept permet d’adresser différentes
problématiques qui n’ont pour le moment pas été abordées dans la
littérature. Nous avons ainsi présenté l’interchangeabilité. En uti-
lisant le modèle de Perspective Puppet nous permettons ainsi à
deux acteurs de l’EVFC d’échanger le contrôle qu’ils ont sur leurs
mannequins respectifs. La connaissance de la Perspective Puppet
contribue à conserver la continuité des actions des acteurs interve-
nant dans le scénario. Ce mécanisme permet ainsi de résoudre les
exemples de scénarios présentés en introduction.
Enfin, ces modèles ont fait l’objet d’une implémentation fonc-
tionnelle au sein de la plateforme GVT. Cette implémentation a
permis de valider les concepts portés par la Perceptive Puppet au
cœur d’un EVFC existant et d’en tester les possibilités. Nos tra-
vaux vont à présent s’intéresser à évaluer l’apport de ces concepts
auprès d’utilisateurs réels. La mise en place de ces études va per-
mettre de tester les interactions avec les connaissances intégrées à
la Perceptive Puppet et de voir quels moyens privilégier pour les
rendre facilement assimilables.
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