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Abstract 
 
We believe that data literacy should be a skill not just for scientists, but for all citizens. We make the case 
by considering literatures on various kinds of literacy, and using a number of examples to explore some of 
the challenges that emerge from trying to move to a more data literate citizenry. We consider the 
opportunities arising from developing technologies to help individual communities and intermediaries in 
understanding how data should inform personal and societal decision-making. 
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Introduction 
 
Continuing growth of hardware, software and networking makes it possible to collect and use 
ever greater amounts of data. Along with opportunities, concerns arise about what we as a society want 
to allow, encourage or forbid, particularly with respect to privacy, security and ownership of different kinds 
of data. Debates on these societal and policy issues are themselves informed by analyses of data, as are 
other debates on priorities, finance, resource allocation, healthcare, climate change, etc. 
This current data environment creates a set of concerns over the skills necessary to make 
intelligent use of available data. What needs to be known and who needs to know it? We see the growth of 
various professions of data analysts with specialist skills in creating, maintaining, using and interpreting 
data. However we claim that in a democracy it is important that we try to enable all people to have some 
level of data literacy in order to be able to fully participate in a discussion around important decisions that a 
society has to make – informed by ever more data. This is an argument for data literacy based on the 
importance of traditional literacy (what we might call ‘book-literacy’) in conventional societal participation. 
As the interest in Big Data continues, we believe that the question will recur of who gets to participate in 
the discussion and who has to simply surrender to trusting the judgment of experts. 
Our goal in this paper is to explore what it means to have a data literate citizenry, and why it 
matters. This vision leads to a research agenda that builds on earlier ideas of information literacy, but 
considers the complex information ecosystem where people, information, data, methods to process data, 
and mechanisms to share all interact. As such, data literacy needs to be considered from multiple 
perspectives and involve researchers from a range of backgrounds – not just domain experts and 
curriculum designers, but also systems developers, designers of information visualizations, and 
researchers in online communities, communication, community informatics, the public understanding of 
science, informatics and library and information science. Information professionals will remain critical 
players as teachers, facilitators and intermediaries in data literacy interactions. 
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A Literature of Literacies 
 
Building on established work on regular literacy (the ability to read and write text), researchers 
have explored other literacies. Even when talking about text, literacy researchers note that the basic 
ability to read and write is not enough – we should also think about abilities to understand and use what is 
read and written. 
As a result there are now literatures on numerous literacies, each with multiple, often somewhat 
contradictory and overlapping definitions. For example, there are literatures on literacy, digital literacy, 
information literacy, scientific literacy, and data literacy. For our focus on data use we also need to 
consider statistical literacy and indeed basic numeracy. In many contexts, a degree of comfort with using 
computational technologies is also necessary – something addressed in the computer literacy literature. 
In his review article on digital literacy Bawden (2001) notes that in the context of basic literacy 
(reading and writing), the concept of levels of literacy has proven useful. In highly developed countries 
few people are completely illiterate, but various studies have shown worrying proportions of the 
population to be functionally illiterate. Categories such as very low literacy and low literacy are useful in 
understanding the level of skill needed to make use of textual information in various ways. For example a 
person with low literacy may be able to read simple text, but be unable to look something up in an 
alphabetized directory. Bawden clarifies the relationships between various literacies, including a useful 
history of the development of the idea of information literacy. A later work (Bawden, 2008) provides 
additional contextualization of the concept of digital literacy and various meanings that different authors 
apply to different literacies. 
Of these literacy terms, information literacy is the one that seems to generate the most interest in 
the field of Library and Information Science. The Association of College and Research Libraries (ACRL) 
(2000) defines information literacy as: a set of abilities requiring individuals to “recognize when information 
is needed and have the ability to locate, evaluate, and use effectively the needed 
information.” This is then elaborated into six elements: 
 Determine the extent of information needed 
 Access the needed information effectively and efficiently 
 Evaluate information and its sources critically 
 Incorporate selected information into one’s knowledge base 
 Use information effectively to accomplish a specific purpose 
 Understand the economic, legal, and social issues surrounding the use of information, and 
access and use information ethically and legally 
Substantial work has explored ways of teaching information literacy skills to all ages; from elementary 
school, through college and to adults in public libraries. The Big6 approach developed by Eisenberg & 
Berkowitz (2011) is a particularly well-regarded example. 
The importance of information literacy for civic participation has been emphasized for a long time, 
for example by Owens (1976): “Information literacy is needed to guarantee the survival of democratic 
institutions. All men are created equal, but voters with information resources are in a position to make 
more intelligent decisions than citizens who are information illiterates. The application of information 
resources to the process of decision-making to fulfill civic responsibilities is a vital necessity.” Work in 
statistical literacy also emphasizes the importance for citizens to understand the issues underlying society 
and the economy (Podehl, 2003). 
Similarly, Shapiro & Hughes (1996) make the case for information literacy as a prerequisite for 
participation in an information society. They build on the 18
th 
century vision of Condorcet, who advocated 
for access to information (and the skills necessary to read and use it) so that educated citizens “will no 
longer depend for every trivial piece of business, every insignificant matter of instruction on clever men 
who rule over them in virtue of their necessary superiority.” We aim to extend this argument to ideas 
around data literacy. 
In a similar vein, Zuccala (2009) shows how open access to scientific literature can and should 
benefit not just fellow scientists but also the layperson. Healthcare information is a primary area of 
interest for many people (particularly that relating to an individual’s or family member’s medical condition), 
but it is certainly not the only area. Zuccala’s use of the resonant term “laity” reminds us of the risks of 
delegating all power of use and interpretation to its antonym: priesthood. It is possible that a priestly caste 
of scientists are the only ones able to collect, analyze, and interpret data, and then remain the only 
conduit to the laity about what the findings mean for making important societal decisions in lawcourts and 
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legislative assemblies. With open access to research papers (Zuccala’s point) and underlying data (our 
extension) the laity can have at least an opportunity to try and verify certain claims and even maybe make 
their own discoveries. Such freedom entails numerous risks (as do all freedoms). Knowing how to search, 
select and interpret findings are critical skills to avoid misinterpretation. Access is necessary, but not 
sufficient. Zuccala’s analysis shows how we can understand current and future needs for civic scientific 
information literacy by weaving together work on information seeking, science communication in society, 
and the public understanding of science. This leads to a consideration of the potential contributions of 
intermediaries including science journalists, museums, scientist-popularizers, and (we claim) librarians 
and other information professionals. 
Schield (2004) connects three literacies (data, statistical and information literacy) all necessary to 
enable critical thinking skills including analysis, interpretation and evaluation – concepts that we further 
explore in the next section. 
Researchers using the term data literacy have looked at its use in various contexts including 
enabling educators to use student performance data to improve teaching (Love 2004), and for 
undergraduates studying geography (Hunt, 2004). Qin & D’ignazio (2010) consider the requirements for a 
new course addressing data-related literacy for science students. Their investigations revealed the central 
role that metadata should play in their course. Carlson et al. (2011) use the compound term data 
information literacy to refer to the skills needed to prepare students to participate in e-research. They 
used the ACRL six element framework as a way to examine the topics they had derived from an analysis 
of faculty or student practices and needs, finding considerable conceptual overlap. 
Surveying multiple overlapping fields can be rather confusing. There is something of a 
terminological mess as different authors can mean slightly different things when they use the same x- 
literacy term, and very similar subconcepts can be part of more than one x-literacy. One way to help make 
sense of the richness and variety of literacies literature can be to consider issues of scale, genre and use. 
Different skills are needed at different scales. To cope with, or make use of (that is, read) one book you 
need basic literacy (book-literacy). To cope with or make use of 100 or 1,000 books (a small library) you 
also need certain kinds of information literacy. Making the transition from a small school or public library 
to that of a large university research library (1,000,000 or 10,000,000 books) requires additional 
information literacy skills. Having access to online journals and indeed the entire web (1 to 100 billion 
documents) requires yet more information literacy skills. Each of these levels of skills supplement those of 
the smaller scales – they certainly do not replace them. 
As we switch genre from text documents (books, articles, web pages) to data elements (in 
millions of datasets, each potentially containing billions of values, plus associated metadata of varying 
form, format, quality and completeness), effective use also requires data literacy. Similarly, reading a 
single book on science may require a certain amount of scientific literacy (Hazen & Trefil, 2009), basic 
numeracy, and perhaps statistical literacy. Making use of larger datasets and findings derived from 
multiple, perhaps heterogeneous datasets requires further skills relating to statistics, estimation, error, 
and as Qin & D’ignazio (2010) reveal, metadata. 
In data literacy just as other literacies we are concerned with not just consumption (reading) but 
also production (writing). Levels of sophistication matter; much can be improved without everyone 
becoming an expert. Fluency means an ability to gain an overview as well as follow details. In the context 
of very large amounts of resources, different access and evaluation skills emerge and grow in 
importance. Finally, literacies are not just individualistic. They are about participating in a community, and 
sociotechnical systems can be designed to help that community nurture ongoing learning and growth.. 
 
Motivating Example: Data in the Courts 
 
As a very simple, constrained example consider the case of statistical evidence in court 
proceedings. Expert witnesses are brought in, but their testimony needs to be understood by the lawyers, 
the judge and of course the jury. Problems arise when the level of understanding and (it must be 
admitted) the clarity of the evidence is lacking. A recent UK case highlights the problem. A 2010 UK Court 
of Appeal case (Regina v. T.) involved the use of Bayesian methods to assess the rarity of the print from 
the shoes of the defendant that matched those found at the scene of the crime (Saini, 2011). Under 
imperfect information about the exact number of particular brands sold in the UK, the expert witness had 
had to make some informed estimates. The process was perhaps poorly explained and the judge 
consequently quashed the conviction. Additionally the judge also ruled against using similar statistical 
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analysis in the courts in future. This has been misreported as an exaggeration claiming that the judge 
banned all use of Bayesian statistics in UK courts. Rather the judge said that Bayesian methods were an 
inadmissible way to present expert evidence — except for DNA and “possibly other areas where there is 
a firm statistical base”. The sales estimates used as a component of the shoe match calculation were 
considered not “firm”, but of course this opens up a mess of what is to be determined to count as firm. 
The case has raised considerable concern. An article in Nature (Fenton, 2011) notes that 
fallacies of statistical reasoning have influenced verdicts in dozens of widely documented cases. The 
article reports the creation of: “an international consortium of statisticians, forensic scientists and 
academic and practicing lawyers (80 people signed up in the first 2 months) to develop guidelines for 
when and how Bayesian reasoning should be used to present evidence”. 
The point of the example is not to point out innumeracy in the British Judiciary (British judges 
already have a reputation with being out of touch with much popular culture). Rather we want to make the 
case that as data becomes more widespread, it can and will be used in evidence. This evidence will need 
to be weighed and will no doubt be contested by the other side in the case. If judges, lawyers and juries 
don’t understand how to handle evidence derived from data, this is as problematic as a legal system 
where textual evidence is used but some of those involved cannot read. 
 
Data Literacy for Greater Civic Participation 
 
Data produced and collected by government are the basic ingredients for governments to provide 
services, make policy, and be held accountable for their performance (Heeks, 1999). “In democratic 
societies citizens have a basic right to know, to speak out, and to be informed about what the government 
is doing and why and to debate it.” (Stiglitz, 1999 p.29). Strategies to promote more open and 
participatory approaches for government center on “using information and communication technologies to 
operate transparently, facilitate easy and low cost access to public records, and to make civic and social 
data available in standardized formats that support productive public use of data” (Knight Commission, 
2009). 
Openness and transparency are being enhanced as governments implement open government 
initiatives to increase transparency, participation, and collaboration. Open government refers to 
“government that co-innovates with everyone, especially citizens, shares resources that were previously 
closely guarded; harnesses the power of mass collaboration, drives transparency throughout its 
operations, and behaves not as isolated department of jurisdiction, but as something new, a truly 
integrated and networked organization” (Lathrop & Ruma, 2010). A commitment to access is laudable, 
but without the appropriate data literacy skills, co-innovation with citizens is unlikely. 
 
A Vision and How to Get There 
 
We envision a sociotechnical ecology where data, information, people and technology co-evolve. 
That means that we are not advocating for a particular curriculum, but rather for how we might combine 
resources in different ways to increase levels of data literacy. There are likely to be multiple solutions and 
indeed different kinds of research that can contribute to these goals. We illustrate those below. 
. 
Extending Data Literacy to Citizens 
 
Most of the existing literature and discussion focusses on scientists, trainee scientists, information 
professionals, and other experts. We want to extend this to considering the general public as a whole, as 
a data literate citizenry. Other points on this dimension may be non-experts or people with different 
amounts of expertise but with a particular need. For example how do you get a jury up to speed with data- 
based evidence, and how is it best presented and discussed? 
 
Similarly, although we increasingly talk about “citizen scientists”, the nature and depth of participation in 
the scientific process can be very variable. While it is entirely appropriate to have certain activities that are 
very basic but nonetheless useful to science and meaningful to the participants, it would be good to also 
provide structures for ever greater participation at greater depth. A useful analogy would be how 
Wikipedia provides ways for more sophisticated participation not just in editing web pages but 
adjudicating disputes and managing the entire process. In a similar way we might explore ways that we 
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can help people migrate from “citizen lab assistants” to something more like true “citizen scientists”. 
Figure 1 best characterizes our vision to include citizens with little or no statistical training into the fold of 
data literacy. 
 
 
Statisticians Scientists Citizens 
 
 
 
 
Figure 1. Work on cyberinfrastructure pushes data literacy from the realm of statisticians to scientists. We 
envision citizen users with little or no scientific training. 
 
 
Using Existing Information Infrastructures for Learning 
 
The work of Qin & D’ignazio (2010) and Carlson et al. (2011) are examples of approaches geared 
to teaching data information literacy in formal learning contexts (courses offered at universities). There are 
alternatives of more informal learning, including science museums, book popularizations of science, TV 
shows, podcasts, etc. There are also approaches that are somewhere inbetween or happen in an 
overlapping context. For example, information literacy may be taught in a formal lecture, or may arise in a 
help-giving interaction with a reference librarian that can involve teaching by stealth. In an online health 
community there may be peer support and activity that is more about incidental or co-learning - where the 
help giver(s) did not know the approach at the outset, but discovered it along with the help seeker(s). 
Variation and innovation can occur along this spectrum. In addition to peer-to-peer learning, the growth of 
MOOCs shows one possible way of enabling very large groups of people to learn certain topics at low 
cost (Hyman, 2012). 
 
Empowering New Teachers 
 
Online communities around topics such as personal healthcare (Preece 2000) and tech support 
(Singh & Twidale, 2008) often involve teaching skills of data use and data manipulation. This kind of 
teaching or help-giving may be done by those formally designated with that task, or as a more 
spontaneous emergent activity. 
If we wish to extend this, how do we design/build/engineer an online community that helps people 
explore and understand a particular kind of data (say, personal health information)? Or do we just hope 
that it emerges? What can be built so that more established members can help newcomers to understand 
a dataset, what to do with it, and how to avoid getting confused or making incorrect inferences? Most 
online communities are text forums, for obvious reasons of convenience and familiarity. But when talking 
about data and its creation, interpretation and use, is text really the only and best medium for discussing 
and explaining? How can visualizations and software use be better folded into these discussions? 
 
Empowering Old intermediaries 
 
There are many kinds of intermediary who may help in supporting greater data literacy; just as 
different information professionals have been involved with basic literacy and with information literacy. For 
data literacy these intermediaries include librarians, data curators, journalists, expert witnesses, and 
scientists acting as popularizers via books, TV shows or online. An example of the latter in the context of 
data analytics is Hans Rosling (2007), who uses Gapminder data visualizations to help make complex (and 
often counter-intuitive) points about social development in an accessible way. There is always the risk that 
intermediaries end up doing the work for the end users, rather than helping the end users do it 
for themselves. This would be the difference between say a professional letter writer providing a vital 
service for an illiterate person, and a teacher helping that same person learn to write their own letter. As 
the analogy indicates, learning data literacy is likely to be time consuming and difficult. It is 
understandable why people may be daunted, give up or delegate the understanding to experts. As 
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advocates of a data literate citizenry, we will need to explore how to lower the learning barriers of cost, 
time and effort. 
 
Building New Technology Support 
 
Data literacy discussions often focus on who is teaching whom and what is being taught. This is 
entirely appropriate. But it is also useful to consider the ways that different technologies can help that 
process by making it easier to understand and use data. Typically these were initially developed for the 
benefit of experts, but with some extra work they can be made more accessible to a wider population. 
This is what happened with library catalogues and many bibliographic databases. Initially they were 
developed for use by highly skilled librarians who learned complex query languages in order to maximize 
recall and precision in a single (extremely expensive) query. These became online public access 
catalogues to libraries with easier to understand and use interfaces intended for patrons. Similar routes 
were followed by various databases, and of course by search engines. We can aim for similar 
approaches to data analytic tools. 
Examples of tools that could be developed or refined to be more accessible to a general audience 
include bibliometric search, data mining, text mining, data visualization, claims analysis, and tools to help 
with understanding of terminology or methods (which may be as simple as Wikipedia lookup and 
YouTube videos). In addition, a less data literate population is likely to encounter difficulties and need 
help in how to use tools for different purposes. Consequently there is also a need for technologies to 
support the discussion of, learning and sharing of skills in online and face-to-face communities 
Some tools may be so powerful as to work in a standalone context for many users (as OPACs 
often do). An example may be a tool that aggregates and summarizes a literature on a topic in medical 
research, as well as providing explanations of what it did, and what various technical terms mean. 
Although it is highly desirable to have standalone applications that can explain something without needing 
an intermediary, much can still be gained by developing applications that partially help the end user, but 
still need an intermediary to explain the subtleties. 
Tools can be useful for facilitating data literacy even if they are not complete standalone 
infrastructures that enable all kinds of data analysis or create a “citizen data analytics environment”. It can 
be useful to have a diversity of tools of varying sophistication, which individuals and groups can assemble 
to meet particular needs. For citizens this may include many more simple, basic and low cost tools, while 
scientists require more complex tools that are harder to learn and are more expensive. That is, we need 
to support ways of combining tools like Many Eyes and Google Refine as well as similar more powerful 
applications. It remains an ongoing challenge to design tools to optimize various ad hoc assembly and 
repurposing. Equally, we need to design these tools to enable the learning of data analysis skills and not 
to be so daunting to learn and use that they serve to further alienate people already somewhat 
intimidated by datasets and lacking confidence in basic mathematical skills. 
 
Levels of Data Literacy Sophistication 
 
Inspired by research in basic literacy highlighting the importance of considering levels of literacy, 
we think it will be fruitful to develop a better sense of levels of data literacy that permit particular kinds of 
understanding, interpretation and data use. 
For example, a basic level of understanding of a straightforward dataset might involve 
understanding simple measures (such as mean, median and variance) and how they can be used to 
assess patterns and trends over time. More advanced concepts may be around how large datasets can 
be used to predict likely future outcomes, such as the probabilities of different events. Yet more advanced 
would be ideas like Type I and Type II errors, and simple Bayesian statistics, as in our court case 
example. 
Other cases might be more about a degree of guided literacy – where citizens may not be able to 
operate independently, but can with help from others; who may not necessarily be experts. For example, 
we might assess whether citizens can follow a data-driven argument and question things that seem odd. 
In the context of data driven findings from experts, can we get to the state of the Reagan quote of “trust 
but verify”? That is, where individuals or groups can (with help) actually check some of what the experts 
are saying. 
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In the legal example of the problems with Bayesian reasoning we can see how that might play out. 
It would certainly be very nice if in the future all school leavers had a rudimentary understanding of these 
issues, thereby being able to serve effectively as jury members; assessing statistical evidence and able to 
participate in political debates where data is marshaled and contested. But lobbying to add yet more 
content to a curriculum is a long term endeavor. In many countries various unintended consequences of 
high stakes testing make it difficult to focus on more subtle analytic skills as opposed to easily 
memorizable facts and exam-passing tricks. It would also be nice and somewhat easier to lobby for all 
people graduating from university to have a basic set of data literacy skills, perhaps as part of a General 
Education requirement. We would definitely support that, and with greater hope of change happening 
faster than at the school level. But in the meantime there are ameliorations that are well worth doing. 
It is incumbent on experts to acquire not just domain skills but communication skills. For example, 
what are the best ways of communicating Bayesian statistics so that judges, lawyers and juries can 
understand them? What are some classic recurrent misconceptions? How might intermediaries develop 
repertoires of detecting and addressing these misconceptions? How might information professionals help 
in not just accessing data but co-interpreting it? We believe there is a vital, indeed radical role for 
librarians, amongst others, in this space. 
 
Integrating Different Approaches to Data Literacy 
 
Experts in curriculum design can clearly contribute by identifying core skills and prerequisites. We 
have seen substantial work in this area in various x-literacies. But we want to emphasize that it is not the 
only kind of research contribution. More analytic work can help to understand the barriers to data literacy, 
ranging from better understandings of math and computer phobia, to identifying and understanding 
commonly recurring misconceptions about data, probability and statistics. Work on misconceptions in 
physics (Brown, 1992) and statistical reasoning ((Tversky & Kahneman, 1974) indicate the potential of 
misconception analysis. 
Builders of technology can explore ways to make data analysis easier to do – or easier to explain 
to less expert individuals. Improved visualization of results is highly desirable, but there is also a need for 
better visualizations of other analytic work: how the results were obtained, errors in the results, the claims 
and counter claims in the literature and step-by-step how-to guides of using tools. Similarly, carefully 
crafted data visualizations can help in illustrating concepts that we know that people find difficult like Type 
I and Type II errors. 
In the past the barrier was just getting access to the data. This is becoming easier. It is necessary 
but not sufficient for a citizenry to be in a position to be able to verify claims. As well as understanding the 
claims of scientists as they relate to policy, data literate citizens can also make use of that data in their 
lives and in participating in science. We have advocated for data literacy as desirable for civic 
participation in general, but this can seem a rather abstract idea. A more immediate application of data 
literacy skills through activities such participating in citizen science, or in personal health management 
can be a powerful motivator for developing those skills. We now give two scenarios that illustrate what 
this might look like in the near future. 
 
Situating Text in the Data Literacy Conversation 
 
Scientists already use published peer-reviewed literature to inform public health policy. For 
example, systematic reviews conducted by the Cochrane Collaboration and Health Technology 
Assessment play an important role in evidence based medicine which in turn can influence government 
policies on standards of health care. In epidemiology meta-analytic results (a quantitative form of a 
systematic review) can influence legislation, product label requirements, and public services. 
The systematic review process is typically a group activity whereby scientists identify a 
comprehensive collection of articles, extract information from those articles, verify the accuracy of those 
extracted facts, and analyze the extracted facts using either qualitative or quantitative techniques (Blake 
& Pratt, 2006). Although systematic reviews accurately capture evidence, the process is time-consuming, 
taking 28 months from the original conception through to publication (Petrosino, 1999) and 1139 hours 
(Allen & Olkin, 1999). With more than 21 million citations in MEDLINE and an additional 1900 new 
citations added every week, the manual techniques currently used are becoming increasingly difficult to 
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apply. Consider a breast cancer expert. It would be difficult, but necessary for her to consider the 33,883 
articles published on breast cancer during the 28 months required to conduct a systematic review. Faced 
with the daunting task of sifting through currently available and recently added articles, our breast cancer 
expert may turn to other strategies to reduce the number of articles, such as constraining her hypothesis 
or her selection criterion. However, both of these constraints introduce undesirable biases, and thus 
reduce the validity of her review to inform public policy. Citizen scientists could play an important role in 
this process by participating in the information extraction activities, for example you don’t have to be 
expert in medicine to identify the number of people in a study. 
The second key challenge of a systematic review is that articles considered are drawn from 
published literature and thus may suffer from publication bias; where articles that find statistically 
significant findings are more likely to be published than articles that do not show statistical significance, 
even though the methodology of both studies are the same. “For any given research area, one cannot tell 
how many studies have been conducted but never reported. The extreme view of the "file drawer problem" 
is that journals are filled with the 5% of the studies that show Type I errors, while the file 
drawers are filled with the 95% of the studies that show non-significant results” (Rosenthal, 1979). 
The Multi-User Extraction for Information Synthesis (METIS) system is an example of using text 
for analytics in that the system automatically identifies information required in a meta-analysis from full text 
scientific articles. Such an approach can be used within the existing systematic review process to reduce 
the time between when findings are published and when public policy is updated. The automatically 
extracted information, after being verified by citizens, could be used to create a synthetic control group 
estimate so that information from articles that would not be considered in a traditional meta- analysis could 
be incorporated into the analysis. Although this is a controversial suggestion from a meta- analytic 
perspective, the goal here is not to replace meta-analysis, but rather provide alternative ways to leverage 
textual “big data”. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. The METIS Summary of breast cancer articles published between 1997- 2002. 
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Figure 2 shows this new type of analysis using breast cancer articles in key epidemiology 
journals, which were published between 1997 and 2002. Articles that report alcohol consumption as 
primary information (in the title, keywords or abstract text) are shown as black and articles that report 
consumption only within the full text (secondary information) are shown in grey. Although scientists who 
conduct systematic reviews place a high priority on obtaining the “file drawer” articles, studies of the 
manual systematic review process (Blake & Pratt, 2006) show that users review the abstracts before 
retrieving the full text, so it is unlikely that these studies would have been found. In one traditional meta- 
analysis of breast cancer and alcohol consumption (Ellison et al., 2001) 71 of the 72 articles included 
have “alcohol” or a synonym in the title, keywords or abstract. Some would argue that methodologically 
studies that do not report the disease and the risk factor as primary information should not be included in 
a meta-analysis. 
The results of this study show that more than 60% of the breast cancer articles that report alcohol 
consumption (17 out of the 28 studies) include the data as secondary information (only in the full text) and 
thus would not be included in a traditional meta-analysis. More important than the number of primary 
versus secondary articles is the degree to which the findings reported in those articles differ. Of the four 
articles that would be included in a traditional analysis (circled), three suggest that ever drinking is higher 
in subjects with breast cancer (the cases) and only one study suggests that alcohol consumption is not a 
breast cancer risk factor. In contrast to the 17 studies that report alcohol consumption as secondary 
information, 6 show positive effect, 6 show a negative affect and 5 show no effect. Despite including both 
primary and secondary information, the METIS results are consistent with the earlier cited traditional 
meta-analysis, which suggests a small positive effect size between ever drinking and breast cancer. 
Text is often missing from existing conversations about data analytics, but a manual version of 
the proposed strategy which took approximately six weeks to complete on 1008 articles [Personal 
communication T.Tengs, 2002], has been used to quantify the association between smoking and 
impotence (Tengs & Osgood, 2001). Assuming that a similar amount of time would be required for the 
240,000 breast cancer articles such an analysis would take 27 years. Although issues such as access to 
full text need to be resolved before this approach can be applied to all breast cancer articles, METIS can 
be used on the subset of articles that are available electronically. Moreover, METIS can reduce the time 
required for a traditional analysis by automatically identifying information from the articles and thus reduce 
the time to integrate new scientific findings into public policy. 
 
Making it Personal 
 
People will have more and more access to data about themselves – recording their own activities 
and with a move to personalized medical care. Looking for health information online is already 
widespread. As healthcare costs continue to soar a data literate citizenry could help control the expense 
of managing chronic diseases by accessing the latest scientific information and by incorporating those 
findings into their daily lives. We begin by describing Morgan, our data literate citizen of the future, as a 
data consumer. 
Morgan remembers a radio story that suggested certain mushrooms could help reduce risk of 
breast cancer, but she doesn’t know which type of mushroom would be best for her. She uses her 
computer to identify mushroom study results that are most relevant her stored genetic data. Unfortunately 
none of her genomic characteristics match the study profiles in the mushroom study, so the system 
accesses the latest literature on mushrooms. As with any disease or treatment the scientific literature 
reports many different studies from different countries that each report slightly different results. The 
system weights each study result based on the quality of the study design and the similarity between 
Morgan and the subjects used in the study. Finally the system converts the outcomes to more accessible 
language and visualizations that Morgan can understand and suggests three different types of 
mushrooms would be beneficial. 
Greater access to scientific data in an understandable form is a wonderful first step, but the real 
benefit of the envisioned data ecology is that Morgan can also actively participate. Let us consider also 
Morgan as a data producer and analyst. 
Based on the system recommendation, Morgan decided to include shiitake mushrooms into her 
diet. But rather than exploring this alone, she participates in an ongoing community dietary study. Like her 
neighbors she has also noticed that her cholesterol levels have been lowered, but there seems to be a 
difference depending on where the mushrooms were purchased. She tells the system to record the date, 
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time and location of each purchase and the system establishes that particular farms appear to have 
bigger impacts. Combining these results from other growers around the world reveals that soils with 
certain trace elements are particularly beneficial. 
 
Conclusion 
As well as being essential for doing data driven science, some level of data literacy is becoming 
increasingly important for lay people to participate fully in society in various ways including democratic 
decision-making. This is likely to come about through a mixture of technological resources and people: 
teachers, experts, helpers and peers in communities both online and face to face. 
This vision for a data literate citizenry will certainly have some skeptics. Some will argue that a 
basic understanding of numeracy is critical to use the quantitative data that is available. We don’t dispute 
this claim, but we do suggest that citizens have a range of online learning resources that were previously 
unavailable. Moreover, there are people in society (including librarians and amateur help-givers) who 
want to help others understand. In the current online world, this desire emerges in forums and blogs. 
Despite evidence that many people have poor numeracy skills, there are still domains where many 
people have a great interest in statistical data, such for sporting statistics (in various cultures, baseball 
and cricket seem to be particularly data heavy). Participatory activities such as citizen science and 
personalized health data collection and analysis as part of a health oriented online community can 
simultaneously serve as both an impetus to begin acquiring data literacy skills and a means for learning 
them in a more participatory manner. 
Regardless of variable data literacy, we as citizens and as a society already make decisions 
based on data. The motivating legal example hinges on the necessary uncertainties and the degree to 
which imperfect data quantified as a range of uncertainties can be factored in with other evidence to 
determine innocence or guilt. Similarly, our decisions about what to eat, how much to exercise and which 
medications to take directly affect our very existence. We posit that a data literate citizenry would enable 
us all to have a higher quality of life. Condorcet’s advocacy for access to information and the means to 
make use of it as an 18
th 
century Enlightenment value also applies to the skills to interpret 21
st 
century 
data. 
We need to think carefully about exactly which skills and to what level of sophistication people 
may need them for various purposes. But as with basic literacy, leaving the laity out of the process of 
access and interpretation creates a degree of dependency on a priesthood of experts. Equally we must 
acknowledge that there is a very real risk of lay people misunderstanding and misapplying data. But there 
is no point trying to prevent greater access – it will happen inexorably anyway. What is needed is a way to 
help far more people make the transitions from data, through information and knowledge, and so to 
wisdom. 
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