Introduction
One of the central tasks in signal processing and time-frequency analysis is to find convenient series expansions of functions in L 2 (R). A popular choice of such series expansions is by use of Gabor frames, which are function systems of the form {M bm T ak g} m,k∈Z = e 2πibm· g(· − ak) m,k∈Z ,
Painless non-orthonormal expansions
The most classical method of constructing dual windows is by painless non-orthonormal expansions by Daubechies et al. [11, Theorem 2] . Assume s(x) is nonnegative, bounded and supported on an interval of length L > 0, and that s has constant periodization n∈Z s(x + an) = 1 almost everywhere. Then defining g = s p and h = s 1−p , where 0 < p < 1 classically is taken to be p = 1/2, generate dual frames {M bm T ak g} m,k∈Z and {M bm T ak h} m,k∈Z for any 0 < b ≤ 1/L and 0 < a ≤ L.
A variant of the painless construction without assuming a partition of unity property (i.e., constant periodization) is as follows. We will again consider g ∈ L ∞ (R) having compact support in an interval of length L. If a ≤ L, and b ≤ 1/L, the frame operator S g becomes a multiplication operator:
It follows that the Gabor system {M bm T ak g} m,k∈Z is a frame with bound A and B if and only if A ≤ 1 b n∈Z |g(· + an)| 2 ≤ B, in which case the canonical dual windowh := S −1 g g is compactly supported on supp g and given byh(x) = bg(x)/ n∈Z |g(x + an)| 2 . In this case {M bm T ak g} m,k∈Z and M bm T akh m,k∈Z are canonical dual Gabor frames with compact support in an interval of length L.
Our contribution
On the borderline a = L and 0 < b < 1/L of the painless expansions region (a, b) ∈ (0, L]×(0, 1/L], the discontinuous window g = L −1/2 1 [0,L] generates a tight Gabor frame. In this case, the Gabor system becomes a union of Fourier series k∈Z {M bm T ak g} m∈Z with no support overlap between the different Fourier systems {M bm T ak g} m∈Z indexed by k ∈ Z. This may lead to unwanted mismatch artifacts at the seam points aZ when truncating the Gabor expansion (1.2) .
To diminish such artifacts, we will use a 2-overlap (or 2-covering) condition, namely, a = L/2. This means that for almost any time x ∈ R, two Fourier-like systems {M bm T ak g} m∈Z , k ∈ Z, represent the signal f at time x. Phrased differently, for each k ∈ Z, the Fourier-like system {M bm T ak g} m∈Z has an overlap of length L/2 with M bm T a(k−1) g m∈Z and with M bm T a(k+1) g m∈Z .
Under the 2-overlap condition a = L/2, the painless construction is only applicable for redundancies (ab) −1 ≥ 2 since b ≤ 1/L. We are interested in small redundancies (ab) −1 < 2, that is, large modulations b > 1/L; note that, as is standard in Gabor analysis, in fact, necessary once continuity of the window g is imposed, we always take (ab) −1 > 1. Hence, we are interested in the redundancy range (ab) −1 ∈ (1, 2). However, once outside the region of painless non-orthonormal expansions, computing the canonical dualh = S −1 g g becomes much more cumbersome since it requires inverting the frame operator S g , and one often resort to numerical approaches [15, 24, 23, 18, 2] . Even worse, beyond the painless case, i.e., b > 1/L, the canonical dual cannot have compact support; at least not if ab ∈ Q. To be precise, for ab ∈ Q, the canonical dual window has compact support if and only if b ≤ 1/L as noted by Del Prete [12, p. 555 ], For n ∈ Z ≥0 ∪ {∞}, we consider the window class of n times continuously differentiable functions g : R → C, i.e., g ∈ C n (R), that are supported on a closed interval [x 0 , x 0 + L] (x 0 ∈ R) of length L and nonzero on the open interval (x 0 , x 0 + L). For any function g in this window class, the Gabor system M bm T Lk/2 g k,m∈Z is a frame for L 2 (R) if and only if b ∈ (0, 2/L) [6, Corollary 2.8] . The objective of our work is to characterize and construct compactly supported (alternate) dual windows h of g with good, even optimal, smoothness in a setting beyond the painless expansions region with arbitrarily small redundancy, but without having to invert the frame operator. The main features of our approach can be summarized as follows:
(I) It uses 2-overlap (a = L/2) and works outside the region of painless non-orthonormal expansions and with arbitrarily small redundancy (ab) −1 > 1 of the Gabor frames.
(II) It provides a natural parametrization of all dual windows (via an explicit formula) with sufficiently small support, given in terms of a measurable function z defined on a compact interval.
(III) It provides optimal smoothness of the dual window h, e.g., dual windows h with the same smoothness as the original window, i.e., g, h ∈ C n (R).
(IV) It yields support size of h only dependent on the modulation parameter b ∈ (0, 2/L) and not on properties of g (or h, e.g., smoothness).
Results in the literature
By dilation and translation of the Gabor system, we may without loss of generality take the translation parameter a = 1, the modulation parameter b ∈ (0, 1), and supp g = [−1, 1]. Christensen, Kim and Kim [6] characterize the frame property of {M bm T k g} m,k∈Z for g ∈ C 0 (R) with supp g = [−1, 1] and finitely many zeros in (−1, 1). In particular, they inductively construct a continuous and compactly supported dual window once such a g generates a Gabor frame {M bm T k g} m,k∈Z . While the focus in [6] is on existence questions, we aim for explicit constructions for dual windows with symmetry and higher order smoothness, albeit for a smaller class of window functions as we do not allow g to have zeros inside the support.
In recent papers on so-called frame set problems [1, 8, 9, 13, 17, 20] , the proof strategy produces a compactly supported dual window using the fiberization technique of Ron and Shen [25] . The dual windows constructed in these papers are piecewise continuous but, in general, discontinuous on the boundary of the fiber base. The constructions in [13, 17] , implemented in [18] , work for arbitrarily small redundancy albeit also involve solving systems of linear equations.
There exist a considerable amount of work in Gabor analysis on explicit constructions of alternate dual windows, see, e.g., [4, 10, 6, 7, 5, 19, 16] . These constructions have the desirable feature that the dual window shares or inherits many of the properties of the window, e.g., smoothness and compact support. However, the methods from the above list of works are restricted to the painless expansions region, e.g., redundancies (ab) −1 ≥ 2 or even (ab) −1 ≥ 3.
The construction in [19] of C n -smooth dual windows supported on [−1, 1] is not guaranteed to work, however, when it does both windows are spline polynomials. Our method always works, but if g is a piecewise polynomial, the dual window will in general be a piecewise rational function of polynomials. The construction of Laugesen [19] is generally limited to the painless region, but by using a trick of non-linear dilation by a soft-thresholding type function, Laugesen is able to handle smaller redundancies, i.e., 1 < (ab) −1 < 2. However, this has the effect of making the windows constant on most of their support, which may not be desirable.
In short, our work can be seen as a a continuation of [6, 7] , but with the objective of [19] to construct smooth dual pairs of Gabor windows.
Outline
In Section 2 we introduce the family of dual windows. Section 3 is the main contribution with a detailed analysis of properties (smoothness, symmetry, etc.) of the dual windows. In Section 4 we present examples of the construction.
The construction of the dual windows
For each n ∈ Z ≥0 ∪ {∞} we define the window classes:
Observe that the window classes are nested V n + (R) ⊂ V n−1 + (R) for n ∈ Z >0 , and that even for g in the largest of these window classes V 0 + (R), it is known [6, Corollary 2.8] that the Gabor system {M bm T k g} m,k∈Z is a frame for L 2 (R) for any b ∈ (0, 1).
We now introduce compactly supported functions h z that will serve as dual windows of g ∈ V 0 + (R); we provide some intuition behind the construction in Section 3.1. Assume 0 < b < 1. Let k max ∈ Z ≥0 be the largest integer strictly smaller than b/(1 − b), that is,
By the assumptions on g, the 1-periodic function ψ is well-defined, continuous, and satisfies c ≤ |ψ(x)| ≤ C for all x ∈ R for some positive, finite constants c, C > 0. We will often consider ψ as a function on [0, 1] with ψ(0) = ψ(1) = 1/g(0) given by ψ(x) = 1/(g(x) + g(x − 1)) for x ∈ [0, 1]. Let z : [0, 1] → C be a measurable function. For each k ∈ {0, 1, . . . , k max } we define the following auxiliary functions:
and h z (0) = bψ(0). More explicitly, h z is given as:
otherwise.
We remark that the function
(2.
3)
The function h z is piecewise defined with ∪ kmax k=0 {±k/b, ±(k + 1)} being the seam points of h z . The seam point x = 0 is special as it is the only seam point, where two nonzero functions in the definition of h z meet. In all other seam points, i.e., x = 0, the function h z is zero on one side of the seam points. As a consequence, we can, in any case, use N := k max + 1 when applying results from [6] .
Properties of the dual windows
We first prove that h z indeed is a dual window of g as soon as {M bm T k h z } m,k∈Z is a Bessel system in Section 3.1. In Section 3.2 we show that the chosen parametrization z → h z has several desirable properties. In Section 3.3 we show how to construct smooth dual windows h ∈ C n (R) for any g ∈ V n + (R) and n ∈ Z ≥0 ∪ {∞}. In Section 3.4 we discuss optimal smoothness of dual windows and show that the results in Section 3.3, in general, are optimal. In Section 3.5 we minimize the support length of the dual window in the sense of [7] while preserving the optimal smoothness. However, we first introduce some notation used below. We use f (x + 0 ) to denote the one-sided limit from the right lim x x 0 f (x) and similarly f (x − 0 ) to denote the one-sided limit from the left lim x x 0 f (x). For n ∈ Z ≥0 , we let D n [f ] and f (n) denote the nth derivative of a function f : R → C, with the convention f (x) = D 0 [f ](x) = f (0) (x). We will repeatedly use the (general) Leibniz rule for differentiation of products:
, the derivatives at x i−1 understood as right-handed and the derivatives at x i understood as left-handed, for every i ∈ {1, . . . , k}. Hence, if f is piecewise C n , the one-sided limits of f (m) exists everywhere for all m = 0, . . . , n, but the left and right limits may differ in a finite number of points. The definition of piecewise C n functions can be extended to functions on R, we will, however, only need it for compactly supported functions, where the modification is obvious.
Duality
The following duality condition for two Gabor systems by Ron and Shen [25, 26] is central to our work; we use the formulation due to Janssen [14] . 
Since the infinite series in (3.2) is 1-periodic, it suffices to verify (3.2) on any interval of length one. Furthermore, for supp g ⊂ [−1, 1], the duality conditions (3.2) become, for k = 0,
and, for k = 0,
The following theorem shows that g and h := h z , defined in (2.2), indeed satisfy (3.2) for all k ∈ Z and, hence, that h z is a convenient representation of dual windows of g. Before proving Theorem 3.2 let us provide some intuition behind the definition of h z as this also illustrates the proof, i.e., why g and h z satisfy (3.2) for all k ∈ Z. The construction starts with a function h ∈ L 2 (R) that is arbitrary a.e. on [0, 1] and zero otherwise. One then inductively modifies the definition of h on R \ [0, 1] to satisfy (3.2) for increasing values of |k| = 0, 1, . . . , k max .
We first modify h on [−1, 0] so that the condition (3.2) for k = 0 holds. Since 1/b > 1 and the support length for g is 2, the only conditions (3.2), k = 0, that could be affected by this modification are the conditions for k = ±1. Hence, we turn our attention to these two conditions.
In case b ≤ 1/2, there is no overlap between h and g(· ± 1/b), and g and h already satisfy (3.2) for all k ∈ Z, and we are done. In case b > 1/2, there will be overlap between (the support of) h and g(· ± 1/b), each overlap less than one in length since 1/b > 1. In order to satisfy (3.2) for k = ±1, we modify h on intervals of the same length as the overlap but shifted by ∓1 for the overlap of h with g(· ± 1/b). That is, we modify h on [−2, 1 − 1/b] and [−1 + 1/b, 2] so that (3.2) holds for k = 1 and k = −1, respectively.
The functions g and h now satisfy (3.2) for k = 0, ±1 (as well as for |k| ≥ 3), hence we check if h overlaps with either of the functions g(x ± 2/b). If there is no overlap, we are done as g and h already satisfy (3.2) for all k ∈ Z; Figure 1 illustrates this situation. If there is an overlap, then the procedure is continued so that (3.2) also holds for k = ±2. We keep moving outwards from the origo x = 0 until the next translates g(· ± k/b) no longer overlap with the function h. Since 1/b > 1, we know that the process will terminate as the overlap size shrinks in each iteration. In fact, k max is exactly defined to make the process terminate at |k| = k max . The fact that 1/b > 1 also guarantees that no more than two of the translates g(· − k/b) for k ∈ Z will overlap. This is crucial for the inductive procedure as it implies that at most one equation (3.2) is affected when modifying h on an overlap interval.
Proof of Theorem 3.2. First, we check that (3.2) holds for k = 0. Since
a.e. x ∈ [0, 1) 0 otherwise, it follows that, for a.e. x ∈ [0, 1),
where the final equality follows from the definition of ψ(x). This shows that (3.2) holds for k = 0.
For |k| ≥ k max + 1 the functions g(· − k/b) and h z have disjoint support. This follows from (2.3) and the fact that k max
For k ∈ {1, . . . , k max } we verify (3.2) on [k, k + 1). We first compute
On the other hand, for a.e.
We focus on the first term of the right hand side, which, by definition, is given as:
Since
By inserting this back into (3.3), we obtain, for a.e.
The calculations for k ∈ {−k max , . . . , −1} are similar to the above calculations, hence we leave this case for the reader.
The next result, Lemma 3.3, shows that not only is h z a convenient expression of dual windows of g ∈ V 0 + (R), it is in fact a parametrization by 1-periodic measurable functions z of all dual windows with sufficiently small support. The structure of the proof of Lemma 3.3 is somewhat similar to the proof of Lemma 3.3 in [6] . As the two results are quite different, we give the proof of Lemma 3.3.
Define a measurable function z on [0, 1] by:
This definition gives immediately that h(x) = h z (x) for a.e. x ∈ [0, 1]. By (3.2) with k = 0, we have for a.e. x ∈ (−1, 0)
We continue, using that
We will complete the proof by induction, showing that
holds for all integers k 0 in 1 ≤ k 0 ≤ k max . The base case k 0 = 0 was verified above so we only have to show the induction step k 0 − 1 → k 0 . We first consider x > 0. By induction hypothesis, we have h(
, using the induction hypothesis yields further:
The argument for x < 0 is similar, hence we omit it.
Obviously, there are choices of an unbounded function z that leads to h z not generating a Gabor Bessel sequence in 
Basic properties: symmetry, boundedness, and continuity
The next two lemmas show that the chosen parametrization z → h z is rather natural. Indeed, both symmetry and boundedness properties of g and z are transferred to h z . Proof. To show the "only if"-implication, note that for a.e. x ∈ [0, 1], we have h z (x) = g(x − 1)z(x) + bψ(x). Since |g(x)| is bounded (on R) and positive on (−1, 1), it follows that if h z is bounded on [0, 1], then so is z on [c, 1] for any c > 0. Using the boundedness of h z on [−1, 0] leads to the conclusion that z is bounded on [0, 1 − c] for any c > 0.
For the converse assertion, let k ∈ {1, . . . , k max }. Once we argue for the boundedness of γ k and η k on [k/b, k + 1] and [−k − 1, −k/b], respectively, the assertion is clear. We only consider γ k as the argument of η k is similar. Now, to argue for boundedness of γ k , it suffices to show that the product
Let c denote the positive minimum of the continuous function |g| on the compact interval
which completes the proof. Proof. Assume first z(x) = −z(1 − x) for a.e. x ∈ R. If g is even, then so is ψ, and it follows by straightforward verification in the definition (2.2) that h z (x) = h z (−x) holds for a.e. x ∈ R.
On the other hand, if h z is even, then using the definition of h z on [−1, 1], it follows easily that z is antisymmetric around x = 1/2.
The last lemma of this subsection characterizes continuity of the dual windows h z in terms of easy verifiable conditions on z. 
and
(3.6)
Proof. Suppose first that h z ∈ C 0 (R). Then since for x ∈ (0, 1], we have g(x − 1) = 0 and h z (x) = g(x − 1)z(x) + bψ(x) with h z , g, ψ ∈ C 0 (R), it follows that z is continuous on (0, 1]. Continuity of z at x = 0, i.e., existence of lim x 0 z(x), follows by similar considerations of h z | 
as the expression in the square brackets is zero by our assumption on z(0) in (3.5) . For x = −k/b, k = 0, we note that h z (−k/b), by definition, contains the product
as a factor. Further, since k ∈ [k], this product has g(−k/b+k+1+k(1/b−1)) g(−k/b+k+k(1/b−1)) = g(1) g(0) as one of its factors. Since g(1) = 0 by the support and continuity assumption g ∈ V 0 + (R), it follows that h z (−k/b) = 0 for k = 1, . . . , k max . Now, we consider seam points in [1, ∞) . For x = k + 1 we have by (3.6) that
To see h z (k/b) = 0 we note that the product defining h z (k/b) contains the factor g(−1)/g(0) which is zero due to the assumption g ∈ V 0 + (R). Finally, we show continuity of h z (x) at x = 0. However, this follows readily by considering the two one-sided limits x 0 and x 0 of h z (x):
respectively.
Higher order smoothness
The main result of this section, Theorem 3.8, characterizes C n -smoothness of h z in terms of conditions on z. As these conditions involves derivatives of ψ, more precisely, ψ (m) (0), the next lemma shows how to operate with this condition. Lemma 3.7. Let n ∈ Z >0 , and let g ∈ V n + (R). Then ψ := 1 n∈Z g(·+n) ∈ C n (R) and
where M := {(m 1 , . . . , m n ) ∈ (Z ≥0 ) n |1 · m 1 + 2 · m 2 + · · · + n · m n = n}.
Proof. Since g ∈ V n + (R), the sum n∈Z g(· + n) is in C n (R) and is bounded below by a positive constant. Hence, since the mapping x → 1/x is C ∞ on (0, ∞), we have ψ ∈ C n (R).
As usual, we consider ψ on [0, 1] where the function is given by x → 1/(g(x) + g(x − 1)). We will use the following version of Faà di Bruno's formula:
for m ∈ Z >0 in the first equality and g ( ) (−1) = 0 for = 0, 1, . . . , n in the second.
Example 3.1. We illustrate the computation of Lemma 3.7 for n = 1, 2. For n = 1, since M = {1}, formula (3.7) simply yields
For n = 2, we have M = {(2, 0), (0, 1)}, whereby
Theorem 3.8. Let n ∈ Z >0 ∪ {∞}, and let g ∈ V n + (R). The following assertions are equivalent:
(i) z ∈ C n ([0, 1]) satisfies (3.5), (3.6) , and, for each m = 1, . . . , n,
Proof. We first prove the assertion (i)⇒(ii). Consider the open set
The function h z | J is in C n (J) since it is a sum and product of C n (J) functions.
To prove C n -smoothness at the seam points ∪ kmax k=0 {±k/b, ±(k + 1)}, we need to show that However, we first note that g ∈ V n + (R) implies g (m) (±1) = 0 for m = 0, . . . , n, C n -smoothness at
Since g (m) (1) = 0 for m = 0, . . . , n, it is readily seen that
Similarly, by considering x ∈ [−1, 0), we see that
where the last equality follows from g (m) (−1) = 0 for m = 0, . . . , n and periodicity of ψ.
In the two remaining cases, we will use the following easy consequence of the Leibniz rule (3.1). If f, g ∈ C n (R) and g (m) (x 0 ) = 0 for m = 0, 1, . . . , n, then (f g) (m) (x 0 ) = 0 for m = 0, 1, . . . , n, where f g = x → f (x)g(x).
C n -smoothness at x = ±k/b, k = 1, . . . , k max . We first consider x = k/b, k = 1, . . . , k max . By rearranging the terms in the definition of the auxiliary function γ k (x+k) in (2.1), we obtain
Focusing on the derivatives of g( The calculations for x = −k/b, k = 1, . . . , k max are similar to the ones above hence we leave these to the reader. C n -smoothness at x = ±(k + 1), k = 1, . . . , k max . Again, we first consider x = k + 1, k = 1, . . . , k max . For x ∈ [k/b, k + 1], we consider γ k (x) as a product of the two functions
We focus on the second of the two and observe that, for each m = 1, 2, . . . , n,
where the final equality follows from the assumption (3.9). Thus, as a consequence of the Leibniz rule (3.1), we arrive at γ (m) k (k + 1) = 0, for m = 1, 2, . . . , n. The calculations for x = −k − 1, k = 1, . . . , k max are similar to the ones above, hence we leave these to the reader. The proof of assertion (ii)⇒(i) is similar to the argument in the proof of Lemma 3.6, hence we will omit the proof. Example 3.2. We compute (3.8) and (3.9) for n = 2 using Example 3.1. For m = 1, using that z also has to satisfy (3.5) and (3.6), we get
Similarly, for m = 2, using that z satisfies (3.5), (3.6), and (3.10), we get
It is easy to find a function z : [0, 1] → C satisfying the conditions in (i) in Theorem 3.8. E.g., if n < ∞, a polynomial z of degree 2n + 2 will always do. Further, as the conditions on z ∈ C n (R) only concern the derivatives of z(x) at the boundary points x = 0 and x = 1, there is an abundance of C n dual windows of each g ∈ V n + (R) for any value of b ∈ (0, 1). Hence, given a window g ∈ V n + (R), we can easily construct dual windows in C n (R) using Theorem 3.8; example of such constructions will be given in Section 4.
We now exhibit a large class of window functions g ∈ V n + (R) containing, e.g., all symmetric windows and all windows forming a partition of unity, for which the issue of computing ψ (m) (0) used in Theorem 3.8 disappears. and z (m) (1) = 0, (3.12)
In particular, if
13)
then h z ∈ C n (R).
Proof. By Lemma 3.7, it follows that ψ (m) (0) = 0 for m = 1, . . . , n. With g (m) (0) = 0 and ψ (m) (0) = 0 for all m = 1, . . . , n conditions (3.8) and (3.9) reduce to (3.11) and (3.12), respectively. Finally, it is straightforward to verify that z defined by (3.13) satisfies the 2n + 2 conditions in (i).
Remark 3.10. (a) Suppose g ∈ V n + (R) satisfies the assumptions of Corollary 3.9, i.e., g (m) (0) = 0 for m = 1, . . . , n. Now, if h ∈ C n (R) and b ∈ C satisfy the window condition n∈Z g(x + n)h(x + n) = b for x ∈ R, then by term-wise differentiating the window condition we see that h (m) (0) = 0 for m = 1, . . . , n. Thus, any dual window in C n (R), not necessarily with compact support, will also have this property.
(b) Suppose g ∈ V n + (R) satisfies either n∈Z g(x + n) = 1 or g(x) = g(−x) for x ∈ R (or both). Then g satisfies the assumptions of Corollary 3.9, i.e., g (m) (0) = 0 for m = 1, . . . , n. For g symmetric, this is obvious. If g ∈ V n + (R) forms a partition of unity, then, by differentiating g(x) + g(x − 1) = 1 for x ∈ [0, 1], one will see that g (m) (0) = 0 for m = 1, . . . , n.
(c) The dual window h z defined by (3.13) in Corollary 3.9 is often a convenient choice as it guarantees that the dual window h z is defined only in terms of the window g. Hence, if g is, e.g., a piecewise polynomial, then h z becomes a piecewise rational function of polynomials. However, if g is symmetric, h z defined by (3.13) will only be symmetric, if g(x) = g(0) − g(1 − x) for x ∈ [0, 1], that is, if the graph of g, restricted to [0, 1] × C, is anti-symmetric around (1/2, g(0)/2).
Optimality of smoothness
The first result of this section shows that, even though there are an abundance of dual windows in C n (R) for g ∈ V n + (R) \ C n+1 (R), additional smoothness, e.g., dual windows in C n+1 (R), is in general not possible. Proposition 3.11. Let b ∈ (0, 1). Let n ∈ Z ≥0 , and let g ∈ V n + (R) with n∈Z g(x+n) = 1 for x ∈ R. Assume g is a real-valued, piecewise C n+1 -function for which g (n+1) has a simple discontinuity at x = −1, x = 0, and/or x = 1. If h ∈ L 2 (R) is compactly supported in [−k max − 1, k max + 1], and {M bm T k g} m,k∈Z and {M bm T k h} m,k∈Z are dual frames, then h / ∈ C n+1 (R).
Proof. Assume towards a contradiction that h = h z ∈ C n+1 (R). Recall that g ∈ V n + (R) implies g (m) (±1) = 0 for m = 0, . . . , n. We only consider the case g(x) > 0 for x ∈ (−1, 1) as the argument for g(x) < 0 is similar. Since g(x) > 0 for x ∈ (−1, 1), it follows that g (n+1) (−1 + ) ≥ 0 and g (n+1) (1 − ) ≤ 0. Assume that g (n+1) is discontinuous at x = −1 and/or x = 1, i.e., g (n+1) (−1 + ) > 0 and/or g (n+1) (1 − ) < 0. The case x = 0 follows from Theorem 3.13 below.
As in the proof of Theorem 3.8, we see that
Since, by assumption, h
Example 3.3. Let g(x) = max(0, 1 − |x|) be the second cardinal B-spline with uniform knots. For any b ∈ (0, 1), the Gabor system {M bm T k g} m,k∈Z is a frame for L 2 (R). Since g (x) is discontinuous at x = −1 (and at x = 0 and x = 1), it follows from Proposition 3.11 that no dual windows h ∈ C 1 (R)∩L 2 (R) with support in [−k max − 1, k max + 1] exists for any value of b.
Let us comment on the assumptions of Proposition 3.11. The location of the discontinuity of g (n+1) is important. In fact, if discontinuities of g (n+1) avoid certain points, the conclusion h / ∈ C n+1 (R) of Proposition 3.11 may not hold [21] . On the other hand, we assume the partition of unity property of g only for convenience as to simplify the proof. Furthermore, as we see by the next two results, positivity of |g(x)| on (−1, 1) and compact support of the dual window h are also not essential for obstructions results on the smoothness of dual windows. For n = −1, we ignore the requirement g ∈ C n (R) in the formulation below. Proof. The following argument is inspired by the proof of Lemma 1 in [19] . Fix r ∈ [R]. Uniform convergence of n∈Z D m [g(· + an)h(· + an)] for each m = 0, 1, . . . , n + 1 allows us to differentiate the window condition (3.14) term by term [27, Theorem 7.17] . Differentiating m times then gives:
for all r = 0, 1, . . . , R and m = 1, . . . , n. Note that the sum (3.16) is a periodic. Hence, by subtracting the two one-sided limits x t r and x t r of (3.16) with m = n + 1, we obtain (3.15) .
Recall that if {M bm T ak g} m,k∈Z and {M bm T ak h} m,k∈Z with g, h ∈ L 2 (R) are dual frames for L 2 (R), then (3.14) holds. Hence, under the assumptions of Lemma 3.12, duality of g and h restricts the possible values of h on {x j } j∈J . For windows g with support in [−1, 1], Lemma 3.12 leads to the following general obstruction result.
Theorem 3.13. Let b ∈ (0, 1) and h ∈ L 2 (R). Let n ∈ Z ≥−1 , and let g ∈ C n (R) be a piecewise C n+1 -function with supp g ⊂ [−1, 1], and let {x j } j∈J ⊂ [−1, 1] denote the finite set of points, where g (n+1) is discontinuous. Assume either
If {M bm T k g} m,k∈Z and {M bm T k h} m,k∈Z are dual frames, then h / ∈ C n+1 (R).
Proof. Assume towards a contradiction that h ∈ C n+1 (R). From supp g ⊂ [−1, 1], it follows that g(k) = 0 for all k ∈ Z\{0} and that {x j } j∈J ⊂ [−1, 1]. Hence, equation (3.2) for k = 0 implies that h(0) = b/g(0) > 0. Depending on whether we use assumption (i) or (ii), the points x = ±1 may or may not belong to {x j } j∈J . In either case, g (n+1) (−1 − ) = g (n+1) (1 + ) = 0 and we have from (3.15) that
If we use assumption (i), then, by the compact support of h, we have from [6, Lemma 3.2] that h(±1) = 0. On the other hand, from assumption (ii), we have g (n+1) (−1 + ) = g (n+1) (1 − ) = 0. In either case, we get
which is a contradiction to 0 ∈ {x j } j∈J and h(0) > 0.
The conditions on the window g in the above results should be understood as follows. In order to make the statement as strong as possible, we want generators g just shy of being in the C n+1 -class. Hence, the function g is assumed to be C n everywhere and piecewise C n+1 except at a finite number of points, where both one-sided limits of g (n+1) exist, but do not agree. The following example shows a general, but typical, obstruction of the smoothness of dual windows. Example 3.4. Let b ∈ (0, 1), n ∈ Z >0 , and let g ∈ C n (R) with supp g ⊂ [−1, 1] be a C ∞ -function except at x = 0, where g (n+1) fails to be continuous. Suppose the Gabor system {M bm T k g} m,k∈Z is a frame for L 2 (R). Then, by Theorem 3.13, it follows that no dual windows h ∈ C n+1 (R) ∩ L 2 (R) exists. Note that this conclusion holds whether or not h is assumed to have compact support.
Small support
While the previous section considered optimality of the smoothness of the dual windows, we are here concerned with optimizing, that is, minimizing, the support length. Such questions were considered in [7] , where the authors characterized the existence of continuous dual windows with short support for continuous windows g with finitely many zeros inside their support [−1, 1]. In the following result we consider the possibility of higher order smoothness of dual windows with short support. for x ∈ (k/b, k + 1), which can be rewritten as
Thus h z (x) = 0 for x > N . The argument for x < −N is similar so we omit it. (b): By inserting x = 0 and x = 1 into (3.17), it can easily be seen that z satisfies (3.5) and (3.6), respectively. Therefore, the result for n = 0 simply follows from Lemma 3.6. For n > 0, the "only if"-assertion follows directly from Theorem 3.8. To prove the other direction, we assume that z ∈ C n ([0, 1]). From definition (3.17) we have:
By differentiating both sides m times, isolating z (m) (x) and inserting x = 0, we see that z satisfies (3.8) . In a similar way, one proves that z satisfies (3.9). Hence, by
where the second equality uses that g and ψ are even and that ψ is 1-periodic. Hence, if g is even, then z mid is antisymmetric around x = 1/2 if and only if z defined by (3.17) is antisymmetric around x = 1/2. The conclusion now follows from Lemma 3.5.
The short support of Theorem 3.14 is optimal in the following sense of [7] : 
Examples of the construction
In this section, we present two examples of the construction procedure of dual windows using the results from the previous sections. In Example 4.1 we construct dual windows of the classical and widely used Hann and Blackman window, respectively. In Example 4.2 we consider a smoother, but non-symmetric window; the setup is more complicated than Example 4.1 and perhaps less useful for applications, but it serves as a proof of concept of the flexibility of our method.
Example 4.1. The Hann window g hann ∈ C 1 (R) is defined by
otherwise, and the Blackman window g blac ∈ C 1 (R) is defined by of unity property. Both of the windows belong to V 1 + (R), but not V 2 + (R); hence, the optimal smoothness of compactly supported dual windows are h ∈ C 1 (R).
As an example, let us consider the modulation parameter b = 3/5. By definition of k max we get k max = 1. Thus, the dual windows h z defined in (2.2) will have support in [−2, 2].
Since g is a trigonometric polynomial on [−1, 1], it is natural to take z to be a trigonometric polynomial as well. For the Hann window the standard choice (3.13) is: Figure 3 shows dual windows of the Hann window h hann and of the Blackman window h blac defined using z from (4.1) and (4.2), respectively. While z hann is anti-symmetric around x = 1/2, this is not the case for the chosen z blac ; see Lemma 3.5 and Remark 3.10(c).
We can actually decrease the support size of the dual windows without sacrificing the C 1 -smoothness. By applying Theorem 3.14 with N = 1 and taking z mid to be the unique third degree trigonometric polynomial z mid (x) = c 1 cos(πx) + c 3 cos(3πx) so that z ∈ C 1 (R), we obtain dual windows in C 1 (R) with support in [−1, 1]. It turns out that the support of the dual windows even shrink to [−2/3, 2/3] for this specific setup. Since the two constructed functions z mid are anti-symmetric around x = 1/2, it follows by Theorem 3.14(c) that both these dual windows will be symmetric. The short-support dual windows of the Hann and Blackman window and their Fourier transforms are shown in Figure 4 .
The next example illustrates the construction of dual windows when g does not have zero derivatives at the origin and the redundancy (ab) −1 = 3π/7 is irrational. We chose z to be the unique polynomial of degree five that satisfies the six conditions of Theorem 3.8 for n = 2; these conditions are explicitly computed in Example 3.2. It follows that h z ∈ C 2 (R). The graphs of g and the dual window h z are shown in Figure 5 .
