Abstract-This paper considers the problem of allocating tasks among robots that operate on a 3D truss. Each robot is commanded to navigate to a different location for work. When the information about the robots' initial and desired locations are centrally known, this problem reduced to a classical disjoint-path problem. In this paper we consider the distributed problem where each robot knows its own goals only and we wish to plan an optimal set of steps for each robot that minimizes energy while fulfilling the task requirements. The challenge is to cope with possible path collisions. We present and analyze a distributed algorithm. We describe a simulation of this algorithm and show data from a physical experiment.
I. INTRODUCTION
In this paper we continue the study of truss climbing robots began in [1] and consider coordination problems when multiple robots are tasked to do work on the truss. Each robot is allocated a different location on the truss. We wish to develop a distributed algorithm that uses local information only (e.g. sensing and communicating locally) to plan paths for each robot from their initial locations to the target locations. We consider a set of identical robots that are capable to navigate a 3D truss-like structure such as the Shady3d robots in [1] . The key technical challenge is to plan an optimal set of collision-free paths that minimize the number of steps (and therefore energy consumption) for each robot. Collisions occur when one robot unit blocks the way, as these robots can only travel on free truss segments. Since the robots have information about their own mission only, it is very likely that the robots may encounter other robots along the way and need to look for alternative paths.
This problem arises within construction and inspection applications. Trusses are encountered as part of bridges, scaffoldings, space structures, and underwater platforms such as oil rigs. Tasks related to trusses are often dangerous and difficult for human workers, as the bars are narrow. Space construction and maintenance outside a spacecraft require dangerous extravehicular activity (EVA) missions by astronauts. We wish to create truss-climbing robots can do significant work to inspect, augment, or repair engineered truss structures. In the more distant future, these robots might become capable of climbing natural structures, such as trees, to assist with agricultural applications.
Coordinating a group of robots moving on a truss is easy when all the information about the environment, the robots, and their goals is available centrally. We can represent the truss as a graph, whose vertices are attachment places for the robots on the truss and edges connect adjacent links. Then the problem of moving k robots to their goal location along optimal collision-free paths reduces to a mincost disjoint path problem with vertex capacities (since at one time each vertex can be occupied by only one robot.) This becomes an evacuation or assignment problem and has been studied extensively, for example optimal time and cost solutions are presented in [2] . The running time of one of the best algorithms is O(k(k 2 + n + m)log(n + k 2 )), where m is number of edges in a graph and n is number of vertices.
While simple, the centralized solution to this problem does not capture the reality of k robots moving autonomously and independently on a 3D truss to perform individual work at different locations. We wish to develop a distributed algorithm that relies on local information only, that can be realistically sensed and communicated by the robots. In this paper we describe a distributed planning algorithm for placing k identical robots on a 3D truss. We assume that the truss geometry is known to each robot and that the robot can detect and communicate with other robots located at neighboring nodes (e.g. one edge away). We analyze the running time of this algorithm and the competitive ratio. We show that our algorithm has quadratic competitive ratio and compare the result to a greedy algorithm whose competitive ratio is exponential. Finally, we present data from extensive simulations and from several physical experiments with Shady3D Robots.
The results in this paper draw from an extensive body of literature on truss-climbing robots [3] - [5] , distributed motion planning [6] , [7] and graph algorithms for matching [8] and flow [9] .
II. EXPERIMENTAL ENVIRONMENT
In our lab we constructed a scaled-down version of a 3D truss environment and robots that can travel on it. Figure 1(b) shows the environment and Figure 1(a) shows the robots we developed to work within such an environment. Shady3D is a small robot with three degrees of freedom of length 250mm and width 80mm. It is composed of two rotating grippers linked by a two-part arm. Each gripper can grasp and release a truss bar by closing and opening its paddles. Each gripper is connected to the arm by a rotating joint (the gripper joint), which enables the gripper to align with a truss in various orientations. The two sides of the arm are connected by another rotating joint (the middle joint), Fig. 1 . (a) Shady3D robot and its structure: 3-joints and 2 grippers (b) truss structure and an example of deployment of a single robot: numbers denote nodes on the trusses [10] which creates a relative angle between the directions of the two grippers. The robot within a plane by using its ability to grasp and pivot. It makes transitions between planes by using the rotational degree of freedom on the bar.
We have built two fully working Shady3D robots and 5 Shady3d bodies that do not include any electronics, but can be used as obstacles during our experiments, to simulate the presence of up to 7 robots working together on the truss. The placement algorithms are implemented and tested using this environment.
III. PROBLEM FORMULATION
Consider a truss with k robots on it. Each robot receives a set of goal locations. In this section we formulate the assumptions in the distributed placement problem we wish to solve. Local information only will be used to direct each robot to a goal location so that all targets are guaranteed to be occupied. We make the following assumption and notations:
• We are given a 3D truss with known geometry. The robots can grasp the truss at a discrete set of points. The truss is modeled as an undirected graph G, whose vertices are points where a robot can grasp (for example, the joint of the truss is not a vertex) and whose edges connect adjacent vertices. There is a positive cost on each edge.
• Each robot is modeled as one point that corresponds to an anchor gripper on the graph G.
• There are k identical robots on the truss.
• The robots can sense if an adjacent vertex is free or occupied by another robot.
• Each robot can communicate with the robots that occupy adjacent nodes.
• When two robots communicate, they can share all information (e.g. state, target location, etc.) • The set of initial nodes in the graph is R; robot i is initially located at r i . These locations are not known to the robots.
• The set of target nodes is T ; T = {t 1 ,t 2 , ...,t k } • The cost of a set of paths is the sum-total of the edge weights of the paths.
• The goal is for all target nodes to be occupied by the robots and for the overall path cost to be minimal. In this section we describe a solution to the distributed placement of k robots on a truss using distributed locally optimal matching. The intuition behind this solution is that robots compute the location of the nearest target using as input the truss geometry and the list of targets. Then they start traveling toward their target in parallel. If the path of a robot is blocked by a different unit, or the robot finds that its target is already occupied, the robot is reconfigured by an operation of swapping state. This solution can be described as finding a matching between R and T .
Each robot runs a local algorithm for planning a path and moving along the path. The robot algorithm consists of several phases: initialization, path computation, path execution, and path reconfiguration in case of deadlock. Each robot's state includes the following data:
• ID: identification number 
A. Initialization
Using the initial state, the truss geometry, and the given set of targets, the robot computes the nearest target node.
B. Deployment
Algorithm 1 shows the Distributed Deployment procedure. This enables a robot to advance, to detect collisions, and to handle collisions. First, the algorithm checks if this robot has arrived at its desired target. If so, it sets the resource Settle Down as true, and stops. Otherwise, the robot checks for collisions by send a message If the next node is empty, it takes a step and updates the resources. In case of a collision the robot determines the collision type (one of five cases) and takes corresponding action as shown in SectionIV-C. Settle Down = true 3: else 4: Communicate with adjacent robots 5: if Next node empty then 6: Move to the next node 7: else 8: switch Cases of the Collision 9: case The paths are crossing 10: Exchange the robots 11: case The blocking robot has not settled down 
2) Breaking a Deadlock:
A deadlock is a status in which some robots can not move even though their paths do not cross as shown in Figure 3 . There are four robots {r 1 , r 2 , r 3 , r 4 }. Their paths {p 1 , p 2 , p 3 , p 4 }, form a rectangular cycle (see Figure 3(a) ). The Pushing List (which consists of robots waiting to advance) is used to eliminate deadlock. Each blocked robot sends its list to the blocking robots. The blocker merges the list onto its own. When a robot finds itself on its Pushing List (as shown in Figure 3(b) ), it is in a cycle. In this case, the robot with lowest ID forces the blocking robot to execute Exchanging the robots until a robot in the list does not block it anymore. After this forced exchange, the cycle will be broken as shown in Figure 3 (c). The robot with the lowest ID can proceed.
3) Stepping aside: Stepping Aside is necessary because Shady3D has two grippers and occupies two nodes. Consider Figure 4 (a). The green robot has settled down at the node occupied by the right gripper (the anchor), and the blue robot is trying to go through the node occupied by the non-anchor gripper of the green robot. Even though the paths do not cross, there is no cycle, and the two robots have the distinct targets, the blue robot is stuck. In this case the blocked robot requests the blocking robot to step aside so it can move as shown in Figure 4 (b).
4) Finding a new target:
The last selection criterion explains how to select a new target when two robots that block each other have the same target node. To solve this conflict, the blocked robot finds another target node, computes a new path to it, and follows the path as it has done. The new target is a node in the optimal set of the target nodes matched with the initial nodes of the blocked robot and the Matching lists of both robots.
Algorithm 2 describes the locally optimal matching. When a robot p has found that the other q occupied its target, they merge their Matching list {R q , T q } and {R p , T p }. Using the merged Matching list and its starting node, it calculates the next target which is incident on the locally optimal matching M p+q . This is computed efficiently using the Hungarian algorithm [11] which has O(k 3 ) runtime and can be used with any size matrix. 
Algorithm 2 Getting a Locally Optimal Matching

D. Termination
If at least one robot is moving, the total distance between the robots and the target nodes is strictly decreasing. If each robot has a distinct target node the perfect matching has been reached. Since there is no deadlock in the system the actions of the robots will converge and terminate.
V. ANALYSIS
In this section, we analyze the optimality and the computational runtime of the distributed matching algorithm for placing robots of a truss. We show that the distributed algorithm has O(k 2 ) asymptotic competitive ratio to the global optimum and the total runtime of all robots is bounded by O(k 5 + k 2 (n + m)logn).
A. Online matching: previous work
Our analysis uses several results on minimal weight partial matching from [8] . The minimal weight partial matching M i which is the set of edges that form the minimal weight partial perfect matching between the subset {r 1 , r 2 , ..., r i } and subset of T with a minimal number of edges in M i − M i−1 . Let T i be the subset of T consisting of vertices of T which are incident on M.
Lemma 1: The cost of the M i s form a monotonically nondecreasing sequence.
Lemma 2: For each i, the set difference T i − T i−1 contains exactly one vertex.
Lemma 3: For a union set composed of vertices of M i−1 and {r i ,t i } where r i is chosen to be a incident vertex on M i , the cost from r i to t i is bounded by the cost of
Proofs of Lemma 1-3 are given in [8] . From now, We also use M as the cost of the set M.
In this section we extend the partial optimal matching results to our algorithm. Let R p ∈ R contain the robots that settled down on their target nodes according to robot p. Let M R p be the min-cost matching of the sub-group R p . Note that M R p is sequentially constructed as a new robot collides with it. Therefore, Lemma 1-3 hold for R p and M R p .
B. Running Time
Suppose each robot has the cost matrix C where C i j is the cost of the shortest path from r i to t j . We use the partial matrix of C(R p+q , T ) corresponding to a set of {R p ∪ R q ∪ initialnode} and entire T . After getting the new target, the matching lists are exchanged with the merged list, and the robot follows a new path to the target.
Lemma 4: The initial node and target node matched by a settled down robot stays fixed.
Proof: Suppose a robot starting at r a has arrived at its target t a and settled down. This robot will leave the target node, if and only if another robot exchanges the resources with it, by Algorithm 1. This can only happen for type 3 collisions. In this case, the exchange of states between the two robots causes the matched pair (r a ,t a ) to be maintained.
Lemma 5: A merged matching list from the lists of two robots has the exactly same number of initial nodes and target nodes. 
where a funcion n() notifies the number of a set. By Lemma 4, Equation 1 holds, because otherwise at least one of the initial nodes in {R a ∩ R b } must match more than one target nodes.
Lemmas4 and 5 imply that it is necessary to add only one target node to {T a ∩ T b } in order to match {R a ∩ R b , r a } . Figure 5 shows how a robot behaves using the algorithm. In Figure 5( 3 ) running time by Hungarian algorithm [11] .
C. Optimality by Competitive Ratio
In this section we investigate optimality by finding the competitive ratio, which is defined as the cost of the worst case to the globally optimal one.
Lemma 6: When robot p with matching list {R p , T p } collides with robot q with matching list {R q , T q } at node t q (See Figure 5) , the path to the new target t p+q costs up to 4M p+q , where M p+q is the optimal matching between the set {R p ∪ R q , r p } and {T p ∪ T q ,t p+q }.
Proof:
The path is the red line in Figure 5 (a), from t q to t p+q . By triangular inequality ( Figure 5(b) ), the cost is bounded by the edges, (t q , r p ) and (r p , t p+q ).
The first edge is due to the previous collision and bounded by M p−1 + M p , which is the locally optimal matching between {R p , T p } and {{R p , r p }, {T p ,t q }} respectively, by Lemma 3. The second is also bounded by M p−1+q + M p+q , the locally optimal matching of {R p ∪R q , T p ∪T q } and {{R p ∪ R q , r p }, {T p ∪ T q ,t p+q }}. Therefore, Equation 2 becomes:
because the cost of the local optimum never decreases by Lemma 1.
Lemma 7: The total cost of the path for the i th robot to the settled down position is bounded by (4i − 3)M R i . Proof: We use induction. For convenience, assume that the robots deploy sequentially, one by one after the previous one's settlement. When the first robot settles down, the lemma holds. Suppose the bound is true for (i − 1), and then the cost P i−1 is:
By lemma 6, P i is bounded by following:
The total cost of deployment is the sum of all k robots' cost, and it can be written as follows:
where M R is the global optimum.
Lemma 9:
The total running time of the distributed placement algorithm is O(k 5 + k 2 (n + m)logn). Proof: Whenever a robot is getting a new target by the proposed algorithm, O(k 3 ) runtime is required. Therefore, total runtime for Hungarian algorithm is O(k 4 ). O(k(n + m)logn) is to calculate the cost matrix. Total runtime of all robots is obtained to multiply k to the runtime of each robot
Thus, our proposed distributed matching algorithm has (2k 2 − k)competitive ratio, and O(k 2 /logk) times the running time of the central controller.
The quadratic competitive ratio is due to the fact that the robots do not share their matching lists. If a robot can share the information with the collided robots by any method, we achieve O(k) competitive ratio, which is the competitive ratio of the online matching algorithm.
D. Comparison to The Greedy algorithm
In this section we show that the performance of a distributed greedy algorithm has an exponential competitive ratio and thus much worse than our algorithm.
Consider an intuitive greedy algorithm where each robot successively finds the nearest target node. Consider Figure 6 where (k − 1) robots have occupied (k − 1) target nodes and one robot must find its target by the greedy algorithm. If the left edge of the robot has (1 + ε) cost, where ε is a small positive number, the robot will continuously go to the right node and finally return to t k after visiting all the right nodes. The cost is (2 k − 1), while the optimal cost is only (1 + ε). Therefore, in this case, the competitive ratio is (2 k − 1) when ε is small. We implemented the distributed deployment algorithm in simulation and on the physical platforms described in Section II.
A. Simulation
We have implemented the distributed placement algorithm in Java. We simulated each robot as an independent process (thread) to ensure parallelism. The target nodes and the initial placement of the left and right grippers of each robot were randomly selected. The left gripper was initially used as the robot's anchor.
We have tested two kinds of geometries and generated sparse and dense graphs, as shown in Figure 7 . For each graph, 2∼10 robots are simulated 100 times, respectively. The parameter of the fixed communication time was set 0.1 second. The number of the communications and the faster total execution time are inversely proportional to this time. The total time is defined as the duration from the start of the simulation till the termination of each robot process.
The statistical results collected from these simulations are shown in Table I . For both graphs, the average ratio of the cost by the distributed algorithm to the cost of the centralized globally optimum algorithm are very slowly proportional to the number of the robots, whereas the analytical worst bound increases in a quadratic fashion. Even with 10 robots, the ratio is only around two. It appears that the graph type does not affect it. The average number of communication per robot is larger in the sparse graph than in the dense graph. This makes sense because a robot tends to have more chances to collide on a sparse graph.
B. Physical Experiment
The simulation algorithm has been transfered to the hardware system in Section II. For these experiments we use two Shady3D robots, two inert Shady3D robot bodies, and a simple truss structure as shown in Figure 8 . Shady3D communicates via Bluetooth receivers. Its range is adjusted to the one-edge distance. The inert robots are introduced to increase the number of robots and collisions in this setup (at the moment we have only two Shady3D robots.) They are manually controlled and simulated by the main computer as if they move and even communicate by themselves. We set 5 seconds as communication rate and 10 seconds as the moving time of the inert robots (the human operator moves them during this time).
We performed six experiments using different robot placements and target locations. Snapshots of the experiment are shown in Figure 8 , where four robots are moving and orange circles represent the target nodes.
The performance summary for the six physical experiments is given in Table II . While the competitive ratio is almost the same as for the simulation case, the average communication is much higher. Note that the number of communication is highly dependent on the communication rate.
We have encountered errors in the experiments. The errors are caused by over current of the motors in case of misalignment of the robot gripper and the truss-while moving. We are working on improving the robustness of the hardware.
VII. CONCLUSION This paper describes a distributed localized algorithm for placing multiple identical robots at desired locations on a truss in a path-optimal way. We developed this work in the context of a modular mobile manipulator Shady3D. The algorithm is based on successive locally optimal matching The robots discover the target nodes incrementally through collisions and self-organize as the solution. Our solution is feasible, and has a quadratic competitive ratio O(k 2 ) which is much more efficient than the greedy solution which exhibits exponential competitive ratio. We have also analyzed that running time as O(k 5 + k 2 (n + m)logn) as compared to the centralized offline algorithm with O(k(k 2 + n + m)log(n + k 2 )) runtime. In the simulations, we have found out the algorithm works very efficiently in a view of the cost and the communication. Finally, we applied it to the real system with Shady3Ds and additional inert robot modules.
We view this work as first steps of our long-term vision of assembling robots and structures using robot modules and components form the environment. In our current work we are investigating how to combine the capability of the robots to self-organize with a construction task.
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