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Abstract—In this paper, we consider a class of sparse regression
problems, whose objective function is the summation of a
convex loss function and a cardinality penalty. By constructing
a smoothing function for the cardinality function, we propose
a projected neural network and design a correction method for
solving this problem. The solution of the proposed neural net-
work is unique, global existent, bounded and globally Lipschitz
continuous. Besides, we prove that all accumulation points of
the proposed neural network have a common support set and
a unified lower bound for the nonzero entries. Combining the
proposed neural network with the correction method, any cor-
rected accumulation point is a local minimizer of the considered
sparse regression problem. Moreover, we analyze the equivalence
on the local minimizers between the considered sparse regression
problem and another sparse problem. Finally, some numerical
experiments are provided to show the efficiency of the proposed
neural network in solving some sparse regression problems in
practice.
Index Terms—Sparse regression, cardinality penalty, disconti-
nuity, smoothing function, neural network, local minimizer.
I. INTRODUCTION
SPARSE regression problem is a core problem in many en-gineering and scientific fields, such as compressed sensing
[1], high-dimensional statistical learning [2], variable selection
[3], imaging decomposition [4], source separation [5]. The
purpose of these problems is to find the sparsest solution of a
linear or nonlinear system. Cardinality function on Rn is also
called the `0-norm and denoted by ‖ · ‖0. For x ∈ Rn,
‖x‖0 := |{i = 1, 2, . . . , n : xi 6= 0}|,
where |S| is the cardinality of set S. x ∈ Rn is called sparse
if ‖x‖0  n. Cardinality function is an effective concept for
controlling the sparsity of data and plays an important role in
sparse regression problems [6], since it penalizes the number
of nonzero elements directly and can increase the accurate
identification rate of the estimator on the important predictors
[7]. However, it is known that the sparse regression problems
with cardinality penalty are NP-hard in general [8]. So, the
development of algorithms for solving this kind of sparse
regression problem is still a challenge up to now.
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In this paper, we consider the following sparse regression
problem with cardinality penalty
min f(x) + λ‖x‖0
s.t. x ∈ X := {x ∈ Rn : 0 ≤ x ≤ υ}, (1)
where υ ∈ Rn+, λ > 0, f : Rn → R is a continuously
differentiable convex function and ∇f is locally Lipschitz
continuous. In (1), f is the loss function to guarantee the
match of the data fitting and λ‖x‖0 is the penalty to promote
the sparsity of the solution. The considered problem (1) is a
class of nonconvex and discontinuous optimization problems.
Different from the previous methods [9]–[11], this paper
focuses on the original cardinality penalty problem. Directly
solving the regression problems with cardinality penalty is an
interesting topic. At first, Mohimani, Babaie-Zadeh and Juttena
proposed a fast algorithm for overcomplete sparse decompo-
sition (SL0) based on smoothed `0 norm [12]. Further, for `0-
penalized least-square problems, Jiao, Jin and Lu developed a
primal dual active set with continuation (PDASC) algorithm
[13]. Based on DC programming and algorithms, Le Thia et al.
offered a unifying nonconvex approximation approach to solve
sparse regression problems with finite DC loss function and
cardinality penalty [6]. Recently, a smoothing proximal gra-
dient algorithm is proposed for nonsmooth convex regression
with cardinality penalty [14]. Moreover, there are also some
recent research progress in [15]–[17]. The above algorithms
for solving the regression problems with cardinality penalty
are all iterative algorithms and to the best of our knowledge,
there is no neural network based on circuit implementation to
solve such problems so far.
In scientific and engineering fields, real-time solving is
necessary for some optimization problems, so neural net-
works have been studied gradually. Neural network is an
effective method in solving optimization problems [18] and
neural networks modeled by differential equations have some
particular advantages, for instance, it is not necessary to
select the search direction and step size for them, and some
differential equations have a promoting effect on the de-
velopment of iterative algorithms [19], [20]. Some classical
neural networks, which can be adept in real-time and by
hardware implementation, were designed to solve the linear
and nonlinear programming in [21], [22] and [23]. Invoked
by these work, many researchers developed different neural
networks for solving various optimization problems. There are
many interesting results on hardware implementation of neural
networks [24], [25] and solving the continuous convex and
nonconvex optimization problems by neural networks [26]–
[29]. The considered problem (1) is a class of discontinuous
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2and nonconvex optimization problems and the previous neural
networks cannot be directly used to solve such problem. As a
result, it is necessary to design neural networks modeled by
differential equations to solve sparse regression problem (1),
which can also further extend the study of neural network
for solving the discontinuous and nonconvex optimization
problems.
In order to overcome the discontinuity of cardinality penalty,
some researchers have designed some continuous nonconvex
penalties to relax it, such as the truncated `1 penalty [30],
hard thresholding penalty [31], bridge `p(0 < p < 1) penalty
[32], capped-`1 penalty [33], smoothly clipped absolute devi-
ation (SCAD) penalty [34], minimax concave penalty (MCP)
[35], continuous exact `0 penalty (CEL0) [4], etc. Among
them, `1/2 quasi-norm is an important regularization term
in the study of compressive sensing [36]. However, for the
theoretical analysis of projected neural networks, most of the
above penalties are not applicable. In recent years, based on
smoothing techniques, neural networks can gradually be used
to solve non-Lipschitz and nonconvex optimization problems
[37]–[39]. Inspired by smoothing techniques, according to
special geometric properties of cardinality penalty and the
smoothness requirements of projected neural networks for
theoretical analysis, we will design a smoothing function
of cardinality penalty in this paper, which is also a novel
nonconvex relaxation of cardinality penalty.
Different from the penalty method for the constrained
optimization problems, projected neural network can reduce
the complexity of circuit components for solving problem
(1). Then, by designing a smoothing function of cardinality
penalty, we will propose a projected neural network and a
correction method for solving sparse regression problem (1).
The main results of this paper are as follows.
• We design a smoothing function for the cardinality func-
tion. This smoothing function is continuously differen-
tiable and its smoothing properties are more appropriate
for theoretical analysis of projected neural networks.
• Based on the designed smoothing function of the cardi-
nality function, we propose a projected neural network
to solve (1) and prove that its solution is unique, global
existent, bounded and globally Lipschitz continuous.
• We prove that all accumulation points of the solution to
the proposed neural network have a common support set,
and own a unified lower bound for the nonzero entries,
which are important numerical properties [40]–[43].
• We design a correction method to improve the optimal
and sparse properties of the obtained accumulation point
by the proposed network in the first stage and prove that
any corrected accumulation point in the second stage is a
local minimizer of optimization problem (1). In particular,
for most cases, by using the proposed neural network, a
local minimizer of (1) can be obtained without using a
correction algorithm and has a lower bound property.
• In order to expand the applicable range of the proposed
neural network, we further consider the following sparse
regression model
min f(x) + λ‖x‖0
s.t. x ∈ Y := {x ∈ Rn : −l ≤ x ≤ u}, (2)
where u, l ∈ Rn+, λ > 0 and f is defined as in (1). Using
variable splitting x = x+ − x−, we prove that problem
(2) can be equivalently converted to the following special
case of sparse regression problem (1)
min f(x+ − x−) + λ‖x+‖0 + λ‖x−‖0
s.t. x+ ∈ X1 := {x ∈ Rn : 0 ≤ x ≤ u},
x− ∈ X2 := {x ∈ Rn : 0 ≤ x ≤ l}
(3)
in the sense of local minimizers.
We organize the remaining part of this paper as follows.
In Section II, some preliminary results are given. In Section
III, we define a smoothing function for the cardinality penalty
in (1) and analyze its some necessary properties. In Section
IV, we propose a projected neural network and analyze the
properties of its solution in solving problem (1). Moreover,
a method to correct the accumulation points of the proposed
neural network is designed in order to obtain a local minimizer
of (1) with better sparsity. In Section V, the equivalence
between the local minimizers of (2) and (3) are proved. Finally,
some numerical examples are illustrated in Section VI to show
the good performance of the proposed network in solving
problems (1) and (2).
Notations: Rn+ denotes the set composed by all n dimen-
sional nonnegative vectors. For x ∈ Rn, ‖x‖ := ‖x‖2 =(∑n
i=1 x
2
i
) 1
2 and ‖x‖∞ = max{|xi| : i = 1, 2, . . . , n}.
Denote kn = (k, k, . . . , k) ∈ Rn. For x ∈ Rn and an index
set Π ⊆ {1, 2, . . . , n}, |Π| denotes the number of elements
in Π, xΠ := (xi1 , xi2 , . . . , xi|Π|) with i1, i2, . . . , i|Π| ∈ Π and
i1 < i2 < . . . < i|Π|. For an x ∈ Rn and δ > 0, Bδ(x)
denotes the open ball in Rn centered at x with radius δ.
II. PRELIMINARIES
In this section, we will introduce some necessary definitions
and properties that will be used in what follows.
Proposition 1 [44] Let g : [0,+∞) → R be a continuous
function. If
∫ +∞
0
|g(s)|ds < +∞ and g is uniformly continu-
ous on [0,+∞)1, then
lim
s→+∞ g(s) = 0.
For a nonempty, closed and convex set Ω ⊆ Rn, the
projection operator to Ω at x is defined by
PΩ(x) = argmin
u∈Ω
‖u− x‖2,
which owns the following properties.
Proposition 2 [45] Assume Ω is a closed and convex subset
of Rn. Then, PΩ(·) owns the following properties:
〈w − PΩ(w), PΩ(w)− u〉 ≥ 0, ∀w ∈ Rn, u ∈ Ω;
‖PΩ(u)− PΩ(w)‖ ≤ ‖u− w‖, ∀u,w ∈ Rn.
1We call g : [0,+∞)→ R uniformly continuous on [0,+∞), if for every
 > 0, there exists δ > 0 such that for every s, t ∈ [0,+∞) with |s−t| < δ,
we have that |g(s)− g(t)| < .
3Proposition 3 [45] If f : Ω → R is a convex and differen-
tiable function on the closed and convex set Ω, then
x∗ = PΩ (x∗ −∇f(x∗))
if and only if x∗ is a global minimizer of f in Ω.
Definitions of globally and locally Lipschitz continuous
functions can be found in [46].
Let D be an open set in Rn+1 with an element of D written
as (x, t) and G : D → Rn be a continuous function. For
a nonautonomous real-time system modeled by a differential
equation
x˙(t) = G(x(t), t),
we call x : [0, T ) → Rn one of its solutions, if x is continu-
ously differentiable on (0, T ), (x(t), t) ∈ D for t ∈ [0, T ) and
x satisfies it on (0, T ) [47].
Since ‖x‖0 in (1) is discontinuous, we introduce the smooth-
ing method into the proposed network and use the smoothing
function defined as follows, which is restricted to a closed and
convex subset of Rn.
Definition 1 Let h : Rn → R be a function and Ω be a closed
and convex subset of Rn. We call h˜ : Rn × (0,+∞) → R a
smoothing function of h on Ω, if h˜(·, µ) is differentiable on
Rn for any fixed µ > 0 and limµ↓0 h˜(x, µ) = h(x) holds for
any x ∈ Ω.
III. SMOOTHING FUNCTION OF ‖x‖0 ON X
In this section, we design a smoothing function of ‖x‖0 on
Rn+ and give its some necessary properties, which will be used
in the analysis on the proposed neural network for solving (1).
Define
Θ(x, µ) =
n∑
i=1
θ(xi, µ), (4)
where
θ(s, µ) =

3
2µ
s if s <
1
3
µ,
− 9
8µ2
(s− µ)2 + 1 if 1
3
µ ≤ s ≤ µ,
1 if s > µ.
(5)
For some fixed µ > 0, the presentation of θ(·, µ) on [0, 1] is
pictured in Fig. 1 (a). Meantime, the presentation of θ(s, ·) on
(0, 5] for some fixed s > 0 is shew in Fig. 1 (b).
Definition 2 For a fixed µ > 0, we call xsµ a µ-stationary
point of the following smoothing optimization problem
min f(x) + λΘ (x, µ)
s.t. x ∈ X := {x ∈ Rn : 0 ≤ x ≤ υ}, (6)
where f and X are the same as them in (1), if xsµ satisfies
xsµ = PX
[
xsµ −∇f(xsµ)− λ∇xΘ
(
xsµ, µ
) ]
.
Let x¯sµ be a global minimizer of (6), then when µ ↓ 0, any
accumulation point of {x¯sµ : µ > 0} is a global minimizer of
(1). Based on the above construction and following analysis
of Θ(x, µ), we will show that when µ is small enough, if
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Fig. 1. (a) θ(·, µ) with µ = 0.3, 0.6, 0.9; (b) θ(s, ·) with s = 0.3, 0.6, 0.9.
{
j ∈ {1, 2, . . . , n} : xsµj ∈
[
1
6µ,
1
2µ
)}
= ∅, then xsµ is a local
minimizer of (1) in the following Remark 4.
Proposition 4 Θ(x, µ) is a smoothing function of ‖x‖0 on Rn+
defined in Definition 1 and satisfies the following properties.
(i) For any fixed µ > 0, Θ(·, µ) is continuously differentiable
and ∇xΘ(·, µ) is globally Lipschitz continuous on Rn.
(ii) For any fixed x ∈ Rn, Θ(x, ·) is continuously differen-
tiable and ∇µΘ(x, ·) is locally Lipschitz continuous on
(0,+∞).
(iii) For µ¯ ≥ µ > 0, ∇xΘ and ∇µΘ are bounded and
globally Lipschitz continuous on X × [µ, µ¯].
Proof: See Appendix A.
IV. NEURAL NETWORK
In this section, we will propose a projected neural network
and a correction method when it is needed. Some dynamic and
optimal properties of the proposed neural network and method
for solving (1) are also analyzed.
Since X is bounded and ∇f is locally Lipschitz continuous
in problem (1), it is naturally satisfied that ∃ Lf > 0,
s.t. supx∈X ‖∇f(x)‖∞ ≤ Lf and ∇f is globally Lipshcitz
continuous on X . Throughout this paper, we need the value
of Lf to support the theoretical results of this paper and the
following proposed neural network is qualified for the situation
where Lf is available. Moreover, we need the following
parameters. Denote v¯ = ‖υ‖∞ and v = min{υi : υi 6= 0, i =
1, 2, . . . , n}.
Based on the smoothing function of ‖x‖0 on Rn+ designed in
Section III, we propose the following projected neural network
modeled by a differential equation to solve (1):x˙(t) = γ
[
− x(t) + PX
[
x(t)−∇f (x(t))− λ∇xΘ (x(t), µ(t))
]]
x(0) = x0,
(7)
where γ is a given positive parameter, µ(t) = 12 (
α0
(t+1)β
+
µ∗) with given positive parameters α0 and β and a positive
parameter µ∗ satisfying the following Assumption.
Assumption 1
0 < µ∗ < min
{
v,
3λ
2(v¯ + Lf )
,
2λ
nLf
}
.
4Fig. 2. Schematic block structure of neural network (7).
According to the expression of the nonautonomous term
µ(t) in (7), it is the solution of the following autonomous
differential equation{
µ′(t) = −βα0−1/β(2µ(t)− µ∗)1+ 1β /2
µ(0) = (α0 + µ
∗) /2.
Similar to the explanation in [26], neural network (7) can be
implemented by the schematic block structure in Fig. 2.
Remark 1 In (7), µ(t) can be reformulated by µ(t) =
1
2 (α(t) + µ
∗), where µ∗ satisfies Assumption 1 and α :
[0,+∞) → [0,+∞) is a differentiable decreasing function
satisfying
• limt→+∞ α(t) = 0;
• α′(t) is bounded and globally Lipschitz continuous on
[0,+∞).
For example, we can also choose α(t) = α0e−βt, where α0
and β are given positive parameters. The convergence and
validity of (7) are not affected by the different selection of
α(t) satisfying the conditions.
Remark 2 We give a comparison of the proposed smoothing
cardinality penalty with the four common smoothing functions
capped-`1 penalty [33], SCAD penalty [34], MCP [35] and
CEL0 penalty [4]. In order to analyze some properties of
the solution to differential equation, the proposed smoothing
function needs to have differentiability, but capped-`1 does not
have these properties. In addition, the proposed smoothing
function has one parameter, but SCAD and MCP have two
parameters. If these two functions map most non-zero elements
to 1 for satisfying the properties of the proposed smoothing
function in this paper, their two parameters interact with
each other, which is not conducive to analyze the dynamic
properties of the proposed neural network. Moreover, as one
parameter decreases, the proposed smoothing function will
gradually approach ‖· ‖0, but SCAD will not. CEL0 penalty is
the same as MCP with a specific choice of parameters and a
reparametrization, which can be seen as a function with one
parameter. As far as we know, the smaller the lower bound,
the heavier the computation of the smoothing function. But
CEL0 is a quadratic function near 0, which leads to a smaller
lower bound. Therefore, the constructed smoothing function
has better properties and is more suitable for neural network
(7) in this paper.
For simplicity of notation, we use xt and µt to denote x(t)
and µ(t) respectively throughout this paper.
A. Basic Dynamic Properties of (7)
In this subsection, we will analyze some basic properties
of the solution of neural network (7), including its global
existence and uniqueness given in Theorem 1 and some basic
convergence properties shown in Lemma 1.
Theorem 1 For any initial point x0 ∈ X , there exists a unique
global solution xt ∈ C1,1 ([0,+∞);Rn)2 to neural network
(7). Moreover, xt ∈ X for any t ∈ [0,+∞) and x˙t is globally
Lipschitz continuous on [0,+∞).
Proof: Since the right-hand function of neural network
(7) is continuous with respect to x and t, there exists at least
one solution xt to (7) [47, pp.14, Theorem 1.1].
Assume xt is a solution of (7) which is not global and its
maximal existence interval is [0, T ) with T > 0.
First of all, we prove that xt ∈ X ,∀t ∈ [0, T ). Rewrite (7)
as
x˙t + γxt = γh(t),
where
h(t) = PX [xt −∇f (xt)− λ∇xΘ (xt, µt)]
is a continuous function. Since (eγtxt)′ = γeγth(t), we have
eγtxt − x0 =
∫ t
0
γeγsh(s)ds,
which means
xt = e
−γtx0 + (1− e−γt)
∫ t
0
γeγs
eγt − 1h(s)ds. (8)
Since h(s) and γe
γs
eγt−1 are continuous on [0, t),
γeγs
eγt−1 > 0,∫ t
0
γeγs
eγt−1ds = 1 and h(s) ∈ X , ∀s ∈ [0, t], we have for any
t ∈ [0, T ), ∫ t
0
γeγs
eγt − 1h(s)ds ∈ X . (9)
Combining (8) with (9), by the convexity of X , we deduce for
any t ∈ [0, T ), xt ∈ X . Hence, in view of the compactness
of X , we obtain that xt and x˙t are bounded on [0, T ). By
[47, pp.16, Lemma 2.1], xt can be extended, which leads to
a contradiction. As a consequence, xt is global existent and
xt ∈ X for any t ∈ [0,+∞). Owning to the boundedness of
X , by the structure of x˙t in (7), we obtain that x˙t is bounded
on [0,+∞), which implies xt ∈ C1,1 ([0,+∞);Rn).
Next, we prove the uniqueness of the solution of (7). Let
x and xˆ be two solutions of neural network (7) with initial
point x0 ∈ X and we suppose there exists a tˆ > 0 such that
xtˆ 6= xˆtˆ. From the continuity of xt and xˆt, there exists a δ > 0
such that xt 6= xˆt,∀t ∈ [tˆ, tˆ+ δ]. Define
ξ(x, µ) = γ
[
− x+ PX
[
x−∇f(x)− λ∇xΘ (x, µ)
]]
.
Since ∇f(·) and ∇xΘ(·, µ) are globally Lipschitz continuous
on X , by the global Lipshcitz continuity of PX (·) given
2C1,1 ([0,+∞);Rn) denotes the set of all continuously differentiable and
globally Lipschitz continuous functions defined on [0,+∞) and valued in
Rn.
5in Proposition 2, we have that ξ(·, µ) is globally Lipschitz
continuous on X for any fixed µ > 0. Then, from the
continuity of xt, xˆt and µt on [0, tˆ+ δ], it follows that there
exists an Lξ > 0 such that
‖ξ(xt, µt)− ξ(xˆt, µt)‖ ≤ Lξ‖xt − xˆt‖, ∀t ∈ [0, tˆ+ δ].
Thus, for any t ∈ [0, tˆ+ δ], we have
d
dt
‖xt − xˆt‖2 ≤ 2Lξ‖xt − xˆt‖2. (10)
Integrating (10) from 0 to t(≤ tˆ+ δ), we obtain
‖xt − xˆt‖2 ≤ 2Lξ
∫ t
0
‖xs − xˆs‖2ds.
Applying Gronwall’s inequality [48] to the above inequality,
we have that xt = xˆt,∀t ∈ [0, tˆ + δ], which leads to a
contradiction. Therefore, the solution of (7) with x0 ∈ X is
unique.
Finally, we prove the global Lipschitz continuity of x˙t on
[0,+∞). By the definition of µt in (7), µ˙t is bounded and
globally Lipschitz continuous on [0,+∞). From Proposition
4-(iii) and the boundedness of x˙t and µ′t on [0,+∞), since
xt ∈ X and µt ∈ [ 12µ∗, µ0] for all t ∈ [0,+∞), we
obtain the global Lipshictz continuity of ∇xΘ(xt, µt) on
[0,+∞). The global Lipschitz continuity of ∇f(x) on X
and the boundedness of x˙t on [0,+∞) implies the global
Lipschitz continuity of ∇f(xt) on [0,+∞). Combining the
above analysis, the global Lipschitz continuity of projection
operator PX given in Proposition 2 and the structure of x˙t
in (7), we conclude that x˙t is global Lipschitz continuous on
[0,+∞).
The following result plays an important role in the conver-
gence analysis of neural network (7) for solving (1), which
gives some basic dynamic properties of the solution of (7).
Lemma 1 Suppose xt is the solution of neural network (7)
with initial point x0 ∈ X , then we have
i) limt→+∞ [f(xt) + λΘ (xt, µt)] exists;
ii)
∫ +∞
0
‖x˙t‖2dt < +∞ and limt→+∞ x˙t = 0.
Proof: See Appendix B.
Remark 3 Based on the boundedness of x(t) on [0,∞) and
limt→+∞ x˙t = 0, we have that any accumulation point of
x(t) is a µ∗/2-stationary point by Definition 2 of (6).
B. Properties of the Accumulation Points of the Solution to
Network (7)
In this subsection, we analyze the optimal properties of the
solution to neural network (7) for problem (1), which lays a
foundation for the effectiveness of the proposed method in this
paper for solving (1).
For the further analysis on (7), let us give some necessary
notations. For an x ∈ X , define
I(x) =
{
i ∈ {1, 2, . . . , n} : xi ∈ [0, 1
6
µ∗)
}
,
J(x) =
{
j ∈ {1, 2, . . . , n} : xj ∈
[
1
6
µ∗,
1
2
µ∗
)}
and
K(x) =
{
k ∈ {1, 2, . . . , n} : xk ∈ [ 1
2
µ∗, υk]
}
.
It is clear that
I(x) ∪ J(x) ∪K(x) = {1, 2, . . . , n}.
For set X in (1) and an x ∈ X , denote XI(x) = {y ∈ X :
yi = 0,∀i ∈ I(x)}, XJ(x) = {y ∈ X : yi = xi,∀i ∈ J(x)}
and XK(x) = {y ∈ X : yi = xi,∀i ∈ K(x)}. Let XI∩J(x) =
XI(x) ∩ XJ(x).
To show the good performance of the proposed network
in solving the sparse regression problem (1), we first prove
a unified lower bound property and the same support set
property for the accumulation points of the solution to (7).
Lemma 2 Let xt be the solution of neural network (7) with
initial point x0 ∈ X and suppose x¯ be an accumulation point3
of xt, then,
either x¯i = 0 or x¯i ≥ 16µ∗, for i = 1, . . . , n, (11)
and hence I(x¯) = {i ∈ {1, 2, . . . , n} : x¯i = 0}. Moreover, for
any accumulation points xˆ and x˜ of xt, it holds I(xˆ) = I(x˜).
Proof: See Appendix C.
For algorithms that solve sparse regression problems, the
results in Lemma 2 are very important for the numerical
properties of the proposed method. There are some analysis on
the lower bound property for many different sparse regression
models [40]–[42]. However, most of the results are proved
for the local minimizer. The first result in Lemma 2 indicates
that all accumulation points of the solution of network (7)
have a unified lower bound for nonzero entries. The lower
bound property of the accumulation points shows that network
(7) can distinguish zero and nonzero entries of coefficients
effectively in sparse high-dimensional regression [42], [43],
and bring the restored image closed contours and neat edges
[40]. Moreover, it is worth noting that the lower bound is
related to the regularization parameter λ. Wherefore, the lower
bound is useful for choosing the regularization parameter λ
to control the sparsity of the accumulation points of network
(7). Through the accumulation points of network (7) may
be not unique, the second result in Lemma 2 shows that
all accumulation points own a common support set, which
shows the constancy and robustness of network (7) for solving
problem (1).
Next, we give a sufficient and necessary optimality condi-
tion for the local minimizers of (1), which helps us to justify
the optimal property of the obtained point in this subsection.
Based on the special discontinuity of ‖x‖0 and the continuity
of f , we have the following link on the local minimizers of
f(x) + λ‖x‖0 and f(x).
Proposition 5 x∗ is a local minimizer of (1) if and only if x∗
is a local minimizer of f in XI(x∗).
Proof: See Appendix D.
3x¯ is called an accumulation point of the solution x(t) to (9), if there exists
a sequence {tk} with limk→+∞ tk = +∞, such that limk→+∞ x(tk) =
x¯.
6Based on the properties proved in Lemma 2 and Assumption
1, any accumulation point of the solution to network (7) owns
the following optimal properties to problem (1).
Theorem 2 Let xt be the solution of neural network (7) with
initial point x0 ∈ X and suppose x¯ be an accumulation point
of xt. Then, x¯ is a global minimizer of f(x) in XI∩J(x¯). In
particular, if J(x¯) = ∅, then x¯ is a local minimizer of sparse
regression model (1) with lower bound property in (11).
Proof: Taking into account that x¯k ≥ 12µ∗,∀k ∈ K(x¯),
by (24), we obtain
[∇xΘ (x¯, µ∗/2)]k = 0,∀k ∈ K(x¯). (12)
Denote XK(x¯) := {xK(x¯) : x ∈ X}. Recalling limt→+∞ x˙t =
0 and applying (12), since feasible set X is box shaped, we
have
x¯K(x¯) = PXK(x¯)
[
[x¯−∇f(x¯)− λ∇xΘ (x¯, µ∗/2)]K(x¯)
]
= PXK(x¯)
[
x¯K(x¯) − [∇f(x¯)]K(x¯)
]
.
Based on Proposition 3, x¯ is a global minimizer of f in
XI∩J(x¯).
If J(x¯) = ∅, by Proposition 5, x¯ is a local minimizer of
f(x) + λ‖x‖0 in X and satisfies the lower bound property in
(11).
Remark 4 By the proofs of Lemma 2 and Theorem 2, for the
stationary point xsµ∗/2 of (6), if J(x
s
µ∗/2) = ∅, then xsµ∗/2 is
a local minimizer of (1).
Due to the special structure of function θ(·, µ), which is
convex on [0, 13µ] and [µ,+∞), respectively, the solution of
network (7) can be convergent to a local minimizer of (1) in
some cases.
Corollary 1 Let xt be the solution of neural network (7) with
initial point x0 ∈ X . If f in (1) is a strictly convex function
and any accumulation point x¯ of xt satisfies J(x¯) = ∅, then xt
is convergent to a local minimizer of sparse regression model
(1) with lower bound property in (11).
C. A Further Correction to the Obtained Point by (7)
In this subsection, we propose a further network to correct
the obtained accumulation point of the solution to network (7).
This network can not only converge to a local minimizer of
sparse regression problem (1), but also find a better solution
than the accumulation point obtained by (7) in the sense of
both the sparsity and the objective function value. Throughout
this subsection, denote x¯ an accumulation point of the solution
to network (7).
The proposed network in this part should be with a special
initial point, which is constructed by x¯ and defined as follows.
Definition 3 We call x¯µ
∗
a µ∗-update point of x¯, if
x¯µ
∗
i =
 x¯i if |x¯i| ≥
µ∗
2
,
0 otherwise.
(13)
Obviously, x¯ = x¯µ
∗
if J(x¯) = ∅.
Though the µ∗-update point of x¯ is also not a local
minimizer of (1), it is a local minimizer of f(x) + λ‖x‖0
in a particular subset of X and owns some special properties.
Proposition 6 The µ∗-update point x¯µ
∗
of x¯ is a strictly local
minimizer of f(x)+λ‖x‖0 in XK(x¯) and f(x¯µ∗)+λ‖x¯µ∗‖0 ≤
f(x¯) + λ‖x¯‖0. In particular, if J(x¯) 6= ∅, then f(x¯µ∗) +
λ‖x¯µ∗‖0 < f(x¯) + λ‖x¯‖0.
Proof: See Appendix E.
Denote
X¯ = XI(x¯µ∗),
which is the set defined by x¯, i.e. X¯ = {x ∈ X : xi = 0,∀i ∈
I(x¯) ∪ J(x¯)}.
We propose a further network for the case of J(x¯) 6= ∅.
The further network is a projected gradient neural network
modeled by the following differential equation:x˙(t) = γ1
[
− x(t) + PX¯ [x(t)−∇f (x(t))]
]
x(0) = x¯µ
∗
,
(14)
where γ1 is a given positive parameter. Substantially, network
(14) is used to solve the following smooth convex optimization
problem:
min
x∈X¯
f(x). (15)
Remark 5 If J(x¯) = ∅, then x¯ is a local minimizer of sparse
regression model (1) with lower bound property by Theorem
2 and an equilibrium point of its corresponding correction
method. Therefore, for the case of J(x¯) = ∅, the correction
method does not need to be used.
Remark 6 Though the variable x(t) in network (14) is with
dimension n, by the uniqueness of the value of the points in
set X¯ for the index in I(x¯µ∗), the calculation dimension of
x(t) in (14) is n− |I(x¯µ∗)|.
Since network (14) is a typical projected gradient neural
network for a constrained smooth convex optimization prob-
lem, the solution of (14) is global existent, unique and owns
the following properties [49]:
• xt ∈ X¯ ;
• f(xt) is nonincreasing in t and limt→+∞ f(xt) exists;
• limt→+∞ x˙t = 0;
• xt is convergent to a global minimizer of problem (15).
Based on the above basic properties of network (14) and
the particular initial point of it, we obtain the following result
on the limit point of its solution to sparse regression problem
(1).
Theorem 3 Denote x∗ the limit point of the solution to
network (14) with initial point x¯µ
∗
. Then, x∗ is a local
minimizer of (1), and if J(x¯) 6= ∅, the following properties
hold:
i) ‖x∗‖0 < ‖x¯‖0;
ii) f(x∗) + λ‖x∗‖0 < f(x¯) + λ‖x¯‖0.
Proof: Denote xt the solution of network (14) with initial
point x¯µ
∗
. By limt→+∞ x˙t = 0, we have
x∗ = PX¯ [x
∗ −∇f (x∗)] .
7Since xt ∈ X¯ , we have x∗ ∈ XI(x∗) ⊆ X¯ , and hence
x∗ = PXI(x∗) [x
∗ −∇f (x∗)] .
By Proposition 3, we obtain that x∗ is a global minimizer point
of f(x) in XI(x∗). Based on Proposition 5, we know that x∗
is a local minimizer point of problem (1). When J(x) 6= ∅,
by I(x¯) ( I(x¯µ∗) ⊆ I(x∗) and the nonincreasing property of
f(xt) in t, we have ‖x¯‖0 > ‖x¯µ∗‖0 ≥ ‖x∗‖0 and f(x¯µ∗) ≥
f(x∗). By Proposition 6, if J(x¯) 6= ∅, then f(x∗)+λ‖x∗‖0 ≤
f(x¯µ
∗
) + λ‖x¯µ∗‖0 < f(x¯) + λ‖x¯‖0.
Remark 7 By Theorem 2 and Theorem 3, either the accumu-
lation point x¯ of (7) satisfying J(x¯) = ∅ or the accumulation
point x∗ of (14) with J(x¯) 6= ∅, is a local minimizer of (1).
V. EXTENSION TO ANOTHER REGRESSION MODEL
In this section, we consider another sparse regression model
min f(y) + λ‖y‖0
s.t. y ∈ Y := {y ∈ Rn : −l ≤ y ≤ u}, (16)
where l, u ∈ Rn+, λ > 0, f is defined as in (1).
To solve (16), we consider an sparse regression model
modeled by (1) with 2n dimension, i.e.
min f(x+ − x−) + λ‖x+‖0 + λ‖x−‖0
s.t. x+ ∈ X1 := {x+ ∈ Rn : 0 ≤ x+ ≤ u},
x− ∈ X2 := {x− ∈ Rn : 0 ≤ x− ≤ l}.
(17)
The following proposition indicates the link between sparse
regression models (16) and (17).
Proposition 7 Optimization problems (16) and (17) are
equivalent and their local minimizers can be converted to each
other, i.e. for any local minimizer y∗ of (16), there exists a
local minimizer (x∗+
>, x∗−
>)> of (17) such that y∗ = x∗+−x∗−
and vice versa.
Proof: See Appendix F.
Remark 8 The results given in Proposition 7 show that the
given method with two proposed neural networks in this
paper can also be used to solve sparse regression model
(2) by (3). It is worth noting that it is impossible to solve
the sparse optimization problem (2) directly without (3) by
the two proposed neural networks in theory, because Θ is
a smoothing function of ‖x‖0 on Rn+, but not Rn. Based
on the construction of Θ, though it is easier to have a
similar smoothing approximation function of ‖x‖0 on Rn, it
is not continuously differentiable everywhere, which involves
subdifferential in the proposed network. Neural network (7) is
modeled by a differential equation, which is more conducive
to solving optimization problem (1) than differential inclusion
in computation and implementation.
VI. NUMERICAL EXPERIMENTS
In this section, we report four numerical experiments to
validate the theoretical results and show the efficiency of
neural network (7) for solving (1) and (16). We use ode45
in MATLAB 2016b on a MacBook Pro (2.30GHz, 8.00GB
of RAM) to perform the following numerical testings. Let
MSE(x) = ‖x − s‖2/n denote the mean squared error of
x to original signal s ∈ Rn.
For function f(x) = ‖Ax − b‖2, where A ∈ Rm×n and
b ∈ Rm, we use the following MATLAB code to generate Lf
(L in code), which is an upper bound of
{||∇f(x)||∞ : x ∈ [0,kn]} ,
for given k > 0.
[m, n ]= s i z e (A) ; W=abs (A) ;
C1=2∗ (W’∗W∗k∗ ones ( n , 1 )−A’∗ b ) ;
C2=2∗(−W’∗W∗k∗ ones ( n , 1 )−A’∗ b ) ;
L1=norm ( C1 , i n f ) ; L2=norm ( C2 , i n f ) ;
L=max ( [ L1 L2 ] ) ;
Specially, if all entries of A and b are nonnegative, then we can
make L = L1 in MATLAB code. Further, for general sparse
regression problem (1), we let
µ∗ = 0.9 min
{
k,
3λ
2(k + Lf )
,
2λ
nLf
}
,
which can be generated automatically by MATLAB.
We should state that the correction method in Subsection
IV-C is not used in all numerical experiments, since the limit
point x∗ of the solution of neural netwrok (7) satisfies J(x∗) =
∅ in every experiment.
A. Test Example
In this example, we illustrate the effectiveness of the algo-
rithm for solving a test problem modeled by (1), whose global
minimizers are known.
Consider the following sparse regression problem in R2:
min ‖Ax− b‖2 + λ‖x‖0
s.t. x ∈ X := {x ∈ R2 : 0 ≤ x ≤ υ}, (18)
where
A =
(
1 3 1
3 2 5
)>
, (19)
b = (2, 1, 3)>, λ = 1 and υ = (5, 5)>.
We implement network (7) with α0 = β = γ = 1 in
MATLAB and stop when t = 10. Fig. 3 (a) presents the
solution of (7) with 6 random initial points in X , which
converge to the global minimizer point x∗ = (0, 0.6053)> of
(18). Fig. 3 (b) shows the objective function values along the
solutions of neural network (7) with the same 6 initial points
used in Fig. 3 (a).
B. Compressed Sensing
To validate Proposition 7, we consider the following con-
strained sparse regression problem:
min ‖Ax− b‖2 + λ‖x‖0
s.t. x ∈ X := {x ∈ Rn : −υ ≤ x ≤ υ}, (20)
where A ∈ Rm×n, b ∈ Rm, n = 1000, m = 200, λ = 0.1 and
υ = 5n. Sensing matrix A, original signal s with ‖s‖0 = 10
and observation b are generated by the following MATLAB
code:
80 2 4 6 8 10
0
1
2
3
4
5
(a)
0 2 4 6 8 10
0
10
20
30
40
50
(b)
Fig. 3. (a) State trajectories and (b) objective function values along the
solutions of neural network (7) for problem (18).
K=randn ( n ,m) ;A’= orth (K) ;
Q=randperm ( n ) ; s= z e r o s ( n , 1 ) ;
s (Q( 1 : 1 0 ) ) =randn ( 1 0 , 1 ) ; b=A∗ s ;
By Proposition 7, sparse regression problem (20) is equivalent
to the following sparse regression problem:
min ‖Ax+ −Ax− − b‖2 + λ‖x+‖0 + λ‖x−‖0
s.t. x+, x− ∈ Rn,0 ≤ x+, x− ≤ υ.
(21)
Choose α0 = 50, β = 0.1, γ = 1 and randomly select
any ten initial points and a fixed initial point x0 = 12n in
neural network (7) to solve (21). We implement network (7)
in MATLAB and stop when t = 300. Fig. 4 (a) shows that
solution x(t) of (7) with x0 = 12n is convergent. Fig. 4 (b)
gives the transformation x+(t)− x−(t) of solution x(t) with
x0 = 12n for solving sparse regression problem (20). Fig. 5
presents the mean squared error of x+(t)− x−(t) to original
signal s with respect to t in neural network (7) with x0 = 12n
and MSE(x+(300)−x−(300))= 5.3888×10−6. Fig. 6 shows
the original and reconstructed signal by neural network (7)
with x0 = 12n where the one above is the original signal.
Table I shows the mean squared error, max squared error and
min squared error of the output solution of neural network (7)
with any ten initial points, which are very close to the result
with fixed initial point x0 = 12n. Therefore neural network
(7) is insensitive to initializations and we use the fixed initial
point, i.e. vectors with component values of 1, in the following
experiments.
(a)
(b)
Fig. 4. (a) State trajectory x(t) and (b) x+(t) − x−(t) of neural network
(7) for problem (20).
0 50 100 150 200 250 300
0
0.005
0.01
0.015
Fig. 5. Mean squared error of x+(t)− x−(t) to the original signal.
0 200 400 600 800 1000
-2
0
2
0 200 400 600 800 1000
-2
0
2
Fig. 6. Original signal and reconstructed signal x+(t) − x−(t) by neural
network (7), where the one above is original signal.
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MSEs with Neural Network (7) with ten random initial points
m Mean-MSE Max-MSE Min-MSE
200 5.38880× 10−6 5.38881× 10−6 5.38878× 10−6
Table II
MSEs with different penalties in neural network (7)
penalty Θ (4)(t = 80) SCAD(t = 400) MCP(t = 400)
MSE 2.0382× 10−3 4.7938× 10−3 3.6675× 10−3
CPU time 6.8004s 22.4091s 23.7259s
C. Variable Selection
Variable selection is an important application in high-
dimensional statistical problems, particularly in regression
and classification problems. We consider this problem by the
following sparse regression model:
min
1
m
‖Ax− b‖2 + λ‖x‖0
s.t. x ∈ X := {x ∈ Rn : 0 ≤ x ≤ υ},
(22)
where A ∈ Rm×n, b ∈ Rm, λ = 1 and υ ∈ Rn+.
Let n = 1500, m = 600 and υ = 10n. We use the
following MATLAB code to generate measurement matrix A,
observation b and original signal s with ‖s‖0 = 100:
L=randn ( n ,m) ;A’= orth ( L ) ;
P=randperm ( n ) ; s= z e r o s ( n , 1 ) ;
s ( P ( 1 : 1 0 0 ) ) = u n i f r n d ( 1 , 1 0 , [ 1 0 0 , 1 ] ) ;
b=A∗ s +0 .01∗ randn (m, 1 ) ;
We implement network (7) with α0 = 30, β = 0.1, γ = 1
and initial point x0 = 1n in MATLAB and stop when t = 80.
As shown in Fig. 7, the state trajectory is convergent and the
objective function value is decreasing along the solution of (7).
The comparison between output solution and original signal
at t = 80 with MSE(x(80))= 2.0382 × 10−3 can be seen in
Fig. 8, which shows that they have a common support set.
Moreover, we replace smoothing function Θ (4) in the
network (7) by SCAD penalty [34], [50] and MCP [35] to
compare the results. As the choose suggestion of parameters
in [50], we choose a = 3.7 in SCAD penalty and γ = 3.7 in
MCP. Compare λ = 0.05k, k = 1, 2, . . . in SCAD penalty and
MCP, respectively, the smallest mean squared errors of SCAD
penalty and MCP are all obtained at λ = 0.1 and stable when
t ≥ 400. Comparing the numerical performances of Θ, SCAD
penalty and MCP in the proposed neural network, by Table II
and Figure 9, we can see that the limited point of the proposed
neural network with smoothing function Θ has smallest mean
squared error and CPU time.
D. Prostate Cancer
In this experiment, we consider the problem on finding the
most important predictors in predicting the prostate cancer.
The prostate cancer data set is from the https://web.stan-
ford.edu/ hastie/ElemStatLearn/data.html and includes the
(a)
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(b)
Fig. 7. (a) State trajectory and (b) objective function value along the solutions
of neural network (7) for problem (22).
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Fig. 8. Original signal and output solution by neural network (7) for problem
(22), where the one above is original signal.
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Fig. 9. MSEs with (a) smoothing function Θ, (b) SCAD and (c) MCP.
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Table III
Results with different methods
Method (7) FOIPA Lasso Best subset
x∗1(lcavol) 0.6135 0.6497 0.533 0.740
x∗2(lweight) 0.3157 0.2941 0.169 0.316
x∗3(lage) 0 0 0 0
x∗4(lbph) 0 0 0.002 0
x∗5(svi) 0.2223 0.1498 0.094 0
x∗6(lcp) 0 0 0 0
x∗7(gleason) 0 0 0 0
x∗8(pgg45) 0 0 0 0
‖x∗‖0 3 3 4 2
Prediction error 0.4001 0.4194 0.479 0.492
medical records of 97 men who were plan to receive a radical
prostatectomy. This data set is divided into two sets, i.e.
a training set with 67 observations and a test set with 30
observations. More detailed explanation on the prostate cancer
data set can be found in [51], [52] and [53]. The prediction
error is defined by the mean squared error over the test set.
In order to solve this problem, we consider the following
sparse regression model:
min ‖Ax− b‖2 + λ‖x‖0
s.t. x ∈ X := {x ∈ Rn : −υ ≤ x ≤ υ}, (23)
where A ∈ R67×n and b ∈ R67 are composed by the training
set, n = 8, λ = 1.5 and υ = 10n.
We use neural network (7) to solve the equivalent problem
of (23) as in Proposition 7. Choose α0 = 5, β = 1.5,
γ = 1 and initial point x0 = 116 in network (7). We report
the numerical results in Table III, where the listed result for
network (7) is the output solution by (7) at t = 20, the result
for FOIPA is from [10] and the results for Lasso and Best
subset methods are from [53]. From Table III, we see that the
proposed network not only finds the right main predictors in
predicting prostate cancer, but also finds a solution with the
smallest prediction error among the four methods.
VII. CONCLUSIONS
In this paper, we studied a class of sparse regression
problem with cardinality penalty. By constructing a smooth-
ing function for the cardinality function, we proposed the
projected neural networks to solve the considered problem.
We proved that the solution of the proposed neural network
is unique, global existent, bounded and globally Lipschitz
continuous. Moreover, we proved that all accumulation points
of the proposed neural network own a unified lower bound
for the nonzero elements and have a common support set.
Furthermore, we proposed a correction method for its ac-
cumulation points to obtain the local minimizers of sparse
regression problem (1). Specially, in most cases, by using
the proposed neural network, a local optimal solution of the
considered sparse regression problem can be obtained without
using a correction algorithm and has a lower bound property.
Besides, we proved that the equivalence on the local minimiz-
ers between sparse regression model (1) and another model.
Finally, some numerical experiments on compressed sensing,
variable selection and prostate cancer were provided to show
the convergence and efficiency of the proposed method in
this paper for solving sparse regression problem (1) and its
extension model (2).
APPENDIX A
PROOF OF PROPOSITION 4
Proof: It is clear that θ(·, µ) is a bounded function on
R+ and limµ↓0 θ(s, µ) = 1 as s > 0, and θ(s, µ) = 0 for any
µ > 0 as s = 0. Then,
lim
µ↓0
Θ(x, µ) =
n∑
i=1
lim
µ↓0
θ(xi, µ) = ‖x‖0, ∀x ∈ Rn+.
Since θ(s, µ) is differentiable with respect to s for any fixed
µ > 0, Θ(x, µ) is differentiable with respect to x for any fixed
µ > 0. Thus, Θ(x, µ) is a smoothing function of ‖x‖0 on Rn+.
Next, we prove the other results in this proposition one by
one.
As can be seen,
∇xΘ(x, µ) =
n∑
i=1
∇xθ(xi, µ) =

∇x1θ(x1, µ)
∇x2θ(x2, µ)
...
∇xnθ(xn, µ)
 .
For any fixed µ > 0, since
∇xiθ(xi, µ) =

3
2µ
if xi <
1
3
µ,
9
4µ2
(µ− xi) if 1
3
µ ≤ xi ≤ µ,
0 if xi > µ,
(24)
we have ∇xiθ(·, µ) is continuous for any i = 1, 2, , n. Then,
Θ(·, µ) is continuously differentiable for any fixed µ > 0.
Moreover, since
∇2xiθ(xi, µ) =

0 if xi <
1
3
µ,
− 9
4µ2
if
1
3
µ < xi < µ,
0 if xi > µ,
we obtain that for any fixed µ > 0, ∇2xiθ(·, µ) is bounded on(−∞, 13µ)∪ ( 13µ, µ)∪ (µ,+∞). Then, ∇xiθ(·, µ) is globally
Lipschitz continuous on R for any i = 1, 2, . . . , n. Therefore
∇xΘ(·, µ) is globally Lipschitz continuous on Rn for any fixed
µ > 0, which means that result (i) in this proposition holds.
For any fixed x ∈ Rn+, we also see that
∇µΘ(x, µ) =
n∑
i=1
∇µθ(xi, µ),
with
∇µθ(xi, µ) =

− 3xi
2µ2
if µ > 3xi,
− 9(µ− xi)xi
4µ3
if xi ≤ µ ≤ 3xi,
0 if µ < xi.
(25)
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Then, ∇µΘ(x, ·) is continuous on (0,+∞), which implies
Θ(x, ·) is continuously differentiable on (0,+∞) for any fixed
x ∈ Rn+. Moreover, since
∇2µθ(xi, µ) =

3xi
µ3
if µ > 3xi,
9xi(2µ− 3xi)
4µ4
if xi < µ < 3xi,
0 if µ < xi,
which means that ∇µΘ(x, ·) is locally Lipschitz continuous
on (0,+∞). Thus, property (ii) holds.
Since X and [µ, µ¯] are compact sets in Rn+ and R+,
respectively, by (24) and (25), we obtain result (iii) in this
proposition.
APPENDIX B
PROOF OF LEMMA 1
Proof: Let w = xt−∇f(xt)−λ∇xΘ (xt, µt) and u = xt
in Proposition 2, by (7), then we obtain
〈∇f (xt) + λ∇xΘ (xt, µt) , x˙t〉 ≤ − 1
γ
‖x˙t‖2. (26)
Since µt ≥ 12µ∗ and µ˙t ≤ 0, by result (iii) of Proposition 4,
there exists % > 0 such that
∇µΘ (xt, µt)µ′t ≤ −%µ′t. (27)
Since
d
dt
[f(xt) + λΘ (xt, µt)]
= 〈∇f (xt) + λ∇xΘ (xt, µt) , x˙t〉+ λ
〈∇µΘ (xt, µt) , µ′t〉 ,
(28)
by (26) and (27), we obtain
d
dt
[f(xt) + λΘ (xt, µt) + λ%µt] ≤ − 1
γ
‖x˙t‖2. (29)
Thus, f(xt)+λΘ (xt, µt)+λ%µt is nonincreasing on [0,+∞).
Since f(x) and Θ (x, µ) are continuous on X × [ 12µ∗, µ0],
xt ∈ X and µt ∈ [ 12µ∗, µ0], we get that f(xt)+λΘ (xt, µt)+
λ%µt is bounded from below on [0,+∞). As a consequence,
limt→+∞ [f(xt) + λΘ (xt, µt) + λ%µt] exists. Taking into ac-
count that limt→+∞ %µt = %µ
∗
2 , we conclude that
lim
t→+∞ [f(xt) + λΘ (xt, µt)]
exists. Using (29) again, we have
∫ +∞
0
‖x˙t‖2dt < +∞.
Recalling the existence of limt→+∞[f(xt) + λΘ (xt, µt) +
λ%µt] again, by (29), we have that∫ +∞
0
∣∣∣∣ ddt [f(xt) + λΘ (xt, µt) + λ%µt]
∣∣∣∣ dt < +∞. (30)
Similar to the proof in Theorem 1, ∇µΘ (xt, µt) is globally
Lipschitz continuous on [0,+∞). Combining this with global
Lipschitz continuity of x˙t, µ˙t, ∇f (xt) and ∇xΘ (xt, µt) on
[0,+∞), by (28), we deduce ddt [f(xt) + λΘ (xt, µt) + λ%µt]
is globally Lipschitz continuous on [0,+∞), which is of
course uniform continuous on [0,+∞). Recalling (30) and
Proposition 1, we conclude
lim
t→+∞
d
dt
[f(xt) + λΘ (xt, µt) + %µt] = 0.
Returning to inequality (29), we deduce that
lim
t→+∞ x˙t = 0.
APPENDIX C
PROOF OF LEMMA 2
Proof: From the definition of µt, we have that there exists
a Tµ > 0 such that µt ∈
(
1
2µ
∗, µ∗
)
for any t > Tµ.
We prove the first result by contradiction. Suppose that some
entry of xt denoted by [xt]i0 is less than or equal to
1
6µ
∗ at
some point T ≥ Tµ, i.e. [xT ]i0 ≤ 16µ∗, which implies [xT ]i0 <
1
3µT . Returning to (24), we have ∇xi0 θ([xT ]i0 , µT ) = 32µT .
Further, based on v¯ + Lf − λ 32µ∗ < 0 by Assumption 1, we
have [xT −∇f (xT )− λ∇xΘ (xT , µT )]i0 < 0, which means,
[PX [xT −∇f (xT )− λ∇xΘ (xT , µT )]]i0 = 0, and hence
[x˙T ]i0 = −γ[xT ]i0 . (31)
Since (31) holds for any [xT ]i0 satisfying [xT ]i0 ≤ 16µ∗, from
the non-increasing property of it deduced by (31), we obtain
[x˙t]i0 = −γ[xt]i0 ,∀t ≥ T . Therefore for any t > T , [xt]i0 =
[xT ]i0e
−γ(t−T ), which tends to 0 as t tends to +∞. Therefore,
if some entry of xt is less than or equal to 16µ
∗ at some point
T ≥ Tµ, then the limit of this entry is 0.
Conversely, if some entry of xt is more than 16µ
∗ for any
t ≥ Tµ, then any accumulation point of this entry is not less
than 16µ
∗.
As a result, for any accumulation point x¯ of xt, either
x¯i = 0 or x¯i ≥ 16µ∗, i = 1, . . . , n, and hence I(x¯) = {i ∈{1, 2, . . . , n} : x¯i = 0}.
In addition, if there exists an iˆ ∈ {1, 2, . . . , n} such that 0
is an accumulation point of [xt ]ˆi, then there exists some point
Tˆ ≥ Tµ such that [xTˆ ]ˆi ≤ 16µ∗, which implies 0 is the unique
accumulation point of [xt ]ˆi. Therefore, for any accumulation
points xˆ and x˜ of xt, we have I(xˆ) = I(x˜).
APPENDIX D
PROOF OF PROPOSITION 5
Proof: If I(x∗) = φ, then the equivalence is obviously
true. Next, we consider the case I(x∗) 6= φ. Let σ = min{x∗i :
x∗i 6= 0, i = 1, 2, ..., n} and δ = σ2 , then
||x||0 = ||x∗||0,∀x ∈ XI(x∗) ∩Bδ(x∗). (32)
If x∗ is a local minimizer of function f(x) + λ||x||0 in X ,
then there is a δ1 ∈ (0, δ] such that
f(x) + λ||x||0 ≥ f(x∗) + λ||x∗||0,∀x ∈ X ∩Bδ1(x∗). (33)
Let δ2 ∈ (0, δ1], by (32) and (33), then we obtain
f(x) ≥ f(x∗),∀x ∈ XI(x∗) ∩Bδ2(x∗).
Therefore x∗ is a local minimizer of f(x) in XI(x∗).
Conversely, if x∗ is a local minimizer of f(x) in XI(x∗),
then there exists a δ3 ∈ (0, δ] such that
f(x) ≥ f(x∗),∀x ∈ XI(x∗) ∩Bδ3(x∗). (34)
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Since f is continuous in X , for any ε ∈ (0, λ), there exists a
δ4 ∈ (0, δ3] such that |f(x)− f(x∗)| < ε,∀x ∈ X ∩Bδ4(x∗),
which implies
f(x∗) < f(x) + ε < f(x) + λ,∀x ∈ X ∩Bδ4(x∗). (35)
Combining (32) with (34), we get
f(x) + λ||x||0 ≥ f(x∗) + λ||x∗||0,∀x ∈ XI(x∗) ∩Bδ4(x∗).
For any x ∈ X ∩Bδ4(x∗) and x /∈ XI(x∗), we have
||x||0 ≥ ||x∗||0 + 1
and hence by (35), we obtain
f(x) + λ||x||0 ≥ f(x) + λ(||x∗||0 + 1)
= f(x) + λ+ λ||x∗||0
> f(x∗) + λ||x∗||0.
Therefore x∗ is a global minimizer of f(x) + λ||x||0 in X ∩
Bδ4(x
∗). As a result, x∗ is a local minimizer of f(x)+λ||x||0
in X .
APPENDIX E
PROOF OF PROPOSITION 6
Proof: From the continuity of f , there exists a δ > 0
such that
f(x¯µ
∗
) < f(x) + λ,∀x ∈ Bδ(x¯µ∗). (36)
For any x ∈ XK(x¯) and x 6= x¯µ∗ , we have
‖x‖0 ≥ ‖x¯µ∗‖0 + 1. (37)
Combining (36) and (37), for any x ∈ Bδ(x¯µ∗) ∩ XK(x¯) and
x 6= x¯µ∗ , we deduce
f(x) + λ‖x‖0 ≥ f(x) + λ(‖x¯µ∗‖0 + 1)
= (f(x) + λ) + λ‖x¯µ∗‖0
> f(x¯µ
∗
) + λ‖x¯µ∗‖0,
which means that x¯µ
∗
is a strictly local minimizer of f(x) +
λ‖x‖0 in XK(x¯).
If J(x¯) = ∅, then x¯ = x¯µ∗ and hence f(x¯µ∗) +λ‖x¯µ∗‖0 =
f(x¯) + λ‖x¯‖0. Next, we consider the case of J(x¯) 6= ∅.
In view of supx∈X ‖∇f(x)‖∞ ≤ Lf , we can regard
√
nLf
as a Lipschitz constant of f on X , which means
|f(x)− f(x¯)| ≤ √nLf‖x− x¯‖,∀x ∈ X . (38)
If ‖x − x¯‖ < λ/(√nLf ), then by (38), we have |f(x) −
f(x¯)| < λ. Let δ¯ = λ/(√nLf ), then we have |f(x)−f(x¯)| <
λ,∀x ∈ Bδ¯(x¯). It follows from Assumption 1, i.e.
√
nµ∗/2 <
λ/(
√
nLf ), that x¯µ
∗ ∈ Bδ¯(x¯), which implies
f(x¯µ
∗
)− f(x¯) < λ. (39)
Furthermore, if J(x¯) 6= ∅, we have
‖x¯‖0 − ‖x¯µ∗‖0 ≥ 1. (40)
Combining (39) with (40), we obtain
f(x¯µ
∗
)− f(x¯) < λ
(
‖x¯‖0 − ‖x¯µ∗‖0
)
,
and hence f(x¯µ
∗
) + λ‖x¯µ∗‖0 < f(x¯) + λ‖x¯‖0.
APPENDIX F
PROOF OF PROPOSITION 7
Proof: Let y∗ be a local minimizer of f(y) + λ‖y‖0 in
Y , then there exists a δ > 0 such that f(y∗) + λ‖y∗‖0 ≤
f(y) + λ‖y‖0 for any y ∈ Bδ(y∗) ∩ Y .
Since there exist unique x∗+ ∈ X1 and x∗− ∈ X2 such that
y∗ = x∗+−x∗− and (x∗+)i(x∗−)i = 0, i = 1, 2, . . . , n, we obtain
that
‖y∗‖0 = ‖x∗+‖0 + ‖x∗−‖0. (41)
For any x+ ∈ B δ
2
(x∗+)∩X1 and x− ∈ B δ
2
(x∗−)∩X2, we have
x+−x− ∈
(
B δ
2
(x∗+) ∩ X1
)
−
(
B δ
2
(x∗−) ∩ X2
)
⊆ Bδ(x∗)∩Y .
Therefore, for any x+ ∈ B δ
2
(x∗+)∩X1 and x− ∈ B δ
2
(x∗−)∩X2,
we have
f(y∗) + λ‖y∗‖0 ≤ f(x+ − x−) + λ‖x+ − x−‖0. (42)
If there exists an i0 ∈ {1, 2, ..., n} such that [x+−x−]i0 6= 0,
then at least one of [x+]i0 and [x−]i0 is not 0. Thus
‖x+ − x−‖0 ≤ ‖x+‖0 + ‖x−‖0. (43)
Using (41), (42) and (43), we conclude that for any x+ ∈
B δ
2
(x∗+) ∩ X1 and x− ∈ B δ
2
(x∗−) ∩ X2,
f(x∗+ − x∗−) + λ‖x∗+‖0 + λ‖x∗−‖0
= f(x∗) + λ‖x∗‖0
≤ f(x+ − x−) + λ‖x+ − x−‖0
≤ f(x+ − x−) + λ‖x+‖0 + λ‖x−‖0.
Therefore, (x∗+
>, x∗−
>)> is a local minimizer of f(x+−x−)+
λ‖x+‖0 + λ‖x−‖0 in X1 ×X2.
Conversely, assume (x∗+
>, x∗−
>)> is a local minimizer of
f(x+ − x−) + λ‖x+‖0 + λ‖x−‖0 in X1 ×X2. Let
I∗ = {i ∈ {1, 2, . . . , 2n} : (x∗+>, x∗−>)>i = 0}
and
J∗ = {i ∈ {1, 2, . . . , n} : (x∗+)i = (x∗−)i}.
Define
(X1 ×X2)I∗ = {(x>+, x>−)> ∈ X1 ×X2 : xi = 0,∀i ∈ I∗}
and
YJ∗ = {y ∈ Y : yi = 0,∀i ∈ J∗}.
In view of Proposition 5, we know that there exists a δ′ >
0 such that for any (x+>, x−>)> ∈ Bδ′((x∗+>, x∗−>)>) ∩
(X1 ×X2)I∗ ,
f(x∗+ − x∗−) ≤ f(x+ − x−).
Let y∗ = x∗+ − x∗−. For y ∈ Bδ′(x∗) ∩ YJ∗ , there exists
(y+
>, y−>)> ∈ Bδ′((x∗+>, x∗−>)>) ∩ (X1 ×X2)I∗ such that
y = y+ − y−, and hence
f(y) = f(y+ − y−) ≥ f(x∗+ − x∗−) = f(y∗).
Therefore, y∗ is a local minimizer of f(y) in YJ∗ . In view of
Proposition 5, it holds that y∗ is a local minimizer of f(y) +
λ‖y‖0 in Y .
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