Abstract-In this paper, we study the minimax rates and provide an implementable convex algorithm for Poisson inverse problems under weak sparsity and physical constraints. In particular, we assume the model y i ∼ Poisson(T a i f * ) for 1 ≤ i ≤ n, where T ∈ R + is the intensity, and we impose weak sparsity on f * ∈ R p by assuming f * lies in an q -ball when rotated according to an orthonormal basis D ∈ R p× p . In addition, since we are modeling real-physical systems, we also impose positivity and flux-preserving constraints on the matrix A = [a 1 , a 2 , . . . , a n ] and the function f * . We prove minimax lower bounds for this model, which scale as R q (log p/T ) 1−(q/2) where it is noticeable that the rate depends on the intensity T and not the sample size n. We also show that an 1 -based regularized least-squares estimator achieves this minimax lower bound, provided a suitable restricted eigenvalue condition is satisfied. Finally, we prove that provided n ≥K log p whereK = (R q (log p/T ) −(q/2) ) represents an approximate sparsity level, and our restricted eigenvalue condition and physical constraints are satisfied for random bounded ensembles. We also provide numerical experiments that validate our mean-squared error bounds. Our results address a number of open issues from prior work on Poisson inverse problems that focuses on strictly sparse models and does not provide guarantees for convex implementable algorithms.
Minimax Optimal Convex Methods for Poisson
Inverse Problems Under q -Ball Sparsity I. INTRODUCTION L ARGE-SCALE Poisson inverse problems arise in a number of applications where counts are modeled using a Poisson distribution. Examples include imaging (see [1] , [2] ), conventional fluorescence microscopy (see [3] - [5] ), network flow analysis (see [6] - [9] ), DNA analysis (see [10] ) and there are many more. In all these problems, a small number of events (e.g. photons hitting a sensor, packets being output, etc.) are observed and these are modeled using a Poisson distribution. In many of these applications, the number of observed events is small relative to the number of model parameters meaning we are in the so-called high-dimensional setting.
One standard approach to model the observed counts in the settings above is via a high-dimensional Poisson inverse problem. Specifically, (y i ) n i=1 follows a Poisson distribution and if y = (y 1 , y 2 , . . . , y n ) ∈ R n , we consider the Poisson linear model defined as (see [11] - [13] ):
where A ∈ R n× p + is a sensing matrix corresponding to the n different projections of our signal of interest f * ∈ R p + and T ∈ R + is the known total intensity. In particular, (1) is a shorthand expression for the model
where the y i 's are independent. Here our goal is to learn the underlying parameter vector f * based on the observed counts
where A is known. Furthermore p n since we are in the high-dimensional setting.
Since we are interested in modeling real physical systems corresponding to the applications described above, additional physical constraints are required on f * and A as in [11] - [13] . Since f * corresponds to the rate at which events occur, f * 0. Further, we impose the signal strength normalization f * 1 = 1 which is also used in [12] . In addition A must be composed of non-negative real numbers with each column summing to at most one. Specifically A must satisfy the following physical constraints:
The first constraint (2) is referred to as positivity that is A i j ≥ 0 ∀(i, j ) which ensures that A f * 0 provided f * 0 and the second constraint (3) corresponds to a fluxpreserving constraint which ensures that A f * 1 ≤ f * 1 . Both constraints are natural for the applications described above since counts must be non-negative and the output flux or energy can not exceed the input flux or energy.
only minimax upper and lower bounds and do not provide theoretical guarantees for an implementable method. In many scenarios (e.g. imaging, network flow analysis), the signal of interest D f * is weakly sparse meaning that low-dimensional structure is imposed on D f * by requiring that its co-efficients need not be zero, but many co-efficients make a very small contribution to the overall signal. In this paper, we study the Poisson model (1) under the positivity and flux-preserving constraints and q -ball sparsity.
To summarize, we assume f * belongs to the following set:
Note that our q -ball assumption ensures that many of the coefficients are small and the convention that is often used is q = 0 corresponds to the strictly sparse case studied in [12] .
In this paper, we study minimax rates for the mean-squared 2 -error for the Poisson inverse problem (1) where f * lies in F p,q,D where 0 < q ≤ 1. That is we provide (1) a lower bound with high probability on the following quantity:
where the minimum is taken over measurable functions of (A, y); and (2) we show that a convex 1 -penalized approach achieves this optimal rate. As discussed in [14] , the geometry of q -balls means only when 0 < q ≤ 1 we can achieve desirable mean-squared error by using sparse vector approximation. Hence we focus on 0 < q ≤ 1.
A. Our Contributions
Our paper makes the following novel contributions:
• Provide a minimax lower bound which scales as
• Show that our minimax lower bound can be achieved by an 1 -based convex method under a suitable restricted eigenvalue condition.
• Prove that random bounded ensembles satisfy the restricted eigenvalue condition along with the imposed physical constraints provided n ≥K log p whereK
2 ) represents the effective sparsity.
• Provide a simulation study that supports our theoretical mean-squared error. Our bounds are consistent with the intuition from [12] under strictly sparse models, where the intensity T and not the sample size n influences the minimax rate. To further support this intuition we provide a comparison of our result to the linear Gaussian inverse problem studied in [15] , and show how the minimax rates match the linear Gaussian rate when we set the noise variance σ 2 in terms of n and T in Section III-A.
We point out that it is not straightforward to adapt the techniques developed in [12] to the q -ball case. The techniques we use involve combining techniques for proving minimax rates in the high-dimensional Gaussian linear inverse problems under weak sparsity used in [15] and theoretical results for convex implementable methods developed in [16] to the linear Poisson setting. A number of technical challenges arise in analyzing the Poisson inverse problem setting since the noise is now signal-dependent. In particular, to use techniques from [16] in the Poisson setting we need to use and develop two-sided concentration bounds for Poisson inverse problems which build on prior work in [17] . We go into greater detail on the technical challenges in Sections II, III and V.
The remainder of this paper is organized as follows: In Section II we provide our main assumptions and theoretical results which includes a minimax lower bound, an upper bound for convex methods and discuss matrices A that satisfy the assumptions leading to minimax rates; in Section III we discuss implications of our results in particular, comparisons to the linear Gaussian model studied in [15] and a comparison to the strictly sparse case in [12] . Numerical experiments are provided in Section IV and proofs are provided in Section V.
II. ASSUMPTIONS AND MAIN RESULTS
In this section, we present our assumptions and main results, which includes a minimax lower bound, an upper bound for a convex 1 -based approach that matches the minimax lower and finally we show that if A is a random matrix with suitably bounded entries, it satisfies the statistical conditions and physical constraints.
A. Minimax Lower Bound
We begin by introducing the assumptions for the minimax lower bound.
Assumption 1: There exists constants a and a u such that a < a u and a matrixÃ
Assumption 1 is originally imposed in [12] and ensures that the positivity and flux-preserving conditions are satisfied. [12] . The main difference is that we use a different sparsity parameterK which depends on n, p, and T instead of s in the strict sparsity case. This assumption will be used for both the lower bound and upper bound for the 1 -based method. As pointed out in [12] , Assumption 2 holds with 0 < δK < 1 which occurs if n ≥K log p for a re-scaled Bernoulli ensemble matrixÃ with P(
, with probability at least 1 − e −C 1 n using results in [18] .
Finally we define an s-sparse localization quantity also introduced in [12] . The interaction between the orthonormal basis matrix D and the sparsity constraint has an effect on the lower bound which is captured by this s-sparse localization quantity:
Definition 1: ε s is said to be the s-sparse localization quantity of a matrix X if
Our minimax lower bound depends on ε k (D). Different scaling for the k-sparse localization constant ε k (D) with basis D for both Fourier and wavelet transforms are provided in [12] . Now we present the minimax lower bound.
with probability greater than • In the case q = 0, the minimax rate is s log p T as proven in [12] . Note that if we set s = s q = R q (
This interpretation is consistent with the case of Gaussian linear models discussed in [15] .
• Note that as in the case q = 0 discussed in [12] , the minimax lower bound depends on the intensity T and not the sample size n. This may initially seem counterintuitive since the sample size n plays no role in the minimax lower bound. This phenomenon arises due to the signal-dependent noise and the flux-preserving constraint which we discuss in greater detail in Section III-A. But note that Assumption 2 only holds with 0 < δK < 1 which typically depends on n. For example ifÃ is a rescaled Bernoulli ensemble matrix, we need n ≥ CK log p for a constant C > 0 to ensure that 0 < δK < 1.
• Values for ε k are displayed in [12, • Although many steps of the proof are similar to the strictly sparse case in [12] , the q -ball sparsity is more challenging than the strictly sparse case since the qball is a compact set. In the proof for Theorem 1 we construct a packing set for the intersection of the qball with the physical constraints on f * . Our packing set is based on a combination of the hypercube construction provided in [19] along with the construction in [12] which incorporates the positivity and flux-preserving constraints.
Further details are provided in Section V-A.
B. 1 -Based Method
In this section we present an 2 -error upper bound for an 1 -based estimator by adapting existing results and techniques in [16] to our Poisson inverse problem setting. The estimator we consider is the standard Lasso estimator:
where ε n > 0 is the regularization parameter. We can then get the estimatorf ε n for f * byf ε n = Dθ ε n . Next we introduce two further assumptions:
Remark 2: Assumption 3 will be used to derive the socalled restricted eigenvalue condition (see [20] - [22] ) for matrix AD. In Section II-A we can see that this assumption also ensures that Assumption 2 hold with 0 < δK < 1 for re-scaled Bernoulli ensemble matrix. It is important to note that this assumption is equivalent to assume that
for some positive constant M 1 . Assumption 4: There are strictly positive constants
Assumption 4 is also used to derive the restricted eigenvalue condition for the matrix AD. This assumption holds for many appropriate choices of A, as we show in Theorem 3 in Section II-C.
The upper bound is as follows: 
with probability at least 1 − 2 p−1 . Remarks:
• Theorem 2 shows that the upper bound result for this 1 -based estimator achieves rates R q (
for T satisfies (7) and T > 2n log p. Since T controls the signal to noise ratio, T > 2n log p is equivalent to ensure the signal to noise ratio is big enough for good estimation.
• By combining discussion in Section II-A about conditions for T we can see that:
-If the orthonormal matrix D is DCT or DHC basis, the upper bound and lower bound results match with a mean-squared error rate R q (
-If D is DWT basis, the upper bound and lower bound results match with a mean-squared error rate
• Though Theorem 2 shows that this upper bound depends explicitly on the intensity T but not the number of observations n, it is crucial to know that n actually plays an important role through both Assumption 3 and 4. It also enters through the required normalization on A in order to guarantee flux-preserving constraint.
C. Restricted Eigenvalue Condition
In this section we show that Assumption 4 is satisfied with high probability for many choices of random matrices A under the appropriate scaling. In particular we show that the restricted eigenvalue condition is satisfied by matrices A with independent sub-Gaussian entries which include independent Bernoulli ensembles that also satisfy our flux-preserving and positivity constraints.
To characterize the sub-Gaussian parameter of a random variable, we define the Orlicz norm . ψ 2 for a random variable X ∈ R as follows:
The Orlicz norm as defined above is known to represent the sub-Gaussian parameter of a random variable. For example if X ∼ N (0, σ 2 ), X ψ 2 = σ . Now we provide a definition of isotropic random vectors introduced in [23] and [24] . Definition 2 [24, Definition 1.3] : Let Y be a random vector in R p ; Y is called isotropic if for every y ∈ R p , E|Y, y| 2 = y 2 2 , and is ψ 2 with a constant α if for every y ∈ R p :
Important examples of isotropic vectors are the Gaussian random vector Y = (h 1 , . . . , h p ) where h i , ∀i are independent N(0, 1) random variables where α = 1, and random vectors Y = ( 1 , . . . , p ) where i , ∀i are independent, symmetric ±1 Bernoulli random variables also with α = 1. Now we are ready to state the main theorem for this section:
Theorem 3: There exists positive constants c , c for which the following holds. Let μ to be an isotropic ψ 2 probability measure with constant α ≥ 1. Let X 1 , . . . , X n ∈ R p be independent, distributed according to μ and define = n i=1 X i , . e i , where e i ∈ R n is a vector with i th -location to be 1 and all the other locations to be 0. Then with probability at least 1 − c exp(−c n), for all x ∈ R p we will have
where C α is a positive constant only depends on α.
Remarks:
• Theorem 3 shows that the restricted eigenvalue condition holds for matrices with random sub-Gaussian entries which include both Gaussian and bounded random variables. The proof techniques are based on a combination of techniques from [21] for random Gaussian matrices with techniques from [23] for sub-Gaussian random variables. The proof is provided in Section V-C.
• Based on this theorem, there are many choices of A which satisfy Assumption 4. In our particular context, we also require A to satisfy Assumption 1 so that it satisfies our physical constraints. Hence we require the entries of A to be bounded, and we provide a concrete example below.
• Theorem 3 is more general than the restricted eigenvalue condition for strictly sparse vectors proven by [24] . Our result easily adapts to weak q -ball sparse vectors and in addition our result applies to any x that may be random which we address using a peeling argument in our proof. To construct a random matrix A that satisfies the restricted eigenvalue condition and Assumption 1, letÃ have the following entries:
then √ nÃ will satisfy the conditions for in Theorem 3. Since we want our result to apply after we apply an orthonormal basis D we use the following Lemma:
Lemma 1: Let μ to be an isotropic ψ 2 probability measure with constant α ≥ 1. And let X ∈ R p be distributed according to μ, then XD ∈ R p−1 is distributed according to another isotropic ψ 2 probability measure μ with some constant α ≥ 1.
Thus by Lemma 1, √ nÃD satisfies the restricted eigenvalue condition from Theorem 3 and with high probability:
where C > 0 is some absolute constant. Note that by the construction of A in Assumption 1 and definition ofD we have
which satisfies Assumption 4.
III. DISCUSSION
In this section, we discuss some of the consequences and intuition for our three main results. In particular we discuss the dependence of the rates on n and T and discuss connections to the results for the Gaussian linear model in [15] , how the results for the q case relate to the strictly sparse case developed in [12] and finally we compare our upper bound to the upper bounds developed in the recent work of [25] based on the weighted Lasso.
A. Dependence on T and n
One of the interesting and perhaps surprising aspects about both the upper and lower bounds is that they depend explicitly on the the intensity T and not on the sample size n, aside from the conditions on design. This phenomenon also occurred in the strictly sparse case in [12] where the rate is s log p T . To understand this, we relate our rate of R q (
to the earlier results developed in [15] for the Gaussian linear model and see how the signal-dependent noise and physical constraints ensure the minimax rate depends on T and not n.
In the Gaussian linear model under the q -ball constraint studied in [15] , we have
where y ∈ R n ,Ā ∈ R n× p with p > n and w ∼ N(0, σ 2 I n×n ), and we have the constraint f *≤ R q with 0 < q ≤ 1. Reference [15] shows that the minimax rate is:
with high probability. In particular, take note of the role of σ 2 in the minimax rate. Later work by [16] proves that the Lasso estimator achieves this minimax rate. We will show how the dependence of the scaling on T and not n follows from our comparison to the rates for the Gaussian linear model and the impact of σ 2 .
For our Poisson inverse problem we can express the model as follows:
which can be expressed equivalently
where now E(ỹ i ) = α has a scaling independent of n and T , by definingω i = n T ω i we also have
Hence the combination of the signal-dependent noise and the flux-preserving constraint mean that we have σ 2 scaling as This observation that the minimax rate depends on the signal intensity T rather than the sample size n was also made in the recent work of [12] . Our analysis shows that this observation carries over to the q -ball setting. The caveat is that n is required to be sufficiently large to ensure that the restricted eigenvalue is satisfied which is also required in the strictly sparse case.
B. Results Without Flux-Preserving Constraint
One of the main contributions of the paper is to develop mean-squared error bounds under the physical constraints, namely the flux-preserving and non-negativity constraint. A natural question to consider is how the results would change if we remove the flux-preserving constraint. In this section we briefly discuss how the error bound changes if we don't have the flux-preserving constraint for matrix A. That means we consider a model similar to [25] :
where y ∈ R n + , A ∈ R n× p + and f ∈ R p + and no flux-preserving constraint for A, instead we assume that 
C. Comparison to Related Results
For the strictly sparse case studied by [12] , the minimax rate scales as s log p T whereas in the weakly sparse case in this paper, the minimax rate scales as R q (
Another way to interpret our result for the q -ball case is that the minimax rate scales as
). This can be explained in terms of a bias-variance trade-off to determine how many co-ordinates of f * should be included in the model and using the q -ball constraint, selecting
2 ) with largest magnitude optimizes the biasvariance trade-off to minimize the mean-squared error. This interpretation is used at several points in the proofs of both the minimax lower bound and upper bound. This phenomenon was also observed in the Gaussian linear model case in [15] .
Another recent related work is by [25] which provides analysis for a weighted Lasso estimator. In [25] sparse Poisson inverse problems under the model Y ∼ Poisson(A f * ) are discussed and [25] provides a weighted Lasso estimatorf W L based on the minimizer of the following optimization problem:
whereỸ andÃ are shifted and scaled versions of Y and A, γ > 2 is a constant and positive weights (d j ) p j =1 are chosen in a specific way to minimize mean-squared error. In the case where all the weights are the same d j = ε n for all j which corresponds to the ordinary Lasso estimator we analyze in this paper. We summarize their result and show that it is sub-optimal for q -balls. To be clear, the focus of the results in [25] is the strictly sparse case in a number of more general settings than this paper where they achieve optimal or nearoptimal mean-squared error. However, they do have a result for approximately sparse models which is not focused specifically on the q -ball sparsity setting. To summarize their result, they introduce a bias term:
where s > 0 is an integer and f * s is the best s-sparse approximation to f * , then they state that 
IV. SIMULATION RESULTS
In order to assess our lower and upper bound results further, especially the dependence on T and n, we conduct some simple numerical experiments.
The true signal θ * is constructed as follows: (i) we set the first coefficient of θ * to be θ * 1 = 1 √ p as we discussed earlier; (ii) since we assume that Dθ * ∈ R p + , then by following steps for constructing the packing set of F p,q,D (described in Section V-A) the remaining p − 1 coefficients for θ * are randomly generated from Unif(0, We compare the simple standard Lasso estimator analyzed in this paper (which we call Lasso) to two other comparison methods. Firstly we compare to the weighted Lasso estimator using data-dependent weights, that means we modify the estimator in (6) by changing θ 1 to The results are shown from Figure 1 to Figure 6 . All tuning parameters are chosen by 5-fold cross validation. In these figures we show the average mean-squared error (MSE) results over 100 experiments for each data point. We can see all three methods have similar performance in terms of MSE. From Figure 1 and 4 we can see that the MSE results are independent of n as long as n is large enough to ensure that the sensing matrix A satisfies the imposed assumptions. Figure 2 and 5 show that MSE decreases with T for T large enough, this is consistent with our conclusion that the error bound results depend explicitly on the the intensity T and not on the sample size n. Similar numerical results about the relationship of MSE with T and n can be seen in [12] . Figure 3 and 6 show that MSE increases when q increases, this is also reflected in our error bound results. Note that the goal of these simulation results is to verify the theoretical results. Clearly all three methods perform well but to the best of our knowledge, the results in this paper are the first to provide theoretical guarantees for any estimator.
It remains an open question to provide sharp theoretical guarantees for WLasso and PoissonLike. It also must be pointed out that we consider θ * and A that satisfy the assumptions specified. If these assumptions are violated, none of the three methods are guaranteed to perform well.
V. PROOFS
In this section we provide the proofs for our three main results. We defer the more technical steps to the appendix.
A. Proof of Theorem 1
The proof for the lower bound uses a combination of standard information-theoretic techniques involving Fano's inequality, and the explicit construction of a packing set that satisfies the q -ball constraint and our other physical constraints. In particular, the proof involves constructing a packing set for F p,q,D and then applying the generalized Fano method to the packing set (see [27] - [29] for details). Constructing the packing set is the main challenge and novelty in the proof. Our packing set is based on a constrained hypercube construction in [12] along with the hyper-cube construction for q -balls in [19] .
Proof: We begin our proof by constructing a packing set for 
For any θ ∈ H k,α k , the corresponding f = Dθ satisfies:
f i ≥ 0, ∀i ∈ {1, 2, . . . , p}, and f 1 = 1.
The size of the packing set
The proof for this lemma can be found in [12] . For convenience we define the matrix AD and then θ = A f since f = Dθ . Next we will apply the generalized Fano's method to the packing set, these techniques are developed in [27] - [29] . Define M k to be the cardinality of the set H k,α k , and the elements in H k,α k can be denoted as {θ 1 , . . . , θ M k }. Let ∈ R p be a random vector drawn from a uniform distribution over the packing set {θ 1 , . . . , θ M k }.
Further letθ = arg min θ∈H k,α k θ − D f 2 . Then since D is an orthonormal basis we can bound the minimax estimation error according to [29] :
Applying Fano's inequality yields the following lower bound:
where y| ∼ Poisson(T ) and I (y;) is the mutual information between random variable y and. Then from [27] we have 
The following lemma shows that entries in A f * are bounded between 
The proofs for Lemmas 3 and 4 can be found in [12] . By Lemma 4 we have θ j = ADθ j 1 2n ½ n×1 and then it follows that T θ j T 2n ½ n×1 . Then from Lemma 3 we can bound the KL divergence between p(y|T θ i ) and p(y|T θ j ) as follows:
By Assumption 1 and 2 if we denote f i = Dθ i , f j = Dθ j , then
Since
by Lemma 2, we further have
Then by combining (14) and (16) we have:
Then the mutual information can be bounded by using (13) and (17) I (y;)
Using (12) and the lower bound for M k we have
Next we will show that the probability in (19) is bounded by the constant 1/2. This constant is guaranteed if the following two inequalities are true:
For the first inequality (21) 
where the inequality is a result of p ≥ 260. And if k ≥ 2,
where the inequality is the result of p ≥ 33K 2 + 1. For the second inequality (22) we need:
Since for Lemma 2 we require that 0
q , thus we have:
Then with probability greater than 1 2 we have
In order to further simplify (23) , note that
from (24) there exists some absolute constant C 1 > 0 such that
Thus by (23) and (25) 
T with probability greater than 1 2 .
B. Proof for Theorem 2
The proof for the upper bound involves direct analysis of the lasso estimator defined in (6) . Our analysis follows standard steps for analysis of regularized M-estimators (see [16] , [30] , [31] ) along with addressing two challenges specific to this setting: (1) we use concentration bounds for linear combination of Poisson random variables and how they are used to determine a ε n ; (2) use Assumption 3 to show that matrix AD satisfies the restricted eigenvalue condition and satisfies the physical constraints.
Proof: From (6) in Section II-B we knowθ ε n is a solution to the following problem:
Since θ * satisfies the constraint that θ * ∈ R p and θ * 1 = 1 √ p , we have the following basic inequality
and then (27) can be reduced to:
. In order to associate the term θ * 1 − θ ε n 1 with, we define a threshold parameter η > 0 and the threshold subset as follows:
Suppose u is a vector in R p−1 , we will define u S η ∈ R p−1 as following:
and u S c η is defined in a similar way. Now we show how to connect θ * 1 − θ ε n 1 with. Note that
Then by using the triangle inequality we have
On the other hand we have θ * 1 ≤ θ *
Thus by combining these two inequalities we have
Therefore by (29) :
By using (31) in (28) we have 
where the second inequality follows from the triangle inequality. From (33) we can see that 0
, then the error vector should satisfy Once again the proof of Lemma 6 is deferred to the appendix.
By using Lemma 6 in (33) we have
Then note that
where |S η | is the cardinality of set S η , then from (34) we have
which implies that
Note that the left hand side of (35) can be seen as a quadratic form of 2 . Thus by solving this quadratic inequality for 2 we have
Hence
we have |S η | ≤ η −q R q . On the other hand
, by using (37) and (38) in (36) we have 
C. Proof for Theorem 3
The proof for Theorem 3 uses techniques developed in [21] adapted from Gaussian to sub-Gaussian ensembles. The reason we adapt to sub-Gaussian ensembles is so that we construct a random ensemble that satisfies all the physical constraints. In the proof of [21] the first step is to show the term M(r, ) := sup x∈V (r) {1 − x 2 √ n } is sharply concentrated around its expectation with high probability when is a matrix with Gaussian random variables, we will use [2, Theorem 2.3] to show this is also true when is a matrix with subgaussian random variables. Finally we use peeling techniques to complete the proof, which are used in [21] .
To begin we define the standard Gaussian width of a starshaped set T . A set T is start-shaped if cT ⊂ T for all 0 ≤ c ≤ 1. For n ≥ 1 let X 1 , . . . , X n be independent, distributed according to μ and define = n i=1 X i , . e i , where e i ∈ R n is a vector with i th -location to be 1 and all the other locations to be 0. If 0 < f < 1, then with probability at least 1 − exp(−c f 2 n/α 4 ), for all x ∈ T such that x 2 ≥ r * n ( f /cα 2 ), we have
where
Next we want to prove the restricted eigenvalue condition for subgaussian random matrices by using this theorem.
Proof: We first note that it is sufficient to prove this theorem for x 2 = 1. In fact if x = 0 ∈ R p Theorem 3 holds trivially. Otherwise we can consider the re-scaled vector x = x/x 2 with x 2 = 1. It can be seen that if this theorem holds for the re-scaled vectorx, it also holds for x.
Next we define the set V (r ) := {x ∈ R p | x 2 = 1, x 1 ≤ r }, for a fixed radius r > 0. It is possible that this set is empty for some choices of r > 0, but we are only concerned with those choices for which it is non-empty. Define the random variable:
Our goal is to show that with probability no larger than
where f (r ) = Then for all x ∈ V (r ) we have
and by Theorem 4 with probability at least 1 − exp(−c f (r ) 2 n/α 4 ) we have for all x ∈ V (r )
Hence with probability no larger than exp(−9cn f (r ) 2 /4α 4 ),
The remainder of the proof will mainly follow steps in [21] where we use a peeling technique to extend our result to hold for x's that have an arbitrary radius. We define the event ϒ := {∃ x ∈ R p s.t x 2 = 1 and (1 − x 2 )/ √ n ≥ 3 f (x 1 )}.
To prove the main theorem, the next step is to show that there are positive constants c , c such that P[ϒ] ≤ c exp(−c n). Now we follow the standard peeling technique ( [31] , [33] ) and we state the following lemma which is stated and proven in [21] . In order to use this lemma we choose the sequence a n = n and the set A = {x ∈ R p | x 2 = 1}, moreover we set Then for all x ∈ R p with x 2 = 1, conditioned on the event ϒ c we have
which completes the proof.
APPENDIX

A. Proof of Lemma 1
Proof: The proof for this lemma is mainly based on results in [34] . First by using [34, Lemma 5.5] we know that the definition of the ψ 2 norm in [34] is equivalent with our definition up to some absolute constant. Then we use a similar technique for the proof of [34, Lemma 5.24] . For every x = (x 1 , . . . , x p−1 ) ∈ S p−2 we have
where the first inequality comes from [34, Lemma 5.9] and we also used p i=1 (xD ) 2 i = (xD )(xD ) = x x = 1 since x ∈ S p−2 . Since X = (X 1 , . . . , X p ) is distributed according to μ, we have shown that XD, x ψ 2 is bounded by some absolute constant for every x ∈ S p−2 . It is also easy to see that XD is isotropic since X is isotropic andD is orthonormal.
B. Proof of Lemma 5
Proof: To bound On the other hand we know that E exp(s(ε − W )) = exp(ε(e −s + s − 1)). 
If we set t = 32M log p T then we have
