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PROPAGATION OF REGULARITY AND LONG TIME BEHAVIOR OF THE 3D MASSIVE RELATIVISTIC
TRANSPORT EQUATION II: VLASOV-MAXWELL SYSTEM
XUECHENGWANG
Abstract
Given any smooth, suitably small initial data, which decays polynomially at infinity, we prove global regularity for the 3D relativistic
massive Vlasov-Maxwell system. In particular, the compact support assumption, which is widely used in the literature, is not imposed on
the initial data. Our proofs are based on a combination of the Klainerman vector fields method and the Fourier method, which allows us to
exploit a crucial hidden null structure in the relativistic Vlasov-Maxwell system.
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1. INTRODUCTION
In plasma physics, the evolution of a sufficiently diluted ionized gas or solar wind under the effect of the electromagnetic
forces created by particles themselves can be described by the relativistic Vlasov-Maxwell system. In contrast to the non-
relativistic case, the speed of light in the relativistic case is assumed to be finite.
After normalizing the mass of particles and the speed of light to be one, the 3D relativistic Vlasov-Maxwell system with
given initial data (f0(x, v), E0(x), B0(x)) reads as follows,
(RVM)

∂tf + vˆ · ∇xf + (E + vˆ ×B) · ∇vf = 0,
∇ · E = 4π
∫
R3
f(t, x, v)dv, ∇ · B = 0,
∂tE = ∇×B − 4π
∫
R3
f(t, x, v)vˆdv, ∂tB = −∇× E,
f(0, x, v) = f0(x, v), E(0, x) = E0(x), B(0, x) = B0(x),
(1.1)
where f(t, x, v) denotes the density distribution function of particles, (E,B) stands for the classic electromagnetic field, and
vˆ := v/
√
1 + |v|2 denotes the relativistic speed of particles, which is strictly less that the speed of light. We mainly restrict
ourself to the three dimensions case and refer readers to [12, 24, 25] for the corresponding results in other dimensions.
The is a large literature in the study of the Cauchy problem for the Vlasov-Maxwell system. A remarkable result obtained
by the Glassey-Strauss [13] says that the classical solution can be globally extended as long as the particle density has compact
support in v for all the time. A new proof of this result based on Fourier analysis was given by Klainerman-Staffilani [20],
which adds a new perspective to the study of 3D RVM system, see also [34, 11, 27]. An interesting line of research is the
continuation criterion for the global existence of the Vlasov-Maxwell system. In [16], Glassey-Strauss showed that the lifespan
of the solution of the relativistic Vlasov-Maxwell system can be continued if the initial data decay at rate |v|−7 as |v| → ∞
and ‖(1 + |v|)f(t, x, v)‖L∞x L1v remains bounded for all time. An improvement of this result and a new continuation criterion
was given by Luk-Strain [25], which says that a regular solution can be extended as long as ‖(1 + |v|2)θ/2f(t, x, v)‖LqxL1v
remains bounded for θ > 2/q, 2 < q ≤ +∞, see also Kunze[21], Pallard[28], and Patel[29] for the recent improvements on
the continuation criterion.
Although the assumptions in abovementioned results don’t depend on the size of energy, the assumptions are indeed imposed
all the time, which are strong. One can also ask whether it is possible to obtain global solution by only imposing assumptions on
the initial data. The first positive result was given by Glassey-Strauss [15]. It, roughly speaking, says that if the initial particle
density f(0, x, v) has a compact supports in both “x” and “v” and also the electromagnetic field (E(0), B(0)) has compact
support in “x”, and moreover the initial data is suitably small, then there exists a unique classical solution. Later, an interesting
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improvement was given by Schaffer [32], which shows that a similar result as in [15] also holds without assuming the compact
support assumption for the initial particle density in “v” but with the compact support assumption in “x” for both the initial
particle density and the electromagnetic field.
An interesting question one can ask for the 3D RVM is that whether the regularity of solution can be unconditionally
propagated for all the time for unrestricted data. Recently, a very interesting result by Bigorgne[2] shows that this question can
be answered in dimension n ≥ 4 for small initial data.
The main goal of this paper is devoted to answer the above question in 3D for small data. More precisely, we show global
regularity and scattering properties of the 3D relativistic Vlasov-Maxwell system for suitably small initial data without any
compact support assumption. We also refer readers to our first paper [36] for more detailed introduction, which also includes
related discussion on other Vlasov-wave type coupled systems.
1.1. A review of the framework proposed in the first paper. Since the Vlasov-Maxwell system is also a Vlasov-Wave type
coupled system, we can use the framework proposed in [36] to set up the study of relativistic Vlasov-Maxwell system in this
paper. We briefly explain some main ideas here.
In our first paper [36], we introduced a framework to study the Vlasov-wave type coupled system and proved small data
global regularity without compact support assumption for the 3D massive relativistic Vlasov-Nordström system, which reads
as follows if we normalize the mass of the particle to be one,
(RVN)

(∂2t −∆)φ =
∫
R3
f√
1 + |v|2
dv
∂tf + vˆ · ∇xf −
(
(∂t + vˆ · ∇x)φ(t, x)
)
(4f + v · ∇vf)−
1√
1 + |v|2
∇xφ · ∇vf = 0.
(1.2)
We mention that the main difficulty of the small data global regularity problem for both RVM and RVN is caused by the bulk
derivative “∇vf”. Because ∇v doesn’t commute with the linear operator ∂t + vˆ · ∇x, it is not a-priori clear how the energy of
“∇vf” grows over time. Also the bulk term∇vf appears in the source term, which complicates the problem further.
To get around of this issue, one of the main ideas proposed in [36] is that, instead of studying ∇v directly, we study the
following vector field,
K˜v := ∇v + (t−
√
1 + |v|2ω(x− vˆt, v))∇v vˆ · ∇x, =⇒ ∇v = K˜v − (t−
√
1 + |v|2ω(x− vˆt, v))∇v vˆ · ∇x, (1.3)
where “ω(x, v)” (see (3.6)) depends on the study of the distance to the light cone in (x, v)-space, which will be discussed in
details in section 3. Moreover, the coefficient “(t−
√
1 + |v|2ω(x− vˆt, v))” almost vanishes on the light cone “|t| − |x| = 0”.
More precisely, we defined an inhomogeneous modulation with respect to the light cone |t|2 − |x+ vˆt|2 = 0 as follows,
d˜(t, x, v) =
t
1 + |v|2
−
ω(x, v)√
1 + |v|2
, =⇒ |d˜(t, x, v)| . 1 + ||t| − |x+ vˆt||. (1.4)
Based on the above main idea, we constructed a new set of vector fields in [36], which not only commute with the linear
operator “∂t + vˆ · ∇x” of the relativistic Vlasov equation but also help to understand the bulk derivative ∇vf inside the
nonlinearity of the Vlasov equation. We will explain with more details about the new set of vector fields in section 3.
Note that K˜v commutes with the linear operator “∂t + vˆ · ∇x”. It is more promising to control the energy of K˜vf than∇vf
over time. Since it is “∇vf” that appears in the nonlinearity of the Vlasov equation, it remains to control the difference between
K˜vf and∇vf . Recall (1.3). The question is reduced to control the additional quantity (t−
√
1 + |v|2ω(x− vˆt, v))∇v vˆ in the
energy estimate. We notice that “vˆ” decreases much faster in the radial direction. More precisely,
v
|v|
· ∇v vˆ =
1
(1 + |v|2)3/2
v
|v|
, (ei ×
v
|v|
) · ∇v vˆ =
1
(1 + |v|2)1/2
(ei ×
v
|v|
), i ∈ {1, 2, 3}, (1.5)
where ei, i ∈ {1, 2, 3}, denote the standard unit vectors of the Caretisian coordinates system in R3, see (2.4). From (1.4) and
(1.5), we have
(t−
√
1 + |v|2ω(x− vˆt, v))
v
|v|
· ∇vvˆ =
d˜(t, x− vˆt, v)√
1 + |v|2
v
|v|
, (1.6)
(t−
√
1 + |v|2ω(x− vˆt, v))(ei ×
v
|v|
) · ∇v vˆ =
√
1 + |v|2d˜(t, x− vˆt, v)(ei ×
v
|v|
). (1.7)
To control the inhomogeneous modulation, recall (1.4), we used a Fourier based method to prove that the scalar field decay
at rate 1/
(
(1+ |t|)(1+ ||t|− |x||)
)
over time. Recall that the decay rate of the scalar field suggested by the Klainerman-Sobolev
embedding is 1/
(
(1 + |t|)(1 + ||t| − |x||)1/2
)
. To prove a stronger decay estimate for the scalar field, we carefully study the
scalar field at the low frequencies. Instead of working in the L2 type space, we worked in a |ξ|−1L∞ξ type space. See [36] for
more detailed discussion.
Thanks to the good coefficient “1/
√
1 + |v|2” in the relativistic Vlasov-Nordström system (1.2), the loss of weight of size
“1 + |v|” in the rotational direction (1.7) is not an issue.
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1.2. The losing weight of size “|v|” issue. Unfortunately, unlike the RVN system (1.2), the benefit of the good coefficient is
not available in the relativistic Vlasov-Maxwell system, see (1.1).
Recall the decomposition used in (1.3) and the equality (1.7). We restate this decomposition in the rotational in “v” direction
as follows,
(ei ×
v
|v|
) · ∇vf = (ei ×
v
|v|
) · K˜vf +
√
1 + |v|2d˜(t, x− vˆt, v)(ei ×
v
|v|
) · ∇xf. (1.8)
From the above equality (1.8) and the first equality in (1.5), we know that the issue of losing a weight of size “|v| ”, which is
very problematic when |v| is extremely large, only appears for the rotational in v directional derivative.
One might argue that the issue looks artificial because it is caused by using the above decomposition (1.8). Alternatively,
instead of using the vector field K˜v, we can use the rotational vector field Ω˜i := (ei × x) · ∇x + (ei × v) · ∇v , which also
commutes with the linear operator of the relativistic Vlasov equation “∂t + vˆ · ∇x”. More precisely,
(ei ×
v
|v|
) · ∇vf =
1
|v|
Ω˜if − (ei ×
x
|v|
) · ∇xf. (1.9)
Note that the coefficients are small when |v| is extremely large.
Unfortunately, there exists a regime that it doesn’t make the essential difference by choosing either the decomposition (1.8)
or the decomposition (1.9) to control the rotational in v directional derivative of f(t, x, v). For example, the decomposition (1.8)
and the decomposition (1.9) doesn’t make the essential difference in the case |x| = |t|, |d˜(t, x− vˆt, v)| ∼ 1, and |v| ∼
√
1 + |t|.
Because the coefficients in the decomposition (1.8) and the decomposition (1.9) are all of size
√
1 + |t|.
1.3. The hidden null structure. To get around the aforementioned issue of the losing weight of size “|v|”, we reveal a hidden
null structure inside the Vlasov equation of the RVM system (1.1).
The hidden null structure in the RVM is very subtle and also different from the classic sense. For the nonlinear wave
equation, generally speaking, one can check the existence of null structure by checking whether the corresponding symbol
vanishes if the frequencies of two inputs are parallel to each other. Usually, this structure is inherent with the nonlinearity and
is independent of how one takes derivatives for the solution.
We will show that there exists a null structure inside the equation satisfied by the rotational in v directional derivatives of the
distribution function, i.e., the equation satisfied by (ei×v/|v|) ·∇xf(t, x, v). We understand this null structure in the following
sense: the symbol of the rotational derivative (ei × v/|v|) · ∇x is small near the time resonance set of the nonlinearity of the
Vlasov part, which allows us to take the advantage of oscillation with respect to time.
A more detailed discussion about this observation will be carried out in subsection 7.1. For intuitive purpose, we give an
example here. Before that, to better see the oscillation of the electromagnetic field and to correct the linear effect, we study the
profiles of the RVM system, which are defined as follows,
g(t, x, v) := f(t, x+ vˆt, v), h1(t) := e
it|∇||∇|−1
(
∂t − i|∇|
)
E(t), h2(t) := e
it|∇||∇|−1
(
∂t − i|∇|
)
B(t).
Intuitively speaking, we have the following bulk term when we study the evolution of (ei × v/|v|) · ∇x∇αxf(t, x, v), where
|α| is very large,
∂t(ei × v/|v|) · ∇x∇
α
xg(t, x, v) = ai(x + vˆt, v)e
−it|∇|(ei × v/|v|) · ∇xh1(t, x+ vˆt),
× (ei × v/|v|) · ∇x∇
α
xg(t, x, v) + other terms, (1.10)
where the coefficient ai(x + vˆt, v) comes from the decomposition (1.9) of the rotation in “v” directional derivative of f .
Moreover, the following estimate holds,
|ai(x+ vˆt, v)| . |x+ vˆt||v|
−1. (1.11)
We restrict ourself to the case when |v| ≈
√
1 + |t|, where |t| ≫ 1. Define
gα(t, x, v) := (ei × v/|v|) · ∇x∇
α
xg(t, x, v), g˜
α(t, x, v) := |v|ai(x + vˆt, v)g
α(t, x, v). (1.12)
Hence, we can rewrite the bulk term in (1.10) as follows,
bulk term := e−it|∇|(ei × v/|v|
2) · ∇xh1(t, x+ vˆt)g˜
α(t, x, v) (1.13)
A key observation for the above bulk term is that there exists an oscillation phase, which only depends on the profiles of the
electromagnetic field. More precisely, after rewriting the bulk term in (1.13) on the Fourier side, we have
F(bulk term)(ξ) :=
∫
R3
e−it|η|+itvˆ·ηi
(ei × v
|v|2
· η
)
ĥ1(t, η)̂˜gα(t, ξ − η, v)dη. (1.14)
Note that the oscillation phase “|η| − vˆ · η” in (1.14) satisfies the following estimate,
|η| − vˆ · η &
∑
i=1,2,3
|η|
( 1
1 + |v|2
+
(ei × v
|v|
·
η
|η|
)2)
. (1.15)
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From the above estimate, we know that the symbol in (1.14) is very small near the time resonance set. In other words, the
rotation in v directional derivative (ei × v/|v|) · ∇x plays the role of null structure. Moreover, from (1.15), the following
estimate holds for any fixed v ∈ R3,(ei × v
|v|2
· η
)
.
1
1 + |t|
, if η ∈ {η : |η| − vˆ · η ≤ 1/(1 + |t|)}.
Therefore, from the estimate (1.11), we know that the symbol of the bulk term in (1.13) exactly covers the loss caused by the
coefficient “|v|ai(x+ vˆt, v)” of g˜α(t, x, v) (see (1.12)) near the time resonance set.
1.4. The main result of this paper. Before stating the main theorem, we define the Xn-normed space as follows,
‖h‖Xn := sup
k∈Z
2(n+1)k‖∇nξ ĥ(t, ξ)ψk(ξ)‖L∞ξ , n ∈ {0, 1, 2, 3}. (1.16)
Moreover, we define the following classic set of vector fields,
P1 := {S,Ωi, Li, ∂xi , i ∈ {1, 2, 3}}, (1.17)
where S := t∂t + x · ∇x denotes the scaling vector field, Ωi := (ei × x) · ∇x denotes the rotational vector field, and
Li := t∂xi + xi∂t denotes the Lorentz vector field, i ∈ {1, 2, 3}.
Theorem 1.1. LetN0 = 200, δ ∈ (0, 10
−9]. Suppose that the given initial data (f0(x, v), E0(x), B0(x)) of the 3D relativistic
Vlasov-Maxwell system (1.1) satisfies the following smallness assumption,∑
|α1|+|α2|≤N0
‖(1 + |x|2 + (x · v)2 + |v|20)30N0∇α1v ∇
α2
x f0(x, v)‖L2xL2v +
∑
|α|≤N0
∑
Γ∈P1
∑
n∈{0,1,2,3}
‖ΓαE0(x)‖L2
+ ‖ΓαB0(x)‖L2 + ‖Γ
αE0(x)‖Xn + ‖Γ
αB0(x)‖Xn ≤ ǫ0, (1.18)
where ǫ0 is some sufficiently small constant. Then the relativistic Vlasov-Maxwell system (1.1) admits a global solution and
scatters to a linear solution in a lower regularity space and the high order energy of the nonlinear solution grows at most at
rate (1 + |t|)δ over time. Moreover, we have the following decay estimates for the derivatives of the average of the distribution
function and the derivatives of the electromagnetic field,
sup
t∈[0,∞)
∑
|α|≤N0−20
(1 + |t|)(3+|α|)/p
∣∣∣ ∫
R3
∇αx
∣∣f(t, x, v)∣∣pdv∣∣∣1/p . ǫ0, where p ∈ [1,∞) ∩ Z, (1.19)
sup
t∈[0,∞)
∑
|α|≤10
(1 + |t|)(1 + ||t| − |x||)|α|+1
(∣∣∇αxE(t, x)∣∣+ ∣∣∇αxB(t, x)∣∣) . ǫ0. (1.20)
The rest of this paper is organized as follows.
• In section 2, we introduce the notations used in this paper and then record a linear decay estimate for the half-wave
equation and a decay estimate for the average of the distribution function.
• In section 3, we introduce the vector fields method based framework developed in [36], which includes two sets of
vector fields, commutation rules and the process of trading regularities for the decay of with respect to the light cone.
• In section 4, we set up the energy estimate, classify the nonlinearities of the high order derivatives of the distribution
function into the non-bulk term and the bulk term, define appropriate low order energy and high order energy for both
the electromagnetic field and the distribution function, and use the bootstrap argument to prove Theorem 1.1.
• In section 5, we estimate the increment of both the low order energy and the high order energy over time for the
electromagnetic field.
• In section 6, we estimate the low order energy and the high order energy of the non-bulk terms for the distribution
function over time.
• In section 7, we estimate the high order energy of the bulk terms over time under the assumption that a key Lemma,
Lemma 7.9, holds. In section 8, we finish the proof of Lemma 7.9.
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2. PRELIMINARIES
For any two numbers A and B, we use A . B, A ≈ B, and A ≪ B to denote A ≤ CB, |A − B| ≤ cA, and A ≤ cB
respectively, where C is an absolute constant and c is a sufficiently small absolute constant. We use A ∼ B to denote the case
when A . B and B . A. For an integer k ∈ Z, we use “k+” to denote max{k, 0} and use “k−” to denote min{k, 0}. For
any two vectors ξ, η ∈ R3, we use ∠(ξ, η) to denote the angle between “ξ” and “η”. Moreover, we use the convention that
∠(ξ, η) ∈ [0, π].
For an integrable function f(x), we use both f̂(ξ) and F(f)(ξ) to denote the Fourier transform of f , which is defined as
follows,
F(f)(ξ) =
∫
e−ix·ξf(x)dx.
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We use F−1(g) to denote the inverse Fourier transform of g(ξ). Moreover, for a distribution function f : R3x × R
3
v → C, we
use the following notation to denote the Fourier transform of f(x, v) in “x”,
f̂(ξ, v) :=
∫
R3
e−ix·ξf(x, v)dx.
Basically, “v” is treated as a fixed parameter during the Fourier transform.
We fix an even smooth function ψ˜ : R→ [0, 1], which is supported in [−3/2, 3/2] and equals to one in [−5/4, 5/4]. For any
k ∈ Z, we define
ψk(x) := ψ˜(x/2
k)− ψ˜(x/2k−1), ψ≤k(x) := ψ˜(x/2
k) =
∑
l≤k
ψl(x), ψ≥k(x) := 1− ψ≤k−1(x).
Moreover, we use Pk, P≤k and P≥k to denote the projection operators by the Fourier multipliers ψk(·), ψ≤k(·) and ψ≥k(·)
respectively. We use fk(x) to abbreviate Pkf(x).
For any integrable function f , we define
f+ := f, P+[f ] := f, f
− := f¯ , P−[f ] := f¯ . (2.1)
Define the cutoff function ψl;l¯(·) with the threshold l¯ as follows,
ψl;l¯(x) :=
{
ψ≤l¯(x) if l = l¯
ψl(x) if l > l¯.
(2.2)
In particular, if the threshold l¯ = 0, we use the following notation,
ϕk(x) := ψk;0(x), k ∈ Z+, ϕ[k1,k2](x) :=

∑
k1≤k≤k2
ψk(x) if k1 > 0
ψ≤k2(x) if k1 ≤ 0.
(2.3)
We define the unit vectors of the Cartesian coordinate system in R3 as follows,
e1 := (1, 0, 0), e2 := (0, 1, 0), e3 := (0, 0, 1). (2.4)
Moreover, for any i ∈ {1, 2, 3}, we define the following vectors,
Xi = ei × x, Vi = ei × v, Vˆi = ei × vˆ, V˜i = ei × v˜, v˜ :=
v
|v|
, v˜i := v˜ · ei, vˆi := vˆ · ei. (2.5)
As a result of direct computations, we have
u = v˜v˜ · u+
∑
i=1,2,3
V˜iV˜i · u, u ∈ R
3, v˜ · ∇v vˆ =
v˜
(1 + |v|2)3/2
, V˜i · ∇v vˆ =
V˜i
(1 + |v|2)1/2
, i ∈ {1, 2, 3}. (2.6)
For any k ∈ Z, we define the S∞k -norm associated with symbols and a class of symbol as follows,
‖m(ξ)‖S∞
k
:=
∑
l=0,1,··· ,10
2lk‖F−1[∇lξm(ξ)ψk(ξ)]‖L1 , S
∞ := {m(ξ) : ‖m(ξ)‖S∞ := sup
k∈Z
‖m(ξ)‖S∞
k
<∞}. (2.7)
Definition 2.1. We define a linear operator as follows,
Qi := −Ri|∇|
−1, Q := (Q1, Q2, Q3), i ∈ {1, 2, 3}, (2.8)
where Ri, i ∈ {1, 2, 3}, denote the Riesz transforms. Hence,
Id = ∇ ·Q. (2.9)
It is well known that the density of the distribution function decays over time. Now, there are several ways to prove this fact,
e.g., performing change of variables, using the vector fields method. We refer readers to a recent result by Wong [38] for more
detailed discussion. In [37], we used a Fourier based method to derive two decay estimates as in the following Lemma,
Lemma 2.1. For any fixed a(v) ∈ {v, vˆ}, x ∈ R3, a, t ∈ R, s.t, |t| ≥ 1, a > −3, and any given symbolm(ξ, v) ∈ L∞v S
∞, the
following decay estimate holds,∣∣ ∫
R3
∫
R3
eix·ξ+ita(v)·ξm(ξ, v)|ξ|aĝ(t, ξ, v)dvdξ
∣∣ . ∑
|α|≤5+⌊a⌋
( ∑
|β|≤5+⌊a⌋
‖∇βvm(ξ, v)‖L∞v S∞
)
×
[
|t|−3−a‖(1 + |v|)5+|a|∇αv ĝ(t, 0, v)‖L1v + |t|
−4−a‖(1 + |v|)5+|a|(1 + |x|)∇αv g(t, x, v)‖L1xL1v
]
. (2.10)
Proof. See [37][Lemma 3.1]. 
In the later argument, we will reduce the Maxwell equation to a nonlinear half wave equation, which is convenient to study
on the Fourier side. For the linear half wave equation, we have the following L∞x -type decay estimate.
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Lemma 2.2 (The linear decay estimate). For any µ ∈ {+,−}, the following estimate holds,∣∣ ∫
R3
eix·ξ−iµt|ξ|m(ξ)f̂(ξ)ψk(ξ)dξ
∣∣ . min{2k− , (1 + |t|+ |x|)−1}2k‖m(ξ)‖S∞
k
×
( ∑
|α|≤1
2k‖∇̂αxf(t, ξ)ψk(ξ)‖L∞ξ + 2
2k‖∇ξf̂(t, ξ)ψk(ξ)‖L∞
ξ
)
. (2.11)
Proof. See [36][Lemma 2.2]. 
3. TWO SETS OF VECTOR FIELDS FOR THE RELATIVISTIC VLASOV-MAXWELL SYSTEM
In this section, we review the framework we introduced in the first paper [36] for the study of 3D relativistic massive
Vlasov-Nrodström system. This framework is very general and suitable for the study of Vlasov-wave type coupled system.
In [36], we used two sets of vector fields for the relativistic Vlasov equation. The first set of vector fields for the distribution
function f(t, x, v) is given as follows,
P1 := {S, Ω˜i, L˜i, ∂xi , i ∈ {1, 2, 3}}. (3.1)
Correspondingly, we define the following set of vector fields for the electromagnetic field (E(t, x), B(t, x)),
P1 := {S,Ωi, Li, ∂xi , i ∈ {1, 2, 3}}, (3.2)
where
S := t∂t + x · ∇x, Ωi = Xi · ∇x, Ω˜i := Vi · ∇v +Xi · ∇x, i = 1, 2, 3, (3.3)
Li := t∂xi + xi∂t, L˜i := t∂xi + xi∂t +
√
1 + |v|2∂vi , L := (L1, L2, L3), L˜ := (L˜1, L˜2, L˜3), (3.4)
where “S”, “Ωi”, and “Li” are the well-known scaling vector field, rotational vector fields, and the Lorentz vector fields,
which all commutate with the linear operator of the nonlinear wave equation, see the classic works of Klainerman [18, 19] for
the introduction of the original vector field method and the works of Fajman-Joudioux-Smulevici [7, 8, 9] for more detailed
introduction of vector fields in P1.
The second set of vector fields constructed in [36] aims to better understand∇vf in the nonlinearity of the Vlasov equation.
To better see the structure of∇vf , we studied the profile g(t, x, v) of f(t, x, v). More precisely, we define
g(t, x, v) = f(t, x+ vˆt, v),=⇒
(
∂t + vˆ · ∇x)f(t, x, v) =
(
∂tg
)
(t, x− vˆt, v),
∇vf(t, x, v) = (Dvg)(t, x− vˆt, v), where Dv := ∇v − t∇vvˆ · ∇x.
Therefore, for any given vector field that commutes with ∂t, we can find a corresponding vector field that commutes with
“∂t + vˆ · ∇x”. With this intuition, we are looking for a good unknown ω(x, v) , which doesn’t depend on t. Instead of
decomposingDv into∇v and −t∇v · vˆ · ∇x, we decompose it as∇v − ω(x, v)∇x and ω(x, v)∇x − t∇v vˆ · ∇x.
The choice of good unknown ω(x, v) depends on an observation of the light cone Ct := {(x, v) : x, v ∈ R3, |t|− |x+ tvˆ| =
0} in (x, v) space. In [36], we defined an inhomogeneous modulation for the light cone |t|2 − |x+ vˆt|2 = 0 in (x, v)-space as
follows,
Definition 3.1. We define the homogeneous modulation d(t, x, v) and the inhomogeneous modulation d˜(t, x, v) as follows,
d(t, x, v) :=
t
1 + |v|2
−
x · v +
√
(x · v)2 + |x|2√
1 + |v|2
, (3.5)
d˜(t, x, v) :=
t
1 + |v|2
−
ω(x, v)√
1 + |v|2
, whereω(x, v) = ψ≥0(|x|
2 + (x · v)2)
(
x · v +
√
(x · v)2 + |x|2
)
. (3.6)
The main intuition behind the above definition is that |t|2 − |x + vˆt|2 = 0 if and only if d(t, x, v) = 0. More precisely, the
following identity holds,
|t2| − |x+ vˆt|2 =
t2
1 + |v|2
−
2tx · v√
1 + |v|2
− |x|2 = d(t, x, v)
(
t−
√
1 + |v|2
(
x · v −
√
(x · v)2 + |x|2
))
. (3.7)
Moreover, from (3.5) (3.6), and (3.7), it is easy to check that the following estimate holds,
|d(t, x, v)|+ |d˜(t, x, v)| . 1 + ||t| − |x+ vˆt||. (3.8)
With the above motivation, we define,
Kv := ∇v −
√
1 + |v|2ω(x, v)∇v vˆ · ∇x, S
v := v˜ · ∇v, S
x := v˜ · ∇x, Ω
v
i = V˜i · ∇v, Ω
x
i = V˜i · ∇x, (3.9)
where i ∈ {1, 2, 3}, v˜ and V˜i are defined in (2.5). Moreover, we define a set of vector fields as follows,
Ŝv := v˜ ·Kv = S
v −
ω(x, v)
1 + |v|2
Sx, Ω̂vi := V˜i ·Kv = Ω
v
i − ω(x, v)Ω
x
i , Kvi := Kv · ei. (3.10)
Note that the vector fields defined in (3.10) will be applied on the profile “g(t, x, v) := f(t, x+ vˆt, v)” instead of the original
distribution “f(t, x, v)”. Note that
Kvg(t, x, v) =
(
∇v −
√
1 + |v|2ω(x, v)∇v vˆ · ∇x
)(
f(t, x+ vˆt, v)
)
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= (∇vf)(t, x+ vˆt, v) + (t−
√
1 + |v|2ω(x, v))∇v vˆ · ∇xf(t, x+ vˆt, v) =: (K˜vf)(t, x+ vˆt, v),
where
K˜v := ∇v + (t−
√
1 + |v|2ω(x− vˆt, v))∇v vˆ · ∇x. (3.11)
SinceKv commutates with ∂t, we know that K˜v commutates with the linear operator ∂t + vˆ · ∇x of the Vlasov equation.
To sum up, we define the following set of vector fields, which will be applied on the profile g(t, x, v) instead of the original
distribution function f(t, x, v),
P2 := {Γi, i ∈ {1, · · · , 17}}, (3.12)
where
Γ1 = ψ≥1(|v|)Ŝ
v, Γ2 := ψ≥1(|v|)S
x, Γi+2 := ψ≥1(|v|)Ω̂i, Γi+5 := ψ≥1(|v|)Ω
x
i , (3.13)
Γi+8 := ψ≤0(|v|)Kvi , Γi+11 := ψ≤0(|v|)∂xi , Γi+14 := Ω˜i, i = 1, 2, 3. (3.14)
Correspondingly, we can find the following associated set of vector fields which will be applied on the original distribution
function f(t, x, v),
P2 := {Γ̂i, i ∈ {1, · · · , 17}}, (3.15)
where
Γ̂1 = ψ≥1(|v|)v˜ · K˜v, Γ̂2 := ψ≥1(|v|)S
x, Γi+2 := ψ≥1(|v|)V˜i · K˜v, Γ̂i+5 := ψ≥1(|v|)Ω
x
i , (3.16)
Γ̂i+8 := ψ≤0(|v|)Kvi , Γ̂i+11 := ψ≤0(|v|)∂xi , Γ̂i+14 := Ω˜i, i = 1, 2, 3. (3.17)
For convenience, we define notations to uniformly represents those vector fields. The notations were introduced in [36]. For
readers’ convenience, we redefine them here.
Definition 3.2. We define a set of vector fields as follows,
X1 := ψ≥1(|v|)v˜ ·Dv, Xi+1 = ψ≥1(|v|)V˜i ·Dv, Xi+4 = ψ≤0(|v|)Dvi , i = 1, 2, 3, (3.18)
From (3.18), we have
Dv = v˜X1 + V˜iXi+1 + eiXi+4 :=
∑
i=1,···7
αi(v)Xi, (3.19)
where
α1(v) := ψ≥1(|v|)v˜, αi+1(v) := ψ≥1(|v|)V˜i, αi+4(v) := ψ<1(|v|)ei, i = 1, 2, 3. (3.20)
For any vectors e = (e1, · · · , en) ∈ Rn, f = (f1, · · · , fm) ∈ Rm, where e1, · · · , en, f1, · · · , fm ∈ R, we define
e ◦ f := (e1, · · · , en, f1, · · · , fm), |e| :=
∑
i=1,··· ,n
|ei|, =⇒ |e ◦ f | = |e|+ |f |.
Definition 3.3. Let
A := {~a : ~a ∈ {0, 1}10, |~a| = 0, 1}, ~0 := (0, · · · , 0),
~ai := (0, · · · , 1︸︷︷︸
i-th
, · · · , 0), if ~0,~ai ∈ A, B := ∪k∈N+A
k.
Γ
~0 := Id, Γ~a1 := S, Γ~ai+1 := ∂xi , Γ
~ai+4 := Ωi, Γ
~ai+7 := Li, i = 1, 2, 3, (3.21)
Γ˜
~0 := Id, Γ˜~a1 := S, Γ˜~ai+1 := ∂xi , Γ˜
~ai+4 := Ω˜i, Γ˜
~ai+7 := L˜i, i = 1, 2, 3. (3.22)
Hence, we can represent the high order derivatives of the first set of vector field P1 and P1 (see (3.1) and (3.2)) as follows,
Γ˜α1◦α2 := Γ˜α1 Γ˜α2 , Γα1◦α2 := Γα1Γα2 , α1, α2 ∈ B. (3.23)
Definition 3.4. We define
K := {~e : ~e ∈ {0, 1}17, |~e| = 0, 1}, ~0 := (0, · · · , 0), ~ei := (0, · · · , 1︸︷︷︸
i-th
, · · · , 0), if ~0, ~ei ∈ K,
S := ∪k∈N+K
k, Λ
~0 := Id, Λ~ei := Γi, Γi ∈ P2, ~ei ∈ K,
where P2 is defined in (3.12). Hence, we can represent the high order derivatives of the second set of vector fields for the
profile “g(t, x, v)” as follows,
Λe◦f := ΛeΛf , e, f ∈ S.
Definition 3.5. For any κ, γ ∈ S, we define the equivalence relation between “κ” and “γ” as follows,
κ ∼ γ andΛκ ∼ Λγ , if and only ifΛκh(x, v) = Λγh(x, v) for any differentiable functionh(x, v), (3.24)
κ ≁ γ andΛκ ≁ Λγ , if and only if Λκh(x, v) 6= Λγh(x, v) for all non-constant differentiable functionh(x, v). (3.25)
Very similarly, we can define the corresponding equivalence relation for α1, α2 ∈ B. Note that, for any β ∈ S and α ∈ B, there
exists a unique expansion such that
β ∼ ι1 ◦ · · · ι|β|, ιi ∈ K, |ιi| = 1, i ∈ {1, · · · , |β|}, (3.26)
α ∼ γ1 ◦ · · · γ|α|, γi ∈ A, |γi| = 1, i ∈ {1, · · · , |α|}. (3.27)
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Definition 3.6. For any ι ∈ K/{~0} and β ∈ S, we define two indexes as follows,
c(ι) =
 1 ifΛ
ι ∼ Ŝv, orΩxi , i ∈ {1, 2, 3}
0 otherwise
, i(ι) =
 1 ifΛ
ι ∼ Ωxi , i ∈ {1, 2, 3}
0 otherwise
, (3.28)
c(β) =
∑
i=1,··· ,|β|
c(ιi), i(β) =
∑
i=1,··· ,|β|
i(ιi), whereβ ∼ ι1 ◦ · · · ι|β|, ιi ∈ K/{~0}. (3.29)
Remark 3.1. The indexes c(β) and i(β) defined above are same as the index cvm(β) and i(β) defined in [36]. The index “c(β)”
indicates the total number of “good derivatives”, which are Ŝv and Ωxi , i ∈ {1, 2, 3}, inside the total derivative “Λ
β”. We will
explain with more details about in what sense derivatives Ŝv and Ωxi are “good” in subsection 7.1. The index i(β) counts the
total number of Ωxi , i ∈ {1, 2, 3}, derivatives inside Λ
β .
With the above defined notation and the vector fields defined inP1 (3.1) andP2 (3.12), we can understand the bulk derivative
“Dv” as two linear combinations of the above defined vector fields with good coefficients as in the following Lemma. As we
mentioned in the subsection 1.2, two decompositions in (3.30) correspond to the two decompositions in (1.8) and (1.9)
Lemma 3.1. The following two decompositions for “Dv” holds,
Dv =
∑
ρ∈K,|ρ|=1
dρ(t, x, v)Λ
ρ =
∑
ρ∈K,|ρ|=1
eρ(t, x, v)Λ
ρ, (3.30)
where
dρ(t, x, v) =

v˜ψ≥−1(|v|) if Λρ ∼ ψ≥1(|v|)Ŝv
v˜d˜(t, x, v)(1 + |v|2)−1/2ψ≥−1(|v|) if Λ
ρ ∼ ψ≥1(|v|)S
x
V˜iψ≥−1(|v|) if Λρ ∼ ψ≥1(|v|)Ω̂vi , i = 1, 2, 3
V˜id˜(t, x, v)(1 + |v|
2)1/2ψ≥−1(|v|) if Λ
ρ ∼ ψ≥1(|v|)Ω
x
i , i = 1, 2, 3
ψ≤2(|v|) if Λρ ∼ ψ≤0(|v|)Kvi , i = 1, 2, 3
−d˜(t, x, v)(1 + |v|2)∇v vˆiψ≤2(|v|) if Λρ ∼ ψ≤0(|v|)∂xi , i = 1, 2, 3
0 if Λρ ∼ Ω˜i, i = 1, 2, 3
, (3.31)
eρ(t, x, v) =

v˜ψ≥−1(|v|) if Λρ ∼ ψ≥1(|v|)Ŝv
−ψ≥−1(|v|)
( d˜(t, x, v)v˜
(1 + |v|2)1/2
+
V˜i(Xi · v˜)
|v|
)
if Λρ ∼ ψ≥1(|v|)Sx
0 if Λρ ∼ ψ≥1(|v|)Ω̂vi , i = 1, 2, 3
−ψ≥−1(|v|)|v|−1V˜j(Xj + Vˆjt) · V˜i if Λρ ∼ ψ≥1(|v|)Ωxi , i = 1, 2, 3
ψ≤2(|v|) if Λρ ∼ ψ≤0(|v|)Kvi , i = 1, 2, 3
−ψ≤2(|v|)d˜(t, x, v)(1 + |v|2)∇v vˆi if Λρ ∼ ψ≤0(|v|)∂xi , i = 1, 2, 3
ψ≥−1(|v|)|v|
−1V˜i if Λ
ρ ∼ Ω˜i, i = 1, 2, 3
. (3.32)
From the detailed formula of dρ(t, x, v) in (3.31), we have∑
ρ∈K,|ρ|=1
∣∣(1 + |v|)−c(ρ)dρ(t, x, v)∣∣ . 1 + |d˜(t, x, v)|. (3.33)
Proof. See [36][Lemma 3.4]. 
As stated in the following Lemma, a very interesting property of the inhomogeneous modulation “d˜(t, x, v)” is that its
structure is stable when the vector fields in P2 (see (3.12)) act on it.
Lemma 3.2. For any ρ ∈ S, |ρ| = 1, the following equality holds,
Λρ(d˜(t, x, v)) = eρ1(x, v)d˜(t, x, v) + e
ρ
2(x, v), Dv(d˜(t, x, v)) = eˆ1(x, v)d˜(t, x, v) + eˆ2(x, v), (3.34)
where the coefficients satisfy the following estimate,
|eρ1(x, v)| + |e
ρ
2(x, v)| + |eˆ1(x, v)|+ |eˆ2(x, v)| . 1, |eˆ2|(x, v)ψ≥2(|x|) = 0. (3.35)
Moreover, the following rough estimate holds for any β ∈ S,∑
i=1,2
|Λβeρi (x, v)| + |Λ
β eˆi(x, v)| . (1 + |x|)
|β|(1 + |v|)|β|. (3.36)
Proof. See [36][Lemma A.1]. 
3D RELATIVISTIC VLASOV-MAXWELL 9
Through using the vector fields in P1 in (3.2), we can trade one spatial derivative for the decay of the distance with respect
to the light cone in the following sense,
(|t| − |x|)∂i =
∑
j=1,2,3
−xj
|t|+ |x|
Ωij +
t
|t|+ |x|
Li −
xi
|t|+ |x|
S, i ∈ {1, 2, 3}, (3.37)
where Ωij = xi∂xj − xj∂xi ∈ {±Ωi, i ∈ {1, 2, 3}}.
We will use this idea to prove that the electromagnetic field (E(t, x), B(t, x)) decays at rate 1/
(
(1+|t|)(1+||t|−|x||), which
is slight stronger than the Klainerman-Sobolev embedding. To this end, instead of dealing with a perfect spatial derivative, we
will deal with Fourier multiplier operators. For any given symbol m(ξ) ∈ S∞ and the associated Fourier multiplier operator
T , we derive an analogue of (3.37) in the following Lemma.
Lemma 3.3. For any given Fourier multiplier operator T with the Fourier symbol m(ξ), the following equality holds for any
k ∈ Z,
(|t| − |x|)3Tk[f ](t, x) =
∑
i=0,1,2,α∈B,|α|≤3
c˜iα(t, x)T˜
i
k,α(∂
i
tf
α) + (|t| − |x|)eα(t, x)T˜
3
k,α((∂
2
t −∆)f), (3.38)
where the coefficients c˜iα(t, x), i = 0, 1, 2, and eα(t, x), satisfy the following estimates
|c˜iα(t, x)|+ |t∂tc˜
i
α(t, x)|+ |eα(t, x)|+ |t∂teα(t, x)| . 1, |∇xc˜
i
α(t, x)| + |∇xeα(t, x)| . (|t|+ |x|)
−1. (3.39)
Moreover, the symbols m˜ik,α(ξ) of the Fourier multiplier operators “T˜
i
k,α(·)”, i ∈ {0, 1, 2, 3}, satisfy the following estimates∑
i=0,1,2
2ik‖m˜ik,α(ξ)‖S∞ . 2
−3k, ‖m˜3k,α(ξ)‖S∞ . 2
−4k. (3.40)
Proof. See [36][Lemma 3.6]. 
In the energy estimate of the profile g(t, x, v), we will use the commutation rules between Dv
(
equivalently speaking,
Xi, i ∈ {1, · · · , 7}, see (3.19)
)
and Λβ , β ∈ S, which are summarized in the following Lemma.
Lemma 3.4. The following commutation rules hold for any i ∈ {1, · · · , 7}, and β ∈ S,
[Xi,Λ
β] = Y βi +
∑
κ∈S,|κ|≤|β|−1
[
d˜(t, x, v)e˜κ,1β,i (x, v) + e˜
κ,2
β,i (x, v)
]
Λκ, (3.41)
where Y βi denote the top order commutators. More precisely,
Y βi =
∑
κ∈S,|κ|=|β|,|i(κ)−i(β)|≤1
[
d˜(t, x, v)e˜κ,1β,i (x, v) + e˜
κ,2
β,i (x, v)
]
Λκ. (3.42)
Moreover, for any i ∈ {1, · · · , 7}, and κ ∈ S, the following estimates hold for the coefficients e˜κ,1β,i (x, v) and e˜
κ,2
β,i (x, v),
|Λρe˜κ,1β,i (x, v)| + |Λ
ρe˜κ,2β,i (x, v)| . (1 + |x|)
|ρ|+|β|−|κ|+2(1 + |v|)|ρ|+|β|−|κ|+4, (3.43)
|e˜κ,1β,i (x, v)| + |e˜
κ,2
β,i (x, v)| . (1 + |x|)
|β|−|κ|+2(1 + |v|)|β|−|κ|+4, when |κ| ≤ |β| − 1, (3.44)
|e˜κ,1β,i (x, v)|+ |e˜
κ,2
β,i (x, v)| . (1 + |v|)
c(κ)−c(β), when |κ| = |β|. (3.45)
Moreover, if i(κ) − i(β) > 0 and |κ| = |β|, then the following improved estimate holds for the coefficients e˜κ,2β,i (x, v) of the
commutation rule in (3.41),
|e˜κ,2β,i (x, v)| . (1 + |v|)
−1+c(κ)−c(β). (3.46)
Proof. See [36][Lemma 3.9]. 
4. SET-UP OF THE ENERGY ESTIMATE
Recall (1.1). We can reduce the equation satisfied by the electromagnetic field into standard nonlinear wave equations as
follows,
(RVM)

∂tf + vˆ · ∇xf + (E + vˆ ×B) · ∇vf = 0,
∇ ·E = 4π
∫
f(t, x, v)dv, ∇ ·B = 0,
∂2tE −∆E = −4π
∫
∂tf(t, x, v)vˆdv − 4π
∫
∇xf(t, x, v)dv,
∂2tB −∆B = 4π
∫
vˆ ×∇xf(t, x, v)dv,
f(0, x, v) = f0(x, v), E(0, x) = E0(x), B(0, x) = B0(x).
(4.1)
Let
K(t, x, v) = E(t, x) + vˆ ×B(t, x). (4.2)
As a result of direct computations, we have
∇v ·K(t, x, v) = 0. (4.3)
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From (4.1) and (4.3), we can rewrite one of the nonlinearities inside (4.1) as follows,∫
∂tf(t, x, v)vˆdv = −
∫
vˆ · ∇xf(t, x, v)vˆdv +
∫
f(t, x, v)K(t, x, v) · ∇v vˆdv.
Therefore, we reduce the equation satisfied by the electric field in (4.1) as follows,
∂2tE −∆E = 4π
∫
vˆ · ∇xf(t, x, v)vˆdv − 4π
∫
∇xf(t, x, v)dv + 4π
∫
f(t, x, v)K(t, x, v) · ∇vvˆdv. (4.4)
4.1. The equation satisfied by the high order derivatives of the profile g(t, x, v). In this subsection, our main goal is to
compute the equation satisfied by the high order derivatives of the Vlasov-Maxwell system. For the sake of readers, we show
the final equation (4.17) step by step.
Note that the following commutation rules hold for any i, j ∈ {1, 2, 3},
[∇v, S] = 0, [∂vi , Ω˜j ] = ∂viVj · ∇v, [∂vi , L˜j] = [∂vi , t∂xj + xj∂t +
√
1 + |v|2∂vj ] =
vi√
1 + |v|2
∂vj . (4.5)
From the above commutation rules, we know that the following equality holds for any α ∈ B,
Γ˜α
(
(∂t + vˆ · ∇v)f
)
= −
∑
β,γ∈B,β+γ=α
(ΓβE + Γ˜β(vˆ ×B)) · Γ˜γ(∇vf). (4.6)
For simplicity in notation, we use the following abbreviation,
fα(t, x, v) := Γ˜αf(t, x, v), uβ(t, x) := Γβu(t, x), u ∈ {E,B}. (4.7)
From the commutation rules in (4.5) and (4.6), the following equation satisfied by fα(t, x, v) holds,
(∂t + vˆ · ∇x)f
α =
∑
β,γ∈B,|β|+|γ|≤|α|
(
aˆα;β,γ(v)E
β + bˆα;β,γ(v)B
β
)
· ∇vf
γ(t, x, v), (4.8)
where aˆα;β,γ(v) and bˆα;β,γ(v) are some coefficients, whose explicit formulas are not pursued here. Moreover, the following
equalities and the rough estimate holds for any α, β, γ ∈ B,
aˆα;0,α(v) = −1, bˆα;0,α(v) = −
 0 −vˆ3 vˆ2vˆ3 0 −vˆ1
−vˆ2 vˆ1 0
 , |aˆα;β,γ(v)| + |bˆα;β,γ(v)| . 1. (4.9)
Define the profile of fα(t, x, v) as follows,
gα(t, x, v) := fα(t, x+ vˆt, v), =⇒ fα(t, x, v) = gα(t, x− vˆt, v).
From (4.8), we have
∂tg
α(t, x, v) =
∑
β,γ∈B,|β|+|γ|≤|α|
(
aˆα;β,γ(v)E
β(t, x+ vˆt) + bˆα;β,γ(v)B
β(t, x+ vˆt)
)
·Dvg
γ(t, x, v). (4.10)
Define
Kα;β,γ(t, x+ vˆt, v) = aˆα;β,γ(v)E
β(t, x+ vˆt) + bˆα;β,γ(v)B
β(t, x+ vˆt). (4.11)
In particular, from (4.9) and (4.2), we have
Kα;~0,α(t, x, v) = −E(t, x)− vˆ ×B(t, x) = −K(t, x, v). (4.12)
Recall the decomposition ofDv in (3.19), we have
Kα;β,γ(t, x+ vˆt, v) ·Dvg
γ(t, x, v) =
∑
i=1,···7
Kiα;β,γ(t, x+ vˆt, v)Xig
γ(t, x, v), (4.13)
where
Kiα;β,γ(t, x+ vˆt, v) = αi(v) ·Kα;β,γ(t, x+ vˆt, v), i = 1, · · · , 7. (4.14)
Therefore, we can rewrite (4.10) as follows,
∂tg
α(t, x, v) =
∑
β,γ∈B,|β|+|γ|≤|α|
∑
i=1,···7
Kiα;β,γ(t, x+ vˆt, v) ·Xig
γ(t, x, v). (4.15)
Now, we apply the second set of vector fields on gα(t, x, v). For any β ∈ S and any α ∈ B, we define
gαβ (t, x, v) := Λ
βgα(t, x, v), β ∼ ι1 ◦ ι2 ◦ · · · ◦ ι|β|, ιi ∈ K, |ιi| = 1, i = 1, · · · , |β|. (4.16)
Note that [∂t,Λ
β ] = 0. From (4.12) and (4.15), based on the order of derivatives, we classify the nonlinearity of the equation
satisfied by gαβ (t, x, v) as follows,
∂tg
α
β (t, x, v) = −K(t, x+ vˆt, v) ·Dvg
α
β (t, x, v) + h.o.t
α
β(t, x, v) + l.o.t
α
β(t, x, v), (4.17)
where “h.o.tαβ(t, x, v)” denotes all the terms in which the total number of derivatives acts on g(t, x, v) is “ |α| + |β| ” and
“l.o.tαβ(t, x, v)” denotes all the terms in which the total number of derivatives acts on g(t, x, v) is strictly less than “ |α|+|β|”. We
remind readers that the total number of derivatives act on the electromagnetic field is possible to be |α|+ |β| in “l.o.tαβ(t, x, v)”.
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Based on the source of the top order terms, we classify “h.o.tαβ(t, x, v)” further into three parts as follow,
h.o.tαβ (t, x, v) =
∑
i=1,2,3
h.o.tαβ;i(t, x, v), (4.18)
where h.o.tαβ;1(t, x, v) arises from the case when only one derivative of Λ
β hitsKi(t, x, v), h.o.tαβ;2(t, x, v) arises from the case
when the entire derivative of Λβ hits gγ(t, x, v) where |γ| = |β| − 1, and h.o.tαβ;3(t, x, v) arise from the top order commutator
betweenXi and Λ
β , see (3.41) in Lemma 3.4. More precisely,
h.o.tαβ;1(t, x, v) =
∑
ι,κ∈S,i=1,··· ,7,ι+κ=β,|ι|=1
Λι(Ki(t, x + vˆt, v))Xig
α
κ (t, x, v), (4.19)
h.o.tαβ;2(t, x, v) =
∑
|ρ|≤1,|γ|=|α|−1
∑
i=1,··· ,7
Kiα;ρ,γ(t, x+ vˆt, v)Xig
γ
β(t, x, v), (4.20)
h.o.tαβ;3(t, x, v) =
∑
i=1,··· ,7
Ki(t, x+ vˆt, v)Y βi g
α(t, x, v). (4.21)
Next, we will identify the bulk term which appears in the high order terms h.o.tαβ(t, x, v). Based on the possible vector field
of “Λι” in (4.19), we separate h.o.tαβ;1(t, x, v) further into two parts as follows,
h.o.tαβ;1(t, x, v) = h.o.t
α;1
β;1(t, x, v) + h.o.t
α;2
β;1(t, x, v), (4.22)
where
h.o.t
α;1
β;1(t, x, v) =
∑
j=1,2,3,i=1,··· ,7
∑
ι+κ=β,ι,κ∈S,|ι|=1,Λι≁ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
Λι(Ki(t, x+ vˆt, v))Xig
α
κ (t, x, v), (4.23)
h.o.t
α;2
β;1(t, x, v) =
∑
j=1,2,3,i=1,··· ,7
∑
ι+κ=β,ι,κ∈S,|ι|=1,Λι∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
Λι(Ki(t, x+ vˆt, v))Xig
α
κ (t, x, v). (4.24)
Note that the following equality holds if Λι ∼ ψ≥1(|v|)Ω̂vj or ψ≥1(|v|)Ω
x
j , where j ∈ {1, 2, 3},
Λι(Ki(t, x+ vˆt, v)) = Kiι;1(t, x+ vˆt, v) +K
i
ι;2(t, x+ vˆt, v), (4.25)
where
Kiι;1(t, x+ vˆt, v) =
(√
1 + |v|2d˜(t, x, v)
)1−c(ι)
αi(v) · Ω
x
j
(
E(t, x+ vˆ) + vˆ ×B(t, x+ vˆt)
)
ψ≥1(|v|), (4.26)
Kiι;2(t, x+ vˆt, v) = (1−c(ι))ψ≥1(|v|)
[
V˜j ·∇v(αi(v))
(
E(t, x+ vˆt)+ vˆ×B(t, x+ vˆt)
)
+αi(v) ·
(
(V˜j ·∇v)vˆ×B(t, x+ vˆt)
)]
.
(4.27)
Motivated from the above decomposition, we can separate “h.o.t
α;2
β;1(t, x, v)” further into two parts as follows,
h.o.t
α;2
β;1(t, x, v) = bulk
α
β(t, x, v) + error
α
β(t, x, v), (4.28)
where
bulkαβ(t, x, v) :=
∑
j=1,2,3,i=1,··· ,7
∑
ι+κ=β,ι,κ∈S,|ι|=1,Λι∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
Kiι;1(t, x+ vˆt, v)Xig
α
κ (t, x, v), (4.29)
errorαβ(t, x, v) :=
∑
j=1,2,3,i=1,··· ,7
∑
ι+κ=β,ι,κ∈S,|ι|=1,Λι∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
Kiι;2(t, x+ vˆt, v)Xig
α
κ (t, x, v). (4.30)
Recall (4.17). Lastly, we classify the low order term l.o.tαβ(t, x, v) and decompose it into four parts as follows,
l.o.tαβ(t, x, v) =
∑
i=1,··· ,4
l.o.tαβ;i(t, x, v), (4.31)
where
l.o.tαβ;1(t, x, v) =
∑
i=1,··· ,7
∑
κ∈S,|κ|≤|β|−1
Ki(t, x+ vˆt, v)
[
d˜(t, x, v)e˜κ,1β,i (x, v) + e˜
κ,2
β,i (x, v)
]
Λκgα(t, x, v), (4.32)
l.o.tαβ;2(t, x, v) =
∑
ι+κ=β,|ι|=1
i=1,··· ,7,ι,κ∈S
[
Λι(Ki(t, x+ vˆt, v))[Λκ, Xi]g
α(t, x, v) +
∑
|γ|≤|α|−1
Λι(Ki
α;~0,γ
(t, x+ vˆt, v))ΛκXig
γ(t, x, v)
]
+
∑
|ρ|=1
[ ∑
|γ|=|α|−1
Kiα;ρ,γ(t, x+ vˆt, v)
(
[Λβ , Xi]g
γ(t, x, v)
)
+
∑
|γ|≤|α|−2
Kiα;ρ,γ(t, x+ vˆt, v)× Λ
β
(
Xig
γ
)
(t, x, v)
]
, (4.33)
l.o.tαβ;3(t, x, v) =
∑
ρ,γ∈B,|ρ|+|γ|≤|α|
ι+κ=β,ι,κ∈S
i=1,··· ,7,|ι|+|ρ|≥12
(
ΛιKiα;ρ,γ(t, x+ vˆt, v)
)
Λκ
(
Xig
γ(t, x, v)
)
, (4.34)
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l.o.tαβ;4(t, x, v) =
∑
ρ,γ∈B,|ρ|+|γ|≤|α|
ι+κ=β,ι,κ∈S
i=1,··· ,7,1<|ι|+|ρ|<12
(
ΛιKiα;ρ,γ(t, x+ vˆt, v)
)
Λκ
(
Xig
γ(t, x, v)
)
, (4.35)
where l.o.tαβ;1(t, x, v) arises from the low order commutator betweenXi and Λ
β , see (3.41) in Lemma 3.4; l.o.tαβ;2(t, x, v) arises
from the commutator betweenXi and Λ
κ, κ ∈ S, |κ| = |β|− 1 or betweenXi and Λβ when there is only one derivative hits on
Ki(t, x, v), or all other low order terms which have at most one derivative on the electromagnetic field; l.o.tαβ;3(t, x, v) arises
from the case when there are at least twelve derivatives hit on the electromagnetic field, and l.o.tαβ;4(t, x, v) denotes all the other
low order terms, in which there are at most twelve derivatives and at least two derivatives hit on the electromagnetic field and
the total number of derivatives hit on g(t, x, v) is strictly less than |α|+ |β|.
Recall (4.11) and (4.14). To analyze “Λι
(
Kiα;ρ,γ(t, x+ vˆt, v)
)
” in (4.34) and (4.35), the following Lemma is useful.
Lemma 4.1. The following identity holds for any ρ ∈ S,
Λρ
(
f(t, x+ vˆt)
)
=
∑
ι∈B,|ι|≤|ρ|
cιρ(x, v)f
ι(t, x+ vˆt) (4.36)
where the coefficients cιρ(x, v), ι ∈ B, satisfy the following estimate,
|cιρ(x, v)| . (1 + |x|)
|ρ|−|ι|(1 + |v|)|ρ|−|ι|(1 + |v|)|ρ|−c(ρ), where |ι| ≤ |ρ|, (4.37)
|cιρ(x, v)| . (1 + |v|)
−c(ρ), if |ρ| = 1, Λρ ≁ ψ≥1(|v|)Ω̂
v
j , orψ≥1(|v|)Ω
x
j , j ∈ {1, 2, 3}. (4.38)
Moreover, the following rough estimate holds for any κ ∈ S,
|Λκ
(
cιρ(x, v)
)
| . (1 + |x|)|κ|+|ρ|−|ι|(1 + |v|)|κ|+|ρ|−|ι|(1 + |v|)|ρ|−c(ρ). (4.39)
Proof. See [36][Lemma 4.1]. 
4.2. The equation satisfied by the profiles of the electromagnetic field. In this subsection, we mainly compute the equation
satisfied by the high order derivatives of the electromagnetic fields. Recall (3.1) and (3.2). Note that the vector fields we will
apply on the distribution function f(t, x, v) and the electromagnetic field are not exactly same. As a preliminary step before
computing the equation satisfied by the high order derivatives of the electromagnetic fields, we compute the difference between
the high order derivatives Γα and Γ˜α, α ∈ B, see (3.23).
Recall (3.21), (3.22), and (3.23). We have
Γα − Γ˜α =
∑
β,γ∈B,|β|+|γ|≤|α|,|β|≥1
aα;β,γ(v) · ∇
β
v Γ˜
γ , (4.40)
where “aα;β,γ(v)”, β, γ ∈ B, are some determined coefficients, whose explicit formulas are not pursued here and the vector
“∇βv ”, β ∈ B, is defined as follows,
∇βv := ∇
γ1
v ◦ · · ·∇
γ|β|
v , β ∼ γ1 ◦ · · · γ|β|, γi ∈ A, |γi| = 1, i ∈ {1, · · · , |β|},
∇γv =

Vi · ∇v if γ = ~ai+4, i = 1, 2, 3√
1 + |v|2∂vi if γ = ~ai+7, i = 1, 2, 3
Id otherwise
, where γ ∈ A. (4.41)
Due to the fact that∇v is possible to hit the coefficients during the expansion, we have |β|+ |γ| ≤ |α| instead of |β|+ |γ| = |α|
in (4.40). From (3.3) and (3.4), we know that the following rough estimate of the coefficients aα;β,γ(v) holds,
|aα;β,γ(v)| . 1, β, γ ∈ B, |β|+ |γ| ≤ |α|, |β| ≥ 1. (4.42)
Let
aα:~0,α(v) := 1,=⇒ Γ
α =
∑
β,γ∈B,|β|+|γ|≤|α|
aα;β,γ(v) · ∇
β
v Γ˜
γ . (4.43)
Recall (4.1) and (4.4). From (4.43), we have
Γα
(
∂2tE −∆E
)
=
∑
|β|+|γ|≤|α|
∫
4πvˆ ·
(
aα;β,γ(v) · ∇
β
v Γ˜
γ∇xf
)
vˆ − 4πaα;β,γ(v) · ∇
β
v Γ˜
γ∇xf(t, x, v)
+
∑
β+γ=α
∑
|ι|+|κ|≤|γ|
4π∇v vˆ · (E
β + vˆ ×Bβ)aγ;ι,κ(v) · ∇
ι
vΓ˜
κfdv, (4.44)
Γα
(
∂2tB −∆B) =
∑
|β|+|γ|≤|α|
∫
4πvˆ ×
(
aα;β,γ(v) · ∇
β
v Γ˜
γ∇xf(t, x, v)
)
dv. (4.45)
Note that
[∂2t −∆, S] = −S, [∂
2
t −∆,Ωi] = 0, [∂
2
t −∆, Li] = 0.
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From the above commutation rules, after doing the integration by parts in “v” for the integral on the right hand side of (4.44)
and (4.45) to move around the derivatives “∇βv ”, we know that the following equations satisfied by E
α(t, x) andBα(t, x) hold,
(∂2t −∆)E
α = Nα1 , (∂
2
t −∆)B
α = Nα2 , (4.46)
where
Nα1 =
∑
β,γ∈B,|β|+|γ|≤|α|
∫
R3
a˜α;γ(v)∇xf
γ(t, x, v) +
(
b˜αβ,γ(v)E
β(t, x) + c˜αβ,γ(v)B
β(t, x)
)
fγ(t, x, v)dv, (4.47)
Nα2 =
∑
γ∈B,|γ|≤|α|
∫
R3
d˜α;γ(v)∇xf
γ(t, x, v)dv, (4.48)
where a˜α;γ(v), b˜
α
β,γ(v), c˜
α
β,γ(v), and d˜α;γ(v) are some determined coefficients, whose explicit formulas are not pursued here.
Moreover, from the equality (4.41) and the rough estimate of coefficients in (4.42), we have the following rough estimate,
|a˜α;γ(v)|+ |b˜
α
β,γ(v)|+ |c˜
α
β,γ(v)| + |d˜α;γ(v)| . 1. (4.49)
Define the half wave part of the electromagnetic field as follows,
uα1 (t, x) := |∇|
−1(∂t − i|∇|)E
α(t, x), uα2 (t, x) := |∇|
−1(∂t − i|∇|)B
α(t, x). (4.50)
As a result of direct computations, we can recover the electromagnetic field from the above defined half wave as follows,
∂tE
α =
|∇|
2
(
uα1 + u
α
1
)
, ∂tB
α =
|∇|
2
(
uα2 + u
α
2
)
, Eα =
−uα1 + u
α
1
2i
, Bα =
−uα2 + u
α
2
2i
. (4.51)
From (4.46) and (4.50), we have {
(∂t + i|∇|)uα1 (t, x) = |∇|
−1Nα1 =: N˜
α
1
(∂t + i|∇|)uα2 (t, x) = |∇|
−1Nα2 =: N˜
α
2 .
(4.52)
Correspondingly, we define the profiles of uαi (t), i ∈ {1, 2}, as follows,
hα1 (t) := e
it|∇|uα1 (t), h
α
2 (t) := e
it|∇|uα2 (t). (4.53)
On the Fourier side, from (4.52), the following equations satisfied by the profiles hold,
∂tĥα1 (t, ξ) = N̂
α
1;1(t, ξ) + N̂
α
1;2(t, ξ), (4.54)
∂tĥα2 (t, ξ) =
∑
γ∈B,|γ|≤|α|
∫
R3
eit|ξ|−itvˆ·ξd˜α;γ(v)
iξ
|ξ|
ĝγ(t, ξ, v)dv, (4.55)
where
N̂α1;1(t, ξ) =
∑
γ∈B,|γ|≤|α|
∫
R3
eit|ξ|−itvˆ·ξa˜α;γ(v)
iξ
|ξ|
ĝγ(t, ξ, v)dv, (4.56)
N̂α1;2(t, ξ) =
∑
β,γ∈B,µ∈{+,−}
|β|+|γ|≤|α|
∫
R3
∫
R3
eit|ξ|−itµ|ξ−η|−itvˆ·η
cµ
|ξ|
(
b˜αβ,γ(v)
̂
Pµ[h
β
1 ](t, ξ−η)+c˜
α
β,γ(v)
̂
Pµ[h
β
2 ](t, ξ−η)
)
ĝγ(t, η, v)dηdv,
(4.57)
where the operator Pµ[·], µ ∈ {+,−}, is defined in (2.1) and cµ = iµ/2.
4.3. The modified profiles of the electromagnetic field. Note that both the equations (4.54) and (4.55) contain a linear term,
which is the density (i.e., the average of the distribution function). To adjust the growth effect comes from this part, we add the
correction terms to the profile and define the modified profiles as follows,̂˜
hα1 (t, ξ) = ĥ
α
1 (t, ξ)−
∑
γ∈B,|γ|≤|α|
∫
R3
eit|ξ|−itvˆ·ξ
a˜α;γ(v)ξ
|ξ|(|ξ| − vˆ · ξ)
ĝγ(t, ξ, v)dv, (4.58)
̂˜
hα2 (t, ξ) = ĥ
α
2 (t, ξ)−
∑
γ∈B,|γ|≤|α|
∫
R3
eit|ξ|−itvˆ·ξ
d˜α;γ(v)ξ
|ξ|(|ξ| − vˆ · ξ)
ĝγ(t, ξ, v)dv. (4.59)
Correspondingly, for any α ∈ B, we can define the modified electromagnetic field as follows,
E˜α(t) = c+e
−it|∇|h˜α1 (t) + c−e
−it|∇|h˜α1 (t), B˜
α(t) = c+e
−it|∇|h˜α2 (t) + c−e
−it|∇|h˜α2 (t). (4.60)
Define
EEα;γ(f)(t, x) := F
−1
[ ∫
R3
e−itvˆ·ξ
a˜α;γ(v)ξ
|ξ|(|ξ| − vˆ · ξ)
f̂(t, ξ, v)dv
]
(x), (4.61)
EBα;γ(f)(t, x) := F
−1
[ ∫
R3
e−itvˆ·ξ
d˜α;γ(v)ξ
|ξ|(|ξ| − vˆ · ξ)
f̂(t, ξ, v)dv
]
(x). (4.62)
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Recall (4.51), we have
Eα(t) = c+e
−it|∇|hα1 (t) + c−e
−it|∇|hα1 (t), B
α(t) = c+e
−it|∇|hα2 (t) + c−e
−it|∇|hα2 (t). (4.63)
From the equalities (4.51), (4.53), (4.58), and (4.59), for any α ∈ B, we can link the relation between the electromagnetic field
and the modified electromagnetic field via the equalities as follows,
Eα(t) = E˜α(t)−
∑
γ∈B,|γ|≤|α|
Im
[
EEα;γ(g
γ)(t)
]
, Bα(t) = B˜α(t)−
∑
γ∈B,|γ|≤|α|
Im
[
EBα;γ(g
γ)(t)
]
. (4.64)
Recall the equations satisfied by the profiles hα1 (t) and h
α
2 (t) in (4.54) and (4.55). From (4.58) and (4.59), it is easy to derive
the equations satisfied by the modified profiles h˜α1 (t) and h˜
α
2 (t) on the Fourier side as follows,
∂t
̂˜
hα1 (t, ξ) =
∑
|γ|≤|α|
N1α;γ(t, ξ) + N̂
α
1;2(t, ξ), ∂t
̂˜
hα2 (t, ξ) =
∑
|γ|≤|α|
N2α;γ(t, ξ), (4.65)
where
N1α;γ(t, ξ) := −
∫
R3
eit|ξ|−itvˆ·ξ
a˜α;γ(v)ξ
|ξ|(|ξ| − vˆ · ξ)
∂̂tgγ(t, ξ, v)dv, N
2
α;γ(t, ξ) := −
∫
R3
eit|ξ|−itvˆ·ξ
d˜α;γ(v)ξ
|ξ|(|ξ| − vˆ · ξ)
∂̂tgγ(t, ξ, v)dv.
(4.66)
Recall (4.10). After plugging in the equation satisfied by ∂tg
γ , we have the following equality for any fixed α, β, γ ∈ B,
N1α;γ(t, ξ) =
∑
ι,κ∈B,|ι|+|κ|≤|γ|
∑
µ∈{+,−}
∫
R3
∫
R3
eit|ξ|−iµt|ξ−η|−itvˆ·η
−cµa˜α;γ(v)ξ
|ξ|(|ξ| − vˆ · ξ)
×
(
aˆγ;ι,κ(v)P̂µ[hι1](t, ξ − η) + bˆγ;ι,κ(v)P̂µ[h
ι
2](t, ξ − η)
)
·
(
∇v − it∇v(vˆ · η))ĝκ(t, η, v)dηdv
=
∑
ι,κ∈B,|ι|+|κ|≤|γ|
∑
µ∈{+,−}
∫
R3
∫
R3
eit|ξ|−iµt|ξ−η|−itvˆ·η∇v ·
[ cµa˜α;γ(v)ξ
|ξ|(|ξ| − vˆ · ξ)
(
aˆγ;ι,κ(v)P̂µ[hι1](t, ξ − η)
+ bˆγ;ι,κ(v)P̂µ[hι2](t, ξ − η)
)]
ĝκ(t, η, v)dηdv. (4.67)
In the above equality, we did the integration by parts in “v” to move around the derivative “∇v” in front of ĝκ(t, η, v). With
minor modifications, we can reduce “N2α;γ(t, ξ) ” in (4.66) as follows,
N2α;γ(t, ξ) =
∑
ι,κ∈B,|ι|+|κ|≤|γ|
∑
µ∈{+,−}
∫
R3
∫
R3
eit|ξ|−iµt|ξ−η|−itvˆ·η∇v ·
[ cµd˜α;γ(v)ξ
|ξ|(|ξ| − vˆ · ξ)
(
aˆγ;ι,κ(v)P̂µ[hι1](t, ξ − η)
+ bˆγ;ι,κ(v)P̂µ[hι2](t, ξ − η)
)]
ĝκ(t, η, v)dηdv. (4.68)
From the above equalities and the detailed formula of N̂α1;2(t, ξ) in (4.57), we know that the nonlinearities of the equation
satisfied by the modified profiles in (4.65) are quadratic, which are more favorable in the energy estimate.
4.4. The energy functionals for the Vlasov-Maxwell system. In this subsection, we construct the energy functionals for
the Vlasov-Maxwell system. The energy functionals we will use for the Vlasov-Maxwell system are similar to the energy
functionals used in the Vlasov-Nordström system, see [36]. For the sake of readers, we still elaborate the ideas behind the
construction of energy functionals.
We define the high order energy for the profile g(t, x, v) of the distribution function as follows,
Efhigh(t) := E
f ;1
high(t) + E
f ;2
high(t), E
f :1
high(t) :=
∑
α∈B,β∈S,|α|+|β|=N0
‖ωαβ (x, v)g
α
β (t, x, v)‖L2x,v , (4.69)
Ef :2high(t) :=
∑
α∈B,β∈S,|α|+|β|<N0
‖ωαβ (x, v)g
α
β (t, x, v)‖L2x,v , (4.70)
where gαβ (t, x, v) is defined in (4.16) and the weight function ω
α
β (t, x, v) is defined as follows,
ωαβ (t, x, v) = (1 + |x|
2 + (x · v)2 + |v|20)20N0−10(|α|+|β|)(1 + |v|)c(β)(φ(t, x, v))|β|−i(β), (4.71)
where the indexes c(β) and i(β) are defined in (3.28) and the time dependent weight function φ(t, x, v) is defined as follows,
φ(t, x, v) := 1−
x · v
1 + |x|
f((1 + |t|)/(|x||v|))η(x · v˜)ψ≥1(|v|), (4.72)
where η(x) : R → R is supported inside (−∞,−10] and equals to one inside (−∞,−20] and the function f(x) : R+ → R is
a bump function defined as follows,
f(x) :=
{
e−1/(1−2
5x) 0 ≤ x < 2−5
0 x ≥ 2−5
,=⇒ f ′(x) ≤ 0. (4.73)
The main ideas of making the choice of weight function as in (4.71) can be summarized as follows: (i) For different order
of derivatives of the profile, we set up a hierarchy for the order of the associated weight function. For the profile with more
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derivatives, we propagate less weight inside the energy. The choice of such hierarchy makes the estimate of lower order terms
easier in the estimate of the high order terms. (ii) Comparingwith the ordinary derivatives of the profile, we expect that the good
derivatives of the profile, which are Ŝv and Ωxi , are capable of propagating more weight in “|v|”; (iii) We used an anisotropic
weight in x in (4.71) instead of a radial weight |x| to guarantee that the first estimate (4.74) in Lemma 4.2 holds, which plays
an important role for the case when all the derivatives hit on Dvg(t, x, v), see Proposition 6.1 for more details. (iv) We used
φ(t, x, v) in the weight function ωαβ (t, x, v) to capture the fact that the inhomogeneous modulation d˜(t, x, v) is much smaller
than the distance to the light cone ||t|− |x+ vˆt|| if x · v˜ < 0, |v| & 1, and |x| ≥ (1+ |t|)/|v|, see the second part of the estimate
(4.74) in Lemma 4.2. This observation is also crucial for the estimate of the worst scenario after exploiting the null structure
by doing integration by parts in time, see the proof of Lemma 8.6 in subsection 8.2.
Lemma 4.2. For any α ∈ B, β ∈ S, s.t., |α|+ |β| ≤ N0, the following estimate holds for any x, v ∈ R3,∣∣∣Dvωαβ (t, x, v)
ωαβ (t, x, v)
∣∣∣ 1
1 + ||t| − |x+ vˆt||
. 1,
∣∣∣ d˜(t, x, v)φ(x, v)
1 + ||t| − |x+ vˆt||
∣∣∣ . 1. (4.74)
Proof. Recall (4.71). Let
ωˆαβ (x, v) := (1 + |x|
2 + (x · v)2 + |v|20)20N0−10(|α|+|β|)(1 + |v|)c(β).
From [36][Lemma 4.2], we know that the following estimate holds,∣∣∣Dvωˆαβ (x, v)
ωˆαβ (x, v)
∣∣∣ 1
1 + ||t| − |x+ vˆt||
. 1. (4.75)
Therefore, to prove our desired first estimate in (4.74), it would be sufficient to consider the case when Dv hits the weight
function φ(t, x, v). Recall (4.72). Note that the following estimates hold for any fixed x, v ∈ supp(φ(t, x, v) − 1),
x · v˜ ≤ −10, |x| ≥ 10, |v| & 1,
1 + |t|
|x||v|
≤ 2−4, |x| ≥ 24(1 + |t|)/|v|. (4.76)
Based on the possible destination ofDv, we separate into three cases as follows.
• The case whenDv hits the coefficient (x · v)/(1 + |x|). Recall the equalities in (2.6). The following decomposition of Dv
holds,
Dv = v˜S
v −
t
(1 + |v|2)3/2
Sx +
∑
i=1,2,3
V˜iΩ
v
i −
t
(1 + |v|2)1/2
Ωxi . (4.77)
As results of direct computations, the following equalities hold for any i ∈ {1, 2, 3},
Sv
(
x · v
)
= x · v˜, Ωvi
(
x · v
)
= x · V˜i, S
x
(
x · v
)
= |v|, Ωxi
(
x · v
)
= 0, (4.78)
Sx
( 1
1 + |x|
)
= −
x · v˜
|x|(1 + |x|)2
, Ωxi
( 1
1 + |x|
)
= −
V˜i · x
|x|(1 + |x|)2
. (4.79)
Therefore, from the above equalities, the following estimate holds for any fixed x, v ∈ supp(φ(t, x, v) − 1),[∣∣Sv((x · v)/(1 + |x|))
φ(t, x, v)
∣∣+ t
(1 + |v|2)3/2
∣∣Sx((x · v)/(1 + |x|))
φ(t, x, v)
∣∣+ ∑
i=1,2,3
∣∣Ωvi ((x · v)/(1 + |x|))
φ(t, x, v)
∣∣
+
t
(1 + |v|2)1/2
∣∣Ωxi ((x · v)/(1 + |x|))
φ(t, x, v)
∣∣] 1
1 + ||t| − |x+ vˆt||
. 1 +
|t|
(1 + |x|)(1 + |v|)
+
[ |t|
(1 + |v|)3
1
|x · v˜|
+
|x|
|x · v|
] 1
1 + ||t| − |x+ vˆt||
. (4.80)
If x · v˜ ≤ −2−10|x|2/t, from (4.76), we know that the following estimate holds for any fixed x, v ∈ supp(φ(t, x, v) − 1)
t
(1 + |v|)2
1
|x · v˜|
+
|x|
|x · v|
.
|t|
(1 + |v|)|x|
+
t2
(1 + |v|)2|x|2
. 1. (4.81)
If x · v˜ ≥ −2−10|x|2/t , then from (4.76), the following estimate holds for the distance with respect to the light cone,
1
1 + ||t| − |x+ vˆt||
=
1 + ||t|+ |x+ vˆt||
1 + ||t| − |x+ vˆt||+ ||t|+ |x+ vˆt||+ | t
2
1+|v|2 − 2tx · v˜ − |x|
2|
.
|t|+ |x|
|x|2
. (4.82)
Therefore, from the above estimate and the estimate (4.76), we have( t
(1 + |v|2)
+
|x|
|x · v|
) 1
1 + ||t| − |x+ vˆt||
. 1 +
|t|
(1 + |v|)|x|
+
t2
(1 + |v|)2|x|2
. 1. (4.83)
To sum up, from the estimates (4.81) and (4.83), in whichever case, the following estimate holds if Dv hits the coefficient
(x · v)/(1 + |x|),
(4.80) . 1. (4.84)
16 XUECHENGWANG
• The case when Dv hits the cutoff function η(x · v˜). For this case, we know that x · v˜ ∈ (−20,−10) inside the support.
Recall the equalities in (4.78) and (4.79). We know that the following estimate holds for any fixed x, v ∈ supp(φ(t, x, v)− 1)∩
supp(η′(x · v˜)). ∣∣Dv(η(x · v˜))∣∣ . 1
|v|
+
|x|
|v|
+
|t|
1 + |v|3
. (4.85)
We first consider the case when |x| ≤ 210|v|. Since |x| ≥ (1 + |t|)/|v| (see(4.76)), for this case, we have |v| & (1 + |t|)1/2.
From the estimate (4.85), we have ∣∣Dv(η(x · v˜))∣∣ . 1. (4.86)
It remains to consider the case when |x| ≥ 210|v|. For this case we have |x|2 ≥ 210|x||v| ≥ (1 + |t|), which implies that
|x| ≥ 25(1 + |t|)1/2. Therefore, from the equality in (4.82), we have
1
1 + ||t| − |x+ vˆt||
.
|t|+ |x|
|x|2
.
Therefore, from the above estimate and the estimate (4.85), the following estimate holds,∣∣Dv(η(x · v˜))∣∣ 1
1 + ||t| − |x+ vˆt||
. 1 +
t
|x||v|
+
t2
|x|2|v|2
. 1. (4.87)
• The case when Dv hits the cutoff function f((1 + |t|)/(|x||v|)). From the decomposition of “Dv” in (4.77), as a result of
direct computations, we know that the following estimate holds for any x, v ∈ supp(φ(t, x, v) − 1),
|Dv
(
f((1 + |t|)/(|x||v|)
)
| .
t
|x||v|2
+
t2
|x|2|v|2
. 1. (4.88)
To sum up, from the estimate (4.84), (4.86), (4.87), and (4.88), we have the following estimate,∣∣Dvφ(t, x, v)
φ(t, x, v)
∣∣ 1
1 + ||t| − |x+ vˆt||
. 1. (4.89)
Recall the definition of ωαβ (t, x, v) in (4.71), our desired first estimate in (4.74) holds from the estimates (4.75) and (4.89).
Now, we proceed to prove the second part of the desired estimate (4.74). Recall the equality (3.7). Note that the following
estimate holds, ∣∣ d˜(t, x, v)φ(x, v)
1 + ||t| − |x+ vˆt||
∣∣ . 1 + 1 + |t|+ |x+ vˆt|
(t+ (|1 + |v|)(|x · v|+ |x|)
|x · v|
|x|
f((1 + |t|)/(|x||v|))
. 1 +
|t|+ |x|
|x|(1 + |v|)
f((1 + |t|)/(|x||v|)) . 1. (4.90)
Hence finishing the proof of our desired second estimate in (4.74). 
From the estimate (2.10) in Lemma 2.1, we know that the zero frequency of the profile plays the leading role in the decay
estimate of the density type function. With this intuition, similar to the study of the Vlasov-Poisson system in [37] and the
study of Vlasov-Nordström system in [36], we define a lower order energy for the profile g(t, x, v) as follows,
Eflow(t) :=
∑
γ∈B,|α|+|γ|≤N0
‖ω˜α(v)
(
∇αv ĝ
γ(t, 0, v)−∇v · g˜α,γ(t, v)
)
‖L2v , ω˜
α
γ (v) := (1 + |v|)
20N0−10(|α|+|γ|). (4.91)
where the correction term g˜α,γ(t, v), which is introduced to avoid losing derivatives for the study of the time evolution of
∇αv ĝ
γ(t, 0, v), is defined as follows,
g˜α,γ(t, v) :=

∫ t
0
∫
R3
−K(s, x+ vˆs, v)∇αv g
γ(s, x, v)dxds if |α|+ |γ| = N0
0 if |α|+ |γ| < N0,
(4.92)
whereK(t, x, v) is defined in (4.2).
We define a high order energy of the electromagnetic field as follows,
Eebhigh(t) :=
∑
α∈B,|α|≤N0
∑
i=1,2
[
sup
k∈Z
2k‖ĥαi (t, ξ)ψk(ξ)‖L∞ξ + 2
k‖
̂˜
hαi (t, ξ)ψk(ξ)‖L∞ξ + 2
k/2‖∇ξ
̂˜
hαi (t, ξ)ψk(ξ)‖L2ξ
]
+ ‖ĥαi (t, ξ)‖L2ξ + ‖
̂˜
hαi (t, ξ)‖L2ξ . (4.93)
The first part of energyEebhigh(t), which is stronger than L
2 at low frequencies, controls the low frequency part of the profiles
hαi (t), i ∈ {1, 2}; the second part of energy E
eb
high(t), which has the same scaling level as the first part of energy E
eb
high(t), aims
to control the first order weighted norm of the modified profiles h˜αi (t), i ∈ {1, 2}; the third part of energyE
eb
high(t), controls the
high frequency part of the profiles hαi (t), i ∈ {1, 2}.
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Moreover, we define a low order energy for the profiles hαi (t), i ∈ {1, 2}, of the electromagnetic field as follows,
Eeblow(t) :=
[ ∑
n=0,1,2,3
∑
i=1,2
∑
α∈B,|α|≤20−3n
‖hαi (t)‖Xn +(1+ t)‖∂th
α
i (t)‖Xn +(1+ t)
2‖∂t∇x(1+ |∇x|)
−1hαi (t)‖Xn
]
, (4.94)
where theXn-normed space, n ∈ {0, 1, 2, 3}, is defined as follows,
‖h‖Xn := sup
k∈Z
2(n+1)k‖∇nξ ĥ(t, ξ)ψk(ξ)‖L∞ξ . (4.95)
To show that the electromagnetic field decays at rate 1/
(
(1 + |t|)(1 + ||t| − |x||)
)
over time, from the decay estimates in
Lemma 4.3, it would be sufficient to show that the low order energy Eeblow(t) doesn’t grow over time.
Lemma 4.3. For any given Fourier multiplier operator T with symbolm(ξ) ∈ S∞, the following estimate holds,∑
α∈B,|α|≤10,u∈{Eα,Bα}
|T (u)(t, x)|+ (1 + ||t| − |x||)
∣∣∇xT (u)(t, x)∣∣+ ∑
|α|≤10,v∈{E,B}
(1 + ||t| − |x||)|α|
∣∣∇αxT (v)(t, x)∣∣
. (1 + |t|)−1(1 + ||t| − |x||)−1‖m(ξ)‖S∞E
eb
low(t), (4.96)∑
α∈B,|α|≤10,u∈{Eα,Bα}
|Pk ◦ T (∂tu)(t, x)| + |Pk ◦ T (|∇|u)(t, x)| . (1 + |t|)
−1(1 + ||t| − |x||)−12k−4k+‖m(ξ)‖S∞
k
Eeblow(t).
(4.97)
Proof. With minor modification in the proof of [36][Lemma 6.3], the desired estimates (4.96) and (4.97) hold from the linear
decay estimate (2.11) in Lemma 2.2. The main idea of the proof lies in the process of trading one spatial derivative for the
decay of modulation of size “
(
1 + |t| − |x|
)−1
” in the sense of equality (3.37) and the equality (3.38) in Lemma 3.3. 
4.5. Proof of the Theorem 1.1. To prove our main theorem, we use the standard bootstrap argument. From the local existence
theory, we know that the lifespan of the solution is at least of size (1/ǫ0)
1/2 if the given initial data is of size ǫ0, where ǫ0 ≪ 1.
Moreover, the assumption imposed on the initial data in (1.18) is strong enough to guarantee that the initial energy is of size ǫ0.
For convenience, the starting time of our bootstrap assumption is one. More precisely, the following estimate holds,
sup
t∈[0,1]
(1 + t)−δ
(
Ef ;1high(t) + E
eb
high(t)
)
+ (1 + t)−δ/2Ef ;2high(t) + E
f
low(t) + E
eb
low(t) . ǫ0. (4.98)
We expect that the high order energy grows sub-polynomially and the low order energy doesn’t grow over time. Therefore, we
make the following bootstrap assumption,
sup
t∈[1,T ]
(1 + t)−δ
(
Ef ;1high(t) + E
eb
high(t)
)
+ (1 + t)−δ/2Ef ;2high(t) + E
f
low(t) + E
eb
low(t) . ǫ1 := ǫ
5/6
0 , (4.99)
where T > 1.
Recall the definition of the correction term g˜α,γ(t, v) in (4.92). From the L
2
x,v − L
∞
x,v type bilinear estimate, the equality
(3.37) and the decay estimate (4.96) in Lemma 4.3, the following estimate holds for the correction term,∑
|α|+|γ|≤N0
‖ω˜αγ (v)g˜α,γ(t, v)‖L2v .
∫ t
0
(1 + s)−2Eeblow(s)E
f
high(s)ds .
∫ t
0
(1 + s)−2+δǫ21ds . ǫ0. (4.100)
Recall the decompositions (6.1) and (7.1). From the estimate (6.7), the estimate (6.8) in Proposition 6.1, the estimates (6.45)
and (6.46) in Proposition 6.2, the estimates (7.4) in Lemma 7.1, and the estimate (7.14) in Lemma 7.4, we have
sup
t∈[1,T ]
(1 + t)−δEf ;1high(t) + (1 + t)
−δ/2Ef ;2high(t) . ǫ0. (4.101)
From the above estimate (4.101), the estimate (5.13) in Proposition 5.1, the estimate (5.18) in Proposition 5.2, the estimate
(6.65) in Proposition 6.3, the following estimate holds,
sup
t∈[0,T ]
(1 + t)−δEebhigh(t) + E
f
low(t) + E
eb
low(t) . ǫ0. (4.102)
From the estimates (4.101) and (4.102), we know that our bootstrap assumption (4.98) is improved. Hence, we can keep
extending the length of the lifespan of the nonlinear solution, i.e., T = +∞. Moreover, the following estimate holds
sup
t∈[0,∞)
(1 + t)−δ
(
Ef ;1high(t) + E
eb
high(t)
)
+ (1 + t)−δ/2Ef ;2high(t) + E
f
low(t) + E
eb
low(t) . ǫ0. (4.103)
Since the low order energy doesn’t grow over time, from the definition of the low order energy of the electromagnetic field
in (4.94) and the estimate (6.65) in Proposition 6.3, we know that the nonlinear solution scatters to a linear solution in a low
regularity space.
Moreover, the desired decay estimates (1.19) and (1.20) holds directly from the decay estimate (2.10) in Lemma 2.1, the
decay estimate (4.96) in Lemma 4.3, and the fact that the low order energy Eflow(t) and E
eb
low(t) do not grow over time, see the
estimate (4.103). Hence finishing the proof of the main theorem.
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5. ENERGY ESTIMATES FOR THE ELECTROMAGNETIC FIELD
This section is devoted to control both the low order energy and the high order energy of the profiles of the electromagnetic
field over time, i.e., controlling Eebhigh(t), which is defined in (4.93), and E
eb
low(t), which is defined in (4.94), over time.
Although there is little essential difference between the nonlinear wave part of the Vlasov-Maxwell system and the Vlasov-
Nordström system, for the sake of readers, we still give a concise proof here. The main ingredients of the energy estimate of the
electromagnetic field are a linear estimate and several bilinear estimates, which have been derived and proved in [36]. We first
record these multilinear estimates here and then use these general multilinear estimates as black boxes to estimate the increment
of the high order energy Eebhigh(t) and the low order energy E
eb
low(t) over time.
5.1. Some multilinear estimates. Recall (4.54) and (4.55). To estimate the Xn-norms, n ∈ {0, 1, 2, 3}, of the linear terms
inside the nonlinearities of ∂tĥαi (t, ξ), i ∈ {1, 2}, α ∈ B, we use the following Lemma.
Lemma 5.1. Given any given n ∈ N+, n ≤ 10, and any given symbolm(ξ, v) that satisfies the following estimate,
sup
k∈Z
∑
i=0,1,··· ,10,|a|≤15
2ik−(n−1)k‖(1 + |v|)−20−4i∇iξ∇
a
vm(ξ, v)ψk(ξ)‖L∞ξ L∞v . 1, (5.1)
then the following estimate holds for any i ∈ {0, 1, 2, 3},
‖
∫
R3
eit|ξ|−iµtvˆ·ξm(ξ, v)ĝ(t, ξ, v)dv‖Xi
.
∑
|α|≤i+n
(1 + |t|)−n‖(1 + |v|)30∇αv ĝ(t, 0, v)‖L1v +
∑
β∈S,|β|≤i+n
(1 + |t|)−n−1‖(1 + |x|2 + |v|2)20Λβg(t, x, v)‖L2xL2v . (5.2)
Moreover, for any differentiable vector value function g˜(t, v) : Rt × R3v → R
3, the following L∞ξ -type estimate holds for any
fixed k ∈ Z,
2k‖
∫
R3
eit|ξ|−iµtvˆ·ξm(ξ, v)ĝ(t, ξ, v)ψk(ξ)dv‖L∞
ξ
. 2nk
(
‖(1 + |v|)20
(
ĝ(t, 0, v)−∇v · g˜(t, v)
)
‖L1v
+ (1 + |t|2k)‖(1 + |v|)20g˜(t, v)‖L1v + 2
k‖(1 + |x|+ |v|)30g(t, x, v)‖L2xL2v
)
. (5.3)
Proof. See [36][Lemma 5.1]. 
Recall (4.54), (4.57), (4.65), (4.67), and (4.68). Motivated from the Vlasov-wave type interaction structure of quadratic
terms, we study a bilinear form that will be suitable for the estimate of all quadratic terms in ∂tĥαi (t, ξ) and ∂t
̂˜
hαi (t, ξ), i ∈
{1, 2}.More precisely, for any l ∈ {0, 1} and any given symbolm(ξ, v) that satisfies the following estimate,
sup
k∈Z
∑
n=0,1,2,3
∑
|α|≤5
2lk+nk‖(1 + |v|)−20∇nξ∇
α
vm(ξ, v)ψk(ξ)‖L∞v S∞k . 1, (5.4)
we define a bilinear operator as follows,
Tµ(h, f)(t, ξ) :=
∫
R3
∫
R3
eit|ξ|−iµt|ξ−η|−itvˆ·ηm(ξ, v)ĥµ(t, ξ − η)f̂(t, η, v)dηdv. (5.5)
For the above defined bilinear operator, we have several bilinear estimates in different function spaces, which will be used
in the low order energy estimate and the high order energy estimate.
Lemma 5.2. Given any n ∈ {0, 1, 2, 3}, any l ∈ {0, 1}, and any given symbol “m(ξ, v)” that satisfies the estimate (5.4), the
following estimate holds for the bilinear form Tµ(h, f)(t, ξ) defined in (5.5),
sup
k∈Z
2(n+1)k‖∇nξ
(
Tµ(h, f)(t, ξ)
)
ψk(ξ)‖L∞
ξ
.
∑
β∈S,|β|≤n+3
∑
|a|≤n+3
(1 + |t|)−3+l
( ∑
0≤c≤n
∑
0≤b≤n−c
∑
|α|≤c
‖hα‖Xb
)
× ‖(1 + |x|2 + |v|2)20Λβf(t, x, v)‖L2xL2v . (5.6)
Proof. See [36][Lemma 5.2]. 
Lemma 5.3. Given any symbol “m(ξ, v)” that satisfies the estimate (5.4) with l = 1, the following estimate holds for the
bilinear form Tµ(h, f)(t, ξ) defined in (5.5),
sup
k∈Z
2k‖Tµ(h, f)(t, ξ)ψk(ξ)‖L∞
ξ
.
∑
n=0,1,2,α∈B,|α|≤4
(1 + |t|)−2+δ‖hα(t)‖Xn‖(1 + |x|
2 + |v|2)20f(t, x, v)‖L2xL2v . (5.7)
Moreover, the following L2-type estimate holds,
‖Tµ(h, f)(t, ξ)‖L2
ξ
. min
{ ∑
n=0,1,α∈B,|α|≤4
(1 + |t|)−1‖hα(t)‖Xn‖(1 + |x|
2 + |v|2)20f(t, x, v)‖L2xL2v ,∑
β∈S,|β|≤3
(1 + |t|)−2‖h(t)‖L2‖(1 + |x|
2 + |v|2)20Λβf(t, x, v)‖L2x,v
}
. (5.8)
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Proof. See [36][Lemma 5.3 & Lemma 5.4]. 
Lemma 5.4. Given any symbol “m(ξ, v)” that satisfies the estimate (5.4) with l = 1, the following estimate holds for the
bilinear form Tµ(h, f)(t, ξ) defined in (5.5),
2k/2‖∇ξ
(
Tµ(h, f)(t, ξ)
)
ψk(ξ)‖L2 .
∑
0≤n≤3
∑
α∈B,|α|≤4
(
(1 + |t|)−12k− + (1 + |t|)−2+δ
)
‖hα(t)‖Xn
× ‖(1 + |x|2 + |v|2)20f(t, x, v)‖L2xL2v . (5.9)
Moreover, we have
sup
k∈Z
2k/2‖∇ξ
(
Tµ(h, f)(t, ξ)
)
ψk(ξ)‖L2 . (1 + |t|)
−2
(
sup
k∈Z
2k‖ĥ(t, ξ)ψk(ξ)‖L∞
ξ
+ 2k/2‖∇ξĥ(t, ξ)ψk(ξ)‖L2
)
×
( ∑
β∈S,|β|≤4
‖(1 + |x|2 + |v|2)20Λβf(t, x, v)‖L2xL2v
)
. (5.10)
Proof. See [36][Proposition 5.3]. 
Moreover, as summarized in the following Lemma, we also have a bilinear estimate for the Vlasov-Vlasov type interaction.
Lemma 5.5. For any symbols m1(ξ, v),m2(ξ, v) that satisfy (5.4) with l = 1, and any two distribution functions f, g :
Rt × R3x × R
3
v −→ R, we define a bilinear operator as follows,
Kµ(g, f)(t, ξ) :=
∫
R3
∫
R3
∫
R3
eit|ξ|−iµtuˆ·(ξ−η)−itvˆ·ηm1(ξ, v)m2(ξ − η, u)ĝ(t, ξ − η, u)f̂(t, η, v)dηdudv. (5.11)
Then the following bilinear estimate holds for any fixed k ∈ Z,
2k/2‖∇ξ
(
Kµ(g, f)(t, ξ)
)
ψk(ξ)‖L2
ξ
.
∑
β∈S,|β|≤5
(1 + |t|)−2‖(1 + |x|2 + |v|2)20g(t, x, v)‖L2xL2v‖(1 + |x|
2 + |v|2)20Λβf(t, x, v)‖L2xL2v . (5.12)
Proof. See [36][Lemma 5.9]. 
With the previous preparation, we first control the increment of the low order energy estimate of the electromagnetic field
over time. More precisely, the following proposition holds.
Proposition 5.1. Under the bootstrap assumption (4.99), the following estimate holds for any t ∈ [1, T ],
Eeblow(t) . E
f
low(t) + |t|
−1Efhigh(t) + ǫ0. (5.13)
Proof. Recall (4.94). We first estimate the Xn-norm of ∂th
α
i (t). Recall (4.54) and (4.55). Form the estimate of coefficients in
(4.49), the estimate (5.2) in Lemma 5.1, which is used for the linear terms, and the estimate (5.6) in Lemma 5.2, which is used
for the quadratic terms, we have∑
n=0,1,2,3
∑
i=1,2
∑
α∈B,|α|≤20−3n
(1 + |t|)‖∂th
α
i (t)‖Xn + (1 + |t|)
2‖
∇x
1 + |∇x|
∂th
α
i (t)‖Xn . E
f
low(t) + |t|
−1Efhigh(t)
+ |t|−1Efhigh(t)E
eb
low(t) . E
f
low(t) + |t|
−1Efhigh(t) + ǫ0. (5.14)
Now, it remains to estimate the Xn-norm of h
α
i (t), i ∈ {1, 2}. Recall (4.58) and (4.59). As a result of direct computations,
we know the symbol ξ/
(
|ξ|(|ξ| − vˆ · ξ)
)
verifies the estimate (5.1). From the estimate of coefficients in (4.49) and the estimate
(5.2) in Lemma 5.1, we have ∑
n=0,1,2,3
∑
|α|≤20−3n
‖h˜αi (t)− h
α
i (t)‖Xn . E
f
low(t) + |t|
−1Efhigh(t). (5.15)
Therefore, it would be sufficient to estimate the Xn-norm of the modified profiles h˜αi (t), i ∈ {1, 2}. Recall the equations
satisfied by ∂t
̂˜
hαi (t, ξ) in (4.65) and the detailed formula of the quadratic terms in (4.57), (4.67), and (4.68), we know that
∂th˜α(t, ξ) is a linear combination of bilinear forms defined in (5.5). Therefore, from the estimate (5.6) in Lemma 5.2, we have∑
n=0,1,2,3
∑
i=1,2
∑
|α|≤20−3n
‖∂th˜αi (t)‖Xn . (1 + |t|)
−2Eeblow(t)E
f
high(t) . (1 + |t|)
−2+δǫ21. (5.16)
Hence, from the above estimate (5.16) and the estimate (5.15), we have∑
n=0,1,2,3
∑
i=1,2
∑
|α|≤20−3n
‖h˜αi (t)‖Xn + ‖h
α
i (t)‖Xn . E
f
low(t) + |t|
−1Efhigh(t) + ǫ0 +
∫ t
1
|s|−2+δǫ21ds. (5.17)
To sum up, our desired estimate (5.13) hold from the estimates (5.14), and (5.17). 
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Proposition 5.2. Under the bootstrap assumption (4.99), the following estimate holds for any t ∈ [1, T ],
Eebhigh(t) . E
f
high(t) + (1 + |t|)
δǫ0. (5.18)
Proof. Recall the definition of high order energy Eebhigh(t) in (4.93). Based on the different types of norms in the high order
energy of the electromagnetic field, we separate into three cases as follow.
• Case 1: The L∞ξ -estimate of the profiles and the modified profiles.
Recall (4.58) and (4.59). From the estimate of coefficients in (4.49), we know that the following estimate holds for any
α ∈ B, |α| ≤ N0,
sup
k∈Z
2k‖
(̂˜
hαi (t, ξ)− ĥ
α
i (t, ξ)
)
ψk(ξ)‖L∞
ξ
.
∑
γ∈B,|γ|≤|α|
‖(1 + |v|)5+4(|α|−|γ|)ĝγ(t, ξ, v)‖L∞
ξ
L1v
. Efhigh(t). (5.19)
Now, it would be sufficient to estimate the L∞ξ -norm of
̂˜
hαi (t, ξ). Recall (4.65). From the estimate (5.6) in Lemma 5.2,
which is used when hi(t) has relatively more derivatives, and the estimate (5.7) in Lemma 5.3, which is used when g(t, x, v)
has relatively more derivatives, we have
sup
k∈Z
2k‖∂t
̂˜
hαi (t, ξ)ψk(ξ)‖L∞ξ . (1 + |t|)
−2+δ
(
Eebhigh(t) + E
eb
low(t)
)
Efhigh(t) . (1 + |t|)
−2+3δǫ21. (5.20)
From (5.19) and (5.20), we have
sup
k∈Z
∑
|α|≤N0
∑
i=1,2
2k‖
̂˜
hαi (t, ξ)ψk(ξ)‖L∞ξ . ǫ0, sup
k∈Z
∑
|α|≤N0
∑
i=1,2
2k‖ĥαi (t, ξ)ψk(ξ)‖L∞ξ . E
f
high(t) + ǫ0. (5.21)
• Case 2: The L2-estimate of the profiles and the modified profiles.
By using the first estimate in (5.8) in Lemma 5.3 for the case when there are more derivatives on the distribution function
g(t, x, v) and using the second estimate in (5.8) in Lemma 5.3 for the case when there are more derivatives on the electromag-
netic field, we have
sup
k∈Z
‖∂t
̂˜
hαi (t, ξ)ψk(ξ)‖L2ξ . (1+ t)
−1Efhigh(t)E
eb
low(t)+ (1+ t)
−2Efhigh(t)E
eb
high(t) . (1+ t)
−1+δǫ21 . (1+ t)
−1+δǫ0. (5.22)
Moreover, from the estimate (5.19), which is used at low frequencies, and the Minkowski inequality, which is used at high
frequencies, we have
‖
(̂˜
hαi (t, ξ)− ĥ
α
i (t, ξ)
)
‖L2
ξ
.
∑
k≤0
2k/2Efhigh(t) +
∑
|γ|≤|α|,k≥0
2−k‖(1 + |v|)5+4(|α|−|γ|)ĝγ(t, ξ, v)‖L1vL2ξ
. Efhigh(t) +
∑
|γ|≤|α|
‖ω
~0
γ(t, x, v)g
γ(t, x, v)‖L2xL2v . E
f
high(t). (5.23)
From the estimate (5.22) and the estimate (5.23), we have
sup
k∈Z
∑
α∈B,|α|≤N0
‖ĥαi (t, ξ)ψk(ξ)‖L2ξ + ‖
̂˜
hαi (t, ξ)ψk(ξ)‖L2ξ . E
f
high(t) + (1 + t)
δǫ0. (5.24)
• Case 3: The weighted L2-estimate of the modified profiles.
Recall the equations satisfied by
̂˜
hαi (t, ξ), i ∈ {1, 2}, in (4.65).
We use different strategy for different type of nonlinearity. If the total number of derivatives act on the profiles is less than
ten, then we use the estimate (5.9) in Lemma 5.4. If the total number of derivatives act on the profiles is greater than ten, by
using the equalities (4.58) and (4.59), we first decompose the profiles ĥιi(t, ξ − η), i ∈ {1, 2}, in (4.57), (4.67), and (4.68) into
two parts: the modified profile part and the density type function part. Then we use the estimate (5.10) in Lemma 5.4 for the
modified profile part and use the estimate (5.12) in Lemma 5.5 for the density type function part.
As a result, the following estimate holds for any α ∈ B, |α| ≤ N0, i ∈ {1, 2},
sup
k∈Z
2k/2‖∂t∇ξ
̂˜
hαi (t, ξ)ψk(ξ)‖L2ξ .
(
(1 + t)−12k− + (1 + t)−2+δ
)
Eeblow(t)E
f
high(t) + (1 + t)
−2
(
Eebhigh(t) + E
f
high(t)
)
Efhigh(t)
. (1 + t)−1+δ2k−ǫ21 + (1 + t)
−2+2δǫ21 . (1 + t)
−1+δ2k−ǫ0 + (1 + t)
−2+2δǫ0. (5.25)
Hence, from the above estimate, we know that the following estimate holds for any i ∈ {1, 2} and any fixed k ∈ Z,∑
|α|≤N0
2k/2‖∇ξ
̂˜
hαi (t, ξ)ψk(ξ)‖L2ξ . ǫ0 + (1 + t)
δ2k−ǫ0. (5.26)
To sum up, recall (4.93), our desired estimate (5.18) holds from the estimates (5.21), (5.24), and (5.26). 
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6. ENERGY ESTIMATES FOR THE NON-BULK TERMS
In this section, we mainly finish the following two tasks: (i) Estimate the increment of the low order energy Eflow(t) over
time. (ii) Recall the equation satisfied by gαβ (t, x, v) in (4.17) and the decompositions of h.o.t
α
β(t, x, v) in (4.18), (4.22), and
(4.28). We estimate the high order energy of all nonlinearities except the bulk term bulkαβ(t, x, v), see (4.29). We refer those
terms as non-bulk terms;
Because the issue of losing |v| caused by the bad coefficient doesn’t appear in the low order energy estimate and the high
order estimate of the non-bulk terms, there is little essential difference between these estimates and the corresponding estimates
in the study of Vlasov-Nordström system in [36]. We only give concise proofs for these estimates in this section.
Recall (4.69), (4.70), and (4.17). As a result of direct computations, the following equality holds for any fixed t ∈ [1, T ],
α ∈ B, β ∈ S, s.t., |α|+ |β| ≤ N0,
1
2
‖ωαβ (t, x, v)g
α
β (t, x, v)‖
2
L2x,v
−
1
2
‖ωαβ (1, x, v)g
α
β (1, x, v)‖
2
L2x,v
= Kαβ (t) + Re
[ ∫ t
1
∫
R3
∫
R3
(
ωαβ (t, x, v)
)2
gαβ (t, x, v)∂tg
α
β (t, x, v)dxdv
]
= Kαβ (t) +
∑
i=1,2,3,4
Re[Iαβ;i(t)], (6.1)
where
Kαβ (t) =
∫ t
1
∫
R3
∫
R3
ωαβ (s, x, v)∂tω
α
β (s, x, v)
∣∣gαβ (s, x, v)∣∣2dxdvds, (6.2)
Iαβ;1(t) = −
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)K(s, x + vˆs, v) ·Dvg
α
β (s, x, v)dxdvds, (6.3)
Iαβ;2(t) =
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)l.o.t
α
β(s, x, v)dxdvds, (6.4)
Iαβ;3(t) =
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)
(
h.o.tαβ (s, x, v)− bulk
α
β (s, x, v)
)
dxdvds, (6.5)
Iαβ;4(t) =
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)bulk
α
β(s, x, v)dxdvds, (6.6)
where bulkαβ(t, x, v) is defined in (4.29). Recall the definition of ω
α
β (t, x, v) in (4.71) and the estimate (4.73), we have
Kαβ (t) ≤ 0, (6.7)
which is a good sign. Hence, there is no need to estimate this term. We defer the estimate of bulk term Iαβ;4(t) to the next
section and estimate all other terms; i.e, Iαβ;i(t), i ∈ {1, 2, 3} in this section.
Proposition 6.1. Under the bootstrap assumption (4.99), the following estimate holds for any t ∈ [1, T ],∑
α∈B,β∈S,|α|+|β|=N0
|Iαβ;1(t)| . (1 + t)
2δǫ0,
∑
α∈B,β∈S,|α|+|β|<N0
|Iαβ;1(t)| . (1 + t)
δǫ0 (6.8)
Proof. Note that
gαβ (t, x, v)Dvg
α
β (t, x, v) =
1
2
Dv
(
gαβ (t, x, v)
)2
, Dv = ∇v − t∇vvˆ · ∇x.
Recall (4.3). After doing integration by parts in x and v to move around the derivative “Dv”, the following equality holds,
Iαβ;1(t) =
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)g
α
β (s, x, v)
)2K(s, x+ vˆs, v) ·Dvωαβ (s, x, v)
2ωαβ (s, x, v)
dxdvds.
Therefore, our desired estimate (6.8) holds from the L2x,v−L
2
x,v−L
∞
x,v type multilinear estimate, the estimate (4.74) in Lemma
4.2, and the L∞ decay estimate (4.96) in Lemma 4.3. 
The main ingredients of the estimate of non-bulk terms, i.e., the estimate of Iαβ;2(t) and I
α
β;3(t), are several bilinear estimates,
which have been studied and obtained in the study of Vlasov-Nordström system in [36]. We record those bilinear estimates in
the following two Lemmas respectively.
Lemma 6.1. Given any fixed signs µ, ν ∈ {+,−}, fixed time t ∈ R+, fixed k1, k2 ∈ Z. Moreover, given any functions
f1, f2 : Rt × R3x → C, and any distribution function g : Rt × R
3
x × R
3
v → R, we define a trilinear form as follows,
T (f1, f2, g) :=
∫
R3
∫
R3
e−iµt|∇|Pk1 [f1](t, x+ vˆt)e
−iνt|∇|Pk2 [f2](t, x+ vˆt)g(t, x, v)dxdv. (6.9)
Then the following estimate holds,
|T (f1, f2, g)| .
∑
|α|≤4
(1 + |t|)−5‖(1 + |x|)2(1 + |v|)25∇αv g(t, x, v)‖L1x,v
(
2−k1,−‖f̂1(t, ξ)ψk1 (ξ)‖L2
+ ‖∇ξf̂1(t, ξ)ψk1 (ξ)‖L2
)(
2−k2,−‖f̂2(t, ξ)ψk2(ξ)‖L2 + ‖∇ξf̂2(t, ξ)ψk2 (ξ)‖L2
)
. (6.10)
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Moreover, if |k1 − k2| ≥ 5, then the following estimate holds,
|T (f1, f2, g)| .
∑
|α|≤4
(1 + |t|)−52−max{k1,k2}‖(1 + |x|)2(1 + |v|)25∇x∇
α
v g(t, x, v)‖L1x,v
(
2−k1,−‖f̂1(t, ξ)ψk1 (ξ)‖L2
+ ‖∇ξf̂1(t, ξ)ψk1 (ξ)‖L2
)(
2−k2,−‖f̂2(t, ξ)ψk2(ξ)‖L2 + ‖∇ξf̂2(t, ξ)ψk2 (ξ)‖L2
)
. (6.11)
Proof. See [36][Lemma 6.4]. 
For any fixed sign µ ∈ {+,−}, any two distribution functions f1(t, x, v) and f2(t, x, v), any fixed k ∈ Z, any symbol
m(ξ, v) ∈ L∞v S
∞
k , and any differentiable coefficient c(v), we define a bilinear operator as follows,
Bk(f1, f2)(t, x, v) := f1(t, x, v)E(Pk[f2(t)])(x + a(v)t), (6.12)
where
E(Pk[f ])(t, x) :=
∫
R3
∫
R3
eix·ξe−iµtuˆ·ξc(u)m(ξ, u)ψk(ξ)f̂(t, ξ, u)dξdu.
For the above defined bilinear operator, we have
Lemma 6.2. For any fixed t ∈ R, |t| ≥ 1, and any localized differentiable function f3(t, v) : Rt × R3v −→ C, the following
bilinear estimate holds for the bilinear operators defined in (6.12),
‖Bk(f1, f2)(t, x, v)‖L2xL2v .
∑
|α|≤5
(
‖m(ξ, v)‖L∞v S∞k + ‖m(ξ, v)‖L∞v S∞k
)[
|t|−22k‖
(
|c(v)| + |∇vc(v)|
)
f3(t, v)‖L2v
+|t|−32k‖(1 + |v|+ |x|)20c(v)f2(t, x, v)‖L2xL2v + |t|
−3‖c(v)
(
f̂2(t, 0, v)−∇v · f3(t, v)
)
‖L2v
]
× ‖(1 + |v|+ |x|)20∇αv f1(t, x, v)‖L2xL2v , if k ∈ Z, |t|
−1 . 2k ≤ 1. (6.13)
Alternatively, the following rough bilinear estimate holds for any k ∈ Z,
‖Bk(f1, f2)(t, x, v)‖L2xL2v .
∑
|α|≤5
min{|t|−3, 23k}‖m(ξ, v)‖L∞v S∞k ‖(1 + |v|+ |x|)
20c(v)f2(t, x, v)‖L2xL2v
× ‖(1 + |v|+ |x|)20∇αv f1(t, x, v)‖L2xL2v . (6.14)
Proof. See [37][Lemma 3.2& Lemma 3.3]. 
With the above bilinear estimates, we are ready to estimate the high order energy of the non-bulk terms.
Lemma 6.3. Under the bootstrap assumption (4.99), the following estimate holds for any t ∈ [1, T ],∑
α∈B,β∈S,|α|+|β|=N0
‖ωαβ (t, x, v)
(
h.o.tαβ (t, x, v)− bulk
α
β (t, x, v)
)
‖L2xL2v . (1 + |t|)
−1+δǫ21, (6.15)
∑
α∈B,β∈S,|α|+|β|<N0
‖ωαβ (t, x, v)
(
h.o.tαβ (t, x, v)− bulk
α
β (t, x, v)
)
‖L2xL2v . (1 + |t|)
−1+δ/2ǫ21. (6.16)
Proof. Recall the decompositions of h.o.tαβ(t, x, v) in (4.18), (4.22), and (4.28). We have
h.o.tαβ(t, x, v) − bulk
α
β(t, x, v) =
∑
i=2,3
h.o.tαβ;i(t, x, v) + h.o.t
α;1
β;1(t, x, v) + error
α
β (t, x, v). (6.17)
Motivated from the above equality, we separate into three cases as follows.
• The estimate of h.o.tαβ;2(t, x, v) and h.o.t
α
β;3(t, x, v).
Recall (4.20) and (4.21). Moreover, recall the first decomposition of Dv in (3.30) in Lemma 3.1 , the detailed formula of
dρ(t, x, v) in (3.31), and the detailed formula of Y
β
i in (3.42). From the estimate of coefficients in (3.33), (3.45), and (3.46),
the second part of the estimate (4.74) in Lemma 4.2, and the decay estimate (4.96) in Lemma 4.3, the following estimate holds
from the L2x,v − L
∞
x,v type bilinear estimate,∑
i=2,3
∑
α∈B,β∈S,|α|+|β|=N0
‖ωαβ (t, x, v)h.o.t
α
β;i(t, x, v)‖L2x,v .
∑
γ∈B,κ∈S,|γ|+|κ|≤N0
∑
ρ∈B,|ρ|≤3,u∈{Eρ,Bρ}
‖ωγκ(t, x, v)g
γ
κ(t, x, v)‖L2x,v
×‖(1 + ||t| − |x+ vˆt||)u(t, x+ vˆt)‖L∞x,v . (1 + |t|)
−1Efhigh(t)E
eb
low(t) . (1 + |t|)
−1+δǫ21.
• The estimate of h.o.tα;1β;1(t, x, v).
Recall (4.23). For this term, we use the first decomposition of “Dv” (3.30) in Lemma 3.1. Recall the detailed formula of
dρ(t, x, v) in (3.31). From the equality (4.36), the estimate of coefficients in (4.38) and (3.33), the second part of the estimate
(4.74) in Lemma 4.2, and the decay estimate (4.96) in Lemma 4.3, the following estimate holds from the L2x,v − L
∞
x,v type
bilinear estimate,∑
α∈B,β∈S,|α|+|β|=N0
‖ωαβ (t, x, v)h.o.t
α;1
β;1(t, x, v)‖L2x,v .
∑
γ∈B,κ∈S,|γ|+|κ|≤N0
∑
ρ∈B,|ρ|≤3,u∈{Eρ,Bρ}
‖ωγκ(t, x, v)g
γ
κ(t, x, v)‖L2x,v
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× ‖(1 + ||t| − |x+ vˆt||)u(t, x+ vˆt)‖L∞x,v . (1 + |t|)
−1Efhigh(t)E
eb
low(t) . (1 + |t|)
−1+δǫ21. (6.18)
• The estimate of errorαβ (t, x, v).
Recall (4.30) and (4.27). We use the first decomposition of “Dv” (3.30) in Lemma 3.1. Recall the detailed formula of
dρ(t, x, v) in (3.31). From the estimate of coefficients (3.33), the second part of the estimate (4.74) in Lemma 4.2, and the
decay estimate (4.96) in Lemma 4.3, the following estimate holds from the L2x,v − L
∞
x,v type bilinear estimate,∑
α∈B,β∈S,|α|+|β|=N0
‖ωαβ (t, x, v)error
α
β(t, x, v)‖L2x,v .
∑
γ∈B,κ∈S,|γ|+|κ|≤N0
∑
ρ∈B,|ρ|≤3,u∈{Eρ,Bρ}
‖ωγκ(t, x, v)g
γ
κ(t, x, v)‖L2x,v
× ‖(1 + ||t| − |x+ vˆt||)u(t, x+ vˆt)‖L∞x,v . (1 + |t|)
−1Efhigh(t)E
eb
low(t) . (1 + |t|)
−1+δǫ21. (6.19)
Hence finishing the proof of the desired estimate (6.15).
With minor modifications, our desired estimate (6.16) holds after redoing the above argument for fixed α ∈ B, β ∈ S, s.t.,
|α|+ |β| < N0. 
Lemma 6.4. Under the bootstrap assumption (4.99), the following estimate holds for any t ∈ [1, T ],∑
|α|+|β|=N0
‖ωαβ (t, x, v)l.o.t
α
β (t, x, v)‖L2xL2v . (1 + |t|)
−1+δǫ21, (6.20)
∑
|α|+|β|<N0
‖ωαβ (t, x, v)l.o.t
α
β(t, x, v)‖L2xL2v . (1 + |t|)
−1+δ/2ǫ21. (6.21)
Proof. Recall (4.31). Based on the total number derivatives act on the electromagnetic field, we separate into two cases as
follows.
• The estimate of l.o.tαβ;i(t, x, v), i ∈ {1, 2, 4}.
Recall (4.32), (4.33), and (4.35). Note that there are at most twelve derivatives hit on the electromagnetic field. Recall the
commutation rule between Λβ and Xi in (3.41) and the equality (4.36). From the estimate of coefficients in (3.44), (3.45),
and (4.37), the following estimate holds from the linear decay estimate (4.96) in Lemma 4.3 and the L2x,v − L
∞
x,v type bilinear
estimate,∑
i=1,2,4
∑
|α|+|β|=N0
‖ωαβ (t, x, v)l.o.t
α
β;i(t, x, v)‖L2xL2v .
∑
|γ|+|κ|≤N0,|ρ|≤12,ρ,γ∈B,κ∈S,u∈{E
ρ,Bρ}
‖ωγκ(t, x, v)g
γ
κ(t, x, v)‖L2x,v
× ‖(1 + |d˜(t, x, v)|)u(t, x + vˆt)‖L∞x,v . (1 + |t|)
−1Efhigh(t)E
eb
low(t) . (1 + t)
−1+δǫ21. (6.22)
• The estimate of l.o.tαβ;3(t, x, v).
Recall (4.34), (4.11), and (4.14). From the equality (4.36) in Lemma 4.1, the following equality holds,
l.o.tαβ;3(t, x, v) =
∑
ρ,γ∈B,|ρ|+|γ|≤|α|,|ι′|≤|ι|
ι+κ=β,|ι|,|κ|>0,ι,κ∈S
i=1,··· ,7,|ι|+|ρ|≥12
(
α̂ι,i;ι
′,1
α;ρ,γ (x, v)E
ρ+ι′(t, x+ vˆt) + α̂ι,i;ι
′,2
α;ρ,γ (x, v)B
ρ+ι′ (t, x+ vˆt)
)
Λκ
(
Xig
γ(t, x, v)
)
,
(6.23)
where “α̂ι,i;ι
′,1
α;ρ,γ (x, v)” and α̂
ι,i;ι′,2
α;ρ,γ (x, v) are some determined coefficients, whose explicit formulas are not pursued here. From
the estimate of coefficients in (4.9) and (4.37), the following rough estimate of coefficients holds,
|α̂ι,i;ι
′,1
α;ρ,γ (x, v)| + |α̂
ι,i;ι′,2
α;ρ,γ (x, v)| . (1 + |x|
2 + |v|2)2|ι|. (6.24)
From the equalities (3.41) and (3.42) in Lemma 3.4 and the first decomposition ofDv in (3.30) in Lemma 3.1, we have
Λκ
(
Xig
γ(t, x, v)
)
=
[
αi(v) ·Dv ◦ Λ
κ + [Λκ, Xi]
]
gγ(t, x, v) =
∑
ρ∈K,|ρ|=1
αi(v) · dρ(t, x, v)Λ
ρ◦κgγ(t, x, v)
+ Y κi g
γ(t, x, v) +
∑
κ′∈S,|κ′|≤|κ|−1
[
d˜(t, x, v)e˜κ
′,1
κ,i (x, v) + e˜
κ′,2
κ,i (x, v)
]
Λκ
′
gγ(t, x, v). (6.25)
From (6.23) and (6.25), and the detailed formula of dρ(t, x, v) in (3.31), we can rewrite “l.o.t
α
β;3(t, x, v)” as follows
l.o.tαβ;3(t, x, v) =
∑
ρ∈S,κ1,κ2∈B,u∈{E,B},|ρ|≤|β|
|ρ|+|κ1|+|κ2|≤|α|+|β|,|κ2|≤|α|
|ρ|+|κ2|≤|α|+|β|−12
[(
d˜(t, x, v)êu;1κ1,κ2,ρ(t, x, v)+ ê
u;2
κ1,κ2,ρ(t, x, v)
)
uκ1(t, x+ vˆt)gκ2ρ (t, x, v), (6.26)
where the coefficients êu;iκ1,κ2,ρ(t, x, v), i ∈ {1, 2}, satisfy the following estimate for any i ∈ {1, 2}, and any u ∈ {E,B},
|êu;iκ1,κ2,ρ(t, x, v)| . (1 + |x|
2 + |v|2)|α|+2|β|−2|ρ|−|κ2|+10, (6.27)
which can be derived from the estimate (6.24) and the estimates (3.44) and (3.45) in Lemma 3.4.
The main difficulty of estimating l.o.tαβ;3(t, x, v) is that we cannot use the decay of the electromagnetic field or trade reg-
ularities for the inhomogeneous modulation because the electromagnetic field can have the maximal number of vector fields.
Moreover, the loss caused by the coefficient is possible of size “1 + |t|”, e.g., when x, v ∼ 1. To get around this issue, we
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exploit the smallness of space-resonance set by using the estimate (6.10) in Lemma 6.1, which allows us to gain extra decay
rate over time.
Recall (6.26). We first do dyadic decomposition for the electromagnetic field. As a result, we have
l.o.tαβ;3(t, x, v) =
∑
k∈Z
Hk(t, x, v), (6.28)
where
Hk(t, x, v) :=
∑
ρ∈S,κ1,κ2∈B,u∈{E,B},|ρ|≤|β|
|ρ|+|κ1|+|κ2|≤|α|+|β|,|κ2|≤|α|
|ρ|+|κ2|≤|α|+|β|−12
[(
d˜(t, x, v)êu;1κ1,κ2,ρ(t, x, v) + ê
u;2
κ1,κ2,ρ(t, x, v)
)
uκ1k (t, x+ vˆt)g
κ2
ρ (t, x, v).
Based on the possible size of k, we separate into two cases as follows.
• If k ≤ 0.
Recall the equalities (4.58) and (4.59). From the estimate of modified profiles in (5.21), the estimate of correction terms
g˜α,γ(t, v) in (4.100), and the estimate (5.3) in Lemma 5.1, the following estimate holds after using the volume of support of ξ,∑
α∈B,|α|≤N0
∑
i=1,2
‖ĥαi (t, ξ)ψk(ξ)‖L2ξ . 2
k/2ǫ1 + |t|2
3k/2ǫ1.
From the estimate of coefficients in (6.27), after using the L2x − L
∞
x L
2
v type estimate, the volume of the frequency support of
the electromagnetic field, and the decay estimate (2.10) in Lemma 2.1, the following estimate holds if 2k ≤ |t|−1,
‖ωαβ (t, x, v)Hk(t, x, v)‖L2xL2v .
∑
|ρ|+|κ|≤N0−5
|t|−1/2
(
2k/2 + |t|23k/2
)
ǫ1‖ω
κ
ρ (x− vˆt, v)g
κ
ρ (t, x− vˆt, v)‖L2xL2v
. |t|−1/2+δ/2
(
2k/2 + |t|23k/2
)
ǫ0. (6.29)
It remains to consider the case |t|−1 ≤ 2k ≤ 1. From the decomposition (4.64), the following decomposition holds forHk,
Hk(t, x, v) = H
1
k(t, x, v) +H
2
k(t, x, v), (6.30)
where
H1k(t, x, v) :=
∑
ρ∈S,κ1,κ2∈B,u∈{E,B},|ρ|≤|β|
|ρ|+|κ1|+|κ2|≤|α|+|β|,|κ2|≤|α|
|ρ|+|κ2|≤|α|+|β|−12
[(
d˜(t, x, v)êu;1κ1,κ2,ρ(t, x, v) + ê
u;2
κ1,κ2,ρ(t, x, v)
)
u˜κ1k (t, x + vˆt)g
κ2
ρ (t, x, v), (6.31)
H2k(t, x, v) :=
∑
ρ∈S,κ1,κ2,η∈B,u∈{E,B},|η|≤|κ1|
|ρ|+|κ1|+|κ2|≤|α|+|β|,|κ2|≤|α|
|ρ|+|κ2|≤|α|+|β|−12,|ρ|≤|β|
−
(
d˜(t, x, v)ê1κ1,κ2,ρ(t, x, v)+ê
2
κ1,κ2,ρ(t, x, v)
)
Im[Euκ1;η(g
η
k)(t, x+vˆt)]g
κ2
ρ (t, x, v).
(6.32)
Note that the following estimate holds from the estimate of coefficients in (6.27),
‖ωαβ (t, x, v)H
1
k (t, x, v)‖
2
L2xL
2
v
.
∑
κ,γ∈B,|κ|≤N0,|ρ|+|γ|≤N0−12,|γ|≤|α|,u∈{E,B}
(1 + t)2
∫
R3
∫
R3
|u˜κk(t, x+ vˆt)|
2Gγρ(t, x, v)dxdv,
(6.33)
where
Gγρ(t, x, v) := |ω
γ
ρ (t, x, v)g
γ
ρ (t, x, v)|
2(1 + |x|2 + |v|2)2|α|+4|β|−4|ρ|−2|γ|+20.
Recall (4.60). From the estimate (6.33), the multilinear estimate (6.10) in Lemma 6.1, the estimates of modified profiles in
(5.21) and (5.26), the hierarchy between the different order of weight functions and the Sobolev embedding in v, we have
‖ωαβ (t, x, v)H
1
k (t, x, v)‖L2xL2v .
∑
|ρ|+|κ|≤N0−8
2−k/2(1+t)−3/2‖(1+|x|2+|v|2)|α|+2|β|−2|ρ|−|γ|+30ωαβ (t, x, v)g
κ
ρ (t, x, v)‖L2xL2v
×
(
ǫ0 + (1 + t)
δ2k−ǫ0
)
. 2−k/2(1 + t)−3/2+δ/2(1 + (1 + t)δ2k−)ǫ0. (6.34)
Recall (6.32), (4.64), (4.61), and (4.62). Note that the terms inside H2k(t, x, v) have the same structure as the bilinear form
that we will define in (6.12). From the estimate of coefficients in (6.27), the estimate of correction terms g˜α,γ(t, v) in (4.100),
and the bilinear estimate (6.13) in Lemma 6.2, we know that the following estimate holds for any k ∈ Z, s.t., |t|−1 ≤ 2k ≤ 1,
‖ωαβ (t, x, v)H
2
k (t, x, v)‖L2xL2v .
∑
|ρ|+|κ|≤N0−5
(
|t|−1 + |t|−22−k + |t|−2+δ
)
ǫ1‖ω
κ
ρ (x, v)g
κ
ρ (t, x, v)‖L2xL2v
.
(
|t|−1+δ/2 + |t|−2+δ/22−k + |t|−2+2δ
)
ǫ0. (6.35)
To sum up, from the decompositions (6.28) and (6.30) and the estimates (6.29), (6.34), and (6.35), we have∑
|α|+|β|≤N0
∑
k∈Z,k≤0
‖ωαβ (t, x, v)Hk(t, x, v)‖L2xL2v .
∑
2k≤|t|−1
|t|−1/2+δ/2
(
2k/2 + |t|23k/2
)
ǫ0 +
∑
|t|−1≤2k≤1
(
|t|−1+δ/2
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+ |t|−3/2+δ/22−k/2 + |t|−2+δ/22−k + |t|−3/2+2δ2k/2 + |t|−2+2δ
)
ǫ0 . (1 + t)
−1+δ/2 log(1 + t)ǫ0. (6.36)
• If k ≥ 0.
From the estimate of coefficients in (6.27) and the bilinear estimate (6.14) in Lemma 6.2, we have∑
k≥0,k∈Z
‖ωαβ (t, x, v)H
2
k (t, x, v)‖L2xL2v . (1 + t)
−2
(
Efhigh(t)
)2
. (1 + t)−2+2δǫ0. (6.37)
Now, it remains to estimate “H1k(t, x, v)”. Recall (6.31), we have
‖
∑
k∈Z,k≥0
ωαβ (t, x, v)H
1
k (t, x, v)‖
2
L2xL
2
v
.
∑
k1,k2∈Z,k1,k2≥0
(1 + t)2Kk1,k2 , (6.38)
where
Kk1,k2 :=
∑
κ,γ∈B,|κ|≤N0,u1,u2∈{E,B}
|ρ|+|γ|≤N0−12,|γ|≤|α|
∣∣∣ ∫
R3
∫
R3
Gγ;u2ρ;u1 (t, x, v)(u˜
κ
1 )k1(t, x+ vˆt)(u˜
κ
2 )k2(t, x+ vˆt)dxdv
∣∣∣, (6.39)
where Gγ;u2ρ;u1 (t, x, v), u1, u2 ∈ {E,B}, are some determined function that satisfies the following estimate,∑
u1,u2∈{E,B}
∑
ι∈S,|ι|≤5
|Λι
(
Gγ;u2ρ;u1 (t, x, v)
)
| .
∑
ι∈S,|ι|≤5
|ωαβ (t, x, v)g
γ
ι◦ρ(t, x, v)|
2(1+ |x|2+ |v|2)2|α|+4|β|−4|ρ|−2|γ|+30. (6.40)
We first consider the case when |k1 − k2| ≥ 10. Recall (6.39). From the above estimate (6.40), the trilinear estimate (6.11)
in Lemma 6.1 and the Sobolev embedding in “v”, we know that the following estimate holds,∑
k1,k2∈Z,k1,k2≥0,|k1−k2|≥10
|Kk1,k2 | .
∑
k1,k2∈Z,k1,k2≥0,|k1−k2|≥10
∑
|ρ|+|γ|≤N0−12
∑
u1,u2∈{E,B}
∑
|α|≤4
2−max{k1,k2}
×(1 + |t|)−5
(
Eebhigh(t)
)2
‖(1 + |x|2)(1 + |v|25)∇x∇
α
vG
γ;u2
ρ;u1 (t, x, v)‖L1x,v
.
∑
ρ∈S,γ∈B,|α|+|ρ|≤N0−5
(1 + |t|)−5‖ωγρ (x, v)g
γ
ρ (t, x, v)‖
2
L2xL
2
v
(
Eebhigh(t)
)2
. (1 + |t|)−5+4δǫ20. (6.41)
Lastly, we consider the case when |k1 − k2| ≤ 10. Recall (6.39). Again, from the estimate (6.40), the trilinear estimate (6.10)
in Lemma 6.1, the Cauchy-Schwarz inequality, and the Sobolev embedding in “v”, we know that the following estimate holds,∑
k1,k2∈Z,k1,k2≥0,|k1−k2|≤10
|Kk1,k2 | .
∑
k1,k2≥0,|k1−k2|≤10
|α|≤4,u1,u2∈{E,B}
i=1,2,3,|ρ|+|γ|≤N0−12
(1 + |t|)−5‖(1 + |x|2)(1 + |v|25)∇αvG
γ;u2
ρ;u1 (t, x, v)‖L1x,v
×
(
2−k1/2Eebhigh(t) +
∑
ι∈B,|ι|≤N0
‖ĥι(t, ξ)ψk1 (ξ)‖L2)
(
2−k2/2Eebhigh(t) +
∑
ι∈B,|ι|≤N0
‖ĥι(t, ξ)ψk2(ξ)‖L2)
.
∑
ρ∈S,γ∈B,|α|+|ρ|≤N0−5
(1 + |t|)−5‖ωγρ (x, v)g
γ
ρ (t, x, v)‖
2
L2xL
2
v
(
Eebhigh(t)
)2
. (1 + |t|)−5+4δǫ20. (6.42)
From the estimates (6.38), (6.41), and (6.42), it is easy to see that the following estimate holds,
‖
∑
k∈Z,k≥0
ωαβ (t, x, v)H
1
k (t, x, v)‖L2xL2v . (1 + |t|)
−3/2+2δǫ0. (6.43)
Recall the decompositions (6.28) and (6.30). From the estimates (6.36), (6.37), and (6.43), we have∑
α∈B,β∈S,|α|+|β|≤N0
‖ωαβ (t, x, v)l.o.t
α
β;3(t, x, v)‖L2x,v . (1 + t)
−1+δ/2 log(1 + t)ǫ0. (6.44)
Recall the decomposition in (4.31). Our desired estimate (6.20) holds from the estimates (6.22) and (6.44).
Recall (4.92). Since the correction term g˜α,γ(t, v), which contributes the logarithmic growth in the estimate (6.36), equals
zero if |α|+ |γ| < N0, with minor modifications in the above argument, the desired estimate (6.21) holds similarly.

Proposition 6.2. Under the bootstrap assumption (4.99), the following estimate holds for any t ∈ [1, T ],∑
α∈B,β∈S,|α|+|β|=N0
|Iαβ;2(t)|+ |I
α
β;3(t)| . (1 + t)
2δǫ0, (6.45)
∑
α∈B,β∈S,|α|+|β|<N0
|Iαβ;2(t)|+ |I
α
β;3(t)| . (1 + t)
δǫ0. (6.46)
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Proof. Recall (6.4) and (6.5). From the estimate (6.15) in Lemma 6.3 and the estimate (6.20) in Lemma 6.4, we know that the
following estimate holds from the L2x,v − L
2
x,v type estimate,∑
α∈B,β∈S,|α|+|β|=N0
|Iαβ;2|+ |I
α
β;3| .
∑
α∈B,β∈S,|α|+|β|=N0
∫ t
1
‖ωαβ (s, x, v)g
α
β (s, x, v)‖L2xL2v
[
‖ωαβ (s, x, v)l.o.t
α
β (s, x, v)‖L2xL2v
+‖ωαβ (s, x, v)
(
h.o.tαβ (s, x, v)− bulk
α
β (s, x, v)
)
‖L2xL2v
]
ds .
∫ t
1
(1 + s)−1+2δǫ0ds . (1 + t)
2δǫ0.
Hence finishing the proof of the desired estimate (6.45). With minor modifications, the desired estimate (6.46) holds similarly
from the estimate (6.16) in Lemma 6.3 and the estimate (6.21) in Lemma 6.4. 
As a natural generalization of the aforementioned methods used in the estimate of non-bulk terms, we prove the following
two lemmas, which will be helpful in the estimate of the bulk term in the next section.
Lemma 6.5. Under the bootstrap assumption (4.99), the following estimate holds for any t ∈ [1, T ],∑
α∈B,κ,ρ∈S,|ρ|=1,|α|+|κ|≤N0−1
‖ωαρ◦κ(t, x, v)Λ
ρ
(
h.o.tακ(t, x, v) − bulk
α
κ(t, x, v)
)
‖L2xL2v . (1 + |t|)
−1+δǫ0, (6.47)
∑
α∈B,κ,ρ∈S,|ρ|=1,|α|+|κ|≤N0−2
‖ωαρ◦κ(t, x, v)Λ
ρ
(
h.o.tακ(t, x, v)− bulk
α
κ(t, x, v)
)
‖L2xL2v . (1 + |t|)
−1+δ/2ǫ0, (6.48)
Proof. Recall the decomposition (6.17) and the corresponding detailed formulas in (4.20), (4.21), (4.23), (4.28), and (4.30).
Moreover, we recall the detailed formula of Y βi in (3.42). Based on the order of derivatives acting on the profile g(t, x, v), we
decompose Λρ
(
h.o.tακ;i
)
, i ∈ {2, 3}, Λρ
(
h.o.t
α;1
κ;1
)
, and Λρ
(
errorακ
)
as follows,
Λρ
(
h.o.tακ;i
)
(t, x, v) = h˜.o.tα;ρκ;i (t, x, v) + l˜.o.t
α;ρ
κ;i (t, x, v), i ∈ {2, 3}, (6.49)
Λρ
(
h.o.t
α;1
κ;1
)
(t, x, v) = h˜.o.tα;ρκ;1(t, x, v) + l˜.o.t
α;ρ
κ;1 (t, x, v), (6.50)
Λρ
(
errorακ
)
(t, x, v) = ˜errorα;ρκ;1(t, x, v) +
˜error
α;ρ
κ;2 (t, x, v), (6.51)
where
h˜.o.t
α;ρ
κ;2(t, x, v) =
∑
|ι|≤1,|γ|=|α|−1
∑
i=1,··· ,7
Kiα;ι,γ(t, x, v)αi(v) ·DvΛ
ρgγκ(t, x, v), (6.52)
l˜.o.t
α;ρ
κ;2 (t, x, v) =
∑
|ι|≤1,|γ|=|α|−1
∑
i=1,··· ,7
Λρ
(
Kiα;ι,γ(t, x, v)
)
Xig
γ
κ(t, x, v) +K
i
α;ι,γ(t, x, v)[Λ
ρ, Xi]g
γ
κ(t, x, v), (6.53)
h˜.o.t
α;ρ
κ;3(t, x, v) =
∑
ι∈S,|ι|=|κ|,|i(ι)−i(κ)|≤1
∑
i=1,··· ,7
Ki(t, x, v)
(
d˜(t, x, v)e˜ι,1κ,i(x, v) + e˜
ι,2
κ,i(x, v)
)
Λρgαι (t, x, v), (6.54)
l˜.o.t
α;ρ
κ;3 (t, x, v) =
∑
ι∈S,|ι|=|κ|,|i(ι)−i(κ)|≤1
∑
i=1,··· ,7
Λρ
[
Ki(t, x, v)
(
d˜(t, x, v)e˜ι,1κ,i(x, v) + e˜
ι,2
κ,i(x, v)
)]
gαι (t, x, v), (6.55)
h˜.o.t
α;ρ
κ;1 (t, x, v) =
∑
j=1,2,3,i=1,··· ,7
∑
ι+κ=β,ι,κ∈S,|ι|=1,Λι≁ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
Λι(Ki(t, x, v))αi(v) ·DvΛ
ρgακ (t, x, v), (6.56)
l˜.o.t
α;ρ
κ;1 (t, x, v) =
∑
j=1,2,3,
i=1,··· ,7
∑
ι+κ=β,ι,κ∈S,|ι|=1,
Λι≁ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
Λρ◦ι
(
Ki(t, x, v)
)
Xig
α
κ (t, x, v) + Λ
ι(Ki(t, x, v))[Λρ, Xi]g
α
κ (t, x, v),
˜error
α;ρ
κ;1 (t, x, v) =
∑
j=1,2,3,i=1,··· ,7
∑
ι+κ=β,ι,κ∈S,|ι|=1,Λι∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
Kiι;2(t, x, v)αi(v) ·DvΛ
ρgακ (t, x, v),
˜error
α;ρ
κ;2(t, x, v) =
∑
j=1,2,3
i=1,··· ,7
∑
ι+κ=β,ι,κ∈S,|ι|=1
Λι∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
Λρ
(
Kiι;2(t, x, v)
)
αi(v) ·Dvg
α
κ (t, x, v) +K
i
ι;2(t, x, v)[Λ
ρ, Xi]g
α
κ (t, x, v),
whereKiι;2(t, x, v) is defined in (4.27).
We use the the first decomposition of Dv (3.30) in Lemma 3.1 and the equality (4.36) in Lemma 4.1 for h˜.o.t
α;ρ
κ;i (t, x, v),
i ∈ {1, 2, 3}, and ˜errorα;ρκ;1 (t, x, v). Then from the linear decay estimate (4.96) in Lemma 4.3, the estimate of coefficients
in (3.33), (3.45), (3.46), and (4.38), the second part of the estimate (4.74) in Lemma 4.2, and the L2x,v − L
∞
x,v type bilinear
estimate, we have ∑
α∈B,κ,ρ∈S,|ρ|=1,|α|+|κ|≤N0−1
∑
i=1,2,3
‖ωαρ◦κ(t, x, v)h˜.o.t
α;ρ
κ;i (t, x, v)‖L2x,v + ‖ω
α
ρ◦κ(t, x, v)
˜error
α;ρ
κ;1(t, x, v)‖L2x,v
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.
∑
γ∈B,κ∈S,|γ|+|κ|≤N0,ρ∈B,|ρ|≤3,u∈{E
ρ,Bρ}
‖ωγκ(t, x, v)g
γ
κ(t, x, v)‖L2x,v‖(1 + ||t| − |x+ vˆt||)u(t, x+ vˆt)‖L∞x,v
. (1 + |t|)−1Efhigh(t)E
eb
low(t) . (1 + |t|)
−1+δǫ21. (6.57)
Recall (3.41), (3.34), (4.36), (4.11), and (4.14). From the estimates of coefficients in (3.36), (3.43), (3.44), (3.45), and (4.37),
the following estimate holds from the L2x,v − L
∞
x,v type bilinear estimate,∑
α∈B,κ,ρ∈S,|ρ|=1,|α|+|κ|≤N0−1
∑
i=1,2,3
‖ωαρ◦κ(t, x, v)l˜.o.t
α;ρ
κ;i (t, x, v)‖L2x,v + ‖ω
α
ρ◦κ(t, x, v)
˜error
α;ρ
κ;2(t, x, v)‖L2x,v
.
∑
γ∈B,κ∈S,|γ|+|κ|≤N0,ρ∈B,|ρ|≤3,u∈{E
ρ,Bρ}
‖ωγκ(t, x, v)g
γ
κ(t, x, v)‖L2x,v‖(1 + |d˜(t, x, v)|)u(t, x + vˆt)‖L∞x,v
. (1 + |t|)−1Efhigh(t)E
eb
low(t) . (1 + |t|)
−1+δǫ21.
Hence, our desired estimate (6.47) follows from the above estimate and the decompositions in (6.49), (6.50), and (6.51). With
minor modifications, our desired estimate (6.48) holds very similarly as we only allow Ef ;2high(t) grows at rate (1 + t)
δ/2 over
time. 
Lemma 6.6. Under the bootstrap assumption (4.99), the following estimate holds for any t ∈ [1, T ],∑
ρ∈S,|ρ|=1,|α|+|β|≤N0−1
‖ωαρ◦β(t, x, v)Λ
ρ
(
l.o.tαβ(t, x, v)
)
‖L2xL2v . (1 + |t|)
−1+δǫ21, (6.58)
∑
ρ∈S,|ρ|=1,|α|+|β|≤N0−2
‖ωαρ◦β(t, x, v)Λ
ρ
(
l.o.tαβ(t, x, v)
)
‖L2xL2v . (1 + |t|)
−1+δ/2ǫ21. (6.59)
Proof. Recall (4.31), (4.32), (4.33), (4.34), and (4.35). We have
Λρ(l.o.tαβ )(t, x, v) =
∑
i=1,2,3,4
l.o.t
α;ρ
β;i (t, x, v), (6.60)
where
l.o.tαβ;1(t, x, v) =
∑
i=1,··· ,7
∑
κ∈S,|κ|≤|β|−1
Λρ
(
Ki(t, x+ vˆt, v)
[
d˜(t, x, v)e˜κ,1β,i (x, v) + e˜
κ,2
β,i (x, v)
]
Λκgα(t, x, v)
)
, (6.61)
l.o.tαβ;2(t, x, v) =
∑
ι+κ=β,|ι|=1
i=1,··· ,7,ι,κ∈S
Λρ
[
Λι(Ki(t, x+vˆt, v))[Λκ, Xi]g
α(t, x, v)+
∑
|γ|≤|α|−1
Λι(Ki
α;~0,γ
(t, x+vˆt, v))ΛκXig
γ(t, x, v)
]
+
∑
|ρ|≤1
Λρ
[ ∑
|γ|=|α|−1
Kiα;ρ,γ(t, x+ vˆt, v)
(
[Λβ , Xi]g
γ(t, x, v)
)
+
∑
|γ|≤|α|−2
Kiα;ρ,γ(t, x+ vˆt, v)Λ
β
(
Xig
γ
)
(t, x, v)
]
, (6.62)
l.o.tαβ;3(t, x, v) =
∑
ρ,γ∈B,|ρ|+|γ|≤|α|,ι+κ=β,ι,κ∈S
i=1,··· ,7,|ι|+|ρ|≥12
Λρ
[(
ΛιKiα;ρ,γ(t, x + vˆt, v)
)
Λκ
(
Xig
γ(t, x, v)
)]
, (6.63)
l.o.tαβ;4(t, x, v) =
∑
ρ,γ∈B,|ρ|+|γ|≤|α|,ι+κ=β,ι,κ∈S
i=1,··· ,7,1<|ι|+|ρ|<12
Λρ
[(
ΛιKiα;ρ,γ(t, x + vˆt, v)
)
Λκ
(
Xig
γ(t, x, v)
)]
. (6.64)
Same as we did in the proof of the estimate (6.20), we separate into two cases as follows.
• The estimate of l.o.tα;ρβ;i (t, x, v), i ∈ {1, 2, 4}.
With minor modifications in the proof of the estimate (6.22), we obtain the following estimate,∑
α∈B,β,ρ∈S,|ρ|=1,|α|+|β|≤N0−1
∑
i=1,2,4
‖ωαρ◦β(t, x, v)Λ
ρl.o.t
α;ρ
β;i (t, x, v)‖L2xL2v . (1 + t)
−1+δǫ21.
• The estimate of l.o.tα;ρβ;3(t, x, v).
With minor modifications in the proof of the estimate (6.44), we obtain the following estimate,∑
α∈B,β,ρ∈S,|ρ|=1,|α|+|β|≤N0−1
‖ωαρ◦β(t, x, v)Λ
ρl.o.t
α;ρ
β;3(t, x, v)‖L2xL2v . (1 + t)
−1+δ/2ǫ0.
Hence finishing the desired estimate (6.58). With minor modifications, the desired estimate (6.59) holds very similarly because
we only allow Ef ;2high(t) grows at rate (1 + t)
δ/2 over time and the correction term g˜α,γ(t, v), which contributes the logarithmic
growth in the estimate (6.36), equals zero if |α|+ |γ| < N0, see (4.92). 
Lastly, we estimate the increment of the low order energy of the Vlasov part over time as follows.
Proposition 6.3. Under the bootstrap assumption (4.99), the following estimate holds for any t ∈ [1, T ],
Eflow(t) . ǫ0 +
∫ t
1
(1 + s)−3/2+4δǫ21ds . ǫ0. (6.65)
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Proof. Recall the definition of the low order energy Eflow(t) in (4.91) and the definition of the correction term g˜α,γ(t, v) in
(4.92). Since the set-up of the low order energy estimate is same as we did in the Vlasov-Nordström system setting and the
issue of losing “|v|” plays no role in the low order energy, with minor modification in the proof of [36][Proposition 6.2], our
desired estimate (6.65) holds very similarly.
To give a sense, we summarize the key idea of the proof here. The key idea is that the decay rate of electromagnetic field
is improved because of the extra spatial derivative in the worst scenario. Recall (4.15). Intuitively speaking, in the equation
satisfied by ∂t
(
∇αv ĝ
γ(t, 0, v) − ∇v · g˜α,γ(t, v)
)
, we can move the spatial derivative ∇x in front of “t∇vvˆ · ∇xgι(t, x, v)” in
Kiγ;β,ι(t, x+ vˆt, v) ·Xig
ι(t, x, v) to the electromagnetic field by doing integration by parts in “x” . Hence, comparing with the
sub-polynomial growth of the high order energy, the low order energy doesn’t grow over time. 
7. THE HIGH ORDER ENERGY ESTIMATE OF THE BULK TERMS
This section is devoted to control the bulk term of the high order energy estimate, Iαβ;4(t) (see (6.6)), which is also the last
term to be estimated in the high order energy estimate.
The essential new ingredient of controlling the bulk terms is the hidden null structure we mentioned in the subsection 1.3.
In this section, we will explain in what sense the hidden null structuremeans and how to make use of the hidden null structure.
More precisely, we will lay out a step by step strategy to control Iαβ;4(t) and reduce the estimate of bulk terms to the proof of a
multilinear estimate in Lemma 7.9, which will be carried out in the section 8.
From the decay estimate (4.96) in Lemma 4.3, we know that the electromagnetic field decays faster in time if localized far
away from the light cone. We can reduce the estimate of bulk terms further by ruling out the far away from the light cone case,
e.g., ||t| − |x + vˆt|
∣∣ ≥ 2−10|t|, so that we can focus on the near light cone case later. More precisely, we decompose Iαβ;4(t)
into two parts as follows,
Iαβ;4(t) = I˜
α
β;1(t) + I˜
α
β;2(t), (7.1)
where
I˜αβ;1(t) =
∑
j=1,2,3
i=1,··· ,7
∑
ι+κ=β,ι,κ∈S,|ι|=1
Λι∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
ψ≥1(|v|)
× ψ≤−10(1 − |x+ vˆs|/|s|)αi(v) · Ω
x
j
(
E(s, x+ vˆs) + vˆ ×B(s, x+ vˆs)
)
αi(v) ·Dvg
α
κ (s, x, v)dxdvds, (7.2)
I˜αβ;2(t) =
∑
j=1,2,3
i=1,··· ,7
∑
ι+κ=β,ι,κ∈S,|ι|=1
Λι∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
ψ≥1(|v|)
× ψ≥−9(1− |x+ vˆs|/|s|)αi(v) · Ω
x
j
(
E(s, x+ vˆs) + vˆ ×B(s, x+ vˆs)
)
αi(v) ·Dvg
α
κ (s, x, v)dxdvds. (7.3)
Lemma 7.1. Under the bootstrap assumption (4.99), the following estimate holds for any t ∈ [1, T ],∑
α∈B,β∈S,|α|+|β|=N0
|I˜αβ;2(t)| . (1 + t)
2δǫ0,
∑
α∈B,β∈S,|α|+|β|<N0
|I˜αβ;2(t)| . (1 + t)
δǫ0. (7.4)
Proof. Recall the second decomposition ofDv in (3.30) in Lemma 3.1, we have
I˜αβ;2(t) =
∑
j=1,2,3
i=1,··· ,7
∑
ι+κ=β,ι,ρ,κ∈S,|ι|=|ρ|=1,
Λι∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
ψ≥1(|v|)
× ψ≥−9(1− |x+ vˆs|/|s|)αi(v) · Ω
x
j
(
E(s, x+ vˆs) + vˆ ×B(s, x+ vˆs)
)
αi(v) · eρ(s, x, v)Λ
ρgακ (s, x, v)dxdvds, (7.5)
where eρ(s, x, v) is defined in (3.32). Recall (4.71). For any ι ∈ K, κ ∈ S, s.t., |ι| = 1 and ι+ κ = β, the following estimate
holds, ∣∣∣ ωαβ (s, x, v)
ωαρ◦κ(s, x, v)
∣∣∣ . (1 + |v|)c(ι)−c(ρ)(φ(s, x, v))ι(ι)−ι(ρ). (7.6)
Note that the following estimate holds inside the support of the cutoff function “ψ≥−9(1− |x+ vˆs|/|s|)” in I˜αβ;2(t),
|s− |x+ vˆs|| ∼ |x|+ |s|. (7.7)
Hence, from the above estimate and the linear decay estimate (4.96) in Lemma 4.3, we have(
|∇xE(s, x+ vˆs)|+ |∇xB(s, x+ vˆs)|
)
ψ≥−9(1− |x+ vˆs|/|s|) .
(
|x|+ |s|
)−2
(1 + s)−1ǫ1. (7.8)
From the estimates (7.6), (7.7), and (7.8), the second estimate in 4.74 in Lemma 4.2, and the detailed formulas of coefficients
eρ(s, x, v), ρ ∈ K, in (3.32), we know that our desired estimate (7.4) holds from the L2x,v − L
2
x,v − L
∞
x,v type multilinear
estimate. 
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Finally, the high order energy estimate is reduced to the estimate of bulk term I˜αβ;1(t). To be precise about the size of
frequencies of the electromagnetic field and the size of the distance with respect to the light cone “||t| − |x + vˆt||”, for any
fixed α ∈ B, β ∈ S, we localize both the frequencies of the electromagnetic field and the distance with respect to the light cone
“||t| − |x+ vˆt||” for I˜αβ;1(t) as follows,
I˜αβ;1(t) =
∑
d∈Z,d≥0
∑
k∈Z
Hk,d(t), (7.9)
where
Hk,d(t) =
∑
j=1,2,3
i=1,··· ,7
∑
ι+κ=β,ι,κ∈S,|ι|=1
Λι∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
ψ≥1(|v|)
×ψ≤−10(1−|x+ vˆs|/|s|)ϕd
(
||s|−|x+ vˆs||
)
αi(v)·Ω
x
j
(
Pk[E](s, x+ vˆs)+ vˆ×Pk[B](s, x+ vˆs)
)
αi(v)·Dvg
α
κ (s, x, v)dxdvds,
(7.10)
where the cutoff function “ϕd(·)” is defined in (2.3).
For any fixed k, d, s.t., k ∈ Z, d ∈ Z+, our strategy is to prove two estimates for Hk,d, which are stated in Lemma 7.2
and Lemma 7.3. Those two estimates will help us to get around a summability issue with respect to the frequency of the
electromagnetic field , which equivalents to an issue of logarithmic growth in time.
To improve presentation, we define the following quantity, which measures the energy of profiles and the energy of non-bulk
terms in a region with the distance localized with respect to the light cone Ct = {(x, v) : x, v ∈ R3, |t| − |x+ vˆt| = 0},
Eαβ;d(t) :=
∑
ι,κ,ρ∈S,ι+κ=β,|ρ|=|ι|=1
‖ωαβ (t, x, v)g
α
β (t, x, v)ϕ[d−1,d+1]
(
||t| − |x+ vˆt||
)
‖2L2xL2v
+(1 + t)2
[
‖ωαβ (t, x, v)
(
h.o.tαβ(t, x, v)− bulk
α
β(t, x, v)
)
ϕ[d−1,d+1]
(
||t| − |x+ vˆt||
)
‖2L2xL2v
+‖ωαρ◦κ(t, x, v)Λ
ρ
(
h.o.tακ(t, x, v) − bulk
α
κ(t, x, v)
)
ϕ[d−1,d+1]
(
||t| − |x+ vˆt||
)
‖2L2xL2v + ‖ω
α
β (t, x, v)
(
l.o.tαβ(t, x, v)
)
× ϕ[d−1,d+1]
(
||t| − |x+ vˆt||
)
‖2L2xL2v + ‖ω
α
ρ◦κ(t, x, v)Λ
ρ
(
l.o.tακ(t, x, v)
)
ϕ[d−1,d+1]
(
||t| − |x+ vˆt||
)
‖2L2xL2v
]
. (7.11)
Due to the fully nonlinear nature of the problem, the non-bulk termsΛρ
(
h.o.tακ(t, x, v)−bulk
α
κ(t, x, v)
)
andΛρ
(
l.o.tακ(t, x, v)
)
in (7.11) will appear when we utilize the hidden null structure by doing integration by parts in time once in the later argument,
see section 8. We separate out the localized energy “Eαβ;d(t)” to help us identify the main enemy when estimating “Hk,d(t)”.
Lemma 7.2. For any k ∈ Z, d ∈ N+, t ∈ [1, T ], we have the following estimate,
|Hk,d(t)| . (2
k/2+d/2 + 22k+2d)2−4k+ǫ1
[ ∑
τ∈{1,t}
Eαβ;d(τ) +
∫ t
1
(1 + s)−1Eαβ;d(s)ds
]
. (7.12)
Proof. See subsection 7.1. 
Lemma 7.3. For any k,∈ Z, d ∈ N+, d ≥ 10, t ∈ [1, T ], we have the following estimate
|Hk,d(t)| . (2
−k−d + 2−7k/2−7d/2)2−4k+ǫ1
[ ∑
τ∈{1,t}
Eαβ;d(τ) +
∫ t
1
(1 + s)−1Eαβ;d(s)ds
]
. (7.13)
Proof. See subsection 7.1. 
Assuming the validities of the estimate (7.12) in Lemma 7.2 and the estimate (7.13) in Lemma 7.3, as summarized in the
following Lemma, we finish the estimate of the last term I˜αβ;1(t).
Lemma 7.4. Under the assumption that the Lemma 7.2 and the Lemma 7.3 hold, we have∑
α∈B,β∈S,|α|+|β|=N0
|I˜αβ;1(t)| . (1 + t)
2δǫ0,
∑
α∈B,β∈S,|α|+|β|<N0
|I˜αβ;1(t)| . (1 + t)
δǫ0. (7.14)
Proof. Recall (7.9). From the estimate (7.12) in Lemma 7.2 and the estimate (7.13) in Lemma 7.3, the following estimate
holds,
|I˜αβ;1(t)| .
∑
d≥0
( ∑
k≤−d
(2k+d+22k+2d)+
∑
k≥−d
(2−k−d+2−7k/2−7d/2)
)
ǫ1
[ ∑
τ∈{1,t}
Eαβ;d(τ)+
∫ t
1
(1+s)−1Eαβ;d(s)ds
]
. (7.15)
Recall (7.11). From the estimates (6.15) and (6.16) in Lemma 6.3, the estimates (6.47) and (6.48) in Lemma 6.5, the estimates
(6.20) and (6.21) in Lemma 6.4 and the estimates (6.58) and (6.59) in Lemma 6.6, we have∑
d∈N+
∑
α∈B,β∈S,|α|+|β|=N0
Eαβ;d(t) . (1 + t)
2δǫ21,
∑
d∈N+
∑
α∈B,β∈S,|α|+|β|<N0
Eαβ;d(t) . (1 + t)
δǫ21. (7.16)
Therefore, our desired estimate (7.14) holds from the estimates (7.15) and (7.16). 
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7.1. Reduction of the proof of Lemma 7.2 and the proof of Lemma 7.3. This section is devoted to lay out a strategy to
prove the estimate (7.12) in Lemma 7.2 and the estimate (7.13) in Lemma 7.3.
Intuitively speaking, there are two main ingredients in proving these two desired estimates. Firstly, by doing integration by
parts in time, we exploit the hidden null structure by taking the advantage of high oscillation of phase in time, which solely
depends on the electromagnetic field. Secondly, by using the equality (3.38) in Lemma 3.3, we can trade the spatial derivative
for the decay rate of the distance with respect to the light cone “||t| − |x + vˆt||”. After comparing the gain and the loss, we
decide whether to do the trading process. More precisely, to prove our desired estimate (7.12) in Lemma 7.2, we don’t do the
trading process. However, to prove the desired estimate (7.13) in Lemma 7.3, we do the trading process.
To better explain our strategy, as an example, we use the following term insideHk,d(t),∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)ψ≤−10(1− |x+ vˆs|/|s|)
√
1 + |v|2d˜(s, x, v)ψ≥1(|v|)αi(v) ·Dvg
α
κ (s, x, v)
× ϕd
(
||s| − |x+ vˆs||
)
αi(v) · Ω
x
j
(
Pk[E](s, x + vˆs) + vˆ × Pk[B](s, x + vˆs)
)
dxdvds, (7.17)
where β = κ + ι and Λι ∼ ψ≥1(|v|)Ω̂
v
j , see (7.10). To make the coefficient
√
1 + |v|2 in (7.17) controllable when “|v|” is
extremely large, we use the second decomposition of Dv in (3.30). After replacingDv in (7.17) by the second decomposition
ofDv in (3.30), as an example, we consider the following term,∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)ψ≤−10(1−|x+ vˆs|/|s|)
√
1 + |v|2d˜(s, x, v)ψ≥1(|v|)ϕd
(
||s|−|x+ vˆs||
)
αi(v)·eρ(s, x, v)
× Λρgακ (s, x, v)αi(v) · Ω
x
j
(
Pk[E](s, x+ vˆs) + vˆ × Pk[B](s, x + vˆs)
)
dxdvds, (7.18)
where Λρ ∼ Ωxi , i ∈ {1, 2, 3}.
Since Λρ is a good derivative, from (4.71) and the second part of the estimate (4.74) in Lemma 4.2, we know that the
following estimate holds for the case we are considering,∣∣∣ ωαβ (s, x, v)
ωαρ◦κ(s, x, v)
∣∣∣∣∣∣ d˜(s, x, v)
1 + ||s| − |x+ vˆs||
∣∣∣ ∼ 1
1 + |v|
. (7.19)
Thanks to the dyadic localization of the distance with respect to the light cone, we know that the size of “||s| − |x+ vˆs||” is
at most “2d+2”, d ∈ N+. Let
Fαβ (t, x, v) := 2
−d
(
ωαβ (t, x, v)
)2
gαβ (t, x, v)Λ
ρgακ (t, x, v)ψ≤−10(1− |x+ vˆt|/|t|)
√
1 + |v|2d˜(t, x, v)ϕd
(
||t| − |x+ vˆt||
)
.
(7.20)
From the above definition and the estimate (7.19), we have
‖Fαβ (t, x, v)‖L1xL1v .
∑
α∈B,β∈S
‖ωαβ (t, x, v)g
α
β (t, x, v)ϕd
(
||t| − |x+ vˆt||
)
‖2L2x,v . (7.21)
From the definition of Fαβ (t, x, v) and the detailed formula of eρ(s, x, v) in (3.32), we can rewrite the integral in (7.18) as
follows,
−
∫ t
1
∫
R3
∫
R3
2dFαβ (s, x, v)αi(v)·V˜jψ≥1(|v|)|v|
−1(Xj+ Vˆjs)·V˜iαi(v)·Ω
x
j
(
Pk[E](s, x+ vˆs)+ vˆ×Pk[B](s, x+ vˆs)
)
dxdvds.
(7.22)
Since the magnetic field can be handled in the same way as the electric field, it would be sufficient to estimate the following
term, ∫ t
1
∫
R3
∫
R3
F˜αβ (s, x, v)ψ≥1(|v|)|v|
−1 · ΩxjPk[E](s, x + vˆs)dxdvds, (7.23)
where
F˜αβ (s, x, v) := F
α
β (s, x, v)(Xj + Vˆjs) · V˜i2
dαi(v) · V˜jαi(v).
To better see the hidden null structure, we write the integral in (7.23) on the Fourier side. Here, we do Fourier transform in
“x” and view “t” and “v” as fixed parameters. As a result, we can reduce the integral in (7.23) as follows,∑
µ∈{+,−}
icµ
∫ t
1
∫
R3
∫
R3
Fx[F˜αβ ](s, ξ, v)e
isvˆ·ξ−iµs|ξ|ψ≥−2(|v|)V˜j · ξ|v|
−1ψk(ξ)ĥ1(s, ξ)dξdvds, (7.24)
where h1(t) is the profile of electric field E(t), see (4.50) and (4.53). Note that
|ξ| − µvˆ · ξ & |ξ|
( 1
1 + |v|2
+ (1− cos(µv, ξ)) &
∣∣ V˜j · ξ
1 + |v|
∣∣. (7.25)
From the above estimate, we know that the price of doing integration by parts in time can be paid exactly by the symbol
“ψ≥1(|v|)V˜j · ξ|v|−1” in (7.24). As a result, the integral over time actually doesn’t grow dramatically.
Moreover, from the estimate (7.25), it is easy to see that both ∠(µv, ξ) and (1 + |v|)−1 acts like the null structure. Note
that Ŝv contributes the smallness of (1 + |v|)−3 and Ωxi contributes a symbol V˜i · ξ ∼ |ξ|∠(µv, ξ) when these derivatives hit
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the pulled-back electromagnetic field u(t, x+ vˆt), where u ∈ {E,B}. Because of this fact, we call these derivatives as “good
derivatives”.
In practice, we will use a more delicate version integration by parts in time. Instead of doing integration by parts in time on
Fourier side directly, we will compare the size of phase “|ξ|−µvˆ · ξ” with the size of “t”. Moreover, since it is more convenient
to work in the physical space due to the presence of complicated weight function associated with the energy, we will formulate
the Fourier based integration by parts in time into an equality on the physical space, which is the equality (7.29) in Lemma 7.5.
Definition 7.1. For any given Fourier symbol m(ξ) and any function h(t, x) ∈ {hαi (t, x), i ∈ {1, 2}, α ∈ B, |α| ≤ 10}, we
define
T µk (m(ξ), h)(t, x + vˆt, v) :=
∫
R3
ei(x+tvˆ)·ξ−itµ|ξ|
−im(ξ)ψk(ξ)
vˆ · ξ − µ|ξ|
ĥ(t, ξ)ψ>10
(
t(|ξ| − µvˆ · ξ)
)
dξ, (7.26)
Hµk (m(ξ), h)(t, x + vˆt, v) :=
∫
R3
ei(x+tvˆ)·ξ−itµ|ξ|
im(ξ)ψk(ξ)
vˆ · ξ − µ|ξ|
∂tĥ(t, ξ)ψ>10(t(|ξ| − µvˆ · ξ))dξ, (7.27)
Kµk (m(ξ), h)(t, x + vˆt, v) :=
∫
R3
ei(x+tvˆ)·ξ−itµ|ξ|m(ξ)ψk(ξ)ĥ(t, ξ)
[
− iµψ′>10(t(|ξ| − µvˆ · ξ)) + ψ≤10
(
t(|ξ| − µvˆ · ξ)
)]
dξ.
(7.28)
With the above definition, now we can decompose the good derivative of the electromagnetic field into good errors and the
time derivative of a linear operator. More precisely, we have
Lemma 7.5. For any α ∈ B, u ∈ {Eα, Bα}, k ∈ Z, j ∈ {1, 2, 3}, and any Fourier multiplier operator T with symbol m(ξ),
the following equalities hold for some l ∈ {1, 2},
ΩxjTk[u
α](t, x+ vˆt) =
∑
µ∈{+,−}
cµ
[
∂tT
µ
k (iV˜j · ξm(ξ), (h
α
l )
µ)(t, x+ vˆt, v) +Hµk (iV˜j · ξm(ξ), (h
α
l )
µ)(t, x + vˆt, v)
+Kµk (iV˜j · ξm(ξ), (h
α
l )
µ)(t, x+ vˆt, v)
]
, (7.29)
Ωxj Tk[∂tu
α](t, x+ vˆt) =
∑
µ∈{+,−}
1
2
[
∂tT
µ
k (iV˜j · ξ|ξ|m(ξ), (h
α
l )
µ)(t, x+ vˆt, v) +Hµk (iV˜j · ξ|ξ|m(ξ), (h
α
l )
µ)(t, x+ vˆt, v)
+Kµk (iV˜j · ξ|ξ|m(ξ), (h
α
l )
µ)(t, x+ vˆt, v)
]
. (7.30)
Proof. Recall (4.51) and (4.53). Note that, for any j ∈ {1, 2, 3}, α ∈ B, and u ∈ {Eα, Bα}, the following equalities hold for
some l ∈ {1, 2},
Ωxj Tk[u
α](t, x+ vˆt) =
∑
µ∈{+,−}
∫
R3
ei(x+tvˆ)·ξ−itµ|ξ|icµV˜j · ξm(ξ)(̂hαl )
µ(t, ξ)ψk(ξ)dξ, (7.31)
Ωxj Tk[∂tu
α](t, x+ vˆt) =
∑
µ∈{+,−}
∫
R3
ei(x+tvˆ)·ξ−itµ|ξ|
i
2
V˜j · ξ|ξ|m(ξ)(̂hαl )
µ(t, ξ)ψk(ξ)dξ. (7.32)
Hence, our desired equalities (7.29) and (7.30) hold from (7.31), (7.32), (7.26), (7.27), and (7.28). 
With the above preparation, we are ready to lay out the strategy for the proof of the desired estimate (7.12) in Lemma 7.2.
Recall (7.10). Firstly, we will using the equality (7.29) for ΩxjPk[u](t, x + vˆt), u ∈ {E,B}. Then, we do integration by parts
in time once to move the time derivative in front of ∂tT
µ
k (iV˜j · ξ, hl)(t, x+ vˆt). The rest of terms in the equality (7.29) will be
good error terms.
Now, we proceed to lay out our strategy for the proof of the desired estimate (7.13) in Lemma 7.3. Same as the proof of
the desired estimate (7.12) in Lemma 7.2, we will also use the oscillation in time for the electromagnetic field. The only extra
procedure we will do is trading the spatial derivatives for the decay of the distance with respect to the light cone, which will
provide the factor of 2−3k−3d + 2−4k−4d and also explains the difference between the desired estimates (7.12) and (7.13).
We summarize the main result of the trading process in the following Lemma.
Lemma 7.6. For any j ∈ {1, 2, 3}, u ∈ {E,B}, and k ∈ Z, the following decomposition holds after trading the spatial
derivatives for the decay of the distance with respect to the light cone,
Ωxj (uk)(t, x+ vˆt) = L
1
k,j [u](t, x+ vˆt) + L˜k,j [u](t, x+ vˆt, v) +
∑
i=1,··· ,5
Eik,j [u](t, x+ vˆt, v), (7.33)
where the leading terms L1k,j [u](t, x + vˆt) and L˜k,j [u](t, x + vˆt, v) are given in (7.44) and (7.51) respectively, and the error
terms Eik,j [u](t, x+ vˆt, v), i ∈ {1, · · · , 5}, are given in (7.43) and (7.52) respectively.
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Proof. From the equality (3.38) in Lemma 3.3, we can rewrite Ωxj (uk(t, x+ vˆt), u ∈ {E,B}, as follows,
Ωxj (uk(t, x+ vˆt)) = (|t|−|x+ vˆt|)
−3Ωxj
(
(|t|−|x+ vˆt|)3uk(t, x+ vˆt)
)
−3
(
Ωxj (|t|−|x+ vˆt|)
)
((|t|−|x+ vˆt|))−1uk(t, x+ vˆt)
=
∑
α∈B,|α|≤3
∑
i=0,1,2
((|t| − |x+ vˆt|))−3Ωxj
[
c˜iα(t, x+ vˆt)T˜
i
k,α(∂
i
tu
α)(t, x + vˆt) + (|t| − |x+ vˆt|)eα(t, x+ vˆt)
×T˜ 3k,α((∂
2
t −∆)u)(t, x+ vˆt)
]
− 3
(
Ωxj (|t| − |x+ vˆt|)
)
(|t| − |x+ vˆt|)−4
[
c˜iα(t, x+ vˆt)T˜
i
k,α(∂
i
tu
α)(t, x+ vˆt)
+(|t| − |x+ vˆt|)eα(t, x+ vˆt)T˜
3
k,α((∂
2
t −∆)u)(t, x+ vˆt)
]
=
∑
α∈B,|α|≤3
∑
i=0,1,2
(|t| − |x+ vˆt|)−3c˜iα(t, x+ vˆt)Ω
x
j
(
T˜ ik,α(∂
i
tu
α)(t, x + vˆt)
)
+ cjα;i(t, x+ vˆt)T˜
i
k,α(∂
i
tu
α)(t, x+ vˆt)
+ êαj,1(t, x+ vˆt)T˜
3
k,α((∂
2
t −∆)u)(t, x+ vˆt) + ê
α
j,2(t, x+ vˆt)Ω
x
j
(
T˜ 3k,α((∂
2
t −∆)u)(t, x + vˆt)
)
, (7.34)
where
cjα;i(t, x+ vˆt) = (|t| − |x+ vˆt|)
−3Ωxj
(
c˜iα(t, x+ vˆt)
)
− 3
(
Ωxj (|t| − |x+ vˆt|)
)
(|t| − |x+ vˆt|)−4c˜iα(t, x+ vˆt), (7.35)
êαj,1(t, x+ vˆt) = (|t|−|x+ vˆt|)
−3Ωxj
(
(|t|−|x+ vˆt|)eα(t, x+ vˆt)
)
−3
(
Ωxj (|t|−|x+ vˆt|)
)
(|t|−|x+ vˆt|)−3eα(t, x+ vˆt), (7.36)
êαj,2(t, x+ vˆt) = (|t| − |x+ vˆt|)
−2eα(t, x+ vˆt). (7.37)
To better estimate the coefficients, we classify and decompose ĉjα;i(t, x, v), i ∈ {0, 1, 2}, and ê
α
j,1(t, x, v) into two parts as
follows,
cjα;i(t, x+vˆt) = Ω
x
j (|t|−|x+vˆt|)ĉ
1
α;i(t, x+vˆt)+ĉ
j;2
α;i(t, x+vˆt), ê
α
j,1(t, x+vˆt) = Ω
x
j (|t|−|x+vˆt|)ê
α;1
1 (t, x+vˆt)+ê
α;2
j,1 (t, x+vˆt),
where
ĉ1α;i(t, x+ vˆt) = −3(|t| − |x+ vˆt|)
−4c˜iα(t, x+ vˆt), ĉ
j;2
α;i(t, x, v) = (|t| − |x+ vˆt|)
−3Ωxj
(
c˜iα(t, x+ vˆt)
)
, (7.38)
êα;11 (t, x+ vˆt) = −2(|t| − |x+ vˆt|)
−3eα(t, x+ vˆt), ê
α;2
j,1 (t, x, v) = (|t| − |x+ vˆt|)
−2Ωxj
(
eα(t, x+ vˆt)
)
. (7.39)
Note that
Ωxj (|t| − |x+ vˆt|) = −
V˜j · x
|x+ vˆt|
. (7.40)
As a result of direct computations and the estimate (3.39) in Lemma 3.3, the following estimate holds,∑
i=0,1,2
(|t| − |x+ vˆt|)3|ĉj;2α;i(t, x, v)|+ (|t| − |x+ vˆt|)
2|êα;2j,1 (t, x, v)| .
( 1
t+ |x+ vˆt|
)
. (7.41)
Recall (7.34). For the term T˜ 2α(∂
2
t u
α)(t, x+ vˆt), we decompose it further into two parts as follows,
T˜ 2k,α(∂
2
t u
α)(t, x+ vˆt) = T˜ 2k,α(∆u
α)(t, x+ vˆt) + T˜ 2k,α((∂
2
t −∆)u
α)(t, x+ vˆt). (7.42)
From the equalities (7.34) and (7.42), we identify the leading terms of Ωxj uk(t, x + vˆt) and classify the error terms into four
parts as follows,
Ωxj (uk)(t, x+ vˆt) =
∑
i=1,2
Lik,j [u](t, x, v)+Errork,j [u](t, x+ vˆt), Errork,j [u](t, x+ vˆt) =
∑
i=1,··· ,4
Eik,j [u](t, x+ vˆt), (7.43)
where
L1k,j [u](t, x, v) =
∑
α∈B,|α|≤3
(|t|−|x+vˆt|)−3
[ ∑
i=0,1
c˜iα(t, x+vˆt)Ω
x
j
(
T˜ ik,α(∂
i
tu
α)(t, x+vˆt)
)
+c˜2α(t, x+vˆt)Ω
x
j
(
T˜ 2k,α(∆u
α)(t, x+vˆt)
)]
,
(7.44)
L2k,j [u](t, x+vˆt) =
∑
α∈B,|α|≤3
∑
i=0,1
Ωxj (|t|−|x+vˆt|)
[
ĉ1α;i(t, x+vˆt)T˜
i
k,α(∂
i
tu
α)(t, x+vˆt)+ĉ1α;2(t, x+vˆt)T˜
2
k,α(∆u
α)(t, x+vˆt)
]
,
(7.45)
E1k,j [u](t, x+ vˆt) =
∑
α∈B,|α|≤3
∑
i=0,1
ĉj;2α;i(t, x+ vˆt)T˜
i
k,α(∂
i
tu
α)(t, x+ vˆt) + ĉj;2α;2(t, x+ vˆt)T˜
2
k,α(∆u
α)(t, x + vˆt), (7.46)
E2k,j [u](t, x+ vˆt) = (|t| − |x+ vˆt|)
−3c˜2α(t, x+ vˆt)Ω
x
j
(
T˜ 2k,α((∂
2
t −∆)u
α)(t, x+ vˆt)
)
+ êαj,2(t, x+ vˆt)Ω
x
j
(
T˜ 3k,α((∂
2
t −∆)u)(t, x+ vˆt)
)
, (7.47)
E3k,j [u](t, x+ vˆt) = Ω
x
j (|t| − |x+ vˆt|)ĉ
1
α;i(t, x+ vˆt)T˜
2
k,α((∂
2
t −∆)u
α)(t, x + vˆt)
+ Ωxj (|t| − |x+ vˆt|)ê
α;1
1 (t, x+ vˆt)T˜
3
k,α((∂
2
t −∆)u)(t, x+ vˆt), (7.48)
E4k,j [u](t, x+ vˆt) = ĉ
j;2
α;2(t, x+ vˆt)T˜
2
k,α((∂
2
t −∆)u
α)(t, x + vˆt) + êα;2j,1 (t, x+ vˆt)T˜
3
k,α((∂
2
t −∆)u)(t, x + vˆt). (7.49)
Moreover, from the equality(7.40), we can split L2k,j in (7.45) into two parts on the Fourier side as follows,
L2k,j [u](t, x+ vˆt) = L˜k,j [u](t, x+ vˆt, v) + E
5
k,j [u](t, x+ vˆt, v), (7.50)
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L˜k,j[u](t, x+ vˆt, v) =
∑
α∈B,|α|≤3
∑
µ∈{+,−}
∑
i=0,1
∫
R3
ei(x+vˆt)·ξ−itµ|ξ|
−tµξ · V˜j
|x+ vˆt||ξ|
(
cµĉ
1
α;0(t, x+ vˆt)m˜
0
k,α(ξ)
− cµĉ
1
α;2(t, x+ vˆt)m˜
2
k,α(ξ)|ξ|
2 +
1
2
ĉ1α;1(t, x+ vˆt)m˜
1
k,α(ξ)|ξ|
)
P̂µ[hαl ](t, ξ)dξ, (7.51)
E5k,j [u](t, x+ vˆt, v) =
∑
α∈B,|α|≤3
∑
µ∈{+,−}
∑
i=0,1
∫
R3
ei(x+vˆt)·ξ−itµ|ξ|
−1
|x+ vˆt|
(
x− tµ
ξ
|ξ|
)
· V˜j
(
cµĉ
1
α;0(t, x+ vˆt)m˜
0
k,α(ξ)
− cµĉ
1
α;2(t, x+ vˆt)m˜
2
k,α(ξ)|ξ|
2 +
1
2
ĉ1α;1(t, x+ vˆt)m˜
1
k,α(ξ)|ξ|
)
P̂µ[hαl ](t, ξ)dξ, (7.52)
where l ∈ {1, 2} is uniquely determined by the type of input u ∈ {E,B}.
To sum up, our desired decomposition (7.33) holds from the decompositions (7.43) and (7.50). 
Motivated from the decomposition (7.33) in Lemma 7.6, we decompose Hk,d similarly (see (7.10)) into three terms after
trading the spatial derivatives for the decay of the distance with respect to the light cone as follows,
Hk,d(t) = H˜
1
k,d(t) + H˜
2
k,d(t) + E˜rrork,d(t), E˜rrork,d(t) =
∑
l=1,··· ,5
E˜rror
l
k,d(t), (7.53)
where
H˜1k,d(t) :=
∑
ι+κ=β,|ι|=1,j=1,2,3,i=1,··· ,7
Λι∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
ψ≤−10(1−|x+vˆs|/|s|)
× ψ≥1(|v|)ϕd
(
|s| − |x+ vˆs|
)
αi(v) ·
(
L1k,j [E](s, x+ vˆs) + vˆ ×
(
L1k,j [B](s, x+ vˆs)
))
αi(v) ·Dvg
α
κ (s, x, v)dxdvds, (7.54)
H˜2k,d :=
∑
ι+κ=β,|ι|=1,j=1,2,3,i=1,··· ,7
Λι∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
ψ≤−10(1− |x+ vˆs|/|s|)
×ψ≥1(|v|)ϕd
(
|s|−|x+ vˆs|
)
αi(v) ·
(
L˜k,j [E](s, x+ vˆs, v)+ vˆ×
(
L˜k,j [B](s, x+ vˆs, v)
))
αi(v) ·Dvg
α
κ (s, x, v)dxdvds, (7.55)
E˜rror
l
k,d :=
∑
ι+κ=β,|ι|=1,j=1,2,3,i=1,··· ,7
Λι∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
ψ≤−10(1−|x+vˆs|/|s|)
×ψ≥1(|v|)ϕd
(
|s|− |x+ vˆs|
)
αi(v) ·
(
Elk,j [E](s, x+ vˆs, v)+ vˆ×E
l
k,j [B](s, x+ vˆs, v)
)
αi(v) ·Dvg
α
κ (s, x, v)dxdvds. (7.56)
We summarize the estimate of error term E˜rrork,d(t) in the following Lemma.
Lemma 7.7. The following estimate holds,
|E˜rrork,d| .
(
2−3k−3d + 2−k−d
)
2−4k+
∫ t
1
(1 + |s|)−1Eeblow(s)E
α
β;d(s)ds. (7.57)
Proof. Postponed to subsection 7.2. 
From the equalities (7.44), (7.51), (7.29), and (7.30), modulo the coefficients and the symbol of the Fourier multipliers,
we know that both the leading term Lk,j [u](t, x + vˆt) and L˜k,j [u](t, x + vˆt, v) , which appears in H˜
1
k,d and H˜
2
k,d , and
Ωxj (uk)(t, x + vˆt), which appears in Hk,d , can be viewed as a good derivative Ω
x
j acting on a Fourier multiplier operator.
Motivated from this observation and the decompositions (7.29) and (7.30) for the good derivative “Ωxj ” acting on a Fourier
multiplier, we define the following multilinear operator.
Definition 7.2. For any fixed t1, t2 ∈ R, i ∈ {1, · · · , 7}, j ∈ {1, 2, 3}, α ∈ B, β, ι, κ ∈ S, µ ∈ {+,−}, s.t., ι+κ = β, |ι| = 1,
and Λι ∼ ψ≥1(|v|)Ω̂vj orψ≥1(|v|)Ω
x
j , any given Fourier multiplierm(ξ), any given coefficients a : Rx → C, s.t., a
′(x) = 0 if
|x| ≤ 2−5, and c : Rt × R3x × R
3
v → C, and any given profile h(t, x) ∈ {h
α
i (t, x), i ∈ {1, 2}, α ∈ B, |α| ≤ 10}, we define
three multilinear forms as follows,
T (m, a, c, h) :=
∑
Λι∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
× Cd(s, x, v)∂sT
µ
k (V˜j · ξm(ξ), h)(s, x + vˆs, v)αi(v) ·Dvg
α
κ (s, x, v)dxdvds, (7.58)
H(m, a, c, h) :=
∑
Λι∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
× Cd(s, x, v)H
µ
k (V˜j · ξm(ξ), h)(s, x + vˆs, v)αi(v) ·Dvg
α
κ (s, x, v)dxdvds, (7.59)
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K(m, a, c, h) :=
∑
Λι∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
× Cd(s, x, v)K
µ
k (V˜j · ξm(ξ), h)(s, x + vˆs, v)αi(v) ·Dvg
α
κ (s, x, v)dxdvds, (7.60)
where the bilinear operators T µk (·, ·),H
µ
k (·, ·),K
µ
k (·, ·) are defined in Definition 7.1 and the coefficientCd(s, x, v) is defined as
follows,
Cd(s, x, v) := a(||s| − |x+ vˆs||)c(s, x, v)ψ≤−10(1− |x+ vˆs|/|s|)ϕd(||s| − |x+ vˆs||)ψ≥1(|v|). (7.61)
Now our goal is to show that the following two Lemmas hold for the above defined three multilinear operators.
Lemma 7.8. For any given Fourier multiplier m(ξ), any given coefficients a : Rx → C , s.t., a′(x) = 0 if |x| ≤ 2−5, and
c : Rt × R3x × R
3
v → C, and any given profile h(t, x) ∈ {h
α
i (t, x), i ∈ {1, 2}, α ∈ B, |α| ≤ 10}, the following estimate holds,
|H(m, a, c, h)|+ |K(m, a, c, h)|
. (2k+d + 22k+2d)2−4k+‖a‖Y ‖m(ξ)‖S∞
k
[ ∫ t
1
(1 + s)−1‖c(s, x, v)‖L∞x,vE
eb
low(s)E
α
β;d(s)ds
]
, (7.62)
where‖a‖Y := supx∈R |a(x)| + |xa
′(x)|.
Proof. Postponed to subsection 7.3. 
Lemma 7.9. For any given Fourier multiplier m(ξ), any given coefficients a : Rx → C, s.t., a′(x) = 0 if |x| ≤ 2−5, and
c : Rt × R3x × R
3
v → C, and any given profile h(t, x) ∈ {h
α
i (t, x), i ∈ {1, 2}, α ∈ B, |α| ≤ 10}, the following estimate holds,
|T (m, a, c, h)| . (2k/2+d/2 + 22k+2d)2−4k+‖a‖Y
∫ t
1
(1 + |s|)−1
(
‖c(s, x, v)‖L∞x,v + s‖∂sc(s, x, v)‖L∞x,v
+ ‖Dvc(s, x, v)‖L∞x,v
)
‖m(ξ)‖S∞
k
Eeblow(s)
(
1 + Eeblow(s)
)
Eαβ;d(s)ds. (7.63)
Proof. Postponed to section 8. 
Assuming that the estimates in Lemma 7.9, Lemma 7.8, and Lemma 7.7 hold, we can prove the desired estimate (7.12) in
Lemma 7.2 and the desired estimate (7.13) in Lemma 7.3.
Proof of Lemma 7.2:
Recall (7.10). From the equality (7.29) in Lemma 7.5, we know that Hk,d is a linear combination of the trilinear forms
T (1, 1, ai(v), hi), H(1, 1, ai(v), hi), and K(1, 1, ai(v), hi), i ∈ {1, 2}, where ai(v), i ∈ {1, 2}, are some explicit coefficients
that satisfies the following estimate, ∑
i=1,2
‖ai(v)‖L∞v + ‖(1 + |v|)∇vai(v)‖L∞v . 1.
Therefore, the desired estimate (7.12) follows directly from the estimate (7.63) in Lemma 7.9 and the estimate (7.62) in Lemma
7.8. 
Proof of Lemma 7.3:
Note that we have d ≥ 10 for the case we are considering. Recall the decomposition (7.53) and the equations (7.54)
and (7.55). From the equalities (7.29) and (7.30) in Lemma 7.5, the detailed formulas of L1k,j [u](t, x + vˆt) in (7.44) and
L˜k,j [u](t, x + vˆt) in (7.51) and the formulas of the coefficients ĉ
1
α;i(t, x + vˆt), i ∈ {1, 2, 3}, in (7.38), we know that we can
write H˜1k,d and H˜
2
k,d as linear combinations of multilinear forms as follows,
H˜1k,d =
∑
α∈B,|α|≤3
∑
i=0,1,2,l=1,2
T
(
mˆiα(ξ), |x|
−3ψ[d−2,d+2](x), c˜
i
α(t, x+ vˆt)a
1
i,l(v), h
α
l (t)
)
+H
(
mˆiα(ξ), |x|
−3ψ[d−2,d+2](x),
c˜iα(t, x+ vˆt)a
1
i,l(v), h
α
l (t)
)
+K
(
mˆiα(ξ), |x|
−3ψ[d−2,d+2](x), c˜
i
α(t, x+ vˆt)a
1
i,l(v), h
α
l (t)
)
,
H˜2k,d =
∑
α∈B,|α|≤3
∑
i=0,1,2,l=1,2
T
(
mˆiα(ξ)|ξ|
−1, |x|−4ψ[d−2,d+2](x), ĉiα(t, x+ vˆt)a
2
i,l(v), h
α
l (t)
)
+H
(
mˆiα(ξ)|ξ|
−1,
|x|−4ψ[d−2,d+2](x), ĉiα(t, x+ vˆt)a
2
i,l(v), h
α
l (t)
)
+K
(
mˆiα(ξ)|ξ|
−1, |x|−4ψ[d−2,d+2](x), ĉiα(t, x+ vˆt)a
2
i,l(v), h
α
l (t)
)
,
where the symbols mˆiα(ξ) and the coefficients ĉ
i
α(t, x + vˆt), i ∈ {0, 1, 2}, are defined as follows,
mˆ0α(ξ) = m˜
0
α(ξ), mˆ
1
α(ξ) = m˜
1
α(ξ)|ξ|, mˆ
2
α(ξ) = m˜
2
α(ξ)|ξ|
2, ĉiα(t, x+ vˆt) :=
t
|x+ vˆt|
c˜iα(t, x+ vˆt)ψ≤−5(1−|x+ vˆt|/|t|),
(7.64)
and ani,l(v), i ∈ {0, 1, 2}, l, n ∈ {1, 2}, are some explicit coefficients that satisfy the following estimate,∑
i=0,1,2,n,l=1,2
‖ani,l(v)‖L∞v + ‖(1 + |v|)∇va
n
i,l(v)‖L∞v . 1.
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From (7.64) and the estimate (3.40), we know that the following estimate holds,∑
i=0,1,2
‖mˆiα(ξ)‖S∞k . 2
−3k. (7.65)
Recall the definition of Y -norm in Lemma 7.8. We have
‖|x|−3ψ[d−2,d+2](x)‖Y . 2
−3d, ‖|x|−4ψ[d−2,d+2](x)‖Y . 2
−4d, whend ≥ 5. (7.66)
From the above estimates (7.65) and (7.66) and the estimate (3.39) for the coefficients c˜iα(t, x, v), i ∈ {0, 1, 2}, we know that
the desired estimate (7.13) follows directly from the estimate (7.63) in Lemma 7.9, the estimate (7.62) in Lemma 7.8, and the
estimate (7.57) in Lemma 7.7. 
To sum up, we reduce the proofs of Lemma 7.2 and Lemma 7.3 to the proofs of Lemma 7.7, Lemma 7.8, and Lemma 7.9. We
will prove Lemma 7.7 and Lemma 7.8 in next two subsections. For clarity, the proof of Lemma 7.9, which is more complicated,
is postponed to section 8.
7.2. Proof of Lemma 7.7. In this subsection, we estimate the error term which arises from the process of trading the spatial
derivative for the decay of modulations and finish the proof of Lemma 7.7. The main ingredient of the proof is the following
Lemma.
Lemma 7.10. The following estimate holds for any j ∈ {1, 2, 3}, i ∈ {1, · · · , 5}, ρ ∈ K, |ρ| = 1, d ∈ N+, d ≥ 5,
‖(1 + |v|)1−c(ρ)eρ(t, x, v)E
i
k,j [u](t, x+ vˆt, v)ϕd
(
|t| − |x+ vˆt|
)
ψ≤−10(1 − |x+ vˆt|/|t|)‖L∞x,v
. (1 + t)−1
(
2−4d−4k + 2−2d−2k
)
2k−4k+Eeblow(t). (7.67)
Proof. Note that the following estimate holds from the detailed formula of eρ(t, x, v) in (3.32),∑
ρ∈K,|ρ|=1
‖(1 + |v|)1−c(ρ)eρ(t, x, v)ψ≤−10(1− |x+ vˆt|/|t|)‖L∞x,v . (1 + |t|). (7.68)
Recall (7.46), (7.47), and (7.37). From the estimates of coefficients in (7.41) and (3.39), the estimates of the symbols
m˜ik,α(ξ) of the linear operator T˜
i
k,α(·) in (3.40), and the linear decay estimate (2.11) in Lemma 2.2, the following estimate
holds, ∑
u∈{E,B},i=1,2
‖Eik,j [u](t, x+ vˆt)ϕd
(
|t| − |x+ vˆt|
)
‖L∞x,v . (1 + t)
−2
(
2−2d−2k + 2−3d−3k
)
2k−4k+Eeblow(t). (7.69)
Now, we proceed to estimate E3k,j [u](t, x+ vˆt) and E
4
k,j [u](t, x+ vˆt),u ∈ {E,B}. Recall their detailed formulas in (7.48)
and (7.49) and the detailed formulas of corresponding coefficients in (7.38) and (7.39). From the equality (7.40), the estimates
of the symbols m˜ik,α(ξ) of the linear operator T˜
i
k,α(·) in (3.40), the estimate of coefficients in (7.41), and the definition of low
order energy in (4.94), we have∑
u∈{E,B},i=3,4
‖E3k,j [u](t, x+ vˆt)ϕd
(
|t|−|x+ vˆt|
)
‖L∞x,v . (1+ |t|)
−2(2−4d−4k+2−3d−3k+2−2d−2k)2k−4k+Eeblow(t). (7.70)
Lastly, we estimate E5k,j [u](t, x+ vˆt, v), u ∈ {E,B}. Recall its detailed formula in (7.52). Note that the following equality
holds,
ei(x+vˆt)·ξ−itµ|ξ|
(
x− tµ
ξ
|ξ|
)
· V˜j = −iV˜j · ∇ξ
(
ei(x+vˆt)·ξ−itµ|ξ|
)
.
Hence, after doing integration by parts for ξ in V˜j direction, we have
E5k,j [u](t, x+ vˆt, v) =
∑
α∈B,|α|≤3
∑
µ∈{+,−}
∑
i=0,1
∫
R3
ei(x+vˆt)·ξ−itµ|ξ|
−i
|x+ vˆt|
V˜j · ∇ξ
[(
cµĉ
1
α;0(t, x+ vˆt)m˜
0
k,α(ξ)
−cµĉ
1
α;2(t, x+ vˆt)m˜
2
k,α(ξ)|ξ|
2 +
1
2
ĉ1α;1(t, x+ vˆt)m˜
1
k,α(ξ)|ξ|
)
P̂µ[hαl ](t, ξ)
]
dξ.
From the above formula, the detailed formula of coefficients in (7.38), the estimate of coefficients in (3.39), the estimate of
symbols in (3.40), the linear decay estimate (2.11) in Lemma 2.2, the following estimate holds,
‖|E5k,j [u](t, x+ vˆt, v)ψ≤−5(1− |x+ vˆt|/|t|)ϕd
(
|t| − |x+ vˆt|
)
‖L∞x,v . (1 + |t|)
−22−4d−4k2k−4k+Eeblow(t). (7.71)
To sum up, our desired estimate (7.67) holds from the estimates (7.68), (7.69), (7.70), and (7.71). 
Proof of Lemma 7.7:
Recall (7.53) and (7.56). We use the second decomposition of “Dv” in (3.30) in Lemma 3.1. From the estimate (7.67) in
Lemma 7.10, the second part of the estimate (4.74) in Lemma 4.2, and the L2x,v − L
2
x,v − L
∞
x,v type multi-linear estimate, we
have ∑
l=1,··· ,5
|E˜rror
l
k,d| .
(
2−3k−3d + 2−k−d
)
2−4k+
∫ t
1
(1 + |s|)−1Eeblow(s)E
α
β;d(s)ds. (7.72)
Hence finishing the proof of the desired estimate (7.57). 
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7.3. Proof of Lemma 7.8. In this subsection, we prove our desired estimate (7.62) in Lemma 7.8. The main tools that we will
use are two linear estimates associated with the bilinear operators defined in (7.27) and (7.28), which will be stated in Lemma
7.11 and Lemma 7.12. We will first derive these two estimates and then use these two estimates to prove the desired estimate
(7.62).
Lemma 7.11. The following estimate hold,
‖Hµk (V˜j · ξm(ξ), h)(t, x + vˆt, v)‖L∞x,v . min{(1 + |t|)
−122k, (1 + |t|)−22k}2−4k+‖m(ξ)‖S∞
k
Eeblow(t). (7.73)
Proof. Recall (7.27). For any fixed x and v, we do dyadic decomposition for the angle between ξ and µv. As a result, we have
Hµk (V˜j · ξm(ξ), h)(t, x + vˆt, v) =
∑
n∈Z,n≤2
∫
R3
ei(x+tvˆ)·ξ−itµ|ξ|
iV˜j · ξm(ξ)ψk(ξ)
vˆ · ξ − µ|ξ|
×ψ>10(t(|ξ| − µvˆ · ξ))∂tĥ(t, ξ)ψk(ξ)ψn(∠(ξ, νv))dξ.
Hence, after using the volume of support of ξ and the definition of the low order energy Eeblow(φ) in (4.94), we have
|Hµk (V˜j · ξm(ξ), h)(t, x+ vˆt, v)| .
∑
n∈Z,n≤2
23k+n‖∂tĥ(t, ξ)ψk(ξ)‖L∞
ξ
‖m(ξ)‖S∞
k
. min{(1 + |t|)−122k, (1 + |t|)−22k}2−4k+‖m(ξ)‖S∞
k
Eeblow(t). (7.74)

Lemma 7.12. The following estimates hold for any t ∈ [2m−1, 2m],m ∈ Z+, i, j ∈ {1, 2, 3},
‖(1 + |v|)−1Kµk (V˜j · ξm(ξ), h)(t, x + vˆt, v)‖L∞x,v . 2
−2m+k−4k+‖m(ξ)‖S∞
k
Eeblow(t), (7.75)
‖Kµk (V˜j · ξm(ξ), h)(t, x + vˆt, v)‖L∞x,v . 2
−m+2k−4k+‖m(ξ)‖S∞
k
Eeblow(t), (7.76)
‖(Xi · v˜)K
µ
k (V˜j · ξm(ξ), h)(t, x + vˆt, v)‖L∞x,v . 2
−m+k−4k+‖m(ξ)‖S∞
k
Eeblow(t). (7.77)
Proof. Recall (7.28). From the support of ξ and the estimate (7.25), we know that the size of |ξ| − µvˆ · ξ is less than 2−m,
which implies that the angle between ξ and µv is less than 2−m/2−k/2 and the size of v is greater than 2m/2+k/2. As a result,
the following estimate holds,
(1 + |v|)−1|Kµk (V˜j · ξm(ξ), h)(t, x+ vˆt, v)| .
∑
l≤−m/2−k/2
2−m/2−k/22k+l23k+2l‖ĥ(t, ξ)ψk(ξ)‖L∞
ξ
‖m(ξ)‖S∞
k
. 2−2m+k−4k+‖m(ξ)‖S∞
k
Eeblow(t). (7.78)
Similarly, we have
|Kµk (V˜j · ξm(ξ), h)(t, x + vˆt, v)| .
∑
l≤−m/2−k/2
2k23k+2l‖ĥ(t, ξ)ψk(ξ)‖L∞
ξ
‖m(ξ)‖S∞
k
. 2−m+2k−4k+‖m(ξ)‖S∞
k
Eeblow(t).
(7.79)
Hence finishing the proofs of the desired estimates (7.75) and (7.76).
Lastly, we prove the desired estimate (7.77). Recall (7.28). We have
(Xi · v˜)K
µ
k (V˜j · ξm(ξ), h)(t, x + vˆt, v) = I1 + I2,
where
I1 :=
∫
R3
ei(x+tvˆ)·ξ−itµ|ξ|iV˜j ·ξm(ξ)
(
(Xi+tVˆi)−itµ
ei × ξ
|ξ|
)
·v˜
[
−iµψ′>10(t(|ξ|−µvˆ·ξ))
)
+ψ≤10
(
t(|ξ|−µvˆ·ξ)
)]
ĥ(t, ξ)ψk(ξ)dξ,
(7.80)
I2 :=
∫
R3
ei(x+tvˆ)·ξ−itµ|ξ|iV˜j · ξm(ξ)
(
itµ
ei × ξ
|ξ|
)
· v˜
[
− iµψ′>10(t(|ξ| − µvˆ · ξ)) + ψ≤10
(
t(|ξ| − µvˆ · ξ)
)]
ψk(ξ)ĥ(t, ξ)dξ.
From the volume of support of “ξ”, we have
|I2| .
∑
l≤−m/2−k/2
2m2k+2l23k+2l‖ĥ(t, ξ)ψk(ξ)‖L∞
ξ
‖m(ξ)‖S∞
k
. 2−m+k−4k+‖m(ξ)‖S∞
k
Eeblow(t). (7.81)
Note that (
(Xi + tVˆi)− itµ
ei × ξ
|ξ|
)
· v˜ =
(
x+ tvˆ − itµ
ξ
|ξ|
)
· V˜i.
Hence, we can do integration by parts in ξ once in the V˜i direction for I1 in (7.80). As a result, we have
I1 =
∫
R3
ei(x+tvˆ)·ξ−itµ|ξ|V˜i · ∇ξ
[
V˜j · ξm(ξ)ψk(ξ)ĥ(t, ξ)
(
− iµψ′>10(t(|ξ| − µvˆ · ξ)) + ψ≤10(t(|ξ| − µvˆ · ξ))
)]
dξ.
By using the volume of support of “ξ”, we have
|I1| .
∑
l≤−m/2−k/2
(
2m+k+2l + 1
)
23k+2l‖ĥ(t, ξ)ψk(ξ)‖L∞
ξ
‖m(ξ)‖S∞
k
+ 24k+3l‖∇ξĥ(t, ξ)ψk(ξ)‖L∞
ξ
‖m(ξ)‖S∞
k
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. 2−m+k−4k+‖m(ξ)‖S∞
k
Eeblow(t). (7.82)
Therefore, our desired estimate (7.77) holds from the estimates (7.81) and (7.82). Hence finishing the proof.

Proof of Lemma 7.8:
• The estimate ofH(m, a, c, h).
Recall (7.59). For this case, we use the second decomposition of “Dv” (3.30) in Lemma 3.1 for the term “Dvg
α
κ (t, x, v)” in
(7.59). From the estimate (7.68), the second part of the estimate (4.74) in Lemma 4.2, and the estimate (7.73) in Lemma 7.11,
the following estimate holds after using the L2x,v − L
2
x,v − L
∞
x,v type multilinear estimate,
|H(m, a, c, h)| .
∫ t
1
(1 + |s|)2d‖a‖Y ‖H
µ
k (V˜j · ξm(ξ), h)(s, x+ vˆs, v)‖L∞x,v‖c(s, x, v)‖L∞x,vE
α
β;d(s)ds
. 2k+d−4k+‖a‖Y ‖m(ξ)‖S∞
k
∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,vE
eb
low(s)E
α
β;d(s)ds. (7.83)
• The estimate ofK(m, a, c, h).
Recall (7.60). For this case, we use the second decomposition of “Dv” (3.30) in Lemma 3.1 for the term “Dvg
α
κ (t, x, v)” in
(7.60). Recall the detailed formulas of eρ(t, x, v), ρ ∈ K, |ρ| = 1, in (3.32). From the estimates (7.75), (7.76), (7.77) in Lemma
7.12, the following estimate holds,∑
ρ∈K,|ρ|=1
‖(1 + |v|)1−c(ρ)eρ(t, x, v)K
µ
k (V˜j · ξm(ξ), h)(t, x + vˆt, v)ϕd
(
|t| − |x+ vˆt|
)
ψ≤−10(1− |x+ vˆt|/|t|)‖L∞x,v
. (1 + |t|)−1(2k + 22k+d)2−4k+‖m(ξ)‖S∞
k
Eeblow(t). (7.84)
Therefore, from the above estimate, the second part of the estimate (4.74) in Lemma 4.2, and the L2x,v − L
2
x,v − L
∞
x,v type
multilinear estimate, we have
|K(m, a, c, h)| . (2k+d + 22k+2d)2−4k+‖a‖Y ‖m(ξ)‖S∞
k
∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,vE
eb
low(s)E
α
β;d(s)dt. (7.85)
To sum up, our desired estimate (7.62) holds from the estimates (7.83) and (7.85). 
8. PROOF OF LEMMA 7.9
The main goal of this section is devoted to prove our last desired estimate (7.63) in Lemma 7.9. Hence finishing the whole
argument.
Recall (7.58). To take the advantage of oscillation in time for the electromagnetic field, we do integration by parts in time to
move around the time derivative in front of “∂tT
µ
k (V˜j ·ξm(ξ), h)(t, x+ vˆt)”. The proof of Lemma 7.9 will be very complicated
by the fact that many terms will be created when “∂t” hits g
α
β (t, x, v) or Dvg
α
κ (t, x, v), e.g., see the equation satisfied by
∂tg
α
β (t, x, v) in (4.17).
For clarity, we first classify those terms. More precisely, after doing integration by parts in time for (7.58), we have
T (m, a, c, h) = T˜1(m, a, c, h) + T˜2(m, a, c, h) + Error, (8.1)
where
T˜1(m, a, c, h) =
∑
Λι∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
−
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
∂sg
α
β (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
× Cd(s, x, v)T
µ
k (V˜j · ξm(ξ), h)(s, x + vˆs, v)αi(v) ·Dvg
α
κ (s, x, v)dxdvds, (8.2)
T˜2(m, a, c, h) =
∑
Λι∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
−
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
× Cd(s, x, v)T
µ
k (V˜j · ξm(ξ), h)(s, x + vˆs, v)αi(v) · ∂s
(
Dvg
α
κ (s, x, v)
)
dxdvds, (8.3)
Error =
∑
Λι∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
−
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)T
µ
k (V˜j · ξm(ξ), h)(s, x + vˆs, v)
×∂s
[(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
Cd(s, x, v)
]
αi(v) ·Dvg
α
κ (s, x, v)dxdvds,
+
∑
i=1,2,t1=1,t2=t
(−1)i
∫
R3
∫
R3
(
ωαβ (ti, x, v)
)2
T µk (V˜j · ξm(ξ), h)(ti, x+ vˆti, v)
(√
1 + |v|2d˜(ti, x, v)
)1−c(ι)
× Cd(ti, x, v)g
α
β (ti, x, v)αi(v) ·Dvg
α
κ (ti, x, v)dxdv. (8.4)
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Recall the equation satisfied by gαβ (t, x, v) in (4.17), the classification of h.o.t
α
β in decompositions (4.18), (4.22), and (4.28).
We decompose T˜1(m, a, c, h) into four parts as follows,
T˜1(m, a, c, h) =
∑
i=1,··· ,4
T˜ i1(m, a, c, h), (8.5)
where
T˜ 11 (m, a, c, h) =
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2(
K(s, x+ vˆs, v) ·Dvg
α
β (s, x, v)αi(v) ·Dvg
α
κ (s, x, v)
)
× Cd(s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
T µk (V˜j · ξm(ξ), h)(s, x + vˆs, v)dxdvds, (8.6)
T˜ 21 (m, a, c, h) =
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
∫ t
1
∫
R3
∫
R3
−
(
ωαβ (s, x, v)
)2
αi(v) ·Dvg
α
κ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
× Cd(s, x, v)T
µ
k (V˜j · ξm(ξ), h)(s, x + vˆs, v)bulk
α
β(s, x, v)dxdvds, (8.7)
T˜ 31 (m, a, c, h) =
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
∫ t
1
∫
R3
∫
R3
−
(
ωαβ (s, x, v)
)2
αi(v) ·Dvg
α
κ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
× Cd(s, x, v)T
µ
k (V˜j · ξm(ξ), h)(s, x + vˆs, v)
(
h.o.tαβ(s, x, v) − bulk
α
β(s, x, v)
)
dxdvds, (8.8)
T˜ 41 (m, a, c, h) =
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
∫ t
1
∫
R3
∫
R3
−
(
ωαβ (s, x, v)
)2
αi(v) ·Dvg
α
κ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
× Cd(s, x, v)T
µ
k (V˜j · ξm(ξ), h)(s, x + vˆs, v)l.o.t
α
β(s, x, v)dxdvds. (8.9)
It remains to classify terms inside T˜2(m, a, c, h). Recall (8.3). Note that
[Dv, ∂t] = [∇v − t∇vvˆ · ∇x, ∂t] = ∇v vˆ · ∇x,=⇒ ∂t(Dvg
α
κ ) = Dv(∂tg
α
κ )−∇v vˆ · ∇xg
α
κ . (8.10)
Recall the equation satisfied by ∂tg
α
β (t, x, v) in (4.17). Since the most problematic term inside h.o.t
α
β(t, x, v) is bulk
α
β(t, x, v),
we first study the structure of “Dvbulk
α
β(t, x, v)”, which is summarized in the following Lemma.
Lemma 8.1. The following equality holds,
Dv(bulk
α
κ(t, x, v)) = b˜ulk
α
κ(t, x, v) + e˜rror
α
κ(t, x, v), (8.11)
where the detailed formula of b˜ulk
α
κ(t, x, v) and e˜rror
α
κ(t, x, v) are given in (8.12) and (8.14)respectively.
Proof. Recall (4.29). We have
Dv(bulk
α
κ(t, x, v)) = b˜ulk
α
κ(t, x, v) + e˜rror
α
κ(t, x, v),
where
b˜ulk
α
κ(t, x, v) =
∑
j=1,2,3,i=1,··· ,7
∑
ι′+κ′=κ,ι′,κ′∈S,|ι′|=1,Λι
′
∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
Kiι′;1(t, x+ vˆt, v)αi(v) ·DvDvg
α
κ′(t, x, v),
(8.12)
e˜rror
α
κ(t, x, v) =
∑
j=1,2,3,i=1,··· ,7
∑
ι′+κ′=κ,ι′,κ′∈S,|ι′|=1,Λι
′
∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
Dv
(
Kiι′;1(t, x+ vˆt, v)αi(v)
)
·Dvg
α
κ′(t, x, v).
(8.13)
Note that we used the fact that [Dvm , Dvn ] = 0, for anym,n ∈ {1, 2, 3}.After using the first decomposition of “Dv” in (3.30)
in Lemma 3.1 and the detailed formula ofKiι′;1(t, x+ vˆt, v) in (4.26), we have
e˜rror
α
κ(t, x, v) =
∑
j=1,2,3,i=1,··· ,7
ρ1,ρ2∈K,|ρ1|=|ρ2|=1
∑
ι′+κ′=κ,ι′,κ′∈S
|ι′|=1,Λι
′
∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
dρ1(t, x, v)dρ2 (t, x, v)Λ
ρ2 (gακ′(t, x, v))
×
[
Λρ1
(
αi(v)
(√
1 + |v|2d˜(t, x, v)
)1−c(ι)
αi(v)
)
· Ωxj
(
E(t, x+ vˆt) + vˆ ×B(t, x+ vˆt)
)
+ αi(v)
(√
1 + |v|2d˜(t, x, v)
)1−c(ι)
αi(v) · Λ
ρ1
(
Ωxj
(
E(t, x + vˆt) + vˆ ×B(t, x + vˆt)
)]
. (8.14)

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We will show that both “Dv(h.o.t
α
κ(t, x, v) − bulk
α
κ(t, x, v))” and “Dv(l.o.t
α
κ(t, x, v))” are non-bulk terms. Motivated from
this expectation and the decomposition (8.11) in Lemma 8.1, we decompose T˜2(m, a, c, h) into five parts as follows,
T˜2(m, a, c, h) =
∑
i=1,··· ,5
T˜ i2(m, a, c, h), (8.15)
where
T˜ 12 (m, a, c, h) =
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
Cd(s, x, v)
× T µk (V˜j · ξm(ξ), h)(s, x + vˆs, v)αi(v) ·Dv
(
K(s, x+ vˆs, v) ·Dvg
α
κ (s, x, v)
)
dxdvds, (8.16)
T˜ 22 (m, a, c, h) =
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
∫ t
1
∫
R3
∫
R3
−
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
Cd(s, x, v)
× T µk (V˜j · ξm(ξ), h)(s, x + vˆs, v)αi(v) · b˜ulk
α
κ(s, x, v)dxdvds, (8.17)
T˜ 32 (m, a, c, h) =
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
∫ t2
t1
∫
R3
∫
R3
−
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
× Cd(s, x, v)T
µ
k (V˜j · ξm(ξ), h)(s, x+ vˆs, v)αi(v) ·Dv
(
h.o.tακ(s, x, v)− bulk
α
κ(s, x, v)
)
dxdvds, (8.18)
T˜ 42 (m, a, c, h) =
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
∫ t
1
∫
R3
∫
R3
−
(
ωαβ (s, x, v)
)2
gαβ (t, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
× Cd(s, x, v)T
µ
k (V˜j · ξm(ξ), h)(s, x + vˆs, v)αi(v) ·Dv
(
l.o.tακ(s, x, v)
)
dxdvds, (8.19)
T˜ 52 (m, a, c, h) =
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
Cd(s, x, v)
× T µk (V˜j · ξm(ξ), h)(s, x + vˆs, v)αi(v) ·
[
∇v vˆ · ∇xg
α
κ (s, x, v)− e˜rror
α
κ(s, x, v)
]
dxdvds. (8.20)
Since there are many terms to be controlled to finish the proof of Lemma 7.9, for the sake of readers, we provide the
following plan of this section.
• Under the assumption that the L∞x -type decay estimate (8.124) in Lemma 8.12 holds for the operator T
µ
k (·, ·) and the
validity of Lemma 8.6, we finish the proof of Lemma 7.9 by estimating terms in the decompositions (8.1), (8.5), and
(8.15) one by one in subsection 8.1.
• Under the assumption that the L∞x -type decay estimate (8.124) in Lemma 8.12 holds, we finish the proof of Lemma
8.6 in subsection 8.2.
• We finish the proof of Lemma 8.12 in subsection 8.3. Hence complete the whole proof.
8.1. Proof of Lemma 7.9. Recall the decomposition in (8.1). As summarized in the following Lemma, the estimate of the
error term “Error” in (8.21) holds.
Lemma 8.2. The following estimate holds,
|Error| .
(
2k+d + 22k+2d
)
2−4k+‖a‖Y ‖m(ξ)‖S∞
k
[ ∑
τ∈{1,t}
‖c(τ, x, v)‖L∞x,vE
α
β;d(τ)E
eb
low(τ) +
∫ t
1
(1 + |s|)−1
×
(
‖c(s, x, v)‖L∞x,v + s‖∂sc(s, x, v)‖L∞x,v
)
Eαβ;d(s)E
eb
low(s)ds
]
. (8.21)
Proof. Recall (8.4). Since there are many possible destinations of the time derivative “∂t”, we first classify terms inside the
error term “Error”. Note that
∂td(t, x, v) = ∂td˜(t, x, v) = (1 + |v|
2)−1, ∂t
(
|t| − |x+ vˆt|
)
= ∂t
( t21+|v|2 − 2tx · vˆ − |x|2
|t|+ |x+ vˆt|
)
=
∑
i=1,2,3
ci(t, x, v), (8.22)
where
c1(t, x, v) := −
|t| − |x+ vˆt|
|t|+ |x+ vˆt|
( t
|t|
+
(x+ vˆt) · vˆ
|x+ vˆt|
)
+
−2x · vˆ(|t| − |x+ vˆt|)
t2
1+|v|2 − 2tx · vˆ − |x|
2
[
ψ≥20(x · vˆ(1 + |v|
2)/|t|
)
1[−10,∞)(x · vˆ)
+ψ≥20(x · vˆ(1 + |v|
2)/|t|
)
1(−∞,−10)(x · vˆ)ψ≥2((1 + |t|)/|x||v|)
]
,
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c2(t, x, v) =
2t
(1 + |v|2)
(
|t|+ |x+ vˆt|
) + −2x · vˆ
|t|+ |x+ vˆt|
ψ<20(x · vˆ(1 + |v|
2)/|t|
)
,
c3(t, x, v) =
−2x · vˆ
|t|+ |x+ vˆt|
ψ≥20(x · vˆ(1 + |v|
2)/|t|
)
1(−∞,−10)(x · vˆ)ψ<2((1 + |t|)/|x||v|). (8.23)
From the above detailed formula, we know that the following estimate holds,
|c1(t, x, v)| .
1 + ||t| − |x+ vˆt||
|t|
, |c2(t, x, v)| .
1
1 + |v|2
. (8.24)
Hence, from the equalities in (8.22) and the detailed formula of Cd(t, x, v) in (7.61), we can decompose the error term into
three parts as follows,
Error = Error1 + Error2 + Error3, (8.25)
where
Error1 =
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
−
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)T
µ
k (V˜j · ξm(ξ), h)(s, x + vˆs, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
×ψ≥1(|v|)
[
∂s
(
c(s, x, v)ψ≤−10(1 − |x+ vˆs|/|s|)
)
a(||s| − |x+ vˆs||)ϕd(||s| − |x+ vˆs||) + c1(s, x, v)
(
a′(||s| − |x+ vˆs||)
×ϕd(||s| − |x+ vˆs||) + 2
−da(||s| − |x+ vˆs||)ϕ′d(||s| − |x+ vˆs||)
)]
αi(v) ·Dvg
α
κ (s, x, v)dxdvds
+
∑
i=1,2,t1=1,t2=t
(−1)i
∫
R3
∫
R3
(
ωαβ (ti, x, v)
)2
T µk (V˜j · ξm(ξ), h)(ti, x+ vˆti, v)
(√
1 + |v|2d˜(ti, x, v)
)1−c(ι)
c(ti, x, v)ψ≥1(|v|)
×a(||ti| − |x+ vˆti||)ψ≤−10(1 − |x+ vˆti|/|ti|)ϕd(||ti| − |x+ vˆti||)g
α
β (ti, x, v)αi(v) ·Dvg
α
κ (ti, x, v)dxdv,
Error2 =
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
−
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)T
µ
k (V˜j · ξm(ξ), h)(s, x+ vˆs, v)ψ≤−10(1− |x+ vˆs|/|s|)
×ψ≥1(|v|)c(s, x, v)
(√
1 + |v|2
)1−c(ι)[
∂s
(
d˜(s, x, v)
)1−c(ι)
a(||s|−|x+ vˆs||)ϕd(||s|−|x+ vˆs||)+c2(s, x, v)
(
d˜(s, x, v)
)1−c(ι)
×
(
a′(||s| − |x+ vˆs||)ϕd(||s| − |x+ vˆs||) + 2
−da(||s| − |x+ vˆs||)ϕ′d(||s| − |x+ vˆs||)
)]
αi(v) ·Dvg
α
κ (s, x, v)dxdvds.
Error3 =
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
−
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)T
µ
k (V˜j · ξm(ξ), h)(s, x+ vˆs, v)ψ≤−10(1− |x+ vˆs|/|s|)
×ψ≥1(|v|)c(s, x, v)
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
c3(s, x, v)
[
a′(||t| − |x+ vˆs||)ϕd(||t| − |x+ vˆs||) + 2
−da(||t| − |x+ vˆs||)
× ϕ′d(||s| − |x+ vˆs||)
]
αi(v) ·Dvg
α
κ (s, x, v)dxdvds. (8.26)
Very importantly, recall that a′(x) = ϕ′d(x) = 0 if |x| ≤ 2
−10, we can localize away from zero.
For the first part of error term “Error1”, we use the second decomposition of “Dv” in (3.30) in Lemma 3.1. From the estimate
(8.24) and the estimate (8.124) in Lemma 8.12, the following estimate holds,
|Error1| .
∑
τ∈{1,t}
‖a‖Y
[ ∑
ρ∈K,|ρ|=1
2d‖(1 + |v|)1−c(ρ)eρ(τ, x, v)T
µ
k (V˜j · ξm(ξ), h)(τ, x+ vˆτ, v)‖L∞x,v
]
‖c(τ, x, v)‖L∞x,vE
α
β;d(τ)
+
∫ t
1
[ ∑
ρ∈K,|ρ|=1
2d‖(1 + |v|)1−c(ρ)eρ(s, x, v)T
µ
k (V˜j · ξm(ξ), h)(s, x + vˆs, v)‖L∞x,v
]
(1 + |s|)−1‖a‖YE
α
β;d(s)
×
(
‖c(s, x, v)‖L∞x,v + s‖∂sc(s, x, v)‖L∞x,v
)
ds .
(
2k+d + 22k+2d
)
2−4k+‖a‖Y ‖m(ξ)‖S∞
k
[ ∑
τ∈{1,t}
‖c(τ, x, v)‖L∞x,v
× Eαβ;d(τ)E
eb
low(τ) +
∫ t
1
(1 + |s|)−1
(
‖c(s, x, v)‖L∞x,v + s‖∂sc(s, x, v)‖L∞x,v
)
Eeblow(s)E
α
β;d(s)ds
]
. (8.27)
For the second part of error term “Error2”, we use the first decomposition ofDv in (3.30) in Lemma 3.1. From the estimate
of coefficients in (3.33) in Lemma 3.1, the estimates(8.22) and (8.24), and the estimate (8.125) in Lemma 8.13, the following
estimate holds,
|Error2| . 2
k+d−4k+‖a‖Y ‖m(ξ)‖S∞
k
∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,vE
eb
low(s)E
α
β;d(s)ds. (8.28)
Lastly, we estimate Error3. Recall (8.26). For this case, we use the first decomposition of “Dv” in (3.30) in Lemma 3.1.
Recall the detailed formula of “dρ(t, x, v)” in (3.31) and the detailed formula of c3(t, x, v) in (8.23). From the equality (3.7),
we have( |d˜(t, x, v)c3(t, x, v)|
||t| − |x+ vˆt||
)
ψ≤−5(1− |x+ vˆt|/|t|) .
t
t+ (1 + |v|)
(
|x · v|+ |x|
) |x · vˆ|
|t|+ |x+ vˆt|
.
1
1 + |v|2
. (8.29)
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Recall the definition of φ(t, x, v) in (4.72). The following estimate holds for any fixed x, v ∈ supp(c3(t, x, v)ψ≥1(|v|)),
|c3(t, x, v)|ψ≥1(|v|)
φ(t, x, v)
.
|x|
|t|(1 + |v|)
. (8.30)
From the above estimates (8.29) and (8.30), the estimate (8.127) in Lemma 8.13, and the estimate (8.140) in Lemma 8.14, the
following estimate holds
|Error3| .
∫ t
1
2d
(
‖
1
1 + |v|
T µk (V˜j ·ξm(ξ), h)(s, x+vˆs, v)‖L∞x,v+‖
|x|
s
T µk (V˜j ·ξm(ξ), h)(s, x+vˆs, v)‖L∞x,v
)
‖a‖Y ‖c(s, x, v)‖L∞x,v
× Eαβ;d(s)ds . 2
k+d−4k+‖a‖Y ‖m(ξ)‖S∞
k
∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,vE
eb
low(s)E
α
β;d(s)ds, (8.31)
To sum up, recall the decomposition (8.25), our desired estimate (8.21) holds from the estimates (8.27), (8.28) and (8.31).

Lemma 8.3. The following estimate holds,
|T˜ 11 (m, a, c, h) + T˜
1
2 (m, a, c, h)| . (2
k+d + 22k+2d)2−4k+‖a‖Y ‖m(ξ)‖S∞
k
∫ t
1
(1 + |s|)−1
(
Eeblow(s)
)2
Eαβ;d(s)
×
(
‖c(s, x, v)‖L∞x,v + ‖Dvc(s, x, v)‖L∞x,v
)
ds. (8.32)
Proof. Recall (8.6), (8.16), and (4.3). As a result of direct computations, we have
[Dvm , Dvn ] = 0, Dv ·K(t, x+ vˆt, v) = 0, m, n = 1, 2, 3.
Hence, we have
K(t, x+ vˆt, v) ·Dvg
α
β (t, x, v)αi(v) ·Dvg
α
κ (t, x, v) + g
α
β (t, x, v)αi(v) ·Dv
(
K(t, x+ vˆt, v) ·Dvg
α
κ (t, x, v)
)
=
∑
m,n=1,2,3
Kn(t, x+ vˆt, v)Dvng
α
β (t, x, v)(αi(v))mDvmg
α
κ (t, x, v) + g
α
β (t, x, v)(αi(v))m
×DvmKn(t, x+ vˆt, v)Dvng
α
κ (t, x, v) + g
α
β (t, x, v)(αi(v))mKn(t, x+ vˆt, v)DvnDvmg
α
κ (t, x, v)
= gαβ (t, x, v)
[(
αi(v) · ∇vvˆ
)
×B(t, x+ vˆt)−
(
K(t, x+ vˆt, v) · ∇vαi(v)
)]
·Dvg
α
κ (t, x, v)
+Dv ·
[
K(t, x+ vˆt, v)gαβ (t, x, v)αi(v) ·Dvg
α
κ (t, x, v)
]
. (8.33)
From the above equality, the following equality holds after doing integration by parts in x and v to move the derivatives
“Dv” outside “K(t, x+ vˆt, v)g
α
β (t, x, v)αi(v) ·Dvg
α
κ (t, x, v)” in (8.33),
T˜ 11 (m, a, c, h) + T˜
1
2 (m, a, c, h) :=
∑
l=1,··· ,4,j=1,2,3,i=1,··· ,7
∑
ι+κ=β,ι,κ∈S,|ι|=1,Λι∼ψ≥1(|v|)Ω̂
v
j orψ≥1(|v|)Ω
x
j
I lι,κ,i,j , (8.34)
where
I1ι,κ,i,j =
∫ t
1
∫
R3
∫
R3
[
K(s, x+ vˆs, v)gαβ (s, x, v)αi(v) ·Dvg
α
κ (s, x, v)
]
·Dv
(
(ωαβ (s, x, v))
2
)(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
× Cd(s, x, v)T
µ
k (V˜j · ξm(ξ), h)(s, x+ vˆs, v)dxdvds, (8.35)
I2ι,κ,i,j =
∫ t
1
∫
R3
∫
R3
[
(ωαβ (s, x, v))
2gαβ (s, x, v)αi(v) ·Dvg
α
κ (s, x, v)
]
K(s, x+ vˆs, v) ·Dv
[(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
× Cd(s, x, v)
]
T µk (V˜j · ξm(ξ), h)(s, x + vˆs, v)dxdvds, (8.36)
I3ι,κ,i,j =
∫ t
1
∫
R3
∫
R3
[
(ωαβ (s, x, v))
2gαβ (s, x, v)αi(v) ·Dvg
α
κ (s, x, v)
](√
1 + |v|2d˜(s, x, v)
)1−c(ι)
× Cd(s, x, v)K(s, x + vˆs, v) ·Dv
(
T µk (V˜j · ξm(ξ), h)(s, x+ vˆs, v)
)
dxdvds, (8.37)
I4ι,κ,i,j =
∫ t
1
∫
R3
∫
R3
(ωαβ (s, x, v))
2
[(
αi(v) · ∇v vˆ
)
×B(s, x+ vˆs)−
(
K(s, x+ vˆs, v) · ∇vαi(v)
)]
·Dvg
α
κ (s, x, v)g
α
β (s, x, v)
×
(√
1 + |v|2d˜(s, x, v)
)1−c(ι)
Cd(s, x, v)T
µ
k (V˜j · ξm(ξ), h)(s, x + vˆs, v)dxdvds. (8.38)
• The estimate of I1ι,κ,i,j .
Recall (8.35). For the term “Dvg
α
κ (t, x, v)” in “I
1
ι,κ,i,j”, we use the second decomposition ofDv in (3.30). From the estimate
(4.74) in Lemma 4.2, the decay estimate (4.96) in Lemma 4.3, and the estimate (8.124) in Lemma 8.12, the following estimate
holds from the L2x,v − L
2
x,v − L
∞
x,v type multilinear estimate,
|I1ι,κ,i,j | .
∑
ρ∈K,κ∈S,γ∈B,
|ρ|=1
∫ t
1
2d
∥∥Dvωαβ (s, x, v)
ωαβ (s, x, v)
K(s, x+ vˆs, v)
∥∥
L∞x L
∞
v
‖ωγκ(s, x, v)g
γ
κ(s, x, v)ϕ[d−1,d+1](||s|−|x+ vˆs||)‖
2
L2xL
2
v
×‖a‖Y ‖c(s, x, v)‖L∞x,v‖(1 + |v|)
1−c(ρ)eρ(t, x, v)ϕd(||s| − |x+ vˆs||)T
µ
k (V˜j · ξm(ξ), h)(s, x+ vˆs, v)‖L∞x,vds
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.
(
2d+k + 22d+2k
)
2−4k+‖a‖Y ‖m(ξ)‖S∞
k
∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,v
(
Eeblow(s)
)2
Eαβ;d(s)ds. (8.39)
• The estimate of I2ι,κ,i,j .
Recall (8.36). From the second equality in (3.34), the estimate of coefficients in (3.35), the second part of the estimate (4.74)
in Lemma 4.2, we know that the following estimate holds,(
φ(t, x, v)
)1−c(ι)∣∣Dv[(d˜(t, x, v))1−c(ι)ψ≥1(|v|)a(||t| − |x+ vˆt||)ϕd(||t| − |x+ vˆt||)ψ≤−10(1 − |x+ vˆt|/|t|)c(t, x, v)]∣∣
. 2d‖a‖Y
(
‖c(t, x, v)‖L∞x,v + ‖Dvc(t, x, v)‖L∞x,v
)
. (8.40)
For the term “Dvg
α
κ (t, x, v)” in “I
2
ι,κ,i,j”, we use the second decomposition of Dv in (3.30). From the estimate (8.40), the
decay estimate (4.96) in Lemma 4.3, and the estimate (8.124) in Lemma 8.12, the following estimate holds from the L2xL
2
v −
L2xL
2
v − L
∞
x L
∞
v type multilinear estimate,
|I2ι,κ,i,j | .
∑
κ∈S,γ∈B,|κ|+|γ|≤N0
∑
u∈{E,B}
∫ t
1
(2k+d+22k+2d)2−4k+‖a‖Y ‖ω
γ
κ(s, x, v)g
γ
κ(s, x, v)ϕ[d−1,d+1](||s|−|x+vˆs||)‖
2
L2xL
2
v
×‖u(s, x+ vˆs)‖L∞x,v‖m(ξ)‖S∞k E
eb
low(s)
(
‖c(s, x, v)‖L∞x,v + ‖Dvc(s, x, v)‖L∞x,v
)
ds . (2k+d + 22k+2d)2−4k+
× ‖a‖Yd‖m(ξ)‖S∞k
∫ t
1
(1 + |s|)−1
(
‖c(s, x, v)‖L∞x,v + ‖Dvc(s, x, v)‖L∞x,v
)(
Eeblow(s)
)2
Eαβ;d(s)ds. (8.41)
• The estimate of I3ι,κ,i,j .
Recall (8.37) and (7.26). We know that the following equality holds,
Dv
(
T µk (V˜j · ξm(ξ), h)(t, x+ vˆt, v)
)
=
∫
R3
ei(x+tvˆ)·ξ−itµ|ξ|∇v
[−iV˜j · ξm(ξ)ψk(ξ)
vˆ · ξ − µ|ξ|
ψ>10
(
t(|ξ| − µvˆ · ξ)
]
ĥ(t, ξ)dξ. (8.42)
Note that
∇v = v˜v˜ · ∇v + V˜iV˜i · ∇v, V˜i · ∇v(vˆ · ξ) =
1√
1 + |v|2
V˜i · ξ, v˜ · ∇v(vˆ · ξ) =
v˜ · ξ
(1 + |v|2)3/2
. (8.43)
Recall (8.42). From the above equalities (8.43) and the decay estimates (8.126) and (8.127) in Lemma 8.13, we have∥∥(1 + |v|)Dv(T µk (V˜j · ξm(ξ), h)(t, x + vˆt, v))∥∥L∞x,v . 2k−4k+‖m(ξ)‖S∞k Eeblow(t). (8.44)
For the term “Dvg
α
κ (t, x, v)” in “I
3
ι,κ,i,j”, we use the first decomposition of Dv in (3.30). From the above estimate (8.44), the
estimate of coefficients in (3.33) in Lemma 3.30, the decay estimate (4.96) in Lemma 4.3, and the L2xL
2
v–L
2
xL
2
v–L
∞
x L
∞
v type
multilinear estimate, the following estimate holds,
|I3ι,κ,i,j | .
∑
κ∈S,γ∈B,|κ|+|γ|≤N0
∑
u∈{E,B}
∫ t
1
2d‖ωγκ(s, x, v)g
γ
κ(s, x, v)ϕ[d−1,d+1](||s| − |x+ vˆs||)‖
2
L2xL
2
v
‖a‖Y ‖c(s, x, v)‖L∞x,v
×‖u(s, x+ vˆs)(1 + ||s| − |x+ vˆs||)‖L∞x,v
∥∥(1 + |v|)Dv(T µk (V˜j · ξm(ξ), h)(s, x + vˆs, v))∥∥L∞x,vds
.
∫ t
1
(1 + |s|)−12d+k−4k+‖a‖Y ‖m(ξ)‖S∞
k
‖c(s, x, v)‖L∞x,v
(
Eeblow(t)
)2
Eαβ;d(s)ds. (8.45)
• The estimate of I4ι,κ,i,j .
Recall (8.38). As a result of direct computation, we have∣∣(1 + |v|)∇v vˆ∣∣+ ∣∣(1 + |v|)∇vαi(v)∣∣ . 1.
For the term “Dvg
α
κ (t, x, v)” in “I
4
ι,κ,i,j”, we use the first decomposition of “Dv” in (3.30). From the L
2
x,v − L
2
x,v − L
∞
x,v type
multilinear estimate, the estimate of coefficients in (3.33) in Lemma 3.30, the decay estimate (4.96) in Lemma 4.3, and the
estimate (8.126) in Lemma 8.13, we have
|I4ι,κ,i,j | .
∑
κ∈S,γ∈B,|κ|+|γ|≤N0
∑
u∈{E,B}
∫ t
1
2d‖a‖Y ‖ω
γ
κ(s, x, v)g
γ
κ(s, x, v)ϕ[d−1,d+1](||s| − |x+ vˆs||)‖
2
L2xL
2
v
‖c(s, x, v)‖L∞x,v
×‖u(s, x+ vˆs)
(
1 + ||s| − |x+ vˆs||
)
‖L∞x,v‖T
µ
k (V˜j · ξm(ξ), h)(s, x+ vˆs, v)‖L∞x,vds
. 2d+k−4k+‖a‖Y ‖m(ξ)‖S∞
k
∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,v
(
Eeblow(s)
)2
Eαβ;d(s)ds. (8.46)
To sum up, our desired estimate (8.32) holds from the decomposition (8.34) and the estimates (8.39), (8.41), (8.45), and
(8.46). 
Lemma 8.4. The following estimate holds for any fixed i ∈ {1, 2} and j ∈ {3, 4},
|T˜ ji (m, a, c, h)| .
(
2k+d + 22k+2d
)
2−4k+‖a‖Y ‖m(ξ)‖S∞
k
∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,vE
eb
low(s)E
α
β;d(s)dt. (8.47)
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Proof. Recall (8.8), (8.9), (8.18), and (8.19). For these terms, we use the second decomposition of “Dv” in (3.30) in Lemma
3.1. From the L2x,v − L
2
x,v − L
∞
x,v type multilinear estimate, the second part of the estimate (4.74) in Lemma 4.2, and the
estimate (8.124) in Lemma 8.12, we know that the following estimate holds,
|T˜ ji (m, a, c, h)| .
∑
ι,κ,ρ∈S,ι+κ=β
|ρ|=|ι|=1
∫ t
1
2d‖ωαβ (s, x, v)g
α
β (s, x, v)ϕ[d−1,d+1](||s| − |x+ vˆs||)‖L2xL2v‖a‖Y ‖c(s, x, v)‖L∞x,v
×‖(1+ |v|)1−c(ρ)eρ(s, x, v)ϕd(||s| − |x+ vˆs||)T
µ
k (V˜j · ξm(ξ), h)(s, x+ vˆs, v)‖L∞x,v
[
‖ωαβ (s, x, v)ϕ[d−1,d+1](||s| − |x+ vˆs||)
×
(
h.o.tαβ(s, x, v) − bulk
α
β (s, x, v)
)
‖L2xL2v + ‖ω
α
β (s, x, v)
(
l.o.tαβ(s, x, v)
)
ϕ[d−1,d+1](||s| − |x+ vˆs||)‖L2xL2v
+‖ωαρ◦κ(s, x, v)Λ
ρ
(
h.o.tακ(s, x, v) − bulk
α
κ(s, x, v)
)
ϕ[d−1,d+1](||s| − |x+ vˆs||)‖L2xL2v
+‖ωαρ◦κ(s, x, v)Λ
ρ
(
l.o.tακ(s, x, v)
)
ϕ[d−1,d+1](||s| − |x+ vˆs||)‖L2xL2v
]
ds
.
(
2k+d + 22k+2d
)
2−4k+‖a‖Y ‖m(ξ)‖S∞
k
∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,vE
eb
low(s)E
α
β;d(s)ds. (8.48)
Hence finishing the proof of the desired estimate (8.47). 
Lemma 8.5. The following estimate holds,
|T˜ 52 (m, a, c, h)| . 2
d+k−4k+‖a‖Y ‖m(ξ)‖S∞
k
∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,vE
eb
low(s)E
α
β;d(s)(1 + E
eb
low(s))ds. (8.49)
Proof. Recall (8.20) and (8.14). Note that, as a result of direct computations, the following equality holds,
∇v vˆ · ∇x =
v˜
(1 + |v|2)3/2
Sx +
V˜i
(1 + |v|2)1/2
Ωxi .
Recall the first equality in (3.34) in Lemma 3.2 and the equality (4.36) in Lemma 4.1. From the estimate of coefficients in
(3.36) and (3.33), the second part of the estimate (4.74) in Lemma 4.2, the decay estimate (4.96) in Lemma 4.3, the estimate
(8.125) in Lemma 8.13, and the L2x,v − L
2
x,v − L
∞
x,v type multilinear estimate, we have
|T˜ 52 (m, a, c, h)| .
∑
α∈B,β∈S,|α|+|β|≤N0
∫ t
1
2d‖a‖Y ‖ω
α
β (s, x, v)g
α
β (s, x, v)ϕ[d−1,d+1](||s| − |x+ vˆs||)‖
2
L2xL
2
v
‖c(s, x, v)‖L∞x,v
×
[ ∑
ρ∈B,|ρ|≤4
∑
u∈{Eρ,Bρ}
1 + ‖(1 + ||s| − |x+ vˆs||)2∇xu(s, x+ vˆs)‖L∞x,v
]
‖
1
1 + |v|
T µk (V˜j · ξm(ξ), h)(s, x + vˆs, v)‖L∞x,vds
. 2d+k−4k+‖a‖Y ‖m(ξ)‖S∞
k
∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,vE
α
β;d(s)E
eb
low(s)(1 + E
eb
low(s))ds.
In the above estimate, we used the fact that we can gain at least (1 + |v|)−3 from the hierarchy of the weight functions when
estimating the error term e˜rror
α
κ(t, x, v). 
Lemma 8.6. The following estimate holds,
|T˜ 21 (m, a, c, h)|+ |T˜
2
2 (m, a, c, h)| .
(
2k/2+d/2 + 22k+2d
)
2−4k+‖m(ξ)‖S∞
k
‖a‖Y
×
[ ∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,v
(
Eeblow(s)
)2
Eαβ;d(s)ds
]
. (8.50)
Proof. Postponed to subsection 8.2. 
Assuming the validity of Lemma 8.6 holds, we finish the proof of the desired estimate (7.63) in Lemma 7.9.
Proof of Lemma 7.9
Recall the decompositions of T (m, a, c, h) in (8.1), (8.5), and (8.15). Our desired estimate (7.63) in Lemma 7.9 follows
directly from the estimate (8.21) in Lemma 8.2, the estimate (8.32) in Lemma 8.3, the estimate (8.47) in Lemma 8.4, the
estimate (8.49) in Lemma 8.5, and the estimate (8.50) in Lemma 8.6.

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8.2. Proof of Lemma 8.6. Recall the detailed formula of T˜ 21 (m, a, c, h) in (8.7) and the detailed formula of bulk terms in
(4.29). Since new bulk terms are introduced because of the integration by parts in time process, there is an issue of losing
another weight of size “|v|” caused by the new introduced bulk terms.
To get around this issue, intuitively speaking, we observe that there exists a hidden null structure inside a bilinear form of the
type “Ωxju1(t, x+ vˆt)Ω
x
i u2(t, x+ vˆt)”, u1, u2 ∈ {E,B}. To better explain this observation, we first do dyadic decompositions
for E(t, x+ vˆt) and B(t, x+ vˆt) inside T˜ 21 (m, a, c, h). As a result, we have,
T˜ 21 (m, a, c, h) =
∑
k1∈Z
Kdk1,k, (8.51)
where
Kdk1,k :=
∑
j′=1,2,3
i′=1,··· ,7
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
∑
ι′+κ′=β,ι,κ∈S,|ι′|=1
Λι
′
∼ψ≥1(|v|)Ω̂
v
j′
orψ≥1(|v|)Ω
x
j′
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
αi′(v) ·Dvg
α
κ′(s, x, v)
×αi′(v) · Ω
x
j′
(
Ek1(s, x+ vˆs) + vˆ ×Bk1(s, x+ vˆs)
)
αi(v) ·Dvg
α
κ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)2−c(ι)−c(ι′)
× Cd(s, x, v)T
µ
k (V˜j · ξm(ξ), h)(s, x+ vˆs, v)dxdvds, (8.52)
Recall (8.17), (8.12) and (4.26). Similarly, we do dyadic decomposition for E(t, x + vˆt) and B(t, x + vˆt) and have the
following decompositions for T˜ 22 (m, a, c, h),
T˜ 22 (m, a, c, h) =
∑
k1∈Z
Sdk1,k, (8.53)
where
Sdk1,k :=
∑
j′=1,2,3
i′=1,··· ,7
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
∑
ι′+κ′=β,ι,κ∈S,|ι′|=1
Λι
′
∼ψ≥1(|v|)Ω̂
v
j′
orψ≥1(|v|)Ω
x
j′
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2(√
1 + |v|2d˜(s, x, v)
)2−c(ι)−c(ι′)
×gαβ (s, x, v)αi(v) · Ω
x
j′
(
E(s, x+ vˆs) + vˆ ×B(s, x + vˆs)
)
αi(v) ·
(
αi(v) ·DvDvg
α
κ′(s, x, v)
)
× Cd(s, x, v)T
µ
k (V˜j · ξm(ξ), h)(s, x+ vˆs, v)dxdvds. (8.54)
We remark that, similar to the dyadic decomposition we did in (7.9), we did the above dyadic decomposition for the new
introduced electromagnetic field in (8.51) and (8.53), to get around a technical summability issue with respect to the frequency.
From the detailed formulas in (8.52) and (8.54). We know that there exists a bilinear form of type “Ωxjuk1(t, x+ vˆt)T
µ
k (V˜j ·
ξm(ξ), h)”, u ∈ {E,B}. Motivated from this type of product, we define a more general multilinear operator as follows.
Definition 8.1. For any fixed k, k1 ∈ Z, fixed j, j′ ∈ {1, 2, 3}, fixed aµ ∈ {1/2, iµ/2,−iµ/2}, any fixed f, g ∈ {hα1 (t), h
α
2 (t), α ∈
B, |α| ≤ 10}, where hα1 (t) and h
α
2 (t) are the profiles of the electromagnetic field, and any given symbol a1, a2 ∈ S
∞, we define
a multilinear form T ν(·, ·, ·, ·) as follows,
T ν(f, g, a1, a2)(t, x, v) =
∑
µ∈{+,−}
∫
R3
∫
R3
ei(x+tvˆ)·ξ−itµ|ξ−η|−itν|η|iaµf̂(t, ξ − η)ĝ(t, η)
V˜j′ · (ξ − η)V˜j · η
|η| − νvˆ · η
× a1(ξ − η)a2(η)ψ≥10(t(|η| − νvˆ · η))ψk(η)ψk1 (ξ − η)dηdξ. (8.55)
In particular, the multilinear form T ν(f, g, a1, a2)(t, x, v) can be represented as a product of two integrals as follows,
T ν(f, g, a1, a2)(t, x, v) =
∑
µ∈{+,−}
aµΩ˜
x
j′
(
F−1[e−itµ|ξ|a1(ξ)ψk1(ξ)f̂ (t, ξ)](t, x+ vˆt)
)
T νk (V˜j ·ξa2(ξ), g)(t, x+ vˆt, v), (8.56)
where the operator T νk (·, ·) is defined in (7.26).
To reveal the hidden null structure inside the multilinear formT ν(f, g, a1, a2)(t, x, v), we decomposeT
ν(f, g, a1, a2)(t, ξ, v)
into two parts as follows,
T ν(f, g, a1, a2)(t, x, v) = T
ν;1(f, g, a1, a2)(t, x, v) + T
ν;2(f, g, a1, a2)(t, x, v), (8.57)
where
T ν;1(f, g, a1, a2)(t, x, v) =
∑
µ∈{+,−}
∫
R3
∫
R3
ei(x+tvˆ)·ξ−itµ|ξ−η|−itν|η|iaµf̂(t, ξ − η)V˜j′ ·
( ξ − η
|ξ − η|
− µν
η
|η|
)
ĝ(t, η)
×
|ξ − η|V˜j · η
|η| − νvˆ · η
a1(ξ − η)a2(η)ψ≥10(t(|η| − νvˆ · η))ψk(η)ψk1(ξ − η)dηdξ, (8.58)
T ν;2(f, g, a1, a2)(t, x, v) =
∑
µ∈{+,−}
∫
R3
∫
R3
ei(x+tvˆ)·ξ−itµ|ξ−η|−itν|η|iaµf̂(t, ξ − η)
µνV˜j′ · η
|η|
ĝ(t, η)
|ξ − η|V˜j · η
|η| − νvˆ · η
× a1(ξ − η)a2(η)ψ≥10(t(|η| − νvˆ · η))ψk(η)ψk1 (ξ − η)dηdξ (8.59)
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= F−1[e−itν|ξ|ĝ(t, ξ)
−νV˜j′ · ξV˜j · ξ
|ξ|
(
|ξ| − νvˆ · ξ
)a2(ξ)ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)](t, x + vˆt, v)
×F−1[a1(ξ)ψk1 (ξ)û(t, ξ)](t, x + vˆt), (8.60)
where u ∈ {∂tEα, ∂tBα, |∇|Eα, |∇|Bα, α ∈ B, |α| ≤ 10}.
We understand the hidden null structure of the above defined multilinear form in the sense that the decay rate over time can
be improved. More precisely, for the first part “T ν;1(f, g, a1, a2)(t, x, v)”, we can gain “1/t” by doing integration by parts in
“η”. Meanwhile, for the second part, we have one more good derivative Ωxj′ acts on “g”, which improves the decay rate.
Note that, as a result of direct computations, the following equality holds,
ei(x+tvˆ)·ξ−itµ|ξ−η|−itν|η|V˜j′ ·
( ξ − η
|ξ − η|
− µν
η
|η|
)
=
−iµ
t
V˜j′ · ∇η
(
ei(x+tvˆ)·ξ−itµ|ξ−η|−itν|η|
)
. (8.61)
Hence, after doing integration by parts in “η” for T ν;1(f, g, a1, a2)(t, x, v), we have
T ν;1(f, g, a1, a2)(t, x, v) = t
−1
(
I1ν (f, g, a1, a2)(t, x, v) + I
2
ν (f, g, a1, a2)(t, x, v)
)
, (8.62)
where
I1ν (f, g, a1, a2)(t, x, v) =
∑
µ∈{+,−}
−
∫
R3
∫
R3
ei(x+tvˆ)·ξ−itµ|ξ−η|−itν|η|µaµV˜j′ · ∇η
(
f̂(t, ξ − η)|ξ − η|ψk1(ξ − η)a1(ξ − η)
)
× ĝ(t, η)
V˜j · η
|η| − νvˆ · η
a2(η)ψ≥10(t(|η| − µvˆ · η))ψk(η)dηdξ. (8.63)
I2ν (f, g, a1, a2)(t, x, v) =
∑
µ∈{+,−}
−
∫
R3
∫
R3
ei(x+tvˆ)·ξ−itµ|ξ−η|−itν|η|µaµf̂(t, ξ − η)V˜j′ · ∇η
(
ĝ(t, η)
V˜j · η
|η| − νvˆ · η
×a2(η)ψ≥10(t(|η| − µvˆ · η))ψk(η)
)
|ξ − η|ψk1(ξ − η)a1(ξ − η)dηdξ = F
−1
[
a1(ξ)ψk1 (ξ)û(t, ξ)
]
(t, x+ vˆt)
×F−1[e−itν|ξ|V˜j′ · ∇ξ
( −V˜j · ξ
|ξ| − νvˆ · ξ
ĝ(t, ξ)a2(ξ)ψ≥10(t(|ξ| − νvˆ · ξ))ψk(ξ)
)
](t, x+ vˆt, v), (8.64)
where u ∈ {∂tE
α, ∂tB
α, |∇|Eα, |∇|Bα, α ∈ B, |α| ≤ 10}.
To sum up, from the decompositions (8.57) and (8.62), we have
T ν(f, g, a1, a2)(t, x, v)− t
−1I1ν (f, g, a1, a2)(t, x, v) = T
ν;2(f, g, a1, a2)(t, x, v) + t
−1I2ν (f, g, a1, a2)(t, x, v). (8.65)
Recall the product formulas of T ν;2(f, g, a1, a2)(t, x, v) and I
2
ν (f, g, a1, a2)(t, x, v) in (8.60) and (8.64). From the decay
estimate (4.97) in Lemma 4.3, the estimates (8.126) and (8.127) in Lemma 8.13, we know that the following estimate holds,∣∣T ν1 (f, g, a1, a2)(t, x, v)− t−1I1ν (f, g, a1, a2)(t, x, v)∣∣ψ≤−5(1− |x+ vˆt|/|t|)
. (1 + |t|)−2(1 + ||t| − |x+ vˆt|)−12k1+k2−4k1,+−4k+‖a1(ξ)‖S∞
k1
‖a2(ξ)‖S∞
k
(
Eeblow(t)
)2
. (8.66)
With the above preparation, we are ready to estimate Kdk1,k and S
d
k1,k
. Recall the detailed formulas of Kdk1,k and S
d
k1,k
in
(8.52) and (8.54). For notational simplicity, we define the following quantities.
Definition 8.2. For any fixed i, i′ ∈ {1, · · · , 7}, ν ∈ {+,−} α ∈ B, β, ι, κ, ι′, κ′.γ,∈ S, s.t., ι+ κ = ι′ + κ′ = β, ι′ + γ = κ,
|ι| = |ι′| = 1, Λι ∼ ψ≥1(|v|)Ωxj or ψ≥1(|v|)Ω̂
v
j , Λ
ι′ ∼ ψ≥1(|v|)Ωxj′ or ψ≥1(|v|)Ω̂
v
j′ for some j, j
′ ∈ {1, 2, 3}, we define four
integrals as follows,
K˜d,1k1,k :=
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
αi′(v) ·Dvg
α
κ′(s, x, v)αi(v) ·Dvg
α
κ (t, x, v)
(√
1 + |v|2d˜(s, x, v)
)2−c(ι)−c(ι′)
× Cd(s, x, v)
[
s−1I1ν (f, g, a1, a2)(s, x, v)
]
dxdvds, (8.67)
K˜d,2k1,k :=
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
αi′(v) ·Dvg
α
κ′(s, x, v)αi(v) ·Dvg
α
κ (s, x, v)
(√
1 + |v|2d˜(s, x, v)
)2−c(ι)−c(ι′)
× Cd(s, x, v)
[
T ν(f, g, a1, a2)(s, x, v)− s
−1I1ν (s, x, v)
]
dxdvds, (8.68)
S˜d,1k1,k :=
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)αi′ ·
(
αi(v) ·DvDvg
α
γ (s, x, v)
)(√
1 + |v|2d˜(s, x, v)
)2−c(ι)−c(ι′)
× Cd(s, x, v)
[
s−1I1ν (f, g, a1, a2)(s, x, v)
]
dxdvds, (8.69)
S˜d,2k1,k :=
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)αi′ ·
(
αi(v) ·DvDvg
α
γ (s, x, v)
)(√
1 + |v|2d˜(s, x, v)
)2−c(ι)−c(ι′)
× Cd(s, x, v)
[
T ν(f, g, a1, a2)(s, x, v) − s
−1I1ν (f, g, a1, a2)(s, x, v)
]
dxdvds. (8.70)
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Lemma 8.7. For the integrals K˜d,1k1,k and S˜
d,1
k1,k
defined in (8.67) and (8.69), the following estimate holds,
|K˜d,1k1,k|+ |S˜
d,1
k1,k
| .
∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,v
(
Eeblow(s)
)2
Eαβ;d(s)ds
× 2d+k1
(
2k+d + 22k+2d
)
2−4k+−4k1,+‖a‖Y ‖a1(ξ)‖S∞
k1
‖a2(ξ)‖S∞
k
. (8.71)
Proof. • The estimate of K˜d,1k1,k. Recall (8.67). For all the vector fields “Dv” in (8.67), we use the second decomposition
of Dv in (3.30) in Lemma 3.1. Note that the following estimate holds for any ρ ∈ K, |ρ| = 1 from the detailed formulas of
eρ(t, x, v) in (3.32),
‖(1 + |v|)1−c(ρ)eρ(t, x, v)ψ≤−5(1− |x+ vˆt|/|t|)‖L∞x,v . (1 + t). (8.72)
Recall (8.63). For any ρ ∈ K, |ρ| = 1, after representing the mulitlinear form I1ν (f, g, a1, a2)(s, x, v) as a product form, we
know that the following estimate holds from the linear decay estimate (2.11) in Lemma 2.2 and the estimate (8.124) in Lemma
8.12,
‖(1 + |v|)1−c(ρ)eρ(t, x, v)ϕd(||t| − |x+ vˆt||)I
1
ν (f, g, a1, a2)(t, x, v)‖L∞x,v
. (1 + t)−12k1(2k + 22k+d)2−4k+−4k1,+‖a1(ξ)‖S∞
k1
‖a2(ξ)‖S∞
k
(
Eeblow(t)
)2
. (8.73)
Therefore, from the estimate (8.72), the estimate (8.73), the second part of the estimate (4.74) in Lemma 4.2, and the L2x,v −
L2x,v − L
∞
x,v type multilinear estimate, we know that the following estimate holds,
|K˜d,1k1,k| .
∑
γ∈S,|α|+|γ|≤N0
2d+k1
(
2k+d+22k+2d
)
2−4k+−4k1,+‖a‖Y
∫ t
1
‖ωαγ (x, v)g
α
γ (s, x, v)ϕ[d−1,d+1](||s| − |x+ vˆs||)‖
2
L2xL
2
v
× (1 + |s|)−1‖a1(ξ)‖S∞
k1
‖a2(ξ)‖S∞
k
‖c(t, x, v)‖L∞x,v
(
Eeblow(s)
)2
ds. (8.74)
• The estimate of S˜d,1k1,k. Recall (8.69). As in the estimate of K˜
d,1
k1,k
, we use the second decomposition of “Dv” in (3.30)
in Lemma 3.1 for all the vector fields “Dv” in (8.69). As a result, the following equality holds
DvDvg
α
γ (t, x, v) =
∑
ρ1,ρ2∈S,|ρ1|=|ρ2|=1
eρ1(t, x, v)Λ
ρ1
(
eρ2(t, x, v)Λ
ρ2gαγ (t, x, v)
)
. (8.75)
Note that the following estimate holds if ι+ ι′ + κ′ = β, ρ, ρ′ ∈ K/{~0},∣∣ ωαβ (x, v)
ωαρ′◦ρ◦κ′(x, v)
∣∣ ∼ (1 + |v|)c(ι)+c(ι′)−c(ρ)−c(ρ′)(φ(t, x, v))i(ρ)+i(ρ′)−i(ι)−i(ι′). (8.76)
Recall (3.32). From the equality (3.34) and the estimate (3.36) in Lemma 3.2, the following estimate holds,∑
ρ1,ρ2∈S,|ρ1|=|ρ2|=1
‖(1 + |v|)1−c(ρ2)Λρ1eρ2(t, x, v)ψ≤−5(1− |x+ vˆt|/|t|)‖L∞x,v . (1 + t). (8.77)
From the estimates (8.72) and (8.77), the estimate (8.73), and the estimate (8.76), the following estimate holds for fixed γ ∈ S,
s.t., ι+ ι′ + γ = β,
‖ωαβ (x, v)
(√
1 + |v|2d˜(t, x, v)
)2−c(ι)−c(ι′)
DvDvg
α
γ (t, x, v)T
µ,ν
2 (f, g, a1, a2)(t, x, v)ϕd(||t|−|x+vˆt||)ψ≤−5(1−|x+vˆt|/|t|)‖L2x,v
.
∑
κ∈S,|α|+|κ|≤N0
2d+k1
(
2k+d + 22k+2d
)
2−4k+−4k1,+‖a1(ξ)‖S∞
k1
‖a2(ξ)‖S∞
k
(
Eeblow(t)
)2
× ‖ωακ (x, v)g
α
κ (t, x, v)ϕ[d−2,d+2](||t| − |x+ vˆt||)‖L2xL2v . (8.78)
Therefore, from the above estimate (8.78) and the L2x,v − L
2
x,v − L
∞
x,v type multilinear estimate, the following estimate holds,
|S˜d,1k1,k| . 2
d+k1
(
2k+d+22k+2d
)
2−4k+−4k1,+
∫ t
1
(1+|s|)−1‖a‖Y ‖a1(ξ)‖S∞
k1
‖a2(ξ)‖S∞
k
‖c(s, x, v)‖L∞x,v
(
Eeblow(s)
)2
Eαβ;d(s)ds.
(8.79)
To sum up, our desired estimate (8.71) holds from the estimates (8.74) and (8.79). 
Lemma 8.8. For the integral K˜d,2k1,k defined in (8.68), the following estimate holds,
|K˜d,2k1,k| .
(
2k1/2+k/2+d + 23(k1+k)/2+3d
)
2−4k1,+−4k+‖a‖Y ‖a1(ξ)‖S∞
k1
‖a2(ξ)‖S∞
k
×
∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,v
(
Eeblow(s)
)2
Eαβ;d(s)ds. (8.80)
3D RELATIVISTIC VLASOV-MAXWELL 47
Proof. Recall the detailed formula of K˜d,2k1,k in (8.68). Based on the possible size of “|v|”, “x · v”, and “|x|”, we separate into
fours cases by utilizing the following partition of unity,
1 =
∑
i=1,··· ,4
ηi(t, x, v), η1(t, x, v) := ψ≤(k+k1)/4+10
(
|v||t|−1/2
)
, (8.81)
η2(t, x, v) := ψ>(k+k1)/4+10
(
|v||t|−1/2
)
ψ≤10
(
|x|/
(
|t|/|v|+ |t|1/2
))
, (8.82)
η3(t, x, v) := ψ>(k+k1)/4+10
(
|v||t|−1/2
)
ψ>10
(
|x|/
(
|t|/|v|+ |t|1/2
))
η˜(x · v˜|t|/|x|2), (8.83)
η4(t, x, v) := ψ>(k+k1)/4+10
(
|v||t|−1/2
)
ψ>10
(
|x|/
(
|t|/|v|+ |t|1/2
))(
1− η˜(x · v˜|t|/|x|2)
)
, (8.84)
where η˜(x) : R −→ R is a smooth function such that it equals to one inside (−∞, 2−4] and it is supported inside (−∞, 2−5].
Correspondingly, we define the following corresponding integrals,
Ji(t) =
∫
R3
∫
R3
(
ωαβ (x, v)
)2
αi′(v) ·Dvg
α
κ′(t, x, v)αi(v) ·Dvg
α
κ (t, x, v)
(√
1 + |v|2d˜(t, x, v)
)2−c(ι)−c(ι′)
× Cd(t, x, v)
[
T ν(f, g, a1, a2)(t, x, v) − t
−1I1ν (f, g, a1, a2)(t, x, v)
]
ηi(t, x, v)dxdv, (8.85)
where i ∈ {1, 2, 3, 4}.Hence, from the detailed formula of K˜d,2k1,k in (8.68) and the partition (8.81), we have
K˜d,2k1,k =
∑
i=1,··· ,4
∫ t
1
Ji(s)ds. (8.86)
⊕ The estimate of J1, i.e., the case when 1 ≤ |v| ≤ 2(k+k1)/4+10(1 + |t|)1/2.
For this case , we use the first decomposition of Dv in (3.30) in Lemma 3.1 for all vector fields “Dv” in (8.85). From the
estimate of coefficients in (3.33), the second part of the estimate (4.74) in Lemma 4.2, the estimates (3.8) and (8.66), and the
L2x,v − L
2
x,v − L
∞
x,v type multilinear estimate, we know that the following estimate holds for any fixed time t ∈ [t1, t2],
|J1(t)| . 2
k1+k+3d2−4k1,+−4k+(1 + |t|)−1
(
Eeblow(t)
)2
Eαβ;d(t)‖a‖Y ‖a1(ξ)‖S∞k1
‖a2(ξ)‖S∞
k
‖c(t, x, v)‖L∞x,v
×
(
2−d + (1 + |t|)−1‖|v|2ψ≤(k+k1)/4+10
(
|v||t|−1/2
)
‖L∞v
)
. (1 + |t|)−1
(
23(k1+k)/2+3d + 2k1+k+2d
)
× 2−4k1,+−4k+‖a‖Y ‖a1(ξ)‖S∞
k1
‖a2(ξ)‖S∞
k
‖c(t, x, v)‖L∞x,v
(
Eeblow(t)
)2
Eαβ;d(t). (8.87)
⊕ The estimate of J2, i.e., the case when |v| > 2(k+k1)/4+9|t|1/2 + 1 and |x| ≤ 210
(
|t|/|v|+ |t|1/2
)
.
For this case, we use the second decomposition of “Dv” in (3.30) in Lemma 3.1 for all the “Dv” derivatives in (8.85). Recall
the detailed formula of eρ(t, x, v) in (3.32). From the estimate (8.66), the second part of the estimate (4.74) in Lemma 4.2, and
the L2x,v − L
2
x,v − L
∞
x,v type multi-linear estimate, the following estimate holds for any fixed t ∈ [t1, t2],
|J2(t)| . 2
k1+k+d2−4k1,+−4k+
(
‖|v|−2ψ>(k+k1)/4+10
(
|v||t|−1/2
)
‖L∞v + (1 + |t|)
−12d
)
× ‖a‖Y ‖a1(ξ)‖S∞
k1
‖a2(ξ)‖S∞
k
‖c(t, x, v)‖L∞x,v
(
Eeblow(t)
)2
Eαβ;d(t). (8.88)
⊕ The estimate of J3, i.e., the case when |v| ≥ 2
k1/2+9|t|1/2 + 1, |x| ≥ 210
(
|t|/|v|+ |t|1/2
)
, and x · v˜ ≤ −2−4|x|2/|t|.
Recall the definition of φ(t, x, v) in (4.72). We have (x, v) ∈ supp(φ(t, x, v) − 1) for the case we are considering. Recall
the equality (3.7). We know that the following estimate holds for the case we are considering,
|
d˜(t, x, v)
||t| − |x+ vˆt||
| .
t
t+
(
1 + |v|
)
(|x · v|+ |x|)
.
t2
(1 + |v|)2|x|2
,
1
φ(t, x, v)
.
|x|
|x · v|
.
t
|v||x|
. (8.89)
For this case, we use the second decomposition of Dv in (3.30) in Lemma 3.1 for all vector fields “Dv” in (8.85). From
the above estimate (8.89), the detailed formulas of eρ(t, x, v) in (3.32), the estimate (8.66), and the L
2
x,v − L
2
x,v − L
∞
x,v type
multi-linear estimate, we have the following estimate holds for any fixed time t ∈ [1, T ],
|J3(t)| . 2
k1+k+d2−4k1,+−4k+
(
‖|v|−2ψ>(k+k1)/4+10
(
|v||t|−1/2
)
‖L∞v + (1 + |t|)
−12d
)
× ‖a‖Y ‖a1(ξ)‖S∞
k1
‖a2(ξ)‖S∞
k
‖c(t, x, v)‖L∞x,v
(
Eeblow(t)
)2
Eαβ;d(t). (8.90)
⊕ The estimate of J4, i.e., the case when |v| ≥ 2(k1+k)/2+9|t|1/2+1, |x| ≥ 210
(
|t|/|v|+ |t|1/2
)
, and x · v˜ ≥ −2−4|x|2/|t|.
Recall the first equality in (3.7). We know that the following estimate holds for the case we are considering,∣∣|t2| − |x+ vˆt|2∣∣ ≥ |x|2, =⇒ 1
|x|2|t|
( t2
|v|2
+
t|x|
|v|
+ |x|2
)
.
1
|t|
. (8.91)
For this case, we use the second decomposition of “Dv” in (3.30) in Lemma 3.1 for all the “Dv” derivatives in (8.85). Recall
the detailed formula of eρ(t, x, v) in (3.32). From the estimates (8.66) and (8.91), the second part of the estimate (4.74) in
Lemma 4.2, and the L2x,v − L
2
x,v − L
∞
x,v type multi-linear estimate, the following estimate holds for any fixed t ∈ [1, T ],
|J4(t)| . 2
k1+k+2d2−4k1,+−4k+(1 + |t|)−1‖a‖Y ‖a1(ξ)‖S∞
k1
‖a2(ξ)‖S∞
k
‖c(t, x, v)‖L∞x,v
(
Eeblow(t)
)2
Eαβ;d(t). (8.92)
To sum up, recall the decomposition in (8.86), our desired estimate (8.80) holds from the estimates (8.87), (8.88), (8.90),
and (8.92). 
48 XUECHENGWANG
Lemma 8.9. For the integral S˜d,2k1,k defined in (8.70), the following estimate holds,
|S˜d,2k1,k| .
∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,v
(
Eeblow(s)
)2
Eαβ;d(s)ds
×
(
2(k1+k)/2+d + 23(k1+k)/2+3d
)
2−4k1,+−4k+‖a‖Y ‖a1(ξ)‖S∞
k1
‖a2(ξ)‖S∞
k
. (8.93)
Proof. Recall (8.70). From the two decompositions of Dv in (3.30), we know that the following decomposition holds for the
second order derivative “DvDv”,
DvDv = P1(DvDv) + L1(DvDv) = P2(DvDv) + L2(DvDv), (8.94)
where Pi(DvDv), i ∈ {1, 2}, denotes the principle term of “DvDv”, which is a second order derivative and Li(DvDv),
i ∈ {1, 2}, denotes the lower order term of “DvDv”, which is a first order derivative. More precisely, we have
P1(DvDv) =
∑
ρ1,ρ2∈K
|ρ1|=|ρ2|=1
dρ1 (t, x, v)dρ2(t,x,v)Λ
ρ1◦ρ2 , P2(DvDv) =
∑
ρ1,ρ2∈K
|ρ1|=|ρ2|=1
eρ1(t, x, v)eρ2(t,x,v)Λ
ρ1◦ρ2 , (8.95)
L1(DvDv) =
∑
ρ1,ρ2∈K
|ρ1|=|ρ2|=1
dρ1(t, x, v)Λ
ρ1
(
dρ2(t,x,v)
)
Λρ2 , L2(DvDv) =
∑
ρ1,ρ2∈K
|ρ1|=|ρ2|=1
eρ1(t, x, v)Λ
ρ1
(
eρ2(t,x,v)
)
Λρ2 , (8.96)
From the detailed formulas of dρ(t, x, v) and eρ(t, x, v) in (3.31) and (3.32), the first equality in (3.34), and the estimate of
coefficients in (3.35) and (3.36), we know that the following estimate holds,∑
ρ1,ρ2∈K,|ρ1|=|ρ2|=1
|dρ1(t, x, v)Λ
ρ1
(
dρ2(t, x, v)
)
| .
(
1 + |d˜(t, x, v)|
)2
(1 + |v|)2, (8.97)
∑
ρ1,ρ2∈K,|ρ1|=|ρ2|=1
|eρ1(t, x, v)Λ
ρ1
(
eρ2(t, x, v)
)
|ψ≤3(|x|/(1 + |t|) . (1 + |t|)
2. (8.98)
Similar to the estimate of K˜d,2k1,k in Lemma 8.8, by using the cutoff functions ηi(t, x, v), i ∈ {1, · · · , 4}, defined in (8.81),
(8.82), (8.83), and (8.84), we decompose S˜d,2k1,k into four parts as follows,
S˜d,2k1,k =
∑
i=1,··· ,4
∫ t
1
Si(s)ds, (8.99)
where
Si(t) :=
∫
R3
∫
R3
(
ωαβ (x, v)
)2
gαβ (t, x, v)αi′ ·
(
αi(v) ·DvDvg
α
γ (t, x, v)
)(√
1 + |v|2d˜(t, x, v)
)2−c(ι)−c(ι′)
×Cd(t, x, v)ηi(t, x, v)
[
T ν(f, g, a1, a2)(t, x, v)− t
−1I1ν (f, g, a1, a2)(t, x, v)
]
dxdv.
Similar to the estimate of Ji(t), i ∈ {1, 2, 3, 4}, in the proof of Lemma 8.8, we use the first decomposition of “Dv” for S1(t)
and use the second decomposition ofDv for Si(t), i ∈ {2, 3, 4}. More precisely, we separate into two cases as follows.
⊕ The estimate of S1. For this case we use the first decomposition ofDv. Equivalently speaking, we use the first decompo-
sition ofDvDv in (8.94). As a result, the following decomposition holds,
S1(t) = S1,1(t) + S1,2(t), (8.100)
where
S1,1(t) =
∫
R3
∫
R3
(
ωαβ (x, v)
)2
gαβ (t, x, v)αi′ ·
(
αi(v) · P1(DvDv)g
α
γ (t, x, v)
)(√
1 + |v|2d˜(t, x, v)
)2−c(ι)−c(ι′)
× Cd(t, x, v)η1(t, x, v)
[
T ν(f, g, a1, a2)(t, x, v) − t
−1I1ν (f, g, a1, a2)(t, x, v)
]
dxdv, (8.101)
S1,2(t) =
∫
R3
∫
R3
(
ωαβ (x, v)
)2
gαβ (t, x, v)αi′ ·
(
αi(v) · L1(DvDv)g
α
γ (t, x, v)
)(√
1 + |v|2d˜(t, x, v)
)2−c(ι)−c(ι′)
× Cd(t, x, v)η1(t, x, v)
[
T ν(f, g, a1, a2)(t, x, v) − t
−1I1ν (f, g, a1, a2)(t, x, v)
]
dxdv. (8.102)
Recall the detailed formula of P1(DvDv) in (8.95) and the detailed formula of S1,1(t) in (8.101). We know that S1,1(t) and
J1(t) are of the same type. With minor modifications in the estimate of J1(t) in (8.87), the following estimate holds,
|S1,1(t)| . (1 + |t|)
−1
(
2k1+k+2d + 23(k1+k)/2+3d
)
2−4k1,+−4k+‖a‖Y ‖a1(ξ)‖S∞
k1
‖a2(ξ)‖S∞
k
× ‖c(t, x, v)‖L∞x,v
(
Eeblow(t)
)2
Eαβ;d(t). (8.103)
Recall the detailed formula of L1(DvDv) in (8.96) and the detailed formula of S1,2(t) in (8.102). Since L1(DvDv) is a
lower order derivatives, we can gain at least (1 + |v|)−10 from the hierarchy of the weight functions between different order
derivatives. As a result, from the estimates (8.66) and (8.97) and the L2x,v − L
2
x,v − L
∞
x,v type multilinear estimate, we have
|S1,2(t)| . (1 + |t|)
−12k1+k+2d2−4k1,+−4k+‖a‖Y ‖a1(ξ)‖S∞
k1
‖a2(ξ)‖S∞
k
‖c(t, x, v)‖L∞x,v
(
Eeblow(t)
)2
Eαβ;d(t). (8.104)
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⊕ The estimate of Si, i ∈ {2, 3, 4}. For these three terms, we use the second decomposition ofDvDv in (8.94). As a result,
the following decomposition holds,
Si(t) = Si,1(t) + Si,2(t), i ∈ {2, 3, 4}, (8.105)
where
Si,1(t) =
∫
R3
∫
R3
(
ωαβ (x, v)
)2
gαβ (t, x, v)αi′ ·
(
αi(v) · P2(DvDv)g
α
γ (t, x, v)
)(√
1 + |v|2d˜(t, x, v)
)2−c(ι)−c(ι′)
× Cd(t, x, v)ηi(t, x, v)
[
T ν(f, g, a1, a2)(t, x, v) − t
−1I1ν (f, g, a1, a2)(t, x, v)
]
dxdv, (8.106)
Si,2(t) =
∫
R3
∫
R3
(
ωαβ (x, v)
)2
gαβ (t, x, v)αi′ ·
(
αi(v) · L2(DvDv)g
α
γ (t, x, v)
)(√
1 + |v|2d˜(t, x, v)
)2−c(ι)−c(ι′)
× Cd(t, x, v)ηi(t, x, v)
[
T ν(f, g, a1, a2)(t, x, v) − t
−1I1ν (f, g, a1, a2)(t, x, v)
]
dxdv. (8.107)
Recall the detailed formula of P2(DvDv) in (8.95) and the detailed formula of Si,1(t) in (8.106). We know that Si,1(t) and
Ji(t), i ∈ {2, 3, 4}, are of the same type. with minor modifications in the estimate of Ji(t), i ∈ {2, 3, 4}, in (8.88), (8.90), and
(8.92), the following estimate holds for any i ∈ {2, 3, 4},
|Si,1(t)| . (1 + |t|)
−1
(
2(k1+k)/2+d + 2k1+k+2d
)
2−4k1,+−4k+‖a‖Y ‖a1(ξ)‖S∞
k1
‖a2(ξ)‖S∞
k
× ‖c(t, x, v)‖L∞x,v
(
Eeblow(t)
)2
Eαβ;d(t). (8.108)
Recall (8.107) and (8.96). Again, since L2(DvDv) is a lower order derivative, we can gain at least (1 + |v|)−10 from the
hierarchy of the weight functions between the difference of the orders of derivatives. Note that |v| > 2(k+k1)/4+9|t|1/2 inside
the support of ηi(t, x, v), i ∈ {2, 3, 4}. Therefore, the following estimate holds from the estimates (8.66), (8.98), and the
L2x,v − L
2
x,v − L
∞
x,v type multi-linear estimate,∑
i=2,3,4
|Si,2(t)| . 2
k1+k+d2−4k+−4k1,+‖(1 + |v|)−2ψ>(k+k1)/4+10(|v||t|
−1/2)‖L∞v ‖a‖Y ‖a1(ξ)‖S∞k1
×‖a2(ξ)‖S∞
k
‖c(t, x, v)‖L∞x,v
(
Eeblow(t)
)2
Eαβ;d(t) . (1 + |t|)
−12(k1+k)/2+d2−4k+−4k1,+‖a‖Yd‖a1(ξ)‖S∞k1
× ‖a2(ξ)‖S∞
k
‖c(t, x, v)‖L∞x,v
(
Eeblow(t)
)2
Eαβ;d(t). (8.109)
To sum up, recall the decompositions (8.99), (8.100), and (8.105), our desired estimate (8.93) holds from the estimates
(8.103), (8.104), (8.108), and (8.109). 
Lemma 8.10. The following estimate holds,
|Kdk,k1 |+ |S
d
k1,k| .
(
2(k+k1)/2+d + 23(k+k1)/2+3d + 2k1+2k+3d
)
2−4k+−4k1,+‖m(ξ)‖S∞
k
‖a‖Y
×
[ ∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,v
(
Eeblow(s)
)2
Eαβ;d(s)ds
]
. (8.110)
Proof. Recall (8.52) and (8.54). Note that, for any u ∈ {E,B}, the following equality holds from some i ∈ {1, 2},
Ωxj′uk1(t, x+ vˆt)T
µ
k (V˜j · ξm(ξ), h)(t, x + vˆt) = T
µ(hi(t), h(t), 1,m).
From the above equality, we know that the desired estimate (8.110) follows directly from the estimate (8.71) in Lemma 8.7, the
estimate (8.80) in Lemma 8.8, and the estimate (8.93) in Lemma 8.9.

To get around the summability issue with respect to k1, same as what we did in the decomposition (7.53), we also use the
process of trading spatial derivatives for the decay of the distance with respect to the light cone "||t| − |x + vˆt||". As a result,
we have
Lemma 8.11. The following estimate holds for any d ∈ N+, d ≥ 10,
|Kdk,k1 |+ |S
d
k1,k| .
[(
2(k+k1)/2+d + 23(k+k1)/2+3d + 2k1+2k+3d
)(
2−3k1−3d + 2−4k1−4d
)
+ 2k−k1
(
1 + 2−2k1−2d
+ 2k−2k1−d + 2k+d
)]
2−4k+−4k1,+‖m(ξ)‖S∞
k
‖a‖Yd
[ ∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,v
(
Eeblow(s)
)2
Eαβ;d(s)ds
]
. (8.111)
Proof. Recall the decomposition (7.33) in Lemma 7.6. For any u ∈ {E,B}, we have
Ωxj′uk1(t, x+ vˆt) = L
1
k1,j′ [u](t, x+ vˆt) + L˜k1,j′ [u](t, x+ vˆt, v) +
∑
i=1,··· ,5
Eik1,j′ [u](t, x+ vˆt, v),
where L1k1,j′ [u](t, x, v) and L˜k1,j′ [u](t, x+ vˆt, v) were defined in (7.44) and (7.51) and E
i
k1,j′ [u](t, x+ vˆt, v), i ∈ {1, · · · , 5},
were defined in (7.43) and (7.52).
Correspondingly, we decomposeKdk,k1 and S
d
k,k1
into three parts as follows,
Kd;1k,k1 =
∑
i=1,2,3
Kd;ik,k1 , K
d;3
k,k1
=
∑
i=1,··· ,5
Kd;3k,k1;i, S
d
k,k1 =
∑
i=1,2,3
Sd;ik,k1 , S
d;3
k,k1
=
∑
i=1,··· ,5
Sd;3k,k1;i, (8.112)
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where
Kd;1k1,k :=
∑
j′=1,2,3
i′=1,··· ,7
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
∑
ι′+κ′=β,ι,κ∈S,|ι′|=1
Λι
′
∼ψ≥1(|v|)Ω̂
v
j′
orψ≥1(|v|)Ω
x
j′
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
αi′(v) ·Dvg
α
κ′(s, x, v)
×αi′(v) ·
(
L1k1,j′ [E](s, x+ vˆs) + vˆ × L
1
k1,j′ [B](s, x + vˆs)
)
αi(v) ·Dvg
α
κ (s, x, v)
× Cd(s, x, v)
(√
1 + |v|2d˜(s, x, v)
)2−c(ι)−c(ι′)
T µk (V˜j · ξm(ξ), h)(s, x + vˆs)dxdvds, (8.113)
Kd;2k1,k :=
∑
j′=1,2,3
i′=1,··· ,7
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
∑
ι′+κ′=β,ι,κ∈S,|ι′|=1
Λι
′
∼ψ≥1(|v|)Ω̂
v
j′
orψ≥1(|v|)Ω
x
j′
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
αi′(v) ·Dvg
α
κ′(s, x, v)
×αi′(v) ·
(
L˜k1,j′ [E](s, x+ vˆs, v) + vˆ × L˜k1,j′ [B](s, x + vˆs, v)
)
αi(v) ·Dvg
α
κ (s, x, v)
× Cd(s, x, v)
(√
1 + |v|2d˜(s, x, v)
)2−c(ι)−c(ι′)
T µk (V˜j · ξm(ξ), h)(s, x + vˆs)dxdvds, (8.114)
Kd;3k1,k;i :=
∑
j′=1,2,3
i′=1,··· ,7
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
∑
ι′+κ′=β,ι,κ∈S,|ι′|=1
Λι
′
∼ψ≥1(|v|)Ω̂
v
j′
orψ≥1(|v|)Ω
x
j′
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
αi′ (v) ·Dvg
α
κ′(s, x, v)
×αi(v) ·Dvg
α
κ (s, x, v)αi′ (v) ·
(
Eik1,j′ [E](s, x+ vˆs, v) + vˆ × E
i
k1,j′ [B](s, x+ vˆs, v)
)
× Cd(s, x, v)
(√
1 + |v|2d˜(s, x, v)
)2−c(ι)−c(ι′)
T µk (V˜j · ξm(ξ), h)(s, x + vˆs)dxdvds, (8.115)
Sd;1k1,k :=
∑
j′=1,2,3
i′=1,··· ,7
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
∑
ι′+κ′=β,ι,κ∈S,|ι′|=1
Λι
′
∼ψ≥1(|v|)Ω̂
v
j′
orψ≥1(|v|)Ω
x
j′
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)
×αi(v) ·
(
Lk1,j′ [E](s, x+ vˆs) + vˆ × Lk1,j′ [B](s, x+ vˆs)
)
αi(v) ·
(
αi(v) ·DvDvg
α
κ′(s, x, v)
)
× Cd(s, x, v)
(√
1 + |v|2d˜(s, x, v)
)2−c(ι)−c(ι′)
T µk (V˜j · ξm(ξ), h)(s, x + vˆs)dxdvds, (8.116)
Sd;2k1,k :=
∑
j′=1,2,3
i′=1,··· ,7
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
∑
ι′+κ′=β,ι,κ∈S,|ι′|=1
Λι
′
∼ψ≥1(|v|)Ω̂
v
j′
orψ≥1(|v|)Ω
x
j′
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)
×αi(v) ·
(
L˜k1,j′ [E](s, x+ vˆs, v) + vˆ × L˜k1,j′ [B](s, x+ vˆs, v)
)
αi(v) ·
(
αi(v) ·DvDvg
α
κ′(s, x, v)
)
× Cd(s, x, v)
(√
1 + |v|2d˜(s, x, v)
)2−c(ι)−c(ι′)
T µk (V˜j · ξm(ξ), h)(s, x + vˆs)dxdvds, (8.117)
Sd;3k1,k;i :=
∑
j′=1,2,3
i′=1,··· ,7
∑
Λι∼ψ≥1(|v|)Ω̂
v
j
orψ≥1(|v|)Ω
x
j
∑
ι′+κ′=β,ι,κ∈S,|ι′|=1
Λι
′
∼ψ≥1(|v|)Ω̂
v
j′
orψ≥1(|v|)Ω
x
j′
∫ t
1
∫
R3
∫
R3
(
ωαβ (s, x, v)
)2
gαβ (s, x, v)
×αi(v) ·
(
Eik1,j′ [E](s, x+ vˆs, v) + vˆ × E
i
k1,j′ [B](s, x+ vˆs, v)
)
αi(v) ·
(
αi(v) ·DvDvg
α
κ′(s, x, v)
)
× Cd(s, x, v)
(√
1 + |v|2d˜(s, x, v)
)2−c(ι)−c(ι′)
T µk (V˜j · ξm(ξ), h)(s, x + vˆs)dxdvds. (8.118)
• The estimate ofKd;ik,k1 and S
d;i
k,k1
, i ∈ {1, 2}.
Recall (8.113), (8.114), (8.116), and (8.117). Moreover, recall again (7.44) and (7.51). For any u ∈ {E,B},we know that
the following equality holds for some i ∈ {1, 2},
L1k1,j′ [u](t, x, v)T
µ
k (V˜j · ξm(ξ), h)(t, x + vˆt) =
∑
α∈B,|α|≤3
(|t| − |x+ vˆt|)−3
[
c˜0α(t, x+ vˆt)T
µ
1 (h
α
i (t), h(t), m˜
0
k1,α,m)
+ic˜1α(t, x+ vˆt)T
µ
1 (h
α
i (t), h(t), |ξ|m˜
1
k1,α,m)− c˜
2
α(t, x+ vˆt)T
µ
1 (h
α
i (t), h(t), |ξ|
2m˜2k1,α,m)
]
,
L˜k1,j′ [u](t, x, v)T
µ
k (V˜j · ξm(ξ), h)(t, x+ vˆt) =
∑
α∈B,|α|≤3
−3(|t| − |x+ vˆt|)−4
it
|x+ vˆt|
×
[
c˜0α(t, x+ vˆt)T
µ
1 (h
α
i (t), h(t), |ξ|
−1m˜0k1,α,m) + ic˜
1
α(t, x+ vˆt)T
µ
1 (h
α
i (t), h(t), m˜
1
k1,α,m)
−c˜2α(t, x+ vˆt)T
µ
1 (h
α
i (t), h(t), |ξ|m˜
2
k1,α,m)
]
.
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Therefore, from the estimate of coefficients c˜iα(t, x+ vˆt), i ∈ {1, 2, 3}, in (3.39), the estimate of symbols m˜
i
k1,α
(ξ) in (3.40),
we know that the following estimate holds from the estimate (8.71) in Lemma 8.7, the estimate (8.80) in Lemma 8.8, and the
estimate (8.93) in Lemma 8.9,
|Kd;1k,k1 |+ |S
d;1
k1,k
|+ |Kd;2k,k1 |+ |S
d;2
k1,k
| .
(
2(k+k1)/2+d + 23(k+k1)/2+3d + 2k1+2k+3d
)(
2−3k1−3d + 2−4k1−4d
)
2−4k+−4k1,+
× ‖m(ξ)‖S∞
k
‖a‖Y
[ ∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,v
(
Eeblow(s)
)2
Eαβ;d(s)ds
]
. (8.119)
In the above estimate, we used the fact that d ≥ 10 and ‖|x|−3ϕ[d−2,d+2](x)a‖Y . 2
−3d‖a‖Y .
• The estimate ofKd;3k,k1 and S
d;3
k,k1
.
Recall (8.115) and (8.118). Moreover, we recall the estimates of error terms (7.67) in Lemma 7.10. For each fixed i ∈
{1, · · · , 5}, we use the second decomposition of Dv in (3.30) in Lemma 3.1 and the second decomposition of “DvDv” in
(8.94). From the estimate (7.67) in Lemma 7.10 and the estimate (8.124) in Lemma 8.12, the following estimate holds for any
fixed ρ1, ρ2 ∈ S, s.t., |ρ1| = |ρ2| = 1,
‖(1 + |v|)2−c(ρ1)−c(ρ2)eρ1(t, x, v)eρ2 (t, x, v)E
i
k1,j′ [u](t, x, v)T
µ
k (V˜j · ξm(ξ), h)(t, x + vˆt)‖L∞x,v
. (1 + t)−1
(
2−4d−4k1 + 2−2d−2k1
)
2k1(2k + 22k+d)2−4k+−4k1,+‖m(ξ)‖S∞
k
(
Eeblow(t)
)2
. (8.120)
Moreover, from the estimate (8.77), the estimate (7.67) in Lemma 7.10 and the estimate (8.125) in Lemma 8.13, the following
estimate holds for any fixed ρ1, ρ2 ∈ S, s.t., |ρ1| = |ρ2| = 1,
‖(1 + |v|)1−c(ρ1)−c(ρ2)eρ1(t, x, v)Λ
ρ1eρ2(t, x, v)E
i
k1,j′ [u](t, x, v)ϕd(||t| − |x+ vˆt||)T
µ
k (V˜j · ξm(ξ), h)(t, x + vˆt)
×ψ≤−5(1−|x+vˆt|/|t|)‖L∞x,v . (1+t)
−1
(
2−4d−4k1+2−2d−2k1
)
2k1(2k+22k+d)2−4k+−4k1,+‖m(ξ)‖S∞
k
(
Eeblow(t)
)2
. (8.121)
Recall (8.115) and (8.118). From the above estimates (8.120) and (8.121), the second part of the estimate (4.74) in Lemma
4.2, and the L2x,v − L
2
x,v − L
∞
x,v type multilinear estimate, the following estimate holds
|Kd;3k,k1;i|+ |S
d;3
k,k1;i
| . 2k−k1
(
1 + 2−2k1−2d + 2k−2k1−d + 2k+d
)
2−4k+−4k1,+‖m(ξ)‖S∞
k
‖a‖Y
×
[ ∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,v
(
Eeblow(s)
)2
Eαβ;d(s)ds
]
. (8.122)
To sum up, recall the decomposition (8.112), our desired estimate (8.111) holds from the estimates (8.119) and (8.122). 
Proof of Lemma 8.6.
Recall the decomposition of T˜ 21 (m, a, c, h) and T˜
2
2 (m, a, c, h) in (8.51) and (8.53). From the estimate (8.110) in Lemma
8.10, we know that the desired estimate (8.50) holds directly if d ≤ 10. If d ≥ 10, then from the estimate (8.110) in Lemma
8.10 and the estimate (8.111) in Lemma 8.11, the following estimate holds
|T˜ 21 (m, a, c, h)|+ |T˜
2
1 (m, a, c, h)| .
∑
k1∈Z
|Kdk1,k|+ |S
d
k1,k| .
(
2k/2+d/2 + 22k+2d
)
2−4k+
[( ∑
k1≤−d
2k1/2+d/2 + 22k1+2d
)
+
[ ∑
k1≥−d
((
2k1/2+d/2 + 22k1+2d
)(
2−3k1−3d + 2−4k1−4d
)
+ 2−k1−d
(
1 + 2−2k1−2d
)])]
×‖m(ξ)‖S∞
k
‖a‖Y
[ ∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,v
(
Eeblow(s)
)2
Eαβ;d(s)ds
]
.
(
2k/2+d/2 + 22k+2d
)
2−4k+‖m(ξ)‖S∞
k
‖a‖Y
[ ∫ t
1
(1 + |s|)−1‖c(s, x, v)‖L∞x,v
(
Eeblow(s)
)2
Eαβ;d(s)ds
]
. (8.123)
Hence finishing the proof of the desired estimate (8.50) in Lemma 8.6.

8.3. The L∞x -type decay estimate for the operator T
µ
k (·, ·). In this subsection, by proving several L
∞
x -type decay estimates
for the operator T µk (·, ·) defined in (7.26), we finish the proof of Lemma 8.12, which have been used as black boxes in the
previous subsections for the proof of Lemma 7.9.
Lemma 8.12. The following estimate holds for any profile h(t, x) ∈ {hαi (t, x), i ∈ {1, 2}, α ∈ B, |α| ≤ 10} and any ρ ∈ K,
s.t., |ρ| = 1
‖(1 + |v|)1−c(ρ)eρ(t, x, v)T
µ
k (V˜j · ξm(ξ), h)(t, x + vˆt)ϕd(||t| − |x+ vˆt||)‖L∞x,v .
(
2k + 22k+d
)
2−4k+‖m(ξ)‖S∞
k
Eeblow(t).
(8.124)
Proof. Recall the detailed formulas of the coefficients eρ(t, x, v) in (3.32) in Lemma 3.1. We know that the desired estimate
(8.124) holds directly from the estimates (8.125) and (8.126) in Lemma 8.13 and the estimate (8.140) in Lemma 8.14. 
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Lemma 8.13. For any i ∈ {1, 2, 3}, the following decay estimate holds,
1
1 + |v|
∣∣∣ ∫
R3
eix·ξ−iµt|ξ|
m(ξ)V˜i · ξ
|ξ| − µvˆ · ξ
f̂(ξ)ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)dξ
∣∣∣
.
∑
α∈B,|α|≤5
2−4k+‖m(ξ)‖S∞
k
min{2k(1 + |t|)−1
(
‖fα‖X0 + ‖f
α‖X1
)
, 22k‖fα‖X0}. (8.125)
Moreover, the following estimates also hold for any n ∈ N+,i, j ∈ {1, 2, 3},∣∣∣ ∫
R3
eix·ξ−iµt|ξ|
m(ξ)(
|ξ| − µvˆ · ξ
)n+1 f̂(ξ)ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)dξ∣∣∣
.
∑
α∈B,|α|≤5
2−4k+2k(1 + |t|)n‖m(ξ)‖S∞
k
(
‖fα‖X0 + ‖f
α‖X1
)
, (8.126)
1
1 + |v|
∣∣∣ ∫
R3
eix·ξ−iµt|ξ|
m(ξ)V˜i · ξ(
|ξ| − µvˆ · ξ
)n+1 f̂(ξ)ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)dξ∣∣∣
+
∣∣∣ ∫
R3
eix·ξ−iµt|ξ|
m(ξ)(V˜j · ξ)(V˜i · ξ)
|ξ|
(
|ξ| − µvˆ · ξ
)n+1 f̂(ξ)ψk(ξ)ψ≥10(t(|ξ| − µvˆ · ξ))dξ∣∣∣
.
∑
α∈B,|α|≤5
2−4k+(1 + |t|)n‖m(ξ)‖S∞
k
min{2k(1 + |t|)−1
(
‖fα‖X0 + ‖f
α‖X1
)
, 22k‖fα‖X0}. (8.127)
Proof. After utilizing the volume of support of ξ, we know that the desired estimates (8.125), (8.126), and (8.127) hold easily
if |t| ≤ 1. Hence, from now on, we restrict ourself to the case when |t| ≥ 1. Note that, for any fixed t, s.t., |t| ≥ 1, there exists
a uniquem ∈ Z+, s.t., t ∈ [2m−1, 2m].
We first prove the desired estimate (8.125). Note that
|ξ| − µvˆ · ξ &
|ξ|
1 + |v|2
+ |ξ|(1− cos(∠(ξ, µv))) &
|ξ|∠(ξ, µv)
1 + |v|
. (8.128)
On one hand, after doing dyadic localization for the angle between ξ and µv and using the volume of support of ξ and the above
estimate (8.128), we have ∣∣∣ ∫
R3
eix·ξ−iµt|ξ|
m(ξ)V˜i · ξ
|ξ| − µvˆ · ξ
f̂(ξ)ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)dξ
∣∣∣
.
∑
l∈Z,l≤2
23k+l‖m(ξ)‖S∞
k
‖f̂(t, ξ)ψk(ξ)‖L∞
ξ
.
∑
α∈B,|α|≤5
22k−4k+‖m(ξ)‖S∞
k
‖fα‖X0 . (8.129)
On the other hand, for any fixed x and v, we define ξ0 := µx/|x| and l¯ := −m/2− k/2− 10. Note that there exists a unique
constant lx,v, which depends on x and v, such that
∠(ξ0, µv) ∈ (2
lx,v−1, 2lx,v ]. (8.130)
Using this observation, we know that the following partition of unity holds,
1 = ψ≤l¯(∠(ξ, ξ0)) + ψ>l¯(∠(ξ, ξ0))ψ≤l¯(∠(ξ, µv)) + ψ>l¯(∠(ξ, ξ0))ψ>l¯(∠(ξ, µv)) = ψ≤l¯(∠(ξ, ξ0)) + ψ>l¯(∠(ξ, ξ0))
× ψ≤l¯(∠(ξ, µv)) +
∑
l1>l¯
ψl1(∠(ξ, ξ0))ψ≥l1−10(∠(ξ, µv)) +
∑
l¯<l2<l1−10
l¯<l1≤2,|l1−lx,v |≤10
ψl1(∠(ξ, ξ0))ψl2(∠(ξ, µv)). (8.131)
Hence, the following decomposition holds,∫
R3
eix·ξ−iµt|ξ|
1
1 + |v|
m(ξ)V˜i · ξ
|ξ| − µvˆ · ξ
f̂(ξ)ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)dξ =
∑
l¯≤l≤2
Il +
∑
l¯<l2<l1−10
l¯<l1≤2,|l1−lx,v|≤10
Il1,l2 , (8.132)
where
Il¯ =
∫
R3
eix·ξ−iµt|ξ|
1
1 + |v|
m(ξ)V˜i · ξ
|ξ| − µvˆ · ξ
f̂(ξ)ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)
[
ψ≤l¯(∠(ξ, ξ0)) + ψ>l¯(∠(ξ, ξ0))ψ≤l¯(∠(ξ, µv))
]
dξ,
Il =
∫
R3
eix·ξ−iµt|ξ|
1
1 + |v|
m(ξ)V˜i · ξ
|ξ| − µvˆ · ξ
f̂(ξ)ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)ψl(∠(ξ, ξ0))ψ≥l−10(∠(ξ, µv))dξ, if l > l¯,
Il1,l2 =
∫
R3
eix·ξ−iµt|ξ|
1
1 + |v|
m(ξ)V˜i · ξ
|ξ| − µvˆ · ξ
f̂(ξ)ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)ψl1(∠(ξ, ξ0))ψl2(∠(ξ, µv))dξ.
From the volume of support of ξ and the estimate (8.128), the following estimate holds for Il¯,
|Il¯| . 2
3k+2l¯‖m(ξ)‖S∞
k
‖f̂(ξ)ψk(ξ)‖L∞
ξ
.
∑
α∈B,|α|≤5
2−m+k−4k+‖m(ξ)‖S∞
k
‖fα‖X0 . (8.133)
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For Il1,l2 and Il, l > l¯, we do integration by parts in “ξ”. As a result, we have
Il = I
1
l + I
2
l , Il1,l2 = I
1
l1,l2 + I
2
l1,l2 , (8.134)
where
I1l =
∫
eix·ξ−µit|ξ|i
x
t − µ
ξ
|ξ|
t
∣∣x
t − µ
ξ
|ξ|
∣∣2 · ∇ξ f̂(ξ) 11 + |v| m(ξ)V˜i · ξ|ξ| − µvˆ · ξ ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)ψl(∠(ξ, ξ0))ψ≥l−10(∠(ξ, µv))dξ,
I2l =
∫
eix·ξ−µit|ξ|if̂(ξ)∇ξ ·
[ xt − µ ξ|ξ|
t
∣∣x
t − µ
ξ
|ξ|
∣∣2 11 + |v| m(ξ)V˜i · ξ|ξ| − µvˆ · ξ ψ≥10(t(|ξ| −µvˆ · ξ))ψk(ξ)ψl(∠(ξ, ξ0))ψ≥l−10(∠(ξ, µv))]dξ,
I1l1,l2 =
∫
eix·ξ−µit|ξ|i
x
t − µ
ξ
|ξ|
t
∣∣x
t − µ
ξ
|ξ|
∣∣2 · ∇ξ f̂(ξ) 11 + |v| m(ξ)V˜i · ξ|ξ| − µvˆ · ξ ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)ψl1(∠(ξ, ξ0))ψl2 (∠(ξ, µv))dξ,
I2l1,l2 =
∫
eix·ξ−µit|ξ|if̂(ξ)∇ξ ·
[ xt − µ ξ|ξ|
t
∣∣x
t − µ
ξ
|ξ|
∣∣2 11 + |v| m(ξ)V˜i · ξ|ξ| − µvˆ · ξ ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)ψl1(∠(ξ, ξ0))ψl2 (∠(ξ, µv))]dξ,
For I2l and I
2
l1,l2
, we do integration by parts in ξ one more time. As a result, we have
I2l =
∫
eix·ξ−µit|ξ| −∇ξ ·
[ x
t − µ
ξ
|ξ|
t
∣∣x
t − µ
ξ
|ξ|
∣∣2 f̂(ξ)∇ξ · [
x
t − µ
ξ
|ξ|
t
∣∣x
t − µ
ξ
|ξ|
∣∣2 11 + |v| m(ξ)V˜i · ξ|ξ| − µvˆ · ξ ψ≥10(t(|ξ| − µvˆ · ξ))
×ψk(ξ)ψl(∠(ξ, ξ0))ψ≥l−10(∠(ξ, µv))
]]
dξ,
I2l1,l2 =
∫
eix·ξ−µit|ξ| −∇ξ ·
[ x
t − µ
ξ
|ξ|
t
∣∣x
t − µ
ξ
|ξ|
∣∣2 f̂(ξ)∇ξ · [
x
t − µ
ξ
|ξ|
t
∣∣x
t − µ
ξ
|ξ|
∣∣2 11 + |v| m(ξ)V˜i · ξ|ξ| − µvˆ · ξ ψ≥10(t(|ξ| − µvˆ · ξ))
×ψk(ξ)ψl1(∠(ξ, ξ0))ψl2(∠(ξ, µv))
]]
dξ.
Therefore, from the estimate (8.128) and the volume of support of “ξ”, the following estimate holds
|I1l | . 2
−m−l+3k+2l‖m(ξ)‖S∞
k
‖∇ξf̂(t, ξ)ψk(ξ)‖L∞
ξ
, (8.135)
|I1l1,l2 | . 2
−m−l1+3k+2l2‖m(ξ)‖S∞
k
‖∇ξf̂(t, ξ)ψk(ξ)‖L∞
ξ
, (8.136)
|I2l | . 2
−2m−2l+3k+2l‖m(ξ)‖S∞
k
(
2−2k−2l‖f̂(t, ξ)ψk(ξ)‖L∞
ξ
+ 2−k−l‖∇ξf̂(t, ξ)ψk(ξ)‖L∞
ξ
)
, (8.137)
|I2l1,l2 | . 2
−2m−2l1+3k+2l2‖m(ξ)‖S∞
k
(
2−2k−2l2‖f̂(t, ξ)ψk(ξ)‖L∞
ξ
+ 2−k−l2‖∇ξf̂(t, ξ)ψk(ξ)‖L∞
ξ
)
, (8.138)
Recall that l¯ := −m/2− k/2− 10. From the estimates (8.135), (8.136), (8.137), and (8.138), we have∑
l¯<l≤2
|I1l |+ |I
2
l |+
∑
l¯<l2<l1−10
l¯<l1≤2,|l1−lx,v|≤10
|I1l1,l2 |+ |I
2
l1,l2 | .
∑
α∈B,|α|≤5
2−m+k−4k+‖m(ξ)‖S∞
k
(
‖fα‖X0 + ‖f
α‖X1
)
. (8.139)
To sum up, recall the decompositions (8.132) and (8.134), our desired estimate (8.125) holds from the estimates (8.129),
(8.133), and (8.139). With minor modifications, all other desired estimates (8.126) and (8.127) hold very similarly, we omit
details here.

Lemma 8.14. For any i, j ∈ {1, 2, 3}, the following estimate holds for any fixed x ∈ R3,
|x|
∣∣∣ ∫
R3
ei(x+tvˆ)·ξ−iµt|ξ|
m(ξ)V˜j · ξ
|ξ| − µvˆ · ξ
f̂(ξ)ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)dξ
∣∣∣
.
∑
α∈B,|α|≤5
2k−4k+‖m(ξ)‖S∞
k
(
‖fα‖X0 + ‖f
α‖X1
)
. (8.140)
Proof. Recall the first equality in (2.6). The following decomposition holds,
|x| =
x
|x|
·
(
v˜x · v˜ +
∑
i=1,2,3
V˜ix · V˜i
)
. (8.141)
Therefore, to prove the desired estimate (8.140), it would be sufficient to control both the radial part and the rotational parts.
Note that the following decomposition holds for any i, j ∈ {1, 2, 3},
(x · V˜i)
∫
R3
ei(x+tvˆ)·ξ−iµt|ξ|
m(ξ)V˜j · ξ
|ξ| − µvˆ · ξ
f̂(ξ)ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)dξ = J1 + J2, (8.142)
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(x · v˜)
∫
R3
ei(x+tvˆ)·ξ−iµt|ξ|
m(ξ)V˜j · ξ
|ξ| − µvˆ · ξ
f̂(ξ)ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)dξ = K1 +K2, (8.143)
where
J1 =
∫
R3
ei(x+tvˆ)·ξ−iµt|ξ|
(
x−
µtξ
|ξ|
)
· V˜i
m(ξ)V˜j · ξ
|ξ| − µvˆ · ξ
f̂(ξ)ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)dξ, (8.144)
J2 =
∫
R3
ei(x+tvˆ)·ξ−iµt|ξ|
µtξ
|ξ|
· V˜i
m(ξ)V˜j · ξ
|ξ| − µvˆ · ξ
f̂(ξ)ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)dξ, (8.145)
K1 =
∫
R3
ei(x+tvˆ)·ξ−iµt|ξ|
(
x+ tvˆ −
µtξ
|ξ|
)
· v˜
m(ξ)V˜j · ξ
|ξ| − µvˆ · ξ
f̂(ξ)ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)dξ, (8.146)
K2 =
∫
R3
ei(x+tvˆ)·ξ−iµt|ξ| − t
(
vˆ −
µξ
|ξ|
)
· v˜
m(ξ)V˜j · ξ
|ξ| − µvˆ · ξ
f̂(ξ)ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)dξ. (8.147)
Note that
ei(x+tvˆ)·ξ−iµt|ξ|
(
x−
µtξ
|ξ|
)
· V˜i = −iV˜i ·∇ξ
(
ei(x+tvˆ)·ξ−iµt|ξ|
)
, ei(x+tvˆ)·ξ−iµt|ξ|
(
x+tvˆ−
µtξ
|ξ|
)
· v˜ = −iv˜ ·∇ξ
(
ei(x+tvˆ)·ξ−iµt|ξ|
)
.
Therefore, we do integration by parts in ξ in the V˜i direction for J1 and do integration by parts in ξ in the v˜ direction for K1.
As a result, we have
J1 = J˜1 + J˜2, K1 = K˜1 + K˜2, (8.148)
where
J˜1 :=
∫
R3
eix·ξ−iµt|ξ|iV˜i · ∇ξ
[m(ξ)V˜j · ξ
|ξ| − µvˆ · ξ
ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)
]
f̂(ξ)dξ, (8.149)
J˜2 :=
∫
R3
eix·ξ−iµt|ξ|iV˜i · ∇ξf̂(ξ)
m(ξ)V˜j · ξ
|ξ| − µvˆ · ξ
ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)dξ. (8.150)
K˜1 :=
∫
R3
eix·ξ−iµt|ξ|iv˜ · ∇ξ
[m(ξ)V˜j · ξ
|ξ| − µvˆ · ξ
ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)
]
f̂(ξ)dξ, (8.151)
K˜2 :=
∫
R3
eix·ξ−iµt|ξ|iv˜ · ∇ξ f̂(ξ)
m(ξ)V˜j · ξ
|ξ| − µvˆ · ξ
ψ≥10(t(|ξ| − µvˆ · ξ))ψk(ξ)dξ. (8.152)
Recall (8.145) and (8.149). From the estimates (8.126) and (8.127) in Lemma 8.13, we have the following estimate,
|J2|+ |J˜1| .
∑
α∈B,|α|≤5
2k−4k+‖m(ξ)‖S∞
k
(
‖fα‖X0 + ‖f
α‖X1
)
. (8.153)
Now, we proceed to estimateK2 and K˜1. Recall (8.147) and (8.151). Note that∣∣(vˆ − µξ
|ξ|
)
· v˜
∣∣ . |ξ| − µvˆ · ξ
|ξ|
,
∣∣v˜ · ∇ξ(|ξ| − µvˆ · ξ)∣∣ = ∣∣ v˜ · ξ
|ξ|
− µv˜ · vˆ
∣∣ . |ξ| − µvˆ · ξ
|ξ|
.
Therefore, from the above estimate and the estimate (8.127) in Lemma 8.13 and the estimate (2.11) in Lemma 2.2, we have
|K2|+ |K˜1| .
∑
α∈B,|α|≤5
2k−4k+‖m(ξ)‖S∞
k
(
‖fα‖X0 + ‖f
α‖X1
)
. (8.154)
Lastly, from the volume of support of ξ, the following estimate holds for J˜2 and K˜2,
|J˜2|+ |K˜2| .
∑
l∈Z,l≤2
23k+l‖m(ξ)‖S∞
k
‖∇ξf̂(t, ξ)ψk(ξ)‖L∞
ξ
.
∑
α∈B,|α|≤5
2k−4k+‖m(ξ)‖S∞
k
(
‖fα‖X0 + ‖f
α‖X1
)
. (8.155)
To sum up, recall the decompositions (8.141), (8.142), (8.143), and (8.148), our desired estimate (8.140) holds from the
estimates (8.153), (8.154), and (8.155),. 
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