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Factorisation properties of the strong
product
Gert de Cooman1, Enrique Miranda2, and Marco Zaffalon3
Abstract We investigate a number of factorisation conditions in the frame-
work of sets of probability measures, or coherent lower previsions, with finite
referential spaces. We show that the so-called strong product constitutes one
way to combine a number of marginal coherent lower previsions into an in-
dependent joint lower prevision, and we prove that under some conditions
it is the only independent product that satisfies the factorisation conditions.
Keywords: coherent lower previsions, epistemic independence, strong inde-
pendence, factorisation.
1 Introduction
In this paper, we investigate some relationships between the formalist and
epistemic approaches to independence in a generalised setting that allows
probabilities to be imprecisely specified. By formalist approach, we mean a
way to construct an independent joint from given marginals that is based
on requiring the joint to satisfy a number of mathematical properties, such
as factorisation. An epistemic approach, on the other hand, uses judgements
of equality between the marginal and conditional probability models to con-
struct a joint from the marginals.
We will consider a finite number of logically independent variables Xn
assuming values in respective finite sets Xn, n ∈ N , where N denotes a finite
index set. In an epistemic approach, we want to express that these variables
are independent, in the sense that learning the values of some of them will
not affect beliefs about the remaining ones. We base our analysis on the
theory of coherent lower previsions, which are lower expectation functionals
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equivalent to closed convex sets of probability mass functions. In the case of
precise probability, we refer to an expectation functional as a linear prevision.
We give a succinct introduction to the theory of coherent lower previsions in
Section 2.
The real work begins in Section 3, where, in the formalist spirit, we intro-
duce a number of factorisation conditions for coherent lower previsions, and
establish relationships between them. In Section 4, we investigate a specific
and fairly popular method for combining marginal coherent lower previsions
into a joint lower prevision: the strong product. We show that this method
satisfies all the formalist factorisation properties from Section 3, as well as
two independence notions of an epistemic bent, called epistemic many-to-one
and epistemic many-to-many independence. Moreover, we show that in cer-
tain cases the strong product is the only functional with these properties.
Due to limitations of space, we have omitted the proofs of the main results.
2 Coherent lower previsions
We start with a brief introduction to the notions of the theory of coherent
lower previsions; we refer to [8] for an in-depth study, and to [6] for a survey.
Consider a finite space X. A gamble on X is a real-valued map f : X → R.
The set of all gambles on X is denoted by L(X). A linear prevision on L(X)
is the expectation operator with respect to a probability on X. A coherent
lower prevision P on L(X) is the lower envelope of a closed and convex
set of linear previsions, which we denote by M(P ). One particular instance
is the vacuous lower prevision with respect to a subset A of X, given by
PA(f) = minω∈A f(ω) for all gambles f on X.
Next, consider a number of random variables Xn, n ∈ N , taking values in
the respective finite sets Xn. For every subset J of N , we denote by XJ the
tuple of random variables (with one component for each j ∈ J) that takes
values in the Cartesian product XJ = ×j∈JXj . We denote by L(XJ) the set of
all gambles on XJ . We will frequently use the simplifying device of identifying
a gamble fJ on XJ with its cylindrical extension to XN , which is the gamble
fN defined by fN (xN ) = fJ(xJ) for all xN ∈ XN , where xJ is the element of
XJ consistent with xN (consistency means here that the components xj of
xJ and xN coincide for all j ∈ J).
Given two disjoint subsets O and I of N , we define a conditional lower
prevision PO∪I(·|XI) as a special two-place function. For any xI ∈ XI ,
PO∪I(·|xI) is a real-valued functional on the set L(XO∪I) of all gambles
on XO∪I . For any gamble f on XO∪I , PO∪I(f |xI) is the lower prevision of
f , conditional on XI = xI . Moreover, the object PO∪I(f |XI) is considered
as a gamble on XI that assumes the value PO∪I(f |xI) in xI .
We define, for any gamble f on XO∪I , the XI-support SI(f) of f as
SI(f) =
{
xI ∈ XI : I{xI}f 6= 0
}
. Then a number of conditional linear pre-
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visions POj∪Ij (·|XIj ) defined on the sets of gambles L(XOj∪Ij ), j = 1, . . . ,m
are called coherent if for all fj ∈ L(XOj∪Ij ), j = 1, . . . ,m, there is some
j∗ ∈ {1, . . . ,m}, x ∈ SIj∗ (fj∗) such that:[ m∑
j=1
(
fj − POj∪Ij (fj |XIj )
) ]
(xN ) ≥ 0
for some xN ∈ XN consistent with x. A number of conditional lower previ-
sions POj∪Ij (·|XIj ) on L(XOj∪Ij ), j = 1, . . . ,m are called coherent if and only
if they are the lower envelopes of some collection
{
PλOj∪Ij (·|XIj ) : λ ∈ Λ
}
of coherent conditional linear previsions. In that case, they also satisfy in
particular the property of weak coherence, which in this context holds if
and only if there is some coherent lower prevision PN on L(XN ) such that
PN (I{xIj }[f − POj∪Ij (f |xIj )]) = 0 for all xIj ∈ XIj and all gambles f on
XOj∪Ij , j ∈ {1, . . . ,m}.
Finally, for any non-empty R ⊆ N , we denote by PR (and by P r if R =
{r}) the XR-marginal of a coherent lower prevision PN on L(XN ), given by
PR(f) = PN (f) for all gambles f ∈ L(XR).
3 Factorisation conditions
We begin our discussion by introducing a number of generalisations of the
notion of an independent product of linear previsions. We have used the first
of them in the context of our research on credal networks [2].
Definition 1. Consider a coherent lower prevision PN on L(XN ). We call
this lower prevision
1. factorising if for all o ∈ N and all non-empty I ⊆ N \ {o}, all g ∈ L(Xo)
and all non-negative fi ∈ L(Xi), i ∈ I, PN (fIg) = PN (fIPN (g)), where
fI =
∏
i∈I fi.
2. strongly factorising if PN (fg) = PN (fPN (g)) for all g ∈ L(XO) and
f ∈ L(XI), f ≥ 0, where I and O are any disjoint proper subsets of N .
Our notion of factorisation when restricted to lower probabilities and events,
is called strict factorisation in [7].
Next, we come to a property that V. Kuznetsov [5] first drew attention to:
Definition 2. Consider a coherent lower prevision PN on L(XN ). We call
this lower prevision
1. Kuznetsov if PN (
∏
n∈N fn) = n∈NPn(fn) for all fn ∈ L(Xn), n ∈ N .
2. strongly Kuznetsov if PN (fg) = P I(f) PO(g) for all g ∈ L(XO) and all
f ∈ L(XI), where I and O are any disjoint proper subsets of N .
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Here  is the (commutative and associative) interval product defined by:
[a, b] [c, d] = {xy : x ∈ [a, b] and y ∈ [c, d]}
= [min{ac, ad, bc, bd},max{ac, ad, bc, bd}]
for all a ≤ b and c ≤ d in R, and P (f) is the interval [P (f), P (f)].
There are the following general relationships between these properties:
Proposition 1. Consider a coherent lower prevision PN on L(XN ). Then
PN is strongly Kuznetsov ⇒ PN is strongly factorising
⇓ ⇓
PN is Kuznetsov ⇒ PN is factorising.
What about the converse implications? We show in Example 2 that factorisa-
tion is not equivalent to being Kuznetsov, and that strong factorisation is not
equivalent to being strongly Kuznetsov. In Example 3, we give an instance
of a lower prevision that is factorising but not strongly factorising.
4 The strong product
The remainder of this paper is devoted to the study of a particular product
of coherent lower previsions, called the strong product, which also appears
under the name type-1 product [8, Section 9.3.5]. Our name for it seems to
go back to Cozman [1]. If we have coherent lower previsions Pn on L(Xn),
then [8, Section 9.3.5] their strong product SN = ×n∈NPn is defined by
SN (f) = inf {×n∈NPn(f) : (∀n ∈ N)Pn ∈M(Pn)} (1)
= inf {×n∈NPn(f) : (∀n ∈ N)Pn ∈ ext(M(Pn))} (2)
for every f ∈ L(XN ), where ×n∈NPn is the usual independent product of the
considered linear previsions. The strong product of lower previsions satisfies
the following marginalisation and associativity properties.
Proposition 2. Consider coherent lower previsions Pn on L(Xn), n ∈ N .
1. For any non-empty subset R of N , SR is the XR-marginal of SN ;
2. ext(M(SN )) = {×n∈NPn : (∀n ∈ N)Pn ∈ ext(M(Pn))};
3. For any partition N1 and N2 of N , SN = SN1 × SN2 .
We can deduce from the second statement that the infima in Eqs. (1) and (2)
are actually minima. This allows us to deduce that the strong product of
lower previsions satisfies all the conditions introduced in Section 3.
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Proposition 3. The strong product SN is strongly Kuznetsov, and therefore
also Kuznetsov, strongly factorising and factorising.
This generalises a result established for the case of two variables by Cozman
[1]. It also guarantees that the strong product satisfies the weak law of large
numbers established in [3].
As a next step, we establish a tighter relationship between the strong prod-
uct and the epistemic approach to independence. Consider two disjoint proper
subsets I and O of N . We say that a subject judges that XI is epistemically
irrelevant to XO when he assumes that learning which value XI assumes in
XI will not affect his beliefs about XO. We say that a subject judges the
variables Xn, n ∈ N to be epistemically many-to-many independent when he
judges for any disjoint proper subsets I and O of N that XI is epistemically
irrelevant to XO. If our subject has a coherent lower prevision PN on L(XN ),
and he makes such an assessment, then he can infer from his joint model PN
a family of conditional models
I(PN ) = {PO∪I(·|XI) : I and O disjoint proper subsets of N} ,
where PO∪I(·|XI) is a coherent lower prevision on L(XO∪I) that is given by:
PO∪I(h|xI) = PN (h(·, xI)) for all h ∈ L(XO∪I) and all xI ∈ XI .
Definition 3. A coherent lower prevision PN on L(XN ) is called many-to-
many independent if it is coherent with the family of conditional lower pre-
visions I(PN ), and in that case it is also called a many-to-many independent
product of its marginal coherent lower previsions Pn on L(Xn), n ∈ N .
In a similar way, we say that a subject judges the variables Xn, n ∈ N
to be epistemically many-to-one independent when he assumes that learning
the value of any number of these variables will not affect his beliefs about
any single other. If our subject has a coherent lower prevision PN on L(XN ),
and he makes such an assessment, then he can infer from his joint model PN
a family of conditional models
N (Pn, n ∈ N) =
{
P {o}∪I(·|XI) : o ∈ N and I ⊆ N \ {o}
}
,
where P {o}∪I(·|XI) is a coherent lower prevision on L(X{o}∪I) given by:
P {o}∪I(h|xI) = PN (h(·, xI)) = P o(h(·, xI))
for all gambles h on X{o}∪I and all xI ∈ XI .
Definition 4. A coherent lower prevision PN on L(XN ) is called many-to-
one independent if it is coherent1 with the family N (Pn, n ∈ N), and in
1 Actually, thanks to [4, Proposition 10], weak coherence suffices here.
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that case it is also called a many-to-one independent product of its marginal
coherent lower previsions Pn on L(Xn), n ∈ N .
A basic coherence result [8, Theorem 7.1.6] states that taking lower en-
velopes of a family of coherent conditional lower previsions again produces
coherent conditional lower previsions. Using this, we can deduce that there
always is at least one many-to-many (and therefore also many-to-one) inde-
pendent product: the strong product.
Proposition 4. Consider arbitrary coherent lower previsions Pn on L(Xn),
n ∈ N . Then their strong product ×n∈NPn is a many-to-many and many-to-
one independent product of the marginal lower previsions Pn.
The strong product is not in general the only many-to-one (or many-to-many)
independent product of given marginals: there usually are an infinity of them.
The smallest is called the independent natural extension. We have studied it
in detail in another paper [4]. It does not coincide in general with the strong
product [8, Section 9.3.4]. Neither is the strong product generally the greatest
many-to-one independent product of its marginals:
Example 1. Consider X1 = X2 = {0, 1}, and let P 1 and P 2 be the vacuous
lower previsions on L(X1) and L(X2), respectively. Then the strong product
S{1,2} = P 1 × P 2 is the vacuous lower prevision on L(X{1,2}).
Let Q{1,2} be the vacuous lower prevision relative to {(0, 0), (1, 1)}, which
clearly strictly dominates the strong product S{1,2}. To see that it is also
a many-to-one independent product of the marginals P 1 and P 2, it suffices
[cf. footnote 1] to show that Q{1,2}(I{x1}[g2 − P 2(g2)]) = 0 for all x1 ∈ X1
and all g2 ∈ L(X2) [the case x2 ∈ X2 and all g1 ∈ L(X1) is symmetric]. But
Q{1,2}(I{x1}[g2 − P 2(g2)]) is equal to
min
{
I{x1}(0)[g2(0)− P 2(g2)], I{x1}(1)[g2(1)− P 2(g2)]
}
= 0,
since both I{x1}(0)[g2(0) − P 2(g2)] and I{x1}(1)[g2(1) − P 2(g2)] are non-
negative, and at least one of these numbers is zero. 
We have shown in [4, Proposition 13] that when N = {1, 2} and one of
the marginals is vacuous, the strong product coincides with the independent
natural extension and is therefore the smallest independent product of the
given marginals. Example 1 shows it is not the only many-to-one independent
product if one of the marginals is vacuous. Yet, it is the only one factorising :
Proposition 5. Let PA11 be the vacuous lower prevision on L(X1) relative to
the non-empty set A1 ⊆ X1, and let P 2 be any coherent lower prevision on
L(X2). Then any factorising product P of these marginals satisfies
P (f) = (PA11 × P 2)(f) = min
x1∈A1
P 2(f(x1, ·)) for all gambles f ∈ L(X{1,2}).
Factorisation properties of the strong product 7
We now come to the notion of external additivity:
Definition 5. Consider a coherent lower prevision PN on L(XN ). It is called
externally additive if for all non-empty R ⊆ N and all gambles fr on Xr,
r ∈ R, PN (
∑
r∈R fr) =
∑
r∈R PN (fr), and strongly externally additive if
PN (f + g) = PN (f) + PN (g) for all f ∈ L(XI), g ∈ L(XO), where I and O
are any disjoint proper subsets of N .
Clearly, strong external additivity implies external additivity. Cozman calls
the latter summation independence, and shows [1, Theorem 1] that the strong
product is externally additive for the case of two variables. We generalise this
by proving that the strong product is strongly externally additive.
Proposition 6. Consider arbitrary coherent lower previsions Pn, n ∈ N .
Then their strong product SN is strongly externally additive.
We have established in [4, Theorem 5] that the independent natural exten-
sion is strongly factorising. We now show that it is not Kuznetsov in general:
Example 2. Consider random variables X1, X2 assuming values in {0, 1}, and
let their marginal lower previsions be given by
P j(fj) =
1
2
fj(0) +
2
5
fj(1) +
1
10
min{fj(0), fj(1)} for all fj ∈ Xj
for j = 1, 2 (these are linear-vacuous mixtures, and hence coherent [8, Sec-
tion 2.9.2]). Consider the gambles f = I{0}−I{1} on X1 and g = I{0}−I{1} on
X2. Then P 1(f) = P 2(g) = 0 and P 1(f) = P 2(g) = 1/5. As a consequence,
P 1(f)  P 2(g) = [0, 1/25], whereas their independent natural extension as-
sumes [8, Example 9.3.4] the value E{1,2}(fg) = −1/11. This shows that the
independent natural extension E{1,2}, which is factorising, is not Kuznetsov.
Moreover, in this example where N = {1, 2}, factorisation is equivalent to
strong factorisation, and being Kuznetsov to being strongly Kuznetsov. 
A convex combination of many-to-one independent products of the same
marginals is again a many-to-one independent product of these marginals [4,
Proposition 8]. A similar result holds for factorising or Kuznetsov lower pre-
visions. We use these ideas to construct the following counterexample, which
shows that a many-to-one independent product is not necessarily many-to-
many, and that a factorising lower prevision need not be strongly factorising.
Example 3. Let N = {1, 2, 3}. Consider random variables Xj assuming values
in Xj = {0, 1} for j = 1, 2, 3. Let the corresponding marginal lower previsions
be given by
P j(fj) =
1
2
fj(0) +
2
5
fj(1) +
1
10
min{fj(0), fj(1)} for all fj ∈ L(Xj)
for j = 1, 2, 3. Let EN be their independent natural extension and SN their
strong product, and define Q
N
on L(XN ) as QN = 1/2(EN + SN ). It follows
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from Propositions 3, 4 and [4, Proposition 8] that Q
N
is factorising and a
many-to-one independent product. We are going to prove that Q
N
is neither
a many-to-many independent product nor strongly factorising.
Consider the conditional lower prevision Q
N
(·|X3) defined from the joint
lower prevision Q
N
using the epistemic irrelevance of X3 to X{1,2}. In order to
show that Q
N
is not a many-to-many independent product, it suffices to show
that it is not weakly coherent with Q
N
(·|X3). Consider the event A that X1 =
X2, and the corresponding indicator gamble g = IA on X{1,2}. It follows from
[8, Example 9.3.4] that EN (A) = 5/11 and SN (A) = 1/2, so QN (A) =
21/44.
Let x3 = 0. Since both EN and SN are strongly factorising (by Proposition 3
and [4, Theorem 5]), we see that EN (I{x3}[g − QN (g)]) = −3/220 whereas
SN (I{x3}[g − QN (g)]) = 1/88, and then QN (I{x3}[g − QN (g)]) = −1/440 < 0.
This shows that Q
N
is not weakly coherent with Q
N
(·|X3), and also that it
is not strongly factorising. 
5 Conclusions
The strong product satisfies all factorisation properties introduced in this
paper, and it is a many-to-many independent product of the given marginals.
In this sense, it satisfies more factorisation properties than the independent
natural extension we studied in another paper [4], because the latter need
not be Kuznetsov. Topics of future research could be the generalisation of
these results towards infinite spaces as well as the study of the sets of all
independent products in some interesting particular cases.
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