常識推論ベンチマー クに含まれる皮相的手がかりの分析と解消 by KAVUMBA Pride














Analysing and Mitigating Superficial Cues in Commonsense Reasoning Benchmarks
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Supervisor: Kentaro INUI
Pretrained language models, such as BERT, RoBERTa, and ABERT, have shown large improvements in commonsense
reasoning benchmarks. However, recent work has found that many benchmarks of natural language understanding contain
superficial cues, which enable models to solve the task using shortcuts that do not generalize to datasets without these
shortcuts. Are BERT’s, RoBERTa’s, ALBERT’s good performance on commonsense benchmarks also due to increased
ability to exploit superficial cues? We find superficial cues in COPA, Commonsense Explanation, Hellaswag, and SWAG
as well as evidence that models exploits these cues and do not perform well when evaluated on dataset without superficial
cues. To remedy this problem, we introduce Balanced COPA, and AddNone—a method for mitigating superficial cues.
1 Introduction
Recent work has identified superficial cues, such as token
distributions and lexical overlap, in benchmark datasets
which are predictive of the correct answer. Models
trained on datasets with superficial cues learn to solve
the task using shortcuts that do not generalize to datasets
without these shortcuts [1, 2], leading to poor perfor-
mance on dataset without superficial cues.
While superficial cues have been identified in, among
others, datasets for NLI [1, 3], Commonsense Explana-
tion [4] and Hellaswag [5] have not been analyzed yet.
Here we present an analysis of superficial cues in COPA,
Commonsense Explanation, Hellaswag, and SWAG [6].
To test whether the datasets contains superficial cues, we
conduct a dataset ablation in which we provide only par-
tial input to the model. Specifically, we provide only the
multiple-choice options, but not the context, which makes
solving the task impossible and hence should reduce the
model to random performance. However, we observe that
models trained only on the multiple-choice options per-
form considerably better than random chance and trace
this result to an unbalanced distribution of tokens be-
tween correct and wrong choices (in COPA and Com-
monsense Explanation) and to stylistic cues between hu-
man authored correct answers and language model gener-
ated wrong answers (in SWAG and Hellaswag). Further
analysis reveals that fine-tuned BERT, RoBERTa, and
ALBERT perform well on Easy instances containing su-
perficial cues, but worse on Hard instances without such
simple cues. To encourage models to learn features that
generalize well to datasets without superficial cues, such
as the Hard instances, we introduce a manually curated
Balanced COPA (§2), and AddNone (§3)—a scalable and
automatic method for mitigating superficial cues. We ap-
ply AddNone to three large commonsense benchmarks:
Commonsense Explanation, Hellaswag, and SWAG.
2 Balanced COPA
To allow training more robust models, models that do not
depend on superficial cues, and evaluating models on a
benchmark without superficial cues, we need to make su-
perficial cues ineffective. Our approach is to balance the
token distributions in correct alternatives and wrong alter-
natives in the training set. Without unbalanced token dis-
tributions, we hope models are able to learn other patterns
more closely related to the task, e.g. a pair of causally re-
lated events, rather than superficial cues.
To create the balanced COPA training set, we man-
ually mirror the original training set by modifying the
premise. This fixes the superficial cues in the alternatives.
Taking the original training set as a starting point, we du-
plicate the COPA instances and modify their premises
so that incorrect alternatives become correct. The re-
sulting dataset resembles twin questions in the Winograd
Schema Challenges [7], a collection of difficult pronoun
resolution problems. To collect such balanced data, we
asked five fluent English speakers who have background
knowledge of natural language processing.
Finally, we collected 500 new mirrored instances.
Concatenating it with the original training instances,
the balanced COPA consists of 1,000 instances in to-
tal. The corpus is publicly available at https://
balanced-copa.github.io.
3 AddNone Method
As a scalable alternative, we propose creating twin ques-
tions by adding none of the above as an additional choice
in all questions, then we duplicate the orignal question to
create a twin question. We then automatically replace the
context in twin question so that the added choice becomes
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I study the growth technique of non-collinear antiferromagnetic Mn3Sn thin films deposited by sputtering with 
various substrates and underlayers. Relation between their crystal structure and magnetic/transport properties is also 
investigated. I achieve a formation of epitaxial films with both C-plane and M-plane orientations, whose Kagome 
latti es are parallel and perpendicular to the plan , respectively. Transverse resistivity originating from th  
anomalous Hall effect shows different tr nds reflecti g the Kagome lattic  orient s of each stack. The 
estab ish d t chnique and findings offer a platform t  study unctional devices tilizing unconven ional physi al 
properties of non-collinear antiferromagnets with controlled Kagome lattice ori ntation. 
 
1. Introduction 
Non-collinear antiferromagnetic materials with 
kagome lattice such as D019-Mn3Sn and Mn3Ge have 
attracted increasing attention owing to their large 
anomalous Hall effect (AHE) originating from 
non-trivial Be ry curvature medi ted by the 
non-collinear spin texture1,2). In order to explore the 
functionalities of these phenomena for device 
applications, it is of importance to establish technique 
to grow thin films with a single crystalline phase.  
Many physical properties of Mn3Sn have been 
revealed in bulk single crystal1,2). Meanwhile, few 
studies on Mn3Sn thin film have been performed and 
magneto-tran port pr perty of Mn3Sn film has been 
investigated only for poly-crystalline samples3,4). In 
this work, I study the growth of epitaxial D019-Mn3Sn 
thin films with various crystal orientations. I also 
measure magneto-transport properties and discuss the 




I deposit Mn3Sn thin films by magnetron sputtering 
at 400oC on various substrates and underlayers (ULs). 
The samples are annealed at 500oC for an hour. 
Cryst l structure and transport properties are 
characterized by X-ray diffraction (XRD) and 
physical property measurement system, respectively. 
The transport measurement is performed for Hall-bar 
devices at room temperature.  
 
3. Analysis of crystal structures 
  Figure 1(a) shows 2- XRD spectra for Si 
sub./T (5 nm)/Mn3Sn(50 nm) and Si sub./Ta(2 
nm)/Ru(5 nm)/Mn3Sn(30 nm) (thickness in nm). Fo  
UL = Ta, several weak peaks of Mn3Sn indicating no 
preferential orientation are observed. For UL = Ta/Ru, 
on the other hand, prominent peaks of C-plane 
oriented Mn3Sn are observed. However, as the Mn3Sn 
thickness increases beyond 50 nm, ( ) peak 
indicating differ n  orientation appears at 2 ≃ 42o 
[Fig. 1(b)]. To overcome this issue and form epitaxial 
films, I use single crystalline MgO substrates. Figure 
1(c) shows 2- spectra for MgO(111) sub./Ru(5 
nm)/Mn3Sn (30 or 80 nm). Only (0002) and (0004) 
peaks are observed regardless of the thickness, 
indicating C-plane orientation even for thicker films.  
I then turn to an M-plane oriented epitaxial Mn3Sn 
film. I first use W as an underlayer because of a small 
lattice mismatch between W and Mn3Sn. Figure 1(d) 
shows the 2- XRD spectra for MgO(110) sub./W 
(10 nm)/Mn3Sn (50 nm). In addition to the expected 
( ), ( ), ( ) peaks, unexpected peaks 
are observed at 2≃ 24o and 79o, which can be 
attributed to WMn2Sn formed through intermixing of 
W and Mn3Sn layers. To avoid the formation of this 
intermixing layer, I insert a thin Ta layer between W 
and Mn3Sn. As shown in Fig. 1(e), WMn2Sn peaks are 
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Model Training data Overall Easy Hard
BERT-large-FT B-COPA 74.5 (± 0.7) 74.7 (± 0.4) 74.4 (± 0.9)
BERT-large-FT COPA 76.5 (± 2.7) 83.9 (± 4.4) 71.9 (± 2.5)
RoBERTa-large-FT B-COPA 89.0 (± 0.3) 88.9 (± 2.1) 89.0 (± 0.8)
RoBERTa-large-FT COPA 87.7 (± 0.9) 91.6 (± 1.1) 85.3 (± 2.0)
ALBERT-xxlarge-v1-FT B-COPA 92.3 (± 0.3) 93.0 (± 1.1) 91.9 (± 0.6)
ALBERT-xxlarge-v1-FT COPA 92.1 (± 0.3) 93.9 (± 1.2) 91.1 (± 0.8)
Table 1: Results of fine-tuned models on Balanced COPA (B-COPA).
Dataset Model
Easy Hard
Orig AddNoneeq AddNone Orig AddNoneeq AddNone
Cs-Ex
BERT 95.9±0.4 91.2±0.4 94.2±0.4 44.8±2.3 51.2±1.3 52.3±1
RoBERTa 96.8±0.4 94.3±0.3 95.7±0.2 51.2±4.7 60.5±1 62.1±1.4
ALBERT 98.2±0.2 93.3±0.3 95.4±0.1 40.0±2.4 54.7±1.4 56.8±2.4
Hellaswag
BERT 44.1±0.3 40.2±0.2 41.6±0.4 24.6±0.5 25.8±0.0 25.7±0.6
RoBERTa 89.1±0.0 85.9±0.1 87.1±0.3 39.1±0.5 38.4±0.2 39.6±0.3
ALBERT 95.7±0.2 91.4±0.4 92.8±0.4 29.8±1.1 37.0±0.1 41.3±0.7
SWAG
BERT 89.0±0.4 87.0±0.1 88.4±0.2 36.5±0.3 37.4±0.5 38.7±0.1
RoBERTa 94.2±0.1 92.0±0.2 93.2±0.1 36.5±0.2 35.1±0.9 38.5±0.5
ALBERT 96.4±0.1 94.2±0.2 94.7±0.2 24.4±0.5 32.2±0.8 34.1±0.5
Table 2: Average accuracy and standard deviation (subscript) of models on Easy and Hard questions.
cosine similarity between TF-IDF vectors of all training
contexts and the context to be replaced, and picked the
most similar context, allowing the similarity to be below
a certain threshold.
4 Experiments
Balanced COPA: Here we analyze the performance of
three recent pretrained language models on COPA and
Balanced-COPA: BERT, RoBERTa, and ALBERT—an
optimized variants of BERT that achieves better perfor-
mance on the SuperGLUE benchmark [8], which in-
cludes COPA.
BERT, RoBERTa, and ALBERT exploit superficial
cues when trained on original COPA (Table 1). How
will they behave when there are no superficial cues in
the training set? To answer this question, we now train
BERT, RoBERTa, and ALBERT on Balanced COPA and
evaluate on the Easy and Hard subsets. The results, Ta-
ble 1, show a smaller performance gap between Easy and
Hard subsets indicates that training on Balanced COPA
encourages BERT, RoBERTa, and ALBERT to rely less
on superficial cues. Moreover, training on Balanced
COPA improves performance on the Hard subset. These
results show that once superficial cues are removed, the
models learn task related cues which generalize well to
dataset without superficial cues (Hard subset).
AddNone Modified Datasets: Here we analyze the per-
formance of BERT, RoBERTa, and ALBERT on the orig-
inal and AddNone modified Commonsense Explanation,
SWAG and Hellaswag. As expected, training on the
AddNone-modified datasets degraded the accuracy on the
Easy subset containing superficial cues across all models
and benchmarks (Table 2). This indicates that the models
were discouraged from exploiting superficial cues.
On the other hand, AddNone-modified datasets im-
proved the accuracy on the Hard subset lacking superfi-
cial cues. This suggests that the models were encouraged
to learn more task-related cues, which lead to better gen-
eralization resulting in higher performance on the test set.
5 Conclusions
We established that COPA, Commonsense Explanation,
Hellaswag, and SWAG—important benchmark of com-
monsense reasoning—contain superficial cues. To allow
training more robust models, we introduced Balanced
COPA and AddNone method.
We found that BERT, RoBERTa, and ALBERT fine-
tuned on Balanced COPA and AddNone modified Com-
monsense Explanation, Hellaswag, and SWAG improves
generalization on the Hard subset which does not contain
superficial cues.
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