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a b s t r a c t
A finite difference method for a time-dependent convection–diffusion problem in one
space dimension is constructed using a Shishkin mesh. In two recent papers (Clavero
et al. (2005) [2] and Mukherjee and Natesan (2009) [3]), this method has been shown
to be convergent, uniformly in the small diffusion parameter, using somewhat elaborate
analytical techniques and under a certain mesh restriction. In the present paper, a much
simpler argument is used to prove a higher order of convergence (uniformly in the diffusion
parameter) than in [2,3] and under a slightly less restrictive condition on the mesh.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction and summary
Consider the singularly perturbed initial-boundary value problem
ut + Lεu = f onΩ := (0, 1)× (0, T ], (1a)
u(x, 0) = s(x) for 0 ≤ x ≤ 1, (1b)
u(0, t) = u(1, t) = 0 for 0 < t ≤ T , (1c)
where
Lεu(x, t) ≡ −εuxx(x, t)+ a(x)ux(x, t)+ b(x, t)u(x, t), (2)
with a(x) > α > 0 and b = b(x, t) ≥ 0 on Ω¯ . The diffusion coefficient ε is a small positive parameter. Further assumptions
on the data of the problem will be given in Section 2.
From (8) one sees that the solution u of (1) has an exponential boundary layer at the side x = 1 of Ω . Consequently,
classical numerical methods on equidistant meshes do not give satisfactory results unless the mesh width depends on the
value of the diffusion parameter ε and is small. Several numerical methods that yield accurate numerical solutions for (1),
uniformly in ε, have been proposed in the literature; see [1, Part II].
In the present paper, we focus on two finite differencemethods for (1) that were presented and analysed in recent papers
in [2,3]. Convergence, uniformly in ε, is proved for these methods in these papers under the restriction that b = b(x). Both
papers use the same mesh (equidistant mesh in time with mesh spacing τ , piecewise-equidistant Shishkin mesh in space
withN mesh intervals) and backward Euler differencing to approximate the time derivative, but their spatial discretizations
seem to be different: Clavero et al. use the second-order HODIE scheme from [4] while Mukherjee and Natesan favour
the hybrid difference scheme of [5]. In Section 3, we shall show that in fact the methods of [2,3] are essentially identical,
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despite the claim in [3, Introduction] that the method of [3] is simpler than that of [2]. We do this for the more general case
b = b(x, t).
We prove in Section 4 that these numerical methods are convergent, uniformly in ε, when applied to (1). Our proof is
much simpler than the proofs in [2,3] as it avoids any asymptotic analysis of the semidiscrete problem that results from
a discretization only in time. It operates under the mesh assumption (15), which is much less restrictive than the mesh
restriction N−q ≤ Cτ for some q ∈ (0, 1) that is assumed in [2,3]. (Here and subsequently C denotes a generic positive
constant that is independent of ε and of the mesh.) When ε ≤ N−1, our convergence result (Theorem 1) becomes
max
i,j
|u(xi, tj)− U ji | ≤ C[τ + (N−1 lnN)2]. (3)
This sharpens the weaker result
max
i,j
|u(xi, tj)− U ji | ≤ C[τ + N−2+q(lnN)2]
that was derived in [2,3]. The numerical results presented in [2,3] show that the factor Nq here is an artefact of the analysis,
i.e., that our bound (3) is sharp. We give a further numerical example in Section 5 to illustrate that our convergence result
is indeed sharp.
2. Assumptions on the data
Weassume that all data of the problem are smooth and that the following zero-order and first-order corner compatibility
conditions are satisfied:
s(0) = s(1) = 0, −εs′′(0)+ a(0)s′(0) = f (0, 0), −εs′′(1)+ a(1)s′(1) = f (1, 0). (4)
Then (1) has a unique solution in the parabolic Hölder space C2+α,1+α/2(Ω¯) (see [6,1]). We also assume that the second-
order corner compatibility conditions are satisfied so that C4+α,2+α/2(Ω¯). These conditions can be written down explicitly
in terms of the data of the problem in the following way: differentiating (1a) with respect to t yields
ft = utt + Lεut + btu = utt + Lε(f − Lεu)+ btu.
Hence, recalling (1b), (1c) and (4), the second-order corner compatibility conditions are
Lε(Lεs) = Lεf − ft at the corners (0, 0) and (1, 0). (5)
Under these hypotheses, the solution u of (1) has an exponential layer along the boundary x = 1 of Ω and satisfies the
bound ∂k+mu(x, t)∂xk∂tm
 ≤ C(1+ ε−ke−α(1−x)/ε) for (x, t) ∈ Ω¯ and k+ 2m ≤ 4. (6)
This can be shown using the techniques described in [1, Part II, Section 2.2].
The a priori inequality (6) is all that is needed for most of our analysis. In a single place – the derivation of (28) below –
we also need this inequality when k = 4 and m = 1, which is not included in (6). To prove this additional bound, we are
forced to assume also that the data of the problem (1) satisfy the third-order compatibility condition
ftt = Lε(ft − Lε(f − Lεs)− bts) at the corners (0, 0) and (1, 0). (7)
Then, similarly to the derivation of (6), one can show that∂k+mu(x, t)∂xk∂tm
 ≤ C(1+ ε−ke−α(1−x)/ε) for (x, t) ∈ Ω¯ and k+ 2m ≤ 6. (8)
This is in contrast to [2,3] who assume that (8) is valid for k+m ≤ 4, m ≤ 2.
Remark 1. Numerical results indicate that when (7) is violated, the rate of convergence of our numerical method is
unaffected. See Section 5 for an example.
Remark 2. As ε can take a range of values, the compatibility condition (4) implies that
s(0) = s(1) = 0, a(0)s′(0) = f (0, 0), a(1)s′(1) = f (1, 0), s′′(0) = s′′(1) = 0. (9)
Similarly, by invoking (9) one sees that (5) is equivalent to requiring
(a′ + b)f = afx − ft , (a′′ + 2bx)s′ = fxx, s(4) = 0
at the corners (0,0) and (1,0). The assumption (7) places further conditions on the data, though as Remark 1 indicates, these
may not needed in practice.
Although these conditions restrict the permissible data, nevertheless it is clear that are satisfied by certain data—for
example if sufficiently many derivatives of s and f vanish at the corners (0, 0) and (1, 0).
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3. The numerical method
In this section it is shown that the schemes of [2,3] are almost identical. Note that in [2,3] only the case b = b(x) is
considered while here we permit b = b(x, t).
The mesh ΩM,N used in [2,3] is a tensor-product mesh on Ω¯ . It is equidistant in time while in space it is a piecewise-
equidistant Shishkin mesh. To construct it, letM and N be positive integers where N is even. Partition the interval [0, T ] by
the points tj := j/M for j = 0, 1, . . . ,M . For the spatial mesh, set
σ = max

1
2
, 1− λ ε lnN

, where λ ≥ 2/α.
This definition of σ is valid for all values of ε and N , but we assume that
σ = 1− λ ε lnN, (10)
i.e., that ε ≤ (2λ lnN)−1, as otherwise N is exponentially large compared with ε and the analysis can then be carried out
using standard classical techniques.
Then divide each of [0, σ ] and [σ , 1] into N/2 equal intervals by the points 0 = x0 < x1 < · · · < xN/2 ≡ σ < xN/2+1
< · · · < xN = 1. This mesh is coarse on [0, σ ] and fine on [σ , 1]. Write h and H for the fine and coarse mesh widths
respectively.
The final meshΩM,N is defined to be the set of points (xi, tj) for all i and j.
Set ai = a(xi) for all i and f ji = f (xi, tj) for all i and j and all f ∈ C(Ω¯). Write ‖ · ‖∞ for ‖ · ‖L∞(Ω).
The second-order HODIE finite difference method of [2, Section 4] that is used to discretize the spatial derivatives of (1)
is described in terms of a free parameter q1i that is defined by
q1i =
 ai
ai−1 + ai for i = 1, . . . ,N/2,
0 for i = N/2+ 1, . . . ,N − 1.
(11)
Here we have assumed that H‖a‖∞ ≥ 2ε – see [2, (4.7)] – as otherwise the numerical analysis becomes classical. Set
hi := xi − xi−1 and h¯i := (hi + hi+1)/2 for all i, and τ = tj − tj−1 for all j. Then, writing U ji for the computed solution at the
point (xi, tj), the difference scheme of [2] is
q1i
U ji−1 − U j−1i−1
τ
+ (1− q1i )
U ji − U j−1i
τ
+ [LN,Mε U]ji = q1i f ji−1 + (1− q1i )f ji (12a)
for i = 1, . . . ,N/2, and
U ji − U j−1i
τ
+ [LN,Mε U]ji = f ji for i = N/2+ 1, . . . ,N − 1, (12b)
where
[LN,Mε U]ji = r−ij U ji−1 + rcijU ji + r+ij U ji+1 (12c)
with
r−ij = −
ε
hi h¯i
− 2q
1
i ai−1
hi
+ q1i bji−1, r+ij = −
ε
hi+1 h¯i
,
rcij = −r−ij − r+ij + q1i bji−1 + (1− q1i )bji (12d)
for i = 1, . . . ,N/2, and
r−ij = −
ε
hi h¯i
− ai
2 h¯i
, r+ij = −
ε
hi+1 h¯i
+ ai
2 h¯i
, rcij = −r−ij − r+ij + bji (12e)
for i = N/2+ 1, . . . ,N − 1.
When i = 1, . . . ,N/2, it is easy to see that
q1i =
1
2
+ O(hi) and 2q1i ai−1 = ai−1/2 + O(h2i ), (13)
where ai−1/2 := (ai−1 + ai)/2. Thus, replacing 2q1i ai−1 by ai−1/2 in (12d) and q1i by 1/2 elsewhere, the scheme (12) becomes
1
2

U ji−1 − U j−1i−1
τ

+ 1
2

U ji − U j−1i
τ

+ [LN,Mε U]ji =
1
2
(f ji−1 + f ji ), (14a)
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for i = 1, . . . ,N/2, and
U ji − U j−1i
τ
+ [LN,Mε U]ji = f ji for i = N/2+ 1, . . . ,N − 1, (14b)
where
[LN,Mε U]ji = r−ij U ji−1 + rcijU ji + r+ij U ji+1 (14c)
with
r−ij = −
ε
hi h¯i
− ai−1/2
hi
+ 1
2
bji−1, r
+
ij = −
ε
hi+1 h¯i
, rcij = −r−ij − r+ij +
1
2
bji−1 +
1
2
bji (14d)
for i = 1, . . . ,N/2, and
r−ij = −
ε
hi h¯i
− ai
2 h¯i
, r+ij = −
ε
hi+1 h¯i
+ ai
2 h¯i
, rcij = −r−ij − r+ij + bji (14e)
for i = N/2+ 1, . . . ,N − 1.
But (14) is the finite difference scheme used in [3], with the minor difference that in [3] the terms bji−1 and b
j
i are each
replaced by (bji−1 + bji)/2. It is now no surprise that the analysis of [3] strongly resembles that of [2]; these papers are
considering essentially the same scheme, for one can check that the perturbations described by (13) and by themodification
of the b term are so small that they do not affect the convergence analysis. Numerical examples in Section 5 will show that
the schemes (12) and (14) yield almost identical results, in accordance with the above discussion.
4. Analysis of the uniform convergence
This section is devoted to a new and simpler proof of the convergence results of [2] and [3]. Our analysis is written down
for the hybrid midpoint method (14) since its coefficients are slightly simpler than those of (12), but a similar analysis will
work for (12).
Lemma 1. Assume that
λ‖a‖∞ < NlnN and αN ≥ (‖b‖∞ + τ
−1). (15)
Then for all j the coefficients of (14) satisfy
r−ij + (2τ)−1 ≤ 0, r+ij ≤ 0 and rcij + (2τ)−1 ≥ 0 for i = 1, . . . ,N/2,
r−ij ≤ 0, r+ij ≤ 0 and rcij + τ−1 ≥ 0 for i = N/2+ 1, . . . ,N − 1.
Moreover, the tridiagonal matrix associated with computing the discrete solution at each time level tj is an M-matrix.
Proof. An easy calculation verifies the inequalities asserted above for the rij ; see [3, Lemma 3.1]. The matrix associated
with computing the discrete solution at each time level tj is therefore irreducibly diagonally dominant with the correct sign
pattern to ensure that it is anM-matrix. 
From now on we assume that (15) is valid. Lemma 1 then implies that the scheme (14) has a unique solution at each time
level and moreover satisfies a discrete maximum principle. Combining this maximum principle with a barrier function of
the form C(1 + x), one obtains the a priori bound ‖U‖∞,d ≤ C‖f ‖∞ for some C , where the discrete maximum norm is
defined by ‖w‖∞,d := maxi,j |wji| for each mesh functionw.
Our main result will now be presented. The analysis follows the approach of Kopteva [7,8]; see also [9].
Theorem 1. Assume that (15) is valid. Then there exists a constant C such that
max
i,j
|u(xi, tj)− U ji | ≤ C[τ + εN−1 + (N−1 lnN)2]. (16)
Proof. Let ηji = uji − U ji be the error in the computed solution at each mesh point (xi, tj). Write the scheme (14) as
[δ˜tU]ji + [LN,Mε U]ji = f˜ ji for i = 1, . . . ,N − 1 and j = 1, . . . ,M, (17)
where
f˜ ji =

1
2
[f (xi−1, tj)+ f (xi, tj)] if i ≤ N/2,
f (xi, tj) if i > N/2,
(18)
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and the backward difference operator δ˜t is defined analogously. Then at each point (xi, tj) ∈ Ω , the truncation error of the
scheme is
[δ˜tη + LN,Mε η]ji = χ j1;i + χ j2;i (19)
where
χ
j
1;i := [LN,Mε u]ji − (L¯εu)ji and χ j2;i := δ˜tuji − (u˜t)ji (20)
with (u˜t)
j
i defined similarly to (18), and
(L¯εu)
j
i =
1
2
[(Lεu)(xi−1, tj)+ (Lεu)(xi, tj)] if i ≤ N/2,
(Lεu)(xi, tj) if i > N/2.
Decompose η as η = φ + ψ . Here the function {φji} is, for each fixed j = 0, . . . ,M , the solution of the discrete two-point
boundary value problem
[LN,Mε φ]ji = χ j1;i for i = 1, . . . ,N − 1 with boundary conditions φj0 = φjN = 0, (21)
while {ψ ji }, the solution of a discrete parabolic problem, is defined by
[δ˜tψ + LN,Mε ψ]ji = χ j2;i − δ˜tφji for i = 1, . . . ,N − 1, (22a)
with boundary condition
ψ
j
0 = ψ jN = 0 for j = 1, 2, . . . ,M (22b)
and initial condition
ψ0i = −φ0i for i = 0, . . . ,N. (22c)
Eq. (21) is precisely the identity one gets when analysing the error φ in a two-point boundary value problem that has been
discretized using Lε , with χ
j
1;i playing the role of truncation error. Using (6) with m = 0, one gets the same bounds on χ j1;i
as for a convection–diffusion two-point boundary value problem. Consequently the error bound derived in [5, Theorem 3.2]
can be invoked:
|φji | ≤ C[εN−1 + (N−1 lnN)2] for all i, j. (23)
Next, consider the other error componentψ . Lemma 1 implies that the problem (22) satisfies a discrete maximum principle
just as (14) does, so
‖ψ‖∞,d ≤ C

max
i
|φ0i | + ‖χ2 − δ˜tφ‖∞,d

≤ C[τ + εN−1 + (N−1 lnN)2 + ‖δ˜tφ‖∞,d], (24)
where we used (23) with j = 0 and also
|χ j2;i| ≤ Cτ for i = 1, . . . ,N − 1 and j = 1, . . . ,M, (25)
which is easily verified using a Taylor expansion and (6).
It remains to deal only with δ˜tφ in (22). Using the assumption that a = a(x) is independent of t , a short calculation shows
that for each fixed j, the definition (21) implies that δ˜tφ satisfies
[LN,Mε (δ˜tφ)]ji = δ˜tχ j1;i − ( (δ˜tb)φj−1)i for i = 1, . . . ,N − 1, (26a)
(δ˜tφ)
j
0 = (δ˜tφ)jN = 0, (26b)
where the notation (˜)i used here means the same as in (17).
From the decomposition δ˜tφ = ζ + ξ , where for each fixed j ∈ {1, . . . ,M} one has
[LN,Mε ζ ]ji = δ˜tχ j1;i for i = 1, . . . ,N − 1 with ζ j0 = ζ jN = 0, (27a)
[LN,Mε ξ ]ji = −( (δ˜tb)φj−1)i for i = 1, . . . ,N − 1 with ξ j0 = ξ jN = 0. (27b)
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To analyse the discrete two-point boundary value problem (27a), observe that for i ≤ N/2 the right-hand side of (27a) is
δ˜tχ
j
1;i =
1
2τ
(χ
j
1;i−1 − χ j−11;i−1)+
1
2τ
(χ
j
1;i − χ j−11;i )
= 1
2τ
[([LN,Mε u]ji−1 − [LN,Mε u]j−1i−1)− ([Lεu]ji−1 − [Lεu]j−1i−1)]
+ 1
2τ
[([LN,Mε u]ji − [LN,Mε u]j−1i )− ([Lεu]ji − [Lεu]j−1i )].
Set Lˆεu = −εuxx+ aux. Let [LˆN,Mε U]ji be defined by setting b ≡ 0 in [LN,Mε U]ji for all i, j. That is, LˆN,Mε is the discretization of Lˆε .
Then for i ≤ N/2, one can write the above formula as
δ˜tχ
j
1;i =
1
2τ
∫ tj
tj−1
[(LˆN,Mε ut(xi−1, t)+ LˆN,Mε ut(xi, t))− (Lˆεut(xi−1, t)+ Lˆεut(xi, t))]dt.
Note that here we used the hypothesis that a = a(x) is independent of t , since this yields Lˆεut = (Lˆεu)t . Hence, using the
Peano kernel theorem as in [10, Lemma 3.3], one obtains
|δ˜tχ j1;i| ≤ Cε
∫ xi+1
xi−1
max
t∈[tj−1,tj]
|uxxxt(x, t)|dt + Chi
∫ xi
xi−1
max
t∈[tj−1,tj]
(|uxt | + |uxxt | + |uxxxt |)(x, t)dt.
This yields the same estimate as the corresponding truncation error bounds arising in [5, Section 2] for a standard two-point
boundary value problem, since the bounds of (8) are unaffected by the presence of an extra t-derivative.
When i > N/2 one gets likewise a bound that is identical to the corresponding truncation error bound derived from the
final inequality in the proof of [5, Theorem 3.2].
These observations imply that (27a) can be analysed in the same way as (21), except that one uses the bound (8) with
m = 1. We therefore obtain
|ζ ji | ≤ C[εN−1 + (N−1 lnN)2] for all i and j. (28)
To deal with (27b), observe that Lε is an M-matrix and thus satisfies a discrete maximum principle. It then follows easily
that for all j one has
max
i
|ξ ji | ≤ C maxi |(

(δ˜tb)φj−1)i| ≤ C max
i
|φj−1i | ≤ C[εN−1 + (N−1 lnN)2], (29)
where we used |δ˜tb| ≤ C and (23).
Combining (23), (24), (28) and (29), we get (16). 
Theorem 1 also holds true for the scheme (12). Furthermore, this theorem can easily be extended for both schemes (12) and
(14) to meshes that are nonequidistant in time, provided that the condition (15) is satisfied on each time interval.
5. Numerical experiments
In this section we give some numerical experiments to show that the schemes (12) and (14) yield very similar results
and confirm the convergence estimate of Theorem 1.
Consider the test problem
ut − εuxx +

1+ x2 + sin(πx)
2

ux + (1+ x2 + sin(π t/2))u = x3(1− x)3 + t(1− t) sin(π t)
for (x, t) ∈ (0, 1)× (0, 1), (30a)
u(0, t) = u(1, t) = u(x, 0) = 0 for x, t ∈ [0, 1]. (30b)
The data of this problem satisfy only the first-order and second-order corner compatibility conditions (4) and (5). As the
true solution u(x, t) of (30) is unknown, the pointwise errors |u(xi, tj)− U ji | are approximated on our meshΩM,N by means
of the double mesh principle — as was also done in [2,3]. That is, a new approximate solution {Uˆ ji } is computed using the
same scheme but on the mesh that comprises the mesh points of the original mesh and their midpoints ((xi−1 + xi)/2, tj),
(xi, (tj−1+ tj)/2) and ((xi−1+xi)/2, (tj−1+ tj)/2). Thus the values U ji and Uˆ2j2i are computed at the same physical point (xi, tj)
ofΩM,N .
Then at the mesh points of the original mesh ΩM,N one calculates the maximum and uniform two-mesh differences
defined by
dN,Mε = max0≤j≤M max0≤i≤N |U
j
i − Uˆ2j2i |, dN,M = max
ε∈S
dN,Mε , (31)
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Table 1
Maximum and uniform two-mesh differences and approximate orders of convergence for test problem (30) using scheme (12).
N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024
M = 16 M = 32 M = 64 M = 128 M = 256 M = 512
ε = 2−6 0.249E−2 0.142E−2 * * * *
0.807
ε = 2−9 0.262E−2 0.153E−2 0.829E−3 0.434E−3 0.222E−3 *
0.782 0.880 0.935 0.967
ε = 2−12 0.265E−2 0.154E−2 0.840E−3 0.439E−3 0.225E−3 0.114E−3
0.780 0.877 0.934 0.967 0.983
ε = 2−15 0.265E−2 0.154E−2 0.841E−3 0.440E−3 0.225E−3 0.114E−3
0.779 0.877 0.934 0.967 0.983
. . . . . . . . . . . . . . . . . . . . .
ε = 2−30 0.265E−2 0.155E−2 0.841E−3 0.440E−3 0.225E−3 0.114E−3
0.779 0.877 0.934 0.967 0.983
dN,M 0.265E−2 0.155E−2 0.841E−3 0.440E−3 0.225E−3 0.114E−3
pN,Muni 0.779 0.877 0.934 0.967 0.983
Table 2
Maximum and uniform two-mesh differences and approximate orders of convergence for test problem (30) using scheme (14).
N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024
M = 16 M = 32 M = 64 M = 128 M = 256 M = 512
ε = 2−6 0.254E−2 0.143E−2 * * * *
0.826
ε = 2−9 0.270E−2 0.155E−2 0.835E−3 0.435E−3 0.222E−3 *
0.807 0.889 0.940 0.969
ε = 2−12 0.273E−2 0.156E−2 0.845E−3 0.441E−3 0.225E−3 0.114E−3
0.804 0.888 0.939 0.969 0.985
ε = 2−15 0.273E−2 0.157E−2 0.847E−3 0.442E−3 0.226E−3 0.114E−3
0.804 0.888 0.939 0.969 0.985
ε = 2−18 0.274E−2 0.157E−2 0.847E−3 0.442E−3 0.226E−3 0.114E−3
0.804 0.888 0.939 0.970 0.985
. . . . . . . . . . . . . . . . . . . . .
ε = 2−30 0.274E−2 0.157E−2 0.847E−3 0.442E−3 0.226E−3 0.114E−3
0.804 0.888 0.939 0.970 0.985
dN,M 0.274E−2 0.157E−2 0.847E−3 0.442E−3 0.226E−3 0.114E−3
pN,Muni 0.804 0.888 0.939 0.970 0.985
where S := {2−6, 2−9, 2−12, . . . , 2−30}. From these values one computes the orders of convergence and the uniform orders
of convergence in the standard way:
pN,Mε :=
log(dN,Mε /d
2N,2M
ε )
log 2
, pN,Muni :=
log(dN,M/d2N,2M)
log 2
.
In tables, results are presented only for the regime covered by our theory, i.e., when the conditions (15) and H‖a‖∞ ≥ 2ε
are satisfied. Tables entries that lie outside this regime are indicated by asterisks.
Tables 1 and 2 consider the schemes (12) and (14) where in successive columns both M and N are doubled. Theorem 1
then leads us to expect global first-order convergence, and our numerical results agree with this.
Tables 3 and 4 are designed to verify the spatial order of convergence. In successive columns N is doubled but M is
quadrupled. Theorem 1 now implies global second-order convergence up to a logarithmic factor, and the numerical results
support this prediction.
The second test problem is given by
ut − εuxx + (4+ 4x− x2 − ex)ux + 5xtu = 3 sin(πx)+ 5(et − 1) for (x, t) ∈ (0, 1)× (0, 1), (32a)
u(0, t) = u(1, t) = u(x, 0) = 0 for x, t ∈ [0, 1], (32b)
for which the solution is again unknown. Note that the data of this problem satisfy the first-order compatibility condition (4)
but fail to satisfy the second-order condition (5).
As the results for the HODIE and midpoint schemes are very similar, we present only the HODIE results. The maximum
errors and the numerical orders of convergence are computed in the sameway as in the first example. Tables 5 and 6 display
the results for this example. Comparing the uniform orders of convergence with the corresponding ones in Tables 1 and 3,
we see that now the accuracy of the numerical solution and its order of convergence are reduced since the data of this
second problem satisfy fewer compatibility conditions than our first problem. Thus, in general, we conclude that failure
of the problem data to satisfy enough corner compatibility conditions can cause a deterioration in the behaviour of the
numerical scheme.
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Table 3
Maximum and uniform two-mesh differences and approximate orders of convergence for test problem (30) using scheme (12).
N = 84 N = 168 N = 336 N = 672 N = 1344
M = 5 M = 20 M = 80 M = 320 M = 1280
ε = 2−9 0.616E−2 0.230E−2 0.681E−3 * *
1.422 1.756
ε = 2−12 0.618E−2 0.232E−2 0.689E−3 0.181E−3 0.457E−4
1.415 1.751 1.930 1.983
ε = 2−15 0.619E−2 0.232E−2 0.690E−3 0.181E−3 0.458E−4
1.415 1.751 1.930 1.982
. . . . . . . . . . . . . . . . . .
ε = 2−30 0.619E−2 0.232E−2 0.690E−3 0.181E−3 0.458E−4
1.414 1.750 1.930 1.982
dN,M 0.619E−2 0.232E−2 0.690E−3 0.181E−3 0.458E−4
pN,Muni 1.414 1.750 1.930 1.982
Table 4
Maximum and uniform two-mesh differences and approximate orders of convergence for test problem (30) using scheme (14).
N = 84 N = 168 N = 336 N = 672 N = 1344
M = 5 M = 20 M = 80 M = 320 M = 1280
ε = 2−9 0.617E−2 0.230E−2 0.681E−3 * *
1.422 1.756
ε = 2−12 0.619E−2 0.232E−2 0.689E−3 0.181E−3 0.458E−4
1.416 1.751 1.930 1.983
ε = 2−15 0.619E−2 0.232E−2 0.690E−3 0.181E−3 0.459E−4
1.415 1.750 1.930 1.982
. . . . . . . . . . . . . . . . . .
ε = 2−30 0.619E−2 0.232E−2 0.691E−3 0.181E−3 0.459E−4
1.415 1.750 1.930 1.982
dN,M 0.619E−2 0.232E−2 0.691E−3 0.181E−3 0.459E−4
pN,Muni 1.415 1.750 1.930 1.982
Table 5
Maximum and uniform two-mesh differences and approximate orders of convergence for test problem (32) using scheme (12).
N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024
M = 16 M = 32 M = 64 M = 128 M = 256 M = 512
ε = 2−6 0.230E−1 0.165E−1 * * * *
0.475
ε = 2−9 0.233E−1 0.173E−1 0.116E−1 0.713E−2 0.410E−2 *
0.428 0.585 0.697 0.799
ε = 2−12 0.234E−1 0.174E−1 0.116E−1 0.721E−2 0.415E−2 0.227E−2
0.423 0.584 0.691 0.796 0.869
ε = 2−15 0.234E−1 0.175E−1 0.116E−1 0.722E−2 0.416E−2 0.228E−2
0.422 0.584 0.690 0.795 0.868
. . . . . . . . . . . . . . . . . . . . .
ε = 2−30 0.234E−1 0.175E−1 0.116E−1 0.722E−2 0.416E−2 0.228E−2
0.422 0.584 0.690 0.795 0.868
dN,M 0.234E−1 0.175E−1 0.116E−1 0.722E−2 0.416E−2 0.228E−2
pN,Muni 0.422 0.584 0.690 0.795 0.868
Table 6
Maximum and uniform two-mesh differences and approximate orders of convergence for test problem (32) using scheme (12).
N = 84 N = 168 N = 336 N = 672 N = 1344
M = 5 M = 20 M = 80 M = 320 M = 1280
ε = 2−9 0.335E−1 0.212E−1 0.994E−2 * *
0.657 1.093
ε = 2−12 0.335E−1 0.213E−1 0.100E−1 0.344E−2 0.974E−3
0.654 1.083 1.547 1.818
ε = 2−15 0.335E−1 0.213E−1 0.101E−1 0.344E−2 0.976E−3
0.653 1.082 1.546 1.818
. . . . . . . . . . . . . . . . . .
ε = 2−30 0.335E−1 0.213E−1 0.101E−1 0.344E−2 0.977E−3
0.653 1.082 1.546 1.818
dN,M 0.335E−1 0.213E−1 0.101E−1 0.344E−2 0.977E−3
pN,Muni 0.653 1.082 1.546 1.818
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