We describe the strong coupling limit (g → ∞) for the Yang-Mills type matrix models. In this limit the dynamics of the model is reduced to one of the diagonal components which is characterized by the linear confining potential. In the case of the pure Yang-Mills model in more then one dimensions the resulting potential is of higher order and the diagonal mode dynamics is not semi-classical.
Introduction
The development of string and gauge theories is characterized by their strong inter-relations. The most intriguing result of this interaction is, probably, the AdS/CFT conjecture [1, 2] (see [3] for a classical review of the subject). The AdS/CFT conjecture relates the string theory on the Anti-de Sitter background on one side with the conformal theory on the Minkowski space on the other site. The Minkowski space of the conformal theory in this is the (conformal) boundary of Anti-de Sitter space.
As a true duality, this conjecture relates a weak coupled model to a strong coupled one and vice-versa. Once proved, this duality would have an immense predictive force, e.g. for describing the strong coupled dynamics of both strings and gauge fields. On the other hand, it is clear, that to have such a direct proof, one needs to know the strong coupling behavior of at least one of these models (in addition to the weak coupling one for both). A considerable progress was achieved in recent years on the way of the indirect proofs of the correspondence ( for a recent review see e.g. [4] ).
In spite of difficulties in the description, it seems, that the strong coupled regime of the gauge models is the most natural regime realized in the Nature at the most common (i.e. low) energies. Perhaps, the most success in the description of the strong coupled gauge theories was achieved in the framework of the lattice formulation.
1 An important problem of this approach, however, is that the continuum limit of strong coupled systems is problematic and it is difficult to separate the real physical effects of the strong coupling from the artifacts of the lattice description. Therefore, it would be important to have a strong coupling approach not related to lattice discretization. In the present work we attempt to move into this direction.
Although we also consider the Yang-Mills model, the main subject of this paper is the BFSS type matrix model which is what is called a YangMills mechanics. Yang-Mills type matrix models appear in both the context of string and gauge theories. Thus, BFSS [6] and IKKT [7] matrix models were proposed to describe, respectively the "zero"-and "minus-one"-brane configuration in the nonperturbative string approach (M-theory) and can be obtained as dimensional reductions to, respectively 1+0 and 0 dimensions of the ten dimensional super Yang-Mills model. (See e.g. [8] for a review.)
The plan of the paper is as follows. In the next section we introduce shortly the matrix model. Then we consider the g → ∞ limit of the matrix model. First, as a warmup we consider what we call a strong limit, in which we do not consider the contribution from the high frequency modes. This limit leads to a model for the diagonal components where all fields are statistically confined (condensed) to a single value. Next, we consider more refined weak limit where we take into consideration the above higher modes. This leads to a dynamically nontrivial model for the diagonal components which are interacting by linear attracting potential. In addition this model appears to be semi-classical as g goes to infinity.
At the end we apply the developed technique to the Yang-Mills model for which we find the attraction potential of the higher orders corresponding to the dimensionality. In contrast to the matrix model these models are not semi-classical which makes their further study complicate.
1 A good reference for the lattice approach to gauge theories is given by [5] .
Matrix model
Consider the matrix model which or the Yang-Mills mechanics described by the following classical action:
where X a are D, a = 1, . . . D time dependent Hermitian N × N matrices while g is the gauge coupling. The covariant time derivative is defined by use of the (non-dynamical) temporal gauge field A ≡ A 0 ,
The role of the gauge field is to impose the Gauss law constraint [X a , ∇ 0 X a ] = 0 which provides the gauge invariance with respect to the time-dependent U(N) gauge transformations,
where U(t) ∈U(N). Other features include:
• Invariance with the respect to shifts by a constant scalar matrix
Restricting the gauge group to SU(N) removes this degree of freedom
• Invariance with respect to the (target space) rotations,
• In the case of D = 10 eq. (2.1) represents the bosonic part of the supersymmetric BFSS matrix model [6] , dt tr 6) where ψ is the fermionic N × N matrix with 10 dimensional MajoranaWeyl fermionic indices.
For the matrix model under consideration one can formulate a perturbative expansion in terms of the powers of the gauge coupling g similar to the perturbative expansion of the super Yang-Mills theory. In what follows we will not discuss this type of perturbative expansion but refer the reader to the appropriate Yang-Mills perturbation theory literature instead.
Degrees of freedom at strong coupling
It is expected that the strong coupling limit g → ∞ implies the commutativity of the matrices
Indeed, as g goes to infinity all contributions to the partition function with the commutator different from zero are exponentially suppressed in the path integral.
Since this is the case, one can diagonalize simultaneously all the matrices X a , whose eigenvalues would then correspond to the coordinates of branes. In this case one can say that in the strong coupling limit the branes can be localized. (Beyond this limit they are fuzzed by the strings by which the branes interact.)
Let us consider the above g → ∞ limit in more details. For this let us split the matrix degrees of freedom X mn a into the diagonal part:
and the remaining off-diagonal one:
This splitting seems somehow abusive, since it does not respect the gauge invariance (2.3). On the other hand, it corresponds to a particular choice of commutative background given by x a which spontaneously breaks the U(N) symmetry, while z a can be treated as perturbations above this background.
The spontaneous breaking of the symmetry is always associated with the zero modes corresponding to different gauge equivalent choices of the background 2 . The fixing of the zero modes is done by an appropriate gauge fixing. The situation depends strongly on whether the diagonal background is degenerate or no, since for different type of degeneracy (if any) there are different unbroken symmetries. Although such exceptional configurations may in principle contribute in spite their zero measure, we so far neglect this issue and consider in rest of this paper the general position point: where all diagonal eigenvalues x n are different (as D-dimensional vectors).
g → ∞: the strong limit
On can define different strong coupling limits depending on the relation of the coupling with other parameters (like N or cut off parameters). In this section we consider the strong limit: This limit assumes that the model is UVregularized and the limit g → ∞ is taken prior to removing the regularization. Technically, this means that one can drop in this limit the time derivatives if they come with a factor vanishing in the limit g → ∞. In contrast to this, the weak limit is taken after the removal of (or eventually not imposing at all) the regularization is discussed in the next section.
In the non-degenerate case the whole U(N) gauge group is broken by the diagonal component of the background. The infinitesimal purely gauge rotation of the background x a is described by δz a = [X a , u]. This component can be fixed by imposing the Lorenz like gauge condition 3 :
The Faddeev-Popov determinant corresponding to the gauge fixing condition (4.1) is given by
where the prime denote that the product extends over the distinct indices m and n only. Formally, the determinant is different from zero (which is important for the implementation of the gauge condition) when all x-eigenvalues are given distinct points x n a , n = 1, . . . N. All above can be appropriately formalized in the quantum theory by adding gauge fixing term and the Faddeeev-Popov determinant in the (Euclidean) partition function which takes the form
where we used so called "alpha-gauge" implementation of the gauge fixing rather than the "delta-function implementation". Note, that since the introduction of the gauge invariance breaking condition (4.1) one cannot anymore impose any restriction 4 on the gauge field A which remains in the action. Now we are ready to take the limit g → ∞ and separate the leading contribution in this limit. There are several ways to do this, which, naturally, lead to the same result. Let us consider the following one. Rescale the variables z a as follows
Then, the matrix action (2.1) takes the following form:
As we are taking the strong limit g → ∞, we should discard all terms formally vanishing in this limit. Then, leading part of the action becomes
The action is quadratic in the gauge field A as well as in the off-diagonal field z a . Integrating in both A and z a , one gets the factor coinciding with the Faddeev-Popov determinant at the power −(D + 1)/2. The partition function then reads,
which modulo determinant factor corresponds to a free particle partition function.
The modification of the measure in (4.7) signals the confining of the eigenvalues x n to a common value which is a subject to free motion. Indeed, in the case of only two eigenvalues the path integral (4.7) reduces to (see the Appendix A),
where y is the distance between branes while Y is the free moving "center of mass". Consider the y-measure locally at the instant t: d D yy −2D (t). Integration with such a measure is divergent at y(t) = 0 unless the integrand vanishes quick enough as y approaches the origin, which is not the case for slow y modes. Statistically this means that configurations with small y 2 produces a contribution to the partition function which is infinitely larger than the contribution of all the configurations with larger values of y 2 . Therefore, under normalization the configurations with nonzero y 2 will get zero expectation values. One can see also that the conclusion is very sensitive to the power of ∆ (∞) 2 . Thus, if the power were −(D −1)/4 no confining would occur. It may appear however that this simple estimation of g → ∞ is too rough and one must weaken the limit allowing the contribution of higher frequency modes. We come to this in the next section.
g → ∞: the weak limit
Consider the stationary points of the action (2.1) i.e. the solutions to the equations of motion. There is a class of static solutions to the equations of motion given by constant commuting matrices x a . We can assume that these matrices depend adiabatically on time. One can consider perturbations about this background. The perturbation is given by the off-diagonal part z a as well as by the fast diagonal modes. The diagonal modes do not contribute at the one-loop level since there are no nonlinear terms in the action corresponding to diagonal-diagonal interaction. As a sequence, we can neglect the fast diagonal fluctuations and consider only the adiabatic modes.
Therefore, consider the contribution of the off-diagonal modes as well as of the auxiliary (gauge and ghost) fields and evaluate their contribution in the one-loop approximation in 1/g expansion. Throughout this section we use the Euclideanized version of the theory.
To proceed with the evaluation let us fix the gauge by adding the following gauge fixing term to the Lagrangian:
The variation of the gauge fixing condition is given by the Faddeev-Popov operator,
whose determinant is the Faddeev-Popov determinant ∆ F P = det M F P . In one loop approximation we are restricting ourself no contribution will come from the fields A and z in the Faddeev-Popov operator. Therefore, in what follows in our analysis we will discard these terms. As a result the FaddeevPopov determinant restricted to one loop relevant terms takes the following form
where r 2 mn = (x a m − x a n ) 2 is the square distance between n-th and m-th branes and the prime denotes that the product is taken for distinct m and n. This determinant deserved a special notation ∆ 2 (x) since it will appear later again.
Let us turn to the action. The matrix model action can be rewritten in the form as follows,
where the dots stand for the terms not contributing at the one loop level (e.g. terms which are higher than the second order in A and z).
After the integration over the gauge field A, the off-diagonal component z and the ghosts c andc the partition function takes the form,
As it can be seen, the problem is reduced to the computation of the determinant ∆ 2 , of an elliptic differential operator. Let us use the ζ-function approach to do such a computation (see e.g. [10] ). According to this approach, the logarithm of the determinant of an elliptic operator D is given by the (minus) derivative of the ζ-function,
where the function ζ D (x) is defined as the analytic continuation of the series,
The trace tr e −ρD can be written as
where K D (t ′ , t ′′ ; ρ) is the Heat Kernel for operator D, which is the solution to the Heat Equation 9) with the initial conditions given by
In the case at hand
and the solution for the Heat Kernel is given by
Since the time integral in the r.h.s of the equation (5.8) diverges for t ∈ (−∞, +∞) it is useful to put the system in the time box interval τ . Beyond its regularization function the τ plays another important role, namely, that of being also the adiabaticity box. Roughly speaking, τ is the adiabatic dt.
The ζ-function for the time interval τ is then given by
Computing the derivative of (5.12) and taking the limit s → 0 we obtain:
Summing over the all adiabatic boxes we get:
14)
where we can even drop the prime from the sum. Therefore, the low energy effective action for x a n takes the form,
As one can see, the action (5.15) corresponds to a system with strong linear confinement of the particles. In spite of its terrifying appearance the limit g → ∞ corresponds to nothing else then the semi-classical limit. Indeed, rescaling the diagonal field as x a n → x a n /g(D − 1), (5.16) transforms the partition function (5.15) to the following semi-classical form
where g 2 plays the role of inverse Planck constant −1 . The above rescaling introduces a renormalization of the brane coordinate. Its meaning is that the nontrivial dynamics corresponds to large (in the old scale) brane separations. Then, the natural scale of the brane dynamics is given in terms of the attraction force (tension) acting on the branes. Another modifications include:
• Heat Kernel:
• The effective action:
where F n µν = ∂ µ a ν − ∂ ν a µ . As it could be seen, for D > 2 (D = 2 is dynamically trivial) one can rescale the fields a 5) and get a common factor g 2D 2−D in front of the effective action. For D > 2 this factor vanishes in the limit g → ∞, which means that in this case the quantum fluctuations are strong. On the other hand, taking formally the limit g → ∞ now really results in confining the values of r 2 mn to zero. Together with the condition (6.2) this means that all a n µ = 0. Therefore, in this situation we are not able to catch any nontrivial dynamics beyond the fact that all diagonal values are confined to zero.
An interesting situation is when sending g to infinity we allow the dimension going to two in such a way that λ = g D (D − 2) is fixed. Then the resulting theory will be given by harmonically constrained Abelian gauge system.
Discussion
In this paper we considered the strong coupling limit of the matrix model. It is shown that the modes which survive in this limit are described by a system of linearly interacting particles. As coupling goes to infinity the system becomes semi-classical g 2 playing the role of inverse coupling constant. The evaluation of the quantum fluctuations is performed in one-loop approximation. An important question is either one can extend the one-loop analysis to a systematic expansion in terms of inverse coupling constant g −1 . It is very tempting to apply the 1/g-expansion to the Yang-Mills theory. The one-loop technique can be easily extended to the ordinary Yang-Mills model. In the case of the dimensionality higher than two the effective model for the diagonal component is not anymore semi-classical. The implications of this are not yet clear. There are however, resources we did not use given by the large N limit. Taking a double scaling limit g → ∞, N → ∞ with a finite combination of N and g fixed one may hope to get a non-trivial content for the expansion.
Another important issue we left beyond the consideration regards the exceptional configurations with some r mn = 0. As the effective parameter of the expansion is 1/gr mn the expansion fails if some r mn g −1 . Important point is the statistical measure of such configuration. When the average distancer > 0, which is the case of matrix model, the approximation is relatively safe and one can trust it. In the case of pure Yang-Mills model it seems that the average distance is zero, therefore a more careful analysis at microscopic distances r ∼ g −1 is needed. Thus, in the case of two close branes the 2×2 block corresponding to respective eigenvalues are not decoupled and one should consider the entire matrix dynamics similarly to what is done in the non-commutative case [11, 12, 13] . as it is found this dynamics is a stochastic one. where 2 × 2 matrix X a is given by the following component structure, All fields with the exception of y and free Y become non-dynamical in the limit g → ∞ and the Lagrangian (A.5) is quadratic this fields. Therefore, integration of z,z, c,c and a 6 leads to the partition function of the form (4.7), As in the case of (4.7) the measure in eq. (A.6) is singular as y 2 → 0.
