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xABSTRACT
State space models are important tools for the analysis of biological data, and although rela-
tively unexplored in the realm of agricultural data, can be used to great effect there as well. We
consider cases where data on the underlying system is observed with some form of error; ranging
from combining underlying states to misclassification to continuous error-prone measurements of
a state-specific process. These cases may be fit into a single common structure based on a sim-
ple matrix relationship between the underlying true state and the observed data. When applied
to biological lifecycle data, this takes the form of latent unobserved stages which are related to
the observed data through a sum-to-the-mean constraint. This allows for estimation of vital rates
and other parameters of biological interest from partially observed complex lifecycles, as demon-
strated in an application to the fungus Colletotrichum acutatum. We also consider applications to
prediction, based on data taken from the National Resources Inventory survey of land use, with
applications to Iowa and Pennsylvania. We calculate a distribution for predicting states in un-
observed timepoints, based on incorporating categorical auxiliary information from the Cropland
Data Layer, and consider both prediction for individual locations and area totals by incorporat-
ing survey weights and design variability. Finally, we use simulated data to develop methods for
continuous time series auxiliary information, where the mean of the observed value depends on
both time and the underlying state. Individual variability is allowed for by use of a random effect,
and multiple approximations to the full conditional distribution are considered. We analyze the
performance of each predictor using the area under the receiver operator characteristic surface, and
discuss methods of estimating the mean curves.
1CHAPTER 1. A MATRIX EXPRESSION FOR PARTIALLY OBSERVED
OR MISCLASSIFIED STATE SPACE DATA
Discrete state space models offer an appealing and natural tool for representing many data
generating processes. In practice however, observed data that plausibly are generated by a discrete
state Markov model are subject to errors. These might be incomplete observations, misclassifica-
tions, or measurement errors made on a mean structure that depends on the true state, to name
but a few examples. In cases where the true process is never observed, hidden Markov models offer
an attractive choice for decoding and inferring true states Zucchini et al. (2017).
However, when the true process is partially observed, or observed for some times, a somewhat
different approach may be taken. Consider a population represented at time t by the vector nt.
We assume that the states are discrete, and that we may represent the relationship between nt and
nt+1 by a (potentially time-varying) transition matrix, At. Then nt = Atnt−1. Suppose however,
that instead of observing nt directly, we see a vector mt, defined by
mt = Ptnt (1.1)
Pt may be random or deterministic, and may also be fixed in time.
Pt will have dimensions M × K, where K is the number of states in the state space model,
and M the dimension of the observed vector mt. In general, we do not require any particular
relationship between M and K.
In this framework, we may think of there being two fundamental pieces to the model structure;
the relationship of the state space process across time, determined by A, and the relationship of the
observed data to the underlying truth, which is specified by Pt. Properties of the transition matrix,
A, have been well studied in the past, see Caswell (2001) for a detailed overview. We therefore
consider some basic properties and features of what we term the transformation matrix, Pt.
2We highlight some of the potential applications and properties of Pt through the lens of different
problems suggested by particular datasets. The body of this dissertation considers three different
applications. Chapter 2 considers an application to partially observed lifecycle information for the
strawberry fungus, Colletotrichum acutatum(Leandro et al., 2001). Chapter 3 is concerned with
predicting land cover use in the United States using data from the National Resources Inventory
and Cropland Data Layer (USDA-NRCS, 2018; USDA-NASS, 2017b). Finally, Chapter 4 uses a
simulation study to explore prediction in the same framework as Chapter 3, but using continuous
time series data with a time-varying and state-specific mean.
All three of these chapters may partially expressed in terms of the matrices A and Pt. In
Chapter 2, we suppose that Pt = P is a deterministic, time-invariant matrix that sums together
particular categories of the full population mt into the smaller dimensional observed population
nt. In this instance, the elements of P are all either zero or one, so each class of nt contributes to
exactly one element of mt, and K > M . This form of Pt is considered in relation to incompletely
observed stages for a stage structured population model (Lefkovitch, 1965). In the application to
C. acutatum, the full population vector nt is either never observed, or only observed at the very
first timestep. Because we only observe sums of true stages, this can be considered a case of a
partially observed state space.
Chapter 3 is partially concerned with predicting the states of individuals - specifically individual
geographic locations - rather than populations. We assume that the true state of individual i, Xi,t
is observed at least some of the time, or up until a specific timepoint, T . We wish to predict Xi,t
at a timepoint T + F for some F ≥ 1.
We also have available Yi,t, a piece of categorical auxiliary information at each timepoint. We
assume that Yi,t is, given Xi,t, independent of all Xi,t′ , Yi,t′ , t 6= t′. Optimal prediction for individual
i at timepoint T + F will then be based on the distribution P (Xi,T+F | Xi,T , Yi,T+1, . . . , Yi,T+F ).
If K = M and the meanings of the X and Y categories are the same, then Yi,t is a potentially
misclassified version of Xi,t. Thus we consider this a case of a misclassified state space.
3In this context, it is most sensible treat each individual as the entire population, and define nt
to be a vector of zeros, with a one in position k, where Xi,t = k. Similarly, we take mt to be a
vector of zeros, with the mth entry equal to one, where Yi,t = m. We then take Pt to be an M ×K
matrix with [m, k]th entry equal to one, and zero otherwise. This specification satisfies the relation
in (1.1). Note that now Pt is a random matrix, since Yi,t is a random variable, and Pt indicates
both the true X state and the observed Y category.
It is more informative to work with the conditional expectations of mt and Pt, rather than their
true values, since these are unobserved for the timepoints T + 1, . . . , T + F . Note that nT+f , f =
1, . . . , F are necessarily available, since they simply indicate the particular Y category we observed.
Define pi(h)T+F as the vector of conditional probabilities with kth entry P (Xi,T+F=k |Xi,T = h).
Then
pi(h)T+F =
F∏
f=1
AT+fni,t (1.2)
Recalling that At is the transition matrix satisfying nt = Atnt−1.
Now define Qt to be the unit-wise expectation of Pt, so the [m, k]th entry of Qt is P (Yi,t =
m |Xi,t = k). Then QT+F × pi(h)T+F gives the probability vector with mth element P (Yi,T+F =
m |Xi,T = h). Although interesting, this is generally not particularly useful for prediction, since it
only incorporates a single Y observation, rather than Yi,T+1, . . . , Yi,T+F .
The matrix Qt however is a more interesting construct, and in a more general setting is fact
another form of Pt. Return to the case where we are concerned with the dynamics of a large
population, instead of individuals. We can then define nt =
∑N
i=1Xi,t and mt =
∑N
i=1 Yi,t, where
Xi,t,Yi,t are zero vectors, with ones in the kth, mth positions, respectively, where Xi,t = k, Yi,t = m.
Then we have
mt =
N∑
i=1
Pi,t ×Xi,t (1.3)
With Pi,t defined as described above for Chapter 3. Note that for Chapter 3, we considered each
individual to be the entire population and thus the subscript was unnecessary. Here however the
4subscript i is necessary, since we are considering a collection of multiple individuals. (1.3) effectively
embeds the individual specific random variables Xi,t, Yi,t into the population level random vectors
nt,mt, respectively. For large populations where individuals within an X state or Y category are
equivalent - an assumption Chapter 3 does not make - (1.3) will be well approximated by
mt = Qtnt (1.4)
Where Qt again has [m, k]th entry P (Yi,t = m |Xi,t = k).
In this formulation the [m, k]th entry of Qt gives the proportion of the population in state k
with a Y observation of m. Or, equivalently, the proportion of the population in state k that will
be mapped to the mth element of mt. Note that unlike in (1.3), where Pi,t is a random matrix, Qt
is deterministic. However, if the conditional distribution P (Yi,t |Xi,t) is degenerate, then Pt = Qt.
In this context Qt may be seen as a generalization of the deterministic Pt as defined for Chapter 2,
where individuals in each X state may now be mapped to one of a number of Y categories, instead
of only one. Because the columns of Qt are still probability vectors, the total size of the population
is preserved; i.e. no elements in the population are double counted. In this sense we can view Qt
as the deterministic analog of a random choice of Pt, or else as a version of Pt that focuses only
on the rates at which X states are observed in particular Y categories. In other words, Qt is a
valid form for a deterministic Pt, and also corresponds to replacing a particular random Pt by its
expectation. Finally, if it is constant in time, Qt is then exactly the classification matrix given in
Hurtt et al. (2001).
Chapter 4 may be seen as generalizing the idea of Qt as a matrix of probabilities further. Xi,t
remains as in Chapter 3, but we let Yi,t be a vector of continuous observations for each year.
Because Yi,t is a continuous random vector, it is not sensible to define mt or Pt as for Chapter 2
at all, although nt may be reasonably defined as we did for Chapter 3. However we may define
Qt to be a 1 ×K matrix of conditional densities with [1, k]th entry f(yi,t | Xi,t = k). As before,
QT+F × pi(h)T+F gives the conditional density f(yi,T+F | Xi,T = h), with pi(h)T+F as in (1.2).
This extension is perhaps most interesting in terms of what Y data it allows us to consider when
5predicting X states, rather than any substantial insights based on the use of Qt. Indeed, even for
Chapter 3, representing the problem in terms of Pt and Qt is not practically useful. This does
however establish a common basis for representing misclassified or otherwise error-prone data on
state space models.
6CHAPTER 2. DYNAMICS OF POPULATION GROWTH IN
COLLETOTRICHUM ACUTATUM
2.1 Introduction
Stage-structured matrix models, introduced by Lefkovitch in 1965, are a popular way to analyze
the dynamics of a wide variety of species (Lefkovitch, 1965). Significant attention has been paid to
capturing heterogeneity between individuals, through random effects (Bouwhuis et al., 2009; Knape
et al., 2011), or covariates such as age and size (Zuidema et al., 2009). In general these account
for heterogeneity by modifying the vital rates of the organisms, and are based on the observed
stages, which are implicitly assumed to be sufficient to characterize the lifecycle. However in some
cases the stages observed in the data may combine a number of biologically relevant stages. This
produces unobserved variability within the observed stages that may not be directly measurable.
To represent this heterogeneity, and better capture the underlying biology of the organism, we
introduce the use of unobserved latent stages. Unlike using random effects or covariate information
to represent changes in transition probabilities and other vital rates, latent stages add unobserved
stages to the lifecycle. This allows direct modeling of a more biologically realistic lifecycle than
would be possible based on observed stages alone.
Note that the latent stages are not size classifications, as is common in stage structured models
for plants and trees - see Usher (1966); Enright and Ogden (1979); Harcombe (1987); Pinero et al.
(1984); Burns and Ogden (1985) - to name but a few, but reflect distinct morphological states of
the organism. Because of this, use of an integral projection model (Easterling et al., 2000) would
be inappropriate for this data, since the stages are not discretizations of a continuous trait. There
is some similarity between an integral projection model and a latent stage model however, since
both may be thought of as representing inter-stage heterogeneity. Rather than replacing a discrete
7set with a continuous distribution, a latent stage model represents unobserved heterogeneity via
additional discrete stages in the life cycle.
We first introduce some basic theoretical results for the asymptotic analysis of latent stage
models. Although not useful for the application we consider, these may be of use for the general
practitioner. We demonstrate the use of latent stage models using data from an experiment on the
common fungus Colletotrichum acutatum, previously described in Leandro et al. (2001). A detailed
description of the biology of the C. acutatum is given in Section 2.3. In the case of this particular
experiment, the observed data do not contain full information on the life stage of each spore. This
is a natural application for latent stage models. In Section 2.4 we develop three models for the
experimental data; the first a simple model based only on observed stages fit to only the early
experimental time periods. The second model is identical to the first except for the inclusion of a
pair of latent stages. This allows for easy analysis of how including a latent stage may effect the
model’s behavior. Finally, because the population of C. acutatum shows differing long and short
term behavior, we develop a more complex and plausible model that fits the full dataset well.
2.2 Basic Asymptotic Theory for Latent Stages
Many standard tools for matrix population models are readily available for latent stage models.
We first consider the limiting steady state population distribution, and its growth rate.
For each time t, let nt be the full K-dimensional population vector including latent stages, and
let mt be the M -dimensional vector of observed counts. We assume that K > M , since otherwise
all population stages are directly observed. We assume that we observe sums of latent stages, so
the elements of mt are sums of the elements of nt. Then let P be the M ×K matrix such that
mt = Pnt. We assume that there are no zero columns in P , i.e., all elements of nt are represented
in an entry of mt. We refer to P as a transformation matrix, and note that it is conceptually
similar to the classification matrix for linking different data sources that appears in Hurtt et al.
(2001), in that it relates observations two different population vectors, although in this case one
of those vectors is unknown. Note that in practice nt depends on modeling decisions and subject
8matter expertise about what latent stages are necessary to represent the biological process, while
P relates the latent stages to the observed stages. Both nt and P therefore depend on the model,
while mt depends only on what stages are in fact collected, and is invariant to model choice.
Let A be the transition matrix of the full population, so nt+1 = Ant. In the case where A is
nonnegative and irreducible, by the Perron-Frobenious theorem A has a positive real eigenvalue λ1,
such that |λ1| ≥ |λi|, i 6= 1 (Caswell, 2001, p. 83). Let w1 be the right eigenvector of A associated
with λ1. Again by the Perron-Frobenious theorem, all the entries of w1 are nonnegative. Then,
when normalized, w1 gives the limiting steady state distribution of the full population, which grows
at rate λ1 (Caswell, 2001, p. 86).
It is simple to extend these results to the observed population. Let w∗1 = Pw1. But λ1w1 =
Aw1, so λ1w
∗
1 = PAw1. Therefore Pw1 is the limiting distribution of the observed population, so
lim
t→∞mt = Pw1. Further, the limiting growth rate of the observed population is λ1.
Other standard tools for matrix population modeling are also available. For example the sen-
sitivity of λ1 to perturbations in the entries of A may be calculated as usual. Let aij be the i, j
th
element of A. Then
∂λ1
∂aij
=
v¯
(1)
i w
(1)
j
〈w1,v1〉 (2.1)
Where w
(1)
j is the j
th element of w1, and v¯
(q)
i is the complex conjugate of the i
th left eigenvector
of A. See (Caswell, 2001, p. 208) and Caswell (1978) for a derivation of this result. Note that
since λ1 is the growth rate for both the full and observed population vectors, there is no difference
in sensitivities between the full and observed populations. In some cases the entries of A are
themselves functions of lower level parameters. The sensitivity of λ1 to changes in an arbitrary
parameter θ is (Caswell, 2001, p. 218)
∂λ1
∂θ
=
∑
i,j
∂λ1
∂ai,j
∂ai,j
∂θ
(2.2)
9Because mt = Pnt, we must account for P in the sensitivity of the limiting population of the
observed population to perturbations in A. With the same notation as previously, (Caswell, 2001,
p. 247) and Caswell (1978) give the sensitivity of w1 to changes in A as
∂w1
∂aij
= w
(1)
j
s∑
q 6=1
v¯
(q)
i
λ1 − λmwq (2.3)
The sensitivity of the limiting distribution of the observed population is then given by
∂w∗1
aij
=
∂
∂aij
Pw1 = P
∂w1
∂aij
(2.4)
Where ∂w1∂aij is given by (2.3).
Sensitivity results thus easily extent to latent stage models. This allows for many standard
analyses of population ecology to be easily applied to latent stage models.
2.3 Biology of Colletotrichum acutatum
We demonstrate the use of latent stages with an application to the common strawberry fungus
Colletotrichum acutatum. This particular organism is of interest both because of its ubiquity and
the substantial damage it can inflict, and also because of its complex life cycle.
C. acutatum can infect and damage many kinds of fruit, including apples, citrus fruits and
strawberries (Peres et al., 2005). In strawberries, C. acutatum can rapidly damage or destroy entire
fields under favorable conditions (Freeman et al., 1997; Leandro et al., 2003a). Once introduced to
a population or field, C. acutatum is difficult to eradicate, since it can survive in soil (Eastburn and
Gubler, 1990, 1992). Spores of C. acutatum may also survive on symptomless leaves, facilitating its
transport from nurseries to uncontaminated fields on healthy-seeming transplants (Leandro et al.,
2003b).
The overall lifecycle of C. acutatum has been well described (Eastburn and Gubler, 1990, 1992;
Leandro et al., 2003a,b; Peres et al., 2005). C. acutatum spores develop through a progression of
discrete stages. A spore must be ungerminated before it can germinate, and must be germinated
before it can reproduce via secondary conidiation or form an appressoria. Newly formed spores are
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ungerminated, while appressoria are critical to the infection process. A newly formed appressoria
is unmelanized, and must first melanize and subsequently develop a pore before it can form an
infection vesicle in order to penetrate and infect the host plant. Substantial nutrient absorption
and primary reproduction occurs post infection via the infection vesicle (Leandro et al., 2001). It is
worth emphasizing that germinated spores do not become appressoria. Instead a germinated spore
may form multiple appressoria, as well as new ungerminated spores through secondary conidiation.
Appressoria do however develop into infection vesicles.
Because of its well defined and discrete stages, a state structured model is a natural choice for
representing C. acutatum’s lifecycle. However statistical modeling of C. acutatum in the literature
is fairly limited. Wilson et al used a logistic regression model to analyze the effects of temperature
and wetness duration on C. acutatum growth (Wilson et al., 1990). This model was used by
Mackenzie and Peres (MacKenzie and Peres, 2012) as a basis for timing of fungicide treatment.
Magary et al. (2005) develop a general infection model for multiple plant pathogens, including
C. acutatum and based partially on Wilson’s previous work. Work by Pavan et al. (2011) uses
Wilson’s model in the context of a web-based tool for timing assessing risk to strawberry harvests
and recommending fungicide application. Statistical analysis of C. acutatum appears therefore to
be mostly confined to predicting the growth and emergence of C. acutatum, rather than a detailed
understanding of its lifecycle.
In the experiment described in (Leandro et al., 2001), from which we take our data, strawberry
leaves were inoculated with ungerminated C. acutatum spores, stored at fixed temperature and
humidity, and sampled over time. Samples were taken at zero hours immediately after inoculation,
every three hours for the first day, again at 36 and 48 hours, then every 24 hours until day seven
(T = 168 hours), which marked the end of the experiment. There are therefore 16 total observation
periods in the dataset (Leandro et al., 2001).
At each sampling time, four leaves were selected, and two 1 centimeter diameter discs were cut
from each leaf. One disc was cut from each side of the central vein in each leaf. The number of
ungerminated and germinated spores on each leaf disc were counted, as well as the numbers of
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unmelanized and melanized and melanized, and appressoria with apperessorial pores. The data do
not record any relationship between germinated spores and appressoria. Infection vesicles were not
observed in this experiment, and the spores never infected the host leaves. It is therefore safe to
assume that all reproduction was the result of secondary conideation. However the data do not
record whether a spore is one of those originally applied, or the result of subsequent secondary
conideation (Leandro et al., 2001).
Sampling was destructive, requiring each observation to be taken using a different set of leaves.
Leaf ID was not recorded, consequently leaf discs cannot be associated with the same leaf (Leandro
et al., 2001). Although all three appressorial types are available, we only consider modeling the
total number of appressoria at each timepoint. Including appressorial development would further
complicate the model, and since infection vesicles are never observed and host infection does not
occur, would probably not significantly impact the dynamics of ungerminated and germinated
spore development. Of course if infection did occur, this would represent a substantial source of
new ungerminated spores, and therefore the model would have to be extended to include details
on appressorial development.
Figure 2.1 shows the observed leaf disc counts for ungerminated spores, germinated spores, and
the total appressoria, as well as means at each observation time. Note that later models are based
on totals across leaf discs; obviously the trend in the mean will be the same as the trend in the
totals. However, plotting at the mean scale allows plotting of the individual leaf disc observations,
giving a sense of the amount of variability between discs. As described below, this variability is
helpful for choosing a reasonable data distribution, as it allows for examination of the relationship
between the mean and variance across time.
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Figure 2.1: Ungerminated, germinated, appressoria count by time, leaf disc
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It is immediately obvious that these data exhibit very different short and long term behavior.
Aside from at t = 0 hours, the mean ungerminated spore count drops until t = 9 hours, then
increases rapidly before leveling off around 24 hours. The low number of ungerminated spores at
zero hours is due to some spores washing off the leaves during sample preparation and prior to
counting. This was only an issue with the sample at zero hours; by later sampling periods spores
had become well anchored and significant numbers were not dislodged during sample preparation
(Leandro et al., 2001). The mean germinated spore count starts at zero since all spores applied
at zero hours are ungerminated, grows rapidly for the first day, and then levels off at around 24
hours. There is some suggestion of a peak at 24 hours, but this may simply be sampling variability.
Although the level is higher, the trend in total appressoria is very similar to that of the germinated
spore count.
This behavior presents something of a conundrum to the modeler. The organism has a fairly well
understood life cycle with clear stages. However the observed data does not contain full information
on the stages; we do not know for instance if an ungerminated spore is one of those originally applied,
or the result of secondary conideation by the germinated spores. Since infection never occurs, spores
are not taking in significant nutrients. Spores produced by secondary conideation are therefore likely
to be less robust. This lack of energy probably causes the flattening out of the mean spore counts
after about 24 hours. Modeling second generation spores as distinct stages with their own vital
rates, in order to represent their lower robustness, is an appealing option. However, we only see the
aggregate counts of ungerminated and germinated spores, not the number of ungerminated spores
from each generation. This is an obvious application of latent stages.
Note that because infection does not occur in this data, the full lifecycle is not observed. We
are therefore not focused on the longterm dynamics of the population, which will will necessarily
die out as the spores run out of stored energy and the leaves themselves degrade. Our primary
interest is in modeling the short term dynamics of the population, and seeing how latent stages
allow greater flexibility for this purpose.
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2.4 Data Analysis with Latent Stages
Because the sampling method is destructive in this particular dataset, the same population is
not being tracked over time. However the data constitute observations of different realizations of
the same process over time. As long as there are relatively small differences between realizations of
the spore life cycle, a stage structured model is a reasonable choice for this data. The destructive
sampling does introduce additional variation, either from unmodeled leaf-specific variation (recall
that leaf ID is not recorded), or because different leaf discs are inoculated with varying numbers
of spores. Due to the controlled nature of the experiment however, the amount of extra variability
should be relatively small.
We assume that multiplication by the transition matrix projects the population three hours
forwards. It would certainly be possible to fit the model using a longer or shorter projection time.
However, the first approach would ignore the fairly high temporal resolution at which the early
sampling was carried out, and the second could lead to complications involving, for instance, the
time at which germinated spores appear.
Let Xt, Yt and Zt be random variables corresponding to the observed count of ungerminated
spores, germinated spores and the total number of appressoria at sampling period t, respectively,
with t = 0 corresponding to inoculation time. Observations are considered independent, which is
reasonable given the sampling method. Let Ut = E(Xt), Gt = E(Yt), and At = E(Zt) where Ut, Gt
and At represent the unknown mean numbers of ungerminated spores, germinated spores and total
appressoria at sampling period t across all possible duplications of the experiment, respectively. We
suppose that the observed totals are a random sample from the population of all possible observed
totals, with the population means projected forwards, so mt = (Ut, Gt, At)
T . Since it depends on
the number of latent stages, the transformation matrix P varies according to the model specification
of nt.
Since the observed data are counts, Poisson distributions would be a natural choice for data
distributions, i.e. Xt ∼ Poisson(Ut). The Poisson distribution implies a coefficient of variation
inversely proportional to the square root of the mean, CV = 1√µ , which may be compared with
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sample CVs calculated from the eight leaf discs collected at each sampling time. Recall that Figure
2.1 shows substantial time trends in the mean, so if the Poisson distribution holds, roughly inverse
trends should be visible when plotting sample CVs over time. Figure 2.2 shows the estimated
CV for the three observational classes plotted against the sample mean on the left, and against
sampling period on the right.
Figure 2.2: Sample CV vs. sample mean by stage (left) and sample CV by sampling time (right)
In the left panel sample CVs are consistently above the inverse square root of the mean, sug-
gesting that the Poisson distribution would be an inappropriate choice for this, at least without
modeling overdispersion. Further examination of the left panel of Figure 2.2 shows that within
each observed class, the CV is approximately constant with respect to the mean. The right panel
of Figure 2.2 shows, the sample CVs do not vary systematically with time either. This suggests
that the sample CVs are not consistent with a Poisson distribution, making it an inappropriate
choice for modeling for this particular data set.
The invariance in the mean shown in the left panel of Figure 2.2 suggests that the lognormal
distribution may be more appropriate. Suppose that the observed count for each class at each
timepoint has a lognormal distribution with mean equal to the true count at that time, and a
constant logscale standard deviation; for example Xt ∼ lognormal(log(Ut) − σ2/2, σU ). Then
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the CV of Xt is
√
exp(σ2U )− 1, which does not depend on Ut, and is therefore also invariant
in time. The right panel of Figure 2.2 suggests that ungerminated spores, germinated spores,
and total appressoria may have different CVs. This can be incorporated into the model through
separate logscale standard deviations σU , σG, σA for ungerminated spores, germinated spores and
total appressoria, respectively. Alternatively, a single common logscale standard deviation, σ may
be used. A further advantage of using the lognormal distribution is its similarity to the gamma
distribution, which would be a natural model to account for the overdispersion relative to the
Poisson seen in Figure 2.2. However the lognormal is an easier distribution to work with, and is
consistent with the apparently constant CVs.
2.4.1 Model 0 & Model 1
To introduce latent stages in practice, we first compare two models. One model is based only
on observed classes, the other model introduces a latent germinated stage. For the time being we
only attempt to model the first day of the experiment here, and consider a model for the full week
in Section 2.4.2.
We first construct a very simple model based only on observed stages, which we call Model
0. Recalling the biology of C. acutatum described in Section 2.3, a minimal model based on the
observed stages requires that ungerminated spores may survive from one timepoint to the next,
which we represent by probability su. Given survival, the ungerminated spore may germinate with
probability pg. A germinated spore may survive with probability sg, and given it survives, reproduce
at rate f . Recall that germinated spores form, but do not become, appressoria, and appressoria
appear in the data at the same time as germinated spores. We therefore model the true number
of appressoria as proportional to the true number of germinated spores, so At = γ ×Gt. However
Gt may be expanded in terms of previous population totals, so At = γ(supgUt−1 + sgGt−1), where
G0 = 0, and quantities with negative time indices are also assumed to be zero. This is similar
to allowing positive reproduction by juveniles in a ’birth-flow’ model (Caswell, 2001, p. 58).
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Equation (2.5) gives the transition matrix for this model. Since there are no latent stages in Model
0, nt = mt, and P is the identity matrix.
A =

su(1− pg) sg ∗ f 0
supg sg 0
γsupg γsg 0
 (2.5)
The topmost graph in Figure 2.3 shows the lifecycle graph corresponding to Model 0. We
represent the relationship between appressoria and germinated spores using a dashed line to indicate
that the proportionality is relative to current, not previous, timepoint. This is conceptually simpler
than expansion of At, as shown in the bottom row of (2.5). Note that because of the representation
of appressoria as proportional to the current number of germinated spores, there are never any
transitions out of appressoria. The transition matrix is therefore singular, and the asymptotics
discussed in Section 2.2 does not apply even to this simplest model. If it were of interest, the
appressoria could be excluded entirely, and the asymptotics would again be valid.
We now introduce Model 1 by adding two latent stages to 0. We consider two types of germinated
spore: G0,t spores are considered pre-reproductive, while G1,t spores are reproductively active.
Consistent with the sum-to-mean constraint discussed earlier, we require that E(Yt) = Gt = G0,t +
G1,t. Ungerminated Ut spores are modeled exactly as in Model 0, except that they germinate into
G0,1 spores. G0,t spores survive and transition to G1,t+1 spores with probability sg, and G1,t spores
survive with probability sg, and given they survive, reproduce at rate f . Appressoria are modeled
as before, so At = γ × Gt = γ(G0,t + G1,t). As before, Gt may be expanded in terms of previous
population totals, giving At = γ(supgUt−1 + sgG0,t−1 + sgG1,t−1). The middle graph in Figure 2.3
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shows the lifecycle for Model 1, and (2.6) gives the corresponding values of nt, A, P and mt for this
model.
nt =

Ut
G0,t
G1,t
At

, A =

su(1− pg) 0 sgf 0
supg 0 0 0
0 sg sg 0
γsupg γsg γsg 0

mt =

Ut
Gt
At
 , P =

1 0 0 0
0 1 1 0
0 0 0 1

(2.6)
Note that because the full lifecycle is not observed in this experiment, the transition matrices
for both Model 0 and Model 1 are reducible and the asymptotics discussed in Section 2.2 do not
apply.
Before comparing the fits of Model 0 and Model 1, consider when reproduction first occurs under
both models. Under Model 0, germinated spores first appear at three hours, so a new generation
of ungerminated spores will appear at six hours. Similarly, germinated spores first appear at
three hours under Model 1, but because they must survive a full three hours as pre-reproductive
G0,t spores before becoming fecund G1,t spores at six hours, so the first new ungerminated spores
appear at nine hours. Note also the composition of the true germinated spore count, Gt, over time
under Model 1. At three hours, all germinated spores are pre-reproductive. By six hours however,
reproductively active G1,t spores have appeared, and will begin reproduction at nine hours. The
mean germinated count Gt is therefore a mixture of G0,t and G1,t spores, and this mixture causes
the total reproductive rate of the germinated spores to change over time. In particular, as more
and more germinated spores become G1,t spores, the net fecundity will rise. Although this is a
fairly simple example, it demonstrates how a net population vital rate may be determined by a
mixture of vital rates for latent stages, leading to different behavior over time.
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Figure 2.3: Lifecycles for Models 0 (top), 1 (center) and 2 (bottom)
20
We fit Model 0 and Model 1 to data from the first 24 hours of the experiment. For Model 1,
we consider both a common logscale standard deviation parameter, and separate logscale standard
deviations for the ungerminated, germinated and appressoria counts. Model 0 is fit using only the
common logscale standard deviation. We use the Bayesian sampling software Stan to draw posterior
samples (Stan Development Team, 2014). Four chains of 5,000 iterations each were drawn for both
models, with the first half discarded as burn-in. Model analysis is thus based on 10,000 draws,
with convergence monitored using the scale reduction statistic of Gelman and Rubin (1992). Prior
distributions for Model and both version of Model 1 are given in (2.7).
su, sg, pg
iid∼ uniform(0, 1)
U0 ∼ normal+(600, σ = 50)
f, γ, σU , σG, σA
iid∼ gamma(2, .5)
Xt | Ut, σU ind∼ lognormal(µU,t, σU ), µU,t = log(Ut)− σ2U/2
Yt |Gt, σG ind∼ lognormal(µG,t, σG), µG,t = log(Gt)− σ2G/2
Zt |At, σA ind∼ lognormal(µA,t, σA), µA,t = log(At)− σ2A/2
(2.7)
Posterior means and 90% central credible intervals for model parameters of interest are given
below for both models.
We use the Deviance Information Criterion (DIC) as a model selection tool. DIC is a reasonable
choice for evaluating latent stage models, since it should naturally penalize the greater complexity
that comes from adding additional latent stages. We calculate DIC using the posterior variance of
the log likelihood for the number of parameters (Gelman et al., 2014, p. 172).
21
Table 2.1: Posterior parameter summaries for Models 0, 1
Model 0 Model 1: Common σ Model 1: Separate σ
Parameter Mean 5% 95% Mean 5% 95% Mean 5% 95%
w 0.436 0.179 0.837 0.415 0.179 0.777 0.423 0.178 0.833
U0 590 511 671 595 518 673 597 518 676
su 0.833 0.654 0.979 0.893 0.756 0.990 0.890 0.748 0.989
pg 0.539 0.383 0.709 0.476 0.361 0.597 0.484 0.350 0.609
sg 0.938 0.818 0.996 0.948 0.849 0.997 0.940 0.829 0.997
f 0.432 0.242 0.744 0.511 0.295 0.869 0.561 0.302 1.072
γ 1.121 0.732 1.687 1.126 0.773 1.636 1.547 0.809 3.116
σ 0.515 0.382 0.689 0.479 0.357 0.639 X X X
σU X X X X X X 0.510 0.263 0.912
σG X X X X X X 0.519 0.320 0.823
σA X X X X X X 0.759 0.413 1.324
DIC 351.42 349.39 375.41
Based on DIC, as well as on the posterior estimates of the logscale standard deviations, there
is no evidence that multiple logscale standard deviation parameters are necessary to fit the data.
The posterior estimates of the common σ are quite similar to those of σA, σG and σU , and other
parameters are not substantially perturbed. Not surprisingly, the DIC increases substantially under
the multiple σ model. We therefore confine our analysis to single σ models going forwards.
Now compare Model 0 and the version of Model 1 with a single logscale standard deviation.
Posterior parameter estimates are overall very similar, yet according to DIC, Model 1 fits somewhat
better. Figure 2.4 shows the posterior means for the true number of ungerminated spores by
timepoint for each model.
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Figure 2.4: Posterior eans for Model 0, Model 1 ungerminated, germinated spore counts by sampling
time
The error bars for model values give 90% central credible sets for the posterior mean, while
the error bars for the observed data are 90% bootstrap intervals for the observed total, based on
resampling the leaf disc counts with replacement at each timepoint (Efron and Tibshirani, 1986).
The upper cross at zero hours is the posterior mean of the original number of spores applied to the
leaf discs, while the lower point is the posterior mean for the observed count, subject to washoff.
Overall Models 0 and 1 produce fairly similar results, which is not surprising given how similar
their life cycles and parameter estimates are. However the means for six and nine hours are worth
noting. At six hours under Model 0, the true ungerminated spore count is still declining, but much
less rapidly than previously. This is because Model 0 allows for secondary reproduction by six
hours, and indeed by nine hours the estimated true spore count is climbing again.
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Under Model 1, the estimated true ungerminated spore count falls much more substantially
between three and six hours, better matching the data. Germination is still ongoing, but repro-
duction has not yet started. Like Model 0, Model 1 begins to climb again at nine hours, when
reproduction begins. However, the introduction of a latent stage makes very little difference in the
two models’ estimates for the true number of germinated spores. This is not surprising, since the
total number of spores is related directly to the sums of the observed states, which will be preserved
by the sum-to-the-mean constraint on the latent stages.
The imposition of a latent state to force the continued decrease of the ungerminated spore count
is a fairly heavy handed method of capturing this dynamic, and a later model will allow this effect
to be captured through time-varying vital rates. However it does nicely demonstrate the ability of
unobserved latent states to capture heterogeneous behavior within observed states. That is, Model
1 allows germinated spores to be germinated, but not reproductively active, while Model 0 requires
all germinated spores to be reproductively active.
Model 1 however is not adequate for fitting the data from the entire experiment. This is not
surprising, since the population stops growing after about 24 hours, but both Model 0 and 1 allow
germinated spores to reproduce eternally, and does not distinguish between first generation spores,
and those resulting from later reproduction. The model therefore estimates that the population
will increase without limit as time passes, failing fail to match the true data.
A model suitable for capturing the longer term population dynamics should therefore distinguish
between first generation spores, and those produced later on. Further, since the spores have not
infected the host plant, they are not absorbing nutrients, and therefore can only reproduce a limited
number of times. We now consider using latent stages and conditional transitions to capture these
dynamics in Model 2.
2.4.2 Model 2
Model 2 reflects some of the biological considerations detailed previously. It also introduces
some more complex lifecycles that may be constructed using latent states. In particular, it allows
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vital rates to vary by the time a spore has spent in a latent state, and also introduces the concept
of a conditional transition, a transition between latent states that is conditional on another event
occurring. This is governed by what we call a switching parameter, which determines the probability
of the event, and therefore also the transition. Both of these are illustrated in the bottom graph
in Figure 2.3. The conditional transition is indicated by the forked arrow between the G0, G1 and
U1 nodes, and is described more fully below.
As in Model 1, germinated spores are divided into two latent states, so E(Yt) = G0,t + G1,t,
although the the meaning of the stages is different in Model 2. G0,t spores are pre-reproductive, and
G1,t spores are post-reproductive; fecundity is now tied to the transition between these two stages.
Conditional on surviving with probability sg,0, a G0,t spore transitions into a G1,t+1 spore with
probability pf . If the G0,t spore makes this transition, it simultaneously produces f U1,t+1 spores.
This is indicated by the forked arrow between the G0 and G1 nodes in Figure 2.3, with the switching
parameters pf governing the likelihood of the conditional transition. The total reproductive rate for
G0,t spores is therefore sg,0× pf × f . Reproduction is thus a one-time event for each of the original
population of U0,t spores applied at t = 0, and these are the only spores capable of reproduction.
Extending the model to allow multiple reproductive events for each germinated spore is conceptually
simple, however this is not necessary to fit the data.
Because G0,t and G1,t are pre- and post-reproductive, respectively, it is reasonable allow them
to have different vital rates. In particular, G0,t spores survive at rate sg,0 and at each timepoint
t, contribute γ0 appressoria. Post-reproductive G1,t spores survive at rate sg,1, and contribute
appressoria at rate γ1. The true number of appressoria at each timepoint t is therefore E(Zt) =
At = γ0 ×G0,t + γ1 ×G1,t. As with previous models, At may also be written in terms of previous
population totals, in this case At = γ0(supg,0(t− 1)U0,t−s + sg,0(1− pf )G0,t−1) + γ1(sg,0pfG0,t−1 +
sg,1G1,t−1 + supg,1U1,t−1). Use of separate γ0 and γ1 rates allows the modal to detect any changes
in the number of appresorria associated with each germinated spore due to reproduction.
Ungerminated spores are now divided into two latent stages, U0,t and U1,t, where E(Xt) = Ut =
U0,t + U1,t. We represent the spores with which the leaves are inoculated at zero hours by U0,t.
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Ungerminated spores produced through pre-infection fecundity are represented by U1,t. The two
latent stages allows the model to reflect any differences in robustness and germination rate of first
and later generation spores. Since infection does not occur during this experiment, no more U0,t
spores are ever produced. However it would be fairly simple to extend the lifecycle to allow this, if
infection were observed in the data.
Model 2 also allows the germination rate of U0,t to change over time. Since the dynamics of the
first few timepoints are driven mostly by germination of U0,t spores, a non-constant germination
probability allows the model to more accurately represent the early timepoints. Although there
are multiple methods to accomplish this, we use a hazard function. Suppose that the probability a
spore has germinated after waiting w timesteps as an ungerminated spore is given by a CDF F (w),
with support on the positive real line. Then the discrete hazard for germination by timestep w
given it is ungerminated at the previous timestep w − 1 is given by
pg(t) = P (germ by w | ungerm at w − 1)
=
P (germ by w,ungerm at w − 1)
P (ungerm at w − 1)
=
F (w)− F (w − 1)
1− F (w − 1)
(2.8)
Note that since all U0,t are applied at t = 0, w = t. Model 1 and its constant germination
rate pg, may be placed in this framework by choosing F (w) to be the CDF of an exponential
distribution with mean −log(1 − pg). A Weibull CDF is a natural generalization of this, since it
contains the exponential/constant hazard as a special case (Geskus, 2016; Klein and Moeschberger,
2005). From (2.8) it follows that for a Weibull germination distribution with shape parameter κ
and scale parameter λ, the germination hazard for waiting time w is
pg(1) = 1− e−( 1λ )κ ,
pg(w) = 1− e
(w−1
λ
)κ
e(w/λ)κ
, w > 1
(2.9)
Which equals the constant exponential hazard when κ = 1. For κ > 1, the germination hazard
goes to 1 as h→∞, and for κ < 1, pg(h)→ 0 as h→∞.
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Model 2 is fit to the full 7 days’ data. Recall that observations are not made every three hours
after the first day. We keep the same three hour projection interval, and use the transition matrix,
At, to impute the mean counts fo latent stages at unobserved timepoints. Multiplication by P then
gives the imputed means for the observed counts at the unobserved timepoint. Equation (2.10)
gives the population vector nt, the transition matrix At and the transformation matrix P for Model
2. Note that because of the time-varying germination rate, the transition matrix now depends on
time, as indicated by the t subscript. The observed population vector is the same as in (2.6) and
is not repeated.
nt =

U0
U1
G0
G1
A

, P =

1 1 0 0 0
0 0 1 1 0
0 0 0 0 1

At =

su(1− pg,0(t)) 0 0 0 0
0 su(1− pg,1) sg,0pff 0 0
su(1− pg,0) 0 sg,0(1− pf ) 0 0
0 supg,1 sg,0pf sg,1 0
γ0sup0,g(t− 1) γ1supg,1 γ0sg,0(1− pf ) + γ1sg,0pf γ1sg,1 0

(2.10)
Priors and data distributions are as in (2.7), except where indicated in (2.11).
pg,1, sg,0, sg,1, pf
iid∼ Unif(0, 1)
f, γ0, γ1, κ, λ
iid∼ Gamma(2, .5)
(2.11)
Table 2.2 gives posterior summaries of parameter estimates for Model 2.
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Table 2.2: Posterior Estimates for Model 2
Parameter Mean 5% 95% Parameter Mean 5% 95%
w 0.297 0.202 0.417 pf 0.025 0.009 0.076
U0,0 608 554 665 f 8.665 1.815 17.066
su 0.983 0.953 0.999 κ 3.224 2.728 3.713
pg,1 0.061 0.015 0.107 λ 1.659 1.569 1.755
sg,0 0.996 0.989 1.000 γ0 0.904 0.732 1.086
sg,1 0.902 0.777 0.989 γ1 1.907 1.345 2.763
σ 0.205 0.167 0.250
Note that sg,0 is, on average, substantially larger than than sg,1, suggesting that older, post-
reproductive spores are in fact less vigorous. Since λ > 1, the germination rate of U0,t spores
approaches one, and because κ is fairly large, it does so quite rapidly. Section 2.4.3 contrasts this
with a version that uses a fixed germination rate, pg,0 for U0,t spores. The mean for f is quite large,
and the wide posterior suggests that this parameter is not particularly well estimated. However
recall from Figure 2.3 that a G0,t spore only reproduces with probability pf , which has a posterior
mean of .025. G0,t spores therefore wait a considerable period before reproducing, and have a
substantial probability of dying before they do so
The parameters γ0 and γ1 are also of interest. The mean of γ0 is about one, and the mean of
γ1 is about two. This means that roughly one appressoria is associated with each G0,t spore, and
two with each G1,t spore. Approximately one appressoria is therefore also associated with the G0,t
to G1,t transition.
The top two panels of Figure 2.5 shows posterior estimates for the true number of ungerminated
and germinated spores, and total appressoria, respectively. The bottom two show the latent stage
totals by time.
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Figure 2.5: Top: Posterior means & credible intervals for Model 2 ungerminated, germinated spore
counts. Bottom: Posterior means & credible sets for latent stages, showing imputed values
Except at three hours, Model 2 appears to capture the trend in ungerminated spores quite well.
The failure at three hours is due to there being approximately 610 ungerminated spores at zero
hours, nearly all of which are still alive at three hours. The large number of ungerminated spores
pre-washoff is necessary for there to be enough spores in the initial population to fit the rest of the
data well, and is fairly consistent with the estimates for Models 0 and 1. Because ungerminated
survival is quite high, the principle factor reducing the U0,t count is germination, but the hazard
function allows a flexible germination rate. As shown in the bottom right panel of Figure 2.6, this
is quite small for a waiting time of one. Recall Figure 2.1, and note the similarity in the germinated
and appressorial means (and hence counts), which are still quite low at three hours. Because of
this similarity, and because λ1 is close to one, the overall model fit is improved by estimating the
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germinated and appressorial counts accurately, even if it means overestimating the ungerminated
spore count at three hours.
The model’s estimate of the germinated total grows until about 96 hours, and appears to
overestimate the observed counts for some timepoints prior to this. However it does capture a
steady decrease in the estimated true number of germinated spores after this point. The observed
germinated counts from about nine through 24 hours are quite unstable, however Model 2 captures
a believable central trend in the data for these timepoints. The trend and fit of the total appressoria
is similar.
Note that the ability of the model to change between short and long term behavior is mostly
accomplished using fixed parameters; only pg,0(t) changes with time. Rather, it is the relationship
between latent stages that drive change in the estimated mean counts, as shown in the bottom
panels of Figure 2.5.
Consider the behavior of the U0,t, and U1,t latent stages over time, shown in the bottom left
of Figure 2.5. The initial cohort of U0,t spores declines very rapidly, virtually all of them have
germinated or died by twelve hours. This also shows the effect of the Weibull germination hazard,
since a constant hazard would result in an essentially geometric decline, unlike the much more
dynamic decrease shown here. The number of U1,t spores also shows dynamic behavior, as they
first appear at six hours, increase until about 72 hours, and then steadily begin to decrease again.
This behavior is driven by the behavior of the G0,t spores, which as shown in the right panel,
increase from their initial appearance at three hours through nine hours, and then begin to decrease.
However because their survival is high, reproduction continues to be sufficient to drive increases in
the U1,t spores. Eventually however there is not enough reproduction to keep pace with mortality
and germination. Germination plays a large role in the growth of the G1,t spore count, since it
is easy to see that there are more germinating U1,t spores than G0,t spores transitioning to G1,t.
However after about 114 hours (four days, 18 hours) there are again no longer enough spores
transitioning into the G1,t stage to keep pace with mortality. Overall the model clearly shows the
system slowly running down as spores exhaust their energy reserves.
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2.4.3 Variants of Model 2
There are several obvious ways in which Model 2 could be expanded or simplified. For instance,
is use of a single ungerminated survival parameter su for both U0,1 and U1,t spores justified, or
would the model perform better with separate su,0 and su,1 parameters for U0,t and U1,t spores,
respectively. In a similar light, it is worth investigating whether separate survival parameters sg,0
and sg,1 and appressoria correspondence parameters γ0 and γ1 are necessary for the germinated
latent stages G0,t and G1,t, or if a single survival parameter sg and appressorial correspondence
parameter γ suffice. Finally, the use of the Weibull germination hazard pg,0(t) instead of a constant
germination rate should be justified. Table 2.3 shows the DIC for Model 2, and each of these
variants. Priors used for the variant models are chosen to be consistent with Model 2, uniform
priors for survival and germination probabilities and a single Gamma(2, 1/2) prior for the common-
γ model.
Table 2.3: DIC by model variant
Model DIC Effective # of Parameters
Model 2 571.2092 16.5969
Separate su,0, su,1 575.0095 18.26642
Common γ 578.9697 16.02684
Common sg 579.3229 20.19484
Fixed pg,0 615.5979 13.17241
Of these five models, Model 2 has the smallest DIC, although the difference is in some cases
fairly small. In particular, there is very little difference between the base Model 2, and the variant
with two su parameters; however the models have essential equal deviances (538.01 for Model
2 vs. 538.93 for the variant), suggesting that there really is no improvement in overall fit due
to the second ungerminated survival. The common γ and common sg parameter models all fit
notably less well, indicating that differentiating between the vital rates of G0,t and G1,t spores is
31
worthwhile. The model with a fixed germination hazard for U0,t spores is by far the worst of the
five, and provides very strong evidence that the germination rate does vary with waiting time. To
investigate these model variations more thoroughly, we analyze plots of the posterior densities of
the relevant parameters.
Figure 2.6: Posterior means for alternative versions of Model 2. Clockwise from top left : ungermi-
nated survival probabilities, germinated survival probabilities, appressorial rates and germination
probability.
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There does not seem to be any substantial difference between the distributions of su,0 and su,1
in the model with separate ungerminated survival rates, as show in the upper lefthand corner of
Figure 2.6. This is consistent with the very small difference in DIC between Model 2 and the version
with distinct ungerminated survival probabilities. Although the common germinated survival rate,
sg is essentially identical to sg,0 from Model 2, sg,1 clearly has a distinct posterior mean and spread.
Again, consistent with the DICs, this indicates that Model 2 is stronger than the alternative. The
posteriors for apprisorial rates γ0 and γ1 are again distinct, with the common rate parameter γ
putting essentially all its mass directly between the two. Finally, the posterior mean germination
probability over time in the Weibull model is displayed in the lower right quadrant of Figure 2.6,
with 90% central credible sets. The solid flat line indicates the posterior mean of a fixed germination
rate pg,0, with the dashed line showing its 90% central credible set. Clearly the flexible germination
rate is substantially different from the fixed rate, which is consistent both with the discrepancies
in DIC, and the large posterior mean of κ.
2.5 Conclusion
Use of unobserved latent population stages in a Lefkovitch stage structured model allows exten-
sion of a lifecycle beyond observed stages. This allows a model to represent biological complexity
that is not directly captured through observed stages, and therefore better represent the lifecycle
of an organism. The method is flexible, and allows calculation of any quantity of biological interest
fairly easily, as well as supporting time-varying parameters. This also allows for complex evolution
in vital rates of a population over time as the proportions of individuals in the latent stages change.
Further extensions of the use of latent stages are certainly possible. In this example, we assumed
that individuals in latent stages were always counted as belonging to a particular observed stage.
However it is reasonable to consider the possibility that individuals in latent stages may be randomly
classified into one of several observed stages. This may be modeled by either taking the entries of
P to be the average classification rate, or else representing P as a random matrix, perhaps drawn
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for each observation time. Indeed this is very much the approach considered in Chapter 3 of this
dissertation, although in that case the matrix representation is not particularly useful.
The above example is mostly concerned with representing heterogeneity within observed classes
through latent stages that are assumed homogeneous. That is, all individuals within each latent
stage are considered essentially identical. This however is more a limit of the dataset than the use
of latent stages. Given covariate information on an individual, there is no reason that this could not
be integrated into transition probabilities. Similarly random effects could easily be added, although
some care may need to be taken to ensure estimability.
An obvious risk with use of latent stages is overfitting the data, since stages, transitions and
stage-specific parameters may be added with abandon by the incautious practitioner. The best
defense against this is to favor parsimony, and to consider biological realism whenever adding
additional latent stages or parameters. Indeed the major advantage of the latent stage approach
is that it allows for greater biological realism in construction of the lifecycle diagram, not simply
providing a tool to fit data arbitrarily well.
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CHAPTER 3. A UNIT LEVEL MODEL FOR PREDICTING LAND USE
WITH MISCLASSIFIED AUXILIARY INFORMATION
3.1 Introduction
Land use surveys are an important source of information for users of agricultural or other land
use statistics. Instruments such as the June Area Survey (JAS), administered by the United States
Department of Agriculture National Agricultural Statistics Service (USDA-NASS) and the National
Resources Inventory (NRI), administered by the United Stated Department of Agriculture Natural
Resources Conservation Service (USDA-NRCS) provide users with high quality, statistically valid
estimates of land use in a given region. However there are limitations to these individual data
sources. USDA-NASS does not publish variance estimates or confidence intervals as part of its
annual JAS-based acreage estimates since they include estimates from non-probability sampling
schemes (USDA-NASS, 2018). The NRI does provide variance estimates at a broad use level for
state estimates, but has a long release schedule, with the 2012 estimates not released until 2015
(USDA-NRCS, 2018). For users of NRI data, there is significant interest in producing statistically
valid estimates of NRI quantities on a more rapid release schedule. Since other data sources have
more rapid release schedules, auxiliary information for NRI prediction is readily available.
Auxiliary information of course has a long history of being used for enhancing estimates for
survey data. In the realm of small area estimation, auxiliary information is often used to improve
model performance, beginning with the seminal papers by Fay and Herriot (1979) and Battese et al.
(1988). Pfeffermann (2002) provides a useful overview of many small area estimation models. The
Fay-Herriot synthetic estimator is a convex combination of the direct survey estimator for the small
area and a model estimate of the small area mean, as noted in Arima et al. (2015). The model of
Battese, Harter and Fuller by contrast uses unit level information, and sums across units within a
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small area to produce the small area estimate (Battese et al., 1988). An obvious advantage of this
is that it allows for incorporation of unit-level auxiliary information.
Forestry surveys represent another area that makes heavy use of auxiliary information to im-
prove estimator performance, often from remote sensing sources such as LiDAR. McRoberts (2001)
used a variety of model based imputation methods for panel data. Corona and Fattorini (2008)
use design based ratio estimators to integrate LiDAR auxiliary information on study plots into
a simple random sample of plots in a forest. Saarela et al. (2015), Massey et al. (2014), Næsset
et al. (2011) and Andersen and Breidenbach (2007) draw heavily on methods outlined by Sa¨rndal
et al. (2003) to incorporate LiDAR and LANDSAT data into model-assisted or synthetic estima-
tors. Purely model based estimates based on survey and LiDAR data also appear in the literature;
see St˚ahl et al. (2010) and Gobakken et al. (2012) for two examples applied to forestry data from
Hedmark County, Norway. Næsset et al. (2013) use model assisted estimators of the same basic
form as Sa¨rndal et al. (2003) for estimation of biomass change based on a 2010 followup study to
an original survey conducted in 1998 and 1999.
Surveys have also been used extensively for validation or training of remote sensing data.
Forestry surveys have often been used to examine the accuracy of remote sensing based estimates of
tree height over sample plots; see for example Gobakken and Næsset (2008), Clark et al. (2004) and
Drake et al. (2003) for a non-exhaustive set of examples. In the context of the specific application
considered here, the Cropland Data Layer is trained on data from both the June Area Survey and
Census of Agriculture (USDA-NASS, 2018), (USDA-NASS, 2017a). The United States Census of
Agriculture has also been used to address misclassification in the June Area Survey (Abreu et al.,
2010).
Within the literature on integrating land use surveys and remote sensing data, there seems to
be little attention paid to categorical response data, or modeling changes between discrete states.
Næsset et al. (2013) classifies forest plots into one of four categories in both the 1998/99 original
and the 2010 followup studies, but did not model transitions between them. Agricultural census
data is often combined with remote sensing data, but this lacks any attention to survey design
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and estimation. Kerr and Cihlar (2003) integrate Canadian agricultural census data with remote
sensing in order to estimate land use and land use intensity. A paper by Hurtt et al. (2001)
combines 1km resolution remote sensing data with Census of Agriculture data to provide a high
resolution map of land cover for the continental United States. Notably both data sources in this
work are categorical, and a mapping between categories in the remote sensing and agricultural data
is estimated. However there seems to be little other work in this area, and Hurtt et al. (2001) is
concerned with estimation, rather than predicting future outcomes.
We develop methods suitable for both unit-level prediction and imputation as well as estimating
area level totals from a survey design by combining a slow ground truth data source with a more
readily available auxiliary data source that is prone to misclassification. The method requires a
model for transition probabilities between states, and classification probabilities, which represent
how likely the fast data source is to correctly classify an individual. We use simple multinomial
logistic regression models, however any method of estimating probabilities may be used. A pre-
dictive distribution may easily be derived from the conditional independence structure, which is
structurally identical to that of a traditional hidden Markov model (Zucchini et al., 2017). The
predictive distribution is suitable for unit-level predictions, as well as predicting regional totals by
incorporating design weights. These models are applied to the NRI, using the Cropland Data Layer
published by USDA-NASS as auxiliary information to produce unit-level predictions of corn-soy
crop rotation in Iowa and Pennsylvania.
3.2 Motivation
Consider a population of units i = 1, . . . , N , each of whom has a discrete state. These states
evolve in time according state first order Markov process. We represent the state of individual i at
time t by the discrete random variable Xi,t ∈ {1, . . . ,K}.
We have access to ’ground truth’ observations of each point’s true state, Xi,t, made without
error via some slow and expensive but reliable method. This could be a complex survey with
human interviews, a census, or some other method appropriate for the population. Because this
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method is slow and costly, we may not have up to date data on individuals, or there may be gaps in
individuals’ time series. We therefore wish to obtain more up-to-date estimates of an individual’s
status, impute probable values for gaps in their time series, or else provide up-to-date estimates of
regional totals.
Additionally, we have available a discrete observation, Yi,t, of the same individuals at some of
the same times. The Y instrument is very fast, and available for any timepoint we are interested in,
even if X is not yet available. Unfortunately, Y is known to be prone to misclassification, and so is
not itself reliable enough to replace the ground truth observation X. Y may be administrative data,
self-report data subject to imperfect recall, or some other less than perfectly accurate classifier.
Users of the high quality X data want estimates more rapidly than X delivers, but are unwilling
to accept the loss of accuracy from only using Y . The data user may be interested in tracking
individual outcomes, or, as is likely for a survey, estimates of a population or area level total or
mean. Our goal is therefore to combine X and Y into a more rapidly available estimator that
hopefully retains much of X’s accuracy, or, looked at from a different perspective, accurately
predicts X.
3.3 Data
Land use statistics are of interest to governments and private companies. The National Re-
sources Inventory is administered by the United States Department of Agriculture National Re-
sources Conservation Service (USDA-NRCS). The survey is based on human interpretation of high
resolution aerial photography of pre-specified areas of land, called segments. Segments are nomi-
nally a quarter section (1/4 square mile or 160 acres) although actual size may vary significantly.
Each segment usually contains three real points, which are specific geographic coordinates. Each
year the segment is collected, the land use code of each of the real points is recorded. Pseudopoints
are created to represent the segment area in urban development, roads, and bodies of water. A
pseudopoint is a fictitious point with location set to be the centroid of the segment, and a weight
determined by the total area of the relevant feature within the segment and the segment’s inclusion
38
probability. Because of this, a pseudopoint represents land use within the segment, but not the
exact location of a feature within the segment. We take the NRI points (both real and pseudo)
within a state to be our population of units i = 1, . . . , N , with Xi,t as the NRI observation for point
i in year t.
Because segments are selected via a survey design, each point has a weight, Wi, associated with
it. Weights are calculated from the inclusion probabilities of each segment (the primary sampling
unit), and are adjusted to be consistent with a state’s total area, as well as external controls for the
area in Federal land and bodies of water. The NRI uses a rotating panel design, with Core segments
visited every year, and Rotation segments visited on a rotating schedule. Segments that are not
visited in a given year have their values imputed based on history and nearby donor segments.
Because the data is collected by human observation, and involves substantial processing, the
NRI typically has a fairly long release cycle; as early 2018 the NRI is only available up until 2012.
People and organizations who use NRI data therefore have a strong desire to obtain estimates
of NRI type variables in a more timely manner. We therefore use the Cropland Data Layer as
auxiliary information to improve prediction accuracy.
The Cropland Data Layer (CDL) is a yearly census of land in the continental United States,
administered by the United States Department of Agriculture - National Agricultural Statistics
Service (USDA-NASS). It is available for all states from 2008 up until the present, and is based on
computer classification of satellite imagery at a 30× 30 meter pixel resolution (early releases used
56× 56 meter pixels). The CDL algorithm is trained using the Ag Census and June Area Survey,
as well as other sources. Because of its complete coverage and ease of use, the CDL is a popular
tool, with over 60 publications citing it on the official NASS website at time of writing. Since it
does not directly use NRI imagery or information, it may be considered independent of the NRI.
We can associate each NRI point with a single CDL pixel that contains it. Pseudopoints do
not correspond to a particular geographic location but change at a segment level, and so may be
misrepresented by the CDL pixel for the segment center. Both data sources are pre-classified into
discrete categories. However category definitions often vary between the two, mostly because the
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CDL does not attempt to obtain land cover use, but only land cover. That is, the CDL measures
what is at a location, but does not attempt to discern what the purpose of that feature is, while
the NRI does. One example of this is that the CDL only classifies the pixels that make up a road
as the road, whereas the NRI includes the right-of-way around the road as well. Thus care must be
made in directly associating categories, although in many cases - particularly for agriculture - this
is possible. Because of this categorical mismatch, as well as errors by the computer classifier, it is
reasonable to consider the CDL as prone to missclassification of NRI categories, and it therefore
serves as our Yi,t auxiliary information.
3.4 Model
Let i = 1, . . . , N index individuals in some population. When applied to the NRI data below,
individuals are points within a region, such as a US state. However, in general they could be any
unit in survey that tracks individuals over time. At each timepoint t = 1, . . . , T , the individual
is observed to be in one of K categories, and may transition between categories over time. Let
Xi,t ∈ {1, . . . ,K} be a random variable corresponding to the status of individual i at time t.
We assume that we can observe Xi,t without error for at least some timepoints via the slow and
expensive data gathering instrument. Under this assumption there is no need to distinguish between
the instrument and the individuals’ true states, so we use X to refer to both the data source and
the true state. We are interested in predicting the status of the individual at time T + 1 or beyond.
We represent an individual’s future state’s dependence on their current state as a first order
Markov process, so Xi,t+1 |Xi,t is independent of {Xi,t−1, . . . , Xi,0}. We refer to this as the transition
model. Then for k, h in {1, . . . ,K}, define
pik | h = P (Xi,t = k |Xi,t−1 = h) (3.1)
Note that (Xi,t+1 |Xt = h) ∼ Categorical(1, pi1 | h, . . . piK | h). These transition probabilities are
enough to completely determine the Markov process. In the context of predicting the NRI, Xi,t is
the NRI observation for i at time t, and is therefore available up to some time T . It is common
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to write the transition probabilities specified in (3.1) as a transition matrix. Because we seek to
integrate the Y data specified below however, the matrix representation is not particularly useful.
We assume that categorical auxiliary information, Yi,t ∈ {1, . . . ,M}, is also available. In the
application considered below, Yi,t is the CDL observation for each NRI point. We assume that
Yi,t | Xi,t is independent of Yi,t−1, . . . , Yi,0 and Xi,t−1, . . . Xi,0, so that the Y classification for an
individual depends on other factors only through that individual’s true state. Then define the
classification model;
pm | k = P (Yi,t = m |Xi,t = k) (3.2)
Which implies (Yt | Xt = k) ∼ Categorical(1, p1 | k, . . . pM | k). We assume that the auxiliary
information Yi,t is available for some timepoints before T , the last timepoint for which Xi,t is
available, to allow estimation of the parameters (3.1). Because Yi,t represents the fast/inaccurate
data source, we also assume that it is available for every time T + 1, T + 2 . . . , T + F that we are
interested in predicting.
Figure 3.1 illustrates the dependence relationships given in (3.1) and (3.2), and highlights the
simplest case of the prediction problem. We have observed X through time T and Y through time
T + 1. Our goal is to predict Xi,T+1.
X Xi,T−1 = 2 Xi,T = 1 Xi,T+1 =?
Y
Yi,T−1 = 2 Yi,T = 1 Yi,T+1 = 2
pi1 | 2
p2 | 2
pi? | 1
p1 | 1 p2 | ?
Figure 3.1: Model dependence structure with values for one realization of X, Y .
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The dependence structure of this model is identical to a standard hidden Markov model Zucchini
et al. (2017). Unlike a traditional hidden Markov model, we have direct observations of not only Y ,
but also X, and unlike many hidden Markov models, we already know K, the number of X states.
Instead our primary focus is on forecasting X using Y data and the last observed X state.
If K = M and the categories of Yi,t and Xi,t have the same meaning, then it is reasonable
to consider Yi,t as an observation of Xi,t made with classification error. In this case pk | k may be
interpreted as the probability that the auxiliary data source correctly classifies individual i, and
pj | k, j 6= k as the associated misclassification probabilities. In some cases the two data sources
may have some categories that directly match, and others that do not, as shown in Section 3.7
for Iowa. However there is not mathematical requirement that the Y categories have meanings
related to the X categories. So long as Y provides observations on the same individuals as X, the
classification model will measure correspondences between the categories of the two data sources,
and the predictor developed in Section 3.5.1 should function well. Note that the classification
model given in (3.2) can be written in matrix form, which gives the A matrix of Hurtt et al. (2001),
although for our purposes this representation is not very useful.
3.4.1 The Likelihood
Equations (3.1) and (3.2) are enough to specify that each individual follows a categorical distri-
bution, which are identical across individuals given the conditioning value of X. In this case model
estimation is exceedingly simple. Although this may be reasonable in some simple cases, a model
that allows for greater individual heterogeneity offers obvious advantages, and we therefore consider
this case in more detail. A simple method for allowing individual heterogeneity for categorical data
is multinomial regression, which we use here for both pi and p parameters. Let zi,t be a vector of
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regression covariates that effect the transition probabilities pi, and wi,t be a vector of regression
covariates that effect the classification probabilities p. Then let
pik | h(i, t) =
exp(zTi,tβk | h)
1 +
∑K−1
j=1 exp(zi,tβj | h)
, k = 1, . . . ,K − 1
piK | h(i, t) = 1−
K−1∑
j=1
pij | h =
1
1 +
∑K−1
j=1 exp(zi,tβj | h)
(3.3)
Where βk | h, k = 1, . . . ,K − 1, h = 1, . . .K are vectors of unknown regression coefficients corre-
sponding to the h→ k transition. We define pm | k(i, t) similarly, using M as the reference category,
and γm | k,m = 1, . . . ,M = 1, k = 1, . . .K as the regression parameters. Note that we allow the z
and w vectors to have common elements, as shown in the applied example below.
Let βh = (β1 | h, . . . ,βK−1 | h)T , h = 1, . . . ,K, be the vector of all regression parameters corre-
sponding to transitions from state h, with a similar definition for γk. Let β = (β1, . . . ,βK)
T and
γ = (γ1, . . . ,γK)
T . The conditional likelihood for β from a single individual and transition is
L(β |Xi,t, Xi,t−1) =
K∏
h=1
 K∏
j=1
pij | h(βh, i, t)δ(Xi,t=j)
δ(Xi,t−1=h)
Where δ(◦) denotes the indicator function, and we write pij | h(βh, i, t) to emphasize dependence on
the logistic regression parameters. Similarly for the classification model
L(γ | Yi,t, Xi,t−1) =
K∏
k=1
(
M∏
m=1
pm | k(γk, i, t)δ(Yi,t=m)
)δ(Xi,t=k)
It follows from the assumption of conditional independence that the full likelihood for an indi-
vidual, conditional on their initial state Xi,0 is
L(β,γ |Xi,1, . . . Xi,T , Yi,0, . . . , Yi,T |Xi,0)
= L(γ | Yi,0, Xi,0)
T∏
t=1
L(β |Xi,t, Xi,t−1), L(γ | Yi,t, Xi,t)
(3.4)
Because we have observations of Xi,t, it reasonable to assume that Xi,0 is observed, and use the
conditional likelihood. This removes any need to marginalize out Xi,0.
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We assume independence between individuals, so X1,t | X1,t−1, . . . XN,t | XN,t−1 are mutually
independent for each t, as are Y1,t |X1,t, . . . YN,t |XN,t. Under this assumption, the joint likelihood for
all individuals is simply the product across i = 1, . . . , N of terms given in (3.4). Estimation may then
be done in a straight-forwards manner using maximum likelihood, or a Bayesian implementation.
For this application we only consider maximum likelihood.
It follows from the construction of the individual likelihood contributions for X and Y that the
likelihood will factor into separate terms for the transition models for transitions from each h value,
and separate terms for classification models for each k value. Thus the Fisher Information will be
a block diagonal, and models for different transitions and classifications may be independently
specified, and will have independent parameter estimates.
3.5 Prediction
The purpose of the model is to predict Xi,T+1, . . . Xi,T+F for some F ≥ 1, using Y information.
We therefore derive the predictive distribution under the conditional dependence structure specified
in (3.1) and (3.2), first for the one-step-ahead case shown in Figure 3.1, and then for an arbitrary
number of timesteps into the future. In Section 3.5.1 we consider predicting outcomes for individual
points, while Section 3.5.2 is concerned with imputing missing data in a point’s time series, and
Section 3.5.3 considers incorporation of survey weights in order to estimate totals. However, all
of these applications use the same conditional distribution in some capacity, there is no need to
distinguish between them at the moment.
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Consider the scenario presented in Figure 3.1, where we have observed Xi,T , Yi,T+1 and wish to
predict Xi,T+1. Under the dependence assumptions of the model, the optimal distribution for this
is Xi,T+1 |Xi,t, Yi,T+1. Then by a simple application of Bayes’ Rule;
P (Xi,T+1 = k | Yi,T+1 = m,Xi,T = h) = P (Xi,T+1 = k, Yi,T+1 = m |Xi,T = h)
P (Yi,T+1 = m |Xi,T = h)
=
P (Xi,T+1 = k |Xi,T = h)P (Yi,T+1 = m |Xi,T+1 = k,Xi,T = h)
P (Yi,T+1 = m |Xi,T = h)
=
P (Xi,T+1 = k |Xi,T = h)P (Yi,T+1 = m |Xi,T+1 = k)
P (Yi,T+1 = m |Xi,T = h)
=
pik | h(i, T + 1)pm | k(i, T + 1)∑K
j=1 pij | h(i, T + 1)pm | j(i, T + 1)
(3.5)
This is a quite intuitive form. The numerator is the probability of making the h→ k transition,
weighted by the probability that we observe Yi,T+1 = m assuming the transition to k occurs. The
denominator is the sum of all possible weighted transitions. A slightly different, more Bayesian
view, is that Xi,T+1 | Xi,T is a prior distribution on Xi,T+1, and Yi,T+1 | Xi,T+1 is observed data.
(3.5) is then simply the posterior Xi,T+1 |Yi,T+1, Xi,T . This is essentially equivalent to the standard
classification distribution given in (Friedman et al., 2001, p. 108) for example, with pik | h(i, T + 1)
playing the roll of the prior probability of class k, and pm | k(i, T + 1) the conditional probability
of Yi,T+1. However it worth noting that the application here is prediction of future data, and the
prior probability pik | h(i, T + 1) is specific to individual i and time T + 1 because it incorporates
information both about the previous state h and because of logistic regression on the individual-
specific covariates zi,T+1.
Now consider predicting F timesteps ahead for F > 1. For notational convenience let Hi(F ) =
{X1,T = xi,T , Yi,T+1 = yi,T+1, . . . Yi,T+F = yi,T+F } be the set of realized conditioning values for
individual i up until time T + F , for time forward F ≥ 1. We write p˜(k | Hi(F )) = P (Xi,T+F =
k | Hi(F )) and p˜(Hi) = (p˜(1 | Hi(F )), . . . , p˜(K | Hi(F )))T for the full vector of conditional state
probabilities.
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To derive p˜(k | Hi(F )), F > 1, it is easiest to first develop the joint distribution P (Xi,T+F =
kT+F , Xi,T+F−1 = kT+F−1, . . . Xi,T+1 = kT+1 |Hi(F )). Given this, it is straightforwards to calculate
any particular marginal that may be of interest. Intuitively, the joint gives the probability that
individual i takes a particular path - makes a particular series of transitions - from time T to time
T + F . Then thinking in this manner, a simple application of Bayes’ Rule shows that
P
(
Xi,T+F = kT+F , . . . , Xi,T+1 = kT+1 |Hi(F )
)
=∏F
f=1 pikT+f | kT+f−1(i, T + f)× pyT+f | kT+f (i, T + f)
∑
s∈SF
 F∏
f=1
jT+f∈s
pijT+f | jT+f−1(i, T + f)× pyT+f | jT+f (i, T + f)

(3.6)
Where SF is the set of all possible X paths from time T to time T + F , s a particular path,
and jT+f is the fth X value along that path. Although the notation is rather cumbersome,
the concept itself is very simple, if one thinks in terms of different paths that the individual i
may take from time T to time T + F . The numerator is the probability of the path of inter-
est; as with (3.5), each X state xf is weighted by the individual-specific classification probability
pyT+f | kT+f (i, T + f). The denominator is then just the sum of all possible path probabilities. Now
the product
∏F
f=1 pikT+f | kT+f−1(i, T + f) plays the role of the prior probability for the entire path,
and
∏F
f=1 pyT+f | kT+f (i, T + f) is the joint distribution of all the Y data conditional on that path.
The motivation for finding (3.6) was to get a specific marginal, p˜(k |Hi(F )), which may be easily
done by summing over all paths of length F that end at state k. It is also simple to calculate more
complex marginals if they prove of interest, such as P (Xi,T+f = k |Hi(F )) for some f < F , which
incorporates Y information from further into the future. Predictors of this form are considered in
Section 3.7.1.
3.5.1 Prediction For Individuals
We consider in detail the optimality of using p˜(Hi(1)) to do one-step-ahead prediction for indi-
viduals. Under 0-1 loss, the Bayes’ Rule is to predict the category that maximizes the conditional
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distribution p˜(Hi(F )) defined in (3.5) for any F ≥ 1. Since this is the Bayes’ Rule, it is optimal
(Friedman et al., 2001). For the case where F = 1, we compare p˜(Hi(1)) to prediction only using
the Markov process X; which is the other obvious candidate for forecasting states.
If the model holds, then the expected number of correctly classified points using only the Markov
process on X given by (3.1) will be
Cpi =
K∑
h=1
∑
i∈Sh
max
k∈{1,...,K}
{pik | h(i, T )}
Where Sh is the set of all points such that Xi,T = h. The above may be understood as follows;
let k∗h(i) be the value of k such that pik∗h(i) | h(i, T + 1) > pij | h(i, T + 1), j 6= k∗h(i). Then when
only predicting using the Markov process, for each point i we predict category k∗h(i), and under
the model this prediction will be correct 100 × pik∗h(i) | h(i, T + 1) percent of the time. The total
expected number of correct predictions is simply the sum of these maximal probabilities. Then the
expected number of correct predictions may be rewritten as
Cpi =
K∑
h=1
∑
i∈Sh
pik∗(i) | h(i, T + 1) (3.7)
For a sensible comparison with (3.7), we compute the expected accuracy of p˜(Hi(1)) as follows.
For each conditioning value Xi,T = h, we consider the probability of correct classification for each
possible value of Yi,T+1 = 1, . . . ,M , weighted by the probability of observing that particular Y .
This is similar in principle to the observation in Westin (1974) that the effect of a covariate change
on a population total must account for how the magnitude of the effect is distributed across the
population. In this case, the relative frequency of observing each Y must be incorporated into the
overall assessment of aggregate accuracy.
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Let k∗m(i) be the value of k that maximizes p˜(k |Hi(F )), then
Cp˜ =
K∑
h=1
∑
i∈Sh
M∑
m=1
P (Yi,T+1 = m |Xi,T = h) max
k∈{1,...,K}
{
p˜(k |Hi(1)), k = 1, . . .K
}
=
K∑
h=1
∑
i∈Sh
M∑
m=1
 K∑
j=1
pij | h(i, T + 1)pm | j(i, T + 1)
 max
k∈{1,...,K}
{
pik | h(i, T + 1)pm | k(i, T + 1)∑K
j=1 pik | h(i, T + 1)pm | k(i, T + 1)
}
=
K∑
h=1
∑
i∈Sh
M∑
m=1
pik∗m(i) | h(i, T + 1)pm | k∗m(i)(i, T + 1)
(3.8)
It is straightforwards to show that (3.8) is bounded below by (3.7). First suppose that k∗m(i) =
k∗h(i), for all i and m, implying that for each individual i seeing Yi,T+1 = m does not alter the
prediction we make based only on Xi,T , no matter the value of m. Then,
Cp˜ =
K∑
h=1
∑
i∈Sh
M∑
m=1
pik∗m(i) | h(i, T + 1)pm | k∗m(i)(i, T + 1)
=
K∑
h=1
∑
i∈Sh
pik∗m(i) | h(i, T + 1)
M∑
m=1
pm | k∗m(i)(i, T + 1)
=
K∑
h=1
∑
i∈Sh
pik∗m(i) | h(i, T + 1) = Cpi
(3.9)
Now suppose that there exists a non-empty set of points S, such that for i∗ ∈ S, k∗m(i∗) 6= k∗h(i∗)
for some m that may depend on i∗. Then for i∗ ∈ S, pik∗mi | hpm | k∗mi > pik∗hi | hpm | k∗hi, and
Cp˜ =
K∑
h=1
∑
i∈Sh
M∑
m=1
pik∗m(i) | h(i, T + 1)pm | k∗m(i)(i, T + 1)
= Cp˜
∣∣
i/∈S +
∑
i∗∈S
M∑
m=1
pik∗m(i∗) | h(i
∗, T + 1)pm | k∗m(i∗)(i
∗, T + 1)
> Cp˜
∣∣
i/∈S +
∑
i∗∈S
M∑
m=1
pik∗h(i∗) | h(i
∗, T + 1)pm | k∗h(i∗)(i
∗, T + 1)
= Cpi
∣∣
i/∈S + Cpi
∣∣
i∈S = Cpi
(3.10)
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Where Cp˜
∣∣
i/∈S denotes Cp˜ evaluated for the set of i /∈ S, and the last line follows from applying
(3.9) to Cp˜
∣∣
i/∈S . Intuitively, if seeing Yi,T+1 ever changes our minds from the best prediction under
the Markov process in X, doing so will on average improve our predictive accuracy. If Y never
changes our minds, then quite obviously we never do any worse than predicting using pi, because
we make exactly the same predictions.
3.5.2 Imputation
Because the X data source is often expensive and time-consuming to collect, there may be gaps
in the observed time series for some individuals. In the context of the NRI, rotation panel segments
are not observed every year, while core segments are, so by design points in segments in rotation
panels will have missing values. The NRI imputes missing values for these points using a donor
imputation scheme. A reasonable question is whether use of the fast Y data (in this case the CDL)
can yield accurate imputed time series.
Suppose for some unit i, we have an at least one unobserved year in the time series; for example
we observe Xi,T , do not observe Xi,T+1, and then do observe Xi,T+2. As usual, we assume Y
observations are available for any timepoint when X is not observed, in this case Yi,T+1. For this
simple case, the imputation distribution is easy to explicitly derive.
Then
P (Xi,T+1 = k | Yi,T+1 = m,Xi,T = h,Xi,T+2 = l)
=
P (Xi,T+2 = l |Xi,T+1 = k, Yi,T+1 = m,Xi,T = h)P (Xi,T+1 = k |Xi,T = h, Yi,T+1 = m)
P (Xi,T+2 = l | Yi,T+1 = m,Xi,T = h)
=
pil | k(i, T + 2)p˜(k |Hi(1))∑K
j=1 pil | j(i, T + 2)p˜(j |Hi(1))
(3.11)
The numerator is easily understood as the probability, conditional on having observed Xi,T = h
and Yi,T+1 = m of making the h → k transition, additionally weighted by the probability of
subsequently transitioning from k to l. The denominator is simply the sum over all possible paths
from that begin at Xi,T = l and end at Xi,T+2 = l, weighted by the appropriate probability for
having observed Yi,T+1 = m.
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The joint imputation distribution for a gap of size A, P (Xi,1 = k1, . . . , Xi,A = kA | Xi,0 =
x0, Yi,1 = y1, . . . Yi,A = yA, Xi,A+1 = xA+1) may be derived using the joint path distribution (3.6),
provided Yi,A+1 is also observed. Define Hi(A) to be the set of observed conditioning values for a
gap of size A, Xi,T , Yi,T+1, . . . Yi,T+A, we may take advantage of the dependence structure of the
model.
P (Xi,T+1 = kT+1, . . . , Xi,T+A = kA |Hi(A), Xi,T+A+1 = xi,T+A+1)
d
= P (Xi,T+1 = kT+1, . . . , Xi,T+A = kT+A |Hi(A), Xi,T+A+1 = xi,T+A+1, Yi,T+A+1 = yi,T+A+1)
=
P (Xi,T+1 = kT+1, . . . , Xi,T+A = kT+A, Xi,T+A+1 = xT+A+1 |Hi(A), Yi,T+A+1 = yT+A+1)
P (Xi,T+A+1 = xT+A+1 |Hi(A), Yi,T+A+1 = yT+A+1)
(3.12)
Where the second line follows because given Xi,0 = x0, Yi,1 = y1, . . . Yi,A = yA, Xi,A+1 = xA+1,
Xi,1 = k1, . . . , Xi,A = kA is independent of Yi,A+1 = yA+1. Note that the numerator is simply the
joint path probability given in (3.6) for predicting A + 1 steps ahead, and the denominator is the
marginal probability of ending in state xA+1. Given a means to calculate the joint path distribution
and its marginals, it is easy to calculate the imputation distribution for an arbitrary gap size.
3.5.3 Prediction for Populations in a Survey Context
Suppose that the observed individuals i = 1, . . . , N are members of a larger population, selected
via a probability survey design, where each sampled unit/individual i will have an associated weight,
Wi. In this case, we may be more interested in using the design weights to predict a population
total, rather than outcomes for each individual in the sample.
One common interpretation of the survey weight Wi is as how many individuals in the full
population the ith sampled individual is representing. Assuming that the weights Wi are integer
valued, or have been adjusted to be so, we make the following approximation
Xi,T+F |Hi(F ) ∼ multinomial (Wi, p˜(Hi(F ))) (3.13)
This approximation claims that there are Wi individuals in the population who are functionally
identical to their representative individual i. Each of the Wi individuals have fates at time T + F
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distributed according to the Bayes Rule for individual i, p˜(Hi(F )). In cases where there are
extremely large weights due to low inclusion probability, this may not be a good approximation,
because it assumes uniform behavior over all Wi individuals represented by i. The approximation
may also not be sensible if some surveyed individuals i have unusual or extreme covariate values,
for the same reason that all Wi individuals they represent are unlikely to have similar values of
wi,T+F or zi,T+F . In cases such as the NRI, where weights are not allowed to become extreme, and
in the models considered in Section 3.7, neither of these concerns is valid.
Consider prediction of population totals at a single timepoint, T+F . Let S be the set of sampled
individuals, and AT+F (θ) =
∑
i∈S Xi,T+f be the K−vector of true totals in each category for time-
point T under the true parameter vector θ = (β,γ)T , assuming the model is correct. Under the true
parameters θ and the multinomial approximation (3.13), the MSE-optimal predictor of AT+F (θ)
is the conditional mean A˜T+F (θ) =
∑
i∈SWip˜(θ, Hi(F )). Since in practice we must estimate the
parameters, we predict using the estimated conditional mean A˜T+F (θˆ) =
∑
i∈SWip˜(θˆ, Hi(F )).
Section 3.6.1 derives an estimator of the mean squared error of this estimator. A principal ad-
vantage of A˜T+F (θˆ) and the approximation of (3.13) is that there is very little extra computation
required over prediction of individual outcomes. Further, because p˜(Hi(F )) is a probability vector,
all weight for each individual is allocated and the survey estimate of total population size,
∑
i∈SWi,
is preserved.
3.6 Variance Estimation
Section 3.5 developed methods of prediction and interpolation for individuals, as well as weight
based estimation in a survey context. Here we consider estimating the variance of p˜(Hi(F )) via
simulation. Appendix A presents a derivation of a delta method variance for the one-step-ahead
predictor; however due to its complexity we only consider use the nonparametric bootstrap Efron
and Tibshirani (1986) for this application. We then present an estimator of the mean squared error
for an predicted population total from a survey sample.
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We first present the nonparametric bootstrap as applied to this problem. For bootstrap sample
b = 1, . . . , B, we draw a sample of size N with replacement from the full set of individual points. θ(b)
is then estimated using the complete observed X and Y sequences for each individual i(b) in sample
b. The variance due to parameter estimation of the predictor for point i then estimated as (B −
1)−1
∑
b(p˜(θ
(b), Hi(F )) − p¯(Hi(F )))T (p˜(θ(b), Hi(F )) − p¯(Hi(F ))) where p¯ = B−1
∑
b θ
(b), Hi(F ).
Note that the predictor for point i is calculated using the original sample values for i, but evaluated
at each bootstrap replicate θ(b).
A similar method may be used to estimate the effects of parameter estimation uncertainty on
the variance of a regional total A˜T+F (θˆ). The bootstrap replicate for the bth bootstrap sample
is A˜T+F (θ
(b)) =
∑
i(b) Wi(b) p˜(θ
(b), Hi(b)(F )). Then the variance due to parameter estimation of
A˜(θˆ) is estimated using (B − 1)−1∑b(A˜(θ(b))− A¯(θ(b)))T (A˜(θ(b))− A¯(θ(b))) This only accounts
for uncertainty due to parameter estimation however, see the following section for a full variance
decomposition of the predicted population total. In the applications considered in Section 3.7,
because covariates are either categorical or identical for all points in all years, we may implement
a computationally more efficient algorithm. Points with the same covariate values only differ by
weight, and we will make the same predictions for all such points. Thus, these points can essentially
be combined into a single point with weight equal to the sums of all points with those covariates.
We can then find the unique sets of covariates, resample points from the full data, recalculate the
weight sums for each set of unique covariates based on the resampled points, then recompute the
predictions based on these.
3.6.1 Mean Squared Error of the Total Estimator
We must account for additional sources of variability when predicting a population total from
survey data. This section considers constructing a consistent estimator of the MSE of a regional
total using the NRI sampling design. This may not apply directly to other surveys, but the method
should be easily adaptable.
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Recall from Section 3.5.3 that each individual point i has an associated design weight Wi,
and under the approximation of (3.13), we suppose that each individual represents Wi individuals
following a multinomial distribution. The NRI uses a set of R = 29 jackknife replicate weights
for assessing uncertainty due to sampling. For a (possibly vector-valued) estimator of the form
G =
∑
i∈SWi × g(i), the variance due to survey design is estimated using the standard Jackknife
variance calculation, VˆarD(G) =
29
28
∑29
r=1(G
(r) − G¯∗)T (G(r) − G¯∗), where G(r) is calculated using
the rth replicate weight, and G¯∗ is the mean of the G(r). However we also have uncertainty
due to prediction, since Xi,T+B is modeled as a random variable in (3.13), and uncertainty due
to estimation of θˆ. Recall from the previous section that the estimator of the total for an area
is A˜(θˆ)T+F =
∑
i∈SWip˜(θˆ, Hi(F )). Then, dropping the time subscript on A˜(θˆ) for notational
convenience, we begin the MSE decomposition by separating MSE(A˜(θˆ)) into two terms, as follows.
MSE(A˜(θˆ)) = E
(
A˜(θˆ)−A(θ))2
= E
(
A˜(θˆ)− A˜(θ) + A˜(θ)−A(θ))2
= E
(
A˜(θˆ)− A˜(θ))2 + E(A˜(θ)−A(θ))2
(3.14)
Note that since A˜(θ) is the conditional mean of A˜(θˆ), the cross product term will be zero.
We consider the two terms of the third line of (3.14) separately. Let ED denote expectation
with respect to the sample design, which enters the estimators through the weights Wi, Eθˆ denote
expectation across the estimated parameters θˆ, and EM expectation across the model, Xi,T |Hi, D ∼
Multinomial(Wi, p˜).
Because the second term, E
(
A˜(θ)−A(θ))2, does not depend on θˆ, and therefore the MSE con-
tribution from parameter estimation will come entirely from the first term, E
(
A˜(θˆ)− A˜(θ))2. The
second term will further decompose into two terms, one capturing variance due to the multinomial
approximation, and the other uncertainty stemming from the survey design.
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The first term in the third line of (3.14) may be expanded and estimated as follows.
E(A˜(θˆ)− A˜(θ))2 = ED(Eθˆ((A˜(θˆ)− A˜(θ))2 |D))
= ED(MSEθˆ(A˜(θ˜)))
= ED(V arθˆ(A˜(θˆ) |D) + Biasθ˜(Aˆ(θˆ) |D)2)
= ED(V arθˆ(A˜(θˆ) |D)) + ED(O(n2))
u ED(V arθˆ(W
∗P˜ (θ) |D))
= ED(W
∗V arθˆ(P˜ (θ) |D)W ∗T )
uW ∗V arθˆ(P˜ (θ) |D)W ∗T
(3.15)
Where P˜ = (p˜(H1(F )), . . . , p˜(HN (F )) is a vector of all the transition probabilities, and W
∗ a
weight matrix that multiplies each p˜(Hi(F )) by the corresponding weight, Wi. Since we estimate
θˆ via maximum likelihood, the bias term is O(1/n2), and will be negligible for large sample sizes.
Although ED(W
∗V arθˆ(P˜ |D)W ∗T ) is not linear in the weights Wi, if the individuals are indepen-
dent, then (3.15) is reasonable. The final variance of the total may be easily estimated by a simple
extension of the delta method or bootstrap methods detailed in Section A.
As previously noted, the second term on the last line of (3.14) itself decomposes into two terms,
one due to uncertainty in predicting the random vector AT (θ) under the approximation in (3.13),
and one that represents additional uncertainty due to the sampling design.
E(A˜(θ)−AT (θ))2 = V arAT (θ)
= ED(V arM (AT (θ) |D))) + V arD(EM (AT (θ) |D))
= ED
(∑
i∈S
WiVM (p˜(θHi))
)
+ V arD
(∑
i∈S
Wip˜(θ, Hi)
)
u
∑
i∈S
WiVM
(
p˜(θˆHi)
)
+
28
29
29∑
r=1
(
A˜(r)(θˆ − A¯∗(θˆ))T (A˜(r)(θˆ)− A¯∗(θˆ)
)
(3.16)
Where VM (p˜(θˆ, Hi)) = Wi(Diag(p˜(θˆ) − p˜(θˆ)T p˜(θˆ))) is the estimated variance under the as-
sumption of (3.13), Xi,T | Hi ∼ Multinomial(Wi, p˜), and A˜(r)(θˆ) =
∑
i∈SW
(r)
i p˜(θˆ) is the esti-
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mate of A computed at the estimated parameters using the rth jackknife replicate, with A¯∗(θˆ) =
1/29
∑29
r=1 A˜
(r)(θ˜).
The sum of the last lines of (3.15) and (3.16) provide an estimator of the total mean squared
error of MSE(AˆT (θˆ). The first term, given in (3.15), is variance due to parameter estimation, the
first term in (3.16) is error due to predicting a random variable, and the second term in (3.16)
is variability due to sampling design. Note that under the multinomial approximation made in
(3.13), the variance due to predicting a random variable does not explicitly grow as the time lag
increases. Instead the prediction uncertainty will grow as p˜ tends towards a K vector with entries
1/K. However the full asymptotic behavior of the predictive is beyond the scope of this paper,
which is mostly interested in predicting one or two years ahead.
Further, since the bias term is negligible, particularly in light of the large sample size available,
the MSE estimate is also an estimate of Var
(
A˜(θˆ)
)
, and may therefore be used to produce a
prediction interval for the true total. If we drop the second term in the expansion, it will be a
confidence interval for the mean, accounting for design uncertainty, while an interval based only on
the first term is valid for inference on the mean, conditioned on the NRI sample.
3.7 Results
We apply the methods detailed above to the NRI and CDL datasets, with a focus on predicting
crop rotation between corn and soybeans in Iowa and Pennsylvania. These states were chosen
because both have reasonably large areas in both corn and soybeans, but are dominated by very
different land use trends. Iowa is predominantly agricultural, while Pennsylvania is not. These
states should therefore have substantially different patterns in their land use, and the predictor’s
ability or failure to capture these differences may be informative about the method’s suitability for
populations with differing dynamics. Models cannot be fit directly to the categories provided in the
NRI and CDL, due to the large number of categories in each, many of which have small numbers of
points within them. This would cause both the transition and classification models to have many
unobserved transitions with unestimable regression parameters. In order to avoid this problem,
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and better capture the dynamics of crop rotation, we therefore remap the raw data categories to
the set given in Table 3.1.
Table 3.1: Categories for transition & classification models by state
Iowa NRI Categories Pennsylvania NRI Categories
Code Meaning Code Meaning
1 Corn 1 Corn
2 Soy 2 Soy
3 Other Cropland 3 Other Land (All other land uses)
4 Other Land
CDL Y Categories
Code Meaning
1 Corn (Category 1)
2 Soy (Category 5)
3 Other Land (all other CDL categories)
Note that the NRI category 3 (Other Land) for Pennsylvania combines categories 3 and 4 for
Iowa; because Pennsylvania has much less cropland than Iowa, the ’Other Cropland’ category is
not estimable. We limit the CDL to only Corn, Soy and Other Land for similar reasons, which
also highlights the ability of the model to easily handle differing numbers and meanings of X
and Y categories. Using these final categories, the NRI estimates that Iowa was 40% corn, 27%
soybeans, 14% Other Cropland and 19% Other Land in 2012, while for Pennsylvania in 2012 the
NRI estimates 6% corn, 2% soy, and 93% Other Land. Figures 3.2 and 3.3 in Section 3.7.3 show
time series of the NRI estimates for each NRI category considered for Iowa and Pennsylvania for
2000 through 2012, which demonstrate that the states do have differing patterns of land use change.
Iowa shows a steadily increasing amount of corn, excepting an outlier in 2007, and a decreasing
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proportion of soy, other cropland and other land. Pennsylvania meanwhile shows both increasing
amounts of corn and soy, and decreasing levels of other land.
Recall from Section 3.4.1 that the NRI transition and the CDL classification models are in-
dependent, so we consider them separately. Models considered here use the same covariates for
each conditioned NRI value, although different covariates are considered for both the NRI and
CDL models. Theoretically of course there is no need for this, and the multinomial regressions
specified in (3.3) can be extended to include destination-specific covariates if necessary. However
for simplicity and ease of calculation, we limit ourselves to using the same sets of covariates for all
NRI transitions or CDL classifications.
Because the NRI model represents transitions in the true state, covariates for these should be
factors that are likely to impact changes in land use or features of the NRI survey design. Covariates
for the CDL model by contrast represent factors that should impact classification probabilities,
rather than true changes. Models for each state are fit separately. See Appendix A for tables of
estimated transition and classification probabilities for each model.
We consider three possible models for the NRI, presented below in order of complexity. The
simplest model uses only an intercept and pseudopoint indicator for each point, exactly as in the
classification model described above. The pseudopoint indicator is reasonable to include in the
transition model because pseudopoints are created to represent change in a particular survey, and
then have a reasonable time series created from that segment’s history and a donor imputation
process. In terms of transition probability estimates however, the pseudopoint indicator does not
appear to have a large effect; see for instance Table A.2. Because of their structural importance in
the NRI design however, it seems worthwhile to retain the pseudopoint parameter.
The second model includes the intercept and pseudopoint effect, and adds an indicator of
whether a point was in corn the year prior. so zi,t = (1, δ(i is pseudopoint), δi(Xi,t−2 = 1)). Recall
from (3.3) that the time index of the covariate vector is for the timepoint being transitioned to,
thus if a point is corn in 2006, and soy in 2007, the corn history indicator will be 1 for the transition
to 2009, but not for the transition to 2010. This relaxes the first order Markov assumption, and is
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an easy and common method for doing so in the hidden Markov model literature (Zucchini et al.,
2017). The effect of this parameter is drastically different between Iowa and Pennsylvania. In Iowa
corn history is associated with an increased probability of a corn point remaining in corn, and near
certainty that a soy point transitions to corn, while corn points without corn history are likely to
transition to soy, and soy points are somewhat more likely to remain soy. This may be detecting
a difference between fields that have a corn-corn-soy rotation as opposed to a corn-soy-corn or
soy-corn-soy rotation pattern. In Pennsylvania, corn history slightly increases the probability of a
corn point remaining in corn and increases the probability of a soy point transitioning to corn.
The third model includes the intercept, pseudopoint indicator, corn history indicator, and also
the price received per bushel for corn in October of the prior year. Thus the 2007-2008 transition
depends on the price of corn in 2007, which is logical since farmers choose what to plant the prior
year. Corn prices for 2008 and onwards were taken from USDA-NASS (2017c), the price for 2007
was obtained from farmdoc (2017). As is shown below, this model performs very poorly, probably
because of substantial increases in corn price in 2011 and 2012.
We only consider a single classification model here, due to a lack of suitable covariates. Be-
cause we fit the model to both real and pseudopoints, we include a pseudopoint indicator in the
classification model (recall from Section 3.3 that pseudopoints represent change within a segment
rather than change at a precise location). Thus wi,t = zi = (1, δ(i is pseudopoint). Beginning
with the 2016 CDL, USDA-NASS has produced a confidence layer, which indicates the classifier’s
confidence on a 0 - 100 scale for each pixel. NASS has continued this practice for the 2017 CDL,
and has also reprocessed the 2008 and 2009 CDLs to produce confidence layers for those years.
However since the confidence layer is not available for 2009 through 2015, it is not feasible to in-
clude it in the model at this time. Table A.1 in Appendix A presents the estimated classification
probabilities, and shows that the CDL is much less reliable for pseudopoints than real points. A
real point in Iowa with an NRI observation of corn for example will have a CDL observation of
corn about 83% of the time, while a pseudopoint will have a corn observation just 46% of the time.
This essentially discounts the CDL observation for pseudopoints enough so that p˜ will predict only
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using the Markov process, and ignore the CDL. Thus, although using the CDL for pseudopoints
misrepresents the reality of the NRI structure, in practice it has little impact on the results.
Estimated probabilities for all three models are given in Appendix A, as well as classification
probabilities for the Y model.
3.7.1 Individual Prediction
We implement the individual prediction methods described in Section 3.5.1 for all three of the
models described above. Parameters are estimated using the full set of core points in Iowa and
Pennsylvania for the years 2007 - 2010, with 2011 and 2012 held out for prediction.
We predict each timepoint marginally, rather than predicting the joint path. Two predic-
tors are considered for each model and each year; the first uses CDL information only up until
the predicted year, the second uses CDL information for the following year as well, for example,
P (Xi,2012 | Xi,2010, Yi,2011, Yi,2012, Yi,2013). Use of Y from a year in advance of the prediction year
is denoted by a ’+f’ in the column title in Table 3.2. Consistent with Section 3.5.1, we calculate
the percentage of points predicted correctly under each model, and also include predictions using
that model, but excluding the CDL; these are given in the Markov columns. Recalling the results
of Section 3.5.1, if the transition and classification models are correctly specified, we would expect
that the p˜ predictor to be at least as accurate as the Markov only predictor. However, since the
models are likely not exactly correct, this may not hold in practice. However, comparisons between
the two still allow us to see if including the CDL improves prediction on average or not, even if the
models are not correctly specified. Note that although Section 3.5.1 did not explicitly give results
for the ’+f’ predictors, they are still the Bayes’ Rule under the model, and so should be optimal if
the transition and classification models are correct.
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Table 3.2: Predictor Accuracy for 2011, 2012 by Model and Predictor Type for Core and Full NRI
2011 2012
State Pop Model p˜ p˜+ f Markov p˜ p˜+ f Markov
Iowa All PS 91.2 87.2 90.9 84.1 83.7 92.5
Iowa All PS+Corn 91.3 88.1 93.1 85.5 84.1 92.5
Iowa All PS+Corn+Price 91.3 89.7 22.9 85.3 84.2 23.0
Iowa Core PS 95.3 94.1 90.9 91.7 91.5 67.6
Iowa Core PS+Corn 95.6 94.8 92.9 92.7 91.9 92.3
Iowa Core PS+Corn+Price 95.6 95.0 22.1 93.4 91.9 22.6
Penn All PS 96.8 95.9 96.8 95.8 95.1 96.8
Penn All PS+Corn 96.9 95.9 96.8 95.8 95.1 96.8
Penn All PS+Corn+Price 96.9 95.9 3.6 95.8 95.6 3.5
Penn Core PS 96.6 95.8 96.5 95.9 95.7 96.2
Penn Core PS+Corn 96.7 95.8 96.5 95.9 95.7 96.2
Penn Core PS+Corn+Price 96.7 95.8 4.2 95.9 95.7 4.3
The most important comparison in Table 3.2 is between the accuracy of the CDL-based predic-
tor, p˜, and predicting using only the Markov model for the NRI. For all points (Core and Rotation)
p˜ is generally about as accurate as the Markov predictor for 2011 in both Iowa and Pennsylvania,
and is substantially less accurate in Iowa for 2012. This loss of accuracy is probably caused by the
failure of p˜ to predict NRI imputation, rather than any general failure for predicting multiple years
ahead. The best evidence for this is that the models including the CDL perform comparably well
or better than the Markov only predictors in 2012, when restricted to Core points. Use of CDL
information from the following year does not seem to improve predictive accuracy, and may in fact
reduce it slightly.
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The higher accuracy of p˜ for Pennsylvania than Iowa is probably due to the differences in land
use between the two states. As noted previously, Pennsylvania is dominated by Other Land, which
has relatively little change and is easy to predict. Iowa however is dominated by the more volatile
corn/soy cycle, which tends to reduce overall accuracy. If we again consider the Markov model
as a prior on the state at time T + F , as shown in Appendix A, an observation of Other Land
in Pennsylvania is a very strong prior, while an observation of corn in Iowa is a very weak prior.
If the Markov model is reasonably well specified - which the usually high accuracies in Table 3.2
suggests is, at least for the pseudopoint and pseudopoint + corn history models - then for most
land in Pennsylvania we have a very influential but essentially correct prior.
The behavior of the model including corn price the previous October is interesting. The over-
whelmingly low accuracy for the Markov-only predictor suggests that the Markov model is badly
misspecified. However the accuracy of p˜ remains relatively high. This is because corn prices for
the 2007 - 2008 transition ($3.29/bushel), 2008 - 2009 transition ($4.37/bushel), and the 2009 -
2010 transition ($3.61/bushel) are substantially lower than the prices for the 2010 - 2011 transition
($4.32/bushel) and 2011 - 2012 price ($5.73/bushel). Consider the Markov process as a prior dis-
tribution on states for 2011 and 2012. Then the high corn prices for these years causes the Markov
process prior to weakly favors transitions to corn. The CDL provides enough data to override the
prior, and therefore is much more accurate. While the p˜ predictor’s ability to recover from poor
model specification is interesting, the corn price model so obviously misrepresents land use change
that there is no reason to use it in the first place.
Table 3.3 presents the estimated number of correct predictions for each state under each tran-
sition model considered above for core NRI points as calculated in (3.7) and (3.8); numbers for
core-only are similar. Due to their relatively poor performance, the ‘+f’ models not considered.
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Table 3.3: Estimated Expected Percentage of Correct Predictions for Iowa, Pennsylvania
Expected % Correct
State Model p˜ 2011 Markov 2011
Iowa Pseudopoint 90.1 63.1
Iowa PS + Corn 90.5 63.1
Iowa PS + Corn + Price 90.8 65.5
Penn Pseudopoint 83.0 39.4
Penn PS + Corn 83.2 39.4
Penn PS + Corn + Price 83.3 37.9
Overall the expected accuracies are usually somewhat lower than the observed accuracies. This
is somewhat surprising, since the expected accuracies are calculated under the assumption that the
models are correctly specified, and as demonstrated with the model including corn price, this is
clearly not the case. This may be caused by the the Markov process overestimating the probability
of change, particularly in Pennsylvania. This would lower the expected accuracy, particularly for
the Markov only predictor, but allow for a much higher observed accuracy.
3.7.2 Imputation
We apply the imputation distribution (3.12) derived in Section 3.5.2 to the NRI and CDL.
We fit the model to NRI a random sample of 75% of the core points in Iowa (N = 3853 points)
and Pennsylvania (N = 4785 points), from 2007 through 2012, using the CDL for 2008 - 2012 to
estimate the the classification probabilities. The remaining 25% (Iowa N = 1284, Pennsylvania N
= 1595 points) are held out for verification purposes. These models use the same categories as the
previous section. We only consider the Pseudopoint+Corn model for purposes of imputation, since
it generally had the best performance for individual prediction.
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Because 2008 is the first year of CDL availability, gaps are imputed starting in 2008 for pro-
gressively larger gapsizes, A. Imputation is done by choosing the overall most probable path as per
(3.12). This may give somewhat different results than imputing the most probable value at each
timepoint, however is is the best estimate of a single time series, which is consistent with the use of
donor imputation in the NRI. Table 3.4 shows the percentage of correctly imputed points at each
timepoint, and the total accuracy of the imputation across the entire gap for points in the hold-out
sets.
Table 3.4: Percentage Correct By Interpolation Year for Iowa, Pennsylvania Core Hold-Out Sets,
2008 - 2011
Iowa
Gap Years % 2008 % 2009 % 2010 % 2011 % All Correct
2008 95.1 95.1
2008 - 2009 94.5 94.9 91.8
2008 - 2010 93.1 94.2 94.7 89.5
2008 - 2011 92.4 93.1 93.5 94.0 86.9
Pennsylvania
Gap Years % 2008 % 2009 % 2010 % 2011 % All Correct
2008 96.5 96.5
2008 - 2009 96.3 97.2 95.1
2008 - 2010 95.8 96.4 96.7 93.9
2008 - 2011 95.3 95.9 96.2 96.1 92.5
As Table 3.4 shows, overall imputation that incorporates Y is very accurate. In particular, note
that the per-timepoint accuracy declines quite slowly as the gapsize A increases. Imputation for
Pennsylvania is overall more somewhat accurate than for Iowa, probably because of the dominance
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of the very stable ’Other Land’ category. Because the corn-soy cycle is has a lot of variability in
it, even a perfectly correctly specified predictor will necessarily be more inaccurate than for a more
stable system. Consider for instance imputing the years 2008 - 2011 for an Iowa point in corn in
2006, 2007 and 2012. Although it is difficult to directly compare this method with actual NRI
imputation, since there does not exist a set of points for which both NRI ground truth and NRI-
type imputed variables are available, this certainly strongly suggests that incorporation of external
information in this manner can make for a very accurate imputation method. It would perhaps
be natural to consider multiple imputation using this model (see for instance Schafer (1999) for a
summary), and indeed implementation of such a scheme would be easy, since simulation from the
imputation distribution (3.12) is simple. However the NRI only employs single imputation, so for
consistency we only produce a single imputed time series for each point.
3.7.3 Predictions of State Totals
The models detailed in Section 3.7.1 are applied to estimating the total area in each category
for Iowa and Pennsylvania. Model fitting is as described in Section 3.7.1.
Table 3.5 shows root mean squared errors for one and two year ahead predictions in Iowa and
Pennsylvania. RMSE is calculated for each NRI category k as
√
N−1
∑N
i=1(Wip˜(k |Hi(B))−Wiδi(k))2,
where δi(k) is one if the NRI classification for a point in the relevant year is k, and zero otherwise.
This estimates the square root of the sum of the non-design terms in the MSE expansion given in
Section 3.6.1 for each category k. Parameters are estimated via maximum likelihood for the core
points for each state over the years 2008 - 2010. The percentage of misclassified land in each state is
calculated as
∑K
k=1 |Rk(t)|/A, where A is the state area, and Rk(t) is calculated as (NRI estimate -
prediction). We only consider the population of all points, since the goal is to estimate state totals
accurately, and the Core alone by design does not do this.
Because of their poor performance for point prediction, we do not consider predictors that use
Y information from ahead of the year being predicted. We also exclude the corn price model for
similar reasons.
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Table 3.5: Per-Point Root Mean Squared Errors and Percentage of Misclassified Land by Model,
Category and Year
Iowa All Points
2011 2012
Model Corn Soy Crop Other %Error Corn Soy Crop Other % Error
Pseudopoint 4.59 4.94 2.72 1.15 1.59 6.12 5.62 3.64 1.55 3.42
Pseudopoint+Corn 4.36 4.74 2.75 1.11 2.01 5.81 5.32 3.61 1.54 3.18
Pennsylvania All Points
2011 2012
Model Corn Soy Other %Error Corn Soy Other Land %Error
Pseudopoint 1.85 1.17 1.79 0.75 2.21 1.32 2.26 2.30
Pseudopoint+Corn 1.83 1.16 1.76 0.77 2.15 1.32 2.19 2.20
Predictor performance appears to be fairly good for both states, with reasonably small per-
centages of misclassified land, particularly for one year ahead prediction. However even two years
ahead, the overall magnitude of errors is quite small, suggesting that the multinomial assumption
is an effective way to incorporate survey weights, and the models are reasonably well specified.
Also consistent with the previous results are the lower error rates for Pennsylvania. Note that the
RMSE numbers do not relate directly to the percentage error values, but instead give a measure
of the per-category accuracy of the predictors. Since these numbers are generally small, and quite
consistent between the two models, this suggests that both models perform adequately. These also
give some insight into which categories the models perform better or worse for, the RMSEs for Iowa
are larger for corn and soy than for other crop and other land. This is probably due to large num-
bers of transitions between corn and soy, making errors more likely to occur for these categories. In
Pennsylvania, with its much more stable land use patterns, no categories have substantially larger
RMSEs. Overall then, either model appears to do an acceptable job of predicting state totals.
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Figures 3.2 and 3.3 show NRI totals for 2000 through 2012 for each category with a design-based
95% confidence interval for Iowa and Pennsylvania, respectively. The black lines show estimated to-
tals for the Pseudopoint+Corn History model in 2011 and 2012 for both states, with 95% prediction
intervals based on the three-part variance decomposition derived in Section 3.6.1.
Figure 3.2: Iowa NRI Estimates 2000 - 2012, Model Estimates for 2011, 2012
Overall the Corn History model appears to predict fairly well for Iowa, although not perfectly
by any means. This is consistent with the RMSEs and % errors in Table 3.5. Corn estimates
are somewhat too high in 2011, then too low in 2012, although the 2011 model prediction and
NRI estimate fall in each other’s intervals, and the intervals overlap for 2012. Soy predictions
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are consistently lower than the NRI, though again the predictions and NRI estimates fall inside
each other confidence intervals. The 2012 prediction for Other Crop is well outside the confidence
interval, although there is not a large amount of land in this category, so the actual magnitude of
the error is fairly small. Indeed the magnitude of the prediction error for 2012 Other Cropland
is comparable to that of Corn. However because Iowa is so dominated by corn, the corn error is,
proportionally, much smaller and so appears smaller in the graph. For Other Land both predictions
are somewhat high, although again predictions and NRI estimates fall inside each other’s intervals,
suggesting that given the estimated variability in the data, the predictions are reasonably consistent
with each other.
Figure 3.3: Pennsylvania NRI Estimates 2000 - 2012, Model Estimates for 2011, 2012
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For Pennsylvania the Corn History model overpredicts corn in 2011 and 2012, although again
the prediction and NRI estimate fall into each other’s intervals for 2011, and the intervals overlap for
2012. The estimate of soy for 2011 is very accurate, with the estimate appearing too high for 2012,
though again the intervals overlap substantially. For Other land the prediction in 2011 is slightly
too low, though the NRI estimate and model predictions fall in each other’s confidence intervals,
while the estimate for 2012 is substantially too low, so the intervals barely overlap. Overall this
suggests that the model tends to over-predict agriculture at the expense of Other Land, though, as
seen in the absolute percentage errors in Table 3.5, the magnitude of these errors is, at the state
scale, quite small.
Recalling the three part variance decomposition from Section 3.6.1, Table 3.6 shows the per-
centage of the total variance of the predicted total due to parameter estimation, prediction and
design uncertainty for Iowa and Pennsylvania, as well as coefficients of variation for each category.
Table 3.6: Percentage of Total Variance & CVs for Iowa, Pennsylvania Corn History Models by
Year, Category
Iowa
2011 2012
Category Design Estimation Prediction CV Design Estimation Prediction CV
Corn 80.1 19.6 0.3 1.6 80.2 19.3 0.5 1.3
Soy 73.3 26.2 0.4 2.1 86.1 13.5 0.4 2.0
Other Crop 77.3 22.2 0.5 2.3 52.1 47.4 0.5 2.7
Other Land 91.1 8.7 0.3 1.3 65.8 33.8 0.4 1.4
Pennsylvania
Category Design Estimation Prediction CV Design Estimation Prediction CV
Corn 54.0 44.1 2.0 3.6 54.1 44.4 1.5 4.4
Soy 34.9 62.7 2.4 7.3 46.5 51.6 1.9 9.0
Other Land 72.2 26.4 1.4 0.2 64.3 34.6 1.1 0.3
Coefficients of variation are estimated using the predictive model’s estimate of the true mean
acreage in each category, rather than the NRI estimate of the total.
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For both states, prediction comprises a very small portion of the total variance in both 2011 and
2012. This is not surprising, since under the multinomial approximation (3.13), the total prediction
variance for each point is bounded by the worst-case prediction scenario when p˜(Hi(F )) is a vector
with entries 1/K, and in practice the predictive distribution generally favors one category fairly
heavily, thereby reducing the share of the total variance due to prediction. The majority of the
variance for both Iowa and Pennsylvania is therefore split between the NRI design and parameter
estimation. In Iowa the NRI design generally contributes most of the variance (except for Other
Crop in 2012), while in Pennsylvania the division is generally much closer to even. CVs for Iowa
are all quite small; never exceeding 3%. CVs are generally higher for Pennsylvania, particularly for
Soy, and is very low for Other Land both 2011 and 2012. This is not surprising, since Pennsylvania
is a smaller state with fewer points, and therefore the NRI design and parameter estimation is
more variable. Since Soy is the smallest category in Pennsylvania with the fewest points, it is to
be expected that it is the least well estimated, while Other Land dominates and therefore has the
lowest CVs. However the CVs are still under 10% for all categories, suggesting that the estimates
are reliable enough to be useful.
Note that when incorporating the design weights into the total estimator and its variance esti-
mator, we assume that the design is non-informative; i.e. the selection probabilities are independent
of the response value. Although this is a reasonable assumption in light of the NRI design we fur-
ther test for this by refitting the Corn History model to both Iowa and Pennsylvania, using centered
and scaled weights as a covariate. However Wald theory tests failed to reject the null hypothesis
of a zero regression parameter for weights across all states and transitions at α = .05 (Wald, 1941,
1943). There does not seem to be any evidence that the sampling design of the NRI is informative,
at least for the particular categories considered in this model. Similar tests for independence of
design and the Y classification model was not conducted, since the CDL is obtained from sources
independent of the NRI.
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3.8 Discussion
The methods discussed above provide a highly flexible method for integrating a categorical
auxiliary data source with categorical survey response data. The dependence structure allows for
highly flexible specification of both the transition and classifiation models. Although not considered
here, both transition and classification models can be separately specified for each conditioning
X value, making it easy to include forbidden transitions or classifications, or even the use of
different estimation methods for different transitions and classifications. This could be highly
useful in applications where the Markov process for the X data represents an organism’s life cycle,
or some other process with forbidden transitions. The multinomial regression models we used
for the classification and transitions models are themselves substantially more flexible; and would
allow for destination-specific covariates, or sets of covariates that depend on the X state being
conditioned upon. A further possible extension would be the use of random effects for small areas
or other meaningful groups of units. When used for small area estimation, this would be a very
natural consideration.
The method worked well for this particular application. However a lack of good unit-specific
covariates is unfortunate and prevents the model from taking full advantage of its unit-level speci-
fication. If per-pixel accuracy scores were available for the CDL for more years, it would be quite
interesting to see what differences they made in model performance. Further, the relatively short
time period for which both data sources are available limits the complexity of models that can
be considered. For instance, it is easy to imagine that a quadratic effect for corn price might be
warranted, or more detailed year-specific effects, but there is simply not enough data available to
estimate these parameters at this time. However for every application considered at least one of
the models performed well, so even when there is relatively little covariate information available
the method shows promise.
One unexplored aspect of the predictive distribution is how it behaves asymptotically. This is
of interest when incorporating the survey weights Wi using the multinomial assumption in (3.13),
since the variance of that distribution represents uncertainty due to forecasting a random variable.
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Assuming that the design weights Wi remain fixed in time, the variance due to forecasting will only
increase in time F if p˜(Hi(F )) tends towards a vector with entries 1/K. Whether or not this occurs
is unknown, although it seems generally unlikely, particularly if the limiting distribution is not a
K vector with entries 1/K. That the variance is bounded is logical, since each point represents
a fixed number of acres, with only so much variability in their states possible. However the fact
that the uncertainty does not necessarily increase in time may not be desirable in some situations,
particularly if one suspects that the truth will be over-dispersed relative to the multinomial. The
logical way to represent this would be using a mixture of multinomials, perhaps based on imputing
multiple sets of covariates to represent heterogeneity within the Wi units.
A further advantage of the method is that the single predictive distribution p˜(Hi(F )) is easily
adapted to different settings. As shown above, it performs well for predicting individual outcomes,
and can be easily modified to work for imputation, where it again performs very well. Although only
single imputation was considered here, in keeping with the NRI design, an extension to multiple
imputation would be very simple, since given the imputation distribution simulating any number
of possible paths is trivial. Under a simple multinomial approximation, the method also furnishes
fairly accurate predictions at a state level. A consistent estimator of the MSE is readily available
that accounts for parameter estimation uncertainty, as well as design variance. Although the
specific form derived here uses the NRI jackknife replicate weights, other methods of estimating
design uncertainty could easily be used instead. Because of how readily it integrates into the survey
context, extending the method for a unit level small area model also seems easily doable. There
are therefore substantial possibilities for future research based on this model framework.
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CHAPTER 4. A SIMULATION STUDY ON THE USE OF MULTIPLE
OBSERVATIONS OF CONTINUOUS, CORRELATED DATA TO STATE
SPACE MODEL PREDICTION
4.1 Introduction
In the previous chapter, we considered means to integrate categorical auxiliary information with
survey data, where the population can be assumed to follow a Markov process, and the survey source
is accurate enough to be considered ’ground truth.’ The primary limitation to that approach was
the need for categorical auxiliary data, which may not be available. We therefore consider adapting
the previous methods to continuous auxiliary information, potentially with multiple observations
made during the same time period, and analyze a variety of predictor functions via a simulation
study meant to mimic satellite imagery of land cover use in the upper Midwest.
Satellite imagery is a vital tool for many studies of land use. However there does not seem to be
much attention paid to use of data on change in land use in order to improve prediction. Solberg
et al. (1996) use a Markov random field for data fusion of multiple sources of satellite imagery,
and considers inclusion of field level data. However, while prior class probabilities are considered,
they are not individual specific, and therefore do not account for structure in how land use changes
in time. Hoberg et al. (2015) consider both temporal and and spatial structure for satellite based
detection of change in land use through a conditional random field, and includes transition matrices
for representing change through time. In a work very similar to the concept elaborated on below,
Leite et al. (2011) considers hidden Markov models for crop recognition through use of a potentially
multistate lifecycle for crops and an assumption of normally distributed satellite observations.
However this work did not consider prediction for multiple years ahead, only classification within
a year, and did not seek to directly integrate ground truth data into the predictor.
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The principal innovations of the method described below is in a robust accounting for prior
transition probabilities and relative abundance, and multiple representations of individual hetero-
geneity. Previous works in this area have not represented variability between individuals in either
prior class probabilities, or the auxiliary information Y .
4.2 Problem Overview
Consider a population of individuals i = 1, . . . , N , whose states evolve from year to year ac-
cording to a first order Markov assumption. In the context of this simulation study, these are
considered to be geographic locations whose states are different land uses; however these methods
may easily be generalized to other cases. We therefore use the generic term individual throughout,
except when referencing this specific context. Each individual i will be in a single state Xi,t for
each year t. Through use of an expensive instrument, we can directly observe Xi,t for at least some
years. However we would like to make inference about the states of individuals for years where the
slow instrument is not yet available, or may never be available.
Because the individuals’ states evolve according to a Markov process, we may of course predict
using this. However we also have available data Y from some fast and comparatively cheap instru-
ment, which we believe carries information on the true state of an individual. In the context of
land use prediction, this may be a satellite data source such as LANDSAT. We therefore wish to
incorporate the Y data into our predictions to improve accuracy.
4.3 Model
Suppose the N individuals fall into exactly one of K states each year. Denote the state of
individual i in year t by Xi,t ∈ {1, . . . ,K}. We assume that we can observe this true state for at
least some years, and that Xi,t follows a first order Markov process.
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A first order Markov process can be specified in terms of its transition probabilities. In order
to account for heterogeneity between the individuals, we allow these to depend on a vector of
covariates zi,t.
pik | h(i, t) = P (Xi,t = k |Xi,t−1 = h) (4.1)
Dependence on the covariates zi,t is captured using multinomial regression. For each h = 1, . . . ,K
and k = 1, . . . ,K − 1 define βh to be the vector of regression parameters, and let
pik | h(i, t) =
exp(zTi,tβk | h)
1 +
∑K−1
j=1 exp(zi,tβj | h)
, k = 1, . . . ,K − 1
piK | h(i, t) = 1−
K−1∑
j=1
pij | h =
1
1 +
∑K−1
j=1 exp(zi,tβj | h)
(4.2)
Because Xi,t is not always available due to the time and expense involved in collecting it, we
wish to include continuous auxiliary information source Y . In the context of detecting land use,
this might be taken from satellite imagery or some other remote sensing method. Since satellite
imagery is often available multiple times growing season for each location i, we wish to allow for
multiple, irregularly spaced Y observations per year, say Yi,t,m for m = 1, . . . , nit. Further, the Y
observation for a location should depend on its true state, so we assume that the mean function of
Yi,t,m is determined by the true state Xi,t. That is, we assume that a corn field will have a different
mean response than a soybean field or a river. However because of seasonal trends in plant growth,
this mean response will also vary within a year; a corn field in May looks very different from the
same field in September. We therefore allow the mean Y observation for each state to vary over
time according to a state-dependent curve. While presented above in the context of land at specific
locations, it is not hard to generalize this basic framework to other contexts.
We further assume an individual-specific random effect Ui, which represents factors that may
systematically influence the Y observations for individual i, but does not effect the evolution of the
true state process Xi,t. In the context of land use, Ui thus represents factors such as particularly
shady or wet location, which will influence the Y observations consistently over time. Importantly,
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it also forces the Yi,t,m observations to be correlated across time, rather than assuming them to
be conditionally independent given the true state k. This dependence structure is summarized in
Figure 4.1.
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Figure 4.1: Model dependence structure with values for one realization of X, Y , Ui.
It requires care to specify a model for the Y that has reasonable and desirable properties. Let
si,t(m) be the observation time for Yi,t,m, i.e. the day of the year for the mth observation of point
i in year t. Define mean function µxi,t(si,t(m)) = E(Yi,t,m | Xi,t = k) as the expected value of
Yi,t,m |Xi,t made at time si,t(m). Note that in some cases it is simpler to refer to the mean curve
for the kth state, µk, rather than stress dependence on any particular Xi,t. We then assume that
Yi,t,m |Xi,t, Ui ind∼ N
(
µXi,t(si,t(m)) + Ui, σ
2
eI
)
, t = 1, . . . , T, i = 1, . . . , N (4.3)
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Let Yi,t = (Yi,t,1, . . . , Yi,t,ni,t)
T be the vector of all Y observations from individual i in year t, and
si,t the vector of observation times for that individual and year. From the conditional independence
assumption in (4.3), it follows that
Yi,t |Xi,t, Ui ∼ N(µ(Xi,t) + 1Ui, σ2eI)
Yi,1 |Xi,1, ui
...
Yi,T |Xi,T , ui
 ∼ N(µ(xi,1:T ) + 1ui, σ2eI)
(4.4)
We use the subscript 1 : T to denote the vector of all observations for times 1 through T , i.e.
Yi,1:T = (Yi,1, . . . ,Yi,T )
T . By the assumption of independence across years in (4.3), it follows that
Yi,t |Xi,t, Ui is independent of all other Xi,t′ , t′ 6= t, and so
Yi,1 |Xi,1, ui
...
Yi,T |Xi,t, ui
 d=

Yi,1 |Xi,1:T , ui
...
Yi,T |Xi,1:T , ui
 d=

Yi,1 |X1:T , ui
...
Yi,T |X1:T , ui
 ∼ N


µX1,1:T (s1,1:T )
...
µXN,1:T (sN,1:T )
 , σ2eI

(4.5)
Where X1:T = (X1,1:T , . . . ,XN,1:T )
T is the vector of all X values from times 1 through T , and
the second equality follows from independence across individuals. To the assumption in (4.3), and
the consequent distributions shown above, we add the assumption that
Y1:T |X1:T
U
 ∼ N

µX1:T (s)
0
 ,
σ2uZZT + σ2eI σ2uZ
σ2uZ
T σ2uI

 (4.6)
Where Z is an
(∑
nit
)×N matrix, the ith column of which has ones for the ∑t nit entries in
the rows corresponding to Yi,1, . . . , Yi,T and zeros elsewhere. In the case where we have the same
number of observations for each point and year, say n, then Z = IN×N ⊗ 1n, where 1n is a column
vector of ones of length n.
The assumptions of (4.3) and (4.6) are equivalent to assuming that there exists a vector of
normally distributed errors,  with mean 0 and variance σ2eI, such that  is independent of U ∼
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N(0, σ2uI). Additionally, we require that Y1:T | X1:T = ZU + µX1:t + , and the distributions
Yi,t,m |Xi,t, Ui obey the assumption in (4.3) for i = 1, . . . , N, t = 1, . . . , T,m = 1, . . . , ni,t. However
starting with the assumption on Yi,t,m | Xi,t, Ui makes it clear that the assumption on the joint
distribution in (4.6) is in fact quite mild, while starting with the mixed model formulation makes
it unclear if the model proposed by (4.3) is even remotely consistent with (4.6).
4.3.1 Distributions for Prediction
The overall purpose is to predict unobserved values of Xi,t, using the observed X data and
augmented by Y satellite data. We suppose that for the relevant collection of points, we observe
Xi,t for t = 1, . . . , T , as well as Yi,t = (Yi,t,1, . . . , Yi,t,nit)
T for at least some of those years, in order
to allow us to estimate the mean functions µk, as discussed in Section 4.3.2 below.
Because the X data source is often slow and unavailable, we suppose that Xi,T+1, . . . Xi,T+F
for some F ≥ 1 are unobserved, while Yi,T+1, . . . ,Yi,T+F are available for all these years. We also
suppose that the assumptions of (4.3) and (4.6) hold for all times considered.
The optimum predictor of Xi,T+f for f = 1, . . . , F will be a function of all the observed data,
Yi,1:T+F , Xi,1:T . However, calculating the exact form of this conditional distribution appears to be
intractable. We therefore propose several approximations to it, derived below.
For simplicity, we first consider the case illustrated previously in Figure 4.1, we have observed
X up until time T , and have also the auxiliary information, Y for times 1 through T + 1.
Letting
[ ◦ ] denote an arbitrary distribution function,
[
Xi,T+1 | Yi,1:T+1Xi,1:T
]
∝ [Xi,T+1Yi,1:T+1 |Xi,1:T ]
=
[
Yi,1:T+1 |Xi,1:T+1
][
Xi,T+1 |Xi,1:T
]
≈ [Yi,1:T+1 |Xi,1:T+1][Xi,T+1 |Xi,T ]
(4.7)
By (4.6),
[
Yi,1:T+1 |Xi,1:T+1
]
has a multivariate normal distribution, but
[
Xi,T+1 |Xi,1:T
]
is not
known, since for any t, 1 ≤ t ≤ T , Xi,t has a dependence relationship with Yi,t, which depends on
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Ui, and Yi,T+1 depends on Ui, and also carries information about Xi,T+1. Further, working out this
distribution seems to be intractable, since the Xi,t are inter-dependent, regardless of which other
Xi,t′ , t
′ 6= t, they are conditioned on. However the dependence of Xi,T+1 on Xi,t, t < T should be
very weak due to the Markov structure of the X process, so the approximation in the last line of
(4.7) is reasonable. Note that
[
Xi,T+1 |Xi,T
]
is simply a pik | h(i, T ) probability, as defined in (4.1)
and (4.2).
For prediction at a timepoint T + F, F ≥ 1, it is easiest to derive approximations to joint
distribution[
Xi,T+F , . . . , Xi,T+1|Xi,1:T ,Yi,1:T+F
]
. From the an approximation to the joint, it is straightforwards
to derive any marginal of interest by summing out Xi,T+f for timepoints T+f we are not interested
in.
In the spirit of (4.7), and using a similar approximation to the last line of that equation;
[
Xi,T+F , . . . , Xi,T+1 | Yi,1:T+F ,Xi,1:T
]
∝ [Xi,T+F , . . . , Xi,T+1Yi,1:T+F |Xi,1:T ]
=
[
Yi,1:T+F |Xi,1:T
][
Xi,T+F , . . . , Xi,T+1 |Xi,1:T
]
≈ [Yi,1:T+F |Xi,1:T ][Xi,T+F , . . . , Xi,T+1 |Xi,T ]
≈ [Yi,1:T+F |Xi,1:T ] F∏
f=1
[
Xi,T+f |Xi,T+f−1
]
(4.8)
Where the last line follows from iteratively applying the approximation
[
Xi,T+F , . . . , Xi,T+1|Xi,T
] ≈[
Xi,T+F |Xi,T+f−1
][
Xi,T+F−1, . . . , Xi,T+1|Xi,T
]
. Note that for any particular set of states kT+1, . . . , kT+F ,
the above approximation becomes
∏F
f=1 pikT+f | kT+f−1(i, T + f), where we take kT to be the last
observed state Xi,T . Because this predictor uses the full joint distribution of Yi,1:T+F |Xi,1:T+F ∼
N(µxi,t(si,t), σ
2
u + σ
2
eI), we refer to it as the joint predictor.
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A different approximation can be arrived at by noting that by the conditional dependence
structure of the model
[
Xi,T+1:T+F |Xi,1:T ,Yi,1:T+F
]
=
[
Xi,T+1:T+F | Xi,T ,Yi,T+1:T+F
]
, and ap-
proximating
[
Yi,T+1 |Xi,T , Xi,T+1
]
by
[
Yi,T+1 |Xi,T+1
]
. Then
[
Xi,T+1 | Yi,1:T+F ,Xi,1:T
]
=
[
Xi,T+1 | Yi,T+1, Xi,T
]
∝ [Xi,T+1Yi,T+1 |Xi,T ]
=
[
Yi,T+1 |Xi,T :T+1
][
Xi,T+1 |Xi,T
]
≈ [Yi,T+1 |Xi,T+1][Xi,T+1 |Xi,T ]
(4.9)
It follows quickly from (4.6) and (4.3) that Yi,T+1 | Xi,T+1 ∼ N(µXi,T+1(si,t), σ2u + σ2eI), and[
Xi,T+1 |Xi,T
]
is given by (4.1) as before.
The idea of this approximation can again be extended to further timepoints T + 1, . . . , T +
F using
[
Yi,T+1:T+F | Xi,T+1:T+F
] ≈ ∏Ff=1 [Yi,T+f | Xi,T+f ], and the previous approximation[
Xi,T+F , . . . , Xi,T+1 |Xi,T
] ≈∏Ff=1 [Xi,T+f |Xi,T+f−1];
[
Xi,T+F , . . . , Xi,T+1 | Yi,1:T+F ,Xi,1:T
]
=
[
Xi,T+F , . . . , Xi,T+1 | Yi,T+1:T+F , Xi,T
]
∝ [Xi,T+F , . . . , Xi,T+1,Yi,T+1:T+F |Xi,T ]
∝ [Xi,T+F , . . . , Xi,T+1,Yi,T+1:T+F |Xi,T ]
≈
F∏
f=1
[
Yi,T+f |Xi,T+f
][
Xi,T+f |Xi,T+f−1
]]
(4.10)
We refer to (4.9) and (4.10) as the marginal predictor, since it uses
[
Yi,T+f | Xi,T+f
]
. It is
probably not as good an approximation as (4.8) because of the misrepresentation of the joint
distribution of
[
Yi,F :T+F |Xi,T :T+F
]
. However, if the dependence between Yi,T+f ,Yi,T+f ′ , f 6= f ′ is
weak, the independence approximation should be approximately correct, and it has the advantage
of being quite easy to calculate.
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We consider a third approximation by conditioning on the random effect Ui in the first line of
(4.10).
[
Xi,T+F , . . . , Xi,T+1 | Yi,1:T+F ,Xi,1:T
]
=
[
Xi,T+F , . . . , Xi,T+1 | Yi,1:T+F , Xi,T , Ui
]
∝ [Yi,1:T+F |Xi,T :T+F , Ui][Xi,T+F , . . . , Xi,T+1 |Xi,T , Ui]
≈ [Yi,1:T+F |Xi,T :T+F , Ui] F∏
f=1
[
Xi,T+f |Xi,T+f−1
]
(4.11)
Where we approximate
[
Xi,T+F , . . . , Xi,T+1 |Xi,T , Ui
]
by
∏F
f=1
[
Xi,T+f |Xi,T+f−1
]
, since the for-
mer is unknown and apparently intractable. Note that
[
Yi,1:T+F |Xi,T :T+F , Ui
]
is given by (4.6) and
so known in closed form. Because of the use of the full conditional distribution
[
Yi,1:T+F |Xi,T :T+F , Ui
]
,
we term this the conditional distribution.
In all three of the above approximations, the normalizing constants may be calculated by sum-
ming the numerator of each approximation across all possible values of Xi,T+1 = k1, . . . , Xi,T+F =
kF . In practice this is quite simple to do, as is calculating marginal predictors for Xi,T+F from
(4.8), (4.10) or (4.11).
Finally, we consider ignoring the Y data entirely, and predicting using only the X process.
This can be easily done by computing a transition matrix A(i, t) = [pi1(i, t), . . . ,piK(i, t)], where
pih(i, t) = (pi1 | h(i, t), . . . , piK | h(i, t))T , with pik | h(i, t) as defined in (4.1) and (4.2). Then given that
a point i is in state h at time T , the distribution
[
Xi,T+F |Xi,T = h
]
is given by
[
Xi,T+F |Xi,T = h
]
=
F∏
f=1
A(i, T + F )δh (4.12)
Where δh is a vector with a one in position h and zeros elsewhere. Since we are entirely ignoring
the Y information and only using the Markov process on X, this is in fact an exact predictor, unlike
the approximations above. However because it does not use any Y information, it may not perform
as well in practice.
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Note that we may view
[
Xi,T+1 | Xi,T
]
as a prior on the state one timestep ahead, and∏F
f=1
[
Xi,T+f |Xi,T+f−1
]
as a prior on the sequence of states from T + 1 to T + F . The observed
Y data Yi,1:T+F then plays the role of observed data, and (4.8), (4.10) and (4.11) are approximate
posteriors for the true sequence of states given this observed data. Taking this view, the forms
of (4.8), (4.10) and (4.11) are not surprisingly quite similar to the familiar posterior classification
distribution given in (Friedman et al., 2001, p. 108) or He et al. (2010), to name just two examples.
However some distinct features of these distributions are worth emphasizing. Instead of being a
posterior class probability, the above approximations are for prediction forwards in time, a differ-
ence which appears in
[
Xi,T+1 |Xi,T
]
. And rather than being a marginal prior on a particular state,[
Xi,T+1 | Xi,T
]
is a conditional transition probability from a known state to an unknown future
state, that also utilizes individual-specific information through the covariate vector zi,T+1. In other
words,
[
Xi,T+1 |Xi,T
]
is a model based and individual-specific prior probability.
4.3.2 Estimation
We proceed by maximum likelihood. Assume that we have observed Xi,t for years t = 0, . . . , T ,
and Yi,t for years t = 1, . . . , T . Then the conditional likelihood contribution from a single point i
in year t is
L(β |Xi,t, Xi,t−1) =
K∏
h=1
 K∏
j=1
pij | h(βh, i, t)δ(Xi,t=j)
δ(Xi,t−1=h)
Where δ(Xi,t = j) an indicator function that equals one when Xi,t = j and is zero otherwise,
and we write pij | h(βh, i, t) to emphasize dependence on the logistic regression parameters. The full
X likelihood for t = 0, . . . , T is then
L(β,γ |Xi,1, . . . Xi,T , Yi,0, . . . , Yi,TXi,0) =
T∏
t=1
L(β |Xi,t, Xi,t−1) (4.13)
Note that because we assume that we have observed Xi,0 there is no need to marginalize it
out, and it is reasonable to maximize the conditional likelihood. Further, although Xi,t |Xi,t−1 is
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not independent of Xi,t−2 or other previous years because of information flow through Y to U and
then back through Y to X, this dependence does not impact the estimation of the β parameters.
In other words, (4.13) is the likelihood of β, and information gained through Y does not alter the
effect of the covariates on transition probabilities. Due to these two factors, estimation of the βkh
vectors may be easily done by any standard method for multinomial regression.
Estimation of the Y parameters requires somewhat more care. From (4.6) we have the joint
marginal distribution of the Y data, Y1:T |X1:T ∼ N(µX1:T (s), σ2uZZT + σ2eI), assuming we know
the mean functions µk for the different states k.
However in practice the µk are unknown, and an explicit parametric form is liable to be difficult
to determine. Therefore we estimate the µk semi-parametrically using B-splines; see (Friedman
et al., 2001, p. 149) for an overview. These are an attractive choice in this application, because,
given the knot locations and spline degree, the basis functions are very fast to calculate, and are
flexible enough to accommodate most smooth functions we can expect to encounter. Additionally,
B-splines have no penalty term. Since we are not only interested in the quality of fit, but also
the ability of the estimated Y distribution to distinguish between different true states Xi,t = k,
determining an appropriate penalty function is likely to be a difficult problem, and avoiding it is
desirable. Further, choosing fixed knot locations over time is not hard for this application, and
given these knot locations, calculation of the B-spline basis functions for irregular observation times
is easy. Even more advantageously, using B-splines allows the approximate Y model to be written
as a linear mixed effect model, which allows for simple estimation.
Suppose Xi,t = k. Let bk be the number of parameters for the spline approximation to the
kth mean curve, µk. Define Wk(si,t) as the spline basis function for the kth curve evaluated at
observation times si,t, and let γk be the corresponding bk vector of regression coefficients. Set
γ = (γ1, . . . ,γK)
T to be the vector of all regression coefficients for the K B-spline fits.
Then define W ∗k (sit) = [0nit×b1 , . . . ,Wk(si,t), 0nit×bk+1 , . . . , 0nit×bK ], where 0ni,t×bj is a column
of zeroes. Then W ∗k (sit)γ = Wk(si,t)γk, which allows easy representation as a mixed effects model.
In the case where the number of spline components is fixed across k, bk = k, k = 1, . . . ,K, it follows
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that W ∗k = (0, . . . , 1, 0, . . . , 0)⊗Wk(si,t), although in practice we need not assume this to be true.
Then, using the equivalent mixed model representation discussed under (4.6), we can write
Yi,t ≈ 1× Ui +Wk(si,t)γk + it
= 1× Ui +W ∗k (si,t)γ + it
(4.14)
Where 1 is a column vector of ones with length ni,t, and i,t is the vector of random errors for Yi,t.
Recalling the discussion of the random effects formulation of the Y model under (4.6), i,t is simply
the sub-vector of  containing the random errors for Yi,t. Then
Y = ZU +Wγ + 
Where W is a matrix made by stacking the W ∗k (si,t) matrices on top of each other, and  is a
column vector of the random errors for all points and all observation times across all years. This
form allows easy estimation of the variance components σ2u and σ
2
e , as well as the semi-parametric
approximations Wk(si,t)γk to the mean functions µk using maximum likelihood, REML, or any
other method appropriate for linear mixed effects models.
Further, estimation for parameters in the likelihood of Y can be carried out independently of
estimation of parameters in the likelihood of X. Thus if we wish to consider a more complex model
for X or Y , we may simply fit that model, without needing to re-estimate parameters for the other
portion of the model.
4.4 Simulation Study
We introduced (4.8), (4.10) and (4.11) as different approximations to the conditional distribution[
Xi,T+1:T+F |Xi,1:T ,Yi,1:T+F
]
. Given the extra work involved in using any one of these compared
to the Markov only predictor (4.12), it is reasonable to ask whether they substantively improves
performance. Because it is not necessarily clear which approximation will perform best, or indeed if
a single distribution will perform better than the others in all cases, we consider varying the quality
of the Y information to understand how this impacts prediction of X via a simulation study.
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We consider a population of N = 600 individuals in K = 3 states. For the X data, we consider
three separate covariates; xfix, which is fixed per point across time, xt, which varies for each point
in each year, and state2, which is 1 when Xi,t−2 is 1, and 0 otherwise. 300 points have xfix = 1,
and 300 points have xfix = −1. Because the transition probability for time t depends on the state
at time t− 2, we need to initiate both Xi,0, and Xi,−1 for each individual, which is done as follows:
200 points are set to each of k = 1, 2, 3, such that half of each state have xfix = 1, and the other
half xfix = −1. Half of the xfix = 1 points for each class have Xi,−1 = 1, while the other 25
points have Xi,−1 6= 1. We simulate xt as independent continuous uniform random variables with
support on [−1, 1] for each year. The β parameters are given in Appendix B.
For the Y mean curves, we attempt to roughly mimic greenness for the months April - October
in the upper Midwest, and so take s = 0 to correspond to approximately April 1, and s = 6 to
equate to about October 31st. Roughly speaking, greenery should increase for the first few months,
then flatline through the summer, before declining in the fall. We therefore specify the following
mean functions µk:
µ1(s) =

−.5(s− 2)2 + 2 if 0 < s < 2
2 if 2 ≤ s < 4
−.5(s− 4)2 + 2 if 4 ≤ s < 6
µ2(s) =

−.25(s− 3)2 + 1.75 if 0 < s < 3
1.75 if 3 ≤ s < 3.5
−.3(s− 3.5)2 + 1.75 if 3.5 ≤ s < 6
µ3(s) = −.05(s− 3.5)2 + 1.5, 0 < s < 6
(4.15)
The first panel Figure 4.2 shows plots of these three curves together, which demonstrates their
complex relationship over time, while the remaining three panels show each curve along with the
spline estimate.
84
Figure 4.2: Mean curves and spline estimates for k = 1, 2, 3 by observation time. Clockwise from
top left: True mean curves, estimate for k = 1, k = 2, k = 3
The µ1 curve is designed to represent the behavior of corn, which starts to green relatively
early, plateaus midsummer, and remains green well into the fall. µ2 represents soy, which greens
somewhat more slowly, never becomes as green as corn, and browns much earlier in the fall, while µ3
represents some other land use which greens earlier, does not become nearly as green, but remains
green later than the other two. This may be a reasonable curve for pasture, woodland, or other
non-fertilized but primarily vegetated land cover. Note that the curves do not maintain the same
order over time, and µ3 crosses both µ1 and µ2.
For each year we simulate ni,t = 12 random observation times for each individual from a
continuous uniform distribution with support on [0, 6]. Since LANDSAT satellites return any given
location roughly twice every month, this is consistent with six months of observations, assuming
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no missing values. For estimation of these curves, we specify knot values at s = 1, 2, 3, 4, 5, and use
a third degree B-spline. Figure 4.2 shows that the spline estimation performs well.
4.4.1 Predictor performance
We first consider the accuracy of each predictor for the simulated data. Because each predictor
makes use of Y information in slightly different ways, we investigate the effects of differing levels of
point-to-point variability, represented by σ2u, and different levels of observation error variance, σ
2
e .
The different approximations (4.8), (4.10) and (4.11) were developed using the true probabilities
pik | h(i, T+f), and assuming we could evaluate the densities f(Yi,1:T+F |Xi,1:T+F ), f(Yi,T+f |Xi,T+f )
or f(Yi,T+1:T+F |Xi,T+1:T+F , Ui) at the true parameters, mean functions, and random effects Ui.
In practice of course this is not possible, because we must estimate the form of the mean functions
µk, and estimate the other parameters and the random effects.
We evaluate predictor accuracy using a Monte Carlo simulation. For each simulation, the
values of X at t = −1, 0 are kept the same as specified above, as is the covariate xfix. The time
varying covariate, xt, is resimulated for each simulation, as are Y observation times. This setup is
equivalent to considering the accuracy of the predictors across different realizations of the Markov
process over time for the same population. Each predictor is evaluated at the observation times,
covariates, parameters and mean curves estimated from that particular simulation. We use the
EBLUP uˆi as a plug-in estimator for Ui in (4.11). Figure 4.3 shows plots of the mean accuracy
of each predictor across 50 Monte Carlo simulations. Although 50 is a fairly small number of
simulations, the standard deviations of the accuracies across simulations were already quite small,
suggesting that this is an adequate size.
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Figure 4.3: Y based predictor accuracy vs. Markov predictor accuracy. Clockwise from top left:
joint vs. Markov, marginal vs. Markov, conditional vs. Markov, joint vs. conditional. The y = x
line is indicated in dashed black.
Note that because the Markov predictor does not depend on Y information, it has the same
results for each pair of σ2e , σ
2
u values in a given year. This means that the groupings on the x axis
of the first three plots in Figure 4.3 show the prediction year, with the first year of prediction on
the right when the Markov predictor is most accurate. Prediction years two through four then
proceed from right to left down the x axis. The slight variability of the Markov predictor is due to
variability between the simulated X datasets.
Overall Figure 4.3 makes it abundantly clear that adding Y information improves predictor
performance substantially. The joint predictor outperforms the Markov predictor so thoroughly
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that even at its least accurate, it is substantially more accurate than the Markov predictor is at
best. The marginal predictor is somewhat worse, but remains consistently above the y = x line
that indicates parity with the Markov predictor. The conditional predictor is much better than the
Markov predictor when σ2u and σ
2
e are equal or close to equal, and falls to around the same level of
accuracy when the variance components are substantially different. The effect of σ2u and σ
2
e on the
conditional predictor’s performance is shown nicely in the bottom right panel, which plots the joint
predictor against the conditional. Here, where σ2u = σ
2
e , joint and conditional peform essentially
identically, but when the two are not equal, the joint predictor dominates.
The ability of Y to provide information about the true state depends mostly on the difference
between the mean curves µk and σ
2
e . When the curves are equal, obviously Y provides no infor-
mation about which X is generating the observed data, and when they are far apart, relatively to
the scale of σ2e , it is easy to distinguish between X states. Because the mean curves are generally
quite close together, σ2e = 1 represents a very substantial error contamination.
Overall this strongly suggests that the joint predictor performs by far the best of the four in
terms of accuracy. We next consider other ways to measure the information contained in a Y
observation, and different methods of summarizing the overall performance of each predictor.
4.4.2 Effect of a single Y on classification
Because we allow the mean functions µk to vary with the observation time si,t(m), the in-
formation contained in any particular Yi,t,m about the true state Xi,t will also change with time.
Yi,t,m allows the best discrimination between states k and k
′ when µk(si,t(m)) is far away from
µk′(si,t(m)) because this produces large differences between f(yi,t,m | k) and f(yi,t,m | k′). It is
therefore desirable to be able to visualize the information contained in a single Yi,t,m, and how it
influences the different predictors given above.
Consider the one-step-ahead prediction problem displayed in Figure 4.1, and suppose we observe
only a single Y value, Yi,T+1,1. We may then evaluate the information contained in Yi,T+1,1 by
calculating each of the conditional densities f(yi,T+1,1 | k), k = 1, 2, 3 across Y values for each
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observation time s. For each (si,T+1(m), Yi,T+1,1 |Xi,T ) pair, we may then determine the maximal
density. We may further weight the conditional likelihood of Y given X = k by the prior probability
P (Xi,T+1 = k |Xi,T = h) = pik | h(i, T + 1). Note that pik | h(i, T + 1)× f(yi,T+1,m |k) is proportional
to the one step ahead marginal predictor (4.9). If we again determine the maximum weighted
conditional density at each (si,T+1(m), Yi,T+1,m | Xi,T ) location, this gives us a classification map
for the marginal predictor based on a single Y , i.e., the regions in the s − Y plane where were
classify to each category using (4.9). See the top left and right panes of Figure 4.4 for examples of
the unweighted and weighted classification maps for a single Y . Although in practice multiple Y
observations will be available for even a single timepoint, it nevertheless is a useful display of how
the behavior of the mean functions µk over observation time impacts the amount of information
it provides. In particular, if we have any power to choose when observations times, such a display
will tell us the optimal times to make observations.
Instead of classifying each individual to the category with the highest probability, define a cost
ck as the penalty incurred by misclassifying an individual of class k. Note that we may define costs
c1 and c2 relative to a fixed cost for c3, which we take to be one without loss of generality. Then
based again on single Yi,t,m observation, we classify to the category that minimizes the expected
misclassification cost, i.e. the category k that maximizes ck × pik | h(i, T + 1) × f(yi,T+1,m | k).
This defines classification regions for each cost pair (c1, c2) as before. An example of the effects of
costs on the classification regions is shown in the lower right panel of Figure 4.4, and the expected
misclassification costs are shown in the lower left.
Unfortunately, it is only possible to look at the classification regions for a single Y observation
at a fixed pair of costs in this manner. The full space spanned by values of Y , observation time s,
and the two costs is 4 dimensional, and multiple Y values only increase the dimensionality further.
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Figure 4.4: Classification regions for a single Y , clockwise from top left: unweighted, weighted
with prior probabilities (0.4, 0.35, 0.25), same weights with costs c1 = 0.3, c2 = 0.9, expected
misclassification cost at same weights, costs
4.4.3 Receiver operating characteristic surfaces
The previous section discussed methods to quantify the information contained in a single Yi,t,m
observation when looking a single timepoint ahead. While this is a useful exercise for considering
the separability of the mean curves µk, it does not go very far towards comparing the generally
more complex predictors given in Section 4.3.1. We therefore consider calculating receiver operator
characteristic (ROC) surfaces for each of the classifiers. Because we are mostly interested in the
case where K = 3, the traditional ROC curve will not characterize each predictor adequately.
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The ROC surface can summarize the behavior of a predictor across misclassification costs quite
effectively however, and can be displayed visually and interpreted easily enough.
Consider again for a moment to the case of classification one step ahead based on a single
Yi,t,1. If the conditional distributions of f(Y | k) were ordered, i.e. µ1 < µ2 < µ3, as in Nakas
and Yiannoutsos (2004), we could instead define a classifier based on a pair of cutpoints t1 and
t2. Then for y < t1 we classify as k = 1, for t1 ≤ y < t2 we classify as k = 2, and for y ≥ t2, we
classify to k = 3. This is a more typical approach in the ROC literature (Krzanowski and Hand,
2009). Obviously at any fixed timepoint s, classifying based on costs or cutpoints are equivalent
methods. However, the mean curves µk vary in time and may cross each other, the ordering of
the distributions changes over time. In order to define classification regions in terms of cutpoints,
both the cutpoints and the decision rule would need to be specified as functions of observation
time s. Parameterizing in terms of misclassification cost is much more practical in this case. When
considering multiple Y observations and multiple steps ahead, it is vastly simpler.
Return to the case of a predictor using any number of Y observations. Any pair of costs (c1, c2)
determines a triplet of classification rates (λ1, λ2, λ3), where λk = P (classify as k | true state is k).
Because this triplet is entirely parameterized by the pair of costs (c1, c2), varying the costs describes
a surface in the three dimensional unit cube, with axes λ1, λ2, λ3. Each point on the surface is a
set of correct classification probabilities corresponding to some particular set of costs (c1, c2); when
c1 = c2 = 1, we are simply classifying to the most probable category as in Section 4.4.1. See He
et al. (2010) or (Krzanowski and Hand, 2009, p. 147) for a more detailed description of the ROC
surface problem for k = 3 groups.
It must be noted that this is a simplification of the full complexity of the three category ROC
problem. Parameterizing the surface in c1 and c2 assumes that the misclassification cost depends
only on the category being misclassified. That is, misclassifying an individual in state 1 as state 2
incurs the same cost as misclassifying it to state 3, although this need not be the same cost incurred
by misclassifying an individual in state 2. If the cost cl,k of misclassifying k as l does depend on
l, then the ROC surface is a 5 dimensional hypersurface in 6 dimensional space, as described in
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Krzanowski and Hand (2009) and He et al. (2010). This is obviously cumbersome, and unnecessary
for our current application.
Given the ROC surface, we may calculate the volume under the surface (VUS) as a summary
measure (He et al., 2010; Nakas and Yiannoutsos, 2004). A higher VUS indicates a better predictor;
in particular the VUS can be interpreted as the probability of the classifier correctly classifying a
triplet of individuals X1, 2, 3, such that Xi = i. Figure 4.5 shows approximate 3D renderings of the
ROC surfaces.
Figure 4.5: ROC surfaces for (clockwise from top left) the marginal, conditional, joint and Markov
predictors for σ2e = 0.1, σ
2
u = 0.75 predicting one year ahead. Axis label l1 refers to λ1, etc.
Note that the figures are oriented so that λ3 = P (classify 3 | truth is 3) is vertical, since we have
parameterized the surface in terms of c1 and c2, which between them directly determine the λ1 and
λ2 axes. λ3 is then an implicit function of λ1 and λ2. It should be immediately clear that the joint
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classifier in the lower right quadrant is the best by a wide margin, since it fills nearly the entire
unit cube, while the Markov classifier is the worst. Note that the ROC surfaces are calculated from
the correct classification rates for a single simulated dataset, and are therefore conditional on those
particular values. A Monte Carlo simulation is not computationally practical, given the difficulty
of calculating the ROC surface, as described below.
The goal of computing the ROC surface is that it allows us to calculate the volume under the
surface (VUS) as a measure of overall predictor performance. Table 4.1 gives the estimated volume
under the ROC surface for each predictor for σ2e = .1, .75, σ
2
u = .1, .75 for predictions one and four
years ahead.
Table 4.1: Volume under surface by predictor, year, σ2e , σ
2
u
σ2e σ
2
u Year Joint Marginal Conditional Markov
0.1 0.1 1 0.965 0.810 0.963 0.519
0.1 0.1 4 0.915 0.916 0.911 0.299
0.1 0.75 1 0.963 0.725 0.634 0.519
0.1 0.75 4 0.887 0.877 0.576 0.299
0.75 0.1 1 0.756 0.656 0.633 0.519
0.75 0.1 4 0.762 0.708 0.489 0.299
0.75 0.75 1 0.786 0.561 0.774 0.519
0.75 0.75 4 0.778 0.640 0.768 0.299
The joint predictor performs consistently well, and appears to be relatively unaffected by σ2u,
particularly for predicting a single year ahead. Larger values of σ2e do lower the VUS substantially,
but this is to be expected since larger σ2e values means the predictor has less reliable information
to work with. The marginal predictor is at best equivalent to the joint, and is very frequently
substantially worse, suggesting that the marginal approximation is substantially inferior and in
practice should not be used. The conditional predictor’s behavior is strongly influenced by the
relative values of σ2e and σ
2
u. When σ
2
e = σ
2
e , so the marginal correlation of Yi,t,m | Xi,t and
Yi,t′,m′ |Xi,t′ is 1/2, the conditional predictor behaves as well as the joint, but when the correlation
is nearer zero or one its performance suffers greatly. However all three predictors have much larger
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VUS values than the Markov only predictor. This strongly suggests that use of the Y data may
greatly improve prediction across all possible classifiers.
Because the surfaces are parameterized in terms of costs, it is difficult to evaluate them on a
regular grid of λ1, λ2 values. Instead we choose c1 values by using quantiles of the ratios of class
probabilities, P (class 1)/P (class 3) and P (class 1)/P (class 2). Similarly c2 is determined by quan-
tiles of P (class 2)/P (class 3) and P (class 2)/P (class 1). These are sensible values for evaluation,
because the value of the (λ1, λ2, λ3) triplet will only change when an individual’s classification
changes. But this will only happen when a cost is large or small enough to change a point from
one class to another. By using quantiles of these ratios, we attempt to ensure that not too many
points change classification between costs, allowing for a relatively smooth estimate of the surface.
Note that the ratios specified in the cost values are the likelihood ratios given in He et al. (2010),
and which uniquely determine the ROC surface.
Because the surfaces are assessed on an irregular lattice, calculating the VUS is not entirely
straightforwards. We use the Delaunay tessellation of the λ1 and λ2 values into triangles (Delaunay,
1934). An example of this is shown in the right panel of Figure 4.6. We then calculate the volume
of the irregular triangular prism determined by each Delaunay triangle. The base of this prism
rests of the λ1−λ2 plane, with the heights of each vertex of the irregular top given by the λ3 values
for the three points of the Delaunay triangle that determine the base. An example prism is shown
in the left pane of Figure 4.6. The volume of the irregular prism is then V = A
λ
(1)
3 +λ
(2)
3 +λ
(3)
3
3 , where
λ
(j)
3 is the height of vertex j, and A is the area of the base triangle (Kern and Bland, 1938, p. 81).
The estimate of the total volume is then simply the sum of the volumes of the prisms corresponding
to each Delaunay triangle in the tessellation.
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Figure 4.6: Example of an irregular prism determined by a triangle (left) and the Delaunay tessel-
lation for a predictor (right)
Although the grid of points established by the use of quantiles of the probability ratios is not
uniform by any means, it does ensure a reasonable spacing of values. A different, hand-chosen grid
of values was used for the Markov only predictor, as it exhibited significantly different behavior.
4.5 Discussion
Although only fit using simulated data, incorporating Y information clearly improves prediction
accuracy substantially over prediction using only the Markov process. This holds true even when
the error variances are substantial in comparison to differences in the response mean. In particular,
the joint approximation to the optimal predictor, 4.8, performs exceedingly well. This is sensible,
since it does the most to account for how information is shared through the random effect Ui.
The long-term accuracies of these predictors is interesting to consider. Normally of course we
expect to predictive accuracy decay as one predicts further and further into the future, and this
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clearly happens with the Markov only predictor, as shown in Table B.4. However, because of
the constant incorporation of new Y information, it is not clear that the accuracy of the Y based
predictors will decay over time. Table B.4 in fact suggests that for the marginal predictor, accuracy
increases slightly for times further into the future. This may be somewhat surprising, but can be
explained once again by the flow of information through the random effect, Ui. When predicting
one step ahead, the marginal predictor only uses a single year’s Y data. However, as one predicts
further and further into the future, the marginal predictor carries more and more information
about the sequence of unobserved X states. Because of the shared random effect, information on
Xi,T+f contained in Yi,t will carry forwards to Xi,T+F . The accuracy of the joint predictor holds
fairly steady over prediction time, because it contains all the information carried by the observed
Y sequence from the beginning.
It is unclear what causes the performance of the conditional classifier to be so entirely driven
by the relative values of σ2e and σ
2
u. When σ
2
u is small relative to σ
2
e , the uˆ values will be shrunk
substantially towards zero. This may cause a decrease in predictor performance, since the different
µk curves are often very close together, and the large shrinkage could, for instance, make a point in
category one appear closer to category 3. When σ2u is large relative to σ
2
e , the uˆ will not be shrunk
all that much. However the approximate variance of Yi,t,m |Xi,t, uˆi is then σˆ2e . This may cause the
predictor to put too much faith in the Y component of the predictor, when compared to the larger
estimated variance of a single Y under the other predictors, which is σˆ2u + σˆ
2
e . However, given the
vastly better performance of the joint predictor, there seems little reason to worry overmuch about
the peculiar behavior of (4.11).
Although they are somewhat difficult to calculate, use of the ROC surfaces provides an appeal-
ing way to summarize predictor performance. This makes it abundantly clear, for instance, that
the joint predictor does an overall superb job of correct prediction across any set of potential mis-
classification costs. While these are simplifications of the full, 5 dimensional curve, the underlying
assumption that cost depends only on the category being misclassified is not perhaps that unrea-
sonable. A priori it would not seem, for instance, worse to misclassify a corn field as a soybean field
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than it would any other land use, particularly since if we are particularly concerned with correctly
classifying corn, we may pick a high cost for this category. The advantage of the ROC surface is
that we can be assured that we are picking the best predictor, regardless of our costs.
A potential limitation of using ROC surfaces to evaluate predictors is that it limits the model
to considering at most three categories - there does not seem to be much literature for ROC curves
with four or more categories, for obvious reasons. In the current proposed application to land use,
this forces one of the categories to be an ”other” or catchall category. The immediate problem
with this is that such an ”other” category will almost certainly be overdispersed relative to the
two well defined categories. That is, it will probably be a mixture of multiple distributions with
different mean functions. In practice this is probably best handled via allowing for an inflated
variance for the ”other” category. This extension is fairly straightforwards, since we simply add a
term δxi,t=3α to (4.3), where α is additional variability for the third, ”other”, state. Changes to
estimation and prediction based on this should be relatively simple. In particular, we are almost
certainly uninterested in the BLUB of α, and so can simply add it to the variance where necessary.
A final, very simple extension is to higher dimensional Y data. Instead of observing multiple
univariate Y s over time, consider the case where at each observation we observe a random vector
Yi,t,m. Much of the same model structure will carry over to this immediately, although some care
must be taken in specifying and accounting for the covariance structure of Yi,t,m. Once this has been
determined however, the extension of (4.8), (4.10), and (4.11) to include multivariate Y information
should be easy.
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CHAPTER 5. SUMMARY AND DISCUSSION
As demonstrated, state space models may be extended to include misclassified or partially
observed data in a variety of contexts. Chapter 2 demonstrated the use of latent stages in order to
represent heterogeneity within the observed lifecycle stages of a stage structured population model
(Lefkovitch, 1965). Typical asymptotic results for population dynamics are readily available when
using latent stages, for a deterministic and time-invarying choice of Pt. Further, the flexibility of
this approach in the context of population dynamics allows for easy specification of very complex
lifecycles. Because Pt specifies the relationship between the unobserved truth and the observed
data in the context of Chapter 2, it is reasonable to consider a more flexible model using Qt as
in (1.4). This could be a natural way to represent some forms of observation error, particularly
in cases where we are interested in learning about the rates that relate nt to mt. Obviously it is
simple to incorporate prior knowledge of impossible classifications by setting particular elements
of Qt to zero, since this is exactly what was done in Chapter 2. Because the true vector nt is not
observed in this case, but rather inferred by the modeler, some care must be taken to choose a
biologically reasonable lifecycle.
Chapters 3 and 4 incorporate auxiliary information into a state space model to improve predic-
tive predictions of unobserved states. Because the individuals in the population are differentiated
by covariates in addition to their states, use of Pt or Qt is not particularly useful here. However
these chapters do demonstrate how easily auxiliary information can be incorporated. When the
auxiliary information, Yi,t is categorical, as in Chapter 3, the optimal predictor is easy to calculate
in closed form. Further, this optimum predictor can be readily extended to estimation of population
totals using survey weights. It is important to note that this is not the same as the population dy-
namics approach considered in Chapter 2, because individuals are allowed to have unique covariate
values and transition and classification probabilities. Because the entire model is specified in terms
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of transition and classification probabilities, we may consider estimation of these in any way that
seems appropriate, potentially allowing for very complex models. Again, any forbidden transitions
between X states or impossible Y classifications of X states may be incorporated by setting those
probabilities to zero. With some care, this may even allow for specification and prediction in the
context of a biological lifecycle, although for a population of mortal, biological organisms it would
be necessary to include a state representing death in the model for (3.6) to be valid. This is because
(3.6) will only be a valid probability distribution when the individual will always end up in some
state, and thus requires tracking even dead individuals. Because elements of the transition matrix
can be set to zero, this would be quite easy to accommodate in practice. Further, the model would
not be able to detect the appearance of newly born individuals, who would need to be added to
the model as they are observed.
Chapter 4 should be seen primarily as an extension of the methods of Chapter 3 to handle more
complex and continuous data. In particular, the addition of the random effect, Ui allows for even
greater individual-specific heterogeneity. Allowing the mean curves to vary with respect to time,
or any other relevant piece of information, lets the model incorporate complex Y information.
Because the Ui prohibit exact calculation of the optimal predictive distribution, we considered
several different options, and used receiver operating characteristic surfaces to determine that
the ’joint’ approximation (4.8) performed the best in all scenarios we considered. The obvious
limitation of using ROC surfaces to compare predictors is that it limits us to at most three true
states, since for K > 3 the surfaces become impractically hard to estimate, visualize and calculate.
This would limit the utility of the ROC methods considered in Chapter 4 for representing complex
biological lifecycles as in Chapter 2. However since the focus is entirely on predicting future states
for individuals, and in practice many problems of interest can be reduced to three relevant states,
this is not an unbearable restriction. A possible, although complex, extension, would be to nest a
further classification model within the ’other’ state. For instance if we had K = 5 states of interest,
we could denote two primary categories of interest (say k = 1 and k = 2), then combine the other
three states into a overarching ’other’ state. If an individual was classified to ’other’, we could run
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a secondary classification model to select between the three remaining stages. In terms of the ROC
surface, this would be equivalent to setting the costs for the last three categories to the same value,
and letting c1, c2 be multiples of that base cost, which may be reasonable in some cases.
Although the general representation of (1.1) and (1.4) may not be useful in the context of
individual prediction, they do provide a useful way view the relationship between the observed
data mt and the potentially unobserved data nt. When the interest is in the entire population,
and the individuals within each category are equivalent, it is sensible to use the a fixed Pt matrix.
However when we have useful information on individuals within the population, and can regard the
classification of individuals as random, we need to use the random Pt. Thus we can describe the
nature of the problem and the partially observed information using Pt, even if the matrix itself is
of little relevance in some cases.
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APPENDIX A. ADDITIONAL THEORY AND RESULTS FOR CHAPTER 3
This appendix provides some additional materials for Chapter 3. The first section details
a delta method variance approximation for p˜(Hi(F )) for the one step ahead predictor, and the
second provides tables of estimated transition and classification probabilities for each state and
model considered.
Delta Method Variance Estimation for p˜(Hi(1))
We derive a variance estimator for the predictive distribution p(Hi(1)) for a single point, based
on asymptotic normality of the MLE. In the sequel, variance estimation via Monte Carlo simulation
is considered for p(Hi(F )), F > 1.
Let θˆ be the vector of maximum likelihood estimators of θ = (β,γ). Let Iθ be the Fisher
information matrix for θ, which provides asymptotically unbiased variance estimates for θˆ. Since θˆ
is consistent for θ, the observed information Iθˆ is a consistent estimator of Iθ. However, in practice
we are mostly interested in the variance of the predictor p˜(Hi(B)), which we write as p˜(θ) here to
emphasize dependence on the parameters θ. Since θˆ is the MLE, under basic regularity conditions
(Casella and Berger, 2002) we have that
√
N(θˆ − θ) d→ N(θ, I−1θ ) (A.1)
And then by the delta method
√
N(p˜(θˆ, Hi(F ))− p˜(θ, Hi(F ))) d→ N
(
0,
(
∂p˜(θ, Hi(F ))
∂θ
)
I−1θ
(
∂p˜(θ, Hi(F ))
∂θ
)T)
(A.2)
Where we write p˜(θ, Hi(F )) to highlight the dependence of p˜(Hi(F )) on θ.
As noted in Section 3.4.1, the likelihood factors into terms for transition and classification of each
X state, and therefore Iθ will be a block diagonal, with each block being the Fisher information
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for (βh = (β1 | h, . . . ,βK−1 | h)T or (γk = (γ1 | k, . . . ,γM−1 | k)T for some h, k ∈ {1, . . . ,K}. See
Bo¨hning (1992) for a derivation of the form of Iθ for a single block.
For F = 1, the Jacobian matrix ∂p˜(θ, Hi(1))/∂θ is not too difficult to calculate. Let pih(i) =
(pi1 | h(i) . . . piK | h(i))T , and pk(i) = (p1 | k(i), . . . , pM | k(i))T be the vectors of regression parame-
ters for the transition and classification models, respectively. For notational ease, define α(i) =
(pi1(i), . . . ,piK(i),p1(i), . . . ,pK(i))
T to be the vector of all the transition and classification proba-
bilities for individual i. Then, suppressing dependence on time, by the product rule
∂p˜(θ)
∂θ
=
(
∂p˜(θ)
∂α(i)
)(
∂α(i)
∂θ
)
(A.3)
Consider teh first term in (A.3). First define the predictive distribution in terms of conditioning
values, since these determine which elements of αi are relevant. Let p˜(k, h,m) = P (Xi,T+1 =
k | Xi,T=h, Yi,T+1 = m) = p˜(k,Hi(1)) = pik | h(i)pm | k(i)∑K
j=1 pij | h(i)pm | j(i)
. Because we are only calculating the
Jacobian for F = 1, and because the observed values of Xi,T = h and Yi,T+1 = m index the forms
of ∂p˜(θ)/∂α(i) calculated immediately below, this new notation is sensible.
Then for an arbitrary conditioning value l ∈ {1, . . . ,K}
∂p˜(k, h,m)
∂pil(i)
=

0T if l 6= h( −pm | 1∑K
j=1 pij | hpm | j
p˜(k,m, h), . . .
pm | k∑K
j=1 pij | hpm | j
(
1− p˜(k,m, h)), . . . , −pm |K∑K
j=1 pij | hpm | j
)T
if l = h
and
∂p˜(k, h,m)
∂pl(i)
=

(
0, 0, . . . ,
−pil | h∑K
j=1 pij | hpm | j
p˜(k,m, h), 0, . . . , 0
)
if l 6= k(
0, 0 . . . ,
−pil | h∑K
j=1 pij | hpm | j
(
1− p˜(k,m, h)), 0, . . . , 0) if l = k
(A.4)
Where the nonzero elements of ∂p˜(k, h,m)/∂pl(i) are at position m. The difference in forms
between the forms of ∂p˜(k, h,m)/∂pil(i) and ∂p˜(k, h,m)/∂pl(i) is in part due to organizing α
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in blocks by the value of X each pi or p vector is conditioned on, and in part because of the
difference in how the predictive distribution treats transition and classification probabilities. That
is, if an individual is in state h, then we must consider all possible transitions, and hence all the
pik | h, k = 1, . . . ,K parameters are relevant, and transitions from other states l 6= h are irrelevant
and therefore uncertainty in pil, l 6= i do not contribute to the variance of p˜(Hi(1)). However if
we see Yi,T+1 = m, then we consider every way we can classify an individual as being in m, i.e.
pm | 1(i), . . . , pm |K(i), so only uncertainty in the mth value of each p vector contributes to the
variance.
It is simple to assemble the full Jacobian
(
∂p˜(θ)
∂α(i)
)
from (A.4). The second piece of the product
rule in (A.3) is much simpler to compute, since there is only a single form.
∂pik | h(zi,t)
βa | b
=

0 if b 6= h
−pik | h(zi,t)pia | h(zi,t)zi,t if b = h, a 6= k
zi,t − pik | h(zi,t)(1− pik | h(zi,t)) if b = h, a = k
(A.5)
Note that
(
∂pik | h(zi,t)
γa | b
)
= 0 and
(
∂pk | h(zi,t)
βa | b
)
= 0, with a similar result for
∂pk | h(zi,t)
γa | b
It is again
straightforwards to construct the full Jacobian
(
∂α(Ci,T )
∂θ
)
using (A.5), and thereby obtain a delta
method approximation to the total variance for p˜(θˆ, Hi(1)) from (A.2). Since points are indepen-
dent under this model, it is simple to assemble the covariance matrix for p˜(θˆ, Hi(1)), p˜(θˆ, Hj(1)), i 6=
j, as detailed in Section 3.6.1
Due to the complexity of the calculations involved, a delta method approximation to the variance
of the joint distribution (3.6) or a more complex marginal than (3.5) is exceedingly unappealing.
Conceptually, one would begin by differentiating (3.6) with respect to each possible transition and
classification probability, then differentiating the classification probabilities with respect to the
regression parameters. This is therefore quite similar to the method shown above, however the
number and organization of the probabilities becomes exceedingly complex. The derivative of a
marginal is easily obtained from the joint however, simply by summing up across all relevant paths.
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Transition and classification probabilities by model and state
We here present the estimated transition and classification probabilities for Pennsylvania and
Iowa. Because the number of distinct covariate values considered is small - only corn price is
continuous and it only changes once per year - it is feasible to present all the relevant probabilities
in table form.
Table A.1: CDL Classification Model
From Xi,T
Pseudopoint = False
To Yi,T Corn Soy Other Crop Other Land
Corn 0.832 0.061 0.051 0.045
Soy 0.047 0.812 0.039 0.020
Other Land 0.120 0.126 0.910 0.935
Pseudopoint = True
To Yi,T Corn Soy Other Crop Other Land
Corn 0.455 0.298 0.151 0.290
Soy 0.182 0.371 0.101 0.220
Other Land 0.364 0.331 0.748 0.490
(a) Iowa
From Xi,T
Pseudopoint = False
To Yi,T Corn Soy Other Land
Corn 0.526 0.202 0.031
Soy 0.080 0.532 0.010
Other Land 0.394 0.266 0.959
Pseudopoint = True
To Yi,T Corn Soy Other Land
Corn 0.183 0.000 0.065
Soy 0.085 0.200 0.026
Other Land 0.732 0.800 0.909
(b) Pennsylvania
Table A.2: Transition Probabilities for Pseudopoint Model
From Xi,T
Pseudopoint = False
To Xi,T+1 Corn Soy Other Crop Other Land
Corn 0.2772 0.9447 0.0475 0.0072
Soy 0.7012 0.0343 0.0193 0.0181
Other Crop 0.0196 0.0160 0.9277 0.0105
Other Land 0.0019 0.0049 0.0055 0.9642
Pseudopoint = True
To Xi,T+1 Corn Soy Other Crop Other Land
Corn 0.1957 0.8814 0.0382 0.0003
Soy 0.7021 0.0678 0.0000 0.0002
Other Crop 0.0255 0.0113 0.8473 0.0000
Other Land 0.0766 0.0395 0.1145 0.9995
(a) Iowa
From Xi,T
Pseudopoint = False
To Xi,T+1 Corn Soy Other Land
Corn 0.5510 0.6468 0.0249
Soy 0.2318 0.1095 0.0026
Other Land 0.2172 0.2438 0.9725
Pseudopoint = True
To Xi,T+1 Corn Soy Other Land
Corn 0.4945 0.4211 0.0018
Soy 0.1868 0.0526 0.0002
Other Land 0.3187 0.5263 0.9980
(b) Pennsylvania
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Table A.3: Transition Probabilities for Pseudopoint+Corn History Model
From
Pseudopoint = False, Corn History = False
To Xi,T+1 Corn Soy Other Crop Other Land
Corn 0.1585 0.7544 0.0428 0.0068
Soy 0.8220 0.1882 0.0186 0.0181
Other Crop 0.0176 0.0395 0.9331 0.0105
Other Land 0.0019 0.0179 0.0055 0.9645
Pseudopoint = False, Corn History = True
To Xi,T+1 Corn Soy Other Crop Other Land
Corn 0.5781 0.9579 0.1637 0.2502
Soy 0.3950 0.0237 0.0351 0.0000
Other Crop 0.0249 0.0144 0.7950 0.0000
Other Land 0.0020 0.0040 0.0062 0.7498
Pseudopoint = True, Corn History = False
To Xi,T+1 Corn Soy Other Crop Other Land
Corn 0.1204 0.5516 0.0344 0.0003
Soy 0.7822 0.3090 0.0000 0.0002
Other Crop 0.0229 0.0223 0.8517 0.0000
Other Land 0.0744 0.1172 0.1139 0.9995
Pseudopoint = True, Corn History = True
To Xi,T+1 Corn Soy Other Crop Other Land
Corn 0.4743 0.9053 0.1336 0.0138
Soy 0.4058 0.0503 0.0000 0.0000
Other Crop 0.0351 0.0105 0.7366 0.0000
Other Land 0.0847 0.0339 0.1298 0.9862
(a) Iowa
From Xi,T
Pseudopoint = False, Corn History = False
To Xi,T+1 Corn Soy Other Land
Corn 0.5088 0.5444 0.0186
Soy 0.2893 0.1457 0.0016
Other Land 0.2019 0.3099 0.9797
Pseudopoint = False, Corn History = True
To Xi,T+1 Corn Soy Other Land
Corn 0.5859 0.6844 0.3433
Soy 0.1841 0.0962 0.0488
Other Land 0.2299 0.2195 0.6080
Pseudopoint = True, Corn History = False
To Xi,T+1 Corn Soy Other Land
Corn 0.4649 0.3012 0.0017
Soy 0.2337 0.0671 0.0002
Other Land 0.3014 0.6316 0.9981
Pseudopoint = True, Corn History = True
To Xi,T+1 Corn Soy Other Land
Corn 0.5211 0.4351 0.0474
Soy 0.1448 0.0509 0.0081
Other Land 0.3342 0.5139 0.9445
(b) Pennsylvania
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Table A.4: Transition Probabilities for Pseudopoint+Corn History+Corn Price Model, Price = $4.32/bushel (October 2010), $5.73/bushel (October
2011)
From Xi,T
PS = False, CH = False, Price = $4.32
To Xi,T+1 Corn Soy Other Crop Other Land
Corn 0.9959 0.9986 0.9111 1.0000
Soy 0.0014 0.0000 0.0617 0.0000
Other Crop 0.0012 0.0013 0.0251 0.0000
Other Land 0.0014 0.0001 0.0021 0.0000
PS = False, CH = False, Price = $5.73
To Xi,T+1 Corn Soy Other Crop Other Land
Corn 0.9992 0.9998 0.9744 1.0000
Soy 0.0001 0.0000 0.0217 0.0000
Other Crop 0.0003 0.0002 0.0036 0.0000
Other Land 0.0004 0.0000 0.0003 0.0000
PS = False, CH = True, Price = $4.32
To Xi,T+1 Corn Soy Other Crop Other Land
Corn 0.9966 0.9992 0.9284 1.0000
Soy 0.0012 0.0000 0.0411 0.0000
Other Crop 0.0013 0.0007 0.0292 0.0000
Other Land 0.0009 0.0001 0.0014 0.0000
PS = False, CH = True, Price = $5.73
To Xi,T+1 Corn Soy Other Crop Other Land
Corn 0.9993 0.9999 0.9814 1.0000
Soy 0.0001 0.0000 0.0142 0.0000
Other Crop 0.0004 0.0001 0.0041 0.0000
Other Land 0.0003 0.0000 0.0002 0.0000
PS = True, CH = False, Price = $4.32
To Xi,T+1 Corn Soy Other Crop Other Land
Corn 0.9205 0.9983 0.9144 1.0000
Soy 0.0017 0.0000 0.0000 0.0000
Other Crop 0.0016 0.0008 0.0284 0.0000
Other Land 0.0763 0.0009 0.0571 0.0000
PS = True, CH = False, Price = $5.73
To Xi,T+1 Corn Soy Other Crop Other Land
Corn 0.9756 0.9998 0.9862 1.0000
Soy 0.0001 0.0000 0.0000 0.0000
Other Crop 0.0005 0.0001 0.0041 0.0000
Other Land 0.0239 0.0001 0.0097 0.0000
PS = True, CH = True, Price = $4.32
To Xi,T+1 Corn Soy Other Crop Other Land
Corn 0.9494 0.9987 0.9298 1.0000
Soy 0.0015 0.0000 0.0000 0.0000
Other Crop 0.0018 0.0004 0.0330 0.0000
Other Land 0.0474 0.0009 0.0372 0.0000
PS = True, CH = True, Price = $5.73
To Xi,T+1 Corn Soy Other Crop Other Land
Corn 0.9849 0.9998 0.9891 1.0000
Soy 0.0001 0.0000 0.0000 0.0000
Other Crop 0.0005 0.0001 0.0047 0.0000
Other Land 0.0145 0.0001 0.0062 0.0000
(a) Iowa
From Xi,T
PS = False, CH = False, Price = $4.32
To Xi,T+1 Corn Soy Other Land
Corn 0.7817 0.9404 0.9457
Soy 0.0431 0.0133 0.0543
Other Land 0.1751 0.0463 0.0000
PS = False, CH = False, Price = $5.73
To Xi,T+1 Corn Soy Other Land
Corn 0.8056 0.9731 0.8980
Soy 0.0194 0.0055 0.1020
Other Land 0.1751 0.0214 0.0000
PS = False, CH = True, Price = $4.32
To Xi,T+1 Corn Soy Other Land
Corn 0.7652 0.9402 0.9003
Soy 0.0399 0.0138 0.0997
Other Land 0.1950 0.0460 0.0000
PS = False, CH = True, Price = $5.73
To Xi,T+1 Corn Soy Other Land
Corn 0.7875 0.9731 0.8202
Soy 0.0179 0.0057 0.1798
Other Land 0.1947 0.0212 0.0000
PS = True, CH = False, Price = $4.32
To Xi,T+1 Corn Soy Other Land
Corn 0.7051 0.8379 0.9355
Soy 0.0342 0.0098 0.0642
Other Land 0.2607 0.1523 0.0003
PS = True, CH = False, price = $5.73
To Xi,T+1 Corn Soy Other Land
Corn 0.7247 0.9210 0.8804
Soy 0.0153 0.0043 0.1196
Other Land 0.2600 0.0747 0.0000
PS = True, CH = True, Price = $4.32
To Xi,T+1 Corn Soy Other Land
Corn 0.6820 0.8385 0.8829
Soy 0.0312 0.0102 0.1168
Other Land 0.2868 0.1513 0.0003
PS = True, CH = True, Price = $5.73
To Xi,T+1 Corn Soy Other Land
Corn 0.7003 0.9214 0.7924
Soy 0.0140 0.0045 0.2076
Other Land 0.2857 0.0741 0.0000
(b) Pennsylvania
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APPENDIX B. CLASSIFIER ACCURACIES ACROSS VARIANCE,
PREDICTION TIMES FOR CHAPTER 4
β parameter values for simulation
This section lists the values of β values used for the simulation. Each table gives the β vectors
for transitions from a particular state. Since there are three total state, there are three total tables,
each of which lists two vectors, since the third transition probability is a function of the other two
as specified in (4.2).
Table B.1: β parameters for transitions from state k = 1
To Intercept xfix xt state2
k = 1 1 0.5 0.3 2
K = 2 1 -0.5 -0.3 -1
Table B.2: β parameters for transitions from state k = 2
To Intercept xfix xt state2
k = 1 1 -0.4 0.2 2
k = 2 1 0.4 -0.2 -1
Table B.3: β parameters for transitions from state k = 3
To Intercept xfix xt state2
k = 1 -1 0.1 -0.1 0.01
k = 2 -1 -0.1 -0.1 -0.01
Although somewhat arbitrary, these values allow for sufficient transitions to estimate β param-
eters effectively in a relatively small population.
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Monte Carlo mean classifier accuracies by σ2e , σ
2
u and prediction time
For each pair of σ2e , σ
2
u values, we simulate 50 datasets, calculate each of the predictors for each
dataset, then take the mean accuracy for each year. In order to be consistent, simulations use the
same fixed covariates for the x process, as well as the same values of Xi,−1 and Xi,0 detailed in
Section 4.4. Although 50 is not a large number of simulations, the Monte Carlo standard deviation
was quite small, with a maximum value across all σ2e , σ
2
u values, predictors and years of about
0.0267. This indicates that 50 is probably a sufficiently large number of simulations to assess
predictor performance.
Table B.4: Monte Carlo average predictor accuracy by σ2e , σ
2
u and number of timesteps ahead
σ2e σ
2
u Time Joint Marginal Conditional σ
2
e σ
2
u Time Joint Marginal Conditional Markov
0.1 0.1 1 0.973 0.830 0.962 0.75 0.1 1 0.820 0.769 0.719 0.725
0.1 0.1 2 0.970 0.852 0.965 0.75 0.1 2 0.806 0.742 0.687 0.642
0.1 0.1 3 0.973 0.872 0.967 0.75 0.1 3 0.830 0.766 0.662 0.628
0.1 0.1 4 0.973 0.875 0.967 0.75 0.1 4 0.833 0.770 0.658 0.649
0.1 0.5 1 0.971 0.794 0.771 0.75 0.5 1 0.824 0.744 0.810 0.729
0.1 0.5 2 0.968 0.808 0.763 0.75 0.5 2 0.811 0.704 0.790 0.649
0.1 0.5 3 0.975 0.839 0.753 0.75 0.5 3 0.828 0.725 0.796 0.625
0.1 0.5 4 0.975 0.848 0.757 0.75 0.5 4 0.832 0.736 0.793 0.649
0.1 0.75 1 0.970 0.787 0.694 0.75 0.75 1 0.823 0.735 0.822 0.726
0.1 0.75 2 0.970 0.800 0.688 0.75 0.75 2 0.805 0.694 0.802 0.643
0.1 0.75 3 0.975 0.835 0.679 0.75 0.75 3 0.827 0.720 0.821 0.622
0.1 0.75 4 0.974 0.843 0.676 0.75 0.75 4 0.829 0.726 0.825 0.645
0.1 1 1 0.970 0.785 0.655 0.75 1 1 0.822 0.736 0.815 0.731
0.1 1 2 0.968 0.798 0.643 0.75 1 2 0.805 0.690 0.794 0.643
0.1 1 3 0.972 0.833 0.633 0.75 1 3 0.828 0.722 0.808 0.630
0.1 1 4 0.974 0.842 0.633 0.75 1 4 0.833 0.725 0.814 0.645
0.5 0.1 1 0.861 0.788 0.758 1 0.1 1 0.800 0.768 0.709 0.728
0.5 0.1 2 0.848 0.768 0.732 1 0.1 2 0.777 0.730 0.662 0.644
0.5 0.1 3 0.871 0.791 0.707 1 0.1 3 0.801 0.750 0.634 0.628
0.5 0.1 4 0.871 0.794 0.703 1 0.1 4 0.808 0.759 0.631 0.647
0.5 0.5 1 0.857 0.749 0.854 1 0.5 1 0.798 0.735 0.774 0.727
0.5 0.5 2 0.846 0.719 0.844 1 0.5 2 0.779 0.693 0.743 0.644
0.5 0.5 3 0.864 0.749 0.861 1 0.5 3 0.798 0.714 0.736 0.624
0.5 0.5 4 0.865 0.751 0.861 1 0.5 4 0.807 0.724 0.730 0.644
0.5 0.75 1 0.859 0.745 0.842 1 0.75 1 0.801 0.732 0.797 0.728
0.5 0.75 2 0.850 0.712 0.829 1 0.75 2 0.779 0.685 0.767 0.644
0.5 0.75 3 0.867 0.741 0.829 1 0.75 3 0.803 0.709 0.781 0.622
0.5 0.75 4 0.869 0.744 0.831 1 0.75 4 0.803 0.711 0.778 0.643
0.5 1 1 0.856 0.741 0.800 1 1 1 0.802 0.735 0.802 0.731
0.5 1 2 0.848 0.710 0.782 1 1 2 0.777 0.683 0.774 0.642
0.5 1 3 0.865 0.736 0.765 1 1 3 0.804 0.713 0.800 0.639
0.5 1 4 0.864 0.746 0.764 1 1 4 0.802 0.708 0.800 0.649
