Abstract In this paper, we propose an online key object discovery and tracking system based on visual saliency. We formulate the problem as a temporally consistent binary labelling task on a conditional random field and solve it by using a particle filter. We also propose a context-aware saliency measurement, which can be used to improve the accuracy of any static or dynamic saliency maps. Our refined saliency maps provide clearer indications as to where the key object lies. Based on good saliency cues, we can further segment the key object inside the resulting bounding box, considering the spatial and temporal context. We tested our system extensively on different video clips. The results show that our method has significantly improved the saliency maps and tracks the key object accurately.
Introduction
Object detection and tracking are essential technologies used in computer vision systems to actively sense the environment. Since the Internet and digital recording techniques are developing quickly, the number of videos to investigate has become huge. In fields such as video surveillance [1] , video compression [2] and video summarization [3] , people need to capture all kinds of interesting information from videos. Meanwhile, with the development of robotic and unmanned technologies, automatically detecting and tracking interesting objects with little prior knowledge has also become more and more important. We call these interesting objects the key objects.
According to information theory, a key object carrying lots of information should have significant difference to the background scene. This also indicates that the key object is unpredictable and the initial state of the tracker is not likely to be manually provided. To solve this problem, many bottom-up saliency detection methods driven by low level features are proposed. These techniques have already been widely used on static image analysis [4] [5] . In recent years, some literature has extended saliency features to the temporal domain [6] [7] . Also, some methods have been proposed to detect and track key objects in video clips with bottom-up saliency.
There are two main problems with detection and tracking key objects with saliency features. The first one is the inaccuracy of the saliency maps. Most of the saliency computation methods only provide a fuzzy indication of the foreground and background objects. The saliency maps are blurred around the key object area, which will make the tracking inaccurate. Moreover, it is very hard to extract the exact key object boundary from such saliency maps. Another problem of using saliency features is that in different frames or between different scenes, neither the static nor the motion cues may be reliable. For example, a person in green clothes walking on grass is hard to capture with static saliency, but can easily be found in the motion field. On the contrary, when the object stops, we need to use a colour or texture cue to facilitate the motion tracker, otherwise it will fail easily.
In this paper, we introduce a saliency refinement scheme based on the spectral affinity from colour and motion features. This mechanism injects the spatial context information into saliency maps to raise the compactness of the saliency inside the key object. The raw input saliency features are computed following the work of Liu in [4] and [6] . When computing the motion saliency, we use the popular variational optical flow [8] , which is accurate and has been implemented on GPU to achieve real-time performance. Our context-aware saliency maps help our tracking system to achieve more accurate tracking results than by directly using the fuzzy saliency maps produced by Liuʹs method. Our saliency maps are also better for the further segmentation task.
During tracking, we introduce an adaptive weight tuning scheme to integrate static and dynamic saliency features to discover and track the key object [9] . This scheme is based on the compactness of saliency maps. It sets a higher weight to the map that has more compact high values in the key object area. The tracking problem is formulated in a CRF-filtering framework in which the key object is represented as a bounding box to reduce the searching dimension. We employ a Particle Filter (PF) to solve this inference problem. The initialization of PF is achieved using a Monte Carlo sampling method.
Any approach that attempts to extract the object from the video clip would ideally result in pixel-wise segmentation. The tracked bounding boxes provide us with clear background indication so that we can model the features of the surrounding area as background. Then it is much easier and more efficient to extract the key object boundary inside the bounding box. To take temporal context into consideration, we perform a 3D graph-cut on the super-pixels to get the accurate key object segmentation. The super-pixels are computed based on the Gabriel graph [10] , which is a subset of the constrained Delaunay triangulation [11] .
The main contributions of this paper can be summarized as follows. First, we propose a context-aware saliency computation mechanism, which can refine any saliency map to produce more accurate key object indication.
Second, we propose an adaptive weight tuning scheme to fuse the static and dynamic saliency map. Third, we provide a triangulation based on a super-pixel generation method and perform it inside the bounding box to segment the key object accurately and efficiently. Fourth, we have built a salient object tracking database (AIARSoT), which contains 26 video clips of about 2500 frames. All the salient objects in all the frames are labelled.
Related Work
Long-duration tracking is always a challenging problem for computer vision, because the targets may undergo large uncertainties in their visual appearance and the real environments can be cluttered and distractive. In order to overcome these difficulties, a variety of tracking algorithms are proposed and implemented. For example, Condensation [12] , Mean-Shift [13] and probabilistic data association filters [14] .
Generally, a tracking algorithm has two major components: the algorithm framework and the representation model of the object. There have been many effective tracking frameworks, including deterministic methods used in [15] and stochastic methods such as the Particle Filter [16] and Kalman Filter (KF) [17] .
The representation model is a consistent description of the object, which is essential for reliable tracking and has been studied by researchers for a long time. Colour [12, 15, 18] and geometry information [19] are most widely used as the appearance models. Among them, the colour histogram feature proposed in [18] is always popular due to its efficiency. However, early tracking approaches assume that the appearance of the target stays consistent and use the targetʹs model in the first frame as a global tracking template. However, for real tracking problems, the appearance of the target always changes obviously due to its motion, environment illumination and camera movement, which makes the naive approaches less likely to achieve good results over a long duration.
To solve this problem, many researchers use adaptive models, which change with respect to the observation [20] [21] . For example, [20] presents an adaptive probabilistic tracking algorithm that updates the models using an incremental update of eigenbasis. One drawback of these methods is the model drifting problem, which is caused by considering occlusion or background as a part of the target during updating. To avoid drifting, the author of [21] introduces a small threshold, which enforces the requirement that the result of the second gradient descent should not diverge too far from the result of the first.
In fact, tracking is a binary annotation problem of object and background. Therefore, Avidan proposed several classifier-based tracking approaches, e.g., SVM tracking [22] and Adaboost tracking [23] . These approaches take the difference between object and environment into consideration and have good adaptability. But these approaches need off-line training. Therefore, they can only track certain kinds of objects.
As indicated in the classifier-based approaches, the divergence between object and background is an important cue. In [24] , the author declares that the features that best discriminate between object and background are also best for tracking the object. The author of [25] uses the idea of saliency when he extracts stable patches with a gradient descent algorithm as the object model.
Visual saliency is computed from two classes of visual stimuli: a class of stimuli of interest and a background [5] . It is invariant to the changing of object appearance and can be used for the automatic initialization of the tracker. [5] proposes a biologically inspired tracking framework based on discriminate centre-surround saliency. The author of [26] extracts the salient region using an oriented Gabor filter and K-means, and then tracks the region for a short period of time. The author of [27] proposes a context-aware saliency computation method, which aims to detect the image regions that represent the scene. It is only recently that literature has begun to focus on saliency based on motion information. In [6] Liu combines static and dynamic saliency features in Dynamic Conditional Random Field (DCRF) [28] , under the constraints of a global topic model. This approach achieves good results on many challenging videos, but it needs the whole video series to compute the global topic model, which makes it only an off-line method. Recently, the author of [7] proposed a spatial-temporal saliency algorithm based on a centre-surround framework. They use a fix-size window to extract centre-surround saliency to track objects. However, this can only track objects of relatively small sizes.
Proposed Method
We propose an on-line system that detects and tracks the key object, which has high visual saliency in a video clip. We use a Particle Filter to track the key object and use 3D-GraphCut on super-pixels to extract the object boundary. The basic pipeline of our system is shown in Figure 1 .
Context-Aware Saliency
The saliency maps generated by most of the methods in the literature are so fuzzy that the boundaries of the object are blurred and some noisy spots may appear. The main reason for this is because the saliency operators, such as the boundary detector or centre-surround filter, are relatively local, so it is hard to adapt these operators without knowing the scale of the saliency object. We propose a context-aware computation method to improve the saliency maps. To get the raw input saliency maps, we follow Liuʹs work both on colour images [4] and on motion fields [29] . The motion field we use is computed by the popular variational optical flow algorithm [8] .
To refine the saliency maps considering the whole image, we aim to find a function, which computes the saliency value of each pixel considering the saliency of other pixels. The function sets high weights on the pixelʹs nearest neighbours and sets lower or zero weights to other pixels. Therefore, this non-parametric function can be seen as an affinity matrix that indicates the likelihood of neighbouring in the feature space. The affinity can be measured by low-level cues such as colour, texture and motion. However, affinity computation is only reliable inside a small neighbourhood of the pixel. The affinity value computed from two pixels far away tends to be highly noisy.
To solve this problem, we introduce spectral affinity into saliency computation to refine the saliency maps. Every pixel adaptively gathers information from its spectral embedding neighbourhood. The refinement contains the following steps.
First, we set a locally connected graph, whose nodes are pixels and edges are affinities, computed from colour and motion cues. (1) where , and are two pixels within a specific distance, . represents spatial location and is a feature vector containing colour and motion information. The weight is for any pair of nodes that are more than pixels apart.
Second, we obtain spectral embedding by solving the generalized eigenvector problem , where stands for the diagonal degree matrix. (2) This is equal to solving the eigenvector problem of the normalized affinity matrix .
Third, having the eigenvectors corresponding to the largest eigenvalues , we consider the low-rand approximation of the normalized affinity matrix.
The reconstructed matrix is more compact than and is fully connected. The eigenvalues of the normalized affinity matrix range from 0 to 1. Therefore, we adaptively choose such that we only keep the eigenvalues higher than 0.98. This embedded affinity matrix assigns the neighbourhood of every pixel softly (in contrast to super-pixel based neighbourhood).
Finally, we re-compute the saliency value of each pixel as a weighted summation. (4) where is the value of the raw saliency map and is the refined value.
is normalized row-wise to guarantee convex combination. Figure 2 demonstrates this refining procedure. 
Key object Tracking
Our key object discovery and tracking problem is formulated as a binary labelling task on a visual saliency map. We solve it sequentially using a particle filtering technique [16] . When initializing the tracker, we sample particles from the proposal distribution, which is determined by the saliency maps of the first two frames. New particles in the updating stage of PF are generated from the state transition model and are evaluated with both the saliency feature and the boundary closeness in the new frame. Figure 3 demonstrates this procedure. 
Particle Filter
For a given image series , particle filter is an inference technique to estimate the unknown motion state from the observation , where is the binary labelling of the key object. However, directly inferring an objectʹs boundary is a high-dimensional task and is very inefficient to solve, so in the tracking stage we simplify the target model to a rectangular bounding box. By doing this, the state of object becomes the position and size of the object, .
The particle filter approximates the posterior distribution by a set of weighted particles . The Maximum A Posterior (MAP) estimate is usually used to get the state estimation. (5) where is the weight at frame for particle .
We apply the direct version of Monte Carlo importance sampling technology [30] in the update stage to avoid degeneracy. It contains the following steps.
First, we draw samples from the proposal distribution : (6) where is the weight of the particle in the previous frame. We use a typical linear Gaussian transition model to sample the current particles from the important particle of the previous frame.
Second, the weight is computed as the likelihood.
This re-weighting takes the observation evidence in to consideration. We normalize the weight. (8) 
Observation Model
A straightforward way to compute the likelihood is from the saliency map. Moreover, to make the tracking accurate, we hope our bounding box is as close to the object boundary as possible. Therefore, we use both saliency and edge cues to compute the weight. (9) where and are the empirical parameters.
is the boundary closeness of , which is defined as the mean of four the minimum distance from the box boundary to the image edge. This can be easily computed from the distance transformation of any kind of edge map. is the mean of saliency inside , integrating the static and dynamic saliency features as a convex combination. (10) where and are the static and dynamic saliency maps respectively.
We propose a spatial variance based method to compute the coefficients and . It is clear that in an informative saliency map, salient pixels should be spatially compact. We measure the mapʹs compactness using the spatial variance of the high values, which are approximately determined with Otsuʹs threshold [31] . For example, in the static map. (11) where is the set of the coordinates of the high values and its size, is Otsuʹs threshold and is the mean of . For the dynamic map, is computed similarly.
The weights of the saliency maps are computed inversely proportional to their spatial covariance.
Initialization
Different from many tracking approaches, which need a pre-determined object prior, our approach automatically discovers the salient object to initialize the tracker. We use the fused saliency map from the first two frames as the proposal distribution to estimate .
First, we draw samples from the proposal distribution . Let denote the particles generated by the samples and their weights. The weights are computed the same way as in the updating stage of the particle filter and the estimation of is defined as:
Thanks to our more discriminative saliency map, this estimation is accurate enough to initialize the particle filter.
Key object Segmentation
Any approach that attempts to extract an object from a video clip would ideally result in pixel-wise segmentation instead of bounding boxes. An accurate segmentation is helpful for lots of further procedures such as action recognition and object matching. In this paper, we propose the segmentation as a procedure based on the sequential tracking result. There are two main advantages of doing so. First, segmenting inside the bounding box is more reliable and more efficient than doing it on the whole picture. Second, the bounding box provides us with reliable evidence of the background area, which can be modelled, based on the area surrounding the bounding box.
To extract the key object boundary in , we perform a super-pixel based 3D-GraphCut on recent saliency maps . is used in our implementation. This algorithm also takes temporal context into consideration and is more robust than simply doing GraphCut on a single frame. We set up our graph as . The nodes are super-pixels and two kinds of edges are contained, where contains edges between nodes in the same frame and contains edges that link the nodes in consecutive frames.
We use a Gabriel graph [10] based on super-pixel representation. A Gabriel graph is a subset of a Delaunay triangulation. It contains only the Delaunay edges that serve as diameters of circles not enclosing any other points. The Delaunay graph is generated using constrained Delaunay triangulation [11] , which doesnʹt create any Delaunay edges across the linked edge fragments on edge map. Constrained triangulation bridges gaps between edge fragments, while preserving the topology of the image. Another reason why we use the Gabriel graph is that it produces much bigger superpixels than triangulation. To avoid deleting the gapbridging edges, we force the Gabriel graph to keep the Delaunay edges, which are near the high gradient area of the motion field. We show the constrained Delaunay triangulation and the corresponding Gabriel graph in Figure 4 . The data cost of a super-pixel is set according to .
where and are the cost of setting superpixel to the background and key object respectively. is the area of the bounding box. Note that we take the summation instead of the mean with respect to the size of the super-pixel, because sometimes background may be set as a single super-pixel. Putting an upper bound on the cost helps maintain graph balance.
Pair-wise smooth inside the frame is defined on the gradient value of the boundary. The GraphCut is likely to smooth over when is high. We decrease on the Delaunay edges because we want to close the region while the gradient information is weak there. (15) where represents the Probability of Boundary [32] . is the set of Delaunay edges kept in the Gabriel graph.
Cross-frame pair-wise smooth is defined based on the optical flow. GraphCut tends to put the same label on two super-pixels where is high. Assume and are two super-pixels on and respectively. We define the pair-wise smooth as the portion of the number of shared points to the minimum size of the two superpixels. (16) where is warped from using optical flow. computes the area.
Experiments
In this section, we run our approach on various video clips with different topics. To demonstrate the performance of the saliency features, we evaluate our context-aware saliency maps compared to the input saliency maps and the approach of [27] . We also show the tracking results using static and dynamic features and compare the results of our approach with those of MeanShift [15] and the saliency tracker [4] on videos with challenging environment conditions. Finally, we show our key object segmentation results and compare with two baseline approaches.
Key object Segmentation
We have built a Salient object Tracking (AIAR-SoT) database with videos containing unambiguous topics. This database contains 31 videos of about 3000 frames and we are still enlarging it. These videos are either collected from video sharing web sites or recorded around our campus by a hand held video camera. The categories of the objects are various, containing people, vehicles and animals. The bounding boxes of the salient objects in all the frames are carefully labelled. To evaluate the performance of our saliency map and segmentation, we further labelled a subset of the database with exact segmentation masks. Some screen shots of the video clips are shown in Figure 5 . This dataset can be downloaded from our website: http://www.aiar.xjtu.edu.cn/personal_web/teacher&docto r/gzhang/file/AIAR-SoT.zip 
Evaluation Criteria
To evaluate the discriminatively of our saliency map, we set up a criteria based on the segmentation ground truth.
For key object detection and segmentation task, we hope the saliency map will have high values inside the object area and low values outside. So we set up a criterion as follows. (17) where is the segmentation ground truth (0 for background and 1 for object).
reflects the difference of the mean values inside and outside the object area. A good saliency map should have high . Note that this criterion is only computed inside the 20% expanded ground truth bounding box because the points far away from the object donʹt confuse the computation.
With the labelled bounding box and the tracked bounding box , we use precision, recall and Fmeasure as the region-based measurements. F-measure is the harmonic mean of precision and recall. Precision is the fraction of the correctly detected region to the detected region while recall is that to the ground truth salient region. High precision can be achieved when the detected area is so small that it is totally inside the salient object. Similarly, high recall can also be achieved when the detected area is so big that both the salient object and the background are all contained in it. So, F-measure is defined to bear both high precision as well as high recall. (18) where is the harmonic coefficient and is set to 0.5 following [32] . It is obvious that the F-measure will reach its peak of 1 when the detected area and the handannotated area are identical.
We use the boundary displacement error (BDE) [33] , which measures the average displacement error of the corresponding boundaries, as the boundary based criterion. For the rectangular model, the definition of BDE is simplified as: (19) which is the L2-norm of the position and size differences. A lower BDE indicates better boundary fitting.
To evaluate our object extraction approach we adapt the F-measure criteria, where the precision and recall are computed, by comparing our segmentation with the ground truth mask. shows the saliency maps generated by the method of [27] 
Context-Aware Saliency
We compare our refined saliency maps with the input saliency map [4] using the criteria. In Figure 6 , we show some cases when the baseline saliency maps are not very discriminative, while our approach collects the saliency information from the spectral neighbour of each pixel and makes the saliency information more compact. We also compare our static saliency maps with a state-of-the-art context-aware static saliency computation method [27] . From the figure we can see [27] 's approach doesnʹt give a clear indication of the salient object area. It tries to fire the salient boundaries. Also, the results show that on some background points, values of our saliency maps are increased because of a smoothing effect. However, this is not a problem for further tracker or segmentation tasks because all the points inside the key object have higher saliency values than those on the background, so the boundaries of the key object become clearer.
Goferman's method [27] 0.237 - Table 1 shows the statistical comparison. To be fair, all the saliency maps are normalized to [0, 1] . It is clear that our method makes a significantly improvement to the input map and also outperforms [27] 's method.
The dynamic maps are improved much more than the static maps. This is because optical flow always smoothes over the object boundary, which makes the dynamic saliency map have high values outside the boundary. However, our context-aware saliency suppresses these false high values because their spectral neighbours are background.
Saliency Feature Integration
As discussed before, static and dynamical saliency features play important roles in different situations. To demonstrate the effectiveness of our feature integration, we run our approach on the AIAR-SoT database using 3 kinds of combinations of static and dynamic saliency maps as follows.
C1: The static saliency map C2: The dynamic saliency map C3: The adaptive combination of the two saliency maps Figure 7 . shows the precision, recall, F-measure and BDE of the three approaches. The static features and dynamic features are distinctive in different situations, so the Fmeasure of approach C1 and C2 are similar. Approach C3, combining both kinds of saliency features, improves F-measure by 16.7% compared with approach C1. C3 also improves F-measure by 15.9% compared with C2. The BDE evaluation of C3 is smaller than those of C1 and C2, implying that the results of C3 fit the boundary of the saliency objects better. To demonstrate the adaptive feature combination scheme, we show an example from experiment C3. Figure 8 shows the static and dynamic saliency maps and the tracking results of C3. It also shows the change of combination weights due to the reliability of the static and dynamic saliency maps. In frame #1, the background is highly un-textured, which causes the variational optical flow to smooth over the object boundaries a lot. therefore, the dynamic map is not very discriminative and the weight becomes much lower. Around frame #15, the player is overlapped with the crowd and is not easily verified by colour. During this time, dynamic feature dominates the integration. When the player is in the sky, around frame #38, both maps are very discriminative so they have similar weights. Finally, in the last part of the clip, around frame #64, the camera movement is not stable because it is trying to follow the fast moving player. The aliasing effect becomes very strong, which blurs the object boundaries and also affects the optical flow computation. Therefore, neither of the static or dynamic maps is robust during this period, so the weights change a lot in the last part of the video. 
Salient object tracking comparison
In this part, we show the results of our approach on some challenging video clips. To better illustrate the performance of our approach, we compare 3 algorithms as follows:
We use the MeanShift [15] algorithm. It is modified by computing the objectʹs colour histogram with a Gaussian weighted kernel and using Bhattacharyya coefficient when matching the histograms. We manually set the initial state of Mean-Shift. A drawback of this algorithm is that it is not able to adapt scale change. However, according to our experiments, this algorithm still achieves better results than some other scale adaptive ones, such as Cam-Shift, especially when the scale of the target does not change much.
We use the salient object detection approach in [4] . This approach combines the static saliency features to the final saliency map. Then a graph is constructed with the saliency map and the colour smooth constrain. The salient object is detected using graph cut. -D3: Our approach.
As we know, the appearance pattern based tracking algorithms are sensitive to changes in illumination and shadows. As shown in Figure 9 (a), in the experiment we manually changed the global illumination of some frames. Since saliency features are based on differences between the object and background, our algorithm successfully tracks the red car, while the result of MeanShift drifts obviously. When the car runs under the trees, the occlusion also changes the targetʹs appearance. The saliency detector does not take temporal consistency into consideration, so its detection results are disturbed by occlusion. Figure 9 (c) shows the F-measure curves of the three algorithms. From the F-Measure curve we can see that the Mean-Shift only achieves good results in the first few frames. The saliency detectorʹs performance is unstable: very good in the beginning and the ending parts of the video clip, but very bad between frame #20 and #80 when the scene becomes dark and the car is covered by trees. However, our approach has a temporal coherency constraint, so its performance is stable in the video clip.
We also run our algorithm under the condition when an objectʹs pose changes a lot. As in Figure 9 (b), when the player jumps, his body stretches strenuously and causes severe incoherence between frames. Moreover, pose changing also causes unpredictable changes in the objectʹs shape and appearance colour. The Mean-Shift algorithm totally fails in some frames, while our algorithm is robust to the change of the objectʹs pose and scale and so does the saliency detector algorithm.
However, the saliency detector sometime includes the crowd or the commercial board in the salient area. From the F-Measure curves shown in Figure 9 (c) we can see our algorithm achieves plausible results in most of the frames, while the saliency detector performs well only in some of the frames and the Mean-Shift algorithm loses the object in most of the frames. Figure 10 shows the comparison of our approach with D1 and D2 on the whole AIAR-SoT database. Notice that D1 performs badly on our database. The reasons are twofold: first, the Mean-Shift algorithm we are using does not tolerate size change; second, the appearance of objects usually changes with their pose, which makes it hard to verify them with the initial model. Our approach also outperforms D2 in all the criterions except precision because results of D2 tend to contract part of the object. Our approach may have a similar problem, but this only appears when the object is very big. Notice this contraction problem also make the recall of D2 lower. Compared with D2, our approach improves the Fmeasure by 18.5% and reduces BDE by 29.9%. To make the comparison more extensive, we also run our approach on the dataset, which is used in [29] . Figure 11 demonstrates some results and compares the precision, recall and F-measure of our approach and that in [29] . We can see that our approach outperforms the comparison one by 4.5% on the F-Measure.
Key object Extraction
We perform the key object extraction on the subset of our database where we have labelled the object segmentation mask. In our implementation, to avoid the case that the bounding box doesnʹt cover the whole object, we expand the bounding box by 15%.
We compare our results with two baselines.
-S1: The first baseline is GrabCut+Saliency. GrabCut [34] is a segmentation method with a bounding box prior. However, this approach is only based on the colour similarity and does not achieve comparable results on our data. To make it more competitive, we use our saliency map to further guide the segmentation. Inside the bounding box, we compute Otsuʹs threshold and find the area where the saliency value is lower than 70% of the threshold. We believe this area is definitely background. When we do GrabCut, we remove this area from the foreground marking and add it to background marking.
The other baseline is a relatively simple one, which is carrying out object segmentation on the saliency map using Otsuʹs threshold.
The proposed approach in this paper. show the original frames and the results of approaches S1-S3. Our approach extracts the object boundary correctly even in some very hard cases. For example, in the ``ridehorse6ʹʹ sequence, the boundary on the head of the horse is very faint, which makes it difficult to cut using regular approaches. However, our Gabriel graph based super-pixel bridges the gaps and our saliency map provides clear information on objectbackground assignment.
From the results we can also see that even the naive approach S2 achieves acceptable segmentation. This is because our saliency map clearly indicates the key object area where all the pixels inside the object have much higher saliency values than the pixels on the background. It is impossible to extract the object from many other saliency maps with such a simple binarization approach.
Figure 12 (c) shows the precision, recall and f-measure criteria comparison between the three approaches. Our performance on precision and f-measure are the highest, as expected. The other two approaches have higher recalls but they always leak to the background. This is also the reason why their precisions are low.
Conclusion and Future Work
In this paper, we propose an on-line system to discover and track the key object in a video clip. The basic idea is to use static and dynamic saliency information to detect and track the object. To further improve the performance of the saliency maps, we propose a context-aware saliency computation mechanism. This mechanism takes the spectral neighbours of each pixel and refines the saliency of the pixel, considering the saliency of all its neighbours. By using context-aware computation, our saliency maps become more discriminative. To detect and track the key object, we adaptively combine the static and dynamic saliency map and perform the sequential MonteCarlo sampling method. Finally, to make the result more accurate, we further perform a super-pixel based 3D-GraphCut inside the tracked bounding box to extract the object boundary. To evaluate the robustness and efficiency of our approach, we built a well-labelled salient object tracking database. The performance of our method is compared with those of other methods proposed in the literature. From the experimental results, we confirmed that our approach achieves more accurate tracking and segmentation on key objects. Therefore, we believe that our work provides a reasonable starting point for plenty of applications, such as video summarization, action recognition, video indexing and so on.
There are several possible remaining issues for further investigation. One of the problems is multiple key objects detection and tracking. Some articles have proposed methods to detect multiple objects on an image. In the future, we plan to improve our tracking model by using constraints such as colour histograms and state space continuity for multiple targets association. Another potential improvement is predicting the reliability of static and dynamic saliency features in advance. By doing so, when only one kind of the features is reliable, we do not need to compute the other saliency map.
