Interestingly, Chen et al. (1995) showed that PKC g KO mice show persistent multiple climbing fiber innervation of Purkinje neurons. These mice display normal LTD but significantly enhanced learning of the conditioned eyeblink response, supporting a general role for climbing fibers as the unconditioned stimulus teaching input in this paradigm.
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In this issue of Neuron, Nagel and Doupe make a quantitative assessment of temporal adaptation in the avian auditory forebrain, capturing seemingly complex responses with a simple linear-nonlinear (LN) model of kinetics and gain. A comparison of these findings with similar results in the early visual system shows an important unifying picture of efficient sensory processing and adaptation.
Sensory systems must use neurons that have a limited dynamic range of responses to encode natural stimuli that change over many orders of magnitude. In spite of this potential problem, humans can recognize both speech and the face of the speaker across a wide range of intensities of sound and light. A first guess at a simple neural code might be a linear encoder, where a cell performs a weighted sum of the stimulus over time. Real neurons, however, have a threshold and saturate. As such, when the stimulus intensity varies greatly, a simple weighting over time will cause a cell to exceed its dynamic range, unless the cell does something more complex and nonlinear-in other words, adapt.
How can a neuron encode small variations across large ranges? Quantitative theories of efficient coding recognize that although the overall range of stimulus intensities might be very large, at any given time the range is likely to be much smaller. Thus, one strategy is for a cell to shift its operating range to center on the current mean stimulus value (Figure 1 ). Even if the mean stimulus remains constant in response to a change in the variation about the mean, or contrast, a neuron can use its dynamic range more efficiently by changing its gain to more closely match the variance of the input distribution (Laughlin, 1981) .
A more subtle premise states that given the statistics of natural stimuli, the encoding strategy should change at different levels of signal-to-noise ratio (SNR). Natural sounds (and scenes) are dominated by low temporal frequencies and thus tend to have similar intensity at nearby points in time. Consequently, at low SNR, it is efficient to integrate more of the signal, averaging over time to reduce the noise. In terms of temporal processing, this translates to a slower cell that integrates over a larger time interval, encoding the absolute stimulus intensity with a monophasic temporal weighting. At high SNR, it becomes more efficient to shorten the integration time and encode changes in intensity with a biphasic, transient temporal weighting (Figure 1) (Atick, 1992; Singh and Theunissen, 2003; Van Hateren, 1993) .
Applications of these principles have been observed in the vertebrate early visual system (Baccus and Meister, 2002; Enroth-Cugell and Shapley, 1973; Solomon et al., 2004) . There it appears that adaptive properties follow rules of efficient coding, although in some cases many assumptions are required to validate all theoretical details (Atick, 1992) . Further support of these principles come from the fly visual system, which optimizes information transfer about velocity by changing its gain to match the distribution of stimulus motion (Brenner et al., 2000) . Nagel and Doupe (2006) (this issue of Neuron) now conduct a quantitative investigation into adaptation in the avian forebrain region field L, the analog of the primary auditory cortex, using a creative approach that satisfies several criteria. The chosen distribution of stimuli has some characteristics of natural sounds, namely an amplitude spectrum dominated by low frequencies, which activates cells in field L reproducibly. In addition, they use stimuli of defined Gaussian statistics, which greatly facilitates modeling of the response. Finally, they ensure that the stimulus drives the cell robustly by pairing the carefully designed amplitude distribution with a broadband noise carrier. This overall approach allows them to accurately model the cell's response to stimulus distributions that vary only in their mean or variance.
To assess adaptive properties, the authors fit neural responses with a linear-nonlinear (LN) model. This commonly used simple model consists of a linear temporal filter that captures the kinetics (linear approximation) of the response, followed by a time-independent (static) nonlinearity that captures threshold, saturation, and rectification. The term "adaptation" varies in its use but typically describes the functional properties that allow a cell to operate across a wide range of conditions. A cell that is linear except for a static nonlinearity would saturate to a very large or small stimulus. Thus, adaptation is often used to refer to functional properties revealed by a changing LN model (Baccus and Meister, 2002) .
The authors find that at a low mean stimulus intensity, the cell's temporal filter increases in duration and becomes more monophasic, encoding more of the absolute intensity. In accordance with theories of efficient coding, at high mean intensity, the cell's temporal filter shortens and becomes more biphasic and transient, emphasizing changes in intensity more than the absolute intensity. When the mean or variance is switched, changes in linear kinetics and gain occur quickly, about as fast as the immediate response of the cell itself. Changes in offset, however, occur slowly over seconds. These slow changes are homeostatic in nature, maintaining the cell about a set point of firing.
These results are in striking parallel with findings in the early visual system. In the vertebrate retina, at high signal-to-noise ratios, including high mean intensity or high contrast, the kinetics of ganglion cells become more biphasic and transient. In addition, linear kinetics and gain change very quickly, on the order of the timescale of the response. Likewise, changes in offset occur slowly over seconds to maintain a cell at a set point of membrane potential or firing rate (Baccus and Meister, 2002; Enroth-Cugell and Shapley, 1973) . In the fly motion-sensitive neuron H1, gain and kinetics change quickly upon a change in the velocity distribution, whereas the offset firing rate adjusts slowly over longer timescales (Borst et al., 2005; Fairhall et al., 2001) .
The computed fast changes in kinetics and gain indicate that the system, in fact, has a fast, time-dependent nonlinearity that measures the stimulus distribution over nearly the same timescale as the linear approximation of its response. These fast processes continually try to avoid saturation to maintain the response within its dynamic range.
The slow adjustments of firing in both auditory and visual systems measure stimulus statistics over a timescale much longer than the cell's integration time. It seems likely that by maintaining activity closer to an intermediate set point, the chance of saturation due to a brief, extreme stimulus is reduced. (Top) Hypothetical stimulus intensity probability distribution at low mean intensity, high mean intensity, and high contrast on a logarithmic scale. An idealized neuron adapts by changing its gain to match the stimulus distribution. (Bottom) Table illustrating the timescales of adapting response properties, including kinetics at high or low signal-to-noise ratios, gain, and offset.
Adaptive properties observed in the auditory cortex do not necessarily arise there. As changes in gain and kinetics can already be found in auditory hair cells (Fettiplace and Ricci, 2003) , it is expected that the auditory cortex in part inherits adaptation from earlier cells, as occurs in the visual cortex (Solomon et al., 2004) .
Similar rules of encoding are crossing sensory systems and phyla. These rules bear out principles of efficient coding, at least when it comes to avoiding the perils of saturation and utilizing dynamic range. Whether the commodity is light waves or sound waves, the currency of the nervous system is membrane potential, synaptic vesicles, and spikes; it appears that common investment strategies apply.
Stephen A. Baccus 
