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Clustering dokumen merupakan proses pengelompokan dokumen yang memiliki 
kesamaan topik, clustering dokumen memudahkan pengguna menemukan dokumen yang 
diinginkan. Dalam proses clustering dokumen, dokumen direpresentasikan menggunakan  
Vector  Space  Model  (VSM).  Masalah  dalam  VSM  adalah  matrik term-dokumen biasanya 
sangat jarang (banyak mengandung angka 0 dalam term- dokumen matrik) dan juga 
mempunyai dimensi tinggi, sehingga masalah-masalah ini dapat  mengurangi  kinerja  
clustering  dokumen,  dalam  hal  ini  untuk  mengatasi dimensi tinggi tersebut digunakan 
proses peringkas dokumen otomatis sebagai proses reduksi kalimat sebelum dilakukan proses 
Clustering. Dalam penelitian ini diusulkan model integrasi peringkas dokumen otomatis 
menggunakan algoritma  LSA (Latent Semantic Analysis) untuk proses clustering dokumen. 
Algoritma ini akan dibandingkan dengan algoritma Feature Based yang sudah ada dalam 
penelitian sebelumnya untuk meningkatkan akurasi hasil clustering dokumen. Tujuan  dari  
penelitian  ini  adalah  untuk  meningkatkan  akurasi  dari  clustering dokumen dengan 
mengintegrasikan peringkas dokumen otomatis. Proses peringkas dokumen otomatis 
ditujukan untuk penyeleksian kalimat agar didapatkan ringkasan teks yang diperoleh dengan 
menyajikan kembali bagian tulisan yang dianggap topik utama  tulisan  dengan  bentuk  yang  
lebih  disederhanakan,  selanjutnya  dilakukan proses clustering dokumen. 
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BAB 1. PENDAHULUAN 
 
1.1 Latar Belakang Masalah 
Teknologi pengklasteran dokumen memiliki peran yang signifkan dalam kemajuan 
teknologi informasi, diantaranya mempunyai peranan penting dalam pengembangan web  di 
bidang akurasi kategorisasi keyword otomatis pada search engine, kategorisasi berita untuk 
surat kabar elektronik,  peningkatan rating situs dengan teknologi Search Engine  
Optimization  (SEO)  dan  sangat  memungkinkan  untuk  diimplementasikan dalam berbagai 
teknologi informasi lainnya. 
Oleh karena   itu diperlukan penelitian untuk menigkatkan ketepatan akurasi dalam 
pengklasteran dokumen. Clustering dokumen adalah proses pengelompokan dokumen yang 
memiliki   kesamaan   topik,   clustering   dokumen   memudahkan   pengguna menemukan 
dokumen yang diinginkan [1]. 
Semakin banyaknya volume dokumen yang ada, dapat menyebabkan suatu 
permasalahan pada clustering dokumen yaitu besarnya matrik term-dokumen yang bisa 
menyebabkan proses kerja clustering dokumen tidak optimal. Hal ini bisa terjadi karena 
adanya data yang tidak relevan dan redundan. Oleh karena itu diperlukan suatu metode   untuk   
bisa   mengurangi   dimensi   dokumen   tersebut   sehingga   bisa meningkatkan kinerja proses 
clustering dokumen tanpa mengurangi tingkat akurasi hasil clustering [3] [11]. 
Ringkasan dokumen dapat diartikan sebagai proses dari pembuatan intisari informasi 
terpenting dari sumber untuk menghasilkan versi yang lebih ringkas, terdapat dua tipe 
pembuatan suatu ringkasan yang mengambil bagian terpenting dari teks aslinya yaitu abstak 
dan ekstrak. Abstrak menghasilkan sebuah interprestasi terhadap teks aslinya, dimana sebuah 
kalimat akan ditransformasikan menjadi  kalimat  yang  lebih  singkat, sedangkan  ekstraksi  
merupakan  ringkasan teks yang diperoleh dengan menyajikan kembali bagian tulisan yang 
dianggap topik   utama   tulisan   dengan   bentuk   yang lebih   disederhanakan   [5].    
Dalam penelitian ini akan digunakan fitur ringkasan ekstrak sebagai model peringkas 
dokumen   otomatis. Di dalam model peringkas dokumen  otomatis  dapat  digunakan  
algoritma  Feaure  Based  dan  LSA  (Latent Semantic Analysis) untuk proses reduksi kalimat. 
Penelitian yang sudah pernah dilakukan  dengan  menggunakan  algoritma Feature Based  
dalam  proses  peringkas dokumen otomatis sebagai feature reduction untuk proses clustering 
dokumen dihasilkan tingkat akurasi yang lebih baik dibandingkan dengan proses clustering 
menggunakan  teknik  feature  reduction  standar  [18].  Peringkas  Dokumen menggunakan   
Algoritma   LSA   (Latent   Semantic   Analysis)   diharapkan   dapat melakukan proses reduksi 
kalimat dengan baik dibandingkan algoritma Feature Based sehingga dapat lebih 
meningkatkan akurasi proses clustering dokumen. 
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1.2 Rumusan Masalah 
Dari  latar  belakang  di  atas,  dapat  disimpulkan  bahwa  dengan  adanya  pengaruh 
besarnya  matrik  term-dokumen  terhadap  kinerja  dan  akurasi  proses  clustering dokumen,  
diusulkan  metode  integrasi  peringkas  dokumen  otomatis  dengan  LSA (Latent Semantic 
Analysis) untuk proses clustering dokumen. 
Sedangkan pertanyaan penelitian (research question) yang diangkat dalam penelitian 
ini adalah “Bagaimana pengaruh integrasi peringkas dokumen otomatis dengan algoritma 
LSA dibandingkan dengan algoritma Feature based dalam meningkatkan kinerja tingkat 
akurasi clustering dokumen?” 
 
1.3 Tujuan Penelitian 
Berdasarkan  latar  belakang  dan  rumusan  masalah  diatas,  maka dapat dirumuskan 
tujuan penelitian sebagai berikut : 
Meningkatkan   akurasi    dari    clustering   dokumen   dengan mengintegrasikan 
peringkas dokumen otomatis menggunakan algoritma LSA (Latent Semantic Analysis). 
 
1.4 Batasan Masalah 
Agar fokus terhadap tujuan penelitian dan dapat diselesaikan sesuai dengan jadwal 
penelitian, maka perlu ada batasan masalah diantaranya adalah sebagai berikut: 
 
a. Area penelitan ini adalah pada pengembangan teknik clustering dokumen. Lebih 
khususnya pada proses peringkas dokumen otomatis untuk reduksi kalimat. 
b. Hasil akhir yang dikembangkan dalam penelitian ini berupa model dan bukan merupakan 
application, sehingga penelitian ini hanya berfokus pada model yang menghasilkan 
akurasi lebih baik untuk proses clustering dokumen. 
 
1.5 Luaran Yang Diharapkan 
Peneltian ini memiliki target capaian luaran kegiatan berupa publikasi ilmiah dalam 





BAB 2. TINJAUAN PUSTAKA 
 
2.1 Penelitian Terkait 
Tabel 1. Penelitian terkait 
1. Judul : Improving the Performance of Text Categorization using Automatic Summarization [8]. 
 
 JIANG Xiao-Yu, FAN Xiao-Zhong, Wang Zhi-Fei and Jia Ke-Liang, International Conference 
on Computer Modeling and Simulation IEEE 2009. 






Mengajukan 2 metode, yang 
 
pertama adalah peringkas dokumen 
otomatis sebagai feature selection 
untuk pengklasifikasian dokumen, 
dan metode kedua adalah metode 
seleksi dan pembobotan untuk 
masing-masing hasil ringkasan 
dokumen, dan kemudian 
mengklasifikasi teks bebas 
menggunakan algoritma KNN. 
Hasil penelitian membuktikan 
 
metode pertama memiliki kinerja 
yang lebih unggul, peringkasan 
dokumen masih tetap 
mempertahankan kata dan kalimat 
inti dari isi dokumen, dan dapat 
mengurangi volume dokumen untuk 
tahap proses klasifikasi, sehingga 
mempercepat kinerja, dan akurasi 
hasil klasifikasi masih tetap terjaga. 




   Yuan-Chao Liu, Xiao-Long Wang & Bing-Quan Liu , Proceedings of the Third International 
 
Conference on Machine Learning and Cybernetics, Shanghai, 26-29 August 2004. 
DESCRIPTION MAIN FEATURE OUTCOME & CONCLUSIONS 
4 
 
Dalam penelitian ini 
 
membahas model 
feature selection pada 
proses clustering 
dokumen. 
Mengevaluasi dampak dari feature 
 
selection berdasarkan frekuensi 
kemunculan kata yang sama untuk 
proses clustering dokumen. 
Dari hasil analisa pada hipotesis 
 
clustering bahwa dokumen dari 
kelas yang sama akan mirip satu 
sama lain ketika direpresentasikan 
dalam model Vector Space Model 
(VSM), dari hasil feature selection 
pada prinsipnya adalah untuk 
mengurangi dimensi pada saat 
proses clustering sehingga 
mempercepat kinerja dan akurasi 
hasil clustering tetap terjamin. 
3. Judul : An Evaluation on Feature Selection for Text Clustering [4]. 
 
    Tao  Liu,  Shengping  Liu,  Zheng  Chen  &  Wei-Ying  Ma,  Proceedings  of  the  Twentieth 
 
International Conference on Machine Learning (ICML-2003), Washington DC, 2003. 







Dalam penelitian ini 
 
membandingkan beberapa metode 
unsupervised feature selection 
diantaranya DF, TS, En dan 
metode baru yang diusulkan yaitu 
TC. 
Hasil yang diperoleh membuktikan 
 
bahwa TC dan TS lebih unggul 
daripada DF dan En, kemudian TC 
lebih disukai sebagai model 
unsupervised feature selection pada 
dokumen clustering. 
4. Judul : Automatic Text Summarization Using Feature Based Fuzzy Extraction [5]. 
 
   Ladda Suanmali, Naomie Salim & M Salem Binwahlan, Jurnal teknologi Maklumat jilid 20. 
 













Metode fuzzy logic dalam 
 
peringkasan dokumen menggunakan 
proses ekstraksi kalimat-kalimat yang 
dianggap mempunyai bobot dan 
penting, terdapat 8 fitur untuk 
penilaian yaitu : title feature, sentence 
length, term weight, sentence position, 
sentence to sentence similarity, proper 
noun, thematic word dan numerical 
data. 
Hasil pengujian menunjukan 
 
rata-rata ketelitian, recall dan f- 
mean yang lebih baik pada suatu 
ringkasan dokumen single 
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5. Judul : A Comparative Study on Unsupervised Feature Selection Methods for Text Clustering [2]. 
 
   Luying LIU, Jianchu KANG, Jing YU & Zhongliang WANG, Natural Language Processing 
and Knowledge Engineering, 2005. IEEE NLP-KE '05. Proceedings of 2005 IEEE 












Membandingkan beberapa metode 
 
unsupervised feature selection 
diantaranya metode DF, TC, TVQ dan 
TV. 
Hasil ujicoba menyimpulkan 
 
bahwa pada kasus unsupervised 
feature selection untuk clustering 
dokumen metode TC dan TV 
lebih baik daripada 
 
   menggunakan metode DF dan 
 
TVQ dalam hal kinerja dan 
akurasinya. 




















Mengusulkan teknik peringkas 
 
dokumen otomatis sebagai feature 
reduction dalam proses clustering 
dokumen. 
Hasil ujicoba mendapatkan 
 
kenaikan tingkat akurasi yang 
signifikan dibandingkan tingkat 
clustering standard. 
 
2.2 Text Mining 
Text mining merupakan salah satu bidang khusus dari ilmu data mining. Perbedaan 
yang mendasar terdapat dalam sumber data, dalam data mining menggunakan data yang  
terstruktur, sedangkan dalam text mining memproses data yang tidak terstruktur. Tujuan dari 
text mining adalah untuk menemukan pola yang berguna dalam sebuah koleksi dokumen text. 
[12]. Dengan text mining informasi pada sebuah koleksi dokumen dapat diekstraksi, 




2.3 Clustering Dokumen 
Clustering dokumen adalah proses pengelompokan dokumen yang memiliki kesamaan 
topik [1]. Tujuan clustering dokumen adalah mempartisi dokumen menjadi beberapa 
kelompok dimana dokumen dalam kelompok yang sama adalah mempunyai kemiripan satu 
sama lain berdasarkan frekuensi kemunculan term [13][16]. Teknik clustering dokumen ini 
merupakan teknik yang lebih spesifik dari pengorganisasian unsupervised dokumen,  ekstraksi  
topik  otomatis  serta  pengambilan  dan  penyaringan  informasi secara cepat, clustering 
dokumen juga telah digunakan secara otomatis untuk menghasilkan cluster hirarki dokumen. 
Sebagai contoh, metode clustering dapat digunakan oleh web search engine untuk 
mengelompokan secara otomatis dokumen pada sebuah daftar kategori yang memudahkan 
untuk memperoleh keterakaitan informasi yang relevan, sebagaimana yang telah diterapkan 
oleh Enterprise search engine seperti Northem Light dan Vivisimo atau perangkat lunak 
opensource seperti Carrot2. 
 
Beberapa tahapan dasar sebelum clustering dokumen dilakukan, yaitu preprocessing, 
term weighting baru kemudian penerapan algoritma clustering. Tahapan preprocessing akan 
menghasilkan kumpulan term atau kata yang nantinya akan diberikan bobot atau nilai dimana 
bobot tersebut mengindikasikan pentingnya sebuah term terhadap dokumen. Semakin banyak  
term tersebut  muncul pada koleksi dokumen, semakin tinggi nilai atau bobot term tersebut. 
Pemberian bobot tersebut dinamakan term weighting. Setelah tahapan pemberian bobot 
selesai, maka akan dihasilkan sebuah matrik term-document dengan dimensi  mxn, dimana m  
adalah jumlah term dan  n adalah jumlah dokumen. Model sistem temu kembali informasi 
seperti ini disebut model ruang vektor atau vector space model (VSM). 
Algoritma yang umum digunakan pada proses clustering dokumen dan juga yang akan 
digunakan dalam penelitian adalah algoritma K-means, Prinsip utama dari teknik ini adalah 
menyusun k buah prototype / pusat massa (centroid) / rata-rata (mean) dari sekumpulan  data  
berdimensi n.  Teknik  ini  mensyaratkan  nilai k sudah  diketahui sebelumnya (a priori). 
Algoritma k-means dimulai dengan pembentukan prototipe cluster di awal kemudian secara 
iteratif prototipe cluster ini diperbaiki hingga konvergen (tidak terjadi perubahan yang 
signifikan pada prototipe cluster). Dasar algoritma K-means dapat disusun menjadi 4 tahapan 
sebagai berikut : 
 
1. Inisialisasi titik pusat Cluster 
2. Masukan setiap dokumen  ke cluster yang paling cocok berdasarkan ukuran  kedekatan 
dengan  centroid,  dalam  penelitian  ini  menggunakan  cosines  similiarity.  Centroid 
adalah vektor term yang dianggap sebagai titik tengah cluster. 
3. Setelah semua dokumen masuk ke cluster. Hitung ulang centroid cluster berdasarkan 
dokumen yang berada di dalam cluster tersebut. 
4. Jika centroid tidak berubah (dengan treshold tertentu) maka stop. Jika tidak, kembali 














     
Dimana k adalah nilai bobot setiap term dalam dokumen. Proses dimulai dengan mula-
mula memilih secara randok k buah dokumen sebagai pusat cluster awal. 
2.4 Preprocessing 
Preprocessing merupakan tahapan untuk mengubah struktur isi dari suatu dokumen 
kedalam format yang sesuai berupa kumpulan term atau kata untuk diproses kedalam 
algoritma clustering [5].  Preprocessing biasanya dilakukan dengan menghilangkan term yang 
tidak signifikan (stopword) dan  proses stemming [14], dalam penelitian ini ada 4 tahapan 





2.5 Feature-Based Automatic Summarization 
Ringkasan dokumen merupakan proses dari pembuatan intisari informasi terpenting 
dari sumber untuk menghasilkan versi yang lebih ringkas [5][17], terdapat dua tipe pembuatan 
suatu ringkasan yang mengambil bagian terpenting dari teks aslinya yaitu abstak dan ekstrak. 
Abstrak menghasilkan sebuah interprestasi terhadap teks aslinya, dimana sebuah kalimat akan 
ditransformasikan menjadi kalimat yang lebih singkat, sedangkan ekstrak merupakan 
ringkasan teks yang diperoleh dengan menyajikan kembali bagian tulisan yang dianggap topik 
utama tulisan dengan bentuk yang lebih disederhanakan. Dalam penelitian ini akan digunakan 
fitur ringkasan ekstrak. 
6 fitur tahapan yang digunakan dalam penelitian ini adalah sebagai berikut: 
1. Sentence length 
Fitur ini berguna untuk menyaring kalimat pendek seperti datelines dan nama penulis yang 
biasa ditemukan pada artikel-artikel  berita, dimana kalimat pendek tersebut tidak 
diharapkan muncul pada ringkasan dokumen. Adalah rasio dari jumlah kata dalam kalimat 
dengan  jumlah kata yang terdapat pada kalimat terpanjang pada suatu dokumen. 
score(S) = 
𝑁𝑜.𝑊𝑜𝑟𝑑 𝑜𝑐𝑐𝑢𝑟𝑖𝑛𝑔 𝑖𝑛 𝑆
𝑁𝑜.𝑊𝑜𝑟𝑑 𝑜𝑐𝑐𝑢𝑟𝑖𝑛𝑔 𝑖𝑛 𝑙𝑜𝑛𝑔𝑒𝑠𝑡 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒
  
 
2. Term weight 
Menghitung frekuensi munculnya sebuah term pada dokumen yang biasa digunakan untuk 
menentukan penting tidaknya posisi kalimat pada sebuah dokumen. Perhitungan  rata-rata 




𝑆𝑢𝑚 𝑜𝑓 𝑇𝐹−𝐼𝐹𝑆 𝑖𝑛 𝑆
𝑀𝑎𝑥(𝑆𝑢𝑚 𝑜𝑓 𝑇𝐹−𝐼𝐹𝑆)
  
3. Sentence position 
Apakah letak suatu kalimat ada pada akhir atau awal suatu paragraf dalam dokumen, 
karena hal ini mempengaruhi skor dari suatu kalimat dalam dokumen, skor 1 untuk kalimat 
pertama atau akhir dan 0 untuk kalimat yang lainnya. 
 score(s) = 1 for first and last sentence. 
 0 for other sentences.   
4. Sentence to sentence similiarity 
Kesamaan antar kalimat, dimisalkan kalimat s, pengukuran kesamaan antara kalimat s 
dengan kalimat lainnya dengan menghitung rasio dari ringkasan kesamaan kalimat pada 
kalimat s tersebut dengan maksimum ringkasan jumlah dari keseluruhan kesamaan 
kalimat pada dokumen. 
score(S) = 
𝑆𝑢𝑚 𝑜𝑓 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑆𝑖𝑚𝑖𝑙𝑖𝑎𝑟𝑖𝑡𝑦 𝑖𝑛 𝑆
𝑀𝑎𝑥(𝑆𝑢𝑚 𝑜𝑓 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑆𝑖𝑚𝑖𝑙𝑖𝑎𝑟𝑖𝑡𝑦)
  
5. Thematic word 
Thematic Word merupakan jumlah kata tematik yang ada dalam kalimat. Fitur ini penting 
karena term yang ada dalam dokumen sering terkait dengan topic suatu dokumen. Jumlah 
kata tematik menunjukan kata-kata dengan relativitas maksimal. Skor dalam fitur ini 
dihitung dari rasio jumlah kata tematik dalam kalimat dengan panjang kalimat dalam 
dokumen. 
score(s) = 
𝑁𝑜.𝑇ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑤𝑜𝑟𝑑 𝑖𝑛 𝑆
𝐿𝑒𝑛𝑔𝑡ℎ (𝑆)
  
6. Numerical data  
Adalah jumlah data numerik yang ada dalam kalimat, kedudukan kalimat yang 
mengandung data numeric adalah penting karena dimungkinkan akan masuk kedalam isi 
ringkasan dokumen [5]. Skor untuk fitur ini merupakan rasio dari jumlah kata numerik 
pada kalimat dengan panjang kalimat dalam dokumen. 
score(s) = 
𝑁𝑜.𝑁𝑢𝑚𝑒𝑟𝑖𝑐𝑎𝑙 𝑑𝑎𝑡𝑎 𝑖𝑛 𝑆
𝐿𝑒𝑛𝑔𝑡ℎ (𝑆)
 
2.6 LSA (Latent Semantic Analysis) 
Latent Semantic Analysis adalah salah satu teknik Information Retrieval yang terdiri 
dari algoritma matematika yang diterapkan untuk koleksi teks. Inisialisasi koleksi teks itu 
sebelum diproses dan direpresentasikan sebagai matrik term-by-file yang berisi term dan 
jumlah frekuensinya di dalam file. Transformasi matriks yang diterapkan sedemikian rupa 
sehingga nilai-nilai dari istilah dalam file disesuaikan tergantung pada seberapa sering mereka 
muncul di dalam dan diseluruh file didalam koleksi data.  
Algoritma matematika yang disebut Singular Value Decomposition (SVD), terurai di 
dalam matriks term-by-file menjadi matriks terpisah yang menangkap kesamaan antara term 
dan diantara file di berbagai dimensi. Tujuannya adalah untuk mewakili hubungan asli antara 
term dalam mengurangi dimensi ruang kebisingan tersebut yang dihapus dari data dan oleh 
karena itu mengungkap hubungan penting antara term dan dokumen. LSA bertujuan untuk 
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menemukan pokok (laten) hubungan antara istilah yang berbeda yang memiliki arti yang sama 
tetapi tidak pernah terjadi pada file yang sama. Dalam konteks tekstual Information Retrieval 
akun noise untuk vaiabilitas penggunaan term. 
2.7 Evaluation Measure 
Dalam penelitian ini, digunakan F-measure untuk mengukur kinerja clustering. F-
measure diperoleh dari pengukuran recall dan precision. Recall adalah rasio dokumen yang 
relevan yang terambil dengan jumlah seluruh dokumen dalam koleksi dokumen, sedangkan 
precision adalah rasio jumlah dokumen relevan terambil dengan seluruh jumlah dokumen 
terambil. Nilai recall dan precision yang tinggi menunjukan tingkat keakuratan dari sebuah 
clustering [6][15]. Recall dan precision kategori i dalam cluster j diperoleh dari persamaan 
berikut: 









Dinama nij merupakan jumlah dokumen kategori i dalam cluster j, ni adalah jumlah 
dokumen dalam kategori i dan nj merupakan jumlah dokumen dalam cluster j. kemudian untuk 













 maxj=1,…,k F(i,j)   
Dimana max{f(i,j)} adalah nilai maksimum F-measure dari kategori i dalam cluster j. 
Semakin tinggi nilai F-measure semakin tinggi tingkat akurasi dari cluster [7].
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BAB 3. TUJUAN DAN MANFAAT PENELITIAN 
 
3.1 Tujuan Penelitian 
Penelitian ini bertujuan untuk meningkatkan akurasi hasil clustering dokumen dengan 
mengintegrasikan teknik peringkas dokumen otomatis menggunakan algoritma Latent 
Semantic Analysis (LSA) dibandingkan dengan teknik peringkas dokumen dalam penelitan-
penelitian sebelumnya, diantaranya adalah dengan algoritma Feature Based.  
 
3.2 Manfaat Penelitian 
Penelitian ini diharapkan akan memberikan beberapa manfaat sebagai berikut : 
 
a. Manfaat Praktis 
Hasil penelitian ini diharapkan dapat digunakan sebagai teknik pengintegrasian 
peringkas dokumen otomatis untuk proses clustering dokumen yang nantinya dapat 
digunakan dalam proses kategorisasi keyword otomatis pada search engine, 
kategorisasi berita untuk surat kabar elektronik,   peningkatan rating situs dengan 
teknologi Search Engine Optimization (SEO) dan dapat diimplementasikan dalam 
berbagai teknologi informasi lainnya. 
 
b. Manfaat Akademis 
Penelitian ini memiliki luaran penelitian berupa makalah yang akan dipublikasikan 
melalui Seminar Nasional. Hasil publikasi dalam penelitian ini dapat memberikan 
kontribusi yaitu tambahan kahzanah ilmu pengetahuan dalam bidang teknologi 






BAB 4. METODE PENELITIAN 
 
4.1 Metode Penelitian 
Metode penelitian merupakan pendekatan secara konsisten untuk memecahkan suatu 
masalah di dalam penelitian. Ini dapat diartikan sebagai ilmu yang mempelajari bagaimana 
penelitian dilakukan secara teknis. Di dalam penelitian ini menggunakan metode penelitian 
eksperimen. Pada bagian ini akan membahas tentang rincian metode penelitian yang dilakukan 
meliputi dataset, preprocessing, summarization, clustering dan evaluasi. 
4.2 Model yang diusulkan 
 
  

















Algoritma yang diusulkan akan diimplementasikan secara umum dengan 
menggunakan pemrograman JAVA. Sistem akan menggunakan Lucene3 sebagai java library. 
Lucene menyediakan fungsi untuk stopword removal dan stemming untuk tahapan 
preprocessing. Lucene juga menyediakan perhitungan pembobotan dengan metode Term 
Frequency Invers Document Frequency (TFIDF) dan perhitungan cosines similarity untuk 
menghitung kemiripan antar dokumen, selain itu lucene secara luas sudah diakui dalam 
penggunaannya untuk mesin pencari dan situs pencarian. Keunggulan lainnya adalah lucene 
merupakan software library yang open source.  
4.3 Dataset 
Penelitian ini memakai data yang berasal dari situs portal berita yahoo news Indonesia, 
jumlah dataset test sebanyak 150 dokumen berita berbahasa indonesia dari 5 kategori berita 
yaitu: Sport, Ekonomi, Hukum, Kriminal, dan  Politik.  Dataset  tersebut  di-transformasi  
untuk  mendapatkan  atribut yang relevan dan sesuai dengan format input algoritma clustering 
dokumen. 
4.4 Preprocessing 
Di dalam penelitian ini menggunakan 3 tahapan preprocessing yang akan di gunakan 




Tahap tokenizing adalah tahap pemotongan string input  berdasarkan tiap kata yang 
menyusunnya, contoh dari tahapan ini adalah sebagai berikut : 
 













Dalam tahap stopword, kata-kata yang tidak relevan dalam penentuan topic 
sebuah dokumen akan dihilangkan, misal kata “adalah”, “dari”, “sebuah”, “atau” dan 




Steming merupakan tahap mencari root kata / kata dasar  dari tiap kata hasil 
filtering, contoh dari tahap ini adalah sebagai berikut : 














Evaluasi dilakukan dengan mengamati hasil clustering dari pengujian metode 
yang diusulkan dengan algoritma LSA (Latent Semantic Analysis). Dalam penelitian ini, 
digunakan F-measure untuk mengukur kinerja clustering.  F-measure diperoleh dari 
pengukuran recall dan precision. Recall adalah rasio dokumen yang relevan yang 
terambil dengan jumlah seluruh dokumen dalam koleksi dokumen, sedangkan precision 
adalah rasio jumlah dokumen relevan terambil dengan seluruh jumlah dokumen terambil. 










BAB 5. HASIL YANG DICAPAI 
5.1 Eksperimen  
Dalam penelitian ini dilakukan proses dari dataset yang sudah dikumpulkan untuk 
menguji kinerja dan akurasi dari desain yang diusulkan, pengukuran kinerja dari proses 
clustering dengan menggunakan metode prtingkas dokumen otomatis sebagai algoritma 
pengurangan matrik term dokumen, kemudian hasil yang diperoleh dievaluasi untuk 
dibandingkan dengan rangkain proses clustering dokumen tanpa peringkas dokumen 
otomatis. 
Ada 3 kategori model clustering pada percobaan yang dilakukan, yaitu: 
 Model clustering standar 
 Model clustering dengan menggunakan peringkas dokumen otomatis  dengan 
metode LSA. 
 Model clustering menggunakan peringkas dokumen otomatis  dengan metode 
Fitur 
Urutan langkah pada clustering standar pada percobaan yang dilakukan adalah: 
Tokenization, penghapusan Stopword, Stemming, dan proses k-means untuk tahap 
clustering dokumen. Berikutnya urutan langkah pada clustering menggunakan peringkas 
dokumen otomatis adalah: Tokenization, penghapusan Stopword, Stemming, proses 
peringkas dokumen otomatis dan proses k-means untuk tahap clustering dokumen. 
Gambar 2.menunjukan dokumen asli sebelum preprocessing dan gambar 3 menunjukan 
dokumen setelah tahap preprocessing. 
 
 




Gambar 3. Hasil dokumen setelah proses preprocessing 
 
Setelah proses tokenization, stopword dan stemming selesai, selanjutnya 
dilakukan proses pemenggalan kalimat baru kemudian tahap berikutnya adalah proses 
peringkasan dokumen otomatis. Dalam penelitian peringkasan dokumen otomatis 
menggunakan metode peringkasan Fitur dan LSA, metode peringkas fitur merupakan 
ringkasan teks yang diperoleh dengan menyajikan kembali bagian tulisan yang dianggap 
topik utama tulisan dengan bentuk yang lebih disederhanakan.  Terdapat 7 fitur tahapan 
yang digunakan dalam penelitian ini, yaitu:  Fitur Judul, Panjang Kalimat, Bobot kata, 
Posisi kalimat, Kesamaan antar kalimat, Kata tematik, Data numerik. Sedangkan metode 
peringkas LSA menggunakan SVD, dimana SVD digunakan untuk mengurangi matrik 
term dokumen ke dalam matrik yang mempunyai dimensi lebih rendah.  Truncated SVD 
menggunakan pendekatan peringkat-k untuk mengurangi SVD. Peringkat-k ≤ min (m, n), 
dimana m adalah jumlah dokumen dan n adalah jumlah term. 
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Gambar 4. Proses peringkas dokumen otomatis 
 
Setelah dihasilkan dokumen dalam bentuk summary dokumen direpresentasikan 
kedalam bentuk matrik term-dokumen mxn menggunakan Vector Space Model.  Proses 
selanjutnya adalah proses algoritma clustering k-means, untuk titik pusat cluster 
dilakukan acak, sehingga dalam proses penelitian dilakukan 5 kali tahapan clustering 
untuk 1 langkah rangkaian algoritma. 
Tabel 2. tahapan percobaan penelitian 
Metode Hasil 1 Hasil 2 Hasil 3 Hasil 4 Hasil 5 
Original K-Means Clustering Clustering Clustering Clustering Clustering 
Feature Summary 20%  Clustering Clustering Clustering Clustering Clustering 
Feature Summary 40%  Clustering Clustering Clustering Clustering Clustering 
Feature Summary 60%  Clustering Clustering Clustering Clustering Clustering 
Feature Summary 80%  Clustering Clustering Clustering Clustering Clustering 
LSA Summary 20%  Clustering Clustering Clustering Clustering Clustering 
LSA Summary 40%  Clustering Clustering Clustering Clustering Clustering 
LSA Summary 60%  Clustering Clustering Clustering Clustering Clustering 
LSA Summary 80% Clustering Clustering Clustering Clustering Clustering 
 
 
Dari gambar 4 diatas proses penelitian menjalankan 9 langkah percobaan yang 
dilakukan untuk mengukur tingkat akurasi kinerja clustering, masing-masing tahapan 
dilakukan uji coba sebanyak 5 kali eksekusi clustering, yang masing-masing 
mengindikasikan titik pusat clustering / centroid yang berbeda-beda.   
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Gambar 5. Sampel hasil proses clustering dokumen k-means 
5.2 Hasil Penelitian 
Dari hasil penelitian yang dilakukan dapat dibuktikan bahwa rata-rata hasil proses 
clustering dokumen menggunakan peringkas dokumen otomatis dengan metode Latent 
Semantic Analysis (LSA) dapat meningkatkan akurasi hasil clustering paling baik pada 
dokumen teks berbahasa Indonesia. 
Tingkat akurasi rata-rata tertinggi diperoleh pada saat menggunakan peringkas 
dokumen otomatis  dengan metode LSA mencapai 71,04 % yang diperoleh pada tingkat 
peringkas dokumen otomatis LSA 40% dibandingkan dengan tanpa menggunakan 
peringkas dokumen otomatis yang hanya mencapai rata-rata tingkat akurasi 65,92 %, dari 
gambar diatas juga dapat dilihat hasil rata-rata proses clustering dokumen dengan 
menggunakan teknik peringkas dokumen otomatis secara keseluruhan mengalami 
peningkatan kinerja dari pada kinerja clustering dokumen tanpa menggunakan teknik 
peringkas dokumen otomatis. Hasil penelitian lebih lengkap dapat dilihat pada gambar 6 




Gambar 6. rata-rata hasil kinerja clustering dokumen 
Tabel 3. tabel hasil penelitian 
Metode F-Measure F-Measure F-Measure F-Measure F-Measure Rata-rata % 
Original K-Means 0.62400 0.68800 0.65333 0.60533 0.72533 0.65920 65.92 
Feature base 20% 0.67733 0.81867 0.67200 0.66400 0.64800 0.69600 69.60 
Feature base 40% 0.71733 0.79200 0.67467 0.61333 0.68533 0.69653 69.65 
Feature base 60% 0.65867 0.74400 0.60800 0.65067 0.66933 0.66613 66.61 
Feature base 80% 0.71200 0.67467 0.63733 0.65600 0.69067 0.67413 67.41 
LSA 20% 0.71200 0.68000 0.68800 0.74933 0.68000 0.70187 70.19 
LSA 40% 0.70400 0.66933 0.76267 0.71200 0.70400 0.71040 71.04 
LSA 60% 0.67733 0.65333 0.63200 0.72800 0.63733 0.66560 66.56 
LSA 80% 0.82667 0.66667 0.70667 0.63200 0.67200 0.70080 70.08 
 
5.3 Waktu Eksperimen 
Waktu rata-rata yang diambil diukur mulai dari proses preprocessing sampai 















Gambar 7. Waktu proses clustering dokumen dalam detik 
Gambar 7 menunjukan bahwa adanya tambahan proses summary pada proses 
clustering dokumen mempengaruhi keseluruhan waktu proses dengan cukup signifikan 
jika dibandingkan dengan hanya menggunakan Original K-Means tanpa summary. Akan 
tetapi jika dibandingkan waktu proses antara Feature Summary dengan LSA Summary 
tidak terjadi perbedaan waktu yang signifikan.  
Dengan demikian jika dibandingkan antara Feature Summary dengan LSA 
Summary dimana waktu proses tidak terlalu jauh berbeda, maka parameter waktu dapat 
diabaikan dan fokus pada permasalahan akurasi. 
Kesimpulan dari hasil eksperimen penelitian ini menunjukkan bahwa teknik LSA 
Summary memiliki akurasi yang lebih baik jika dibandingkan dengan teknik Feature 
Summary pada keseluruhan proses clustering dokumen. 
 
5.4 Target dan Capaian Penelitian 
Merujuk pada  metode penelitian, terdapat beberapa capaian yang ditargetkan 
pada penelitian ini. Target output tersebut kemudian di-jabarkan ke dalam beberapa tahap 
sesuai jadwal kegiatan yang tercantum dalam proposal. Adapun realisasi dari target 







































Tabel 4. Target dan Capaian Penelitian 
No Jenis Kegiatan Target Output 
Realisasi 
Capaian Keterangan 
1 Identifikasi Masalah 
 
a. Analisis Masalah List permasalahan 
penelitian 
100% List permasalahan sistem 
terlampir pada lampiran 1 b. Studi Literatur 100% 
c. Penyusunan  Metode 
Penelitian   
Metode Penelitian 100% List Permasalahan  
2 Collecting Data 
 
a. Crawl Data dari yahoo.co.id Dataset  100% Dataset siap diolah 
b. Studi Literatur  








Terlaksana b. Stopword 100% 
c. Stemming 100% 
4 Clustering 
 a. K-Means  Clustering Dokumen 100% 
Clustering dokumen 
 
5 Eksperimen dan Evaluasi   
  
 
a. Eksperimen  Java 100% Terlaksana 
b. Evaluasi F-Measure 100% Tterlaksana 
6 Pengambilan Kesimpulan dan Penulisan Laporan 
 
a. Pengambilan kesimpulan 
Kesimpulan 
penelitian, beserta 
kendala yang dihadapi 
selama penelitian 
100% 
Teknik LSA Summary 
lebih baik dibandingkan 
Feature Summary 
b. Penulisan Laporan  









5.5 Hambatan dan Penanganan 
Dalam menjalankan penelitian ini, terdapat beberapa hambatan baik internal 
maupun eksternal. Beberapa hambatan tersebut telah ditangani dan dapat diselesaikan. 
 
No Hambatan Penanganan 
1 Kurangnya jurnal, buku teks, literatur 
teknik-teknik clustering dokumen dan 
teknik peringkas dokumen 
Diskusi dan bergabung dengan 
forum atau grup research serta 
melengkapi buku-buku rujukan. 
2 Kurangnya data, informasi dan 
pengetahuan tentang seminar-seminar 
publikasi nasional dan jurnal nasional 
terakreditasi 
Penugasan dan pembagian job des 
yang baik. 
3 Kurangnya data, informasi dan 
pengetahuan tentang teknik pelaporan 
kemajuan dan laporan akhir ke 
Simlitabmas. 
Mempelajari dengan seksama 
format penulisan laporan di 





BAB 6. KESIMPULAN DAN SARAN 
 
Kesimpulan 
Dari hasil penelitian yang dilakukan dapat dibuktikan bahwa rata-rata hasil proses 
clustering dokumen menggunakan peringkas dokumen otomatis dengan metode Latent 
Semantic Analysis (LSA) dapat meningkatkan akurasi hasil clustering  pada dokumen 
teks berbahasa Indonesia. 
Tingkat akurasi rata-rata tertinggi diperoleh pada saat menggunakan peringkas 
dokumen otomatis  dengan metode LSA mencapai 71,04 % yang diperoleh pada tingkat 
peringkas dokumen otomatis LSA 40% dibandingkan dengan tanpa menggunakan 
peringkas dokumen otomatis yang hanya mencapai rata-rata tingkat akurasi  65,92 %, 
Hasil rata-rata proses clustering dokumen dengan menggunakan teknik peringkas 
dokumen otomatis secara keseluruhan mengalami peningkatan kinerja dari pada kinerja 
clustering dokumen tanpa menggunakan teknik peringkas dokumen otomatis. 
Tambahan proses summary pada proses clustering dokumen mempengaruhi 
keseluruhan waktu proses dengan cukup signifikan jika dibandingkan dengan hanya 
menggunakan Original K-Means tanpa summary. Akan tetapi jika dibandingkan waktu 
proses antara Feature Summary dengan LSA Summary tidak terjadi perbedaan waktu 
yang signifikan.  
Dengan demikian jika dibandingkan antara Feature Summary dengan LSA 
Summary dimana waktu proses tidak terlalu jauh berbeda, maka parameter waktu dapat 
diabaikan dan fokus pada permasalahan akurasi. 
Kesimpulan dari hasil eksperimen penelitian ini menunjukkan bahwa teknik LSA 
Summary memiliki akurasi yang lebih baik jika dibandingkan dengan teknik Feature 
Summary pada keseluruhan proses clustering dokumen. 
Saran 
 Penggunaan Feature Reduction pada proses clustering dokumen, memiliki 
dampak yang signifikan dalam peningkatan akurasi model, dalam penelitian ini 
dibuktikan penggunaan teknik peringkas dokumen otomatis juga dapat meningkatkan 
akurasi pada proses secara keseluruhan. Pada penelitian selanjutnya dapat dikembangkan 
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Lampiran 4 : Laporan Penggunaan Dana 
LAPORAN PENGGUNAAN DANA  
PELAKSANAAN PENELITIAN HIBAH KOMPETENSI DOSEN PEMULA TAHUN ANGGARAN 2013 
    
NO Komponen 




1. Gaji dan Upah   







Jumlah Pajak Diterima  
(Rp) 
      
1 Peneliti Utama 1 5 32 7,187 1,150,000 69,000 1,081,,000 PPh 21 
2 Anggota Peneliti 1 1 5 32 3,593 575,000 28,750 546,250 PPh 21 
3 Anggota Peneliti 2 1 5 32 3,593 575,000 28,750 546,250 PPh 21 
  2,300,000 126,500 2,173,500   
          
2.a Bahan Habis Pakai         




(rupiah) Pajak Jumlah  Ket 
1 ATK1 (Kertas A4, Box File, Stapler dll) 1 192,700 192,700 20,146 192,700 PPN & PPh 22 
2 ATK2 (Paper Clips, Map, Buku Folio, dll) 1 51,700 51,700 5,405 51,700 PPN & PPh 22 
3 Materai 7 6,500 45,500 4,757 45,500 PPN & PPh 22 
4 Kertas A4 Gold 2 33,500 67,000 7,005 67,000 PPN & PPh 22 
5 ATK 3 (Materai dll) 1 41,300 41,300 4,130 41,300 PPN & PPh 22 
6 ATK 4 (Folder Map, Kertas) 1 84,550 84,500 8,455 84,500 PPN & PPh 22 
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2.b Peralatan  




(rupiah) Pajak Jumlah  Ket 
1 Flashdisk Menyimpan file, source code 
program dan laporan. 
3 280,000 Beli 840,000 87,818 840,000 PPN & PPh 22 
2 Modem Untuk sarana koneksi internet dan 
rapat koordinasi dimanapun. 
3 285,000 Beli 855,000 89,386 855,000 PPN & PPh 22 
3 Printer+Scanner Untuk laporan dan dokumentasi. 1 480,000  Sewa 480,000 41,818 480,000 PPN & PPh 23 
4 Buku Penunjang Sebagai rujukan dan pustaka dalam 
penyusunan publikasi dan laporan. 
1 84,375 Beli 84,375 8,821 84,375 PPN & PPh 22 
5 Cetak Buku Sebagai rujukan dan pustaka dalam 
penyusunan publikasi dan laporan. 
2 145,000 Beli 290,000 30,318 290,000 PPN & PPh 22 
Sub total 2,549,375 258,162 2,549,375   
          
2.c Biaya Komunikasi         






(rupiah) Pajak Jumlah  Ket 
1 Pulsa Telepon Komunikasi anggota dalam 
berinteraksi di penelitian. 
3 25,000 2 163,500 17,093 163,500 PPN & PPh 22 
2 Pulsa Internet Kebutuhan internet dalam 
mengakses jurnal dan materi. 
3 100,000 2 611,000 63,877 611,000 PPN & PPh 22 
3 Pulsa + Internet Komunikasi dan Akses Internet 3 200.000 2 1.200.000 120,000 1.200.000  










     




2.d Kebutuhan Rapat Koordinasi        
No Jenis Pengeluaran 
Frekuen
si 











1 Rapat Koordinasi di Waroeng Steak   2 78,000 156,000 16,309 156,000  PPh22 
2 Rapat Koordinasi di Sate House   1 266,200 266,200 27,830 266,200   PPh22 
3 Minuman Softdrink   1 18,900 18,900 1,976 18,900   PPh22 
4 Minuman Aqua   1 23,500 23,500 2,457 23,500   PPh22 
5 Rapat Koordinasi di Sate House  1 290,400 290,400 26,400 290,400  PPh22 
Sub total 755.000 48,572 755.000   
          
3. Pelaporan dan Publikasi         








1 Publikasi Ilmiah Periode 1 1 500,000 500,000 - 500,000 - 
2 Biaya Proseding Publikasi Ilmiah Periode 1 1 200,000 200,000 - 200,000 - 
3 Publikasi Ilmiah Periode 2 1 500,000 500,000 - 500,000 - 
4 Biaya Proseding Publikasi Ilmiah Periode 2 1 200,000 200,000 - 200,000 - 
5 Fotocopy dan Jilid 1 59,500 59,500 5.950 59,500 PPh 22 
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4. Perjalanan dan Akomodasi 






1 Perjalanan dan Akomodasi Publikasi Seminar (2 Orang) 2 450,000 900,000   
Sub total 900.000   
 
REALISASI  100%    
Gaji dan Upah + Bahan Habis Pakai + Peralatan + Komunikasi + Rapat Koordinasi 
+ Pelaporan     10.505.162     
PPN 10% 1,045,454    
PPH 2% 146,364    
PPH 21 126,500    
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