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Weighted Caldero´n-Zygmund and Rellich inequalities in Lp
G. Metafune ∗ M. Sobajima † C. Spina ∗
Abstract
We find necessary and sufficient conditions for the validity of weighted Rellich and Caldero´n-
Zygmund inequalities in Lp, 1 ≤ p ≤ ∞, in the whole space and in the half-space with Dirichlet
boundary conditions. General operators like L = ∆+ c x
|x|2
·∇− b
|x|2
are considered. We com-
pute best constants in some situations.
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1 Introduction
In 1956, Rellich proved the inequalities
(
N(N − 4)
4
)2 ∫
RN
|x|−4|u|2 dx ≤
∫
RN
|∆u|2 dx
for N 6= 2 and for every u ∈ C∞c (RN \ {0}), see [26]. These inequalities have been then extended
to Lp-norms: in 1996, Okazawa proved the validity of(
N
p
− 2
)p (
N
p′
)p ∫
RN
|x|−2p|u|p dx ≤
∫
RN
|∆u|p dx
for 1 < p < N2 (see [23] and also [12]) showing also the optimality of the constants.
Weighted Rellich inequalities have also been studied. In 1998, Davies and Hinz ([6, Theorem
12]) obtained for N ≥ 3 and for 2− Np < α < 2− 2p
C(N, p, α)
∫
RN
|x|(α−2)p|u|p dx ≤
∫
RN
|x|αp|∆u|p dx (1)
with the optimal constants C(N, p, α) =
(
N
p − 2 + α
)p (
N
p′ − α
)p
. Later Mitidieri showed that (1)
holds in the wider range 2− Np < α < N − Np and with the same constants, see [18, Theorem 3.1].
In recent papers Ghoussoub and Moradifam and Caldiroli and Musina, see [11], [3], improved
weighted Rellich inequalities for p = 2 by giving necessary and sufficient conditions on α for the
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validity of (1) and finding also the optimal constants C(N, 2, α). In particular in [3] it is proved
that (1) is verified for p = 2 if and only if α 6= N/2+ n, α 6= −N/2+ 2− n for every n ∈ N0. This
approch makes use of the so called Emden-Fowler transform which reduces the operator |x|α∆ in
RN to a uniforly elliptic operator in the cylinder R × SN−1 and Rellich inequalities to spectral
inequalities for the Laplace Beltrami ∆0 on SN−1. We also refer to [11, Section 3] where results
similar to [3] have been obtained under the restriction α ≥ (4−N)/2 and with different methods.
In this paper we extend the results in [3], [11] to 1 ≤ p ≤ ∞, computing also best constants
in some cases. We show that (1) holds if and only if α 6= N/p′ + n, α 6= −N/p+ 2 − n for every
n ∈ N0. Moreover, we use Rellich inequalities to find necessary and sufficient conditions for the
validity of weighted Caldero´n-Zygmund estimates when 1 < p <∞∫
RN
|x|αp|D2u|p dx ≤ C
∫
RN
|x|αp|∆u|p dx (2)
for u ∈ C∞c (RN \ {0}).
Weighted Caldero´n-Zygmund inequalities are well-known in the literature, in the framework of
singular integrals. In 1957 Stein (see [27]) proved the inequalities
‖|x|αTf‖p ≤ C‖|x|αf‖p (3)
for 1 < p < ∞, −N/p < α < N/p′, where T is the Caldero´n-Zygmund kernel corresponding to
the operator D2∆−1. Subsequent generalizations of the above result can be found in the papers of
Kree, Muckenhoupt and Wheeden (see [10], [19]) where more general kernels are treated. Taking
u ∈ C∞c (RN \ {0}) and setting f = ∆u, inequalities (3) imply that
‖|x|αD2u‖p ≤ C‖|x|α∆u‖p.
However the last inequalities can hold also when (3) fail, that is outside of the range −N/p < α <
N/p′, since f has compact support whenever u has but the converse is clearly false. In particular,
the condition α > −N/p is needed for the integrability of |x|αTf near the origin, whereas α < N/p′
is needed for the integrability at infinity, if Tf behaves like |x|−N . We find that (2) holds if and
only if α 6= N/p′ + n for every n ∈ N0 and , α 6= −N/p+ 2− n for every n ∈ N, n ≥ 2.
We consider also more general operators
L = ∆+ c
x
|x|2 · ∇ −
b
|x|2
with b, c ∈ C and investigate the validity of weighted Rellich inequalities of the form
C(N, p, α, b, c)
∫
RN
|x|(α−2)p|u|p dx ≤
∫
RN
|x|αp|Lu|p dx (4)
for u ∈ C∞c (RN \ {0}) and 1 ≤ p < ∞. We prove necessary and sufficient conditions on α for the
validity of (4) and, in certain cases, we explicitely compute the best constants.
Let us describe more analitically the content of the paper. In Section 2 we prove Rellich inequal-
ities for p = 2 by using orthogonal decomposition in spherical harmonics and Hardy inequalities.
In particular we recover with a different method the results of Caldiroli and Musina quoted in the
Introduction. This approach had the advantage of being elementary but leads to the unnecessary
2
condition (9) which will be removed in Subsection 2.3 using the spectral arguments which will be
the basis for the Lp-analysis.
The Lp case is treated in Section 3, including the endpoints p = 1,∞. With the change of
unknown v = |x|α−2u, Rellich inequality (4) is equivalent to the inequality
‖L˜v − bv‖p ≥ C‖v‖p
where
L˜ = |x|2∆+ (4− 2α+ c)x · ∇+ (2− α)(N − α+ c)
(with the same constant C) which holds if and only if b does not belong to the spectrum of L˜.
With this approach Rellich inequalities are then reduced to spectral problems for singular operators
which are analyzed in detail in Section 5, Section 6 using tensor products arguments. Note that
an operator like A = |x|2∆+ cx · ∇ can be written in spherical coordinates as
A = ρ2
∂2
∂ρ2
+ (N − 1 + c)ρ ∂
∂ρ
+∆0,
∆0 being the Laplace-Beltrami on unit sphere, and turns out to be the sum of two (commuting)
operators acting on independent variables.
Section 4 is devoted to the analysis of weighted Caldero´n-Zygmund estimates. We show that,
apart from special values of α, p, Rellich and Caldero´n-Zygmund inequalities are equivalent and
find all values of α for which (2) hold.
In Section 7 we present special cases of our results and generalizations. In particular we show
that Rellich and Caldero´n-Zygmund inequalities can hold on subspaces of Lp(RN ) defined by sets
of spherical harmonics, even though they fail in the whole space. For example, the classical Rellich
inequalities (that is with α = b = c = 0) which fail for p = N/2, N continue to hold when p = N/2
for functions having zero mean on SN−1 and when p = N for functions orthogonal to spherical
harmonics of order 1. Similar remarks hold for p = 1,∞: in L1 they hold for functions with zero
mean as above and in L∞ for functions orthogonal to spherical harmonics of degree 2. Moreover
we find the best constants on special subspaces defined by shperical harmonics of a fixed order and
give estimates from above and from below in the case of the whole space.
The case of the half-plane is analyzed in detail showing that Rellich and Caldero´n-Zygmund
inequalities hold for functions vanishing at the boundary in some cases where they fail in the whole
space.
In Appendix A we collect and prove the Hardy type inequalities we need in the paper, showing
also the optimality of the constants. In Appendix B we briefly analyze the singular operator
A = |x|2∆+ cx · ∇ in spaces of continuous functions to clarify the nature of the singularities 0,∞
from the point of view of the underlying stochastic process. In Appendix C we recall and proof a
result on the norm of the tensor product of two operators.
Acknowledgment. The authors thank Roberta Musina for many comments and suggestions on
the paper.
Notation. We denote by N0 = N∪{0} the natural numbers including 0. Cb(Ω) is the Banach space
of all continuous and bounded functions in Ω, endowed with the sup-norm, C0(Ω) its subspace
consiting of functions vanishing at the boundary of Ω. C∞c (Ω) denotes the space of infinitely
continuously differentiable functions with compact support in Ω. C00 (R
N ) stands for the Banach
space of all continuous functions in RN vanishing at 0,∞. The unit sphere {‖x‖ = 1} in RN is
denoted by SN−1 and Σ is an open C
2-set of SN−1; ∆0 is the Laplace-Beltrami operator endowed
with Dirichlet boundary conditions if Σ 6= SN−1. We adopt standard notation for Lp and Sobolev
spaces . When p =∞ we write L∞(Ω) for C0(Ω).
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2 Rellich inequalities in L2(RN)
2.1 The Laplacian in spherical coordinates
We introduce spherical coordinates

x1 = ρ cos θ1 sin θ2 . . . sin θN−1
x2 = ρ sin θ1 sin θ2 . . . sin θN−1
...
xn = ρ cos θN−1
(5)
where θ2, . . . , θN−1 range from 0 to pi and θ1 ranges from 0 to 2pi. The Laplace operator is then
given by
∆ =
∂2
∂ρ2
+
N − 1
ρ
∂
∂ρ
+
1
ρ2
∆0
where
∆0 =
1
sinN−2 θN−1
∂
∂θN−1
sinN−2 θN−1
∂
∂θN−1
+ . . .+
1
sin2 θN−1 · · · sin2 θ2
∂2
∂θ21
is the Laplace-Beltrami on the unit sphere SN−1, see [29, Chapter IX]) . If u(x) = u(ρ, ω) ∈
C∞c (R
N \ {0}), ρ ∈ [0,∞[, ω ∈ SN−1, by [28, Ch. 4, Lemma 2.18],
u(x) =
∞∑
n=0
cn(ρ)Pn(ω)
in L2(RN ), where (Pn) is a complete orthonormal system of spherical harmonics and
cn(ρ) =
∫
SN−1
u(ρ, ω)Pn(ω)dω.
By the regularity of u it follows that cn(ρ) ∈ C∞c (]0,∞[). We recall that a spherical harmonic
of order n is the restriction to SN−1 of a homogenuous harmonic polynomial of degree n.
Lemma 2.1 Let Pn be a spherical harmonics of order n on SN−1. Then for every n ∈ N0
∆0Pn = −(n2 + (N − 2)n)Pn.
The values λn = n
2+(N−2)n are the eigenvalues of the Laplace-Beltrami operator −∆0 on SN−1.
The corresponding eigenspace consists of all spherical harmonics of order n and has dimension dn
where d0 = 1, d1 = N and
dn =
(
N + n− 1
n
)
−
(
N + n− 3
n− 2
)
.
for n ≥ 2.
It follows that, if u ∈ C∞c (RN \ {0}), u(x) =
∑∞
n=0 cn(ρ)Pn(ω), then
∆u(ρ, ω) =
∞∑
n=0
(
c′′n(ρ) +
N − 1
ρ
c′n(ρ)− λn
cn(ρ)
ρ2
)
Pn(ω), (6)
where the eigenvalues λn are repeated according to their multiplicity.
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2.2 Rellich inequalities in L2: Part I
In this section we prove weighted Rellich inequalities for general operators of the form
Lu := ∆u+ c
x
|x|2 · ∇u−
b
|x|2 u, (7)
where c, b ∈ R. The proof is based on integration by parts and Hardy’s inequalities but leads to
condition (9) which will be removed in Part II. In order to shorten the notation we set
γ2(α, c) =
(N
2
− 2 + α
)(N
2
− α+ c
)
=
(N
2
− 1 + c
2
)2
−
(
1− α+ c
2
)2
. (8)
Proposition 2.2 Let N ≥ 2, α ∈ R such that b+ λn + γ2(α, c) 6= 0 for every n ∈ N0. If
b+ γ2(α, c) + 2
(
1− α+ c
2
)2
= b+
(N
2
− 1 + c
2
)2
+
(
1− α+ c
2
)2
≥ 0, (9)
then for every u ∈ C∞c (RN \ {0}),∫
RN
|x|2α|Lu|2 dx ≥ C2(N,α, b, c)
∫
RN
|x|2α−4|u|2 dx
where
C2(N,α, b, c) = min
n∈N0
(b+ λn + γ2(α, c))
2
> 0.
Proof. Let u ∈ C∞c (RN \ {0}) and set v = |x|α+
N
2 −2u. Then we note that
|x|αLu = |x|−N2 +2∆v + (4 − 2α−N + c)|x|−N2 x · ∇v − [b+ γ2(α, c)] |x|−N2 v.
Expanding v in spherical harmonics
v(x) = v(ρ, ω) =
∞∑
n=0
dn(ρ)Pn(ω),
by (6) we have
∫
RN
|x|2α|Lu|2 dx =
∞∑
n=0
∫ ∞
0
ρ3
∣∣∣∣∣d′′n(ρ) + c˜ρd′n(ρ)− (b˜+ λn)ρ2 dn(ρ)
∣∣∣∣∣
2
dρ, (10)
and ∫
RN
|u|2|x|2α−4 dx =
∞∑
n=0
∫ ∞
0
ρ−1|dn(ρ)|2 dρ, (11)
where
c˜ := 3− 2α+ c, b˜ := b + γ2(α, c) (12)
and the eigenvalues λn are repeated according to their multiplicity. Recalling that dn ∈ C∞c ((0,∞))
and integrating by parts we obtain∫ ∞
0
ρ3
∣∣∣∣∣d′′n(ρ) + c˜ρd′n(ρ)− (b˜ + λn)ρ2 dn(ρ)
∣∣∣∣∣
2
dρ
=
∫ ∞
0
ρ3|d′′n(ρ)|2 dρ+ [c˜2 − 2c˜+ 2(b˜+ λn)]
∫ ∞
0
ρ|d′n(ρ)|2 dρ
+(b˜+ λn)
2
∫ ∞
0
ρ−1|dn(ρ)|2 dρ.
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To estimate the second order derivative we use the following Hardy inequality∫ ∞
0
ρ3|w′(ρ)|2 dρ ≥
∫ ∞
0
ρ|w(ρ)|2 dρ, w ∈ C∞c ((0,+∞))
(see Proposition 7.18). Taking w = d′ implies that
∫ ∞
0
ρ3
∣∣∣∣∣d′′n(ρ) + c˜ρd′n(ρ)− (b˜ + λn)ρ2 dn(ρ)
∣∣∣∣∣
2
dρ
≥
[
(c˜− 1)2 + 2(b˜+ λn)
] ∫ ∞
0
ρ|d′n(ρ)|2 dρ+ (b˜+ λn)2
∫ ∞
0
ρ−1|dn(ρ)|2 dρ.
By virtue of (9), for every n ∈ N0, the coefficient of the first term on the right-hand side of the
above estimate is nonnegative
(c˜− 1)2 + 2(b˜+ λn) = 2
[
b+ γ2(α, c) + 2
(
1− α+ c
2
)2]
+ 2λn ≥ 0.
Thus noting that b˜+ λn = b+ λn + γ2(α, c), we have
∫ ∞
0
ρ3
∣∣∣∣∣d′′n(ρ) + c˜ρd′n(ρ)− (b˜ + λn)ρ2 dn(ρ)
∣∣∣∣∣
2
dρ ≥ [b+ λn + γ2(α, c)]2
∫ ∞
0
ρ−1|dn(ρ)|2 dρ.
Consequently, we obtain
∫
RN
|x|2α|Lu|2 dx =
∞∑
n=0
∫ ∞
0
ρ3
∣∣∣∣∣d′′n(ρ) + c˜ρd′n(ρ)− (b˜+ λn)ρ2 dn(ρ)
∣∣∣∣∣
2
dρ
≥
∞∑
n=0
[
(b+ λn + γ2(α, c))
2
∫ ∞
0
ρ−1|dn(ρ)|2 dρ
]
≥ min
n∈N0
[b+ λn + γ2(α, c)]
2
∞∑
n=0
∫ ∞
0
ρ−1|dn(ρ)|2 dρ
≥ min
n∈N0
[b+ λn + γ2(α, c)]
2
∫
RN
|x|2α−4|u|2 dx.
Remark 2.3 The optimality of the constant C(N,α, b, c) will be proved in the next section.
We point out that, in correspondence of b = c = 0, Proposition 2.2 provides, with an alternative
proof, the same result contained in [3, Theorem 4.1], see also [11, Theorem 3.14].
Corollary 2.4 If b = c = 0, that is if L = ∆, then Rellich inequalities hold in L2(RN ) if and only
if for every n ∈ N0
α 6= N
2
+ n, α 6= −N
2
+ 2− n.
Moreover, the best constant is given by
C = min
n∈N0
∣∣∣∣∣
(
n+
N
2
− 1
)2
− (1 − α)2
∣∣∣∣∣ .
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Proof. Indeed condition (9) is satisfied since γ2(α, 0) + 2(1 − α)2 =
(
N
2 − 1
)2
+ (1 − α)2 ≥ 0.
Next observe that λn = n
2 + (N − 2)n yields
λn + γ2(α, 0) =
(
n+
N
2
− 1
)2
− (1− α)2 =
(
N
2
− 2 + α+ n
)(
N
2
− α+ n
)
,
hence the requirement λn + γ2(α, 0) 6= 0 leads to the statement.
2.3 Rellich inequalities in L2: Part II
In this section we prove Rellich inequalities for operators as in (7) using spectral arguments which
will be the basis for the Lp analysis. In particular we remove condition (9) and compute best
constants. Here we restrict ourselves to the case where b and c are real.
To state the result in this section, we introduce
P2,α,c :=
{
λ = −ξ2 + iξ(2− 2α+ c)− γ2(α, c) ; ξ ∈ R
}
, (13)
where γ2(α, c) is defined in (8).
Theorem 2.5 Let N ≥ 2 and α, b, c ∈ R. Then Rellich inequalities∫
RN
|x|2α|Lu|2 dx ≥ C2
∫
RN
|x|2α−4|u|2 dx (14)
hold for every u ∈ C∞c (RN \ {0}) and with C > 0 independent of u, if and only if b + λn 6∈
P2,α,c for every n ∈ N0. In such a case the optimal constant C is given by C2(N,α, b, c) :=
minn∈N0 C
2
n(N,α, b, c) > 0 where
C2n(N,α, b, c) :=


(
b+ λn + γ2(α, c)
)2
if b+ λn +
(
N
2 − 1 + c2
)2
+
(
1− α+ c2
)2
≥ 0,
4
(
1− α+ c2
)2 [
−b−
(
N
2 − 1 + c2
)2
− λn
]
if b+ λn +
(
N
2 − 1 + c2
)2
+
(
1− α+ c2
)2
< 0.
Remark 2.6 The condition b + λn 6∈ P2,α,c for every n ∈ N0, can be written in a simpler form
since b ∈ R. In fact, if 2 − 2α − c 6= 0, then P2,α,c is a non degenerate parabola with vertex at
(−γ2(α, c), 0) and the above condition reads b + γ2(α, c) + λn 6= 0 for every n ∈ N0, as in the
statement of Proposition 2.2. However, if 2 − 2α− c = 0, then P2,α,c coincides with the semiaxis
]−∞,−γ2(α, c)] and the condition becomes b+ γ2(α, c) > 0 (recall that λn ≥ 0 and λ0 = 0).
Recalling that
γ2(α, c) + 2
(
1− α+ c
2
)2
=
(N
2
− 1 + c
2
)2
+
(
1− α+ c
2
)2
,
we note that the value in condition (9) is the same where the above formula for Cn(N,α, b, c)
changes shape. Before proving Theorem 2.5 we state the following elementary lemma.
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Lemma 2.7 Let κ ∈ R and P be the parabola
P := {−ξ2 + 2iκξ ; ξ ∈ R}.
Then for every λ ∈ R,
dist(λ,P)2 =
{
λ2 if λ ≥ −2κ2,
4κ2(−λ− κ2) if λ < −2κ2.
Note that the focus of the parabola is in (−κ2, 0) and that P =]−∞, 0] when κ = 0.
Proof of Theorem 2.5. Let u ∈ C∞c (RN \ {0}). Noting that (10), (11) and (12) and
employing change of variables from ρ to es and putting wn(s) := dn(e
s) ∈ C∞c (R) imply∫
RN
|x|2α|Lu|2 dx =
∞∑
n=0
∫ ∞
−∞
∣∣w′′n + (c˜− 1)w′n − (b˜+ λn)wn∣∣2 ds,
∫
RN
|x|2α−4|u|2 dx =
∞∑
n=0
∫ ∞
−∞
|wn|2 ds.
Thus (14) is translated into the following families of spectral inequalities∫ ∞
−∞
∣∣w′′n + (c˜− 1)w′n − (b˜ + λn)wn∣∣2 ds ≥ cn
∫ ∞
−∞
|wn|2 ds, (15)
cn > 0, for the one-dimensional operator Γ0 := d
2/dx2 + (c˜ − 1)d/dx in L2(R). Since, using the
Fourier transform,
σ(Γ0) =
{
λ = −ξ2 + iξ(c˜− 1) ; ξ ∈ R}
it coincides with its topological boundary, hence every point in the spectrum is in the approximate
point spectrum. Since C∞c (R) is a core for Γ0, it follows that (15) holds if and only if b˜+λn 6∈ σ(Γ0)
(see [7, Proposition 1.10, Chapter IV] for these elementary properties of the approximate point
spectrum). Moreover, since the resolvent of Γ0 is a normal operator, the spectral theorem and
Lemma 2.7 with κ = 1− α+ c/2 give
‖(Γ0 − (b˜+ λn))−1‖2 = dist(b˜ + λn, σ(Γ0))−2 = (Cn(N,α, b, c))−2 ,
that is ∫ ∞
−∞
|wn|2 ds ≤ 1
C2n(N,α, b, c)
∫ ∞
−∞
∣∣Γ0wn − (b˜ + λn)wn∣∣2 ds.
Thus we see that if b˜ + λn 6∈ σ(Γ0) for every n ∈ N0, then∫
RN
|x|2α−4|u|2 dx =
∞∑
n=0
∫ ∞
−∞
|wn|2 ds
≤
∞∑
n=0
(
1
C2n(N,α, b, c)
∫ ∞
−∞
∣∣Γ0wn − (b˜ + λn)wn∣∣2 ds
)
≤ 1
minn∈N0 C
2
n(N,α, b, c)
∫
RN
|x|2α|Lu|2 dx.
This is nothing but the desired inequality.
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Remark 2.8 The constant Cn(N,α, b, c) is optimal for every n ∈ N0 and this implies the opti-
mality of C(N,α, b, c). Actually, Cn(N,α, b, c) is the best constant for which inequalities (14) hold
when u =
∑
k ck(ρ)Pk(ω), where the sum is finite and all the spherical harmonics Pk have order n
(hence are eigenfunctions of −∆0 with eigenvalue λn). This is easily seen from the proof.
Remark 2.9 In the case of Schro¨dinger operators, that is when c = 0, the best constant can be
of the form
4
(
1− α
)2 [
−b−
(N
2
− 1
)2
− λn1
]
= 4
(
1− α
)2 [
−b−
(
n1 +
N
2
− 1
)2]
for some n1 ∈ N0.
Let b < 0, n1 ∈ N0 be such that b+
(
n+ N2 − 1
)2
+(1−α)2 < 0 if and only if n ≤ n1. For n ≤ n1,
C2n = 4
(
1− α
)2 [
−b−
(
n+
N
2
− 1
)2]
≥ C2n1
and if n > n1,
C2n =
(
b+
(
n+
N
2
− 1
)2)2
.
We fix n1 = 0 and choose b = −
(
N
2 − 1
)2−2(1−α)2−1. Then b+(n+ N2 − 1)2+2(1−α)2 ≥ 0
if and only if n > 0. The inequality
C20 = 4(1− α)2
(
1 + 2(1− α)2) ≤ C2n = (n2 + n(N − 2)− 2(1− α)2 − 1)2
holds for every n > 0 if N is sufficiently large.
3 Rellich inequalities in Lp(RN)
In this Section we prove Rellich inequalities in Lp, 1 ≤ p ≤ ∞. As before, we set
Lu = ∆u+ c
x
|x|2 · ∇u −
b
|x|2u.
The coefficients c and b are allowed to be complex. We shall be able to determine all α′s (depending
onN, p, c, b) for which Rellich inequalities hold but, in contrast with the case p = 2, we can compute
the best constants only under additional conditions. We start with the case where the coefficients
b and c are real.
3.1 Real coefficients
As in the L2 case we set for 1 ≤ p ≤ ∞
γp(α, c) =
(N
p
− 2 + α
)(N
p′
− α+ c
)
=
(N
2
− 1 + c
2
)2
−
(
N
(1
2
− 1
p
)
+ 1− α+ c
2
)2
(16)
and the parabola
Pp,α,c :=
{
λ = −ξ2 + iξ
(
N
(
1− 2
p
)
+ 2− 2α+ c
)
− γp(α, c) ; ξ ∈ R
}
. (17)
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Theorem 3.1 Let N ≥ 2, α, b, c ∈ R, 1 ≤ p ≤ ∞. There exists a positive constant C =
C(N,α, p, c, b) such that
‖|x|αLu‖p ≥ C‖|x|α−2|u|‖p (18)
holds for every u ∈ C∞c (RN \ {0}) if and only if b+ λn 6∈ Pp,α,c for every n ∈ N0. If, in addition,
b+ γp(α, c) > 0 the optimal constant is given by C = b+ γp(α, c).
Remark 3.2 The condition b 6∈ ⋃∞n=0(Pp,α,c − λn) or b + λn 6∈ Pp,α,c for every n ∈ N0, can be
written in a simpler form since b ∈ R. In fact, if N(1− 2/p) + 2− 2α+ c 6= 0, then Pp,α,c is a non
degenerate parabola with vertex at (−γp(α, c), 0) and the above condition reads b+γp(α, c)+λn 6= 0
for every n ∈ N0 or, equivalently,
b+ λn +
(N
2
− 1 + c
2
)2
6=
(
N
(1
2
− 1
p
)
+ 1− α+ c
2
)2
.
However, if N(1− 2/p) + 2− 2α+ c = 0, then Pp,α,c coincides with the semiaxis ]−∞,−γp(α, c)]
and the condition becomes b+ γp(α, c) > 0.
Proof of Theorem 3.1. Let u ∈ C∞c (RN \ {0}). Set v(x) = |x|α−2u(x) we observe that
|x|αLu := L˜v − bv
where
L˜ = |x|2∆+ (4 − 2α+ c)x · ∇+ (2 − α)(N − α+ c). (19)
Therefore (18) is equivalent to the estimate
‖L˜v − bv‖p ≥ C‖v‖p (20)
for any v ∈ C∞c (RN \ {0}) or, since C∞c (RN \ {0}) is a core for the domain of L˜, see Proposition
5.16, for any v in the domain of L˜. Then (20) is true if and only if b does not belong to the
spectrum of L˜. Indeed, by Proposition 6.1
σ(L˜) = ∪n∈N0(Pp,α,c − λn),
where Pp,α,c is defined in (17), hence it coincides with its topological boundary. Then σ(L˜) consists
of approximate eigenvalues, that is of all b for which (20) fails, see [7, Proposition 1.10, Chapter
IV]. If b 6∈ σ(L˜), then the optimal constant in (18) is given by
C−1 = ‖(L˜− b)−1‖p ≥ (dist(b, σ(L˜)))−1
hence C ≤ dist(b, σ(L˜)). Finally, let us assume that b + γp(α, c) > 0. Since by Proposition 6.3
‖etL˜‖p ≤ e−tγp(α,c)
the resolvent estimate ‖(L˜ − b)−1‖p ≤ (b + γp,α,c)−1 = (dist(b, σ(L˜)))−1 also holds and yields
C = b+ γp,α,c.
We specialize the above reult to the case L = ∆, thus obtaining the Lp-version of the result of
Caldiroli and Musina, [3]. We note that the extreme point p = 1,∞ are allowed.
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Theorem 3.3 Let N ≥ 2, 1 ≤ p ≤ ∞, α ∈ R, b = c = 0. Then Rellich inequalities
‖|x|α∆u‖p ≥ C‖|x|α−2|u|‖p
hold for every u ∈ C∞c (RN \ {0}) and for a suitable C > 0 if and only if
α 6= N
p′
+ n, α 6= −N
p
+ 2− n for every n ∈ N0. (21)
Moreover, if N ≥ 3 and 2−N/p < α < N/p′, the best constant C is given by
C =
(
N
p
− 2 + α
)(
N
p′
− α
)
. (22)
Proof. The parabola Pp,α,0 degenerates if and only if α¯ = N(1/2− 1/p) + 1 and γp(α¯, 0) > 0 if
and only if N > 2. However, if N = 2, then α¯ = 2/p′, γp(α¯, 0) = 0, hence Rellich inequalitiy holds
for α¯ if and only if N ≥ 3, according to (21). Assume now that α 6= α¯. Since λn = n2 + (N − 2)n,
it follows from (16) with c = 0 that
λn + γp(α, 0) =
(
n+
N
2
− 1
)2
−
(
N
(1
2
− 1
p
)
+ 1− α
)2
=
(
N
p
− 2 + α+ n
)(
N
p′
− α+ n
)
,
hence the condition λn + γp(α, 0) 6= 0 for every n ∈ N0 translates into (21). Finally, if 2 −N/p <
α < N/p′, then γp(α, 0) > 0 and the best constant is given by (22), by Theorem 3.1.
When Rellich inequalities hold for the Laplacian other inequalities of Sobolev type can be
proved. We refer the reader to the very recent paper [20] where this topic is studied sistematically
and confine ourselves to quote the following result, see [20, Corollary 2.12 (i)]. If p < N/2, p∗∗ is
defined by 1/p∗∗ = 1/p− 2/N .
Proposition 3.4 Let N ≥ 2, 1 < p <∞, α ∈ R, b = c = 0 and assume that (21) holds. Then for
p ≤ q ≤ p∗∗ when p < N/2 and and for p ≤ q <∞ for p ≥ N/2 there exists C > 0 such that
C
∫
RN
|x|−N+qN−2p+αpp |u|q dx ≤
∫
RN
|x|αp|∆u|p dx
for every u ∈ C∞c (RN \ {0}).
The two conditions in (21) are not independent and the best constants C(N,α, p, 0, 0) satisfy
a simmetry relation.
Corollary 3.5 Let N ≥ 3, α ∈ R and β = 2 − α + N(1 − 2/p). Rellich inequalities hold for
the Laplacian (i.e. with b=c=0) for the weight |x|α if and only if they hold for the weight |x|β .
Moreover the best constants satisfy C(N,α, p, 0, 0) = C(N, β, p, 0, 0).
Proof. We use the Kelvin transform u(x) = |x|2−Nv
(
x
|x|2
)
when N ≥ 3 and u, v ∈ C∞c (RN \
{0}). Then
∆u(x) = |x|−N−2∆v
(
x
|x|2
)
.
Setting y = x/|x|2, dx = |y|−2Ndy and by elementary computations we see that the inequality
‖|x|α∆u‖p ≥ C‖|x|α−2|u|‖p
is equivalent to
‖|x|β∆u‖p ≥ C‖|x|β−2|u|‖p
with the same constant C.
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Note that α 6= N/p′ + n is equivalent to β 6= −N/p+ 2− n
Remark 3.6 The computation of the best constant when 2 − N/p < α < N/p′ (which requires
N ≥ 3) is due to Mitidieri, [18, Theorem 3.1], and also to Davies and Hinz, [6, Theorem 12], under
the more restrictive condition 2− Np < α < 2− 2p . When α = 0 and 1 < p < N/2 the best constant
is given γp(0, 0) =
(
N
p − 2
)
N
p′ > 0, according to [23], as mentioned in the Introduction.
Remark 3.7 It will be shown in Section 7 (see Theorem 7.2) that when one of the conditions
in (21) is violated for a specific n ∈ N0, then Rellich inequalities fail for functions of the form∑
j fj(ρ)Pj(ω), where fj are smooth functions with compact support and Pj are spherical har-
monics of order n. However Rellich inequalities hold in the ”complementary subspace”, that is
for functions u =
∑
k gk(ρ)Pk(ω), where gk are as above and Pk are spherical harmonics of order
different from n.
Remark 3.8 By inverting the role of p, α in (21) we may identify, for a fixed α, the values of p
for which Rellich inequalities fail. It follows that
(i) If α ≥ 0 Rellich inequalities fail for all p = N(N + n− α) if (α−N) ∨ 0 ≤ n ≤ α.
(ii) If α ≤ 2 Rellich inequalities fail for all p = N/(2− n− α) if ((2 − α)−N) ∨ 0 ≤ n ≤ 2− α.
Observe that there is an overlapping between (i) and (ii) on the interval [0, 2]. In particular, if
α = 0, Rellich inequalities fail for p = 1, N/2, N,∞. If p = 1, N/2 they fail for n = 0, that is for
radial functions, but hold for smooth functions u having zero mean on SN−1, that is∫
SN−1
u(ρ, ω) dσ(ω) = 0.
To see this it is sufficient to apply the next Theorem 7.2 with J = {0} and Lemma 5.11. Rellich
inequalities fail for p = N and n = 1, that is when the spherical harmonics have order 1, but hold
for smooth functions u such that ∫
SN−1
u(ρ, ω)P (ω) dσ(ω) = 0
for every spherical harmonic of order 1 (apply Theorem 7.4 with J corresponding to the spherical
harmonics of order 1 and Lemma 5.11. Finally, Rellich inequalities fail for p = ∞ with n = 2.
However Rellich inequalities hold for every 1 ≤ p ≤ ∞ for functions u = ∑k gk(ρ)Pk(ω), if the
spherical harmonics Pk have order at least 3. We refer again to Section 7 and, in particular, to
Theorem 7.2.
3.2 Complex coefficients
First we observe that the proof of Theorem 3.1 works also when b is complex, except for the
computation of the optimal constant. The case where also c is complex can be easily reduced to
the previous one. Let
γp(α, c) =
(N
p
−2+α+i c2
2
)(N
p′
−α+c1+i c2
2
)
=
(N
2
−1+ c
2
)2
−
(
N
(1
2
− 1
p
)
+1−α+ c1
2
)2
(23)
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and the parabola
Pp,α,c :=
{
λ = −ξ2 + iξ
(
N
(
1− 2
p
)
+ 2− 2α+ c1
)
− γp(α, c) ; ξ ∈ R
}
. (24)
Proposition 3.9 Let N ≥ 2, α ∈ R, b, c = c1 + ic2 ∈ C, 1 ≤ p ≤ ∞. There exists a positive
constant C = C(N,α, p, c, b) such that
‖|x|αLu‖p ≥ C‖|x|α−2|u|‖p (25)
for every u ∈ C∞c (RN \ {0}) if and only if b+λn 6∈ Pp,α,c for every n ∈ N0. If, in addition, Imb+
Im γp(α, c) = 0 and Reb+Re γp(α, c) > 0 the optimal constant is given by C = Reb+Re γp(α, c).
Proof. We have already observed that the proof of Theorem 3.1 holds if b ∈ C and c ∈ R.
Consider now the general case c, b ∈ C with c = c1 + ic2. Let u ∈ C∞c (RN \ {0}). As before,
setting v(x) = |x|α−2u(x), we have
|x|αLu := L˜v − bv
where
L˜ = |x|2∆+ (4 − 2α+ c)x · ∇+ (2 − α)(N − α+ c).
A second transformation allows us to obtain an operator with real drift. Set
T : C∞c (R
N \ {0})→ C∞c (RN \ {0}), u→ |x|iγu,
with γ = − c22 . Observe that T is an isometry in Lp(RN ) and
T−1L˜T = |x|2∆+ (4 − 2α+ c1)x · ∇ −
[
i
c2
2
(
i
c2
2
+N − 2 + c1
)
− (2 − α)(N − α+ c1)
]
.
Therefore estimate (25) is equivalent to the estimate
‖T−1(L˜− b)Tv‖p = ‖T−1L˜T v − bv‖p ≥ C‖v‖p
for any v ∈ C∞c (RN \{0}). The last estimate is true if and only if b does not belong to the spectrum
of the operator T−1L˜T which is, by Proposition 6.1,
σ(T−1L˜T ) = ∪n∈N0(Pp,α,c − λn).
The optimal constant can be computed as before in the case Imb + Im γp(α, c) = 0 and Re b +
Re γp(α, c) > 0.
3.3 One dimension
The results in the previous sections have been stated and proved for N ≥ 2. However they also
holds in one dimension with similar but simpler proofs. We formulate the next result in ]0,∞[; the
case of the whole space follows immediately by adding the corresponding inequalities in ] −∞, 0[
and ]0,∞[. According with the previous notation, we set
L = D2 + c
x
|x|2D −
b
|x|2 ,
γp(α, c) =
(1
p
− 2 + α
)( 1
p′
− α+ c
)
and
Pp,α,c :=
{
λ = −ξ2 + iξ
(
2− 2α+ c
)
− γp(α, c) ; ξ ∈ R
}
. (26)
For simplicity we assume that c ∈ R.
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Proposition 3.10 Let N = 1, α, c ∈ R, b ∈ C, 1 ≤ p ≤ ∞. Then there exists a positive constant
C = C(α, p, c, b) such that
‖|x|αLu‖p ≥ C‖|x|α−2|u|‖p (27)
holds for every u ∈ C∞c (]0,∞[) if and only if b 6∈ Pp,α,c. If, in addition, b ∈ R and b+ γp(α, c) > 0
the optimal constant is given by C = b + γp(α, c).
The statement follows arguing as in the case N ≥ 2. In this case the auxiliary operator L˜ is
one-dimensional and neither spherical harmonics nor eigenvalues λn appear.
4 Weighted Caldero´n-Zygmund inequalities
Rellich inequalities can be used to compute all α′s for which weighted Caldero´n-Zygmund inequal-
ities hold in the weaker form (28) below. We refer to the Introduction for a comparison between
(28) and the stronger form (3).
Theorem 4.1 Let N ≥ 3, 1 < p <∞, α ∈ R. The weighted Caldero´n-Zygmund inequalities
‖|x|αD2u‖p ≤ C‖|x|α∆u‖p (28)
hold in C∞c (R
N \ {0}) if and only if
α 6= N
p′
+ n for every n ≥ 0 and α 6= −N
p
+ 2− n for every n ≥ 2.
Remark 4.2 If N = 2,
N
p′
coincides with 2− Np . In such a case both weighted Caldero´n-Zygmund
and Rellich inequalities fail. Indeed, the family of functions {um}m∈N defined as
um(x) = m
2− 1
pφ
(
log |x|
m
)
,
where φ ∈ C∞c (]0,+∞[) \ {0}, satisfies that ‖|x|α∆um‖p is independent of m and ‖|x|αD2um‖p →
∞ as m→∞. More precisely, we have
‖|x|α∆um‖p = (2pi)
1
p ‖φ′′‖Lp(]0,+∞[).
On the other hand, we see that
‖|x|αD2um‖p ≥ 1
4
(pi
6
) 1
p
(2m‖φ′‖Lp(]0,+∞[) − ‖φ′′‖Lp(]0,+∞[)).
Hence we conclude that the sequence {um}m is a counterexample of weighted Caldero´n-Zygmund
inequalities.
We need some preliminary interpolative estimates.
Lemma 4.3 Let 1 ≤ p ≤ ∞ and β ∈ R. Then there exists C = C(p, β) > 0 such that for every
u ∈ C∞c (]0,∞[)
‖ρβ−1u′‖p ≤ ε‖ρβu′′‖+ C
ε
‖ρβ−2u‖p,
for 0 < ε ≤ 1, the norms being taken on (0,∞).
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Proof. By Taylor’s formula and for h > 0
u(ρ+ h)− u(x) = hu′(ρ) +
∫ h
0
(h− s)u′′(ρ+ s) ds.
Setting h = ερ we obtain
u′(ρ) =
u((1 + ε)ρ)− u(ρ)
ερ
+ ε
∫ 1
0
ρ(1 − h)u′′(ρ(1 + εh)) dh
hence
ρβ−1u′(ρ) = ε−1ρβ−2 (u((1 + ε)ρ)− u(ρ)) + ε
∫ 1
0
ρβ(1− h)u′′(ρ(1 + εh)) dh
Taking the Lp-norms of both sides and using Minkowski inequality for integrals, the result follows
by easy computations (note that all integrals with respect to the ρ variable are uniformly bounded
in 0 < ε, h ≤ 1).
Nex we prove the N-dimensional version of the above lemma.
Lemma 4.4 Let α ∈ R, 1 ≤ p ≤ ∞. There exist C(N, p, α) > 0, ε0 > 0 such that for every
0 < ε ≤ ε0 and any u ∈ C∞c (RN \ {0}),
‖|x|α−1∇u‖p ≤ ε‖|x|αD2u‖p + C
ε
‖|x|α−2u‖p. (29)
Proof. Let u = u(ρω) with |ω| = 1. Then uρ = ∇u · ω, uρρ =
∑
i,j Diju ωiωj . We apply Lemma
4.3 with β = α+ (N − 1)/p and obtain∫ ∞
0
ρp(α−1)+N−1|uρ|p dρ ≤ εp
∫ ∞
0
ρpα+N−1|uρρ|p dρ+ C
p
εp
∫ ∞
0
ρp(α−2)+N−1|u|p dρ.
Integrating the above inequality with respect to ω ∈ SN−1 we obtain∫
RN
|x|p(α−1)|uρ|p dx ≤ εp
∫
RN
|x|p(α−2)|D2u|p dx+ C
p
εp
∫
RN
|x|p(α−2)|u|p dx, (30)
that is (29) for the radial component of the gradient. Concerning the analogous estimate for the
tangential gradient we observe that if v ∈ C∞(SN−1) then the classical interpolative estimate∫
SN−1
|∇τv|p dσ ≤ εp
∫
SN−1
|D2τv|p dσ +
Cp
εp
∫
SN−1
|v|p dσ
holds, where ∇τ and D2τ denote the tangential gradient and the tangential Hessian matrix, respec-
tively. Applying it to v(ω) = u(ρω), multiplying by ρp(α−2)+N−1 and integrating over (0,∞) we
obatin we obtain∫
RN
|x|p(α−2)|∇τu|p dx ≤ εp
∫
RN
|x|p(α−2)|D2τu|p dx+
Cp
εp
∫
RN
|x|p(α−2)|u|p dx. (31)
Since ∇u = uρ xρ + 1ρ∇τu, |∇u|2 = u2ρ + 1ρ2 |∇τu|2 and since |D2τu| is pointwise dominated by
ρ2|D2u|+ ρ|∇u|+ |u|, suming (30) and (31) and taking ε small we conclude the proof.
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Remark 4.5 Clearly Lemma 4.4 holds for functions u ∈W 2,p having compact support in RN \{0}.
Moreover it holds in subspaces of Z ⊂ W 2,p(Ω) for which there exists a linear extension operator
E from Z to W 2,p functions with compact support in RN \ {0}.
Proof of Theorem 4.1 We first show that Rellich inequalities imply Caldero´n-Zygmund
inequalities. We apply the classical Caldero´n-Zygmund inequality
‖D2u‖p ≤ C‖∆u‖p
to |x|αu and estimate the first order terms using Lemma 4.4. We get for small ε
‖|x|αD2u‖p ≤ C
(‖D2(|x|αu)‖p + ‖|x|α−1∇u‖p + ‖|x|α−2u‖p)
≤ C (‖∆(|x|αu)‖p + ‖|x|α−1∇u‖p + ‖|x|α−2u‖p)
≤ C (‖|x|α∆u‖p + ε‖|x|αD2u‖p + Cε‖|x|α−2u‖p) .
Taking ε such that Cε < 1/2 and by applying Rellich inequalities, weighted Caldero´n-Zygmund
inequalities follow.
By Theorem 3.3 we obtain that Caldero´n-Zygmund inequalities hold when α 6= N/p′ + n,
α 6= −N/p + 2 − n, n ∈ N0. However, if n = 0, 1 in the second formula, that is if α = 2 − N/p,
α = 1−N/p, then Caldero´n-Zygmund inequalities hold by Stein result [27], since−N/p < α < N/p′
(here we need N ≥ 3).
Let us now assume that Caldero´n- Zygmund inequalities hold and that
α 6= 2− N
p
, α 6= 1− N
p
.
We may therefore apply Hardy inequalities twice (use Proposition 7.18 with β = (α− 1)p and
β = αp) to obtain ∣∣∣∣
(
N
p
+ α− 2
)(
N
p
+ α− 1
)∣∣∣∣ ‖|x|α−2u‖p ≤ ‖|x|αD2u‖p (32)
for every u ∈ C∞c (RN \ {0}). By the weighted Caldero´n-Zygmund inequalities, Rellich inequalities
follows and then
α 6= N
p′
+ n α 6= −N
p
+ 2− n
for n ∈ N0, by Theorem 3.3.
Remark 4.6 Observe that Rellich inequalities do not hold when α = 1 − Np , α = 2 − Np but
Caldero´n-Zygmund inequalities are true.
Remark 4.7 Caldero´n-Zygmund inequalities have been used in [16], [15], [17] to characterize the
domain of second order elliptic operator with unbounded coefficients like |x|α∆ or (1 + |x|α)∆ +
c|x|α−1 x|x| ·∇. Even though (28) holds in most cases, the characterization of the domain is possible
under more restrictive conditions ensuring the density of smooth functions (where (28) holds) in
the domain of the operator. In order to describe the domain, the weaker inequality
‖|x|αD2u‖p ≤ C(‖|x|α∆u‖p + ‖u‖p) (33)
suffices. However, if α 6= 2 this weaker inequality implies the stronger (28) by replacing x with
λx and then letting λ → 0,∞ (according to the sign of α − 2). This argument fails if α = 2 and,
in fact, (33) always holds for α = 2 and every 1 < p < ∞, see [16], but (28) fails for N ≥ 3 and
p = N/(N − 2).
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Theorem 4.1 can be partially generalized to the case of more general operators L = ∆+ c x|x|2 ·
∇ − b|x|2 .
Proposition 4.8 Let 1 < p < ∞, α ∈ R and assume that Rellich inequalities hold for L. Then
Caldero´n-Zygmund inequalities
‖|x|αD2u‖p ≤ C‖|x|αLu‖p
hold in C∞c (R
N \ {0}) with a suitable C > 0.
Proof. As in the proof of Theorem 4.1 we obtain
‖|x|αD2u‖p ≤ C
(‖|x|α∆u‖p + ‖|x|α−1∇u‖p + ‖|x|α−2u‖p)
≤ C (‖x|αLu‖p + ‖|x|α−1∇u‖p + ‖|x|α−2u‖p)
≤ C (‖|x|αLu‖p + ε‖|x|αD2u‖p + Cε‖|x|α−2u‖p) .
Taking ε such that Cε < 1/2 and by applying Rellich inequalities, weighted Caldero´n-Zygmund
inequalities follow.
Caldero´n-Zygmund inequalities hold for L whenever b + λn 6∈ Pp,α,c for every n ∈ N0, in
particular for b = 0, 2 ≤ α < N/p′ + c, a case first established in [17] in the framework of elliptic
operators with unbounded drift and diffusion coefficients.
5 Spectrum of the operator A = |x|2∆+ cx · ∇
In this section we compute the spectrum of the operator
A = |x|2∆+ cx · ∇
in Lp(CΣ), where Σ ⊆ SN−1 is relatively open and C2 and
CΣ = {x = (ρ, ω) ∈ RN : ρ > 0, ω ∈ Σ}
is the cone with vertex at 0 defined by Σ. We are mainly interested in the cases of the whole space,
corresponding to Σ = SN−1 and of the half-space, corresponding to Σ = S
+
N−1 = {ω ∈ SN−1 :
ωN > 0}. When Σ 6= SN−1 we impose Dirichlet boundary conditions on ∂CΣ \ {0}. In order to
compute the spectrum we write A in spherical coordinates
A = ρ2
∂2
∂ρ2
+ (N − 1 + c)ρ ∂
∂ρ
+∆0,
and consider the operators
Γ = ρ2
∂2
∂ρ2
+ (N − 1 + c)ρ ∂
∂ρ
(34)
in Lp((0,∞), rN−1dr) and in C00 (]0,+∞[) (consisting of all continuous functions vanishing at 0,∞)
and the Laplace-Beltrami operator ∆0 in L
p(Σ) and in C0(Σ), endowed with Dirichlet boundary
conditions on ∂Σ, the boundary of Σ in SN−1. The operators Γ and ∆0 act on independent variables
and therefore the spectrum of their sum can be computed through tensor products arguments. We
start by analyzing them separately.
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5.1 The operator Γ
To shorten the notation, when p =∞, Lp(]0,+∞[, ρN−1 dρ) stands for C00 (]0,+∞[). The operator
Γ is defined in (34).
Proposition 5.1 Let 1 ≤ p ≤ ∞. Then Γ, endowed with the domain
Dp(Γ) = {u ∈ Lp(]0,∞[, ρN−1 dρ), ρ∂u
∂ρ
, ρ2
∂2u
∂ρ2
∈ Lp(]0,∞[, ρN−1 dρ)},
generates a strongly continuous and analytic semigroup (S(t))t≥0 in L
p(]0,∞[, ρN−1dρ).
Its spectrum is given by
σp(Γ) = Pp =
{
λ = −ξ2 + iξ
(
N(1− 2
p
)− 2 + c
)
− ωp, ξ ∈ R
}
, (35)
where
ωp =
N
p2
[p(N − 2 + c)−N ] (36)
and (S(t))t≥0 satisfies the estimate ‖S(t)‖p ≤ e−ωpt for t ≥ 0.
Proof. Consider the transformations
S : Lp(R, ds)→ Lp(]0,∞[), ρN−1 dρ), (Su)(r) = ρ−Np u(log ρ),
for 1 ≤ p <∞, and
S : C0(R)→ C00 (]0,∞[), Su(r) = u(logρ).
It is easy to show that S is an isometry and that
S−1ΓSu = u′′ +
(
N − 2− 2N
p
+ c
)
u′ − ωpu
hence, by classical results, (S−1ΓS,W 2,p(R)) and (S−1ΓS,C20 (R)) generate a strongly continuous
analytic semigroup in Lp(R) and in C0(R), respectively, whose norm is bounded by e
−ωpt. It
follows that Γ, endowed with the domains
Dp(Γ) = {Su : u ∈ W 2,p(R)} ⊂ Lp(]0,∞[, ρN−1dρ[)
and
D∞(Γ) = {u(log ρ) : u ∈ C20 (R)} ⊂ C00 (]0,∞[)
generates a strongly continuous and analytic semigroup (S(t))t≥0 in L
p(]0,∞[, ρN−1dρ) satisfying
‖S(t)‖p ≤ e−ωpt. It is easy to check that
Dp(Γ) = {u ∈ Lp(]0,∞[, ρN−1 dρ), ρ∂u
∂ρ
, ρ2
∂2u
∂ρ2
∈ Lp(]0,∞[, ρN−1 dρ)},
for 1 ≤ p <∞, and
D∞(Γ) = {u ∈ C00 (]0,∞[) : ρ
∂u
∂ρ
, ρ2
∂2u
∂ρ2
∈ C0(]0,∞[)}
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in C00 (0,+∞).
Concerning the second part of the statement we observe that the spectra of Γ and S−1ΓS coincide.
The operator S−1ΓS is uniformly elliptic in Lp(R, ds), hence its spectrum is independent of p and
coincides with the spectrum in L2(R, ds) which can be computed using the Fourier transform F .
Since
F(S−1ΓS)u(ξ) =
(
−ξ2 + iξ
(
N − 2 + c− 2N
p
)
− ωp
)
Fu,
the formula for Pp follows.
In order to compute best constants in some Rellich inequalities we need the norm of the resolvent
of Γ for λ ∈ R, λ 6∈ Pp.
Lemma 5.2 Let B = D2 + 2bD in Lp(R), 1 ≤ p ≤ ∞. If λ ∈ R, λ 6= 0 and λ ≥ −b2, then
‖(λ−B)−1‖p = |λ|−1.
Proof. The spectrum of B is independent of p and given by the parabola
P = {λ = −ξ2 + 2ibξ, ξ ∈ R}
and therefore ‖(λ−B)−1‖p ≥ dist−1(λ,P) ≥ |λ|−1 for λ 6∈ P . Next observe that ‖(λ−B)−1‖p ≤
λ−1 for λ > 0, since B generates a contraction semigroup in Lp(R). The assertion is then proved
for λ > 0.
Assume now that −b2 ≤ λ < 0. We write explicitly the resolvent and assume for example that b >
0. For −b2 < λ < 0 two linearly independent solutions of the homogenuous equation λu−Bu = 0
are given by ui(t) = e
µit, µi = −b ±
√
b2 + λ, i = 1, 2. Variation of constants yields u = TKf if
λu−Bu = f , where
TKf(t) =
∫ +∞
−∞
K(t, s)f(s) ds
and
K(t, s) =
1
µ2 − µ1
(
eµ1(t−s) − eµ2(t−s)
)
χ{s≤t}
(observe that K is negative). Therefore
‖(λ−B)−1‖p ≤ max
{
sup
t
∫ +∞
−∞
|K(t, s)| ds, sup
s
∫ +∞
−∞
|K(t, s)| dt
}
= |λ|−1.
This gives the result for −b2 < λ < 0 and, by continuity, also for λ = −b2, when b 6= 0.
Proposition 5.3 Assume that λ ∈ R and that 2(λ − ωp) +
(
N(1 − 2p )− 2 + c
)2
≥ 0. Then
‖(λ− Γ)−1‖p = |λ− ωp|−1.
Proof. As in Proposition 5.1
S−1ΓS = D2 +
(
N − 2− 2N
p
+ c
)
D − ωp
and S is an isometry of the corresponding spaces. Therefore the thesis follows from Lemma 5.2.
19
Remark 5.4 The equality ‖(λ−B)−1‖p = |λ|−1 stated in Lemma 5.2 is true in L2(R) if and only
if λ ≥ −2b2, since it coincides with the distance of λ from the parabola P , see Lemma 2.7. The
resolvent of B can be computed also for λ < −b2. Writing λ = −b2−γ2 we obtain (λ−B)−1f = f∗g
where g(t) = γ−1e−bt sin(γt)χ{t≥0}. Hence, putting s = γt and summing the integrals where sin s
is positive and negative,
‖(λ−B)−1‖ = 1
γ
∫ ∞
0
e−bt| sin(γt)| dt = 1
b2 + γ2
coth
bpi
2γ
for p = 1,∞. The norm for other values of p can be estimated by interpolating between p = 1, 2,∞.
5.2 The operator ∆0
The Laplace Beltrami operator ∆0, endowed with Dirichelet boundary conditions (if Σ 6= SN−1),
generates an analytic semigroup (TΣ(t))t≥0 in L
p(Σ) (with respect to the surface measure dσ) for
every 1 ≤ p < ∞ and in C0(Σ). By elliptic regularity it follows that its domain Dp(∆0,Σ) is
given by W 2,p(Σ, dσ) ∩W 1,p0 (Σ, dσ) if 1 < p < ∞. The analyticity of the semigroup follows from
Gaussian estimates of the heat kernel of ∆0 proved in [5, Theorem 5.2.1, Theorem 5.5.1], using
[24, Corollary 7.5].
Lemma 5.5 The spectrum of the operator (∆0, Dp(∆0,Σ)) is independent of 1 ≤ p ≤ ∞ and
consists of isolated eigenvalues. Each eigenvalue is a simple pole of the resolvent and has a finite
geometric multiplicity which is equal to its algebraic multiplicity. The eigenfunctions are indepen-
dent of p and their linear span is dense in Lp(Σ) for 1 ≤ p <∞ and w∗-dense for p =∞.
Proof. The operator is self-adjoint in L2(Σ) and has a compact resolvent for every 1 ≤ p ≤ ∞.
The independence of the spectrum, as well as of the spectral projections, multiplicities and of the
eigenfunctions follows from classical results, see e.g. [1, Proposition 2.2]. Each eigenvalue is a
simple pole of the resolvent for p = 2 since the operator is self-adjoint and hence for every p, since
the Laurent expansion of the resolvent around each eigenvalue is independent of p. The equality of
geometric and algebraic multiplicities follows from self-adjointness in L2, and then in the general
case since these quantities are independent of p (see also [9, Proposition 5.5] where these arguments
are explained in more detail). Let Pn(Σ) be the eigenfunctions and note that they belong to L
p(Σ)
for every p and that they form a complete orthonormal system in L2(Σ) since the operator is
self-adjoint. First let p < 2 and consider f ∈ L2(Σ). Then there exist (fk) in the linear span of
{Pn(Σ)} such that fk → f in L2(Σ), hence in Lp(Σ). This shows the density for p < 2. If p > 2,
let h ∈ Lp(Σ) such that ∫
Σ
hPn(Σ) dσ = 0 for every n. By the density of span {Pn(Σ)} in Lp′(Σ)
then
∫
Σ
hf(Σ) dσ = 0 for every f ∈ Lp′(Σ), hence h = 0.
We denote by σp(Σ), {Pn(Σ)} and {λ(Pn)} the spectrum, the (L2 normalized) eigenfunctions,
and the eigenvalues, listed according to their multiplicities, of (−∆0, Dp(∆0,Σ)), respectively.
Lemma 5.6 (i)
σp(SN−1) = {λn = n(n+N − 2) : n ∈ N0}.
(ii)
σp(S
+
N−1) = {λn = n(n+N − 2) : n ∈ N}
Proof. The first assertion is classical and the proof can be found in [29, Chapter IX, Section 5.1].
For the second assertion we refer to [3, Proposition 4.5].
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Definition 5.7 Let us fix Σ ⊂ SN−1. For a given J ⊆ N0 we define
FJ,p = FJ,p(Σ) = span{Pn(Σ) : n ∈ J}
where the closure is taken in Lp(Σ) when 1 ≤ p <∞ and in C0(Σ), repectively.
It is clear that FJ,p is ∆0-invariant and the domain of ∆0|FJ,p is given by Dp(∆0,Σ) ∩ FJ,p. We
omit the label Σ to shorten the notation, when no confusion may arise. The following lemma is
elementary.
Lemma 5.8 Let 1 ≤ p ≤ ∞. Then ∆0|FJ,p generates the analytic semigroup (TΣ(t)|FJ,p)t≥0 in
FJ,p. Moreover
σp(−∆0|FJ,p) = {λ(Pn) : n ∈ J}, (37)
where λ(Pn) is the eigenvalue whose eigenfunction is Pn(Σ).
Proof. Only the statement concerning the spectrum requires a proof. Since Pn(Σ) ∈ FJ,p, then
λ(Pn) ∈ σp(−∆0|FJ,p). For the converse note that the spectrum of −∆0|FJ,p consists of eigenvalues,
since the resolvent is compact, hence if λ ∈ σp(−∆0|FJ,p), then λ = λ(Pn) for some n0 ∈ N0. If
n0 6∈ J , then
∫
Σ
Pn0(Σ)Pn(Σ) dσ = 0 for every n ∈ J and then Pn0(Σ) 6∈ FJ,p (the inner product is
continuous with respect to the Lp-topology since Pn0(Σ) is bounded). Then n0 ∈ J and the proof
is complete.
Note that, since each eigenvalue can have more than one eigenfunction, different set of indeces
leads to different spaces but not necessarily to different spectra.
The asymptotic behavior of (TΣ(t)|FJ,p)t≥0 in FJ,p is determined by the first eigenvalue. In the
next lemma we assume that the numbers λ(Pn) are listed in the increasing order.
Lemma 5.9 Let n be the smallest integer in J . There exists M (depending on n but not on p)
such that for every 1 ≤ p ≤ ∞
‖TΣ(t)|FJ,p‖p ≤M
∣∣1− 2
p
∣∣
e−λ(Pn) t. (38)
Proof. We may assume that n > 0 and that J = {n, n+ 1, . . . }. Let P be the L2 orthogonal
projection onto the linear span of P0(Σ), . . . , Pn−1(Σ) and observe that P is bounded in L
p(Σ)
since the eigenfunctions are continuous. Then Q = I−P is a bounded projection from Lp(Σ) onto
FJ,p for every 1 ≤ p ≤ ∞ (see also the proof of Lemma 5.11). Then (38) follows if we prove that
‖QTΣ(t)‖p ≤M
∣∣1− 2
p
∣∣
e−λ(Pn) t. (39)
The above estimate holds (with equality) if p = 2 since Q has norm 1 and ∆0 is self-adjoint
with eigenfunctions and eigenvalues Pn(Σ), λ(Pn), respectively. By the Riesz-Thorin theorem it
is sufficient therefore to prove (39) for p = 1,∞. Let p = 1, consider (TΣ(t))t≥0 restricted on FJ,1
and let S be the L2 orthogonal projection on Ker(λ(Pn) + ∆0), which is bounded in FJ,1 by the
argument above. Then
FJ,1 = Ker(λ(Pn) + ∆0)⊕ FK,1
where K = {m+1,m+2, . . .} for some m ≥ n. Then TΣ(t)u = e−λ(Pn) tu if u ∈ Ker(λ(Pn)+∆0)
and ‖TΣ(t)‖ ≤ e−(λ(Pn)+δ) t for some δ > 0 on FK,1, since (TΣ(t))t≥0 is analytic and its growth
bound on FK,1 coincides with the spectral bound which is strictly greater than λ(Pn), by the
preceeding lemma. Therefore eλ(Pn) tTΣ(t)→ S in norm, as t→∞ and this shows (39) for p = 1.
The proof for p =∞ is the same.
Note that M = 1 when n = 0.
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5.3 The spaces L
p
J (CΣ)
If X,Y are function spaces over G1, G2 we denote by X ⊗ Y the algebraic tensor product of X,Y ,
that is the set of all functions u(x, y) =
∑n
i=1 fi(x)gi(y) where fi ∈ X, gi ∈ Y and x ∈ G1, y ∈ G2.
If T, S are linear operators on X,Y we denote by T ⊗ S the operator on X ⊗ Y defined by
T ⊗ S
(
n∑
i=1
fi(x)gi(y)
)
=
n∑
i=1
Tfi(x)Sgi(y).
Definition 5.10 LpJ(CΣ) (1 ≤ p <∞) and C0J (CΣ) (p =∞) are the closure of Lp(]0,+∞[, ρN−1dρ)⊗
FJ,p and C
0
0 (]0,+∞[)⊗ FJ,∞, in Lp(Σ) and C0(Σ), respectively.
We recall that the spaces FJ,p have bee introduced in Definition 5.7. In particular, if J = N0, then
LpJ(CΣ) = Lp(CΣ) and C0J (CΣ) = C0(CΣ). To unify the notation we use L∞J (CΣ) for C0J (CΣ).
The next lemma clarifies the structure of the spaces LpJ(CΣ) in some cases of interest.
Lemma 5.11 Assume that the L2 orthogonal projection P : L2(Σ) → FJ,2 extends to a bounded
projection P in Lp(Σ). Then
Lp(CΣ) = LpJ(CΣ)⊕ LpN0\J(CΣ). (40)
In particular
LpJ(CΣ) =
{
u ∈ Lp(CΣ) :
∫
Σ
u(ρω)Pj(ω) dσ(ω) = 0 for ρ > 0 and j 6∈ J
}
. (41)
When J is finite
LpJ(CΣ) =
{
u =
∑
j∈J
fj(ρ)Pj(ω) : fj ∈ Lp(]0,+∞[, ρN−1dρ)
}
(42)
and the projection I ⊗ P : Lp(CΣ)→ LpJ(CΣ) is given by
(I ⊗ P )u =
∑
j∈J
Tju(ρ)Pj(ω) =
∑
j∈J
(∫
Σ
u(ρω)Pj(ω) dσ(ω)
)
Pj(ω). (43)
Proof. For j ∈ N0, u ∈ Lp(CΣ) let
Tju(ρ) =
∫
Σ
u(ρω)Pj(ω) dσ(ω).
By Ho¨lder inequality ‖Tju‖p ≤ cj‖u‖p (recall that Pi ∈ L∞). Then the right hand side of (41)
is ∩j 6∈JKer (Tj). Since LpJ(CΣ) is the closure of functions of the form
∑
j∈J fj(ρ)Pj(ω), it follows
that LpJ(CΣ) ⊂ ∩j 6∈JKer (Tj). Similarly LpN0\J(CΣ) ⊂ ∩j∈JKer (Tj) and hence
LpJ(CΣ) ∩ LpN0\J (CΣ) ⊂ ∩j∈N0Ker (Tj) = {0},
since the linear span of the functions {Pj, j ∈ N0} is dense in Lp′(Σ) by Lemma 5.6 (and w∗-dense
if p′ =∞).
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Let Q : L2(Σ) → FN0\J,2 be the orthogonal projection. Since P + Q is the identity on L2(Σ)
and P is bounded in Lp(Σ), then Q is bounded in Lp(Σ), too. Next note that I ⊗ P, I ⊗ Q are
bounded projections in Lp(CΣ) and that
I ⊗ P

∑
j
fj(ρ)Pj(ω)

 =∑
j∈J
fi(ρ)Pi(ω),
where the sums are finite, and similarly for I ⊗Q. It follows that the ranges of I ⊗ P, I ⊗Q are
LpJ(CΣ), LpN0\J (CΣ) respectively and that I⊗P +I⊗Q is the identity of Lp(CΣ). Then (40) follows.
Equality (41) follows from (40) since LpJ(CΣ) ⊂ ∩j 6∈JKer (Tj), LpN0\J(CΣ) ⊂ ∩j∈JKer (Tj) and the
subspaces ∩j 6∈JKer (Tj), ∩j∈JKer (Tj) intersect only at 0.
Finally, we assume that J is finite and observe that (42) holds if and only if its right hand side
is closed. Let uk =
∑
j∈J f
k
j (ρ)Pj(ω) converge to u in L
p(RN ). Then fkj = Tj(u
k) converges to
some fj in L
p(]0,+∞[, ρN−1dρ) and therefore u = ∑j∈J fj(ρ)Pj(ω). This proves (42). Identity
(43) holds since both sides are continuous in Lp(CΣ), J being finite, and coincide on finite sums∑
i fi(ρ)Pi(ω).
Remark 5.12 Note that the inclusion
LpJ(CΣ) ⊂
{
u ∈ Lp(CΣ) :
∫
Σ
u(ρω)Pj(ω) dσ(ω) = 0 for ρ > 0 and j 6∈ J
}
holds without assuming the boundedness of the projection P .
Special situations of interest where Lemma 5.11 applies are the following.
Definition 5.13 We fix n ∈ N0 and define Lp≤n, Lpn, Lp>n as the closure in Lp(RN ) of the func-
tions u =
∑
j fj(ρ)Pj(ω) where the sums are finite, fj ∈ Lp(]0,∞[, ρN−1 dρ) and (Pj) constitute a
basis for spherical harmonics of order ≤ n, n and > n respectively. The spaces Lp<n, Lp≥n, Lp6=n are
defined similarly.
Note that Lp0 consists of radial functions and that L
p(RN ) = Lp≤n ⊕ Lp>n.
5.4 The spectrum of A
The following result follows from well- known and elementary facts, see [22, AI, Section 3.7].
Proposition 5.14 For 1 ≤ p ≤ ∞, let Dp(Γ) and Dp(∆0|FJ,p) be the domains of Γ and ∆0|FJ,p
introduced in the previous subsection. Then the closure of the operator (A,Dp(Γ) ⊗ Dp(∆0|FJ,p))
generates a strongly continuous analytic semigroup (Tp,J,Σ(t))t≥0 in L
p
J(CΣ). Let n be the smallest
integer in J . There exists M (depending on n but not on p) such that for every 1 ≤ p ≤ ∞
‖Tp,J,Σ(t)‖p ≤M
∣∣1− 2
p
∣∣
e−(ωp+λ(Pn)) t, (44)
where ωp is defined in (36).
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Proof. Observe first that
A = Γ⊗ Id+ Id⊗∆0|FJ,p
on Dp(Γ) ⊗ Dp(∆0|FJ,p). Let (S(z))z∈Ω and (TJ(z))z∈Ω, where Ω is a suitable sector in the
complex plane, be the analytic semigroups generated respectively by Γ in Lp(]0,+∞[, ρN−1dρ)
and ∆0|FJ,p in FJ,p. The family (S(z) ⊗ TJ(z))z∈Ω extends to a strongly continuous analytic
semigroup (Tp,J,Σ(t))t≥0 on L
p
J(CΣ). Moreover the generator of (S(t) ⊗ TJ(t))t≥0 is given by the
closure of the operator
Γ⊗ Id+ Id⊗∆0|FJ,p
defined on the core Dp(Γ)⊗Dp(∆0|FJ,p). Finally, since by Proposition 7.30
‖Tp,J,Σ(t)‖p = ‖S(t)‖p‖TJ(t)‖p,
(44) follows from Proposition 5.1 and Lemma 5.9.
Note that M = 1 when n = 0. We denote by Ap,J,Σ the closure of (A,Dp(Γ)⊗Dp(∆0|FJ,p)) in
LpJ(CΣ). When I = N0 we write Ap,Σ for Ap,J,Σ and Tp,Σ(t) for Tp,J,Σ(t).
Corollary 5.15 Tp,J,Σ(t) is the restriction of Tp,Σ(t) to L
p
J(CΣ) and its generator Ap,J,Σ is the
part of Ap,Σ in L
p
J(CΣ).
Proof. Keeping the notation of the proof of Proposition 5.14, if (TΣ(t))t≥0 is the semigroup
generated by ∆0 in L
p(Σ), then TJ(t) = (TΣ(t))|FJ,p , by Lemma 5.8. Then the restriction of
S(t)⊗TΣ(t) on Dp(Γ)⊗Dp(∆0|FJ,p) coincides with S(t)⊗TJ(t) and hence Tp,J,Σ(t) is the restriction
of Tp,Σ(t) to L
p
J(CΣ). The second statement follows from basic semigroup theory.
In the next proposition we show that smooth functions are a core for Ap,J,Σ.
Proposition 5.16 The set
{u ∈ C∞c (CΣ \ {0}) : u ≡ 0 on ∂CΣ}
is a core for Ap,J,Σ.
Proof. Observe that, since C∞c (]0,+∞[) is dense in Dp(S−1ΓS) (see Proposition 5.1), then
C∞c (]0,+∞[) is also dense in Dp(Γ). Moreover {u ∈ C∞(Σ)| u ≡ 0 on ∂Σ} is dense in Dp(∆0|FJ,p).
By Proposition 5.14, Dp(Γ)⊗Dp(∆0|FJ,p) is a core for Ap,J,Σ. It follows that
C∞c (]0,+∞[)⊗ {u ∈ C∞(Σ)| u ≡ 0 on ∂Σ}
is dense in Dp(A). Observing that
C∞c (]0,+∞[)⊗ {u ∈ C∞(Σ)| u ≡ 0 on ∂Σ} ⊆ {u ∈ C∞c (CΣ \ {0}) : u ≡ 0 on ∂CΣ}
we get the claim.
We can now prove the main result of this section.
Theorem 5.17 Let 1 ≤ p ≤ ∞. Then
σ(Ap,J,Σ) = ∪n∈J (Pp − λ(Pn)),
where Pp is the parabola defined in (35).
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Proof. Let λ 6∈ ∪n∈J(Pp − λ(Pn)) and fix n ∈ N0 such that
− ωp − λ(Pk) < Reλ for every k > n. (45)
According to Lemma 5.11 we write LpJ(CΣ) = LpJn(CΣ) ⊕ L
p
J\Jn
(CΣ), with Jn = J ∩ {0, 1, . . . , n}.
Since both LpJn(CΣ) and L
p
J\Jn
(CΣ) are Ap,J,Σ invariant, then λ ∈ ρ(Ap,J,Σ) if and only if λ ∈
ρ(Ap,Jn,Σ) and λ ∈ ρ(Ap,J\Jn,Σ). The second inclusion follows immediately from (44) with J \ Jn
instead of J , since Reλ is greater than the growth bound of (Tp,J\Jn,Σ)t≥0, by (45). Concerning
the first inclusion we note that
LpJn(CΣ) = ⊕ni=0L
p
Ji
(CΣ)
where Ji = J ∩ {i} and that each LpJi(CΣ) is Ap,J,Σ invariant. Moreover, λ−Ap,J,Σ coincides with
(λ+ λ(Pi)− Γ) ⊕ I on LpJi(CΣ), hence it is invertible on it, since λ + λ(Pi) 6∈ Pp by assumption.
This shows that λ ∈ ρ(Ap,J,Σ), hence
σ(Ap,j,Σ) ⊆ σp(Γ) + σp(∆0|FJ,p) = ∪n∈J (Pp − λ(Pn)).
Let us now prove the reverse inclusion, assuming first that 1 ≤ p < ∞. Fix n ∈ J ,ξ ∈ R let
λn = λ(Pn) and set µ = −ξ2+ iξ(N−2+c− 2Np )−ωp−λn := λ−λn. Set also u(x) = ρ−
N
p
+iξP (ω)
where P is an eigenfunction of −∆0|FJ,p corresponding to the eigenvalue λn. Then
Ap,J,Σ u = (Γ⊗ Id+ Id⊗∆0|FJ,p)u = λu
but u does not belong to Lp(RN ). We approximate u by a sequence (uk)k∈N ⊂ Dp(Γ)⊗Dp(∆0|FJ,p)
such that λuk − Luk → 0, uk 6→ 0 as k goes to infinity and we deduce that λ ∈ σ(Ap,J,Σ). Let
φk(ρ) ∈ C∞c (R), 0 ≤ φk ≤ such that φk(ρ) = 0 if r ≤ 12k , φk(ρ) = 1 if 1k ≤ ρ ≤ k, φk(ρ) = 0 if
ρ ≥ 2k and
|φ′k| ≤ C
(
kχ[ 12k ,k]
+
1
k
χ[k,2k]
)
,
|φ′′k | ≤ C
(
k2χ[ 12k ,k]
+
1
k2
χ[k,2k]
)
and set uk(x) = φk(ρ)ρ
−N
p
+iξP (ω). We have that∫
CΣ
|uk|pdx ≥
∫
Σ
|P (ω)|pdσ
∫ k
1
k
1
ρ
dρ ≥ C log k. (46)
Moreover
Auk = A(φku) = λuk + |x|2(∆φk)u+ 2|x|2∇φk · ∇u+ cx · ∇φku.
By the definition of u,
∇φk · ∇u = φ′k(ρ)
x
ρ
· ∇u = φ′k(ρ)
∂u
∂ρ
= φ′k(ρ)
(
−N
p
+ iξ
)
ρ−
N
p
+iξ−1P (ω).
Therefore
‖ρ2∇φk · ∇u‖pp ≤ C
(
kp
∫ 1
k
1
2k
ρ2p−N−p+N−1dρ+
1
kp
∫ 2k
k
ρ2p−N−p+N−1dρ
)
= C
(
kp
∫ 1
k
1
2k
ρp−1dr +
1
kp
∫ 2k
k
ρp−1dρ
)
≤ C.
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Similarly
‖r2∆φku‖pp ≤ C
(
k2p
∫ 1
k
1
2k
ρ2p−N+N−1dρ+
1
k2p
∫ 2k
k
ρ2p−N+N−1dρ
)
= C
(
k2p
∫ 1
k
1
2k
ρ2p−1dr +
1
k2p
∫ 2k
k
ρ2p−1dρ
)
≤ C
and, since x · ∇φku = ρφ′ku, we have also ‖x · ∇φku‖pp ≤ C. It follows that ‖Auk − λuk‖p ≤ C
for some positive constant C. Then, setting vk =
uk
‖uk‖p
, by (46) and the computation above
‖Avk − λvk‖p goes to 0 as k goes to infinity and this implies that λ ∈ σ(Ap,J,Σ). The proof for
p =∞ is similar.
Observe that σ(Ap,J,Σ) is real if and only if N − 2+ c− 2N/p= 0 hence in the self-adjoint case
(that is when c = 2) if and only if p = 2.
Remark 5.18 The inclusion
σ(Ap,j,Σ) ⊆ σp(Γ) + σp(∆0|FJ,p) = ∪n∈J(Pp − λ(Pn))
follows also from the more general result [2, Theorem 7.3] since the semigroups generated by Γ
and ∆0|FJ,p are analytic and commute.
6 The operator A in the whole space and in the half-space
In this section we complete the analysis of A by computing the growth bound in RN and in RN+ ,
that is when Σ = SN−1, S
+
N−1, respectively, and describing the domain in the case of the whole
space.
6.1 Part I: A in RN
Here Σ = SN−1, J = N0 and we wrire Ap for Ap,J,Σ. The following result is a particular case of
Theorem 5.17
Proposition 6.1 Let 1 ≤ p ≤ ∞. Then
σ(Ap) = ∪n∈N0(Pp − λn)
where λn and Pp are as in Lemma 5.6 (i) and Proposition 5.1, respectively.
The operator Ap generates a positive semigroup
(
T (t)
)
t≥0
in Lp(RN ) which is independent of
p. Moreover C∞c (R
N \ {0}) is a core for Ap. These results follow from Propositions 5.14 and 5.16.
As in [16, Section 3, Section 4], see also [8], one can define for 1 < p <∞
Dp(A) ={u ∈ Lp(RN ) ∩W 2,p
(
R
N \Bε
)
for every ε > 0 : |x|∇u, |x|2D2u ∈ Lp(RN )},
and show that it coincides with the maximal one
Dp,max(A) ={u ∈ Lp(RN ) ∩W 2,p
(
R
N \Bε
)
for every ε > 0 : Au ∈ Lp(RN )}.
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Moreover (A,Dp(A)) generates an analytic semigroup which coincides with that of Proposition
5.14, as shown in the next Proposition. The domain in C00 (R
N ), the spaces of all continuous
functions vanishing at 0,∞, coincides with the maximal one
D0max(A) = {u ∈ C00 (RN ) ∩W 2,ploc (RN \ {0} for every p <∞ : Au ∈ C00 (RN )}.
Proposition 6.2 If 1 < p <∞, then the closure of (A,Dp(Γ)⊗Dp(∆0)) coincides with (A,Dp(A)).
If p =∞ the corresponding closure coincides with (A,D0max(A)).
Proof. Let 1 < p < ∞. Since Dp(A) = Dp,max(A), it follows that Dp(Γ) ⊗Dp(∆0) ⊆ Dp(A).
Hence the closure of (A,Dp(Γ)⊗Dp(∆0)) is contained in (A,Dp(A)). Since both operators gen-
erate a semigroup in Lp(RN ), the equality follows. The proof in C00 (R
N ) is identical.
Next, we estimate the growth bound of
(
T (t)
)
t≥0
. Even though the result below can be deduced
from Propostion 5.14, see equation (44), we prefer to give a direct proof which shows the equivalence
with Hardy inequalities and which applies also in the case of the half-space, see Proposition 6.7.
Proposition 6.3 Set ωp =
N
p2 [p(N − 2 + c)−N ], see (36). Then ‖T (t)‖p ≤ e−ωpt. The constant
ωp is sharp.
Proof. Consider first the case 1 < p < ∞. Since C∞c is a core for Ap, by Proposition 5.16, it
suffices to show the dissipativity estimate
−
∫
RN
Au|u|p−2u dx ≥ ωp
∫
RN
|u|p dx
for every u ∈ C∞c . Setting u⋆ = u|u|p−2 we multiply Lu by u⋆ and integrate over RN . The
integration by parts is straightforward when p ≥ 2. For 1 < p < 2, |u|p−2 becomes singular near
the zeros of u but integrating by parts is still allowed, see [14]. We get
−
∫
RN
Auu⋆ dx = (p− 1)
∫
RN
|x|2|u|p−2|∇u|2 dx + (2− c)
∫
RN
∇u|u|p−2u · x dx
= (p− 1)
∫
RN
|x|2|u|p−2|∇u|2 dx+
(
2− c
p
)∫
RN
∇|u|p · x dx
= (p− 1)
∫
RN
|x|2|u|p−2|∇u|2 dx−N
(
2− c
p
)∫
RN
|u|p dx.
By Hardy inequality (7.20) with β = 2,
−
∫
RN
Auu⋆ dx ≥
[
(p− 1)N
2
p2
−N
(
2− c
p
)]∫
RN
|u|p dx = ωp
∫
RN
|u|p dx
and therefore
−
∫
RN
Au|u|p−2udx ≥ ωp
∫
RN
|u|p dx.
Observe that all inequalities above are equalities, except for Hardy inequality. Hence ωp is sharp
since the constant in (7.20) is sharp.
By standard semigroup theory the above estimate is equivalent to ‖T (t)f‖p ≤ e−ωp t‖f‖p for
every f ∈ Lp. Letting p→ 1 we get the same estimate in L1 (with ω1 instead of ωp).
If p =∞ (that is in C00 (RN )) the result follows from the maximum principle and the positivity
of
(
T (t)
)
t≥0
, see Appendix B.
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Remark 6.4 The estimate ‖T (t)f‖1 ≤ e−ω1 t‖f‖1 shows that
(
T (t)
)
t≥0
extends to a semigroup
in L1. The strong continuity follows from [30, Proposition 4].
Remark 6.5 (i) ω∞ = 0 and ω1 = (c− 2)N ;
(ii) ωp ≥ 0 iff p ≥ NN−2+c . Moreover ωp attaints its maximum value at p = 2NN−2+c and ωp =(
N−2+c
2
)2
;
(iii) if NN−2+c < p <∞, then ωp > 0 and Ap is invertible in Lp.
6.2 Part II: A in RN+
In this case Σ = S+N−1 and we write A
+
p for Ap,S+
N−1
. The following result is a particular case
of Theorem 5.17 but differs from Proposition 6.1. In particular the spectral bound of Ap is −ωp
whereas the spectral bound of A+p is −ωp − λ1 = −ωp − (N − 1).
Proposition 6.6 Let 1 ≤ p ≤ ∞. Then
σ(A+p ) = ∪n∈N(Pp − λn)
where λn and Pp are as in Lemma 5.6 (ii) and Proposition 5.1, respectively.
The operator A+p generates a positive semigroup (T
+(t))t≥0 in L
p(RN+ ) which is independent
of p: this follows from Proposition 5.14. The semigroup (T+(t))t≥0 is pointwise dominated by
(the restriction to RN+ of) the semigroup
(
T (t)
)
t≥0
generated by Ap. However, its grouth bound
is strictly smaller than −ωp, defined in Proposition 6.3, since Hardy inequality in the half-space
holds with a better constant than in the whole space, see Proposition 7.20 .
Proposition 6.7 Set
ω+p =
N
p2
[p(N − 2 + c)−N ] + 4(p− 1)(N − 1)
p2
= ωp +
4(p− 1)(N − 1)
p2
. (47)
Then ‖T+(t)‖p ≤ e−ω+p t. The constant ω+p is sharp.
Proof. The statement is equivalent to the dissipativity estimate
−
∫
RN+
A+p u|u|p−2u dx ≥ ω+p
∫
RN+
|u|p dx
for every u ∈ C∞(RN+ \ {0}) such that u ≡ 0 on RN−1, since the last space is a core for A+p , by
Proposition 5.16. The proof is a repetition of that of Proposition 6.3, using (54) instead of (53).
As in the proof of Proposition 6.3, the sharpness of ω+p follows from the sharpness of the constant
in Hardy inequality (54).
Remark 6.8 Note that ω∗p = ωp if p = 1,∞. It is worth mentioning that the dissipativity constant
−ω+p is greater that the spectral bound sp := −ωp − (N − 1) and coincides with it if and only if
p = 2. Since the semigroup (T+(t))t≥0 is analytic, sp coincides with the growth bound. This means
that for every ε > 0 there exists a constant Cε > 0 such that ‖T+(t)‖p ≤ Cεe(sp+ε)t. However the
estimate ‖T+(t)‖p ≤ eµt holds only if µ ≥ −ω+p .
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7 Special cases and generalizations
7.1 Rellich inequalities for Schro¨dinger operators
Rellich inequalities for Schro¨dinger operators can be deduced from Theorem 3.1 by settting c = 0,
so that
L = ∆− b|x|2 .
For simplicity we assume that b ∈ R and N ≥ 2 and we observe that if b = 0 the operator L
reduces to the Laplacian. Note that
γp(α, 0) =
(N
p
− 2 + α
)(N
p′
− α
)
and
Pp,α,0 :=
{
λ = −ξ2 + iξ
(
N
(
1− 2
p
)
+ 2− 2α
)
− γp(α) ; ξ ∈ R
}
.
Proposition 7.1 Let N ≥ 2, α, b ∈ R, 1 ≤ p ≤ ∞. Then there exists a positive constant
C = C(N,α, p, b) such that ∥∥∥∥|x|α
(
∆u− b|x|2 u
)∥∥∥∥
p
≥ C‖|x|α−2|u|‖p
holds for every u ∈ C∞c (RN \ {0}) if and only if b+λn 6∈ Pp,α,0 for every n ∈ N0. If (N(1− 2/p)+
2 − 2α 6= 0, then Pp,α,0 is a non degenerate parabola with vertex at (−γp(α, 0), 0) and the above
condition reads b+ γp(α, 0) + λn 6= 0 for every n ∈ N0 or, equivalently, since λn = n2 + (N − 2)n
b+
(
n+
N
2
− 1
)2
6=
(
N
(1
2
− 1
p
)
+ 1− α
)2
. (48)
However, if (N(1 − 2/p) + 2 − 2α = 0, then Pp,α,0 coincides with the semiaxis ] −∞,−γp(α, 0)]
and the condition becomes b+ γp(α, 0) > 0.
When b+ γp(α, 0) > 0 the optimal constant is given by
C = b+ γp(α, 0) = b+
(N
p
− 2 + α
)(N
p′
− α
)
.
It is worth-mentioning that Rellich inequalities hold for large negative b satisfiyng (48) for every
n ∈ N0 if the parabola Pp,α,0 is non degenerate. If α = 0 then Pp,α,0 degenerates if and only if
p0 = 2N/(N + 2) and Rellich inequalities hold if and only if b+ γp0(0, 0) = b+
(
N
2 − 1
)2
> 0.
If p = 2, the parabola P2,α,0 degenerates into a half-lineif and only if α = 1, hence the inequality∥∥∥∥|x|∆u− b|x|2 u
∥∥∥∥
2
≥ C‖|x|−1u‖2
holds if and only if b+ (N/2− 1)2 > 0.
When p = 2 better results can be deduced from Section 2, concerning the computation of the
best constants, as in [3]. In the classical case α = 0, then γ2(0, 0) = (N/4)(N − 4) and Rellich
inequalities ∥∥∥∥∆u− b|x|2 u
∥∥∥∥
2
≥ C‖|x|−2|u|‖2
hold if and only if b+
(
n+ N2 − 1
)2
6= 1 for every n ∈ N0.
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7.2 Rellich and Caldero´n-Zygmund inequalities in L
p
J (R
N)
The failure of Rellich and Caldero´n-Zygmund inequalities for some values of α (depending on
N, p, b, c) is determined by certain subspaces defined by spherical harmonics of low order. Discard-
ing these subspaces, Rellich and Caldero´n-Zygmund inequalities continue to hold even though they
fail in the whole Lp. This phenomenon holds also in the extreme cases p = 1,∞.
Let J ⊂ N0 and FJ,p and LpJ(RN ) be defined as in Section 5 (with Σ = SN−1) by selecting for
every j ∈ J a (different) spherical harmonic Pj . We denote by λ(Pj) the eigenvalue corresponding
to Pj and we suppose that they are listed in the increasing order.
By using the results on the spectrum of A in LpJ(R
N ) (see Theorem 5.17, Section 5) and by
arguing as in Theorems 3.1 and 4.1, we can improve Rellich and Caldero´n-Zygmund inequalities.
Theorem 7.2 Let N ≥ 2, α, b, c ∈ R, 1 ≤ p ≤ ∞. Let γp(α, c) and the parabola Pp,α,c be defined
as in (16) and (17). Then there exists a positive constant C = C(N,α, p, c, b) such that
‖|x|αLu‖p ≥ C‖|x|α−2|u|‖p
holds for every u ∈ C∞c (RN \ {0}) ∩ LpJ(RN ), if and only if b + λ(Pj) 6∈ Pp,α,c for every j ∈ J .
Moreover, if n = min J and b + λ(Pn) + γp(α, c) > 0 for every 1 ≤ p ≤ ∞, the best constant C
above satisfies
c
∣∣1− 2
p
| (b+ λ(Pn) + γp(α, c)) ≤ C ≤ b + λ(Pn) + γp(α, c) (49)
where c > 0 depends on n,N but not on p.
Proof. The proof is identical to that of Theorem 3.1 but this time the auxiliary operator L˜ and its
spectrum is considered in LpJ(R
N ) instead of Lp(RN ). An application of Theorem 5.17 instead of
Proposition 6.1 concludes the first part of the proof. Concerning the estimate of the best constant
C, we recall that, as in Theorem 3.1, C−1 = ‖(b− L˜)−1‖p, where the operator L˜ is defined in (19)
and it is considered in LpJ(R
N ). Since, by Theorem 5.17,
σ(L˜) = ∪j∈J (Pp,α,c − λ(Pj))
and −γp(α, c) is the vertex of the parabola Pp,α,c, the assumption b+λ(Pn)+γp(α, c) > 0 for every
1 ≤ p ≤ ∞ implies the spectrum of L˜ lies in the half-plane {Reλ < b}, hence b belongs to the
resolvent set for every 1 ≤ p ≤ ∞ and C = (‖(b − L˜)−1‖p)−1 ≤ dist(b, σ(L˜)) = b + λn + γp(α, c).
This proves the upper estimate in (49). Concerning the lower estimate we recall the bound
‖Tp,J(t)‖p ≤M
∣∣1− 2
p
∣∣
e−(λn+γp(α,c)) t
proved in Proposition 5.14 for the semigroup generated by L˜ in LpJ(R
N ) (see (44) with Σ = SN−1).
Since the resolvent at b is the integral from 0 to ∞ of the generated semigroup, integrating the
above bound we get the lower estimate with c =M−1.
Remark 7.3 If the condition b + λ(Pn) + γp(α, c) > 0 is satisfied in a certain range [p1, p2] it is
easy to see that the conclusion is still valid in [p1, p2].
The description of the spaces LpJ(R
N ) is simple, when the L2(SN−1) projection onto FJ,2
extends to a bounded operator in Lp(SN−1, see Lemma 5.11 (this is always true when J or N0 \ J
is finite). In this case LpJ(R
N ) is characterized by equation (41) as
LpJ(CΣ) =
{
u ∈ Lp(CΣ) :
∫
Σ
u(ρω)Pj(ω) dσ(ω) = 0 for ρ > 0 and j 6∈ J
}
.
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Special situations of interest are the subspaces Lpn, L
p
len and L
p
≥n introduced in Definition 5.13.
According to this notation it follows from Theorem 7.2 that if p = 1, N/2 and α = 0 Rellich
inequalities hold in Lp≥1, that is for every smooth function in u(ρ, ω) ∈ L1 such that or every ρ > 0∫
SN−1
u(ρ, ω) dσ(ω) = 0.
If p = N and α = 0, Rellich inequalities hold in Lp6=1. If p = ∞, α = 0, we see that Rellich
inequalities hold in Lp6=2. Similar remarks holds for α 6= 0, see subsection 7.4.
We can now complement Theorem 4.1 showing that weighted Caldero´n-Zygmund inequalities
can hold in LpJ(R
N ) even though they do not hold in Lp(RN ). We may assume that
α 6= 1− N
p
, α 6= 2− N
p
, α 6= 1 + N
2
− N
p
otherwise Theorem 4.1 applies. Note that the last condition implies that the parabola Pp,α,0 is
non degenerate.
Theorem 7.4 Let N ≥ 3, 1 < p < ∞, α ∈ R, and set NJ = {n ∈ N0 : there exists j ∈
J such that λn = λ(Pj)}. Assume that
α 6= N
p′
+ n α 6= −N
p
+ 2− n for every n ∈ NJ .
Then there exists a positive constant C = C(α,N, p) such that the weighted Caldero´n-Zygmund
inequalities
‖|x|αD2u‖p ≤ C‖|x|α∆u‖p
hold for every u ∈ C∞c (RN \ {0}) ∩ LpJ(RN ).
Proof. As shown in the proof of Theorem 4.1, Rellich inequalities always imply Caldero´n-
Zygmund inequalities. The former hold beacuse of Theorem 7.2 and since the condition
λn + γp(α, 0) =
(
N
p
− 2 + α+ n
)(
N
p′
− α+ n
)
6= 0
for every n ∈ NJ is equivalent to that in the statement.
Remark 7.5 We point out that, for every α ∈ R, we can choose I finite such that Rellich and
Caldero´n-Zygmund inequalities are true in LpJ , J = N0 \ I.
Finally, let us consider Rellich and Caldero´n-Zygmund inequalities for even and odd functions.
Let λn be the eigenvalues of −∆0 and let En = Ker(λn + ∆0), n ∈ N0. Then E0 consists of
constant functions and each En with n ≥ 1 has dimension greater than 1. Let Pj , Qj be odd
and even spherical harmonics, respectively. Then the set {λ(Pj)} coincides with {λn, n ∈ N} and
{λ(Qj)} coincides with {λn, n ∈ N0}. From Theorem 7.2 we deduce
Proposition 7.6 Rellich inequalities
‖|x|αLu‖p ≥ C‖|x|α−2|u|‖p
hold for smooth even functions if and only if b+λn 6∈ Pp,α,c for every n ∈ N0 and for odd functions
if and only if b+ λn 6∈ Pp,α,c for every n ∈ N .
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Observe that odd and even functions constitute complemented subspace of Lp(RN ) and that the
L2 projections on even and odd functions on the sphere extend to bounded operator on Lp(SN−1),
so that characterization (41) hold.
Caldero´n-Zygmund inequalities for odd functions follow from Rellich inequalities, as above, see
also the next subsection.
7.3 Rellich and Caldero´n-Zygmund inequalities in RN+
By using the results of Section 6 on the spectrum of A+p in L
p(RN+ ) we can improve Rellich
and Caldero´n-Zygmund inequalities in RN+ for smooth functions vanishing at the boundary. The
following result is proved exactly as Theorem 3.1 and differs from it since the condition b + λn 6∈
Pp,α,c is required for n ∈ N and not for n ∈ N0.
Theorem 7.7 Let N ≥ 2, α, b, c ∈ R, 1 ≤ p ≤ ∞. Let γp(α, c) and Pp,α,c as in (16) and (17).
Then there exists a positive constant C = C(N,α, p, c, b) such that
‖|x|αLu‖p ≥ C‖|x|α−2|u|‖p
holds for every for every u ∈ C∞c (RN+ \ {0}) satisfying u = 0 on ∂RN+ if and only if b+ λn 6∈ Pp,α,c
for every n ∈ N.
Proof. Proceed as in Theorem 3.1 considering the operator
L˜ = |x|2∆+ (4 − 2α+ c)x · ∇+ (2 − α)(N − α+ c).
in the half-space, with Dirichlet boundary conditions, whose spectrum is computed in Proposition
6.6.
Proposition 7.8 If b+ γp(α, c) +
4(p− 1)(N − 1)
p2
> 0, then the constant C satisfies
b+ γp(α, c) +
4(p− 1)(N − 1)
p2
≤ C ≤ b+ γp(α, c) + λ1 = b+ γp(α, c) +N − 1.
Proof. Indeed the lower bound of C follows from the dissipativity estimate of L˜ given in Proposi-
tion 6.7 as in the proof of Theorem 3.1 and the upper bound from the computation of the spectral
bound, see Proposition 6.6 since, as in Theorem 3.1, C ≤ dist(b, σ(L˜)).
Observe that the upper and the lower bound coincide, in the above proposition, if and only if
p = 2. We do not know the exact value of C, however we can prove its asymptotic behavior as
b→∞.
Proposition 7.9 We have
C −
(
b+ γp(α, c) +
4(p− 1)(N − 1)
p2
)
→ 0
as b→ +∞
32
Proof. We may assume that p 6= 2. Recall that, from the proof of Theorem 3.1, C = ‖(b −
L˜)−1‖−1p , where L˜ is considered in the half-space with Dirichlet boundary conditions. Let
tp = −γp(α, c)− 4(p− 1)(N − 1)
p2
≥ sp = −γp(α, c)− (N − 1)
(sp is the spectral bound of L˜) and, given ε > 0, assume that the best constant Cb satisfies
Cbn ≥ bn − tp + ε for a sequence bn →∞. Hence ‖(bn− L˜)−1‖p ≤ (bn − tp + ε)−1 for every n and,
by the resolvent equation, ‖(b − L˜)−1‖p ≤ (b − tp + ε)−1 for every b > tp − ε. This implies the
estimate ‖T+(t)‖p ≤ e(tp−ε)t for the generated semigroup, which however, contradicts Proposition
6.7, see also Remark 6.8. Then Cb < b − tp + ε for large b and, since b − tp ≤ Cb, by Proposition
7.8, the proof is complete.
Finally, let us consider Caldero´n-Zygmund inequalities in RN+ for smooth functions vanishing
at the boundary. If Caldero´n-Zygmund inequalities hold in RN for a certain α ∈ R, then they hold
in the half space for the same α by a simple reflection argument (for a function u vanishing at the
boundary, consider its odd reflection with respect the axis xN ). By Theorem 4.1 it follows that
the above inequalities are satisfied in the half-space if N ≥ 3 and
α 6= N
p′
+ n for every n ≥ 0 and α 6= −N
p
+ 2− n for every n ≥ 2.
for every n ∈ N0. However Caldero´n-Zygmund inequalities fail in the whole space for α = N/p′
(corresponding to λ0 = 0 and to radial functions). Let us show that this value is permitted in the
half-space and also for N = 2.
Theorem 7.10 Let N ≥ 2, 1 < p < ∞, α = Np′ . Then there exists a positive constant C =
C(α,N, p) such that the weighted Caldero´n-Zygmund inequalities
‖|x|αD2u‖p ≤ C‖|x|α∆u‖p
hold for every for every u ∈ C∞c (RN+ \ {0}) satisfying u = 0 on ∂RN+ .
Proof. It is sufficient to show that Rellich inequalities hold and this follows from Theorem 7.7
setting b = c = 0. The condition λn 6∈ Pp,α,0 for n ∈ N reads
λn +
(
N
p
− 2 + α
)(
N
p′
− α
)
6= 0
for every n ∈ N and is clearly satisfied since n = 0 is omitted.
Remark 7.11 Observe that the same phenomenon occurs for odd functions of the preceeding
subsection. In fact, since W 2,p(RN+ ) ∩W 1,p0 (RN+ ) can be identified with the subspace of W 2,p(RN )
consisting of odd functions, all the results in this subsection can be formulated for odd functions
in RN rather for functions on RN+ vanishing at the boundary. Observe that this identification is
obtained via odd reflection of a function u with respect to the xN axis which has the effect of
multiplying by 21/p the norm of u,∇u,D2u.
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7.4 Best constants on special subspaces
Here we specialize Theorem 7.2 to the case of subspaces generated by spherical harmonics of a
fixed order, computing also the best constants. For simplicity we assume Σ = SN−1 so that
Lp(CΣ) = Lp(RN ). For n ∈ N0 let, according to Definition 5.13, Lpn = {u =
∑dn
i=1 fi(ρ)Pi(ω) },
where fi ∈ Lp((0,∞), ρN−1 dρ) and (Pi) is a basis for the space of spherical harmonics of order n,
whose dimension is dn. Note that d0 = 1 and that L
p
0 consists of radial functions. Note also that
Lpn is closed, by Lemma 5.11.
Theorem 7.12 Let N ≥ 2, α, b, c ∈ R, 1 ≤ p ≤ ∞. Then there exists a positive constant
C = C(N,α, p, c, b) such that
‖|x|αLu‖p ≥ C‖|x|α−2|u|‖p
holds for every u ∈ C∞c (RN \ {0}) ∩ Lpn if and only if b + λn 6∈ Pp,α,c. If, in addition, b + λn +(
N
2 − 1 + c2
)2
≥ 0 the optimal constant is given by C = |b+ λn + γp(α, c)|.
Proof. The first statement follows from Theorem 7.2, if we select J corresponding to all spherical
harmonics of order n. In order to prove the second part, however, we repeat some arguments of
the proof. As in Theorem 3.1 we set v(x) = |x|α−2u(x) =∑dni=1 ρα−2fi(ρ)Pi(ω) and observe that
|x|αLu := L˜v − (b+ λn)v
where L˜ = Γ⊗ I and Γ is the radial operator
Γ = ρ2Dρρ + (N + 3− 2α+ c)ρDρ + (2 − α)(N − α+ c).
Rellich inequality in the statement is equivalent to
‖L˜v − (b+ λn)v‖p ≥ C‖v‖p,
with the same constant C. Next observe that L˜ − (b + λn) = (Γ− (b+ λn)) ⊗ I so that b + λn
belongs to the spectrum of L˜ if and only if it belongs to the spectrum of Γ which is the parabola
(17), by Proposition 5.1.
Moreover
C = ‖
(
L˜− (b + λn)
)−1
‖p = ‖ (Γ− (b+ λn))−1 ‖p = |b+ λn + γp(α, c)|
if b+ λn +
(
N
2 − 1 + c2
)2
> 0, by Propositions 5.3, 7.30 (see also Remark 7.31).
Let us specialize the above result to the case of the Laplacian. Note that the case of radial
functions, corresponding to n = 0, is already contained in [21, Theorem 1.1].
Corollary 7.13 Assume that b = c = 0, that is L = ∆. Then Rellich inequalities hold for smooth
functions in Lpn if and only if α 6= N/p′ + n, α 6= −N/p+ 2− n. The optimal constant is given by
Cn(N,α, p) =
∣∣∣(N
p
− 2 + α+ n
)(N
p′
− α+ n
)∣∣∣.
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Proof. The parabola Pp,α,0 degenerates if and only if α¯ = N(1/2− 1/p) + 1 and γp(α¯, 0) > 0
if and only if N > 2. However, if N = 2, then α¯ = 2/p′, γp(α¯, 0) = 0. Hence Rellich inequalities
hold for α¯ for every n ∈ N0 if N ≥ 3 and for every n ∈ N if N = 2. Assume now that α 6= α¯. Since
λn + γp(α, 0) =
(
N
p
− 2 + α+ n
)(
N
p′
− α+ n
)
,
the condition λn + γp(α, 0) 6= 0 is equivalent to α 6= N/p′ + n, α 6= −N/p + 2 − n, as in the
statement. Finally, since the condition λn+(N/2−1)2 ≥ 0 is clearly satisfied, Theorem 7.12 yields
C = |λn + γp(α, 0)|, as in the satement.
When α = b = c = 0 we know that the classical Rellich inequalities hold except for p = 1, N/2
where they fail on radial functions, for p = N where they fail on Lp1 and for p =∞ where they fail
on Lp2. The previous corollary yields the best best constants on L
p
0, L
p
1 and L
p
2.
Corollary 7.14 If α = b = c = 0 the best constants for Rellich inequalities in Lp0, L
p
1 and L
p
2 are
given by
C0 =
∣∣∣(N
p
− 2
)(N
p′
)∣∣∣, C1 = N2
(
1
p′
+
1
N
) ∣∣∣∣1p − 1N
∣∣∣∣ , C2 = Np
(
N
p′
+ 2
)
.
Note that C0 = 0 when p = 1, N/2, C1 = 0 when p = N , C2 = 0 when p =∞.
Remark 7.15 It is important to note that Theorem 3.1 can be deduced from Theorem 7.12 only
if p = 2 as done in Section 2. This happens because spherical harmonics are an orthogonal basis
of L2(SN−1) but are not even a Schauder basis of L
p(SN−1) when N ≥ 3. In particular, keeping
the notation of Theorem 7.12, the inequality
C(N,α, p, b, c) ≤ min
n∈N0
|b+ λn + γp(α, c)| (50)
for the best constant in Rellich inequalities holds but equality can fail for p 6= 2. An example of
this phenomenon is exhibited in Proposition 7.9, though formulated in the half-space. Note that
Lp(RN+ ) can be regarded as a subspace of L
p
>0 by extending any function vanishing at the boundary
to an odd function in RN . If equality were true in (50), by applying it to Lp>0 and large positive b
we would obtain C = b+ λ1 + γp(α, c) also in the half-space, contradicting Proposition 7.9.
7.5 Remarks on best constants
In this section we assume that L = ∆, that is b = c = 0. As already pointed out in the introduction,
the best constants for Rellich inequalities (1) are known only for N ≥ 3 and for 2− Np < α < Np′ .
They are given by (N/p−2+α)(N/p′−α) and coincide with the best constants on radial funcions,
see the previous subsection. The best constants for α outside the above range seem to be unknown
even for α = 0. Note however, that if α = 0 and p > N/2 the best constant on the whole space
can be strictly larger than the corresponding one on radial functions since Rellich inequalities fail
for p = N (on Lp1) but hold on radial functions. Similar examples can be done for every α.
The following result yields an estimate of the p-dependence of the best constant on Lp≥n. Note,
however, that the constant c below is not explicitely given.
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Corollary 7.16 Let N ≥ 2, α ∈ R, b = c = 0 and n ≥ 1. If
(
N
p − 2 + α+ n
)(
N
p′ − α+ n
)
> 0
for every 1 ≤ p ≤ ∞, then the best constants C≥n(N,α, p) for Rellich inequalities in Lp≥n satisfy
c
∣∣1− 2
p
|
(
N
p
− 2 + α+ n
)(
N
p′
− α+ n
)
≤ C≥n(N,α, p) ≤
(
N
p
− 2 + α+ n
)(
N
p′
− α+ n
)
,
where c > 0 depends on n,N but not on p.
Proof. This follows immediately from (49) of Theorem 7.2 since b, c = 0 and
λn + γp(α, 0) =
(
N
p
− 2 + α+ n
)(
N
p′
− α+ n
)
.
An estimate of the best constants on the whole space Lp(RN ) can be given by combining
Corollaries 7.13, 7.16.
Proposition 7.17 Let N ≥ 2, α ∈ R, b = c = 0 and C(N, p, α) be the best constants for Rellich
inequalities (with the understanding that Rellich inequalities do not hold if C(N, p, α) = 0). Then
c min
n∈N0
∣∣∣∣
(
N
p
− 2 + α+ n
)(
N
p′
− α+ n
)∣∣∣∣ ≤ C(N,α, p) ≤ minn∈N0
∣∣∣∣
(
N
p
− 2 + α+ n
)(
N
p′
− α+ n
)∣∣∣∣ ,
where c depends on α,N but not on 1 ≤ p ≤ ∞.
Proof. The upper estimate has been already observed in Remark 7.15, see (50). To prove
the lower estimate, let n ∈ N0 be the first integer such that λk + γp(α, 0) > 0 for every k ≥ n and
every 1 ≤ p ≤ ∞. Let Pi, 1 = 1, . . . , n − 1, be the orthogonal projections from Lp(RN ) onto Lpi ,
which are bounded in Lp(RN ) uniformly for 1 ≤ p ≤ ∞. If Q = P0 + · · ·Pn−1 and P = I − Q,
then Q and P are the orthogonal projections onto Lp<n and L
p
≥n, respectively. Then
Lp(RN ) = Lp0 ⊕ · · · ⊕ Lpn−1 ⊕ Lp≥n
Let κ > 0 be such that ‖Pi‖p ≤ κ for every i = 1, . . . , n, 1 ≤ p ≤ ∞. If u ∈ Lp(RN ), then
u =
∑n
i=0 Piu. From Corollaries 7.13, 7.16 we have for u ∈ C∞c (RN \ {0})
Ci‖|x|α−2Piu‖p ≤ ‖|x|α∆Piu‖p = ‖Pi(|x|α∆u)‖p ≤ κ‖|x|α∆u‖p
where Ci = ci
∣∣∣(Np − 2 + α+ i)(Np′ − α+ i)∣∣∣ and ci = 1 for i < n, cn = c. If C = mini=1,...n Ci
then
C‖|x|α−2u‖p ≤ C
n∑
i=1
‖Pi(|x|α−2u)‖p = C
n∑
i=1
‖|x|α−2Piu‖p ≤ nκ‖|x|α∆u‖p
and the thesis follows with c = C/(nκ).
In particular, for α = 0 we obtain

C(N, p) =
(
N
p
− 2
)(
N
p′
)
if 1 < p <
N
2
c min
n=0,1
∣∣∣∣
(
N
p
− 2 + n
)(
N
p′
+ n
)∣∣∣∣ ≤ C(N, p) ≤ minn=0,1
∣∣∣∣
(
N
p
− 2 + n
)(
N
p′
+ n
)∣∣∣∣ if N2 < p < N
c min
n=1,2
∣∣∣∣
(
N
p
− 2 + n
)(
N
p′
+ n
)∣∣∣∣ ≤ C(N, p) ≤ minn=1,2
∣∣∣∣
(
N
p
− 2 + n
)(
N
p′
+ n
)∣∣∣∣ if N < p <∞
(51)
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for the best constant C(N, p) of the unweighted Rellich inequalities. A more explicit estimate
of the lower bound above can be obtained by exploiting the relationships between Rellich and
Caldero´n-Zygmund inequalities, as in Section 4. Setting α = 0 in equation (32) we obtain∣∣∣∣
(
N
p
− 2
)(
N
p
− 1
)∣∣∣∣ ‖|x|−2u‖p ≤ ‖D2u‖p ≤ CZ(N, p)‖∆u‖p
where CZ(N, p) is the best constant in Caldero´n-Zygmund inequalities. Since CZ(N, p) ≤ cN pp−1 ,
where cN can be estimated through the constants in the weak L
1-estimate of the Caldero´n-Zygmund
kernel and those of the Marcinkiewicz interpolation theorem, see [28, 6.2, Chapter II], a lower
estimate, similar to that of (51) but perhaps more explicit follows. Observe also that this argument
can be reversed: having a bound on the constants in Rellich inequalities one can obtain, for
p 6= N/2, N a bound for CZ through the constants in Hardy inequalities and the constant C in
Lemma 4.4, see Section 4.
Appendix A: Weighted Hardy inequalities in Lp(RN)
In this appendix we state and proof three inequalities of Hardy type we need in the paper. The
first two are well-known in the literature but we give a short proof for completeness. Proposition
7.20 (ii) seems to be new, concerning the computation of the best constant.
Proposition 7.18 Let 1 < p <∞ and β ∈ R. Then β−p+N 6= 0 if and only if u ∈ C∞c (RN \{0}),∫
RN
|x|β |∇u|p dx ≥ C
∫
RN
|x|β−p|u|p dx (52)
holds with the optimal constant
C =
∣∣∣∣β − p+Np
∣∣∣∣
p
> 0.
Proof. Let u ∈ C∞c (RN \ {0}) and β − p + N 6= 0. Then integration by parts and Ho¨lder
inequality imply∫
RN
|x|β−p|u|p dx = −p
β − p+N
∫
RN
|x|β−px · |u|p−2Re(u∇u) dx
≤ p|β − p+N |
∫
RN
|x|β−p+1|u|p−1|∇u| dx
≤ p|β − p+N |
(∫
RN
|x|β−p|u|p dx
)1− 1
p
(∫
RN
|x|β |∇u|p dx
) 1
p
.
Hence we have (52).
Next we show the optimality. Fix φ ∈ C∞c (]0,∞[) such that 0 ≤ φ ≤ 1 and φ(ρ) = 1 on [ 12 , 2].
Choosing the sequence {uε,m}ε,m ⊂ C∞c (RN \ {0}) as
uε,m(x) = Γ(pε)
− 1
pφ(|x| 1m )|x|− β−p+Np +εe− |x|p ,
we have∫
RN
|x|β−p|uε,m|p dx→ 1 (m→∞),∫
RN
|x|β |∇uε,m|p dx→ Γ(pε)−1
∫ ∞
0
∣∣∣∣β − p+Np − ε+ 1pρ
∣∣∣∣
p
ρpε−1e−ρ dρ (m→∞).
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Noting that (52) and
(
Γ(pε)−1
∫ ∞
0
∣∣∣∣β − p+Np − ε+ 1pρ
∣∣∣∣
p
ρpε−1e−ρ dρ
) 1
p ≤
∣∣∣∣β − p+Np − ε
∣∣∣∣+ 1p
(Γ(p+ pε)
Γ(pε)
) 1
p
,
we see that
lim
ε↓0
(
lim
m→∞
∫
RN
|x|β |∇uε,m|p dx
)
=
∣∣∣∣β − p+Np
∣∣∣∣
p
,
thus showing the optimality of (52).
Remark 7.19 If β − p+N = 0, then uε,m is nothing but a counterexample to (52).
Proposition 7.20 Let 1 < p <∞ and β ∈ R. Then the following inequalities hold:
(i) if N − 2 + β 6= 0, then for every u ∈ C∞c (RN \ {0}),∫
RN
|x|β |∇u|2|u|p−2 dx ≥
(
N − 2 + β
p
)2 ∫
RN
|x|β−2|u|p dx; (53)
(ii) for every u ∈ C∞c (RN+ \ {0}) satisfying u = 0 on ∂RN+ ,∫
RN+
|x|β |∇u|2|u|p−2 dx ≥
[(
N − 2 + β
p
)2
+
4(N − 1)
p2
]∫
RN+
|x|β−2|u|p dx. (54)
The constants in (53) and (54) are sharp.
Proof. Let Ω be RN \ {0} or RN+ . First we show (53) and (54) for u ∈ C∞c (Ω). Set a
function Q ∈ C2(Ω) such that Q > 0 (Q will be chosen depending on Ω = RN or Ω = RN+ ). Put
v(x) := Q(x)−
2
p u(x). Then noting that
|∇u|2 = Q−2(p−2)p
(
|∇v|2 + 4
p
Q∇QRe(v∇v) + 4
p2
|∇Q|2|v|2
)
we see from integration by parts that∫
Ω
|x|β |∇u|2|u|p−2 dx ≥ 4
p
∫
Ω
|x|βQ∇Q ·Re(v∇v)|v|p−2 dx+ 4
p2
∫
Ω
|x|β |∇Q|2|v|p dx
= − 4
p2
∫
Ω
|x|β
(
∆Q+
βx · ∇Q
|x|2
)
Q|v|p dx.
= − 4
p2
∫
Ω
|x|β
(
∆Q+
βx · ∇Q
|x|2
)
Q−1|u|p dx.
(Case (i): Ω = RN \ {0}) We choose Q0(x) = |x|1−N+β2 . Then by easy culculation we have
∆Q0 +
βx · ∇Q0
|x|2 = −
(
N − 2 + β
2
)2
Q0
|x|2 .
Thus we obtain ∫
RN
|x|β |∇u|2|u|p−2 dx ≥ 4
p2
(
N − 2 + β
2
)2 ∫
RN
|x|β−2|u|p dx. (55)
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We have proved (i).
(Case (ii): Ω = RN+ ) We choose Q+(x) = xn|x|−
N+β
2 . Then similary we have
∆Q+ +
βx · ∇Q+
|x|2 = −
[(
N − 2 + β
2
)2
+N − 1
]
Q+
|x|2 .
Thus we obtain∫
RN
|x|β |∇u|2|u|p−2 dx ≥ 4
p2
[(
N − 2 + β
2
)2
+N − 1
]∫
RN
|x|β−2|u|p dx. (56)
We have proved (ii) for u ∈ C∞c (RN+ ).
Now we prove (ii) for u ∈ C∞c (RN+ \ {0}) satisfying u = 0 on ∂RN+ . We introduce G ∈ C∞(R)
and Gn ∈ C∞(R) for n ∈ N as
G(s) =
{
1 if |s| ≥ 2,
0 if |s| < 1
and Gn(s) = G(ns). Then applying (54) to un(x) = Gn(|u|)u ∈ C∞c (RN+ ), we have
∫
RN+
|x|β |∇un|2|un|p−2 dx ≥
[(
N − 2 + β
p
)2
+
4(N − 1)
p2
]∫
RN+
|x|β−2|un|p dx.
Noting that suppun ⊂ suppu, un → u uniformly on supp u and ∇un → ∇u in L2(supp u), from
the dominated convergence theorem we obtain (54).
Remark 7.21 The optimality of (53) and (54) also can be given by using the following sequences,
respectively:
uε,m(x) =


φm(|x|)|x|
2−N−β
p
+εe−
|x|
p if Ω = RN \ {0},
φm(|x|)x
2
p
N |x|−
N+β
p
+εe−
|x′|
p if Ω = RN+ ,
where |x′| = (x21 + · · ·+ x2N−1)
1
2 and {φm} is a suitable family of cut-off functions.
Appendix B: The operator A in continuous function spaces
Let Ω = RN \ {0}. We consider the operator A endowed with its maximal domain in C00 (RN )
D0max(A) = {u ∈ C00 (RN ) ∩W 2,ploc (Ω) for every p <∞ : Au ∈ C00 (RN )}.
We start by studying existence and uniqueness in the larger space
Dmax(A) = {u ∈ Cb(Ω) ∩W 2,ploc (Ω) for every p <∞ : Au ∈ Cb(Ω)}.
for the elliptic equation
λu−Au = f (57)
for λ > 0 and f ∈ Cb(Ω).
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Proposition 7.22 For every f ∈ Cb(Ω), λ > 0, there exists u ∈ Dmax(A) solving equation (57)
and satisfying the inequality ‖u‖∞ ≤ ‖f‖∞/λ. Moreover, u ≥ 0 whenever f ≥ 0.
Proof. The proof is identical to that given in [13, Theorem 3.4]. In fact, for every f ∈ Cb(Ω),
a solution u of (57) can be obtained as limit of solutions un of the Dirichlet problems associated
with the operator above in the sequence of annuli Bn \B 1
n
which fill the whole Ω.
Uniqueness follows from the existence of suitable Lyapunov functions for the operator A (see
[13, Theorem 3.7]).
Definition 7.23 We say that V is a Lyapunov function for L if V ∈ C2(Ω), V ≥ 1, V → ∞ as
|x| → 0,∞ and λ0V −AV ≥ 0 for some λ0 > 0.
Proposition 7.24 Suppose that there exists V Lyapunov function for the operator L. Then λ−A
is injective on Dmax(A) for every λ > 0.
Remark 7.25 Let 0 ≤ φ ≤ 1 be a smooth function such that φ(x) = −1 for |x| ≤ 1/2 and
φ(x) = 1 for |x| ≥ 1. By easy computations it follows that the function V (x) = φ(x) ln |x|+ 1 is a
Lyapunov function for A. Therefore λ−A is injective on Dmax(A) for every λ > 0.
Proposition 7.26 For every λ > 0, the resolvent operator R(λ,A) preserves C00 (R
N ) that is λ−A
is bijective from D0max(A) onto C
0
0 (R
N ).
Proof. The proof is as in [13, Theorem 3.17]) once one shows the existence of a function V ∈ C2(Ω)
such that V (x) → 0 as |x| → ∞ and as |x| → 0, λ0V − AV ≥ 0 for some λ0 > 0. For example,
we can choose V (x) = |x|2 in B1, V (x) = (log |x|)−1 in RN \ B2. It follows that, for λ0 > 0 large
enough, λ0V −AV ≥ 0.
By the Hille-Yosida theorem we obtain the following result.
Proposition 7.27 The operator (A,D0max(A)) generates a strongly continuos semigroup of posi-
tive contractions in C00 (R
N ).
Now we briefly study the radial operators associated to A and classify the endpoints, according
to Feller’s theory, see [7, Section VI.4.c]).
Proposition 7.28 Let N ≥ 2,
Γ = ρ2D2 + (N − 1 + c)ρD
in ]0,∞[. Then the origin and infinity are natural points.
Proof. According with the notation used in [7, Section VI.4.c], we compute the Wronskian W
and the functions Q, R
W (ρ) = exp
{
−
∫ ρ
1
N − 1 + c
r
dr
}
=
1
ρN−1+c
;
Q(ρ) =
1
ρ3−N−c
∫ ρ
1
1
rN−1+c
dr =


1
2−N − c
(
1
ρ
− 1
ρ3−N−c
)
c 6= 2−N,
1
ρ
log ρ c = 2−N ;
R(ρ) =
1
ρN−1+c
∫ ρ
1
1
r3−N−c
dr =


1
N − 2 + c
(
1
ρ
− 1
ρN−1+c
)
c 6= 2−N,
1
ρ
log ρ c = 2−N.
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It follows that Q 6∈ L1(1,∞) and R 6∈ L1(1,∞), therefore infinity is a natural point. Similarly for
0.
Remark 7.29 Since both the endpoints 0 and +∞ are inaccessible and
1
ρ2W (ρ)
=
ρN−1+c
ρ2
= ρN−3−c 6∈ L1(0,+∞),
by [13, Prop. 6.2 (ii)] we deduce that does not exist an invariant measure for A.
Appendix C: The norm of the tensor product
If X,Y are Lp-spaces over G1, G2 we denote by X ⊗ Y the algebraic tensor product of X,Y , that
is the set of all functions u(x, y) =
∑n
i=1 fi(x)gi(y) where fi ∈ X, gi ∈ Y and x ∈ G1, y ∈ G2. If
T, S are linear operators on X,Y we denote by T ⊗ S the operator on X ⊗ Y defined by
T ⊗ S
(
n∑
i=1
fi(x)gi(y)
)
=
n∑
i=1
Tfi(x)Sgi(y).
The following result is probably well-known and we give a proof only for completeness.
Proposition 7.30 Let T : Lp(G1) → Lq(G1), S : Lp(G2) → Lq(G2) be bounded operators. Then
T ⊗ S extends to a bounded operator from Lp(G1 ×G2) to Lq(G1 ×G2) and ‖T ⊗ S‖ = ‖T ‖‖S‖.
Proof ∫
G1×G2
∣∣∣ n∑
i=1
(Tfi)(x)(Sbi)(y)
∣∣∣q dx dy = ∫
G1
dx
∫
G2
∣∣∣ n∑
i=1
(Tfi)(x)(Sbi)(y)
∣∣∣q dy
=
∫
G1
dx
∫
G2
∣∣∣S( n∑
i=1
(Tfi)(x)bi)
∣∣∣q dy ≤ ‖S‖q ∫
G1
dx
∫
G2
∣∣∣ n∑
i=1
(Tfi)(x)bi
∣∣∣q dy
= ‖S‖q
∫
G2
dy
∫
G1
∣∣∣ n∑
i=1
(Tfi)(x)bi
∣∣∣q dx = ‖S‖q ∫
G2
dy
∫
G1
∣∣∣T ( n∑
i=1
fibi(y))
∣∣∣q dx
≤ ‖S‖q‖T ‖q
∫
G1×G2
∣∣∣ n∑
i=1
fi(x)gi(y)
∣∣∣q dx dy.
This gives ‖T ⊗S‖ ≤ ‖T ‖‖S‖ (using the density of the above functions in Lp(G1×G2)). To show
the converse inequality it is sufficient to consider, for ε > 0, f ∈ Lp(G1) such that ‖f‖p = 1 and
‖Tf‖q ≥ (1 − ε)‖T ‖, g ∈ Lp(G2) such that ‖g‖p = 1 and ‖Sg‖q ≥ (1 − ε)‖S‖. Then f ⊗ g has
norm 1 in Lp(G1 ×G2) and (T ⊗ S)(f ⊗ g) = (Tf)⊗ (Sg) has norm greater than (1− ε)2‖T ‖‖S‖.
Remark 7.31 The above Proposition can be generalized to subspaces of Lp-spaces. Let Ep(Gi),
Eq(Gi) be closed subspaces of L
p(Gi), L
q(Gi), i = 1, 2 and let T : E
p(G1)→ Eq(G1), S : Ep(G2)→
Eq(G2) be bounded operators. Then T ⊗ S extends to a bounded operator from (the closure of)
Ep(G1) ⊗ Ep(G2) to (the closure of ) Eq(G1) ⊗ Eq(G2) and ‖T ⊗ S‖ = ‖T ‖‖S‖. The norm
on Ep(G1) ⊗ Ep(G2) and Eq(G1) ⊗ Eq(G2) is that induced by Lp(G1 × G2) and Lq(G1 × G2),
respectively. The proof is the same as above.
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