Repricing Made-To-Order Production Programs. by Tarimcilar, Mehmet Murat
Louisiana State University
LSU Digital Commons
LSU Historical Dissertations and Theses Graduate School
1987
Repricing Made-To-Order Production Programs.
Mehmet Murat Tarimcilar
Louisiana State University and Agricultural & Mechanical College
Follow this and additional works at: https://digitalcommons.lsu.edu/gradschool_disstheses
This Dissertation is brought to you for free and open access by the Graduate School at LSU Digital Commons. It has been accepted for inclusion in
LSU Historical Dissertations and Theses by an authorized administrator of LSU Digital Commons. For more information, please contact
gradetd@lsu.edu.
Recommended Citation
Tarimcilar, Mehmet Murat, "Repricing Made-To-Order Production Programs." (1987). LSU Historical Dissertations and Theses. 4424.
https://digitalcommons.lsu.edu/gradschool_disstheses/4424
INFORMATION TO USERS
While the most advanced technology has been used to 
photograph and reproduce this manuscript, the quality of 
the reproduction is heavily dependent upon the quality of 
the material submitted. For example:
•  Manuscript pages may have indistinct print. In such 
cases, the best available copy has been filmed.
•  M anuscripts may not always be complete. In  such 
cases, a note will indicate that it is not possible to 
obtain missing pages.
•  Copyrighted material may have been removed from 
the manuscript. In such cases, a note will indicate the 
deletion.
Oversize materials (e.g., maps, drawings, and charts) are 
photographed by sectioning the original, beginning at the 
upper left-hand corner and continuing from left to right in 
equal sections with small overlaps. Each oversize page is 
also film ed as one exposure and is available, for an 
additional charge, as a standard 35mm slide or as a 17”x 23” 
black and white photographic print.
Most photographs reproduce acceptably on positive 
microfilm or microfiche but lack the clarity on xerographic 
copies made from the microfilm. For an additional charge, 
35mm slides of 6”x 9” black and white photographic prints 
are available for any photographs or illustrations that 
cannot be reproduced satisfactorily by xerography.
Order Number 8728220
R e p r ic in g  m a d e - to - o r d e r  p r o d u c t io n  p r o g r a m s
Tarimcilar, Mehmet Murat, Ph.D.
The Louisiana State University and Agricultural and Mechanical Col., 1987
U MI
300 N. Zeeb Rd.
Ann Arbor, MI 48106
PLEASE NOTE:
In all cases this material has been filmed in the best possible way from the available copy. 
Problems encountered with this document have been identified herewith a  check mark V .
1. Glossy photographs or pages_____
2. Colored illustrations, paper or print______
3. Photographs with dark background____
4. Illustrations are poor copy _
5. Pages with black marks, not original copy
6. Print shows through as there is text on both sides of p a g e ______
7. Indistinct, broken or small print on several pages_______
8. Print exceeds margin requirements_____
9. Tightly bound copy with print lost in spine_______
10. Computer printout pages with indistinct print______
11. Page(s)___________ lacking when material received, and not available from school or
author.
12. Page{s)___________ seem to be missing in numbering only as text follows.
13. Two pages num bered . Text follows.
14. Curling and wrinkled pages______





REPRICING MADE-TO-ORDER PRODUCTION 
PROGRAMS
A Dissertation 
Submitted to the Graduate Faculty of the 
Louisiana State University and Agricultural 
and Mechanical College in Partial Fulfillment 
of the Requirements for the Degree of 
Doctor of Philosophy 
in
Interdepartmental Program in Business Administration 
(Quantitative Business Analysis)
by
M. Murat Tarimcilar 
B.S., Bogazlcl University, TURKEY, (1980) 
M.S., Louisiana State University, (1987) 
August 1987
ACKNOWLEDGEMENTS
I owe a debt that I am not sure can be repaid to my major
professor, Thomas R. Gulledge, Jr. I've been inspired by his rigor and 
enthusiasm in teaching, research, and most recently in dissertation
advising. I'm grateful to have had the opportunity to work with him.
I would like to thank my dissertation committee for their
cooperative effort and help.
i i
TABLE OF CONTENTS
TITLE PAGE......................................................  i
ACKNOWLEDGEMENTS................................................  ii
LIST OF TABLES..................................................  V
LIST OF FIGURES.................................................  vii
ABSTRACT........................................................  ix
CHAPTER
I. INTRODUCTION .......................................... 1
II. LITERATURE REVIEW.....................................  6
Alchian, A. A ...................................... 7
Conway, R. W. and Schultz, A. Jr...................  10
Hlrshlelfer, J.........    12
Preston, L. E. and Keachie, E. C...........    1A
Oi, W. Y ...........................................  16
Rosen, S...........................................  17
Washburn, A. R ..................................... 20
Spence, A. M...................      23
Brueckner, J. K. and Raymon, N.  ................  26
Womer, N. K ........................................ 29
Womer, N. K.................................... «... 3A
ill
Page
Vomer, N. K, and Gulledge, T. R., Jr............  38
Concluding Remarks ..............................  44
III. REPRICING AIRCRAFT PROCUREMENT PROGRAMS  .............  45
Regression Models for Repricing Procurement
Programs ..................................   46
Parameter Estimation  ................    50
Hypothesis Testing  ........................  58
An Alternative Regression Formulation ..........  60
The Learning Curve Approach to Repricing
Made-to-Order Procurement Programs .........   62
IV. MODEL MOTIVATION AND A THEORETICAL MODEL .............  71
A Discrete-Time Production Model With Learning .. 72
V. REPRICING WITH VARYING LOT PRODUCTION RATE ...........  85
Strategy for Implementation and Parameter
Estimation.....................   86
Scope of the Application ........................  88
Data for the Application........................  89
Estimation Results ..............................  94
Repricing Results ...............................  99
VI. CONCLUSION .....................................   114
Future Research  ...........    113




2.1 Proposition and Model Results .....................  38
3.1 Model Comparisons ..................   36
4.1 Plan and Alternatives .............................. 71
4.2 Variable Cost by Lot and by Year and Summary Data
by Lot (Current Model)  .......................  73
4.3 Variable Cost by Lot and by Year and Summary Data
by Lot (Alternative 1) ..................    73
4.4 Variable Cost by Lot and by Year and Summary Data
by Lot (Alternative 2) ........................  74
5.1 Delivery Data for the C141 Airframe Program ....... 91
5.2 Lot Production Data for the C141 Airframe Program .. 93
5.3 Estimation Results for the Two-Stage Recursive
Estimation..................................... 99
5.4 Estimated Lot Prices by Both Models .............  101
5.5 Hypothetical Annual Procurement Quantities for
Production Lots 14-16 .........................  102
5.6 Price Projections Using the Balut, et al. Aircraft
Repricing Model ...............................  102
5.7 Price Projections Using the Model that Permits
Within Lot Production Rate Variation .........  102
I
5.8 Variances Used in the Construction of t^ in
Equation (5.9) .....................    107
v
Page
5.9 The Parameter Estimates for One Hundred Simulation
Runs ............................................ 109
5.10 Comparison of Price Estimates of Two Models With




1.1 Alternative Estimating Approaches .................  3
3.1 The Unperturbed Approximation .....................  54
3.2 The Perturbed Approximation .......................  55
3.3 Sensitivity of the Contract Prices to Changes
in Business Base  ...........  68
3.4 Sensitivity of the Contract Prices to Changes
in Fixed Cost ..................................  68
4.1 Flow Chart of the Dynamic Programming Solution .... 79
5.1 Production Lot Time Profiles for the C141 Airframe
Program ......................................... 90
5.2 Graph of the Error Sum of Squares Function for the
Parameter Estimation in Equation (5.6) ........  96
5.3 Predicted and Actual Values for the Time Required
to Produce Each Unit ...........................  97
5.4 Contour Plot of the Error Sum of Squares Function
for the Parameter Estimation in Equation (5.7) . 98
5.5 Plot of Predicted Lot Price Values by Both Models
Versus Actual D a t a ............................  100
5.6 Price Projections for CaBe 1 Using the Model that
Permits Within Lot Production Rate Variation, 
the Balut, et al. Model, and the Actual Price 
Values .....       103
v i i
Page
5.7 Price Projection for Case 2 Using the Model that
Permits Within Lot Production Rate Variation, 
the Balut, et al. Model, and the Actual Price 
Values ..................    104
5.8 Price Projection for Case 3 Using the Model that
Permits Within Lot Production Rate Variation, 
the Balut, et al. Model, and the Actual Price 
Values ......................................... 105
5.9 Five-Simulation Runs Created by Using Equation
(5 .9 )  ....................................................................................... I l l
5.10 Confidence Intervals Created by One Hundred Simulation
Runs, Estimates of Balut, et al. Model and
Actual Price Values ...........................  112
v i i i
ABSTRACT
Planned procurement quantities In made-to-order production programs 
are often altered after production has started. Cost analysts are 
concerned about providing cost estimates for alternatives to ongoing 
programs.
This research develops a new model for repricing made-to-order 
production programs. It is an effort to integrate a theoretically 
developed production phase prediction model into a comprehensive 
repricing model. The production model is defined by a cost function 
that employs the impact of two cost determinants, production rate and 
learning. It is supported by economic theory and is consistent with our 
knowledge of made-to-order production process. The theoretical model 
links the direct costs to delivery schedules under the assumption that 
the firm attempts to optimize production rate over time. Actual 
delivery schedule data are used in the estimation of the direct variable 
cost. The repricing model, besides the direct variable cost, also 
considers the effects of fixed cost, business base, and expenditure 
profile.
An explicit decision support system is developed that utilizes the 
model. This support system is used to test the validity of the model 




Planned annual procurement quantities for defense weapon systems 
are often altered after production has started. In many cases, these 
alterations result in changes in the quantities of weapon systems to be 
acquired in future years. As part of the review of these changes, cost 
analysts generate cost estimates for alternatives to ongoing and planned 
programs.
It is imperative that new techniques be developed and old 
techniques be improved to obtain better cost estimates for weapon 
systems procurement programs. With these new techniques, a better 
understanding of model determinants is also required. The cost Impacts 
of policy decisions must be available if these decisions have the 
desired results in the dynamic world of systems acquisition.
The importance of this problem iB motivated by the fact that 
Department of Defense planners must provide procurement strategies for 
many weapon systems. These strategies include estimates of the unit 
price of each system for many hypothetical procurement quantities. 
These estimates are provided several times each year, and therefore it 
is Impossible to perform an extensive Industrial engineering cost 
analysis for each scenario. Also, for proprietary and accuracy reasons, 
it is unrealistic to request that the contractor provide these cost 
estimates. This important cost analysis problem is called the 
made-to-order repricing problem.
1
2This research will focus on repricing an aircraft program by 
considering changes in quantities to be placed under contract In future 
years and by estimating the associated cost without consulting the 
producer. Due to limited access to the contractor's accounting records, 
difficult demands are placed on Department of Defense planners. They 
must reprice many alternative procurement scenarios while having limited 
access to detailed contractor cost data.
There has been considerable research related to the repricing of 
annual contracts. Most of these studies use learning curve methods that 
treat all costs as being variable. However, over the years it has been 
observed that there has been a shift in the composition of costs from 
the direct to the indirect categories. This shift has degraded the 
performance of traditional cost estimating methods that treat all costs 
as being variable or varying directly with the quantity produced.
Balut, Gulledge and Vomer (1986) present an approach to the 
aircraft repricing problem. This approach explicitly considers the 
effect of quantity invariant costs on total procurement price. The 
model combines recent developments in the operations research literature 
with more traditional cost accounting techniques to assign a total 
price to each procurement lot. At the heart of this model is a 
procedure for separating costs into fixed and variable categories. That 
is, cost accounting data are aggregated into two categories: direct and 
Indirect costs. The indirect category contains some items that are 
fixed and some items that vary with quantity produced. The Balut, et. 
al. (1986) model requires that the fixed and variable parts of overhead 

































Figure 1.1 Alternative Estimating Approaches.
4In the left panel of Figure 1.1, the traditional cost accounting 
approach to separating costs is presented. In the right panel, the
segregation required by the repricing model is presented. In short,
plant-wide costs must be categorized as fixed and variable, not direct 
and indirect.
After the separation, a statement of the repricing problem is
deceivingly simple. Program variable costs are modeled with the 
learning curve. The fixed costs are then allocated across all units in 
the contractor's plant. Of course, as will be seen in a later chapter, 
this is a very simplistic statement of the problem.
Over the years, it has been demonstrated repeatedly [see, for
example, Gulledge and Wooer (1986)] that the learning curve is not 
appropriate for modeling variable cost unless production rate is 
constant. The effects of changes in production rate are not taken into 
consideration by methods which employ only learning curve techniques 
(Womer, 1979). The theoretical foundations for Investigating production 
rate impacts on costs have been considered by economists for many years. 
On the other hand, many engineering studies consider cumulative output 
to be the most Important cost determinant. Alchian (1963) implicitly 
combined progress functions with economic theory in a study related to 
military airframes. Since then, a plethora of research has occurred in 
this area. These efforts will be discussed in detail in the next 
chapter.
This dissertation will focus on Introducing a production rate 
factor into a model for repricing aircraft procurement programs. As 
previously mentioned, the current successful repricing model explains
5variable cost with a learning curve. Also, as previously mentioned, 
this is not correct unless production rate is constant, a rare case in 
aircraft production. This research provides a methodology for 
incorporating production rate effects into a repricing model, and the 




Historically, economists have used neoclassical economic theory to 
specify the functional form of the cost function. This function relates 
cost to output rate and prices while Ignoring other cost determinants. 
Beginning with Wright's (1936) seminal work, cost was modeled as a 
function of cumulative output, while Ignoring other cost determinants. 
Wright's approach is a popular industrial engineering method for 
analyzing cost. Prior to the late 1960's, no serious attempts were made 
to integrate the approaches. While a number of researchers were aware 
of the fact that both output rate and cumulative output are significant 
determinants of cost, an applicable link between economic cost theory 
and engineering learning curves was not achieved.
This literature review spans more than a quarter of a century. 
Alchian (1939) introduced the integration idea; however, it was not 
until Washburn's (1972) work that the first applicable integrated model 
appeared. The scope of most early studies was restricted to
"made-to-order" production, mainly government contracted airframe 
production programs. Womer and Gulledge (1983) developed a model for
airframes which considered the cost Impacts of learning, production
rate, and facility size on total program costs. They were the first
researchers to provide an applicable a priori specified model that 
integrated the learning curve with neoclassical economic theory.
Most of the early cost models examined only one component of cost, 
direct labor requirements. It was much later [Balut, et al., (1986)],
6
7before a successful model was presented for analyzing total aircraft 
cost. Nonetheless, the early studies provide the groundwork for the 
research of this dissertation, so they are included in the literature 
review.
Alchian, A. A. (1959)
Conjectures about the relationships among cost and outputs were 
presented as propositions in a paper by Alchian (1959). Cost is defined 
as change in equity, the capital value concept of cost. Alchian states 
that numerous factors can affect production cost, but he concentrates 
only on three factors in this paper:
1. output rate, x(t),
2. total planned volume, V, and
3. program delivery dates.
These three characteristics are related by the following 
relationship:
T+m
V - Z x (t) , (2.1)
T
where T is the time for the first delivery and m is the length of the 
interval over which the output is made available. Note that one of 
these variables is constrained while the remaining three are 
independent, so cost is presented as C«=f (V,x,T,m).
Alchian states several propositions that define how changes in 
several variables Impact cost. The first proposition is
83x | T = T > °* (2,2*
V “ V0
This proposition states that as output rate increases while total volume 
remains constant, cost increases. Or, the faster the rate at which a 
given volume of output is produced, the higher its cost.
Proposition 2 is
| T = T > °- (2*3)
»* i « v°
0
This proposition states that the increment in cost is an increasing 
function of output rate.
The third proposition relates to the cost impact of planned volume,
i.e.,
9C 1 >0. (2.4)
3V 1 ; = *0 T e T
0
Cost increases with volume. Since x Is constant, m must become an 
adjustment variable and hence the production time Interval becomes 
longer. More resources are required to produce more output, and 
therefore cost must rise. Furthermore,
z 2 q  1 < 0. (2.5)
<^2 T = T°
0
If planned output is increased uniformly, cost will increase by
diminishing increments. The fifth proposition relates to average cost,
i.e.,
32c/v, . n ,n
— av— | t - t q < °- (2'6)
Since marginal cost is falling, average cost also declines. Proposition
9six states that
J v d x  | T * Tq < °* <2,7)
Marginal cost with respect to increasing output rate decreases as total 
planned volume increases. Proposition seven is concerned with the 
production time horizon,
3C 1 <0. (2.8)
3T | x = x 
V = V 0
The longer the time between the decision to produce and the delivery of 
output, the less the cost.
The last two propositions are verbal. The eighth proposition 
addresses short- and long-run effects on cost. In the short run at 
least one input is fixed, whereas in the long run, all inputs are 
variable. Even though the distinction between these two costs helps 
explain the paths of price and output over time as demand varies, 
Alchian states that for any given output program, only one type of cost
can be considered: the cheapest cost. Total, average, and marginal
costs decrease as T increases, but with different rates.
The ninth proposition relates to learning. As the total quantity
of units produced Increases, the cost of future output declines; 
knowledge is increasing as a result of production. The implication is 
that cost will be lower in the future.
The difference between propositions four and nine should be noted. 
In both cases, cost changes as a function of planned output, but in 
proposition four the change is due to changes in technique. In 
proposition nine, since planned output is larger, accumulated experience
10
and knowledge will be higher. This Is because knowledge Is proportional 
to accumulated output. In the industrial engineering literature, this 
ninth proposition is known as the learning curve effect.
Two of the features emphasized in this paper are the distinction 
between output rate and planned volume, and changes in technology that 
are different from changes in technique. These two features suggest
that cost is lower for larger quantities of a product because of 
cumulative output. This feature emphasizes the importance of the 
variable, V, as a determinant of production cost.
Conway, R. W. and Schultz, A. Jr. (1959)
Progress in production effectiveness is a function of the time
horizon of the manufacturing process. Conway and Schultz argue that 
this progress is not necessarily due to learning which they define as 
improvement in performance at a fixed task. It may be the progress of 
an organization which learns to do its job better by changing the tasks
of individuals. Therefore, this paper relates to progress functions as
opposed to learning curves.
Conway and Schultz examine Wright's (1936) unit learning curve
model. This model suggests that
y ± - ai"b ’ (2.9)
where 1 * production count,
y^ « labor hours required for the itb unit,
a - labor hours required for the first unit, and
b * a measure of the rate of reduction (progress).
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The authors try to determine if the cumulative average model, which
the unit curve model. However, both theoretically and empirically, they 
could not find any sufficient superiority of one alternative over the 
other. They do note that the cumulative average formulation smoothes 
the data, so instead of using only one model, they decided that the two 
models are complementary and should be used together for a better 
analysis.
The authors also analyze the sum of two models:
and conclude that "if the model is assumed to hold for two separate 
production processes, it cannot also be assumed to hold for their sum 
unless the separate curves have the same slope which will not in general 
be the case."
The above suggests an estimating technique for different classes on 
the production line. The idea is to classify total cost into categories 
of similar progress characteristics. Progress functions are estimated 
separately for each category, and then the progress functions are 
summed. Even though the slopes are different for each class, the curves 
show the same characteristics for different classes of the same 
production process, i.e., leveling off at the end for the assembly of
large units. The authors conclude that the procedure looks promising.
The estimating procedure is based on estimates of the labor hours
required to produce the product. When the labor hours are divided into
is given as y^ = y^i ^ (where y^ is the average hour per-unit taken over




meaningful categories, labor content should have reasonably uniform 
behavior with respect to the reduction rate. Once the labor 
requirements are obtained, overall cost may be projected by using 
average hourly wage rates, overhead rates as a proportion of labor 
cost, etc. The estimates for each category will then be aggregated 
either graphically or by using tables of progress function factors.
Conway and Schultz do not integrate production rate effects into 
their model. They conclude that there is progress in production, but 
all of the progress is attributed to experience over time. One 
additional noteworthy conclusion is that there are significant 
differences in patterns of progress for different industries and 
different firms. The authors also suggest the use of forecasting 
methods for estimation, but they do not present any empirical results.
Hirshleifer, J. (1962)
Hlrshleifer reviews and attempts to justify Alchian*s (1959) 
propositions. He compares Alchian*s reformulation of the cost function 
with classical economic cost functions. Instead of treating the two 
theories as contradictory, he shows that the classical shape of the 
marginal cost curve is consistent with Alchlan*s propositions. To reach 
this conclusion, Hirshleifer assumes a fixed length of production and 
that planned volume moves proportionately with output rate. He also 
argues against Alchaln's approach to the classical definition of the 
long- and short-run cost concept. The discussion mainly relates to the
13
significance of volume since both classical economic theory and Alchian 
agree on the importance of output rate.
After classifying firms into different groupings, Hirshleifer 
decides which groups are appropriate for Alchian's model and which are 
more appropriate for the neoclassical model. He concludes that firms 
which produce to order can usually be modeled using Alchian's 
methodology. The significance of the effect of total volume on cost is 
certain for such firms; for example, a firm producing military aircraft 
to government order.
Hirshleifer agrees that decreases in cost due to changes in planned 
volume (learning) may occur, but he argues against Alchian's extension, 
which is, even if knowledge is constant, the marginal cost with respect 
to V will still be declining. Hirshleifer says this can happen only 
under the assumption of perfect knowledge about future production, which 
is not very realistic. He also gives some examples for the case where 
cost increases as volume rises. This behavior is usually associated 
with production processes that are labor Intensive. The reason for the 
cost increases is the biological phenemenon of fatigue. Hirshleifer 
also examines firms that produce to aggregated rather than individual 
orders to see if they may be modeled by Alchian's model.
Finally, Hirshleifer examines firms fitting the classical model, 
given that V is not infinite and there is uncertainty about future 
production. In this case, x and V will be stochastic; however, for 
simplicity, the author assumes that x is proportional to V. He shows 
that marginal cost rises as x and V increase proportionately and
14
concludes that with a rising marginal cost curve, the U-shaped average 
cost curve can be explained as a special case of Alchaln's model. 
Hirshlelfer shows these results with two additional propositions:
1. I > 0, (2.12)
ox | V ■ ax
2» 3 (o»x)I q 13)
3x2 | V = ax
where a is the proportionality constant between V and x.
Therefore, Hirshleifer1s primary assertion is that Alchian’s model
is not an alternative to the classical model, but an extension that
provides a detailed and better fit for some cases. Alchian’s model
mainly states that scheduled production volume has a different effect on
cost from the effect of output rate. Hirshleifer concludes that
Alchian's propositions are useful in explaining situations that are
difficult to model by classical economic theory.
Preston, L. E. and Keachie, E. C. (1964)
Preston and Keachie try to integrate the economic and the 
industrial engineering approaches for examining costs and outputs. They 
present both graphical and statistical analyses to support their 
hypothesized relations. The authors examine the U-shaped on L-shaped 
cost functions of economic theory and hyperbolic learning curves from 
the engineering literature (i.e., static cost functions and progress 
functions).
In their model, cost and progress functions are integrated by 
considering three variables:
15
C = production cost per time period,
qt = output per production period (lot size),
V = the accumulated level of total output.
The authors use regression models to examine the "cost-output"
relation. Although the estimation could not detect the rising phase of 
the short-run cost curve, in several of the models the parameter 
estimates are still significant at the 5% level.
Unit total cost and unit labor cost are used interchangeably as
dependent variables in the models; lot size and cumulative quantity are 
both included as independent variables. The results show that the 
relative importance of lot size as an explanatory variable is greater 
for unit total cost than for unit labor costs, and the relative
importance of cumulative output is correspondingly less when the 
dependent variable is total cost. It is also hypothesized that the
decline in unit costs attending the accumulation of output over time is 
well described as the learning phenomenon. Finally, it is noted that 
from a statistical point of view, accumulation of output experience is 
more important when considering labor cost than total cost.
Preston and Keachie estimate their cost function empirically 
without using the theoretical support of economic production theory.
Also, ordinary least squares may not give good estimates because of the 
collinearity between cumulative output and output rate (Camm, et al., 
1987a). The authors conclude that both cumulative output and output 
rate are significant variables when explaining production cost.
16
01. W. Y. (1967)
In neoclassical economic theory, output growth is explained by
increases in annual flows of labor and capital inputs. Empirical
results show that these increases alone are not enough to explain
economic growth. 01 claims that even though learning by doing, which is
the main idea of progress functions, is important, it is not an
endogenous part of growth.
If neoclassical production theory is extended, Oi argues that
important features of the progress function can be derived. Since the
progress function is a dynamic concept, it does not fit within the
static analyses of neoclassical economic theory. Starting with the
assumptions in Hicks' dynamic model, 01 states two Important theorems
about the behavior of cost.
Theorem 1: The cost of producing any given flow of output can be
reduced by postponing the period of delivery.
This implies that a firm can achieve intertemporal factor
substitutions to minimize cost, which Oi claims are precluded by
neoclassical cost theory.
Theorem 2: The cost of an Integrated output program in which the 
plan is to produce output flows in several consecutive periods will 
be lower than the combined cost of unrelated output programs that 
yield some vector of dated output flow.
This theorem implies that the firm can reduce cost by making 
production plans in advance because of the complementarities of joint 
production. Oi states that output changes are often driven by 
neoclassical theory’s "economies of joint production" concept. However, 
he says, all those changes are attributed to the phenemonen of learning
17
where, in fact, at least part of those are a result of the economies of 
integrated output programs.
01 also reviews Alchian's (1959) propositions and concludes that 
all these propositions are logical consequences of his modified dynamic 
theory of production. In the conclusion, the author states that his 
dynamic production theory, along the lines of Hicks, provides an 
essentially neoclassical explanation for the progress function. The 
gains in production can be explained by time-dependent production plans 
which are implied in neoclassical theory, not necessarily by technical 
change of learning.
Oi's work is mostly a verbal exposition. He does not specify a 
functional form to be used in applications, but his research is 
important because it considers the importance of production theory in 
the derivation of cost functions,
Rosen, S. (1972)
This paper investigates a model for a firm whose production 
technology is affected by knowledge. Rosen takes knowledge as an input 
and learning as an output from the production process.
The author considers two cases when defining knowledge:
1. Knowledge is vested in the owners or managers. Knowledge may 
be identified with pure "entrepreneurship", having to do with 
the ability to organize and maintain complex production 
process. Here the asset is not salable, though owners may rent 
the services of their knowledge elsewhere. Therefore, the 
market value of the firm (apart from its physical capital) in 
the absence of a tie-in contact with current owners is zero.
18
2. Knowledge is vested In the firm. Knowledge gained by the firm 
can be used in the absence of entrepreneurs, so it is 
transferable.
The most important difference between the two cases is the length 
of the time horizon. In the first case the horizon is finite, depending
on the life time of the owners; in the second case, it is infinite since
knowledge is transferable.
Rosen builds a model with the assumption of a finite time horizon 
on the optimum accumulation of knowledge. The variables used in the 
model are:
= the amount produced in period t,
= composite market input use rate in period t,
Zt = accumulated knowledge related to production at the beginning 
of period t.
The constraints for the dynamic model are
xt = F(Lt,Zt), (2.13)
and
AZt * z t +i ~ zt “ 8xt (2.14)
where 8 is a constant.
Since the second constraint can be written a6
t-1
Z = Z + 8 l x , (2.15)
C u j-0 3
and xt is a function of equation (2.15) is a progress function where 
knowledge Is indexed by accumulated output.
Assuming that p is the market price for output, and w is the price
of the composite input, the objective function in the dynamic model with
19
discounting is
VN(ZQ) « max {(px0-wL0) + V ^ Z ^ / d + r ) }  (2.16)
L0
where is a function of knowledge at the beginning of the time 
horizon.
The proposed solution requires solving the problem for each period 
by considering what happens in future periods. This logic is the same 
as the logic behind dynamic programming. By using this method, Rosen 
finds the maximum present value at the beginning of any period as a 
function of initial knowledge in that period.
Rosen specifies an alternative formulation by changing the second 
constraint to AZ «= (1/yJL^ where y is a constant. This formulation 
implies that learning is proportional to the input rather than the 
output.
The functional equation in this model becomes
VN(ZQ) = max {PF[y(Z1-Z0),Z0]-wy(Z1-Z0)+ ^ ( z p / O + r ) } .  (2.17)
Z1
The procedure for obtaining the n stage solution is the same as above. 
Present value is maximized in each time period throughout the planning 
horizon.
After analyzing the model, Rosen states that both the rate of 
Investment and the final stock of knowledge in each period increase as 
the degree of diminishing returns to input I, and stock Z decrease. This 
implies that the shorter the horizon, the less knowledge accumulated.
Rosen's model is an answer to 01's claim that knowledge is an 
exogenous factor in diminishing cost. Rosen states that the neglect of 
accumulated knowledge in cost and production studies causes some
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researchers to attribute the effects of exogenous technical change to 
increasing returns to scale in Inputs. He further suggests that the 
firm may find it profitable to incur costs in connection with learning 
in order to substitute knowledge for the purchase of future Inputs.
This research is important because it was the first work that used 
dynamic programming theory as a theoretical foundation. Rosen's 
functional form was the basis for further research on learning augmented 
planning models [Gulledge, et al., (1985) and Womer et al., (1986)].
Washburn, A. R. (1972)
Washburn's (1972) model is related to aircraft production, but it 
is applicable to any production process which satisfies the following 
postulates:
1. the market is modeled as a constraint on total quantity 
produced instead of production rate,
2. profits are discounted, and
3. the product is produced on an assembly line and cost decreases 
throughout the production period.
Washburn develops a continuous model of a learning augmented 
production process. Both cumulative production and production rate are 
included in the model. The author defines N(t) as a total production up 
to time t, and therefore N(t) - dN(t)/dt is the production rate. When 
cash flow is discounted, the problem of maximizing profit becomes a
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calculus of variations problem of the form
max *gF[N(t),N(t)] e at dt (2.18)
s.t.
N(0) *= 0,
N(T) = V, (2.19)
N(T) £ 0
where a Is the discount rate.
In this model the production facility is assumed fixed, so the 
production rate can only be increased by using more labor. This 
requires the use of overtime or hiring additional manpower.
Vashburn uses the notation C to define the standard crew and SMH to 
define a standard man hour, A standard man hour is the amount of work 
accomplished by one man in one hour when he is one member of a standard 
crew. This implies that efficiencies remain constant as long as the 
crew size is less than standard, and diminishes as the crew size becomes 
larger.
Next, Washburn defines the following proportionality relationship:
x » the rate of production of SMH; and 
w ■= the basic wage.
Further, Washburn assumes that the amount of work required to pass 
the Nth unit through the ith position is given by HjgCN), where g(N) is 
an improvement curve. With these definitions, the total money spent on
Cost/SMH * wh(x/C) 
where h(y)=l+ay^ with a.b > 0, and h (0) ■ 1;
(2.20)
22
labor Is stated as
L(N,N) = w  Z NHlg(N)h [NHjgdO / C^. (2.21)
Washburn solves the model by using calculus of variations to obtain 
the relation
" = S(N)f’(jl - P./ wH _ (N)2£ ',(N) ( .
N g(N)f” (y)[Hg(N)/C] g(N)
• • • * •
where y = N Hg(N)/C is called muscle factor, and f(y)”yh(y).
This solution leads to the following theorem:
If N(t) is optimal for this model, and if N(H)=0 for tjCt*^; then 
either t. = 0 or t = T, which implies that there are no internal 
gaps in the production.
The results are applied to three different markets:
1) fixed,
2) time limited, and
3) quantity limited.
In a fixed market, n units should be produced in a fixed time, T, i.e., 
N(0) = 0, and N(T) = n. In this market, optimal production will be zero 
over an initial or terminal interval depending on whether total profit 
Is negative or positive.
In the time>llmited market, the products are sold as fast as they 
are produced up to time T. In this market, the learning effect 
dominates production inefficiency, and an infinite production rate will 
lead to infinite profits.
For a general market type, the production problem becomes 
T
max 'Q [F(N,N) - X(t)] e_atdt + {P[N(t),T] e“at} (2.23)
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where X(t) is overhead expenses, and P(n,t) is the maximum total profit 
that can be made from t onwards if total production at t is n. Note 
that P(n,t)=0 in both time- and quantity-limited markets. Washburn 
illustrates the determination of optimal production rate by using an 
airplane production example.
The main point of this model is that a particular objective 
function with several price parameters is general enough for many 
production problems given the stated assumptions. Washburn was the 
first researcher to establish a functional form and generate an optimum 
production schedule when delivery time and planned quantity are 
specified in advance. It was the first applicable continuous model that 
integrated learning with production rate in production functions.
Spence, A. M. (1982)
Spence developed a model of competitive interaction in an industry 
where unit costs decline with accumulated output. A learning curve 
which relates unit costs to accumulated volume is included in the model. 
In such a situation, Spence defines short-run output as a type of 
investment since the learning at that 6tage helps to reduce future cost. 
This means that along the firm's optimal output path, marginal short-run 
profits as a function of output are negative.
Keeping all those relations in mind, Spence builds his model for a 
single firm with the following variables:
x(t) * output of the firm at time t,
R[x(t),t] ■» revenue of the firm at time t,
24
t
y(t) ■ ^x(r)dT» the accumulated output at time t, and 
0(y) is the general functional form for a learning curve. This curve, 
0(y)» Is a declining function of y with 0(0) ■ 1. Also, 0(y) approaches 
zero as y approaches zero and 0(y)x is the cost related to learning.
The firm*6 profits at time t are revenue less cost, i.e.,
ir(t) » R(x,t) - mx - Cg0(y)x, (2.24)
where m and are model related constants. Thus the objective function 
becomes
T
max V = ^ ( t )  dt. (2.25)
y
Developing this model, Spence defines T(y) = ^©(vjdv, and dT/dt - 
0(y)x, where T(y) is an increasing concave function that represents the 
area under the learning curve. This implies that total costs are 
T
'0C0fdt - C0{r[y(T)] - r[y(0)]}. (2.26)
Since y(0) «= 0 and T(0) « 0, total costs are Cgr[y(T)], which means the 
total costs for a firm are equal to the area under the learning curve 
between 0 and T.
With this definition, the objective function can be written as 
T
rQR(x,t) - mx - Cor[y(T)]. (2.27)
By using the calculus of variations the optimal path can be found.
Spence extends his model to include the multi-firm problem and 
competition. He introduces an open-loop equilibrium concept in which 
each firm Belects the optimal output path given the paths of 
competitors. The assumption is that all paths are optimal for each 
firm.
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Here x(t) = [x^t) ,x2(t),..., an(* t*1® revenues are B^x.t)
for firm i. The analysis is the same as in the single-firm problem. At 
an optimum
8si - C 0[y <T)], t e [t ,T), (2.28)
S .
t
where y^t) * x^x) dx.
Spence calculates a dynamic equilibrium for different values of the
6t -B
parameters in the model. The demand curve is given by x * b^e p where 
B is an elasticity value, fi is the growth rate of demand, and b^ is a 
constant. The learning curve given by
0(y) = Mq + CQe“Ay, (2.29)
where A determines the rate at which unit cost declines with volume or 
the speed of learning, MQ is the minimum possible unit cost, and Cq Is 
the cost disadvantage of a starting firm.
In the calculations, Spence holds some parameters constant and 
solves the model. He presents numerical results, and generally the 
conclusions may be stated as:
1. The learning curve can create substantial barriers to entry, 
similar in effect to ordinary economies of scale in the static 
sense.
2. Moderate learning rates create the greatest barrier to entry. 
Very rapid learning, in particular, does not create structural 
or performance problems.
3. Vith moderately rapid learning and a reasonable range of time 
horizons, entry ceases; typically with three or four firms.
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4. Market performance Improves sharply from monopoly to two and 
three firms and rather slowly with additional firms.
5. Typically, the possibility of excessive entries resulting In 
low accumulated volumes per firm and high industry costs does 
not materialize.
Spence also looks at the two period model In which open and closed 
loop solutions can be calculated. He gets similar results as In the 
previous model. Spence also notes that there is another aspect of the 
study of learning curves: the interdependency of curves. The curves are 
not necessarily unique for each firm. They transfer from one firm to 
another through the hiring of competitors' employees or other channels. 
This causes a decline on return to investment in accumulated volume, but 
this also reduces industry-wide costs. Spence shows these results 
numerically for the two period case while allowing for interdependent 
learning curves.
The importance of this research is that it is one of the few 
theoretical studies where learning is an important factor in determining 
the firm's output and pricing decisions. In particular, it may be the 
only article that examines the industry-wide equilibrium associated with 
firms where the production process is characterized by significant 
learning.
Brueckner, J. K. and Raymon, N. (1983)
Brueckner and Raymon develop a model in a continuous time framework 
when production cost is a decreasing function of accumulated output
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(learning by doing). The authors examine optimal production plans under 
monopolistic and competitive markets, and they derive a model of the 
socially optimal production, i.e., a plan where a welfare measure is 
equal to consumer and producer surplus.
For the first model, monopoly, p(x,£) is the demand curve with 
3p/3x < 0. The profit from an output, x, when volume is v, is
TT(x,v,t) - xp(x,t) - C(x,v,t). (2.30)
Noting that x = dv/dt ■ v, the objective function is 
T
max ^'"(VjVtt) e rtdt, (2.31)
which is a calculus of variations problem.
The necessary conditions Include the Euler equation,
3ir -rt d , 3* -rt. A ,,,
l?v e " dT 6 } " °* (2*32)
and the transversality condition,
a. I (2.33)
W  1 t-T
• • • • *
Knowing that 3ir/3v = p(v,t)+vp(v,t)-C(v,v,t), the above may be written
as
[MR(t) - MC(t)] - r[MR(t) - MC(t)] - MBL(t), (2.34)at
and
MR(T) - MC(T) - 0. (2.35)
• • •
This follows from the fact that p(v,t) + v p(v,t) is marginal revenue at 
t for a given production plan or MR(t), and C(v,v,t) is marginal cost at 
t or MC(t). MBL(t) is the marginal benefit from learning.
Equations (2.34) and (2.35) indicate that before the end of the 
production period, marginal cost overstates the incremental cost of an
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extra unit since the learning effect is not considered. At the end of 
the period, however, MC correctly measures incremental cost, so 
MR(t) - MC(t) = 0 is a necessary condition.
In the perfect competition case, the authors let s(t) be the 
independent finite price path for each firm. The maximand then is 
T
J0*(v,v,t) e-r dt (2.36)
where 4>(.) = s(t)v - C(.).
Noting 3#/9v = s(t) - MC(t), the conditions analogous to equations 
(2.34) and (2.35) are
^  [s(t) - MC(t)] - rfs(t) - MC(t)] = MBL(t), (2.37)
and
s(T) - MC(T) - 0. (2.38)
In this case, the equilibrium price path does not exist. 
Technically, this shows that the cost function is not convex. When this 
is the case, the perfect competitor's optimization problem has no 
solution. The incompatibility between increasing returns and perfect 
competition extends to the case of constant returns when production 
involves learning. Moreover, decreasing returns to scale, or convex C, 
does not guarantee optimality.
Brueckner and Raymon derive the same kind of model for the socially 
optimal case and conclude that as in monopoly production, socially 
optimal production plans call for a constant output rate. However, a 
monopolistic firm produces less than the socially optimal firm 
throughout the production period.
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Worner, N. K. (1979)
The model developed in this paper combines a neoclassical 
production function with a learning hypothesis. Prior to this paper, 
both concepts had been used in empirical studies of production, but the 
integration of the two approaches had not been successful. The attempts
were mostly conceptual, rather than being analytical.
It is assumed that the firm is engaged in production to order. 
This order specifies a quantity to be produced and a delivery date for 
output. The model uses a production function to relate output rate to a 
class of inputs whose use rates can be varied over the production 
period. Resources with fixed use rates are not considered in this 
class. Since the model assumes that the relative prices of resources do 
not change, the entire class may be represented as a composite resource. 
This class is considered as a variable input where all other inputs are 
assumed to be fixed. The following notation is needed to define the 
model:
q(t) » the output rate on the program at time t,
x(t) * the variable composite resource use rate at time t,
t
Q(t) ■ ^q(T)dx, cumulative production experience at time t,
<5 * a parameter describing learning,
Y = a returns to the variable resource parameter,
C * discounted variable program cost measured in labor units,
T = the time horizon for the production program,
p *= the discount rate,
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V the planned volume of output to be produced by time t.
The production function relates output rate, q(t), to both resource 
use rate, x(t), and cumulative production experience, Q(t). Any 
resources required for Induced production rate changes are assumed to be 
Included in x(t). The production function is of the form
This function has two notable characteristics:
1. The production function is homogeneous of degree l/y in the 
resources. It is assumed that y > 1; that is, there are 
diminishing returns to the variable composite resource. This 
implies that more resources are needed to maintain a constant 
output rate as Q(t) increases.
2. Production experience induces neutral technological change in 
production process. This simplifies the analysis considerably. 
Otherwise, the impact of experience on the use of each resource 
must be specified.
Assuming constant relative prices, discounted program cost can be 
written in units of the composite resource as
For a firm that has contracted to produce V units by time T, the problem 
is










This problem can be solved by optimal control theory, but a simple 
transformation permits a solution using the calculus of variations. The 
solution to the model yields the following optimal time paths for 
cumulative output and output rate:
Both of these functions increase at an increasing rate with respect to 
time throughout the program. They imply that at any given time, both 
cumulative output and output rate decrease as T increases for fixed V. 
This result is expected since the firm has more time to produce the same 
amount of output.
Womer derives the following expression for the total discounted 
cost for a production program defined by V and T:
This function describes the planning situation since cost is a function 
of the planned quantities, V and T. This function explains the behavior 
of cost if the time path of production rate is optimal. Volume affects 
cost through the coefficient Y(l-6). Learning (5) has a positive impact 
since, as volume Increases, learning increases and cost decreases, but 
the factor returns parameter (Y) has a negative impact. Therefore, the 
net effect depends on the magnitudes of these two parameters.
(2.43)
and
q(t) = 1 PT/(Y-1) tll/(l-6) (2.44)
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The time path of cumulative discounted cost for given V and T is 
given by changing the upper limit of integration from T to t where t<T, 
Thus:
c(t |v ,T )  -  [—^ y]<7~U ( i - g ) " W (1~fi){ (2.46)
This function describes the production situation since V and T are both 
fixed and cost is only a function of time.
Womer also compares three production programs with the same volume 
but at different time horizons. Even though discounted cost increases 
at an increasing rate in each case, total discounted cost decreases for 
the longer time horizon. If equation (2.42) is solved for t and the 
result is substituted into equation (2.46), an alternative formulation 
for the production situation is obtained: i.e.,
C(t | V ,T) = [ - j ^ - ] (y"1)(1-5)“Ya"YV (Y_1)(1"6)
[Q(t)](1_6)[epT/(Y'1)-l]1_Y. (2.47)
This function states that cumulative output affects cost only through 
the learning parameter, (6), while volume affects cost through the joint 
effects of learning, (5), and the factor returns parameter, (y).
If the assumption of negligible variations in relative resource 
prices holds, the above cost function is consistent with an empirical 
learning curve which relates cumulative discounted cost to cumulative 
output. However, in the learning curve literature, references to 
discounted cost are not common; therefore, differences should be 
expected between learning curves estimated by the above model and those 
estimated using undiscounted cost data.
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Learning curves are popular descriptors of cost on aircraft 
programs. However, their use is not always consistent with either the 
model or the estimating situation described by Womer. Learning curves 
estimated as a function of cumulative output are used to evaluate plans 
that relate cost to volume without regard to the factor returns 
parameter. The implication is that learning curves estimated using this 
methodology can be misleading. Since volume and time are not fixed for 
different programs, empirical learning curves that do not consider these 
variations do not illuminate the tradeoffs available. Womer 
demonstrates this by comparing three different production programs. 
Discounted cumulative average cost is plotted against the number of 
units produced for all three programs. The slopes of the curves are the 
same, but the first-unit cost for each program is different. The same 
plot also shows the negative effect of starting a production program 
with a large planned volume, and then stopping production before the 
target, V, is reached.
The author also shows the effect of changing y, the factor returns 
parameter, by comparing the same three programs with different y values. 
For the production situation, the Intercepts are different, while the 
slopes are the same. However, for the planning situation, decreasing 
returns were so strong that they overpowered the learning effect, 
causing an Increase in discounted cost with an increase in V.
In this paper, unlike Alchian's (1959) model, production rate is a 
decision variable. The result is consistent with the finding that the 
effect of production rate on cost can not be distinguished from the 
effect of volume.
Womer, N. K. (1981)
In neoclassical production theory, the cost function relates the 
cost of production to the quantity of output produced per unit of time, 
and In some cases, to the prices of resources used in the production 
process. On the other hand, the learning curve relates cost to the
number of items produced without considering flow concepts such as 
production rate or resource use rate.
As discussed in the earlier sections of this dissertation, there 
have been a number of attempts to integrate these two approaches. 
Washburn (1972) was the first researcher to formulate a model which 
related discounted profits to production rate and the cumulative number 
of items produced. In this paper, Womer extends Washburn's line of 
thinking and develops a model for a firm producing to an order which 
specifies a quantity and a delivery date for output.
The model augments a production function with a learning
hypothesis, and relates output rate to two classes of inputs. The first 
input class is labor services, a composite input that is composed of 
resources whose use rate can be varied over the production period. The 
second input class, capital, is constant and is acquired prior to the 
start of production.
The variables of the model are 
q - program production rate,
Ut) ■ labor use rate at time t,
L = quantity of augmented labor,
K *= quantity of capital,
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t
Q(t) ■= ^ q(i)dT, cumulative production experience at time t,
6 = a parameter describing learning,
Y = a returns to resource use parameter,
C = discounted program costs in labor units,
T ■ the time horizon for the production program,
V = the volume of output to be produced by time t,
p(t) = the daily unit cost of capital in labor unit6,
e = the time elasticity of the cost of capital,
a = the elasticity of substitution.
The production function has the following form:
q - L 6h(£). (2.48)
This function relates the rate of labor use and the stock of capital to 
output rate. Learning enters the model as labor augmenting 
technological change. Thus,
L = Q6 (t)£(t) (2.49)
for 0 < 6 < 1. Also, q is constrained to be independent of t so that
q * V/T, (2.50)
and therefore Q(t) = qt.
Since K and q are both constant, the production function implies
that L is not a function of time. So after dividing equation (2.49) by
q and rearranging:
A(t)/q = (L/q) Q~6 (t). (2.51)
After substituting from equation (2.51), the following relationship is 
obtained:
£(t) - L q " V 6 . (2.52)
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This relationship states that the rate of labor use falls with time 
because of learning and a constant output rate.
The daily unit cost of capital, P, is assumed to be
P(t) = pt_e (2.53)
where 0 < e < 1, and p is the unit cost of capital for day one.
The unit cost of capital and program costs are measured in labor 
units so the wage rate is implicit. Also, the discount rate is 
restricted to one by assuming large time units. The present value of 
the cost stream is written a6
T
C = J0[*(t) + Kpt_e] e dt, (2.54)
T T
= Lq~6j0t”6e_tdt + Kp'0t-ee-tdt. (2.55)
The above is the sum of two gamma functions. The first integral is
r(l-6,T), and the second is T(l-e,T); so the firm's problem is
Min C * Lq-6r(l-6,T) + Kpr(l-E.T) (2.56)
s.t.
q « LYh(^). (2.57)
However, q is determined by the prior specified values of V and T; that 
is, q is not a decision variable.
Womer solved this problem and derived the following cost function:
C * yqli|,Ypr(l-E,T)/h'. (2.58)
When T is fixed, an increasing production rate can affect program costs 
in two ways. First, cost may increase at an increasing rate because of 
diminishing returns to the variable resources. Second, cost may fall 
because of a reduction in the price of effective labor and a decreasing
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capital-labor ratio which increases h. The net effect of a production 
rate change on costs can be found by comparing the relative magnitude of 
these effects.
With q fixed, Increasing V by increasing T also has two effects. 
Cost may be increased because of an increase In the effective price of 
capital, or cost may increase or decrease because of a changing 
effective price ratio. Again, the magnitude and the direction of the 
second effect determines the net Impact of volume on cost.
Womer compared his results with the propositions put forward by
Alchian and Hirshleifer. Only the propositions that are related to the 
above model are examined. The results are given in Table 2.1.
As is shown in the table, of the eight propositions, Womer’s 
assumptions are sufficiently Btrong to satisfy Alchian’s (1959) first, 
third, fourth, and fifth propositions and Hirshleifer’s (1962) first 
proposition. The other three propositions failed to be satisfied. 
Alchian's assertion that marginal cost increases with production rate 
when V is fixed was found to require that the production function 
exhibit substantial decreasing returns to the variable factor if there 
were possibilities for input substitution.
Alchian's 'conjectural proposition' that marginal costs decreases 
with volume was found to hold in the presence of input substitution and 
substantial learning. Hirshleifer's proposition that marginal costs 
rise with production rate when the length of the program is fixed does
not always hold in the presence of learning.
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TABLE 2.1
Propositions and Model Results
Propositions Sign Asserted Model Results
Alchian and 01
1. 3C(V/q)/3q + +
2. 92C(V,q)/3q2 + + if Y and a both small
3. 3C(V ,q)/3V + +
4. 32C(V,q)/3V2 - -
5. 3[C(V,q)/V]/3V - -
6. 32C(V,q)/3V3q
Hirshleifer
- if o is large and 6 > e
1. 3C(T,q)/3q + +
2. 32C(T,q)/3q2 + if q is large + if Y and a both small
The author's conclusion is that in order to specify the form of the 
cost function, more empirical work is needed to estimate the function's 
parameters. Without this empirical work, the shape of the program cost 
function is indefinite.
Womer, N. K. and Gulledge, T. R., Jr. (1983)
This research is an extension of the work that was presented by 
Womer (1979). As in the previous model, this model assumes that both 
learning and production rate have an impact on total program cost.
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It is assumed that costs are affected by four major determinants 
which are called cost drivers. The first cost driver is learning by 
doing. Learning affects cost by Influencing efficiency at each position 
on the production line. This implies that experience on the production 
line is always changing with time. The second cost driver is learning 
how to produce more efficiently over time. That is, early in the 
production period some labor is spent learning to be efficient. This 
implies that labor is more efficient at later positions than at early 
positions on the same airframe. The third cost driver is the speed of 
the production line. Increasing the speed of the line is expected to 
require more labor without considering the learning compensation. 
Furthermore, due to diminishing returns, the required additional labor 
is expected to be more than the increase in speed, proportionally. The 
fourth cost driver is the length of the production line. By adding more 
positions to the production line, the amount of work done per time 
period can be increased. The effect of this driver may be significant 
when changes occur in the production period as opposed to the planning 
stage. Costs increase because of crowded facilities, overused tools, or 
inefficient use of fixed resources.
As in Womer’s (1979) model, the homogenous production function is 
augmented with a learning hypothesis. The model also includes all the 
previously mentioned cost drivers. The following notation is needed to 
define the model:
1 «• an index for a batch of airframes in the same lot, j, all
of which are to be delivered at time t ..,
ij
n^ ■ the total number of batches in lot j ,
AO
in = the total number of lots In the production program,
* the number of airframes in batch i of lot j ,
= a measure of experience prior to the midpoint of batch i;
that is,
1-1 1-1 
E = I Z K D. . . I D + IjD.,,
ij k-1 h=l hk + h-1 hj 1J
tj = the date of work begins for all the batches in a given
lot, j,
tjj = the date that work ends for batch i of lot j,
q (t) e dx, i.e., cumulative output at time t,
i
x^(t) = the rate of resource use at time t on batch i of lot j,
6 = a learning parameter prior to batch i,
e = a learning parameter on batch i,
Y = a returns to resource use parameter,
a = a parameter related to decreases in labor productivity
that occur toward the completion of the program, 
q = a parameter describing returns to the size of the batch,
v * a parameter describing returns to the length of the
production line,
C ■ discounted variable program cost,
and
C' = discounted variable costs for a single batch of airframes. 
The production function is
qAj (t) - AVvD2JE5jQj3 (t)(tlj-t)°x^Y (t). (2.62)
This function accommodates the fact that the nature of work varies from
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position to position along the production line, as well as including the 
cost drivers.
The term describes learning-by-doing in the production of a 
given batch i in lot j. The terms Q ^ O  and (t^ - t)a describe the 
learning that occurs during the production of that specific batch. All 
three parameters (a,6 , and e) are expected to be between 0 and 1.
The terms and xj^(t) explain the effect of the speed of the
production line. In these terms, n is expected to be between 0 and 1 
while y is greater than 1. The term Vv captures the effect of 
assembling alternative numbers of airframes in the same facility. The 
parameter v is expected to be negative and small.
The problem m a y be stated as 
m n. t..
Min C = I Z 3 ; J x (t)ept dt (2.63)
j = l i-1 Cj
6 t
q±j(t) - AV^JjEjjQ^ttMt^-tAy^tt),
Qij C^l j ) = ^ij ’
Qjjft.j) = 0, j » 1,2,...,m.
Since total cost is monotone nondecreasing and the subproblems are
additive, the solution can be obtained by minimizing each of the
subproblems. The objective function can be written as
Min C' - I^  x (t)e~ptdt. (2.64)
t± ij
This is an optimal control problem that can be solved by minimizing the 
Hamiltonian function. The authors used a transformation similar to that 
used by Womer (1979) and solved the model by using classical variational
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techniques. The optimal time path of resource use was found as
xij(t) =
6y /(Y“l) “YP (tji’O  /(Y-1) (2.65)
However, since aircraft data is usually quarterly, the quantity of 
interest is the total resource use over a quarterly period. Assuming 
that and are the beginning and the ending dates for the quarterly 
period of batch i, the quarterly resource requirement function may be 
written as
However, because of the nature of the data, it is impossible to observe 
the above quantity. Only direct man-hours per lot is observable, 
therefore the quarterly resource requirement function must be summed 
over all batches in the lot, i.e.,
To explore the applicability of the theory, the parameters in
equation (2.66) are estimated using data on the C141 airframe program.
Nonlinear least squares is used, and all of the estimates are
significantly different from zero. The signs of the estimates also
X(Tk) - X(T£) - 1 k x(t)dt, or
JL
r Y [p(tlj-tj)/(Y-l),aY/(Y-1) + 1]V ~yV 




agree with a priori expectations. The values of the parameters are 
consistent with the theory, i.e., y > 1 and 6 ■ .28 which Implies an 83% 
learning curve.
Vomer and Gulledge plotted the predicted time path of resource use
for the program and the actual resources used. The fit of the model is 
2
satisfactory {R = .69) even though the model variation with time is 
greater than exhibited by the data. The reason is that the model does 
not include hiring and firing costs.
The authors also performed sensitivity analyses on the solution. 
The most important analysis involved checking the effects of exogenous 
delivery schedule changes. First, they examined the case where the 
first airframe in the program was delivered one month later. The net 
change is a small increase in predicted program cost. A second 
sensitivity demonstrated the effect of delivering the last airframe one 
month earlier. This reduces the time to work on the last airframe, so 
learning is reduced and V also Increases for that period. Since the 
last airframe combines with the previous batch, the total number of 
batches decreases, and this offsets the increases due to other effects. 
The net effect will be a slight decrease in cost.
Next, the authors consider the advancement of the delivery of one 
airframe in the middle of the program. Learning decreases, but V also 
decreases. The net effect is a uniform decrease in the path of resource 
use. The net effect of lot release date changes is also examined. This 
also reduces cost slightly.
This study provides a theoretical model with parameters which are 
estimated from actual data. The estimation results and the data are
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compared, and sensitivity analysis Is performed on the delivery schedule 
of the model.
Concluding Remarks
With the introduction of Wright's (1936) seminal work, a new era 
was initiated in empirical cost studies. Since then, many attempts have 
been made to integrate the engineering approach to cost estimation with 
economic theory. However, most of these studies either stopped short of 
producing empirical results or produced these results based on 
unrealistic assumptions or simplifications. Although this subject area 
has been attracting substantial attention for years, there is still a 
remarkable shortage of literature, both in theoretical and practical 
applications. This dissertation is aimed to fill some of these gaps by 
using the results that were obtained by the above mentioned researchers.
CHAPTER III 
REPRICING AIRCRAFT PROCUREMENT PROGRAMS
Planned annual procurement quantities for defense weapon systems 
are often changed after the production program has started. Therefore, 
researchers have developed methods for repricing ongoing aircraft 
procurement programs. The problem has been studied by many researchers 
[e.g. Bemis (1981, 1983), Bohn and Kratz (1984), and Smith (1976)], but 
the research gains have been painfully slow. One successful application 
was presented by Balut, Gulledge, and Womer (1986).
In this chapter, the popular methods for repricing aircraft 
procurement programs are reviewed. These methods are basically of two 
types. The first type of models are classified as "regression methods." 
These methods purport to consider production rate changes, but as will 
be demonstrated, they do not. The second group of models is classified 
as "learning curve methods." These models do not consider within-lot 
production rate effects. The assumption of these models is that 
within-lot rate effects are relatively insignificant. The rate effect 
is assumed to be dominated by other factors, e.g., the reallocation of 
in-plant fixed costs after a change in procurement quantity. The 
importance of the within-lot production rate effect is examined in this 
dissertation. Therefore, the background material in this chapter is 
central to a proper understanding of the analysis in later chapters.
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Regression Models for RepricinR Procurement Programs
The primary regression relationship as presented by Ayres, et al. 
(1984) is
z * AXBYC (3.1)
where
z = the unit cost of the Xth item produced,
A = a constant referred to as the surface initialization point,
X * cumulative quantity produced,
B = an exponent which describes the slope of the quantity/cost
curve,
Y = a proxy for the production rate in effect,
C «= exponent which describes the slope of the rate/cost curve.
The basic idea in using this model to reprice procurement programs 1b to 
use (3.1) as a prediction equation. Under the assumption that lot size 
is a good proxy for production rate, and cumulative lot size is a good 
proxy for cumulative quantity produced, then the unit cost of any 
hypothesized change in lot size can be predicted from equation (3.1). 
The approach seems simple enough, but further analysis uncovers 
problems.
After examining the literature, it seems appropriate to note the 
inconsistencies in the variable definitions associated with equation 
(3.1). First, consider the definition of unit cost. Smith (1976, p. 
37) measured cost in direct labor hour units; i.e., z = the average 
number of direct labor hours required to manufacture each pound of 
airframe. The reason for this assumption is that the different
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components of cost do not follow the same learning curve. This result 
was noted by Asher (1956, p. 111). As Asher notes, an approach that Is 
often used Is to exclude all non-recurring costs and construct a 
composite curve using only recurring costs. Asher (1956, p. Ill) also
notes that "if the curves for the various elements of airframe cost
differ in slope from one another, then a linear curve may not be an 
accurate representation of the composite curve." It does not seem 
reasonable to expect that airframe, propulsion, electronics, armament, 
and other costs should follow the same learning curve, but the magnitude 
of the error from using a composite curve is system dependent. Smith 
avoided the problem by examining direct labor requirements.
Bemis (1981, 1983) also uses equation (3.1) to predict unit costs 
for several weapon systems programs. In these papers, z is defined as 
unit cost; but the exact definition of unit cost is unclear. The
discussion (1981, p. 85) leads one to believe that the model is used to 
predict total system unit costs. If this is the case, the analysis is 
probably incorrect; that is, there is no reason to expect all components 
of total cost to follow the same learning curve.
Cox and Gansler, (1981) in their study of quantity, rate, and 
competition, define unit cost as "cost to the government, which
corresponds to price in classical economics." However, price includes 
the allocation of fixed overhead. While the fixed overhead cost per 
unit may decline as the number of units increase, there is no reason for 
that portion of cost to follow the learning curve. The allocation of 
overhead varies from lot to lot which can cause upward or downward 
shifts in price in the presence of learning.
48
Apparently, most regression models that apply to aircraft are used 
to project costs at the unit recurring flyaway level. This is not 
correct if the variable portion of indirect costs Is not included and 
the fixed portion is not excluded, but it is difficult to assess the 
error implications. Clearly, the error is dependent upon the amount of 
fixed indirect costs on the program of interest. Balut (1981) is 
correct in noting that only the variable part of costs should be 
projected with the mathematical model. This would involve a regrouping 
of costs. The variable part of overhead cost should be separated from 
the fixed portion, and costs should be classified as fixed and variable. 
The variable costs should be modeled as a function of program variables, 
and the fixed cost should be considered separately. Even this approach 
is an approximation since this assumes that all variable costs can be 
modeled with the same relationship. A more appropriate formulation 
would require modeling each component of variable costs (e.g., material, 
labor, etc.) with a separate relationship, and summing the projections 
to obtain an estimate for total variable costs. Note that variable 
costs as defined here contain direct costs plus the portion of Indirect 
costs that are variable. A discussion of the cost separation procedure 
is presented by Balut (1985) and Balut, et al. (1986).
Much of the controversy surrounding the use of regression models 
[e.g., equation (3.1)] is a direct result of a different dependent 
variable, z, from one study to another. One should expect conflicting 
results when in some studies z is variously defined as direct man hours, 
total variable cost, total recurring cost, and price. Each of the 
quantities is very different. The point of this discussion is that
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researchers should be explicit when defining unit costs, and much 
additional research is needed in the area of cost aggregation.
A second definitional concern is related to the definition of 
production rate. Since data are not usually compiled on annual
production rate, annual procurement rate is often substituted as a 
proxy. That is, the variable Y in equation (3.1) is set equal to the 
annual procurement lot quantity. Again, the magnitude of this error is 
difficult to assess as it is program dependent. However, it is believed 
that the error can be significant for those programs with long
production profiles such as aircraft. More precisely, aircraft that are 
procured in a given year are usually produced over a period of four to
six years. To contain a measure of annual production rate, the
procurement lot quantity must be allocated to years in which the actual 
production occurred. Smith [(1976), p. 41] used what he called the "lot 
average manufacturing rate", the number of airframes in a production lot 
divided by the production time span. This assumes a uniform rate 
distribution, a result that is inconsistent with knowledge of the 
production process. Still, this approach is probably better than using 
lot size as a proxy for production rate.
It is not clear how production rate is measured in some regression 
models. Production rate is not clearly defined by Ayres, et al. (1984) 
or Bohn and Kratz (1984) but Cox, et al. (1981, p. 4-13) state that "lot 
size was used as a proxy for production rate with the exception of a few 
Instances where it was known the quantity was produced over more than 
one year." No explanation is provided for the programs with production
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periods that exceed a year. In Bohn and Kratz [(1984), pp. 4-5 to 4-6], 
the discussion leads one to believe that annual procurement lot quantity 
is being used as a proxy for production rate. This is confirmed in 
Bolton's (1985) thesis where he examines equation (3.1). He states "the 
only thing it [equation (3.1)] requires which the standard learning 
curve formulation does not is a production rate and it is convenient to 
use readily available buy schedules as a proxy for this."
It is noted that this problem has been addressed by Balut, et al. 
(1986) and research is continuing in this area. However, since this 
research relates to production rate, It is Important to discuss the 
magnitude of error introduced by the "lot quantity" proxy. Intuitively, 
the error is expected to be large if annual procurement quantities are 
fluctuating and the production period is lengthy.
It is also noted that the choice of an equivalent production rate 
measure also influences the measure of cumulative production. 
Cumulative annual procurement quantity is not appropriate. For example, 
suppose the 1987 buy quantity for some system is 400 and the production 
period for these 400 units is four years. Cumulative production through 
1987 cannot Include all of these 400 units since all 400 units have not 
been produced at the end of that procurement year. Some units will be 
produced over the remainder of the four year production period.
Parameter Estimation
It has been asserted that a major advantage of some regression 
models is that more accurate results are achieved because the model's
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parameters are estimated by nonlinear techniques [see, for example 
Ayres, et al. (1984) or Bohn and Kratz (1984)]. In addition, it has 
also been asserted that the nonlinear approach reduces the 
multicollinearity between cumulative output and output rate. These 
issues are addressed in this section.
The accuracy question only Indirectly relates to the estimation 
technique. The problem follows from the fact that the estimation of the 
parameters in equation (3.1) is complicated because data are not 
available by production unit. Data are only available by procurement 
lot. If unit data were available, equation (3.1) could be estimated by 
linear or nonlinear regression with comparable results (Graver and 
Boren, 1967).
The problem with lot data is really not a problem of the learning 
curve formulation. It is indeed a data problem, a problem that follows 
from not knowing the true lot midpoints without first knowing the 
learning curve slope. This problem is discussed by Gallant (1968).
Some regression modelers avoid the estimated midpoint bias by using 
the "Boeing" approximation presented by Asher [(1956), pp. 35-36]. This 
is an approximation for total cost when the unit variable cost function 
is a learning curve. Total cost is approximated with the following 
integral:
N+K.+.5 „ r
TLC. = 1 AX Y dX (3.2)
N+.5
where N * cumulative lot quantity, K^ = the number of units of lot i, 
and TLC^ is the total cost of lot i.
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For the Integration of equation (3.2) It la assumed that Y is 
constant. The resulting expression is
TLCi “ ITT t(N + Ki+ -5>B+1 " (N + -5)B+1]YC . (3.3)
This result [equation (3.3)] is the area under a learning curve; a
£
learning curve with slope parameter B and first unit cost AY . That is, 
the approximation assumes that production rate proxy is constant. 
However, for the parameter estimation in equation (3.3), production rate 
proxy is allowed to vary.
This approximation is difficult to interpret when one considers the 
fact that the time required to produce a lot of aircraft may exceed four 
years. Since equation (3.3) assumes that production rate is constant 
over the time required to produce the lot, this implies production rate 
is constant over a number of years. Since the variable Y changes from 
year to year, an inconsistency results.
Bolton (1985), apparently following earlier work by Bohn and Kratz
(1984), used the following approximation of total lot cost:
TLC - 1 1AXBYCdX - [(N+K.)B+1-NB+1]YC . (3.4)
i N
Unfortunately, this can be a very poor approximation. An error analysis 
of this unit learning curve approximation (in the absence of the 
production rate effect) can be found in Camm, et al. (1987b). Both of 
the integral approximations used in equations (3.2) and (3.4) exceed 
actual cost. However, the perturbed approximation used in equation
(3.3), where the integral units are perturbed by .5, is a much better 
approximation than that used in equation (3.4). It Is clear from
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Figures 3.1 and 3.2 why this is the case. In Figure 3.1) obtained from 
equation (3.4), the shaded area represents overestimation of the actual 
lot cost (sum of the rectangles). The perturbed approximation is shown 
in Figure 3.2. It performs better than the unperturbed approximation 
because, as shown in Figure 3.2, the perturbed integral approximation 
contains some overestimation and some underestimation for each unit in 
the lot. The underestimation for each unit cancels some of the 
overestimation, yielding a net overestimation of total lot cost which is 
smaller than that obtained from the unperturbed approximation. In the 
worst case analysis presented in Camm, et al. (1987a), the perturbed 
approximation overestimated cost by 3% only while the unperturbed 
approximation overestimated by 290%! The degree of overestimation of 
the total lot cost is a function of where the lot occurs on the learning 
curve and the slope of the learning curve; the unperturbed approximation 
can induce serious error. The reader is referred to Camm, et al. 
(1987a) for a more detailed discussion of this error.
The functional form of the approximation used in the nonlinear 
least squares model can have a serious Impact on the parameter estimates 
as shown below. Lot data for the C141 airframe program is used to 
illustrate this sensitivity. The parameters of the learning curve (in 
the absence of the rate effect) are estimated using three different 
models: a direct model using the summation over all units in the lot, a 
model using the unperturbed integral approximation of lot cost, and a 
model using the perturbed approximation of total lot cost:
N+K -
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Figure 3.2 The Perturbed Approximation.
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Model 2: Min Z (y± - [ (N+Ki)B+1 - NB+1)]2 (3.6)
Model 3: Miti I { y ± - [<N+K;j + .5?+1 - (N+.5)B+1]>2 (3.7)
where y^ * direct labor hours for the lot i and the remaining variables 




Model A B Residual Sum of Squares (RSS) *
1 604,393 -.3897 492.2 x 109
2 521,025 -.3582 611.0 x 109
3 600,710 -.3884 492.2 x 109
*RSS were calculated after the estimation using the estimated 
parameters and model 1._____________________________________________
The results are exactly as anticipated; that is, the perturbed 
approximation is a good approximation of model 1, whereas the 
unperturbed is a poor approximation. The unperturbed approximation 
results in very different parameter estimates. The first unit cost, A, 
seems to be particularly sensitive to the use of the unperturbed 
approximation used in model 2. This is not surprising considering 
Figure 3.1. The area under the curve early on the learning curve 
contributes heavily to the overestlmatlon of total lot cost inherent in 
the approximation. Consequently, the least squares estimate for the
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first unit cost is adjusted downward to offset the inherent 
overestimation of total lot cost. Furthermore, model 2 results in an 
overall poorer fit to the data (the RSS increases by 24%; see Table 
3.1).
Ayres, et al. (1984) used model 2 augmented for production rate, 
whereas later work uses the augmented model based on model 3 [see, for 
example, Bohn and Kratz (1984)]. Bolton (1985) apparently used an 
augmented model based on model 2. It is suspected that this may account 
for his inability to duplicate other researchers' parameter estimates 
for some programs [Bolton (1985), p. 30],
It is not clear why an approximation has to be used at all. The 
"true" model based on the unit learning curve is model 1. Model 1 is 
just as easily augmented for production rate and programmed in SAS as 
model 2 or model 3. If an approximation is going to be used, it should 
be the perturbed approximation.
As for multicollinearity, it is difficult to see how an application 
of nonlinear least squares to equation (3.3) can solve the problem. 
Multicollinearity is not a problem related to statistical methodology; 
it is a data problem. It follows from the fact that variables that are 
highly correlated do not explain independent variables when equation
(3.3) is used in least squares estimation that multicollinearity Is 
still present. In Ayres, et al. [(1984), p. 2-5] it is stated, "the 
problem of multicollinearity between cumulative quantity and production 
rate is avoided by the use of a nonlinear function; however, the 
dependency between the two variables is not assessed," The same 
statement is made by Bohn and Kratz [(1984), p. 4-5]. Also, Gardner
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(1985) states that the Issue would be considered in Bolton’s (1985) 
thesis, but there is only a statement of the problem in that work.
The concern with multicollinearity is that It makes it Impossible 
to assign a meaningful interpretation to the model’s coefficients. 
These problems were addressed by Camm, et al. (1987a). It is well known 
that if the independent variable correlation structure is the same in 
the prediction period as in the estimation period, the model may still 
provide satisfactory predictions. Of course, this assumes that the 
joint range of the observed Independent variables is not violated during 
the prediction period. However, Camm, et al. (1987a) argue that these 
relevant ranges are probably violated.
Hypothesis Testing
This topic is discussed since the issue is raised in several of the 
documents supporting the regression approach. In general, there is 
little evidence of any "goodness-of-fit” testing in any of the documents 
supporting the regression approach. This is probably appropriate, since 
historically sample sizes for weapon system procurement programs are 
usually small. Still, the issue is discussed since the avoidance of 
biased and consistent estimators is stated as an advantage of the 
regression approach [see, for example, Bohn and Kratz (1984), p. 2-4 and 
p. 4-2].
The results follow from the works of Meulenberg (1965) and 
Goldberger (1968) and apply to parameter estimation in multiplicative
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models, such as equation (3.1). The result Is demonstrated with a
learning curve, but the same result applies to general multiplicative 
functions. Assume the learning curve
z = AXB (3.8)
where the variables are as previously defined. For parameter estimation 
in equation (3.8), it is assumed that all nonquantiflable factors are 
contained in a disturbance term, u, that satisfies the following
assumptions:
E(u^) = 0 ,
2 2 E(u^) * o  = constant,
E(u±Uj) = 0  i 1 j,
E(Xiui) = °*
For hypothesis testing, it is assumed that the random variable u^ is 
independent and identically normally distributed. Equation (3.8) is
usually restated as
z = AX^u, (3.9)
and logarithms of both sides are taken prior to estimation. The
estimable function is
In z = In A + B In X + e, (3.10)
where e = In u. The parameters in equation (3.10) may be estimated by
ordinary least squares.
If the parameters are estimated directly from equation (3.9), the 
functional form is
z ** AXB + u. (3.11)
The models in equations (3.9) and (3,11) are different because their
error structures are different. If the normality assumption applies to
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both equations (3.9) and (3.11), then there is an inconsistency with 
equation (3.10); i.e., the disturbance term in equation (3.10) is
lognormally distributed. Since all hypothesis tests are dependent on 
the normality assumption, usual tests of significance are affected.
In general, these Issues are Important, but it is believed they are 
relatively unimportant when the regression approach is applied to 
military procurement programs. This is because the sample sizes are so 
small. There is no evidence of any hypothesis testing in any of the 
model documentations reviewed for this dissertation, and the problem 
described above is only important if the model is subjected to 
hypothesis testing.
An Alternative Regression Formulation
In Bolton's (1985) thesis, two additional production rate variation 
models are examined. One formulation is
Z = AXBYCRD (3.12)
where R = Y^/Y^ D is the "production rate change parameter", and the 
other variables are as previously defined. Bolton states that the idea 
behind this model "is that the change in production rate from one lot to 
the next is as important in explaining the Impact of production rate on 
cost as is the rate itself" [Bolton (1985), p. 26]. One can only 
speculate on the motivation for this formulation. One possibility is 
that the model in equation (3.1) does not provide the proper response to 
changes in the production rate proxy.
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There are at least two reasons why equation (3.1) may not provide 
the proper response. The first reason Is related to the colllnearity 
that is typically observed in the data. Many researchers have estimated 
parameters in models similar to equation (3.1). In every case, 
cumulative quantity always explains most of the variation in the 
dependent variable, while rate has a small statistical impact. This 
does not mean that production rate is an unimportant variable; it is 
just impossible to separate the rate effect using regression analysis. 
Consequently, since the addition of the rate variable leads to a small 
reduction in the error sum of squares, the rate variable has a small 
impact on the forecast function.
A second reason why the model may be insensitive to the production 
rate proxy relates to the proxy itself. As previously mentioned, the 
estimation procedure assumes that production rate is constant over the 
procurement lot. Since a procurement lot is produced over a number of 
years, this assumption is equivalent to assuming that production rate is 
constant over a number of years. That is, the functional form for 
estimation assumes constant production rate over the lot and thus over 
time while the data for the estimation are generated by programs where 
rate is varying.
Bolton's formulation [equation (3.12)] attempts to address these 
limitations by adding change in production rate as a variable. If the 
ratio, R, is statistically significant, it appears that the model is 
more responsive to rate changes. Unfortunately, the model in equation 
(3.12) is still plaqued by the previously discussed problems, namely 
multicollinearity and the assumption of constant lot production rate.
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This observation raises an Interesting question. Is it possible to
construct an appropriate model within the format of equation (3.1)?
The answer to the above question is unknown, hut it is known that 
there are methodological problems with the approach. The motivation for 
equation (3.12) was to modify a convenient model to accommodate the
available procurement lot data. The correct approach requires
constructing the theoretical model that actually generated the data, not 
to try to force some convenient available model on the data. This
research is directed toward identifying a model that generates 
procurement lot data. That is, one of the problems with the regression 
approach is that a simple model that was originally defined for 
explaining unit direct labor hours is being forced upon the more complex 
lot cost problem.
The above modeling issues were the motivation for constructing a 
model of total lot cost. The next section discusses such a model, the 
model developed by Balut, Gulledge and Womer (1986). The model still 
does not consider within-lot production rate variations, but it is more 
correct than the regression approach in that it is a model that 
determines total lot cost using allocation principles similar to those 
used by cost accountants.
The Learning Curve Approach to Repricing 
Made-To-Order Procurement Programs
The Balut, et al. (1986) paper presents a method for repricing 
aircraft programs under a proposed change in procurement quantity. The
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basic modeling relationship is a learning curve, but all costs are not 
treated as variable. This is important since the fixed (relative to 
variable) portion of total costs has been increasing over time. This 
implies the performance of learning curve cost estimating methods will 
be degraded if applied to total cost. The Balut, et al. model 
explicitly considers the portion of the cost that is quantity invariant 
(i.e., fixed) with respect to the quantity produced.
The following assumptions apply to their model:
1. All direct costs are variable.
2. Overhead is allocated on the basis of direct cost.
3. Since the aircraft that are procured in a given year are 
produced over a number of years, an expenditure profile is 
introduced into the model for allocating the variable cost or 
price over these years. It is assumed that expenditure 
profiles are constant from year to year.
Since the data requirements for research on this subject area have 
been a problem over the years, the information required to Implement 
this model is classified into three categories by the authors.
1. Plant related model inputs:
- expenditure profiles for the programs,
- methods to separate expenditure into fixed and variable 
components,
- forecasts of annual plant-wide expenditures.
2. Program related variables:
- historical cost experience and future projections that are 
associated with planned acquisitions.
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3. Economic Input data:
- historical economic escalation indices,
- forecasts of economic escalations.
In general, the above data items are usually available to Department of 
Defense analysts. More detailed data, such as production line data, are 
usually not available.
The model explains the prices of annual contracts for a product as 
a function of the quantities procured each year. The model is sensitive 
to changes in the procurement plan and explicitly considers the 
allocation of fixed costs. It uses traditional estimation theory to 
relate variable cost to quantity, and allocates the fixed costs to the 
contracts using an accounting-like procedure.
The model also Introduces the concept of business base for those 
cases where the plant runs programs other than the program under 
consideration. This enables the model to allocate the fixed cost over 
all the production programs in the plant.
The following notation is needed to define the model: 
t “ the index for the years over which a program is procured,
j - (1,...,J) the index for the annual contracts on the program of
interest, j ■ 0 is used to indicate all other contracts in the 
producer's plant,
Pj ■ the price of contract j ,
D ■ the direct cost incurred on contract j in year t,
V ■ the variable cost on contract j in year t,
J ^
V ■ the variable cost in year t associated with contracts other than 
ot /
the program under consideration,
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Mjt = the overhead cost allocated to contract j in year t,
= the fixed portion of overhead cost allocated to contract j in
year t,
Hj^ * the variable portion of overhead cost allocated to contract j in 
year t,
e the contractor's in-plant business base in year t,
At = the book value of the contractor's assets in year t,
Xi = the direct cost on unit i.
The price of an annual contract has two components: direct costs
and overhead costs, i.e.,
P « D. + M, (3.13)
3 J • J •
N
where E D. is written as D. . Note that the 'dot' notation means that 
t=l ^  •* *
has been summed over all the years for which contract j is in 
production. It is also noted that P is the only quantity that is 
observable in the data. Data are not available on fixed and variable 
costs by contract. The essence of the Balut, et al. research is that a 
model is constructed that explains Pj which uses only the previously 
mentioned data items.
The direct cost of the ith production unit on the contract is
X± = aib (3.14)
where a is the first unit cost and b is parameter that represents the 
rate of learning. Again, it is noted that is not observable in the 
data. Therefore, the direct costs associated with contract j can be 
written as
^  b
D = a Ej ib. (3.15)
j V l +1
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The overhead component, M. , of the total price Is also composed o£
J •
two parts, fixed and variable. It can be modeled for a given year t as
M.t - S0 + V t  * 82Dt (3-16)
where Bq + f^At represents the fixed part (F , and rePre8ents t*ie
variable part (H ) [Balut, (1985)]. These cost separation models are 
exogenous to the Balut, et al. model. These models were developed at 
the Institute of Defense Analyses using proprietary contractor data.
Since the model assumes that fixed overhead is allocated to a 
contract based on the variable coBt associated with that contract,
Fjt ’ F.t- <3-17)J .t
Defining ir (the variable cost expenditure profile) as the fraction of 
variable cost associated with contract j in year t, it follows that
W V  (3-18)
and
Dj . ' W  (3-19>
Some of the variable costs in the plant may be associated with
other programs; therefore total in-plant variable cost in a given year 
is
J
V = V + Z V..., (3.20)
.t ot jt
After making the necessary substitution and summing over t, the
following expression is obtained for the fixed cost of contract j:
- (lte2)D3. 3IV . t /<vot * (3-21)
The price of the contract j can be obtained by using the relation
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between overhead cost and Its fixed and variable components) namely
M, - F, + 6_D . (3.22)
J • J • z J •
Substituting equations (3.20) and (3.21) into equation (3.13), the 
following model of the price of contract j is obtained:
Pj - C1+B2)D3- (1 + I [*JtP.t/CVot+ (1+62> (3-23)
Several analyses have been presented to show the sensitivity of 
contract prices for a given program to changes in the contractor's 
business base and/or fixed cost. These analyses are important since 
other repricing models have ignored these variables. In the first 
analysis, the price impact of a systematic change in business base is 
examined. The analysis assumes an expenditure profile of x - 
(.30,.60,.06,.04), therefore it is expected that altering business base 
in the second year*would have the largest Impact on price. Likewise, 
for the last two years, due to small expenditures, the price Is 
relatively insensitive to the business base changes. The curves, as
expected, are downward sloping, implying that program price declines as
business base increases (See Figure 3.3). This reflects the fact that 
in-plant fixed cost is spread over a large number of production units as 
business base increases.
The same kind of sensitivity analysis is performed for fixed cost, 
while holding business base constant. As expected, a rise in price with 
increases in fixed cost is observed. The reason for this increase is 
that there is more fixed cost to allocate to the same number of units 
(See Figure 3.4). These analyses demonstrate that annual contract 
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Figure 3.4 Sensitivity of the Contract Prices to Changes
in Fixed Cost
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base and fixed cost. The data for these analyses are hypothetical. The 
data base is generated by the Balut, et al. model using default 
parameter values.
The Balut, et al. model is mathematically simplistic and easy to
interpret. The main reason for this simplicity is the assumption of
constant production rate. This may be an unrealistic assumption since 
for most made-to-order programs, particularly aircraft production 
programs, production rate varies over time and within procurement lot. 
However, since this model identifies and allocates fixed cost to the 
contracts, it should be considered as a significant contribution to this 
research area. The authors illustrate how sensitive the prices are to
the changes in business base or fixed cost. These effects have been
ignored by more traditional approaches.
This research differs from the regression approach to repricing 
aircraft in several respects. The regression approach is summarized in 
the works of Ayres, et al. (1984), Bemis (1981), Bemis (1983), Bohn and 
Kratz (1984), Bolton (1985), Cox and Gansler (1981), Cox et al. (1981), 
Gardner (1985), Kratz and Bohn (1985), and Smith (1976). Most aircraft 
data are by procurement lot. Most convenient ad hoc models require unit 
data. Since unit data are not available, researchers often try to force 
the improper model on the data, or they try to alter the data to 
accommodate the convenient model. Balut et al. avoids these problems by 
constructing a model that actually generates values for total lot cost. 
In this respect, the Balut, et al. model avoids the methodological 
problems of the ad hoc approaches.
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Still, the Balut, et al. approach can only be considered to be an 
approximation since variable costs are modeled with a learning curve. 
It is well known that the learning curve assumes a constant production 
rate, therefore the Balut, et al. model assumes constant production rate 
within each procurement lot. It is also well known that production rate 
varies over time in aircraft production [Womer, et al., (1986)]. 
Therefore, the inconsistency is in equation (3.15). This equation must 
be altered to encompass changes in program production rate. This 
alteration is the major contribution of this dissertation.
CHAPTER IV
MODEL MOTIVATION AND A THEORETICAL MODEL
The theoretical Importance of the inclusion of production rate in 
cost models is emphasized in the literature review. This importance, 
with respect to a made-to-order repricing model, is demonstrated below 
with a numerical example. To show the implications of disregarding the 
production rate effect, an example is generated and analyzed by using a 
model that ignores production rate effects.
In this scenario, the government is contemplating procurement of 
400 aircraft from a given contractor and receives price estimates as 
shown in Table 4.1. The plan is to place 100 aircraft under contract 
each year for the next four years. There are also two other 
alternatives that are being considered; buying 200 aircraft per year for 
two years or buying 50 per year for eight years.
TABLE 4.1 
Plan and Alternatives
Contract Current Planned Alternative Quantities
Year Quantity Dollars Alt 1 Alt 2
1986 100 3080 200 50
1987 100 2300 200 50
1988 100 2060 50







The variable cost by lot and by year and the summary data by lot 
for the given three cases are calculated by using the Balut. et al. 
(1986) model. The results are presented in Tables 4.2. 4.3 and 4.4
Estimates derived for the three alternative contracts are given in 
the above tables. Note that, even though total cost is different for 
each case, it is only because of the changes in fixed cost. Total 
variable cost for each alternative remains the same. This is because 
variable cost is assumed to vary only with cumulative quantity, i.e., 
the model employs only the learning curve to estimate variable cost. 
Since 400 units are produced in each scenario, the variable cost is 
obtained by "moving" 400 units down the learning curve.
This example provides the motivation for the theoretical model that 
is presented in this chapter. The basic idea is to provide an
alternative to the learning curve; an alternative which permits
production rate variations throughout the lot production period. A key 
reference is the work of Womer (1979) as presented in the literature
review. The difference, however, is that the Womer model is a 
continuous time control model while in this application, a discrete time 
prediction model is needed. This implies a discrete dynamic programming 
approach such as that advocated by Gulledge, et al. (1985) and Womer, et 
al. (1986).
A Discrete-Time Production Model With Learning





by Lot and by Year and 
(Current Model)
Summary Data by Lot
Annual Lot Size 100 100 100 100
Year 1986 1987 1988 1989
1986 681 0 0 0
1987 1067 510 0 0
1988 444 779 459 0
1989 273 332 720 429
1990 0 204 299 672
1991 0 0 184 280
1992 0 0 0 172
Total Variable Cost 2465 1846 1662 1553
Unit Variable Cost 24.7 18.5 16.6 15.5
Total Fixed Cost 615 451 398 364
Total Cost 3080 2297 2060 1917
Unit Cost 30.8 23.0 20.6 19.2
TABLE 4.3
Variable Cost by Lot and by Year and Summary Data by Lot
(Alternative 1)







Total Variable Cost 4312 3215
Unit Variable Cost 21.6 16.1
Total Fixed Cost 872 749
Total Cost 5184 3965
Unit Cost 25.9 19.8
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TABLE 4.4
Variable Cost by Lot and by Year and Summary Data by Lot
(Alternative 2)
Annual Lot Size 50 50 50 50 50 50 50 50
Year 1986 1987 1988 1989 1990 1991 1992 1993
1986 389 0 0 0 0 0 0 0
1987 609 293 0 0 0 0 0 0
1988 253 459 264 0 0 0 0 0
1989 156 191 413 246 0 0 0 0
1990 0 117 172 386 234 0 0 0
1991 0 0 106 161 367 225 0 0
1992 0 0 0 99 153 353 218 0
1993 0 0 0 0 94 147 341 212
1994 0 0 0 0 0 90 142 331
1995 0 0 0 0 0 0 87 138
1996 0 0 0 0 0 0 0 85
Tot. Var. Cost 1406 1059 954 892 848 814 788 765
Unit Var. Cost 28.1 21.2 19.1 17.8 17.0 16.3 15.8 15.3
Tot. Fixed Cost 477 365 303 237 179 151 142 143
Total Cost 1883 1424 1258 1129 1027 966 930 908
Unit Cost 37.7 28.5 25.2 22.6 20.5 19.3 18.6 18.2
q ± - F(Xi,Ti,i) (4.1)
where q, = output rate for unit i,
X, *= variable resources required to produce unit 1,
T. *= production completion date of the ith unit, 
i ■> the production sequence number of the ith unit.
This production function is assumed to have the usual limiting and 
continuity properties. In addition, the first and second derivatives 
are assumed to conform the usual direction of change as presented by 
Alchian's (1959) propositions (see literature review).
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The above production function considers both learning and 
production rate. In this sense the framework is more detailed than most 
of the models in the literature. However, it is worth noting that
equation (4.1) does not include information on all of the factors that 
affect cost. There are other factors such as resource prices,
subcontracting decisions, etc. that can affect cost on the overall
production program. However, for the level of detail required in this 
modeling effort, it is sufficient to use a production function such as 
equation (4.1). ~
This model also assumes that the time horizon Is sufficiently short 
so that resource prices may be assumed to be constant. In that case, 
discounted cost may be measured in units of the variable resource:
V X
c = I ------ *=- (4.2)
i»=l (1+r) i-1
where r is the discount rate. The idea is to minimize the discounted 
cost incurred when producing V units by time T y  The problem may be 
stated as:
V Xi
Min C * £  =--- (4.3)
i=l (1+r) i-1
s.t.
qd = F(X1,T1,i) (4.4)
X i 6 0
TQ = 0 (4.5)
T ** T.
The last two constraints give the boundary conditions that characterize 
made-to-order production programs. T is the total time required to 
produce V units.
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Let be the time required to produce unit i, then t^ may also be
defined as the inverse of production rate (i.e., c *■£ ^or every 1) •
This implies that the resource requirement function associated with 
equation (4.4) may be stated as:
This result is used to eliminate the production function side relation 
from the optimization problem. That is, equation (4.6) is substituted 
into equation (4.2), and the revised model is stated as
This problem i6 a dynamic programming problem that can be solved by 
considering a sequence of static optimization problems.
The state of the system for unit i is defined by T^; the decision 
variable at stage 1 is the time required to produce unit i, t^. The 
stage transformation functions are defined by the additive relationship 
that exists between the time required to produce the unit and cumulative 
time (the date of production). Using the boundary conditions given in 
Equation (4.8), the stage transformation functions are defined as 
follows:
(4.6)









This leads to the following restatement of the problem
V G(t ,T ,i)
Min C = E —
s.t.
1*1 (l+r)Ti-l (4.10)
T = T -t t = T 2 0 
al 2 2 1 1
T2 = T3_t3 0 S t2 S T2 (4.11)
Tv = T 0 £ tv £ T.
This is the form for a dynamic programming problem with the return 
function
G(t.,T ,i)
R,(t,.T,,i) = ---^ ----, (4.12)
1 1 1  (1+r) i-1
and the stage transformation function
Ti-1 • ■ W  <4-13)
To use the relationship between the return function and the decision 
variable t^, the problem may be stated in terms of the recursion 
equations of dynamic programming:
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G(t ,T.,i)
f.(T.) = Min [ --------   + f , (T.-t.) ] (4.15)
1 1 O S t ^  (1+r) i-1 1-1 1
for i = 1,2,...,V with “ T. This recursive relationship represents a 
sequence of static optimization problems which, in principal, can be 
solved for the optimal value of decision variables at every stage. A 
pictorial representation of this problem is presented in Figure 4.1. 
The formulation and solution of this model appears to be simple in 
theory. However, depending on the form of the production function, the 
solution for equation (4.15) may become very difficult. Based on the 
experience gained in previous research, the production functions will 
have unknown parameters, and the functional form is usually nonlinear. 
This usually means that a "messy" nonlinear programming problem must be 
solved at every stage.
The specific functional form that is employed by this research is a 
multiplicative form. The justification for this specific form has its 
origins in recent work of Muth (1983). The particular a priori 
specification of the production function that has been selected to be 
applied to the made-to-order production situation is:
q ± - AXi1/y(i)6 , (4.16)
or in revised form,
t± = A"1XiY (i)'6. (4.17)
After solving equation (4.17) for X^, the resource requirement 
function is





Figure 4.1 Flow Chart of the Dynamic Programming Solution.
where v Is a factor returns parameter, 6 is a learning parameter, A is a
constant, and i is the production sequence number.
The corresponding dynamic programming problem is:
V T
Min C = E A~Y (t )_Y(i) Y /(l+r) 1-1 (4.19)
i=l
s.t.
TQ » 0, (4.20)
Tv = T.
This model is transformed easily into a dynamic programming formulation 
as presented in equation (4.10) and (4.11). In this case equation 
(4.14) becomes
f.(T.)«min A_Yt ~Y/(l+r)Tr tl, (4.21)
t *=T 
C1 1
and the optimal return function is 
f ^ C C p  =
At stage two, the stage transformation function is T^=T2-t2 and the 
optimization problem is
T —t
F.(T.) - min A_Y(t_)'Y (2)"6y / (1+r) 2 2+A~Y (T_-t,)~Y . (4.22)
0fit2ST2
However, there is no closed form solution for this problem, and 
more importantly, the problem turns out to be very difficult to solve 
numerically. In the special case, however, where r=0, the problem 
becomes attractive with an easier solution. Theoretically, this 
assumption seems Important however, for practical purposes this model 
will be developed without discounting. In this case the problem Is
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s.t.
, V ‘ ■ Tv1*1
t± £ 0,
for 1*1,2,... ,V.
Defining the Lagranglan function as
V -Y -Y -6Y VL - Z -A Y (t.) Y (i) Y+A(T„- Z t,).
i-1 1 V i-1 1
Following Nemhauser (1966), the first-order conditions are




for i - i-i,...,V since t^ will be positive by definition. To check the 
second-order conditions, the bordered Hessian is evaluated. The H 
matrix is (V+l) x (V+l) where V is the number of units to be produced. 










By using theorem 8.2.1 in Grayblll [(1983) p. 183], the determinant of 
the above matrix is found as
|h| - z n -y(y+i)a 't 
j-i i-i
-Y*. -(Y+2).-6y (4.27)
Given the stationary point (t^, X^) for the Lagrangian function 
LCt^.Xg) and the bordered Hessian matrix H evaluated at (J[q , X^), then 
is a minimum point if, starting with the principal minor determinant 
of order (2m+l), the last (n-m) principal minor determinants of H have 
the sign of (-l)m where n is the number of variables and m is the number 
of constraints. Since m-1 in this model, the last (n-1) principal minor
determinants of the |h | should be negative for a minimum. Equation
(4.27) yields a negative value for every value of y and 6 as long as y >
0. Therefore equation (4.26) satisfies the second-order conditions for 
a minimum.
After solving the first-order conditions [Equation (4.26)], the 
following solution is obtained for the time required to produce each 
unit:
t, = [(X/v) A_Y(i)"6Y]_1/(Y+1) (4.28)1 «
The strategy is to find an expression for X that is a function of the
parameters, and use this expression to eliminate X from equation (4.28).
Using the relationship 
V
E t  = Ty , (4.29)
i-1
equation (4.28) may be summed on both sides. The resulting expression 
is
E t - I [(X/Y)A"Y(i)"6Yr 1/(Y+1) - T . (4.30)
1-1 1 i-1
Equation (4.30) may be solved for X as
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This implies
-*Y/(Y+1) / [Z (i)~^Y/(Y+1)]. (4.32)
i“l
Equation (4.32) is the basic relationship for this model. Together 
with equation (4.18), they build the basis for the cost estimation 
procedure. Since 1/t^ is the production rate for unit 1, the model 
considers the impact of production rate explicitly. The t^ value in 
equation (4.32) Is the reciprocal of optimum production rate for unit i 
that minimizes the total cost of the production program. The validity 
of assuming that the contractor follows the optimum production path has 
been discussed in earlier sections.
Equations (4.32) and (4.18) are the primary relationships that 
define the cost model. The integration of production rate (explicitly 
through the t^ values) with learning should improve the results compared 
to those models that use only the learning curve. In some cases, 
average cost may actually increase with volume even in the presence of 
learning. The reason is that cost decreases due to learning are 
sometimes offset by cost increases due to decreasing returns. Cases 
like this would be modeled with more precision by using the model 
presented above. For a production program where production rate remains 
somewhat constant over the whole production period, the presented model 
may not produce significantly different results than the model that 
employs learning only. However, when production rate varies, which is 
the common case in many made-to-order production programs, the impact of 
varying production rate on the predictions is more significant. In 
general, the conclusion is that the importance of production rate as a
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cost determinant can not be ignored. This will be demonstrated in 
Chapter V in the context of an aircraft repricing model.
CHAPTER V
REPRICING WITH VARYING LOT PRODUCTION RATE
In this chapter, a revised method is presented for repricing 
made-to-order procurement programs. The methodology uses the 
mathematical model presented in the previous chapter. Equation (3.23), 
which defines the price of contract j, is the basic model relationship. 
This equation is extended by Intergrating production rate as a cost 
determinant in the estimation of direct variable cost. While the terms 
related to direct cost are projected with the model presented in Chapter 
IV, the other factors (i.e., the expenditure profile and fixed cost) are 
calculated by the same procedure used by the Balut, et al. model that is 
discussed in Chapter III.
As described in Chapter III, Balut, et al. define the unit learning 
curve as
X± - aib (5.1)
where X^ «* the direct cost of unit i, 
a ■ the first unit cost, and 
b = the learning slope parameter.
The direct cost associated with lot j, D^, is expressed as
^  h
D - a (i) (5.2)
i-Qj.l*1
where Qj is the total quantity under contract in lots up to and including 
lot j.
The model developed in this study defines the unit direct cost as
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and the direct cost associated with lot j, D , is expressed as
(5.3)
(5.4)
Note that in equation (5.2) cost depends only on unit number, where in 
equation (5.4) production rate as well as the unit number are considered 
as cost determinants.
In this section a strategy for parameter estimation in equation
(5.3) is discussed. The Initial presentation concentrates only on the 
parameter estimation in the production rate augmented learning curve 
[equation (5.3)]. The methodology for estimating the other parameters 
in equation (3.23) is Identical to that presented in the Balut, et al. 
(1986) manuscript.
There are several ways to approach parameter estimation for 
equation (5.3). However, any method that is selected must also consider 
the simultaneous relationship,
The implication is that the parameters must be estimated in equations
(5.3) and (5.5).
First, note that the estimation problem cannot be trivialized by 
assuming that the contractor exactly optimizes production rate. If 
equation (5.5) is substituted into equation (5.3), t^ is eliminated, but
Strategy for Implementation and Parameter Estimation
6y/(y+D / £ ( ± r ST/(rH) (5.5)
i-1
87
the parameters in the resulting expression are not estimable. The 
parameters are Ill-defined due to model degeneracy [see Bard (1974), 
section 7-18], There is no short-cut; data on t^ are required in order 
to obtain the parameter estimates.
There are several strategies to consider for estimation. In the 
example presented in this chapter, the parameters are estimated 
recursively. An extension of this research would require writing code 
to simultaneously estimate the parameters in equations (5.3) and (5.5), 
For this research, a two-step recursive procedure is selected. The 
estimation is carried out by reparameterlzlng equation (5.5) as
where gj - 6y/(y+l).
An estimate for gj can be found by applying nonlinear least squares
A
to equation (5.6). The estimate of g^ from the first stage, does
not provide a separate estimate of returns to scale parameter, y. 
Likewise, it does not provide a separate estimate of the learning parameter,
g. Therefore, equation (5.3) is reparameterized to benefit from the 
result of the first-stage estimation. The appropriate relationship is
Equation (5.7) is absorbed in equation (3.23), and the price equation 
takes the following form:
where g^ ■= (1+ 82^ 0* ^or t*le rePr^c^n8 analysis, the parameters in




equation (5.8) are estimates from lot data using the method similar to 
that suggested by Gallant (1968).
The procedure is summarized in the following outline.
1. Estimate the parameters in equation (5.5) u6lng nonlinear 
regression.
2. Use the estimate, 0^, from step one to reparameterize equation
(5.3) as equation (5.7).
3. Substitute equation (5.7) into equation (3.23) to obtain 
equation (5.8).
4. Use Gallant's parameter estimation method on equation (5.8). 
Given the final parameter estimates, equation (5.8) may be used to 
investigate various repricing scenarios. The procedure is applied to
data on an airframe program in a later section.
Scope of the Application
It is always difficult to locate non-proprietary data for testing 
models such as the model presented in this dissertation. Current data 
is never published, and even though the data are usually not classified, 
it is proprietary, and hence not available for publication.
To circumvent the data availability problem in this research, a 
masked data base is used. The variable cost values are derived from 
estimates of direct labor requirements on an actual airframe program. 
The data for the business base and fixed cost time series are
hypothetical, but they are similar to those realized by one defense 
contractor. This data base suits the needs of this project. The
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objective of the research is to determine if price projections are 
sensitive to production rate variations. This can be accomplished with 
hypothetical data and sensitivity analysis.
Finally, it is noted that the question of model accuracy is really 
not an issue in this research. As will be seen later, the model of this 
dissertation provides projections that are very close to those provided 
by the Balut, et al. model. The Balut, et al. model has been 
successfully applied over an extended time horizon to several aircraft 
programs. The same programs will eventually be analyzed with the new 
model, but this work, by necessity, must be performed at a secure 
facility, and the results will not be published.
Data for the Application
The C141 airframe program is selected for the application. The 
C141 program produced 284 aircraft during the six year period from 1962 
to 1968. Only one model of the aircraft was produced. Data for this 
study are drawn from two sources. Orsini (1970) reports direct 
man-hours per quarter for each of the twelve lots in the C141 program. 
He also reports a delivery schedule for the aircraft by month. Orsini 
attributes these data to the C141 Financial Management Reports 
maintained by the Air Force Plant Representative Office located at the 
Lockheed-Georgla facility. The schedule of actual aircraft acceptances 
by month as reported in the OASD (PA&E) publication Acceptance Rates and 
Tooling Capacity for Selected Military Aircraft (1974) was used to 
verify the Orsini delivery data. The 284 units were produced in 12
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Delivery Data for the C141 Airframe Program 
(In Quarters)
Unit Unit
X No. X No. 1
0.966666 46 0.191431 91 0.171988
0.951675 47 0.191053 92 0.171610
0.969999 48 0.190677 93 0.171183
0.988345 49 0.190300 94 0.170703
0.890013 50 0.189923 95 0.173289
0.830554 51 0.189545 96 0.173029
0.806639 52 0.189168 97 0.172769
0.827169 53 0.188791 98 0.172508
0.772692 54 0.188414 99 . 0.172248
0.620989 55 0.187913 100 0.171988
0.650769 56 0.187289 101 0.171685
0.583330 57 0.186665 102 0.171342
0.558051 58 0.186042 103 0.170999
0.443892 59 0.185418 104 0.170656
0.440833 60 0.184794 105 0.170312
0.426663 61 0.184170 106 0.169969
0.401384 62 0.183547 107 0.169626
0.476105 63 0.182923 108 0.169283
0.450833 64 0.182299 109 0.168940
0.325557 65 0.181799 110 0.168597
0.300281 66 0.181421 111 0.168253
0.325001 67 0.181044 112 0.167910
0.314075 68 0.180667 113 0.167567
0.303148 69 0.180289 114 0.167224
0.392222 70 0.179912 115 0.166881
0.380105 71 0.179534 116 0.166538
0.366797 72 0.179158 117 0.166194
0.353490 73 0.178781 118 0.165851
0.240183 74 0.178404 119 0.165509
0.226875 75 0.178026 120 0.165166
0.213569 76 0.177649 121 0.164823
0.200261 77 0.177272 122 0.164480
0.290927 78 0.176895 123 0.164137
0.285559 79 0.176517 124 0.163794
0.276482 80 0.176139 125 0.163451
0.263704 81 0.175762 126 0.163108
0.194349 82 0.175385 127 0.162765
0.194108 83 0.175007 128 0.162388
0.193867 64 0.174630 129 0.161979
0.193627 85 0.174252 130 0.161570
0.193318 86 0.173875 131 0.161160
0.192940 87 0.173497 132 0.160751
0.192563 88 0.173120 133 0.160342
0.192186 69 0.172743 134 0.159932
















































































































































































































production lots. Figure 5.1 illustrates the production period and the 
spread of these lots over time. The delivery data for each of the units 
is presented in Table 5.1.
The data on direct man hours spent on each lot were not directly 
presented in the data base. Orsini (1970) calculated direct man hours 
for each lot by aggregating quarterly data on each lot. Table 5.2 
presents the data on direct man hours (DMH) for each lot, the number of 
units in each lot, and the direct man hourB per unit.
TABLE 5.2
Lot Production Data for the C141 Airframe Program
Lot Number
Direct 
Man Hours Lot Size
Average Direct 
Man Hours
1 211.613 5 42.3225
2 181.241 6 30.2068
3 221.192 10 22.1192
4 250.958 15 16.7306
5 379.754 30 12.6585
6 295.394 28 10.5498
7 247.805 28 8.8502
8 229.634 28 8.2012
9 274.075 34 8.0610
10 255.583 33 7.7449
11 243.539 33 7.3800
12 285.033 30 8.3833
It is evident from the last column that as the number of units
produced Increases, the DMH/unlt decreases. This is consistent with 
learning curve theory. The only exception is found in lot 12. The 
reason for the increase in unit labor requirements for lot 12 is what is 
known as Mtoe-up". "Toe-up" occurs toward the end of a production 
program because cost usually increases due to idle workers and 
equipment, wasted material, and other overhead factors associated with 
the general de-emphaBis of the program.
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The data on the 284 actual t^ values are not directly available 
from the data for the C141 program. Using the delivery dates and lot 
release dates, the t^ values are approximated from the data. For the 
starting time of each unit an assumption Is made such that every unit in 
each lot is released in the first half of the lot production period with 
a uniform release interval. The first unit of each lot is assumed to 
enter the production process at the lot release date. The delivery 
dates for each unit (Table 1) are used as the production completion 
time. Since the production crews work on many units simultaneously 
within each lot, the difference between the completion and starting 
dates for each lot are divided by the number of units in that lot to 
obtain the actual t^ values.
These data provide 284 observations for the first-stage estimation
and 12 observations for the second stage. Even though 12 observations
for an estimation procedure 1b small, this limitation is typical of the 
environment in which the model must be applied. At this point, it is 
noted that this model is developed to consider ongoing production
programs. Even though it is hard to determine exactly how many
observations are needed for the estimation, it is obviouB that the 
accuracy of the estimates increases by the number of observations.
Estimation Results
The results given in this section and the sensitivity analyses in a 
later section were generated by a main-frame based interactive decision 
support system developed for this research. The program is written in
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FORTRAN and perforins all of the parameter estimations using Marquardt's 
(1963) nonlinear estimation algorithm.
In the first stage, the 284 actual t^ values are used as the
dependent variable in the estimation of the parameters in equation (5.6).
A
The predicted t^ values are generated by using the 6j value that
minimizes the sum of squared errors (SSE) for equation (5.6). The graph
of SSE values as a function of 6^ is given In Figure 5.2. As seen in
A
Figure 2, the SSE function is unimodal and reaches the minimum at ^  ■ 
0.4859. Having a unimodal SSE function eliminates the risk of
inconsistent parameter estimation due to locating different local
minimum8. The predicted values from equation (5.6) are presented in 
Figure 5.3. In this figure the smooch broken line represents the
predicted t^ values where the more variable darker line represents the
actual t^ values. Analyses on the data suggest that the estimation is
somewhat sensitive to the accuracy of the t^ values. The degree of this 
sensitivity has been investigated and the results will be given In the 
next section.
A
In the second stage of the estimation process, 8j from the first 
step is substituted Into equation (5.7). Equation (5.7) 1b then used in 
equation (5.8) as previously described. The contour plot of the sum of 
squared errors (SSE) function for the second stage estimation results is 
presented in Figure 5.3. Again, a unimodal SSE function has a positive 
impact on the stability of the model. The values of the estimated 
parameters and their standard errors for the first and second stages are 
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Figure 5.2 Graph of the Error Sun of Squares Function for the Parameter 























































































Figure 5.4 Contour Plot of the Error Sum of Squares Function for the 
Parameter Estimation in Equation (5.7).
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TABLE 5.3
Estimation Results for the Two-Stage Recursive Estimation




The estimated values from the regression are consistent with a 67% 
learning curve slope. Both of the estimates in Table 5.3 are 
significantly different from zero (i.e., production rate and cumulative 
output). The results are certainly plausible and agree with a priori 
expectations.
Repricing Results
As a first test, the model is compared with the Balut, et al. 
(1986) model. A priori it is expected that the models should provide 
similar predictions over the historical data base. This should be
particularly true in the lots where the procurement quantities are
stable. That is, if the quantities are stable, there should be little 
variation in production rate within the lot. The estimated prices for 
the 12 lots obtained by both models are presented in Table 5.4.
The learning curves associated with these values are not easily
plotted because the Independent variable at each observation is a sum 
over all units in the lot. However, as an approximation, the actual and 
predicted values per-unit are plotted against the estimated lot 
midpoints in Figure 5.5. At first glance, the results seem similar. 
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in actual values more accurately, particularly in the middle lots. 
These middle lots were produced during a period when there was much 
variability in the annual procurement quantities. This tends to support 
the hypothesis that the new model is more responsive in an environment 
where procurement quantities are variable.
To further test this hypothesis, an additional sensitivity analysis 
was performed. All 12 observations from the C141 model were treated as 
historical data, and four additional lot price projections were computed 
with each model. Three different cases were run for each model. The 
annual procurement quantities for the three runs are summarized in Table 
5.5.
To price the cases in Table 5.5 using the Balut, et al. model, the 
variable cost estimates for the last four lots are projected with the 
learning curve. The projection is more complicated with the model 
presented in this dissertation. For example, consider Case 2 where the
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TABLE 5.5
Hypothetical Annual Procurement Quantities 
for Production Lots 14-16
Annual Procurement Quantities
Lot Number Case 1 Case 2 Case 3
13 10 10 10
14 15 20 40
15 10 10 10
16 15 20 40
total number of units to be repriced is 60. Before equation (5.8) can
be applied, 60 additional t^ values must be generated. This is
accomplished with equation (5.7). The results of the price projections
for the three cases are summarized in Tables 5.6 and 5.7.
TABLE 5.6
Price Projections Using the Balut, et al. 
Aircraft Repricing Model
Annual Procurement Quantities
Lot Number Case 1 Case 2 Case 3
13 64.9 64.9 64.9
14 95.4 126.8 250.4
15 63.0 62.6 61.1
16 94.1 124.3 240.3
TABLE 5.7
Price Projections Using the Model that Permits
Within Lot Production Rate Variation
Annual Procurement Quantities
Lot Number Case 1 Case 2 Case 3
13 54.74 54.74 55.74
14 79.55 106.13 213.23
15 52.32 52.28 51.70



















Figure 5.6 Price Projections for Case 1 Using the Model that Permits
Within Lot Production Rate Variation, the Balut, et al.





















Figure 5.7 Price Projections for Case 2 Using the Model that Permits
Within Lot Production Rate Variation, the Balut, et al.


















Figure 5.8 Price Projections for Case 3 Using the Model that Permits
Within Lot Production Rate Variation, the Balut, et al.
Model, and the Actual Price Values.
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The implications of these simulations are demonstrated in Figures 
S.6 through 5.8. In these graphB, unit annual procurement price is 
plotted against the lot midpoints of each procurement lot for each of 
the three cases. Notice that as the variability in the annual 
procurement quantities increases, the decrease in the relative lot 
prices predicted by the alternative model developed in this study 
becomes more significant. The reason for this reduction is the 
assumption that the contractor follows the optimum production rate to 
minimize cost.
To further confirm the importance of including a within-lot 
production rate variable, a Monte Carlo simulation is performed. The 
Importance of production rate is a function of the price sensitivity of
alternative t^ values. That is, if price predictions are insensitive to
variable t^ values, the Implication is that production rate is a 
relatively unimportant price determinant.
For the simulation, 100 price predictions were generated. All 
variables within the model were held constant with the exception of the 
time required to produce each unit, t^. This analysis also permits 
confidence interval construction for each of the individual price 
values.
To obtain the different t^ values to be used as the individual
model Inputs, normal random error terms were added to the t^ values 
observed in the data. The generated t^ values are obtained by using the 
following relationship:
t - t, „ , + e (5.9)1 i actual i
2 2where ^ N(0, a££ is the variance of the random error for lot
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£, £ ** 1,2,...,12, which is different for each lot. That is, the
variability in the time required to produce each unit would be expected 
to decrease as more units are produced. values are generated
randomly by using a random number generator presented in Press, et. al. 
(1986). To estimate the appropriate variance for each lot, the
regression analysis in equation (5.7) is repeated using the actual t^ 
for the dependent variable. The variance to be used in the simulation 
for each lot is taken to be residual error variance for each lot. The
variance for each lot is presented in Table 5.8.
TABLE 5.8














As seen in the Table 5.8, the variance terms are generally 
decreasing as the number of units produced Increases. After generating
i
284 t^ values for the 100 different simulations, the two-step regression 
procedure 1b executed 100 times, and 12 lot prices are computed for each 
of the simulations. The estimated parameter values for 8^, @q » an<* Y 
for these runs are presented in Table 5.9. The consistency of the signs 
of the parameters is encouraging in terms of model stability.
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Confidence intervals for each price estimate are calculated by appealing 
to the central limit theorem. These limits are presented in Table 5.10.
The first purpose of this analysis is to determine how sensitive 
the estimation 1b to the t^ values. To compare the results, only five 
of the hundred results that were run are plotted in Figure (5.7). From 
this figure it is concluded that the t^ values certainly affect the 
estimation, but the magnitude of this effect is not drastic for small 
changes in the t^ values. Therefore both conclusions are as expected 
and desired. The role of t^ as a cost determinant is significant 
whereas the model shows some flexibility for robustness of the t^ 
values. It is worth noting that these five results were picked randomly 
out of one hundred; several other plots like this also were drawn and 
similar patterns were obtained.
The second reason for this simulation is to observe whether the 
results from the Balut, et al. model would fall within the confidence 
intervals of the alternative model. The confidence intervals are 
obtained by using the central limit theorem and they represent two 
standard errors. Figure (5.10) graphically illustrates these limits and 
the actual values, and compares the estimates of the Balut, et al. 
model. The darker line represents the actual values and the plot 
symbols represents the estimates of the Balut et al. model.
Except for the first two observations, the results of the presented 
model is very close to the actual data. The reason for not having good 
estimates for the first two lots is that the assumption about the t^ 
values probably does not match exactly with the actual production 
process. Production of prototype aircraft from the developmental lot
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TABLE S.9
The Parameter Estimates for One Hundred Simulation Runs
B1 *0 y el »0 y
0.46438 73.72931 0.16527 0.48040 80.78752 0.23563
0.46288 73.54172 0.19817 0.50501 91.98950 0.26381
0.51784 104.86227 0.42176 0.53582 112.87532 0.37739
0.44476 66.97636 0.13299 0.47581 78.66634 0.21902
0.48221 80.51509 0.20529 0.46118 72.55978 0.16700
0.46171 72.98198 0.17640 0.44899 68.35283 0.15877
0.47333 76.96582 0.18215 0.54024 124.37807 0.51252
0.52520 111.13809 0.45125 0.48028 81.21492 0.25676
0.53827 118.78563 0.45525 0.46643 75.34508 0.21917
0.52925 109.95552 0.39392 0.46459 74.10297 0.20234
0.48721 84.91446 0.27450 0.47819 79.80240 0.23567
0.49740 88.93182 0.27599 0.45616 71.07724 0.19431
0.45558 70.70731 0.16871 0.48587 84.08804 0.27928
0.46596 75.10385 0.22853 0.46168 72.75078 0.16099
0.53009 104.66904 0.29318 0.42886 62.09525 0.11582
0.49661 91.66246 0.34321 0.50126 91.30678 0.29942
0.52097 104.83115 0.39571 0.51517 101.B1770 0.39431
0.45514 69.75514 0.09023 0.51967 107.12730 0.43816
0.48356 82.99779 0.26472 0.47829 80.11383 0.24336
0.45855 71.98323 0.18747 0.49829 91.45076 0.33294
0.47659 79.41431 0.23273 0.49484 90.43051 0.35241
0.46713 75.46095 0.21913 0.48407 81.99754 0.22260
0.48359 80.32956 0.16529 0.43197 62.84959 0.05537
0.50067 93.06961 0.36070 0.48842 86.23883 0.30827
0.48938 85.91319 0.29501 0.46156 72.51106 0.14802
0.44107 65.50258 0.07044 0.45007 68.71608 0.15630
0.51839 106.17606 0.44003 0.50436 91.89757 0.28215
0.48954 86.66530 0.31657 0.50072 82.05070 0.00717
0.46880 76.12851 0.22559 0.49616 90.26575 0.32910
0.54304 122.32925 0.47173 0.49635 90.51231 0.34401
0.49160 86.65352 0.29896 0.49981 91.60828 0.32493
0.48675 83.19751 0.23532 0.48412 83.35368 0.28102
0.47952 80.06198 0.21725 0.47525 78.70743 0.23578
0.47166 76.80695 0.20119 0.47161 77.08421 0.21378
0.46170 73.05963 0.18622 0.47148 77.60704 0.23919
0.45964 72.41592 0.18433 0.52674 111.83038 0.45136
0.50648 97.07613 0.38129 0.42524 61.07327 0.07831
0.50257 91.94258 0.30350 0.46337 74.10866 0.21998
0.48435 83.46138 0.27273 0.46897 76.57785 0.24495
0.47030 76.71104 0.23174 0.53390 113.36145 0.41317
0.52607 101.12312 0.25161 0.50604 96.98645 0.38529
0.48273 83.21347 0.29590 0.48064 80.85170 0.22892
0.51804 101.24034 0.33858 0.53452 116.50867 0.45877
0.50701 97.30510 0.37723 0.44168 65.91112 0.12936
0.48377 82.45593 0.25921 0.48721 83.60156 0.23877
0.41728 58.91260 0.07944 0.48527 83.91388 0.27491
0.47146 77.47063 0.23116 0.51126 96.86151 0.32107
0.48000 80.45290 0.24485 0.52289 105.65495 0.38132
0.49096 85.41219 0.25365 0.51150 98.84743 0.36016
0.50127 90.82219 0.28070 0.52901 110.13922 0.40010
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TABLE 5.10
Comparison of Price Estimates of Two Models With tna Actual Prices
Lot Number Confidence Interval Estimates of the Actual
Lower Limit Upper Limit Balut et al. Model Prices
(v t 2 a)
I 242.572 331.766 216.19 211.613
2 156.213 177.669 158.61 181.241
3 201.346 224.690 202.32 221.192
4 240.416 263.736 243.61 250.958
5 392.930 406.284 391.25 379.754
6 273.153 303.287 307.77 295.394
7 219.696 266.184 374.72 247.805
8 187.935 240.693 257.25 229.634
9 268.802 290.652 281.41 274.075
10 243.075 263.21i 253.14 255.583
11 196.058 234.450 237.31 243.539
12 196.412 229.838 229.92 285.033
may be the reason for this mismatch. Keeping in mind that the Balut, et 
al. model is considered successful and is widely used in the Department 
of Defense, improving their results, or even providing 
comparable estimates lend evidence to the validity of the model 
developed in this dissertation. Figure (5.5) demonstrates that the 
revised model provides very accurate estimates, especially in 
intermediate lots. For these lots, the actual values are within the 
confidence intervals whereas the Balut, et al. model overestimates the 
Interval. For the last two lots where the lot prices turn upward due to 
the "toe-up" effect, both models underestimate the actual values.
In this chapter, the results are obtained by using C141 data. The 
results are very encouraging since the estimates are consistent with the 
theory. One thing that shouldn't be forgotten is the problem of getting 
more data to verify the model. The C141 data may not be the best data 
base to test the production rate effect since it is not known what the
ii
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Figure 5.10 Confidence Intervals Created by One Hundred Simulation
Runs, Estimates of Balut, et al. Model and Actual Values.
production rate policy was during the production period. Nonetheless, 
the results are supportive of the theory presented in Chapter XV.
CHAPTER VI 
CONCLUSION
The objective of this study was to develop, test, and illustrate 
the use of a new approach to the repricing of made-to-order production 
programs. The effort was to extend an existing model, which is 
currently being used in the Department of Defense, by integrating an 
important cost determinant, namely production rate, into the model. In 
Chapter IV, the rationale for the model is provided and the theoretical 
model is developed. The validity of the estimation results generated by 
the model is tested in Chapter V. Also, the sensitivity of the model to 
different production schedules is examined.
The usefulness of this dissertation is apparent. Most made-to- 
order production programs are subject to alterations and the cost impact 
of these changes are of concern for cost analysts. Due to the 
significant differences in accounting systems, it is difficult to 
examine the cost Impact of changes using accounting techniques. A cost 
model supported by a theoretical framework is useful in tracking the 
effects of alternative production plans.
The general purpose of the study has been to Integrate the 
production function with a model that projects the variable cost by 
using a learning hypothesis. The methodology is to minimize the 
production cost by following an optimal time path of resource use rate. 
Throughout the modeling effort, it is assumed that the contractor seeks 
cost minimization. To obtain a closed form solution for the model no 
discoutlng assumption is made. Since the model will be used for
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practical purposes simplicity of the solution is an Important factor. 
For the programs that the relative prices change over the production 
period this assumption may lead to inaccurate results. The assumption 
is appropriate for the set of data that has been used in this research. 
However, the effects of this assumption should be further investigated 
for other data sets.
The dynamic model is then absorbed in a repricing equation that has 
been developed by considering other types of concepts such as fixed 
cost, the expenditure profile, and the in-plant business base. An 
important aspect of this model is that it can be used to obtain 
projected costs for different production programs as an alternative to 
the ongoing program.
An explicit decision support system is developed for the model. A 
FORTRAN based interactive program is able to provide the analyst with 
the variable and fixed costs of different production programs based on 
historical data. This enables the cost analyst, at any stage of the 
production program, to consider alternative production schedules and 
their impact on total or unit cost of the product.
By using the decision support system, C141 data is analyzed. 
Results are as expected and desired. Comparison of these results with 
the Balut, et al. model and the sensitivity on different delivery 
schedules illustrated the validity and the reliability of the model.
Future Research
This study, by no means, is the last word on repricing 
made-to-order production, but it represents one more step in the
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understanding of the factors that determine cost of production programs. 
There are several areas that this model might be enhanced.
Theoretically, the assumption of sequential production should be 
relaxed. This will make the model more representative of the actual 
production situation. In an actual production, the crew works on more 
than one unit at a time. Hiring and firing costs may b Ibo be Included 
in the model. The Impact of hiring and firing cost on total cost, both 
directly, and through the loss of learning can be examined.
Methodologically, a simultaneous estimation technique may be 
developed and the results are compared as an alternative to the 
recursive method employed in this study. Even though it is not clear 
whether the simultaneous estimation will improve the estimates or not, 
it certainly is an alternative to be explored.
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