Abstract. Maximum weight matchings have become an important tool for solving highly indefinite unsymmetric linear systems, especially in direct solvers. In this study we investigate the benefit of reorderings and scalings based on symmetrized maximum weight matchings as a preprocessing step for incomplete LDL T factorizations. The reorderings are constructed such that the matched entries form 1 × 1 or 2 × 2 diagonal blocks in order to increase the diagonal dominance of the system. During the incomplete factorization only tridiagonal pivoting is used. We report results for this approach and comparisons with other solution methods for a diverse set of symmetric indefinite matrices, ranging from nonlinear elasticity to interior point optimization.
diagonal block structure, is applied to minimize the fill-in during the factorization phase. In the following, we call the combination of these two reorderings sym2x2block. Furthermore, the matrix is scaled by a symmetric scaling D Q , which is also acquired through the weighted matching algorithm. Thus, the iterative method solves a linear system of the form
whereÂ is the scaled and reordered original linear system
The incomplete factorization preconditioner M consists of a lower triangular factor L and a block diagonal matrix D with 1 × 1 and 2 × 2 blocks.
Sparse symmetric indefinite linear systems arise in numerous areas ranging from incompressible flow computations to linear and nonlinear optimization, electromagnetic scattering, and finite element analysis, among others. Particularly for very large systems, efficient and scalable preconditioners are sought because the memory requirements and factorization costs of direct methods become increasingly prohibitive in this case.
Related work.
The iterative solution of indefinite linear systems is an active research area, and a variety of approaches have been proposed. Many preconditioning approaches exploit the inherent block structure of the given problem type. Specifically for the preconditioning of saddle-point systems, a number of block preconditioning methods have been proposed, some of which are optimal in some sense. For a comprehensive survey of solution and preconditioning approaches, the reader is referred to [5] . Recent overviews of block preconditioning techniques include [2] and [38] . In the following we briefly review some of the algebraic approaches to solving symmetric indefinite linear systems.
Direct solvers are a common option for solving general indefinite problems. Since LU and LDL T factorizations of indefinite matrices may break down or yield bad results due to small or zero diagonal entries, a number of techniques exist that try to avoid or alleviate these problems, some of which were specifically designed for symmetric matrices. There are basically three approaches, namely pivoting techniques, perturbation of the diagonal, and block factorizations. The classical pivoting approach for symmetric matrices is Bunch-Kaufman pivoting [8] , which searches for 2 × 2 diagonal blocks during the factorization. An adaption to sparse matrices was introduced by Duff and Reid in [14] (see also [1] ). In [20] , Gould, Hu, and Scott performed a comprehensive study of current direct solvers for indefinite linear systems.
Fewer methods exist for symmetric incomplete factorizations. Gill et al. [19] propose using factors of MA27 with all negative diagonal entries in 2 × 2 blocks turned into positive ones, thus clustering the eigenvalues of the indefinite system around −1 and 1. Li and Saad [29] consider sparse incomplete LDL T factorizations with Bunch-Kaufman pivoting. A number of unsymmetric methods have been proposed that are also applicable to symmetric systems. Chow and Saad in [9] conducted a comprehensive study of unsymmetric incomplete factorization techniques to solve indefinite systems. In [6] , Benzi, Haws, and Tůma study unsymmetric permutations based on weighted matchings as a preprocessing step for various incomplete or approximate factorizations.
In [18] Freund and Jarre devise an indefinite block SSOR method that uses a greedy approximation of a maximum weight matching to find nonsingular 2 × 2 diagonal blocks in interior point optimization problems. Freund mentions a similar technique based on LDL T factorizations in [17] , but without giving further details.
Contributions.
We conduct an experimental study on the use of weighted matchings in the preconditioning of symmetric indefinite linear systems with incomplete factorization techniques. We concentrate on simple approaches to leverage the information provided by the matchings. To the best of our knowledge, there are as yet no other studies that investigate the potential of these techniques in the context of preconditioning. Similar techniques have recently been explored for direct solvers [13, 33] . In order to assess the competitiveness of the approach, we conduct comparisons with several other relevant and comparable preconditioning methods and with a direct solver.
Section 2 introduces the matching algorithms used in this study. In section 3 we describe our approach to the problem of adapting the matchings to the preconditioning of symmetric matrices. The incomplete factorization is described in section 4. Numerical results and comparisons with other solution techniques are presented in section 5. In closing, we sketch some of the possible research directions we are currently considering.
Weighted matchings.
2.1. Introduction. The use of weighted matchings as a static approximation of the pivoting order in direct solvers was first proposed by Olschowka and Neumaier in 1996 [31] . The first implementations for sparse matrix problems were introduced by Duff and Koster [11] and Gupta and Ying [21] . The objective of this approach is to restrict the pivoting during the factorization phase, by obtaining a good pivoting order through a matching in a preprocessing step. Duff and Koster provide results of the effectiveness of this preprocessing step for both direct and iterative unsymmetric solvers [12] . Benzi, Haws, and Tůma [6] and Schenk, Röllin, and Gupta [35] conducted a more extensive analysis of these reorderings in the context of preconditioning. Up until recently, only unsymmetric permutations based directly on the matchings were considered. In 2002, Gilbert and Duff presented ideas on how to use matchings for the direct solution of symmetric systems while maintaining the symmetry [10] . Here, we build on some of their ideas and apply them in the context of preconditioning for symmetric indefinite systems.
Matching algorithms.
The success of matchings as preprocessings in linear solvers is due in large part to the practical efficiency of the deployed matching algorithms. These algorithms work on associate graph representations of the matrices. In our case, the algorithms work on the bipartite graph G A = (V r , V c , E), where V r and V c are vertex sets of cardinality n, representing the rows and columns, respectively, of the matrix and E = {(i, j) | a ij = 0} is the set of edges connecting the vertices in V r and V c . Now we are looking for a subset M ⊆ E with the following properties: (a) for all vertices v ∈ {V r , V c }, exactly one edge e ∈ M is incident to v, and (b) the matched edges e ∈ M maximize a weight function w(·), with
where C is a weight coefficient matrix for the edges of A, with C = A as the simplest case. Such a subset M is called a perfect maximum weight matching of G A , and the problem of finding it is known as the linear sum assignment problem or bipartite weighted matching problem. The first condition can always be satisfied if A is a structurally nonsingular matrix. The weight function (2.1) does not necessarily define a unique matching, however.
As of today, the most efficient algorithms for finding weighted matchings are based on shortest augmenting paths. Gupta and Ying state O(n(τ + n log n)) as the upper bound for the time complexity of their implementation, where τ represents the number of nonzeros in A. Duff and Koster give an upper bound of O(n(τ + n) log n). For details of the implementations, see [12, 21] . An important feature of these algorithms in practice is that they typically behave much better than may be expected from the complexity analysis, which is also what we observed in our tests. Our implementation is based on [21] .
Weight criteria.
An important consideration for the matching is the choice of weighting. As the matching algorithms generally maximize (2.1), the criterion has to be formulated in terms of the weight coefficients c ij . Typically, the coefficients c ij are modified subsequently, either for better performance of the matching or to enforce the above conditions. See [21] for a survey of such techniques.
If we want to maximize the sum of the matched entries in A, the coefficient matrix C can simply be defined by c ij = |a ij |. The maximization of the product of the matched entries in A can be acquired by using a simple logarithmic transformation:
Another criterion that is suggested in [12] is the maximization of the smallest matched entry. This requires a modified matching algorithm, called a "bottleneck matching." Since experimental results [6, 12, 35] suggest that the maximum product approach is generally the most beneficial, we use it exclusively.
Scalings.
Perfect matchings of maximum weight have the property that dual variables u i and v i exist such that
The augmenting path algorithms build these variables during the matching phase.
If the logarithmic transformation (i.e., (2.2)) was used as the weight matrix, the dual variables can be used to define row and column scalings D r and D c by setting (D r ) i = exp(u i ) and (D c ) i = exp(v i ), such that the following property holds:
In theory, this scaling has two advantages. First, it provides a good equilibration that is beneficial during the elimination process, especially for badly conditioned matrices. Second, the diagonal dominance of the permuted linear system may be increased. This is not always the case, however. Benzi, Haws, and Tůma [6] observed that the scaling can have a bad effect, probably because in some cases it weakens the diagonal dominance. We saw a similar behavior for some matrices, but the overall performance was better for the scaled systems.
Duff and Pralet show in [13] that for symmetric matrices the two scalings can be symmetrized by taking the componentwise square root of their product, 
Our tests show that the scaling is generally beneficial, although not for all matrices. This is in line with the observations in [6] .
3. Construction of the sym2x2block reordering.
Symmetric matchings.
In order to form diagonal 2 × 2 blocks out of the matched entries, we ideally want a symmetric matching of maximum weight, i.e., a matching where (i, j) ∈ M ⇒ (j, i) ∈ M. Given such a matching, the entries (i, j) and (j, i) are readily reordered into 2 × 2 diagonal blocks. Duff and Pralet showed that the problem of finding symmetric maximum weight matchings in a symmetric matrix is equivalent to finding a matching in an undirected graph [13] .
While these findings may be helpful in devising a special matching algorithm for this problem, to the best of our knowledge no method currently exists that is competitive with bipartite maximum weight matching algorithms. Therefore, we deploy the well-established matching algorithms and construct the desired reorderings in an additional postprocessing step. This additional step is of linear complexity and follows the approach presented by Duff and Gilbert [10] , who note that in order to symmetrize a bipartite matching, one can split cycles in the matchings such that only cycles of length one and two remain. The matching M in Figure 3 .1, for example, contains three cycles, with the first cycle (124) being the only one longer than two. Interpreted as the associated row permutation, this cycle would permute row 1 into row 2, row 2 into row 4, and row 4 into row 1. To split this cycle, one can pick one of the corresponding diagonal entries (a 11 , a 22 , or a 44 ) as a singleton and pair the remaining entry with its symmetric counterpart. This procedure can be applied to larger cycles as well. Details of our implementation are given in section 3.3.
This approach, however, does not guarantee that we will find an optimal symmetric matching of maximum weight for the matrix. One can construct matrices whose maximum weight matching does not contain edges that appear in the symmetric maximum weight matching of the same matrix. Thus, a simple postprocessing step is in general not able to find the optimal symmetric matching. The implications and possible remedies of this problem are still an open research topic.
Overview.
The construction of the preordering involves several steps. The splitting of cycles of length larger than two yields a set of 1-and 2-cycles, which can be used to build a reordering Q that moves the matched entries from the 2-cycles into 2 × 2 diagonal blocks. This part of the preprocessing is illustrated in Figure 3 .1, and, as pseudocode, in lines 1-4 of Algorithm 3.1. Details are given in section 3.3.
After the block diagonal structure is established, an additional fill-reducing reordering is computed, which maintains the block diagonal structure. This is achieved through compression of the graph of QAQ T by merging the 2 × 2 diagonal blocks into simple vertices. The fill-reducing reordering P Q can then be constructed from the reordering of the compressed graph and two helper arrays. This step is detailed in section 3.4 and reflected in lines 5-7 of the pseudocode. Algorithm 3.1. Pseudocode for the preprocessing step.
Splitting strategy.
Starting from the cycle representation of the matching M, a split versionM is constructed. The splitting involves a number of considerations, as there are two possibilities for splitting an even cycle and m possibilities for splitting an m-cycle of odd length. An even cycle can be split starting from the first or the second entry, pairing the last and the first entry of the cycle. In an odd cycle, the choice of the first entry that will form the single 1-cycle determines the structure of the whole splitting.
Two criteria for the choice of the splitting have been proposed [10, 13] . One criterion focuses on the weight of the resulting transversal. In principle, this criterion can be applied to the scaled as well as to the original matrix. In [10] , Duff and Gilbert consider only the scaled matrix, and show that the splitting of even cycles in that context always preserves the weight of the scaled original matching.
In [13] , Duff and Pralet propose an alternative approach, referred to as "(relaxed) constrained orderings," which combines structural aspects of the splitting with criteria on the numerical values. The structural criterion focuses on the nonzero structure of the 2 × 2 block columns in the reordered matrix. Ideally, the two columns have the same nonzero structure, such that the combined block column does not introduce additional nonzero entries. Under certain conditions, some of the 2 × 2 blocks that have been determined based on the structural criterion are "relaxed," i.e., split into scalar pivots. The relaxation criteria depend on the numerical values in the 2×2 block. The objective of this approach is to acquire better reorderings from the subsequent fill-reducing method (see also section 3.4).
In our implementation, we just use the simple static splitting described below and do not split any of the 2 × 2 blocks found. The main reason for that approach is that we apply a numerical criterion for the choice of the pivot later during the factorization, when all relevant numerical information for the pivoting is available. Furthermore, our tests with relaxed approaches indicate that the split pivots can be a source of instability, while the benefit in terms of fill-in is marginal.
In splitting even cycles, we always begin with the first entry, whereas with odd cycles, we begin by choosing the largest diagonal entry in the cycle as the solitary entry. As most of the matchings consist mainly of 1-and 2-cycles, we did not investigate effects of other splitting strategies on the resulting fill-in.
After a set of 1-and 2-cycles has been acquired from the original matching, the function build diag22 reordering constructs a reordering which yields the 2 × 2 diagonal block structure by moving both entries of each 2-cycle into adjacent rows and columns in the reordered matrix.
Combination with fill-reducing reorderings.
In order to construct the factorization efficiently, care has to be taken that not too much fill-in is introduced during the elimination process. In order to combine the sym2x2block reordering with a fill-reducing reordering, we compress the graph of the reordered system and apply a fill-reducing reordering to the compressed graph. In the compression step, the union of the structure of the two rows and columns corresponding to a 2 × 2 diagonal block are built and used as the structure of a single compressed row and column representing the union of the original ones. A fill-reducing reordering P comp is then computed for the compressed graph. This reordering can then be expanded, so that it provides the reordering P Q , which reduces the fill-in during the factorization, while maintaining the 2 × 2 block structure of the diagonal.
In Algorithm 3.1 this step is represented in lines 5-7. The graph of the reordered matrix is compressed, and the nodes that correspond to scalar pivots are marked in the marker 1x1 array. Furthermore, a reverse mapping rev map is constructed, which maps the nodes of the compressed graph back to their original index. Together with the permutation of the condensed system P comp , these two arrays allow the construction of P Q .
Incomplete LDL
T factorization with tridiagonal pivoting.
Algorithm.
We use a symmetric variant of the Crout approach, which is also called a "left-looking" approach [15] . The implementation does not rely on Blas routines, since the largest blocks we consider are the 2 × 2 block pivots. The L factor is constructed columnwise. To build the kth column of the factor, the nonzero entries 1 A k:n, k of the original matrix are copied, and updates from all factored columns from the left with couplings to k are added. Then a dropping strategy is applied in order to limit the amount of fill-in introduced by the updates. Finally, the remaining entries of the column are divided by the diagonal pivot entry. According to common practice, we refer to the updated, but not yet factored, part of the matrix as A (k) , which is also called the "reduced matrix." As we are just updating one column at a time, we have access only to the part A (k) k:n, k of the reduced matrix. This approach has the nice property that in each step of the factorization we have all the values of a specific column of the factor at our disposal and can thus apply sophisticated dropping rules. After we have determined its favored entries, the column is used only for updates on later columns. Since we expect a preprocessed matrix with a "heavy" diagonal, we employ only a tridiagonal pivoting criterion due to Bunch [7] , which chooses 1 × 1 or 2 × 2 pivots based solely on the diagonal and the subdiagonal entry in the column. If a 2 × 2 pivot is chosen, the two corresponding columns of the factor L are stored as a block column with identical sparsity pattern. The 2 × 2 pivots are explicitly inverted with a scaled inversion formula. Dropping in block columns is performed according to the ∞-norms of the 2 × 1 entries.
The following sections give a detailed description of the pivoting criterion and the dropping strategy.
Pivoting strategy.
Symmetric pivoting strategies in general try to (a) find a suitable 1 × 1 or 2 × 2 diagonal pivot such that (b) the growth in the factors is bounded [1] . In the case of sparse matrices, an additional criterion to control the fill-in introduced by dynamic permutations is required [14] . Our experiments with the described preprocessing step indicated, however, that the preordering already yields a good approximation to a feasible pivoting order. Only marginal benefits in terms of robustness could be achieved, almost regardless of the amount of work put into additional pivoting. While we could reproduce results similar to those found by Li and Saad [29] , these Bunch-Kaufman-like techniques could not significantly improve the robustness and led to difficulties when the matrix contained dense rows or columns.
Thus we use a pivoting strategy that is as simple as possible. The choice of the pivot is based on a criterion introduced by Bunch [7] . Given a constant α := (
where a (k) designates the entries in the reduced matrix after step k. The constant α is a weight that controls the choice of the pivot. It is obtained by equating the growth factor introduced by two consecutive 1 × 1 pivot factorization steps to the one introduced by a single factorization step with a 2 × 2 pivot. The original criterion includes a value σ, which reflects the largest entry in the reduced matrix. Since we calculate only one column of the reduced matrix and scale all the entries, we discarded this additional variable. See Higham [24] for a detailed derivation and for properties of this approach for the factorization of tridiagonal matrices.
The above pivoting rule does not cover the case of very small or zero pivots a
with no suitable entry a
k+1,k . In order to avoid a breakdown of the algorithm, we use a simple perturbation rule that prevents pivots from becoming smaller than ε piv (see line 6 in Algorithm 4.1). We use a value of 10 −8 for ε piv , which is approximately the root of the machine precision and provided good overall results.
Dropping strategy.
An important part of an incomplete factorization is the choice of an appropriate dropping strategy. This determines which entries will be kept in the factors, and should ideally strike a good balance between memory and computational savings and the quality of the preconditioning of the problem. Typical approaches include thresholds for minimal magnitudes in the factors, maximum fill-in of the factor [26, 32] , and histogram-based approaches [3] . We base the dropping on the average number of entries per column of the matrix. Each column of the factor may contain at most γ col entries, with γ col = γ · nnz n , where nnz indicates the numbers of nonzeros in A. The entries in column k of A (k) are partially sorted, and the γ col largest are inverted and taken across into the factor.
Another common criterion is to use a threshold criterion for the values in A (k) . The choice of beneficial thresholds is, however, not well understood, and the benefits we saw in our experiments did not justify the added instabilities introduced by this approach. As suggested in earlier studies [26] , we therefore chose the simpler strategy of using just γ as the only parameter controlling the amount of fill-in in the factors.
Summary of the incomplete factorization method.
The following pseudocode provides a detailed overview of the incomplete factorization phase.
Algorithm 4.1. Incomplete factorization with tridiagonal pivoting.
for k in 1, . . . , n: 3.
do updates on a
10.
return (L, D).

Numerical experiments.
We considered three sets of matrices that comprise a wide range of symmetric indefinite problems. The sets are described in sections 5.5 to 5.7. The tests were run on a double processor Pentium III 1.3 GHz system with 2 GB of memory under a Linux distribution based on the 2.6.9 kernel version. Only one processor was used for the testing. In order to provide realistic measurements, the timings were determined using the gettimeofday standard C library function, which provides a high accuracy wall clock time. To compensate for the variations, we list the best times out of three runs for each measurement.
In the comparison we concentrate on two properties of the methods, namely the amount of fill-in they introduce, and on the total time the solution takes to solve the system for one right-hand side. The fill-in is a major indicator for the method's memory usage and is a viable metric in this comparison, since all of the methods in some way rely on factorizations. The total solution time includes the computation of the matching, the fill-in reduction, the incomplete factorization, and the time for the iterative solution.
Iterative solution and termination criterion.
We used the simplified symmetric QMR method (SQMR) as the standard Krylov-subspace solver (without look-ahead, as described in [17] ). Since both the original system and the preconditioner are indefinite, we cannot use methods like SYMMLQ or MINRES, which require a positive definite preconditioner. We also considered GMRES(50) for the iterative solution. While GMRES provided slightly better convergence for some problems, it was generally slower and incurs a considerable memory overhead.
The iterative methods used the following stopping criterion. The current iteratê x n was considered good enough if its residual referring to the preconditioned system A was less than 10 −8 :
The maximum number of iterations was limited to 400. Failure of this limit is indicated by a dash ("−") in the tables that follow. Since we compare direct and iterative solvers in this paper, we also include another residual criterion. The relative residuals of the results provided by the solvers were checked against the original system:
If they failed to be smaller than 10 −4 , the systems were counted as incorrectly solved. In the tables, this is indicated by a dagger ( † ). If the residual turned out to be good enough although the iterative method did not stop before the maximum number of iterations, we counted the system as solved and indicate this by an asterisk ( * ). All matrices were solved with an artificial right-hand side b, with b = A · 1. The iterations were started with a zero initial guess.
Tested solution methods.
In addition to results for the proposed approach, we provide comparisons with four other methods. To show the effects of the preprocessing and the pivoting, we compare the proposed method to a simple scalar incomplete LDL T factorization with a Metis reordering, and to the same factorization but with the sym2x2block reordering. Furthermore, for reference to other current methods, we provide comparisons with two additional preconditioned iterative methods and a direct solver.
We use the direct solver Pardiso [33, 34] , which was shown to be competitive among current state-of-the-art direct solvers in a recent comparative study by Gould, Hu, and Scott [20] . Direct solvers are commonly used to solve general indefinite systems. In our tests we use the default setting of Pardiso, which uses supernodal Bunch-Kaufman pivoting and two steps of iterative refinement. This setting provides very fast results for symmetric indefinite systems [20] . However, some of the augmented sparse indefinite matrices used in this paper are very ill-conditioned and could not be solved using the default options.
A popular form of block preconditioners are the so-called constraint preconditioning approaches, which are tailored for augmented systems of the form
H B B
T 0 (5 .3) and need information about the dimension of the constraint block B in the system. The idea is to solve for the constraints B exactly and to use an approximationH for block H. The simplest strategy to build M , which already has favorable properties, is to approximate H by its diagonal and to factorize M with a sparse direct solver (see, e.g., [16, 28, 30] ), but various approaches are currently under active investigation (see [5, section 10 .2] for a recent overview). We implemented the simple diagonal strategy and factorized M with Pardiso.
To provide comparisons with unsymmetric permutations, we include the ILUC-MPS method in our tests. See [6, 23] for earlier studies of this preconditioning method. The method is based on an incomplete LU factorization of the row-permuted and scaled matrix A,
For the tests, a Crout variant with no additional pivoting is used. The dropping criterion is the same as in the symmetric factorization. GMRES(50) is used in place of SQMR for the iterative solution, since the permuted systems are no longer symmetric. Table 5 .1 gives a short summary of the preconditioning methods and the abbreviations used. All factorization methods use the Metis nested dissection reordering by Karypis and Kumar [27] .
Parameter selection.
The only parameter for the incomplete factorizations is the fill-in bound γ. Unless otherwise noted, we used γ = 6, which provided good overall performance while keeping the fill-in moderate. Table 5 .2 provides a comparison of the method for different values of γ for the first set of test problems.
Codes.
All the preconditioned methods are implemented in the sagg solver library [22] . The incomplete factorizations are based on the same code base, in order to ensure meaningful comparisons. Specifically, the dropping criteria are implemented in exactly the same way in each implementation. The implementations of the iterative solvers are either adapted from [4] or implemented from the original reference. The weighted matching code is based on [21] and performs comparably to the mc64 code from the HSL library [25] . All codes were compiled using the GNU C compiler version 3.4.4, using -O3 and processor specific optimizations.
Set 1: KKT systems.
This set contains matrices that were used in recent papers by Keller, Gould, and Wathen [28] and Haws and Meyer [23] . It is comprised of a number of KKT systems from structural engineering and optimal control. As the names indicate, the mass-and stiff-matrices are mass and stiffness matrices of the form (5.3). The other matrices are from the Boeing sparse optimal control software SOCS [36] ; see [23] for further details.
Looking at Table 5 .3 it is of note that the proposed method is the only one which solved all of the problems. The lnts and mass06 problems could not be solved with the default setting of Pardiso; hence the constraint preconditioner could not solve lnts either. It also only hardly solved the stiff problems, which have only a few constraint equations. With the same dropping threshold, the ILUC preconditioner used 50-90% of additional fill-in on average, but did not solve two systems. Table 5 .2 gives a comparison for smaller values of γ. With γ = 6, some of the incomplete factors contain more fill-in than the direct solver, because the fill-reducing reordering is not as good (see Figure 5 .2 below). This is especially pronounced for the traj* and lnts09 examples. These matrices contain very dense rows, but are otherwise very sparse. Thus the fill-in is increased, but few entries per column are dropped. It is remarkable, however, that the incomplete factorization is still faster than the direct solver in these cases. 5.6. Set 2: Matrices from interior point optimization. As a case study, we examine a series of interior point optimization matrices 2 from Ipopt [37] . The core step of the optimization algorithm is a damped Newton iteration, where in each step a modified symmetrized linear system of the form
is solved. In our examples, the upper left block of (5.5) is diagonal and δ c = 10 −8 . The whole set consists of 57 matrices of increasing size. We show a subset of 12 matrices, which was selected to include the hard-to-solve examples (specifically c-54) as well as to give an impression of the scalability of the methods. Therefore matrices from the whole range were picked, with a bias toward the large ones. See Table 5 .4 for a summary of the results, and Table 5 .5 for more detailed timings and statistics of the individual solver components.
. Surprisingly, the ILDL T -TP-S22B method scales almost perfectly with the dimension of the matrices. This is due to the fact that the fill-in is always bounded to a factor of at most five. The only significant outliers in terms of iterations are the matrices c-41, c-54, and c-56, whose B T blocks do not have full rank. Because of these rank deficiencies, small diagonal entries from the (2,2) block are matched, which gives rise to small scalar pivots during the factorization. We are currently investigating ways to handle these rank deficiencies more effectively.
The ILUC-MPS method is obviously not well suited for these problems and solved less than half of the test problems when the fill-in was strictly bounded. In many cases the factorization failed because of floating-point exceptions caused by exceeding growth in the factors. Results for the CP-DIRECT method are not shown, because the upper left block of the matrix is already diagonal, and the results are thus similar to those for Pardiso.
Set 3: Selection of problems from HSL collection.
The last set of test problems is taken from an extensive survey of direct solvers for indefinite problems 3 [20] . This set is rather challenging, and several of the matrices could not be solved by direct solvers under the constraints imposed in the report. The matrices come from a variety of application areas. From the 61 original matrices, we excluded 10 c-* matrices which are in the separate Ipopt set. Of the 51 remaining matrices, 34 are KKT matrices. We report the results separately for both parts. The tables are slightly abridged, but with examples of all failures included.
A selection of results for the KKT subset is given in Tables 5.6 and 5.7. The augmented systems AUG* and the nonconvex quadratic problems NCVX* are singular or nearly singular, so the significance of the residual norm is at least questionable. Most direct solvers tested in [20] were unable to solve these systems either. The other failure, olesnik0, is highly indefinite and also caused problems for the direct solvers. Between the two preconditioners there is no clear winner for this set. The incomplete factorization preconditioner seems to have advantages for the linear complementarity and the quadratic programming problems, while the constraint preconditioner works well for most of the mine models and the stokes* problems. From the general indefinite matrices, only few could be solved by the iterative method (see Table 5 .8). Among these were a Dixon-Maany problem, a matrix inverse approximation problem, a vibro-acoustic model, and the bcsstk* stiffness matrices. The last are diagonally dominant, so the matching had no influence on the solution. Many of these matrices were also challenging for the direct solvers [20] . Table 5 .9 illustrates the effects of the preprocessing step and the additional 2 × 2 pivoting in relation to a simple scalar incomplete LDL T factorization. Both methods combined increase the number of solved problems by about 24%. The major part of this margin is due to the sym2x2block preprocessing. The 2 × 2 pivoting increases the stability by a small but critical margin. With the pivoting, all systems from the first two sets were reliably solved in less than 200 iterations. Without it, not all problems could be solved, and five problems took more than 300 iterations to converge.
Effects of preprocessing and pivoting.
Costs of preprocessing.
There are two kind of costs involved in the preprocessing step. One is the time required to find a maximum weight matching for the matrix. This cost is, however, partly neutralized by the fact that the subsequent fill-reduction reordering is run on a compressed graph and is therefore of reduced complexity. Figure 5 .1 relates the combined times of the matching and the fill-reducing reordering to a run of the fill-reducing reordering alone. Often the preprocessing step is even faster than Metis alone.
The other cost incurred by the preprocessing step is an increase of fill-in. This is due to the fact that the fill-reduction method works on a compressed matrix, and has thus a less accurate picture of the actual associated graph. Furthermore, the blocking often introduces additional fill-in on its own. Figure 5 .2 shows the increase of fill-in for a complete symbolic factorization after the sym2x2block reordering, compared to the fill-in after a Metis reordering. The mean increase is 46%. This also illustrates why the fill-in of the incomplete factorizations can be higher than the fill-in for the direct factorization in some cases.
Conclusions and future work.
We present a combination of a symmetric permutation and an incomplete LDL T factorization that makes up a purely algebraic preconditioner for symmetric indefinite linear systems. It is particularly effective for sparse saddle-point problems, where the sym2x2block reordering is capable of providing a feasible pivoting order for the factorization while the cost of this preprocessing step remains relatively small. The incomplete factorization with tridiagonal pivoting is very fast, since it can be performed without pivot searching and possibly costly dynamic reorderings. By controlling the fill-in, it is possible to adjust the convergence and the memory demand over a wide range of values.
By developing a competitive implementation, we show that the relatively simple approach can compete with a fast direct solver both in terms of stability and performance. In comparison to the other preconditioners we tested, only the constraint preconditioners yielded similar results. In the simple form used here, however, our method strongly depends on the performance of the solution method for M .
The method is not well suited for many general indefinite problems like Helmholtz problems, which are highly indefinite but still have a strong diagonal. In these cases the matching yields the identity permutation, and the method falls back to a simple incomplete factorization.
Our results warrant further research into specialized, symmetric matching algorithms. Although only marginal benefits in terms of speedup are to be expected, optimal symmetric maximum weight matchings may further enhance the stability of the method. We also experimented with approximate methods, with limited success thus far. This is, however, also a promising area of research.
Furthermore we plan to leverage the structural information that the matchings provide. In particular, information about structurally rank deficient blocks could be used to avoid numerical difficulties and might also be useful for higher level solvers like nonlinear optimization packages.
