This work is concerned with a class of hybrid LQG (linear quadratic Gaussian) regulator problems modulated by continuous-time Markov chains. In contrast to the traditional LQG models, the systems have both continuous dynamics and discrete events. In lieu of a model with constant coefficients, these coefficients vary with time and exhibit piecewise constant behavior. At any time , the system follows a stochastic differential equation in which the coefficients take one of the possible configurations where is usually large. The system may jump to any of the possible configurations at random times. Further, the control weight in the cost functional is allowed to be indefinite. To reduce the complexity, the Markov chain is formulated as singularly perturbed with a small parameter. Our effort is devoted to solving the limit problem when the small parameter tends to zero via the framework of weak convergence. Although the limit system is still modulated by a Markov chain, it has a much smaller state space and thus, much reduced complexity.
Introduction
This work is concerned with hybrid LQG (linear quadratic Gaussian) problems which are a class of LQG regulator problems modulated by continuous-time Markov chains. Working with the finite-time horizon for some , the dynamic system is given by , where , , , are matrix-valued functions with appropriate dimensions, is a one-dimensional standard Brownian motion, and is a continuous-time Markov chain. Our objective is to minimize the cost function ! ! over in the set of all admissible controls (see the next section), subject to (1.1), where " denotes the transpose of . There are at least two main features in the above problem: " a continuous-time Markov chain drives the coefficients of the system and affects the cost functional, and ! the matrices , and are indefinite (not necessarily nonnegative definite). This work is motivated by the recent developments of robust controls [1] , stochastic optimal controls of LQG regulators with indefinite control weight cost [2] [3] [4] 15] , and hybrid control systems [12, 16] . We analyze a class of uncertain linear systems in which the system coefficients are subject to discrete event disturbances. The model includes both continuous dynamics of diffusion type and jump processes; see also [7, 8] and others for references of jump linear systems. The study of controls of LQG has received much attention because one can often approximate a nonlinear system by a linear or piecewise linear system. The inclusion of Markov pure jump processes reflects our effort to address the robustness issue when random fluctuations are taken into consideration. Unlike a fixed system, these system coefficients switch among a number of possible configurations. In practical terms, we are dealing with a system of equations in lieu of a single equation. In our formulation, although the Markov chain has a finite state space, the state space may be very large in many applications (e.g., stochastic networks). Thus, the total number of equations to be solved is large resulting in much computational difficulty. To reduce the complexity, we note that among the transition of states, some vary rapidly and others change slowly. To take advantage of the contrasts between the rates of changes, we introduce a small parameter . Thus, the Markov chain becomes . The different rates of change are conveniently modeled using the small parameter in the generator of the Markov chain which leads to singularly perturbed Markovian systems (see the recent results in [12] [13] [14] ). The class of LQG problems then becomes one involving singularly perturbed jump processes. The problem is similar to that of [16] , but the control weights in the cost functional are indefinite.
In contrast to the approach used in [16] , in this paper we do not work with the HJB (Hamilton-Jacobi-Bellman) equations. Instead, our effort is to use weak convergence methods to derive limit control problems. Because it is purely probabilistic, we can deal with timevarying generators with fewer restrictions. For instance, if the singularly perturbed Markov chain under consideration includes only recurrent states, we only require that the generators be bounded and Borel measurable (no smoothness is required). Our main effort is devoted to showing that there is an associated limit problem corresponding to the problem involving singularly perturbed Markov chain with indefinite control weights, obtained by aggregating the states in each weakly irreducible class into one state. We derive the limit system that is still an LQG problem modulated by a continuous-time Markov chain with indefinite control weights where the total number of configurations for the limit problem is substantially reduced.
After determining the limit systems, the rest of the paper is arranged as follows. Section 2 presents the formation of the problem together with the conditions needed in the subsequent asymptotic analysis. Section 3 is devoted to the weak convergence of the dynamic systems and the convergence of the cost function. For ease of presentation, our focus in Sections 2 and 3 is on the dominating part of the generator corresponding to a Markov chain with weakly # irreducible classes. Section 4 gives the results for the case that additional transient states are also included. Finally, further remarks are made in Section 5.
Before proceeding, a word of notation is in order. For simplicity, we use to denote a $ generic positive constant whose value may change for different appearances; the convention 
bined process again has a generator that is of the form (2.1). Thus the model we are considering is sufficiently general. Note that it is also possible to consider a system in which is replaced by a diffusion process. In that case, one obtains a switching diffusion process; for some of the recent work along this line, see [6] and the references therein. For other related results and references concerning singularly perturbed Markov chains, see [12] [13] [14] .
It is clear that the dominating part of the generator is given by due to the ' ' ) presence of the scaling 1/ . We first concentrate on the case of inclusion of classes of # weakly irreducible states only. (The case regarding inclusion of additional transient states will be discussed in Section 4.) Assume that takes the form ' )
Hereafter, diag denotes a block diagonal matrix with matrix entries < 9 < < 9 < # # with the appropriate dimensions. We will need the following assumption. given by and state space .
Remark 2.2: Various asymptotic properties of singularly perturbed Markov chains can be found in [12] . We will not dwell on them here.
Formulation
In addition to the complete probability space and the singularly perturbed Markov P chain given above, suppose that a one-dimensional standard Brownian motion is defined on . Let and be the natural filtrations generated by P [2] for deterministic coefficient cases and was further dealt with in [3, 4] for random coefficient cases. For further discussions related to this and the associated forward-backward stochastic differential equations, we refer the reader to [3, 4, 15] and the references therein. For the problem we are considering, we can work with each in a way similar to equations (6) and (7) of [16] [2] and [16] together with the use of [12, Appendix] , (A2) part holds if the system of Riccati equations admits a solution. K Then, we may further proceed to derive the bounds on and obtain its convergence to a B limit that is a solution of a limit Riccati equation. Nevertheless, such an approach is not the focus of this paper; we assume the solvability instead.
Another alternative determining the solvability of LQG problems is to consider and use the topology of weak convergence in the space of square integrable functions for the control sequence. One can then work with the triple and proceed with 5 the weak convergence analysis. Except for not using relaxation, the process is similar to working with a relaxed control formulation (see [9, 12] ). As far as the weak convergence part is concerned, the argument is similar to the argument in this paper. . 5
In the above, we have assumed a "perfect" division of intervals. Generally, the length of the last interval in the subdivision may be shorter than the others so a modification may be necessary. However, for notational simplicity, we ignore the end-interval modification here and henceforth. It follows that
-.
) .
We first show that the first two terms on the right-hand side of (2.16) do not contribute anything to the limit. For the next to the last term of (2.16), noting the boundedness of < -. and , we have 7 )
as Note in the above that we have used Lemma 2.4 and the fact that for ,
In a similar way, using Lemma 2.4, we also have
, and
Thus, for the first term on the right-hand side of (2. In view of (2.17) and (2.18), we need only examine the last term in (2.16).
Similar to [12, Theorem 7 .29], it can be shown
By the independence of and , for ,
Using the boundedness of and interchanging the orders of integrations lead to 7 )
Examining the estimates obtained thus far, they also hold uniformly in . Therefore, the lemma is proved.
Focusing on the feedback control of the form given in (A2), we use 5 . As mentioned above, the hybrid feature presents many difficulties. If we proceed with an approach of dynamic programming, we need to solve a system of HJB equations (in fact, equations). Since represents the number of states of the Markov chain, which is usually very large, the computational task could become a formidable one. Even with today's computing power, the amount of computation may be too large to be feasible. It is thus necessary to find viable alternatives. Using the idea of decomposition and aggregation (see related discussions in [10] ), we aggregate the states in each weakly irreducible class as one state. This leads to an associated limit problem or reduced problem, which is an average with respect to the quasi-stationary distribution of the singularly perturbed Markov chain. Our approach is purely probabilistic. Rather than working with HJB equations, we concentrate on probability measures and derive the limit results via weak convergence methods.
Associated with , there is a limit problem. We denote it as follows. -.
--5 --5 # -.
where satisfies 5 -
-
5
Note that for a suitable function , represents the average with Remark 2.6:
respect to the quasi-stationary distributions for .
--9 #
Weak Convergence Analysis
This section is divided into three parts: tightness, weak convergence of , and 5 the convergence of the cost functions.
Tightness
To prove the tightness of , using the bound in Lemma 2.4, we have a priori The tightness criteria (see [5, 
Weak Convergence
In view of Prohorov's theorem, the previously established tightness allows us to extract weakly convergent subsequences. By virtue of the martingale average techniques (see [9] ), we proceed th characterize the limit process. denotes the conditioning on the -algebra generated by . The expression
can be rewritten as
By the weak convergence of to , the Skorohod representa-5 5
tion, the boundedness of , and Lemma 2.5, for each and ,
- 
8
, where is defined by (2.22). R 5 R R R 5 5 5
Next, for the covariance of the diffusion (the second order term in the operator), we have
, and U R 5 R % R 5
A A as Thus, we need only consider the remaining terms in (3.12) . It follows that as , A
For the jump term, the block diagonal structure of and definition (3.6) imply that ' ) ' % )
for each and each so ' % ' % 6 : * Using (2.1) and (3.14),
. Again, using Lemma 2.5,
A as Combining all the estimates above, we find that converges weakly to 5 5 5 such that is the solution of the martingale problem which has a unique solution with operator (3.4). The desired result thus follows.
Convergence of the Cost Function
We next demonstrate the following result about the convergence of the cost function. -.
In the proof of Lemma 2.5, by replacing by and carrying out similar estimates, the last 7 term in (3.17) becomes
A A as For the term in the second line of (3.17), the weak convergence of to and the 5 5
Skorohod representation imply that , and that, as ,
Finally, as in the argument given in [12, Section 9.4], for any , the limit of the 8 -. cost function depends only on . This establishes our assertion.
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In this section, we present the results for the generator corresponding to the Markov ' ) chains that include additional transient states. Suppose that the dominating part of the generator has the form ' )
The state space can now be decomposed as , and a matrix-valued function such that is Lipschitz continuous and,
and,
Motivation for using condition (A1 for the transient states can be found in [14] . Define
Denote the the component of by . Then it can be shown, as in [13, 14] 
Further Remarks
In the previous sections, we demonstrated convergence of the original problem . Compared with the results obtained in [16] , we treated nonstationary Markov chains and indefinite control weights. As far as the techniques are concerned, we have used a purely probabilistic approach via the weak convergence method and martingale averaging formulation in lieu of solving HJB equations. The significance of this study is that the Markov chain involved in usually has a large state space, whereas the number of states of the Markov chain in the limit problem is substantially reduced. This is achieved by aggregating the states in each weakly irreducible class into one state so the total number of states in the limit process becomes . To -5 # solve the original problem via a dynamic programming approach, one needs to solve a system of Riccati equations with the total number of equations being ; whereas in the limit problem, the total number of equations to be solved is reduced to . If , the amount of effort is # # Z substantially reduced.
