Stockhusen and Tantau (IPEC 2013) defined the operators para W -and para β -for parameterised space complexity classes by allowing bounded nondeterminism with multiple read and read-once access, respectively. Using these operators, they obtained characterisations for the complexity of many parameterisations of natural problems on graphs.
Introduction
Parameterised complexity theory, introduced by Downey and Fellows [19] , takes a multidimensional view on the computational complexity of problems and has revolutionised the algorithmic world. They suggested a two-dimensional analysis of the complexity of a parameterised problem, assuming the input size n and a parameter k associated with the given input as two independent quantities. The notion of fixed-parameter tractability (FPT for short) is the proposed notion of efficient computation. A problem with parameter k is FPT if there is a deterministic f (k) · n O(1) time algorithm for computing it, where f is a computable function. The notion of intractability is captured by the W-hierarchy.
Since its inception, the focus of parameterised complexity theory has been to develop efficient parameterised algorithms for NP-hard problems and to address structural aspects of the classes in the W-hierarchy and related complexity classes [26] . This lead to the development of machine-based and logical characterisations of parameterised complexity classes (see the book by Flum and Grohe [26] for more details). While the structure of classes in hierarchies such as the Wand A-hierarchy is well understood, a parameterised view of parallel and space bounded computation lacked attention.
Bannach, Stockhusen and Tantau [6] studied parameterised parallel algorithms for the first time. They used colour coding techniques [4] to obtain efficient parameterised parallel algorithms for several natural problems. A year later, Chen and Flum [11] proved parameterised lower bounds for AC 0 by adapting circuit lower bound techniques.
In 2015, Elberfeld et al. [22] focussed on parameterised space complexity classes. In fact, they introduced parameterised analogues of deterministic and nondeterministic logarithmic space bounded classes. The machine-based characterisation of W[P], and the type of access to nondeterministic choices (multi-read or read-once) lead to two different variants of parameterised logspace, viz., para W -L, para β -L. Elberfeld et al. [22] obtained several natural complete problems such as parameterised variants of reachability for these classes.
Apart from decision problems, counting problems have found a prominent place in complexity theory. Valiant [39] introduced the notion of counting complexity classes that capture natural counting problems such as counting the number of perfect matchings in a graph, or counting the number of satisfying assignments in a CNF formula. Informally, #P (resp., #L) consists of all functions F : {0, 1} → N such that there exists an NTM running in polynomial time (resp., logarithmic space) in the input length whose number of accepting paths on every input x ∈ {0, 1} * is equal to F (x). Valiant's theory of #P-completeness lead to several structural insights into complexity classes around NP and interactive proof systems, and culminated in Toda's theorem [38] .
While counting problems in #P stayed primary in focus of research for long, the study of the determinant by Damm [17] , Vinay [40] and Toda [37] established that the complexity computing the determinant of an integer matrix characterises the class #L up to a closure under subtraction. Allender and Ogihara [3] analysed the structure of complexity classes based on #L. The importance of counting classes based on logspace bounded Turing machines was further established by Allender, Beals and Ogihara [2] . They characterised the complexity of testing feasibility of linear equations by a class which is based on #L. Beigel and Fu [7] then showed that small depth circuits build with oracle access to #L functions lead to a hierarchy of languages which can be termed as the logspace version of the counting hierarchy. In a remarkable result, Ogihara [33] showed that this hierarchy collapses to the first level. Further down the complexity hierarchy, Caussinus et. al [8] introduced counting versions of NC 1 based on various characterisations of NC 1 . Moreover, counting and gap variants of the class AC 0 were defined by Agrawal et al. [1] . The counting and probabilistic analogues of NC 1 exhibit properties similar to their logspace counterparts [18] . Given the rich structure of logspace bounded counting complexity classes, the study of parameterised variants of these classes is vital to obtain a finer classification of counting problems.
The parameterised theory of counting classes was pioneered by Flum and Grohe [25] . They proved that counting cycles of length k is complete for #W [1] . Curticapean [13] further showed that counting matchings with k edges in a graph is also complete for #W [1] . These results lead to several remarkable completeness results and new techniques (see, e.g., the following papers of Curticapean [14, 15] ).
Motivation In this article, we define the counting variants of the parameterised space complexity classes introduced by Stockhusen and Tantau [36] . In the realm of space bounded computation, the manner in which nondeterministic bits are accessed leads to different complexity classes. For example, SAT is complete for NP under logspace many-one reductions. Since we can evaluate a CNF formula in logspace with read-only access to an assignment, a non-deterministic logspace bounded computation with unrestricted access to nondeterministic bits is equal to the class NP. However, if the access to nondeterministic bits in a logspace bounded machine is restricted to read-once, then we get the class NL [5] .
With parameterisation as a means for a finer classification, Stockhusen and Tantau [36] defined nondeterministic logarithmic space bounded computation based on how (unrestricted or read-once) and when (unrestricted or tail access) the nondeterministic bits are accessed. Their study lead to many compelling natural problems that are complete for logspace bounded nondeterministic computations with suitable parameters.
Counting classes for space bounded computation are integral to the study of space bounded computation. In fact, logspace bounded counting classes are characterised by several natural problems. For example, counting paths in directed graphs is complete for #L, and checking if an integer matrix is singular or not, is complete for the class C = L. Furthermore, testing if a system of linear equations is feasible or not can be done in L with queries to any complete language for C = L. Moreover, two hierarchies built over counting classes for logarithmic space collapse either to the first level [33] or to the second level [2] . Apart from this, the separation of various counting classes over logarithmic space remains widely open. For example, it is not known if the class C = L is closed under complementation.
Given the structural importance of logspace bounded counting classes such as #L, PL and C = L, it is crucial to seek finer classifications of these complexity classes. Considering parameterisations of these complexity classes is a natural means for their finer classification.
Results
We introduce the counting variants of parameterised space bounded classes. Each of the parameterised logspace complexity classes defined by Stockhusen and Tantau [36] have a natural counting counterpart. Moreover, by introducing tail-nondeterminism to the classes defined in [36], we obtain four different variants of parameterised logspace counting classes, viz., #para W -L, #para β -L, #para W[1] -L and #para β-tail -L. We develop a complexity theory by obtaining natural complete problems for these classes.
We study variants of the problem of counting assignments to the free first-order variables in a quantifier-free FO formula. Thereby, we characterise the classes #para β-tail -L, #para β -L and #para W[1] -L with respect to parameterised logspace reductions. More specifically, counting assignments to first-order variables in a formula with relation symbols of bounded arity and the locality of occurrence of the variables being restricted (p-#MC(Σ r-local 1 ) a ), is shown to be complete for the classes #para β-tail -L and #para β -L with respect to paramet-erised logspace parsimonious reductions (Theorems 18 and 19). This is a bit surprising since this implies that the closure of the classes #para β-tail -L and #para β -L under parameterised logspace parsimonious reductions coincides. When there is no restriction on the arity of relational symbols or locality of the variables, counting the number of assignments to free firstorder variables in a quantifier-free formula under a given structure (p-#MC(Σ)) is complete for #para W[1] -L under parameterised logspace parsimonious reductions (Theorem 21) .
Afterwards, we develop variants of counting paths of length bounded by the parameter that are complete for the classes #para β -L (Theorems 22-24), and #para W -L (Theorem 25). Also, we show that a parameterised version of the problem of counting homomorphisms from coloured path structures to arbitrary structures is complete for #para β -L (Theorem 29).
Finally, we consider a parameterised variant of the determinant function (p-det) introduced in by Chauhan and Rao [9] . By adopting the arguments of Mahajan and Vinay [31], we show that p-det can be expressed as the difference of two functions in #para β -L and also is #para β-tail -L-hard under parameterised logspace many-one reductions (Theorem 33).
Branching programs (BPs) are immanent for the study of space-bounded and parallel complexity classes. Languages accepted by polynomial-size logspace uniform branching programs characterise NL. In fact, this result carries forward to the counting versions. Motivated by this, we consider parameterised counting classes based on deterministic (DBPs) and nondeterministic branching programs (BPs). We show that the class #para W -L is equal to #para W -DBP (Theorem 36). We extend the concept of read-once access to nondeterministic bits to the case of branching programs using the notion of read-once certified BPs [30] . With our notion of read-once certified DBPs, we show that #para β -L = #para β -DBP. This characterisation also carries forward to the tail-nondeterministic variants of the introduced counting classes. Figure 1 shows a class diagram with complete problems.
Main Techniques
Our primary contribution is laying foundations for the study of parameterised logspace bounded counting complexity classes. The completeness results in Theorems 18, 21, and 19 required a quantised normal form for counting k-bounded nondeterministic Turing Machines (Lemma 12). This normal form quantises the nondeterministic steps of a k-bounded NTM into steps of length log n such that the total number of accepting paths remains the same. We believe that the normal form given in Lemma 12 will be useful in the structural study of parameterised counting classes. The study of p-det involved definitions of parameterised clow sequences generalising the classical notion [31] . Besides, a careful assignment of sign to clow sequence was necessary for our complexity analysis of p-det.
Related Results Chen and Müller [10] studied the parameterised complexity of counting homomorphisms and divided the problems into four equivalence classes. However, their equivalence is only based on reductions among variants of counting homomorphisms but not in terms of concrete complexity classes. In this context, Dalmau and Johnson [16] investigated the complexity of counting homomorphisms as well, and provided generalisations of results from Grohe [28] to the counting setting. A similar classification regarding our classes can give new insights into the complexity of the homomorphism problem (Open Problem 5).
Conclusions
We developed foundations for the study of parameterised space complexity of counting problems. Our results show interesting characterisations for logspace bounded k-bounded nondeterministic Turing machines. We believe that our results will lead to further research resulting in a complete two-dimensional classification of parameterised counting problems. Due to space restrictions, all proof details can be found in the appendix.
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Class diagram assuming disjointness of the studied classes with list of complete problems.
Preliminaries
In this section we describe the computational models and complexity classes that are relevant for parameterised complexity theory. Following the standard textbooks ([19, 26] ), the computations are defined for a finite alphabet Σ. For simplicity, without loss of generality, we restrict to the binary alphabet Σ = {0, 1}.
Turing Machines with Random Access to the Input
We consider an intermediate model between Turing machines and Random Access Machines on words. Particularly, we make use of Turing machines that have random access to the input tape. This can be assured with an additional random access tape of logarithmic size (in the input length) to address a specific bit of the input. Note that our model is equivalent to the standard Turing machine model, but achieving a linear speed-up for accessing the input. All standard complexity classes that can be defined through standard Turing machines can be also defined with our model with the same resource measures. For convenience, in the following, whenever we speak about Turing machines we mean the Turing machine model with random access to the input. For a complexity class C based on such Turing machines with space bound s(n) and time bound t(n), a C-machine is a Turing machine that is s space bounded and t time bounded.
Nondeterministic Turing machines are a generalisation of Turing machines where multiple transitions from a given configurations are allowed. This can be formalised by allowing the transition to be a relation rather than a function. Sometimes, it is helpful to view nondeterministic Turing machines as deterministic Turing machines with an additional nondeterministic choice tape. Let M be a deterministic Turing machine with a choice tape. Let x, y be strings over{0, 1}. The language accepted by M can be defined as:
M accepts x when the choice tape is initialised with y }.
In the above, the machine M has two-way access to the choice tape.
Flum, Chen and Grohe [12] obtained a characterisation of the W-hierarchy using the following notion of k-bounded nondeterministic Turing machines. Parameterised Space Bounded Classes Now, we define parameterised operators for space bounded complexity classes. The notations follow Stockhusen [35] . We consider three parameterised operators, viz., para-, para W -and para β -. The paraoperator was introduced by Flum and Grohe [24] as a uniform way of obtaining parameterised versions of classical complexity classes. Definition 2. Let C be any complexity class. Then para-C is the class of all parameterised problems P ⊆ {0, 1} * × N such that there is a computable function π : N → {0, 1} * and a language L ∈ C with L ⊆ {0,
It may be noted that para-P = FPT. Let C be a complexity class based on such Turing machines with space bound s(n) and time bound t(n). A para-C-machine is a Turing machine that is s(|x| + f (k)) space bounded and t(|x| + f (k)) time bounded for any input (x, k), where f is a computable function.
Proposition 3 ([12, 26]). W[P]
is the set of all parameterised problems Q that can be accepted by k-bounded FPT-machines with a choice tape.
The principal notion of intractability for parameterised problems is captured by the classes XP and the W-hierarchy [26] . Though the W-hierarchy was defined based on the weighted satisfiability of formulae based on the notion of wefts, Flum and Grohe [24] obtained central classes in this context through bounded nondeterminism. Stockhusen and Tantau [36, 35] considered bounded nondeterminism in the case of space bounded and circuit based parallel complexity classes. Now, we give necessary definitions of the computational models and parameterised complexity classes relevant for the article. Stockhusen and Tantau [36] specialised the above definition of k-bounded TMs to include space bounded computation.
Definition 4 ([35]
). For a complexity class C based on Turing machines, para W -C denotes the class of all parameterised problems Q that can be accepted by a k-bounded para-C-machine with a choice tape.
For example, para W -L denotes the parameterised version of NL with k-bounded nondeterminism. One can also restrict this model by only giving one-way access to the nondeterministic tape. This leads to the following definition of the para β -operator.
Definition 5 ([35]
). For a complexity class C based on Turing machines, para β -C denotes the class of all parameterised problems Q that can be accepted by a k-bounded para-C-machine with a choice tape with one-way read access to the choice tape.
The machine characterisation of W[1] requires the notion of tail-nondeterminism [12] . A k-bounded machine is said to be tail-nondeterministic if the nondeterministic bits are read in the last g(k) · log n steps of the computation, for some computable g. The tailnondeterministic version of para W -C and para β -C are denoted, respectively, by para W[1] -C and para β-tail -C.
Branching Programs A branching program P (see textbook of Vollmer [41]) is a layered directed acyclic graph with a source node s and a sink node t. The vertices of the branching program are labelled by input variables in {x 1 , . . . , x n } and edges are labelled by 0/1. An input a 1 · · · a n ∈ {0, 1} n is accepted by P if there is a directed s to t path (short: s-tpath) ρ that is consistent with a, that is, for each edge (u, v) in ρ, label(u, v) = a i where label(u) = x i . The branching program P is said to be deterministic if every vertex except the sink has exactly two out-going edges, one labelled by 0 and the other by 1. The size of the program P is the number of vertices in it, the length is the length of a longest path starting from s. If P has length , then we assume that the vertices of P are partitioned into layers L 0 ∪ L 1 ∪ . . . ∪ L , where L 0 contains the source and L contains the sink. By layer i, we mean the set of vertices in L i . Remark 6. Throughout this article, we assume branching programs are logspace uniform. In the case of parameterised classes, para-L uniformity is assumed. For more details about notions of uniformity, the reader is referred to the textbook of Vollmer [41].
Let BP denote the set of all languages accepted by polynomial-size, logspace uniform families of branching programs. Let DBP denote the set of all languages accepted by polynomial-size, logspace uniform families of deterministic branching programs.
If C is a complexity class based on families of branching programs, then a family of C-BPs is a family of branching programs that respects the resource bounds of C. As we will consider branching programs that cope with parameterised problems, we need to incorporate the parameter accordingly. For that reason, in this context families of branching programs are of the form P := (P n,m ) n,m≥0 . The language accepted by P is the set of all inputs (x, k) ∈ {0, 1} * × N such that P |x|,|k| accepts (x, k). Let C be a complexity class based on families of branching programs of size s(n). A family of para-C-BPs is a family of branching programs (P n,m ) n,m≥0 of size s(n + f (m)).
Note that, while the operator parais defined for arbitrary complexity classes, the operators para W -, and para β -are only defined with respect to Turing machine based classes. These operators can be generalised to complexity classes based on branching programs by extending the notion of k-bounded nondeterminism to this context, though. A family of branching programs with nondeterministic input has nondeterministic choices as additional input to its branching programs. Let P := (P n,m ) n,m≥0 be such a family and (n, m) be the number of nondeterministic input bits in P n,m . We say that P accepts an input (x, k) ∈ {0, 1} * × N, if there is a y ∈ {0, 1} (|x|,|k|) such that P |x|,|k| accepts ((x, k), y). Also, denote by # acc P |x|,|k| (x, k) the number of y ∈ {0, 1} (|x|,|k|) such that P accepts ((x, k), y). Furthermore, P is said to be k-bounded if there exists a computable function f such that for all n, m ≥ 0, the number (n, m) ≤ f (m) · log n and P n,m has size f (m) · n O(1) .
Definition 7.
Let C be any branching program based complexity class. Then, para W -C is the class of all parameterised languages computable by k-bounded families of para-C-BPs.
We are interested in the case when C is either BP or DBP.
We will now introduce a notion of read-once access to nondeterministic bits for the above classes. Let P (x, y) be a branching program with two inputs x = x 1 · · · x n and y = y 1 · · · y m . Here, y is the nondeterministic input. The program P is said to be deterministic, if for every node u in P , u has exactly two outgoing edges, one labelled by 0 and the other by 1. We say that P is read-once certified if there are layers i 0 < i 1 < i 2 < · · · < i m in the underlying graph of P such that the variable y j occurs as a label only in layer numbers η such that
Definition 8. Let C be any branching program based complexity class. Then, para β -C is the class of all parameterised languages computable by k-bounded families of para-C-BPs that are read-once certified.
The above definition can also be specialised to the case of tail-nondeterministic computation yielding the operators para W[1] -and para β-tail -.
Logic
We assume basic familiarity with First-Order logic (FO). A vocabulary is a finite set of relation symbols and constants. There, each relation symbol R has an associated arity arity(R) ∈ N. Let τ be a vocabulary, then a τ -structure A consists of a nonempty finite set A (its universe), and an interpretation R A ⊆ A arity(R) for every relation symbol R ∈ τ . Syntax and semantics are defined as usual (see, e.g., the textbook of Ebbinghaus et al. [21] ).
If A is a τ -structure over universe A, then |A| is the size of the binary encoding of A. As analysed by Flum et al. [23, Sect. 2.3], this means that |A| ∈ Θ((|A| + |τ | + R∈τ R A · arity(R)) · log |A|). Notice that the additional logarithmic factor compared to their value is due to them counting registers of logarithmic size.
Parameterised Counting in Logarithmic Space
In this section, we define the counting counterparts based on the parameterised classes defined using bounded nondeterminism. As in the case of Boolean complexity classes, we assume that all branching programs considered throughout this article are para-L uniform.
Here, k is the parameter. If C is a complexity class and a parameterised function F belongs to C, then, by abuse of notation, F sometimes is called C-computable.
The classes #para β -C, #para W[1] -C, and #para β-tail -C are defined in an analogous way. In this article, our main focus will be on the case where C is either L or DBP. For preciseness, we give a formal definition of these classes, starting with L. . We say that F is also in #para β -L if M has read-once access to its nondeterministic bits, #para W[1] -L if M is tail-nondeterministic, and #para β-tail -L if M has read-once access to its nondet. bits and is tail-nondeterministic.
By definition, we get #para β-tail -L ⊆ C ⊆ #para W -L for C ∈ {#para β -L, #para W[1] -L}.
The following lemma shows that para-L-machines can be normalised in a specific way. This normalisation will play a role in Section 4.
Lemma 12. For any k-bounded nondeterministic para-L-machine
M there exists a k- bounded nondeterministic para-L-machine M such that (1) for all inputs (x, k) we have that # acc (M, x, k) = # acc (M , x, k),(
2) all computation paths M have exactly the same number of nondeterministic bits, and
M uses an extra tape (tape S) that counts the number of nondeterministic steps, (3) M has a unique accepting configuration, and (4) M has an extra tape (tape C) on which it remembers the last nondeterministic bits, resetting the tape every log |x|-many steps. Additionally, if M has read-once access to its nondeterministic bits, or is tail-nondeterministic, or both, then so does the machine M .
Using the concept of oracle machines (see, e.g., the textbook of Sipser [34]), we define Turing-, many-one-, and parsimonious-reductions computable in para-L for our setting.
If on each input M uses only one oracle call, then we say
If on each input M uses only one oracle call and M returns the answer to that oracle call, then we say F is parsimoniously para-logspace reducible to F , in symbols F ≤ plog pars F .
Note that the equality of the size of the witness sets, which is required by parsimonious reductions, follows from the first item in the definition.
Definition 14.
Let be a reducibility relation and C be a complexity class. Then, we define the -closure of C as
In the following, we show that both classes that are not tail-nondeterministic, are closed under ≤ plog pars -reductions.
Lemma 15. The classes #para W -L and #para β -L are closed under ≤ plog pars -reductions.
Regarding #para W[1] -L and #para β-tail -L, it is not clear how to maintain the property of being tail-nondeterministic as the input for F has be provided ad-hoc and is computed in para-L destroying the tail-nondeterminism.
For any counting complexity class, it is important to have closure properties under arithmetic operations such as addition and multiplication. 
Complete Problems
This section is devoted to the study of complete problems for the classes defined in Section 3.
We consider counting problems in the context of model checking problems for FO formulas, paths, homomorphisms, and the determinant.
Counting Assignments to FO-Variables
Now, we will introduce certain cases of counting assignments to FO variables of a first order formula that characterise counting complexity classes defined in this article. In particular, we consider a fragment of FO obtained by restricting the occurrence of variables in the syntactic tree of a formula. Formally, the syntax tree of a FO-formula ϕ is a tree, whose leaves are atoms of ϕ and the inner vertices are Boolean connectives or quantifiers.
Definition 17. Let r ∈ N. A formula ϕ ∈ FO is called r-local if for every variable of ϕ, the distance between any two occurrences of atoms involving that variable in the syntax tree of ϕ is ≤ r. We define the class of r-local Σ 1 formulas as Σ r-local
Let ϕ = ϕ(x 1 , . . . , x k ) be a FO formula with FO free variables x 1 , . . . , x k . For a structure A with universe A, by ϕ(A) we denote the set of all assignments to the free variables in ϕ that satisfy the formula, that is,
Let F be a class of well-formed formulas. The problem p-#MC(F) of counting assignments to free variables in a formula in the class F is defined over a given ϕ ∈ F and structure A. The parameter is |ϕ| and the output is |ϕ(A)|. If we want to bound the arity of the relations of A, we simply write p-#MC(F) a to emphasise that for all relations the arity is ≤ a ∈ N. The proof idea of the next theorem is to construct a structure using only the nondeterministic nodes as vertices.
The following result shows that the construction in the previous proof also works for #para β -L-functions.
The next corollary follows from the combination of Theorem 18 and Theorem 19.
Notice that it is unlikely that such a characterisation for #para W -L can be found in the setting of model-checking as the A-hierarchy is known to be only contained in [p-MC(FO)] ≤ plog pars whereas for the W-hierarchy the fpt-closure of parameterised weighted FO-definability is known [24] . Regarding tail-nondeterminism, Lemma 12 helps in proving the next result.
The complexity status of counting assignments to free first-order variables in a Σ 1 formula with bounded arity or without the local restrictions is not known. In particular, it is not clear if the restriction on the arity or the locality property of the formula can be removed preserving completeness. Finally, we close this section with three open questions. 
Open Problem 2. What is the complexity of
[p-#MC(Σ 1 ) a ] ≤
Counting Paths
We proceed with natural path problems which are complete for the introduced classes. The focus will be on reachability questions in which we count the number of paths.
Problem: p-#REACH b
Input:
Theorem 22. p-#REACH b is #para β -L-complete with respect to ≤ plog pars -reductions.
In the following, we will consider a quantised version of the previously studied reachability problem excluding path segments of logarithmic length.
Problem: p-#REACHqu
Theorem 23. p-#REACH qu is #para β -L-complete with respect to ≤ plog pars -reductions.
We continue with a variant of p-#REACH b , namely p-#PATH b , which counts any paths of length k · a (and does not have s, t as part of the input).
Next we consider a problem that combines a reachability problem with model-checking for propositional logic, that is, we only count paths that are models of a given propositional formula. This idea stems from Haak et al. [29] . Let G = (V, E) be a DAG and (e 1 , . . . , e n ) be a path in G with e i ∈ E for 1 ≤ i ≤ n, and P = {e 1 , . . . , e n }. Then, c P is the characteristic function of P with respect to E.
Similarly, one can define a problem p-#CycleCover-CNF which is counting cycle covers (for cycle covers, see, e.g., Garey and Johnson [27] ) that satisfy a given CNF-formula and thereby one easily obtains the following corollary.
Counting Homomorphisms
This subsection is devoted to the study the problem of counting homomorphisms between two structures in the parameterised setting. Typically, the size of the universe of the domain of the first structure is considered as the parameter. The complexity of counting homomorphisms has been in the focus for almost two decades [20, 28, 16, 10] . We begin with a few definitions.
Definition 27 (Homomorphism). Let A, B be two structures over some vocabulary τ with corresponding universes
A bijective homomorphism h between two structures A, B is called isomorphism. If such an h between A and B exists, then A is said to be isomorphic to B.
Definition 28 (Coloured Structures). Let A be a structure with universe A. Then denote by A * the extension of A by fresh unary relation symbols C a , interpreted as C A a = {a} for each a ∈ A. Analogously, denote by A * for a class of structures A the set { A * | A ∈ A }.
Let p-#Hom(A) be the problem, given a pair of structures (A, B) where A ∈ A, and |A| is the parameter, output the number of homomorphisms from A to B. Notice that B can be any structures with no restrictions. Let P n with n ≥ 2 denote the canonical undirected path of length n which we identify with the structure having the universe [n] and the edge relation
Denote by P the class of structures isomorphic to some P n . The proof idea of the next theorem is to reduce to p-#REACH qu for membership, and from a normalised, coloured variant of p-#REACH qu regarding hardness.
Theorem 29. p-#Hom(P * ) is #para β -L-complete with respect to ≤ plog pars -reductions.
Open Problem 5. Is there a natural class of structures
The Complexity of Parameterised Determinant
In this section, we consider a parameterised variant of the determinant function introduced by Chauhan and Rao [9] . For n > 0 let S n denote the set of all permutation of {1, . . . , n}. For k ≤ n, let S n,k denote the following subset of S n :
The parameterised determinant function of an n × n square matrix A = (a i,j ) 1≤i,j≤n with k as the parameter is defined as p-det(A) = π∈S n,k sign(π) i:π(i) =i a i,π(i) .
Using an interpolation argument, it can be shown that p-det is in FPT [9] . In fact, the same interpolation argument can be used to show that p-det is in gap-L (the class of functions f (x) such that some NL-machine, f (x) is the number of accepting minus the number of rejecting paths). However, this does not give a space efficient algorithm for p-det in the sense of parameterised classes. The gap-L algorithm may require a large number of nondeterministic steps and accordingly is not k-bounded. We show that the space efficient algorithm for the determinant given by Mahajan and Vinay [31] can be adapted to the parameterised setting, proving that p-det can be written as a difference of two #para β -L functions. We recall the notion of a clow sequence introduced by Mahajan and Vinay [31] .
Definition 30 (Clow). Let G = (V, E) be a directed graph on n vertices. We assume that V = {1, . . . , n}. A clow in G is a walk w 1 , . . . , w r starting at vertex w 1 and ending at the same vertex with the following properties:
the vertex w 1 is the least numb. vertex among w 1 , . . . , w r ; the head of the clow, the head of the vertex occurs exactly once in the clow.
Definition 31 (Clow sequence). A clow sequence is a sequence W = (C 1 , . . . , C k ) such that the heads of the sequence are in ascending order head(C 1 ) < · · · < head(C k ), and the total number of edges including multiplicity is exactly n.
For a clow sequence W with r clows, the sign of W denoted by sign(W ) is defined as (−1) n+r . For an n × n matrix A, let G denote the weighted directed graph whose weighted adjacency matrix is A. For a clow W let wt(W ) be the product of weights of the edges in W . Let W be the set of all clow sequences in G. Mahajan and Vinay [31] proved that det(A) = W ∈W sign(W ) · wt(W ).
We adapt the notions recalled above to the parameterised setting. In the following, we assume that A ∈ {0, 1} n×n is the adjacency matrix of a directed graph G = (V, E). First observe that for a permutation σ ∈ S n,k , we have that sign(σ) = (−1) n+r , where r is the number of cycles in the permutation. However, the number of cycles in σ is n − k + r , where r is the number of cycles of length at least two in σ. Accordingly, we have sign(σ) = (−1) 2n−k+r . Adapting the definition of a clow sequence, for k ≥ 0, we define that k-clow sequence is a clow sequence where the total number of edges (including multiplicity) in the sequence is exactly k, every clow has at least two edges and no edge of the form (i, i) (that is, self loop) occurs in the walk. Let W k denote the set of all k-clow sequences in G. For a k-clow W ∈ W k , sign(W ) is (−1) 2n−k+r , where r is the number of clows in W .
Lemma 32. We have that p-det(A) = W ∈W k sign(W ) · wt(W ).
Using the characterisation in Lemma 32, we obtain the following upper bound for p-det.
Theorem 33. p-det for 0/1 matrices can be written as a difference of two functions in #para β-tail -L. Furthermore, p-det is #para β-tail -L-hard with respect to ≤ plog m -reductions.
A Characterisation Using Branching Programs
Using the notion of bounded nondeterminism for the case of branching programs, we define the counting versions of the branching program based complexity classes, by considering the number of accepting paths.
Definition 34. Let F be a parameterised function. Then, f ∈ #para W -DBP if there exists a k-bounded family P = (P n,m ) n,m≥0 of DBPs such that for all (x, k): F (x, k) = # acc P |x|,|k| (x, k). We say that F is also in
NL coincides with the class of all languages accepted by logspace uniform families of (BPs) of polynomial size [32] . The desired family of BPs is obtained from the configuration graph of a nondeterministic logspace bounded machine preserving the number of accepting paths, and thereby applies to the corresponding counting classes as well. We extend these relationships to the parameterised setting. We need the following construction of configuration graphs.
Lemma 35. Let M be a k bounded logspace bounded NTM. Then for any input (x, k) there is a layered DAG G M,n,m with two special vertices s and t such that # acc (M, x, k) is the number of paths from s to t in G M,n,m . Given M and (x, k) , the graph G M,n,m can be computed in para-L.
The proof idea of the next theorem is to show that a staggering argument in para-L can be utilised regarding the tail-nondeterministic classes.
The proof of the previous result is independent of P n,m being deterministic BP. Accordingly, with similar arguments, we get the following result (proof details are omitted). resetting the tape every log |x|-many steps. Additionally, if M has read-once access to its nondeterministic bits, or is tail-nondeterministic, or both, then so does the machine M . + g(k) ) space bounded NTM, with access to g(k) · log |x| nondeterministic bits. We construct the machine in two stages. In the first stage, we obtain an intermediate machine N that satisfies conditions (2) and (3). In the second stage, we modify N to get a machine M such that condition (4) is also satisfied. During the process, we ensure that condition (1) remains an invariant.
Proof. Let M be a k-bounded O(log |x|
Note that, without loss of generality, M can be assumed to have a single accepting state. We can modify M so that upon reaching an accepting state, it erases everything in the work tape and move the head positions of every tape to the left end marker. This ensures that M has a unique accepting configuration. This does not alter the number of accepting paths of M on any input.
For ensuring (2) , the machine maintains a counter on tape S for the access of nondeterministic bits. Every time a nondeterministic bit is accessed, the counter is incremented by 1. If M halts with the counter being less than g(k) · log |x|, then the modified machine N keeps making nondeterministic choices until the count is g(k) · log |x|. The modified machine N accepts if and only if M accepts and all of the new nondeterministic bits guessed/accessed by N have the value 0. Note that N does not use any additional space except for maintaining and updating the counter. The modified machine N accesses exactly g(k) · log |x| nondeterministic bits on any path and # acc (M, x, k) = # acc (N, x, k) .
Finally, to ensure (4), we modify the machine N to obtain the required machine M that simulates N as follows. The new machine M has an additional tape (tape C) which has exactly log |x| space in between the left and right end markers. Initially, the head position of tape C is at the left end marker. Whenever the machine N reads a nondeterministic bit, M -apart from simulating N -copies the nondeterministic bit to tape C (that is, M copies the bit to tape C and moves the head position to the right). If the current head position in tape C is on the right end marker, then M erases the content of tape C in between the left and right end markers and copies the nondeterministic bit currently being read at the fist position after the left end marker in tape C. Finally, M accepts if and only if N accepts.
We need to argue that # acc (N, x, k) = # acc (M , x, k). It may be noted that the number of configurations of M on any given input (x, k) is at most 2 log |x| · S = |x| · S, where S is the number of configurations of N on input (x, k). Accordingly, there is no 1-1-correspondence between the configurations of N and M . Fix an input (x, k) and a sequence γ 0 , γ 1 , . . . , γ m (m ∈ N) of configurations of N such that γ 0 is the initial configuration, γ m is an accepting configuration and γ i+1 is reachable from γ i in a single step of N .
Let π 0 be the initial configuration of M on input x. Note that π 0 can be obtained from γ 0 by appending the content of tape C (all blanks) and the current head position (position 0) in tape C. Let π 1 , . . . , π m be the configurations of M such that π i+1 is the configuration of M obtained from π i in a sequence of moves with exactly one step of N , where the step of N simulated is the same as the step of N from configuration γ i to γ i+1 . Note that the configuration π i+1 needs not to be uniquely defined since M may need many overhead steps to simulate a single step of N . For this, we assume that π i+1 is the configuration obtained after simulating a single step of N (corresponding to the step between configurations γ i and γ i+1 ) and updating the counter as well as tape C. This way, given γ 0 , . . . , γ m , the sequence π 0 , . . . , π m is uniquely defined. This proves that # acc (N, x, k) ≤ # acc (M , x, k). (That is, the number of accepting paths in M is at least that of N on the given input (x, k).)
To obtain equality, consider a sequence of configurations ρ = (π 0 , . . . , π m ) (for m ∈ N) of M on input (x, k) such that π 0 is the initial configuration, π m is the accepting configuration and π i+1 is reachable from π i in a single step of the machine M . Let ρ = (π 0 = π i0 , π i1 , . . . , π im = π m ) be the sub-sequence of ρ obtained as follows. For j ≥ 1, π ij is the configuration such that M simulates exactly one step of N in between the configurations π ij−1 and π ij followed by updating the counter and the content of tape C. It may be noted that the sub-sequence ρ can be obtained uniquely from ρ, giving an injective (1-1-)correspondence from ρ to ρ . Given ρ , we can uniquely obtain a sequence of configurations γ 0 , γ 1 , . . . , γ m of N such that γ 0 and γ m are, respectively, the initial and accepting configuration of N on input (x, k) and γ i+1 is a next configuration of γ i for 0 ≤ i < m. As a result, given an accepting configuration sequence ρ of M , we can obtain a unique accepting configuration sequence of M . This proves that # acc (M , x, k) ≤ # acc (N, x, k) , 
where s bk (|x|, k) is the space required for bookkeeping. This sum is in O(log |x| + f (k)).
The number of nondeterministic bits required by M F is the same as M F on input (σ(x, k), h(x, k)). Consequently, the computation of M F is still k-bounded as the number of nondeterministic bits is bounded by
where f , f are computable functions. This is due to |σ(x, k)| being fpt-bounded and h(x, k) being bounded by a computable function in k.
We continue with #para β -L. The proof is analogous but M F has read-once access to its nondeterministic bits. Now, the only time M F accesses nondeterministic bits is when M F accesses its nondeterministic bits. This simulation also preserves the order in which nondeterministic bits are accessed. So M F has read-once access to its nondeterministic bits as well. Proof. We first consider the case where C ∈ {#para W -L, #para β -L}. The argument is similar for both of the classes. We give details for the case when C = #para W -L. Let We conclude that the class #para W -L is closed under addition. Exactly the same argument works for the case when M 1 and M 2 have read-once access to the nondeterministic bits. For tail-nondeterminism (with or without read-once access), we first simulate the deterministic parts and then choose nondeterministically which simulation we finish and proceed with the nondeterministic part accordingly.
For the case of multiplication, consider the NTM M that simulates M 1 and M 2 as follows: M , on input (x, k), first simulates M 1 on input (x, k). If M 1 accepts, then M simulates M 2 on (x, k), and accepts if and only if M 2 does so. Since M 1 and M 2 are k-bounded, M is also k-bounded. The space complexity of M is at most the maximum of that of M 1 and M 2 . Now, from construction of M , we have that # acc M (x, k) = F (x, k) · F (x, k) . Accordingly, the class C = #para W -L is closed under multiplication. Additionally, if M 1 and M 2 only have read-once access to the nondeterministic bits, so has the new machine M . We conclude that #para β -L is closed under multiplication.
Note that the construction above does not work in the case of tail-nondeterministic machines. In order to prove closure of the classes #para We consider the structure A = (V ; E, C 0 , C acc ), where C 0 is the first nondeterministic configuration of M on (x, k) and C acc is the unique accepting configuration. Then, we define a formula ϕ encoding accepting computations as follows:
Note that ϕ ∈ Σ r-local 1 with r = 2 and ϕ has the relation symbol E of arity a = 2. Furthermore, there is an injective correspondence between elements in A(ϕ) and C 0 -C acc -paths of length g(k) in G.
Now, we claim that |A(ϕ)| = # acc (M, x, k). Since C 0 is the first nondeterministic configuration of M , # acc (M, x, k) is the number of C 0 -C acc -paths in the configuration graph of M on input (x, k). It is enough to argue that the number of C 0 -C acc -paths in G of length g(k) is equal to the number of C 0 -C acc -paths in the configuration graph of M on input (x, k). "≤": Let D be a configuration of M on input (x, k), such that (C 0 , D) ∈ E, that is, D is reachable from C 0 using exactly log |x| many nondeterministic steps. Then, we have the following: 1. The content of tape C in the configuration D is unique among all configurations D such that (C 0 , D ) ∈ E, as for any two different sequences of nondeterministic steps there is at least one nondeterministic bit that has a different value between those two sequences.
2.
There is a unique path ρ from C 0 to D in the configuration graph of M with exactly log |x| nondeterministic configurations. Moreover, the content of tape C in the configuration D corresponds to the nondeterministic choices made along the path ρ. 3. The head position of tape C in the configuration D is at the right end marker.
By an inductive proof with the above observations as the base case, for any C 0 -C acc -path ρ = (C 0 , C 1 , C 2 , . . . , C r , C acc ) in G there is a unique C 0 -C acc -path ρ in the (unmodified) configuration graph of M on input (x, k) such that (a) ρ consists of exactly (r + 1) · log |x| nondeterministic configurations and contains the configurations C 1 , . . . , C r in that order, and (b) the subpath of ρ from C i to C i+1 contains exactly log |x| nondeterministic configurations including the node C i but excluding C i+1 .
As a result, for every C 0 -C acc -path of length g(k) in G, there is a unique C 0 -C acc -path in the configuration graph of M and hence |A(ϕ)| ≤ # acc (M, x, k) . "≥": By assumption (2) in Lemma 12, every path from C 0 to C acc in the (unmodified) configuration graph of M on input (x, k) will have exactly g(k) · log |x| many nondeterministic nodes. Consider any accepting path ρ = (C 0 , C 1 , C 2 , . . . , C m , C acc ) in the configuration graph of M . Let ρ = (C 0 = C i0 , C i1 , . . . , C g(k) = C acc ) be the subsequence of ρ such that from C ij to C ij+1−1 in ρ there are exactly log |x| nondeterministic configurations. Note that ρ is a C 0 -C acc -path in the graph G. Also notice that the construction is converse to the one used to prove "≤". Furthermore, the path ρ is unique given ρ . Accordingly, |A(ϕ)| ≥ # acc (M, x, k) and we conclude that |A(ϕ)| = # acc (M, x, k) .
It remains to prove that p-#MC(Σ r-local 1 ) a ∈ #para β-tail -L. Let ϕ(x 1 , . . . , x k ) be a quantifier free FO formula that has r-local property (for some r ≥ 2) with free variables x 1 , . . . , x n such that every predicate symbol has arity bounded by a ≥ 2. Without loss of generality, we assume that the syntax tree T of ϕ is height balanced.
Consider a structure with A as the universe. We do a depth first evaluation of the formula ϕ. Whenever an atom of the form R(x i1 , . . . , x ia ) is encountered, check if the assignments to all of the variables are available in the storage. If yes, proceed with the value of the predicate R under the assignment. If not, for every unassigned variable, nondeterministically guess an assignment from A and store the assignment in the storage tape along with the time stamp. Continue with the resulting value of the predicate R. At any point of time, if the number of assignments in the storage tape is more than a · 2 r , remove the assignment to the variable that was assigned the earliest. Accept if and only if the formula ϕ is satisfiable by the assignment guessed nondeterministically. Note that the procedure described above is k-bounded and the space is bounded by |ϕ| + a · 2 r · log |x| = O(k + log |x|), as |ϕ| is the parameter. We argue that if an assignment of a variables (say x i ) is removed from the storage, then the variable x i will never occur in any of the atoms encountered by the depth first evaluation. Consider a variable x i and let u and v be two leaves in T whose atoms contain x i . Let w be the least common ancestor of u and v in T . Then the distance between u and v is equal to the distances between u and that between v and w. Consequently, at any point of time, the number of variables to be remembered by will be part of some sub-tree of T of depth at most r, since ϕ satisfies the r-local property. The number of leaves in a binary tree of depth at most r is bounded by 2 r . Furthermore, as each leaf is labeled by a predicate of arity bounded by a, a total of a · 2 r many variable assignments need to be remembered by the procedure at any point of time. Finally, it also follows that the number of accepting paths in the algorithm is equal to the number of assignments to the variables x 1 , . . . , x k that satisfy the formula, as required. Also, the procedure needs only read-once access to its nondeterministic bits and is tail-nondeterministic. This completes the proof.
Proof. Let F ∈ #para β -L and M be a k-bounded, O(log |x| + g(k)) space bounded NTM, with read-once access to g(k)·log |x| nondeterministic bits. Without loss of generality, assume that M satisfies the conditions of Lemma 12.
Let G = (V, E) be a modified configuration graph of M on (x, k) defined as follows. The set of vertices V consists only of the set of all nondeterministic configurations plus the final configuration. The edge relation E is the next configuration relation defined as (C, C ) ∈ E if and only if configuration C is reachable from C in exactly log |x|-many nondeterministic steps in M . Notice that |V | = 2 g(k)+c·log |x| for some c ∈ N. We consider the structure A = (V ; E, C 0 , C acc ), where C 0 is the first nondeterministic configuration of M on (x, k) and C acc is the unique accepting configuration. Then, we define a formula ϕ encoding accepting computations as follows:
From the arguments in the proof of Theorem 18, we have |ϕ(A)| = # acc (M, x, k) = F (x, k).
Regarding the computation of ϕ, the para-L-machine can compute C 0 and the rest of the formula depends only on the parameter k. To construct A, the para-L-machine computes V by iterating through all configurations. The machine computes E by listing those pairs of configurations (C, C ) such that C can be reached from C in exactly log |x|-many nondeterministic steps which can be achieved by iterating over the values of the log |x|-many nondeterministic bits.
Theorem 21. p-#MC(Σ 1 ) is #para W[1] -L-complete with respect to ≤ plog pars -reductions.
Proof. Regarding membership in #para W[1] -L, let ϕ ∈ Σ 1 . Without loss of generality, we assume that ϕ is in the form ϕ(x 1 , . . . , x k ) such that ϕ is quantifier-free. Let A be the given structure with A as the universe. The counting machine for |ϕ(A)| can be described as follows. Nondeterministically guess assignments for x 1 , . . . , x k from A and verify if ϕ is true under the guessed assignments. The resulting machine is k-bounded, tail-nondeterministic and uses space at most O(|ϕ| + log n), where n = |A|. Regarding hardness, let F ∈ #para W[1] -L and M be a k-bounded O(log |x| + g(k)) space bounded NTM, with access to g(k) · log |x| nondeterministic bits. Without loss of generality, assume that once M starts with a nondeterministic state, every subsequent state except the final state is a nondeterministic state and M satisfies the conditions of Lemma 12.
Fix an input (x, k). Let V be the set of all nondeterministic configurations of M along with the accepting configuration, C 0 be the first nondeterministic configuration of M on input (x, k) and C acc be the accepting configuration of M . Let R be a relation with arity g(k) + 2 such that R (C 1 , C 2 , b 1 , . . . , b g(k) ) is true if an only if machine reaches configuration C 2 from C 1 using exactly log |x| nondeterministic steps with b 1 , . . . , b g(k) as the content of the nondeterministic tape. Given C 1 , C 2 and numbers b 1 , . . . , b g(k) ∈ {1, . . . , n}, testing if if v 1 has less than j successors then reject 5 Let v 2 be the jth successor of v 1 , set v 1 ← v 2 6 if v 1 = t then accept else reject C 2 , b 1 , . . . , b g(k) ) is true or not can be done in para-L. Let A = {1, . . . , |x|} ∪ V and let V be the unary relation V x ⇐⇒ x ∈ V . Consider the structure A = (A, V , R, C 0 , C acc ) and the formula
).
Note that ψ has 2 · g(k) free variables. For any assignment to the free variables, ψ is true if and only if the assignment to z 1 , . . . , z g(k) represents a nondeterministic choice that leads to acceptance and the assignment to x 1 , . . . , x g(k) represents the corresponding sequence of configurations. In fact, given an assignment to z 1 , . . . , z g(k) , if M accepts along this nondeterministic path, then there is a unique assignment to the variables x 1 , . . . , x g(k) that satisfies the formula ψ.
Combining the above observations with the arguments used in the proof of Theorem 18, we conclude that # acc (M, x, k) = |ψ(A)|. Given, (x, k), the structure A and ψ can be computed in para-L by similar arguments as before. This completes the proof.
Theorem 22. p-#REACH b is #para β -L-complete with respect to ≤ plog pars -reductions. Proof. Regarding membership, consider Algorithm 1. The algorithm starts from vertex s and then guesses an arbitrary path of length exactly k · a, using the fact that the out-degree of all vertices is bounded by b to limit the number of nondeterministic bits needed for this task. The query then requires using a binary counter for referencing the correct successor. The needed number of nondeterministic bits is k · a · log b ∈ O(k · log |V |). Furthermore, at any time at most two vertices as well as one number bounded by a constant are stored leading to logarithmic space requirement.
Regarding the lower bound, let F ∈ #para β -L via the machine M . Without loss of generality we can assume that M has a unique accepting configuration and there is a computable function f such that for any input (x, k) all accepting computation paths of M on input (x, k) use exactly f (k) · log |x| nondeterministic bits. Let (x, k) be an input of M . Consider the graph G(x, k) = (V (x, k), E(x, k)) obtained by removing all deterministic configurations from the configuration graph of M on input (x, k) and connecting nodes by edges if they were connected by a purely deterministic computation path in the original configuration graph. Now the number of accepting computation paths of M on input (x, k) is exactly the number of paths of length f (k) · log |x| from the starting configuration of M on input (x, k) to the unique accepting configuration. Let s(x, k) be said starting configuration and t be the unique accepting configuration. We further assume, without loss of generality, that |V (x, k)| ≥ |x|. Then, we have for all (x, k) that # acc (M, x, k) = F ((G(x, k), s(x, k) , t, f (k) · log |x|), k).
Adjacency within G(x, k) can be computed from (x, k) in parameterised logspace, since it only depends on the (fixed) machine M as well as computing deterministic paths. Furthermore, the new parameter is bounded by a computable function in the old parameter. Accordingly, the construction yields a parameterised logspace reduction.
Proof. Regarding membership, we modify Algorithm 1 he for-loop is from 1 to k and in line 3 we guess a number between 1 and log |V |. This number is used to choose a successor v 2 of v 1 . Regarding hardness, let F ∈ #para β -L and M be a k-bounded O(log |x| + g(k)) space bounded NTM, with read-once access to g(k) log |x| nondeterministic bits. Without loss of generality, assume that M satisfies the conditions of Lemma 12. Fix an input (x, k). Define G = (V, E) to be the modified configuration graph of M as described in the proof of Theorem 18. Note that the modified configuration graph was originally defined for #para β-tail -L-machines, but can be defined in the same way for #para β -L-machines. Let C 0 be the first nondeterministic configuration and C acc be the accepting configuration. Then the number of paths of length g(k) from C 0 to C acc is equal to # acc (M, x, k). This completes the proof.
Proof. For membership, we use Algorithm 1 but nondeterministically guess each pair s, t ∈ V . For hardness, consider some problem F ∈ p-#para β -L accepted by a machine M and let f be a computable function. Without loss of generality, we assume that on all inputs (x, k) every computation paths of M on input x use exactly f (k) · log |x| nondeterministic bits and that there is a unique accepting configuration.
Similarly as in the proof of Theorem 22, let G(x, k) = (V (x, k), E(x, k)) be the configuration graph such that all paths through only deterministic configurations are substituted by a single edge. Furthermore, we extend G(x, k) such that we add a path of fresh vertices v 1 , . . . , v log |x| with (v i , v i+1 ) ∈ E(x) for 1 ≤ i < log |x|. The reason for this construction lies in possible "bad sequences" of configurations as depicted in Figure 2 . Finally, we extend G(x, k) by m isolated vertices such that m + |V (x)| ≥ |x|. Now, any path in G(x, k) going from v 1 to the initial configuration s(x, k) and then to the accepting configuration t is of length := (f (k) + 1) · log |x|. Notice, that the number of such v 1 -t-paths is equivalent to the number of accepting paths of M on input x. To precisely calculate #acc M (x), we will use two oracle calls to different p-#PATH b instances yielding a ≤ plog T -reduction as required. At first, we compute the result n 1 of the oracle call p-#PATH b (G(x, k) , , log |x|). Then, we modify G(x, k) yielding a graph G (x, k) by deleting the edge (v 1 , v 2 ). This ensures that in G (x, k) among paths of length (f (k)+1)·log |x| exactly the "good" accepting paths are missing compared to G(x, k). Then we store the value of the oracle call p-#PATH b (G (x, k) , , log |x|) in the variable n 2 . Finally, calculate the difference n 1 − n 2 which is equivalent to #acc M (x).
Proof. Regarding membership, we can use Algorithm 1 to find paths as before. We then need to check whether the chosen path also satisfies the formula ϕ. For this, we can use a standard logspace-algorithm for propositional model-checking and whenever we need the value of a variable, we re-compute the whole path constructed using Algorithm 1 before reusing the nondeterministic bits and check whether the respective edge is used in that path. This obviously yields a #para W -L-algorithm.
Regarding hardness, we use the same construction as in the proof of Theorem 22. The difference is that nondeterministic bits can be reused. This means that we need to ensure to only count paths on which different queries to the same nondeterministic bit assume the same value for that bit. Let G(x, k) = (V (x, k), E(x, k)), s(x, k), t and f be as in the proof of Theorem 22. Let : E(x, k) → N be a labelling function stating which nondeterministic bit is read on each edge of G(x, k) and let val : E(x, k) → {0, 1} be a function which value of the nondeterministic bit corresponds to each edge. We can now define
expressing that the values assumed for the nondeterministic bits are consistent throughout a path. Notice that ϕ(x, k) can be computed in parameterised logspace. This allows us to define the desired reduction as (
Proof. Regarding membership, we will show p-#Hom(P * ) ≤ plog pars p-#REACH qu , where the latter is in #para β -L by Theorem 23. The proof idea is visualised in Figure 3 with an example . Let (A, B) with A ∈ P * and A, B universes of A, B be the input and denote by E the edge relation symbol. Furthermore, let A = {a 1 , . . . , a n } with n ∈ N such that (a i , a i+1 ) ∈ E A . Notice that n ≤ |A| is polynomially related to the parameter. Whenever A, B disagree with respect to the vocabulary, then simply map to the graph with one vertex and no edges. Now, we show p-#REACH * qu ≤ plog pars p-#Hom(P * ). Given a directed graph G = (V, E), s, t ∈ V , k ∈ N, : V → {1, . . . , k}, we define two structures A, B as follows. Let the universe of A be defined as {1, . . . , k},
Regarding correctness, the function that maps each s-t-path π = (s = v 1 , . . . , v k = t) to the homomorphism h π with h π (i) = v i for all 1 ≤ i ≤ k is a bijective mapping between colour-respecting s-t-paths π in G and homomorphisms h π from A to B. The mapping is injective due to the fact that each node in the path contributes to the construction of the homomorphism. The mapping is surjective as for each homomorphism h the path (h(1), . . . , h(k)) is a colour-respecting s-t-path in G and a preimage of h.
Regarding para β -L-computability, A relies only on the parameter. The universe of structure B is a copy, E B is a symmetric closure of E, and the C B i requires a log |V |-counter to check for each u ∈ V whether (u) = i. This completes the proof.
Proof. The statement essentially follows from the arguments of Mahajan and Vinay [31, Theorem 1] . Their proof involves defining an involution η on the set of clow sequences such that, η is identical on the set of all cycle covers and for any clow sequence W that is not a cycle cover, we have sign(W ) = −sign(η(W )).
We briefly describe the involution η given by Mahajan and Vinay [31] . For a clow sequence W = (W 1 , . . . , W r ), the clow sequence η(W ) is obtained as follows. Let i ∈ [1, r] be the smallest index such that clows W i+1 , . . . , W r are disjoint sets of simple cycles. Traverse the clow W i starting from the head until we reach vertex v such that either v is in some W j for i + 1 ≤ j ≤ r or v completes a simple cycle within W i . In the former case, we merge the simple cycle W j with the clow W i to get the clow sequence η(W ). In the latter case, we split the clow W i at the vertex v to get a new clow W i and a simple cycle C , then η(W ) is the clow sequence obtained by replacing W i by the new clow W i and inserting the cycle C into the resulting clow.
We note that the involution η described above does not require that the clow sequence W has exactly n edges. In particular, η(W ) is well defined even when W ∈ W k . Furthermore, for W ∈ W k , we have η(W ) ∈ W k and sign(W ) = −sign(η(W )), since η(W ) either has one clow more than W or one clow less than in W . Combining with the argument that η is indeed an involution [31], we conclude:
Theorem 33. p-det for 0/1 matrices can be written as a difference of two functions in #para β-tail -L. Furthermore, p-det is #para β-tail -L-hard with respect to ≤ plog m -reductions. Now, we describe the process of guessing nondeterministic bits. The process is the same for both M 1 and M 2 . We need the following variables throughout the process: curr-head, curr-vertex, parity, count, ccount. The variable curr-head keeps track of the head vertex of the clow currently being constructed, parity hold the parity of the partial constructed so far, and is initialised to (−1) 2n−k . The variable count keeps track of the total number of edges used in the partial clow sequence constructed so far and ccount keeps track of the number of edges in the current k-clow. The algorithm for machines M 1 and M 2 is described in Algorithm 2.
From the algorithm, it follows that M b for b ∈ {1, 2} accepts on all nondeterministic paths where the guessed k-clow sequence has parity (−1) b+1 which completes the correctness. Since both, M 1 and M 2 guess exactly k vertices, they are k-bounded. Also, only curr-vertex and curr-head needs to be stored at any point of time, consequently the machines need only read-once access to nondeterministic bits. Finally, the total number of steps taken after the first nondeterministic step by the machine is O(k · log |A|) and the space required is at most O(log |A| + log k), as required.
For the hardness, give reduction from p-#REACH qu . Let G, s, t be an instance of p-#REACH qu , where G is a DAG. Let G be the graph obtained by adding the "back edge" (t, s) to G. Note that the set of all s-t paths in G is in bijective correspondence with the set of cycles in G . Let A be the adjacency matrix of G . Then p-det(A ) = (−1) 2n−k+1 · R where R is the number of s-t paths in G. As a result, R can be retrieved from p-det(A ) in deterministic logspace. This completes the proof.
Proof. In general, the configuration graph of a nondeterministic space bounded machine is not layered and layering an arbitrary directed acyclic graph might require reachability which in turn does not allow logspace uniformity. However, we can achieve the layering of the configuration graph by adding a simple step counter as explained next.
Let M be a k-bounded, s space bounded TM. Without loss of generality, M has a unique accepting configuration. Let M be the following modification of M accepting the same language as M : In addition to the tapes of M , M has an extra tape that keeps a binary step counter for M . The machine M simulates M step by step and after each step of M , it increments the counter by one. Note that at most O(s) bits are required to store the counter because the running the runtime is bounded by 2 O(s) . Note that, for a given input x, a configuration of M on x can be represented as (γ, i) where γ is a configuration of M on the input x, and i is the content of the additional tape of M that contains the binary counter. To simplify things, we assume that i is a number in {0, . . . , 2 O(s) }, ignoring the head position information on the tape used for storing the counter. The normalised configuration graph of M is a graph on the set of all possible configurations of M on any input of length n, with the edge relations as follows. There is an edge from configuration (γ, i) to (γ , i ) if and only if γ is reachable from γ in a single step of M and i = i + 1. That is, the steps required to update the counter are treated as a single edge in the normalised configuration graph.
A generic configuration graph G M,n,m of M on inputs (x, k) with x = x 1 · · · x n and m = |k| is the normalised configuration graph of M , where the vertices are the set of all possible configurations of M on any input length n, m as above. We assume that the vertices of G M,n,m are labelled from variables in {x 1 , . . . , x n , k 1 , . . . , k m } and edges are labelled from {0, 1} in the same way as for branching programs. It is not hard to see that a generic configuration graph for input lengths n, m ≥ 0 is a layered directed acyclic graph (DAG). Moreover, it can be seen that for any (x, k) ∈ {0, 1} * × N, M accepts (x, k) if and only if there is a directed path from the initial configuration to the accepting configuration in G M,|x|,|k| such that the edge labels along the path evaluate to 1 under the input (x, k). Finally, we may note that there is a para-L-machine N that, given (C, i) and (C , i ), decides if G M has an edge from (C, i) to (C , i ). Accordingly, the construction of G M,n,m is para-L uniform.
Theorem 36. For any o ∈ {W, W[1], β, β-tail}, we have that #para o -DBP = #para o -L.
Proof. We will first show that the BP based classes are contained in the corresponding logspace based classes ("⊆"). We give the detailed argument to the case of #para W -DBP and outline the changes required (if any) for the rest.
Let F ∈ #para W -DBP be a parameterised function via the family P := (P n,m ) n,m≥0 of branching programs of size g(m) · n c for c ∈ N. We assume that P is para-L-uniform. Consider a k-bounded Turing machine M which evaluates the BP, such that every s-t-path in P |x|,|k| corresponds to a unique accepting path of M . The machine M is described in Algorithm 3 and implicitly uses the uniformity machine to query P n,m .
It is evident from the construction that the set of all accepting paths M are in bijective correspondence with the set of all s-t-paths in P n,m , where s is the starting and t the accepting node of P n,m . As a result, # acc M (x, k) = # acc P |x|,|k| (x, k), for all (x, k) ∈ {0, 1} * × N. Note that the machine M is k-bounded, and since there is a para-L uniformity machine for P n,m , M requires at most O(log(g(k) · |x| c ) + log |x|) bits of space. Moreover, if P n,m is read-once certified for all n, m, then M requires only a read-once access to nondeterministic bits. Finally, if P n,m is tail-nondeterministic, so is M . This shows "⊆" for all four equalities. Now, we prove "⊇". Our argument crucially uses the fact that the generic configuration graph G M,n,m of a k-bounded machine is layered and can be constructed using a para-L uniformity machine (Lemma 35). As in the case of " ⊆", we argue for the case of #para W -L and mention the modifications required (if any) for the remaining classes. Let F ∈ #para W -L via the k-bounded machine M using O(log n+g(k)) space on all inputs (x, k). Without loss of generality, we assume that the machine M reads either from the input tape or from the choice tape in any configuration. Let P n,m := G M,n,m be the generic configuration graph of M for input length n and m = |k|. Then, M accepts (x, k) if and only if there is an assignment to y := y 1 , . . . , y ∈ {0, 1} such that P n,m has a directed path from the initial configuration to the accepting configuration. In fact, there is 1-to-1-correspondence between accepting computation paths of M and choices for y. As a result, # acc P |x|,|k| (x, k) = # acc M (x, k) as required. Since G M,n,m can be constructed using a para-L uniformity machine. This shows that #para W -L ⊆ #para W -DBP.
For the case of para β -L, we need to show that the resulting DBP P n,m is read-once certified. However, it may happen that the configuration (C, i) reads variable y j , whereas (C , i) reads variable y j with j = j . This makes P n,m far from being read-once certified. However, a crucial observation is that in any start to terminal path in P n,m , the y-variables are read in the order y 1 , . . . , y , and if y j is read at any point, then none of the y i 's for i < j will be read along this path after this point. Accordingly, with suitable staggering we can make P n read-once certified. We sketch the process below.
For 1 ≤ i ≤ m, let i α be the largest number such that there is a configuration C such that (C, i α ) reads the nondeterministic bit y i . Now the idea is to stagger the computations so that the last read of y i occurs, that is, until layer i α . That is, for y 1 , we wait till layer number 1 α before proceeding to read y 2 , and for y 2 we wait till layer 2 α before proceeding to read y 3 and so on. This can be achieved by adding necessary dummy nodes that have a single outgoing edge labelled by 1. For the whole process we only need the value of i α which can be computed in para-L given access to the uniformity machine. Consequently, the overall staggering process can be done in para-L so that the resulting branching program is uniform. It may be noted that we do not alter the number of accepting paths during the above process.
From the above, we conclude that #para β -L ⊆ #para β -DBP. Finally, in the case of tailnondeterminism, we may note that if M is tail-nondeterministic then so is G M,n,m for every input length n. Since the above staggering process does not alter tail-nondeterminism, we conclude that #para W[1] -L ⊆ #para W[1] -DBP and #para β-tail -L ⊆ #para β-tail -DBP.
Remark 39. In the above proof, for the graph P n,m = G M,n,m , the properties such as kbounded nondeterminism, read-once certified nondeterministic bits and tail-nondeterminism are preserved only in the component that contain the initial and accepting configurations. The remaining components may not satisfy these properties and these components are not relevant to the program.
