In the near future, wireless networks will certainly run real-time applications with special Quality of Service (QoS) requirements. In this context micro mobility management schemes such as Fast Handovers over Hierarchical Mobile IPv6 (F-HMIPv6) will be a useful tool in reducing Mobile IPv6 (MIPv6) handover disruption and thereby to improve delay and losses. However, F-HMIPv6 alone does not support QoS requirements for real-time applications. Therefore, in order to accomplish this goal, a novel resource management scheme for the Differentiated Services (DiffServ) QoS model is proposed to be used as an add-on to FHMIPv6. The new resource management scheme combines the F-HMIPv6 functionalities with the DiffServ QoS model and with network congestion control and dynamic reallocation mechanisms in order to accommodate different QoS traffic requirements. This new scheme based on a Measurement-Based Admission Control (MBAC) algorithm is effective, simple, scalable and avoids the well known traditional resource reservation issues such as state maintenance, signaling overhead and processing load. By means of the admission evaluation of new flows and handover flows, it is able to provide the desired QoS requirements for new flows while
Introduction
Markets are imposing new challenges on wireless networks by demanding suitable QoS levels to support realtime applications. Therefore, the scientific community is making efforts to provide end-to-end quality of service in both standards: Third Generation (3G) mobile radio systems in Third Generation Partnership Project (3GPP/3GPP2) and Internet Protocol (IP) infrastructure in Internet Engineering Task Force (IETF), towards the standard convergence. The IETF community has been working, in an attempt to define Internet QoS models able to meet this need but the task continues challenging researchers. Integrated Services (IntServ) [1] and Differentiated Services (DiffServ) [2] are the primary QoS models developed within IETF. The Diffserv QoS model has also been designed as the QoS Model able to prevent some well known scalability and complexity issues of IntServ [3, 4] , pushing up complexity and processing load to border routers and keeping core routers as simple as possible. However, IntServ and DiffServ models were developed aiming to provide QoS guarantees in wired networks, where user mobility and wireless bandwidth constrains were not a problem.
On the other hand, the current Mobile IPv6 (MIPv6) [5] standard lacks in QoS provisions, robustness and scalability. The MIPv6 is considered a macro-mobility solution and generally ineffective for handling micro mobility scenarios, where cell size is small and frequent handovers are usual. In order to overcome this inefficiency, there are a few proposals for micro mobility such as Hierarchical Mobile IPv6 (HMIPv6) [6] , Fast Handovers for Mobile IPv6 (FMIPv6) [7] , Cellular IP [8] and Handoff-Aware Wireless Access Internet Infrastructure (HAWAII) [9] .
FMIPv6 and HMIPv6 are the current IETF standards to improve MIPV6 handover latency. The former uses tunnels to forward packets between previous Access Router (pAR) and new Access Router (nAR) to reduce handover latency. The latter uses a local home agent called Mobile Anchor Point (MAP) for making the local registration in order to reduce the amount of signaling exchanged between Mobile Node (MN), its Correspondent Nodes (CN), and its Home Agent (HA).
Although HMIPv6 allows the reduction of signaling overhead, it does not provide seamless handovers, whereas the integration of both standards is able to provide seamless handovers with layer 3 (L3) handover anticipation and also local registration with a local home agent. The integration of these orthogonal protocols helps in the reduction of packet losses and registration time and thus improving the network overall QoS but this is not enough to ensure different QoS levels to applications with distinct QoS requirements.
Unlike wired Internet, wireless networks have a more dynamic behavior because cell resource availability is constantly changing due to incoming or outgoing handovers. Therefore, in order to appropriate QoS levels to the variability of the resource availability on a given cell, the user mobility scheme must possess a QoS signalization for dynamic resource provisioning. This consequently leads to dynamic QoS solutions for wireless environments. Current dynamic QoS models were designed for fixed networks and when applied to wireless networks they become ineffective because they do not take into account user mobility. Unlike dynamic QoS provisioning in fixed network environments, in mobile networks mobile users can potentially change their point of attachment to the network many times during a session and as a consequence the QoS level in the nAR must be renegotiated. When made, this renegotiation with the standard Resource ReSerVation Protocol (RSVP) will introduce extra signaling overhead as well as processing load and as a consequence of that scalability problems may arise.
Therefore, the goal of this work is to design a dynamic QoS architecture for F-HMIPv6 able to supply suitable predicted services to mobile users. In order to accomplish this goal a new resource management scheme for the DiffServ model has been coupled to the micro mobility management of F-HMIPv6. In this approach all routers in the F-HMIPv6 domain are DiffServ aware [10] .
The proposed architecture is based on the F-HMIPv6 mobility management scheme, QoS context transfer and Adaptive Class MBAC functions. Where the admission control decision is made before Layer 2 (L2) handover by using both QoS context information on pAR and estimated Class Bandwidth (CBw) on nAR.
This symbiotic combination of components has been optimized in order to provide suitable QoS levels for mobile users that are running real-time applications.
The QoS framework provides seamless handovers and preserves the QoS of the mobile nodes traffic already existent in the Access Routers (ARs).
Furthermore, it is scalable because it only stores class state information in the edge routers and uses an in-band signalization solution to carry out the MN's QoS context. It is also adaptable to network conditions in the sense that it reacts to MN QoS requirements by reallocating the classes bandwidth according to QoS requirements.
In general, this architecture enhances MIPv6 with F-HMIPv6 and enables the F-HMIPv6 with QoS support for different levels of QoS requirements.
The remainder of the paper is organized into four sections. The second section describes the related concepts and the related work. Section 3 presents a description of the proposed architecture including: an overview of the architecture, QoS signaling process, resource management function behavior and the dynamic allocator. Section 4 presents the simulation environment and the results obtained with the proposed QoS architecture. The paper ends with a few comments regarding the most important conclusions and point out future work.
Related Concepts and Work

Concepts
Admission Control
Admission control schemes across heterogeneous networks based on resource availability, user mobility and user QoS constraints still remains an open issue. Admission Control (AC) plays an important role by ensuring the availability of bandwidth to carry the data load. In wireless networks, admission control can play an important role in determining whether the resources available in the network can support the MN QoS requirements.
In literature, admission control approaches can be classified according to their localization, either centralized (e.g. Bandwidth Brokers) or distributed, and according to the method used to decide if there are enough resources to accommodate new requests. According to the method used, they can be divided into three categories: endpoint AC, traffic descriptor-based AC and measurement-based AC.
In Endpoint AC (EAC) the hosts (the end points) send an end-to-end probe packet to the network to detect the highest congested link in the data path. After having received the probe packet, a host decides whether to reject or admit the flow if the congestion level is below its application's QoS requirements. The design of such schemes implies higher setup delays while simultaneous probing packets sent by many sources cause more traffic leading to a situation known as thrashing [11] . This results in a very low bandwidth utilization.
Traffic Descriptor-Based AC (DBAC) is based on the assumption that a traffic descriptor, either deterministic or stochastic, is provided by an application for each requested service, prior to its establishment. This approach uses the prior traffic characterization of the incoming and existing traffic to performs the admission control. The admission control for the guaranteed service model, which is based on this method, uses worstcase analytical bounds as its basis for the characterization of the traffic. Such admission control algorithms typically result in lower network utilization because the worst-case rarely happens in simultaneous for all flows in real traffic [12] .
In Measurement-Based AC, a prior source characterization is used solely for new flows whereas for existing flows it uses measurements to characterize them. As in the wireless networks, the services are typically predictive, an MBAC approach for AC is probably the most appropriate choice. An MBAC scheme has the advantage of not needing the flow state maintenance and if the MBAC measurements are done in the aggregate traffic, the processing load and state overhead are not critical in large scales [13] .
MBAC algorithms assume that the traffic information carried by the traffic descriptor will be directly used for admission tests without further complex calculation. The misrepresentation of traffic descriptors in incoming traffic may be insignificant because the algorithm relies on active on-line measurements to characterize the established traffic, which helps limit the impact of this situation. However, a precise individual flow characterization may help to enhance the efficiency and robustness of MBAC algorithms [14] . The MBAC differs from the traditional traffic descriptor-based AC in two aspects: 1) the service model is less reliable and 2) the behavior of existing traffic is calculated by measurements instead of a priory traffic characterizations [15] .
An important characteristic of MBAC is the fact that it is in consonance with the DiffServ philosophy and with wireless network nature in terms of the service model they seek to provide: a service model with predictive guarantees, which offers a fairly, but not absolutely, reliable bound for real-time applications. The absence of absolute QoS guarantees in wireless environments does not constitute a problem since most realtime applications in wireless networks have adaptive playback times thus, tolerating occasional packet losses and varying delays. However, this admission control method can introduce uncertainty in the availability of resources and occasional delay bound violations. The robustness of MBAC schemes depends on issues such as the estimation error (it is difficult to have a precise estimation due to the stochastic nature of real traffic), the system dynamics (since the estimation process is based on measures in ongoing flow, while the admission decisions are made in flow arrival) and on the memory (since the quality of MBAC could improve by using more past information, but this results in a less adaptable MBAC)
In summary, the MBAC approach provides a fairly reliable predictive service model that is a viable alternative to the guaranteed service model in wireless networks. Furthermore, it can provide a higher network utilization in an environment where resources are scarce such as wireless networks [16, 17, 18] .
QoS Signaling
Recently, a significant number of work has been developed in an attempt to enhance or create a signaling protocol for resource control. However, the design of the fundamental characteristics for signaling protocols for the guaranteed service model is not a trivial task. Characteristics such as state management, signaling message exchanges, sender/receiver-based resource requests and the separation of QoS signaling from routing, require very careful conception and evaluation. Currently, the main concerns associated with signaling protocols are the complexity of the protocol, which affects implementations and processing overhead as well as the signaling security. In the early years, protocols such as the Internet Stream Protocol Version 2 (ST2) [19] and Resource ReSerVation Protocol (RSVP) [20] were designed to be multicast-oriented thus, introducing complexity in its processing. This complexity and scalability have been criticized by the scientific community.
Currently, IETF is specifying a framework that actually describes how two existing QoS architectures, e.g. DiffServ and Universal Mobile Telecommunication System (UMTS) QoS architectures, could interoperate. This framework is developed by the Next Steps in Signalling (NSIS) working group [21] . The main goal of NSIS is to provide a general model capable of supporting several signaling applications. Its QoS signaling protocol, denoted as QoS-NSLP (QoS-NSIS Signalling Layer Protocol) [22] is conceptually similar to RSVP but with additional requirements [23] which include: sender/receiver initiated requests support, bidirectional requests and the support of requests between arbitrary nodes. However, it does not support multicast. The design of QoS NSLP can be compared to the decoupling of RSVP from the IntServ architecture. This explains why a distinction is made in this approach between the operation of the signaling protocol and the operation of the Resource Management Function (RMF).
Mobility Enhancements
A QoS based handover management carried out at layer-2 demands a specific strategy suited for each type of wireless access network. Therefore, a QoS handover should be performed at layer-3 in order to have a common framework across different network access technologies.
Moreover, to enable QoS handover support to MIPv6, an optimized mobility management scheme with Fast (with strict delay bounds) and Smooth (with minimum losses of packets) handovers is mandatory. As mentioned earlier, the combination of FMIPv6 and HMIPv6 properties provides the anticipation of layer 3 handover so that data traffic could be efficiently redirected to the MN's new location with the same QoS context before it moves there as well as the performance enhancement of Mobile IPv6 with local bindings.
When speaking of a simple HMIPv6 description, the HMIPv6 introduces a new mobility agent, the MAP, which acts as an HA in MIPv6. The MAP intercepts all packets on behalf of the MN it serves and tunnels them to the MN's on-link Care-of-Address (CoA). In HMIPv6 there are two types of handovers: global and local. Local Handover occurs when the MN moves from an AR and uses the same movement detection heuristics as MIPv6, but instead of sending a BU (Binding Update) to the HA, it sends it to the Mobility Anchor Point (MAP). Global Handovers arise due to a change in MAP options advertised by the router advertisement message. Here, the MN must bind to a new MAP and send a BU to the HA. HMIPv6 reduces signaling outside the MAP domain in case of handovers within the same domain and may improve handover performance by reducing handover latency and packet losses since intra-domain handovers are performed locally [24] . The FMIPv6 improves IP connectivity latency by providing a new CoA when an MN is still connected to its current sub-net resulting an anticipation of layer 3 handover (see Figure 1) . Furthermore, the access routers are also able to enjoy this anticipation in the transfer of network-resident contexts, for instance, QoS context, security context and header compression, in conjunction with handover by means of Handover Initiate (HI) and Handover Acknowledgment (HAck) messages.
In conclusion, the use of both FMIPv6 and HMIPv6 (F-HMIPv6) is vital for any QoS architecture in mobile environments, since their mechanisms are able to provide the reduction of BU signaling latency because the intra-domain handovers are performed locally and handovers are seamless with the anticipation of layer 3 handover.
Related Work
Dynamic QoS provisioning architectures can be accomplished by using signaling protocols and admission control policies. IntServ [1] and Bandwidth Brokers for DiffServ [25] were the first dynamic QoS architectures proposals for wired networks. Since IntServ has scalability problems in large scale scenarios [3, 4] a few important enhancement proposals have been made in terms of core simplification [26] and traffic aggregation [27] so that they may make IntServ more scalable. BBs are centralized resource management entities and are very complicated to implement because they congregate several features into a single entity. Furthermore, in high dynamic networks such as wireless networks, rather being a solution, they can became the network bottleneck [28] . Besides the fact that both dynamic QoS architectures are based on deterministic resource reservations for the guaranteed service model, when enforced on mobile wireless networks, they will introduce extra signaling overhead due to QoS renegotiation in the new data path whenever an MN makes a handover.
Anyway, these architectures have been adapted with few improvements and adjustments for mobile reality and can be found in some research projects concerning QoS support in wireless environment such as, Broadband Radio Access for IP-based Networks (BRAIN) [29] and the Delivery and Administration of Location Independent Optimized Personal Services (DAIDALOS) [30] projects which develop a centralized QoS Broker to manage the request, the reservation and release of local resource. The Mobile IP based Network Developments (MIND) project [31] , which is a successor of the BRAIN project, proposes a solution based upon the use of RSVP for applications making their QoS requests; the use of admission control functionality solely on edge routers; coupling of mobility and QoS signaling with the Localized RSVP protocol, and finally, the use of Candidate Micro mobility Protocol (BCMP) micro mobility solution to improve mobility management.
Relating to scientific articles in [32] the authors proposed a QoS framework for end-to-end differentiated services in Mobile IPv6. For this purpose, they used the Common Open Policy Service -Service Level Specification (COPS-SLS) protocol [33] to make inter-domain SLS dynamic negotiations, and a new scheme for endto-end DiffServ context transfer over MIPv6. The context is used to re-establish DiffServ context in a new data path thus avoiding the re-initiation of COPS-SLS signaling from scratch.
The papers [34] and [35] integrate standard RSVP protocol with the HMIPv6 protocol in order to provide dynamic QoS provisioning and local registrations on Universal Mobile Telecommunication System (UMTS) environment.
In [36] the authors proposed the QoS-Conditionalized Handoff for Mobile IPv6 [36] . The key idea of QoSConditionalized Handoff for Mobile IPv6 is to employ the QoS hop-by-hop option piggybacked on a binding message of MIPv6 for providing the QoS signaling support in order to make a conditionalized handover based on the resource availability along the new data path towards new access router. This scheme is built over hierarchical mobile IPv6 in order to be suitable for micro mobility scenarios. This solution is disadvantageous because all nodes must be modified in order to implement this functionality.
In [37] Abd-Elhamid M. Taha et al. present a study concerning IntServ and Diffserv QoS extensions for mobility in the literature and then draw a comparison between them in terms of functionalities such as intradomain mobility, reliability on passive states, pre-reservation basis, MIPv6 compatibility and router recovery for handover. They conclude that the problem of mobility and resource management in IP networks still needs other solutions. They recommend an MPLS-based MIP solution, instead of the RSVP solution, because it allows a high level of abstraction and scalability.
Relating to mobile extensions or modifications in the standard RSVP, the first approach was the Mobile RSVP [38] . This protocol makes advanced reservations at multiple locations where a MN may possibly visit. Thus, when an MN moves to a new location, the resources are reserved in advance. The solution has the problem of create excessive resource reservations which may waste a significant part of the bandwidth and reduce the network performance.
In [39] authors combined Mobile RSVP with Hierarchical Mobile IP (HMRSVP). The main difference between MRSVP and HMRSVP is the local registration of MN and the advanced resource reservation which are only made when the MN proceeds an inter-domain handover, contrary to MRSVP which establishes reservations on all the MN's surrounding cells. The solution reduces the impact of Mobile RSVP's problems but still inherits the same framework problems of a significant processing burden and resource waste. Moreover, the solution is restricted to HMIPv6 networks therefore it does not interoperate with other mobility protocols such as MIPv6 or FMIPv6.
In [40] the authors introduce a Crossover Router (CR) entity to reduce the tunnel distance created by FMIPv6 protocol between the previous access router and the new access router. The CR is responsible for intercepting the packets intended to MN's previous CoA and then forwards them to the nAR. With regards to QoS guarantees, they extend Fast Binding Update (FBU) and Handover Initiate (HI) messages to inform the new access router of the MN's QoS requirements and then make an advanced reservation on the common data path. They claim that its solution outperforms MRSVP in terms of signaling cost, reservation re-establishment delay, and bandwidth requirements.
In [41] the authors develop a modified RSVP called MARSVP, Mobility-Aware Resource Reservation Protocol. The main idea of this solution is to convey the binding update and binding acknowledgment messages in two newly RSVP objects that should be embedded in the standard RSVP messages [20] . The solution implies certain modifications of MIPv6 and RSVP protocols as well as on end nodes.
More recently, the NSIS IETF working group has developed the Resource Management in DiffServ (RMD) [42] in order to meet the new QoS requirements imposed by wired and wireless networks. Resource Management in DiffServ uses resource reservations in edge routers and resource reservations or measurements in interior nodes to provide guaranteed services to applications. Despite the fact an RMD with an MBAC option on interior routers can reduce the processing load and signaling overhead, which has a similar approach to IntServ over DiffServ solution, this solution will probably incur on the same type of scalability problems.
Since all of the proposals stated above are based on the guaranteed service model when they are applied in high dynamic networks, such as mobile networks in the micro mobility scenarios, significant scalability problems may arise.
In conclusion, despite unquestionable improvements achieved by previous proposals, state information overhead, signaling overhead and processing load caused by frequent handovers are still not completely resolved in the existing QoS solutions for mobile environments.
Proposed QoS Model
Overview
This section presents the fundamental designs of the new network resource management scheme for mobile environments as well as a brief model's architecture description.
The integration of FMIPv6 and HMIPv6 mechanisms follows the recommendations of RFC 4110
1 , except in the proceeding of Handover Initiate (HI) and Handover Acknowledgment (HAck) messages which has been maintained between the previous access router and the new access router, as seen in the FMIPv6 protocol. When speaking of the MAP location, the adopted strategy was to use the MAP as a crossover router. Therefore, being the ingress node in a DiffServ domain, a common crossover router for all ARs, it is probably the best place to redirect traffic to any new data path [6] . Using the MAP as the crossover router can improve efficiency because, being the MAP a point of divergence between the previous and new ARs the delay and bandwidth between the MAP and the pAR can be optimized.
Regardless of the F-HMIPv6 connectivity improvement, it is also necessary to provide a different treatment to incoming and existing traffic with special QoS requirements, and also to give QoS support to mobility by re-establishing the QoS context that the MN had on the previous router on the new router whenever a handover occurs in order to maintain the QoS levels of the ongoing flows.
Therefore, the new resource management function in the nAR receives QoS context in advance by means of F-HMIPv6 handover layer-3 anticipation, i.e., before the MN moves to a new access router. The QoS context received in advance allows to anticipate the decision of the admission of new handover flows. The flows are admitted only if the QoS requirements of the existing and the incoming flows are fulfilled. As the establishment of QoS context on nARs is made before the handover 1 The experimental RFC 4140 has been updated by RFC 5380 takes place, the re-establishment of MN's QoS context on nAR from scratch is avoided. Furthermore, it allows to have a proactive resource management which is able to behave in accordance with the QoS requirements of existing and incoming traffic.
For optimization purposes and regarding a better use of existing resources, the coupling of mobility management and resource management is also accomplished. Clearly, a mobility-aware resource management scheme can adjust its resources more appropriately by having knowledge of the mobility events in advance. Hence, it is able to tune the resource management accordingly to mobile user mobility. In others words the implemented model is capable of perceiving the network traffic variations caused by handovers and react to them by means of mobility signaling messages of the F-HMIPv6.
The additional state information relative to the MN's QoS context located in ARs are conceptually organized in DiffServ classes (see Fig. 6 ).
With regards to state information overhead, signaling overhead and processing load problems caused by the guaranteed service model our approach effort has been to solve this problems with more relaxed QoS requirements i.e., with the predictive service model of the DiffServ QoS model. Furthermore, as the admission control scheme chosen is based on class traffic measurements, signaling, state information and processing load are minimized. The signaling requirements are minimal because the state information in routers is maintained resorting to measures.
A simple QoS signaling protocol is proposed for new flows entering in a domain making their QoS requests to the network. The QoS signaling protocol communicates both traffic specification and service specification of an incoming flow to ingress and egress routers. The traffic descriptor takes the form of a simple traffic descriptor with parameters of peak rate and DiffServ class. For handover flows, mobility signalization is used to convey QoS information, i.e., the access routers transfer network-resident QoS context in conjunction with handover messages by means of Handover Initiate (HI) and Handover Acknowledgment (HAck) messages.
Taking into account the heaviness of performing admission control in all network nodes, regarding the changes and overhead introduced, admission control should be left for critical points. Just as in mobile networks the most probable critical points are the ARs on account of wireless link constraints, the admission control is made on access routers as well as on ingress, which is the entering point of domain. The ingress router only makes admission control for new flows entering in domain whereas ARs make admission control for new and handover flows.
In order to implement the proposed resource management architecture, the major design issues were: to use DiffServ mechanism as the QoS model; to select the AR as the critical point in the end-to-end path; to define the RM function in the edge routers as a lower state information entity. The RM function implemented in access routers has, in addition to the class state information, the class state information per MN, this state information is the MN's QoS context in the AR.
The RM function entity only handles the QoS signaling messages of new flows as well as the F-HMIPv6 HI/HAck messages . These messages containing the requested QoS parameters are handled by the resource management function, which is responsible for coordinating the activities required to grant and reallocate resources in its AR.
The RM function entity consists of three elements:
1. QoS model -which implements Diffserv QoS mechanisms in order to provide a different treatment for priority traffic; 2. Admission Control scheme -the admission control determines whether or not a node possesses sufficient resources to support the requested QoS and; 3. Dynamic Allocator -to redistribute the allocated class bandwidth among classes in order to accommodate more flows for priority classes. The policer runs an algorithm that will be used to decide whether to admit, or reject flows. For new flows, the decision is based on inputs from the traffic descriptor as well as on measurements of the DiffServ class bandwidth against a given class threshold (which is the allocated bandwidth for that class). For a handover, the decision is based on inputs from the MN's QoS context in pAR and measurements of the DiffServ classes bandwidth per MN in nAR at the time of handover, against a given class threshold. Additionally, and if necessary, the dynamic allocator, which acts as bandwidth reallocation mechanism, dynamically redistributes the allocated bandwidth among classes with stricter QoS requirements in order to accommodate more handover flows in the priority classes. In this manner the resource management function can provide seamless mobility, allowing the maintenance of same the MN's QoS levels on a new access router. This is a result of its proactive (before MN moves to a new location) and dynamic The main advantage of using measurements for admission control is the fact that this scheme does not have to maintain any reservation states by means of a signaling protocol. Instead, the MBAC estimates the traffic levels i.e., predicted resource utilization, and admits flows whose resource needs are within its availability at the time of request. Once an admission decision is made, no record of the decision needs to be stored thus, it does not require a pre-reservation state nor an explicit release of reservation. The admission decision will be negative if the currently carried traffic, as characterized by an estimator, added to the application resource request exceeds the DiffServ class capacity.
The DiffServ domain interior nodes do not have admission control functionalities because it has been assumed that they have sufficient capacity for flows that might be admitted i.e., the constraints reside mainly in the wireless link, although, they are DiffServ aware. The transparency of DiffServ packets in the interior nodes caused by IP tunneling has been solved with the propagation of DSCP information in the packet header to the outer IP header as recommended in [10] .
Model -QoS Signaling
The adopted approach in this work in terms of QoS signaling has been to reduce the heaviness of signaling overhead i.e., to reduce the state variables and messages in transit thus, preserving the scarceness of wireless resources and also avoiding excessive signalization and processing load caused by handovers in protocols such as RSVP and NSIS. As the architecture is based on estimations, it does not require a complex signaling protocol. The signaling protocol is only used for the new applications to express their service requests to the network. Service requests contain a traffic descriptor describing the worst case application traffic behavior. The CN uses a Signaling Agent (SA) to request services from network; this SA is responsible for the delivery of all service request messages. Signaling Request (SA-REQ) messages contain the traffic description that will be the input of the RM function. The message contains two parameters: Desired Bandwidth and DiffServ Class. The Signaling Agent sets the desired bandwidth and class such that each RM function on path can read and interpret those parameters. If one of the RM functions in the path fails to satisfy the desired QoS, the receiving Signaling Agent generates a negative Signaling Confirmation (SA_CONF) message to the SA initiator (the CN) with a negative decision, and the flow is blocked. Otherwise, the receiving Signaling Agents set the SA_CONF with a positive decision and forwards towards AR's SA, when the message arrives at AR, it sends the message back with the admission decision to the SA initiator. A two-way transaction procedure has been used to populate the QoS parameters. Whatever application is in use the application layer should rerequest a new connectivity. In case of adaptive applications such as MPEG-4, we could take advantage of their typical hierarchical structure to give different priorities to MPEG-4 layers, however it is up to the application layer to decide what is the best approach.
With regards to handover flows, an in-band solution has been used. This in-band solution couples the mobility and the QoS messages.
This orchestration of mobility and QoS messages allows the synchronization of both managements. Here, the mobile handover signaling message triggers the resource management before handover occurs providing a proactive behavior for both managements thus enabling an easy adaptation of the AR's configuration before a handover occurs. Now a description of the signaling process that involves making an handover will be provided. Therefore, whenever an MN wishes to change its point of attachment it must request a new CoA address from AR. The pAR receives the message, and sends a message to MN with the CoA address. Next, a HI message containing the MN's QoS context is sent to nAR. The new access router receives the HI message and processes the mobility and respective resource management func- tions. The result of the mobility and resource management processes will be returned to the previous access router on a HAck message. The result of the resource management process will be the acceptance of flows if there are sufficient resources to accommodate the new flows, otherwise, flows are rejected. The ARs have perclass state information and state information concerning MN's QoS context within the AR. When speaking of a MN with multiple ongoing sessions comprising more than one flow and each session with a different class of service, the decision is based on inputs from the MN's QoS context as well as on measure class bandwidth being used in the new access router at the time of handover. If the computed resources for a given class are insufficient, it refuses all sessions belonging to that class. Otherwise, it admits them with or without bandwidth re-allocation. The end result of this operation is that only MN sessions within a class that does not violate the QoS resources in the nAR will be transferred, the others will be aborted and the CNs involved with those sessions are signalized.
The steps of the handover process in this new architecture are described below (see Figure 3) 
Resource Management Function Behavior
The resource management in the standard DiffServ model contrary to IntServ is statically managed. Hence, to enable the resource allocation of the DiffServ network with dynamic QoS provisioning, the resource management of standard DiffServ has been extended with explicit setup mechanisms, in order for applications to request resources from the network. Therefore, the DiffServ resource management function has been extended with an admission control scheme and a QoS signalization. AC algorithms limit the number of flows to be admitted into the network so that each individual flow may get the desired QoS. Therefore, they provide the availability of the link to carry traffic load. For inelastic real-time traffic, such as Voice over Internet Protocol (VoIP) or video conferencing, having AC mechanisms is fundamental for the proper functioning of those applications. AC will determine whether the available resources in the network can support the requirements of new flows and of handover flows when an MN changes to a new AR. For more flows be admitted in priority classes the AC algorithm has been endowed with a dynamic allocator which increases the allocated bandwidth for priority classes by redistributing the bandwidth assigned for BE class. The state information required for making the AC decisions are grouped into two categories: QoS context (bandwidth in use in each class at pAR by MN, at the handover instant) and router status (load in each class at nAR).
QoS context is extracted from a TSWE that measures the actual bandwidth load, per class, on behalf of the MN. When the MN intends to move towards a new router, its QoS context on current the AR is sent to the nAR through a HI message of F-HMIPv6. After receiving the QoS context, the nAR checks its resource availability (see Eq. 4) using the class AC that verifies if the requested CBw for MN plus the estimated CBw in the nAR, is less than or equivalent to the allocated bandwidth for the given class at nAR. If the available resources are insufficient, the flows belonging to that class are refused, otherwise it admits them. Therefore, only the handover flows within a class satisfying the Eq. 4 will be transferred. In doing so, it always ensures the same QoS level to the admitted flows at AR. In this architecture, the transfer of the MN's handover flows to the new AR is conditioned by class resource availability in nAR and by MN's QoS context. Regarding state information, it should be noted that ARs only store the estimated bandwidth for each DiffServ class and the bandwidth in use in each DiffServ class by MN at pAR. (see Fig. 6 ). The policies deployed in ARs have been the following
where D is the number of DiffServ classes, Bw is the occupied bandwidth, Class is the sum of the aggregated traffic on a class i and C is the link capacity.
Equation 2 determines the bandwidth in use in a given Class, where S is the number of sessions on that class.
Equation 3 determines the bandwidth occupied by a session,
where F is the number of flows on a given session. Where a session is defined as an association between a CN and a MN related to a data flow. The same corresponding node and a MN may have more than one session active at any one time. A flow is associated with a Fig. 4 Data Hierarchy certain session. Usually, there is only one data flow for a given session, but can be more than one (see Figure  4) .
The ClassCntxt is the MN's QoS context that will be transferred to the nAR. When RM function of nAR receives the ClassCntxt, its AC will decide based on the Eq. 4 which MN's flows it will be accepted or rejected,
where T is the bandwidth initially allocated for Class i and ∆max i is the maximum bandwidth variation, i.e., is the maximum bandwidth reallocation value that can be given for Class i .
For new flows that want to transmit its traffic to the network, the AC decisions are based on the following policy:
where Class is the sum of the aggregated traffic on class i and the F low is the requested bandwidth.
Dynamic Allocator
This architecture element deals with the problem of providing an adaptive management and efficient autoconfiguration of AR's resources whenever a handover occurs. Therefore, in order to ensure a certain network stability, the admission control algorithm uses an analytical model to dynamically reconfigure the allocated bandwidth for a priority class thus enabling CBw redistributions. The bandwidth reallocation mechanism is based on the hysteresis method (see Fig. 5 ).
The dynamic allocator's goal is to achieve a better resource utilization while simultaneously increasing the number of accepted flows in the priority classes. The bandwidth that needs to be reallocated is calculated based on MN's QoS context and by the current router state. Thereby, ARs can dynamically adapt their configurations whenever a handover occurs, in order to maintain the QoS levels for mobile user. Furthermore, it can induce the increase of accepted handover flows, because it takes the bandwidth necessary for priority MN's flows from the bandwidth of BE class by reallocating more bandwidth for the priority classes and decreasing the allocated bandwidth for BE class in order to accomplish the MN's QoS requirements. Equations 6 and 7 present the policy defined to share the BE's bandwidth among the priority classes.
The implemented scheme leads to a very predictable and stable behavior on the reallocation mechanism by making fixed bandwidth re-allocations steps (see equation 8).
The admission control algorithm accepts MN's handover flows until the maximum bandwidth variation for a given class i can be reached ( max i ). For instance, assuming that a MN starts with a handover procedure to move to a new AR and at that moment the number of steps which are necessary to reallocate is 3 (3 = #steps i ). In this scenario, the dynamic allocator will reallocate the following bandwidth
The reallocated bandwidth is released in fixed step sizes accordingly to measure bandwidth utilization in the class i. The release of the reallocated bandwidth stops when the measure bandwidth utilization is less than or equal to the bandwidth initially allocated for Class i (T i ).
Simulation Results
Simulation Setup
The proposed architecture [43] has been implemented on the network simulator version 2 (ns-2) [44] (version ns-2.29 patched with IEEE 802.21, HMIPv6 and FMIPv6 extensions). The simulation environment has been restricted to a single DiffServ domain where FHMIPv6, DiffServ over tunnels and the proposed RM functions have been implemented.
The simulation topology (see Figure 6 ) has been set up with: two ARs (pAR and nAR) and ten MNs. Initially, eight of the ten MNs are located in the pAR and the other two MNs are located in nAR. All MNs are receiving Constant Bit Rate (CBR) flows, marked within four different DiffServ Classes, originated in fixed correspondent nodes, somewhere in other DiffServ domain (see Table 1 ). In order to simulate traffic voice, the flows generated for class 1 have been modeled with CBR, the reason why CBR flows were used relates to the fact that real-time traffic must have a constant transmission rate in order to work properly.
All flows start at different time instants, within the period 0-80 seconds. The respective topology has been designed with two main objectives:
1. to study the traffic behavior during MN's handover, and; 2. to evaluate the impact that the incoming MNs have on the existing traffic.
Hence, to cope with the first objective the simulated scenarios have been configured with one of the eight MNs moving towards nAR at a fixed instant in time, in order to have a deterministic behavior in this MN, and the others move at random times in a time range between 50 and 100 seconds. To cope with the second objective, the simulated scenarios have all the eight MNs moving towards nAR at random times between 50 and 100 seconds. The overload stressing conditions on nAR, after all MNs handovers have been processed, is approximately 133%. Despite the fact that link capacity for IEEE 802.11 was set with 1Mbps on ns-2, the available bandwidth on medium i.e., the maximum guaranteed throughput that can be transmitted between the base station and the MN without disruption of any ongoing flow in the network, is only 35% (350Kbps) of the base bandwidth [45] . This is because of its carrier sense mechanism that whenever a node needs to send a frame it needs to contend for medium access, thus it cannot transmit its frame until the medium is free.
To evaluate the proposed architecture, four distinct scenarios were implemented. The first scenario has been implemented with the proposed FMIPv6 and HMIPv6 integration. The second scenario aims to present the solution of IP tunnels problem and has therefore been implemented on F-HMIPv6 the DiffServ over tunnels solution. The third scenario has been used to illustrate the proposed dynamic QoS provisioning for standard DiffServ RM. For this, the explicit QoS signalization and the proposed admission control scheme has been added to DiffServ RM. In the fourth and final scenario, besides having the dynamic QoS provisioning, it also contains the dynamic allocator, in order to illustrate the adaptive behavior of the proposed RM scheme. These scenarios have been named as:
i) A -F-HMIPv6; ii) B -A + DiffServ over Tunnels; iii) C -B + Admission Control; iv) D -C+ Dynamic Allocator.
Each of these scenarios has been simulated one hundred times and then submitted to statistical treatment using R software [46] .
Note that in the last two scenarios, whenever an MN intends to move towards a new router, its QoS context will be submitted to a class-based AC in order to evaluate resource availability in the nAR; therefore in these scenarios only the flows that belong to the accepted classes will be transferred to nAR.
Traffic Behavior with MN's Handover
This section analyses the behavior of the different classes of traffic in an MNs before, during and after the handovers. For this purpose, one of the MNs moving to nAR has been selected. Therefore, the graphics presented in this section were generated from classes of traffic of this single MN.
Scenario A
To facilitate the analysis, traffic flows in this scenario have been aggregated in the same manner as in the DiffServ configurations even though they do not have any differentiated treatment in a congestion scenario. Figure 7 illustrates the mean throughput of the four Results suggest that when an MN makes a handover to nAR, classes are equally treated, only gradually decreasing their throughput when the link becomes more congested. The standard deviation is greater when the MN starts the handover. After the handover only presents a slight variation in the transmission rate. Figure 8 shows the cumulative function of the class 1 throughput for scenario A as well as its correspondence to the normal distribution when set with the same mean and standard variation of the class 1 throughput. As can be seen in this scenario, throughput varies from 4Kbps to 10Kbps and only about 10% of flows can obtain the required 10Kbps of transmission rate. This is easily explained because all traffic classes had the same treatment thus, when the link becomes congested, traffic competes for bandwidth without any kind of privilege for traffic belonging to applications that require same QoS guarantees. Figure 9 shows the cumulative function of class 1 throughput for scenario B and its correspondence with the normal distribution. DiffServ has been configured with a Priority Queueing (PRI) scheduling mechanism in order to decide which packet should be transmitted when the link experiences congestion [47] . The figure illustrates that in this scenario, approximately 90% of the flows in Class 1 had the required 10Kbps of transmission rate. However, it should be noted that class 1 is the highest priority DiffServ class and does not have any traffic limits within its class therefore, it could affect or could even cause starvation in lower priority classes. These starvation effects in lower priority classes may happen if the resource management does not control the excess of traffic within a class. In figure 10 , when handover occurs, the link becomes saturated consequently, class 4 starts to decrease its throughput until it enters starvation around second 145 and class 3 also starts to decrease its throughput. After the MNs handovers, the standard deviation also increases in two lower classes (3 and 4). Figure 11 provides the mean throughput results of MN's classes for the scenario C. The results indicate that all priority classes, with the exception of class 4, because this class is for Best Effort traffic and therefore it is not subject to admission control decisions, had rejected flows thus, the mean throughput of classes were substantially reduced, this is specially true for class 1 whose mean decrease to 64% when compared to the initial throughput. Figure 12 shows the cumulative function of the class 1 mean throughput for scenario C and its correspon- dence to the normal distribution when set with the same mean and standard deviation throughput values of class 1. The AC components i.e., its measure sum algorithm and TSWE have been configured with the following parameters: 10% BA (Bandwidth Allocation) for Class 1, 20% BA for Class 2 and 30% BA for Class 3 and the remaining 40% for Class 4 (Best Effort); 3 seconds for window size (T), 0.7 seconds for sample period (S) and 0.0625 seconds for average arrival rate estimation (W). The figure illustrates that almost 40% of flows were rejected, although almost all of accepted flows have obtained 10Kbps of transmission rate. MNs have achieved the required QoS for class 1 because the amount of traffic in this traffic has been limited by the AC algorithm. As a significant percentage of moving flows have been rejected to preserve the QoS levels in class 1 without taking into account if there is available bandwidth in other classes to reallocate for class 1, the resource utilization is not optimized therefore, there resources were wasted.
Scenario B
Scenario C
Scenario D
In Figure 13 results show that in scenario D there has been a significant improvement on the amount of accepted flows belonging to priority classes. In the priority classes 1, 2 and 3, the mean throughput after MNs handovers was sharply increased when compared to scenario C. Thus, as a consequence of the growth of accepted flows, the link utilization in the AR also increased. Figure 14 shows the cumulative function of class 1 mean throughput for scenario D and its normal distribution correspondence with the same mean and standard deviation values. It is interesting to observe from the figure a significant improvement of rejections that dramatically decreased to approximately 2%. Furthermore, almost all of the accepted flows obtained 10kbps of bandwidth which results in a normal distribution for class 1 with a mean throughput of 9.4Kbps and a standard deviation of 2.4kbps. This improvement is due to the dynamic allocator that makes a more efficient use of resource utilization by making bandwidth re-allocations when a given priority class requires more bandwidth.
As class 1 throughput that has been collected from MNs follows a normal distribution, it is possible to apply parametric statistical tests. The statistic test that is most commonly used for assessing if there is a significant difference between two sample means is Student's test. In this work, a two sample location test of the null hypothesis was used to compare the mean throughput of scenarios C and D. The t student p-value for a confidence interval of 95% was 2.2e-16 what means that the null hypothesis is false, i.e., as expected the mean throughput of class 1 of scenarios C and D are not equal. The throughput quartiles for both scenarios were also computed. The scenario C has showed a lower quartile of 0.0, a median of 9.94 and upper quartile of 10.0. Whereas scenario D showed a lower quartile of 9.98, a median of 9.999 and upper quartile of 10.0. The quartiles reveal that in scenario C at least 25% of flows had 0.0Kbps of throughput, what means that were rejected. By analyzing the results one can conclude that scenario D has achieved a better mean throughput, which is a consequence of having more flows accepted. 
Impact of Incoming MNs on the Existing Traffic
This section analyses the MN's traffic behavior in nAR in order to evaluate how the existing traffic is affected by the incoming MN's traffic. For this purpose one of the MNs in the scope of nAR has been selected to collect data. Therefore the results shown in this section refer to this MN. As stated before, MNs start to move towards nAR randomly between second 50 and 100 therefore, nAR will become progressively congested with the arrival of eight MNs.
Scenario A
In this scenario, the results indicate that the existing traffic was severely and equally reduced with the incoming MNs. The class 1 throughput was affected by the incoming MNs traffic causing a significant decrease of %25 in its throughput. With regards to the standard deviation in class 1 throughput there is a variation of %5 around the mean throughput caused by the arrival of MNs at nAR which begin to congest the link.
In terms of delay the results show that after the MNs arrived at nAR the delay in the class 1 of the existent traffic dramatically increased to 12 seconds and had also very high standard deviation values (1000ms) with the link congestion.
Scenario B
In this scenario, as expected the results show the typical behavior of DiffServ with PRI scheduling, where the most priority classes, class 1 and 2, are primarily served and therefore, they maintain their throughput. However, class 3, a lower priority class, starts to decrease its throughput and class 4 with BE traffic enters starvation when the link becomes congested. The results also show a slight decrease of 0.2% in the class 1 average throughput and also a slight standard deviation of 0.3% with the link congestion.
The class 1 delay in this scenario had increased gradually to approximately 57ms with the link congestion while standard deviation maintains regular and reasonable values (5ms) of variation.
Scenario C
The results reveal that priority classes were not affected with the incoming MNs, only class 4 (Best Effort traffic) has been affected as expected since it has not been submitted to admission control. The class 1 throughput shows an insignificant decrease (0.01%) and variation (0.02%) when the channel is more congested.
When speaking of the delay in class 1, it slightly increases (+10ms) when the link is more congested while in the other cases it remains unchanged. Therefore, it can be concluded that the effect of the incoming traffic on the existent priority traffic in this scenario could be considered as being perfectly negligible.
Scenario D
In this scenario, the MN's priority traffic was not affected by incoming MNs as in scenario C. The most obvious difference in scenario C is that class 4 had a higher mean throughput reduction (Scenario C: 25% and scenario D: 50%), and also an increase of standard deviation (Scenario C: 5% and scenario D: 10%). This is a consequence of accepted flows have increased in priority classes which leads to a traffic increment within priority classes and thereby an elevated reduction in the class 4 throughput due to its reallocation to other priority classes.
The results in this scenario for class 1 throughput are very similar to the results in scenario C, but with a slightly increase in standard deviation (0.04%) than in scenario C when the link is congested. Even with more accepted flows in the priority classes, the flows belonging to priority classes can get a similar mean throughput when link is congested. The average delay in this scenario also slightly increases (+20ms) with the incoming MNs.
The t student p-value for a confidence interval of 95% was 0.1491 which means that the null hypothesis is true, i.e., that mean throughput for scenarios C and D is equal . The calculated throughput quartiles for both scenarios were also almost equal which reveals that even with more flows accepted in the priority classes the existent priority traffic is not significantly affected by the incoming traffic. In conclusion, the impact of incoming traffic on the existent priority traffic, in terms of throughput and delay, can be considered meaningless in this scenario.
Conclusions
This new architecture proposes an enhancement of FHMIPv6 micro-mobility management scheme enabling support for QoS. For this purpose, a new resource management function for the DiffServ model has been designed, implemented and tested. The implemented RM function is a scalable solution based on a class MBAC algorithm and feed by a simple QoS signaling [47] .
The whole architecture has been conceptualized at the network layer, in order to provide a common framework across different access technologies. The architecture reduces signaling overhead because it uses an inband message with mobility and QoS information, and avoids congestion overload on the nAR by implementing a measure-based AC and reallocation mechanism to support handover decision.
Furthermore, it also provides the control of mobility with a seamless capability, allocating the mobile QoS requirements in advance on the nAR thus, leading to a reduction in delay, packet loss and jitter, both during handover and after it. Being a measurement-based solution, it does not have to keep soft-state reservations, it offers a simple traffic descriptor and exhibits a reasonable adaptable behavior suitable to very dynamic mobile networks.
The RM function implemented in the Access Routers has the ability to evaluate the impact of admitting the incoming MN flows before the MN moves to the router, thus preventing QoS deterioration of existing traffic. The handover process is policed by the RM function which reacts in accordance to handover QoS requirements by reallocating bandwidth in order to accommodate more flows in the priority classes. This reallocation scheme is based on the hysteresis method which ensures and provides a certain stability and adaptability to the network, leading to a perceived QoS improvement in terms of throughput and delay from a mobile customer's point of view.
Furthermore, from the network operator's point of view, this solution could also reduce network resource under-utilization, and consequently increase ISP revenues.
In future work, we intend to apply optimization functions in order to adjust the reallocation parameters for each class of traffic so that the link utilization can be maximized and to extend the architecture to multiple heterogeneous domains.
