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The independence number α(G) of G is deﬁned as the maxi-
mum cardinality of a set of pairwise non-adjacent vertices which
is called an independent set. In this paper, we characterize the
graphs which have the minimum spectral radius among all the
connected graphs of order n with independence number α ∈{
1, 2,
⌈
n
2
⌉
,
⌈
n
2
⌉
+ 1, n − 3, n − 2, n − 1
}
.
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1. Introduction
All graphs considered here are connected and simple. For a graphG, we denote its vertex set by V(G)
and edge set by E(G). For S ⊆ V(G), let G[S] be the subgraph induced by S. The set of the neighbors
of a vertex v is denoted by NG(v). We denote by δ(G) and(G) the minimum and maximum degrees,
respectively, of vertices of G. The complement of a simple graph G is denoted by Gc . Let ω(G) be the
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clique number of G and α(G) be the independence number of G. Clearly, α(G) = ω(Gc). Let A(G) be
the adjacency matrix of a graph G. The spectral radius ρ(G) of G is the largest eigenvalue of A(G). The
Perron vector X = {xv1 , xv2 , . . . , xvn} is the non-negative eigenvector to ρ(G), where xvi corresponds
to vertex vi. Obviously, Perron vector is a positive vector for a connected graph.
The investigation on the relationships between spectral radius and other graph invariants (e.g.,
diameter, domination number, chromatic number and so on) is an important topic in the theory of
graph spectra. There are some papers about the (Laplacian) spectral bounds for clique and indepen-
dence numbers of graphs (see [8,15]). In particular, Nikiforov [10] showed that the Turán graphs attain
themaximum spectral radius with a given clique number and Stevanovic´ and Hansen [13] determined
the extremal graphs which attain the minimum spectral radius with a given clique number. In this
paperwe study theminimum spectral radius of connected graphswith a given independence number.
In [3], vanDamandKooij determined the extremal graphswhich have theminimumspectral radius
when diameter D ∈
{
1, 2,
⌈
n
2
⌉
, n − 3, n − 2, n − 1
}
. Similarly, it is difﬁcult to characterize extremal
graphs which have minimum spectral radius among all the graphs with a given general indepen-
dence number. However, the problem is still interesting if we restrict the discussion to some special
independence numbers.
Let Gn,α be the set of connected graphs on n vertices with independence number α. In Section
2, we consider graphs with independence number α ∈
{
1,
⌈
n
2
⌉
,
⌈
n
2
⌉
+ 1, n − 1
}
. In Section 3, we
determine graphswith independencenumberα ∈ {n − 2, n − 3}. In Section4,we characterize graphs
with independence number α = 2.
2. Graphs with independence number α ∈
{
1,
⌈
n
2
⌉
,
⌈
n
2
⌉
+ 1, n − 1
}
Among all the connected graphs on n vertices the complete graph Kn has the minimum indepen-
dence number α = 1 and the star K1,n−1 has the maximum independence number α = n − 1. It is
clear that Kn is the unique graph with the minimum spectral radius in Gn,1 and K1,n−1 is the unique
graphwith theminimumspectral radius inGn,n−1.Wewill next consider the graphswith theminimum
spectral radius in Gn, n2 and Gn, n2+1.
Lemma2.1 [2].Ofall connectedgraphsonnvertices, thepathPn has theminimumspectral radius; ρ(Pn) =
2 cos
(
π
n+1
)
.
Theorem 2.2. The path Pn is the unique graph with minimum spectral radius in Gn, n2.
Proof. Since Pn has independence number α =
⌈
n
2
⌉
, Theorem 2.2 follows immediately from
Lemma 2.1. 
Lemma 2.3 [12]. The only connected graphs on n vertices with spectral radius smaller than 2 are the path
Pn, the graph Dn depicted in Fig. 1 and the graph E6, E7 and E8 depicted in Fig. 2.
Fig. 1. The graph Dn .
Fig. 2. The graphs E6, E7, E8.
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Fig. 3. The graph D˜n−1.
Fig. 4. The graphs E6, E7, E8.
Clearly, α(Dn) =
⌈
n+1
2
⌉
,α(E6) = 3,α(E7) = 4 and α(E8) = 4.
Lemma2.4 [12]. The only connected graphs on n vertices with spectral radius equal to 2 are the cycle graph
Cn, the graph D˜n−1 depicted in Fig. 3 and the graphs E˜6, E˜7, E˜8 depicted in Fig. 4.
It is obvious that α(Cn) =
⌊
n
2
⌋
,α(D˜n−1) =
⌈
n
2
⌉
+ 1,α(˜E6) = 4,α(˜E7) = 5 and α(˜E8) = 5.
Theorem 2.5. Let H ∈ Gn, n2+1 have the minimum spectral spectral radius, then H ∼=Dn if n is even and
H ∼= D˜n−1 otherwise.
Proof. If n is even, then
⌈
n
2
⌉
+ 1 =  n+1
2
. By Lemma 2.3, we have H ∼=Dn. If n is odd, then ρ(H)
must be greater than or equal to 2, since for each graph mentioned in Lemma 2.3, the independence
number is not equal to
⌈
n
2
⌉
+ 1. By Lemma 2.4, D˜n−1 is the unique graph whose spectral radius is 2
and independence number is
⌈
n
2
⌉
+ 1. Thus H ∼= D˜n−1. 
Similarly, we can conclude that if H ∈ Gn,	 n2
 has the minimum spectral radius, then H ∼= Pn if n is
even and H ∼= Cn otherwise.
3. Graphs with independence number α ∈ {n − 2, n − 3}
Let G1(s1, t1) be a graph on n vertices obtained from an edge v1v2 by attaching s1 pendant edges to
v1 and t1 pendent edges to v2,where s1 + t1 = n − 2. Let G2(s2, t2) be a graph on n vertices obtained
from G1(s2, t2) by subdivision of the edge v1v2, where s2 + t2 = n − 3 (see Fig. 5).
Theorem 3.1. For any graph G ∈ Gn,n−2, ρ(G) ρ
(
G2
(
 n−3
2
, 	 n−3
2


))
and equality holds if and only
if G∼= G2
(
 n−3
2
, 	 n−3
2


)
.
Let H1(s1, t1, k1) be a graph obtained from a path v1v2v3 by attaching s1 pendent edges to v1, t1
pendent edges to v2 and k1 pendent edges to v3, where s1 + t1 + k1 = n − 3. Let H2(s2, t2, k2) be a
graph obtained from H1(s2, t2, k2) by the subdivision of the edge v1v2, where s2 + t2 + k2 = n − 4.
Let H3(s3, t3, k3) be a graph obtained from H1(s3, t3, k3) by the subdivision of the edges v1v2 and v2v3,
where s3 + t3 + k3 = n − 5. LetH4(s4, t4, k4) be a graph obtained fromH2(s4, t4, k4) by replacing v2v3
with v3v4, where s4 + t4 + k4 = n − 4 (see Fig. 6).
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Fig. 5. The graphs G1(s1, t1), G2(s2, t2).
Fig. 6. The graphs H1(s1, t1, k1), H2(s2, t2, k2), H3(s3, t3, k3), H4(s4, t4, k4).
Theorem 3.2. For any graph G ∈ Gn,n−3 with n 9,
1© If n = 3m, thenρ(G) ρ(H3(m − 1,m − 3,m − 1)) and equality holds if and only if G∼=H3(m −
1,m − 3,m − 1).
2© If n = 3m + 1, then ρ(G) ρ(H3(m − 1,m − 2,m − 1)) and equality holds if and only if G∼=H3
(m − 1,m − 2,m − 1).
3© If n = 3m + 2, then ρ(G) ρ(H3(m,m − 3,m)) and equality holds if and only if G∼=H3(m,m −
3,m).
3.1. Known results
Before giving the proof of Theorem 3.1 and Theorem 3.2, we present some basic lemmas.
Lemma 3.3 [6]. Let v be a vertex in a graph G and suppose that two new paths P : vv1v2 . . . vk and
Q : vu1u2 . . . um of length k,m(km 1) are attached to G at v, respectively, to form a new graph Gk,m.
Then ρ(Gk,m) > ρ(Gk+1,m−1).
Lemma 3.4 [16]. Let u, v be two distinct vertices in a connected graph G, {vi|i = 1, 2, . . . , s} ⊆ NG(v)\
NG(u). X = (x1, x2, . . . , xn)T is the Perron vector of G, where xi is corresponding to vi (1 i n). Let
G∗ = G − vv1 − vv2 − · · · − vvs + uv1 + uv2 + · · · + uvs. If xu  xv, then ρ(G∗) > ρ(G).
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An internal path of G is a sequence of vertices v1, v2, . . . , vk with k 2 such that:
(1) the vertices in the sequence are distinct (except possibly v1 = vk);
(2) vi is adjacent to vi+1(i = 1, 2, . . . , k − 1);
(3) the vertex degrees satisfy d(v1) 3, d(v2) = · · · = d(vk−1) = 2 (unless k = 2) and d(vk) 3.
Lemma 3.5 [4]. Suppose that G D˜n−1 and uv is an edge on an internal path of G. Let Guv be the graph
obtained from G by the subdivision of the edge uv (i.e., by deleting the edge uv, adding a new vertex w and
two new edges uw and wv). Then ρ(Guv) < ρ(G).
Lemma 3.6. Let G1 and G2 be two graphs.
(i) [4, 6] If G2 is a proper subgraph of G1, thenρ(G2) < ρ(G1) and P(G2, λ) > P(G1, λ) forλ ρ(G1).
(ii) [6] If P(G2, λ) > P(G1, λ) for λ ρ(G1), then ρ(G2) < ρ(G1).
Lemma 3.7 [2]. Let e = uv be a cut edge of G. Then P(G, λ) = P(G − e, λ) − P(G − u − v, λ).
Lemma3.8 [7]. LetG beaconnectedgraphandu, v ∈ V(G),whereG − u∼= G − v.Suppose that snewpen-
dent edges {uw1, uw2, . . . , uws}areattached toG atuand t newpendent edges {vws+1, vws+2, . . . , vws+t}
are attached to G at v to form a new graph Gs,t(s t  1). Then
ρ(Gs+1,t−1) > ρ(Gs,t).
In particular,
ρ(Gs+t,0) > ρ(Gs+t−1,1) > · · · > ρ
(
G s+t2 ,	 s+t2 

)
.
3.2. Proof of Theorem 3.1
We ﬁrst consider the case α = n − 2. Note that G1(s1, t1), G2(s2, t2) ∈ Gn,n−2 (see Fig. 5).
Lemma 3.9. For s 1, t  1 and s + t = n − 2, we have ρ(G1(s, t)) > ρ(G2(s − 1, t)).
Proof. Without loss of generality, we assume that s t.
If s > 2and t  2, applying theoperationof Lemma3.5 toedgev1v2 ofG1(s, t),weget agraphG∗1(s, t)
withρ(G1(s, t)) > ρ(G
∗
1(s, t)). Note thatG2(s − 1, t) is a proper subgraph ofG∗1(s, t). By Lemma 3.6(i),
ρ(G∗1(s, t)) > ρ(G2(s − 1, t)). Thus ρ(G1(s, t)) > ρ(G2(s − 1, t)).
If s = t = 2, then G1(2, 2)∼= D˜5. By Lemma 2.4, ρ(G1(2, 2)) = ρ(D˜5) = ρ(D˜6) = 2. Since G2(1, 2)
is a proper subgraph of D˜6, then ρ(D˜6) > ρ(G2(1, 2)). Hence ρ(G1(2, 2)) > ρ(G2(1, 2)).
If s t = 1, it follows from Lemma 3.3 that ρ(G1(s, t)) > ρ(G2(s − 1, t)). 
Proof (of Theorem 3.1). Suppose thatG has theminimum spectral radius in Gn,n−2.We assume, without
loss of generality, that the maximal independence set S of G is {v3, v4, . . . , vn}. Each vertex of S is
adjacent to at least one of {v1, v2}. Since α(G) = n − 2,min{|NG(v1) \ {v2}|, |NG(v2) \ {v1}|} 1.
If (NG(v1) \ {v2})⋂(NG(v2) \ {v1}) = ∅, then G∼= G1(s1, t1), where s1  t1  1 and s1 + t1 = n −
2. However, by Lemma 3.9, we have ρ(G) > ρ(G2(s1 − 1, t1)), which contradicts the definition of
G. So (NG(v1) \ {v2})⋂(NG(v2) \ {v1}) /= ∅. It follows from Lemma 3.6(i) that G∼= G2(s2, t2), where
s2 + t2 = n − 3. By Lemma 3.8, we have further G∼= G2
(⌈
n−3
2
⌉
,
⌊
n−3
2
⌋)
. 
3.3. Proof of Theorem 3.2
Nowwe consider the case α = n − 3. Note that H1(s1, t1, k1),H2(s2, t2, k2),H3(s3, t3, k3),H4(s4, t4,
k4) ∈ Gn,n−3 (see Fig. 6).
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Lemma 3.10. Let G ∈ Gn,n−3(n 9) have theminimumspectral radius, thenG is isomorphic to some graph
H3(s, t, k) with s + t + k = n − 5.
Proof. We assume, without loss of generality, that the maximal independence set S of G is {v4, v5,
. . . , vn}. Let N∗G(v1) = NG(v1) \ {v2, v3},N∗G(v2) = NG(v2) \ {v1, v3} and N∗G(v3) = NG(v3) \ {v1, v2}.
Each vertex of S is adjacent to at least one of {v1, v2, v3}. Since α(G) = n − 3,min{|N∗G(v1)|, |N∗G(v2)|,|N∗G(v3)|} 1. Now, we distinguish the following four cases.
Case 1. N∗G(v1) ∩ N∗G(v2) = ∅,N∗G(v1) ∩ N∗G(v3) = ∅ and N∗G(v2) ∩ N∗G(v3) = ∅. It follows from
Lemma 3.6(i) that G∼=H1(s1, t1, k1), where s1  1, t1  1, k1  1 and s1 + t1 + k1 = n − 3. By similar
reasoning as the proof of Lemma 3.9, we can obtain a contradiction.
Case 2. N∗G(v1) ∩ N∗G(v2) /= ∅,N∗G(v1) ∩ N∗G(v3) = ∅ and N∗G(v2) ∩ N∗G(v3) = ∅. It follows from
Lemma 3.6(i) that G∼=H2(s2, t2, k2), where k2  1 and s2 + t2 + k2 = n − 4. By similar reasoning
as the proof of Lemma 3.9, we can obtain a contradiction.
Case 3. N∗G(v1) ∩ N∗G(v2) /= ∅,N∗G(v2) ∩ N∗G(v3) /= ∅,N∗G(v1) ∩ N∗G(v2) ∩ N∗G(v3) = ∅. It follows
from Lemma 3.6(i) that G∼=H3(s3, t3, k3), where s3 + t3 + k3 = n − 5.
Case 4.N∗G(v1) ∩ N∗G(v2) ∩ N∗G(v3) /= ∅. It follows from Lemma 3.6(i) that G∼=H4(s4, t4, k4), where
s4  1, t4  1 and s4 + t4 + k4 = n − 4. Let X = (x1, x2, . . . , xn)T be the Perron vector of H3(s4, t4 −
1, k4), where x4 and x5 are corresponding to v4 and v5, respectively. If x4  x5, by Lemma 3.4, we have
ρ(H3(s4, t4 − 1, k4)) < ρ(H3(s4, t4 − 1, k4) − v3v5 + v3v4). Note that G∼=H3(s4, t4 − 1, k4) − v3v5+ v3v4, a contradiction. If x4 < x5, similarly, we can obtain a contradiction. 
Lemma 3.11. LetX = (x1, x2, . . . , xn)T be thePerronvector ofH3(s, t, s),where2s + t = n − 5andn 9.
Then x1  x2 for s t + 2 and x1  x2 for s t + 2.
Proof. Without loss of generality, we assume that NH3(s,t,s)(v1)={v6, v7, . . . , vs+5},NH3(s,t,s)(v3)={vs+6, vs+7, . . . , vs+t+5}. Note that xi = xj for any two vertices vi and vj with the same neighborhood.
Thus
x6 = x7 = · · · = xs+5, xs+6 = xs+7 = · · · = xs+t+5, x4 = x5, x1 = x3.
Since A(H3(s, t, s))X = ρ(H3(s, t, s))X ,
ρ(H3(s, t, s))x1 = sx6 + x4, ρ(H3(s, t, s))x2 = txs+6 + x4 + x5.
Similarly, we have
x6 = x1
ρ(H3(s, t, s))
, xs+6 = x2
ρ(H3(s, t, s))
, x4 = x5 = x2 + x1
ρ(H3(s, t, s))
.
Thus ρ(H3(s, t, s))(x1 − x2) = (s−1)x1−(t+1)x2ρ(H3(s,t,s)) . If s t + 2, then ρ(H3(s, t, s))(x1 − x2) (s−1)(x1−x2)ρ(H3(s,t,s)) .
Since the stars K1,s+1 is a proper subgraph of H3(s, t, s), by Lemma 3.6(i), we have ρ(H3(s, t, s)) >√
s + 1. Hence x1  x2. If s t + 2, similarly, x1  x2. 
Lemma 3.12. Let G ∈ Gn,n−3(n 9) have theminimumspectral radius, thenG is isomorphic to some graph
H3(s, t, s) with 2s + t = n − 5.
Proof. By Lemma 3.10, we have G∼=H3(s, t, k)with s + t + k = n − 5. Without loss of generality, we
assume that s k. By Lemma 3.8, we see that k = s or k = s − 1. It sufﬁces to show that k = s. If not,
we may denote G∼=H3(s0, t0 + 1, s0 − 1) with 2s0 + t0 = n − 5.
Case1.n = 3m. LetX = (x1, x2, . . . , xn)T be thePerronvectorofH3(s0 − 1, t0 + 2, s0 − 1). If s0  n3 ,
then s0 − 1 t0 + 4. It follows from Lemma 3.11 that x1  x2. By Lemma 3.4, ρ(G) > ρ(H3(s0 − 1,
t0 + 2, s0 − 1)), a contradiction. Let X′ = (x′1, x′2, . . . , x′n)T be the Perron vector of H3(s0, t0, s0). If
s0  n−33 , then s0  t0 + 2. It follows from Lemma 3.11 that x′1  x′2. By Lemma 3.4, ρ(G) >
ρ(H3(s0, t0, s0)), a contradiction. In this case there is no integer satisfying
n−3
3
< s < n
3
.
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Case 2. n = 3m + 1. If s0  n3 or s0  n−33 , by similar reasoning as Case 1, we can obtain a contradic-
tion. If n−3
3
< s0 <
n
3
, then s0 = m and G∼=H3(m,m − 3,m − 1). By Lemma 3.7, P(H3(m − 1,m −
2,m − 1), λ) − P(G, λ) = λ3m−5(λ2 − m − 1) > 0, for λ > ρ(G). It follows from Lemma 3.6(ii) that
ρ(G) > ρ(H3(m − 1,m − 2,m − 1)), a contradiction.
Case 3. n = 3m + 2. If s0  n3 or s0  n−33 , by similar reasoning as Case 1, we can obtain a contra-
diction. If n−3
3
< s0 <
n
3
, then s0 = m and G∼=H3(m,m − 2,m − 1). It follows from Lemma 3.7 that
P(H3(m,m − 3,m), λ) = λ3m−4(λ2 − m − 1)(λ4 − 2mλ2 + m2 − 3). By direct calculation,
ρ(H3(m,m − 3,m)) =
√
m + √3 and P(G,
√
m + √3) < 0. This implies that ρ(G) > ρ(H3(m,m −
3,m)), a contradiction. 
Proof (of Theorem 3.2). Suppose that G has the minimum spectral radius in Gn,n−3. By Lemma 3.12, we
have G∼=H3(s, t, s), where 2s + t = n − 5. It follows from Lemma 3.7 that
P(G, λ) = λ2s+t−1(λ2 − s − 1)[λ4 − (s + t + 3)λ2 + st + 2s + t].
By direct calculation, ρ2(G) = s+t+3+
√
(t−s)2+2(t−s)+9
2
. Denote t − s = d. Since 2s + t = n − 5, s +
t = 2n−10+d
3
. So d ≡ 10 − 2n(mod 3). Let f (d) = ρ2(G) = 2n−1+d+3
√
d2+2d+9
6
. Suppose that f (d) is
a continuous function on d, we have f ′(−2) = 0, f ′(d) > 0 for d > −2 and f ′(d) < 0 for d < −2.
Case 1. n = 3m. In this case d ≡ 10 − 2n ≡ 1(mod 3). It is obvious that f (d) reaches its minimal
value at d = −2. Thus ρ(G) ρ(H3(m − 1,m − 3,m − 1)).
Case 2. n = 3m + 1. In this case d ≡ 10 − 2n ≡ 2(mod 3). By direct calculation, f (−4) > f (−1).
So f (d) reaches its minimal value at d = −1. Thus ρ(G) ρ(H3(m − 1,m − 2,m − 1)).
Case 3. n = 3m + 2. In this case d ≡ 10 − 2n ≡ 0(mod 3). By direct calculation, f (0) > f (−3). So
f (d) reaches its minimal value at d = −3. Thus ρ(G) ρ(H3(m,m − 3,m)). 
4. Graphs with independence number α = 2
In this section we determine graphs with the minimum spectral radius in Gn,2. The minimum
spectral radius problem is in close relationshipwithminimumsize problem, especiallywhen the inde-
pendence number is small. There are some papers studying the relationship between independence
number and size. In 1962, Ore [11] asked how many edges a connected graph can have with a given
α  2. Before that, Turán [14] solved a similar problem for general graph by describing disconnected
graph. In [1] Jean-Paul Doignon et al. solved the Ore’s problem.
Lemma 4.1 [5]. Let G be a simple connected graph with n vertices and m edges. Let δ be the minimum
degree of vertices of G. Thenρ(G) δ−1+
√
(δ+1)2+4(2m−δn)
2
with equality if and only if G is either a regular
graph or a bidegreed graph in which each vertex is of degree either δ or n − 1.
Lemma 4.2 [9]. Let G be a connected graph on n vertices. If G contains no K3, then |E(G)|
⌊
n2
4
⌋
and
equality holds if and only if G∼= K n2,	 n2
.
Corollary 4.3. Let G be a connected graph on n vertices. If α(G) = 2, then |E(Gc)|
⌊
n2
4
⌋
− 1.
Proof. Sinceα(G) = 2, Gc contains no K3. By Lemma 4.2, |E(Gc)|
⌊
n2
4
⌋
. If |E(Gc)| =
⌊
n2
4
⌋
, thenGc ∼=
K n2,	 n2
. It contradicts the fact that G is connected. Thus |E(Gc)|	 n
2
4

 − 1. 
Let G be a connected graph with α(G) = 2. Then Gc contains no K3. For convenience, we denote
the minimum degree of G by δ and the maximal degree of Gc by c . Choose v1 ∈ V(G), satisfying
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Fig. 7. The graph F(s, t).
dGc (v1) = c . Without loss of generality, we assume that NGc (v1) = {vn, vn−1, . . . , vn−c+1}. Note
that Gc[NGc (v1)] is an empty graph. Denote by F(s, t) the complement of Ks,t − e (see Fig. 7).
Lemma 4.4. Let G ∈ Gn,2 with n 12 have the minimum spectral radius, then Gc must be bipartite.
Proof. It is known that Gc[NGc (v1)] is an empty graph. If we can prove that Gc[V(Gc)\NGc (v1)] is also
an empty graph, then the conclusion holds. Next we distinguish the following two cases.
Case 1. n = 2t(t  6). It follows from Corollary 4.3 that |E(Gc)| t2 − 1. So |E(G)| t2 − t + 1. If
|E(G)| t2 − t + 2, then ρ(G) 2|E(G)||V(G)|  t − 1 + 2t . It follows from Lemma 3.7 that
P(F(t, t), λ) = (λ + 1)2t−4[λ2 + (1 − t)λ − 1][λ2 + (3 − t)λ − 2t + 3].
By direct calculation,ρ(F(t, t)) = t−1+
√
(t−1)2+4
2
. Note thatρ(F(t, t)) < t − 1 + 2
t
 ρ(G), a contra-
diction. Thus |E(G)| = t2 − t + 1. It sufﬁces to show that Gc[V(Gc)\NGc (v1)] is also an empty graph.
If not, there exits an edge vivj , where 1 i < j 2t − c . Then the number of edges formed by one
vertex in {vi, vj} and the other one inNGc (v1) is notmore thanc . SinceGc[NGc (v1)] is an empty graph,
|E(Gc)| 
2t−c−2∑
j=1
dGc (vj) + 1 + c
<c(2t − c − 2) + 1 + c
=−(c − t)2 + t2 − c + 1
 t2 − 2.
It contradicts the fact that |E(G)| = t2 − t + 1.
Case2.n = 2t + 1(t  6). It follows fromCorollary4.3 that |E(Gc)| t2 + t − 1. So |E(G)| t2 + 1.
If |E(G)| t2 + t
2
+ 2, then ρ(G) 2|E(G)||V(G)|  t + 42t+1 . Note that δ(F(t + 1, t)) = t − 1 and |E(F(t +
1, t))| = t2 + 1. By Lemma 4.1, we have ρ(F(t + 1, t)) t−2+
√
(t+2)2+8
2
. Note that ρ(F(t + 1, t)) <
t + 4
2t+1  ρ(G), a contradiction. So |E(G)| < t2 + t2 + 2. By similar reasoning as case 1, we can show
that Gc[V(Gc)\NGc (v1)] is also an empty graph. 
Theorem 4.5. For any graph G ∈ Gn,2 with n 12,we have ρ(G) ρ
(
F
(⌈
n
2
⌉
,
⌊
n
2
⌋))
and equality holds
if and only if G∼= F
(⌈
n
2
⌉
,
⌊
n
2
⌋)
.
Proof. Suppose thatG has theminimum spectral radius in Gn,2. By Lemma 4.4,G is isomorphic to some
graph F(s, t) with s + t = n. We assume, without loss of generality, that s t. It follows from Lemma
3.7 that
P(F(s, t), λ) = (λ + 1)s+t−4[(λ + 1)2(λ − s + 1)(λ − t + 1) − (λ − s + 2)(λ − t + 2)].
By direct calculation, P(F(s, t), λ) − P(F(s + 1, t − 1), λ) = λ(λ + 1)s+t−4(s − t + 1)(λ + 2) > 0,
for λ > ρ(F(s + 1, t − 1)). It follows from Lemma 3.6(ii) that ρ(F(s, t)) < ρ(F(s + 1, t − 1)). This
implies that ρ(F(s, t)) ρ
(
F
(⌈
n
2
⌉
,
⌊
n
2
⌋))
. Thus G∼= F
(⌈
n
2
⌉
,
⌊
n
2
⌋)
. 
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Remark. Here we consider all the simple graphs, including nonconnected graphs. Denote by T(n, k)
the complement of the Turán graph. It is the disjoint union of k cliques with balanced sizes (i.e., sizes
equal to
⌈
n
k
⌉
or
⌊
n
k
⌋
). Turán [14] proved that T(n,α) is the only graph achieving theminimum number
of edges among all the graphs with independence number α. Note that ρ(T(n,α)) =
⌈
n
α
⌉
− 1. If α
divides n, then we can prove that T(n,α) has the minimum spectral radius among all the graph on n
vertices with independence number α.
Acknowledgments
The authors thank the anonymous referee for a short proof of Theorem 4.5. They also thank the
referee for his/her valuable comments, corrections and suggestions which have resulted in a great
improvement over the original manuscript.
References
[1] J. Christophe, S. Dewez, J. Doignon, G. Fasbender, P. Grégoire, D. Huygens, M. Labbé, S. Elloumi, H. Mélot, H. Yaman, Linear
inequalities among graph invariants: using GraPHedron to uncover optimal relationships, Networks, 52 (2008) 287–298.
[2] D.M. Cvetkovic´, M. Doob, H. Sachs, Spectra of Graphs, third ed., Johan Ambrosius Barth Verlag, Heidelberg, 1995.
[3] E.R. van Dam, R.E. Kooij, The minmal spectral radius of graphs with a given diameter, Linear Algebra Appl. 423 (2007)
408–419.
[4] A.J. Hoffman, J.H. Smith, in: Fiedler (Ed.), Recent Advances in Graph Theory, Academic Praha, 1975, pp. 273–281.
[5] Y. Hong, J.L. Shu, K.F. Fang, A sharp upper bound of the spectral radius of graphs, Journal of Combinatorial Theory, Series
B 81 (2002) 177–183.
[6] Q. Li, K.Q. Feng, On the largest eigenvalues of graphs, Acta Math. Appl. Sinica 2 (1979) 167–175. (in Chinese).
[7] W.S. Lin, X.F. Guo, Ordering trees by their largest eigenvalues, Linear Algebra Appl. 418 (2006) 450–456.
[8] M. Lu, H.Q. Liu, F. Tian, Laplacian spectral bounds for clique and independence numbers of graphs, J. Combin. Theory Ser.
B 97 (2007) 726–732.
[9] W. Mantel, Problem 28[J], Wiskundige Opgaven 10 (1907) 60–61.
[10] V. Nikiforov, Bounds on Graph Eigenvalues II, Linear Algebra Appl. 427 (2007) 183–189.
[11] O.Ore, Theory of graphs, AmericanMathematical Society ColloquiumPublications, vol. 38, AmericanMathematical Society,
Providence, RI, 1962.
[12] J.H. Smith, Some properties of the spectrum of a graph, in: R. Guy et al. (Eds.), Combinatorial Structures and their applica-
tions, Proc. Conf. Calgary, 1969, Gordon and Breach, New York, 1970, pp. 403–406.
[13] D. Stevanovic´, P. Hansen, The minimum spectral radius of graphs with a given clique number, Electron. J. Linear Algebra
17 (2008) 110–117.
[14] P. Turán, Eine Extremalaufgabe aus der Graphentheorie, Mat Fiz Lapok 48 (1941) 436–452.
[15] H. Wilf, Spectral bounds for the clique and independence numbers of graphs, J. Combin. Theory Ser. B 40 (1986) 113–117.
[16] B.F. Wu, E.L. Xiao, Y. Hong, The spectral radius of trees on k pendant vertices, Linear Algebra Appl. 395 (2005) 343–349.
