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Tensor product in symmetric function spaces
S.V. Astashkin
Samara State University,443011 Samara 11, Russia
Abstract
A concept of multiplicator of symmetric function space concerning to projective tensor
product is introduced and studied. This allows us to obtain some concrete results. In
particular, the well-known theorem of R.O’Neil about the boundedness of tensor product in
the Lorentz spaces Lpq is discussed.
0. Introduction
Let x = x(s) and y = y(t) are measurable functions on I = [0, 1]. We define following bilinear
operator:
B(x, y)(s, t) = (x⊗ y)(s, t) = x(s)y(t), (s, t) ∈ I × I
If X, Y, Z are symmetric function spaces, then the boundedness of B from X × Y into Z(I × I)
is equivalent to the continuity of the embedding
X ⊗ Y ⊂ Z
where X ⊗ Y denotes the projective tensor product of spaces X and Y [ 1, p.51 ].
The importance of study of operator B follows mainly from two facts : this operator has
various applications in the theory of symmetric spaces ( see, for example, [2,p.169-171], [3], [4] )
and the problem of boundedness of tensor product is equivalent to the stability problem of integral
operators ( [ 1, p. 50 ], [ 5 ] ).
The problem of boundedness of the operator B in certain families of Banach spaces ( for
example, Lorentz, Marcinkiewicz and Orlicz spaces ) has attracted the attention of number of
authors ( see [ 1 ], [ 6 - 11 ] ). In particular, R.O’Neil proved following theorem about the
boundedness of tensor product in the spaces Lpq [ 9 ].
Let us remind that the space Lpq(1 < p < ∞, 1 ≤ q ≤ ∞) consists of all measurable on I
functions x = x(t) for which
||x||pq =


{
1∫
0
(
x∗(t)t1/p
)q
dt/t
}1/q
, if 1 ≤ q <∞
sup
0<t≤1
(
x∗(t)t1/p
)
, if q =∞
is finite. Although the functional ‖x‖pq is not subadditive, however it is equivalent to the norm
||x||′pq = ||x
∗∗||pq. where x
∗∗(t) = 1/t
∫ t
0 x
∗(s) ds and by x∗(s) is denoted the left continuous
non-increasing rearrangement of |x(s)|.
Let us notice that Lpr ⊂ Lpq(r ≤ q), Lpp = Lp and usual norm of Lp ||x||p = ||x||pp. These
spaces arise naturally in interpolation theory ( see, for example, [ 12 ] ).
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Theorem ( O’Neil ). Let 1 < p < ∞, 1 ≤ q, r, s ≤ ∞. The boundedness of the operator B
from Lpr × Lpq into Lps(I × I) is equivalent to the conditions :
1)max(q, r) ≤ s
and
2)
1
p
+
1
s
≤
1
q
+
1
r
.
We consider following problems connected with the exactness of this theorem :
a ) Let us fix 1 < p < ∞, 1 ≤ r ≤ s ≤ ∞ and q∗ is the maximum of all q ≥ 1 for which the
conditions of theorem are satisfied ( if those exist ). Is the space Lpq∗ the largest among symmetric
spaces E such that
B : Lpr × E → Lps(I × I) ?
b ) Let us 1 < p < ∞, 1 ≤ r ≤ q ≤ ∞ and s∗ is the minimum of all s ≥ 1 for which
the conditions of theorem are satisfied ( if those exist ). Is the space Lps∗ the smallest among
symmetric spaces E such that
B : Lpr × Lpq → E(I × I) ?
The answers on these questions are positive, of course, in case r ≤ p, since B bounded from
Lpr × Lpr into Lpr(I × I) (r ≤ p) and from Lp × Lpq into Lpq (p ≤ q) ([9],[11]).
In this paper we shall study tensor product in general symmetric spaces. It will allow us to
solve in part the problems a) and b).
The paper is organized in the following manner. At first, we introduce a concept of the
multiplicator M(E) of a symmetric space E concerning to tensor product. The relations defining
the fundamental function and the norm of dilation operator in M(E) will be obtained. Moreover,
the upper and lower estimates of M(E) allow to find it in some cases. In particular, we shall get
the positive answer on the question a) in case p < r = s ( see the corollary 1.12 ). Then we shall
consider a quantity connected with the boundedness of tensor product in symmetric spaces.
Finally we study the boundedness of operator B in the spaces Lpq using the family of Lorentz-
Zygmund spaces Lpq(log L)
α that involve, in particular, spaces Lpq. The main result — theorem
2.1 — is similar to O’Neil theorem. First of all, it allows to define more exactly values of B on
Lpr × Lpq for p < r ≤ q, q
−1 + r−1 − p−1 ≥ 0. Namely, we shall find ( see corollary 2.7 ) the
symmetric space E = E(p, r, q) ⊂ Lps, E 6= Lps, s
−1 = q−1 + r−1 − p−1 such that
B : Lpr × Lpq → E(p, r, q) (I × I)
The last means that the answer on the problem b) is negative in this case. Besides, O’Neil
theorem does not describe the set B (Lpr, Lpq ), if r
−1+ q−1−p−1 < 0 ( a family Lpq is too narrow
for study of this problem ). Using the spaces Lpq(log L)
α we solve this problem to within any
positive power of logarithm ( see theorems 2.1 and 2.4 ). The complex method of interpolation is
used here ( the definitions of interpolation theory see in [12] or [13] ).
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1. Thr multiplicator of symmetric space concerning to tensor product
If z = z(w) is a measurable function on I or I × I, µ is the usual Lebesgue measure, then
the distribution function of |z(s)| is nz (τ) = µ{w : |z(w)| > τ } ( τ > 0 ). The function x(t) is
equimeasurable with y(t) if nx(τ) = ny(τ) (τ > 0).
Let us remind that a Banach space E of measurable functions defined on I is said to be
symmetric if these conditions are satisfied: a) y ∈ E and |x(t)| ≤ |y(t)| imply that x ∈ E and
||x|| ≤ ||y||; b) if y ∈ E and the function x(t) is equimeasurable with y(t), then x ∈ E and
||x|| = ||y||.
Let E be a symmetric space on I = [0, 1]. We shall denote by M(E) the set of all measurable
functions x = x(s) ( s ∈ I ) for which x ⊗ y ∈ E(I × I) with arbitrary y ∈ E. Then M(E) is
symmetric space on I concerning to the norm
||x|| = sup { ||x⊗ y||E(I×I) : ||y||E ≤ 1 }
Obvios, M(E) ⊂ E.
Example 1.1. Let us find M(E), if E is Lorentz space Λ(φ ), where positive concave function
φ(u) increases on (0, 1]. This space consists of all measurable functions x = x(s) for which
||x||Λ(φ ) =
∫ 1
0
x∗(s) dφ(s) <∞
In particular, Lp1 = Λ( t
1/p ) ( 1 < p <∞ ).
For arbitrary e ⊂ I, x ∈ Λ(φ ) functions χe⊗ x and σµ(e)x are equimeasurable, where χe (s) =
1 (s ∈ e), χe (s) = 0 (s /∈ e) and the dilation operator σty(u) = y( u/t )χ[0,1] ( u/t ) (t > 0). The
rearrangements of equimeasurable functions are equal a.e.. Therefore,
||χe ⊗ x||Λ(φ ) =
∫ 1
0
(σµ(e) x)
∗(u) dφ(u) =
∫ µ(e)
0
x∗(u/µ(e)) dφ(u) =
∫ 1
0
x∗(v) dφ(µ(e)v)
Since ||χe||Λ(φ ) = φ(µ(e)), then we have in view of [ 12, p.151 ]
||x||M(Λ(φ ) ) ≤ 2 sup
0<t≤1
∫ 1
0
x∗(v) d
[
φ(tv)
φ(t)
]
.
Introduce the notation:
Mφ(v) = sup
{
φ(tv)
φ(t)
, 0 < t ≤ min(1, 1/v)
}
.
Using last inequality, we obtain
Λ(Mφ ) ⊂M( Λ(φ ) )
Assume in addition that
Mφ(v) = lim
t→t0
φ(tv)
φ(t)
, (1)
where t0 ∈ [0, 1] does not depend on v ∈ [0, 1]. In this case
||x||Λ(Mφ ) = limt→to
∫ 1
0
x∗(v) d
[
φ(tv)
φ(t)
]
= lim
t→t0
||χ(0,t) ⊗ x||Λ(φ )
φ(t)
≤ ||x||M( Λ(φ ) ).
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Consequently, if (1) holds, then
M( Λ(φ ) ) = Λ(Mφ ).
Let again E be arbitrary symmetric space on I. We shall obtain the relations connecting the
fundamental functions and the norms of dilation operators of spaces E and M(E).
In the first place,
φM(E)(t) = ||σt||E→E, 0 < t ≤ 1, (2)
where φX(t) denotes the fundamental function of symmetric space X : φX(t) = ||χ(0,t)||X . Indeed,
since the functions χ(0,t) ⊗ y and σty ( t ∈ [0, 1] ) are equimeasurable, then
φM(E)(t) = sup
||y||≤1
||χ(0,t) ⊗ y||E = sup
||y||≤1
||σty||E = ||σt||E→E.
Theorem 1.2. For arbitrary symmetric space E on I :
||σt||M(E)→M(E) = ||σt||E→E, 0 < t ≤ 1 (3)
||σ1/t ||E→E
−1 ≤ ||σt||M(E)→M(E) ≤ ||σt||E→E , t > 1 (4)
Proof. First of all, if x(u) and y(v) are measurable functions on I and
supp x = {u : x(u) 6= 0} ⊂ [0,min(1, t−1)],
then for t, s > 0
nσtx⊗y(s) =
∫ 1
0
µ
{
u : |σtx(u)| >
s
|y(v)|
}
dv = t
∫ 1
0
µ
{
u : |x(u)| >
s
|y(v)|
}
dv = t nx⊗y(s).
Consequently,
( σtx⊗ y )
∗ (s) = σt(x⊗ y)
∗ (s) 0 ≤ s ≤ 1,
and thus
||σtx⊗ y||E = ||σt(x⊗ y)
∗||E ≤ ||σt||E→E ||x⊗ y||E (5)
If 0 < t ≤ 1, then we get from (5) by definition of norm in M(E)
||σt||M(E)→M(E) ≤ ||σt||E→E (6)
In case t > 1 we define the function x˜(u) = x(u)χ(0,1/t](u). For it (5) is satisfied and, besides, the
functions σtx˜ and σtx are equimeasurable. Therefore,
||σtx⊗ y||E = ||σtx˜⊗ y||E ≤ ||σt||E→E ||x˜⊗ y||E ≤ ||σt||E→E ||x⊗ y||E,
and thus (6) is satisfied for t > 1.
If 0 < t ≤ 1, then in view (2) and by the quality ||χ(0,1)||M(E) = 1
||σt||E→E = φM(E)(t) = ||σtχ(0,1)||M(E) ≤ ||σt||M(E)→M(E)
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Using the submultiplicativity of function f(t) = ||σt||M(E)→M(E) (t > 0) and the inequality (6)
we get in case t > 1:
||σt||M(E)→M(E) ≥ ||σ1/t||M(E)→M(E)
−1 ≥ ||σ1/t ||E→E
−1
The theorem is proved.
The Boyd indices of symmetric space E are defined as
αE = lim
t→0
||σt||E→E
ln t
, βE = lim
t→∞
||σt||E→E
ln t
.
From theorem 1.2 follows
Corollary 1.3. If E is any symmetric space on I, then
0 ≤ αE = αM(E) ≤ βM(E) ≤ βE ≤ 1.
Remark 1.4. Left-hand side of the inequality (4) cannot be improved, in general. We shall
show that there exists a symmetric space E on I such that
||σt||M(E)→M(E) ||σ1/t ||E→E = 1 (t ≥ 1) (7)
and
lim
t→∞
||σt||M(E)→M(E)
||σt||E→E
= 0 (8)
Let φα(s) = s
α ln−1(C/s), E = Λ(φα ) (0 < α < 1). If C > exp{1/(1− α)}, then the function
φα is concave on (0, 1]. The function ft(s) = ln(C/s) ln
−1[C/(st)] (0 < s ≤ min(1, 1/t) ) decreases,
if 0 < t ≤ 1, and increases, if t > 1. Therefore, for 0 < t ≤ 1
Mφα(t) = t
α lim
s→0+
ft(s) = t
α.
Hence, in particular, it follows that the condition (1) is fulfilled for φα(s) and consequently as it
was showed in example 1.1
M( Λ(φα ) ) = Λ(Mφα ) = Λ( t
α )
In the same time, for t > 1
Mφα(t) = t
αft(1/t) = t
αln(Ct) ln−1C
Since ||σt||Λ(φ)→Λ(φ) = Mφ(t) [ 12, p. 134 ], then in our case
||σt||E→E = Mφα (t), ||σt||M(E)→M(E) = t
α (t > 0)
As a result we obtain (7) and (8).
Continuing the study of multiplicator of a symmetric space, we shall find its upper and lower
estimates in general case.
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Theorem 1.5(upper estimate). Suppose that E is a symmetric space on I, p = 1/αE,
where αE is lower Boyd index of space E. Then
M(E) ⊂ Lp
and the constant of this embedding does not depend from a space E.
Proof. We consider the nonnegative simple functions of type:
x(s) =
∑m
i=1
αiχ( i−1
m
, i
m
](s), αi ≥ 0, m ∈ N (9)
For any y ∈ E function x⊗ y is equimeasurable with the function
zx,y(t) =
m∑
k=1
αkyk(t),
where yk ∈ E are disjointly supported functions having all the same distribution function and
nyk (s) =
1
m
ny(s), s > 0, k = 1, 2, .., m (10)
We shall show that for every ǫ > 0 there exists y ∈ E ( or yk, k = 1, 2, .., m ) for which the
equalities (10) hold and
||x⊗ y||E = ||zx,y||E ≥
1− ǫ
1 + ǫ
||x||p ||y||E, (11)
where x is arbitrary function of type (9) and p = 1/αE.
Indeed, in view of [2, p. 141] ( see also [14] ) one can choose disjointly supported equimeasurable
functions zk ∈ E (k = 1, 2, .., m) such that for αk ≥ 0
(1− ǫ)
(
m∑
k=1
αk
p
)1/p
≤ ||
m∑
k=1
αkzk||E ≤ (1 + ǫ)
(
m∑
k=1
αk
p
)1/p
(12)
Denote
yk =
zk
m
(k = 1, 2, .., m), y =
1
m
m∑
k=1
zk.
These functions satisfy all necessary assumptions, in particular, the equalities (10). We shall prove
(11).
From (12) ( if we take αk = 1 for k = 1, 2, .., m ) it follows that
||y||E ≤ (1 + ǫ)m
1/p−1,
and therefore
||
m∑
k=1
αkyk||E =
1
m
||
m∑
k=1
αkzk||E ≥
1− ǫ
m
(
m∑
k=1
αk
p
)1/p
≥
≥
1− ǫ
1 + ǫ
m−1/p ||y||E
(
m∑
k=1
αk
p
)1/p
=
1− ǫ
1 + ǫ
||x||p ||y||E.
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Since ǫ > 0 is arbitrary, then the following inequality can be obtained for functions x(s) of
type (9):
||x||M(E) ≥ ||x||p (13)
Let us extend last inequality on countably-value dyadic functions
x(s) =
∞∑
k=1
αk χ(2−k ,2−k+1] (s), αk ≥ 0.
Functions xn(s) = x(s)χ(2−n,1](s) belong to the class (9), xn(s) ≤ x(s) (n = 1, 2, ..). Consequently,
||x||M(E) ≥ ||xn||M(E) ≥ ||xn||p (n = 1, 2, ..).
Passing to the limit as n→∞ we obtain (13).
If now y ∈ E is arbitrary, then we define the function
xy(s) =
∞∑
k=1
y∗( 2−k+1 )χ(2−k,2−k+1] (s).
It is clear that xy ≤ y
∗ ≤ σ2(xy). Since for any symmetric space X ||σt||X→X ≤ max(1, t) [12, p.
133], then
||y||M(E) = ||y
∗||M(E) ≥ ||xy||M(E) ≥ ||xy||p ≥
1
2
||y||p.
The theorem is proved.
Theorem 1.6 (lower estimate). For arbitrary symmetric space E on I
M(E) ⊃ Λ(ψ ),
where ψ(t) = ||σt||E→E ( 0 < t ≤ 1 ).
Moreover, the constant of embedding does not depend from a space E.
Proof. We fix y ∈ E and consider the operator Tyx = x⊗y. If x = χe, e ⊂ [0, 1], µ(e) = t,then
||Tyχe||E = ||σty||E ≤ ||σt||E→E ||y||E = ψ(t)||y||E.
In view of [12, p. 151] the following inequality is true for every x ∈ Λ(ψ ) :
||x⊗ y||E = ||Tyx||E ≤ 2||y||E ||x||Λ(ψ).
The theorem is proved.
Consider some corollaries of obtained theorems.
Corollary 1.7. The multiplicator M(E) = L∞ iff the lower Boyd index of symmetric space
E αE = 0.
Proof. If αE = 0, then M(E) = L∞ in view of theorem 1.5. If αE > 0, then by theorem 1.6
M(E) ⊃ Λ(ψ) and ψ(t) = ||σt||E→E → 0 (t→ 0+). Therefore Λ(ψ) 6= L∞. Since Λ(ψ) ⊃ L∞
[ 12,p.124 ] then, all the more, M(E) 6= L∞.
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Corollary 1.8. If B : E × E → E(I × I), then E ⊂ L1/αE .
If E is a Banach space of measurable functions defined on I, then dual space E ′ consists of all
measurable on I functions y = y(t) for which
||y||E′ = sup{
∫ 1
0
x(t)y(t)dt : ||x||E ≤ 1} < ∞.
The norm of symmetric space E is called order subcontinuous if from monotone convergence
xn ↑ x a.e. (xn, x ∈ E) it follows: ||xn||E → ||x||E.
Corollary 1.9. Let E be a symmetric space with order subcontinuous norm. If B : E×E →
E(I × I) and B : E ′ × E ′ → E ′(I × I), then there exists p ∈ [1,∞] such that E = Lp.
Proof. By corollary 1.8 E ⊂ L1/αE . For dual spaces the inverse embedding is satisfied:
E ′ ⊃ (L1/αE )
′ = L1/1−αE ⊃ L1/βE′ ⊃ L1/αE′ ,
since 1− αE ≥ βE′ ≥ αE′ [12, p. 144].
On the other hand, now in view of corollary 1.8 E ′ ⊂ L1/αE′ and thus E
′ = L1/αE′ .
As L∞ ⊂ E and E is the subspace of E
′′ [15, p.255] we obtain, finally, for p = 1/(1− αE′) the
equality:
E = E ′′ = Lp.
If φE(s) is the fundamental function of a symmetric space E, then MφE(t) ≤ ||σt||E→E. A
space E is called space of fundamental type provided
||σt||E→E ≤ CMφE (t),
where C does not depend on t > 0. Let us notice that all most important in applications symmetric
spaces are spaces of fundamental type.
Corollary 1.10. If E is a symmetric space of fundamental type, then M(E) ⊃ Λ(MφE )
Let us remind that a Banach space E is interpolation space between the spaces E0 and E1 if
E0 ∩ E1 ⊂ E ⊂ E0 + E1 and from boundedness of arbitrary linear operator in E0 and E1 follows
its boundedness in E. In this case there exists C > 0 such that
||T ||E→E ≤ Cmax
i=0,1
||T ||Ei→Ei
where C does not depend on operator T [12].
Theorem 1.11. Let symmetric space E be an interpolation space between the spaces Lp and
Lp∞ by some p ∈ (1,∞). Then M(E) = Lp.
Proof. Since Lp ⊂ E ⊂ Lp∞, then, obvious, there exist C1 > 0 and C2 > 0 for which
C1t
1/p ≤ φE(t) ≤ C2t
1/p (0 ≤ t ≤ 1).
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Hence, in particular,
||σt||E→E ≥ C3t
1/p (t > 0).
On the other hand, by condition of theorem
||σt||E→E ≤ C4max
(
||σt||Lp→Lp , ||σt||Lp∞→Lp∞
)
= C4t
1/p.
Using obtained inequalities, we get in view of definition of Boyd indices αE = βE = 1/p, and
therefore by the theorem 1.2 M(E) ⊂ Lp.
For the proof of inverse embedding we fix y ∈ Lp and consider the linear operator Tyx = x⊗y.
Then
||Ty||Lp→Lp = ||y||p , ||Ty||Lp∞→Lp∞ ≤ C5||y||p,
where C5 > 0 does not depend from y [ 11 ]. Consequently, in view of interpolation property of E
||Ty||E→E ≤ C6 ||y||p,
that is, y ∈M(E) and ||y||M(E) ≤ C6 ||y||p.
The theorem is proved.
Particularly, Lpq (p ≤ q ≤ ∞) is interpolation space between Lp and Lp∞ [ 12, p.142 ]. There-
fore, we obtain the following
Corollary 1.12. If 1 < p <∞, p ≤ q ≤ ∞, then
M(Lpq ) = Lp.
Remark 1.13. In case q =∞ the last statement was proved in [11].
Let us introduce a quantity connected with the boundedness of tensor product in the symmetric
spaces. We define for a symmetric space E, m ∈ N and α = (αk)
m
k=1 ∈ R
m
KmE (α) = sup ||
∑m
k=1
αkyk||E,
where the supremum is taken over all y ≥ 0, ||y||E = 1 and all collections of disjointly supported
functions yk, such that
nyk(s) =
1
m
ny(s), s > 0.
Theorem 1.14. Let E be a symmetric space on I with an order subcontinuous norm. Then
B is the bounded operator from E × E into E(I × I) if and only if there exists C > 0 such that
for all m ∈ N, α = (αi)
m
i=1 ∈ R
m
KmE (α) ≤ C||
∑m
i=1
αiχ( i−1
m
, i
m
]||E (14)
Proof. If y ∈ E, ||y||E = 1 and x = x(s) is such as in (9),then functions
B(x, y)(s, t) =
∑m
i=1
αiχ( i−1
m
, i
m
](s) y(t) (s, t ∈ [0, 1])
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and
v(t) =
m∑
k=1
αkyk(t) (t ∈ [0, 1])
( yk are mutually disjoint and nyk(u) =
1
m
ny(u), u > 0 ) are equimeasurable. Consequently, the
inequality (14) is equivalent to the following:
||x⊗ y||E ≤ C ||x||E, (15)
where ||y||E = 1 and the function x belongs to the class (9). Hence boundedness of the operator
B from E ×E into E(I × I) implies (14).
Conversely, let us assume that the inequality (14) ( or (15) ) is satisfied. Since the norm of
E is order subcontinuous, then the inequality (15) can be extended, at first, on countably-value
and, next, on arbitrary functions from E as in proof of the theorem 1.5.
2. The tensor product in the Lorentz spaces Lpq
Let 1 < p < ∞, 1 ≤ q ≤ ∞, α ∈ R, φp,α(u) = u
1/p lnα(e/u). The Lorentz-Zygmund space
Lpq(logL)
α consists of all measurable functions on I ( or I × I ) for which
||x||p,α,q =


{
1∫
0
(x∗(u)φp,α(u))
q du/u
}1/q
, if q <∞
sup
0<u≤1
(x∗(u)φp,α(u)), if q =∞
is finite. As in case Lpq ||x||p,α,q is not a norm. However using the Minkovski inequality ( see, for
example, [16, p. 38] ) it can be verified that this functional is equivalent to the norm ||x||′p,α,q =
||x∗∗||p,α,q. Moreover, the fundamental function of space Lpq(logL)
α is equivalent to the function
φp,α(u). For α = 0 the Lorentz-Zygmund spaces are the standard Lorentz spaces Lpq, while for
p = q < ∞ they are the Orlicz spaces Lp(logL)
αp. For p = q =∞, they produce the exponential
classes of Zygmund ( see [17] for further details ). The Lorentz-Zygmund spaces were studied of
a number of authors ( except [17] see, for example, [18] ).
If E is a symmetric space, then we use E0 to denote the norm closure of L∞ in E.
Theorem 2.1. Let 1 < p < ∞, p ≤ r ≤ q ≤ ∞, α = r−1 − p−1. The operator B is bounded
operator from Lpr × Lpq into the space (Lpq(logL)
α)0 (I × I) ( if p < r < q = ∞ ) and into
Lpq(logL)
α (I × I) ( otherwise ).
We need for the proof of this theorem two lemmas. The first of them is proved immediately
using straightforward calculations.
Lemma 2.2. Let 1 < p <∞, α ∈ R, ψp,α = 1/φp,α.
1) If C = C(p, α) > 0 is large enough, then for v > C the distribution function of ψpα is
equivalent to the function Np,α(v) = v
−p ln−pα v.
2) If αi < 1/p (i = 0, 1), then the functions ψp,α0 ⊗ ψp,α1 and ψp,α0+α1−1/p are equimeasurable.
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The second lemma can be proved using standard interpolation techniques ( we shall denote by
[X0, X1]θ the complex interpolation spaces, as defined, for example, in [13] or [19] ). In detail see
[11].
Lemma 2.3. Let 1 < p1 ≤ p0 <∞, −∞ < α1 ≤ α0 <∞, 1 ≤ q0 ≤ q1 ≤ ∞, 0 ≤ θ ≤ 1 and
max ( p0 − p1 , α0 − α1 , q1 − q0 ) > 0 (16)
Then the space
[Lp0,q0(logL)
α0 , Lp1,q1(logL)
α1 ]θ
is isomorphic to (Lpq(logL)
α )0 , if q0 = q1 = ∞ and 0 < θ ≤ 1 or q1 = ∞ and θ = 1, and to
Lpq(logL)
α , otherwise. The numbers p, q, α are defined by the following way:
1
p
=
1− θ
p0
+
θ
p1
,
1
q
=
1− θ
q0
+
θ
q1
, α = (1− θ)α0 + θα1.
Remark 2.4. The inequality (16) implies the embedding
Lp0,q0(logL)
α0 ⊂ Lp1,q1(logL)
α1
that is used by proof of lemma 2.3. However this embedding is true even when (16) is not satisfied
[17].
Proof of the theorem 2.1. Let us define numbers
s =
pq
r
, θ = 1−
p
r
(17)
Then p ≤ s ≤ ∞, 0 ≤ θ ≤ 1, p ≤ r ≤ ∞, s ≤ q ≤ ∞ and statement of theorem is true for extreme
values r and q, that is,
B : Lpp × Lps → Lps(I × I) (18)
B : Lp∞ × Lp∞ → Lp∞(logL)
−1/p (19)
In fact, (18) follows from the O’Neil theorem ( or from the corollary 1.12 of present paper ).
In view of the Closed Graph Theorem for proof (19) it is enough to show that B(x, y) belongs to
Lp∞(logL)
−1/p (I × I), if x ∈ Lp∞, y ∈ Lp∞. Lemma 2.2 and definition of Lp∞(logL)
−1/p imply
that this is true for the functions x0(u) = u
−1/p , y0(v) = v
−1/p. Since these functions have the
greatest rearrangement in Lp∞, then (19) is proved.
For θ from (17) we use now the complex method of interpolation. At first, we remind its
following property ( see [19] or [13, p. 125-126] ).
If (X0, Y0) , (Y0, Y1) and (Z0, Z1) are arbitrary Banach pairs, T is an bilinear operator from
Xi× Yi into Zi (i = 0, 1), then T is bounded operator from [X0, X1]θ × [Y0, Y1]θ into [Z0, Z1]θ (0 ≤
θ ≤ 1).
The statement of theorem 2.1 follows now from last remarks and lemma 2.3.
For proof of following result about the exactness of theorem 2.1. it is sufficient to consider
operator B on the pairs of functions of type
ψpα(u) = u
−1/pln−α(e/u)
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and to use, next, lemma 2.2.
Theorem 2.5. If 1 < p < ∞ and p < r ≤ q ≤ ∞,then the operator B does not act from
Lpr × Lpq into the space Lpq(logL)
β (I × I) for any β > r−1 − p−1.
Remark 2.6. If r = q =∞, then the following assertion is true: Lp∞(logL)
−1/p is the smallest
among symmetric spaces E such that B is the bounded operator from Lp∞ × Lp∞ into E(I × I)
( see lemma 2.2 and proof of theorem 2.1 ).
We get from O’Neil theorem and theorem 2.2 following
Corollary 2.7. Let 1 < p ≤ r ≤ q < ∞, r−1 + q−1 − p−1 ≥ 0. If α = r−1 − p−1, s−1 =
r−1 + q−1 − p−1, then B is the bounded operator from Lpr × Lpq into the space
E(p, r, q)(I × I) = Lps
⋂
Lpq(logL)
α (I × I).
Remark 2.8. The space E(p, q, r) is not equal neither Lps nor Lpq(logL)
α, if p < r. As-
sume, for example, that r = q = 2p. Then B acts from Lp,2p × Lp,2p into E(p, 2p, 2p)(I × I) =
Lp∞
⋂
Lp,2p(logL)
−1/2p (I × I).
On the one hand, it is easy to sheck that the function ψp,0(u) = u
−1/p belongs to Lp∞ and it
does not belong to Lp,2p(logL)
−1/2p.
On the other hand, if we assume that, vice versa,
Lp,2p(logL)
−1/2p ⊂ Lp∞,
then from the inequality for fundamental functions of these spaces we obtain false inequality:
ln(e/t) ≤ C ( C > 0 does not depend on t ∈ (0, 1] ).
Remark 2.9. As we remarked in beginning of this paper the case
1
r
+
1
q
−
1
p
< 0
is not considered in the O’Neil theorem. The theorems 2.1 and 2.4 complete it, characterising the
image B(Lpr, Lpq) in this case to within any positive power of logarithm.
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