In this paper, the VLSI architecture for the Inverse Discrete Wavelet Transform (IDWT) is proposed on the basis of B-spline factorization that is the intrinsic property of DWT and comprises two parts: B-spline part and distributed part. After the polyphase decomposition, the former can be constructed by Pascal or direct implementation. And the latter one can be implemented by serial or parallel filter architecture. The B-spline-based architectures can reduce multipliers but would introduce additional adders compared with convolution-based architectures. Because the hardware complexity of adders is much less than that of multipliers, B-spline-based architectures could provide smaller hardware complexity for DWT and IDWT. The case study of the (10,18) filter will also be given to demonstrate the efficiency.
INTRODUCTION
DWT has been developed as an efficient DSP tool for signal analysis, image compression, and video compression [1] . In the last decade, many VLSI architectures have been proposed for DWT, which are mainly convolution-based [2] and lifting-based [3] . The former is to implement two-channel filter banks directly. And the latter is to exploit the relationship of lowpass and highpass filters to saving multipliers and adders [4, 5] . We have proposed a new category of forward DWT architectures based on the B-spline factorization [6] . According to [7] , any DWT filter bank can be factorized into the B-spline part and distributed part. The B-spline part contributes to all important wavelet properties. And the distributed part is used to design FIR DWT filters. The Bspline-based architectures could provide fewer multipliers while the lifting scheme fails to reduce the complexity. In this paper, we extend the idea of B-spline architectures This work was supported in part by MOE Program for Promoting Academic Excellence of Universities under the grant number 89E-FA06-2-4-8, in part by National Science Council, Republic of China, under the grant number 91-2215-E-002-035, and in part by the MediaTek Fellowship.
for forward DWT to IDWT. The direct implementation of the B-spline part is also introduced because the Pascal implementation may be too complex to reduce hardware complexity. After the Type-I or Type-II polyphase decomposition [8] , the distributed part can be implemented by serial or parallel filters. The organization of this paper is as follows. Section 2 reviews previous arts of DWT architectures. The B-spine factorization theory is described and extended to IDWT in section 3. The proposed VLSI architecture for IDWT is presented in section 4. And one case study of the (10, 18) filter is given to demonstrate the efficiency in section 5. This paper is summarized in section 6.
PREVIOUS DWT ARCHITECTURES
As illustrated in [6] , there are three categories of architectures for DWT. And it is similar for IDWT. As shown in Fig.  1 , the IDWT is equivalent to a synthesis filter bank which includes a lowpass filter H(z) and a highpass filter G(z). The convolution-based architecture can be constructed by use of polyphase decomposition as shown in Fig. 2 . Then the four filters can be implemented by serial or parallel filters. On the other hand, lifting scheme [4] has been widely used to reduce the multipliers and adders by exploring the relation between lowpass and highpass filters. And any twochannel filter bank of perfect reconstruction property could be factorized into the corresponding lifting structures [5] . The IDWT architecture can be easily derived from the liftingbased architecture for DWT. However, the complexity reduction may fail for linear even-tap filter banks, such as the (6,10) filter [6] . This is because the lifting steps of these filter banks are not linear such that the number of required multipliers will be nearly the same as that of the convolution-based architectures that adopt the linear property. We have proposed the third category of architectures for DWT based on B-spline factorization. It can still reduce the hardware complexity when the lifting scheme fails. The following sections will introduce the B-spline-based architectures for IDWT. 
B-SPLINE FACTORIZATION
According to [7] , the lowpass filter H(z) and the highpass filter G(z) of any DWT can be factorized into the B-spline part and distributed part. And the perfect reconstruction implies that the synthesis lowpass filter H(z) = G(−z) and the synthesis highpass filter G(z) = −H(−z), which results in the similar equations as the DWT:
where the first and second terms of the right-hand side are the B-spline part and distributed part, respectively.
PROPOSED ARCHITECTURE FOR IDWT
In this section, the proposed architecture based on B-spline factorization is presented. The general architecture is introduced first, and then the direct implementation of the Bspline part is presented.
General architecture
After substituting the equation (1) into Fig. 1 , the general architecture can be derived by use of polyphase decomposition [8] as shown in Fig. 3 , where
, and R o (z)) can be implemented by using many DSP VLSI techniques, such as serial filter, parallel filter, pipelining, and retiming. There are two two-input-two-output B-spline parts. One is for 
Direct implementation for B-spline part
In [6] , the Pascal implementation of the B-spline part is discussed, which exploits the similarity of the two B-spline parts to reduce adders. However, the Pascal implementation of long-tap filters will be too complex to be derived, and the complexity reduction is not guaranteed. Then the direction implementation of the B-spline parts can be used instead.
The concept is to implement (1 + z −1 ) and (1 − z −1 ) first, and then the B-spline parts can be constructed by serially connecting (1 + z −1 ) and (1 − z −1 ). But two-input-twooutput structures of (1 + z −1 ) and (1 − z −1 ) can not be derived from polyphase decomposition. We propose to implement them by considering the physical connection of signals as shown in Fig. 4 
CASE STUDY
In this section, the case of the (10,18) filter is studied. As for the cases of the JPEG 2000 default (9,7) filter and the (6,10) filter, the results will be very similar with the cases of the forward DWT [6] because the hardware complexities of forward and inverse DWT are very similar.
(10,18) filter
The coefficients of (10,18) analysis filter bank are given in [9] . The analysis lowpass filter is a symmetric 10-tap filter, and the highpass filter is an anti-symmetric 18-tap filter. The coding efficiency can be better than the well-known (9,7) filter [9, 10] . The synthesis filter bank can be derived from
H(z) = G(−z) and G(z) = −H(−z).
After polyphase decomposition, the convolution-based architecture of (10,18) can be constructed as Fig. 5 . H e (z) and H o (z) are mirror-images of each other, and so are G e (z) and H o (z). Thus, the number of multipliers can be reduced by using mirror-images, but it would require more registers.
Here we discuss two architectures. The architecture I is to implement the four filters as parallel filters directly such as to minimize the number of registers. 
Proposed architecture
The B-spline factorization of the synthesis filter bank is as follows:
where v The proposed architecture of the synthesis (10,18) filter bank is shown in Fig. 6 . The four filters of the distributed part are all symmetric so that the number of multipliers can be reduced into a half. The denominators 8 and 4 of the equation (2) are introduced only for the precision issues. These two denominators are implemented by shifting right the signals between the (1 + z −1 ) and (1 − z −1 ) stages, which are not shown in Fig. 6 for simplicity. There are two possible implementations for these filters: serial or parallel filters. If the four filters are implemented as serial filters, the critical path will be T m +11T a . Because the registers can not be shared among these filters, the required number of registers is 24. On the other hand, the critical path will be T m + 13T a and the registers can be shared and reduced to 20 if parallel filters are adopted. In Fig. 6 , retiming can be performed to R e (z) and R o (z) to decrease the number of registers. And pipelining can also be used to shorten the critical path. In concept, the pipeline can be cut at the half of the critical path with four additional pipelining registers.
Comparison
The proposed B-spline factorized architectures as well as the aforementioned convolution-based ones have been verified by use of Verilog-XL and synthesized into gate-level netlists by Synopsys Design Compiler with standard cells from Artisan 0.25-µm cell library. The comparison and synthesis results are shown in Table 1 , where the internal bit-widths are all 16-bit, the multipliers are all 16-by-16 multiplications, and the adders are also 16-bit for comparison. The gate counts are given in combinational and noncombinational gate counts separately. The former contributes to the multipliers and adders while the latter is responsible to the registers. For circuit synthesis, the timing constraints are set as tight as possible. The lifting-based architecture will not reduce the hardware complexity as the case of (6,10) filter because the lifting steps can not be all linear. Thus, the lifting-based architecture is not included in this comparison. For this cell library, we choose the pipelining points for the proposed architectures as shown in Fig. 6 to minimize the critical path. According to Table 1 , the proposed architectures could require fewer gate counts under the same timing constraints. Although the proposed architectures need more adders, most of the adders are not on the critical path such that they can be implemented with smaller area and lower speed adders.
SUMMARY
In this paper, we present efficient IDWT architectures based on the B-spline factorization. The direct implementation of the B-spline part is also proposed. Because the distributed part is usually designed as small as possible, the proposed B-spline factorized architectures would require fewer multipliers than the convolution-based and lifting-based ones. Although more adders are required, many adders can be implemented with small area and low speed adders because most of them are not on the critical path. From the case study of the (10,18) filter, the efficiency of the proposed architecture is demonstrated.
