Abstract-We study in this work user impatience and quantify its impact on the performance of mobile networks, notably LTE networks, in the presence of data flows experiencing heterogeneous radio conditions. We consider a dynamic user setting where users come to the system at different time instants and leave it after a finite duration, either after completion of their data transfers or earlier, at the expiry of some patience duration. We derive closed-form analytical expressions for the system stationary probability distribution, in general and for some particular distributions for the impatience duration and file size, and obtain several performance metrics such as system load and mean transfer times, taking into account the heterogeneity of users locations in the cell. Our numerical results quantify these metrics, as a function of the impatience rate, as well as the traffic region where the impatience impact becomes preponderant.
I. INTRODUCTION
With the advent of smartphones and tablets, mobile traffic has exploded and is expected to continue its explosion in the upcoming years. While 3G networks have been for several years under-utilized, they are becoming more and more congested. Even if the deployment of 4G Long Term Evolution (LTE) networks will substantially increase the capacity of mobile networks, it is expected that it will also amplify the phenomenon of mobile traffic increase as more users will be willing to take advantage from the data rates promised by these 4G networks. Congestion is thus inevitable at some point and it is hence important to study its impact on the mobile network performance.
As the large majority of traffic in mobile networks is composed of elastic data applications, congestion reduces user throughputs and extends their session durations. Users may react to this Quality of Experience (QoE) degradation by aborting their connections before their completion. On one hand, the repetition of this situation may lead to user churn, and, on the other hand, impatience of some users alleviates the network load and may enhance the performance of the other patient users who do not choose to quit the system before the completion of their service.
Many works considered performance of mobile networks in the presence of data traffic. For instance, [1] analysed the flow level performance in High Speed Downlink Packet Access (HSDPA) networks and derived expressions for the system capacity and user performance. Authors in [2] derived the capacity of LTE systems in the presence of data, streaming and mobile TV services. However, to the best of our knowledge, no work has considered impatience of users and its impact on mobile systems, and this is the focus of our present work.
Impatience has been the object of several works dealing with fixed networks. In [3] , a new version of the Erlang formula has been derived taking into account user impatience, resulting in so-called Erlang-I formula (I stands for impatience; other works call it the Erlang-A formula, A standing for abandonment). This formula is applicable for the case of streaming like flows where the service duration is independent of the quantity of resources obtained by the user, unlike our present case of data traffic where service duration is proportional to the quantity of resources obtained by the user.
In [4] , the authors modeled impatience using the deterministic service curves approach and used simulations to quantify its impact on the system performance for several bandwidth sharing disciplines. They also reported on empirical works that set evidence for user impatience, which is found to be responsible for up to 20% of aborted traffic with respect to the total carried data traffic. In [5] , the authors modeled data traffic at the flow level and considered impatience of users in the overload regime, when the mean arrival intensity is larger than the mean service rate.
Our aim in this paper is to study user impatience in the context of mobile cellular networks, with an application to LTE, and quantify its impact on the system performance. We model the system at the flow level for a realistic dynamic setting where users come to the system at different time epochs and leave it after a finite duration, either upon the completion of their data transfers or, in case of impatience, when their patience tolerance is over. We derive, in Section III, closedform expressions for the stationary probability distribution in general and for different assumptions on the distributions of the file size and patience duration, and obtain, in Section VI, analytical expressions for several performance metrics reflecting the performance of our system. Our numerical results, contained Section V, illustrate the trends for these metrics, notably as a function of the mean impatience rate.
II. SYSTEM MODEL

A. System description
We consider an OFDMA-based homogeneous cellular network and focus on the downlink of one cell with a single base station at its center. With OFDMA, the total bandwidth, which we denote by , is divided into orthogonal subcarriers and can be shared between the different users present in the cell in the same time slot.
Due to propagation conditions and interference from other cells, the Signal-to-Interference and Noise Ratio (SINR) is lower at the cell edge than at the cell center. This leads to a cell capacity ( ) that depends on the distance between the user and the base station. In order to obtain this throughput, we make use of a static simulator as described in [2] . This throughput is illustrated in Figure 1 for an LTE system in an urban environment.
As can be seen in this figure, the throughput decreases when the user gets further away from the base station. Let
be the set of throughputs at different positions in the cell and the probability that a user is located at position (this corresponds to a discretization of Figure 1 into 0 regions where the throughput is almost constant). Fig. 1 . Throughput for a user who is alone in the cell, and who is located in different positions. We consider an LTE system using 10 MHZ of spectrum at the 2.6 GHZ band. Cell radius is equal to 1 Km and a MIMO 2*2 scheme is considered.
B. System performance without user impatience
We assume that (data) flows arrive to the system following a Poisson process with intensity . In the absence of user impatience, the service duration for a single user in position is given by = where is the flow size. In the presence of more than one user in the system, the capacity of the cell is shared between them: each user receives a throughput equal to = when there are users in the cell. Such a system can be modeled as an M/G/1 -Processor Sharing (PS) queue, assuming that the service duration has a general distribution (or equivalently that the flow size has a general distribution) [1] . In this case, each flow of class will have a service duration equal to ( ) = ( ) .
We define the load of the system as the product of the traffic intensity and the average service duration over the cell: = ( ). The load is thus given by:
III. MODELING IMPATIENCE A. General stationary distribution
In practice, users can be impatient if their transfer is too long, exceeding a certain tolerance. In this case, they may decide to interrupt their service and leave the system before it is complete.
We model impatience by introducing a patience duration, denoted by random variable : a flow of class completes its transfer if and only if its service duration is less than its patience duration , i.e., < . In this section, we consider a general case where patience can have any distribution, and can depend, or not, on the file size.
The actual service duration for users in position with impatience is thus given by: , = min{ , } where is, again, given by . In the case of flows in progress in the system, the actual service duration is given by , , = min{ , }, and the system can be modeled as an M/G/1 -State Dependent Processor Sharing (SDPS) queue.
As before, the system load, when users are active, is given by the product of the traffic intensity and the service duration:
The present M/G/1 -SDPS queue is always stable as the sojourn time of the users in the system is always finite (since it is bounded by ). The number of users in the system can however increase and tend to infinity; in which case, no users will be served at all and they would all leave the system after the impatience duration. This would not happen as long as the following condition holds:
The stationary distribution of the system is given by:
Remark: We note that the M/G/1 -PS queue of the previous section (corresponding to a system without impatience) is one instance of this M/G/1 -SDPS where ( ) = ( ) = ( ), with stationary distribution: ( ) = ( ( )) (1 − ( )) . In the following sub-sections, we explicit Eqns. (1) and (3) in some particular cases of file and patience distributions.
B. Case where patient duration is independent from file size 1) Exponential flow size and exponential patience duration:
We first assume that patience durations and file sizes are independent and exponentially distributed with averages equal to 1/ 0 and¯, respectively.
Under these assumptions, we deduce that the service time of users in position when there are, in total, users in the cell, 
2) Deterministic flow size and deterministic patience duration: We now assume that the flow size and patience duration are deterministic, i.e., ( ) = and ( ) = . Equation (1) simply becomes:
} which can be plugged into Eqn. (3) to obtain the expression for the stationary distribution of the system.
3) Deterministic flow size and exponential patience duration: We now assume that the flow size is deterministic and the patience duration is exponential with parameter 0 .
We obtain after some calculations:
} which can again be put into Eqn.
.
C. Patience duration function of flow size
It is more realistic to assume that the patience duration depends on the file size, since patience grows with file size, i.e., = ( ).
For simplicity, we assume as in [5] that is linear and = + where represents the threshold below which users are not impatient, referred to as the tolerance, and represents the minimum throughput required to transfer very large documents, referred to as the sustainable throughput.
1) Deterministic flow size:
We assume that ( ) = and we pose:
. After some calculations we obtain:
} which can again be fitted into Eqn. (3).
2) Exponential flow size: Here we assume that the flow size has an exponential distribution with average size¯. We obtain after some calculations:
D. Steady-state probabilities for users in different locations
So far, we derived the steady state probabilities in case of impatience for the aggregate number of users in the system. We now derive the expression of the steady-state probabilities of the number of users in different locations in the cell, i.e., experiencing different radio conditions. For simplicity, we limit the analysis to the Markovian case where the patience duration and flow size are independent and exponentially distributed with, again, parameters 0 and = , respectively. In this case, we have:
Let us denote by the service duration in target region of the cell in which the capacity is . Then, by the formula = , we deduce that is also exponentially distributed with parameter = . Let us pose
, where 0 is the total number of regions in the cell (each with different capacity) and is the number of users in region . The vector process is Markovian with the following intensity matrix:
Let us introduce some notations which we will use later:
The stationary distribution is given by:
IV. PERFORMANCE METRICS
We derive, in this section, some performance metrics that would enable us to assess the performance of our system.
denote the probability that a user is in the impatience region, i.e., the region in the above-mentioned Markov Chain where users in location in the cell will leave the system before completing their service. Let
denote the complementary probability to .
Calculations give:
Thus:
The mean transfer time of a user in region of the cell is given by:
denote the mean loss of resource in cell region caused by impatience, i.e., the resources used uselessly by impatient users before leaving the system without completing their transfers.
We first start our numerical applications by quantifying, in Figure 2 , Eqn. (2) indicating the limit at which the system still serves some customers in the case of impatience. We specifically plot the maximum offered traffic, defined as [ ], that can be supported by the system while it is still serving some customers, as a function of the mean impatience rate. We consider the case where both patience duration and file size are exponentially distributed. We consider the throughput values in Figure 1 and assume, for the sake of illustration, that the file size is of mean [ ] = 8 Mb.
We now show numerically the trends followed by several performance metrics as a function of the mean impatience duration, for the Markovian case. Without loss of generality, we differentiate in the numerical results between the performances of cell center users and cell edge ones in order to illustrate how impatience impacts users function of their radio conditions. Figure 3 shows the mean transfer times, in the inner and outer regions, as a function of the mean impatience rates ( 0 = 0 corresponds to the case without impatience).
We observe that the mean transfer time decreases with impatience, which is due to the fact that impatient users will now leave the system earlier, before completion of their transfers.
The probability that a user is in the impatience region increases with the impatience rate, as shown in Figure 4 , in both regions of the cell, until reaching a certain threshold. It then starts decreasing, with a rate that is higher in the outer region of the cell. The increase phase can be explained by the fact that in this phase, the impatience rate is less than or equal to the service rate in the outer region of the cell (which dominates the overall system performance as it has a service rate much lower than that in the inner region of the cell), and so a higher impatience rate implies a higher probability to be in the impatience region.
In the decrease phase, the impatience rate is higher than the service rate in the outer region of the cell, and so the system has a lower number of users (as shown in Figure 5 ) and hence a lower probability for a user to be in the impatience region in the outer region of the cell, but also, albeit to a lesser extent, in the inner region of the cell.
At the cell level, Figure 6 shows the mean carried traffic for all the users in the cell as well as considering solely those users who completed their transfers. We observe that the overall carried traffic decreases with increasing impatience rate, which is expected as less and less users complete their transfers. The "useful" carried traffic of patient users decreases however only at the beginning of the x-axis and then increases as impatient users make more and more room for patient users to complete their transfers.
Eventually, in Figure 7 we plot the mean resources that were used by the impatient users uselessly before leaving the system without completing their transfers. This metric decreases with the impatience rate because users stay less in the system before getting impatient and hence use less resources. It is higher in the cell center because these users have higher service rate and thus use more of the system resources before leaving it impatiently.
VI. CONCLUSION
We modeled in this paper user impatience in mobile cellular networks, notably 4G LTE, and quantified its impact on system performance in terms of several performance parameters, such as mean transfer times, mean number of users in the cell and probability that a a user is in the impatience region.
We observed that impatience results in lower mean transfer times for patient users who remain in the system, at the cost of higher number of users who quit the system before completing their file transfers and hence higher user non-satisfaction.
