We develop a categorical index calculus for elliptic symbol families.
Introduction
Index theory assigns the numerical invariant ind P = dim Ker P − dim Coker P to an elliptic operator P on a compact manifold X. The Atiyah-Singer index theorem [4] solves the index problem of identifying this invariant in terms of topological data on X. A key technique in its proof is the following excision principle of Seeley [22, A.1] . Let U be contained as an open subset U ± in two compact manifolds X ± . Let P ± , Q ± be a pair of elliptic operators on each of the manifolds X ± , each pair differing at most on U . Then, deforming the problem through pseudo-differential operators, the index difference ind Q ± − ind P ± can be concentrated on U ± , see for example [12, §7.1] . In particular, if we assume P + = P − and Q + = Q − over U it is not hard to believe the excision formula ind Q − − ind P − = ind Q + − ind P + .
(1.1)
The excision principle is one of the most powerful techniques of index theory.
Once it is established, one can compare the index problem on any compact manifold to that on a sphere, where it is solved using Bott periodicity.
In proving (1.1) and extending to families the key is to establish a formal calculus for the index map in terms of topological K-theory. In this calculus ind P depends only on the principal symbol, is functorial, and can be extended to open manifolds. These properties lead to (1.1) and, combined with the multiplicative property, to the families index theorem.
In his study of orientations in Yang-Mills theory, Donaldson introduced in [11, (3.10) ] a formally similar excision isomorphism for the determinant
where D ± are first order differential operators on X ± , skew-adjoint outside U ± . It is based on an adiabatic construction of solutions to the differential equation D + f + = 0, given a solution D − f − = 0. An alternative proof closer to our discussion here in terms of pseudo-differential operators is explained in Donaldson-Kronheimer [12, §7.1] .
In this paper, we shall expand these ideas and develop a new 'categorical index calculus' in Theorem 2.8. In a categorified index problem one assigns, rather than numbers, G-torsors to Fredholm operators (G = Z 2 , Z). We shall consider the following three basic cases λ ∈ {or, pf, sp}:
(or) The orientation problem for real Fredholm operators to which we assign the Z 2 -torsor of orientations or(P ) on the vector space Ker P ⊕ (Coker P ) * .
(pf) The skew orientation problem for real skew-adjoint Fredholm operators to which we assign the Z 2 -torsor of orientations pf(P ) on Ker P .
(sp) The spectral orientation problem for self-adjoint Fredholm operators to which we assign their spectral Z-torsor sp(P ), see Definition 3.14.
Thus λ(P ) plays the role of ind(P ) and the category of G-torsors plays the role of the topological K-theory group. A key point is that all three orientation problems are deformation invariant. In particular, restricted to pseudo-differential operators they only depend on principal symbols, see Section 3.6.1, which is the starting point for the categorical index calculus in Section 3.6.
Rather than to connected components π 0 these problems now correspond to π 1 Fred R = Z 2 , π 1 Fred skew R = Z 2 , and π 1 Fred sa C = Z. In the first two cases, the universal covers are known as the real determinant line bundle and the real Pfaffian line bundle, see for example Freed [15] , turned into double covers. The universal cover of Fred sa C is less familiar and in Section 3.4 we construct the spectral cover for self-adjoint families, a principal Z-bundle. This construction is new and in Theorem 3.21 we establish also its connection to the transgression of the complex determinant line bundle. The last case (sp) has potential applications to orientations graded over Z n for n ∈ N.
orientation problem for twisted Dirac operators P = / D Ad E on a 7-dimensional compact spin manifold in terms of a flag structure on X, with applications to the study of moduli of G 2 -instantons [13] .
Categorified index problems are secondary index problems, meaning they only make sense when the corresponding traditional index vanishes. For (or) this is the orientability of the real determinant line bundle, which amounts to the vanishing of the first Stiefel-Whitney class of the index class ind P ∈ KO 0 (Y ) from [6] . For (pf) and (sp) we have by [1] and by [3, §3] an index in KO −1 (Y ) and K −1 (Y ) whose images in H 1 (Y ; Z 2 ) and H 1 (Y ; Z) must vanish. Orientability questions can thus be treated by classical index theory, but for questions of picking actual orientations this is no longer sufficient. To do this, traditional equalities must be replaced by canonical isomorphisms.
Outline of the paper
In Section 2.1 we set up the necessary terminology for elliptic symbols to formulate the categorical index calculus. This is done in Section 2.2 as Theorem 2.8, where we state also our other main result, Theorem 2.10, on excision. A simplified version of the excision principle for gauge theory is stated as Theorem 2.13. Assuming the categorical index calculus, we prove Theorem 2.10 in Section 2.3.
The rest of the paper establishes the categorical index calculus in the three basic cases. Our orientation conventions are fixed in Section 3.1. Sections 3.2 and 3.3 review known results for the determinant and Pfaffian line bundles. The spectral cover for self-adjoint Fredholm operators is constructed in Section 3.4. As an aside, the relationship with the transgression of the complex determinant line clarified in Theorem 3.21. After these preparations, we then prove Theorem 2.8, the categorical symbol calculus, in Section 3.6.
For convenience, we have collected in Appendix A some elementary background on compactly supported pseudo-differential operators. 
Direct sums and adjoints of elliptic symbols are formed pointwise.
± ) be families of elliptic symbols of the same order m on manifolds X ± . Let φ : X − → X + be an open embedding. An identification Φ : p − → p + of symbols over φ are two Y -families of unitary isomorphisms Φ
•
We consider the following types of identifications: Φ is (or) real if E
• ± have orthogonal real structures with which Φ 0 , Φ 1 commute, (pf) real skew-adjoint if it is real and Φ 0 = −Φ 1 , and
There is then a monoidal category Eℓℓ m Y (X) whose objects are m-th order Y -families of elliptic symbols. The morphisms are identifications over φ = id X . An embedding φ : Proposition 2.3. We have a reduction of order functor:
Finally, we introduce the following terminology for dealing with zeroth-order symbols on open manifolds.
×Y satisfying the following conditions:
∀ε > 0, y 0 ∈ Y there exists a neighborhood V of y 0 such that:
For Z compact Hausdorff and p ∈ Eℓℓ Y ×Z (X; E 0 , E 1 ) we more generally allow L ⊂ X × Z to vary along the compact Z parameter.
The category of relative pairs
The terminology of this section is not needed for the categorical index calculus, but is used in the formulation of the excision theorem.
An identification corresponds to the data that identifies pseudo-differential operators P ± on X ± . As such, they induce isomorphisms Φ * : λ(p + ) → λ(p − ), see Theorem 2.8(i). Excision extends this global functoriality to the case where we have a pair (P ± , Q ± ) of operators on each of the spaces X ± and where the diffeomorphism φ only needs to be defined locally where the operators differ, see Figure 2 .1. The idea is that the index-theoretic information contained in P − and Q − can be compressed close to where the operators differ. Similarly for P + and Q + . The compressed solutions to the (pseudo-)differential equations can then be mapped back and forth using a only locally defined diffeomorphism.
The data needed to perform the compression in a canonical way promotes the pair (p, q) of principal symbols to a relative pair (p, Ξ, q):
). An identification Ξ : p| X\L → q| X\L over the identity defined outside a closed subset L ⊂ X is called a relative Y -pair (p, Ξ, q) with support L. A relative pair has type (λ) if all of p, q, Ξ have type (λ).
The motivation for this terminology is that the identification Ξ promotes the isomorphism class
We shall see that Ξ allows us to 'compress' the orientation cover λ(p) * ⊗ λ(q) into a neighborhood of the support of Ξ. To make this idea precise, we introduce the following notion. Definition 2.6. Let (p ± , Ξ ± , q ± ) be relative Y -pairs on manifolds X ± with compact supports L ± and φ :
An isomorphism of relative Y -pairs over the base map φ, written
consists of two identifications Π :
We then say the support of (2.2) is contained in C. By enlarging the supports of the relative pairs we can always assume
2) is of type (λ) if (p ± , Ξ ± , q ± ) and Π, K are all of type (λ). To this setup, depicted in Figure 2 .1, we shall attach an excision isomorphism. We will also prove its independence under the following deformations. Definition 2.7. Let Y be a topological space and Z compact Hausdorff. There is a version of Definition 2.5 in which L ⊂ X × Z may change along the compact parameter z ∈ Z. Similarly, in Definition 2.6 we can take U ± ⊂ X ± × Z open and φ : U − → U + to be a Z-family of diffeomorphisms. In this case we speak of a Z-deformation of relative Y -pairs
Statement of results

Index calculus
We now present the calculus that is a categorical version of the K-theory calculus for the index map. Proofs are given in Section 3.6.
Theorem 2.8. Let X be a manifold, Y a topological space, and λ ∈ {or, pf, sp}.
To every Y -family of elliptic symbols p ∈ Eℓℓ m Y (X) of type (λ), zeroth-order compactly supported if X is not compact, there is associated a (2.4) and the following formal properties:
which is associative, graded commutative, and natural for (2.5).
natural for (2.5) and compatible with (2.6).
An open embedding i : U ֒→ X induces a pushforward isomorphism
natural for (2.5), compatible with (2.6) and (2.7), and satisfying
There is a reduction of order isomorphism
of the same type, and then (2.9) is natural for (2.5).
Of course, all isomorphisms are understood as grading-preserving isomorphisms of G-principal bundles. The tensor product in (2.6) is the structure group reduction of the direct product G × G-principal bundle along the group operation map G × G → G, while the dual in (2.7) is obtained by structure group reduction along inversion G → G.
Corollary 2.9. Let Z be compact Hausdorff. For p ∈ Eℓℓ m Y ×Z (X) of type (λ), compactly supported if X is not compact, the disjoint union z∈Z λ(p z ) has a unique natural topology of G-principal bundle over Y × Z extending that of Theorem 2.8. In particular, for Z = [0, 1] we get a fiber transport isomorphism Proof. If X is compact, this follows by applying Theorem 2.8 to Y ×Z. Similarly for m = 0 and p compactly supported in L = K × Z with K ⊂ X compact. The general case can be reduced to this, since every z 0 ∈ Z has a neighborhood
The restriction of p to a Y × Z 0 -family is then of the previous type.
Excision
Theorem 2.10. Let X ± be compact manifolds and Y a topological space. Every isomorphism (φ, Π, K) of relative pairs of type (λ) as in (2.2) induces an excision isomorphism of Z 2 -graded G-principal bundles over Y ,
uniquely determined by the following properties:
(i) (Empty support.) If (φ, Π, K) has empty support, then λ(p ± ) * ⊗ λ(q ± ) are both identified with the trivial cover. In this identification the excision isomorphism Ex(φ, Π, K) becomes the identity map.
(ii) (Restriction.) Let V ± ⊃ U ± be open supersets. Assume that (φ, Π, K) has an extension (φ,Ξ,K) to an isomorphism of relative pairs over a base diffeomorphismφ :
be another isomorphism of relative pairs over the same φ and type (λ).
For the sum of symbols and identifications we have a commutative diagram
(iv) (Functoriality.) Let X − , X 0 , X + be compact manifolds. Given composable isomorphisms of relative pairs of the same type (λ)
we have for the horizontal composition (φ −+ := φ 0+ • φ −0 and so forth)
(v) (Global excision.) If the isomorphism (φ, Π, K) of relative pairs is defined over a global diffeomorphism φ : X − → X + , U ± = X ± , then excision coincides with the global functoriality Ex(φ, Π, K) = (Π * ) * ⊗ (K * ) −1 of (2.5).
(vi) (Deformations.) Consider a Z-deformation (2.3). Then (2.11) is continuous in the topology of Corollary 2.9. In particular, when Z = [0, 1] and both relative pairs (p ±,z , Ξ ±,z , q ±,z ) are constant in z we get a homotopy
(vii) (Reduction of order.) Regarding (φ, Π, K) also as an isomorphism of the zeroth-order relative symbols, we have a commutative diagram
If the involved symbols are zeroth-order and compactly supported, everything holds equally for non-compact manifolds.
Remark 2.11. Our sign convention in Section 3.1 fixes the map in (iii) as
(2.12)
Thus, for λ = or the diagram in (iii) includes (−1) (ind p±−ind q±)·(ind p−+ind p+) as compared to naïve rearrangement. Similarly for λ = pf with the index replaced by the dimension of the kernel modulo two. There is no sign for λ = sp.
Remark 2.12. Applying (2.11) for λ = sp and Y = S 1 we deduce on the level of isomorphism classes an excision formula for the spectral flow around a loop of self-adjoint elliptic pseudo-differential operators on X:
For first order elliptic differential operators this is already known also a consequence of the Atiyah-Patodi-Singer index theorem [2, Th. 3.10] which allows one to express the spectral flow of a periodic family as an index on X × S 1 , see [3, p. 95] . This depends on a detailed analysis of elliptic boundary value problems using heat kernels. Once the spectral flow has been expressed as an index, one can apply the classical excision formula (1.1) to get (2.13). Although this direct proof for (2.13) is compelling, it does not strictly require the categorical point of view. A key point is that (2.11) includes a generalization of (2.13) for non-periodic families that is not expressable in terms of spectral flow.
Specialization for gauge theory
For the convenience of the reader we now formulate Theorem 2.10 in the special case relevant to gauge theory.
Let G be a Lie group, X a compact manifold, P → X a principal G-bundle, and Ad(P ) → X the associated bundle of Lie algebras. Let
be an elliptic differential operator on X, which is also denoted
be its set of orientations. More generally, a Y -family of connections determines a double cover of Y . Using the trivial bundle G we define the normalized orientation torsorǑ
13. Let X ± be compact manifolds. The data consisting of
induces a canonical excision isomorphism of normalized orientation torsors
These have the following properties:
(iii) (Sums.) In addition to (a)-(e) let H be a Lie group, Q ± → X ± principal H-bundles, ρ ± frames of Q ± | V± , and Ξ :
As compared to naïve rearrangement, this diagram includes the sign given by the parity of dim
Both (ii) and (iii) are natural for this functoriality.
then excision coincides with the global functoriality defined by mapping the kernels of the differential operators D ∇ Ad P ± and D ∇ Ad G using φ and Φ • .
(vi) (Families.) Let Y be compact Hausdorff. Given a Y -family of data as above, where U ± , V ± ⊂ X ± × Y and all the other data are allowed to change in Y , (2.14) becomes a continuous map of coverings over Y .
Proof. This is Theorem 2.10 applied to the twisted principal symbols
Proof of Theorem 2.10
Assuming the categorical index calculus of Theorem 2.8, we shall perform a series of reductions until Theorem 2.10 reduces completely to Theorem 2.8, verifying in each step that the properties claimed in Theorem 2.10 are preserved.
Reduction to zeroth order
Recall from Proposition 2.3(ii) that an identification Ξ : p → q induces an identification of the zeroth-order symbols. Assume Theorem 2.10 in the special case of zeroth-order families.
Using the excision isomorphism for zeroth-order families, we define Ex(φ, Π, K) in general as
Then Theorem 2.10(vii) holds by definition and properties (i)-(vi) follow from the compatibilities stated in Theorem 2.8(v) and the assumed properties for zeroth-order families.
Deformation to compactly supported symbols
The reduction to Theorem 2.8 is based on the following deformation:
Proposition 2.14. In the notation of Definition 2.5, let (p, Ξ, q) be a relative Y -pair of order zero with compact support L over a manifold X. Let U ⊂ X be an open set with L ⊂ U , and pick
for t ∈ [0, 1] has the following properties:
χ is a zeroth-order family of elliptic symbols.
(ii) (p, Ξ, q)
(iv) When p, q are skew-adjoint symbol families and
are skew-adjoint. Similarly when p, q are self-adjoint and
is an identification over φ for each t ∈ [0, 1]. This definition is clearly functorial for the composition of relative pairs.
−1 q ξ , the latter summand is skew-adjoint and invertible. Hence all of its spectral values are non-zero and purely imaginary. It follows that the endomorphism given by the inner square brackets does not have zero in its spectrum. The rest are trivial verifications.
. . , χ r are cut-offs as in Proposition 2.14, then so are all convex combinations r i=0 s i χ i for s ∈ ∆ r . For r = 1 we thus have a commutative diagram
(2.17)
Proof of Theorem 2.10 for zeroth-order families
We must define Ex(φ, Π, K) and verify Theorem 2.10 in the m = 0 case.
Depending on this choice, we have by Proposition 2.14 a deformation (p ± , Ξ ± , q ± ) t χ through symbols of type (λ), beginning with −p † ± ⊕q ± and ending with a family (p ± , Ξ ± , q ± ) 1 χ± of elliptic symbols compactly supported in U ± and two compression isomorphisms (2.16). Moreover, the isomorphism (φ, Π, K) induces identifications (φ,
The composition Ex(φ, Π, K) is independent of the choice of χ + by (2.17), since according to Corollary 2.9 both (2.5), (2.8) are compatible with deformations. Property (i) then follows by using χ + = 0 and similarly (ii) follows by using the same cut-off for the supersets. Since all of the maps used in the construction of (2.18) are functorial and compatible with direct sums and deformations, we see that (iii)-(vi) follow from the corresponding properties in Theorem 2.8.
3 Determinant, Pfaffian, and spectral covers 3.1 Sign convention and spectral preliminaries
Supersymmetric sign convention
The top exterior power ' ' of a finite-dimensional vector space has the property that a short exact sequence Σ : 0
where u ∈ Λ dim U U , w ∈ Λ dim W V , and i * , p * are the maps induced by i, p on exterior powers. This expresses our orientation convention that in such a sequence U -coordinates are regarded to come before W -coordinates in V . The data (3.1) defines a determinant functor, in the sense of Deligne [10, §4.3] , which has a unique extension to bounded complexes [19] , subject to a sign convention.
We use the sign convention of supersymmetry, where vectors and co-vectors are viewed as odd and scalars as even when commuting them. This rule determines various isomorphisms involving tensor products and dualization, which for convenience we make explicit. Thus we regard the determinant as a Z 2 -graded line in degree ≡ dim V ∈ Z 2 , use the graded tensor product, and braid
We agree to evaluate functionals on the left ev : L ⊗ L * → R, (x, α) → x, α = α(x), so that evaluation on the right introduces a sign (−1) deg L . This convention matches (3.4) in that the dual appears there also on the right. Instead of the naïve one, we insist on the identification
In the same way, to identify (V * ) with ( V ) * we must use
which differs by (−1) n(n−1)/2 from the naïve convention. For the dual of an exact sequence Σ
Spectral theory of Fredholm operators
We shall use a definition of the Quillen determinant for Hilbert spaces due to Bismut-Freed [7, Sect. f)] in terms of spectral theory.
Recall that the essential spectrum of a bounded operator is defined as its spectrum in the Calkin algebra B/K modulo compact operators. By definition, 0 / ∈ spec ess (A 0 ) for a Fredholm operator A 0 . As the spectrum in B/K is a closed set, we can then find an essential spectral gap (−δ, δ) with δ > 0.
Lemma 3.1 (see [21] ). For a self-adjoint Fredholm operator A 0 : H → H let δ > 0 be such that spec ess (A 0 ) ∩ (−δ, δ) = ∅. For all −δ < ν < 0 < µ < δ with µ, ν / ∈ spec A 0 there exists a neighborhood U of A 0 in the space of self-adjoint Fredholm operators with the following properties:
(ii) The direct sum V (ν,µ) (A) ⊂ H of all eigenspaces of A with eigenvalue ν < λ < µ defines a vector bundle over U of finite locally constant rank.
Proof. Pick ε > 0 such that both (ν − ε, ν + ε) and (µ − ε, µ + ε) are disjoint from spec A 0 . This remains true in a neighborhood U of A 0 where we require also spec ess (A) ∩ (−δ, δ) = ∅. Then all A − λ with ν < λ < µ are Fredholm and A has discrete eigenvalues near zero. Hence V (ν,µ) (A) is finite-dimensional. The projection χ (ν,µ) (A) onto V (ν,µ) (A) can be formed using functional calculus. Let
and that is otherwise affine-linear. Then χ (ν,µ) (A) = f (A) for all A ∈ U and the map A → f (A) from U into the bounded projections is continuous. In particular it has locally constant finite rank, so its image is a vector subbundle.
• : P − → P + is a pair of continuous sections
3. For a family of Fredholm operators the disjoint union over all (3.4) will be topologized as a line bundle using Lemma 3.1. It generalizes that of Freed [15] for Dirac operators. One may alternatively use 'stabilization' to topologize the determinant line bundle for general Banach spaces, see for example Zinger [24] , paying attention to a tedious sign convention, as in (3.13).
We say µ > 0 is sufficiently small for P if [0, µ] ∩ spec ess (P † P ) = ∅. For P Fredholm and 0 < µ < ν sufficiently small, define
, and β ∈ V (µ,ν] (P P † ) * . As P restricts to an isomorphism P : V λ (P † P ) → V λ (P P † ) when λ = 0, the top exterior power makes sense on (µ, ν]. It is easy to check stab µ,0 • stab ν,µ = stab ν,0 .
(3.5)
Definition 3.4. Let P be a Y -family of Fredholm operators. The determinant line bundle of P is the Y -family of one-dimensional vector spaces {Det P y } y∈Y with the following topology. Let y 0 ∈ Y and pick µ > 0 sufficiently small for P y0 with µ / ∈ spec P † y0 P y0 . Pick a neighborhood U of y 0 over which the Hilbert bundles are trivial. By shrinking U we may also assume the conclusions of Lemma 3.1. Then we can transport the bundle topology provided by Lemma 3.1(ii) on exterior powers along the isomorphisms stab µ,0 :
This topology is independent of µ by (3.5) and since stab ν,µ are homeomorphisms. It is also easily seen to be independent of the trivializations of the Hilbert bundles on overlaps. Hence we get a line bundle Det P → Y .
Proposition 3.5. The determinant line bundle has the following properties:
(ii) (Direct sums.) For Y -families of Fredholm operators P, Q there is a canonical isomorphism, natural for (3.7),
These are associative. They are graded commutative in the sense of a commutative diagram
Here σ includes (−1) ind P ·ind Q and the isomorphism swap exchanges the Hilbert spaces without a sign. More generally, a short exact sequence
of Fredholm operators, meaning a diagram of bounded operators
with exact rows and P 0 , P 1 , P 2 , induces an isomorphism
(iii) (Adjoints.) There is a canonical isomorphism τ : Det P † → (Det P ) * . It is natural for (3.7):
For the exact sequence Σ † : 0 → P † 2 → P † 1 → P † 0 → 0 adjoint to (3.10) and the isomorphisms we have a commutative diagram
we get an isomorphism
(v) (Invertible.) For a Y -family of invertible operators P the determinant line bundle has a canonical continuous trivialization det(P ) = 1 ⊗ 1 * .
Proof. (i) Assume F is metric preserving. The induced isomorphism is continuous, since F induces a map on the left hand side of (3.6). In fact, by passing to F (F † F ) −1/2 one need not assume F to be metric preserving. Alternatively, everything makes sense for Fredholm operators between Banach spaces.
(ii) A short exact sequence (3.10) determines a snake lemma exact sequence that we splice as indicated into short exact sequences Σ Ker P 1 , Σ Ker P 2 , Σ Coker P 0 , Σ Coker P 1 named after their middle term. Using (3.1), we define, denoting the dual homomorphisms by (·) * ,
using the sign ǫ = (−1) γ+γd+β(d+ζ) dictated by our supersymmetry conventions. This sign convention agrees with that of Zinger [24, (4.10) ]. We refer to [24, (2.27 ) and Cor. 4.13] for the tedious verification of associativity. For a direct sum the coboundary δ vanishes and (3.13) reduces to
, and so to naïve rearrangement with sign (−1)
dim Coker P 0 ·ind P 2 . In this case, which is all we need, the associativity and graded commutativity is easy. (iii) We define τ to be (3.3). The verifications of (3.11) and (3.12) are straightforward, inserting signs whenever commuting symbols and using that the snake lemma exact sequence of Σ † is the adjoint of the snake lemma sequence of Σ.
(iv) This follows by applying (3.1) to the splicings of the exact sequence
inserting again signs when rearranging. One may also regard (iv) as a special case of (ii) using the short exact sequence Σ : 0 → P − → P ⊕ id H 0 → P + → 0 and then define det P − ,P + as det Σ followed by Det(P ⊕ id H 0 ) ∼ = Det(P ) ⊗ Det(id H 0 ) ∼ = Det(P ), again using (ii). (v) Obviously (3.4) is canonically trivial and det(P ) := 1 ⊗ 1 * ∈ Det(P ) is a continuous section, by (3.6) for µ smaller than the least eigenvalue of P † P .
Determinant cover of real Fredholm operators
Definition 3.6. The determinant cover of a Y -family P of real Fredholm operators is the principal Z 2 -bundle or P := (Det P \ {zero section}) /R >0 of Y , regarded as being Z 2 -graded in degree (−1) ind P .
Remark 3.7. For P real or complex self-adjoint Fredholm, evaluation defines a canonical trivialization of (3.4). For real operators we thus get a canonical basepoint o taut,P ∈ or P . However, in families we still get non-trivial determinant covers, since they vary discontinuously. To understand the discontinuity, suppose for simplicity that P t is a family with a single eigenvalue λ t in [−µ, µ] which crosses zero once and upwards at t 0 . There is a corresponding continuous eigenvector v t . By definition of the topology, or P t is the set of orientations of the vector space of endomorphisms of
This agrees with the parity of the spectral flow along {P t }, see [21] . We therefore get a continuous section (−1) SF{Ps} s∈[0,t] · o taut,Pt of or(P ). In the self-adjoint case we can thus represent or(P ) by pairs [µ, ǫ] of µ > 0 with ±µ / ∈ spec P and ǫ ∈ {±1}.
Proposition 3.8. The properties (i)-(v) of Proposition 3.5 hold analogously for the determinant cover. The monodromy of the determinant cover around a loop of Fredholm operators is the parity of the spectral flow.
Pfaffian cover of real skew-adjoint Fredholm operators
Pfaffian line bundle
Initially we can work over the real or the complex numbers.
Definition 3.9. Let P : H → H be a skew-adjoint Fredholm operator. The Pfaffian line of P is the graded line in degree (−1) dim Ker P defined by
Pf P := Ker P.
The inner product defines a two-form P ·, · that is non-degenerate on each finite-dimensional eigenspace V λ (P † P ). This induces a preferred volume element ω λ ∈ V λ (P † P ). For 0 < µ < ν sufficiently small for P define a map stab skew ν,µ : Definition 3.10. Let P be a family of skew-adjoint Fredholm operators. For ν, µ / ∈ spec(P † P ) sufficiently small for P the maps stab skew ν,µ are homeomorphisms, using the topology provided by Lemma 3.1. As before, we get a welldefined topology on Pf P by transporting the topology along stab skew µ,0 :
Proposition 3.11. The Pfaffian has the following properties:
(i) (Functoriality.) Let P ± be Y -families of skew-adjoint Fredholm operators. A metric-preserving isomorphism F • : P − → P + induces an isomorphism
(ii) (Direct sums.) For Y -families of skew-adjoint Fredholm operators P, Q there is a canonical isomorphism, natural for (3.15),
These are graded commutative as in (3.9).
(iii) (Root.) For a Y -family of skew-adjoint operators there is a canonical isomorphism, functorial for isomorphisms as in (i) with F 0 = F 1 ,
(iv) (Invertible.) For a Y -family of invertible skew-adjoint Fredholm operators the Pfaffian line bundle has a canonical trivialization.
. This is because
Hence F 0 , F 1 can be used to extend F 0 to the left-hand side of (3.14), which is therefore continuous. The condition
is required for functoriality in (iv). The remaining assertions are obvious.
Pfaffian cover of real skew-adjoint Fredholm operators
Definition 3.12. The Pfaffian cover of a family P of real skew-adjoint Fredholm operators is the principal Z 2 -bundle pf P := (Pf P \ {zero section})/R >0 , regarded as being
Properties (i)-(iv) of Proposition 3.11 hold also for the Pfaffian cover. In particular, for real skew-adjoint elliptic symbol families the orientation cover is canonically trivial, since or P = pf P ⊗ Z 2 pf P by (iii) and since the square of any double cover is canonically trivial.
Remark 3.13. Since the eigenspaces for small non-zero eigenvalues λ have the symplectic form ω λ , they all have even multiplicity. It follows that the spectral flow around a loop of skew-adjoint Fredholm operators is always even.
Spectral cover of self-adjoint Fredholm operators
The constructions in the section are taken over the complex numbers, but they apply equally to real operators by complexifying, since π 1 Fred
Construction
For a self-adjoint operator P and bounded I ⊂ R \ spec ess (P ) let N I (P ) be the number of eigenvalues λ ∈ spec P in I, counted with multiplicity. Similarly, sums or products over eigenvalues λ are always taken with multiplicity. Definition 3.14. Let P be a self-adjoint Fredholm operator. An element of the spectral torsor sp(P ) is represented by a pair (µ, n) of µ > 0 and n ∈ Z, where ±µ / ∈ spec(P ) and [−µ, µ] ∩ spec ess (P ) = ∅. Here we regard (µ, n) ∼ (ν, m) for 0 < µ < ν as equivalent if m − n = N ]µ,ν[ (P ).
Definition 3.15. Let P be a Y -family of self-adjoint Fredholm operators. The disjoint union over all sp(P y ) is topologized as follows. Let y 0 ∈ Y and pick δ > 0 with spec ess (P y0 ) ∩ (−δ, δ) = ∅. Suppose δ > µ > 0, ±µ / ∈ spec P y0 . As in Lemma 3.1 this remains true in a neighborhood U of y 0 . For each n ∈ Z the map y → [µ, n] is, by definition, a continuous section U → sp(P )| U .
The following properties are fairly obvious from the definition: Proposition 3.16. The spectral cover has the following properties:
(i) (Functoriality.) Let P ± be Y -families of self-adjoint Fredholm operators.
A self-adjoint isomorphism F • : P − → P + induces an isomorphism
(ii) (Direct sums.) For Y -families of self-adjoint Fredholm operators P, Q there is a canonical isomorphism
These are natural for (3.17) and commutative as in (3.9) without sign.
(iii) (Negative.) There is a canonical isomorphism sp(−P ) → sp(P ) * , natural for (3.17) and compatible with (3.18).
(iv) (Invertible.) Let P be a family of invertible self-adjoint operators. Then sp(P ) is canonically trivial. In particular, for positive definite families.
(v) The monodromy of the covering sp(P ) is the spectral flow around loops.
Remark 3.17. Let P be a first order elliptic differential operator of Dirac type. Then the spectral torsor can also be obtained by a reduction of ξ(P ) := 
is the η-invariant of P , continued analytically to s = 0 as in Atiyah-PatodiSinger [2] . A canonical isomorphism of Z-torsors is given by
It is continuous, since both ξ(P ), N [0,µ[ (P ) jump according to the spectral flow.
Orientations graded over Z n
Let n ∈ N, P be a Y -family of self-adjoint Fredholm operators, and σ an Z n -orientation of this family, meaning a section σ : Y → sp(P ) ⊗ Z Z n . Suppose each P y is invertible, which is the expected generic situation under perturbation. For example, Y could be a moduli space of connections that satisfy a non-linear elliptic equation whose linearization is self-adjoint. We have two elements of sp(P y ) ⊗ Z Z n , namely σ(y) and the trivialization of Proposition 3.16(iv) and these differ by µ(y) ∈ Z n , which may be used as weights for counting. When Y is finite such numbers p = µ(y) can, given also a finite set of 'preferred' trajectories, be used to define chain groups C p graded over p ∈ Z n in the style of Floer [14] . Example 3.18. Let P → S 7 be an SU(4)-bundle. Let D be the real Diracian on S 7 , a self-adjoint operator. Let D ∇ Ad P be the Dirac operator twisted by a connection ∇ P ∈ A P on P . The spectral cover of this A P -family is then a Z-cover of A P , which is trivial since the base space is contractible. Any trivialization descends to a trivialization of sp(D ∇ Ad P ) ⊗ Z 8 over the configuration space of connections modulo gauge. This is because every gauge transformation acts by a multiple of 8. To see this, let g ∈ Aut(P ) and pick a path of connections ∇ t P from ∇ P to g * ∇ P . The mapping torus bundle Q → S 7 × S 1 , obtained by identifying endpoints of P × [0, 1] using φ, can be used to calculate the spectral flow SF{D
The Euler number S 7 ×S 1 c 4 (Q) of any SU(4)-bundle Q → S 7 ×S 1 is divisible by six. This can be seen as follows. Represent Q by gluing two trivial SU(4)-bundles along the equator S 7 × {1/2} using a map f : S 7 → SU(4). By counting zeros of a section constructed from f the Euler number of Q is seen to be equals to the degree of f composed with the projection π : SU(4) → SU(4)/ SU(3) = S 7 . But from the long exact sequence of homotopy groups of a fibration
the image of π * is 6Z, so the image of (π • f ) * = π * • f * is also divisible by 6.
Transgression and the spectral cover
We now establish a relation between spectral torsors and the orientation cover.
Definition 3.19. The transgression of a complex line bundle L → X is the principal Z-bundle S → Map(S 1 , X) whose fibers
are the homotopy classes of trivializations along γ. The Z-action e 2πint τ (t) is freely transitive, since any two τ differ by the mapping degree of some S 1 → C * . To define the topology on S, let U ⊂ Map(S 1 , X) be an open set. Then a continuous section τ : 
we have that the spectral cover sp(P ) is canonically isomorphic to the transgression S → ΩFred C of the complex determinant line bundle Det P t .
Being homotopy equivalent, any two connected Z-coverings of Fred sa C are clearly isomorphic, but a canonical isomorphism fixes an integer choice here.
Proof. Recall as in Lemma 3.1 that near zero all eigenvalues of a self-adjoint Fredholm operator P are discrete with finite-dimensional eigenspaces. By the spectral theorem, the eigenvalues of the normal operator P † t P t for t ∈ [0, π] are λ(t) := cos 2 (t) + sin 2 (t)λ 2 , where λ ranges over the spectrum of P . In particular, P t is invertible unless t = π/2. Moreover, for |λ| small we have
(one of the spaces on the right can be trivial.) This determines a map φ t (µ)
−→ Det P for t ∈ [0, π] and µ > 0 sufficiently small, ±µ / ∈ spec P . Since P t is invertible, det P t := 1 ⊗ 1 * ∈ Det P t is a canonical trivialization. Unravelling the definition of (3.6), it is easy to check the formulas
By deforming, any element of the transgression S t →Pt can be represented by a map t → τ (t) ∈ Det P t with τ (t) = det P t for t ∈ [0, 2π]\]0, π[. We can thus represent these by maps
, modulo homotopy through such maps. By Lemma 3.20 the choice of µ determines also a trivialization Φ : C → Det P . In this trivialization we can describe γ µ up to homotopy by its mapping degree. In other words, we can put any γ µ into standard form e i(−N ]−µ,µ[ (P )+2n)t . The sought-for isomorphism is then
Another choice of trivialization differs by multiplication by some κ ∈ C \ {0} which does not effect the homotopy class on the right. It is independent of µ by (3.20) , where we can use also the homotopic exp N ]µ,ν[ (P ) − N ]−ν,−µ[ (P ) · it as prefactor. According to Lemma 3.20 we can perform all this over open sets U , which proves continuity of the isomorphism there.
Remark 3.22. Using this result one may alternatively reduce Theorem 2.10 for λ = sp to the case λ = or.
3.6 Proof of Theorem 2.8
The covering of an elliptic symbol family
Let λ ∈ {or, pf, sp}. By Propositions 3.5, 3.11, and 3.16 we can assign to every Y -family of Fredholm operators P of type (λ) a Z 2 -graded G-principal-bundle λ(P ) → Y with the degree and structure group G given by (2.4). 
using the functoriality defined in part (i) of Propositions 3.5, 3.11, and 3.16. Moreover, the naturality of parts (ii) and (iii) shows that (3.21) is compatible in the obvious sense with direct sums and adjoints. 
of compactly supported operators. Then (3.21) defines an isomorphism t P0,P1 : λ(P 0 ) → λ(P 1 ). For P 0 , P 1 , P 2 ∈ σ −1 (p) (λ) we have t P1,P2 • t P0,P1 = t P0,P2 . The limit over these is the set of compatible families:
Of course, for any P ∈ σ −1 (p) (λ) the projection defines an isomorphism
In particular, λ(p) has a canonical topology of G-principal bundle.
General properties
We now summarize the general properties of λ(p). These are straightforward consequences of Propositions 3.5, 3.11, and 3.16. On the level of symbols, functoriality takes the following form. An identification Φ : p − → p + of type (λ) over a diffeomorphism φ : X − → X + induces an isomorphism of coverings
When X ± = ∅ we take (3.22) to mean the identity map. To see (3.22) choose P + ∈ σ −1 (p + ) (λ) . Then P − := (φ, Φ) * P + (see Definition A.4) represents p − and is of type (λ), using our type assumption on Φ. Moreover Φ : P − → P + is an isomorphism of Fredholm operators, and (3.22) is defined as λ(Φ), meaning (3.7), (3.15), or (3.17) , composed with the canonical projections. Similarly we have, from the corresponding properties of Fredholm operators, direct sum and adjointness isomorphisms, natural for (3.22),
Recall then (2.10) as a consequence. Thus, for a deformation {p z } t∈[0,1] we have
Proofs of Theorem 2.8(iv) and (v)
We first state conditions ensuring the continuity of (3.7), (3.15) , and (3.17). These are obvious from the definition of the topology. 
for all y ∈ Y . For each y ∈ Y and λ ∈ S(y) ∪ {0} let
be isomorphisms. Assume that these are continuous as follows. For every y 0 ∈ Y and 0 < µ < δ y0 not in S(y 0 ) there is by Lemma 3.1 a neighborhood V of y 0 for which (sp) Given two complex self-adjoint families A ± , let 0 < δ y < d (0, spec ess (A y )) be lower semicontinuous such that Corollary 3.25. Let λ ∈ {or, pf, sp}. Let P ∈ ΨDO 0 (X; E 0 , E 1 ) be a Y -family of zeroth-order ΨDOs of type (λ), compactly supported in the image of an open embedding i : U ֒→ X and with σ(P ) elliptic and compactly supported. Then extension by zero defines an continuous isomorphism
We allow U = ∅ in which case λ(i * P ) is trivial. The maps (3.26) are functorial for (3.22) compatible with direct sums (3.23) and adjoints (3.24). Moreover, we have i ! • j ! = (i • j) ! and id ! = id.
Proof. This follows from Theorem A.6(ii). Property (i) is a restatement of (3.8), (3.16) , and (3.18), while (ii) is trivial. Proposition 3.26. Let λ ∈ {or, pf, sp}. Let p be a Y -family of elliptic symbols of type (λ). Then we have canonical reduction of order isomorphisms
These are compatible with the isomorphisms (3.22)-(3.25).
Proof. Choose a pseudo-differential operator P representing p. Then 1 + P † P is a positive definite operator and we may define (1 + P † P ) −1/2 using unbounded functional calculus. One can construct a pseudo-differential operator Q with the property that S := (1 + P † P ) −1/2 − Q is a smoothing operator and σ(Q) = (p † p) −1/2 . Then P (1 + P † P ) −1/2 has the same kernel and cokernel as P and can be deformed along the straight line P • [Q + tS] to P • Q, a pseudo-differential operator representing p(p † p) −1/2 . This gives (3.27) for λ = or.
We can assume Q to be self-adjoint. When P is self-adjoint or skew-adjoint, we can then perform the deformation through operators of the same type. Moreover, the spectrum of the Fredholm operator P (1 + P † P ) −1/2 near zero can then be identified with the spectrum of the unbounded operator P near zero. Hence (3.27) follows from the stated continuity conditions for λ ∈ {pf, sp}.
Remark 3.27. For λ = or we also have a more formal proof. Suppose r is positive-definite. Write r ξ,y = q † ξ,y q ξ,y for 0 = ξ ∈ T * x X, y ∈ Y using the unique positive square root. Then q ∈ Eℓℓ m/2 Y (X; E, E). The adjointness and composition properties determine a canonical trivialization Z 2 ∼ = (or q) * ⊗ or(q) ← or(q † ) ⊗ or(q) → or(r) for r positive-definite. Of course, this follows also from Proposition 3.5(v). Applied to r = (p † p) −1/2 , the composition property determines a canonical isomorphism or p(p
A Compactly supported ΨDOs
For non-compact manifolds there are various types of pseudo-differential operators depending on the regularity assumption at infinity. The rather restrictive class of 'compactly supported operators' suffice for our purpose. Their theory reduces quickly to finitely many charts as in the compact case.
A.1 Families of pseudo-differential operators
Let Y be a topological space. A Y -family of manifolds is a space E with a continuous map π : E → Y and a collection of smooth structures on each fiber E y = π −1 (y). Let (E ± , π ± ) be Y -families of manifolds. A Y -family of smooth maps is a continuous map φ : E − → E + with π + • φ = π − whose restriction φ y to every fiber is smooth. For a Y -family of open embeddings, diffeomorphisms, or bundle isomorphisms we additionally require φ to be a homeomorphism onto its image and every φ y to be of the corresponding type.
We 
having a Schwartz kernel of prescribed local form as follows. Let 
such that for all s ∈ C ∞ cpt (U × {y}, E 0 ) we can write
(The left hand side need not be supported in U .) Here the integral and Fourier transform are performed on Ω using x, τ 0 , τ 1 . The following conditions are required in order for the oscillatory integral (A.1) to be well-behaved:
is uniquely determined by P , f and the trivializations x, τ , we can define the principal symbol family σ(P ) :
x,ξ (P y ) for any ξ ∈ T * x U and f ∈ C ∞ cpt (U ) with f ≡ 1 near x. We consider the following types of P ∈ ΨDO m Y (X; E 0 , E 1 ): (or) P is real if E 0 and E 1 are equipped with orthogonal real structures and P y (s) = P y (s), (pf) P is real skew-adjoint if P is real and P † = −P for the formally adjoint operator, and (sp) P is self-adjoint if P † = P .
A.2 Compactly supported operators
, satisfying the following conditions: In a finite convex combination we may therefore use a common cut-off φ for each of the operators to check condition (A.3).
Pseudo-differential operators are not local in general, but assuming (A.3) we can at least restrict to U . Definition A.5. Let P ∈ ΨDO 0 Y (X; E 0 , E 1 ). Then P is compactly supported elliptic in U ⊂ X if P is compactly supported in U and σ(P ) is an elliptic symbol family supported in a compact subset L × Y ⊂ U .
A.3 Fredholm results
We next summarize the main properties of compactly supported families. These are well-known for X and Y compact, see Atiyah-Singer [5] .
Theorem A.6. Let Y be space, X an oriented Riemannian manifold, and let E 0 , E 1 → X × Y be Hermitian vector bundles. Let L 2 (X, E 0 ), L 2 (X, E 1 ) be the Hilbert space bundles over Y of L 2 -sections in X-direction.
(i) Let P ∈ ΨDO 0 Y (X; E 0 , E 1 ) be a compactly supported Y -family. Then P can be extended to a continuous bundle map
restricting fiberwise to bounded operators.
(ii) Let P ∈ ΨDO 0 Y (X; E 0 , E 1 ) be compactly supported elliptic in U . Then each Ker P y is finite-dimensional and contained in C ∞ cpt (U, E 0 ). The operator P † is also compactly supported elliptic in U . Hence the restrictions of (A.6) to all of the fibers are Fredholm.
When E 0 = E 1 , the operator P − λ is compactly supported elliptic in U for all |λ| sufficiently small, depending on the constant c in (2.1). In particular, all eigenspaces of P y with eigenvalue λ near zero are finitedimensional and all eigenfunctions belong to C ∞ cpt (U, E 0 ).
(iii) Every family of elliptic symbols p ∈ Eℓℓ 0 Y (X; E 0 , E 1 ) is the principal symbol of a family P in ΨDO 0 Y (X; E 0 , E 1 ). Moreover, a real, skew-adjoint, or self-adjoint family p can be realized by a family P of corresponding type. When p is compactly supported in L ⊂ U ⊂ X and U is open, the operator P can be chosen to be compactly supported elliptic in U . In each case there is a convex space of choices for P .
Proof. (i) The key point is the following local estimate. For y 0 ∈ Y and functions f, g ∈ C ∞ cpt (V ) supported in a chart neighborhood V we have
Here the constant D y0 is a homogeneous linear polynomial in p (f ) y0 α,0 for |α| ≤ dim X + 1 whose coefficients depend on dim X, lower and upper bounds for the density vol | V with respect to the Lebesgue measure (e.g. if V is relatively compact), and uniform bounds for the first dim X + 1 derivatives of g. This estimate is an adaption of Hörmander's proof for [16, Th. 3 .1] on p. 154.
Assume now P is compactly supported in U . Using a Lebesgue number we find finitely many relatively compact chart neighborhoods {V a } a∈A covering L such that for all a, b ∈ A the union V a ∪ V b is also a chart. Pick χ a ∈ C ∞ cpt (V a ) with a χ 2 a ≡ 1 on L. For s ∈ C ∞ cpt ({y 0 } × X, E 0 ) we find
Hence P y0 extends to a bounded operator on L 2 -sections. To prove continuity we can use the same estimates for P y s − P y0 s L 2 as above, now using (A.2) and (A.5) to see that the constants tend to zero for y in a neighborhood of y 0 .
(ii) A convenient parametrix Q y0 for P y0 is obtained by patching local parametrices on the charts U a with the exact inverse p −1 y0 outside L, which is a bounded operator by the lower bound of (2.1).
Then we find Q y0 P y0 − 1 = R 1 , P y0 Q y0 − 1 = R 2 with R 1 , R 2 having compactly supported C ∞ -kernels. These define compact operators on L 2 . The remaining assertions are easily verified.
(iii) This is true locally, since we can define P by (A.1) for p 
