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ABSTRACT
We examine the Pantheon supernovae distance data compilation in a model
independent analysis to test the validity of cosmic history reconstructions
beyond the concordance ΛCDM cosmology. Strong deviations are allowed
by the data at z & 1 in the reconstructed Hubble parameter, Om diagnos-
tic, and dark energy equation of state. We explore three interpretations:
1) possibility of the true cosmology being far from ΛCDM, 2) supernovae
property evolution, and 3) survey selection effects. The strong (and the-
oretically problematic) deviations at z & 1 vanish and good consistency
with ΛCDM is found with a simple Malmquist-like linear correction. The
adjusted data is robust against the model independent iterative smooth-
ing reconstruction. However, we caution that while by eye the original
deviation from ΛCDM is striking, χ2 tests do not show the extra linear
correction parameter is statistically significant, and a model-independent
Gaussian Process regression does not find significant evidence for the need
for correction at high-redshifts.
Key words: cosmological parameters – distance scale – cosmology: ob-
servations – cosmology: theory – methods: statistical
1 INTRODUCTION
Type Ia supernovae (SNIa) distance indicators have
proved to be one of the most successful probes of the
cosmic expansion history, leading to the discovery of
its acceleration (Perlmutter et al. 1999; Riess et al.
1998). The currently most complete SNIa distance
compilation, Pantheon (Scolnic et al. 2018), has more
than a thousand spectroscopically confirmed SNIa.
Upcoming surveys such as Euclid (Laureijs et al.
2011), Large Synoptic Survey Telescope (LSST, Ivezic
et al. 2008), or Wide-Field Infrared Survey Telescope
(WFIRST, Spergel et al. 2015) will increase the num-
ber of potential SNIa candidates and extend the data
to higher redshifts. While the statistical error will im-
prove greatly with the next generation data, it is im-
portant to improve our understanding of systematic
uncertainties accordingly.
This is especially true when seeking to verify or
falsify the current concordance cosmology of ΛCDM,
dominated by a cosmological constant and cold dark
matter. In order to detect robustly small variations
in cosmological model, we must control the astro-
physical and observational aspects of the data. Use
and interpretation of SNIa survey data must account
for systematics such as the Malmquist bias, popula-
tion evolution, gravitational lensing, and dust extinc-
tion. These have been reasonably well characterized
at z . 1 (Conley et al. 2011; Scolnic et al. 2014; Ru-
bin et al. 2015; Brout et al. 2018; Hinton et al. 2018),
but are more uncertain at higher redshift. Some are
complicated functions of the survey characteristics,
for example the Malmquist bias is a well-known selec-
tion effect where at redshifts near the survey magni-
tude threshold, brighter supernovae are more likely to
be detected, biasing the effective luminosity towards
brighter values, therefore inferring shorter distances.
Cosmologically, SNIa constrain the shape of the
distance-redshift relation and hence the Hubble ex-
pansion rate that depends on the energy density
contents of the universe. For a Friedmann-Lemaˆıtre-
Robertson-Walker (FLRW) metric, the dimensionless
comoving distance D is defined for any curvature pa-
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rameter Ωk by
D(z) = 1√−Ωk
sin
(√
−Ωk
∫ z
0
dx
h(x)
)
, (1)
where
h2(z) = Ωm(1 + z)3 +Ωk (1 + z)2
+ (1 −Ωm −Ωk ) exp
(
3
∫ z
0
1 + w(x)
1 + x
dx
)
(2)
is the Hubble expansion history (squared), Ωm and
Ωk are the matter and curvature density parameters
at z = 0, and w(z) is the equation of state of dark
energy.
Given a specific cosmological model, i.e. Ωm, Ωk ,
w(z), one can assess the goodness of fit to the data.
Certainly one can test the concordance flat ΛCDM
model with Ωk = 0, w = −1. However, it is also of
interest to explore the cosmological data in a model
independent manner, without claiming to know the
energy density constituents and their behaviors (espe-
cially given our ignorance of dark energy properties).
That is, we use Eq. (1) in terms of the Hubble pa-
rameter h(z), without using its specific construction
in terms of components in Eq. (2). For clarity, and
motivated by theoretical considerations from inflation
and observational considerations from the cosmic mi-
crowave background (CMB), we do adopt spatial flat-
ness Ωk = 0, so D =
∫
dz/h(z). We will call this the
model independent approach, meaning it does not as-
sume a dark energy model, though it does assume
FLRW and flatness.
Shafieloo et al. (2018a) reconstructed the expan-
sion history from the Pantheon supernova compilation
in such a model independent manner. The reconstruc-
tions show validity of rapidly growing expansion his-
tory at high redshifts, corresponding to a flattening
of the luminosity distances (shorter distances than
expected from ΛCDM) or negative distance moduli
relative to ΛCDM. While in that paper the focus was
on consistency with baryon acoustic oscillation (BAO)
distances and the CMB sound horizon, exploring D
vs h to test the FLRW and flatness assumptions, and
comparing growth vs expansion to test general rel-
ativity, here we focus on the expansion history and
comparison with concordance ΛCDM cosmology, and
exploring implications of any deviations for cosmol-
ogy, supernova properties, or survey systematics (see
also Ferramacho et al. 2009; Tutusaus et al. 2018).
In Sec. 2 we briefly review the implications of
the data on model independent reconstruction of cos-
mological quantities. We then examine three avenues
of explanation for deviations from ΛCDM: cosmology
(Sec. 3), source properties (Sec. 4), and survey char-
acteristics (Sec. 5). We conclude in Sec. 6.
2 HIGH REDSHIFT DEVIATION
The behaviour of the smooth reconstructions in
Shafieloo et al. (2018a) shows that a substantial de-
viation from ΛCDM is allowed by the data at high
redshift.
We applied the iterative smoothing algorithm
(Shafieloo et al. 2006; Shafieloo 2007; L’Huillier &
Shafieloo 2017), taking into account the covariance
matrix of the Pantheon sample (Shafieloo et al.
2018a). Starting from the best-fit ΛCDM model, we
stop the procedure after 200 iterations and kept all
reconstructions yielding a better χ2 than the best-
fit ΛCDM model, which correspond to a subsample of
the reconstructions in Shafieloo et al. (2018a). For the
sake of completeness, we briefly explain the method
here. Starting from some initial guess for µˆ0(z), we it-
eratively obtain the reconstructed µˆn+1(z) at iteration
n + 1 as follow:
µˆn+1(z) = µˆn(z) +
δµTn · C−1SN ·W(z)
(1, . . . , 1) · C−1SN ·W(z)
, (3)
where the weight W and residual δµn are defined as
Wi(z) = exp
©­­«−
ln2
(
1+z
1+zi
)
2∆2
ª®®¬, (4)
δµn |i = µi − µˆn(zi), (5)
and CSN is the covariance matrix of the Pantheon
data. In case of uncorrelated data (Ci j = δi jσ2i )),
we recover the formula used in Shafieloo (2007) and
L’Huillier & Shafieloo (2017). We thus end up with a
collections of expansion histories all yielding a better
χ2 to the data than the best-fit ΛCDM model, and
as such, are a non-exhaustive sample of plausible ex-
pansion histories indistinguishable from ΛCDM. The
top-left panel of Fig. 1 shows the residuals in blue
with respect to the best-fit ΛCDM model. The differ-
ent smoothing iterations are shown in colour-codes,
from dark blue (first iteration) to yellow (last itera-
tion). Each curve is a viable fit to the data, with χ2
equal to or better than the ΛCDM fit. We emphasize
that these should be viewed as sample viable cosmolo-
gies and not a confidence region.
The data at z & 1 yield negative residuals on
average, pulling the reconstructed µˆ(z) toward lower
values with respect to the ΛCDM best-fit. These low
distance moduli in turn drive the corresponding sharp
rise in the Hubble parameter h seen in the upper right
panel. The bottom-left panel shows the Om diagnostic,
a model independent statistic defined as (Sahni et al.
2008)
Om(z) = h
2(z) − 1
(1 + z)3 − 1 . (6)
For a flat ΛCDM universe, Om is constant and equal
to the matter density parameter Om(z) ≡ Ωm. In the
panel Om can clearly deviate from constancy, increas-
ingly so at high redshift for successive iterations. That
is, the data tend to pull the smooth reconstructions
away from ΛCDM, reflecting higher h, lower distances,
and, in a less model independent sense, more dark en-
ergy at higher redshifts, corresponding to less negative
equation of state w.
2
We explore three origins for the possible devi-
ations in the model independent reconstructions in
the following sections: 1) the data accurately reflect
the underlying (non-ΛCDM) cosmology and theoret-
ical possibilities, 2) the data reflect differences in the
high and low redshift supernova samples, i.e. some
shift in source properties, and 3) the data are influ-
enced by survey properties at high redshift such as
declining detection efficiency (e.g. incompletely cor-
rected Malmquist bias). In other words, if the data
are taken at face value, then it has the following im-
plications for cosmology (Sec. 3) or source properties
(Sec. 4), while Sec. 5 explore the possibility of the
survival of residuals after the correction.
3 COSMOLOGICAL INTERPRETATION
The reconstructed model-independent Hubble param-
eter closely traces the ΛCDM behavior out to z ≈ 1
and then it can rapidly increase above it at higher red-
shift. This implies an extra energy density relative to
ΛCDM at high redshift, which can be interpreted as a
dark energy that fades away less strongly than a cos-
mological constant. In order to preserve the ΛCDM
behavior at z . 1, the dark energy equation of state
has to be near w ≈ −1 at low redshift before becoming
less negative at early times.
The apparent severity of the cosmology shift is
perhaps more clearly appreciated if we relax model in-
dependence to the extent of defining a separate matter
component with Ωm given by the best fit ΛCDM and
plotting the effective dark energy equation of state
w(z) in the lower right panel of Fig. 1. We can compute
the equation of state behavior w(z) from the Hubble
parameter by
w(z) = −1 + 1
3
d ln[h2 −Ωm(1 + z)3]
d ln(1 + z) . (7)
Clearly the results show that this is not a simple evolu-
tion as for a freezing quintessence, or even a transition
from an early dark energy scaling as matter.
Such w(z) behavior does not correspond to any
standard dark energy model. A sharp transition is
required at z ≈ 1 from nearly a cosmological con-
stant behavior (w = −1) to large positive values of w
(this is independent of the exact value of Ωm taken).
Even phenomenological models with a rapid (much
faster than Hubble time) transition to early dark en-
ergy matter behavior (w = 0, Shafieloo et al. 2018b),
or more extremely stiff matter behavior (w = 1, Zel-
dovich 1972), do not provide close fits. Moreover, any
such model that approaches w ≈ 0 by z ≈ 1.5 would
unviably alter the growth of structure and the in-
tegrated Sachs-Wolfe effect in the cosmic microwave
background.
A purely cosmological interpretation of the high-
redshift behaviour carries grave challenges. Such ex-
treme expansion histories require dark energy models
that would violate matter domination, and thus do
not seem viable overall. Therefore, rather than cos-
mology, we look for systematics in the data and con-
sider in the next section source and survey character-
istics as origins of the model-independent deviation
from ΛCDM.
There is one other cosmological source for the de-
viation worth considering first. Gravitational lensing
changes the magnitudes of sources, increasingly so for
higher redshift sources. While for a large number of
sources at a given redshift the apparent distance is un-
affected at linear order, for a small number of sources
they will be preferentially brightened as a selection
effect. The average dispersion effect is corrected for in
the Pantheon compilation. Let us briefly consider how
much the correction would need to be off to undo the
deviation from ΛCDM in Fig. 1.
The Pantheon analysis assumes the form σlens =
0.055z from Jo¨nsson et al. (2010). If instead we took
the form 0.093z from Holz & Linder (2005), or the
form more complete at higher redshift, 0.1z/(1+0.07z)
from Aldering et al. (2007), then we would expect an
uncorrected deviation of 0.053 at z = 1.5. Interest-
ingly, we see in Sec. 5 that the deviation from ΛCDM
corresponds to a deviation of roughly 0.06 at z = 1.5.
We do not claim this is the cause of the deviation –
every source would need to be magnified at the ∼ 1σ
level – but we urge caution in treating z > 1 distance
indicators without a robust lensing probability distri-
bution function, and look forward to surveys that will
put sufficient z = 1–1.7 SNIa on the Hubble diagram
to allow for safety in numbers from lensing.
4 SUPERNOVA PROPERTY
INTERPRETATION
In this section, we focus on supernovae or environ-
mental effects that might bias the absolute magnitude
through drift of the observed supernova population.
One possibility is the metallicity of the host galaxy.
Moreno-Raya et al. (2016) found this could affect the
peak magnitude of a supernova as
∆MB = −2.5 log10
(
1 − 0.18 Z
Z
(
1 − 0.10 Z
Z
))
− 0.191 ,
(8)
where Z is solar metallicity. The magnitude bias as
a function of the host metallicity is shown in the left-
hand panel of Fig. 2.
A constant offset would not affect supernova cos-
mology, but an unaccounted for redshift evolution
could. The cosmic mean metallicity Zb as a function
of redshift is given by (Madau & Dickinson 2014)
Zb(z) = y
ρ∗
Ωbρ0c
Z , (9)
where
ρ∗(z) = (1 − R)
∫ ∞
z
ψ
dz′
H(z′)(1 + z′) , (10)
ρ0c =
3H20
8piG
(11)
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Figure 1. Top left: SNIa magnitude residuals with respect to the ΛCDM best fit. The data points with error bars are the
residuals of the measurements, and the coloured lines are the smooth reconstructions from dark blue (first iteration) to
light yellow (last iteration). All lines here give a better χ2 to the data than the best-fit ΛCDM. Top right: dimensionless
Hubble expansion parameter derived from the model independent reconstruction. Bottom left: Om diagnostic. Bottom
right: equation of state of dark energy reconstructed assuming the best fit matter density Ωm = 0.298, corresponding
to the best-fit ΛCDM. Orange (lower) and red (upper) lines in the right panels represent two most extreme theoretical
possibilities that early dark energy could behave as matter (w = 0) or stiff matter (w = 1). Reconstructions show much
stronger deviations even with respect to these extreme models.
is the critical density of the Universe, and the star
formation rate is
ψ(z) = 0.015 (1 + z)
2.7
1 + [(1 + z)/2.9]5.6M yr
−1Mpc−3. (12)
The yield y and the return rate R depend on the initial
mass function, and for a Salpeter IMF, are about y =
0.02 and R = 0.27.
Combining equations (8) and (9), we obtain the
absolute magnitude offset as a function of redshift,
shown in the right-hand panel of Fig. 2. Following
Belczynski et al. (2016), we shifted the relation by
{0,+0.5,+1} dex in blue (lower), orange (middle),
and green (upper), accounting for the uncertainty in
the redshift zero metallicity expression in comparison
with data.
None of these potential residual corrections
match the shape of the empirical correction Eq. (13)
of the next section. However, we report in Table 1
the impact of such metallicity corrections on Ωm and
their associated ∆χ2 with respect to the ΛCDM un-
corrected best-fit. It is worth noting that none of
these corrections yield a statistically significant im-
provement to χ2. In addition, note the case with the
shift of +1 dex, which is closest in magnitude to
the empirical correction of the next section, yields
a best-fit Ωm = 0.251, which is significantly lower.
Therefore, these considerations do not seem to favour
unaccounted-for metallicity evolution as the cause for
the blowup of the model-independent reconstructions
of h at z ≥ 1.
5 SURVEY PROPERTY
INTERPRETATION
Survey selection effects also can affect the Hubble di-
agram of the distance-redshift relation, and the cos-
mological quantities derived from it. The most well
known example is Malmquist bias, where supernovae
near the upper redshift limit of the survey have a pref-
erential selection effect for the intrinsically brighter
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Figure 2. Magnitude bias ∆MB as a function of metallicity (left) and redshift (right). Depending on the Z(z = 0) value,
the magnitude bias redshift evolution can be mild or significant, as shown for three cases in the right panel. The red dashed
line is the empirical correction Eq. (13) from §5. Note that only the magnitude difference with redshift, not the absolute
value, matters for cosmology.
Table 1. ∆χ2 and Ωm after correction for a potential mag-
nitude bias due to the host galaxy metallicity evolution of
Eq. (9).
∆χ2 Ωm
ΛCDM 0 0.298
∆MB (z) correction -0.040 0.293
∆MB (z) correction+0.5 -0.109 0.282
∆MB (z) correction+1 -0.176 0.251
Correction (13) -0.902 0.293
members of the population due to the survey flux and
signal to noise limits. Other possible effects include fil-
ter zeropoints and color corrections, though we note
the Pantheon compilation has put great effort into cal-
ibration (Jones et al. 2018; Scolnic et al. 2018). Recent
techniques for dealing with sample selection generally
are discussed in Hinton et al. (2017, 2018).
To mock up the effect of a high redshift selection
bias (which we do not suggest is a Malmquist bias,
simply that high redshift is the most likely place for
bias), we consider a simple linear trend above a cer-
tain redshift, where the selection starts to bias the
magnitude. In other words, we are considering the
possibility of residuals after the current best efforts
at correction. To choose the transition redshift we ex-
amine the data. Figure 3 shows the data density as a
function of redshift; one might expect that selection
effects are increased by a sparse sampling with just a
few supernovae per redshift interval. The data density
drops to low values for z & 1, with just a few points
per interval of ∆z = 0.1 for z = 1–2. In addition, in
the lower-left panel of Fig. 1, Om is consistent with
a constant level at low-z, and starts to depart from
constant after z & 1, suggesting that any new element
enters only there. Therefore, we apply the following
0.5 1.0 1.5 2.0
z
0
20
40
60
80
N
Figure 3. Density of data points, binned in redshift for
purely visual purposes.
empirical correction at z > zc = 1 (corresponding to
23 points):
µ→ µ + δµ ,
where
δµ =
{
A(z − zc), if z > zc
0, otherwise,
(13)
and where A is a free parameter to fit.
Figure 4 shows ∆χ2 = χ2− χ20 , where χ20 is the χ2
of the best-fit flat-ΛCDM model to the uncorrected
Pantheon data. The best χ2 is located at A = 0.12
with ∆χ2 = −0.9, which is not statistically significant
for one added degree of freedom (dof). Since the cor-
rection only affects the last 23 data points, it has little
impact on the best-fit cosmology (Ωm= 0.293 versus
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Figure 4. ∆χ2 as a function of high redshift magnitude
correction factor A.
0.298). In the following, we use this value of A = 0.12
to “correct” the data.
After finding the best-fit flat ΛCDM cosmology
for the µ corrected according to Eq. (13), we imple-
ment the smoothing method to the corrected data us-
ing the best-fit value for A to obtain the cosmological
quantities. Figure 5 shows the same plots as Fig. 1,
with the corrected data (for A = 0.12). The corrected
data points are shown in orange in the top-left panel.
In the other three panels, the reconstructions then
show tighter agreement in behavior out to higher red-
shift, and do not lead to a blow-up in h or Om for al-
most all the redshift range. We caution that the dark
energy equation of state w, being a second derivative
of the data, is always more sensitive to statistical fluc-
tuations.
To quantify the significance of the deviation at
high-redshift, we use the crossing statistics (Shafieloo
et al. 2011; Shafieloo 2012). The 0th mode of the
statistics is
T0 =
(
N∑
i=1
µmodel,i − µdata,i
σi
)2
, (14)
which is related to the pull, while the Nth mode is the
χ2. Table 2 shows T0 and χ2 for the 23 points with
z > zc.
The smoothing applied to the corrected data
yields a similar χ2, but its associated T0 is much lower:
the data are more evenly distributed around 0. (A use-
ful crosscheck is that the uncorrected data prefer the
uncorrected smoothing, and the corrected data prefer
the corrected smoothing.) To assess the significance
of the obtained T0, we simulated 1000 realizations of
a Gaussian random variable ∼ N(0, 1), and measured
the distribution of T0. The expected 1σ of the dis-
tribution of T0 is about 32. Therefore, all values re-
ported here are within 1σ. We note that the χ2 for
the smoothing of the corrected data (15.45) is slightly
larger than for the ΛCDM fit to the same data (15.35).
The reason is that the smoothing algorithm considers
Table 2. Crossing statistic mode 0 (T0) and mode N (χ
2),
for the 23 data points with z > zc, for different corrected
(c) and uncorrected (uc) parametric (ΛCDM) and non-
parametric (smoothing) “theory” values, and data. Italics
indicates that the fitting is run with the opposite set (cor-
rected vs uncorrected) as the data, and should be used
only as a crosscheck.
Data-uc Data-c
T0 χ
2 T0 χ
2
ΛCDM-uc 6.94 16.35 3.47 15.40
ΛCDM-c 11.33 16.48 1.27 15.35
smoothing-uc 1.06 15.60 12.03 16.15
smoothing-c 25.12 16.95 0.26 15.45
the total χ2 to the whole data (to improve the fits
iteratively), while here we are just comparing the χ2
for the last 23 data points. The correction (13) has in
fact made ΛCDM such a good fit to the data at z > 1
that smoothing is not really improving much in this
range.
As a further, independent test to assess whether
the data prefer any correction, we also applied Gaus-
sian Processes to the residuals. The marginal like-
lihood does not have a clear peak for the correla-
tion length and does not prefer a nonzero amplitude,
meaning that the data are consistent with ΛCDM and
do not suggest need for a Malmquist-like correction
despite the visual impact of Fig. 1 (see Appendix A).
6 SUMMARY AND CONCLUSION
Model independent reconstructions of the expansion
history from the Pantheon supernovae compilation al-
low substantial deviation from the standard ΛCDM
model at redshifts greater than 1. We studied three
possibilities for these deviations.
For cosmology, the most radical theoretical pos-
sibilities, that dark energy can behave as matter or
stiff matter at early stages, do not behave in as ex-
treme a manner as cases of the reconstructions. Sim-
ilarly, while gravitational lensing can cause apparent
cosmology deviations, the magnitude of the apparent
effect seems too large for this, though better knowl-
edge of the lensing distribution function is needed.
This makes it highly unlikely that the cause of the
extreme deviations from the ΛCDM model should be
interpreted as cosmological.
As for source properties, we studied the possible
effect of the host galaxy metallicity redshift evolution
on the peak magnitude of the type Ia supernovae and
their effect on the reconstructions. We derived the
magnitude bias - redshift relation, and investigated
its dependence on the still incompletely determined
zero redshift offset. This mechanism also could not
reproduce the reconstructions at high redshifts while
preserving the low redshift cosmology, though it could
have more modest effects.
Regarding survey characteristics, we explored an
empirical high-redshift correction of the distance mod-
uli in the Pantheon compilation. Such selection effects,
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Figure 5. Top left: residuals with respect to the ΛCDM best fit. The data points with error bars are the residuals of
the SNIa measurements (with orange points including the high redshift correction), and the coloured lines are the smooth
reconstructions from dark blue (first iteration) to yellow (last iteration), using the corrected data. Top right: dimensionless
Hubble parameter. Bottom left: Om diagnostic. Bottom right: equation of state of dark energy for the best-fit Ωm = 0.293.
such as Malmquist bias, are often difficult to fully cor-
rect the data for. Using a simple linear correction for
z > zc = 1, we showed the blow-up of the expansion
history at high redshifts could be strongly reduced.
While visually the effect of the corrections on the re-
constructions are substantial, the improvement on the
χ2 fit (around 0.9) is marginal. Furthermore, using
Gaussian Process regression as well as crossing statis-
tics, we examined the significance of the improvement.
Our results show that the correction is not re-
quired statistically: current Pantheon data is consis-
tent with ΛCDM despite significant deviations also
being allowed in a model independent expansion his-
tory. We eagerly look forward to more data at z &
1 that would have greater leverage on confirming
ΛCDM – or pointing toward significant effects in cos-
mology, gravitational lensing, source property evolu-
tion, or survey selection effects.
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APPENDIX A: GP REGRESSION
We applied Gaussian Processes (GP) regression (Ras-
mussen & Williams 2006) to the residuals (with re-
spect to the best-fit, uncorrected ΛCDM model) at
z > zc . GP have been widely used in the community
to reconstruct the expansion history, the equation of
state of dark energy, the cosmic growth rate, and more
(see, e.g., Holsclaw et al. 2010a,b, 2011; Shafieloo et al.
2012, 2013).
Starting from a training set of points (x, y = f (x)+
ε) where ε is a Gaussian noise with mean zero and
covariance C, and y are the measured values, we can
model f as a stochastic process with covariance K,
and reconstruct f∗(x∗) at the test points x∗.
The joint-distribution of the training outputs y
and the test output f∗ is a Gaussian distribution given
by[
y
f∗
]
∼ N
(
0,
[
K(X, X) + C K(X, X∗)
K(X∗, X) K(X∗, X∗)
] )
(A1)
where C is the covariance of the data.
For a given kernel, the covariance between
pairs of random variables u and v is thus given
byK( f (u), f (v)) = k(u, v), where k(u, v) is the covari-
ance kernel. We use the squared exponential kernel
defined as
k(u, v;σf , `) = σ2f exp
(
− |u − v|
2
2`2
)
, (A2)
where (σf , `) are two hyperparameters controlling the
amplitude and the correlation scale.
The log marginal likelihood (LML) is given by
log p(y|X) = −1
2
yT (K + C)−1y − 1
2
log|K + C| − n
2
log 2pi.
(A3)
A clear preference for σf > 0 would mean that the
data suggest that a correction to the mean function
(i.e. ΛCDM) is needed. Fig. A1 shows the log marginal
likelihood (LML) of the hyperparameters (σ2
f
, `). In
all cases of the uncorrected and corrected, and un-
smoothed and smoothed data, the shapes of the LML
are similar, with the corrected case having a slightly
higher likelihood. It is maximal at low values of σf ,
i.e. consistent with no correction, suggesting no devi-
ation from the mean function in both corrected and
uncorrected cases.
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Figure A1. Log Marginal Likelihood of the hyperparameters (σ2
f
, `) for the uncorrected (left) and corrected (right, A = 0.12)
cases, without (top) and with (bottom) smoothing. No significant effect (hence small σ2
f
) is preferred.
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