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The unconventional oil and gas industry is convinced that fractures are one of the main
differentiators between a good and bad well. Though, fracture delineation within unconven-
tional reservoirs still bares substantial uncertainty. Well logs and surface seismic data try to
characterize areas in an effort to populate fracture networks. Unfortunately, logs represent
near-wellbore phenomena and 3D seismic data have inherently low frequency content; you
are limited to a scale of faulting that can be seen at this resolution.
Microseismic data are commonly used to locate induced fractures, but their naturally high
temporal frequency content can create reflection images of these Discrete Fracture Networks
(DFNs), effectively boosting resolution beyond what is observed in 3D seismic. The goal of
this research is to use time-lapse microseismic data and image the microseismic reflection
information to produce a much higher resolution of the reservoir target area. In addition, we
can take this information and propagate it geostatistically throughout a 3D seismic volume,
in hopes of achieving better regional insight into the mechanisms that control hydraulic
fracturing.
Two wells were hydraulically fractured in the Niobrara in 2010 followed by a well placed in
the deeper Greenhorn area and subsequently completed in 2014. Vertical distance between
the Niobrara and Greenhorn well targets is 500 feet. A vertical monitor well (Bevo) was
placed in the center of these treatment wells to maximize coverage (vertically straddling
each formation and monitoring as close as 300 feet away) along the mid-lateral area of each
well. Research data surrounding these wells consist of 3D seismic, microseismic and well log
data in the Hereford Field, Northeastern Colorado, in the Denver-Julesburg Basin.
Analyses of time-lapse microseismic data were performed on the Longhorn B3 (Niobrara),
B5 (Niobrara) and G4 (Greenhorn) horizontal wells, monitored from a geophone-array in the
Bevo vertical well. Microseismic event locations from the G4 completion show propagation
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upward to the B5 well, indicating preferential growth towards potential depletion of the
overlying Niobrara. 3D seismic data show faulting in the area, suggesting hydraulic fracture
conduits. Microseismic reflection imaging displays smaller scale fractures coinciding with
larger faults in the area. Time-lapse velocity results showed that, over a 4-year time period,
significant velocity changes were observed, suggesting that a combination of depletion, pore-
pressure and fracture network changes have occurred.
The x- and y- dimensions of the microseismic image volumes are 700 x 700 feet, but the
determined reliable microseismic imaging area is 300 x 300 feet, due to the geometry of the
experiment and associated Kirchhoff depth migration artifacts.
This research not only proves that we can achieve higher resolution reservoir insight, but
it also tells us that there are many more variables involved and they should be considered
when drilling and completing future wells.
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The earthquake, however, must be to every one a most impressive event: the earth,
considered from our earliest childhood as the type of solidity, has oscillated like a thin crust
beneath our feet; and in seeing the laboured works of man in a moment overthrown, we feel





Microseismic monitoring has gained popularity over the past decade, as it found its niche
in mining and oil and gas applications. Although it is a younger technology, it has been
quickly catching up to its conventional 3D seismic counterpart. We now see the microseis-
mic industry moving away from “dots on a map” and delving more into associated attributes,
geomechanics, moment tensor analysis (Maxwell, 2011), as well as reflection imaging appli-
cations (Grechka, 2018). This study delves into these new applications and will assess the
advantages and disadvantages of each.
When performing a microseismic study, objectives can include the following (Grechka
and Heigl, 2017 and Maxwell, 2011):
• Hydraulic fracturing efficiencies (i.e., staying in zone or well spacing)
• Geohazard avoidance (i.e., faults, water, hydrogen sulfide)
• Delineation of natural and induced fracture systems (e.g., help guide horizontal wells
to intersect a large number of open fractures)
• Determining in situ stress and pore pressure characteristics
• Characterizing geologic, geochemical, geophysical, geomechanical, and operational pa-
rameters
• Geomodeling attribute contributions from the acquired information listed above
1.1 Microseismic Advantages
The importance of microseismic monitoring is due to an inherent ability to map fractures
(by point-source modeling the P- and S- wave particle motion information obtained from
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nearby geophone receivers) and improve the understanding of the reservoir of interest. Not
only can it help avoid geohazards during hydraulic fracturing, such as connections to water,
hydrogen sulfide or casing failures, it can improve future well completions and drilling design.
Currently, microseismic data are usually displayed as “dots on a map”, which show
locations of created fractures during hydraulic fracturing. It can highlight positive or negative
aspects of completion design; tests can be run to see how much additional fracturing is created
in good rock versus bad.
One aspect of microseismic data, which is not commonly analysed, is time-lapse velocity
modeling. Looking at velocity changes from completion of one nearby wellbore to another
can help highlight rock property changes in the reservoir. Velocity-based depletion analysis
can also be performed if there are microseismic monitoring jobs properly spaced out in time
(months to years).
Another new and unique way of looking at reservoir changes is microseismic reflection
imaging. Similar to 3D seismic or vertical seismic profiling (VSP), this is a spatial way of
looking at layering, faulting and fracturing at a higher resolution, well beyond 3D seismic’s
topline frequency content of 100 Hz.
These new styles of velocity modeling and imaging of microseismic data will indefinitely
be advantageous, helping to gain more insight into reservoir complexity, depletion and other
effects over time.
1.2 Microseismic Disadvantages
Though it seems like microseismic monitoring is a surefire way to increasing reservoir
insight, there are also disadvantages involved. Microseismic data quality varies by basin and
inherent reservoir rock properties. This is based on the simple fact that some rocks are more
brittle while some are more ductile and directly related to the amount of energy released (or
moment magnitude) caused during hydraulic fracturing.
Microseismic data quality can also vary depending on acquisition type (surface or down-
hole), processing style and precision. Quality of results are relative to the error of a calibrated
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velocity model based on the perforation fit in space. The quality of a microseismic dataset
can also come down to the interpreter performing the processing. For example, it is fairly
subjective in how you pick the P- and S- arrivals of the events themselves.
With microseismic processing, scales vary with the data types utilized. Velocity log data
are normally at half-foot resolution, while a microseismic velocity model is generally coarser.
This is to avoid ray-tracing issues that cause “boundary snapping” of events. This is when
modeled ray-pathing gets trapped in a thin and very fast velocity layer, causing higher
error of located events. Though this method is preventative in nature, the velocity model
coarseness may also contribute to error of the measurement.
As discussed in great detail in this research, the velocity modeling changes are likely
due to a combination of rock property changes (i.e. fractures, pore pressure and depletion
changes). These changes, at times, are hard to account for quantitatively and may introduce
error in the measurement.
Microseismic reflection imaging quality is dependant on accurate microseismic locations
as well as proximity to the geophone receivers. Clustering of events and strong nearby rock
property-contrasting reflectors are the main contributors to illumination strength (Grechka,
2018). It also depends on how close the geophone receiver locations are to the sources. This
will determine how much reflector energy can arrive at the receivers before being attenuated
completely. Based on the source-receiver geometry of this experiment, we encountered areas
of high reflectivity (high image quality) at the center of the microseismic image volume,





The following chapter is a geologic overview of the Niobrara and Greenhorn Formations.
This is to give context of the depositional and structural environment which, most impor-
tantly, yields faults, fractures, velocity and density changes associated with seismic and
microseismic data in this research.
Figure 2.1: Wattenberg and Hereford (Research Area) sub-basin outlines within the DJ
Basin (modified from Stephen A Sonnenberg, 2011).
While the individual chalk and marl benches within the Niobrara are generally continuous
across the DJ Basin, there are variations within that are significant to the depositional history
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Figure 2.2: General Niobrara Stratigraphy in the DJ Basin (Stephen A Sonnenberg, 2011).
of the area (Figure 2.1, Figure 2.2 and Figure 2.3). Additionally, structural trends observed
in the DJ Basin can be related to some of the stratigraphic features. The importance of
these trends is in how they influence petroleum exploration and development. Faulting in
the Niobrara and Greenhorn are common, but the complexities of these faults are why this
microseismic imaging and velocity modeling study were performed.
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Figure 2.3: Cross section of Western Interior Cretaceous Seaway section showing lithology
and thickness trends and the distribution of the Niobrara Formation and Greenhorn Lime-
stone. Note the increase of siliciclastics to the west and carbonates to the east (Stephen A
Sonnenberg, 2012)
2.1 Niobrara Stratigraphic Overview
The Niobrara Formation is made up of two members, the lower Fort Hays Limestone
and the upper Smoky Hill Member. Directly beneath the Niobrara is the Codell Sand-
stone Member of the Carlile Shale, which is often included in discussions of the Niobrara
due to its petroleum production potential. The age of the Niobrara ranges from Upper
Turonian (about 90 Ma) to Lower Campanian (About 82 Ma) (Drake and Hawkins, 2012).
The lithology of the Niobrara can be described in three components: carbonate sediment,
siliciclastic sediment, and preserved organic carbon. The carbonate sediment is dominated
by coccolith-rich fecal pellets. Siliciclastic sediment is generally shaley and originates from
fluvial input from the Sevier highlands on the west side of the Western Interior Cretaceous
Seaway. Organic carbon production was high in the Western Interior Cretaceous Seaway, but
its preservation was controlled by bottom water anoxic conditions. The variation in these
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three lithologic components controls the variation within the Niobrara Formation (Dean and
Arthur, 1998). The cyclic compositional changes within the Niobrara can be attributed to
sea level changes within the Western Interior Cretaceous Seaway. In general, the chalks were
deposited during highstands and the marls deposited during lowstands. During highstands,
warm water moved further north into the Western Interior Cretaceous Seaway, which in turn
increased carbonate production, lowered preservation of organic carbon, and lowered rates
of deposition. During lowstands, warm water retreated southward, resulting in reduced car-
bonate production and increased siliciclastic input, higher preservation of organic carbon,
and higher rates of deposition (Drake and Hawkins, 2012). Due to differences in sedimenta-
tion rates, the lower abundance of carbonate in the marls has been attributed to dilution by
increased siliciclastic deposition (Drake and Hawkins, 2012).
2.2 Niobrara Structural Overview
Deformation of the Cretaceous strata in the DJ Basin has been ongoing since its de-
position. Most notably, the Laramide Orogeny had the greatest influence on the shape of
the basin, and controlled the size, shape, and nature of the DJ Basin. Besides the basin
axis syncline, other smaller structural features are observed in the basin and affect reservoir
quality.
The tectonic history of the DJ Basin is important to understanding its structural com-
plexities. The basin began subsiding in the Late Pennsylvanian with the deposition of
the Fountain Formation, but the majority of deformation took place during the Laramide
Orogeny (67.5-50 Ma). It is now asymmetric, with the steep western side bounded by thrust
faults along the Front Range of Colorado. The eastern side slopes gently (<0.5◦ dip) to
outcrop in Kansas. The basin is elongate roughly north-south, with an asymmetrical syn-
cline that defines the overall structure. The next most pronounced feature is a series of
basement-involved wrench faults that run southwest-northeast across the basin (Weimer,
1996). Evidence for these wrench faults are from subsurface mapping of faults and outcrop
fractures, stylolite, and slickenside data. Movement along these faults has potential to com-
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partmentalize reservoirs. Additionally, high concentrations of normal listric faults have been
associated with the wrench fault zones and are proposed migrations paths for charging the
Hygiene and Terry sands in Spindle Field (Weimer, 1996). Recently, these normal listric
faults have been reinterpreted as part of a polygonal fault system present in at least two
strata bound layers in the DJ Basin (Sonnenberg and Underwood, 2013). Polygonal fault
systems are arrays of normal faults that are layer bound and have polygonal planform ge-
ometry (Cartwright, 2011). They have been recognized in many basins around the world,
but have only recently been observed in the DJ Basin. This recent work has been possible
through the use of 3D seismic data. Tiers of polygonal faults have been recognized in the
lower Pierre Shale and progressively imprint deeper through the Niobrara and Greenhorn
formations using attribute maps derived from 3D seismic data (Cross-sections: Figure 2.4
and Figure 2.5; Maps: Figure 2.6, Figure 2.7 and Figure 2.8).
The occurrence of natural fractures is an important factor for production out of the
Niobrara. Since the formation is so tight, matrix permeability is too low to make the
play economic. However, the presence of natural fractures in the Niobrara allows high
enough fracture porosity and permeability to flow productive wells (Sonnenberg, 2013). The
problem lies in predicting fracture patterns prior to drilling wells. There is currently a lack of
published data that explains fracture patterns, but hypotheses have been proposed. Weimer
(1996), Sonnenberg and Underwood (2013) have suggested that extensional fractures may
be associated with faults (from both tectonic and polygonal systems). Microseismic imaging
and velocity data in this research show potential visual evidence of Niobrara and Greenhorn
fracturing.
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Figure 2.4: Cross section of 3D Seismic fault interpretation observed at the Pierre Shale level. Faults are represented as purple
dashed lines. One wiggle trace is displayed in black on the seismic section to denote peak and trough reflectivity.
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Figure 2.5: Cross section of 3D Seismic fault interpretation at the Niobrara level. Wellbores on the cross section are: B3 (blue),
B5 (green) G4 (red). Faults are represented as purple dashed lines. One wiggle trace is displayed in black on the seismic section
to denote peak and trough reflectivity.
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Figure 2.6: Map view of 3D Seismic Ant Track attribute based polygonal faulting at Pierre
Shale Level. Higher Variance (teal color) indicates higher likelihood of faulting. Wellbores
on the map are: B3 (blue), B5 (green) G4 (red) Bevo vertical monitor well (orange circle, in
the middle of all laterals).
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Figure 2.7: Map view of 3D Seismic Ant Track attribute based faulting at Niobrara Level.
Higher Variance (teal color) indicates higher likelihood of faulting. Wellbores on the map
are: B3 (blue), B5 (green) G4 (red) Bevo vertical monitor well (orange circle, in the middle
of all laterals).
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Figure 2.8: Map view of 3D Seismic Ant Track attribute based faulting at Greenhorn Level.
Higher Variance (teal color) indicates higher likelihood of faulting. Wellbores on the map
are: B3 (blue), B5 (green) G4 (red) Bevo vertical monitor well (orange circle, in the middle
of all laterals).
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Analysis of the current 3D seismic survey shows Niobrara Formation related faults as
500-1,500 ft in length, 25-75 ft of vertical displacement, and dips of about 75◦. Unlike
the polygonal faults observed in the Pierre Shale, described by Sonnenberg and Underwood
(2013), the Niobrara faults are less randomly oriented, with a strong northeast-southwest
trend in their strike. Also, these faults are more commonly seen as parallel faults creating
grabens. The grabens are as long as the faults and 200-1000 ft wide and are commonly seen
en echelon. The grabens themselves are typically limited to the Niobrara Formation, and
occasionally reach the overlying lower Pierre Shale and underlying Greenhorn Limestone.
2.3 Greenhorn Stratigraphic and Structural Overview
The Greenhorn Limestone sits lower in section and is generally structurally similar to
the Niobrara. Greenhorn carbonates can be traced southwestward from Kansas across Col-
orado and northern New Mexico to the San Juan basin where they pass into shales and
sandstones of the Mancos Shale (Dane, 1960). Westward the Greenhorn thins gradually
towards South Park, Colorado where a 40-foot-thick calcareous section containing as few
as one bed of limestone was assigned to the Benton Formation (Stark, 1949). Beyond that
area the Greenhorn interval is represented in westernmost Colorado and eastern Utah by
white-weathering calcareous shale of the Mancos (Katich, 1956). In northeastern Colorado
and southeastern Wyoming the Greenhorn becomes less calcareous and is lost in a section
called Benton Shale (McCrae, 1956); west of this area, the same interval is included in the
Frontier Formation in southern Wyoming (Cobban and Reeside, 1952) and in northwestern
Colorado (O’Boyle, 1955). Northwestward from Kansas the Greenhorn persists as a carbon-
ate unit as far as the Black Hills, but westward therefrom the carbonate units are replaced
by shales and sandstones of the Frontier Formation and Cody Shale (Cobban and Reeside,
1952). Northwestward from the Black Hills the Greenhorn thins appreciably, becomes less
calcareous and passes into calcareous shales and sandstones of the Colorado Shale in central
Montana (Cobban, 1951). In most of the eastern Montana subsurface, the Greenhorn equiv-
alent is known as Greenhorn Formation (Billings Geol. Soc., 1969). The Greenhorn extends
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Figure 2.9: Greenhorn Limestone Regional Deposition (Hattin, 1971)
northward from Kansas across much of Nebraska and South Dakota, and is recognized also
throughout most of North Dakota (Hansen, 1955), consisting in the subsurface of ”dark gray
calcareous soft shale with thin beds of very shaly limestone”. In the latter state the strata
apparently represent a broad transition zone wherein the Greenhorn grades progressively to
less chalky and limey, and therefore less typical, lithology. North of the Canadian border, the
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Greenhorn is not recognized as a formal unit, but its position is recognized in the Favel For-
mation (second speckled shale unit of petroleum geologists) in Manitoba and Saskatchewan
(Wickenden, 1945). Regional distribution of the Greenhorn is depicted in Figure 2.9.
Operators have also begun drilling or are planning to test the deeper Greenhorn interval,
but it is believed that early results from this formation have not been promising. One
of these tests is in this research: the G4 wellbore targeting the Greenhorn, slightly above
the X-Bentonite, where oil production results were not promising enough to pursue the





3.1 Microseismic Reflection Imaging Methods
This section examines the different imaging methods that could be applied to microseis-
mic data. By using high quality clustered microseismic data, we should expect enough reflec-
tion energy to effectively image stratigraphic contrasts as well as fractures at a much smaller
scale than traditional 3D seismic data (due to higher temporal frequencies). Figure 3.1 is a
schematic of typical microseismic project geometry with expected areas of reflectivity. With
this schematic in mind, we can expect to image velocity and density based layer contrasts,
natural fractures associated with nearby faults as well as hydraulically induced fractures.
Figure 3.1: Schematic of a typical microseismic monitoring project with expected areas of
reflectivity for imaging. Green stars: microseismic data; Red lines: expected event ray-
pathing; Dashed black lines: natural fractures; Yellow lightning bolt: induced hydraulic
fracture.
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There are many different ways of imaging seismic data. Choosing the right method is
not easy, as these methods all have their strengths and weaknesses. Three methods below
are the most common (Herron, 2011):
1. Kirchhoff Migration: better for steep dips, constant or smooth velocity field, can
handle irregular geometries, and computationally faster than most other methods. It
is a one-way migration operator and has the following additional benefits:
• Travel-times define the “ellipsoidal surface” over which the summation is per-
formed
• Can limit the “angular aperture” of the Kirchhoff operator
• Reflection amplitudes are more easily preserved
2. Reverse Time Migration: is a great method for irregular steep events, for example,
overturned salt interfaces. It is a two-way migration operator, following these steps:
• Forward propagation of a wavefield from the source location (using an assumed
wavelet)
• Backward propagation (in reverse time) of a wavefield from the receiver location
• Cross-correlate or apply some other imaging condition at each time step
• The forward propagated wavefield superposes with the reverse-time propagated
wavefield and illuminates where reflectors occur
3. Wave Equation Migration: tends to preserve amplitudes the best and can handle
complex velocity fields
Differences in Reverse Time Migration and Kirchhoff Migration spring mainly from the
fact that one is based on the integral solution, whereas the other is based on the finite-
difference solution of the wave equation. The Kirchhoff integral solution to the scalar wave
















This equation describes the pressure wavefield p(x, y, z; t) propagating in a medium with
velocity v(x, y, z) at a location (x, y, z) and at an instant of time t.
The Reverse Time Migration finite-difference solution is described here (using a cross-




S (x, t;xs)R (x, t;xs) (3.2)
where S (x, t;xs) and R (x, t;xs) are the source and receiver wavefields.
First of all, the Kirchhoff scheme used here is non-recursive (the solution to the wave
equation does not depend on solutions to smaller instances of the same equation), whereas
the reverse-time scheme is recursive in time (the solution to the wave equation depends on
solutions to smaller instances of the same equation). Second, our Kirchhoff method is not
exact in the sense that the obliquity factor is neglected, in addition to the high-frequency
approximation. Also, the Kirchhoff method is capable of migrating selective shots and traces
to focus illumination of a pre-specified zone because the method is trace based. In contrast,
reverse-time migration treats a gather of only one trace just as a gather of numerous traces.
Its computation is relatively independent of the number of traces and the complexity of
the earth model. Simply put, the Kirchhoff method is summing over the pre-stack depth
migration ellipse.
Furthermore, for 3D seismic processing, Reverse Time Migration is generally only run
for relatively low frequencies, due to computing cost. High frequency microseismic imaging
would likely make RTM computationally troublesome.
Based on these strengths and weaknesses, Kirchhoff Migration appears to be the optimal
method. This is because microseismic imaging will involve small, relatively inaccurate and
irregular source geometry with a constant, flat and smooth velocity field. Kirchhoff Depth
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Migration of microseismic data in other basins have already been performed and have had
some success in the last few years, namely, the work done by Borehole Seismic, Vladmir
Grechka et al. (2018). Borehole Seismic’s workflow for reflection imaging of microseismic
data is applied in this research based on these successes. Ideally, the other migration methods
mentioned should be tested as well, but in the interest of time, Kirchhoff Migration is
highlighted in this research.
3.1.1 Kirchhoff Migration
Kirchhoff Migration is widely used in the oil and gas industry for both depth imaging
and iterative velocity analysis. For migrating a single event on a single trace, a full-aperture
Kirchhoff Migration smears the event energy to all subsurface points that lie within the
migration aperture of the model space. After smearing all samples on all traces, a Kirchhoff
image is obtained by stacking all individual contributions.
Figure 3.2: Kirchhoff Migration of a Single Trace
Given a source and a geophone on the free surface, and a single dipping reflector in a
homogeneous acoustic medium, there will be only one primary reflection recorded in the
seismic trace (Figure 3.2). For convenience, multiples and direct waves will be ignored. The
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arrival time of this event is equal to the travel-time for energy to propagate from the source
to the reflection point P and from P to the geophone. The dashed line in Figure 3.2 depicts
the associated specular ray. In forward modeling, the reflectivity at point P is convolved
with the source wavelet, leading to a waveform other than a unit pulse being observed.
Mathematically, modeling is described as d=Lm , where d is the forward modeled seismic
data, L is a linear forward modeling operator, and m is the reflectivity model.
The reverse process of seismic forward modeling is seismic migration which back-projects
the observed energy to its subsurface reflector. Mathematically, the migrated image is given
by m=LTm . To implement migration, we need to know the medium velocity. By applying
velocity analysis, we can obtain a reasonable estimate of the velocity distribution. Migra-
tion methods can not be performed without the basic knowledge of the medium’s velocity
distribution. Therefore, seismic velocity analysis is important to seismic data processing.
3.1.2 Kirchhoff Migration Steps
1. Apply ray tracing or solve the eikonal equation to build travel time fields for both
source and geophone. The travel time fields are coarsely sampled and can be fine
tuned via interpolation.
2. Migrate the event to all possible reflection points along the pre-stack migration ellipse.
Such image points are those whose reflection traveltimes are equal to the observed
travel-time of the event.
In physics, ray tracing is a method for calculating the path of waves or particles through a
system with regions of varying propagation velocity, absorption characteristics, and reflecting
surfaces (Herron, 2011) (Figure 3.3). Under these circumstances, wavefronts may bend,
change direction, or reflect off surfaces, complicating the analysis itself. Ray tracing solves the
problem by repeatedly advancing idealized narrow beams called rays through the medium by
discrete amounts. Simple problems can be analyzed by propagating a few rays using simple
mathematics. More detailed analyses can be performed by using a computer to propagate
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Figure 3.3: Ray tracing for surface seismic geometry (rays = black lines) (Khalil, 2014).
Note the different ray-pathing that occurs with varying takeoff angles. Similar ray-pathing
will occur with downhole experiment but at a much smaller scale (nearly negligible).
many rays.
The main problem with Kirchhoff Migration is imaging noise. Image noise can be gen-
erated when the energy is migrated far away from its specular reflection point, leading to
strong far-field migration artifacts. These artifacts can be effectively suppressed by migrat-
ing many traces, which enhances the reflection signal and attenuates the noise, resulting in
an improved S/N ratio.
3.1.3 Migration Artifacts
Due to the irregular geometry of this research, far-field artifacts will occur. This means
that at far-field of the Kirchhoff Migration-ellipsoid (where the migration ellipse becomes
more steeply dipping), we may obtain false reflectors, due to violation of the anti-phase
criteria at certain range of the aperture. A potential solution to this is to apply anti-alias
filter. Another important point is that we must migrate in 3-dimensional space, for obvious
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reasons: the earth changes its properties in three dimensions, and if we tried migrating in
2D we may get reflections and diffraction from points outside the plane. Thus, migration
will become misleading.
3.2 Velocity Dependence on Rock Properties
Generally, during hydraulic fracturing, the reservoir rock around the wellbore gets pul-
verized by fluid and proppant at high pumping rates and pressures. With this, associated
microseismic and velocity information will give us insight in the major influence on the
near-wellbore rock.
Many formations are known to be velocity-sensitive to stress, pressure and fluid interac-
tion. Injection or production of fluids can cause in-situ stress changes. In reservoir layers
and bounding layers, we can see time-lapse reflection coefficient changes as well as velocity
changes.
Some factors that affect Vp and Vs during hydraulic fracture operations (Mavko, 2015
and Tutuncu, 2018):
• Porosity
• Shape of pore space
• Mineralogy and distribution of minerals
• Mineral grain alignment






• Strain and yield point
• Confining pressure
Figure 3.4 plots the velocity dependence on effective pressure, or Pe. Effective pressure
is the difference between confining pressure and fluid pressure, written as: Pe = Pc - Pf.
Since pore fluid pressure acts in all directions, it actually counteracts the force of confining
pressure. The resulting pressure is called the effective pressure (Mavko, 2015). In other
words, increasing pore fluid pressure will decrease effective pressure. The ductility will
decrease with the increasing pore fluid pressure but overall the decreased strength that
results will actually encourage flow in the rock. Low saturation or dry material will for
the most part oppose deformation but high fluid content or wet material flow rather well.
Water content in general can explain why most minerals will deform easily under reasonable
amounts of stress. This stress differential can be observed as a wave speed traveling through
the rock (Mavko, 2015). The graphs in Figure 3.4 show a significant increase in P- and
S- velocities with increasing effective pressure, or stress on the rocks themselves. In this
figure, we see that there is a clear decrease in velocities (for water, oil and dry pores) with
an increase in pore pressure. This phenomenon would be similar to increasing pore pressure
during hydraulic fracturing of reservoir rock with a decrease in observed velocities within
that fractured rock.
Figure 3.5 shows velocities decreasing with saturation of different fluid compositions in
a Niobrara core under triaxial stress in laboratory conditions. These results would be the
closest analogues to velocity changes occurring during hydraulic fracturing of a reservoir.
Figure 3.6 shows P- and S- wave velocity increase with pore pressure in a Niobrara core
under triaxial stress in laboratory conditions.
Based on the following studies observed in this section, it appears that, due to the
velocity decreases observed during time-lapse modeling of 3 different completed wellbores
over a span of 4 years, we are likely seeing a combination of fluid saturation of rock (after
24
hydraulic fracturing) and depletion of the reservoir rock itself (production based effective
pressure decrease), which both cause a significant decrease in velocities.
Figure 3.4: P- and S- Velocity dependence on effective pressure. Y-axis is a ratio of Vp
and Vs at different pressures to the measured Vp and Vs of the rock sample at 40 MPa (G.
Mavko, 2015, Stanford Rock Physics Lab).
Figure 3.5: Ultrasonic velocities measured pre and post the core sample saturation (A.
Tutuncu, 2018).
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Figure 3.6: Ultrasonic velocities recorded as a function of effective stress, pore pressure and
time during distilled water saturation of a core sample in the triaxial. Note that the first set
of numbers on the x-axis are time (days), followed by effective stress (0-2500 psi) and then
pore pressure (50-100 psi) (A. Tutuncu, 2018).
3.3 Faults and Fractures
Fractures play a massive role in the access, generation and migration of hydrocarbons.
Reservoir based natural and induced fracture networks are the reason why unconventional
hydraulic industry is successful. The creation of fractures through the hydraulic fracturing
process enables conduits for the hydrocarbons to travel to the wellbore. Naturally occurring
fractures are an added bonus for creating complexity in the reservoir and ultimately boosting
well production. In this section, we will discuss current industry methodology for detecting
fractures.
Figure 3.7 is a Standford Rock Physics Lab study on the effects of rock fabric, specifically,
anisotropy on velocity. This orientation of rock fabric, like horizontal bedding or vertical
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natural fracture networks, can give rise to a change in velocity of P- and S- waves depending
on what direction they travel through that rock. As shown in the graphs in Figure 3.7,
depending on the direction that the waves travel through the diagram on the bottom right
(a block of rock with horizontal bedding), we see significant starting and ending velocity
values in different rocks, as well as with increasing effective pressure (as mentioned in the
previous section and figures).
Changes in the rock fabric cause measurable changes to inherent rock properties which can
be captured in well log or velocity and anisotropy calibration modeling. These measurable
changes help us understand what is going on during the completion and depletion of this
rock. Figure 3.7 highlights how the velocity and anisotropy can change with pressure.
It is well known that induced fracture behavior is dependent on stress and pore pres-
sure changes. Areas of lower pore pressure can change the principle stress direction, which
can affect the way a wellbore is completed, namely the hydraulic fracture azimuth (the ori-
entation that fractures open and propagate; based on maximum and minimum horizontal
stresses). Fractures essentially grow in the path of least resistance. Induced fracture-based
microseismic events are a good way of tracking fracture propagation and help determine the
maximum horizontal stress direction. If a well is drilled properly (in the minimum horizon-
tal stress direction), the fractures should propagate perpendicular to the wellbore (in the
maximum horizontal stress direction) and maximize access to the reservoir with hydraulic
fracturing and proppant placement. Some factors, like nearby depleted wells, can alter the
stress direction, allowing preferential propagation of fractures toward it. This can create
asymmetric hydraulic fracturing.
This prior knowledge of velocity dependence will help in understanding the velocity
changes observed in the microseismic dataset.
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Figure 3.7: Velocity anisotropy due to fabric (G. Mavko, Stanford Rock Physics Laboratory).
The three graphs are different rock-type representations of velocity changes with effective
pressure as well as different orientations of the waves passing through a volume of horizontally




The following chapter outlines the research area and geometry of the experiments per-
formed in this research.
In Northeastern Colorado, in the Hereford Field of the DJ Basin (Figure 4.1), three
hydraulic well completions of microseismic data were acquired in 2010 and 2014 from a single
vertical array deployed in the Bevo vertical well located in the middle of three horizontal
wells. The B3 (Blue) and B5 (Green) wells were completed in 2010 in the Middle Niobrara
and the G4 (Red) was completed in 2014 in the Greenhorn (Figure 4.4). Note the high
magnitude microseismic height growth observed during G4 completions. It is likely that there
were rock conduits or preferential growth based stress contrasts, giving hydraulic connection
from the G4 to the B3 and B5 wells, after 4 years of depletion.
4.1 Wellbore Geometry
As shown in Figure 4.2, B3 (Blue), B5 (Green) and G4 (Red) are horizontal wells that
run North-South. Bevo (Orange) is a vertical well located in the middle of the horizontal
wells.
Figure 4.3 highlights the Bevo well vertical area of interest: Niobrara and Greenhorn
formations, from 1,900 to 2,500 feet subsea depth. Gamma ray log on the left and P- and
S- velocity logs on the right. Note the sharp contrasts in rock properties at the top of the
Niobrara, Base Niobrara, Codell, Greenhorn and X-Bentonite. These boundaries are the
assumed hard reflection boundaries that can show up in reflection imaging.
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Figure 4.1: Map of oil and gas prone Niobrara fields.
4.2 Microseismic Geometry
The microseismic data in Figure 4.4 are the original processed microseismic event loca-
tions (Pinnacle, 2010, 2014), colored by moment magnitude. This is to give an idea of what
the original data looked like, prior to getting into the reprocessed microseismic and velocity
modeling performed in this research.
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Figure 4.2: Map and cross-section views of wellbore geometry. B3 (blue), B5 (green) run
south to north in the Niobrara Formation while the G4 (red) runs south to north in the
Greenhorn Formation. The Bevo vertical well (orange) is placed in the middle of all hori-
zontal wells roughly at a mid-lateral location for ideal microseismic monitoring purposes.
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Figure 4.3: Log View of Bevo vertical well. Left track: Reflection Coefficient; Right track:
P- and S-wave velocity logs.
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Figure 4.4: Microseismic and treatment wellbore geometry. Events are colored by moment magnitude (-3 to 0) Left: Map view;
Right: Cross-section view looking west. Note high magnitude height growth associated with G4 well completions.
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4.3 3D Seismic
The 3D seismic (P-wave survey) that encompasses the wellbores and microseismic data
of interest was acquired in 2009. It is called the Hereford 3D and is now owned by Seitel.
Pre-Stack Time and Depth Migration processing were performed on the data.
Figure 4.5 shows cross-sectional views of the 3D seismic in relation to the three horizontal
wells and the vertical monitor. The B3 (Blue) and B5 (Green) horizontal wells were drilled
along the middle Niobrara and the G4 (Red) sits slightly above the X-Bentonite in the
Greenhorn Formation. The top of the Niobrara is one of the largest peaks in the seismic (due
to its major impedance contrast or highly positive reflection coefficient) and an interpretation
of this peak is denoted in black. The base Niobrara is also a peak and is denoted by another
black horizon. The top of the Greenhorn is not as reflective in the seismic, so a middle peak
was interpreted (below the Greenhorn top and above the X-Bentonite top), also denoted as a
black horizon. Note the variability or undulation of the seismic reflectors in this area. This is
due to faulting, causing discontinuities or offset in the seismic reflectors. Future sections will
show fault interpretation on both the 3D seismic and microseismic reflection image volumes.
The seismic and microseismic data both help support the idea that there are large in-
terconnected pathways throughout these reservoirs and has promoted a lot of hydraulic
fracturing height growth. This also helps support the velocity modeling and microseismic
imaging research results.
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Figure 4.5: Cross-section views (looking South and looking West) of wellbores against 3D seismic (depth). Black lines along
seismic are horizon interpretations of the Niobrara, Base Niobrara and Greenhorn. B3 = blue; B5 = green; G4 = red. One




Original microseismic processing of this dataset was performed by Pinnacle. A high-
quality, near-monitor-well subset of these data were reprocessed in Transform Software for
time-lapse velocity modeling purposes. It has also been analysed by Borehole Seismic for
imaging purposes.
The main purpose for reprocessing this dataset is to make sure that our ideal microseismic
event candidates are processed and located as accurately as possible. The best way to
accurately calibrate a microseismic dataset is to make sure that the recorded perforation
shots are modelled (including velocity inversion) to fit to their known location. This will
help in looking for subtle differences in the time-lapse velocity modelling of the B3 and B5
Niobrara wells to the G4 Greenhorn well (2010 to 2014) as well as more accurate reflection
imaging results.
Microseismic processing involves computing aspects of the microseismic source from the
recorded microseismic signals. Basic processing determines the source location of the mi-
croseismicity along with quality-control attributes, which together make up the foundation
for interpreting hydraulic-fracture geometry (Maxwell, 2014). The spatial-temporal aspects
of microseismic locations are the basic hypocentral quantifiable attributes, and they form
the basis of many standard engineering workflows and applications. Hypocentral locations
also are elementary to advanced processing workflows, which extract additional microseis-
mic source attributes that tell us more about the induced fractures themselves. Therefore,
location accuracy is fundamental for a successful project and is primarily subject to high
signal-to-noise recordings and an accurate velocity model validated with a controlled source
from a known location.
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The reprocessing of the microseismic dataset for time-lapse velocity and imaging purposes
is outlined in steps below (Maxwell, 2014). It is a common industry workflow, although,
slightly modified for this research. The main differences include a focus on only high quality
(high S/N) events as well as specific perforation calibration, emphasizing the time-lapse effect
from the B3 and B5 wells (2010) to the G4 well (2014).
5.1 Processing Steps
5.1.1 Load raw microseismic segy, wells, logs and completions data
The microseismic raw data were recorded via wireline truck using Geospace equipment
with DS-250 3-component geophones and rigid interconnects. The geophone array was placed
in a vertical wellbore such that it would straddle the formation that was being hydraulically
fractured. Figure 5.1 through Figure 5.8 show the 3-component raw geophone data recordings
of perforation events from the B5 and G4 wellbore, prior to completion. These perforations
are used in geophone orientation and velocity model calibration.
5.1.2 Input known perforation locations along the treatment wellbores
A subset of the treatment program for the three wells is used in the research as follows:
B3 = 3 treatment stages, 18 perforations; B5 = 3 treatment stages, 21 perforations; G4 = 4
stages, 24 perforations. These perforation events are closest to the receiver array and will be
used to calibrate geophone receiver orientation and the velocity model. Because these per-
forations are known locations in XYZ-space, we use them to confirm our velocity model and
receiver orientation by fitting the picked perforation events to their known locations. This
is what builds confidence in the (unknown) induced fracture microseismic event locations.
37
Figure 5.1: Raw Niobrara well perforation - XYZ-direction channels overlain. P- and S-wave picks displayed as black flags. Well
log Vp, Vs and resultant blocked B3/B5 and G4 time-lapse velocity models are referenced on the left. Note the slower velocities
required to model B3/B5 perforations and subsequently slower velocities to model G4 perforations to their known locations in
space.
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Figure 5.2: Raw Niobrara well perforation - Y-channel displayed. P- and S-wave picks displayed as black flags. Well log Vp, Vs
and resultant blocked B3/B5 and G4 time-lapse velocity models are referenced on the left. Note the slower velocities required
to model B3/B5 perforations and subsequently slower velocities to model G4 perforations to their known locations in space.
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Figure 5.3: Raw Niobrara well perforation - Z-channel displayed. P- and S-wave picks displayed as black flags. Well log Vp, Vs
and resultant blocked B3/B5 and G4 time-lapse velocity models are referenced on the left. Note the slower velocities required
to model B3/B5 perforations and subsequently slower velocities to model G4 perforations to their known locations in space.
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Figure 5.4: Raw Niobrara well perforation - X-channel displayed. P- and S-wave picks displayed as black flags. Well log Vp, Vs
and resultant blocked B3/B5 and G4 time-lapse velocity models are referenced on the left. Note the slower velocities required
to model B3/B5 perforations and subsequently slower velocities to model G4 perforations to their known locations in space.
41
Figure 5.5: Raw Greenhorn well perforation - XYZ-channels overlain. P- and S-wave picks displayed as black flags. Well log
Vp, Vs and resultant blocked B3/B5 and G4 time-lapse velocity models are referenced on the left. Note the slower velocities
required to model B3/B5 perforations and subsequently slower velocities to model G4 perforations to their known locations in
space.
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Figure 5.6: Raw Greenhorn well perforation - Y-channel displayed. P- and S-wave picks displayed as black flags. Well log
Vp, Vs and resultant blocked B3/B5 and G4 time-lapse velocity models are referenced on the left. Note the slower velocities
required to model B3/B5 perforations and subsequently slower velocities to model G4 perforations to their known locations in
space.
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Figure 5.7: Raw Greenhorn well perforation - X-channel displayed. P- and S-wave picks displayed as black flags. Well log
Vp, Vs and resultant blocked B3/B5 and G4 time-lapse velocity models are referenced on the left. Note the slower velocities
required to model B3/B5 perforations and subsequently slower velocities to model G4 perforations to their known locations in
space.
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Figure 5.8: Raw Greenhorn well perforation - Z-channel displayed. P- and S-wave picks displayed as black flags. Well log Vp, Vs
and resultant blocked B3/B5 and G4 time-lapse velocity models are referenced on the left. Note the slower velocities required
to model B3/B5 perforations and subsequently slower velocities to model G4 perforations to their known locations in space.
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5.1.3 Quality control the geometry of the dataset
This step is to ensure we are not introducing any additional unnecessary errors, like
improper locations of wellbores, perforations, geophones in their proper coordinate reference
system.
5.1.4 Bandpass and notch continuous noise from the raw trace data
This step is to achieve the highest signal-to-noise possible for the perforations and mi-
croseismic data.
5.1.5 Select the best perforation detected events for velocity model and geo-
phone orientation calibration
This step is to ensure only the most coherent perforation events are used to avoid any
unnecessary calibration noise. The curated set of perforations are as follows: B3 = 14
perforations; B5 = 19 perforations; G4 = 23 perforations.
5.1.6 Orient the tool-string geophones
To orient the tool-string geophones, we must use the particle motion from perforation
P- and S- wave information fitted to their known locations along treatment wellbores. The
orthogonality observed in the P- versus S- wave (vertical and horizontal shear) particle
motion helps us pinpoint the origin azimuth and dip from each perforation to each receiver.
5.1.7 Comb through raw microseismic data and mark the highest signal to noise
events detected
Sixty-one events were used in the Niobrara and thirty-one events were used in the Green-
horn.
5.1.8 Pick P- and S- wave moveout information for each event trace
Similar moveout pick style to the perforation events displayed in Figure 5.1.
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5.1.9 Convert Vp and Vs log data to a block model as initial velocity model
Define depths and widths of velocity block model to line up with significant velocity
contrasts observed in the Vp and Vs well logs. Starting with a manually blocked velocity
model that follows the well logs helps guide the velocity model inversion in the next step.
5.1.10 Perform velocity model inversion to get the perforation events to fit to
their known location along the treatment wellbore
To obtain an optimal velocity model for each of the wellbore microseismic datasets (B3,
B5 and G4), we must honor the velocity information obtained from velocity logs, while
also honoring the perforation data modeled locations in relation to their known location.
This balance requires inversion to get the best fit. First, an initial block (layered) model
was created that fits the Vp and Vs information from well logs. To invert the model, we
want to keep the least-influential model parameters (eg. depth and thickness of each model
block) constant, or locked, while the most influential parameters (eg. Vp, Vs, Vp/Vs ratio)
are allowed to change (generally within a 20 percent realistic window). Then, inversion is
performed to get perforations to fit where they should by allowing the block model to change
with each iterative inversion. Multiple inversion iterations are run until we converge on a
low RMS XYZ-error of modeled perforation to known perforation location.
In Figure 5.9 and Figure 5.10, you can see how the perforation events locate in space
relative to their known locations. This is the best representation of velocity model accuracy
for location and reflection imaging purposes. Perforation-based inverted model errors are:
B3 = 10 ft average RMS error, B5 = 20 ft average RMS error, and G4 = 40 ft average RMS
error.
As shown in Figure 5.11, if the event residuals and user picks are in agreement, the model
is a good fit for the perforations at the currently displayed locations. More importantly, if all
three curves are in relatively good agreement, then the model is a good fit for the perforations
at the known locations.
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Figure 5.9: B3 and B5 Niobrara well located perforations (red) relative to their true location
(blue). Geophone locations denoted as black triangles. Left: Map view; Right: Cross-section
view.
If the curves are not very consistent, you will need to return to the receiver orientation
workflow and improve or exclude picks. When you believe you have located the perforations
as best you can, save the velocity model so that it can be used to locate events.
5.1.11 Use optimal inverted velocity model result to locate microseismic events
The optimal inverted velocity model will have the lowest XYZ-error of calibrated perfo-
rations or lowest residual moveout fit between the model and observed P- and S- wave picks.
This perforation-based velocity model will then be used to locate the microseismic events.
5.2 Processing Results
In Figure 5.15, we look at the wavefield moveout differences between a B5 Niobrara
perforation and a G4 Greenhorn perforation. When the G4 P-wave moveout (red) is overlain
on B5’s P-wave moveout (green), there is a slower arrival of the G4 P-wave (or steeper
moveout) observed. This moveout comparison is a visual way of explaining why there are
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Figure 5.10: G4 Greenhorn well located perforations (red) relative to their true location
(blue). Geophone locations denoted as black triangles. Left: Map view; Right: Cross-section
view.
rock alterations (over a span of 4 years) causing a decrease in velocity required to locate the
G4 perforations properly.
B3 and B5 perforation-based velocity modeling results yielded fairly low error (10 and
20 feet RMS error, respectively). The G4 velocity modeling results yielded higher errors (40
feet RMS error). The higher error in G4 is likely due to a combination of the receiver array
straddling higher above the Greenhorn wellbore, as well as lower quality microseisms (low
signal to noise), which may be an effect of the rock properties in the Greenhorn interval.
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Figure 5.11: Transform Software display of perforation-event velocity inversion of microseis-
mic data. Red-line moveout (inversion-based predicted P- and S- picks) closely matching
black-line (user-based P- and S- picks) moveout indicate a good model fit for the perforations.
The resultant block models for B3, B5 and G4 are not particularly close to the original
well log velocities, as shown in Figure 5.16. This is likely due to far-field velocities behaving
differently from the near-field velocities recorded on the well logs. The well log velocities are
merely used as a starting point while allowing the velocities to vary within a realistic window
during a model inversion. The G4 inverted velocity model is even slower than the B3 and
B5 block model and this is likely a time-lapse effect (changes observed from monitoring in
2010 and 2014); a culmination of rock property alterations due to depletion, stress, fracture
and fluid interaction during the completion and production of these wells.
Due to the time-lapse velocity effects observed from the completion of B3 and B5 wells to
the later G4 well, two different final velocity models are required. Figure 5.17 and Figure 5.18
are tabular forms of each final velocity model.
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Figure 5.12: Niobrara B3 and B5 Microseismic Event Locations.
Figure 5.13: Greenhorn G4 Microseismic Event Locations.
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Figure 5.14: Microseismic Velocity Model (left track) with event distribution (middle track)
and stress profile (right track).
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Figure 5.15: Difference in P-wave moveout observed from B5 Niobrara well completion (green
dashed line) in 2010 to G4 well Greenhorn completion (red dashed line) in 2014. Velocities
must slow down to compensate for later arrival based moveout. This change outlines the
reasoning behind rock property, depletion, fluid interaction alterations due to hydraulic
fracturing.
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Figure 5.16: Vertical distribution of log-based P- and S- velocities (red and blue high resolu-
tion curves). B3/B5 and G4 geophone array positions are on the left side of graph as white
and black triangles, respectively. Niobrara and Greenhorn well perforations are denoted as
white and black dots, respectively. Curves include B3/B5 block model microseismic veloci-
ties (black and red solid blocked lines) and G4 block model velocities (black and red dashed
block lines). Note the 4-year time-lapse change in B3/B5 microseismic velocity model to the
G4 model (slower velocities over time).
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Figure 5.17: Niobrara B3 and B5 calibrated velocity model using perforation events.
Figure 5.18: Greenhorn calibrated velocity model using perforation events.
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CHAPTER 6
KIRCHHOFF MIGRATION OF MICROSEISMIC DATA
Kirchoff Depth Migration was performed on high-quality, clustered event data associ-
ated with B5 and G4 wells. The B5 had significantly higher S/N ratio microseismic data
and therefore had the best reflection imaging result. The G4 imaging result was likely ei-
ther burdened by low signal to noise, or not enough high magnitude events to harbor the
reflectivity we need to create a respectable reflection image volume.
6.1 Procedure
Before imaging can begin, we must make sure the velocity model is as accurate as possible.
The velocity models used for Kirchhoff Depth Migration of the B5 and G4 well microseismic
data are shown in Figure 5.17 and Figure 5.18 in table form and Figure 5.16 in graphical
form. As discussed in Chapter 5, the resultant perforation (control points) locations are
shown relative to their known locations in Figure 5.9 and Figure 5.10, to help confirm the
accuracy of the velocity models.
For successful microseismic-based imaging, the main goal is to stack all of the available
high quality reflection information embedded in the microseismic data itself. As discussed
in Chapter 5, Figure 5.12 and Figure 5.13 show the locations of the highest quality events
used in microseismic reflection image processing.
Figure 6.1 is a reference image (Borehole Seismic, 2018), outlining how we get from raw
microseismic data to a reflection image volume product. The left panel of Figure 6.1 displays
an example of reflections embedded in the highest quality microseismic data. The P-wave is
the first arrival (hyperbolic moveout highlighted with a grey dashed line) with later linear
reflection arrivals (black dashed lines). These reflections are occurring due to rays reflecting
off large rock property (mainly velocity and density) contrasts within the reservoir. The
right panel of Figure 6.1 is a 2D translation of these reflections. This is similar to a 3D
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seismic ”gather” view of an event or source. The reflection energy of each event used in this
study were spatially stacked and migrated to create the 3D image product.
Figure 6.1: Example microseismic reflection imaging diagram (from Borehole Seismic, 2018).
Left image: raw event trace; Right image: expected reflectivity from microseismic event;
Grey dashed line: Raw event P-wave picks; Black dashed lines: reflections used in Kirchhoff
depth migration. Location of event denoted as black asterisk. Receiver locations denoted as
white triangles (Borehole Seismic, 2018).
6.2 Observation
Figure 6.2 is a cross-section slice from the B5 microseismic reflection image volume. Due
to the B5 events occurring near or above the reservoir of interest, the volume is comprised
of stacked upward reflections observed in the data. Figure 6.3 is a cross-section slice from
the G4 microseismic reflection image volume. Due to the G4 events occurring near or below
the reservoir of interest, the volume is comprised of stacked downward reflections observed
in the data. The G4 microseismic events have relatively lower signal to noise and overall
quality compared to the B5 events. This is why the G4 imaging consists of almost entirely
noise and artifacts. B5 had much higher quality data and the resultant imaging is evidence
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Figure 6.2: Microseismic reflection image slice of B5 wellbore events. Black triangles: geo-
phones; black dots: microseismic events; green line: sonic log.
of this.
In summary, taking into account the credible reflection information observed in the ex-
ample Figure 6.1, and looking at the resultant image volumes from B5 and G4 (Figure 6.2
and Figure 6.3), we must be cautious in what is interpretable seismic versus just noise and
migration swing. By comparing flatness of reflectors to the original 3D seismic, we define
the interpretable areas outlined as black dashed triangles. Based on these observations, a
cropped version of the B5 microseismic image volume will be used for analysis and interpre-
tation, outlined in Chapter 7. Further analysis and processing would be required to improve
the G4 image volume enough to be interpretable.
58
Figure 6.3: Microseismic reflection image slice of G4 wellbore events. Black triangles: geo-
phones; black dots: microseismic events; green line: sonic log.
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CHAPTER 7
MICROSEISMIC PROCESSING, VELOCITY AND IMAGING RESULTS
The 4 year time-lapse of B3 and B5 with the later completed G4 showed striking differ-
ences in velocity. The velocity modeling was independently performed twice (in Transform
Processing software and by Borehole Seismic), with similarly observed phenomena. These
velocity changes coupled with the microseismic event height growth seen from G4 tells us
that we have tapped into the 4 year depletion and fracture creation from the B3 and B5
Niobrara wells. It is also suggested that this reservoir alteration is observed in the Kirchhoff
depth migration imaging results.
7.1 Microseismic Processing and Time-Lapse Velocity Results
Figure 7.1: Map view distribution of high quality located microseismic events.
Microseismic reprocessing results yielded large time-lapse changes from the original 2010
Niobrara horizontal wells (B3 and B5) to the 2014 completion of the G4 horizontal well.
A map view of the processed microseismic data is displayed in Figure 7.1. As shown in
60
Figure 7.2: Cross-section ”gun-barrel” view of microseismic data. Note G4 events growing
upward to B5, indicating potential fault conduits.
Figure 7.3: Microseismic velocity model (left track) with event distribution (middle track)
and stress profile (right track).
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Figure 7.2, G4 microseismic upward growth indicate stress contrasts (through faulting, frac-
turing or depletion), creating hydraulic conduits upward to the Niobrara. Minimum and
Maximum stress contrasts, as observed from the Bevo vertical well logs are shown in Fig-
ure 7.3. These contrasts help compliment the theory that, during hydraulic fracturing of
these wellbores, we likely induced fractures (microseismic events) near large stress contrasts
as well as altering the stress state and causing major upward growth during G4 well com-
pletions. In addition to stress changes, we are likely changing the fluid composition (A.
Tutuncu, 2018) during completions as well as the pore pressure environment through newly
created fractures or activation of natural fractures. In other words, an amalgamation of
changes are occurring during hydraulic fracturing and this combination are what is causing
the major velocity change observed in this modelling study.
In Figure 7.4, we see Vp and Vs logs spanning our area of interest. Stars denote the
vertical locations of the B3, B5 and G4 wellbores. The blue dotted lines show the velocity
block-modeling results for the B3 and B5 microseismic reprocessing. The red dotted lines
show the velocity block-model for the later completed G4 well, which show a major decrease
in overall velocities. These time-lapse velocity changes are telling us that rock property
changes are indeed occurring during hydraulic fracturing and depletion of this area.
Figure 7.5 is a more exaggerated view of velocity changes observed in this study. This
figure is an attempt to discern areas where velocity changes would be related to depletion
and induced fracture creation (Niobrara) versus areas related to natural fracture conduit
based height growth and fluid interaction (Greenhorn).
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Figure 7.4: Time-lapse velocity changes in relation to well log velocity, microseismic and stress information. Reflection Coefficient
(track 1), microseismic block velocity models on well log Vp and Vs (track 2), with event distribution (track 3) and stress profile
(track 4).
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Figure 7.5: Exaggerated view of microseismic time-lapse velocity model changes from B3/B5
completions (2010) to G4 completions (2014). Arrows denote areas of potential time-
lapse velocity-based height growth, fluid interaction, depletion, fractures and pore pressure
changes.
7.2 Microseismic Reflection Imaging Results
The microseismic imaging results are based on a Kirchoff Migration approach, which is
a method of seismic migration that uses the integral form (Kirchhoff equation) of the wave
equation. All methods of seismic migration involve the backpropagation (or continuation)
of the seismic wavefield from the region where it was measured (Earth’s surface or along a
borehole) into the region to be imaged. In Kirchhoff migration, this is done by using the
Kirchhoff integral representation of a field at a given point as a (weighted) superposition of
waves propagating from adjacent points and times. Continuation of the wavefield requires
a background model of seismic velocity, which is usually a model of constant or smoothly
varying velocity. Because of the integral form of Kirchhoff migration, its implementation
reduces to stacking the data along curves that trace the arrival time of energy scattered by
image points in the earth.
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Based on prior knowledge and experience with imaging microseismic data, Borehole Seis-
mic uses Kirchoff Migration exclusively. It is still the most versatile method when dealing
with limited geometry in a downhole environment. There has been extensive testing with
different amplitude corrections, Fresnel-zone filters, and other modified Kirchoff methods,
but they have not ultimately affected the migration results dramatically. Based on these
investigations, the thought is that high resolution imaging is still mainly dependent on the
data. If reflection signals are clear, we can always expect interpretable results. However, the
event location and formation velocity contrast is out of our control.
It is clear that the frequency content of the microseismic image results are much higher
than 3D seismic. In Figure 7.6, we see potential signal from 50-700 Hz in the raw microseismic
data, with the highest S/N in the 300 to 600 Hz range. A red dashed line denotes where the
potential noise floor lies.
Figure 7.6: Microseismic imaging frequency content uplift. Note that frequency content
peaks around 500 Hz, while 3D seismic data resides below 100 Hz
To make sure the microseismic image volume is spatially accurate, we must tie the major
reflectors (Niobrara, Base Niobrara, Greenhorn) to the well log-based synthetic as well as the
3D seismic. This ultimately helps build confidence in the caliber of the microseismic image
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results. Figure 7.7 is a Petrel-based seismic well-tie window with the microseismic reflection
image volume (track 5) displayed as traces along the Bevo vertical monitor well, the Bevo
well log based microseismic synthetic (track 6), and the 3D seismic displayed as traces along
the Bevo vertical monitor well (track 7). Due to the high frequency content and potential
migration swings observed in the microseismic image near the Bevo well, it was difficult to
obtain a good tie to the synthetic (.40 correlation coefficient, track 8).
To aid in tying the microseismic reflection image volume to the 3D seismic volume, we
frequency filter the microseismic image back to the frequency content of the 3D seismic
image (Figure 7.8). Once this is performed on the MS image (first track) and lightly shifted
to match the well log based synthetic (second track), we observe a great match to the 3D
seismic (third track), showing an .85 correlation coefficient (fourth track).
Due to the irregular geometry of sources (microseismic events), we must determine areas
of high illumination (or reflectivity) based on the ray paths that these sources will propagate
toward the receivers. Figure 7.9 is a schematic of this phenomenon. The left image is a cross-
section of microseismic event source behavior when traveling through the reservoir rock of
interest. The right image is the map view representation of ray tracing energy concentration.
The pink triangles outline the likely area that most reflection energy is occurring. Once we
are outside of this strong reflectivity window, we start to see migration swings and unrealistic
reflector dips, which are not correct (as evidenced in the 3D seismic). This must be taken
into account when interpreting the microseismic image volume.
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Figure 7.7: Reflectivity and frequency content comparison of microseismic image volume to 3D seismic volume. Track 1:
Bevo velocity and density logs; Track 2: log-based reflectivity coefficient; Track 3: log-based acoustic impedance; Track 4:
P- and S-velocity; Track 5: microseismic image volume (traces along Bevo wellbore); Track 6: log-based synthetic to match
microseismic image volume; Track 7: 3D seismic volume (traces along Bevo wellbore); Track 8: cross-correlation of synthetic
with microseismic image volume (with a .4 correlation coefficient); Track 9: microseismic Ormsby input wavelet for synthetic
tie. Note the frequency content difference of 3D seismic and microseismic image volumes (10s of hertz versus 100s of hertz;
order of magnitude higher).
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Figure 7.8: Reflectivity and frequency content comparison of microseismic image volume to
3D seismic volume (all in depth-domain). Left track: Frequency filtered microseismic image
volume (traces along Bevo wellbore); Middle track: log-based synthetic to match seismic;
Right track: 3D seismic volume (traces along Bevo wellbore; Far right track: cross-correlation
of synthetic with microseismic image volume (with a .85 correlation coefficient).
7.3 Microseismic Imaging Zone of Illumination: A Ray Tracing Schematic
The microseismic image volume was cropped down to eliminate its artifact-rich edges.
As shown in Figure 7.10, an interpretable microseismic reflection image volume was cropped
down from 700 x 700 feet to 300 x 300 feet. This, in addition to structural smoothing, helps
in more consistent horizon and fault interpretation of the Niobrara and Greenhorn area.
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Figure 7.9: Microseismic Imaging Ray Tracing Illumination Schematic
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Figure 7.10: Map of microseismic image volumes in relation to the lateral wellbores. Red
square outline is original microseismic reflection image volume (700 x 700 x 400 feet); Green
square outline is cropped microseismic image volume (300 x 300 x 400 feet) to remove areas





8.1 Microseismic Processing and Time-Lapse Velocity Interpretation
Microseismic reprocessing results yielded large time-lapse changes from the original 2010
Niobrara horizontal wells (B3 and B5) to the 2014 completion of the G4 horizontal well.
Looking back at the results discussed in Chapter 7, we see a lot of evidence indicating in-
teraction between the G4 and B5 wells during hydraulic fracture completions. Figure 7.2
displays G4 microseismic upward growth, indicating stress contrasts (through faulting, frac-
turing or depletion), creating hydraulic conduits upward to the Niobrara. Minimum and
Maximum stress contrasts, as observed from the Bevo vertical well logs are shown in Fig-
ure 7.3. These contrasts help compliment the theory that, during hydraulic fracturing of
these wellbores, we likely further altered the stress state and caused major upward growth
during G4 well completions. In addition to stress changes, we are also likely changing the
fluid composition (A. Tutuncu, 2018) during completions as well as the pore pressure en-
vironment through newly created fractures or activation of natural fractures. The velocity
decrease in both Vp and Vs over a 4-year time period (observed in the blue and red dashed
lines on the left track of Figure 7.5) is confirmation that we are able to qualitatively observe
rock fabric alteration.
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8.2 Microseismic Reflection Imaging Interpretation
Horizon interpretation was performed on the major reflectors (Niobrara, Codell and
Greenhorn) observed in microseismic image volume to further look for high resolution fea-
tures. Structural smoothing was applied to the microseismic image volume to help with
interpretation. Map views of each horizon have breaks in the interpretation. These discon-
tinuities could be natural or induced fractures. Figure 8.1 is an in-depth look at what is
occurring within this microseismic image volume. The breaks observed in the interpreted
horizons may all be interconnected with the larger scale faults observed in the cross-sectional
image of the MS image volume (black dashed lines on the right panel of Figure 8.1). Events
(in red) are also displayed to show a vertical growth pattern up along the fault features
themselves. The general orientation of these faults and fractures are also along the same
azimuth as the larger fault trend observed in the 3D seismic volume (red dashed line on
the left panel of Figure 8.1). Figure 8.2, Figure 8.3, and Figure 8.4 are subsequent horizon
interpretations of Niobrara, Codell and Greenhorn areas. The microseismic imaging may
have exaggerated reflector dips, but these observed breaks or discontinuities of reflectors
may be signs of a discrete fracture network (DFN) associated with the larger fault trends
in the area. If microseismic imaging was performed along the entire B5 and G4 wellbores,
it may be possible to build a full reservoir DFN, aiding in more accurate frac and depletion
modeling.
72
Figure 8.1: MS Imaging Interpretation of Greenhorn Area. Map view on left, cross-section of MS Reflection Image on right
(denoted by A to A’, cropped and smoothed, vertically exaggerated). Note possible fractures detected as breaks or lateral
discontinuities in seismic reflectors and horizon interpretations. Map view horizon colored by depth (TVDss feet).
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Figure 8.2: MS Imaging Interpretation of Niobrara Area. Map view on left, cross-section of
MS Reflection Image on right (cropped and structurally smoothed). Note possible fractures
detected as breaks or lateral discontinuities in horizon. Map view horizon colored by depth
(TVDss feet).
Figure 8.3: MS Imaging Interpretation of Codell Area. Map view on left, cross-section of
MS Reflection Image on right (cropped and structurally smoothed). Note possible fractures
detected as breaks or lateral discontinuities in horizon. Map view horizon colored by depth
(TVDss feet).
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Figure 8.4: MS Imaging Interpretation of Greenhorn Area. Map view on left, cross-section of
MS Reflection Image on right (cropped and structurally smoothed). Note possible fractures
detected as breaks or lateral discontinuities in horizon. Map view horizon colored by depth
(TVDss feet).
Figure 8.5: MS Imaging Interpretation of Niobrara Area. Map view of MS Reflection Image
depth slice on left, map of 3D Seismic Ant Track attribute on Right. Size of Microseismic
Image denoted by black box on right image. Note possible faults and fractures (red dashed
lines) detected in MS image along same azimuth trend as observed in 3D Attribute data.
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Figure 8.6: MS Imaging Interpretation of Greenhorn Area. Map view of MS Reflection Image
depth slice on left, map of 3D Seismic Ant Track attribute on Right. Size of Microseismic
Image denoted by black box on right image. Note possible faults and fractures (red dashed
lines) detected in MS image along same azimuth trend as observed in 3D Attribute data.
Figure 8.7: Left: Map view of 3D Ant Attribute with wellbores. Middle: 3D Seismic
cross-sectional image along wellbores and Right: MS Reflection cross-sectional image along
wellbores.
8.3 Microseismic Versus 3D Seismic Imaging
As microseismic reflection imaging is a very new technology, it is difficult to instill con-
fidence in interpretation. However, the fact that this volume resides within the 3D seismic,
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it boosts confidence in the features observed. In Figure 8.5 and Figure 8.6, we see orien-
tations of interpreted fractures in the microseismic image volume appear to have the same
orientation as the interpreted faults in the 3D seismic volume (denoted as dashed red lines).
From the Niobrara down to the Greenhorn, a rotation of fracture and fault azimuth is ob-
served. We see a N50◦E orientation for the interpreted faults and fractures at the Niobrara
level and a N40◦E orientation at the Greenhorn level. Not only does this confirm a quality
control of what is observed in the microseismic image volume, it also tells us that there was
a paleo-rotation of horizontal stress from the Greenhorn up to the Niobrara Formation.
In Figure 8.7, we see a map view of the B3 (Blue), B5 (Green) and Bevo (Orange)
wellbores, with the Microseismic Image Volume outlined as a survey box in between the
Bevo and B5 wells. The cross section of the two right images is drawn as A to A’ within
the survey box. The middle image displays the A to A’ cross section with the 3D seismic as
the backdrop. The far right image shows the same cross section, but with the microseismic
image as the backdrop. Projections of the wellbores are also displayed on both cross sections
as well as an Acoustic Impedance log along the Bevo vertical monitor well to show the
rock property contrasts causing the strong reflectivity observed in both the 3D seismic and
Microseismic Image Volumes. The main takeaway is that at this vertical resolution, the
3D Seismic Image is very flat, while the Microseismic Image has high variability, or large
migration swings toward the edges of the volume. As discussed in Chapter 7, the schematic
shown in Figure 7.9 demonstrates where all of the reflection energy is focused and therefore
this volume should be cropped appropriately (exact crop dimensions are in Figure 7.10).
Figure 8.8 displays a Northeast-Southwest A to A’ cross-section of the two image back-
drops. It shows even more migration swinging near the B5 lateral, as we likely have no
stackable reflection energy in this area.
Figure 8.9 shows a Northwest to Southeast A to A’ cross-section of the 3D and Micro-
seismic Image Volumes.
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Figure 8.8: Left: Map view of 3D Ant Attribute with wellbores; Middle: 3D Seismic cross-
sectional image along wellbores and Right: MS Reflection cross-sectional image along well-
bores.
Figure 8.9: Left: Map view of 3D Ant Attribute with wellbores; Middle: 3D Seismic cross-
sectional image along wellbores and Right: MS Reflection cross-sectional image along well-
bores.
Figure 8.10 has a North-South A to A’ cross-section. A fault has been interpreted on
the Microseismic Image Volume and is displayed on both 3D and Microseismic Image cross-
sections. Although the 3D Seismic Image is relatively flat, the Microseismic Image Volume
is suggesting that, due to its higher frequency content and resolution, we are able to see
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Figure 8.10: Left: Map view of 3D Ant Attribute with wellbores; Middle: 3D Seismic
cross-sectional image along wellbores and Right: MS Reflection cross-sectional image along
wellbores.
smaller scale structural features.
Figure 8.11: Left: Map view of 3D Ant Attribute with wellbores; Middle: 3D Seismic
cross-sectional image along wellbores and Right: MS Reflection cross-sectional image along
wellbores.
Figure 8.11 is the same display as Figure 8.10, but a structural smoothing has been
performed on the microseismic image to help remove some of the noise and help discern
some of the real reflector discontinuities.
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Figure 8.12: Left: Map view of 3D Ant Attribute with wellbores; Middle: 3D Seismic
cross-sectional image along wellbores and Right: MS Reflection cross-sectional image along
wellbores.
In Figure 8.12, again, we see a similar display, but the map view on the left shows the
location of the interpreted fault. Note that it follows a similar azimuth to the larger scale
fault attribute feature detected from the 3D seismic. It is likely that this smaller fault feature
is either associated with the larger 3D imaged fault, or it is the 3D imaged fault, detected
at a higher resolution.
Figure 8.13 displays a longer A to A’ cross-section of the 3D versus Microseismic images.
Essentially, once zoomed out enough on the 3D seismic image (middle image), we start to
see the onset of faulting and is interpreted as a dashed purple line. The fault attribute is
shown for the middle image in Figure 8.14 to show the obvious fault feature running from
above the Niobrara (well top) down to the X-Bentonite (well top). The Microseismic Image
fault is observed slightly left of the 3D interpreted fault and is displayed as a dashed yellow
line in the cross section images.
Figure 8.15 zooms in on the previous figure to show the differences in fault interpretations
for the 3D Seismic volume versus the Microseismic image volume. Clearly, there is a difference
in position of each interpreted fault. Lateral distance difference reaches 50 feet. There is
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Figure 8.13: Left: Map view of 3D Ant Attribute with wellbores; Middle: 3D Seismic
cross-sectional image along wellbores and Right: MS Reflection cross-sectional image along
wellbores.
Figure 8.14: Left: Map view of 3D Ant Attribute with wellbores; Middle: 3D Seismic
cross-sectional image along wellbores and Right: MS Reflection cross-sectional image along
wellbores.
also shallower dip observed on the Microseismic image based fault (yellow dashed line). It
is likely that we are observing a smaller scale fault associated with the larger scale fault
observed in the 3D Seismic volume. The other assumption could be that this is a more
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accurate, higher resolution image and interpretation of the large scale fault.
Figure 8.15: Left: Map view of 3D Ant Attribute with wellbores; Middle: 3D Seismic
cross-sectional image along wellbores and Right: MS Reflection cross-sectional image along
wellbores.
In Figure 8.16, we are zoomed in on each image even further, and the right image now
displays the same fault attribute ran on the 3D Seismic volume. Again, we see the higher
resolution highlighted in this fault attribute Microseismic Image volume. This attribute
highlights more features potentially associated with the large scale fault. Figure 8.17 displays
more yellow dashed line interpretation of these fault attribute based features, to help build
this high resolution structural network of the reservoir area. This type of high resolution
microseismic image analysis may be a new indicator for highlighting fault-associated fracture
networks.
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Figure 8.16: Left: Map view of 3D Ant Attribute with wellbores; Middle: 3D Seismic
cross-sectional image along wellbores and Right: MS Reflection cross-sectional image along
wellbores.
Figure 8.17: Left: Map view of 3D Ant Attribute with wellbores; Middle: 3D Seismic





9.1 Why We Think These Results are Important
There are many reasons why time-lapse velocity modeling and imaging will have useful
application to the oil and gas industry. Some contributing factors are outlined in this section.
Microseismic Time-Lapse Velocity Importance:
• Helps qualitatively outline the changes that occur over a 4 year time period of Niobrara
reservoir depletion
• Highlights the effects of placing a lateral well in the Greenhorn (below depleted Nio-
brara wells) and completing it
Microseismic Reflection Imaging Importance:
• Higher frequency content (500 Hz peak frequency) boosts reflectivity of the reservoir,
enabling the ability to see stratigraphic features beyond 3D seismic resolution (up to
100 Hz)
• Provides a time-lapse image of the reservoir (pre-completion, post-completion or post-
depletion), depending on the timing of the microseismic imaging
• Helps detect smaller-scale features that are associated with larger scale faults
• Depth imaging data were also much easier to work with and did not require extensive
well-tying to fit the image volume to well log and 3D seismic
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9.2 How Results Can Be Applied to Drilling and Completions
The high resolution microseismic imaging results can have many applications to different
facets of oil and gas operations. In completion design, we can focus on the fracture informa-
tion and exploit during hydraulic fracturing of specific stages. We can also attribute drilling
mud losses to potential open fractures detected along the wellbore. Ideally, a Fullbore Micro
Imaging (FMI) log along the treatment laterals would be required to confirm these fractures.
Also, if microseismic imaging was performed along the entire B5 and G4 wellbores, it may be
possible to build a full reservoir DFN, aiding in more accurate frac and depletion modeling.
9.3 Why We Think Things Aren’t Better
Although the microseismic time-lapse velocity modeling and imaging results are promis-
ing, there are precautions and uncertainty to be accounted for.
The main reason for error and noise in these research experiments is due to the inherent
quality of the microseismic dataset. Although the B5 well microseismic event dataset has
higher signal to noise compared to the G4 well, the resultant processing of the microseismic
locations and image volumes still incurred artifacts. Real data varies in quality and this must
be taken into account when determining if a microseismic imaging experiment or velocity
time-lapse experiment are feasible.
Kirchhoff Depth Migration did a good job of imaging based on sparse irregular geome-
tries. Though, as a result of these irregular sources, it caused inherent imaging issues like
smearing of data and migration swings. Imaging quality uplift would have been possible with
more qualifying events to stack into the migration image volume, effectively eliminating said
artifacts.
Another possible error contributor could be how the reflection particle motion is focused
on at the receivers (geophones). Normally the receivers are rotated (or reoriented) to the
P-wave peak particle motion for event location purposes. This is likely a different angle
compared to the peak particle motion of the reflections observed at the receivers. This slight
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orientation difference may contribute to the quality of the resultant reflection image.
9.4 How Things Could Be Better
The next steps in achieving better reservoir Kirchhoff depth migration imaging would
include the following:
• Making velocity model improvements by obtaining more far-field anisotropic velocity
information (e.g. Vertical Seismic Profiling)
• More noise attenuation work to improve signal-to-noise
• Higher quality microseismic events to create a better Kirchhoff migration image stack
• More offset or aperture of microseismic geometry to help with migration swings and
other artifacts
9.5 Future Work
Future work would include testing of Kirchhoff 3D migration by azimuth, limiting the
domain of potential reflection points. This could help create a cleaner image volume.
Another test would include reflection imaging on a microseismic project in a basin that
inherently emits a large number of high quality (high S/N) events. Basins like the Marcellus
or Barnett have historically had up to thousands of high quality events per stage, which
would make for a great reflection imaging project.
If further imaging was achieved, we could geostatistically model the obtained discrete
fracture network from the high resolution 3D microseismic image volume and propagating
it through the original 3D seismic volume. By including geostatistical techniques in the
analysis, we can further take into account the correlations we see between the MS image
volumes, 3D seismic and log data with spatial uncertainty of reservoir properties. Geosta-
tistical simulations should produce the expected small-scale variability of fracture networks
that cannot be detected with the original 3D seismic data, but is seen in both the MS image
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volumes and log data. This analysis does require the estimation of spatial variograms that
measure how different the reservoir properties are correlated in space. This type of stochas-
tic simulation (or similar) would likely produce an expanded 3D simulation of the discrete
fracture network (obtained from MS image volume and logs themselves) and would broaden
the inter-well information for future drilling and completion design.
To further analyze time-lapse velocity results, rock physics modeling could be performed
to conceptualize and quantify the possible contributors in the observed velocity changes.
87
CHAPTER 10
REVERSE TIME MIGRATION OF MICROSEISMIC DATA
Reverse Time Migration was attempted on the microseismic data as a test to see the
resultant image quality. Unfortunately, due to the unrealistic smoothing of the velocity
model needed to achieve illumination of perforation events, it was decidedly not the right
choice for high resolution reservoir imaging using the microseismic data (Figure 10.1).
10.1 Data
Figure 10.1: Geometry of imaging experiment.
The nature of this experiment is two-dimensional, so we will use the X-component only.
Due to the geometry at hand, the perforation used is in the X-direction - directly east of
the receiver array. Without having to rotate the array in the direction of particle motion,







ü = ∇2u− f (10.1)
Impulsive Source
f(x, t) = −δ (x− xs) δ (t− ts) (10.2)
v ( x ) : velocity
f ( x , t ) : source function
u ( x , t ) : acoustic wavefield
x: position
t : time
By implementing the Acoustic Wave and Impulsive Source Equations, we can model the
expected P- and S- mode propagation expected in this microseismic environment. Cross-
correlation of the modeled wavefield with the real wavefield will result in an image ideally
highlighting the source location as well as geological interfaces. Through proper velocity
modeling, wavefield conditioning and accounting for anisotropy, high resolution reservoir
images are possible.
10.3 Procedure
Figure 10.2 displays the initial input velocity model used to originally locate the micro-
seismic dataset.
Smoothing was applied to the model to aid in successful wavefield modeling, as shown in
Figure 10.3.
Figure 10.4 and Figure 10.5 display the real and modeled wiggle trace data. Hand editing
and smoothing of velocities were necessary to get the wavefields to match. However, they
do not match completely, as the real data have inherent noise and other unique features
embedded in the wavetrain.
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Figure 10.2: 2D Block velocity model. Geophone array displayed as yellow dots on left side
of image. Perforation location as yellow dot on right side of image.
Figure 10.6, Figure 10.7 and Figure 10.8 show different time-steps of the receiver wave-
field, propagating the recorded perforation data using the smoothed velocity model.
Figure 10.9 displays the modeled point source wavefield propagated at the source location.
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Figure 10.3: Resultant Gaussian smoothed 2D input velocity model.
Figure 10.4: Real perforation data.
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Figure 10.5: Modeled point source data.
Figure 10.6: Receiver wavefield timestep 1.
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Figure 10.7: Receiver wavefield timestep 2.
Figure 10.8: Receiver wavefield timestep 3.
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Figure 10.9: Modeled source wavefield.
10.4 Observation
Figure 10.10 shows results of the Acoustic Reverse Time Migration of the modeled wave-
field with the real perforation data. Note the highlighting of the receiver array on the left
and the source location on the right. Unfortunately, there are a lot of artifacts in the image,
due to velocity, anisotropy and wavefield inaccuracies.
Back-propagation of the perforation wavefield at the source was also performed as an
alternate method of highlighting the source location. The resultant image is shown in Figure
18.
10.5 Assessment
In conclusion, microseismic Acoustic Reverse Time Migration imaging results are promis-
ing, as they do highlight the location of the actual perforation source. Utilizing ARTM as
an alternative to conventional earthquake seismological processes gives us additional insight
into the location accuracy of these data. Though, these images are far from being able to
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Figure 10.10: Resultant cross-correlation of source and receiver wavefields (Acoustic Reverse
Time Migration).
delineate geological interfaces. More rigorous modeling will have to be performed to converge
on a better imaging result.
10.6 Next Steps
The next steps in achieving better reservoir imaging would include the following: Ob-
taining a more accurate velocity model (through inversion or similar), removing large direct
arrivals to highlight reflection data in the Reverse Time Migration as well as taking more per-
foration data into account. Analysis of Time-Lapse Imaging Differences could be performed
to highlight changes in the reservoir due to depletion and natural fracture creation. Confir-
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