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Abstract
We consider a family of sparse polynomial systems denned by a directed graph and a bipartite
graph which depend on certain parameters. A convex polyhedral cone serves as a representative of
all positive solutions of the family. We study the boundary of this cone with Bernstein’s second
theorem and Viro’s method. In particular we present new results about the parameter regions where
several positive solutions appear. Since they are steady states of an underlying dynamical system of
mass action kinetics, the resulting multistationarity has important implications for the dynamics of
that system. Examples from applications illustrate the theoretical results.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
We consider a family of sparse (Laurent) polynomial systems of the form
0 = YsIaIKΨ (x), Ψj (x)= xηj , j = 1, . . . , n, (1)
0 = vti x − ci, i = 1, . . . , r, (2)
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K. Gatermann, M. Wolfrum / Advances in Applied Mathematics 34 (2005) 252–294 253where Ys is a fixed matrix in (Z0)m,n, the set of (m × n)-matrices with non-negative
integer entries, Ia a fixed matrix in Zn,l , ηj is a fixed vector in Zm, vi is a fixed vector in
Rm. IK is a matrix in (Q[k])l,n, where Q[k] is the ring of polynomials in the parameters kij
(which can take positive real values), and cj are real constants. In particular, the polynomial
system depends on the parameters kij and the constants ci . These systems arise when
studying the steady states of a differential system, modeling chemical reactions with mass
action kinetics. The linear equations (2) are conservation relations, like, e.g., conservation
of mass. There are many results about such systems in the literature in chemistry and
applied mathematics, including [6,15,16,18,24,26,30,36].
For fixed values of the parameters kij the set of all positive solutions of (1) is mapped
onto {[z1 : z2 : · · · : zl] ∈ Pl−1 | z ∈ ker(YsIa) ∩ Rl+, pi(z; k ) = 0, i = 1, . . . , t}, where
pi = zu+i − γi(k )zu−i ∈ R[z] are special homogeneous polynomials. The simple reason is
that for a positive solution x the vector z = IKΨ (x) is positive and in the nullspace of
YsIa . The set ker(YsIa) ∩ (R0)l is a convex polyhedral cone. On the other hand z is in
the image of (R\{0})m → Rl , x → IKΨ (x). The image is described implicitly by an ideal
I = 〈g1, . . . , gt 〉 ⊆ R[z] analogous to a toric ideal. The variety V (I) ⊆ Pl−1 is the Zariski
closure of im(IKΨ ). It is the Zariski closure of the maximal orbit OIK1 of a torus action
induced by the monomials xηj .
For each positive z in the cone ker(YsIa) ∩ (R0)l , there exists positive values of
kij such that z ∈ im(IKΨ ) and consequently pi(z; k ) = 0, i = 1, . . . , t . The set of all
positive solutions of the family {x ∈ Rm+ | ∃kij > 0 with YsIaIKΨ (x) = 0} is mapped
onto {[z1 : z2 : · · · : zl] ∈ Pl−1 | z ∈ ker(YsIa) ∩ Rl+}. Thus the interior of the convex
polyhedral cone represents all positive solutions of the family. For arbitrary parame-
ters kij > 0, we view pi = zu+i − γi( k )zu−i as elements in Q( k )[z]. In [21] we called
I = 〈g1, . . . , gt 〉 ⊆ Q( k )[z] a deformed toric ideal. Background on toric geometry can
be found in [7,14,19,34]. Instead of abstract toric varieties, we are using the language of
embeddings of toric varieties which is more appropriate for applications.
The minimal generators of the cone ker(YsIa)∩ (R0)l are fundamental to the analysis
of stability of steady states and the occurrence of Hopf bifurcation in [6], see also [10–
12]. This is the reason why we answer the following questions in the paper: How does the
boundary of the cone relate to non-negative real solutions of the family (1)? Which values
of the parameters kij are relevant for this?
The main insight is that there are two different types of minimal generators of the cone.
The first type are positive circuits Ei of a directed graph with IaEi = 0, the second type
are the so-called stoichiometric generators (IaEi 
= 0).
In this paper we relate the positive circuits of the directed graph to Bernstein’s second
theorem [2,5,9,25]. This theorem is relating solutions at infinity or with zero-components
to the facets of the Newton polytopes. A subsystem defined by a positive circuit equals
under mild conditions an initial face system. The simple reason is that only a few chemical
species are involved in each reaction or, equivalently, the monomials have sparse support.
Thus a positive circuit gives asymptotic information about steady states for extreme values
of mass.
Systems whose cone ker(Ys, Ia) ∩ (R0)l is generated by positive circuits have the
property that each affine space {x ∈ Rm | vtx − ci = 0} contains a unique positive solution.i
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ity). This is explained by generalizing Viro’s method [9,22,32,33,35] for the study of the
number of positive solutions. We replace the role of the monomials Ψj(x) = xηj in the
standard theory by (IKΨ (x))l = kij xηj . We replace the artificial parameter in the clas-
sical method by the parameters kgi = kgi where gi = IaEi . An important ingredient are
Stanley–Reisner ideals of regular triangulations of the Cayley-graph-polytope. Our main
theorem is Theorem 4.18. Multistationarity has important implications for the dynamics of
the underlying differential equation, e.g., in the context of singular perturbation theory or
for the existence of reaction–diffusion waves.
2. Sparse polynomials from mass action kinetics
First we introduce the equations as presented in [20,21], being slightly more general
so as to allow Laurent polynomials. Then, we outline the main principle, along with some
computational issues.
2.1. Sparse equations on graphs
A system of chemical reactions with chemical species S1, . . . , Sm is given as
a11S1 + · · · + am1Sm
k1−−−→ b11S1 + · · · + bm1Sm,
a12S1 + · · · + am2Sm
k2−−−→ b12S1 + · · · + bm2Sm,
...
a1lS1 + · · · + amlSm
kl−−−→ b1lS1 + · · · + bmlSm
(3)
with given A = (aij ), B = (bij ) ∈ (Z0)m,l , and real numbers ki > 0, i = 1, . . . , l, called
rate constants. Then a polynomial system is defined. For each reaction a vector is formed
by the differences of the coefficients on the right and the left and is multiplied with the
monomial vi = ki∏mj=1 xajij . With N = B −A
0 = (B −A)
k1xa111 · · · xam1m...
klx
a1l
1 · · · xamlm
= N v(x). (4)
These are the equations for the steady states of the corresponding mass action kinetics.
Sometimes the exponents differ slightly from aij . Such systems are then called generalized
mass action kinetics.
Example 2.1. The reaction laws in Fig. 1 describe the oxidation of H2 on a catalytic surface
[10,20]. There are m = 5 species, and l = 9 reactions. x1, . . . , x5 are the concentrations of
O, H, H2O, H2Of and the amount of free space on the surface, respectively. The equations
for the steady states of generalized mass action kinetics are here
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0 =

−1 0 0 0 0 0 −2 2 0
−2 −2 2 0 0 0 0 0 −2
1 0 0 −1 −1 0 0 0 0
0 0 0 0 1 −2 0 0 −2
1 1 −1 1 0 2 2 −2 3


k2,1x1x22
k9,3x22
k3,9x5
k9,4x3
k5,4x3
k10,6x24
k10,7x21
k7,10x25
k11,8x2x4

.
For the last reaction, the monomial x2x4 instead of x22x
2
4 has to be used as indicated by
underbracing. Presenting the equations in this form has some obvious drawbacks. For ex-
ample the second and third column are the same except of the sign. The monomial x3
appears twice with different rate constants. The system will be rewritten below.
Some of the left-hand sides and right-hand sides of the reactions (3) may be equal. We
refer to them as complexes Cj , j = 1, . . . , n. On this level of abstraction, (3) is a directed
graph with vertices Cj , j = 1, . . . ,m, and oriented edges (arrows) Cj → Ci with weights
kij > 0. Here, Cj is called reactant complex or educt complex, while Ci is called product
complex. This directed graph has two incidence matrices. The first incidence matrix is
Ia = (wij )i=1,...,n,j=1,...,l , where wij ∈ {−1,0,1} and l denotes the number of arrows.
Each column represents an oriented edge by containing one entry −1 for the reactant and
1 for the product. The second incidence matrix is IK = (uµν)µ=1,...,l,ν=1,...,n with uµν ∈
{kij | i, j = 1, . . . , n}, or uµν = 0. Each row corresponds to one oriented edge and has at
most one non-zero entry. The µth arrow Cj → Ci gives uµj = kij encoding the weight and
that Cj is the initial vertex.
We still need the information that each complex Cj is a linear combination
∑m
i=1 yij Si
of species Si with coefficients yij ∈ Z0. This is given by a weighted bipartite graph.
The two sets of vertices consist of chemical species Si , i = 1, . . . ,m, and complexes Cj ,
256 K. Gatermann, M. Wolfrum / Advances in Applied Mathematics 34 (2005) 252–294j = 1, . . . , n. For each edge {SiCj } there is a weight yij ∈ Z0. This defines the weighted
adjacency matrix
(
0 Ys
Y ts 0
)
,
with Ys = (yij )i=1,...,m,j=i,...,n. We denote the columns of Ys by y1, . . . , yn ∈ (Z0)m.
Then N = YsIa since Ia contains exactly one −1 and one 1 in each column. This means
differences of columns of Ys are formed. But the columns of Ys contain the coefficients of
complexes in (3). Defining Ψj(x) = xyj , j = 1, . . . , n, we have v(x)= IKΨ (x).
For a generalized mass action system the exponents differ from yij in some places. This
can be incorporated in this model by choosing a second set of weights ηij on the edges of
the bipartite graph. This defines a second weighted adjacency matrix with block Yk ∈ Zm,n.
We denote the columns of Yk by η1, . . . , ηn ∈ Zm and use Ψj(x)= xηj , j = 1, . . . , n.
Altogether, this leads to the following Laurent polynomial equations
0 = YsIaIKΨ (x), with Ψ (x) =
 xη1...
xηn
 . (5)
We are interested in positive (or at least non-negative) solutions.
Remark 2.2. In this application, we can state some obvious restrictions on the graphs. For
the weighted directed graph we assume that for each vertex Ci there is at least one incident
edge. An oriented edge Cj → Ci and its opposite Ci → Cj with two associated constants
kij and kji are simultaneously possible. They are called reversible reactions. But there are
no parallel edges. For the bipartite graph, we assume that Ys and Yk have the same support
(i.e., yij = 0 iff ηij = 0) and that ηij  yij , ∀i = 1, . . . ,m, j = 1, . . . , n. Moreover, we
assume that yi 
= yj or ηi 
= ηj for all i 
= j . Additionally, we assume that every vertex Si
is adjacent to at least one vertex Cj . But there may be Cj without incident edges.
System (5) describes the steady state solutions of a dynamical system. This has flow-
invariant subspaces of the form (x0 + im(YsIaIK)) ∩ (R0)m, see [26] or Lemma 2.1 in
[21]. Thus linear restrictions
vti x − ci = 0, (6)
i = 1, . . . ,m − rank(YsIaIK), are satisfied in addition. Here, the vi form an orthonormal
basis of the orthogonal complement of im(YsIaIK) and the ci ∈ R are given constants.
Physically, the meaning is conservation of mass, or moiety, or other quantities.
Example 2.1 (continued). The weighted directed graph and weighted bipartite graph of
this example are presented in Fig. 2. There are n = 11 complexes and
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An edge in the bipartite graph without number has weights yij = ηij = 1. If only one number is associated to the
edge, then yij = ηij , else yij > ηij .
Ys =

1 0 0 0 0 0 2 0 0 0 0
2 0 2 0 0 0 0 2 0 0 0
0 1 0 1 0 0 0 0 0 0 0
0 0 0 0 1 2 0 2 0 0 0
0 1 0 0 0 0 0 0 1 2 3
 ,
Ψ (x) = (x1x22 , x3x5, x22 , x3, x4, x24 , x21 , x2x4, x5, x25 , x35)t .
The equations for the steady states are
0 = −k2,1x1x22 − 2k10,7x21 + k7,10x25 ,
0 = −2k2,1x1x22 − 2k9,3x22 − 2k11,8x2x4 + 2k3,9x5,
0 = k2,1x1x22 + (−k5,4 − k9,4)x3,
0 = k5,4x3 − 2k10,6x24 − 2k11,8x2x4,
0 = k2,1x1x22 + k9,3x22 + k9,4x3 + 2k10,6x24 + 2k10,7x21 + 3k11,8x2x4
− k3,9x5 − 2k7,10x25 ,
where the constants kij are positive real numbers which serve as parameters.
We have rank(YsIaIK) = rank(YsIa) = 4 < 5 = m. The additional linear restriction is
given by
vt1x − c1 = (2 1 2 2 2 ) x − c1 = 0.
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two graphs. In the chemical literature [6] usually a diagram is drawn. In [36] another graph
is introduced. (ii) Also the equations for the steady states can be given in a different form
than (4) or (5). For example they can be seen as linear combinations of binomials and
monomials.
In the following we will need some matrices Yr , YL, Ye, whose columns consists of some
columns ηj of Yk . Some monomials xηj which correspond to pure product complexes Cj
do not appear in Eqs. (5), since the corresponding column of IK is zero. We collect the
columns ηj whose complexes Cj appear as reactant complexes into the matrix Yr . We
assume that we have chosen the numbering such that Yr = (η1, . . . , ηr ). Some complexes
appear as reactant complexes several times. So we list these columns of Yr several times
and denote the matrix by YL. Then YL has as columns exactly the exponents of v in (4). If
we add to YL the columns ηj of pure product complexes, we denote the new matrix by Ye .
The graph-theoretical interpretation of Yr is that the bipartite graph is reduced by re-
moving vertices Cj being pure product complexes and their incident edges. For YL this
bipartite graph is modified by copying the complexes Cj which appear as reactant com-
plexes and their incident edges according to their multiplicity.
2.2. The approach
In [20] the intersection of a deformed toric variety with a convex polyhedral cone has
been introduced as a modification of a general principle from toric geometry.
The convex polyhedral cone ker(YsIa) ∩ (R0)l has been introduced and studied by
B. Clarke [6]. Each ray [z1 : · · · : zl], z > 0, in the cone corresponds to some positive
solution of (5) for some value of the parameters kij . Such a positive solution x is found as
a solution of z = x0IKΨ (x), where we introduced x0 to compensate the ambiguous length
of z. Thus the interior of the convex polyhedral cone corresponds to all positive solutions
of system (5) for any value of the parameters kij .
For fixed values of kij and given z > 0 the system z = x0IKΨ (x) does not have a
solution in general. Conditions on z need to be satisfied.
Definition 2.4 [20]. The ideal
I def
YˆL
= {f ∈ Q(k )[z] | f (x0IKΨ (x))= 0, ∀x0 ∈ C, x ∈ (C\{0})m}
is called deformed homogeneous toric ideal.
For each choice of positive real kij , the deformed toric ideal reduces to a homogeneous
ideal in R[z]. In this special case, we call the associated variety V (I def
YˆL
) ⊆ Pl−1 deformed
projective toric variety. Different choices of values for kij give a parameterization of the
family of projective varieties.
The names deformed homogeneous toric ideal and deformed projective toric variety
are justified by the close relation to the homogeneous toric ideal I
Yˆk
= {f ∈ Q[w] |
f (x0xη1, . . . , x0xηn) = 0, ∀x, x0}. The torus action of the algebraic torus T = (C\{0})m
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the evaluation at e = (1, . . . ,1) gives IKΨ (e). The point generates an orbitOIKΨ (1 ) under
the torus action. V (I def
YˆL
) is the Zariski closure of this orbit in the projective space. Thus
I def
YˆL
is a prime ideal in Q(k )[z], which also follows from Corollary 2.6 in [13].
The family of deformed projective toric varieties covers the cone{[z1 : · · · : zl] ∈ Pl−1 | z > 0, z ∈ ker(YsIa)}.
That means for each ray [z] in the interior of the cone there are values of kij such that
[z] ∈ V (I def
YˆL
). For [z] ∈ (I def
YˆL
) the system z = x0IKΨ (x) has at least one positive solution
x ∈ (R+)m.
The efficient computation of a Gröbner basis of I def
YˆL
is done in the following way. Since
a vertex Cj may be the initial vertex for several arrows (reactions), there will be linear equa-
tions in I def
YˆL
. For example, if the µth arrow is Cj → Ci , and the νth arrow is Cj → Cs , then
kij zν −ksj zµ ∈ I def
YˆL
. Remember from Section 2.1 that Yr = (η1, . . . , ηr ) denotes the matrix
of reactant complexes. A Gröbner basis of I
Yˆr
= {f ∈ Q[w] | f (x0xη1, . . . , x0xηr ) = 0,
∀x0, x} is computed. Implementations of special efficient algorithms are available for ex-
ample in “Singular” [23]. Some of these algorithms are described in [34, Chapter 12]. In
particular, wg+ −wg− ∈ I
Yˆr
corresponds to g = g+−g− ∈ ker(Yˆr ). The columns of YL are
the columns of Yr , but some are repeated. Thus reordering of g and filling up with zeros
gives g¯ ∈ ker(YˆL). This way, the Gröbner basis of IYˆr is converted into polynomials in I defYˆL
using z = IKw. Together with the linear polynomials, this gives the desired Gröbner basis
of I def
YˆL
.
The cone ker(YsIa) ∩ (R0)l has been investigated a lot by chemists and they imple-
mented algorithms for the computation of a set of minimal generators (see, for example,
[29] or [26, Chapter 3] and references therein). Also algorithms from computational geom-
etry [1] are applicable. Intersecting a convex polyhedral cone with a generic hyperplane
defines a polytope, whose vertices are enumerated in [1] using the Simplex algorithm and
an associated tree. In contrast, the structure of the matrix YsIa is exploited in [29]. The
basic idea is that this cone is the smallest cone in a nested chain of cones.
As pointed out in [20], there are two different types of minimal generators of the convex
polyhedral cone ker(YsIa)∩ (R0)l . Since ker(Ia) ⊆ ker(YsIa), we have also for the cones
ker(Ia)∩ (R0)l ⊆ ker(YsIa)∩ (R0)l .
Since Ia is an incidence matrix of a directed graph, minimal generators of ker(Ia)∩ (R0)l
are positive circuits (oriented cycles) of the directed graph. In many cases these positive
circuits are also minimal generators of the cone ker(YsIa)∩ (R0)l . For chemical reaction
systems, in many cases positive circuits occur as pairs of forward–backward reactions.
Definition 2.5. A minimal generator of the convex polyhedral cone ker(YsIa) ∩ (R0)l ,
which is not a positive circuit of the directed graph, is called stoichiometric generator.
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istence of stoichiometric generators is influenced by the directed graph. Besides oriented
cycles of the directed graph, we also need the notion of connected component, which is a
minimal set of vertices which are connected by paths, and strong connected component,
which is a minimal set of vertices such that each pair of vertices lies on an oriented cycle.
A terminal strong connected component is a strong connected component with the property
that no arrow is pointing out.
These notions are fundamental in the work by Feinberg and others [15,24,30]. They
investigate the matrix IaIK which is similar to a Laplacian matrix (see [4, p. 27]) and thus
has similar properties as shown in [18], see also [21].
By a support of a vector one usually means the components being unequal zero. For a
vector in the kernel of YsIa , we need a modified definition. Given a vector v ∈ Cl by
Sv =
{
j ∈ {1, . . . , n} | ∃µ ∈ {1, . . . , l} with (IKej )µ 
= 0 and vµ 
= 0
}
,
we define the set of indices of initial vertices of arrows (reactant complexes) in the directed
graph, to form the support of v.
Lemma 2.6. Assume there exists a stoichiometric generator Ei such that the support SEi
is contained in strong connected components. For each connected component, let one of
the two conditions is satisfied. Either Sv contains at most one entry in this connected com-
ponent, or the positive circuits are forward–backward reactions. Then there is another
stoichiometric generator which depends linearly on Ei modulo positive circuits of the di-
rected graph.
Proof. For each non-zero entry in −Ei , there is a positive circuit having a positive entry
at this position. Thus, a linear combination results in a new stoichiometric generator. 
Please observe that the first assumptions are satisfied, if the directed graph has only
connected components which are strongly connected and rank(YsIa) < rank(Ia).
The aim of this paper is to clarify the role of these two types of generators. The sto-
ichiometric generators are investigated in Section 4. In Section 3, we relate the positive
circuits to the existence of solutions in the limit with zero-components or at infinity. These
are projective solutions of certain subsystems of the polynomial system (5).
Definition 2.7. For a subgraph of the directed graph, we define a subgraph subsystem by
deleting the columns of Ia , which do not correspond to arrows in the subgraph, and deleting
rows in IK giving a reduced system YsI˜a I˜KΨ (x) = 0. If the subgraph is a positive circuit,
then we call it circuit subsystem. If the subgraph is given by a stoichiometric generator,
then we call it stoichiometric subgraph system.
The next section deals with circuit subsystems.
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In this section, we derive results for the chemical reaction system (5) which are analog
to Bernstein’s second theorem for general systems of sparse Laurent polynomials (see [2]
and Theorem 6.1 in the appendix of [25]). We start by recalling the theory.
3.1. Bernstein’s second theorem
We consider the sparse polynomials
fi(x) =
n∑
j=1
cij x
aj , i = 1, . . . , r, (7)
where cij ∈ C\{0} are given constants. The exponents a1, . . . , an ∈ Zm of the monomials
xai , . . . , xan ∈ C[x1, . . . , xm] are given fixed. These exponents form the so-called support
of the sparse polynomials. The convex hull conv(a1, . . . , an) of the exponents is called
Newton polytope. We assume in the following that the Newton polytope has dimension m
which is the number of variables. (If this is not the case, the Hermite normal form may be
used to compute a basis of the lattice and reduce to this situation.) A facet of the Newton
polytope is a face of dimension m − 1. A facet F is characterized by a linear functional
ω :Rm → R, x → ωtx (where ω ∈ Rm is a given vector) such that the linear functional ω
attains its minimum at the facet. This inner normal is unique up to scaling. By an initial
facet system we mean
inω(fi) =
∑
aj∈Fω
cij x
aj = 0, i = 1, . . . , r,
which is derived from the original polynomials fi , i = 1, . . . , r , by neglecting the monomi-
als whose exponents are not on the facet Fω of the Newton polytope. Similarly, an initial
face system is defined.
Analogue definitions hold if the supports of the polynomials fi are different. Assume
that there are supportsAi , i = 1, . . . , r , and thus r Newton polytopes. Assume there are ki
polynomials with the same support:
fij (x) =
∑
a∈Ai
cjax
a, i = 1, . . . , r, j = 1, . . . , ki .
A face of the tuple of polytopes conv(Ai ), i = 1, . . . , r , is a set of subsets F = (F1, . . . ,Fr )
with Fi ⊆ conv(Ai ), i = 1, . . . , r , such that a linear functional ω attains for each i =
1, . . . , r its minimum over conv(Ai ) at Fi . If the dimension of the face differs from the
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generality we assume that the dimension of the Minkowski sum
r∑
i=1
conv(Ai ) =
{
r∑
i=1
bi
∣∣∣ bi ∈ conv(Ai )}
is m. By an initial facet system we mean
inω(fij ) =
∑
a∈Fi
cjax
a = 0, j = 1, . . . , ki, i = 1, . . . , r.
Analogously, initial face systems are defined.
The mixed volume MV(conv(Ai ), . . . , conv(Ar ), ki, . . . , kr ) is defined as a coefficient
of a certain polynomial [7, p. 322]. By Bernstein’s theorem [7, p. 331] it is generically
the number of complex solutions in (C\{0})m of a system fij (x) = 0, i = 1, . . . , r , j =
1, . . . , ki with k1 + · · · + kr = m.
In the following theorem we make the restriction generically more precise.
Theorem 3.1 ([2], Theorem 6.1 in [25]). Given a system of sparse Laurent polynomials
f1, . . . , fm in m variables with support A1, . . . ,Ar where the supports arise with multi-
plicities k1, . . . , kr . The number of toric solutions x ∈ (C\{0})m (counted with multiplicity)
equals the mixed volume if and only if the initial facet systems have no non-trivial solutions
in Cm or at infinity.
Remark 3.2. (a) In [25] the existence of non-trivial solutions is formulated more precisely
in terms of a vanishing sparse resultant. (b) In the original work [2] Bernstein formulated
this criterion for faces instead of facets and demanded the non-existence of non-trivial
affine solutions. (c) Clarke [5] calls the Newton polytope exponent polytope and derives
similar results. These results are also recalled in [6, Chapter VI] but are applied in [6] in a
different way than we do in this article.
Sketch of Proof. First we sketch the constructive proof for the case of one support A
forming the columns of a matrix A. For simplicity we assume that the dimension of the
Newton polytope (and thus also the lattice) is m. The solutions x ∈ (C\{0})m may be found
from a line in the intersection of the kernel of the coefficient matrix with the homogeneous
toric variety V (I
Aˆ
). Here Aˆ is the matrix whose columns are (1, ai), with ai the exponents
of monomials xai and
I
Aˆ
= {f ∈ C[z1, . . . , zn] | f (x0xa1, . . . , x0xan)= 0, ∀x ∈ (C\{0})m,x0 ∈ C},
the homogeneous toric ideal. Rescalings τ ∈ (C\{0})m, (x0, x1, . . . , xm) → (x0, τ1x1, . . . ,
τmxm) defines a torus action which induces by the given monomials a torus action on Cn.
V (I
Aˆ
) ⊆ Pn−1 is the Zariski closure of the maximal orbit O1 of this induced torus action.
(The quotient ring C[z]/I
Aˆ
is not assumed to be normal as usually in algebraic geometry.
This property is not used in this article.)
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at least one solution x ∈ (C\{0})m of (7) is found by solving x0xA = z by Hermite normal
form or Smith normal form. If z is real and positive then one associated x is positive.
The cases with some zi = 0 are related to the facets of the Newton polytope as follows.
Assume conv(A) has N facets with inner normals ω1, . . . ,ωN . Each inner normal ωi ∈ Zm
is normalized such that the components ωi1, . . . ,ωim are relatively prime. Denote by V the
matrix with rows ωi . In [7, p. 309] the facet variables t1, . . . , tN are introduced by
x1 = tω111 · · · · · tωN1N ,
...
...
...
xm = tω1m1 · · · · · tωNmN .
(8)
After substitution into the monomials, we obtain new monomials tVa1 , . . . , tVan in the facet
variables, whose exponents form the columns of VA. Then IV̂ A = IAˆ. Since a shift of
the Newton polytope does not change the homogeneous toric variety one may multiply all
monomials by tb where −bj is the minimal value of the functional Rm → R, w → vtjw on
conv(A). Then Vai + b  0 and (Vai + b)j = 0 iff aj is on the j th facet. That means that
(C\{0})m → Pn−1, (x1, . . . , xm) → [xa1 : · · · : xan] and (C\{0})N → Pn−1, (t1, . . . , tN ) →
[tVa1+b : · · · : tVan+b ] are two different parameterizations of the maximal orbit O1 ⊂ V (IAˆ).
The torus group (C\{0})N is operating non-faithful on Pn−1 since the maximal orbit has
dimension m. Representatives of (C\{0})N/(C\{0})m are chosen by setting some ti = 1 in
the following way. For a vertex aj of the Newton polytope we distinguish neighboring
facets and non-neighboring facets. All facet variables of non-neighboring facets are cho-
sen to be one. If the inner normals of the neighboring facets are linearly dependent this
dependence defines algebraic relations in the facet variables. By this choice tVaj+b = 1.
Substitution of zj = 1 into IAˆ gives an affine toric ideal.
In [8] it is explained that not too many ti may vanish at the same time since [0 : · · · : 0] is
not an element of Pn−1. The monomial ideal B = 〈{∏i /∈σ(1) ti | σ is a face of the Newton
polytope}〉 is generated by monomials where σ(1) is the set of facets which have σ as a
face. Then
CN\V (B) → Pn−1, (t1, . . . , tN) →
[
tVai+b : · · · : tVan+b]
is a parameterization of V (I
Aˆ
).
For tj = 0 we have tVai+b = 0 for ai , not on the j th facet. This reduces the original
system f (x) = 0 to an initial facet system. This gives a homogeneous toric subvariety
corresponding to aν1, . . . , aνs , the points on the j th facet. Assume there exists z ∈ Cn in
the kernel of the coefficient matrix with zµ = 0 for all µ /∈ {ν1, . . . , νs} and [z] ∈ V (IAˆ).
Then Hermite normal form gives solutions t ∈ CN of
t0t
Va1+b = z1, . . . , t0tVan+b = zn.
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xm] ∈ Pm. For an index j of a facet with tj = 0 and dj = minµ∈{1,...,m} ωjµ < 0 rescaling
in projective space Pm gives
x0 = t−djj ,
x1 = tω111 · · · · · tωN1N t
−dj
j ,
...
...
...
xm = tω1m1 · · · · · tωNmN t
−dj
j .
Substitution of tj = 0 gives a (generalized) solution with some components being zero or at
infinity (x0 = 0). If the solution t is real then [x] ∈ Pm is real. A real non-negative solution
t with some zero-components corresponds to a real non-negative solution [x] ∈ Pm with
zero components or at real infinity with non-negative real components.
This corresponds to a solution of the initial facet system inωj (fi) = 0, i = 1, . . . , r .
Since the initial facet system is weighted homogeneous solutions may also be interpreted
in the weighted projective space P(ωj1, . . . ,ωjm) where points are identified under the
one-dimensional torus action
x → (tωj1j x1, . . . , tωjmj xm).
Let us investigate closer the case, where f (x) = 0 has a curve of non-negative real
solutions. By homogeneity, the initial facet system has a path of solutions p(tj ) =
(t
ωj1
j a1, . . . , t
ωjm
j am), tj ∈ (0,∞), with a ∈ (R0)m\{0} a fixed solution. If the solutions
of the original system form a path as well then a local parameterization x(tj ), tj ∈ (0, ε),
satisfies
lim
tj→0
(
x1(tj )
p1(tj )
, . . . ,
xm(tj )
pm(tj )
)
= (1, . . . ,1).
In the original work [2] the function x(tj ) is a Puiseux series. Its exponents of the initial
terms are given by the inner normal ω.
We briefly discuss the case that several facet variables vanish, i.e., tj1 = · · · = tjs = 0.
Then the initial face system is multihomogeneous with respect to ωj1 , . . . ,ωjs and the solu-
tions are orbits of the s-dimensional torus action, i.e., are elements of (C\{0})m/(C\{0})s .
But the limit limtj1→0,...,tjs →0[1 : x(t)] does not exist in Pm in general. The theory in [8]
explains that this happens if the inner normal fan is not simplicial. Then we use the fol-
lowing trick. The problem is embedded into a larger problem. Additionally, each equation
is multiplied with each xi . Of course this enlarged polynomial system has the same solu-
tions than the original system. The Newton polytope of the new system is the Minkowski
sum of the old Newton polytope and the m-simplex. The projective toric variety associated
to the Minkowski sum contains both V (I
Aˆ
) and Pm as embeddings. Each face of the old
Newton polytope gives rise to a face of the new Newton polytope. The same holds true for
the m-simplex. Thus we have
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...
...
...
xm = tω1m1 · · · · · tωNmN · x˜m/x˜0,
where x˜0, x˜1, . . . , x˜m are the facet variables of the m-simplex. Consider again the situation
that an initial face system of the old Newton polytope has a non-trivial solution. This face
gives rise to a face of the new Newton polytope, but with different neighboring facets.
Some neighboring facets arise from the m-simplex, giving conditions x˜i = 0 for some
i ∈ {0,1, . . . ,m}. If the limits are uniquely defined (equivalently the inner normal cones
are simplicial) then Puiseux series exist.
For several supportsA1, . . . ,Ar , this technique has to be generalized. Finding solutions
x ∈ Cm of fi(x) = 0, i = 1, . . . , r , is equivalent to finding solutions x ∈ Cm+r−1 of f1(x)+
x−2f2(x)+ · · · + x−rfr (x) = 0 where x−2, . . . , x−r are arbitrary. The multihomogeneous
toric ideal
I
Aˇ
= {f ∈ C[z] | f (x0xa1, . . . , x0x−ixaj , . . . , x0x−rxan)= 0, ∀x, x0, x−i},
and its variety are used. The lifting is
Aˇ=

1 · · · 1 · · · 1 · · · 1
0 · · · 0 1 · · · 1 0 · · · 0
...
. . .
...
0 · · · · · · 1 · · · 1
a1 · · · · · · an
 .
The facet variables are now defined by the facets of the tuple of Newton polytopes.
Remark 3.3. (a) The proof nicely reflects the structure of the toric variety as a Zariski
closure of a maximal orbit. The boundary consists of toric subvarieties which are Zariski
closures of orbits of lower dimension. (b) The proof also shows that the protective toric
variety is glued together from affine toric varieties. For each vertex of the Newton polytope
there is an affine toric variety. All these are identified on the maximal orbit. (c) The one-
dimensional torus action x → (tωj1j x1, . . . , t
ωjm
m xm) has been used numerically in [27].
(d) The technique for several Newton polytopes is usually referred to as Cayley trick [22].
3.2. Applications with one Newton polytope
For the system of equations (5), we know about real non-negative solutions of subgraph
subsystems by the knowledge of the minimal generators of the convex polyhedral cone
ker(YsIa) ∩ (R0)l . If such a circuit subsystem is an initial face system, then we found a
real solution with some components zero or at infinity (in the real projective space).
Recall that the columns of Yk are called η1, . . . , ηn. The Newton polytope of YsIaIKΨ (x)
= 0 is the convex hull of {ηi | ∃Ci → Cj }. In other words the Newton polytope is the con-
vex hull of the columns of Yr .
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tion Sv = {j ∈ {1, . . . , n} | ∃µ ∈ {1, . . . , l} with (IKej )µ 
= 0 and vµ 
= 0} of initial vertices
associated to the support of v. For v = IKΨ (x) these vertices correspond to monomials.
We call xηj , j ∈ Sv , the support monomials of v.
For minimal generators Ei of the convex polyhedral cone ker(YsIa) ∩ (R0)l , we
have obviously {ηj | j ∈ SEi } ⊂ {ηi | ∃Ci → Cj }, i.e., all support monomials appear in
YsIaIKΨ (x) = 0.
Theorem 3.5. Consider system (5) of sparse polynomials YsIaIKΨ (x) = 0 given by a
weighted directed graph and a weighted bipartite graph as defined in Section 2. Let
conv({ηi | ∃Ci → Cj }) = conv(η1, . . . , ηr ) be the Newton polytope. Let Ei be a minimal
generator of the convex polyhedral coneker(YsIa)∩ (R0)l and assume the following con-
ditions.
(i) Ei is a positive circuit in the directed graph.
(ii) There is a face F of the Newton polytope such that F ∩{η1, . . . , ηr } = −{ηj | j ∈ SEi }.
That means the support of Ei forms a face.
(iii) The points in the support {ηj | j ∈ SEi } are affine linearly independent.
(iv) Each vertex of the directed graph associated to a support monomial of Ei is the initial
vertex of an arrow exactly once. That means the support of Ei forms a terminal strong
connected component of the directed graph.
Then the system YsIaIKΨ (x) = 0 has a non-negative real solution with some components
zero or infinity.
Proof. The proof is a variation of the proof of Theorem 3.1.
The nullspace ker(YsIa) intersects the deformed toric variety on coordinate hyper-
planes. By (iii) the projective toric variety for this face is just the projective space itself.
By (iv) the linear equations in the deformed toric ideal vanish for the face. By (i) there is
a line in the intersection of the homogeneous deformed toric variety with the kernel of the
coefficient matrix. Since the generator Ei of the line is non-negative the solutions of the
facet variables are non-negative and thus the xi are non-negative. 
Next we give criteria for condition (ii), i.e., for the support SEi to be a face. In general,
this is a difficult combinatorial task. But here we exploit the additional structure of sparsity
of monomials. Analogous to the support of a vector, we define the notion of the support of
a monomial.
Definition 3.6. For a Laurent monomial xa in the variables x1, . . . , xm the support is
T (xa) = {j ∈ {1, . . . ,m} | aj 
= 0} and the xj with j ∈ T (xa) are the support variables.
Lemma 3.7. Given ηi ∈ (Z0)m, i = 1, . . . , r , and S ⊂ {1, . . . , r} with a set of points ηi ,
i ∈ S. Suppose the supports T (xηi ) for i ∈ S and for i ∈ {1, . . . , r}\S satisfy the following
statement.
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That means T (xηi ) 
⊆⋃j∈S T (xηj ), ∀i ∈ {1, . . . , r}\S.
Then the points ηj , j ∈ S, generate a face of the Newton polytope conv(η1, . . . , ηr ).
More precisely, there is a face F of the Newton polytope such that the intersection is
F ∩ {η1, . . . , ηr } = {ηj | j ∈ S}.
Proof. We construct explicitly a linear functional ω which attains its minimum at the
points of S and is larger outside. For all support variables xk of monomials xηj , j ∈ S,
we set ωk = 0. For all other variables we set ωk = 1. Then ωtηj = 0 for all j ∈ S. For ηi ,
i /∈ S, there is a variable xk with ωk > 0 and (ηi)k > 0 by condition (C). Thus the support
of S forms a face. 
Remark 3.8. (a) An equivalent formulation for (C) is the condition that all points associ-
ated to S lie in one coordinate hyperplane and the others above. (b) For chemical reaction
systems the set S is a collection of complexes (vertices of the bipartite graph). Condition
(C) may also be formulated as a property of the reduced bipartite graph associated to Yr .
(C) means that the set of vertices Si decomposes into two subset. One set of vertices being
adjacent to a vertex Cj with j ∈ S and one subset of vertices which are not adjacent.
Lemma 3.9. Given ηi ∈ (Z0)m, i = 1, . . . , r , and S ⊂ {1, . . . , r} with a set of points ηi ,
i ∈ S. Suppose the supports T (xηj ) for j ∈ S and for i ∈ {1, . . . , r}\S satisfy the statements
(D) and either (C+) or (C−).
(D) The supports of the monomials in S are all different or all monomials of S have the
same weighted degree. That means for all i, j ∈ S either
– T (xηi )∩ T (xηj ) = ∅ and T (xηi ) 
= ∅ or T (xηj ) 
= ∅ or
– for all k ∈ T (xηi ) ∩ T (xηj ) the degrees satisfy degk(xηi ) = degk(xηj ) and
degW(xηi ) = degW(xηj ).
Here, the weighted degree is given by the degree of xk in a monomial, degk(xηi ) =
ηki and W defines some other weighted degree.
(C+) All monomials xηi outside (i.e., i /∈ S) have a support which is either not contained in
the union of supports of S or the monomial has larger weighted degree. That means
for all i ∈ {1, . . . , r}\S either T (xηi ) 
⊆ ⋃j∈S T (xηj ) or degW(xηi ) > deg(xηj ),∀j ∈ S.
(C−) All monomials xηi outside (i /∈ S) have a support which is either not contained in the
union of supports of S or the monomial has smaller weighted degree. That means
for all i ∈ {1, . . . , r}\S either T (xηi ) 
⊆⋃j∈S T (xηj ) or degW(xηi ) < degW(xηj ),∀j ∈ S.
Then the points ηj , j ∈ S, generate a face of the Newton polytope. More precisely, there is
a face F of the Newton polytope such that F ∩ {η1, . . . , nr } = {ηi | i ∈ S}.
Proof. We construct explicitly a linear functional ω which attains its minimum at the
points associated to S and which is larger outside. By (D) we can define a weighted degree
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⋃
j∈S T (xηj ). Let d be the prod-
uct of the degrees of the monomials xηj for the set S. In formulas d :=∏j∈S degW(xηj ).
For each variable xk in the support T (xηj ) of j ∈ S we define ωk = σd/degW(xηj ), where
σ = 1 in case (C+) is valid and σ = −1 for the case (C−). This is well defined because of
condition (D). Then ωtηj = σd for j ∈ S.
(C+) All other variables xj get ωj = d + 1. By (C+) first case for a point ηi outside
S there is a variable xk with k /∈⋃j∈S T (xηj ). For this ωk = d + 1 and (ηi)k 
= 0. Thus
ωtηi  d + 1. For the second case degW(xηi ) > degW(xηj ) guarantees ωtηi > d .
(C−) For a variable xν which is not in the union of supports of S, but in a support of a
monomial outside S which contains a support of a monomial in S we define ωk = 1. All
other variables get weight zero. 
Remark 3.10. (a) The condition (D) can be reformulated by saying that all points asso-
ciated to S lie in one coordinate hyperplane. They generate a polytope of dimension less
than the dimension of the coordinate hyperplane. Conditions (C+) and (C−) mean that all
other points either lie above the coordinate hyperplane or lie outside the polytope gener-
ated by S. All exceptional points inside the coordinate hyperplane lie all above or below
the polytope. (b) For chemical reaction systems the set S is a collection of complexes (ver-
tices of the bipartite graph). Then conditions (D), (C+) and (C−) can be formulated as
properties of the reduced bipartite graph associated to Yr . (C+) and (C−) mean that the
set of vertices Si decomposes into two subsets, one subset of vertices being adjacent to an
Cj , j ∈ S, and the set of the remaining vertices Sk . For a Cj , j /∈ S, there is an adjacent
remaining Sk or the weighted sum of incident edges is different. Condition (D) means that
for two vertices Ci and Cj either there is no vertex Sk which is adjacent to both Ci and Cj
or if Sk is adjacent to both then the two edges have same weight ηki = ηkj and the sum of
weights of incident edges is equal for both Ci and Cj .
The results are summarized in the following way. Under weak additional conditions
circuit subsystems are initial face systems.
Fig. 3. A small model for reactions on the surface of a metal.
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Example 3.11. The first example in [10] is illustrated in Fig. 3. The exponents are the
columns of the matrix
Ys = Yk =
(1 0 0 0 1 0
0 0 1 0 1 0
0 2 0 1 0 3
)
giving the equations
0 = −k2,1x1 + k1,2x23 − k6,5x1x2,
0 = −k4,3x2 + k3,4x3 − k6,5x1x2,
0 = 2k2,1x1 − 2k1,2x23 + k4,3x2 − k3,4x3 + 3k6,5x1x2.
The conservation relation is 2x1 + x2 + x3 − c1 = 0 with v1 = (2,1,1). The toric ideal
is I
Yˆr
= 〈w1w2w3 − w24w5〉 while the deformed toric ideal is I defYˆL = 〈k
2
3,4k6,5z1z2z3 −
k2,1k1,2k4,3z24z5〉. There are two positive circuits, namely E1 = (1,1,0,0,0) and E2 =
(0,0,1,1,0). Each of them gives rise to a face of the Newton polytope conv(η1, . . . , η5)
(Fig. 4). Using facet variables
x1 = t1t2t−25 , x2 = t1t3t−26 , x3 = t1t4t−15 t−16 ,
we compute the irrelevant ideal B = 〈t1, t2t6, t3t5, t5t6, t1t2t3〉 and V (B) = {t1 = t2 = t5 =
0 or t1 = t3 = t6 = 0 or t1 = t5 = t6 = 0}. We investigate two limits. For E1 we choose t1 =
t2 = t6 = 1 and study the limit t3, t5 → 0 giving the initial face system k2,1x1 − k1,2x2 = 03
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or equivalently k2,1t−25 − k1,2t−25 = 0. The solutions form a two-dimensional set since the
equations are homogeneous with respect to two weighted gradings. The limit is
lim
t3,t5→0
[
1 : 1
t25
: t3 :
√
k2,1
k1,2
1
t5
]
= lim
t3,t5→0
[
t25 : 1 : t3t25 :
√
k2,1
k1,2
t5
]
= [0 : 1 : 0 : 0].
For E2 we choose t3 = t4 = t5 = 1. The limit t1, t2 → 0 gives the initial face system
k4,3x2 − k3,4x3 = 0 or equivalently k4,3t−26 − k3,4t−16 = 0 yielding t6 = k4,3/k3,4. The
limit is the origin.
The chemical interpretation is the following. In the first limit the amount of the first
species is infinite such that no space on the surface is left and only the first forward–
backward reaction may be performed. In the second limit there is no available space. For
very small amount of space first the second reaction pair is performed since xη4 = x3 has
lower degree than xη2 = x23 .
Example 2.1 (continued). In this example we have
Yk = (η1, . . . , η11) =

1 0 0 0 0 0 2 0 0 0 0
2 0 2 0 0 0 0 1 0 0 0
0 1 0 1 0 0 0 0 0 0 0
0 0 0 0 1 2 0 1 0 0 0
0 1 0 0 0 0 0 0 1 2 3
 .
The Newton polytope is generated by η1, η3, η4, η6, η7, η8, η9, η10 since C2, C5, C11 are
pure product complexes. The deformed toric ideal I def
YˆL
is
〈
k5,4z4 − k9,4z5, k211,8z2z6 − k9,3k10,6z29, k29,3k10,7k7,10z21z23 − k22,1k23,9z22z7z8
〉
.
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and two positive circuits
E1 = [0,1,1,0,0,0,0,0,0], E2 = [0,0,0,0,0,0,1,1,0].
Their supports are SE1 = {3,9} and SE2 = {7,10}, because v2 = k9,3xη3 , v3 = k3,9xη9 ,
v7 = k10,7xη7 , v8 = k7,10xη10 . By Lemma 3.9 the support of E1 generates a face of the
Newton polytope as well as the support of E2 does. ω1 = (2,1,3,2,2) attains its minimum
on the face conv(η3, η9) while ω2 = (−2,1,1,0,−2) attains its minimum on the face
conv(η7, η10).
The 5-dimensional Newton polytope has 8 facets Fi , i = 1, . . . ,8. According to (8), this
gives the coordinate transformation with facet variables ti , i = 1, . . . ,8,
x1 = t6t7
t25
, x2 = t6t8
t2t5
, x3 = t4t
2
6
t22 t
4
5
, x4 = t3t6
t2t25
, x5 = t1t
2
6
t2t25
. (9)
In order to determine the exceptional set V (B) we determined the 86 faces and computed
a Gröbner basis yielding
B = 〈t3, t4, t1t6, t2t7, t5t8, t1t2t5, t6t7t8〉.
The monomials in facet variables are
Ψ (t) = (t6t7t28 , t26 t4t1t2t25 , t25 , t28 , t4, t2t3t25t6 , t23 , t22 t27 , t5t8t3, t2t25 t1, t26 t21 , t26 t31t2t25 ).
The vector v in facet variables is
v(t) = (k2,1t6t7t28 , k9,3t25 t28 , k3,9t2t25 t1, k9,4t4, k5,4t4, k10,6t23 , k10,7t22 t27 ,
k7,10t
2
6 t
2
1 , k11,8t5t8t3
)
.
For E1 we computed that the vertex η3 lies on the facets F1, F2, F3, F3, F4, F6, F7
while η9 lies on the facets F3, F4, F6, F7, F8. The edge {η3, η9} is the intersection of the
facets F3, F4, F6, F7. We choose a chart of the protective toric variety by restricting to
t1 = t2 = t5 = 1. Then the initial face system corresponding to E1 is k3,9x22 − k9,3x5 =
0 or equivalently k9,3t28 − k3,9 = 0. We substitute t3 = t4 = t6 = t7 = 0 into (9) which
yields the limit x = 0. The associated constant in the conservation relation is c1 = 0. This
agrees with the understanding of chemists. If no free space on the surface is available then
the concentrations of all substances on the metal are zero. Since no reactions happen the
concentration of H2O is zero too.
For E2 the computation yields that η7 is on the facets F1, F3, F4, F5, F6, F8 while
η10 is on the facets F2, F3, F4, F5, F7, F8. The edge {η7, η10} is the intersection of the
facets F3, F4, F5, F8. Unfortunately, both inner normal cones of η7 and η10 are not sim-
plicial. Choosing the vertex η10 enables us to restrict to t1 = t6 = 1. The initial face system
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v(t) = k7,10E2 which implies
t7 = c
t2
with c =
√
k7,10
k10,7
.
This and the linear dependence −2ω2 +ω5 + 2ω7 −ω8 = 0 of inner normals yields t27 t5 =
t22 t8. The limit to the face is not simply the limit t3, t4, t5, t8 → 0, but a limit where c2t5 =
t42 t8 is satisfied. We may use the 5-simplex as outlined in the proof of Theorem 3.1. Then
the change of coordinates to facet variables is
x1 = x˜1t6
x˜0s
2
2 t
2
5
, x2 = x˜2t6x˜0s1s2t2t5 , x3 =
x˜3t26
x˜0s1s
2
2 t
2
2 t
2
5
, x4 = x˜4t6
x˜0s1s
2
2 t2t
2
5
, x5 = x˜5t
2
6
x˜0s1s
2
2 t2t
2
5
.
The limit to the face involves x˜2, x˜3, x˜4, s2 → 0. While the normal cone of one vertex is
non-simplicial the other normal cone is. The latter enables us to choose a good coordinate
system. We choose a chart with s1 = x˜1 = x˜0 = t2 = t5 = t6 = 1 leaving s2, x˜2, x˜3, x˜4, x˜5.
The initial face system in these coordinates is −k10,7 + k7,10x˜25 = 0 yielding
[x0 : x1 : x2 : x3 : x4 : x5] =
[
s22 : 1 : s2x˜2 : x˜3 : x˜4 : c
]
.
Finally, the limit x˜2, x˜3, x˜4, s2 → 0 of x is [0 : 1 : 0 : 0 : 0 : c]. For the conservation relation
this is the limit c1 → ∞.
The chemical understanding is that in the limit an infinitely large amount of oxygen O
is moving on and from the surface. The concentrations of all other species are relatively
small and thus are considered to be zero.
Proposition 3.12. Assume the system (5) of sparse polynomials YsIaIKΨ (x) = 0 is given
by a weighted directed graph and a weighted bipartite graph as defined in Section 2. Let
Ei and Ej be two different minimal generators of the convex polyhedral cone ker(YsIa)∩
(R0)l and assume the following conditions.
(i) Ei and Ej are positive circuits in the directed graph.
(ii) The exponents of the support-monomials of Ei and Ej generate a face of the Newton
polytope.
(iii) The points in the supports {ηj | j ∈ SEi ∪ SEj } are affine linear independent.
(iv) The supports of Ei and Ej form a terminal strong connected component of the di-
rected graph.
Then the system YsIaIKΨ (x) = 0 has a non-negative real solution with zero-components
or infinity.
More generalizations of Theorem 3.1 including several positive circuits are easily for-
mulated.
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further research. It models non-competitive inhibition.
S +E ←→ C1 ←→ P +E
C1 + I ←→ C2 ←→ C3 + S
E + I ←→ C3
There are 7 species. Thus the Newton polytope is a subset of R7. But it has dimension 6 and
thus the lattice is degenerate. The vector space of conservation vectors has dimension 3.
Since the lattice is degenerate the real variety in the positive orthant is always transversal
to the affine spaces given by the conservation relation xE + xC1 + xC2 + xC3 − c1 = 0. The
two other relations are
xI + xC2 + xC3 − c2 = 0, xS + xC1 + xP + xC2 − c3 = 0.
The first two components of the directed graph correspond to faces of the Newton polytope
by Proposition 3.12 while the last component forms a face by Lemma 3.9. Using the facet
variables of the Minkowski sum of the Newton polytope and a 7-simplex we obtain three
limits for [x(t,w7)] = [x0 : xS : xE : xC1 : xP : xI : xC2 : xC3]
1 component: lim
t6→0
[
w7t6 : k1,2k2,1 w7 : t6
k1,2
k2,1
: k1,2
k2,1
: k3,2
k2,3
w7 : 0 : 0 : 0
]
,
2 component: x0 = 0, xE = 0, xP = 0,
3 component: lim
t14→0
[
w7t14 : 0 : t14 k7,8k8,7 : 0 : 0 : w7 : 0 : 1
]
.
For the first component the limit corresponds to c2 = 0 while for the last component the
limit corresponds to c3 = 0.
We summarize the results of this section as follows. Under weak assumptions, sub-
graph subsystems corresponding to terminal strong connected components are initial face
systems. This means the steady states of the full system (5) for extreme values of the con-
servation constants ci , are determined by these subgraph subsystems.
3.3. Several Newton polytopes
In this subsection we distinguish the different supports Ai , i = 1, . . . ,m, of the single
equations in YsIaIKΨ (x) = 0.
By Theorem 3.1 we need to consider initial facet systems of the tuple of Newton poly-
topes. Observe that polynomials whose coefficients have all the same sign do not have
real positive solutions. In order to find real positive solutions of the initial facet system a
necessary requirement is that the signs of coefficients differ.
Definition 3.14. Given sparse polynomials fij = ∑a∈Ai cjaxa ∈ R[x1, . . . , xm], i =
1, . . . , r , j = 1, . . . , ki , ∑i ki = m = dim(conv(A1) + · · · + conv(Ar )). A facet F =
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for all supports i for all Fi with |Fi | 2 for all polynomials the signs of the coefficients of
the monomials in inω(fij ) =∑a∈Fi cjaxa are different. Analogously, a face with this sign
property is called alternating.
The signed Newton polytopes of our chemical reaction system (5) have special proper-
ties. Often the dimension satisfies dim(conv(Ai )) < m. Often the support of one equation
is the union of the supports of some other polynomials.
Observe that the support of the ith equation can be read off from the combined graph.
The reaction complexes Cj being adjacent to Si in the bipartite graph give monomials with
negative coefficient. Each arrow Ck → Cj in the directed graph with an Cj being adjacent
to Si give a monomial with positive coefficient. So all monomials xηj above (ηij > 0) have
negative coefficient while all monomials below (ηkj = 0) have positive coefficient. For an
example see Fig. 4.
The efficient computation of all alternating facets for a chemical reaction system (5) is
left for future research.
Observe that each forward–backward reaction gives a pair of monomials with one neg-
ative and one positive coefficient. The polynomials contain either both monomials or none
of them. Thus they are good candidates for the components Fi of alternating faces.
Lemma 3.15. Consider a terminal strong connected component of the directed graph con-
sisting of forward–backward reactions such that its complexes Cj , j ∈ S, satisfy conditions
(D) and either (C+) or (C−) of Lemma 3.9. Then the tuple of Newton polytopes has an al-
ternating face F = (F1, . . . ,Fr ).
Proof. By Lemma 3.9, conv(ηj , j ∈ S) is a face of the full Newton polytope. Thus for
i with conv(ηj , j ∈ S ∩ Ai ) 
= ∅, it is a face of the Newton polytope conv(Ai ) for all
i ∈ A =⋃j∈S T (xηj ). This defines a cone of directions ω attaining its minimum at the face
of these conv(Ai ). Since the terminal strong connected component consists of forward–
backward reactions for each i ∈ A there is a pair Cj ↔ Ck with j, k ∈ Fi whose coefficients
of the associated monomials have different sign. Each ω in the cone attains its minimum
over the other i /∈ A in at least one point. 
Example 3.11 (continued). The two faces of the full Newton polytope give rise to
two facets of the tuple of the Newton polytopes, see Fig. 6. ω1 = (−2,1,−1) de-
fines the facet ({C1,C2}, {C4,C5}, {C1,C2}) while ω2 = (2,1,1) defines the facet
({C1,C2}, {C3,C4}, {C3,C4}). Both are alternating and have positive solutions. This
makes the results from one Newton polytope in Fig. 5 more precise. With one Newton
polytope we saw that the curve is approaching two hypersurfaces in their limits. Distin-
guishing several Newton polytopes we obtain that the curve is approximating the curves
(
k1,2
k2,1
t−2, k3,4
k6,5
t, t−1) and ( k1,2
k2,1
t2,
k3,4
k4,3
t, t) on these hypersurfaces.
Besides terminal strong connected components also other structures of mass action ki-
netics lead to alternating faces. For example in [17] the authors discuss a chemical reaction
with a so-called starter radical. This phenomenon is left for future research.
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3.4. New results on positive solutions
The following theorem shows that the technique of alternating faces can be used to
prove the existence of positive steady states for all parameter values.
Theorem 3.16. Assume a system with one conservation relation with v1 > 0. Assume the
solutions of YsIaIKΨ (x)= 0 form a curve. Assume that one limit is x = 0 and one is non-
negative infinity and that there are no other alternating cells with non-negative solutions.
Then the system
YsIaIKΨ (x)= 0, vt1x − c1 = 0
has at least one positive solution for all possible choices of kij > 0 and c1 > 0.
Example 2.1 (continued). This example is an instance of the theorem. Computations show
that there are two alternating facets of the tuple of Newton polytopes induced by E1 and
E2 such that the initial facet system has a positive solution. The total number of facets is
29. But, all other facets are either not alternating or do not have a positive solution. Thus
the real curve links the origin with positive infinity. There is at least one solution of system
(5) and (6) for each positive value of the rate constants kij and for each positive value of
the constant c1 in the conservation relation.
Similar versions of Theorem 3.16 are easily formulated. The same principle is valid for
several conservation relations, restrictions for the constants in the conservation relations,
and for higher dimension of the real variety of YsIaIKΨ (x) = 0.
Example 3.13 (continued). For the case of one Newton polytope we saw three facets
whose initial face system has affine non-negative solutions. If we distinguish the supports
of the single equations we find that the tuple of Newton polytopes has many alternating
facets. Among these there are three facets corresponding to the connected components
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nomial system has for each positive value of the constants c1, c2, c3 a positive solution.
These results agree with the fact that a system with mass action kinetics has a non-
negative solution in each space {x ∈ (R0)m | vti x − ci = 0, i = 1, . . .}, provided they are
bounded, see [28].
4. Multistationarity by Viro’s method
In this section we clarify the importance of stoichiometric generators Ei and its conflu-
ent vectors gi = IaEi 
= 0 for the presence of several positive solutions (multistationarity).
We restrict to the case Y = Ys = Yk ∈ (Z0)m,n. Multistationarity happens in the limit
kij → 0 for some kij . In this limit the polynomial system (5) deforms to stoichiometric
subgraph subsystems where Clarke’s cone is generated by just one stoichiometric genera-
tor.
We start by discussing rescalings of the rate constants kij .
Lemma 4.1. As in Section 2 we assume two graphs which define the system (5) and (6)
with mass action kinetics. If a ∈ Rm+ is a solution of the unscaled system (5) and (6) then
the scaled point a˜ = diag(τ1, . . . , τm)a is a solution of the scaled system
0 = YIaIK˜Ψ (x˜), 0 = v˜ti x˜ − ci
where τi ∈ R+, i = 1, . . . ,m, and
IK˜ = IKdiag
(
1
Ψ1(τ )
, . . . ,
1
Ψn(τ)
)
, v˜i = diag
(
1
τ1
, . . . ,
1
τm
)
vi .
Remark 4.2. v˜i is in general not orthogonal to im(Y IaIK˜ ). Thus the equivalent system is
not of the form mass action kinetics as defined in Section 2.
We consider different rescalings of the rate constants kij which are equivalent to rescal-
ings of x and vi , ci . The first type of rescaling is kij → τkij for all arrows. Then Eq. (5)
can be divided by τ and the system of polynomial equations does not change. The sec-
ond rescaling kij → τylj kij for all arrows is equivalent to x → (x1, . . . , xl/τ, . . . , xm) and
vi → ((vi)1, . . . , (vi)l · τ, . . . , (vi)m). A combination of these rescalings is kij → τ |yj |kij
for all arrows. It is equivalent to x → (x1/τ, . . . , xm/τ) and ci → ci/τ .
So we need to distinguish two different processes. One rescaling of kij which is equiva-
lent to rescaling of x . The other one is given by choosing a representative of Cl−1/im(CR)
where R = dim(span(y2−y1, . . . , yr −y1)) is the dimension of the lattice and r the number
of reactant complexes.
According to this we suggest a change of coordinates from k to knew = (k0, k˜1, . . . , k˜R,
kˆ1, . . . , kˆl−R−1) by
K. Gatermann, M. Wolfrum / Advances in Applied Mathematics 34 (2005) 252–294 277kj =
l∏
i=1
(knew)
bij
i , j = 1, . . . , l, (knew)j =
l∏
i=1
k
cij
i , j = 1, . . . , l, (10)
where B = (bij ) ∈ Zl,l is invertible with inverse B−1 = C = (cij ) ∈ GL(l,Q). The first
row of B consists of one’s. The ith row of B (i = 2, . . . ,R + 1) is given by the degrees
of monomials in the variable xi−1 (eventually one needs to change coordinates such that
the variables correspond to a lattice basis). The columns j = R + 2, . . . , l of C are given
by a module basis of the nullspace ker(YˆL). Such transformation always exists and has
many degrees of freedom. Then the deformed toric ideal I
YˆL
depends on kˆj only. Then a
rescaling of xi is equivalent to a rescaling of kˆi , i = 1, . . . ,R. We refer to k˜i , i = 1, . . . ,R,
as toric rate constants.
In the following lemma we are dealing with solutions of IaIKΨ (x)= 0 which are obvi-
ously solutions of YIaIKΨ (x) = 0. By Lemma 5.1 in [21] the system IaIKΨ (x) = 0 can
only have positive solutions if each connected component of the directed graph is strongly
connected, see also [24,30]. The content of the following lemma is basically Theorem 2.16
and Lemma 3.6 in [30], see also [24]. In order to understand the relevant mathematical
structure we give an alternative algebraic proof based on the Cayley trick [22].
We first recall the idea of the Cayley trick for two polynomials in C[x1, . . . , xm]:
f1(x) = c1xa1 +· · ·+ cnxan , f2(x)= cn+1xan+1 +· · ·+ cLxaL . A vector z in the nullspace
of the coefficient matrix, i.e., c1z1 + · · ·+ cnzn = 0, cn+1zn+1 + · · ·+ cLzL = 0 is a repre-
sentative z of a class [z] ∈ Pn−1 ×PL−1. It gives a solution x by solving the overdetermined
system
z1 = x0xa1, z2z1 = xa2−a1, . . . ,
zn
z1
= xan−a1,
zn+1 = x−1xan+1, zn+2zn+1 = xan+2−an+1, . . . ,
zL
zn+1 = xaL−an+1 .
This has a solution if z ∈ V (I
Aˇ
) ⊂ Pn−1 × PL−1 where Aˇ means a double lifting of A
corresponding to two slack variables x0, x−1:
Aˇ =
( 1 . . . 1 0 . . . 0
0 . . . 0 1 . . . 1
a1 . . . an an+1 . . . aL
)
.
Lemma 4.3. Given a directed graph and bipartite graph as defined in Section 2. Assume
that each connected component of the directed graph is strongly connected. There exists a
set of values of the rate constants kij such that the following holds. For each set of posi-
tive values of the constants ci in the conservation relations there exists a unique positive
solution of IaIKΨ (x)= 0 and vti x − ci = 0, i = 1, . . . .
Proof. Define z = IKΨ (x). If x is a positive solution of IaIKΨ (x) = 0 then z ∈ ker(Ia)∩
(R+)l . That means we restrict Clarke’s cone to the polyhedral subcone generated by pos-
itive circuits of the directed graph. Let these positive circuits denote by Ei , i = 1, . . . , c.
Then each z ∈ ker(Ia)∩ (R+)l is a convex combination of positive circuits, i.e., there exists
ji > 0 with z =∑ci=1 jiEi .
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space. z is a representative of a class in a product of these projective spaces. The polynomial
system IaIKΨ (x) = 0 is equivalent to a system consisting of special polynomials. Each
polynomial has in its representation by monomials only monomials associated to one of
the connected components. Consequently, we apply a modification of the Cayley trick.
For each connected component a slack variable x−i , i = 1, . . . , s, is introduced, where s
denotes the number of connected components. This corresponds to a lifting YˇL ∈ Zm+s,l in
the following way. Each column of YL is associated to a vertex ( complex  monomial) in
one of the connected components. All columns of YL associated to the ith connected com-
ponent get a lifting with entry 1 in the ith row and zero otherwise. The multihomogeneous
ideal I
YˇL
⊂ C[w] has a variety in the product of projective spaces. Analogously, there is
the multihomogeneous deformed toric ideal I def
YˇL
⊂ C(k)[z] is defined. If [z] ∈ V (I def
YˇL
) and
z ∈ ker(Ia)∩ (R+)l then there exists associated positive solutions x .
Since z > 0 it is sufficient to look at a lattice basis ideal
I defC =
〈{
zg+ − kgzg−, g element of a module basis of ker(YˇL)}〉.
By Lemma 12.2 in [34], I defC : (z1 · · ·zl)∞ = I defYˇL and thus the positive parts of the varieties
are equal, V+(I def
YˇL
) = V+(I defC ).
The columns of YL consists of columns of Y . Some are repeated if the associated
complex is an initial complex for several reactions. That means I defC includes linear poly-
nomials. Since we demand z =∑ci=1 jiEi ∈ V (I defC ) there are linear conditions for the rate
constants kij . But this only relates rate constants inside a connected component and coeffi-
cients ji of positive circuits of the same connected component. Besides this there is exactly
one degree of freedom in z for each connected component. This agrees with the fact that I
YˇL
is multihomogeneous. We complete the linear polynomials to a generating system of I defC
by a module basis g1, . . . , gb of ker(Yˇ ). This gives linear independent g1, . . . , gb ∈ ker(YˇL)
and thus independent parameters kg1, . . . , kgb . Using z ∈ V (I defC ) again gives special values
of the rate constants by solving zg
+
1 −kg1zg−1 = 0, . . . , zg+b −kgbzg−b = 0 for the parameters.
This proves the existence of positive solutions.
Whether there is one positive solution or infinitely many depends on the lattice associ-
ated to the Cayley trick which is the sum of the sublattices generated by the differences
inside a connected component. If the lattice is Zm then there is precisely one positive so-
lution of IaIKΨ (x) = 0. If the lattice is degenerate there are infinitely many solutions
parameterized by free parameters and precisely one positive value for the determined vari-
ables. The rank of the lattice equals rank(Y Ia).
The parameterization is transversal to each space {x ∈ Rm+ | vti x − ci = 0, i = 1, . . .}
which implies uniqueness. 
Remark 4.4. (i) Lemma 4.3 contains the deficiency-zero-theorem in [15,21] as a subcase.
(ii) A positive solution x which satisfies IaIKΨ (x) = 0 as in the lemma above is called
complex balancing [24]. This name is justified by their existence and uniqueness and the
fact that they are asymptotically stable [6]. (iii) The complex balancing solutions are unique
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vti x − ci = 0 which is shown in [24] using a Lyapunov function. (iv) In [24] a special sub-
case of complex balancing has another name. A solution x such that kijΨj (x) = kjiΨi(x)
for all forward–backward reactions Ci ↔ Cj is called detailed balancing. (v) In the com-
plex balancing case the lattice associated to Yˇ is degenerate leading to free parameters.
Two solutions a, c which just differ by values of this free parameters give rise to a vector
ln(a) − ln(c) which is orthogonal to the lattice which generates a vector space equal to
im(Y Ia). In [24] these two points are said to be quasi-thermostatic to each other.
In the proof a multiple lifting is introduced according to the connected components of
the directed graph. We denote the multiple lifted matrices by Yˇ and YˇL and Yˇe . We call the
polytope generated by the columns of YˇL, Cayley-graph-polytope in analogy to the Cayley
polytope [22].
Now we turn the attention to various toric ideals. Besides the (multi)homogeneous toric
ideals I
Yˆ
, I
Yˆr
, I
YˆL
, I
Yˆe
, I
Yˇ
, I
YˇL
, I
Yˇe
we are dealing with (multi)homogeneous deformed
toric ideals I def
YˆL
, I def
YˇL
, I def
Yˆe
, I def
Yˇe
. For the latter I def
Yˆe
, I def
Yˇe
we need to introduce dummy para-
meters for the rate constants of pure product complexes.
I
Yˇe
is related to minimal generators of Clarke’s cone which are not positive circuits
of the directed graph. If rank(Y Ia) < rank(Ia) then such stoichiometric generators exist
obviously. Each stoichiometric generator Ei of ker(Y Ia)∩ (R0)l yields a non-zero vector
IaEi . By suitable rescaling the vector has integer entries which are coprime. Our notation
is gi = normalize(IaEi). Following [16] we call gi confluent vector. Let s be the number
of stoichiometric generators. Of course g1, . . . , gs may be linear dependent.
Lemma 4.5. Given the directed graph and bipartite graph with matrices Yr , YL, Ye, Y =
Ys = Yk as in Section 2 we denote by Yˇ the lifting induced by the connected components of
the directed graph.
(i) The confluent vectors g1, . . . , gs generate the nullspace of Yˇ as a vector space.
(ii) The toric ideal I
Yˇ
is multihomogeneous and contains binomials wg
+
i − wg−i , i =
1, . . . , s. Moreover,
I
Yˇ
= 〈wg+1 −wg−1 , . . . ,wg+s −wg−s 〉 : (w1 · · ·wn)∞.
(iii) Let gi be a renumbering and filling with zeros of gi such that gi ∈ ker(Yˇe) for i =
1, . . . , s. Let ID be the ideal generated by zg
+
i − zg−i , i = 1, . . . , s, and all linear
polynomials zi − zj corresponding to multiple initial complexes. Then
I
Yˇe
= ID : (z1 · · ·zd)∞,
where d is the number of columns of Ye .
Proof. Since ker(Y Ia) = ker(Ia)⊕ span(E1, . . . ,Es) we have span(g1, . . . , gs) ⊆ ker(Y ).
In fact span(g1, . . . , gs) ⊆ ker(Yˇ ) because ker(Yˇ ) ⊂ im(Ia) since the lifting Yˇ of Y is
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Thus (Ia|)−1(ker(Yˇ )) ⊆ ker(Y Ia). Consequently, g1, . . . , gs generate ker(Yˇ ). (ii) follows
from (i) and Lemmas 4.1 and 12.2 in [34]. (iii) follows from elementary linear algebra
and [34] again. 
Remark 4.6. (i) For deficiency one dim(ker(Yˇ )) = 1 and its generator g1 is a circuit of Yˇ .
(ii) If the directed graph has connected components which are all strongly connected then
YL = Ye and Lemma 4.5(iii) gives I def
Yˇe
= I defD : (z1 · · ·zl)∞.
In view of the Cayley trick we refine the new rate constants knew = (k0, k˜, kˆ ). We con-
sider the case that no complexes are pure product complexes which includes the case of
Lemma 4.3 where all connected components of the directed graph are strongly connected.
If the lattice generated by y2 − y1, . . . , yn − y1 has larger rank than the lattice associated
to the Cayley-graph-polytope (which is generated by differences inside connected compo-
nents) then we subdivide both tuples k˜ and kˆ ).
It is possible to choose toric rate constants k˜C1 , . . . , k˜Cc associated to the lattice of the
Cayley-graph-polytope (with dimension c) and complete them to a full set of toric rate
constants k˜c+1, . . . , k˜R corresponding to the lattice.
Obviously, I
Yˇ
⊂ I
Yˆ
in C[w1, . . . ,wn] and thus I def
YˇL
⊂ I def
YˆL
. With the help of Lemma 4.5
we subdivide the tuple kˆ. For a pair of reactions Ci → Cj and Ci → Cν we choose kijν =
kji/kνi . From the confluent vectors we choose a maximal linear independent set g1, . . . , gt
and choose
kgi = kg¯i =
∏
Cν
j→Cµ
(kµν)
(g¯i )j , i = 1, . . . , t, (11)
as parameters. We refer to them as confluent rate constants. The kgi and kijν are clearly
some independent representatives of Cl−1/CR . Some binomial generators in I def
YˆL
which
are not in I def
YˇL
give the remaining new rate constants.
Now we are ready to present an example for Lemma 4.3.
Example 4.7. This example is due to Edelstein and has been investigated before by Fein-
berg and in [21]. The reactions are
C1
k2,1−→
k1,2←−
C2, C3
k4,3−→
k3,4←−
C4
k5,4−→
k4,5←−
C5
with stoichiometric matrix
Y =
(1 2 1 0 0
0 0 1 0 1
0 0 0 1 0
)
yielding
0 = k2,1x1 − k1,2x21 − k4,3x1x2 + k3,4x3,
0 = −k4,3x1x2 + (k3,4 + k5,4)x3 − k4,5x2,
0 = k4,3x1x2 + (−k3,4 − k5,4)x3 + k4,5x2.
The conservation relation is x2 + x3 − c1 = 0. The cone is generated by three positive
circuits and two stoichiometric generators which are linear dependent.
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E4 = (1,0,1,0,1,0), E5 = (0,1,0,1,0,1).
Then g4 := IaE4 = (−1,1,−1,0,1) and IaE5 = −g4. The confluent vector gives the
Gröbner basis of I
Yˇ
= 〈wg+4 −wg−4 〉 = 〈w2w5 − w1w3〉. All complexes are reaction com-
plexes, but the fourth complex gives rise to two reactions. Thus the deformed toric variety
contains a linear relation. The two homogeneous toric ideals I
YˇL
and I
YˆL
are equal and thus
I def
YˇL
= I def
YˆL
= 〈z4k5,4 − z5k3,4, z6z2k2,1k4,3 − z1z3k4,5k1,2〉.
This suggests to use kˆ435 = ke45 = k3,4k5,4 and kg4 = kg¯4 =
k4,5k1,2
k2,1k4,3
as new parameters (toric
rate constants), where k = (k2,1, k1,2, k4,3, k3,4, k5,4, k4,5) and e45 = (0,0,0,1,−1,0) and
g¯4 = (−1,1,−1,0,0,1). They can be read off from the Cayley trick. Each [z] ∈ P1 × P3
which is in V (I def
YˇL
) such that z is in the cone generated by E1, E2, E3 gives rise to complex
balancing solutions by solving
z1 = k2,1x0x1, z3
z1
= k4,3x−1
k2,1x0
x2,
z5
z3
= k5,4
k4,3
x3
x1x2
,
z6
z3
= k4,5
k4,3
1
x1
,
z2
z1
= k1,2
k2,1
x1,
z4
z3
= k3,4
k4,3
x3
x1x2
.
(12)
Only Eqs. (12) are important for the Cayley trick. They suggest the change of coordinates
x1 = w1, x2 = w3, x3 = w1w2w3 or equivalently w1 = x1, w2 = x3/(x1x2), w3 = x2. That
means Eqs. (12) determine w1, w2 and leave w3 arbitrary. The lattice associated to the
Cayley trick has dimension two while the whole lattice has dimension three. So the new
coordinates are knew = (k0, k˜C1 , k˜C2 , k˜3, k˜435, kg4). The ansatz for a change of coordinates
with B and C gives an affine linear space of solutions of dimension 8. We choose
k2,1 = k0
k˜C2
, k1,2 = k0k˜
C
1
k˜C2
, k4,3 = k0k˜3
k˜C2
,
k3,4 = k0k˜3, k5,4 = k0k˜3
kˆ435
k4,5 = k0k˜3kg4
k˜C1 k˜
C
2
or equivalently
k0 = k2,1k3,4
k4,3
, k˜C1 =
k1,2
k2,1
, k˜C2 =
k3,4
k4,3
, k˜3 = k4,3
k2,1
kˆ435 = k3,4
k5,4
kg4 =
k4,5k1,2
k2,1k4,3
.
Then
I def = 〈z4 − kˆ435z5, z6z2 − kg4z1z3〉.YˆL
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C
2 , k˜3 which are the rescalings of kij inherited from
the torus action on x . For each z ∈ V (I def
YˆL
) ⊂ P1 × P3 we need to solve z2/z1 = k˜C1 w1
and z4/z3 = k˜C2 w2 from (12). Remember for complex balancing solutions z =
∑5
i=1 jiEi
with j4 = j5 = 0 or equivalently z1 = z2, z3 = z4, z5 = z6. Then z ∈ V (I def
YˆL
) implies
kˆ435 = j2/j3 and kg4 kˆ435 = 1. This gives the family of complex balancing solutions
x =
(
1
k˜C1
,w3,
w3
k˜C1 k˜
C
2
)
which is obviously transversal to the affine spaces {x | x2 +x3 − c1 = 0} in (R+)3. Observe
that the complex balancing solutions are independent of k˜3.
We still need to discuss how we change coordinates for the case that the directed graph
has pure product complexes. For each pure product complex Ci we suggest to introduce a
slack constant ki,i . Instead of studying the intersection of Clarke’s cone with V (I def
YˆL
) we
amend the cone by new coordinates zl+j . Then we intersect Clarke’s cone with the variety
of I def
Yˆe
. Since the confluent vectors gi give rise to vectors g¯i ∈ ker(Yˇe) we can still use the
confluent rate constants kgi . Eventually, the number of toric rate constants increases. Only
choices of new rate constants knew are relevant which corresponds to ki,i = 0 for all pure
product complexes. An example will be given below.
Before describing the transition to the limit we start with the situation arising in the
limit itself.
Proposition 4.8. Assume a system (5) with mass action kinetics such that the following
conditions are satisfied.
(i) The directed graph is a forest of trees and each connected component contains only
one strong connected component (here a sink).
(ii) The system has deficiency one: rank(Y Ia)− rank(Ia)− 1 and there exists a generator
E ∈ (R+)l of ker(Y Ia) which is positive.
(iii) Yˆr has maximal rank r , the number of reactant complexes.
Then there exist values of the constants ci in the conservation relations such that the space
{x ∈ Rl+ | vti x − ci = 0, i = 1, . . . ,m − rank(Y Ia)} contains at least one positive solution
of YIaIKΨ (x) = 0. If r < m then the real positive variety of YIaIKΨ (x) = 0 has higher
dimension and is parameterized by m− r parameters. Assume the directed graph consists
of more than one connected component and y1, . . . , yr are the columns of Y corresponding
to reaction complexes. Assume there exists a vector µ ∈ span(y2 − y1, . . . , yr − y1)⊥ such
that
(iv) The vector µ is not orthogonal to im(Y Ia).
(v) There exists a positive solution x of YIaIKΨ (x)= 0 such that diag(x)µ ∈ im(Y Ia).
K. Gatermann, M. Wolfrum / Advances in Applied Mathematics 34 (2005) 252–294 283Then in a generic situation there exist positive values for ci such that {x ∈ Rl+ | vti x −
ci = 0, i = 1, . . .} contains at least two positive solutions of the system YIaIKΨ (x) = 0.
Proof. We study the intersection of the convex polyhedral cone ker(Y Ia) ∩ (R0)l with
the deformed toric variety V (I def
Yˆr
). By (i) there are no minimal generators of the cone
which are positive circuits of the directed graph. By (ii) the cone is generated by one
stoichiometric generator E. In order to solve E = IKΨ (x) · x0 we observe that rank(Ia) =
rank(IaIK) if each connected component contains just one strong connected component.
By (i) this guarantees that E = IKΨ (x)x0 is equivalent to a binomial system x0xy1 =
b1, . . . , x0xyr = br where the y1, . . . , yr correspond to reactant complexes and the bi are
positive numbers depending on the values of kij and the components of E. The toric variety
V (I
Yˆr
) is equivalent to the projective space Pr−1 by (iii). Solving the binomial system by
Hermite normal form UYˆr = H we introduce new coordinates
x0 = wu000 · · ·wum0m , . . . , xm = wu0m0 · · ·wummm , (13)
where U = (uij )i,j=0,...,m is unimodular. For the first set of new coordinates w1, . . . ,wr
there is precisely one positive solution of the binomial system. The coordinates wr+1, . . . ,
wm not appearing in the system parameterize the variety. Choosing for these coordinates
values equal to 1 and substituting x = x(w) into the conservation relations we find values
of ci . If m > r , then there exist unrestricted variables wi , i = r + 1, . . . ,m. In (13) the
submatrix Us = (uij )j=1,...,m,i=r+1,...,m determines the dependence on wr+1, . . . ,wm. The
rows µi = rowi (Us) are orthogonal to the lattice y2 − y1, . . . , yr − y1 and define a tangent
to the variety, i.e.,
dx
dwi
= diag(x)µi 1
wi
, i = r + 1, . . . ,m.
If for some particular values of wr+1, . . . ,wm and µ = ∑mi=r+1 µi(1/wi) the vector
diag(x(wr+1, . . . ,wm))µ is an element of im(Y Ia) then the variety is touching the space
{x | vti x − ci, i = 1, . . .} for special values of ci . This happens if m − r m − rank(Y Ia)
and there is a µ ∈ span(µr+1, . . . ,µm) = span(y2 − y1, . . . , yr − y1)⊥ which is not or-
thogonal to im(Y Ia) (condition (iv)) and diag(x) is rescaling µ to an element of im(Y Ia)
(condition (v)). Condition (iv) is necessary for condition (v). Under a genericity condition
on higher derivatives there is multistationarity. 
Remark 4.9. A variation of the lemma still states the existence of a solution. There (i)
is weakened to the structure of a forest of trees only. To (ii) we add: for each pair of
arrows Cj → Ci , Cj → Cp with indices µ, ν the stoichiometric generator satisfies kijEν −
kpjEµ = 0.
Example 3.11 (continued). We consider the subsystem given by the stoichiometric gen-
erator E3 = (0,1,0,1,1). The directed graph is
C1
k1,2←− C2 C3 k3,4←− C4 C5 k6,5−→ C6.
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0 = k1,2x23 − k6,5x1x2,
0 = k3,4x3 − k6,5x1x2,
0 = −2k1,2x23 − k3,4x3 + 3k6,5x1x2,
0 = 2x1 + x2 + x3 − c1
with Yr =
(0 0 1
0 0 1
2 1 0
)
and E = (1,1,1).
A solution is given by intersecting the nullspace of the coefficient matrix (here span(E))
with the homogeneous toric variety which is P2. Solving k1,2x0x23 = 1, and k3,4x0x3 = 1
and k6,5x0x1x2 = 1 yields
(x1, x2, x3) =
(
k23,4
k1,2k6,5w
,w,
k3,4
k1,2
)
, (14)
where w is an arbitrary number, since the lattice is degenerate.
For w = k3,4
√
2/
√
k1,2k6,5 the tangent to the curve dxdw = (−1/2,1,0) ∈ im(Y Ia) is
orthogonal to the conservation vector v1. For
c1 = (k6,5 + 2
√
2
√
k1,2k6,5 )k3,4
k1,2k6,5
the curve is touching the space {x ∈ R3+ | 2x1 + x2 + x3 = c1}, while for larger values of c1
the curve intersects in two positive solutions x , x˜ corresponding to w and w˜. Then
µ = (ln(x1/x˜1), ln(x2/x˜2), ln(x3/x˜3))= ln (w/w˜) · (−1,1,0),
may be defined which is not parallel to v1, but orthogonal to the Newton polytope generated
by y2, y4, y5, see Fig. 10.
In order to study multistationarity we need more definitions.
Definition 4.10 [34]. Given A = (a1, . . . , an) ⊂ Rm,n of rank m. A triangulation  of
conv(a1, . . . , an) is a set of m-simplices Si = {ai0, . . . , aim} such that conv(a1, . . . , an) =⋃
i conv(Si ) and conv(Si ) ∩ conv(Sj ) = conv(Si ∩ Sj ), ∀i 
= j . A triangulation is called
regular and denoted ω if it is induced by a lifting, i.e., there are values ω1, . . . ,ωn such
that conv(Si ) are the projected lower facets of conv(Aω) where
Aω =
(
ω1 . . . ωn
a1 . . . an
)
.
Definition 4.11 [34]. For a triangulation  of a1, . . . , an the Stanley–Reisner ideal is de-
fined as
I =
〈{∏
j∈σ
zj
∣∣∣ σ ⊂ {1, . . . , n} such that aj , j ∈ σ do not form a face of }〉.
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by a vector ω ∈ Rn. Given an ideal, all term orders ω ∈ Rn with the same reduced Gröb-
ner basis form a cone. There are finitely many cones forming the Gröbner fan. A result
in [34] states that each reduced Gröbner basis of IA yields a regular triangulation. More-
over,
√
inω(IAˆ) = I for a term order and lifting ω. Circuits of Aˆ are important since they
distinguish two regular triangulations. All lifting vectors ω of A giving the same regular
triangulation form a cone. The set of these cones is the secondary fan. The Gröbner fan of
a toric ideal I
Aˆ
is a refinement of the secondary fan. More about this can be found in [34,
Chapters 1–3, 8], [3,22,31].
Now we will be interested in regular triangulations of the Cayley-graph-polytope, of the
Newton polytope as well as of the polytope which is the convex hull of the columns of YL,
or of Ye.
The Gröbner fans of toric ideals are special. Since IA is weighted homogeneous with
respect to each row we can restrict to consider term orders ω ∈ ker(A).
Lemma 4.12. Assume a vector space basis of ker(Yˇ ) is given by confluent vectors
g1, . . . , gt . Each term order of IYˇ is represented by a vector ω = ω1g1 + · · · +ωtgt . There
exists a vector of signs v1, . . . , vt ∈ {+,−} and a regular triangulation ˇ of Yˇ such that〈
wγ1, . . . ,wγt
〉⊂ inω(IYˇ ) and √inω(IYˇ ) = Iˇ
with γ1 = gv1, . . . , γs = gvss being the positive or negative parts of the confluent vectors. In
particular, there exists a term order ω with 〈wg+1 , . . . ,wg+t 〉 ⊂ inω(IYˇ ).
Proof. Since toric ideals are multihomogeneous we may restrict to vectors ω ∈ ker(Yˇ ) =
span(g1, . . . , gt ) to represent term orders. For each confluent vector gi the polynomial
wg
+
i −wg−i is an element of I
Yˇ
by Lemma 4.5. If ωtg+i > ωtg
−
i then lt (w
g+i −wg−i ) = wg+i
and thus wg
+
i ∈ inω(IYˇ ) else wg
−
i ∈ inω(IYˇ ). The existence of the regular triangulation
follows from [34]. 
Each confluent vector gi defines a hyperplane {w ∈ Rn | wtgi = 0} which divides the
space Rn into halfspaces. The intersections of all these halfspaces are convex polyhedral
cones which form a fan. The lemma above states that the Gröbner fan of I
Yˇ
is a refinement
of this fan.
In general the confluent vectors gi are not primitive and thus the associated binomials
are in general not elements of the universal Gröbner basis.
Lemma 4.13. Assume a vector space basis of ker(Yˇ ) is given by confluent vectors
g1, . . . , gt . The associated elements of ker(Yˇe) are denoted by g¯1, . . . , g¯t and completed
by differences eij = ei − ej of unit vectors to form a vector space basis of ker(Yˇe). For
each
ω = ω1g¯1 + · · · +ωt g¯t +
∑
C
i→C , C j→C
ωij eij ,k ν k µ
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Yˇe
, the following holds.
(i) For i = 1, . . . , s there is a sign v such that wg¯vi ∈ inω(IYˇe ).
(ii) For each pair of reactions Ck i→ Cν , Ck j→ Cµ either wi ∈ inω(IYˇe ) or wj ∈ inω(IYˇe ).
(iii) There exists a regular triangulation ˇ of Yˇe such that its Stanley–Reisner ideal Iˇ is
the radical of the initial ideal inω(IYˇe ).
Proof. This is a corollary of the previous lemma since the columns of Y and Ye are equal
besides that in Ye some columns are repeated if a complex is the initial complex for several
reactions. 
The term order ω =∑ti=1 ωigi is also a lifting vector. If ω = gi is generic, then the
lifting defines a regular triangulation, otherwise it defines a cell complex.
Lemma 4.14. Let g1, . . . , gs denote the confluent vectors. Then for i = 1, . . . , s:
(i) The cell complex of Yˇ associated to gi includes a face given by supp(g−i ).
(ii) The cell complex of Yˇe associated to g¯i includes a face given by supp(g¯−i ).
Proof. The lifting of yj is zero, if j ∈ supp(gi). It is positive, if j ∈ supp(g+i ), and nega-
tive for j ∈ supp(g−i ). Since the cardinality of supp(g−i ) is less than or equal to the rank
of Yˇ , the lifted vector yj , j ∈ supp(g−i ), generates a face of the lower hull of the poly-
tope generated by Yˇ gi . By projection this gives a face of the regular triangulation which
proves (i). Analogously, (ii) is proved. 
Of course, regular triangulations/cell complexes defined by lifting vectors sufficiently
close to gi , still have the face associated to supp(g−i ). The lemma shows that each conflu-
ent vector gi , is a representative of a cone in the secondary fan of Yˇ . If inω(I def
Yˇe
) is square-
free, then we know more about the regular triangulation ˇω . For j = 1, . . . , s the follow-
ing holds. If g+j ∈ inω(I defYˇe ), then supp(g
−
j ) defines a face of ˇω . If g−j ∈ inω(I defYˇe ), then
supp(g+j ) defines a face.
For each cone in the Gröbner fan we investigate a toric deformation.
Proposition 4.15. Assume a term order ω ∈ Rd for I def
Yˇe
which is a linear combination
of g¯1, . . . , g¯t , eij and assume the matrix B of the change of rate constants (10). The
components of Ω = (Bt )−1ω corresponding to g¯i , eij are denoted by ωi , ωij . Then the
one-parameter family of new rate constants
kgi = εωi , i = 1, . . . , t, kˆkνµ = εωij for Ck i→ Cν, Ck
j→ Cµ
defines a flat deformation from I def to the monomial ideal inω(I def).
Yˇe Yˇe
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Yˇe
which
consists of binomials in Q(kˆkνµ, kgi )[z], since the ideal is toric. Each element in the re-
duced Gröbner basis is of the form
zα
+ − kαzα− = zα+ −
( ∏
Ck
i→Cν, Ck j→Cµ
(
kˆkνµ
)αij t∏
i=1
kαigi
)
zα
−
with α ∈ ker(Yˇe) = span(eij , g¯1, . . . , g¯t ) and thus α = Ca =∑ij αij eij +∑ti=1 αi g¯i . The
special choice of a one-parameter family gives
zα
+ − εωtαzα−
because
∑
i αiωi +
∑
ij αijωij = atΩ = (Bα)t (Bt )−1ω = αtω. On the other hand, we
know that zα+ is the leading term and thus ωtα > 0. Then limε→0(zα
+ − εωtαzα−) = zα+ .
This proves the deformation to the leading monomial ideal. 
Lemma 4.16. The projective variety V (inω(I def
Yˇe
)) ⊆ Pd−1 is a collection of projec-
tive subvarieties which are isomorphic to projective spaces (of dimension rank(Yˇ ) −
#components − 1). For each subvariety there is a simplex in the associated regular tri-
angulation ˇω of Yˇe and vice versa. For each projective subvariety the intersection with
the (amended) Clarke’s cone cone(E1, . . .) is a subcone generated by some of the minimal
generators Ei .
The subcones define non-negative solutions of system (5) in a general way. Each pro-
jective space corresponds to a subcone and it corresponds to a subsystem of (5), since
components of z are zero.
This is a generalization of Viro’s method. In the original Viro method a homotopy pa-
rameter t is artificially introduced. The limit t → 0 deforms the homogeneous toric variety
into projective spaces. This also defines a regular triangulation with a subsystem for each
simplex. The solutions of the subsystems are deformed to solutions of the original system
[22,32,33,35].
Definition 4.17. For a simplex in a regular triangulation ˇ we define a subsystem of
YIaIKΨ (x) = 0 in the following way. Denote the columns of YIa by (Y Ia)j , j = 1, . . . , d .
For the set of indices J ⊆ {1, . . . , d} of a simplex we define∑
j∈J
(Y Ia)j
(
IKΨ (x)
)
j
and perform the change of coordinates (10) and substitute kgi = 1 and kˆijν = 1 for all i , j .
Theorem 4.18. Assume the setting above, in particular the flat deformation, the regular
triangulation ˇ of Yˇe and the subsystems associated to the simplices of ˇ. The set {x ∈
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the generalized solutions of the subsystems for all kˆj > 0. In particular, for fixed values
of kˆj , k˜c+1, . . . , k˜R the intersection with spaces {x | vti x − ci = 0, i = 1, . . .} deforms to
generalized solutions of the subsystems which also satisfy the conservation relations vti x −
ci = 0, i = 1, . . . .
Observe that finding the positive solutions of a subsystem is related to Clarke’s cone.
The positive solutions of a subsystem of a simplex with index set J are determined by
those minimal generators Ei with supp(Ei) ⊆ J . If we use coordinates w associated to
the lattices (instead of x) and keep kˆj arbitrary, then we only determine some of the wi ,
namely those which are associated to the lattice of the Cayley-graph-polytope.
When one solves for positive solutions for fixed values of kˆj , k˜c+1, . . . , k˜R one still
needs to consider the ideal I def
Yˇe
additional to I def
Yˇe
⊆ I def
Yˆe
as in Theorem 4.18. If a cell of a
regular triangulation of Yˆe shows multistationarity, then there is multistationarity for small
ε by continuity.
Example 4.7 (continued). Since C4 is an initial complex for two reactions the matrix
Y = (y1, y2, y3, y4, y5) is expanded to Ye = YL = (y1, y2, y3, y4, y4, y5). Term orders of
I def
Yˇe
= I def
Yˆe
= I def
YˆL
= 〈z4 − kˆ435z5, z6z2 − kg4z1z3〉
can be restricted to span(e45, g¯4). There are four different reduced Gröbner bases.
(1) For ω = e45 + g¯4 we deform the toric ideal with kˆ435 = ε, kg4 = ε and ε → 0 to〈z4, z6z2〉 = 〈z2, z4〉 ∩ 〈z4, z6〉. This corresponds to a regular triangulation with sim-
plices {z1, z3, z5, z6} and {z1, z2, z3, z5}. The intersections of the two subvarieties
V (〈z2, z4〉), V (〈z4, z6〉) with Clarke’s cone are the boundary subcones cone(E3,E4)
and cone(E1,E4).
(2) For ω = −e45 − g¯4 we deform the toric ideal with kˆ435 = ε−1, kg4 = ε−1 and ε → 0
to 〈z5, z1z3〉 = 〈z1, z5〉∩ 〈z3, z5〉. This corresponds to a regular triangulation with sim-
plices {z2, z3, z4, z6} and {z1, z2, z4, z6}. The intersections of the two subvarieties with
Clarke ’s cone are the boundary subcones cone(E1,E5) and cone(E2,E5).
(3) For ω = e45 − g¯4 the deformation gives 〈z4, z1z3〉 = 〈z1, z4〉 ∩ 〈z3, z4〉. The subcones
are generated by E3 and by E1, E3, respectively.
(4) For ω = −e45 + g¯4 the deformation gives 〈z5, z2z6〉 = 〈z2, z5〉∩〈z5, z6〉. The subcones
are generated by E2, as well as by E1, E2.
The cases (3) and (4) are the two extreme subcases of the case of complex balancing
solutions studied before.
The cases (1) and (2) use the regular triangulations of the Cayley-graph-polytope of Yˇe .
In this example the projections of the two regular triangulations of Yˇe give regular triangu-
lations of the Newton polytope conv(y1, . . . , y5) which are presented in Fig. 7. The inner
face {z1, z3, z5} of the first triangulation corresponds to the support of E4 and includes
the support of g−. The inner face {z2, z4, z6} of the second triangulation corresponds to4
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tion with the deformed toric variety for kˆ435kg4 = 1 which corresponds to complex balancing solutions. The four
line collections corresponds to the four flat deformations.
C1 C2, C3 → C4 → C5 C1 C2, C3 ← C4 ← C5
C1 → C2, C3 → C4  C5 C1 ← C2, C3 C4 ← C5
Fig. 8. Edelstein example: four subnetworks associated to the four cells of the two regular triangulations in Fig. 7.
the support of E5 and includes the support of g−5 . The inner normal of the first inner
face is µ = (1,0,1). For the second it is µ = (1,2,2). Both normals are not parallel to
v1 = (0,1,1). But condition (v) of Proposition 4.8 is not satisfied. There is no multista-
tionarity for the stoichiometric subsystems. Nevertheless there is multistationarity in the
limit of case (1).
The set {x ∈ (R+)3 | ∃k˜3 > 0 with YIaIKΨ (x) = 0} deforms by Theorem 4.18. Since
I
Yˆ
= I
Yˇ
, we can immediately discuss the case for fixed k˜3 and solve simpler equations asso-
ciated to the simplices of the triangulation. In case (1), for the cell with indices (1,2,3,5),
the simpler equations are with z = j1E1 + j4E4 = (j1 + j4, j1, j4,0, j4,0)
z2
z1
= j1
j1 + j4 = k˜
C
1 w1,
z5
z3
= 1 = k˜C2 w2,
z3
z1
= j4
j1 + j4 = k˜
C
3 w3
yielding
x = (w1,w3,w1w2w3) =
(
j1
(j1 + j4)k˜C1
,
j4
(j1 + j4)k˜3
,
j1j4
(j1 + j4)2k˜C1 k˜C2 k˜3
)
.
For j1 = 0, j4 = 1 the curve is touching a space {x | x2 + x3 = c1} which is also true
in a neighborhood, see Fig. 9. For the second cell (1,3,5,6) and z = j3E3 + j4E4 =
(j4,0, j4,0, j3 + j4, j3) we solve
z5
z3
= j3 + j4
j4
= k˜C2 w2,
z6
z3
= j3
j4
= 1
k˜C1
1
w1
,
z3
z1
= 1 = k˜3w3,
yielding
x =
(
j4
j k˜C
,
1
k˜
,
(j3 + j4)
j k˜C k˜Ck˜
)
.3 1 3 3 1 2 3
290 K. Gatermann, M. Wolfrum / Advances in Applied Mathematics 34 (2005) 252–294Fig. 9. Left: solutions for kg4 = 0.1, for both cells and for E4. Right: solutions for kg4 = 5 of cell (E1,E5),E5,
the system and cell (E2,E5) (from left to right).
When j1 is small x is dominated by j4 for both cells. The dependence is given by µ =
(1,0,1), the normal on the joint face. This agrees with Bernstein’s second theorem.
For the first cell (1,2,4,6) in case (2) we have for z = j1E1 + j5E5 = (j1, j1 +
j5,0, j5,0, j5)
z2
z1
= j1 + j5
j1
= k˜C1 w1,
z6
z4
= 1 = 1
kC1 k
C
2
1
w1w2
,
z4
z1
= j5
j1
= k˜C2 k˜3w2w3
giving w1 = j1+j5
j1k˜
C
1
, w2 = j1
(j1+j5)k˜C2
, w3 = j5(j1+j5)
j21 k˜3
, and yielding altogether
x =
(
j1 + j5
j1k˜
C
1
,
j5(j1 + j5)
j21 k˜3
,
j5(j1 + j5)
j21 k˜
C
1 k˜
C
2 k˜
C
3
)
.
For cell (2,3,4,6) we have with z = j2E2 + j5E5 = (0, j5, j2, j2 + j5,0, j5)
z4
z3
= j2 + j5
j2
= k˜C2 w2,
z6
z3
= j5
j2
= 1
k˜C1 w1
,
z3
z2
= j2
j5
= k˜3
k˜C1
w3
w1
yielding
x =
(
j2
j5k˜C1
,
j22
j25 k˜3
,
j22 (j2 + j5)
j35 k˜
C
1 k˜
C
2 k˜3
)
.
For both cells, for small values of j1, j2 the solutions depend on j5 like µ = (1,2,2), the
normal to the inner face of the regular triangulation. This agrees with Bernstein’s second
theorem.
Figure 9 shows the real curves for k0 = k˜C1 = k˜C2 = k˜3 = 1 fixed and for two pairs of
values of kg4 , kˆ435, e.g., kg4 = kˆ435 = 0.1 and kg4 − kˆ435 = 5.
K. Gatermann, M. Wolfrum / Advances in Applied Mathematics 34 (2005) 252–294 291Example 3.11 (continued). The lattice associated to the Cayley-graph-polytope is gen-
erated by y2 − y1, y4 − y3, y6 − y5 and has dimension 2. The lattice generated by
y2 −y1, y3 −y1, y4 −y1, y5 −y1 has dimension 3. According to this, we choose the change
of coordinates
x1 = w1
w22w
3
2
, x2 = w1
w22w
3 , x3 =
w1
w2w3
, and
w1 = x
2
3
x1
, w2 = x3
x2
, w3 = x2
x1
.
For the change of coordinates on the rate constants we introduce a dummy parameter k6,6
since C6 is a pure product complex. According to the lattices and the confluent vector
g3 = IaE3 = Ia(0,1,0,1,1)= (1,−1,1,−1,−1,1) we choose
k0 =
k23,4
k1,2
, k˜C1 =
k1,2
k2,1
, k˜C2 =
k3,4
k4,3
, k˜3 = k4,3
k2,1
,
kg = k2,1k4,3k6,6
k1,2k3,4k5,6
, kˆ = k
2
3,4k6,5
k2,1k1,2k4,3
,
k2,1 = k0k˜
C
1
(k˜C2 )
2k˜23
, k1,2 = k0(k˜
C
1 )
2
(k˜C2 )
2(k˜3)2
, k4,3 = k0k˜
C
1
(k˜C2 )
2k˜3
,
k3,4 = k0k˜
C
1
k˜C2 k˜3
, k6,5 = k0(k˜
C
1 )
2kˆ
(k˜C2 )
4(k˜3)3
, k6,6 = k0(k˜
C
1 )
3kgkˆ
(k˜C2 )
3(k˜3)3
.
In these coordinates a Gröbner basis of I def
Yˆe
with respect to a weighted order is
z4z6 − kgkˆz22, kˆz1z2z3 − z24z5, z1z3z6 − kgz2z4z5.
The ideal includes I def
Yˇe
= 〈z1z3z6 − kgz2z4z5〉 and I def
YˆL
= 〈z24z5 − kˆz1z2z3〉.
The limit 1/kg → 0 deforms I def
Yˇe
to a monomial ideal with primary decomposi-
tion 〈z2〉 ∩ 〈z4〉 ∩ 〈z5〉. This corresponds to a regular triangulation of the Cayley-graph-
polytope with three tetrahedra. The intersection of V (〈z2〉) (V (〈z4〉), V (〈z5〉), respectively)
with the amended Clarke’s cone cone(E1,E2,E3) are cone(E2,E4), (cone(E1,E4),
cone(E1,E2,E4), respectively). The subsystems have only complex balancing solutions.
There is no multistationarity in the limit.
The limit kg → 0 deforms I def
Yˇe
to the monomial ideal (z1z3z6). The triangulation of the
Cayley-graph-polytope consists of three tetrahedra. The intersections of the varieties with
the cone are cone(E2,E3,E4), cone(E1,E3,E4), cone(E1,E2,E3). The set {x ∈ R3+ |
∃kˆ > 0 with YIaIKΨ (x) = 0} deforms to three sets of solutions of the subsystems. Here,
only w1,w2 are determined.
292 K. Gatermann, M. Wolfrum / Advances in Applied Mathematics 34 (2005) 252–294Fig. 10. Left: a triangulation with inner face induced by E3. Right: solution curves of the system, for two subsys-
tems and of stoichiometric subsystem of E3.
For fixed kˆ we need to study a deformation I def
Yˆe
. Term orders are elements of ker(Yˆe)
which includes ker(Yˇe). In this examples w = g3 is already a term order and ing3(I defYˆe =〈z4z6, z1z2z3, z1z3z6〉 with primary decomposition
〈z1, z4〉 ∩ 〈z1, z6〉 ∩ 〈z3, z4〉 ∩ 〈z3, z6〉 ∩ 〈z2, z6〉.
Associated to this there is a regular triangulation of conv(y1, y1, y3, y4, y5, y6) with five
tetrahedra, see Fig. 10. The intersections of the five protective spaces with the cone are
cone(E4), cone(E2,E3), cone(E1,E4), cone(E1,E3), cone(E2). The second and fourth
cell are interesting and the positive solutions of its subsystems are plotted in Fig. 10,
together with the solution curve of the full system and the solutions of the subsystem
associated to E3 (14). The plot is for k˜C1 = k˜C2 = k˜3 = 1, kˆ = 10. Whether multistationarity
arises still depends on the choice of B .
The inner face (see Fig. 10) gives rise to multistationarity. Being an inner facet implies
the inequalities µty2 > µty1, µty4 < µty3 which are part of the system of equalities and
inequalities in [16].
Theorem 4.18 shows that the simplices of a regular triangulation of the Cayley-graph-
polytope are the source of multistationarity. When the stoichiometric generators define
inner faces of the regular triangulation, they can be considered as source of multistationar-
ity as suggested by an example in [10]. The subsystem associated to an inner face given by
a stoichiometric generator has positive solutions and thus guarantees that two neighboring
simplices have positive solutions. But we need to restrict to those stoichiometric genera-
tors whose support involve several connected components. This theorem enables also an
explanation of Femberg’s work on multistationarity [16].
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