In this paper, a comparative analysis of the computational aspects of a bulk-service queueing system with variable capacity and finite waiting space is carried out using the Jacobi method of iteration and the rootfinding method. Steady-state probabilities and moments of the number of customers in system at post-departure epochs have been obtained. In the special case when service is performed in batches of fixed size B, a set of relations among post-departure, random and pre-arrival epochs probabilities has also been obtained. For this special case, we present various performance measures such as moments of number in system at random epoch, probability of blocking, probability that server is busy, etcetera. A variety of numerical results have been obtained for several service-time distributions: Erlang, deterministic and hyperexponential. It was finally observed that the Jacobi method is less cumbersome than the rootfinding method.
Introduction
The analytic and computational aspects of single-server infinite-waiting-space queueing systems with bulk-service have been discussed by several authors, see e.g., Neuts [14] , and Briere and Chaudhry [4] . However, in real life, we often encounter queues with finite waiting space which cannot always be approximated by queues with infinite waiting space. Besides, queues run most efficiently when the traffic intensity is unity. Although numerical results for batch-arrival queueing systems with finite waiting space are available, see e.g., Manfield [13] , Baba [1] and Nobel [16] , unfortunately, not much seems to have been done computationally on the corresponding bulk-service finite-waiting-space queueing models despite the fact that analytical results on such models have been available for quite some time and they have a wide range of applications in transportation, computers, communications, production process, finite dam, and other areas.
The first analytic study related to bulk-service, finite-waiting-space queues seems to have been carried out by Finch [9] who analyzes the M/M B /l/NB+ B queueing system. Singh [18] discusses the more general model by allowing variable service capacity and arbitrary service-time distribution. Bagchi and Templeton In recent years, there has been a lot of criticism about the applicability of these available analytic results. A practitioner who often finds the solution of many important queueing models in terms of probability generating function (p.g.f.) or in some other complicated mathematical form, has no easy way of implementing the models in practical situations and therefore he ends up with the question: what good is the model, if its implementation is difficult? Amongst others, Cohen [8, p. 640] states that a rather neglected area in queueing theory is the development of algorithmic and numerical methods, though some systematic work, in this direction, has now been started, see e.g. the work of Neuts [15] using the phase technique, Briere and Chaudhry [4] using roots.
The objective of this paper is to do computational analysis of the bulk-service queueing system with variable capacity and finite waiting space discussed by Singh [18, 19) who obtains the p.g.f. of the number in system left behind by a departing batch. It was thought that one could obtain the complete probability distribution and moments from the probability generating function. But numerical experiments have shown that it is difficult, if not impossible, to obtain any information regarding various queue characteristics from the given probability generating function. Similar remarks also apply to the model proposed by Lwin and Ghosal [12] .
We use the Jacobi iterative method to solve simultaneous equations of the model under discussion. It not only gives accurate results, but they can be obtained within a reasonable amount of time, even on a PC. We also tried the Gauss-Seidel iterative method. For small values of N (see later for its definition), it generally gave good results at a faster rate. Unfortunately, as N gets large, it took too long 8Jld too many iterations to converge. This observation has also been made by Chu [7] in anot.her application. In view of this difficulty, we preferred to use the Jacobi iterative method which converged in all the cases that we tested. Further, a set of relationships among post-departure epoch (p.d.e.), pre-arrival epoch (p.a.e.) and random epoch (r .e.) probabili ties has been obtained in the special case when service is performed in batches of fixed sizeo8. The model with batches of fixed size is analytically more tractable than the more general model of variable service capacity. From the p.d.e. probabilities of M/GIBI /l/N + B, where service is rendered in batches of fixed size B, we also obtain p.d.e. probabilities of the number of phases for the model EB/G/I/N + B which has been studied analytically by Truslove [20] and Hokstad [11] . They, however, do not give any numerical results. In the special case when waiting space is equal to batch size, M/GB/I/ B + B, an exact analytical result has been obtained. For numerical purposes (see tables), the service-time distribution has been taken as exponential (M), Erlang (E,,), deterministic (D) and hyperexponential (HE 2 ) which cover a wide range of distributions that may arise in practice. The major contribution of this paper is numerical with some important analytical results interspersed. 
The Model
where N;t = number of customers in the system immediately after the nth batch departure, and
It should be remarked that the actual expression of the p.g.f. P+(z) involves two parts, the first part gives the required terms {zi}~ and the second the terms {Zim+B which are not required. The first part of the p.g.f. P+(z) is denoted as Q(z) and given in (2.3). If the expression (2.3) is expanded in a power series in some suitable region of convergence, then Pt, j = 0, 1, 2, ... , N, the coefficient of zi can be obtained. However, this is not simple except in the case of exponential service times or single service.
Obtaining the roots of the denominator of (2.3) is not a problem and they can be easily found by the Chaudhry QROOT [6] software package for values of p ~ 1. But the problem is with the numerator of (2.3) which involves the unknown probabilities PC:, pi, pi, ... , PJ'-l' This difficultly may be explained as follows. Suppose we keep the unknowns and use partial fractions of (2.3). This not only leads to solving all the N + 1 equations, but makes the first B equations redundant. This is explained in the appendix by means of a simple example, i.e., M/M 3 /1/7. All this implies that even after obtaining 'the zeros of the denominator of (2.3) and then expanding Q(z) using partial fractions, the problem reduces to a set of N + 1 simultaneous equations whose solution, in turn, requires a numerical procedure if N is quite large. In fact, in the case of the finite-waiting-space bulk-service general model, the p.g.f. of the number in system at a departure epoch leads to a lengthier solution procedure. Besides, it does not even give moments as are generally obtained very easily using the infinite-waiting-space model, see, e.g., Briere and Chaudhry [4] . So the problem can, in general, be best dealt with using the Jacobi method (or the Gauss-Seidel method which, as stated earlier, works better for small values of N) on the equations given in (2.1) and (2.2) which, in fact, lead to very accurate results that are given in the attached tables.
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The Computational Aspecrs o!M/CY/l/N+B
Special Cases of the Model
Here the service is rendered in batches of size less than or equal to B.
If we assume that the service is performed in batches of fixed size B, then the new model is denoted by M/GIBI/l/N + B. As in the infinite-waiting-space model, the p.d.e. probabilities for cases (i) and (ii) are the same. Besides, in this case, it is easy to get the relationship among p.d.e, p.a.e. and r.e. probabilities. Let P;-, P; and p/ be the p.a.e., r.e. and p.d.e. probabilities, respectively. Now, first note that since the arrivals follow the Poisson process, {Pj}~+B = {p,:-}~+B. This well known fact is used in the derivation of the result given in (3.5) below. The relationship between the probabilities P,:-and P/ is given in the following theorem. Theorem: The probability distributions {p,:-}~+B and {pt}~+B are related to one another by
and where
;=B .=0 ;=1 ;=B Proof: Define N. = # in the system, N.". = # in service, and N t = # in queue so that
In steady state, let NA and ND be the total number of steps in the arrival and departure processes, respectively, over a given long period of time. Using the level crossing method due to Foster and Perera [10] or Shanthikumar and Chandra [17] , in the steady state, the number of times a given level is crossed in the :arrival process can differ at most by one from the number of times it is crossed in the departure or service process, i.e., the rate at which it is crossed from above and the rate at which it is crossed from below must be equal. It is the product of the p.a.e. probabilities with NA which gives the rate up; the rate down is the product of ND with p.d.e. probabilities, i.e., the general relationship for the rates of crossing level i is:
i=O with boundary conditions:
Summing both sides of (3.2) over,. from 0 to N + B-1, we get
So from (3.2), the p.a.e. probabilities can be written as
Now, using the argument that, in steady-state, customers must depart the system at the same rate at which they join it, N+B (3.5)
;=B
While the left-hand side of (3.5) represents the effective arrival rate, the summation on the right-hand side gives the probability that the server is busy at arrival epoch and hence, in this model, at random epoch. Substituting P;-from (3.4) into (3.5),
;=B and using (3.7) in (3.6), we have
Interestingly, the service time distribution only enters into this through the value of P+. The remaining p.a.e./r.e. probabilities can be expressed as 1-Po, respectively. Also, the expected value (L) and the variance of the number in system can be easily obtained using gives the probability of n in the system for EB/G/1/N + 1 at a departure epoch.
(iv) M/G(B(/1/B+B
In this case, the number of waiting spaces, i.e., the number in queue is equal to the fixed capacity of the service batch. It can be easily seen that from equation (2.1) we get an explicit analytical expression for Pt:
Service Time Distributions
In this section, we give the expression for le n for various service-time distributions.
(i) Erlang (El<)
Here, the service-time distribution with le-exponential phases is such that each phase has a mean 1/~. As the mean service time for E.~ is Ie/~, the utilization factor p becomes ~. This gives
which is the p.g.f. of a random variable following a negative binomial distribution with parameters le and Ie/(Ie + l3p). This yields
Clearly, k = 1 in the above case gives the results for exponential service-time distribution.
(ii) Deterministic (D)
In this case, the service time has a constant value, 1/~, which implies that Kz= .
where P' = P10"2 + P20"l·
Numerical Results and Comments
Extensive numerical work has been carried out for the model under discussion. It has been observed that when traffic intensity P ~ 1 and the waiting space N is moderate, say < 20, the method converges very fast. But when P = 1 and N is large, the convergence is slow, as one would expect. All the calculations were performed on a COMPAQ 286 PC in double precision. Though a large number of tables have been produced, only a few are presented here. The selection has been done in such a way that by looking at them one gets a feel and appreciation of the general applicability of the numerical procedure discussed in this paper. Table 1 gives the probability distribution of the number in system at p.d.e. for the case when B = 10, ho = 0.1, h5 = 0.2, ha = 0.2 and hlO = 0.5. The service time distribution is taken as Erlang with three phases (E3). Results have been obtained for P = 0.5, 1 and 2. At the bottom of the table, mean (I-') and standard deviation (0") of the number in system are also given. In the special case when service is performed in batches of fixed size, performance measures such as probability of blocking (PBL), probability server is busy (PB), and average number in system (L) at r.e. are given in table 2 for P = 0.5, 1, 2, and 5, N =10, 20, 50, 100, and 200 and service distribution E3. The PBL in cases when the service-time distribution is exponential, deterministic or hyperexponential is given in table 3. It can be easily seen from tables 2 and 3 that, for a given p, the PBL decreases as waiting space increases irrespective of the service time distribution. Also, when P < 1, the decay is faster as N increases and tends to 0 for large N. In the case of P = 1, the decay in PBL is very slow. But for p::> 1, PBL -+ 1-l/p for large N. This can be easily seen to follow from equation (3.5). Since for p::> 1, the server is unlikely to be idle, the result follows. In table 4, we present the effect of batch size on PBL for waiting space N = 20. It is observed that PBL increases as B increases. That is, to reduce the PBL the server should serve batches of smaller size. Finally, in table 5, for P < 1, we present the comparison of the results obtained using the present method and those obtained through the truncation ofthe M/Er/1/00 model. The first column gives the probability of number in system at p.d.e. when N = 20 and the second column gives the results of N = 00 truncated and normalized at N = 20. This is presented for P = 0.2 and 0.99. It can be seen that when traffic is light, the finite-waiting-space probabilities can be approximated from those of
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the infinite waiting space by truncating and normalizing at N. However, in heavy traffic, the approximation, as one would expect, is not very good. The cumulative distribution functions (CDFs) of the number in system for these models are shown in figure 1. Finally, in table 6, we obtain the distribution of number in system for EB/G/I/N + I at p.d.e. using the result obtained through phases. These results again match those of infinite waiting space by truncating and normalizing at N. Once again, in light traffic, the approximation through the infinite-waiting-space model is good.
Conclusions
We have successfully studied the behavior of the model under discussion. In short, we can say that though Singh gives analytically closed-form results for the model under discussion, they are computationally non-tractable. It is shown here that for both M/GB/I/N + Band EB/G/I/N + B, the results can easily be dealt with numerically. Though we have considered commonly used service-time distributions, the method can be used for more general service-time distributions, discrete or continuous. Finally, a remark may be made about the future work related to this model. We expect to obtain, though it does not appear to be feasible at this stage, the relatitonship among the p.d.e., p.a.e. and r.e. probabilities in case of variable service capacity which may be helpful in obtaining various performance measures such as PBL, PB, etcetera.
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We discuss later how these relationships can be used fruitfully.
Here, the denominator of (2.3) is z3/1 + 3p(1 -z)l -1. In this case, the zeros are Zo = 1, Zl = 1.446, Z:I,3 = -0.3898 ± 0.5559i, for p = 0.5.
From (2.3), we have
or by making partial fractions and picking coefficients of zn (A4)
The numerical values of the Ao's, Bo's and co's are 
It can be easily seen that three equations become redundant, and thus we have three equations in five unknowns. Consequently, these can be solved by using two equations from set (1). But testing shows that when the first two equations of set (1) are solved using the last two equations of set (A6), they become redundant. Consider now the last two equations of set (1) We could have obtained the above solution using two equations from the equations in (AI) or (AI) and (A2). It may be remarked that though all the numerical calculations were done in double precision, they are given here only up to four decimal places. The solution to the system of equations in set (1) using the Jacobi method agrees with the solution obtained above using roots and the Jacobi method.
On the basis of the above example and several other cases which we tested, it may be remarked that in M/M B /l/N + B, the above method produces B redundant equations.
Since it also makes the first N -B + 1 equations of set (1) redundant, we either use the last B-1 equations in set (1) or B-1 equations from set (AI) or sets (AI) and (A2) to solve this system completely. Furthermore, using this method, one first needs to find the roots and then solve the equations by borrowing from set (1) or (AI) or sets (AI) and (A2). Although we discuss one example when G = M to show that B equations become redundant, the same thing was observed if we take G = E 2 • In view of this, it is felt that the redundancy of equations will hold for an arbitrary G. As such, it is better to solve the original set directly for any service-time distribution than go'through the above method, although the above method will generate more zero elements so that less calculations will have to be performed to solve the system of equations. Table 2 Probability of blocking (PBL). Probability of server busy (PB) and Average number in system (L) for 
