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Let G be a graph with n vertices, and let S be a graph with k vertices, k <n/2. 
Algebraic techniques are used to prove that the number of induced subgraphs (or 
just subgraphs) of G isomorphic to S is vertex-switching reconstructible. This ver- 
tex-switching version of Kelly’s Lemma is used, along with structural arguments, to 
prove that triangle-free graphs are vertex-switching reconstructible. 0 1992 Academic 
Press, Inc. 
1. INTR~D~JCTI~N 
All graphs in this paper are simple (no loops or multiple edges) and 
finite. The order of a graph is its number of vertices. The set of neighbours 
of a vertex u in a graph G will be denoted N,Ju), and the degree of u will 
be denoted dG(u). The number of edges (0 or 1) between vertices u and v 
in G will be denoted e&u, u). When the graph under discussion is clear, the 
subscript G will be dropped. 
In reconstruction arguments it is vital to distinguish between equality 
and isomorphism of graphs; the distinction between “labelled” and 
“unlabelled” graphs that is usually glossed over in most graph theory 
papers must be carefully maintained. These considerations motivate the 
following definitions. The isomorphism equivalence relation partitions the 
set of all graphs into isomorphism classes. We assume one member of each 
isomorphism class to be distinguished-a unique representative of that 
isomorphism class-and define .%?,, to be the set consisting of all these 
representatives on n vertices. Given any particular graph G of order n we 
denote by G* the unique member of B,, isomorphic to G, and more 
generally if C is a set of isomorphic graphs of order n then C* shall denote 
the member of L@~ isomorphic to any of the graphs in C. 
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A vertex-switching G, of a graph G is obtained by taking a vertex v of 
G, removing all edges incident with v, and adding edges joining v to every 
vertext not adjacent to v in G. Let G,, denote the result of switching on u 
then v; then G,,= G,,. Therefore, it is possible to define G, for any 
U c V(G) as the result of switching on all vertices of U, in any order. 
The problem of vertex-switching reconstruction was introduced by 
Stanley [8] in 1985, as a variant of the vertex and edge reconstruction 
problems (a good survey of which can be found in Bondy and Hemminger 
[ 11). The vertex-switching deck of G is the multiset D(G) = 
(Gz: v E V(G) >. The graph G is said to be vertex-switching reconstructible 
if any graph with the same deck as G is isomorphic to G. A graph 
parameter or property is said to be reconstructible if it is determined by the 
deck. 
Not all graphs are vertex-switching reconstructible; the empty graph on 
4 vertices and the cycle of length 4 have the same deck (and there are 
several more known examples-all on 4 vertices). However, Stanley [S] 
proved that if G has n vertices and n $0 (mod 4) then G is vertex-switching 
reconstructible, leaving only the case n E 0 (mod 4), n 2 8. His proof is 
based on showing that a certain linear transformation, representing the 
formation of the vertex-switching deck, is one-to-one. Others, such as Alon 
and Coppersmith (mentioned in [S]), and Krasikov and Roditty [6], have 
proved Stanley’s result using simple counting arguments. Stanley also 
mentions that when n # 4, the number of edges and the degree sequence 
are reconstructible. Krasikov [S] has shown that disconnected graphs are 
reconstructible, and has given bounds on the maximum and minimum 
degrees of a nonreconstructible graph. 
Krasikov and Roditty [6, Lemma 2.51 claim to have proved the very 
strong result, that a nonreconstructible graph with n vertices and m edges 
must have n(n - 2)/4 I m I n2/4. However, their proof seems to be incom- 
plete, and the problem is discussed in Section 5. 
In this paper we use algebraic techniques similar to the ones used by 
Stanley [S] and Godsil, Krasikov, and Roditty [4] to prove a vertex- 
switching analogue of the well-known Kelly’s Lemmas (see [l, 
pp. 229,239]) for counting subgraphs in vertex and edge reconstruction. 
We then use this, a lemma due to Krasikov and Roditty [S, 63, and 
structural arguments to show that regular and triangle-free graphs are 
reconstructible.. 
During the writing of this paper it has come to our attention that 
Krasikov and Roditty [7] have independently obtained the vertex- 
switching analogue of Kelly’s Lemma which we present in Sections 2 and 
3. In fact, by using the same “matrix inversion” approach, but with a 
different method of proving the matrices invertible, they have obtained a 
more general result on reconstructing subgraph numbers from the s-vertex- 
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switching deck. Their result gives our Theorem 3.4 in the special case s = 1. 
However, our method has some advantages over theirs. In particular, by 
explicitly finding the eigenvalues of the “vertex-switching matrix” M, we 
can show that Theorem 3.4 is the best possible result obtainable by the 
matrix inversion approach for reconstructing subgraph numbers. Also, the 
eigenvalues themselves may prove to be valuable for strengthening 
Krasikov and Roditty’s general result-see [7, Remark 21. In [7] 
Krasikov and Roditty also give some very interesting results on s-vertex- 
switching reconstruction for s 2 4. 
2. RECONSTRUCTING THE NUMBER OF TRIANGLES 
In this section we demonstrate that the number of triangles can be 
reconstructed from the deck provided that n ~4. This is a special case 
of the results in the next section and is intended to provide a concrete 
example of the concepts involved. 
Two graphs G and H are said to be switching-equiualent if there is some 
UC V(G) such that GU r H. This is an equivalence relation that partitions 
%?,, into switching classes. For an arbitrary graph G, we say that the 
switching class of G is the switching class containing G*. 
Let i(S, G) be the number of induced subgraphs isomorphic to S 
contained in G, and X,(G -+ H) be the number of one-vertex switchings 
of G that are isomorphic to H. Let t(S, G) denote the total number of 
occurrences of S as an induced subgraph in the vertex-switching deck of G, 
that is, 
t(S, G) = c i(S, G,). 
UE Y(G) 
For the next two sections G will always refer to the n-vertex graph that 
we are trying to reconstruct. 
LEMMA 2.1. For any graph S on k vertices we have 
t(S,G)=(n-k)i(S,G)+ c X,(T+S)i(T,G). 
TEyZk 
ProoJ: Consider the ways in which a graph isomorphic to S can appear 
as an induced subgraph somewhere in the deck. Any particular isomorphic 
copy of S in G will be left untouched when the switching is done on any 
of the n -k vertices not in it, thus yielding the first term. In addition, any 
induced k vertex graph may yield a graph isomorphic to S when we switch 
on one of the vertices in it, yielding the second term. 1 
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Let {S,, &, . . . . S,} be a switching class of k vertex graphs. Then writing 
out the above equation for each of these graphs in turn we obtain an m x m 
system of linear equations in the unknowns i(S,, G) (1 <j 5 m). (We can 
restrict our attention to a single switching class because X1( T -+ S) = 0 if S 
and T are not switching equivalent.) If the matrix corresponding to this 
system of linear equations is invertible, then we can solve the system and 
hence reconstruct the parameters i(Sj, G). 
In our particular case we are interested in reconstructing the number of 
triangles. Now the switching class containing K3 consists only of KS itself 
and K, u K1, and we have X,(K, --f K,) = 0, X,(K2 u K, -+ K,) = 1, 
X,(K,+K,uK,)=3, and X,(K2uK, -+ K, u K, ) = 2 thereby yielding the 
system of equations 
1 
n-3+2 
If we let t = (t(K,, G), t(KZ u K,, G))‘, i= (i(K,, G), i(KZ u K,, G))‘, and 
M=(i :) this can be rewritten as the equation t=((n-3)Z+M)i. As t 
can be obtained from the deck, we can reconstruct i provided that 
(n - 3)Z+ M is invertible, or equivalently has no zero eigenvalues. Thus we 
obtain the following 
THEOREM 2.2. For a graph G on n # 4 vertices the number of triangles is 
reconstructible from the vertex-switching deck. 
Proof. The matrix M= (i l) has eigenvalues - 1 and 3. Thus 
(n - 3)Z+ M has eigenvalues n - 3 - 1 and n - 3 + 3. As long as n # 0 and 
n # 4 these are non-zero, (n - 3)Z + M is invertible and thus the number of 
triangles can be reconstructed. 1 
3. RECONSTRUCTION OF GENERAL SUBGRAPHS 
In this section we shall generalize the ideas introduced in the previous 
section to obtain a vertex-switching analogue of Kelly’s Lemma in normal 
vertex reconstruction. 
Let (S,, Sz, . . . . S,} be a switching class of k vertex graphs. Then define 
the switching matrix M= (m,) by mij= Xl(Sj + St). Setting t = (t(S,, G), 
V,, G), . ..> t(S,, G))’ and i = (i(S, , G), i(Sz, G), . . . . i(S,, G))‘, the equa- 
tions of Lemma 2.1 reduce to t = ((n - k)Z+ M)i. This system of linear 
equations can be solved provided that k-n is not an eigenvalue of M. 
Thus we shall now investigate the possible eigenvalues of M. 
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In order to determine the possible eigenvalues of M we need to turn our 
attention to a much larger matrix. Let Y,, YZ, . . . . Y, be all the graphs on 
the vertex set (1,2, . . . . k}. We emphasize that these graphs are specifically 
Zabelled graphs with this particular vertex set, and hence K= 2(i). Then 
define a matrix Y = ( yij) by y, = 1 if and only if some one-vertex switching 
of Y, is equal to Yi, and y, = 0 otherwise. Thus Y is a Kx K matrix, with 
precisely k l’s in each column. This matrix Y is the matrix of Stanley’s 
linear transformation 4 [S], but we need more detailed information about 
its structure. 
LEMMA 3.1. By selecting a suitable ordering on the graphs 
y, 9 y,, *.., Y,, the matrix Y may be placed in block diagonal form with 
K/2k-1 blocks, each of size 2k-‘. Furthermore each of the blocks is the 
adjacency matrix of a graph isomorphic to the folded k-cube. 
Proof: Given any particular graph Y,, there are 2k possible subsets of 
vertices on which one can switch. However, as switching on a set of vertices 
and its complement yields the same graph, performing every possible 
switching on Yi yields a set of 2k-’ graphs. Thus, reordering if necessary, 
we can assume that the graphs are listed one such set after another, thus 
yielding a block diagonal matrix with each block being square of size 2k- ‘. 
Now we shall investigate a particular block. Consider the 2k-’ graphs that 
can be obtained by switchings from Yi. With each of these graphs H, we 
can associate a partition into 2 parts of ( 1,2, . . . . k}, namely a set of vertices 
required to switch from Yi to H, together with its complement. Now the 
results of performing one-vertex switchings can be expressed solely in terms 
of these partitions, regardless of the actual graphs involved. Two partitions 
can be obtained from each other via a one-vertex switching if and only if 
their common retinement contains a cell of size one. However, this is 
precisely the definition of adjacency for the distance-regular graph known 
as the folded k-cube (Brouwer, Cohen, and Neumaier [2, p. 264]), and 
hence each block of Y is simply a copy of this adjacency matrix. 1 
As the eigenvalues and multiplicities of the adjacency matrix of the 
folded k-cube are well known (Brouwer et al. [2]) we immediately obtain 
COROLLARY 3.2. The eigenvalues of Y are 0, = k - 4j with multiplicity 
K($)/2k-’ for Olj<_Lk/2_1. 
Having found the eigenvalues of Y, we now describe how they relate to 
the eigenvalues of M. Consider the symmetric group Sk acting on the set 
of graphs { Y,, Y,, . . . . YK). The orbits of this group partition 
( y,, yz, *.., Y,] into isomorphism classes C,, C,, . . . . C,. Let P be the 
characteristic matrix of this partition, that is, P is a p x K matrix with rows 
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indexed by isomorphism classes Ci and columns indexed by graphs Yj such 
that pii = 1 if Yj is in Ci and 0 otherwise. Let X be the switching matrix for 
isomorphism classes of graphs, that is, X= (x,) where xij = X,(C,y + CF). 
Notice that by ordering the isomorphism classes of graphs into switching 
classes, X is again a block diagonal matrix, with each block corresponding 
to the switching matrix of one particular switching class (i.e., precisely the 
matrix M). 
Then we have the following lemma. 
LEMMA 3.3. The matrics P, X, and Y defined above satisfy the relation 
PY = XP. Any eigenvalue of X is also an eigenvalue of Y. 
Proof. We consider the ij entry of each matrix. Firstly (PY), counts the 
number of switchings of Yj that yield a graph in C;. On the other hand 
(XP), picks out precisely one entry from X, namely xi, (where Yj~ C,), 
which is the number of switchings of CF that yield a graph isomorphic to 
CF. Thus the first claim follows. Now consider any eigenvalue I of X with 
associated (left) eigenvector 19. Then lu’P = u’XP = v*PY. Thus v’P is a left 
eigenvector of Y with the same eigenvalue. 1 
The argument given above is a special case of the process known as 
“quotienting,” whereby given any 01-matrix M together with an equitable 
pair of partitions of its rows and columns, a smaller quotient matrix Q can 
be formed. This quotient matrix inherits at least some of the eigenvalues of 
M and often other useful algebraic properties of M (such as having full row 
rank). This argument is used implicitly in Stanley’s original proof that 
graphs on n vertices are reconstructible provided that n f 0 (mod 4). 
Quotienting is described explicitly in Godsil [3], together with full defini- 
tions of equitable partitions and related matters. 
Stanley’s theorem now follows immediately from the above results. If two 
nonisomorphic graphs on n vertices have the same switching deck, then 
two columns of the switching matrix X (for n vertex graphs) will be identi- 
cal, and X will have a zero eigenvalue. As the eigenvalues of X can only 
take values n - 4j this can only occur if n = 0 (mod 4). 
The main theorem of this section also follows quickly: 
THEOREM 3.4. Given a graph G on n vertices and a graph S on k < nJ2 
vertices, the number of induced subgraphs of G isomorphic to S can be 
reconstructed from the vertex-switching deck of G. 
Proof. Let S be a graph on k vertices, and let M be the switching 
matrix for the switching class of S. From the discussion at the beginning 
of this section we can find the number of induced subgraphs isomorphic to 
S provided that k-n is not an eigenvalue of M. The eigenvalues of M all 
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lie between k and k - 4 Lk/2_j, and if n > 2k then k -n <k - 4Lk/2J and 
the result follows. 1 
COROLLARY 3.5. Given a graph G on n vertices and a graph S on k < n/2 
vertices, the number of subgraphs of G isomorphic to S can be reconstructed 
from the vertex-switching deck of G. 
ProoJ Let s(S, G) denote the number of subgraphs of G isomorphic to 
S. Then 
s(S, G) = c s(S, T) i( T, G) 
TE& 
and so the result follows immediately from Theorem 3.4. 1 
Notice that for some switching classes it may be the case that M does 
not inherit all the eigenvalues of Y and it may be possible to reconstruct 
the numbers of these particular subgraphs for values of n less than or equal 
to 2k. However, for k I 7 computer results show that all matrices A4 retain 
all the eigenvalues (with multiplicity at least one), and we conjecture that 
this is always the case. 
One case in which all eigenvalues are always retained is when M comes 
from the switching class of the complete graph on k vertices. In this case 
M (for a suitable ordering of the graphs) is the transpose of the tridiagonal 
matrix of intersection numbers of the folded k-cube (see 12, p. 1291). Thus, 
if n I 2k and n E 0 (mod 4), then k - YI will be an eigenvalue of M, and it 
will not be possible to reconstruct the number of complete subgraphs of 
order k by using the matrix inversion approach discussed above. 
4. TRIANGLE-FREE AND OTHER GRAPHS 
In this section we use the results of Sections 2 and 3 and the following 
lemma due to Krasikov and Roditty to show that regular graphs and 
triangle-free graphs are reconstructible. We also give a very short proof of 
Krasikov’s result that disconnected graphs are reconstructible. 
LEMMA 4.1 (Krasikov and Roditty [S, 61). Suppose that G and H are 
nonisomorphic graphs of order n # 4 with the same deck. Then for every 
v E (G) there exists u = z~(v) E V(G), u # v such that G,, E H. Furthermore, 
d,(v) + d,(u) = n - 2 + 2e,( v, u). 
For any two vertices v, u of a graph G, partition V(G) - {v, u> into the 
following four subsets: N,(v+, u+) contains vertices adjacent to both v 
and U, N&v+, U-) contains vertices adjacent to v but not U, N,(v-, u+) 
contains vertices adjacent to ZJ but not v, and N,(v-, U- ) contains 
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vertices adjacent to neither u nor U. The condition &(a) + d&u) = 
n - 2 + 2e,(o, U) in Lemma 4.1 means that the number of edges joining v 
and u to the remaining n - 2 vertices of the graph is n - 2. Thus, simple 
counting yields the following result. 
LEMMA 4.2. For u and u us in Lemma 4.1, JN,(v+, u+)l= 
INCA-, u- )I. 
We can now use this fact to prove the following lemma. 
LEMMA 4.3. For v and u as in Lemma 4.1, N,(u+, ~+)#a. 
Proof Suppose N,(u +, u+) is empty; then from Lemma 4.2, 
N,(v-, U-) is also empty. When we form G,, we now obtain a graph 
isomorphic to G, the isomorphism consisting of swapping u and U. But 
since G,, E H 2 G, this is a contradiction. 1 
This allows us to give a very short proof of Krasikov’s result, that 
disconnected graphs are reconstructible. 
THEOREM 4.4 (Krasikov [5]). Disconnected graphs of order n # 4 are 
vertex-switching reconstructible. 
Proof Suppose G is disconnected but there is some H $,% G with the 
same deck. Choose u to be a vertex in the component C of G with fewest 
vertices. Let u = z&u). By Lemma 4.3, N(u + , u +) is nonempty, so u is also 
in C. The n - 2 edges from v and u to the rest of G must join at least 
(n - 2)/2 other vertices of C, and hence C has at least (n + 2)/i vertices, 
contradicting C having fewest vertices. 1 
An unsurprising result is that regular graphs are reconstructible. Recall 
that if n # 4 the number of edges and the degree sequence of a graph are 
reconstructible, as noted by Stanley [S]. Also, note that a graph is 
reconstructible if and only if its complement is reconstructible. 
THEOREM 4.5. Regular graphs of order n 24 are vertex-switching 
reconstructible. 
Proof. Let G be an r-regular graph of order n # 4. Let u be any vertex 
of G. In G, there will be one vertex of degree n - 1 - r (u itself), r vertices 
of degree r-l, and n-l-r vertices of degree r+l. If n-l-r is not 
equal to either r - 1 or r + 1, it is easy to identify u and switch on it to 
obtain G,, = G. 
Suppose that n - 1 - r = r - 1, so that r = n/2. Then in G,, v is a vertex 
of degree r - 1 adjacent to all r - 1 vertices of degree r + 1. Any other such 
vertex is similar to u in G,, and therefore switching on any such vertex will 
result in a graph isomorphic to G. 
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The case where n - 1 - Y = r + 1, so that r = (n - 2)/2, is complementary 
to r=n/2. 1 
We now come to the main result of this section, that triangle-free graphs 
are reconstructible. For any two (possibly equal) sets T, US V(G), let 
G[T,U] denote the set of edges of G with one end in T and the other end 
in U. 
THEOREM 4.6. Triangle-free graphs of order n # 4 are vertex-switching 
reconstructible. 
ProoJ Suppose G is triangle-free of order n # 4, but there exists H z?? G 
with the same deck as G. By Stanley’s result [8], we may assume that n = 0 
(mod 4), and therefore that n 2 8. By Theorem 2.2, H is also triangle-free. 
Let v be any vertex of G, and let u = nH(v). By Lemma 4.3, v and u have 
a common neighbour, and therefore v and u cannot be adjacent. 
For simplicity we shall let A =N,(v+, u+), B=N,(v+, U-), 
C=N,(v-,u+), and D=NJv-,u-). Let cr=IAI; then it follows 
from Lemma 4.2 that IDI = c(. Since G is triangle-free, we get that 
G[A, A] = G[A, B] = G[B, B] = G[A, C] = G[C, C] = 0. Since G,, E H 
is also triangle-free, we also get that G[B, D] = G[C, D] = G[D, D] = 0. 
Therefore, the only edges not incident to v or u in G must belong to either 
G[A, II] or G[B, C]. The proof can now be divided into two cases. 
(1) Suppose G has an odd cycle K. All edges of the graph G-v 
belong to one of CC(u), A], CC(u), C], G[A, D], or G[B, C], and hence 
G - v is bipartite with bipartition ((u} u Bu D, A u C). Thus, K must 
contain v. But v was an arbitrary vertex of G. Therefore, K contains all 
vertices of G and n = 1 V(K)1 is odd, a contradiction. 
(2) Suppose G has no odd cycle. By Lemma 4.3, there exists some 
a E A. To avoid an odd cycle of the form avbcua, where b E B and c E C, we 
must have G[B, C] = 0. All edges of G therefore belong to one of 
WV), A u Bl, W(u), Au Cl, or G[A, D]. Thus, every vertex of B has v 
as its only neighbour, and every vertex of C has u as its only neighbour. 
There are two subcases here. 
(2.1) Suppose that, for every choice of v, B = C= 0. Then 
n=2+ IAl + IDI =2+2a and so a=(n-2)/2. But N,Jv)=A (since v is 
not adjacent to u and B = 0) and so d,(v) = CI = (n - 2)/2, for every vertex 
v. Thus, G is regular and hence reconstructible by Theorem 4.5, a 
contradiction. 
(2.2) Suppose that for some v, IBI + ICI > 0. Without loss of 
generality, we may assume that there exists bE B. Let w  = zH(b). The 
only neighbour of b is v, and, by Lemma 4.3, N(b+, w +) # 0, so 
A’=N(b+, w+)= {v} and B’ = iV(b+, w-) = 0. From Lemma 4.2, 
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D’=N(b-, w-)= {x} f or some single vertex x. Therefore, the only edges 
in G are vb, uw, edges joining w  to C’ = N(b - , w  + ), and possibly an edge 
from u to x. Now we see that Gbw z G, a contradiction. 1 
Note that in (2.2) of the above proof, there is a vertex of degree 1. A 
result of Krasikov [S, Theorem l] on the minimum degree of reconstruc- 
tible graphs implies that a graph with a vertex of degree 1 is reconstructible 
if the graph has order IZ 2 28. However, this result does not cover the cases 
n = 8, 12, 16, 20, or 24, making our argument above necessary. 
5. AN UNPROVED CLAIM 
In [6, Lemma 2.51, Krasikov and Roditty claim to prove that a 
nonreconstructible graph G with n 24 vertices and m edges has 
n(n - 2)/4 I m 2 n*/4. We believe that their proof is incomplete, and 
describe the problem below. Throughout this section G and H denote two 
nonisomorphic graphs, with n # 4 vertices and m edges, which have the 
same deck. 
Krasikov and Roditty’s proof relies on Lemma 4.1, and it will be helpful 
to discuss this lemma in detail. In order to make our point, the notation 
we use will differ from that of Section 4 and [6] in that we will give specific 
names to all vertices of G and H. Since G and H have the same deck, we 
may suppose that V(G) = {oi, v2, . . . . u,> and F’(/(H) = (wi, w2, . . . . w,}, where 
G, s H,,+ for i = 1, 2, . . . . n. Let 1+9~: V(G) + V(/(H) denote the isomorphism 
from G,! to H,, and let ui= +;‘(wi) for i = 1, 2, . . . . n. Then we have 
G,, = (Gv,),,, g WJ,; = H for i= 1, 2, . . . . n. 
Notice that ui # vi, for otherwise we would have H 2 Gu,,i = Gui, = G. Also, 
G and G,,,+ E H have the same number of edges, so that 
m = m + 2n - 4 - 2d,(u,) - 2d,(u,) + 4ec(ui, ui) 
from which it follows that 
dJUi) + d,(Ui) - 2e,(u,, Ui) = n - 2 for i= 1,2, . . . . n. (1) 
We have now proved Lemma 4.1. 
In [6, Lemma 2.51, Krasikov and Roditty proceed by summing (1) over 
all U,E V(G); in our notation they obtain the equation 
i (dG(Ui)+dG(Ui)-2eG(Ujr ui))=n(n-2). (2) 
i=l 
They now claim that the left hand side of this equation is equal to 
4m -2 C;=, e&u,, u,), and use this, togethe with the fact that 
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0 <C~=r eG(ui, ui) in, to prove their result. This claim is where the 
problem arises. Certainly C:=, &(ui) = 2m. However, it is not at all clear 
that z;= r d,(ui) = 2m. 
It would be true that Cy=, dG(ui) = 2m if the sequence u,, u2, . . . . U, 
contained every vertex of G exactly once. However, there is no obvious 
reason why this should be so: although the sequence wI = ql(ul), 
w2 = $2(u2), . . . . u’, = Ic/Ju,) contains every vertex of H exactly once, we 
know nothing about $1, &, . . . . $,. 
It might be thought that we could relate &(ui) to either d,(v;) or dH(wi) 
and so obtain XI=1 d,(ui) =2m. We know that &(o,)=d,(w,) (since 
G, z H,,,) and also that the degree of ui in G,, is the same as the degree of 
wi in H,,.,. The latter gives 
&(uJ + 1 - 2e,(u,, ui) = n - 1 - d,(w,) 
from which we obtain 
d,(uJ = n - 2 + 2ec(oi, UJ - d&wJ (3) 
= n - 2 -t 2e,(uj, u,) - dG(ui). (4) 
But (4) is equivalent to (I), and summing either (3) or (4) over all i just 
gives something equivalent to (2). Hence, we cannot use this approach to 
prove that C;=, d&u,) = 2m. 
Thus, an essential step is missing from Krasikov and Roditty’s 
demonstration that n(n - 2)/4 I m I n*/4. Therefore, this claim must be 
regarded as unproved. 
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