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Abstract 
 
 
Artificial spin ices are mesoscopic arrays of interacting single-domain ferromagnetic nanoislands 
or nanowires. With Ising-like behavior of individual magnetic moments, artificial spin ice has 
been utilized to investigate geometrically frustrated systems like spin ice, a class of magnetic 
pyrochlore oxides. Here I detail measurements of the magnetotransport response of connected 
artificial spin ice to varying temperatures and magnetic fields. In the literature, transport 
measurements have been used simply as a tool to probe the behavior of connected artificial spin 
ice. Here I demonstrate that connected artificial spin ice possesses fascinating intrinsic 
magnetotransport properties. I describe first the interplay between artificial spin ice transport and 
another magnetic phenomenon, exchange bias. Afterwards, I detail systematic transport 
measurements for different magnetic field directions, revealing that the vertices of connected 
artificial spin ice control facets of the transport features. 
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Chapter 1 
Magnetism – Forms, Materials, and Effects 
 
 
1.1  Types of magnetism 
 Magnetism is an important physical phenomenon with a wide range of applications. From 
everyday use in cell phones and computers to more esoteric ventures such as the search for the 
Higgs boson, the utilization of magnets could be described as one of humanity’s greatest 
scientific achievements. Of course, as is often the case in science, every mystery of magnetism 
solved introduces ten more tantalizing questions, ten more potential applications, ten more 
graduate student projects. In this chapter, we will review the most common forms of magnetism 
and then introduce some magnetic materials of particular interest. 
 
Origins of magnetism 
While it is sometimes useful to use classical models as descriptors, magnetism is 
fundamentally a quantum mechanical effect. Magnetic moments arise from spin and quantum 
angular momentum, fundamentally quantum mechanical properties of elementary particles, and a 
material’s magnetization is the sum of all the atomic magnetic moments. 
 
Paramagnetism 
 In a paramagnetic material, atomic magnetic moments prefer to align with an external 
magnetic field [1-3]. The magnetic moment of a free atom, 𝜇, can be described in terms of its 
total angular momentum, 𝐽, by the expression 
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𝜇 = −𝑔𝜇𝐵𝐽                                                                  (1.1) 
where 𝜇𝐵 is the Bohr magneton (≈ 9.274 𝑥 10
−21 𝑒𝑟𝑔
𝑔𝑎𝑢𝑠𝑠
). The g factor or spectroscopic splitting 
factor, 𝑔, is determined by the Landé equation  
𝑔 = 1 +
𝐽(𝐽 + 1) + 𝑆(𝑆 + 1) − 𝐿(𝐿 + 1)
2𝐽(𝐽 + 1)
                                      (1.2) 
where L is the orbital angular momentum, S is the spin angular momentum, and 𝐽 = 𝐿 + 𝑆. The 
energy of this moment in a magnetic field is 𝐸 =  −𝝁 ∙ 𝑩 and is minimized when the moment is 
parallel to the field. The magnetization of a material is the average magnetic moment density and 
can be calculated using statistical mechanics methods. Assuming the magnetic ions are 
noninteracting, the partition function is 
𝑍 = ∑𝑒−𝛽𝐸𝑖
𝑖
= ∑𝑒𝛽(𝝁𝑖∙𝑩)
𝑖
                                                      (1.3) 
where 𝛽 = 𝑘𝐵𝑇, and the magnetization is  
< 𝑀 > =
1
𝛽
𝜕
𝜕𝛽
ln 𝑍.                                                             (1.4) 
 The magnetization for an atom with 2𝐽 + 1 equally spaced energy levels is  
𝑀 = 𝑁𝑔𝐽𝜇𝐵𝐵𝐽(𝛽𝑔𝐽𝜇𝐵𝐵)                                                         (1.5) 
where  
𝐵𝐽(𝑥) =
2𝐽 + 1
2𝐽
coth
2𝐽 + 1
2𝐽
𝑥 −
1
2𝐽
coth
1
2𝐽
𝑥                                         (1.6) 
is the Brillouin function. In the low-field, high-temperature limit 𝛽𝑔𝐽𝜇𝐵𝐵 ≪ 1, so 
𝑀 ≈
𝑁𝐽(𝐽 + 1)𝑔2𝜇𝐵
2
3𝑘𝐵𝑇
𝐵                                                              (1.7) 
which can also be expressed as  
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𝑀 = 𝐶
𝐵
𝑇
                                                                         (1.8) 
where  
𝐶 =
𝑁𝐽(𝐽 + 1)𝑔2𝜇𝐵
2
3𝑘𝐵
.                                                             (1.9) 
This relationship between the magnetization, magnetic field, and temperature is known as 
Curie’s law, and 𝐶 is called the Curie constant. In the other limit (𝛽𝑔𝐽𝜇𝐵𝐵 ≫ 1, the high-field, 
low-temperature limit), the Brillouin function is 1 with the magnetization having effectively no 
dependence on the magnetic field. 
𝑀 = 𝑁𝑔𝐽𝜇𝐵                                                                  (1.10) 
In this case, all the magnetic moments have aligned with the field and no additional magnetic 
response can be generated. 
The response of the magnetization to a changing magnetic field can also be characterized 
by the magnetic susceptibility 𝜒 =
𝜕𝑀
𝜕𝐻
. For paramagnets, 𝜒 is positive and is given by 
𝜒 =
𝑀
𝐵
=
𝐶
𝑇
.                                                                  (1.11) 
 
Diamagnetism 
 In contrast to paramagnetism, diamagnetism is a negative response to an external 
magnetic field. Lenz’s law states that any induced current will flow in such a way that it opposes 
the change that created it, such as an external magnetic field. In diamagnetism, the applied field 
affects the orbital motion of the electrons, creating an effective current around the nucleus that 
induces a magnetic moment that opposes the external field. This effect is present in all materials 
but is generally many orders of magnitude smaller than a standard paramagnetic response. 
Materials where the magnetic susceptibility 𝜒 is negative are called diamagnets [1-3]. 
 4 
 
Ferromagnetism 
 A ferromagnet is a material in which long range ordering of magnetic moments occurs 
even in the absence of an external magnetic field [1-4]. In the Heisenberg model of 
ferromagnetism, neighboring spins Si and Sj are coupled by an exchange interaction. The energy 
of this interaction is given by 
𝑈𝑖𝑗 = −2𝐽𝑺𝑖 ∙ 𝑺𝑗                                                               (1.12) 
where J determines the strength of the interaction and is a positive quantity. If J is negative, the 
moments constitute an antiferromagnet. From equation (1.12), we see that the energy is 
minimized when the spins are parallel. Even in the absence of an external magnetic field, 
neighboring moments prefer to be aligned, resulting in a nonzero net magnetization. 
This effect is marked by a phase transition at the Curie temperature 𝑇𝐶. Spontaneous 
magnetization only occurs below 𝑇𝐶; above 𝑇𝐶, a ferromagnet behaves like a paramagnet and 
follows the Curie-Weiss law  
𝜒 ∝
1
𝑇 − 𝜃
.                                                                   (1.13) 
The Curie-Weiss temperature, 𝜃, is an experimentally determined parameter used to accurately 
describe the susceptibility at high temperatures. In ferromagnets, 𝜃 is generally the same order of 
magnitude as 𝑇𝐶 [3]. 
 In ferromagnetic materials, the exchange interaction between neighbors does not 
necessarily mean every magnetic moment will be aligned. Instead, regions of aligned magnetic 
moments called domains can form, where each domain has its own magnetization direction. A 
piece of ferromagnetic material is said to be single domain if all its magnetic moments are 
aligned in one unified domain. In a multiple domain material, domains are separated by domain 
walls, or adjacent magnetic moments with differing magnetization directions. Domains form in 
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large materials in order to decrease the total overall energy; while the exchange energy of 
moments in and around the domain walls are increased, the dipolar energy of every moment is 
decreased. 
The magnetization curve, or hysteresis loop, of a ferromagnet possesses an interesting 
property – 𝑀(𝐻) depends not only on the applied field 𝐻 but also on the history of applied 
fields. Consider applying a strong magnetic field to a ferromagnet. The magnetic domains will 
align with the field. If the field is then reduced to zero, a net magnetization will remain called the 
remanent magnetization. To demagnetize, a magnetic field in the opposite direction needs to be 
applied. The magnitude of field at which the net magnetization returns to zero is called 𝐻𝐶, the 
coercive field or coercivity. 
 
Antiferromagnetism 
 As implied by the name, an antiferromagnet exhibits behavior opposite to that of a 
ferromagnet [1-4]. Whereas the neighboring magnetic moments in a ferromagnet align to be 
parallel, the neighboring moments in an antiferromagnet align to be antiparallel below the Néel 
temperature, 𝑇𝑁. This can be expressed in the Heisenberg model as having the same exchange 
energy between neighboring moments with one adjustment: J is negative. These alternating 
magnetic moments result in zero net magnetization. Depending on the material, the exact 
arrangement of alternating moments can vary; possibilities include alternating single moments or 
alternating planes of moments. Above 𝑇𝑁, an antiferromagnet behaves like a paramagnet with the 
magnetic susceptibility 
𝜒 ∝
1
𝑇 + |𝜃|
.                                                               (1.14) 
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In antiferromagnets, the Curie-Weiss temperature is negative and the value of 𝜃 can differ 
considerably from 𝑇𝑁 [3]. 
 
Other forms of magnetism 
 While the already described forms of magnetism are some of the most prevalent, other 
exotic forms of magnetism exist. In ferrimagnetism, atoms order with alternating polarity, as in 
antiferromagnetism. However, the opposite moments are unequal, resulting in a net 
magnetization, similar to ferromagnetism. Antiferromagnetism is effectively a special case of 
ferrimagnetism where the alternating moments are equal in magnitude [1-4]. In 
superparamagnetism, physically isolated magnetic domains can randomly change orientation due 
to thermal fluctuations. When a magnetic field is applied, the domains align with the field, 
similarly to the behavior of paramagnetic [4]. 
 
1.2  Frustration and spin ice 
 Frustration is characterized as the inability to simultaneously fulfill all competing 
interactions and is seem in a wide range of materials [5]. Frustration can be manifested primarily 
in two ways. A combination of structural disorder and bond randomness can result in 
multidegenerate, metastable states in materials such as glasses; alternatively, the symmetry of a 
regular arrangement of elements can also result in a degeneracy of the ground state as in some 
magnetic crystals. Here we will focus exclusively on the latter, called geometric frustration. 
 To illustrate this concept, consider the following example: we have four Ising spins 
sitting at the vertices of a square (Fig. 1-1). Each pair of spins is connected by an 
antiferromagnetic bond – that is, each pair individually wants to have opposite spins. In the 
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square lattice, each pairwise interaction can be simultaneously satisfied. This system is not 
frustrated. Next, consider the classic example of geometric frustration: three Ising spins sitting at 
the vertices of an equilateral triangle (Fig. 1-2). Again, each pair of spins is connected by an 
antiferromagnetic bond. Unlike the square lattice, there is no way to simultaneously satisfy each 
bond interaction. At best, only two of the three pairs can exist in opposite alignments. As a 
result, there exists a sixfold degeneracy of the lowest energy state out of eight total 
configurations. 
 
Figure 1-1: Ising spins tiled on the vertices of a square with (a) ferromagnetic interactions or (b) 
antiferromagnetic interactions. In both cases, all bonds are simultaneously satisfied and there is 
no frustration. 
 
Figure 1-2: Ising spins tiled on the vertices of an equilateral triangle with (a) ferromagnetic 
interactions or (b) antiferromagnetic interactions. In the ferromagnetic case, all three bonds can 
be simultaneously satisfied by having all the spins point up or down. In the antiferromagnetic 
case, no configuration satisfies more than two of three bonds and the system is said to be 
frustrated. 
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 Spin ice is a class of geometrically frustrated magnets. The current materials accepted to 
exhibit spin ice behavior are pyrochlores with the chemical formula A2B2O7 where A is a rare-
earth element and B is a transition metal. There are currently only a handful of “canonical” spin 
ice materials, the most prominent being Dy2Ti2O7 [6-29]. The magnetic rare-earth ions form a 
corner-sharing tetrahedral lattice (the pyrochlore lattice). 
 Local crystal fields constrain the magnetic moments to point along their local [111] axes 
in Ising-like manner; that is, each moment points from the center of one tetrahedron to the center 
of another tetrahedron. Considering a single tetrahedron with four moments, there are sixteen 
total configurations. The lowest energy configuration is a 2-in, 2-out state (i.e., when two 
magnetic moments point towards the center and two point away from the center). This is called 
the ice rule. Six of the possible configurations are in this state, resulting in a sixfold degeneracy 
of the ground state for a single unit cell. 
 As the number of tetrahedra increases, the number of configurations increases 
exponentially. Moreover, the sixfold ground state of a single tetrahedron leads to many ground 
states in a macroscopic spin ice crystal, and thus finite entropy persisting to zero temperature. 
We can find the value of this residual entropy by making some approximations. In this scenario, 
there are 2𝑁 magnetic moments and a total of 22𝑁 possible configurations. Taking into account 
that only six of the sixteen possible configurations for each tetrahedron satisfy the ice rule, we 
can roughly estimate that the total number of microstates fulfilling the ice rule across every 
tetrahedron is Ω = (
6
16
)
𝑁
∗ 22𝑁 = (
3
2
)
𝑁
. From this we can extract a value for the entropy  
𝑆 = 𝑘𝐵 ln(Ω) = 𝑁𝑘𝐵 ln (
3
2
).                                                  (1.15) 
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Figure 1-3: Depictions of the pyrochlore lattices in spin ice (a) and water ice (b). In spin ice, the 
magnetic moments point from one tetrahedral center to another tetrahedral center, whereas in 
water ice, the electric dipoles point from one oxygen ion to another oxygen ion. In both cases, 
the lowest energy state for a single tetrahedron is a 2-in, 2-out configuration with 6 possible 
microstates. Extending across a large extended lattice, this results in a high degree of frustration. 
Reproduced from Snyder et al. [6]. 
 
 
Pauling predicted this exact residual entropy in 1935 for water ice which behaves very similarly 
to spin ice [30, 31]. Water ice and spin ice exhibit the same geometrical frustration with the  
following analogies: electric dipole ↔ magnetic moment and oxygen atom ↔ center of 
tetrahedron (Fig. 1-3). 
 In 1999, Ramirez et al. experimentally determined the residual entropy of Dy2Ti2O7 by 
measuring the heat capacity [7]. If the ice rules are obeyed, the residual entropy is 𝑆 =
𝑁𝑘𝐵 ln (
3
2
). If the ice rules are ignored, the total number of possible microstates would be 
Ω = 2𝑁 where each moment is individually free to pick a direction. The resultant entropy 
expected is 𝑆 = 𝑁 𝑘𝐵 ln(2). By taking heat capacity measurements beginning near 0 K, the 
residual entropy can be determined. Ramirez found that the entropy plateaued at a value that is 
almost exactly the difference between the entropy assuming no ice rules and the entropy 
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Figure 1-4: (a) Heat capacity measurements of Dy2Ti2O7. (b) Calculated entropy obtained by 
integrating heat capacity data (assuming zero entropy at zero temperature). The dotted line 
represented the expected entropy of Dy2Ti2O7 if the ice rules were completely ignored while the 
dashed line represented the expected entropy if the ice rules were obeyed. The experimental data 
were remarkably close to the dashed line. Reproduced from Ramirez et al. [7]. 
 
 
assuming ice rules. This measured residual entropy was very close to the residual entropy for 
water ice predicted by Pauling (Fig. 1-4). 
 Nonzero entropy at zero temperature seems like a remarkable violation of the third law of 
thermodynamics, which is generally formulated as zero entropy at zero temperature. However, 
when considering a real system, there are many practical factors that must be accounted for. First 
and foremost, it is experimentally impossible to reach absolute zero. Measurements of the 
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residual entropy, in principle, can fail to detect the lowest temperature activity. Second, a real 
system will likely exhibit long range order which lifts the degeneracy and provides a true ground 
state. Thirdly, as the temperature lowers, the system could be in a metastable ice state, with the 
energy barrier too large for spins to flip further. If the system is out of thermal equilibrium, the 
third law of thermodynamics would no longer apply. Furthermore, a study that allowed Dy2Ti2O7 
to equilibrate at low temperature for a long time measured residual entropy less than that 
predicted by Pauling, which suggests a true ground state does exist [8]. 
Aside from zero-point entropy, spin ice has been predicted to exhibit an interesting 
emergent phenomenon: the existence of quasiparticle excitations that behave like magnetic 
monopoles [9]. These quasiparticles can nucleate in pairs when spin flips occur (Fig. 1-5). The 
visualization of this process is as follows: consider the magnetic moments as dumbbells of 
positive and negative magnetic charge. When the ice rule is obeyed and a tetrahedron is in a 2-in, 
2-out state, there are two positive charges and two negative charges inside. The resultant net 
charge is zero. However, if a single spin flip occurs, this results in a 1-in, 3-out tetrahedron and a 
3-in, 1-out tetrahedron with equal but opposite net magnetic charges. Additional spin flips can 
further separate these charges. The path of such a series of flips is referred to as a Dirac string. 
These quasiparticles are predicted to interact via a magnetic Coulomb law. As it would be nigh 
impossible to image single monopoles in a macroscopic crystal, studies have instead searched for 
macroscopic properties that could confirm the quasiparticles’ existence [10-15, 22-25]. 
  
1.3  Artificial spin ice 
 Spin ices are fascinating magnetic materials to study, but there are only a small handful 
of different spin ice chemical compounds. Since the canonical spin ice candidates are all crystals, 
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Figure 1-5: Visualization of the magnetic monopole quasiparticle nucleation process in spin ice. 
(a-b) A spin flip between two ice-rule-obeying tetrahedra results in a 1-in, 3-out tetrahedron and 
a 3-in, 1-out tetrahedron. (c-d) Reimaging the magnetic moments as dumbbells of magnetic 
charge, we see two tetrahedra with zero net charge and two tetrahedra with equal but opposite 
non-zero charge. (e) Further spin flips can separate these charges, leaving behind a trail of 
movement. Reproduced from Castelnovo et al. [9]. 
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manipulating the structure or the bond energies is difficult, and manipulating individual magnetic 
moment quasiparticles in any controlled manner is unfeasible. In 2006, Wang et al. used 
conventional nanolithography techniques to fabricate a two-dimensional analogue of spin ice 
called artificial spin ice [32]. While not a perfect analogy to spin ice, artificial spin ice possesses 
a high degree of customizability limited only by lithographical constraints [33, 34]. 
 
Ising-like magnetic moments in artificial spin ice 
Elongated ferromagnetic permalloy islands have Ising-like magnetic moment behavior 
due to the effects of shape anisotropy (Fig. 106) [35]. The magnetization of an island points 
along the long axis, similar to the magnetic moment constraints in spin ice. The islands can then 
be arranged in various arrangements in order to explore the collective behaviors. Interaction 
strengths between islands can be modulated by changing the lattice spacing [36]. 
 
 
 
Figure 1-6: Atomic force micrograph (a) and magnetic configurations measured via magnetic 
force microscopy (b) of permalloy islands of varying elongation. As the nanoislands become 
more and more elongated, the magnetic configurations change from multiple domain to single 
domain. Reproduced from Imre et al. [22]. 
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Figure 1-7: Atomic force micrograph (a), magnetic force micrograph (b), and visualized spin 
configuration (c) of a square artificial spin ice sample. Reproduced from Wang et al. [32]. 
 
Square artificial spin ice 
 The first realized artificial spin ice was the square artificial spin ice, fabricated and 
measured by Wang et al. (Fig. 1-7) [32]. By arranging the islands (80 nm by 220 nm in-plane, 25 
nm thick) in a square pattern such that each vertex is the meeting of four island ends, a rough 
analogue of spin ice can be created. As in spin ice, the dipole interaction energy of a vertex is 
minimized when two magnetic moments point in and two magnetic moments point out. Unlike 
spin ice, the four moment ends in artificial spin ice are not equidistant, resulting in two different 
types of 2-in, 2-out vertices. The sixteen magnetic configurations for a single vertex can be 
sorted into four types (Fig. 1-8): type I, the lowest energy 2-in, 2-out state; type II, a higher 
energy 2-in, 2-out state; type III, 3-in, 1-out or 1-in, 3-out states; and type IV, 4-in or 4-out 
states. Assuming complete randomization of the island magnetizations (i.e., non-interacting), one 
would expect to find approximately 12.5% type I vertices, 25% type II vertices, 50% type III 
vertices, and 12.5% type IV vertices. In actuality, there will be more type I and II vertices and 
fewer type III and IV vertices than a randomized state would have, indicating the presence of  
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Figure 1-8: Diagram of all sixteen magnetic moment configurations of a vertex in square 
artificial spin ice. They are categorized in terms of increasing energy. Type I vertices have the 
lowest interaction energy and type IV vertices have the highest interaction energy. Reproduced 
from Wang et al. [32]. 
 
dipole-dipole interactions resulting in the presence of the ice rule. This has been verified by 
magnetic imaging techniques such as magnetic force microscopy (MFM) [32]. 
 Square artificial spin ice does not have an extensively degenerate ground state [37, 38]. 
There exists a twofold degenerate antiferromagnetic tiling of the magnetic moments consisting 
entirely of type I vertices. Various protocols were developed to approach the ground state. The 
first was an ac demagnetization protocol with applied fields of alternating polarity and 
decreasing intensity while rotating the sample [32, 39-42]. Another method with greater success 
than ac demagnetization was to simply image a sample of square ice as-grown with no treatment. 
The initial thermalization of the samples as they were fabricated allowed the islands to settle into 
a low energy state consisting of domains of type I ordering separated by chains of type II vertices 
[43, 44]. 
Thermal annealing has shown the greatest success in approaching the ground state; in this 
procedure, artificial spin ice is heated up past the Curie temperature of its constituent materials 
and then allowed to cool down slowly. Near the Curie temperature, the island moments are free 
to change, and as the islands cool down, the magnetization configuration settles into a low 
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energy configuration [45, 46]. Instead of raising the temperature, artificial spin ice can also be 
designed with lower Curie temperatures in mind by making thinner islands or using different 
elements. By fabricating artificial spin ice samples that are thermally active near or below room 
temperature, low-energy magnetic configurations can also be observed as thermal fluctuations 
move the system closer to the ground state [47-53]. 
 
Kagome artificial spin ice 
 While square artificial spin ice has provided many fascinating avenues of research, there 
still is the issue of different energy levels among 2-in, 2-out vertices. Kagome artificial spin ice 
is one lattice that does not have this problem (Fig. 1-9). Islands are arranged in a honeycomb 
configuration such that each vertex is the meeting of three equidistant island ends. While the 
islands trace out a honeycomb, the island centers are positioned at the vertices of a kagome 
lattice. In previous literature, this type of artificial spin ice has also been referred to as both 
hexagonal artificial spin ice and honeycomb artificial spin ice. For consistency, we will be 
referring to it as kagome artificial spin ice throughout this work. 
 In contrast to its square counterpart, kagome artificial spin ice only has two vertex energy 
levels: type I, a 2-in, 1-out or 1-in, 2-out state; and type II, a 3-in or 3-out state. Considering six 
islands arranged in a hexagon, the lowest energy configuration is for the moments to point head-
to-tail in a circle, either clockwise or counterclockwise. Due to the tiling nature of the lattice, 
only approximately two-thirds of the honeycombs can simultaneously have a circle 
configuration. As a result, kagome artificial spin ice exhibits a large degree of frustration. 
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Figure 1-9: (a) Visualization of kagome artificial spin ice where a is the lattice constant. (b) 
MFM image of a kagome artificial spin ice sample showing general magnetic behavior. Each 
vertex has an effective net magnetic charge due to the odd coordination number of the lattice. 
Reproduced from Zhang et al. [45]. 
 
 Kagome artificial spin ice is predicted to have three distinct phases: a high energy 
“paramagnetic” state in which the island moments do not interact; an intermediate “ice-I” state 
that obeys a modified ice rule where all vertices are in a 2-in, 1-out or 1-in, 2-out configuration; 
and a low energy “ice-II” state where the modified ice rule is obeyed and the effective magnetic 
charges order in an alternating pattern of 2-in, 1-out and 1-in, 2-out. For any given kagome 
artificial spin ice, there are two degenerate ice-II configurations. Considering the kagome lattice 
as a triangular lattice with two basis vectors that span sub-lattices A and B, every vertex on the 
same sub-lattice will the same net magnetic charge if the system is in the ice-II state. Thus, one 
degenerate charge-ordered state will have 2-in, 1-out vertices on the A sub-lattice and 1-in, 2-out 
vertices on the B sub-lattice. The other degenerate state will have 1-in, 2-out vertices on the A-
sub-lattice and 2-in, 1-out vertices on the B sub-lattice. Both type I and type II vertices have been 
observed in kagome artificial spin ice. As in square artificial spin ice, an excess of type I vertices 
are seen compared to the completely randomized case [54, 55]. 
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Figure 1-10: (a) MFM image of a kagome artificial spin ice lattice composed of islands with 
dimensions 220 x 80 x 25 nm with the constant of 260 nm. (b) Mapping that connects the 
magnetic charge configuration of the vertices to the two degenerate charge-ordered ice-II 
configurations. Red dots correspond to one configuration and blue dots correspond to the other. 
Reproduced from [45]. 
 
 Attempts to access lower energy states of kagome artificial spin ice have been plentiful. 
All the methods used in square artificial spin ice can also be used in kagome artificial spin ice (or 
any other spin ice lattice). Thermal annealing has shown limited success in reaching the ice-II 
state, with emergent crystallites of charge ordering appearing (Fig. 1-10) [45, 52]. Kagome 
artificial spin ice composed of thermally active islands has also been explored. Local ice-II 
ordering has been observed, but long-range ordering remains elusive [56-59]. 
 In order to isolate smaller scale behavior, studies have also examined single hexagons or 
small clusters of hexagons. Ac demagnetization has shown success in reducing a single hexagon 
to its lowest energy state (head-to-tail circular moment configuration) but when the number of 
hexagons increases to two or three, the frequency of finding the small cluster in the lowest 
energy state after ac demagnetization decreases tremendously [60]. This method was also 
revisited using thermally active islands where clusters of up to four hexagons were regularly 
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observed in a ground-state configuration. In a seven-ring system, however, despite exploring 
many different low-energy states, the thermal fluctuations never led to an observed lowest-
energy state [56, 58].  
 The dynamics of magnetic excitations in kagome artificial spin ice have also been 
examined. In a study by Mengotti et al. in 2011, an initial polarizing field was applied to a large 
array of kagome artificial spin ice (Fig. 1-11) [61]. After this initial polarization, the field was 
steadily ramped in the reverse direction. Near the coercive field of the individual islands, 
magnetization reversals begin to occur, nucleating excitation pairs similar to the monopole-
antimonopole pairs in spin ice. As the field is increased, the pairs continue to separate via 
successive island magnetization flips in an avalanche-like dissociation. Simulations show that the 
avalanches in kagome artificial spin ice exhibit branching behavior similar to that found in 
directed percolation. Disorder is the system is modelled as varying coercive fields for individual 
islands. The avalanche size is found to follow a power law distribution based on the value of the 
disorder strength with a crossover in the power law at low disorder. In the lower disorder regime, 
more branching occurs and the avalanches have 2D-like structure. In the higher disorder regime, 
the branching is suppressed and avalanches exhibit 1D behavior [62, 63]. 
Connected kagome artificial spin ice, or kagome artificial spin ice composed of 
connected nanowires, has also been studied [54, 64-67]. Studying connected systems introduces 
interesting vertex magnetization dynamics and enables transport studies in artificial spin ice. In 
connected kagome artificial spin ice, type II vertices are much rarer and were not observed at all 
in a permalloy system, potentially due to stronger dipolar and exchange interactions in the 
connected lattice [54]. In a cobalt system, type II vertices were observed when a magnetic field is 
applied [55]. 
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Figure 1-11: Visualizations of kagome artificial spin ice. (a) Top-left: SEM image of a kagome 
artificial spin ice array. Bottom-left: XMCD image used to determine island magnetizations. 
Right: Schematic view of a kagome artificial spin ice sample. (b) Interpretative view of the 
kagome artificial spin ice lattice as dumbbells of magnetic charge. Due to the odd coordination 
number of the lattice, the charge distribution necessarily has nonzero net magnetic charge at the 
vertices. Reproduced from Mengotti et al. [61]. 
 
A proposed model for magnetization reversal in connected kagome artificial spin ice 
involves the transmission of domain walls carrying effective magnetic charge as opposed to 
coherent rotation of the magnetization (Fig. 1-12). Considering type I vertices to have a net 
charge 𝑞 = ±1 and type II vertices to have a net charge 𝑞 = ±3, reversal would involve the 
transmission of domain walls with a charge 𝑞 = ±2. Micromagnetic simulations show 
agreement with this model [65]. 
 The magnetization dynamics of the vertices of connected kagome artificial spin ice have 
also been examined in the context of a random walk model. When magnetization reversal of a 
nanowire occurs, the reversal can continue propagating onto two different branches. Studies of 
single vertex junctions [68, 69] and larger connected networks [70] have shown that the details 
of the propagating domain wall (such as the chirality of a vortex domain wall and the initial 
magnetization state) can determine the path chosen. However, as the branch propagates through  
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Figure 1-12: Nucleated domain wall model for magnetization reversal in connected kagome 
artificial spin ice. From the initial state (a), a propagating domain wall of charge magnitude 
|𝑞| = 2 is emitted (b-c) and then merges with the vertex (d). Magnetization reversal can further 
propagate by emittance of more domain walls (e-f). Reproduced from Mellado et al. [65]. 
 
multiple vertices, this information cannot be determined beforehand and thus the propagation 
cannot be reliably controlled [71]. 
Magnetoresistance studies of connected kagome artificial spin ice systems composed of 
permalloy or cobalt have shown features associated with the anisotropic magnetoresistance [64, 
66]. The field sweep data exhibit field reversal symmetry. Sharp features indicate magnetization 
reversal events of the nanowires. In a search for signatures of the ice-II state in the cobalt system, 
the magnetoresistance measurements at temperatures below 50 K showed anomalous behavior. 
The data were no longer symmetric under field reversal and this asymmetry was attributed to the 
formation of low energy head-to-tail magnetic moment loops on the edges of the sample 
consistent with domains of ice-II charge ordering [66]. 
 
Other artificial spin ice lattices 
The only limits on the types of artificial spin ice lattices that can be fabricated are 
nanolithography limitations and the imagination. While square and kagome artificial spin ices 
 22 
 
are the most commonly cited in the literature, other lattice types have been studied in some 
capacity including the triangular lattice [72, 73], the so-called shakti lattice [74-76], the aptly-
named tetris lattice [74, 77], and even a Penrose tiling [78-90] (Fig. 1-13). Artificial spin ice 
lattices with magnetic moments pointing out-of-plane have also been studied [81]. Proposals of 
3D square artificial spin ice have also been suggested, wherein half the islands would be raised 
by a height offset such that four island ends would be equidistant, better mimicking the structure 
of spin ice [82, 83]. 
 
Figure 1-13: SEM images of various ASI arrays: (a) short-island shakti, (b) long-island shakti, 
(c) tetris, (d) Penrose tiling. Reproduced from [75, 77, 78]. 
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1.4  Anisotropic magnetoresistance and planar Hall effect 
 Before we conclude this chapter, there are two more relevant magnetic effects that should 
be mentioned. The first of these is a pair of transport properties. The anisotropic 
magnetoresistance (AMR) and the planar Hall effect (PHE) are two interrelated effects that 
describe the magnetoresistance in a material as a function of the angle, 𝜙, between the 
magnetization and the current density. Application of an external magnetic field is the most 
common way to control this angle [4, 84, 85]. 
𝜌𝐴𝑀𝑅(𝜙) = 𝜌⊥ + Δ𝜌 cos
2 𝜙                                                     (1.16) 
𝜌𝑃𝐻𝐸(𝜙) = Δ𝜌 cos(𝜙) sin(𝜙)                                                   (1.17) 
𝜌⊥ and Δ𝜌 are experimentally determined parameters where 𝜌⊥ is the resistivity when the current 
is parallel to the magnetization and Δ𝜌 = 𝜌|| − 𝜌⊥  with 𝜌||  the resistivity when the current is 
perpendicular to the magnetization. AMR describes the longitudinal resistivity of the material 
(measured parallel to the excitation current) and PHE describes the transverse resistivity 
(measured perpendicular to the excitation current). To illustrate when these effects come into 
play, consider a thin magnetic film and an in-plane applied magnetic field with four voltage 
measurement points labelled 1 through 4 (Fig. 1-14). Depending on the orientation of the set of 
points relative to the current density, the voltage measured will change. The voltage between 
points 1 and 2 will follow the resistivity governed by AMR and the voltage between points 3 and 
4 will follow the resistivity governed by PHE. 
The transverse magnetoresistance effect is named the planar Hall effect due to similarities 
to the actual Hall effect in functional use; however, the underlying physics is different. In the 
Hall effect, a transverse voltage is generated when an out-of-plane magnetic field deflects charge 
carriers [1].  In the planar Hall effect, a transverse voltage is generated when an in-plane  
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Figure 1-14: Diagram illustrating the geometry of the anisotropic magnetoresistance (AMR) and 
the planar Hall effect (PHE) in a thin film. AMR and PHE arise from the same source 
phenomenologically. When measuring the voltage along the direction of the excitation current 
(e.g., between points 1 and 2), the AMR portion of the resistivity tensor is measured. When 
measuring the voltage along a direction perpendicular to the excitation current (e.g., between 
points 3 and 4), the PHE of the resistivity tensor is measured. 
 
magnetic field is applied and emerges from the anisotropic magnetoresistance [84]. A sufficient 
microscopic model regarding AMR and PHE has not been discovered, but the effects 
qualitatively arise from the spin-orbit interaction [4, 84, 85].  
 
1.5  Exchange bias 
 The last magnetic phenomenon to discuss is an interfacial effect. Exchange bias, also 
known as exchange coupling or exchange anisotropy, is a magnetic interface effect that mainly 
manifests when an antiferromagnetic layer is coupled with a ferromagnetic layer [86, 87]. When 
cooled through the Néel temperature (𝑇𝑁) of the antiferromagnet, an anisotropy can be induced 
in the ferromagnet. The magnetization hysteresis loop is shifted along the field axis in the 
 25 
 
direction opposite the cooling field and the coercivity is increased. Exchange bias was originally 
reported in 1956 when the effect was observed in cobalt particles embedded in cobalt oxide [88]. 
Later, exchange bias was reported in inhomogeneous materials, coated crystals, and most 
commonly, thin film multilayers. More recently, exchange bias has applications in magnetic hard 
drive storage and the development of computer memory. 
 While observed in a variety of different materials, exchange bias is still not well 
understood from a fundamental perspective. At a qualitative level, exchange bias can be thought 
of as arising from an exchange interaction between the AFM layer and the FM layer. Consider a 
magnetic field applied at a temperature 𝑇 > 𝑇𝑁: in this scenario, the spins in the FM line up with 
the field while the spins in the AFM remain randomly oriented. When cooling through 𝑇𝑁, the 
AFM spins next to the FM spins will couple ferromagnetically while the rest of the AFM spins 
will alternate direction. The AFM spins will remain in this configuration until heated back above 
𝑇𝑁. 
 In this scenario, the arrangement of magnetic moments in the AFM will remain 
unchanged when the magnetic field changes. However, the AFM spins at the interface exhibit a 
continual torque on the FM spins at the interface. If we assume the FM is in a single domain 
state, then the AFM spins at the interface effectively exert a torque on all the FM spins. As a 
result, a larger field will be needed for magnetization reversal in the FM. Consequently, to 
reverse the FM layer again as we move through a full hysteresis loop, the FM spins will switch 
sooner due to the applied torque working in favor of the rotation (Fig. 1-15). 
 Magnetization studies are common when studying exchange bias, but other methods used 
include ferromagnetic resonance, neutron diffraction, and ac susceptibility. In this dissertation, 
magnetization studies and magnetoresistance studies are most relevant. Past magnetoresistance 
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studies of exchanged biased systems have examined thin film bilayers [89, 90] and 
heterostructures [91]. 
 
 
Figure 1-15: Qualitative diagrammatic explanation of exchange bias. When cooled through the 
Néel temperature with a magnetic field applied (i), the antiferromagnetic moments are frozen 
into one orientation (ii). This alignment of antiferromagnetic moments effectively pins 
ferromagnetic moments near the interface (iii). As a result, a stronger magnetic field than usual is 
required to flip the ferromagnetic moments (iv), resulting in an effective shift of the hysteresis 
loop. Reproduced from [86]. 
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1.6  Conclusions 
 Magnetism is a wide and varied playground of physics, with many fascinating features. 
Combining magnetism with geometric frustration, many interesting macroscopic phenomena 
emerge. Conceptually similar to spin ice, artificial spin ice is an interesting analogue but is also 
an emerging field of study. With the tools introduced in this chapter, we are now equipped to 
examine some of the questions about physics that can be solved by studying artificial spin ice 
systems. 
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Chapter 2 
Experimental Methods 
 
 
To study artificial spin ice (ASI), we utilize a wide range of techniques. In this chapter, we will 
discuss some of the methods used to fabricate, characterize, and study ASI. 
 
2.1  ASI Fabrication 
 Artificial spin ice samples are fabricated by a combination of electron beam lithography 
and evaporation. Electron beam lithography utilizes a focused electron beam to draw desired 
patterns on a substrate. One of the main advantages of this type of lithography is the ability to 
define features down to the order of tens of nanometers. In the studies presented here, ASI 
samples are fabricated on a silicon substrate with a 200 nm thick silicon nitride (Si3N4) buffer 
layer (three-inch prime-grade CZ silicon wafers with a <111> orientation, manufactured by 
Silicon Quest International). Utilizing a substrate with a buffer layer has provided some 
advantages in our group’s more recent experiments. The buffer layer helps prevent diffusion of 
the islands when heated above their Curie temperature during annealing experiments and inhibits 
conduction paths from forming in the silicon substrate. The latter effect is especially relevant to 
the work in the coming chapters because conduction paths in the substrate would effectively 
short-circuit any attempted transport measurements. 
 Sample fabrication requires many stages as visualized by Figure 2-1 [92]. The pattern is 
developed using software (such as AutoCAD or LayoutEditor) before being loaded into the 
lithography machine. Once the pattern design has been finalized, the lithographical stages begin. 
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The substrate is coated with a bilayer resist stack and then the ASI pattern is traced out by a 
focused electron-beam. The bottom layer of resist is polydimethylglutarimide (PMGI) 
manufactured by MicroChem [92]. The top layer of resist is polymethyl methacrylate (PMMA) 
also manufactured by MicroChem [93]. The parts of the PMMA exposed by the electron beam 
are broken up and become soluble to chemical developers. Wet chemistry is further used to 
remove exposed parts of the PMGI layer, resulting in an undercut. A typical recipe is as follows: 
 Spin substrate at 500 rpm for 10 seconds while pipetting PMGI SF2 resist 
 Spin at 3000 rpm for 45 seconds (5000 rpm/s spin-up and spin-down) 
 Bake at 190 °C for 5 minutes 
 Spin at 500 rpm for 10 seconds while pipetting PMMA 
 Spin at 3000 rpm for 60 seconds (1000 rpm/s spin-up, 5000 rpm/s spin-down) 
 Bake at 180 °C for 5 minutes 
 Expose pattern with electron-beam (performed on JEOL JBX-6000FS in the Micro and 
Nanotechnology Laboratory at the University of Illinois with the assistance of Edmond 
Chow) 
 Develop PMMA layer 
o Soak in 1:3 mixture of methyl isobutyl ketone and isopropyl alcohol (IPA) at 20 
°C for 90 seconds 
o Soak in IPA for 60 seconds 
o Rinse with deionized (DI) water and dry with nitrogen gas gun 
 Develop PMGI layer 
o Soak in MicroChem Developer 101A for 48 seconds 
o Soak in DI water for 60 waters 
o Dry with nitrogen gas gun 
 
In the next stage, the ASI material (permalloy in our case) is deposited by electron-beam 
evaporation. Due to the developed undercut, the deposited material has disconnects between the 
desired pattern and the material covering the rest of the substrate. A liftoff process using 
MicroChem’s Remover PG solvent [94] is then used to both remove any remaining photoresist 
and extraneous deposited material, leaving behind only the ASI pattern. Sonication is a crucial 
step to the liftoff process for connected ASI networks. Without sonication, the leftover metal 
from the insides of the hexagons will not fully dislodge. A typical liftoff recipe used for the 
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Figure 2-1: Illustration of sample fabrication partially reproduced from [92]. (a) A bilayer stack 
of positive resist is spun and baked onto the substrate. (b) A focused electron beam exposes the 
desired pattern in the lithography process. (c) Chemical developer removes the exposed portions 
of the top resist layer. (d) Wet chemistry removes exposed portions of the bottom resist layer, 
resulting in an undercut. (e) Permalloy is deposited onto the substrate via e-beam evaporation or 
molecular beam epitaxy. (f) A solvent removes the remaining photoresist and the unwanted 
metal leaving behind the desired pattern. 
 
samples discussed in this work is as follows: 
 2.5 hours soak in heated 75 °C Remover PG (manufactured by MicroChem) 
 2.5 hours soak in fresh batch of heated 75 °C Remover PG 
 10 minutes of sonication at 60% power in new batch of preheated 75 °C Remover PG 
 Rinse with IPA 
 Rinse with DI water  
 Dry with N2 gas 
 
Following the nitrogen gas dry, the sample is visually inspected under an optical microscope to 
observe large features and check for breaks. Assuming that the sample looks intact, we can move 
on to other microscopy methods to verify the integrity of the sample. 
 
2.2  Microscopy methods 
 After fabrication, artificial spin ice samples are characterized by scanning electron 
microscopy (SEM), atomic force microscopy (AFM), and magnetic force microscopy (MFM). 
SEM is used to verify the structural integrity of the samples, ensuring that the final product 
matches the initial designs. AFM and MFM are performed concurrently using a Bruker 
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Figure 2-2: Example AFM (left) and MFM (right) images of a connected ASI network. Images 
are obtained by performing linescans, revealing topographical and magnetic information. In the 
MFM image, black dots are indicative of north poles and white dots are indicative of south poles. 
 
Multimode atomic force microscopy. Line scans are performed in two sets of traces and retraces, 
once for AFM imaging and once for MFM imaging. Typical results for a connected ASI sample 
are shown in Figure 2-2. 
 
Atomic force microscopy 
AFM apparatuses can operate in a variety of different modes in order to obtain 
topographical surface details.  To measure the height profile of the sample, a flexible cantilever 
extending from a rigid substrate is used. A sharp tip (pointing towards the sample) is attached to 
the end of the cantilever; the interactions between the tip and sample modify the motion of the 
cantilever. In this work, the Bruker Multimode was operated in tapping mode. In tapping mode, 
the cantilever oscillates near its resonant frequency 𝜔0. As the cantilever bounces up and down, 
the tip interacts with the sample surface by Van der Waals forces, changing the oscillation  
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Figure 2-3: Exaggerated illustration of AFM/MFM process. The topographical surface 
information is first traced and retraced by the tapping cantilever (dashed blue line). The tip and 
cantilever are then lifted by a designated lift height and then trace and retrace the previously 
obtained surface topography while monitoring for magnetic interactions. 
 
amplitude. To capture the cantilever motion, a laser beam is reflected off the cantilever to a 
photodiode array. The deflected laser beam generates a sinusoidal signal which is converted to a 
root mean square amplitude value. As the cantilever is swept back and forth across the sample 
surface, the changing oscillation reveals surface details of the sample. 
 
Magnetic force microscopy 
While AFM only requires a single trace and retrace, using MFM to obtain magnetic 
details of the sample requires a second trace and retrace. After the topographical information is 
obtained via AFM, the cantilever makes a second pass at an elevated lift distance (Fig. 2-3). 
While sweeping back across the sample, the height of the cantilever follows the surface 
topography while the tip continues to oscillate. At this elevated distance, topographical influence  
will be minimal and relatively weak, and long-range magnetic interactions are the dominant 
contribution to the image. To detect the magnetic signal, tips coated in magnetic materials are 
used. For small deflections of the cantilever, the magnetic contrast can be determined from 
changes in the oscillation frequency of the cantilever. 
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The cantilever oscillations obey the equation of a damped harmonic oscillator. As the tip 
oscillates through the magnetic field, the magnetic interactions between the sample and tip can 
be modelled as an external oscillating force 
𝐹𝑧 = 𝐹0 cos(𝜔𝑡)                                                                  (2.1) 
The tip’s vertical displacement is given by 
𝑧 = 𝑧0 cos(𝜔𝑡 + 𝜃)                                                               (2.2) 
where 𝜃 is a phase shift between the applied force and the vertical motion [97]. The system can 
be modelled as a driven damped harmonic oscillator given by 
𝐹𝑧 − 𝑘𝑧 − 𝐷
𝑑𝑧
𝑑𝑡
= 𝑚
𝑑2𝑧
𝑑𝑡2
.                                                          (2.3) 
For small oscillating magnetic interactions, the approximation can be made that the tip detects 
the vertical component of the force gradient 
𝜕𝐹
𝜕𝑧
. This means that the system behaves as if it had a 
modified spring constant 
𝑘𝐹 = 𝑘 −
𝜕𝐹𝑧
𝜕𝑧
                                                                  (2.4) 
resulting in a modified resonant frequency 
𝜔𝑟 = √
𝑘𝐹
𝑚
= 𝜔0√1 −
1
𝑘
𝜕𝐹𝑧
𝜕𝑧
 .                                                     (2.5) 
In the limit 
𝜕𝐹
𝜕𝑧
≪ 𝑘, the shift in the resonant frequency is given by 
Δ𝜔
𝜔0
≈ −
1
2𝑘
𝜕𝐹𝑧
𝜕𝑧
.                                                                (2.6) 
The frequency shift can be then interpreted as either an attractive or repulsive magnetic force 
from the sample. For attractive forces, the resonant frequency decreases whereas for repulsive 
forces, the resonant frequency increases. 
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2.3  Magnetotransport measurements 
 To perform magnetotransport experiments on artificial spin ice, connected nanowires are 
utilized as the building blocks. Large contact pads with tapering connections to the artificial spin 
ices are used in order to create electrical connections. These features are incorporated in the 
artificial spin ice samples during the design stage of the nanolithography process. 
Magnetotransport measurements are performed using a 4-point measurement technique. The 
current flows across the sample using two dedicated leads while voltage measurements are taken 
via different leads. 
 
Sample preparation 
Thin gold wire and pressed indium spheres are used to make connections between the 
device and the apparatus. The contact pad features on the device are both large and far from the 
sample, allowing the wiring process to be completed with the aid of an optical microscope. The 
device is first adhered to a chip carrier using a thermally conducting but electrically insulating 
adhesive (such as GE varnish). The chip carrier is then placed onto an anchored breadboard. 
Small indium spheres (~200 µm diameter) are pressed onto each contact pad. This is 
accomplished by placing indium spheres onto a thin Teflon sheet (300 Å thickness) on a glass 
slide. The indium sphere adheres electrostatically to the Teflon (which is adhered to glass) 
allowing the slide to be inverted without the sphere falling off; moreover, the Teflon sheet and 
the glass slide are both transparent, allowing the user to carefully guide the indium sphere to the 
intended destination under the optical microscope. 
 Individual gold wires are used to connect the contact pads to the chip carrier sockets. 
Gold wires are used because they are resistant to oxidation and are highly conductive. The gold 
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wire also adheres electrostatically to the Teflon sheet, allowing effective guided placement under 
the microscope. Gold wire ends are pressed onto the indium spheres on the contact pads. Another 
indium sphere is then pressed on top of the gold wire end at the contact pad, sandwiching the 
gold wire in place and providing a robust electrical connection. The other end of the gold wire is 
placed in a corresponding chip carrier socket filled with indium. A soldering iron is used to wet 
the indium to both the gold wire and the chip carrier socket. Afterwards, the connections can be 
tested with a voltmeter to ensure electrical connection between all contact points. 
 
AC transport setup 
Once an ASI network has undergone the wiring process, magnetotransport measurements 
can be performed. In order to supply a steady excitation signal, the current through the network 
is set using a voltage source and a fixed resistor (~50 kΩ) as an electrical ballast (Fig. 2-4). The 
dc resistance of a typical kagome ASI network, including electrical leads, used in our studies is 
approximately 2 kΩ, and the change in resistance is many orders of magnitude smaller (O(1 Ω)). 
In these conditions, the ballast resistor ensures that the current remains approximately constant 
throughout any measurements. 
We use lock-in amplifiers (Stanford Research Systems model SR830) to both supply an 
ac excitation and to measure the ac voltage response. A lock-in amplifier provides very sensitive 
voltage measurements, especially important considering that nanoscale metallic elements would 
be expected to have relatively small resistances. The name lock-in amplifier is fairly apt: for a 
voltage measurement, the device locks in to a specific oscillation frequency and then amplifies 
that signal for detection. 
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Figure 2-4: Circuit diagram of transport setup used to measure connected ASI networks. A 
constant voltage 𝑉 and a large ballast resistor 𝑅𝑏𝑎𝑙𝑙𝑎𝑠𝑡 ≫ 𝑅𝑠𝑎𝑚𝑝𝑙𝑒 set an approximately constant 
current. Green dots represent the six voltage detection leads typical of the connected ASI devices 
used in this dissertation. 
 
 Lock-in amplifiers work by exploiting two mathematical facets of periodic signals: any 
periodic signal 𝑓(𝑡) can be broken down into an infinite sum of Fourier components 
𝑓(𝑡) =
𝑎0
2
+ ∑[𝑎𝑛 cos(𝑛𝜔𝑡) + 𝑏𝑛 sin(𝑛𝜔𝑡)]
∞
𝑛=1
                              (2.7) 
and these Fourier components are orthogonal. When integrating over a long period of time 
𝑇 ≫
2𝜋
𝜔
, 
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∫cos(𝑛𝜔𝑡) cos(𝑚𝜔𝑡) 𝑑𝑡 ≈  ∫ sin(𝑛𝜔𝑡) sin(𝑚𝜔𝑡) 𝑑𝑡
𝑇
0
≈
𝑇
2
𝛿𝑛𝑚
𝑇
0
               (2.8) 
where 𝛿𝑛𝑚 is the Kronecker delta. 
𝛿𝑛𝑚 = {
0 𝑖𝑓 𝑛 ≠ 𝑚
1 𝑖𝑓 𝑛 = 𝑚
                                                              (2.9) 
By multiplying a measured periodic signal against a reference function with frequency 𝜔0 and 
integrating over time, only the component with the same frequency as the signal remains. If there 
is a phase difference 𝜃 between the measurement waveform and the reference waveform, then 
the measurement can be broken up into two pieces: the in-phase signal and the out-of-phase 
signal corresponding to real and imaginary voltage responses, respectively. 
The SR830 is capable of generating a waveform which can be used both as an internal 
reference and as an outputted excitation. For the transport setups used in the experiments detailed 
in succeeding chapters, one SR830 acts as a function generator both for the excitation signal and 
the internal reference signal. This excitation signal is also used as a reference signal by three 
other SR830s in order to measure four different transport geometries concurrently. This 
measurement setup substantially reduces noise because only the signal directly stimulated by the 
excitation is captured. By using this measured ac voltage response to calculate resistance values, 
we also ignore contributions to the resistance (e.g., contact pads) that would be seen in a dc 
measurement. In these ac measurements, it is critical that both the excitation frequency and the 
time constant (integration time) are chosen carefully; a frequency such as 17 Hz will avoid any 
resonance with the 60 Hz electric grid while being large enough that the period is substantially 
shorter than the time constant (300 ms). To improve accuracy, measuring the same data point 
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multiple times in a row reduces noise. For the work in this dissertation, each transport 
measurement point was the average of five successive measurements. 
 The sample is placed on a rotating platform and inserted into a cryostat (Quantum Design 
Physical Property Measurement System, or PPMS). The chip carrier sockets are connected to 
individual, numbered connections through the PPMS, allowing for ease of connection to the 
SR830s. The PPMS has magnetic coils sitting inside a liquid helium bath, allowing for the 
application of a magnetic field up to a strength of ±14 T (maximum field value varies depending 
on the PPMS model). The magnetic field is fixed in the z-direction, but by physically rotating the 
sample, a 360° range of effective magnetic field rotation is possible (Fig. 2-5). The PPMS also 
has a large range of temperature control: 1.8 K – 400 K. The ability to vary the temperature, the 
magnetic field strength, and the magnetic field direction with respect to the sample opens up a 
great range of parameter space for exploration in ASI networks. 
 
Figure 2-5: The sample is mounted on a rotation platform (Quantum Design rotator) such that the 
sample face rotates in-plane with respect to the external magnetic field. The rotation platform is 
then inserted into a PPMS. Leads from the sample are wired through the rotator and the cryostat 
allowing for ease of connection to measurement devices. 
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2.4  Magnetization Measurements 
While ASI samples generally do not have enough magnetic material to provide good 
magnetization measurements, thin films fabricated at same time as the samples can provide 
insight into material properties. Magnetization hysteresis loops are measured by SQUID 
(Superconducting QUantum Interference Device) magnetometry, using a commercially available 
Quantum Design Magnetic Properties Measurement System (MPMS). SQUIDs provide very 
sensitive magnetization measurements by measuring the current across a Josephson junction. 
This current is given by 
𝐼 = 𝐼0
|sin (
Φ𝑗𝑒
ℏ )|
Φ𝑗𝑒
ℏ
                                                             (2.10) 
where 𝐼0 is the maximum supercurrent of the junction and Φ𝑗 is the flux in the junction produced 
by a field on the edge (such as one produced by the spins in a sample) [98]. 
In an MPMS measurement, the sample is moved up and down through the SQUID pickup 
coils. Raw measurement data is obtained by measuring the voltage as a function of sample 
position. To improve measurement resolution, the MPMS can average the readings of multiple 
scans. The MPMS software converts the raw voltage to the magnetic moment of the sample 
using known calibration factors. Similar to the PPMS used for transport measurements, MPMS 
systems have magnet coils in the liquid helium bath allowing for the application of a magnetic 
field (in the same direction as sample motion through the SQUID coils). Measurements can be 
taken in a temperature range from 1.8 K – 350 K [99]. 
 To measure a thin film inside an MPMS, the sample can be prepared in a variety of 
different manners. Nonmagnetic plastic straws are used for sample mounting. The straw is 
attached to the end of a long rod for insertion into the MPMS; the long axis of the straw is 
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parallel to the magnetic field orientation. For all measurements, care must be taken to avoid 
unintended contamination of the sample, the sample container, or the sample space. To this end, 
sample preparation for MPMS measurements uses equipment such as ceramic scissors and 
stainless steel needles. The preparation space should also be clean and free of contamination; for 
the samples prepared in this study, a dedicated MPMS preparation space was used with a new 
clean wipe laid down for each new sample. 
For field and magnetization in-plane measurements, the sample can be mounted inside of 
one plastic straw, using a second straw to hold the sample in place. In this method, the second 
straw is cut down its entire length and each side is curled into the center. The thin film sample is 
then placed in between the folds of the second straw, and then both are inserted into the first 
straw. The tension provided by the second straw ensures that the sample is held still and that the 
sample face remains parallel to the magnetic field direction. Alternatively, in-plane 
measurements can also be accomplished by mounting the sample on a crystal quartz rod with a 
flat midsection. Samples can be adhered to the rod using an epoxy such as GE varnish. After 
curing, the rod is placed inside a plastic straw. 
For measurements of a thin film with field and magnetization out-of-plane, the sample 
needs to be held with its face perpendicular to the straw’s long axis / the magnetic field direction. 
To accomplish this, a plastic webbing can be sewn into the straw and the sample allowed to drop 
down and on the webbing. Alternatively, cylindrical plastic rods that fit snugly inside the straw 
can be inserted from both ends, sandwiching the sample in place. 
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Chapter 3 
Exchange Bias Effects on Connected Artificial Spin Ice Transport 
 
 
3.1  Introduction and Motivation 
 While artificial spin ice (ASI) research has been burgeoning for the past decade, much of 
the experimental work has focused on disconnected island lattices, where local magnetization 
configurations can be resolved using a variety of different imaging techniques. Moreover, an 
island’s magnetization is fairly simple: a north pole on one end and a south pole on the other end. 
However, the very nature of disconnected lattices prevents any kind of measurement that would 
require an electric current flow through the lattice. By studying connected artificial spin ices (or 
networks), electronic transport studies become possible, but new effects are introduced, 
including complex domain walls at lattice vertices. Techniques such as magnetic force 
microscopy (MFM) lose effectiveness; instead of imaging the entire magnetic configuration, 
only the net magnetic charge configuration can be seen. In this chapter, we will discuss transport 
studied on permalloy connected kagome ASI performed over a wide range of temperatures. The 
results show asymmetric behavior emerging at low temperatures due to exchange bias; these 
results also serve to provide insight into both the magnetic evolution of connected networks and 
the source of magnetoresistance in the complex resistor ASI network. The results of this chapter 
have been published in the New Journal of Physics under the title “Effects of exchange bias on 
magnetotransport in permalloy kagome artificial spin ice” [100]. 
As discussed in Chapter 1, the study by Branford et al. in 2012 [66] used the connected 
nature of artificial spin ice networks to measure the magnetoresistance response as the magnetic 
 42 
 
configuration changes (while sweeping an applied external field). Assuming anisotropic 
magnetoresistance (AMR) is the main source of the resistance, a response symmetric under field 
reversal is expected [85]. Branford et al. studied connected kagome artificial spin ice networks 
comprised of cobalt (Fig. 3-1). Individual nanowires were approximately 1000 nm long, 100 nm 
wide, and 20 nm thick, with the collective honeycomb lattice spanning roughly a 100 μm by 100 
μm square area. Both the network and the electrical contacts were comprised of evaporated 
cobalt. 
 
 
 
Figure 3-1: A scanning electron micrograph of a connected cobalt kagome artificial spin ice 
sample measured in the experiments of Branford et al. Individual nanowire dimensions measure 
approximately 1000 nm long by 100 nm wide by 20 thick. Reproduced from [66]. 
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 The cobalt kagome ASI networks studied by Branford behaved as such at room 
temperature. However, upon lowering the temperature below 50 K, the response changes 
dramatically, and the magnetoresistance no longer displayed field reversal symmetry (Fig. 3-2). 
Branford et al. attributed this asymmetry to the emergence of the predicted ice-II state in kagome 
ASI, claiming that the asymmetric magnetoresistance response arises from an anomalous Hall 
signal. Branford’s group also ran micromagnetic simulations on smaller-scale networks using 
oommf, the results of which are shown in Figure 3. Low-energy, loop hexagons were seen on 
network edges, with the loops at the top edge and the bottom edge possessed opposite chirality. 
The anomalous Hall signal was claimed to be a sensitive measure of the spin chiral order 
parameter and would only be non-zero when there was an imbalance in the total chirality; this 
appeared to be supported by a comparison between the chiral imbalance from the oommf 
simulations (Fig. 3-3g) and the asymmetric transverse magnetoresistance (Fig. 3-3h). 
 These results seen in cobalt ASI were very intriguing, but would similar results be seen in 
permalloy ASI? The majority of ASI experiments have been performed on permalloy samples, as 
the lack of magnetocrystalline anisotropy (in polycrystalline permalloy) combined with easily-
designed shape anisotropy promotes single-domain behavior of nano-islands (in disconnected 
lattices) or nanowires (in connected lattices). Transport measurements of a system similar to 
permalloy kagome ASI were performed before by Tanaka et al. in 2006 [64], but these 
measurements were taken at or above liquid nitrogen temperatures (77 K). As mentioned in 
Chapter 2, our transport setup can measure down to 1.8 K, significantly lower than the 50 K 
transition point noted in cobalt, making our setup ideal for studying transport of kagome ASI. 
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Figure 3-2: Magnetoresistance hysteresis loops of cobalt kagome ASI. At 100 K, the upwards 
and downwards field sweeps are field reversal symmetric, as would be expected of a system 
exhibiting primarily an AMR response. At 2 K, however, the field reversal symmetry is broken, 
most predominantly when measuring a transverse response (where the voltage measurement 
direction is perpendicular to the nominal current direction). Reproduced from [66]. 
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Figure 3-3: (A) Normalized hysteresis loop of large cobalt kagome ASI array. (B-E) Simulated 
micromagnetic behavior corresponding to indicated point in the hysteresis loop, with the 
magnetization of each bar given by the color wheel inset. The chiral hexagons that form on the 
edge serve as the basis for Branford’s arguments regarding the appearance of an anomalous Hall 
signal. (F) Ω𝑡𝑜𝑡𝑎𝑙 = 𝑁𝑐𝑐𝑤 − 𝑁𝑐𝑤 where 𝑁𝑐𝑐𝑤 is the number of counterclockwise hexagons and 
𝑁𝑐𝑤 is the number of clockwise hexagons. (G) Ω𝑠𝑝𝑎𝑡𝑖𝑎𝑙 = (𝑁𝑐𝑐𝑤,𝑏𝑜𝑡𝑡𝑜𝑚 − 𝑁𝑐𝑐𝑤,𝑡𝑜𝑝 ) −
(𝑁𝑐𝑤,𝑏𝑜𝑡𝑡𝑜𝑚 − 𝑁𝑐𝑤,𝑡𝑜𝑝). (H) Transverse magnetoresistance measurement of cobalt connected 
kagome ASI network (same as Figure 3-2I). Reproduced from [66]. 
 
3.2  Sample fabrication and experimental parameters 
 Our artificial spin ices were fabricated via e-beam lithography on a Si substrate coated 
with Si3N4 (approximately 200 nm thick). The networks were composed of permalloy (Ni81Fe19), 
deposited via e-beam evaporation. For the devices used in this study, samples were deposited 
with a 25 nm layer of permalloy and an optional 2 nm capping layer of aluminum; depositions 
were performed in a molecular-beam epitaxy chamber by Liam O’Brien at the University of 
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Figure 3-4: SEM images of an armchair network (above) and a zigzag network (below). The two 
networks have similar overall dimensions, and the patterns are related effectively by a 90 degree 
rotation. 
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Minnesota. When exposed to atmosphere, the aluminum oxidized and formed a self-limiting 
AlOx layer, protecting the permalloy underneath from oxidation. Individual nanowire dimensions 
were approximately 800 nm long, 75 nm wide, and 25 nm thick. The networks were designed to 
be functionally similar to Hall bars, with two different orientations of the kagome lattice: 
armchair (Fig. 3-4a) and zigzag (Fig. 3-4b). Note that the two lattices are related essentially by a 
90° rotation (±60n°, where n can be any integer). The lattice orientation was relevant for 
transport measurements, due to the different current paths possible in different orientations, 
especially with respect to any in-plane applied magnetic field (i.e., the armchair orientation had 
nanowires aligned with the -60°, 0°, and 60° directions while the zigzag orientation had 
nanowires aligned with the -30°, 30°, and 90° directions). 
 
Figure 3-5: Overview of the connected permalloy kagome artificial spin ice networks used in this 
study. Micrographs obtained via SEM (a) and MFM (b) show, respectively, the well-defined 
nanostructure and the vertex magnetic charge distribution (indicative of single domain 
nanowires). The two current injection pads and the six voltage detection pads are summarized in 
a cartoon (c) with the direction of the magnetic field is defined with respect to the nominal 
current direction (d). 
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 Figures 3-5a and 3-5b present, respectively, scanning electron microscopy (SEM) and 
MFM micrographs of a typical armchair-orientation network used for this study. E-beam 
lithography allowed for the precise fabrication of artificial spin ice samples, with only small 
deviations from the desired pattern. Due to the connected nature of these lattices, only the net 
magnetic charge configuration could be seen in MFM images. For a given magnetic charge 
configuration in a connected ASI, there are large numbers of possible nanowire moment 
configurations related by moment reversals of closed loops where the moments are connected 
head-to-tail (Fig. 3-6). As a result, for each vertex, we could determine the number of nanowire 
moments pointing in and the number of moments pointing out, but we could not determine 
precisely the directions of specific moments without additional knowledge. For our MFM 
apparatus and experimental lattice, a black dot indicated a 2-in, 1-out configuration and a white 
dot indicated a 1-in, 2-out configuration. 
 
Figure 3-6: In connected ASI, MFM images can only reveal the vertex charge distribution and 
cannot uniquely determine the exact magnetic configuration of each nanowire. (a) For the vertex 
charge distribution shown, one possible magnetic configuration is shown by the arrows, where 
red dots correspond to 2-in, 1-out vertices and blue dots correspond to 1-in, 2-out vertices. (b) 
For the same vertex charge distribution, another possible magnetic configuration is generated by 
flipping all the magnetic moments in a head-to-tail closed loop (highlighted in green). For any 
vertex charge distribution in a connected ASI, the reversal of the moments in any closed loop 
will result in the same charge distribution. 
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 A 4-point measurement technique was used to measure the magnetoresistance of the 
networks. As seen in Figure 3-4 for both types of devices, long current pads on the left and right 
sides of the samples were used to supply an ac excitation (𝐼 = 66.7 μA). Six voltage detection 
points were strategically placed on the sides of the sample, allowing for a variety of 
measurements. Longitudinal measurements (𝑅||) were measured along the nominal current 
direction (long axis of the sample); transverse measurements (𝑅⊥) were measured perpendicular 
to the nominal current direction. The cartoon in Figure 3-5c illustrates this set-up, with the mock-
up diagram labelling the eight leads on a device (applicable to both armchair and zigzag 
samples). The applied magnetic field direction θ was determined with regards to the nominal 
current direction (i.e., the long axis of the sample), as shown in Figure 3-5d. For the data 
presented in this chapter, unless otherwise noted, longitudinal resistances were measured 
between the bottom left and bottom right leads (points 4 and 6) while the transverse resistances 
were measured between the two central leads (points 2 and 5). Using different pairs of leads for 
either longitudinal or transverse resistance measurements showed no significant qualitative 
differences. Using a closer pair of leads for a longitudinal measurement (e.g., points 4 and 5) 
resulted in a qualitatively similar longitudinal measurement with approximately half the total 
resistance. 
 Lock-in amplifiers (Stanford Research Systems model SR830) were used both to supply 
the current and to measure the voltage responses. A 17 Hz, 4.5 V excitation was used in 
conjunction with a 67.4 kΩ ballast resistor (𝐼 ≈ 66.7 μA). A 300 ms time constant was used. 
Resistance values were obtained by measuring the voltage five times successively, averaging the 
voltage, and dividing by 𝐼. Samples were placed on a rotating stage which was inserted into a 
commercial cryostat (Quantum Design PPMS); the system allowed for 380° of sample rotation  
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Figure 3-7: While applying a saturating magnetic field, angular sweeps of the magnetoresistance 
were taken while the armchair-orientation ASI network was physically rotated. The longitudinal 
data (above) and transverse data (below) showed symmetries very reminiscent of AMR and 
PHE, respectively. 
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in-plane with a magnetic field up to ±14 T. The PPMS also allowed for temperature variation 
(from 1.8 K to 400 K), with measurements taken between 2 K and 300 K. 
 
3.3  Magnetotransport measurements 
 Figure 3-7 shows longitudinal and transverse data for an angular sweep of a constant 
magnetic field. As a 10 kOe field was rotated 360°, neither sweep showed any particularly sharp 
features. In a 10 kOe field, the sample should be saturated and the nanowire moments should be 
broken out of their shape anisotropy and tracking the magnetic field angle. No sharp 
magnetization reversals occurred, resulting in the overall smooth features. In addition to 
characterizing the sample’s response, these angular sweeps were also used to calibrate the 
applied magnetic field angle. Samples were mounted by hand, so the actual field-lattice 
orientation needed to be determined. The cos
2
 response expected of AMR, combined with the 
symmetric design of the network, tells us that a high-field angular sweep should be symmetry 
around the angle where the field is parallel to the nominal current direction, or θ = 0°. By fitting 
the data to a cos
2
 waveform, angular calibration was achieved. Moreover, while the 
counterclockwise and clockwise angular sweeps were very similar, they did not perfectly trace 
over each other, likely due to a small degree of backlash in the rotation mechanism. For 
consistency, θ was always decreased in successive field sweeps. 
 With the applied field direction calibrated, successive field sweeps were then taken at 
various applied field angles. Magnetic field sweeps were conducted in three parts: the initial rise 
from 0 to 10 kOe; the downwards sweep from 10 kOe to -10 kOe; and a loop-completing 
upwards sweep from -10 kOe to 10 kOe. Resistance measurements were taken at pauses in the 
sweeps in all three phases. Sample rotation between field sweeps occurred in zero field.  In 
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Figure 3-8: Longitudinal (left) and transverse (right) field sweeps at various applied field angles 
of an uncapped armchair sample at 300 K. Sharp features in the data were indicative of 
magnetization reversal events. 
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Figure 3-8, room temperature (300 K) longitudinal and transverse measurements of an uncapped 
armchair sample are presented for field sweeps at varying applied field angles. Sharp changes in 
the resistance were indicative of magnetization reversal events, wherein a domain wall was 
nucleated and propagated through a nanowire to flip its magnetic moment. For all in-plane 
orientations of the field, the effects of magnetization reversals could be seen. Moreover, all room 
temperature field sweeps exhibited field reversal symmetry; if the upwards sweep was flipped 
about the 𝐻 = 0 axis, both datasets would lie on top of each other. Mathematically, field reversal 
symmetry holds if 
𝑅𝑢𝑝𝑠𝑤𝑒𝑒𝑝(𝐻) = 𝑅𝑑𝑜𝑤𝑛𝑠𝑤𝑒𝑒𝑝(−𝐻)                                                  (3.1) 
for all 𝐻. No difference was seen in room temperature transport results between samples with an 
aluminum capping layer and samples without a capping layer. 
 The 0° and 90° field sweeps at low temperatures for both the armchair and zigzag 
networks exhibited the breaking of field reversal symmetry (Fig. 3-9 to Fig. 3-14), similar to the 
data shown by Branford et al. in their cobalt kagome ASI (Fig. 3-2). Interestingly, the 
asymmetry was only seen in the transverse magnetoresistance and only at certain angles, whereas 
most measurement geometries displayed some level of asymmetric behavior in Branford’s cobalt 
kagome networks. Figure 3-9 presents side-by-side measurements of an uncapped armchair 
network and an aluminum capped armchair network at 2 K and a 0° applied field angle.  While 
the asymmetry in the transverse magnetoresistance of permalloy ASI networks was interesting in 
and of itself, the same measurements on capped samples were even more intriguing: the 
asymmetry was suppressed. The only major difference between uncapped and capped samples 
was the presence of the aluminum capping layer. The oxidation of the aluminum to a self-
limiting nonmagnetic aluminum oxide layer protected the permalloy from oxidation to various 
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Figure 3-9: Longitudinal and transverse measurements of an uncapped armchair sample and an 
aluminum capped armchair sample at 2 K where θ = 0°. While the longitudinal measurements 
are qualitatively similar, the transverse measurements differ drastically, with the uncapped 
sample showing a high degree of asymmetry. The same transverse behavior is seen in zigzag 
samples when θ = 90°. 
 
antiferromagnetic native oxides and thus would prevent exchange bias from occurring. For a 90° 
applied field angle (armchair configuration), low temperature measurements on an uncapped 
sample also showed asymmetric field reversal in transverse field sweeps (Fig. 3-10) that 
vanished in capped samples (Fig. 3-11). Figures 3-12 and 3-13 show similar asymmetries 
develop in zigzag networks at θ = -90° and θ = 0°, respectively. 
 We will focus here on the asymmetry that developed in the transverse magnetoresistance 
when θ = 0° for uncapped armchair devices and when θ = 90° for uncapped zigzag devices; 
while the measurement geometry was different, the field-lattice orientation was the same in both 
cases and the shapes of the magnetoresistance sweeps were also very similar. Moreover, the  
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Figure 3-10: Measurements of an uncapped armchair sample at 2 K and 50 K where θ = 90°. The 
shape of the longitudinal data did not change as the temperate changed. At 2 K, the transverse 
data was not field reversal symmetric. At 50 K, field reversal symmetry in the transverse data 
was restored. 
 
asymmetry appeared to lessen as the temperature is increased, with field reversal symmetry 
eventually restored at roughly 25 K (Fig. 3-14). 
 To further characterize the asymmetry, we considered the slopes of both the upwards and 
downwards field sweeps as they passed through zero-field. If field reversal symmetry was 
present, then the two slopes should have had equal magnitudes and have a zero sum. If field 
reversal symmetry was broken, especially in the case seen here, the nonzero sum should have 
increased as the asymmetry becomes starker. Tracking this sum of slopes as a measure of the 
asymmetry in Figure 3-15, we observed that the measure decreased almost monotonically with 
temperature for an uncapped network sample. For an aluminum capped network sample where 
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the asymmetry was suppressed, the asymmetry measure was much closer to zero, expected of 
sweeps exhibiting field reversal symmetry. 
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Figure 3-11: Measurements of a capped armchair sample at 2 K and 50 K where θ = 90°. The 
asymmetry that developed in uncapped sample transport at 2 K was not present in capped sample 
transport. 
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Figure 3-12: Measurements of an uncapped zigzag sample at 2 K where θ = 90°. At 2 K, field 
reversal symmetry was broken in the transverse data. Depending on the polarity of the applied 
field while cooling, the shape of the asymmetry changed. 
 
 
-2000 -1000 0 1000 2000
1.25
1.30
1.35
1.40
1.45
1.50   0
 T = 2 K
 +H  - H
 - H  +H
Z
ig
z
a
g
 R

 (
O
h
m
s
)
Field (Oe)
 
Figure 3-13: Measurements of an uncapped zigzag sample at 2 K where θ = 0°. At 2 K, field 
reversal symmetry was broken in the transverse data. 
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Fig 3-14: Temperature evolution of the transverse magnetoresistance of an uncapped armchair 
sample (θ = 0°). As the temperature is increased, the upwards field sweep begins to invert, until 
field reversal symmetry is restored near 25 K. 
 
3.4  Testing for exchange bias 
 The onset temperature of the asymmetry fell in the same temperature range as the onset 
of exchange bias in permalloy heterostructures, strongly suggesting a connection. The native 
oxides of permalloy are various antiferromagnetic oxides including NiO, Fe2O3, and FexNi1−xO 
[88, 101-103].  The onset temperature of exchange bias effects reported for these oxides varies  
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Fig 3-15: Exchange field 𝐻𝐸 (red) and asymmetry measure (blue) as a function of temperature. 
The exchange field was obtained by measuring hysteresis loops of a 25 nm thick permalloy thin 
film, cooled to 2 K with a 300 Oe field applied. Hysteresis loops were measured as the 
temperature was increased incrementally, with the exchange bias effect appearing to disappear 
near 20 K. The asymmetry measure was calculated by summing the slopes of the upwards and 
downwards field sweeps at 𝐻 = 0 for capped and uncapped armchair samples. Slopes are 
calculated by taking the difference between the resistance values at ±50 Oe and dividing by 100 
Oe. 
 
from 20 K to 500 K [86]. Effects of exchange bias observed included shifts in the hysteresis loop 
at 20 K [103] and high magnetic damping at 40 K [91]. In order to prove that the asymmetric 
response of the magnetoresistance was due to exchange bias, we performed additional 
experiments studying exchange bias in similar permalloy films and transport of connected 
kagome ASI samples. 
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Fig 3-16: Magnetization hysteresis loop of a 25 nm thick permalloy thin film (approximately 3 
mm by 3 mm laterally) at 6 K. A 300 Oe cooling field was applied when cooling the sample 
from room temperature. The sample was measured inside a Quantum Design Magnetic 
Properties Measurement System. Evidence of exchange bias was found; the loop was centered 
around a value 𝐻𝐸 ≠ 0. 
 
 To establish that exchange bias occurs for our variety of permalloy, we studied the 
magnetization hysteresis loops of similar permalloy films. In thin films, exchange bias is 
characterized primarily by a shift in the hysteresis loop. Above the blocking temperature, the 
hysteresis loop should be centered around 𝐻 = 0; below the blocking temperature, the loop will 
be shifted and centered at some value 𝐻𝐸 ≠ 0 (Fig. 3-16). In Figure 3-17, we present hysteresis 
loops of a 25 nm thick (~3.1 mm by 2.9 mm laterally) permalloy film at a variety of temperatures 
and preparation conditions, measured via SQUID magnetometry.  In order to ensure similarities 
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Fig 3-17: Hysteresis loops of a permalloy film under two preparation conditions: 300 Oe cooling 
field (above) and -300 Oe cooling field (below). After being cooled to 2 K, hysteresis loops were 
taken incrementally as the temperature was increased. In both cases, lower temperature loops had 
enhanced coercivity and increasingly displaced loop centers, consistent with exchange bias. 
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in the permalloy composition and thickness, the film was deposited concurrently with network 
samples. At low temperatures, the hysteresis loop shifted off zero and the coercivity increased, 
both tell-tale features of exchange bias. Notably, the shift direction was also controlled by 
applying a small magnetic field (~300 Oe) while cooling, wherein the hysteresis loop shifted in 
the opposite direction of the applied cooling field. As the temperature increased, the center 
trended back toward 𝐻 = 0, with the effect vanishing near 25 K. 𝐻𝐸  (𝑇) is also plotted in Figure 
3-15 and tracks the asymmetry measure fairly well. 𝐻𝐸 vanished at the same temperature that the 
magnetoresistance temperature disappeared, evidence of correlation between exchange bias and 
the magnetoresistance asymmetry. 
In order to further test the exchange bias hypothesis, we applied a cooling field as we 
cooled through the temperature in which the asymmetry arises.  When cooling through 25 K with 
an applied field, the asymmetry could be partially controlled, flipping around the 𝐻 = 0 axis 
depending on the polarity of the magnetic field. Figure 3-18 shows the results of field cooling for 
an armchair device. When cooled with a 10 kOe field, peaks at roughly -100 Oe and troughs at 
roughly +100 Oe are observed in both the upwards and downwards field sweeps. When cooled 
with a -10 kOe field, the reverse occurs: peaks at roughly +100 Oe and troughs at roughly -100 
Oe (we also note that cooling with different field magnitudes such as 300 Oe does not 
substantially change the shapes of the curves). This type of controlled response based on the 
polarity of the cooling field is strongly associated with exchange bias. Further evidence of 
exchange bias could be gleaned from the field-cooled data. The large peaks at around ±750 Oe 
were shifted depending on the polarity of the cooling field. From a negative cooling field to a 
positive cooling field, the peak locations were shifted approximately 25 Oe, on the same order of 
the hysteresis loop shifts seen in the permalloy thin films. 
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Fig 3-18: Transverse magnetoresistance sweeps of an uncapped armchair device, with θ = 0° and 
T = 2 K under two different preparation conditions. The polarity of the cooling field flips the 
low-field features about the H = 0 axis, while also shifting the higher-field peak locations by 
about 25 Oe. 
 
If exchange bias is the phenomenon that breaks the field reversal symmetry, then 
transport measurements of samples where exchange bias cannot occur would not have this 
asymmetry. The capped samples fulfilled this requirement by preventing surface oxidation of the 
permalloy. (We do note here that the cap limited the potential area that antiferromagnetic native 
oxides could develop, but, as the aluminum was deposited via e-beam evaporation, the nanowire 
sidewalls were uncovered, and there was still some area of permalloy that could oxidize.) While 
the similar onset temperatures of exchange bias in permalloy thin films and of the asymmetry in 
uncapped armchair networks showed a correlation between the two effects, the prevention of 
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exchange bias by the addition of a capping layer suppressed the asymmetry, revealing a cause-
and-effect relationship. The dependence of the asymmetry on the polarity of an applied cooling 
field was also strongly indicative of exchange bias. The evidence presented leads us to conclude 
that exchange bias is indeed the culprit behind the asymmetry, at least in connected permalloy 
kagome ASI. 
 
3.5  Possible mechanisms for asymmetry arising from exchange bias 
 We have firmly established that exchange bias is the root cause of the asymmetry 
observed at low temperatures. How the effects of exchange bias change the transport is an 
important question; the simplest effect of exchange bias is the introduction of a unidirectional 
anisotropy, resulting in a horizontal field shift of the hysteresis loop. This effect is equivalent 
mathematically to the application of an external bias field. For transport measurements, assuming 
a simple AMR model, this should only result in a similar shift in the field sweep data as opposed 
to the breaking of any field reversal symmetry. As to the source of the asymmetry, we offer two 
possible explanations. 
One possibility is the introduction of higher-order magnetic anisotropies by exchange 
bias, as seen in prior studies on magnetic thin films interfaced with antiferromagnetic oxides [89, 
90, 104]. In FeF2/Fe and MnF2/Fe bilayers, magnetization reversal symmetry was broken due to 
the introduction of higher-order anisotropies by exchange bias. When the magnetic field was 
applied antiparallel to the unidirectional anisotropy, magnetization reversal occurred via coherent 
rotation; when the field was applied parallel to the unidirectional anisotropy, reversal occurred 
via domain wall nucleation and propagation [89, 104]. This effect could also be seen in 
magnetoresistance field sweeps [89]. 
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The exchange coupling between the ferromagnetic and antiferromagnetic layers 
combined with pre-existing even anisotropies (uniaxial anisotropy) generates the odd 
anisotropies. The first-order anisotropy is the standard unidirectional anisotropy, typical of most 
exchange biased systems. In the MnF2/Fe bilayer, an induced three-fold anisotropy broke the 
magnetization reversal symmetry and the magnetoresistance field reversal symmetry [90]. 
Similarly, in our connected permalloy kagome ASI system, an induced higher-order anisotropy 
could be changing the magnetization reversal processes; for example, the domain wall vertex 
depinning symmetry could be altered, thereby breaking field reversal symmetry in the 
magnetoresistance curves. 
 Alternatively, if the planar Hall effect (PHE) is the driving force seen in the transverse 
magnetoresistance, then the asymmetry could be explained by the direction of rotation 
undertaken during magnetization reversal. While AMR and PHE are parts of the same 
phenomenon, the exact effect on transport measurements varies depending on the relationship 
between the measurement path and the local electric field [84]. For example, in a thin film, an 
AMR measurement would be measuring the voltage parallel to the current density and a PHE 
measurement would be measuring the voltage perpendicular to the current density. In the 
connected ASI transport results, the current was physically limited to move through the 
nanowires. In an idealized scenario, along the bulk of the nanowires, the two will be parallel (or 
antiparallel), resulting in an AMR measurement for any transport geometry. However, in a 
transverse measurement, PHE could manifest by current paths that do not flow identically 
parallel to the nanowire long axes, or perhaps due to the measurement path flowing non-parallel 
to the excitation current path at the vertices. 
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 Whereas AMR is sensitive only to the magnitude of rotation (from 0°), PHE is sensitive 
both to the magnitude and the direction of rotation. Considering for a moment a permalloy thin 
film undergoing a hysteretic field sweep, one would expect the magnetization reversal to occur 
via coherent rotation and to complete a full 360° cycle. Next, if we consider a permalloy thin 
film interfaced with an antiferromagnetic layer, the unidirectional anisotropy may force the 
rotation direction to prefer one direction (i.e., the magnetization rotates counterclockwise from 
0° to 180° and then clockwise from 180° back to 0°). In this case, while the AMR signal would 
still have field inversion symmetry for both the upwards and downwards field sweep, the PHE 
signal for both sweeps would fall on top of each other. In permalloy ASI, if the antiferromagnetic 
oxide layer is somehow setting a preferred direction of rotation as the field is swept through a 
loop, then the asymmetry could be a direct result of a planar Hall effect contribution to the 
magnetoresistance. 
With regards to the asymmetric magnetoresistance observed in cobalt networks [66], we 
cannot make a definitive claim here regarding exchange bias. The onset of exchange bias in 
cobalt/cobalt oxide multilayers depends strongly on the thickness of the oxide layer, but is 
generally significantly higher than 50 K (the onset temperature of the asymmetry in cobalt 
networks). We therefore cannot make any determination regarding the claim of reference [66] to 
have observed the kagome ice-II state. 
 
3.6  Conclusions 
In this chapter, we have shown a definitive relationship between exchange bias and 
transport results in connected permalloy kagome ASI. A natural extension of this work would be 
the incorporation of exchange bias into future artificial spin ice studies. Considering the variety 
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of different native oxides of permalloy, the parameters should be tightly controlled (perhaps 
through a fine-tuned oxidation process or deposition of a specific antiferromagnet). Exchange 
biased artificial spin ice systems could be used to further explore the effects of geometrical 
frustration or as a probe of perturbed low energy states. Considering that the greatest success in 
accessing low energy ASI magnetic configurations has come from annealing, the act of field 
cooling to control exchange bias could prove counterproductive. 
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Chapter 4 
Magnetotransport Phenomena in Kagome Artificial Spin Ice 
 
 
4.1  Introduction 
 In this chapter, we describe systematic studies of the transport properties of connected 
kagome artificial spin ice (ASI) networks while varying the angle of the applied magnetic field. 
Our transport setup allowed for a wide range of angular variation, something not yet fully 
realized in the literature. In 2006, Tanaka et al. reported magnetoresistance measurements for 
field sweeps spaced 15° apart [64], while in 2012, Branford et al. reported measurements for 
field sweeps spaced 90° apart [66]. Here we report on detailed ASI magnetotransport phenomena 
that can be characterized by careful manipulation of the applied field angle of field sweeps. 
 
4.2  Experimental setup 
These data were collected at 300 K to avoid any complications arising from exchange 
bias. Transport measurements were taken on both armchair and zigzag orientation networks of 
similar sizes. The armchair network (Fig. 4-1a) had 636 total hexagons (including 32 partial 
hexagons on the ends) spanning approximately 41 hexagons across the long axis and 15 
hexagons across the short axis. The zigzag network (Fig. 4-1c) had 638 total hexagons (18 partial 
hexagons) spanning approximately 37 hexagons across the long axis and 17 hexagons across the 
short axis. Networks with a larger number of hexagons (compared to the networks of Chapter 3) 
were studied to ensure that macroscopic effects were being observed. Moreover, thin contact 
points were used (as opposed to the longer contact pads used in the devices in Chapter 3) to  
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Figure 4-1: (a) SEM image of an armchair-orientation connected kagome ASI network. (b) MFM 
image of an armchair network. The black and white dots at the vertices were indicative of the 
Ising-like behavior of the individual nanowires. (c) SEM image of a zigzag-orientation 
connected kagome ASI network. (d) MFM image of a zigzag network. (e) Both the armchair and 
the zigzag networks had eight contact points available for transport measurements. This cartoon 
illustrates the leads used for transport studies. A 4-point measurement technique was used:  
connective pads on the left and right ends were used to supply an excitation current while the 
thin nanowire leads along top and bottom ends were used for voltage detection. (f) An external 
magnetic field could be applied in-plane with the sample face; θ denotes the angle between the 
field direction and the nominal current direction along the long axis. 
 
minimize their possible contributions. As in Chapter 3, the networks were patterned by e-beam 
lithography onto a substrate coated with silicon nitride. The patterns were filled in with 
permalloy deposited via ultra-high vacuum electron-beam evaporation. Permalloy deposition was 
performed by Mike Manno and Justin Watts at the University of Minnesota. Individual 
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nanowires of the networks were approximately 800 nm by 75 nm in-plane. Networks were 
studied with nanowire thicknesses of 12 nm, 25 nm, and 40 nm. Unless otherwise stated, data 
and discussion refer to 25 nm thickness samples. 
 As expected, magnetic force microscopy (MFM) images confirmed single domain 
behavior of the nanowires, with domain walls only apparent at the vertices for both the armchair 
networks (Fig. 4-1b) and the zigzag networks (Fig. 4-1d). The measurement geometries used for 
the longitudinal measurement, V||, and the transverse measurement, V⊥, are pictured in Figure 4-
1e. Longitudinal measurements using an adjacent pair of leads and transverse measurements 
using non-central pairs of leads were also recorded; those data were not qualitatively different 
and appear in Appendix A. These network samples were measured inside a Quantum Design 
Physical Property Measurement System (PPMS) with a fixed-direction ±14 T magnet. Samples 
were mounted on a rotating platform such that the network rotated in-plane with the magnetic 
field.  The angle between the field and the long axis of the sample (the nominal current direction) 
was given by θ (Fig. 1f). The range of θ was approximately 380°, varying typically from -290° to 
90°, although the minimum and maximum varied from sample to sample based on the precision 
of the mounting procedure. 
 An ac excitation (f = 17 Hz, 𝐼 = 66.7 μA) was supplied by a Stanford Research Systems 
SR830 Lock-in Amplifier. Voltage measurements across the networks were also recorded with 
SR830s, using the ac excitation as the reference signal. The time constant used was 300 ms. The 
results at each step were the average of five successive measurements. Angular calibration 
sweeps were performed by applying a saturating magnetic field (10 kOe) and measuring the 
longitudinal resistance through 380° of rotation. At 10 kOe, the magnetization of an individual 
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nanowire within the network ignores the shape anisotropy and the longitudinal response was 
maximized at θ = 0° due to symmetry of the anisotropic magnetoresistance (AMR). 
The majority of our measurements consisted of field sweeps at a set angle. Each complete 
field sweep had three components: a field initialization stage (0 kOe to 10 kOe), a downwards 
field sweep (10 kOe to -10 kOe) and a successive upwards field sweep (-10 kOe to 10 kOe). The 
applied field angle θ remained fixed during an individual field sweep; changing θ required 
physical rotation of the sample which was done in zero-field. Field sweeps were performed with 
coarse variations and fine variations of the external field angle. In the coarse regime, field 
sweeps were measured in 5° increments in approximately a 375° range. In the fine variation 
regime, field sweeps were measured in approximately 0.1° increments around 0° and 90° for 
both samples.  
 
4.3  Transport results 
We measured transport data as a function of field for multiple devices in both armchair 
and zigzag geometries. The qualitative features in the data described below were consistent from 
sample to sample (typical data are shown in Figure 4-2 for an armchair device). Both 
longitudinal (𝑅||) and transverse measurements (𝑅⟘) yielded data symmetric under field reversal. 
Sharp features, indicative of magnetization reversal in the nanowires, occurred at similar field 
steps in the longitudinal and the transverse resistance data for a fixed θ. The longitudinal plots 
were all very similar: for a single field sweep, the resistance had a parabolic shape for |𝐻| < 
~2000 Oe. As the field magnitude was increased above 2000 Oe, 𝑅||(𝐻) flattened out. This 
behavior was consistent with AMR: as the field increased, the magnetization rotated resulting in 
the parabolic background; and then as the magnetization saturated, the parabola tapered off.  The  
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Figure 4-2: Longitudinal (left) and transverse (right) transport measurements of an armchair-
orientation ASI network (Armchair 2) for different θ. The down field sweeps (red) and up field 
sweeps (blue) exhibited field reversal symmetry. For viewing ease, all plots except the θ = 0° 
plot are vertically offset. 
 
sharp features embedded in the parabola were results of magnetization reversal of the nanowire 
links. The changes in longitudinal resistance were relatively small, less than 1% of the zero-field 
resistance. Even at different field angles, the longitudinal features were similar. The transverse 
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data, on the other hand, evolved differently, with the features changing shape rather remarkably 
at different field angles. 
Between samples of the same type, the overall magnitude of the resistance varied, but the 
shapes of the responses were similar. Table 4-1 lists the different samples used for transport and 
magnetic force microscopy (MFM) studies. Table 4-2 details the baseline longitudinal and 
transverse resistances for the transport samples. The variation in the baseline longitudinal signal 
is likely due to differences between samples. None of the samples were deposited with permalloy 
simultaneously, so we would expect differences in resistivity for the material and the thicknesses 
of the samples. On the other hand, the overall shapes of the resistance responses were 
qualitatively consistent for each network orientation and quite similar between configurations 
(with angular reversal around 45°, i.e., 0°/30°/60°/90° field sweeps of an armchair network are 
similar to 90°/60°/30°/0° field sweeps of a zigzag network), so we believe that the physical 
phenomena we observed are robust. 
 
Sample long name Sample designation Focus of study 
20141031_armchair_L_B3 Armchair 1 Transport 
20141031_armchair_L_E2 Armchair 2 Transport 
20141031_armchair_L_E1 Armchair 3 MFM 
20150723_zigzag_G1 Zigzag 1 Transport 
20141031_zigzag_L_B1 Zigzag 2 Transport 
20141031_zigzag_L_A3 Zigzag 3 MFM 
Table 4.1: Table listing the samples used for transport or MFM studies in Chapter 4.  
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Sample designation Longitudinal 𝑹(𝟎) Transverse 𝑹(𝟎) Transverse Offset 
Armchair 1 284 Ohms -2.14 Ohms -181 nm 
Armchair 2 422 Ohms 0.65 Ohms 37 nm 
Zigzag 1 342 Ohms 0.85 Ohms 62 nm 
Zigzag 2 391 Ohms 0.72 Ohms 46 nm 
Table 4.2: Table of baseline 𝑅(𝐻 = 0) values for each transport sample. The baseline transverse 
values were converted to transverse lead offset values by assuming that the baseline longitudinal 
value was proportional to the distance between the longitudinal leads. 
 
The variation in the baseline transverse signal can be explained by random lithographical 
error in voltage lead placement. If there is a slight offset in the lead placements on opposite sides 
of the sample, a small portion of the longitudinal signal could be picked up in the transverse 
measurement. For the longitudinal measurements, using a pair of adjacent leads (as opposed to 
the leads highlighted in Figure 4-1) resulted in approximately half the resistance. This was true 
for all samples regardless of baseline resistance values for all field values (see Appendix B for 
examples). If half the distance resulted in half the resistance, we can convert the baseline 
transverse resistance into a distance offset value. These conversions are summarized in Table 4-
2. The largest calculated offset was ~180 nm which was plausible due to the constraints of e-
beam lithography (~50 nm resolution) and the width of the voltage pads (~600 nm). Between 
samples of the same type, the change in transverse resistance was identical regardless of the 
baseline resistance. 
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Figure 4-3: Transverse angular compilation plots of armchair devices. For two armchair devices, 
data during field sweeps from 1 T to -1 T were taken at fixed angle. These sweeps were taken for 
angles θ between 85° and -290° in 5° increments. The above R⊥ vs. θ plots were constructed 
from the field sweeps. The points in the connected curves above were not measured successively. 
For a single curve, the connected data were from the same field step across every field sweep 
(during the down sweep). The data for the two samples behaved very similarly in terms of 
relative change; however, the baseline value of the resistance varied by approximately 3 Ω, 
likely due to small lithographical differences in the placements of the transverse voltage leads. 
Slight offsets in the lead placements could result in inclusion of part of the longitudinal signal. 
 
Pseudo-angular compiled sweeps 
 The transverse magnetoresistance data from each of these field sweeps in the coarse-
grained measurements were compiled into “pseudo-angular” plots, where we plot the data at a 
particular field value taken from field sweeps at different fixed angles (i.e., plotting the 
resistance as a function of angle, but where each point was taken from a different field sweep  
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Figure 4-4: Transverse angular compilation plots of zigzag devices similar to Figure 4-3. For the 
first zigzag device, field sweeps were taken with θ changing by 5° increments over a 370° range. 
For the second zigzag device, a partial set of field sweeps was collected with θ changing by 15° 
increments, resulting in blockier plots, over a 300° range. The above R⊥ vs. θ plots were 
constructed from the field sweeps. The points in the connected curves above were not measured 
successively. For a single curve, the connected data were from the same field step across every 
field sweep (during the down sweep). 
 
performed at a fixed angle). At a given field strength, plotting the transverse magnetoresistance 
as a function of angle revealed interesting trends in both the armchair orientation (Fig. 4-3) and 
the zigzag orientation (Fig. 4-4). Note that while the curves appear to be functions of the applied 
field angle, a single curve is not representative of immediately successive measurements. Rather, 
a vertical line of measurements at a fixed angle is taken successively before moving to the next 
angle; measurements started at maximum θ (approximately 80°) and concluded at minimum θ 
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(approximately -290°). Figure 4-5 illustrates in more detail how “pseudo-angular” plots were 
compiled. 
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Figure 4-5: Visualization of compilation of “pseudo-angular” plots. Black arrows overlaid over 
the data above indicate the order of measurement (not to scale; for full representation, black 
arrows would be overlaid in 5 degree steps). Beginning at the tail of the rightmost arrow, a full 
field sweep (1 T  -1 T  1 T) was performed. Using the five curves in the data above, at a 
fixed angle, the 1 T data was taken first followed by the 0.3 T data, the 0.15 T data, the 0.05 T 
data, and lastly the 0 T data. Displaying all the data taken would result in visual overload, so 
only selected field values are shown in this type of plot. When the field sweep was finished, the 
sample was rotated, changing the applied field angle. After rotation, another field sweep was 
performed, visualized above by connecting the head of the rightmost arrow to the tail of the 
neighboring arrow. Field sweeps were only taken along the arrows at fixed angles; the dashed 
diagonal lines are merely visual indicators. 
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 In Figures 4-3 and 4-4, the highest field 10 kOe traces fit fairly well to sin(θ)cos(θ) 
waveforms, which is the symmetry expected for the planar Hall effect (PHE). At this magnetic 
field strength, the magnetic moments are not determined by their shape anisotropy and were all 
likely aligned with the magnetic field, behaving roughly like a thin film of permalloy. The 
armchair and zigzag pseudo-angular transverse plots were almost identical under angular 
reversal around θ = ±45° (i.e., flip the zigzag plots in Figure 4-4 about a vertical line drawn at θ 
= 45° and they are almost identical to the armchair plots in Figure 4-3). The transverse plots 
were also similar under angular reversal around θ = -45°, θ = -135°, and θ = -225°. 
In the armchair orientation, medium field strengths (e.g., 3000 Oe, 1500 Oe) had 
resistance maxima at -30°/-210° and minima at 30°/-150°. Relative to the lattice geometry, the 
maxima occurred at directions normal to the long axes of the 60° nanowires and the minima 
occurred at directions normal to the long axes of the -60° nanowires. Similarly, the zigzag device 
displays intermediate field maxima at -240°/-60° and minima at -120°/60°, normal to the 30° and  
-30° nanowires, respectively. In both devices, there were magnetoresistance ‘pinch points’; at 
these angles (-270°, -180°, -90°, 0°), characterized by much smaller resistance changes compared 
to other angles. 
For each device, the 0 Oe data had three different resistance plateaus depending on the 
orientation of the saturating magnetic field. Figures 4-6 and 4-7 show low-field versions of the 
composite angular plots for the armchair and zigzag devices, respectively.  While the plateaus 
were not perfectly flat, there were distinct jumps every 60°; each of these field orientations was 
normal to one of the three sets of nanowire orientations. This indicates that the zero-field 
transverse resistance value was dependent on the micromagnetic configuration of the lattice. For 
example, consider θ = 25° and θ = 35° field sweeps of an armchair device (Fig. 4-8). At 
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Figure 4-6: Transverse angular compilation plots for two armchair devices focusing on low-
fields. Plotting only the low-field results from the field sweeps very clearly revealed three 
distinct plateau regions. While R⊥ was not perfectly flat in any of the ranges (e.g., -30° to 30°), 
the sharp jumps at the range edges for the zero-field resistance values indicated that some 
macroscopic phenomena was occurring. From high-field to low-field, the zero-field resistance 
stepped up at 30° and -30° and then dropped at -90° before repeating the 180° cycle. 
 
saturation, all the magnetic moments are aligned with the external field. As the field is lowered 
to zero, both the 0°-aligned nanowires and the 60°-aligned nanowires will have moments 
pointing to the right in both cases (parallel to the long axis but with a rightwards projection onto 
the x-axis in the 60° case). However, for the -60° nanowires, the moments will be pointing to the 
bottom-right after saturation at θ = 25° and to the upper-left after saturation at θ = 35°. The 
primary difference between these two cases is the different magnetizations of the -60° nanowires. 
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Figure 4-7: Transverse angular compilation plots for two zigzag devices focusing on low-fields. 
Only a partial set of data were collected for the device “Zigzag 2”. As in the armchair devices, 
plotting the low-field results revealed three resistance plateaus. While the behavior of R⊥ in 
zigzag devices was similar to that of armchair devices, there were some differences: the plateau 
edges were shifted by 30° and from high-field to low-field, the zero-field resistance stepped 
down at -60° and -120° and then dropped at -180° before repeating the 180° cycle. 
 
This difference strongly suggests that the different zero-field resistance values are correlated 
with the moment configuration. The 150 Oe and 500 Oe data showed the transverse 
magnetoresistance response breaking out of the plateaus, with peaks beginning to show similar to 
the aforementioned medium field strength regimes. 
We also performed this type of analysis on the longitudinal data for both an armchair 
device (Fig. 4-9) and a zigzag device (Fig. 4-10). Unlike the transverse data, there were no 
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Figure 4-8: Zero-field micromagnetic configurations. (a) In oommf during a field sweep 
simulation, after saturating at 7000 Oe at θ = 25°, the field was relaxed to zero-field with the 
shown micromagnetic configuration. (b) After saturating at 7000 Oe at θ = 35°, the field was 
relaxed to zero-field with the shown micromagnetic configuration, similar to the θ= 25° results 
but with every -60° nanowire moment flipped. (c) In the experimental zero-field angular 
compilation plot of a device, θ = 25° and θ = 35° were on opposite sides of a plateau edge, 
suggesting that the exact micromagnetic configuration has a stark effect on the zero-field 
resistance. (d) Color wheel guide for the magnetic moment vectors in (a) and (b). 
 
angular pinch points where the magnetoresistance response was minimal. At a saturated field, the 
data fit well to a cos
2
 waveform, in line with the expectations of AMR symmetry. As the field is 
decreased, the angular compilation plots did not appear to overlap at all until negative fields in 
the downwards field sweep were reached (consistent with the overall parabolic field dependence 
of these data). As these were compiled from the downwards parts of field sweeps, magnetization 
reversals were not expected to occur until the negative half of the sweep. The longitudinal zero-
field data appeared to have stepwise behavior similar to the transverse zero-field data, but the 
large background of the longitudinal data results in a higher degree of uncertainty and scatter, 
and thus obscures the possible feature. 
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Figure 4-9: Longitudinal angular compilation plots of an armchair network. As in the transverse 
case (e.g., Figure 4-3), these data were stitched together using longitudinal data from field 
sweeps at fixed angles. Connected lines were data taken at the same applied field value but 
different applied field angles. 
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Figure 4-10: Longitudinal angular compilation plots of a zigzag network. As in the transverse 
case, these data were stitched together using longitudinal data from field sweeps at fixed angles. 
Connected lines were data taken at the same applied field value but different applied field angles. 
 
Fine-grained angular exploration 
 To explore the aforementioned pinch points of the transverse data, we measured field 
sweep responses at closely spaced applied field angles. Our apparatus allowed angular variation 
with precision on the order of a tenth of a degree. In the following discussion, instead of 
addressing the pinch points on a device by device basis, we will instead group them into two 
categories: armchair θ = -90° / zigzag θ = 0°; and armchair θ = 0° / zigzag θ = -90°. As field 
sweeps were taken from a saturating positive field to a saturating negative field and back, the 
angular space was effectively cut down to 180° (e.g., a θ = 0° downwards field sweep from 1 T 
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to -1 T and a θ = 180° upwards field sweep from -1 T to 1 T were identical). By looking at the 
two groupings, we effectively cover all four pinch points for each device. These groupings were 
chosen because the transverse responses exhibited similarities, and the field-lattice orientation 
within groupings were identical. For the armchair θ = -90° / zigzag θ = 0° group, the external 
field was approximately perpendicular to one-third of the nanowires. For the armchair θ = 0° / 
zigzag θ = -90° group, the external field was approximately parallel to one-third of the 
nanowires. While the exact details of the transport geometry varied (i.e., the nominal direction of 
the current and the transverse voltage detection direction), within each group, the orientations of 
the external field with respect to the lattice were the same.  
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Figure 4-11: Field sweeps with very small angular variations around (above) the armchair θ = -
90° and (below) the zigzag θ = 0° pinch points exhibited drastic changes for even a tenth of a 
degree change, with the plot features effectively mirroring around a line parallel to the x-axis. 
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 Figure 4-11 displays the results of finely-grained field sweeps around θ = -90° for an 
armchair network and θ = 0° for a zigzag network. Small angular changes to the applied field 
direction resulted in large changes in the magnetoresistance response. In the armchair case, for θ 
> -90°, the magnetoresistance experienced a sharp drop at ~500 Oe and a rise at ~1700 Oe. At θ 
≈ 0°, the change in the magnetoresistance is greatly diminished. (We suspect that with a perfect 
device and perfect angular alignment, the transverse response during the field sweep would be a 
perfectly flat.) At θ < -90°, the effects inverted; instead of a drop at ~500 Oe, there was a sharp 
rise, and instead of a rise at ~1700 Oe, there was a drop. In the zigzag data, the results were 
repeated. For θ > 0°, there was a sharp rise at ~500 Oe and a small drop at ~1900 Oe. For θ ≈ 0°, 
the resistance change was small. For θ < 0°, there was a sharp drop at ~500 Oe and a small rise at 
~1900 Oe. 
 In Figure 4-12, we plot the transport results of the other grouping (armchair θ = 0° / 
zigzag θ = -90°). Again, we observed that small angular changes to the applied magnetic field 
resulted in large effects on the magnetoresistance response. The armchair response mirrored 
across the x-axis as the angle crossed 0° and the zigzag response mirrored across the x-axis as 
the angle crossed 90°. This effect was most notable in a sharp, almost delta-function-like 
transport feature at approximately 550 Oe in the armchair device and 600 Oe in the zigzag 
device. The armchair device response also showed a mirroring feature near -300 Oe, although it 
should be noted that no magnetization reversal was expected as the field approached zero from 
saturation at -10 kOe. 
We also checked the transverse magnetoresistance results for armchair networks of 
varying thicknesses (12 nm, 25 nm, 40 nm). In permalloy nanowires, magnetization reversal can 
occur via propagation of domain walls, but the type of domain wall nucleated depends on the 
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Figure 4-12: Field sweeps with very small angular variations around (left) the armchair θ = 0° 
and (right) the zigzag θ = 90° pinch points exhibited drastic changes for even a tenth of a degree 
change, with the plot features effectively mirroring around a line parallel to the x-axis. 
 
cross-sectional area of the nanowire (Fig. 4-13) [105]. For nanowires with a cross-section less 
than 2000 nm
2
, transverse domain walls are expected. For nanowires with a cross-section greater 
than 2000 nm
2
, vortex domain walls are expected. For nanowires with a cross-section around 
2000 nm
2
, either type of domain wall can be formed. For our 25 nm thick networks (~75 nm 
wide, ~1900 nm
2
 cross-section), we were fairly close to the crossover regime for domain walls. 
We examined samples of different thicknesses to test if the types of domain walls were a 
major factor. The 12 nm thickness network had a cross-section of approximately 900 nm
2
 and 
was expected to be in the transverse domain wall regime. The 40 nm thickness network had a 
cross-section of approximately 3000 nm2 and was expected to be in the vortex domain wall  
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Figure 4-13: Cartoons of transverse domain walls (left) and vortex domain walls (right) where 
the arrows correspond to the directions of local magnetic moments. In nanowires with cross-
sections smaller than 2000 nm
2
, transverse domain walls are expected to form. For cross-sections 
larger than 2000 nm
2
, vortex domain walls are expected. For cross-sections near 2000 nm
2
, both 
types of domain walls can form. Reproduced from [105]. 
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Figure 4-14: ~90° transverse transport for an armchair network with 12 nm thick permalloy 
nanowires. With a width of ~75 nm and a total cross-sectional area of ~900 nm
2
, transverse 
domain walls were expected in the nanowires. The same plot inversion features were present as 
in the data of the 25 nm thickness networks. 
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Figure 4-15: ~90° transverse transport for an armchair network (same armchair network from 
Figure 4-11) with 25 nm thick permalloy nanowires. With a width of ~75 nm and a total cross-
sectional area of ~1900 nm
2
, the nanowires were in the range where either transverse or vortex 
domain walls could nucleate. 
 
regime. Taking field sweeps around θ = -90°, we found that the results were qualitatively similar. 
The shapes of the transverse resistances were similar for the 12 nm thickness sample (Fig. 4-14), 
the 25 nm thickness sample (Fig. 4-15), and the 40 nm thickness sample (Fig. 4-16). The 
inversion of features seen in the 25 nm thickness samples was also seen in the 12 nm thickness 
sample. Comprehensive sweeps of the 40 nm thickness sample were not taken, but for a field 
near θ = -90°, the transverse resistance behaved qualitatively similar to that of the 25 nm  
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Figure 4-16: ~90° transverse transport for an armchair network with 40 nm thick permalloy 
nanowires. With a width of ~75 nm and a total cross-sectional area of ~3000 nm
2
, vortex domain 
walls were expected to nucleate. Comparing to the upwards field sweeps of 25 nm thickness 
networks, the overall behaviors were very similar with features appearing at approximately the 
same field values.  
 
thickness sample. Across all three thicknesses, as the cross-sectional area increased, the field 
ranges where the features occurred also increased, due to the increased coercivity of the 
nanowires. 
 
4.4  MFM studies at pinch points 
 To further investigate the features of the transverse data (Fig. 4-11 and Fig. 4-12), we 
performed magnetic force microscopy (MFM) measurements of samples of the same types (for 
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example MFM images, see Figure 4-1b and Figure 4-1d). In these MFM studies, we were 
interested in the magnetic field values at which magnetization reversal occurred, and the studies 
were designed to mirror the transport setup. The sample was placed on a rotating platform inside 
a dipole electromagnet. A saturating magnetic field was then applied in one direction (e.g., 90°); 
afterwards, the magnetic field was reduced to zero and an MFM image was taken. Afterwards, 
the sample was stepped to progressively larger and larger magnetic fields in the opposite 
direction (e.g., -90°). 
Our MFM apparatus was unable to capture high-quality images while a magnetic field 
was applied, so instead, images were captured in zero-field in between field steps (e.g., saturate 
at -4000 Oe, take MFM image at 0 Oe, ramp to 100 Oe, take MFM image at 0 Oe, ramp to 200 
Oe, take MFM image at 0 Oe, etc.). As the field ramped to higher values, magnetization 
reversals began to occur. When the magnetic field was dropped to zero, MFM images would 
reveal whether or not the effective magnetic charge distribution had changed (for examples of 
effective magnetic charge distributions and how they related to possible moment configurations, 
refer to Figure 3-6). By comparing successive MFM images, the number of vertex charges that 
changed between field steps could be monitored. By tracking the vertex charges, we were able to 
glean information about the behavior of the nanowire moments. Between images, if a vertex 
charge had changed, then either 1 or 3 of the connecting magnetic moments had reversed (e.g., if 
a 2-in/1-out becomes a 1-in/2-out, then either one of the moments pointing in had reversed or all 
three moments had reversed). Alternatively, if the vertex charge remained the same, then either 
no moments flipped or both a moment pointing in toward the vertex and a moment pointing out 
away from the vertex had flipped. 
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Figure 4-17: The magnetic charge evolutions of an armchair sample (above, θ = -90°) and a 
zigzag sample (below, θ = 0°) are traced via MFM. Similar to the magnetoresistance field 
sweeps measured, a saturating field is first applied and then successive images at progressively 
higher fields are compared to find the number of vertex magnetic charge reversals for the entire 
network (black curve). The number of successive charge reversals is also tracked for the top and 
bottom edges of the network (red curve). The resultant plots reveal two features at ~500 Oe and 
~1800 Oe, corresponding to the features seen in Figure 4 which undergo mirror imaging as the 
applied field angle is varied. 
 
For the armchair sample at θ = -90°, we tracked the number of vertex charges that change 
between field steps for both the entire sample and for only vertices at the terminating edges of 
the external field (along the top and bottom edges of the network) (Fig. 4-16). Around 500 Oe, as 
the diagonal nanowire moments flipped (long axis oriented along 60° or -60°), the effective 
charge distribution in the middle remained the same. However, at the edges where the chains 
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terminated, we observed reversed vertex charges. Observing charges at the edges provided useful 
supplemental information; if an entire chain of nanowire links flipped near-simultaneously, then 
the vertex charges in the middle would appear unchanged while the vertex charges at the ends 
would have changed. At 1700 Oe, we observed most of the vertex charges changing polarity, 
likely due to the horizontal nanowire moments reversing (Fig. 4-17). Similarly, for the zigzag 
sample at θ = 0°, we tracked the number of vertex charge reversals both for the entire sample and 
along the left and right edges of the network. Again, we found a bimodal distribution with peaks 
at approximately 450 Oe and 1700 Oe (Fig. 4-17). The peaks in the MFM data corresponded 
well to the field values at which the inverting features in the transport data occurred for the same 
θ (Fig. 4-11), confirming that micromagnetic reversal of the nanowires was correlated to the 
transport features. 
We repeated the same type of MFM analysis for the other angular grouping. As in the 
prior set of MFM sweeps, we observed the changes in the vertex charge distribution both at the 
bulk and at the device edges where chains of nanowire moment reversals terminate. For the 
armchair device at θ = 0°, vertex charge reversals were tracked for the entire sample and along 
the left and right edges of the sample (edges normal to θ = 0°). For the zigzag device at θ = 90°, 
reversals were tracked for the entire sample and along the top and bottom edges of the sample 
(edges normal to θ = 90°). These results are summarized in Figure 4-18, revealing a single peak 
where vertex charge reversal occurred. This matched up with the single transport feature 
appearing in Figure 4-12. 
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Figure 4-18: The magnetic charge evolutions of an armchair sample (above, θ = 0°) and a zigzag 
sample (below, θ = 90°) are traced via MFM. Similar to the magnetoresistance field sweeps 
measured, a saturating field is first applied and then successive images at progressively higher 
fields are compared to find the number of vertex magnetic charge reversals for the entire network 
(black curve). The number of successive charge reversals is also tracked for the left and right 
edges of the network (red curve). The resultant plots reveal a feature at ~650 Oe, corresponding 
to the feature seen in Figure 6 which undergo mirror imaging as the applied field angle is varied. 
 
4.5  Vertex control of transverse transport 
 To further investigate the magnetotransport phenomena of connected kagome ASI, we 
performed micromagnetic simulations. We suspected that the vertices played an important role in 
the magnetotransport results. Using MuMax-3, we qualitatively investigated the vertex behavior 
during magnetization reversal at the pinch point angles. MuMax-3 is open-source micromagnetic 
simulation software [106].  An input image is divided into a large number of small magnetic  
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Figure 4-19: Snapshot of a single vertex in simulations of full armchair-orientation connected 
ASI networks near θ = 90°. (a) After a negative saturating field was applied at θ = 89.8°, the field 
was increased with this image taken at 1040 Oe. The vertex magnetization pointed to the lower-
left. (b) Increasing the field further to 1200 Oe, magnetization reversal of the non-horizontal 
nanowires has occurred. The vertex magnetization pointed to the upper-left. (c) After a negative 
saturating field was applied at θ = 90.2°, the field was increased with this image taken at 1040 
Oe. The vertex magnetization pointed to the lower-right, differing from the θ = 89.8° case. (d) 
The field was increased to 1200 Oe, resulting in magnetization reversal of the non-horizontal 
nanowires and the vertex magnetization pointing to the upper-right, again different from the θ = 
89.8° case. 
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moment cells with properties determined by input parameters. With (or without) an external field 
applied, the magnetic moment behavior is evolved via gradient minimization. Around either θ = 
0° or θ = 90° for both network orientations (armchair and zigzag), the vertex magnetization 
changes subtly depending on which side of 0° or 90° the field is applied. In Figure 4-19, we 
zoomed in on a single vertex in a micromagnetic simulation of a connected ASI network, both 
before and after magnetization reversal of the non-horizontal nanowires.  
In both cases, an upwards field sweep was simulated (beginning with a negative 
saturating field). In the θ = 89.8° simulation before reversal (Fig. 4-19a), the vertex 
magnetization was pointing to the lower-left. After reversal (Fig. 4-19b), the magnetization 
pointed to the upper-left. In both cases, there was a leftwards tilt. In the θ = 90.2° simulation 
before reversal (Fig. 4-19c), the vertex magnetization was pointing to the lower-right. After 
reversal (Fig. 4-19d), the magnetization pointed to the upper-right. Here, there was a rightwards 
tilt. The tilt of the vertex magnetization was dependent on the behavior of the adjoining 
horizontal nanowire. When a negative saturating field was applied at θ = 89.8°, there was a 
negative x-component, resulting in the leftwards orientation of the horizontal nanowire moments. 
At θ = 90.2°, the negative saturating field had a positive x-component, resulting in the right-
pointing horizontal nanowire moments. 
 In these armchair-orientation vertices, if the current flows in the positive x-direction, then 
the inversion of plot features (Fig. 4-11) can be explained by a PHE signal. We will designate 𝜙 
as the angle between the vertex magnetization and the assumed current direction (as 𝜙 is distinct 
from θ). Considering that the PHE is proportional to sin 𝜙 cos𝜙, the sign of PHE changes at 𝜙 = 
0°, 𝜙 = 90°, 𝜙 = 180°, and 𝜙 = 270°. In the θ = 89.8° simulation of an armchair network, prior to 
reversal, 180° < 𝜙 < 270°.  After reversal, 90° < 𝜙 < 180°.  Here, sin 𝜙 cos𝜙 changes from  
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Figure 4-20: Snapshot of a single vertex in simulations of full armchair-orientation connected 
ASI networks near θ = 0°. (a) After a negative saturating field was applied at θ = -0.4°, the field 
was increased with this image taken at 1300 Oe. The vertex magnetization pointed to the left. (b) 
Increasing the field further to 1400 Oe, the top-left nanowire flipped, resulting in vertex 
magnetization pointing to the bottom-right. (c) After a negative saturating field was applied at θ 
= 0.4°, the field was increased with this image taken at 1300 Oe. The vertex magnetization 
pointed to the left. (d) Increasing the field further to 1400 Oe, the bottom-left nanowire flipped, 
resulting in vertex magnetization pointing to the upper-right. 
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positive to negative. In the θ = 90.2° simulation, prior to reversal, -90° < 𝜙 < 0°. After reversal, 
0° < 𝜙 < 90°. In this scenario, sin𝜙 cos𝜙 changes from negative to positive. This inversion of 
PHE sign depending on the applied field angle corresponds well to the inversion of the 
transverse plot features as θ crosses 90° in the armchair case (or as θ crosses 0° in the zigzag 
case). 
 Figure 4-20 displays simulation results of an armchair ASI network for θ = -0.4° and θ = 
0.4°. In these cases, the vertex magnetization was determined by which nanowire moment 
reversed first. For θ = -0.4°, as the field was swept upwards, the top left nanowire of the 
displayed vertex reversed first, resulting in the vertex magnetization pointing to the bottom-right 
(-90° < 𝜙 < 0°). For θ = 0.4°, as the field was swept upwards, the bottom left nanowire of the 
displayed vertex reversed first, resulting in the vertex magnetization pointing to the upper-right 
(0° < 𝜙 < 90°). Between the two cases, the resultant PHE signal has differing signs, just as the 
transverse magnetoresistance spike changed signs as θ crossed 0° (Fig. 4-12). With an idea of the 
importance of the vertices in hand, we can attempt to reproduce the experimental features using 
various models. 
 
4.6  Modeling connected ASI as resistor networks 
 With some key assumptions, many of the features of the transport results can be 
qualitatively captured by analyzing circuit-model. By translating an ASI network to a resistive 
network model, the current flowing through each element can be extracted by solving a system 
of linear equations set up using Kirchhoff’s Laws. From there, the voltage between any two 
points can be determined by simply adding up the voltage changes along the path. To more fully 
understand the ramifications of successive models, it is instructive to fully discuss one model at a 
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time. Mathematical modeling and analysis of ASI network resistor models were done with the 
assistance of Dr. Gia-Wei Chern, a professor at the University of Virginia. 
Here we list brief summaries of the three models to be discussed. 
 NW-Ising model: In this model, each nanowire is considered to be a single resistor (with 
resistance determined by AMR). Vertices are ignored completely. The nanowire 
magnetic moments are assumed to be Ising-like with a Gaussian distribution of 
coercivities. 
 NW-rotation model: Similar to the NW-Ising model, each nanowire is considered to be a 
single resistor and the vertices are ignored. Individual moments are now allowed to rotate 
out of their long axes (e.g., as an increasing magnetic field is applied) as determined by 
micromagnetic modeling. 
 Vertex-Ising model: In this model, each nanowire is considered to be a single resistor and 
each vertex is considered to be a triangular set of resistors (with resistances determined 
by PHE). As in the NW-Ising model, the nanowire magnetic moments are assumed to be 
Ising-like with a Gaussian distribution of coercivities. 
 
4.6a  NW-Ising model 
 The first model is the NW-Ising model where we assume that the magnetic moment 
behavior of the nanowires are Ising-like (i.e., that the moment is strictly along the wire axis) and 
that the vertices can be ignored. The former assumption is true for nanowires of these scales at 
low fields, as confirmed experimentally by MFM. While this assumption stops holding as a 
magnetic field is applied (i.e., as the field rotates the nanowire moment away from being aligned 
by shape anisotropy), for a quick, qualitative modeling effort, it is a reasonable approximation. 
Ignoring the vertices is harder to justify: while the vertices are substantially smaller in volume 
than the long sections of the nanowire, it is still dangerous to ignore them. However, 
incorporating the vertices into circuit models is difficult; if the vertices are modelled as a 
triangular set of resistors connecting three nanowires (the simplest case), then the number of 
resistive elements is doubled, drastically increasing the number of linear equations to be solved. 
For an idealistic, simplest-approximations case, we ignore any vertex contributions. 
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Figure 4-21: NW-Ising model visualization. (Left) A portion of an SEM image of a connected 
kagome ASI sample was converted to black and white. (Right) Each nanowire was treated as a 
single resistor in a honeycomb-shaped resistive network. Resistance values were calculated from 
an AMR model, where the resistance changed as a function of the angle between the current 
density and the local magnetization. Current densities were assumed to be constrained to move 
parallel to the long axes of the nanowires. 
 
 For the NW-Ising model, each nanowire is treated as a single resistor in a large-scale 
honeycomb network (Fig. 4-21), where the resistance value arises from AMR. The resistance of 
a nanowire with length 𝐿 width 𝑤, and thickness 𝑡 is given by 
𝑅𝑁𝑊(𝜙) =
𝐿
𝑤𝑡
[𝜌⊥ + (𝜌|| − 𝜌⊥) cos
2 𝜙]                                             (4.1) 
where 𝜙 is the angle between the magnetization and the current density, 𝜌⊥ is the resistivity 
when the magnetization is perpendicular to the current density, and 𝜌|| is the resistivity when the 
magnetization is parallel to the current density [4, 84, 85]. Each magnetic moment is constrained 
to point along the long axis of the nanowire (Ising-like behavior); if the current is also assumed 
to move along the long axis of the nanowire, then the magnetization and the current density will 
be parallel (𝜙 = 0°) or anti-parallel (𝜙 = 180°). In both cases, the resistance value 𝑅𝑁𝑊 is the 
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same. As a result, we do not expect to see any changes in magnetoresistance for this model and is 
therefore clearly too simple to explain our data. 
 
 
Figure 4-22: Example image of the micromagnetic simulation of a 10-hexagon zigzag network 
used in the NW-rotation model. The colored segments indicate the in-plane direction of the local 
magnetization as indicated by the color wheel. Embedded arrows also display the direction of the 
magnetization of the cells in the local volume. In this equilibrated image, θ = 90° and a -920 Oe 
field was applied after the application of a +7000 Oe saturating field. By extracting the 
magnetization vector of each nanowire and assuming that the current moves parallel to the 
nanowire arms, a resistor network can be extracted. 
 
4.6b  NW-rotation model 
 The NW-rotation model is a modified version of the NW-Ising model where the 
assumption that the nanowire magnetic moments are Ising-like is discarded. Instead, average 
magnetizations for the nanowires as a function of a changing applied external field is used to 
calculate the resistance value of each nanowire. The micromagnetic simulation software used 
here was oommf (Object-Oriented MicroMagnetic Framework, administered by NIST) [107]. 
oommf and MuMax-3 operate on the same physical principles but operates in different parts of 
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computer memory [106, 107]. At each field step, the system was allowed to equilibrate (Fig. 4-
22). The average magnetization vector of each nanowire was extracted.  
 
 
Figure 4-23: The resistor network was setup by allowing the current to flow in and out at the 
edge junctions shown above. With the known resistance values and a fixed voltage, the current 
moving through each nanowire could be obtained by setting up and solving a set of linear 
equations. The simulated longitudinal voltage was found by finding the equivalent resistance of 
the entire circuit network, while the simulated transverse voltage was found by finding the 
voltage difference between the two red points above. 
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 The AMR resistance values of each nanowire could then be determined from the angle 
between the extracted magnetization and the current path (assumed to be parallel to the long axis 
of the nanowire). Figure 4-23 shows the circuit diagram setup used to extract the simulated 
longitudinal and transverse resistance values. In this picture, each nanowire was treated as a 
single resistor. The equivalent resistance of the network was treated as the longitudinal 
measurement. The transverse measurement was found by calculating the voltage drop between 
two points mirroring the placement of the transverse leads on an experimental device. The 
transverse resistance was then computed by dividing the voltage by the current flowing through 
the system. 
 The longitudinal results are shown in Figure 4-24 and the transverse results are shown in 
Figure 4-25. The simulated results are placed side-by-side with experimental transport results of 
a zigzag network. In the longitudinal case, there are some qualitative agreements between 
experiment and simulation. At the very least, the overall behavior of the longitudinal data is 
represented. In the transverse case, there are a few qualitative agreements, but, in general, the 
simulated data fails to capture the features of the experimental data. 
 
4.6c  Vertex-Ising model 
 In this next model, the vertex-Ising model, the assumption is again made that the 
nanowire magnetic moments are Ising-like. However, contributions from the vertices are now 
considered. Instead of modeling the vertices as point-like regions of zero resistance, they are 
modelled as triangular sets of resistors (Fig. 4-26). These resistance values are dependent on the 
moment arrangement of the three neighboring nanowires as well as the principal current 
direction.  As in the NW-Ising model, the nanowire bulks are also approximated as resistors 
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Figure 4-24: Comparisons between experimental longitudinal data (left) and simulated 
longitudinal data (right) of zigzag networks in the NW-rotation model. While some of the 
features matched up qualitatively, quantitative agreement was lacking. 
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Figure 4-25: Comparisons between experimental transverse data (left) and simulated transverse 
data (right) of zigzag networks in the NW-rotation model. A few qualitative features were shared 
between the two sets of results, but overall, the agreement was poor. 
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(𝑅𝑁𝑊) (Fig. 4-27). We approximate the vertices to be triangular regions with a constant electric 
field generated by the planar Hall effect (PHE) which arises macroscopically from the same 
phenomenon that generates AMR [84, 85]. The electric field generating PHE is given by 
?⃗? = ?̂?(𝑗 ∙ ?̂?)Δ𝜌.                                                                (4.2) 
where ?̂? is the unit vector of the magnetization, 𝑗  is the current density, and Δ𝜌 = 𝜌|| − 𝜌⊥. If we 
consider the triangular vertex region to have a constant current density and a constant 
magnetization then approximate resistance values can be calculated. Consider a 2-in, 1-out 
armchair vertex where the current flows to the right and the magnetic moments are arranged such 
that the two diagonal moments have a negative projection onto the y-axis and the horizontal 
moment is parallel to the current (Fig. 4-28abc). 
 
 
 
Figure 4-26: In the vertex-Ising model, vertices are treated as triangular sets of resistors. 
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Figure 4-27: As in the NW-Ising model, the nanowire bulks are also treated as individual 
resistors, connecting with the three vertex terminals as shown. 
 
In this case, the ‘macroscopic’ magnetization and current density are given by 
?̂? =
1
2
?̂? −
√3
2
?̂?,        𝑗̂ =
𝐼
𝑤𝑡
?̂?                                                      (4.3) 
where 𝐼 is the current, 𝑤 is the width of the nanowires, and 𝑡 is the thickness of the sample. The 
electric field is then given by 
?⃗? =
𝐼
𝑤𝑡
1
4
Δ𝜌?̂? −
𝐼
𝑤𝑡
√3
4
Δ𝜌?̂?.                                                       (4.4) 
With a constant electric field, finding the voltage drops between the three points is simple. 
𝑉12 = 0                                                                            (4.5) 
𝑉13 = 𝑉23 = 𝐸𝑦(−𝑙) =
√3
4
𝐼𝑙
𝑤𝑡
Δ𝜌                                                  (4.6) 
𝑙 is the length of the approximated triangular vertex region denoted in Figure 4-28b (i.e., the 
distance between two vertex nodes).  
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Figure 4-28: Using the PHE as a base, assumptions about the vertex behavior can be translated 
into an electric field that generates voltage differences across the vertex region. (a) In a 2-in, 1-
out case, assuming the current flows to the right and the magnetization is as shown, then (b) a 
‘coarse-grained’ view of the vertex can be interpreted as having a total current vector and a total 
magnetization vector with a 60° difference in angle. Using the PHE equation to generate the 
resultant electric field, the voltage drops across the edges of the triangle can be obtained, 
resulting in three resistance values: 𝑅13 = 𝑅23 = 𝑟 and 𝑅12 = 0. (d) Similarly, in a 1-in, 2-out 
case where the current flows to the right with the magnetization as shown, (e) the ‘coarse-
grained’ current and magnetization vectors are parallel, generating an electric field pointing to 
the right. (f) In this approximation, the resistance values in this case are 𝑅12 = 𝑅13 = 𝑟′ and 
𝑅23 = 0 where 𝑟
′ = 2𝑟. 
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Assuming Ohm’s law is obeyed, the resistance values are found by simply dividing out the 
current. 
𝑅12 = 0                                                                           (4.7) 
𝑅13 = 𝑅23 =
√3
4
𝑙
𝑤𝑡
Δ𝜌 = 𝑟                                                        (4.8) 
Similarly, in the 1-in, 2-out case denoted in Figure 4-28(d-f), the magnetization and the 
current density can be described as 
?̂? = ?̂?,        𝑗̂ =
𝐼
𝑤𝑡
?̂?                                                               (4.9) 
with the electric field 
?⃗? =
𝐼
𝑤𝑡
Δ𝜌?̂?                                                                  (4.10) 
and voltage changes 
𝑉23 = 0                                                                        (4.11) 
𝑉12 = 𝑉13 =
√3
2
𝐼𝑙
𝑤𝑡
Δ𝜌.                                                         (4.12) 
The resulting non-zero resistance values are twice that on the non-zero resistance values in the 
first case. 
𝑅23 = 0                                                                      (4.13) 
𝑅12 = 𝑅13 =
√3
2
𝑙
𝑤𝑡
Δ𝜌 = 𝑟′                                                    (4.14) 
𝑟′ = 2𝑟                                                                       (4.15) 
 Using this model to analyze connected ASI has yielded interesting results. Looking first 
at the zero-field resistance measurements where the Ising-like assumption is accurate, we 
calculated the transverse resistance values for three cases: θ = -60°, θ = 0°, and θ = 60°. In all 
three cases the micromagnetic configuration was the one used at remanence after saturation at a 
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Figure 4-29: Zero-field micromagnetic configurations at the designated angles as determined by 
micromagnetic simulations (oommf). At each of these angles, throughout the entire lattice, the 
moments were oriented such that they pointed along the saturating field direction (saturation at 
+7000 Oe, images taken at 0 Oe during a simulated downwards field sweep). 
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high field (Fig. 4-29). Using the parameters 𝑅𝑁𝑊 = 20, 𝑟 = 1, and 𝑟
′ = 2.2, the voltages for the 
three zero-field cases are: 
𝑉𝜃=−60°,   𝐻=0 ≈ 0.8                                                           (4.16) 
𝑉𝜃=0°,   𝐻=0 ≈ 0                                                               (4.17) 
𝑉𝜃=60°,   𝐻=0 ≈ −0.8                                                          (4.18) 
These values capture the stepwise behavior of the zero-field angular armchair data (Fig. 4-6), 
providing initial validation of the vertex model.  
 Preliminary field sweep results for the vertex-Ising model have shown great promise in 
reproducing the experimental behavior. Figure 4-30 shows results for the vertex-Ising model for 
θ = -264.3°. Figure 4-31 shows results for the model around θ = 0°. In these simulations, it is 
assumed that there is a Gaussian distribution of coercive fields for all of the moments. Every 
moment is assigned a coercive field by drawing from the distribution centered around 𝐻𝑠 = 2.5 
with standard deviation 𝜎𝐻𝑠 = 0.1 (arbitrary units). Magnetization reversals were determined 
both by the individual coercivity and nearest-neighbor interactions. The parameters 𝑅𝐴𝑀𝑅 = 20, 
𝑟 = 1, and 𝑟′ = 2.2 were used. An armchair network approximately 60 hexagons wide and 60 
hexagons tall was simulated. 
 In the simulation at θ = -95.73°, the diagonal nanowires flipped first with the horizontal 
nanowires flipping at much higher field values. This was reflected in the voltage response with 
three flat regions separated by two features in the transport data (Fig. 4-30). The simulated 
longitudinal data had two regions of sharp features that corresponded qualitatively to the 500 Oe 
and the 1700 Oe features of the experimental longitudinal data (Fig. 4-11). The simulated data 
did not reproduce the parabolic background typical of AMR; however, given that the nanowire 
moments were not allowed to rotate out of their long axes in the vertex-Ising model, we expected 
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that this background behavior would be suppressed. The simulated transverse data did capture 
the qualitative behavior of the experimental transverse data. In both, as the field was swept 
upwards, we observed a sharp drop in the resistance. At a much higher field value, the transport 
signal increased gently. 
 In the simulations for a variety of angles near θ = 0°, both the features and the plot 
inversion of the experimental data were captured (Fig. 4-31). The simulated longitudinal data 
and the experimental longitudinal data match up well with only a single sharp feature appearing 
(aside from the lack of the parabolic background in the simulated data as in the prior case). The 
simulated transverse data reproduced the sharp feature seen in the experimental transverse data 
(Fig. 4-12). Moreover, as the angle of the field sweeps was incremented past 0°, the simulated 
feature inverted.  
 
Figure 4-30: Simulated total magnetization (left) and voltage response (right) of an armchair 
connected ASI network during an upwards field sweep in the vertex-Ising model for θ = -95.73°. 
Magnetic moments were constrained to point along their long axes and flipped according to a 
Gaussian distribution of coercivities and nearest-neighbor interactions. The simulated transverse 
voltage response captured the qualitative behavior seen in the experimental transverse voltage, 
including the initial sharp drop followed by a relatively smooth rise. These plots were produced 
by Professor Gia-Wei Chern. 
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Figure 4-31: Simulated transverse voltage response (left) and longitudinal voltage response 
(right) of an armchair connected ASI network during an upwards field sweep in the vertex-Ising 
model around θ = 0°. The inversion of the transverse feature as the angle crossed 0° was captured 
by the simulations along. These plots were produced by Professor Gia-Wei Chern. 
 
Future modeling efforts 
 Both the NW-rotation model and the vertex-Ising model show promise in reproducing 
different parts of the experimental data. The NW-rotation model reproduced decently the 
experimental longitudinal magnetoresistance while capturing the parabolic-like AMR 
background at high fields. The vertex-Ising model reproduced transverse magnetoresistance 
features similar to those seen in the experimental data, including the transverse feature inversion 
around θ = 0°. To better understand the data, future efforts will focus on expanding the use of the 
vertex-Ising model. We will also construct a new model, the vertex-rotation model. This model 
is a natural progression from the NW-rotation and vertex-Ising models. The magnetic moments 
will be allowed to rotate and the vertices will continue to be treated as triangular sets of resistors 
depending on the neighboring moment orientations. By combining these two properties, the 
vertex-rotation model should better reproduce the experimental results. 
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4.7  Conclusions 
 In this chapter, we systematically investigated the magnetotransport of connected kagome 
ASI composed of permalloy nanowires and found that connected ASI possesses many 
fascinating transport properties. Originally, the vertices were there simply to connect the 
nanowires to enable transport measurements, but the picture is becoming clearer: the vertex 
behavior allows for fascinating many-body phenomena to arise. This was evident in the low-field 
stepping behavior of the angular plots and the inverting features of the finely-grained field 
sweeps around θ = 0° and θ = 90°. Our modeling efforts thus far have shown a great deal of 
promise in explaining the features of connected ASI. In the future, this model can be improved 
by taking into account the non-Ising behavior of the nanowires as an increasing magnetic field is 
applied. 
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Chapter 5 
Concluding Thoughts on Transport of Artificial Spin Ice 
 
 
We gleaned insights into the properties of artificial spin ice by studying connected 
artificial spin ice magnetotransport. In Chapter 1, we covered some of the fundamental properties 
of magnetism that make artificial spin ice fascinating. The field is still relatively young (~10 
years as of writing) but great strides have been made both in utilizing artificial spin ice as a tool 
to study its namesake, spin ice, and in blossoming into its own field of active investigation. In 
Chapter 2, we discussed some of the methods used to study artificial spin ice samples, including 
transport studies and microscopy studies. 
In Chapter 3, we tackled the question of whether the ice-II transition and hints of the 
ordered loop phase of kagome artificial spin ice could be observed in transport studies. 
Unfortunately, we found this to not be the case (at least in artificial spin ice composed of 
permalloy nanowires), but we did find interesting interplay with exchange bias. While the 
potential influence of this phenomenon would be fairly unsurprising to many materials science 
researchers, the idea of exchange bias in artificial spin ice systems has hitherto been unexplored. 
Exchange bias has been utilized as a means of controlling magnetic thin films and simple 
magnetic heterostructures, thus the possibility is there for exchange bias to be used to influence 
artificial spin ice systems. 
In Chapter 4, to further probe the magnetotransport of artificial spin ice, we performed 
careful studies with small angular variations during magnetoresistance field sweeps. Depending 
on the slight tilt of the angle of the applied magnetic field during a field sweep, the 
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magnetoresistance results could flip upside down. This slight tilt also affected the vertex 
behavior, and, in conjunction with a planar Hall effect understanding, could result in the plot 
inversions around the two critical angles 0° and 90°. Modeling efforts that incorporate vertex 
behavior have been able to qualitatively reproduce these features, revealing that the vertices 
provide important control over the transverse resistance. 
The control of the transverse magnetoresistance examined in Chapter 4 actually can be 
tied back neatly to the asymmetric transport results of Chapter 3. In the discussion of exchange 
bias effects, we postulated the possibility of exchange bias influencing the coherent rotation of 
magnetization reversal where the asymmetric field reversal sweeps could be explained in the 
context the planar Hall effect. The major regions where this rotation could be affected are the 
vertices, whose importance has been heavily established by the field sweep results of Chapter 4 
at densely spaced applied field angles. Depending on the tilt of the vertex, the planar Hall effect 
signal can change from positive to negative or negative to positive. Combined with the effects of 
exchange bias influencing the preferred vertex magnetization, the idea that the vertex 
magnetizations are the same for both the upwards and downwards field sweeps suddenly 
becomes very concrete. 
Originally, we had hoped to utilize transport studies to observe the low-energy ground 
states of kagome artificial spin ice, as had been claimed in the studies of cobalt connected 
artificial spin ice networks. We had also originally perceived magnetotransport as another tool 
(in a toolbox of many) to study artificial spin ice. Instead, we found that transport studies could 
be used to study the interplay between artificial spin ice and exchange bias, opening the road to 
new possibilities for artificial spin ice control. Moreover, while the vertices were originally 
necessary as a means of connecting artificial spin ice and enabling transport studies, we have 
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seen that the vertices actually result in interesting transport phenomena and we have achieved 
some success in modeling connected artificial spin ice as a resistive circuit where both the bulk 
sections of the nanowires and the vertices play important roles. In the future, we hope that this 
circuit model will evolve and be able to explain many of the transport properties of connected 
artificial spin ice and serve as a basis for studying other novel artificial spin ice lattices, such as 
the square lattice and the brickwork lattice. 
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Appendix A 
Checks of Other Factors in ASI Transport Measurements 
 
 In Chapter 3 and Chapter 4, transport was measured in the context of variable 
temperatures and variable magnetic fields. Those were the factors that were expected to have 
significant effects on connected ASI resistances. Since ac transport methods were primarily used 
to study our connected ASI networks, we checked that our devices followed Ohm’s law and that 
we were removed from possible ac effects. 
In the preceding discussions of magnetotransport, resistance values (designated 𝑅) 
referred to the real parts of the resistance. As ac measurements were used, the voltage response 
was generally slightly out-of-phase with the excitation current, resulting in small imaginary parts 
as well. As the real and imaginary parts of transport are explored in the following figures, we 
designate the real (in-phase) and imaginary (out-of-phase) parts of the resistance as, respectively, 
𝑋 = 𝑅 cos𝜙                                                                     (A. 1) 
𝑌 = 𝑅 sin𝜙                                                                     (A. 2) 
where 𝑅 is the magnitude of the response signal and 𝜙 is the phase offset between the reference 
and measurement signals 
 Figure A-1 shows an SEM image of an armchair network similar to those studied in 
Chapter 4. Figures A-2 and A-3 show longitudinal and transverse downwards field sweeps, 
respectively, at θ = 30° for three different excitation currents. In the longitudinal case, there was 
a small vertical offset as the excitation current changed, but overall, Ohm’s law was obeyed. In 
the transverse case, the three curves were identical. 
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 Figures A-4 to A-10 display results for 𝑋(𝑓) and 𝑌(𝑓) both in zero-field and with a field 
applied. Both the real and imaginary parts of the longitudinal and transverse resistances 
displayed some resonance occurring near 120 Hz. The measurement results of the prior chapters 
were taken at 17 Hz on relatively flat portions of these sweeps and we were removed from any 
anomalous ac effects. 
 Figure A-11 shows an SEM image of a zigzag network similar to those studied in 
Chapter 4. Figures A-12 to A-18 show field sweep data at three different excitation frequencies 
(17 Hz, 170 Hz, 1700 Hz). As seen in the armchair case where we observed the resistance as a 
function of frequency, there was some difference in the field sweeps. In the real part of the 
longitudinal resistance (Fig. A-12), the 17 Hz and 1700 Hz data were relatively close while the 
170 Hz data were much smaller. Zooming in on the 17 Hz and 1700 Hz data, the field sweeps 
behaved very similarly (Fig. A-13). In the real part of the transverse resistance (Fig. A-14), the 
17 Hz and the 170 Hz data were relatively close and were almost identical except for a vertical 
offset (Fig. A-15). In Figure A-16, we observed that the 1700 Hz data also behaved similarly 
except with a large vertical offset and with different behavior near zero-field. Whereas the 17 Hz 
and 170 Hz transverse data were relatively smooth around zero-field, the 1700 Hz transverse 
data exhibited a sharp peak. 
  
 
 
 
 
 
 
 
 119 
 
 
 
 
 
 
 
 
 
Figure A-1: Scanning electron micrograph of a large armchair network. 
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Figure A-2: Effects on transport when using different excitation currents on the longitudinal 
resistance of an armchair network. Overall, the connected ASI network exhibited Ohmic 
behavior (𝑉 = 𝐼𝑅), where half the excitation current resulted in approximately half the measured 
voltage. 
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Figure A-3: Effects on transport when using different excitation currents on the transverse 
resistance of an armchair network. No noticeable difference was discerned. 
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Figure A-4: Effects on transport when varying the excitation frequency on the longitudinal 
resistance of an armchair network. A frequency of 17 Hz was used for the experiments in 
Chapter 3 and Chapter 4. In the above plot, we observed a large drop in the real part of the 
longitudinal resistance at approximately 120 Hz. No data point for 120 Hz was recorded due to 
the expected resonance of the electricity grid. While the large drop in resistance was somewhat 
disconcerting, our experiments were performed in a flat section of 𝑋||(𝑓) where frequency 
effects did not appear to arise. 
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Figure A-5: Effects on transport when varying the excitation frequency on the transverse 
resistance of an armchair network. The behavior was similar to that of the longitudinal 
resistance, where the real part dropped to 0 at ~120 Hz. Similarly, the real part of the transverse 
resistance approaches 0 at ~120 Hz. 
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Figure A-6: Imaginary parts of the longitudinal and the transverse resistance of an armchair 
network at zero-field while varying the excitation frequency. At ~120 Hz, a large portion of the 
resistance appears in the imaginary part of the longitudinal resistance, out-of-phase with the 
excitation current. 
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Figure A-7: Zoom-in of the imaginary part of the transverse resistance of an armchair network at 
zero-field while varying the excitation frequency. The overall shape behaved similarly to that of 
the imaginary part of the longitudinal resistance with the exception of being inverted (flipped 
upside down). 
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Figure A-8: Real part of the longitudinal resistance of an armchair network with an 800 Oe field 
applied at θ = 30° while the excitation frequency was varied. The data behaved very similarly to 
the same case with a 0 Oe field applied. 
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Figure A-9: Real part of the transverse resistance of an armchair network with an 800 Oe field 
applied at θ = 30° while the excitation frequency was varied. The data behaved very similarly to 
the same case with a 0 Oe field applied. 
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Figure A-10: Imaginary parts of the longitudinal and transverse resistances of an armchair 
network with an 800 Oe field applied at θ = 30° while the excitation frequency was varied. As in 
the cases of the real parts of the resistances, the imaginary parts behaved very similarly to when a 
0 Oe field was applied. 
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Figure A-11: Scanning electron micrograph of a large zigzag network. The zigzag network 
designed to be similar in shape to the armchair network with a similar number of total hexagons. 
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Figure A-12: Real parts of longitudinal resistances of a zigzag network during field sweeps with 
θ ≈ 89° at different excitation frequencies. As seen in Figure A3, the frequency did have an 
impact on the signal. The 17 Hz signals and the 1700 Hz signals were grouped closely together, 
while the 170 Hz signal was significantly smaller. 
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Figure A-13: Real parts of longitudinal resistances of a zigzag network during field sweeps with 
θ ≈ 89° with 17 Hz and 1700 Hz excitation frequencies. Zooming in on the 17 Hz and 1700 Hz 
signals, we observed that the features were almost identical with only a small vertical offset. 
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Figure A-14: Real parts of transverse resistances of a zigzag network during field sweeps with θ 
≈ 89° at different excitation frequencies. As seen in Figure A4, the frequency did have an impact 
on the transverse signal. The 17 Hz and 170 Hz signals were grouped closely with the 1700 Hz 
signal being significantly larger (unlike the longitudinal case where it was the 170 Hz signal that 
was removed from the other two data sets). 
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Figure A-15: Real parts of transverse resistances of a zigzag network during field sweeps with θ 
≈ 89° with 17 Hz and 170 Hz excitation frequencies. Zooming in on the 17 Hz and 170 Hz 
signals, we observed that the features were almost identical with only a small vertical offset.  
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Figure A-16: Real part of transverse resistance of a zigzag network during field sweeps with θ ≈ 
89° with 1700 Hz excitation frequency. For |𝐻| > 300 Oe, the field sweep at 1700 Hz behaved 
similarly to the field sweeps at 17 and 170 Hz. Around zero-field, the transverse resistance 
spiked. 
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Figure A-17: Imaginary parts of longitudinal resistances of a zigzag network during field sweeps 
with θ ≈ 89° at different excitation frequencies. As in the case of the real parts of the longitudinal 
resistances, the 17 Hz and 1700 Hz signals were grouped relatively closely while the 1700 Hz 
signal was significantly larger. 
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Figure A-18: Imaginary parts of transverse resistances of a zigzag network during field sweeps 
with θ ≈ 89° at different excitation frequencies. Like the real parts of the transverse resistances, 
the 17 Hz and 170 Hz signals were grouped closely with the 1700 Hz signal being significantly 
larger. 
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Appendix B 
Miscellaneous Connected ASI Transport Data 
 
In this appendix, we present miscellaneous transport data. For posterity, the field sweeps used to 
construct the pseudo-angular sweeps will be partially displayed here; displaying all the field 
sweeps would require more space than reasonable. In prior chapters, it was noted that multiple 
longitudinal and transverse signals were taken simultaneously, but only the results of one 
longitudinal signal (far-spaced leads) and one transverse signal (center channel) were presented. 
In actuality, two longitudinal geometries and two transverse geometries were measured for most 
samples. Here, we present plots showing the results of all four for the Chapter 4 networks 
“Armchair 1”, “Armchair 2”, “Zigzag 1”, and “Zigzag 2” (Table 4-1). Red curves were 
downwards field sweeps (1 T  -1 T) and blue curves were upwards field sweeps (-1 T  1 T). 
Plots for field sweeps at each angle (5° increments for Armchair 1, Armchair 2, and Zigzag 1; 
15° increments for Zigzag 2) can be found in compressed archives online as supplemental data 
with the following filenames: 
Appendix B - 20141031_armchair_L_B3 Field Sweeps.rar 
Appendix B - 20141031_armchair_L_E2 Field Sweeps.rar 
Appendix B - 20150723_zigzag_G1 Field Sweeps.rar 
Appendix B - 20141031_zigzag_L_B1 Field Sweeps.rar 
 
These correspond, respectively, to devices “Armchair 1”, “Armchair 2”, “Zigzag 1”, and “Zigzag 
2”. A  partial selection of these plots (field sweeps spaced ~30° apart) are presented below for 
each device. 
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Figure B-1: Diagram for measurements of sample “Armchair 1”. 
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Figure B-2: Armchair 1, θ = 80°. 
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Figure B-3: Armchair 1, θ = 60°. 
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Figure B-4: Armchair 1, θ = 30°. 
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Figure B-5: Armchair 1, θ = 0°. 
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Figure B-6: Armchair 1, θ = -30°. 
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Figure B-7 Armchair 1, θ = -60°. 
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Figure B-8: Armchair 1, θ = -90°. 
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Figure B-9: Armchair 1, θ = -120°. 
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Figure B-10: Armchair 1, θ = 150°. The longitudinal 1 (“X_Long1”) and longitudinal 2 
(“X_Long2”) measurements had a constant baseline value artificially (and mistakenly) added to 
the resistances, resulting in approximately double the resistance value. The constant baseline 
value was approximately equal to the zero-field value. 
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Figure B-11: Armchair 1, θ = -180°. The longitudinal 1 (“X_Long1”) and longitudinal 2 
(“X_Long2”) measurements had a constant baseline value artificially (and mistakenly) added to 
the resistances, resulting in approximately double the resistance value. The constant baseline 
value was approximately equal to the zero-field value. 
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Figure B-12: Armchair 1, θ = -210°. The longitudinal 1 (“X_Long1”) and longitudinal 2 
(“X_Long2”) measurements had a constant baseline value artificially (and mistakenly) added to 
the resistances, resulting in approximately double the resistance value. The constant baseline 
value was approximately equal to the zero-field value. 
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Figure B-13: Armchair 1, θ = -240°. The longitudinal 1 (“X_Long1”) and longitudinal 2 
(“X_Long2”) measurements had a constant baseline value artificially (and mistakenly) added to 
the resistances, resulting in approximately double the resistance value. The constant baseline 
value was approximately equal to the zero-field value. 
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Figure B-14: Armchair 1, θ = -270°. The longitudinal 1 (“X_Long1”) and longitudinal 2 
(“X_Long2”) measurements had a constant baseline value artificially (and mistakenly) added to 
the resistances, resulting in approximately double the resistance value. The constant baseline 
value was approximately equal to the zero-field value. 
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Figure B-15: Diagram for measurements of sample “Armchair 2”. 
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Figure B-16: Armchair 2, θ = 80°. 
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Figure B-17: Armchair 2, θ = 60°. 
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Figure B-18: Armchair 2, θ = 30°. 
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Figure B-19: Armchair 2, θ = 0°. 
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Figure B-20: Armchair 2, θ = -30°. 
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Figure B-21: Armchair 2, θ = -60°. 
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Figure B-22: Armchair 2, θ = -90°. 
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Figure B-23: Armchair 2, θ = -120°. 
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Figure B-24: Armchair 2, θ = -150°. 
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Figure B-25: Armchair 2, θ = -180°. 
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Figure B-26: Armchair 2, θ = -210°. 
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Figure B-27: Armchair 2, θ = -240°. 
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Figure B-28: Armchair 2, θ = -270°. 
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Figure B-29: Diagram for measurements of sample “Zigzag 1”. 
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Figure B-30: Zigzag 1, θ = 80°. 
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Figure B-32: Zigzag 1, θ = 60°. 
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Figure B-33: Zigzag 1, θ = 30°. 
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Figure B-34: Zigzag 1, θ = 0°. 
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Figure B-35: Zigzag 1, θ = -30°. 
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Figure B-36: Zigzag 1, θ = -60°. 
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Figure B-37: Zigzag 1, θ = -90°. 
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Figure B-38: Zigzag 1, θ = -120°. 
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Figure B-39: Zigzag 1, θ = -155°. 
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Figure B-40: Zigzag 1, θ = -180°. 
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Figure B-41: Zigzag 1, θ = -210°. 
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Figure B-42: Zigzag 1, θ = -240°. 
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Figure B-43: Zigzag 1, θ = -270°. 
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Figure B-44: Diagram for measurements of sample “Zigzag 2”. 
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Figure B-45: Zigzag 2, θ = 90°. 
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Figure B-46: Zigzag 2, θ = 75°. 
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Figure B-47: Zigzag 2, θ = 60°. 
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Figure B-48: Zigzag 2, θ = 30°. 
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Figure B-49: Zigzag 2, θ = 0°. 
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Figure B-50: Zigzag 2, θ = -30°. 
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Figure B-51: Zigzag 2, θ = -60°. 
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Figure B-52: Zigzag 2, θ = -90°. 
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Figure B-53: Zigzag 2, θ = -120°. 
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Figure B-54: Zigzag 2, θ = -150°. 
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Figure B-55: Zigzag 2, θ = -180°. 
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Figure B-56: Zigzag 2, θ = -210°. 
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Appendix C 
Object-Oriented MicroMagnetic Framework Code 
 
In this appendix, we present information on how micromagnetic modeling can be 
performed. The Object-Oriented MicroMagnetic Framework (oommf), administered by the 
National Institute of Standards and Technology, is one of the most commonly used 
micromagnetic simulation programs. oommf is continually being updated and the package used 
for simulations here was version oommf-1.2a5 [105]. Simulations were performed on the physics 
nodes of the University of Illinois computer cluster. 
oommf splits input images into small magnetic moment cells and simulates the evolution 
of those magnetic moments. oommf can also simulate an applied magnetic field. The user can 
choose to have oommf time-evolve the moments using the Landau–Lifshitz–Gilbert equation or 
evolve the moments by gradient minimization [108]. The latter method requires considerably 
less computation time while maintain the same results as that of the time-evolver. In past 
simulation studies of ASI, it has been demonstrated that using SEM images as inputs to simulate 
nanowire roughness leads to more realistic results [109]. In our oommf studies, we utilized SEM 
images as bases. Sections of the networks imaged were then chosen and converted to black and 
white images using imageJ (open-source image processing software administered by the 
National Institutes of Health). 
 An example input image used to simulate connected ASI networks is shown in Figure C-
1. Input parameters, such as coercivity and exchange interactions, are part of the input code. The 
cell size is also specified in the input code; we used the common choice of 5x5x5 nm
3
. While 
oommf can in principle be run on any computer, for large simulations with a large number of 
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cells, it is preferable to run the program on a computer cluster (such as the University of Illinois 
cluster). If there are too many cells (e.g., more cells for the image to be partitioned into than 
amount of RAM), then the simulation is unable to proceed. On a cluster, this generally is not an 
issue. To run oommf on a computer cluster, oommf must first be installed which is easily done 
by following the linux instructions on the oommf website [110]. Once oommf is installed, the 
oommf setup file (in .mif format) and the input image file both need to be loaded onto the server. 
To run commands on the University of Illinois cluster, job scripts are saved in .pbs format [111]. 
Example code to run an oommf job on the cluster is as follows: 
#!/bin/bash 
#PBS -l walltime=96:00:00 
#PBS -l nodes=1:ppn=12 
#PBS -q physics 
#PBS -N armchair_17hex_90degrees_30degrot 
#PBS -j oe 
#PBS -m be 
#PBS -M brianle2@uiuc.edu 
#PBS -o results 
tclsh /home/brianle2/oommf-1.2a5bis/oommf.tcl boxsi -restart 2 
/home/brianle2/scratch/armchair_17hex_60degrees/fesem_arm_60deg_17Hex_TopBot.mif 
 
The #PBS commands are related to cluster administration including amount of time to run the 
simulation (max 100 hours), number of computer nodes to use, and e-mail alerts at the start and 
end of the job. If simulations require more than 100 hours of time, including the “-restart 2” 
option in the last line will have simulations pickup from where they left off. We can program 
oommf to output vector maps of the magnetic moments at different magnetic fields (after 
equilibrating) and a data table summarizing the overall magnetization. An example .mif file is as 
follows: 
set PI [expr {4*atan(1.)}] 
set MU0 [expr {4*$PI*1e-7}] 
 
Specify Oxs_ImageAtlas:atlas { 
       xrange {0 8830e-9} 
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       yrange {0 5820e-9} 
       zrange {0 25e-9} 
       image {hex_armchair_fesem_17Hex_TopBot.bmp} 
       viewplane xy 
       colormap { 
                 black top 
                 blue bottom 
                 red left 
                 darkgreen right 
                 white universe 
                } 
       matcherror 0.2 
      } 
 
Specify Oxs_RectangularMesh:mesh { 
  cellsize {5e-9 5e-9 5e-9} 
  atlas :atlas 
} 
 
Specify Oxs_UniformExchange { 
  A  13E-12 
} 
 
Specify Oxs_Demag {} 
 
Specify Oxs_UZeeman:extfield0 [subst { 
  comment {Field values in Tesla; scale to A/m} 
  multiplier [expr {1/$MU0}] 
  Hrange { 
    {0.7 0 0 0.26 0 0 22}     
    {0.25 0 0 0.11 0 0 14} 
    {0.108 0 0 0.05 0 0 29} 
    {0.045 0 0 -0.045 0 0 18} 
    {-0.05 0 0 -0.108 0 0 29} 
    {-0.11 0 0 -0.25 0 0 14} 
    {-0.26 0 0 -0.7 0 0 22} 
    {-0.7 0 0 -0.26 0 0 22}     
    {-0.25 0 0 -0.11 0 0 14} 
    {-0.108 0 0 -0.05 0 0 29} 
    {-0.045 0 0 0.045 0 0 18} 
    {0.05 0 0 0.108 0 0 29} 
    {0.11 0 0 0.25 0 0 14} 
    {0.26 0 0 0.7 0 0 22} 
      } 
}] 
 
Specify Oxs_CGEvolve { 
 gradient_reset_count 50 
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 minimum_bracket_step 0.05 
 maximum_bracket_step 10 
 line_minimum_relwidth 10 
 energy_precision 5e-10 
 line_minimum_angle_precision 10 
} 
 
Specify Oxs_MinDriver { 
 basename fesem_arm_0deg_17Hex_TopBot 
 vector_field_output_format {text %.17g} 
 scalar_output_format %.17g 
 evolver Oxs_CGEvolve 
 mesh :mesh 
 stopping_mxHxm 40 
 Ms {Oxs_AtlasScalarField { 
   atlas :atlas 
   values { 
     universe 0 
     top 860E3 
     bottom 860E3 
     left 860E3 
     right 860E3 
  } } } 
 
 m0 {Oxs_AtlasVectorField { 
      atlas :atlas 
      values { 
             universe { 0 0 1 } 
             top { 0 1 0 } 
             bottom { 0 1 0 } 
             left { 1 0 0 } 
             right { 1 0 0 } 
      } 
     }} 
    } 
 
########################################## 
Ignore { 
  totalfieldoutputformat: binary 4 
} 
########################################## 
# Define the outputs 
# Destination <desttag> <appname> [new] 
# Schedule <outname> <desttag> <event> <frequency> 
 
Destination archive mmArchive 
Schedule DataTable archive Stage 1 
Schedule Oxs_MinDriver::Magnetization archive Stage 1 
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From the output vector map files, oommf can perform various tasks. Magnetization vector maps 
can be converted to bitmap format using the avf2ppm utility: 
tclsh oommf.tcl avf2ppm -config conf2.config -cwd [working directory of oommf magnetization 
vector map files] B24 [list of files to process] 
 
Using the avf2odt utility, the average magnetization of a designated rectilinear volume could be 
extracted. 
tclsh oommf.tcl avf2odt -average space -region [xmin ymin zmin xmax ymax zmax] -cwd [working 
directory of oommf magnetization vector map files] [list of all files to process] 
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Figure C-1: Example of oommf input image. The image was obtained from an SEM image of a 
connected ASI network sample in order to take nanowire roughness into account. The image was 
generated by taking sections of the SEM image and converting to binary (black and white) using 
imageJ. 
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