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We present a scale-bridging approach based on a multi-fidelity (MF) machine-learning (ML) framework lever-
aging Gaussian processes (GP) to fuse atomistic computational model predictions across multiple levels of
fidelity. Through the posterior variance of the MFGP, our framework naturally enables uncertainty quantifica-
tion, providing estimates of confidence in the predictions. We used Density Functional Theory as high-fidelity
prediction, while a ML interatomic potential is used as low-fidelity prediction. Practical materials design
efficiency is demonstrated by reproducing the ternary composition dependence of a quantity of interest (bulk
modulus) across the full aluminum-niobium-titanium ternary random alloy composition space. The MFGP
is then coupled to a Bayesian optimization procedure and the computational efficiency of this approach is
demonstrated by performing an on-the-fly search for the global optimum of bulk modulus in the ternary
composition space. The framework presented in this manuscript is the first application of MFGP to atom-
istic materials simulations fusing predictions between Density Functional Theory and classical interatomic
potential calculations.
PACS numbers: Valid PACS appear here
I. INTRODUCTION
Materials design can be seen as an inverse problem
in the structure-property relationship. In the context
of modern random alloys, such as medium- and high-
entropy alloys, optimizing functional performance can re-
quire the exploration of vast composition spaces. It is
therefore highly desirable to develop numerical tools to
enable the prediction of optimal concentrations of the dif-
ferent components, in order to optimize a set of materials
properties1,2. Such predictive tools could greatly reduce
experimental testing and manufacturing costs, and are of
great interest3.
High-accuracy first-principles approaches, such as
Density Functional Theory (DFT), are an efficient tool
to complement experiments in this optimization process.
However, their predictive capabilities are limited by their
computational cost and O(N3) scaling4, making them
impractical for the optimization of multiple properties
across large composition spaces, particularly for proper-
ties requiring more than a few hundred atoms to resolve.
Machine learning (ML) interatomic potentials (IAPs)
are emerging as a promising solution to run large-scale
problems, while preserving a level of accuracy close to
first-principles methods5. Trained on extensive datasets
of atomic configurations (usually extracted from DFT
calculations), ML-IAPs are computationally efficient and
preserve the O(N) linear scaling of computational cost
with atom count6. This leads to prediction costs orders of
a)Corresponding authors: anhtran, jtranch@sandia.gov.
A.T. and J.T. contributed equally to this work.
magnitude cheaper than ab initio calculations, allowing
to effectively bridge the gap between nano- and meso-
scale models with a controlled level of accuracy7,8.
However, MD performed with ML-IAPs loses some of
its prediction accuracy (and thus materials design and
discovery capabilities) when configurations and composi-
tions departing from the training set are considered.
While a lot of effort has been concentrated on train-
ing and validating ML-IAPs, the use of DFT and MD
predictions mostly remains segregated: in the context of
ML-IAPs, the latter is used to build training and testing
sets, and the former is used to run statistical averaging
and large scale simulations. Although they form a natu-
ral pair of high- and low-fidelity computational models,
there seems to be a lack of research effort to fuse their
information.
In the field of materials science, few studies have sought
to exploit the correlation between low- and high-fidelity
levels to obtain high-accuracy multi-fidelity (MF) predic-
tions, thus fusing the information across multiple levels
of fidelity hierarchically. Batra el al. recently wrote a
comprehensive review of different levels of fidelity used to
obtain forces in atomistic materials modeling9. Pilania
el al. developed a MF co-kriging ML framework enabling
low-cost accurate quantum mechanical predictions of
bandgaps by fusing the information obtained from DFT
calculations performed with different exchange correla-
tion functionals10. Other recent studies have been aim-
ing at fusing information and predictions across multiple-
levels of fidelity for materials study and design11–14.
Gaussian processes (GP) and associated Bayesian op-
timization (BO) methods are among popular approaches
that have been employed extensively in computational
materials science15, most notably in the construction
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2of Gaussian Approximation Potential (GAP) ML-IAPs5.
This includes studies of shape memory alloy16, poly-
mer dielectrics17, polymer bandgaps18, dopant formation
energies in hafnia9, search for saddle points on high-
dimensional potential energy surfaces19–21, fusing MD
simulation with different time-steps13, and calibrating
coarse-grain MD potential22.
Our previous work developed a data-driven MF-
ML method leveraging a multi-fidelity Gaussian-process
(MFGP) approach23,24 and utilized it to fuse the predic-
tions of the same quantity of interest (QoI) from multiple
levels of fidelity. Here we apply the approach to atomistic
materials simulation. The high- (HF) and low-fidelity
(LF) models are DFT and a SNAP ML-IAP25, respec-
tively. A MF Bayesian optimization is then applied to
optimize the QoI with respect to chemical composition.
The goal of this work is to demonstrate the applicability
of our MF framework to applications in atomistic mate-
rials simulation.
To the knowledge of the authors, this work presents
the first MF-ML framework exploiting the respective
strengths of DFT and ML-IAP (i.e. high-accuracy but
expensive predictions versus low-cost and scalable but
less accurate predictions) and to fuse their predictions.
This manuscript is organized as follows. In Section II,
we describe the details of DFT simulations (Section II A)
and MD simulations (Section II B) for AlNbTi system.
Section III briefly formulates the MFGP framework and
its MF BO extension. Section IV presents the results for
AlNbTi system. Section V discusses and concludes the
paper.
II. HIGH- AND LOW-FIDELITY BULK MODULUS
CALCULATIONS
In this section, we describe the ab initio and classi-
cal calculations used to build the high- and low-fidelity
models, respectively. The high-fidelity model relies on
Density Functional Theory (DFT) and is presented in
section II A. The low-fidelity model is based on a ML-
IAP and is presented in II B.
As a proof of concept calculation, the bulk modulus
is chosen to be the physical quantity of interest for the
multi-fidelity prediction. It is known to converge more
rapidly with respect to the k-point sampling than other
elastic properties, such as the shear moduli26, which
made our high-fidelity calculations more tractable. How-
ever, our MF approach is easily transferable to any other
QoI that can be evaluated by both ab initio and classical
calculations.
A. Density functional theory
Ab initio calculations were carried out using plane-
wave density functional theory as implemented in the
Quantum ESPRESSO package27,28, within the frame-
work of the PBE formalism29. The interactions between
the electrons and ions were represented using projector
augmented wave (PAW) pseudopotentials. We used a ki-
netic energy cutoff of 55 Ry for the wave function and 600
Ry for the charge density. The Brillouin zone was sam-
pled using a 2x2x2 k-point grid and Gaussian smearing
with a smearing value of 0.025 eV. For all calculations,
the convergence threshold for self-consistency was set to
10−8.
Initial body-centered cubic (bcc) cells are generated
following the approach described in30. The atoms of the
cell are randomly selected to be Al, Nb, or Ti, subject
to the constraint of a particular total number of atoms
of each element. The number of distinct chemical com-
positions that can be generated with configurations of
N atoms and E elements is given by the multiset coeffi-
cient
(
( NE
)
) =
(
N + E − 1
E − 1
)
. The total number of distinct
compositions achievable with 54 atoms and 3 elements is
then 1540. The number of expensive DFT calculations
to be performed is reduced by considering atom counts
that are multiples of 3, leading to 190 distinct compo-
sitions. For each composition, one random coloring is
generated. It is shown in Ref.30 that for 54 atom cells,
the particular random coloring does not strongly modify
the bulk modulus calculation. We leverage that result to
reduce the number of expensive calculations to be per-
formed. For each of these 190 structures, an equation of
state (EOS) is computed by ranging its volume through
eight points. The volume variation corresponds to an
approximate compression and expansion of 6%. Fig. 1
displays the results of eight of those EOS calculations at
the equicomposition point.
The EOS results were interpolated with a Birch-
Murnaghan equation, using a third order polyno-
mial31,32. This procedure allowed us to extract the high-
fidelity bulk modulus corresponding to a given composi-
tion.
B. Classical potential calculations
Classical potential calculations were carried out using
the LAMMPS package33 and a SNAP machine learning
potential25 whose training set contained information at
the equicomposition point, and for each of the single-
element phases. Details of the training and testing of the
SNAP potential are provided in Tranchida et al.30.
The bulk modulus is computed following the same ap-
proach as described in section II A above. However, as
the computational cost of the LF calculations is very
small compared to the HF calculations, we densified the
number of LF points in three ways. First, we computed
the LF bulk modulus for all 1540 possible compositions
of 54 atom cells. Then, instead of varying the cell volume
through eight points, we use 100 points. This ensures a
better convergence of the Birch-Murnaghan polynomials.
Finally, for each composition point, the bulk modulus is
3averaged over 10 initial cells, each one corresponding to
different random coloring for the given composition.
In this proof-of-concept study, we decide to keep the
same cell size across the two levels of fidelity (54 atoms).
This simplified the comparison between the LF and HF
models. However, it is straightforward and almost com-
putationally transparent to largely increase the LF cells.
This could for example enable the discovery of corre-
lations between large scale effects and information ex-
tracted from small DFT cells. This path would increase
the scale-bridging aspect of our work, and will be ex-
plored in future studies.
Fig. 1 displays the comparison of eight LF EOS calcu-
lations compared to the HF ones, at the equicomposition
point.
FIG. 1: Equation of state calculations for six
configurations. The red circles and blue lines display
the high-fidelity DFT and low-fidelity SNAP results,
respectively.
As detailed in Tranchida et al.30, about 70% of the
training set of the SNAP potential contains equicompo-
sition information. This explains the excellent agreement
displayed on Fig. 1. Inferior agreement is expected when
large departures from the equicomposition point are ob-
served.
III. MULTI-FIDELITY GAUSSIAN-PROCESS AND
MULTI-FIDELITY BAYESIAN OPTIMIZATION
In this section, we briefly review the formulation of
GP, particularly the MF extension of the classical GP,
and the relevant MF BO method23,24.
A. Gaussian Processes
Gaussian process regression is an efficient and flexi-
ble framework to approximate a response surface for a
single-fidelity, single-objective function. We briefly sum-
marize the GP theoretical formulation for the sake of
completeness34. Let D = (xi, yi)i=1:n denote the dataset
of n observations with output y and d-dimensional input
x ∈ X ⊆ Rd. A GP is a nonparametric model charac-
terized by its prior mean function µ0(x) : X → R and
a covariance function k(x,x′) : X × X → R. Assuming
that the observations f = f1:n are jointly Gaussian, and
the observation y is normally distributed given f , i.e.
f |x ∼ N (m,K), (1)
y|f , σ2 ∼ N (f , σ2I), (2)
where mi := µ(xi) and Ki,j := k(xi,xj).
The classical GP regression formulation assumes a
stationary covariance matrix and only considers the
weighted distance r2(x,x′) = (x−x′)TΛ(x−x′), where
Λ is a diagonal matrix of d squared length scales θ2i .
Mate´rn kernels offer a broad class for stationary kernels,
controlled by a smoothness parameter ν > 0 (cf. Sec-
tion 4.2,35), including the square-exponential (ν → ∞)
and exponential (ν = 1/2) kernels widely used in the
literature. The ν = 3/2 Mate´rn kernel k(x,x′) =
θ20 exp (−
√
3r)(1+
√
3r) is used in this work. At a known
sampling point x ∈ X , the posterior mean µ(x) is calcu-
lated by
µ(x) = µ0(x) + k(x)
T (K + σ2I)−1(y −m), (3)
and the posterior variance σ2(x) is given by
σ2(x) = k(x,x)
−k(x)T (K + σ2I)−1k(x), (4)
where k(x) is a vector of covariance k(x)i = k(x,xi),
σ2 =
1
n
(y−µ0(x))TK−1(y−µ0(x)) is the intrinsic vari-
ance. To obtain the hyper-parameter θ = (θi)i=1:d, we
maximize the log marginal likelihood, which is computed
as
log p(y|x1:n, θ) = −1
2
(y −m)T (Kθ + σ2I)−1(y −m)
−1
2
log |Kθ + σ2I| − n
2
log (2pi).
(5)
Here, Kθ is emphasized to be strongly dependent on θ.
B. Multi-fidelity Gaussian Processes
We assume that the prediction at highest level of fi-
delity, i.e. level s, can be written as an auto-regressive
model36,
fH(x) = ρfL(x) + δ(x), (6)
4where fH(x) and fL(x) denote the high- and low-fidelity
predictions, respectively, ρ is the scaling factor, and
δ(x) is the discrepancy between the high- and low-
fidelity model. The dataset D is divided into DL =
(xi, yi)i=1:nL and DH = (xi, yi)i=1:nH , corresponding to
low-fidelity and high-fidelity datasets, respectively. Our
multi-fidelity formulation is closely related to Couckuyt
et al. 37–39 and Forrester et al. 40. Following the auto-
regressive scheme described in Equation 6, the main idea
of MFGP in two levels of fidelity is to model fL as the
first GP and the discrepancy δ(x) as the second GP, be-
fore fusing both of them together.
In the MFGP, the covariance matrix K˜ is computed as
K˜ =
(
σ2LKL(xL,xL) ρσ
2
LKL(xL,xH)
ρσ2LKL(xH ,xL) ρ
2σ2LKL(xH ,xH) + σ
2
dKD(xH ,xH)
)
. (7)
At the high-fidelity level, the posterior mean µ(x) and
the posterior variance σ2(x) are computed, respectively,
as
µ(x) = µ0(x) + k˜(x)
T (K˜ + σ2I)−1(y˜ − m˜),
σ2(x) = ρ2σ2L(x) + σ
2
d(x)
−k˜(x)(K˜ + σ2I)−1k˜(x),
(8)
where
µH(x) = ρµL(x) + µd(x),
σ2L(x) = kL(x,x),
σd(x) = kd(x,x),
y˜ =
(
yTL
yTH
)
=
(
(y1,L, . . . , ynL,L)
T
(y1,H , . . . , ynH ,H )
T
)
,
m˜ =
(
µL
µH
)
=
( (
µL(x1,L), . . . , µL(x
nL,L)
)T(
µH(x1,H), . . . , µH(x
nH ,H)
)T
)
,
k˜(x) =
(
ρkL(x)
kH(x)
)
=
(
(ρkL(x,x1,L), . . . , ρkL(x,xnL,L))
T
(kH(x,x1,H), . . . , kH(x,xnH ,H))
T
)
kH(x,x
′) = ρ2kL(x,x′) + kd(x,x′).
(9)
xi,L and xi,H denote the i
th inputs at the low- and
high-fidelity levels, respectively. yi,L and yi,H denote
the ith observations at the low- and high-fidelity levels,
respectively. The hyper-parameters in θ˜ = (θL, θH) in
kL(·, ·) and kD(·, ·) can be obtained by maximizing the
log marginal likelihood as
log p(y˜|x1:nL ,x1:nH , θ˜)
= −1
2
(y˜ − m˜)T (K˜ θ˜ + σ2I)−1(y˜ − m˜)
−1
2
log |K˜ θ˜ + σ2I| − nH + nL
2
log (2pi).
(10)
For further details, readers are referred to previous work
in literature36,38,41.
C. Multi-fidelity Bayesian Optimization
In the traditional BO method, the next sampling loca-
tion is determined by maximizing an acquisition function,
i.e.,
x∗ = argmax
x∈X
a(x), (11)
where a(x) denotes the acquisition function and x∗ is
the next sampling location. The acquisition function is
deeply connected to an underlying utility function, which
corresponds to a reward scheme for performance of the
new sampling point relative to previous samples. There
are three acquisition functions that are widely used: the
probability of improvement (PI), the expected improve-
ment (EI), and the upper-confident bounds (UCB), but
other forms also exist.
The UCB acquisition function42–44 is defined as
aUCB(x; {xi, yi}ni=1, θ) =
µ(x; {xi, yi}ni=1, θ) + κσ(x; {xi, yi}ni=1, θ), (12)
where κ is a hyper-parameter describing the acquisition
exploitation-exploration balance. We adopt the κ com-
putation from Daniel et al.44, which is based on Srinivas
et al.42,43, instead of fixing κ as a constant.
Regarding the fidelity selection criteria, we adopt the
approach developed in24 by choosing level t∗ such that
t∗ = argmin
t
(
Ct
∫
X
σ2(x)dx
)
, (13)
where Ct is the computational cost at level t, t can be
low- or high-fidelity level. The term
∫
X
σ2(x)dx is some-
times referred to as the integrated mean square error, as
opposed to the conventional mean square error σ2(x), to
reduce the number of sampling points on the boundary of
X for further efficiency improvement. To facilitate infor-
mation at the high-fidelity level when the computational
cost are comparable, we impose a hard condition that if
CLnL ≥ CHnH , meaning that some of the computational
budget for building the low-fidelity dataset DL could be
traded for building the high-fidelity dataset DH , then the
high-fidelity is chosen.
5IV. RESULTS
A. Fusing low- and high-fidelity bulk modulus predictions
As explained in section II A and II B, 190 HF and 1540
LF calculations of bulk modulus at different compositions
were performed to build the dataset. Figure 2 displays
the LF (Fig. 2a) and HF (Fig. 2b) data sets, as well as
the MF predictions using the MFGP approach (Fig. 2c).
As can be seen by comparing Fig. 2b and Fig. 2c,
starting from a sparse HF ternary composition map, the
MFGP approach is able to leverage the LF-HF corre-
lations to produce a high-resolution diagram predicting
the composition dependence of the bulk modulus with an
accuracy almost equal to DFT.
Fig. 3 assesses the accuracy evolution of the approach
by displaying the numerical predictions of the SNAP ML-
IAP and of the MFGP results at various sizes of training
datasets, with respect to the DFT predictions. For the
MFGP, it also provides us with a measure of uncertainty
quantification by displaying the posterior Gaussian pro-
cess prediction of µ± 1.0σ (vertical bars).
Across the full ternary composition range, the SNAP
potential predictions correlate with the DFT results with
R2 = 0.7122 (Fig. 3a). Fig. 3a highlights the SNAP
bulk modulus results of the pure element and equicom-
position points. As explained in section II B, about 70%
of the training set of the SNAP potential consisted in
data at the equicomposition point, which explains the
very good agreement observed for that particular com-
position. Figs. 3b-3f display the rapid convergence of the
MFGP towards the DFT results with an increasing train-
ing dataset size. The dataset size was varied by randomly
choosing a fraction of the full HF dataset. The remaining
HF points were used as a testing dataset and are plotted
in Figs 3b-3f.
With a 10% training dataset (19 LF and 19 HF data
points, Fig. 3b) to train the MFGP model, the MFGP
performs on a par with the LF SNAP model (R2 =
0.7235). Increasing the training dataset to 30% (57 LF
and 57 HF data points, Fig. 3c) and 50% (95 LF and 95
HF data points, Fig. 3d) considerably improved the ac-
curacy of the prediction (R2 = 0.9813 and R2 = 0.9933,
respectively) and reduced the uncertainty.
Additional increases to 70% (133 LF and 133 HF data
points, Fig. 3e) and 90% (171 LF and 171 HF data points,
Fig. 3f) of the training dataset do not significantly im-
prove the predictions (i.e. the posterior mean) as there is
almost no change in the correlation coefficients R2, but
increase the confidence in those predictions by reducing
the uncertainty (i.e. the posterior variance).
B. Multi-fidelity Bayesian optimization of bulk modulus
We demonstrate the application MF BO for practi-
cal materials design by searching for the chemical com-
position optimizing the QoI across the ternary AlNbTi
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(a) Low-fidelity.
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(b) High-fidelity.
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(c) Multi-fidelity.
FIG. 2: Low-fidelity (SNAP potential – Figure 2a) and
high-fidelity (DFT – Figure 2b) calculated values of
bulk modulus for AlNbTi ternary compositions, as well
as multi-fidelity (SNAP/DFT – Figure 2c) predictions.
6(a) SNAP (b) MFGP-10 (c) MFGP-30
(d) MFGP-50 (e) MFGP-70 (f) MFGP-90
FIG. 3: Comparison of the low-fidelity (SNAP, Figure 3a) and multi-fidelity (MFGP, Figs. 3b- 3f) models against
the high-fidelity model (DFT) estimates of bulk modulus (GPa). For the SNAP model, estimates for all the AlNbTi
ternary compositions in Figure 2b are shown.aluminum, pure niobium, pure titanium and the equicomposition point
for the grey, green, blue and black dots, respectively. For each MFGP models, the random fraction of the DFT data
used in training is indicated in the subcaption, with remaining DFT points shown in the figure. Vertical blue bars
indicate the associated uncertainty quantification µ± 1.0σ. The legends indicate the squared correlation coefficients
R2.
composition range, and using the MFGP framework to
couple the SNAP and DFT predictions. The computa-
tional cost ratio between DFT and MD simulations is set
to 10.0, and the UCB acquisition function is used.
The concept of using the acquisition function described
in Section III C allows the MF BO to sequentially sam-
ple at the most informative point. Four sampling points,
including 2 LF and 2 HF points around the equicom-
position point, are used to build the initial MFGP, as
shown in Fig. 4a. At iteration 24, the MF BO queries
another HF evaluation (Fig. 4b) in the vicinity of the
global maximum given by the LF predictions, as shown
in Fig. 2a, and corrects itself after obtaining the corre-
sponding HF sampling value. The global maximum is
obtained at iteration 35 (Fig. 4c) after only four HF and
31 LF evaluations.
V. CONCLUSIONS
This work presented and applied a scale-bridging
MFGP framework fusing information from DFT and MD
calculations performed with a SNAP ML-IAP.
Equation-of-state (EOS) calculations were performed
with DFT and the SNAP potential across the full AlNbTi
ternary composition range. The EOS data allowed us to
extract 190 high- and 1540 low-fidelity predictions of the
QoI, the bulk modulus. This full dataset (HF + LF pre-
dictions) is used as a training set. The HF configurations
are also used as reference values to probe the validity of
our approach (testing set).
The MFGP framework is then applied to this dataset
to build a MF model. Its efficiency is demonstrated
through the construction of a high-resolution and highly
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(a) Iteration 4: 2 LF + 2 HF.
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(b) Iteration 24: 21 LF + 3 HF.
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(c) Iteration 35: 31 LF + 4 HF.
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(d) Iteration 130: 116 LF + 14 HF.
FIG. 4: Progression of the multi-fidelity Bayesian optimization (MF BO) for bulk modulus in the ternary
composition space of AlNbTi alloys. The color map indicates the MFGP predictions at iterations 4, 24, 35, and 130.
The red dot indicates the best HF data point evaluated so far, while the green squares indicate the other HF data
points and the green black dots indicate LF data points. At iteration 35, MF BO finds the global optimum near the
niobium vertex after evaluating only 4 HF points.
accurate ternary composition diagram for the QoI using
only 50% of the HF data points (corresponding to 95
EOS evaluations performed with DFT) with an excellent
correlation coefficient of R2 = 0.9933 and low prediction
uncertainty. Additional increase of the training dataset
size allowed even lower prediction uncertainty.
By leveraging LF-HF correlations, our framework dras-
tically reduces the amount of expensive first principles
calculations necessary to obtain a dense and highly ac-
curate ternary composition diagram for the property of
interest.
An MF BO algorithm is finally presented and tested
by performing an optimization of the QoI. After only 4
HF and 31 LF evaluations, the MF BO algorithm was
able to locate the QoI optimum value across the com-
position space. Performed on the fly, the computational
cost associated with materials property optimization and
design would be drastically reduced.
For the QoI we used in this study, the optimization
problem was trivial, as pure niobium has the highest
value of bulk modulus across the AlNbTi composition
space. However, reapplying the same framework to a
different material composition space and QoI is straight-
forward.
In future work, our framework will be extended to per-
form multi-objective45,46, constrained mixed-integer47
MF calculations, allowing to search for optimum compro-
mises between different materials properties in an asyn-
chronously parallel manner48,49.
Our results demonstrated the efficiency of our a MFGP
framework to fuse in the predictions and therefore bridge
the gap between two of the most commonly employed
atomistic simulation approaches (DFT and molecular dy-
namics), each of them acting at very different length and
time scales. The same methodology remains valid for
different scales, and could be leveraged to build materi-
als modelling road-maps50 by understanding the existing
correlations between atomistic methods51–53 and associ-
8ated higher scale coarse-grained54 or continuum numeri-
cal models55,56.
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