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Actualmente se genera una gran cantidad de datos a tal ritmo que en la que práctica, más allá
de almacenarla, no es posible recuperarla, transportar, analizar y, sobretodo extraer información útil
para los usuarios finales. Este fenómeno conocido como Big Data, es el nuevo reto al que se en-
frentan diariamente diferentes áreas y usuarios que van desde las redes sociales, educación, ciencia,
economía, seguridad, química, biología, etc. Dos de estas áreas son la bioinformática y quimioin-
formática, donde se ha producido un gran cambio en la manera en la que se diseñan y desarrollan
fármacos. La disponibilidad de un gran número de estructuras tridimensionales de macromoléculas
biológicas, dianas potenciales o de facto de fármacos, ha permitido que el diseño de fármacos basa-
do en la estructura de la diana se incorpore de lleno al arsenal de herramientas utilizadas. Entre los
métodos computacionales disponibles, el docking y el cribado virtual son los métodos de selección
de compuestos más utilizados en la búsqueda de nuevas moléculas bioactivas. Estas metodologías
generan una gran cantidad de información en cada etapa del diseño. La analítica visual, a través de
visualizaciones interactivas, afrontan este enorme reto de extraer, analizar y presentar información
de manera sencilla al químico. Más aun, la analítica visual puede ser una pieza fundamental en el
desarrollo de fármacos. En el presente trabajo de tesis, se aprovecha esta oportunidad mediante el
desarrollo de una herramienta para analizar resultados de docking y propiciar el descubrimiento de
puntos de mejora para futuros experimentos de docking. Empleando diferentes visualizaciones en-
lazadas a un visualizador molecular tridimensional, es posible presentar la información relevante al
químico que le ayude en la toma de decisiones. Para la consecución de este objetivo, ha sido necesa-
ria la implementación de algoritmos de clustering que ayudan a reducir la enorme cantidad de datos,
de forma que sea posible la presentación de información de manera sencilla y configurable. Por otro
lado, se debe resaltar que al corregir los puntos débiles de los resultados de docking, se logra utilizar
el programa Autodock como si se tratase de una herramienta para la búsqueda por farmacóforos, lo




Currently a large amount of data is generated at such a pace that, in practice, beyond the storage,
it is not possible to retrieve, transport, analyze and extract useful information for end users. This
phenomenon, known as Big Data, has become the new challenge that different areas, ranging from
social networks, education, science, economy, safety, chemistry, biology, etc.., are facing daily. Two
of these areas are bioinformatics and chemoinformatics, where a big change has been introduced
in the way we design and develop drugs. The availability of a large number of three-dimensional
structures of biological macromolecules, potential or de facto targets of drugs, allowed drug design
based on the structure of the target to be incorporated fully into the list of used tools. Among the
available computational methods, docking and virtual screening methods are most commonly used
for the screening of compounds in the search for new bioactive molecules. These methods generate a
large amount of information at each stage of the design. Visual analytics through interactive displays,
face the enormous challenge of extracting, analyzing and presenting information in a simple manner
to the chemist. Moreover, visual analytics can be a cornerstone in the development of drugs. In
this thesis work, we take advantage of this opportunity by developing a tool to analyze docking
results and facilitate the discovery of areas of improvement for future docking experiments. Using
different visualizations linked to a three-dimensional molecular display, relevant information can be
presented to the chemist in order to support decision-making. To achieve this goal, it was necessary
to implement clustering algorithms that help reduce the huge amount of data, so that it is possible
to present information in a simple and configurable way. Furthermore, it should be noted that by
correcting the weaknesses of the docking results, the use of the AutoDock program, as if it were a
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1.1. Diseño de Fármacos
El diseño y desarrollo de nuevos fármacos es un proceso largo que con frecuencia no acaba con
éxito. De las dificultades que entraña el proceso habla el escaso número de fármacos nuevos intro-
ducidos en el mercado en los últimos años [85] (ver figura 1.1). Para intentar mejorar el porcentaje
de éxito, las empresas, centros de investigación y universidades realizan grandes inversiones en el
desarrollo de nuevas herramientas y métodos para facilitar y acelerar el proceso de diseño de nuevos
fármacos. Muchos son los métodos que se aplican en diferentes etapas para diseñar y desarrollar un
fármaco. La selección de ellos dependerá de la información disponible, las singularidades del proble-
ma y los recursos humanos y tecnológicos [93]. El diseño de un fármaco comienza con la selección
de un objetivo terapéutico (tratamiento de una enfermedad, desarrollo de un sistema de diagnostico,
modificación de una situación fisiológica, etc.). Una vez establecido éste, es necesario identificar la
o las dianas biológicas importantes para el proceso que se desea modificar o estudiar, y establecer
medios para evaluar la actividad de las nuevas moléculas frente a ellas (ensayos). El siguiente paso
es identificar compuestos que presenten actividad en el ensayo (hit), para posteriormente mejorarlos
hasta conseguir líderes (compuestos activos más potentes y con propiedades adecuadas). A partir
de los líderes, mediante nuevas etapas de optimización, se obtienen los candidatos a fármaco (hasta
aquí el proceso se denomina fase preclínica) que, si superan las fases de evaluación en humanos
(fase clínica), se convierten en fármacos.
La búsqueda de los compuestos activos iniciales (hits) se hace a partir de bibliotecas químicas
que contienen un gran número de compuestos. En situaciones favorables, esta misma estrategia
puede aplicarse con líderes más avanzados, utilizando bibliotecas de compuestos más específicos.
Una técnica frecuentemente utilizada para la identificación de estos nuevos activos o líderes es el
ensayo -de estas enormes bibliotecas químicas- frente a la diana biológica; es lo que se conoce como
cribado masivo o HTS (High Throughput Screening) [115]. Dado que identificar físicamente estos
compuestos líderes en las enormes bibliotecas químicas conlleva un enorme tiempo y, además, no
todos los centros de investigación cuentan con la tecnología ni los medios económicos para llevar a
cabo esta tarea, se opta por otras alternativas como es el cribado virtual.
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Figura 1.1: Fármacos aprobados por la FDA (Food and Drug Administration), la agencia encargada
de autorizar los nuevos fármacos en los Estados Unidos, entre 1993 y 2012.
El cribado virtual, consiste en evaluar in silico grandes bibliotecas de compuestos químicos vir-
tuales frente a modelos de las dianas biológicas, con el fin de seleccionar aquellos que potencial-
mente se unirán a ellas con mayor afinidad (por lo general, estas bibliotecas son más grandes que
cualquier biblioteca utilizada en la evaluación empírica). Su objetivo principal es la predicción de la
actividad biológica, reduciendo el número de compuestos reales que se emplearán en etapas poste-
riores.
El cribado virtual abarca una gran variedad de técnicas por ordenador que permiten a los quími-
cos reducir las enormes bibliotecas virtuales a otras de tamaño manejable. Como resultado de este
proceso se selecciona un cierto número de posibles nuevos ligandos -compuestos con afinidad por la
diana terapéutica- muchos de los cuales pueden ser preparados o adquiridos y posteriormente ensa-
yados. Cuando no se conoce la estructura tridimensional de las dianas biológicas el cribado virtual
se basa en definir las características estructurales comunes de los compuestos que presentan la acti-
vidad deseada y utilizarlas para la selección de aquellos compuestos que las presentan en detrimento
de otros que carezcan de ellas. Un tipo de cribado de este tipo es la búsqueda por elementos farmaco-
fóricos -un farmacóforo es el conjunto de elementos que son necesarios para asegurar la interacción
óptima con una diana biológica y producir o bloquear su actividad biológica-. Cuando se conoce la
estructura de la diana biológica es posible llevar a cabo búsquedas en las que las interacciones con
la diana biológica se evalúan átomo a átomo, siendo uno de los ejemplos más conocidos el docking.
El modelado molecular es un conjunto de técnicas encaminadas al estudio de la estructura tridi-
mensional de las moléculas y sus propiedades, utilizando los ordenadores y técnicas de visualización
gráfica. Los estudios de docking son estudios de modelado molecular dirigidos a obtener la estruc-
tura tridimensional de complejos formados por la asociación de un fármaco con su diana, utilizando
como punto de partida modelos de las estructuras de los fármacos y sus dianas. Se trata de una herra-
mienta por ordenador para el diseño de fármacos basado en la estructura de la diana, ya que predice
la geometría de interacción de la proteína y el ligando y su afinidad de unión [132]. Esto implica
ubicar los compuestos en el sitio de la diana (pose) para después hacer una jerarquización de los
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resultados de los diferentes compuestos (puntuación). Como los modelos no son exactos, en lugar
de obtenerse una única pose, lo habitual es obtener un número de ellas para cada ligando.
Posteriormente, es necesaria una inspección visual de todas las poses de los compuestos selec-
cionados. La inspección visual se torna en una tarea totalmente inabordable, dada la enorme cantidad
de estructuras generadas durante el proceso del cribado virtual, por ejemplo, si se generan 10 con-
formaciones para cada compuesto de una biblioteca de 700000 moléculas, se obtendrían 7× 106
conformaciones.
Este cuello de botella puede suponer un campo fértil para aplicar un enfoque de analítica visual,
ya que el objetivo de esta ciencia es proporcionar una mejor percepción de grandes cantidades de
datos de fuentes heterogéneas, como es el caso del diseño de un fármaco, a través de la conjugación
de la potencia actual de cálculo de los ordenadores con las habilidades cognitivas humanas, fran-
camente poderosas. Así, la aplicación de técnicas procedentes de la analítica visual contribuirá al
diseño de fármacos abordando el problema desde otro enfoque y generando nuevo conocimiento a
partir de los datos disponibles, facilitando la toma de decisiones.
1.2. Analítica Visual
La sobrecarga de información es un problema actualmente conocido como Big data. Kaisler et
al. [58], definen el termino Big data como: “El total de datos que superan la capacidad de almacenar,
manejar y analizarlos eficientemente”. No cabe duda que los componentes informáticos de hardware
y software tradicionales, han sido superados por la velocidad en que se generan nuevos datos para
analizar y procesar. Esta avalancha de datos puede llegar a ser del orden de exabytes (1018). En
consecuencia, ante esta abrumadora avalancha de datos, se hace necesaria la propuesta de técnicas y
métodos para desentrañarlos, como es el caso de la visualización de información. Ante un problema
de análisis de datos, la visualización de información, a través de un mecanismo de exploración visual
de los datos, puede ayudar al usuario a extraer nuevo conocimiento a partir de los datos y a generar
nuevas hipótesis. Estas hipótesis se pueden verificar a través de la exploración visual, con técnicas
estadísticas o de aprendizaje automático. Sin embargo, la visualización de información se quedaría
corta en el momento de examinar los datos representados si no se aplicasen técnicas de análisis de
datos como minería de datos.
La analítica visual es la ciencia del razonamiento analítico facilitado por interfaces visuales al-
tamente interactivas [127], que representan la información visualmente, permitiendo al usuario in-
teractuar con los datos para comprenderlos mejor, sacar conclusiones y finalmente tomar mejores
decisiones basadas en conjuntos de datos extensos y complejos [64] [60]. Aplicando técnicas pro-
cedentes de la analítica visual es posible combinar las capacidades de exploración visual del ser
humano con el poder de procesamiento de los ordenadores para generar un entorno de conocimien-
to. Por otra parte, el usuario dejará de ser un mero espectador pasivo que sólo interpreta datos; en su
lugar se convertirá en el primer actor de todo el proceso [139].
La analítica visual es más que una visualización; puede verse como un enfoque en la toma de
decisiones, combinando la visualización de información, factores humanos y análisis de datos. El
reto es identificar el algoritmo de análisis más adecuado para el dominio de los datos, identificar sus
limitaciones (que ya no puedan ser automatizados), y a continuación desarrollar una solución inte-
grada que combine el algoritmo de análisis del problema con técnicas de visualización e interacción
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apropiadas [60].
La visualización es un componente importante en el proceso de diseño de fármacos. Las repre-
sentaciones visuales son la forma más efectiva para presentar y comprender enormes volúmenes
de datos. Sin embargo, la utilización correcta de la visualización de información es un factor críti-
co, dado que con volúmenes grandes de información, las gráficas y representaciones tradicionales
-incluso cuando sean completamente interactivas- no son suficientes para comprender claramente el
comportamiento de la información. En lugar de eso, es necesario implementar métodos y técnicas
para comunicar claramente el valor que aportan los datos analizados.
Finalmente, es preciso considerar la importancia de comprender los múltiples tipos de datos
y sus interrelaciones durante todo el proceso de diseño de fármacos tales como datos: numéricos,
categóricos, las estructuras químicas, documentos de texto, etc. Por eso la analítica visual tiene un
valor particular en el área del diseño de fármacos, ya que el uso de sistemas de visualización permite
cruzar dominios y tipos de datos para ofrecer la posibilidad de integrar los análisis y ofrecer un
rápido soporte a la toma de decisiones eficaces [106].
1.3. Problema de Investigación
Como se ha indicado anteriormente, el docking es una estrategia de cribado virtual basada en el
conocimiento de la estructura tridimensional de la diana. En dichos experimentos, los ligandos vir-
tuales que se desea evaluar se enfrentan a la diana, permitiendo que se coloquen (unan) en distintas
posiciones y disposiciones (poses) con respecto a la diana. En el llamado docking flexible, se permite
además una cierta flexibilidad de la diana, lo que es importante para el descubrimiento de compues-
tos estructuralmente diversos. Las poses generadas para cada compuesto se evalúan con algoritmos
específicos que valoran la bondad de la interacción con la diana, permitiendo una ordenación de las
mismas. Sin embargo, estas predicciones no son demasiado precisas, ya que esto requeriría mucho
tiempo de cálculo, incompatible con la evaluación de un número elevado de candidatos, por lo que
no es posible considerar exclusivamente la pose mejor valorada.
Durante el proceso de docking de grandes números de compuestos virtuales se genera gran can-
tidad de información. Sin embargo, actualmente no existe una técnica que agrupe y seleccione las
mejores poses en un proceso automático para una gran cantidad de compuestos candidatos; hasta
ahora gran parte de este proceso se realiza de forma manual. La reducción del número de poses de
un mismo compuesto a un número manejable de representantes se realiza con facilidad, mediante
procesos de agrupación y clasificación. Sin embargo, la comparación de estructuras diversas es un
proceso no trivial que con frecuencia incorpora una notable subjetividad. Un ejemplo de esta caren-
cia se puede encontrar en nuestro trabajo previo [93], donde se utilizó un proceso semiautomatizado
para la selección de las mejores poses de cada compuesto evaluado (cerca de 700000 compuestos).
La agrupación de las poses de un mismo compuesto pudo hacerse fácilmente de forma automática o
semiautomática, pero para la comparación de compuestos diferentes, a pesar de utilizar un algorit-
mo de clasificación, fue necesario realizar una clasificación en forma manual, esto es, mediante una
inspección visual de los representantes (estructuras con la mejor puntuación dadas por el programa
de docking). Para llevar a cabo de forma automática esta segunda fase de comparación, agrupación
y selección de estructuras, en este trabajo se parte del postulado de que poses similares deberían
colocar átomos similares en posiciones cercanas.
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Otro factor a considerar en el momento de selección de un representante es disponer de la mayor
cantidad posible de información de ese compuesto; entiéndase como el tener el mayor número posi-
ble de variables a considerar. Este hecho es factible siempre y cuando el número de compuestos sea
pequeño, pero deja de serlo cuando se manejan enormes cantidades, como suele ser el caso.
Las técnicas actuales de diseño de fármacos, no proporcionan un entorno de análisis visual,
dado que la mayoría de ellas emplean sistemas de visualización simples que no ofrecen una aporta-
ción suficiente de conocimiento como para poder elaborar un discurso analítico sobre lo que se está
explorando. Habitualmente, se limitan a representar los resultados o están diseñadas para realizar
representaciones gráficas, dejando a un lado la generación de nuevo conocimiento. Muchos de estos
sistemas de visualización son estáticos y cerrados y la interacción con otros sistemas de represen-
tación es limitada, impidiendo la incorporación de nueva información al análisis en curso. Por todo
lo expuesto, existe la necesidad de contar con un método que incorpore la experiencia del químico
junto con los procedimientos analíticos para maximizar el análisis de información generada por el
docking, que derivará en la selección de las mejores poses del conjunto de compuestos químicos.
De esta manera se incorporará la suficiente información para agrupar las estructuras no sólo por su
similitud de forma, sino que, además, tendrá en cuenta el resto de información que surge durante el
proceso de docking, por consiguiente esta información se mantendrá a lo largo del resto del proceso
de diseño del fármaco.
1.4. Objetivos y Preguntas de Investigación
Tomando como punto de partida los resultados del docking de muchos compuestos químicos,
este trabajo de investigación pretende desarrollar un método para seleccionar las mejores poses de
cada uno de los compuestos candidatos, llevar a cabo agrupaciones de las distintas poses de los
diferentes compuestos candidatos para continuar con el proceso de diseño del fármaco y, por último,
posibilitar, mediante esta información, la búsqueda por farmacóforos. Por lo que los objetivos son
los siguientes:
• Determinar e implementar un método automático de agrupación de n poses por similitud geo-
métrica para cada compuesto candidato y posteriormente seleccionar las mejores poses de un
conjunto de compuestos químicos diferentes.
1. Automatizar la selección de representantes de los grupos por cada compuesto candidato.
2. Automatizar la comparación de distintos compuestos candidatos.
• Definir e implementar un método para realizar búsquedas por farmacóforos.
1. Diseñar e implementar una técnica que ayude al usuario a definir búsquedas por farma-
cóforos.
2. Crear nuevas formas de retroalimentación en el proceso de docking que faciliten la in-
corporación de más información al diseño de fármacos.
A partir de los objetivos anteriores, surgen las siguientes preguntas de investigación:
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• ¿Cómo pueden contribuir las técnicas y métodos de analítica visual a mejorar el diseño de
fármacos durante el proceso de comparación de compuestos químicos diferentes para la ob-
tención de estructuras químicas candidatas similares?
1. ¿Cómo los métodos y técnicas de analítica visual son aplicables durante el proceso de
comparación de estructuras diferentes, para permitir el discurso analítico en el diseño de
fármacos?
2. ¿Cómo contribuyen estas técnicas y métodos a la generación y obtención de información
en el proceso de diseño de fármacos?
• ¿Cómo se puede diseñar e implementar un método para la creación de búsquedas por farma-
cóforos, aplicando analítica visual?
1.5. Organización de la Tesis
Una vez establecidos los objetivos y las preguntas de investigación, a continuación se describen
los capítulos en los que está organizado este trabajo de tesis.
En la segunda parte de la tesis se tratan los “Conceptos Generales”. El capítulo “Diseño de Fár-
macos” basado en la estructura introduce al lector en los conceptos básicos del diseño de fármacos,
así como le ofrece una breve explicación tanto del ciclo de vida del diseño de fármacos, como de
las diferentes etapas que lo constituyen. Posteriormente en el capítulo de “Visualización de Infor-
mación” se hace una revisión de aquellas técnicas y métodos que han sido fundamentales para la
realización del trabajo de tesis, se explican conceptos generales de visualización de información ne-
cesarios para la interacción y comprensión de grandes volúmenes de datos. Para finalizar con los
conceptos generales, en el capítulo de “Analítica Visual” se introduce, y explica detalladamente al
usuario, el papel que juega la analítica visual en el proceso de razonamiento analítico, así como las
ventajas que se pueden obtener al aplicar este enfoque al diseño de fármacos.
La tercera parte de la tesis abarca el “Estado del Arte”. Mediante los capítulos expuestos aquí,
el lector podrá conocer el estado del arte en relación a los diferentes tipos de algoritmos que se han
empleado y que se emplean actualmente para analizar la enorme cantidad de datos generada en las
diferentes etapas del diseño de fármacos, así como las propuestas visuales y analíticas para afrontar
de la mejor manera el problema de aprehender el conocimiento que se esconde tras el ingente volu-
men de datos. Para ello el lector encontrará en el capítulo de “Clustering en el Diseño de Fármacos”
los diferentes algoritmos y estrategias de clasificación en el diseño de fármacos. Posteriormente en
el capítulo de “Visualización de Información en el Diseño de Fármacos” se exponen las diversas
propuestas tanto para visualizar los resultados de clasificación y visualización que apoyan el análisis
en bioinformática. Finalmente, el capítulo “Analítica Visual en el Diseño de Fármacos”, recoge lo
expuesto en capítulos anteriores y se discute la necesidad de un enfoque de analítica visual, y se
ofrece una revisión de los trabajos que han explorado la posibilidad de emplear la analítica visual
como discurso analítico para el diseño de fármacos.
En la cuarta parte se presenta detalladamente el problema a solucionar, así como la quinta parte
explica detalladamente la solución propuesta a través de una herramienta que aplica la analítica
visual, que constituye la principal aportación de este trabajo de tesis. Se presenta una herramienta
que emplea las ventajas de la analítica visual a través de diversas visualizaciones que expresamente
1.5. ORGANIZACIÓN DE LA TESIS 7
se emplean para el análisis de grandes cantidades de moléculas de diferente número y tipo de átomo,
así como en el propio diseño de farmacóforos.








El diseño de fármacos es un proceso largo en el que pueden destacarse una serie de etapas (figura
2.1). Estas etapas no siempre ocurren de forma explícita y con frecuencia coexisten en el tiempo, pero
para su descripción es razonable ordenarlas de forma secuencial de acuerdo con la lógica subyacente
en el proceso. En él participan profesionales de distintas áreas, desde economistas (sobre todo en los
programas empresariales) hasta investigadores básicos y, por supuesto, gran cantidad de especialistas
en áreas concretas de clínica, biología, química, farmacia e informática, entre otras.
Figura 2.1: Esquema de las etapas en el desarrollo de fármacos.
El primer paso en el diseño de un fármaco es seleccionar una enfermedad -objetivo terapéuti-
co(1)-, para la que se quiere encontrar una cura o un tratamiento o, incluso, un método de diagnós-
tico. En ocasiones, el objetivo no es propiamente una enfermedad sino una situación fisiológica no
deseada, como por ejemplo un embarazo.
Una vez decidido el objetivo, el siguiente paso es identificar una diana biológica (2) para el
nuevo fármaco (un receptor, enzima, un ácido nucleico). En este paso es importante que la diana
seleccionada sea relevante (que su alteración produzca el efecto deseado) y que pueda ser utilizada
como diana (no todas las moléculas implicadas en un proceso concreto son necesariamente buenas
dianas). En el pasado, sólo se podía establecer la existencia de una diana si existía previamente un
compuesto (no necesariamente un fármaco) que producía un efecto biológico, lo cual demostraría
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que existe una molécula diana. De esta forma, el encontrar una diana dependía principalmente de
encontrar primero un compuesto activo. En la química médica moderna se ha superado esta fase
de aproximación farmacológica a la búsqueda de dianas, y gracias a los avances de la biología y la
bioquímica y es posible encontrar y validar dianas potenciales antes de disponer de moléculas que
modulen su actividad. Sin embargo, este proceso dista de ser trivial y son numerosos los casos en
que las dianas elegidas resultan no ser apropiadas para el desarrollo de fármacos.
Una vez seleccionada la diana, es necesario establecer un bioensayo (3) que permita diferenciar
los compuestos químicos capaces de modificar la actividad de la diana de los compuestos inactivos.
Además, los ensayos deben permitir clasificar los compuestos en función de su potencia. Obviamen-
te, aunque el objetivo terapéutico pertenezca a la medicina humana, no es posible hacer pruebas en
humanos y tienen que realizarse por otros medios, que deben permitir analizar un gran número de
compuestos. Habitualmente se habla de pruebas in vitro o in vivo. Las pruebas in vitro son estudios
efectuados con tejidos, células o dianas aisladas en los que se mide el crecimiento, el metabolismo,
la aparición o desaparición de un efecto, la producción o cese de una reacción, o, simplemente, la
unión de un compuesto -en este caso se suelen denominar ligandos- a una diana. Las pruebas in
vitro pueden hacerse a gran escala, proceso que se conoce como cribado masivo (High throughput
screening, HTS). Las pruebas in vivo se realizan en animales a los cuales se les induce una condi-
ción clínica (enfermedad) para ver si el tratamiento con los compuestos elimina dichos síntomas.
Las pruebas in vivo presentan problemas para estadios iniciales del desarrollo, como son la lentitud
del proceso, el sufrimiento que causa a los animales y su elevado coste económico. Por el contrario,
presentan la ventaja de ser más representativos de la situación en humanos que los ensayos in vitro,
por lo que se suelen realizar una vez confirmada la actividad in vitro de los compuestos.
Una vez que se dispone de un sistema biológico (enfermedad-diana-ensayo) comienza la bús-
queda de compuestos químicos capaces de modificar su comportamiento. Normalmente esto implica
descubrir sustancias que se unen a la diana (ligandos), que esta unión haga que la diana cambie
su comportamiento (actividad específica) y que este cambio se traduzca en una modificación de la
situación clínica. Aunque a primera vista las tres acciones parecen una consecuencia necesaria una
de la siguiente, con frecuencia se observa una desconexión entre un efecto y el siguiente, por lo que
suelen ser necesarios ciclos repetidos de diseño-obtención-evaluación de compuestos hasta tener un
candidato con propiedades adecuadas. En cada uno de estos ciclos, el primer paso es encontrar com-
puestos que se unan a la diana (hits, 4) y lo que se consigue en los pasos sucesivos es mejorar sus
propiedades y el comportamiento de los mismos hasta llegar a conseguir compuestos que presenten
ciertas garantías de éxito en su aplicación clínica -candidatos a fármaco-. En las etapas intermedias
de este proceso se usa con frecuencia la denominación de líderes (5) para compuestos activos de un
cierto tipo estructural, destacados porque presentan ya unas ciertas propiedades que se semejan a lo
que finalmente se espera para los candidatos a fármacos (6).
Uno de los problemas en las fases iniciales del proceso es encontrar compuestos activos para
modificarlos. Como el porcentaje de compuestos que presentan actividad frente a una diana suele
ser muy pequeño, a menudo es necesario ensayar muchos para encontrar unos pocos activos. Esto
traslada el problema a encontrar suficientes sustancias para ensayar. Tradicionalmente, las fuentes
de compuestos han sido fármacos preexistentes o ligandos o moduladores descritos, la naturaleza,
las grandes bibliotecas de compuestos que las compañías han ido acumulando a lo largo de los años,
bibliotecas de compuestos sintetizadas expresamente para la ocasión o compuestos generados por
unión de fragmentos más pequeños que se sabe se unen a la diana. Sea como fuere la generación
de las moléculas a ensayar, el proceso finaliza con el ensayo de los compuestos frente a la diana
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mediante un bioensayo adecuado. Sin embargo, el ensayo de grandes números de compuestos es
lento y caro, por lo que se han diseñado numerosas estrategias para reducir el número de compuestos
a ensayar.
Una de estas metodologías auxiliares en este proceso es el uso de herramientas informáticas que
intentan predecir los resultados del bioensayo, por lo que con frecuencia se refiere a ellos como en-
sayos in silico. Se reduce así el número de compuestos a ensayar a sólo aquellos para los que las
posibilidades de que sean activos son altas (positivos). Esto permite un notable abaratamiento de los
ensayos y una agilización del proceso, al reducirse el número de compuestos que deben ser obteni-
dos, ensayados y analizados, siempre y cuando la herramienta enriquezca la selección en compues-
tos activos (verdaderos positivos) frente a inactivos (falsos positivos). Una importante desventaja de
estos métodos es que, debido a sus limitaciones intrínsecas y a la necesidad de hacerlos muy rápi-
damente, con frecuencia no se seleccionan compuestos que podrían haber resultado activos (falsos
negativos). Pese a estas limitaciones, las aplicaciones de la informática en el diseño de fármacos son
múltiples y cada vez más variadas, extendiéndose desde la bioinformática a la quimioinformática.
De forma genérica, las aproximaciones a la búsqueda de compuestos activos asistidas por ordenador
pueden clasificarse en dos grandes categorías, que no se utilizan de forma excluyente sino comple-
mentaria:
a) aproximaciones basadas en información indirecta sobre la interacción de los ligandos con la
diana: Cuando no se conoce la estructura tridimensional de la diana, los requerimientos estruc-
turales de los ligandos se deducen de la estructura de los compuestos que poseen la actividad
deseada. Un farmacóforo es el resumen de los elementos estructurales que son importantes y
que se requieren para la actividad biológica. Esta información puede utilizarse en búsquedas
de bases de datos de compuestos, permitiendo encontrar compuestos que satisfagan dichos
requisitos. Así, por ejemplo, es posible buscar compuestos que tengan dos grupos básicos
separados 7Å y una zona hidrofóbica a 4Å de uno de dichos grupos. Estas búsquedas por
farmacóforo permiten reducir los compuestos a ensayar de una biblioteca de posibles candi-
datos. Cuando se dispone de información sobre la actividad frente a una diana de una serie de
compuestos de estructura relacionada es posible establecer relaciones entre la estructura y la
potencia de los mismos, lo que permite diseñar compuestos más potentes (estudios de relación
estructura-actividad).
b) aproximaciones basadas en el conocimiento de la estructura tridimensional de la diana. Exis-
ten distintos métodos para determinar la estructura tridimensional de las dianas, pero entre los
más utilizados están los métodos difractométricos (como la difracción de rayos X de cristales)
y la Resonancia Magnética Nuclear (RMN). Cuando se conoce la estructura tridimensional
de la diana, es posible evaluar y cuantificar a escala atómica las interacciones entre la dia-
na y los posibles ligandos, mediante lo que se conoce como experimentos de docking. Estas
aproximaciones evalúan de forma aproximada la energía de la interacción (expresada en for-
ma de constantes de asociación o energías de unión) y permiten clasificar los ligandos, para
seleccionar aquellos mejor valorados.
El término de cribado virtual (Virtual screening, VS) se utiliza para describir el proceso de ana-
lizar por ordenador enormes cantidades de compuestos, bien sea utilizando métodos de docking o
búsquedas por farmacóforo u otras [132]. Para poder realizar VS es necesario construir las moléculas
a evaluar, para lo que se suele recurrir a sistemas de construcción automatizados, a bases de datos de
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moléculas o de fragmentos de moléculas (como por ejemplo Zinc1) o a la construcción de conjuntos
específicos de moléculas. En general se suele limitar los compuestos generados a aquellos que serán
accesibles sintética o comercialmente, en lo que se utilizan también los ordenadores.
Tras numerosos ciclos de diseño, obtención y evaluación bioquímica de compuestos, es frecuente
conseguir compuestos con alta potencia frente a la diana seleccionada. Estos deben ser modificados
posteriormente para conseguir que alcancen en el organismo los niveles adecuados, no sean tóxicos
en sí mismos o metabolizados a compuestos tóxicos, su acción dure el mayor tiempo posible, etc.
A estas propiedades importantes para obtener un candidato a fármaco se las conoce como de la fase
farmacocinética, por oposición a la fase farmacodinámica de interacción con la diana. Antes de que
los fármacos (7) sean ensayados en humanos (ensayos clínicos) se tienen que realizar pruebas de
toxicidad in vitro e in vivo, tanto de toxicidad aguda como de toxicidad crónica, para de terminar su
posible efecto carcinógeno.
Al concluir estas pruebas, se procede a abordar el último paso en el desarrollo de un fármaco:
los ensayos clínicos en humanos (8). Estos ensayos se dividen en cuatro fases:
I. Pruebas en voluntarios sanos para evaluar la efectividad, la potencia, la farmacocinética, y los
posibles efectos secundarios.
II. Pruebas en un grupo reducido de pacientes voluntarios para comprobar los efectos y la dosis
a administrar.
III. Comparación con otros tratamientos en un grupo mayor de pacientes y una comparación con
un placebo. En caso de superar con éxito la fase III, las agencias de evaluación de los medica-
mentos (FDA en EEUU y EMEA en Europa) autorizan la comercialización del mismo.
IV. Continúa el seguimiento del fármaco en el mercado para confirmar la efectividad y detectar
posibles efectos secundarios de baja frecuencia.
El porcentaje de compuestos que supera todas estas fases es muy reducido, y el coste del mismo
es elevadísimo, habiéndose estimado que el precio de poner un nuevo fármaco en el mercado es de




Stuart Card y John Mackinlay definen la Visualización de Información como “El proceso visual
asistido por ordenador para obtener conocimiento” [13]. Otra posible definición es “La Visualización
de Información busca representar eficientemente todas o la mayoría de las variables representándolas
en sus posibles dimensiones” [36]. En otras palabras, estas representaciones gráficas se generan a
partir del contenido de los datos (numéricos, caracteres, lógicos o abstractos), y cuando se ofrecen
a un observador son procesados a través de la vista (el sentido que mejor nos permite captar una
gran cantidad de información); la capacidad humana de reconocer patrones subconscientemente [6]
es un factor determinante, y todo ello permite al observador acceder a conocimiento nuevo en solo
un vistazo. Así, el propósito de la visualización de información es hacer posible para el usuario
obtener modelos mentales internos del contenido de la información de todos los conjuntos de datos
involucrados en la representación visual; modelos que subsecuentemente son utilizados para predecir
y/o tomar decisiones [86].
El progreso logrado en el almacenamiento de datos permite hoy en día almacenar una gran
cantidad de información [61], lo cual dificulta el análisis de la misma. A esta limitación se suma el
problema de diseñar representaciones interactivas que estén fuertemente relacionadas con el número
de atributos involucrados (variables y sus dimensiones) [121]; aquí es donde la visualización de
información ofrece su gran valor ya que, por medio de diferentes técnicas, permite proporcionar un
mejor análisis y presentación de la información sin perder un gran número de datos significativos o
cruciales. En otras palabras, el número de dimensiones que se puedan representar así como el tamaño
del dispositivo (monitor de PC, portátil, móvil, tableta, etc.) en el cual se esté proyectando la gráfica,
no sean un impedimento para representar el número de variables (dimensiones) involucradas en el
análisis. Por lo tanto, podemos finalizar diciendo que la visualización de información tiene como
objetivo reducir la complejidad en el examen y comprensión de información, diseñando técnicas
apropiadas para la representación visual de datos [22].
Unos de los campos de interés en donde se aplican métodos visuales de análisis de datos masivos
es la bioinformática, y una rama en concreto es el diseño de fármacos basados en la estructura de
la diana. De las diferentes etapas que conforman el diseño de fármacos, una de las que genera gran
cantidad de datos, es el análisis de resultados de ubicación (en el espacio) de compuestos en relación
con el sitio activo de la diana (docking) -por lo general estos resultados suelen ser masivos, alrededor
de cien por cada compuesto-, los cuales se deben examinar visualmente. Es, por tanto, imperativo
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que exista un método visual e interactivo que ayude a explorar, analizar y sobre todo a interpretar
de una manera sencilla los resultados obtenidos. La visualización de información con sus diferentes
técnicas, puede ayudar a los químicos a seleccionar (o desechar) de manera más sencilla y rápida
aquellos compuestos que satisfagan los requisitos de interacción del sitio activo de la diana, sin tener
que inspeccionar cada resultado por separado.
3.1. Visualización de Información y Visualización Científica
Si buscáramos en la literatura científica técnicas para visualizar nuestros datos nos toparíamos
con que éstas pertenecen fundamentalmente a dos categorías: técnicas de visualización de infor-
mación y técnicas de visualización científica [15]. Aunque hoy en día la frontera entre estas dos
categorías es muy difusa, podemos acudir a la definición original de la más antigua. Card [15] define
la visualización científica como: “El uso de representaciones visuales interactivas de información
científica, datos físicos, para ampliar el conocimiento”. Esto es, la visualización científica cubrirá
datos del mundo real para representarlos en gráficos interactivos. En contraposición, la visualiza-
ción de información se encarga de representar datos abstractos mediante gráficos (interactivos o no).
Un ejemplo de visualización de información sería el representar mediante una gráfica en forma de
red la interacción entre proteínas de diferentes organismos, en cambio un ejemplo de visualización
científica sería la representación de isosuperficies de esas proteínas. Esto no quiere decir que la vi-
sualización de información no aborde problemas científicos ni trate con datos reales; la diferencia
fundamental es que mientras la visualización científica intentará hacer una representación fidedigna
de un fenómeno real, la visualización de información tratará de encontrar la forma de representa-
ción de los datos de un problema para que se ajusten mejor al modelo mental que el observador
inspeccionará durante el proceso de análisis o comprensión de ese conjunto de datos complejo.
Así, Rhyne [103] sugiere que no debe haber una diferencia entre las dos disciplinas, ya que en
muchas ocasiones se emplean las dos y defiende que su separación crea confusión en lugar de ayudar
a los investigadores y desarrolladores a crear herramientas o aplicar eficazmente técnicas de visuali-
zación para sus datos. Podemos finalizar diciendo sobre este debate acerca de la diferencia entre la
visualización de información y científica, que actualmente son numerosos los ejemplos en los que
para proporcionar una herramienta eficaz se emplean de forma combinada técnicas procedentes de
ambas categorías, o incluso ubicadas directamente en la frontera, pues se exhiben simultáneamente
características de ambas. Éste será el caso de nuestra propuesta, pues con la intención de ofrecer
al químico la mejor herramienta, se combinan representaciones que reflejan estructuras físicas en 3
dimensiones, con representaciones que permiten entender cómo estas estructuras se agrupan según
sus distintas propiedades.
3.2. Interfaces Gráficas de Usuario
La forma en que interactuamos con los ordenadores en estos días es a través de interfaces gráficas
-ya que en los inicios de los ordenadores personales solo existía una línea de comandos en donde es-
cribíamos los comandos para realizar alguna acción determinada-, esto es, por medio de ventanas o
íconos invocamos alguna tarea en específico; este método permite una comunicación entre el ordena-
dor y el usuario, haciendo la tarea más sencilla. Por otro lado, la velocidad de cálculo y la resolución
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gráfica que ofrecen los sistemas informáticos actuales han incrementado, mejorando así las posibles
formas de visualización de información. Por eso, las herramientas con un enfoque de visualización
de información deben proporcionar una vía de comunicación (interacción) entre la representación
gráfica de los datos, otras visualizaciones de la herramienta y el usuario. Para nuestra propuesta es
imprescindible que el químico pueda interactuar con los resultados del docking de manera visual,
permitiéndole seleccionar regiones de la visualización o facilitándole la retroalimentación cuando
ocurra algún cambio en la repersentación o representaciones. Más aun, la visualización científica le
permitirá al químico estudiar y comprender la interacción entre los compuestos y el sitio de la diana
-Por ejemplo, le puede mostrar qué aminoácidos participan en la interacción-. De esa manera, le pro-
porcionan información valiosa sobre la función y el comportamiento de la macromolécula [21]. Por
otro lado, la visualización de información abstracta puede revelar patrones, grupos, vacíos o valores
atípicos de datos estadísticos de los resultados del docking. Todo esto adquiere su máxima potencia
cuando se aprovecha la gran capacidad perceptiva que tenemos los seres humanos para escanear, re-
conocer, y recordar imágenes rápidamente, así como para detectar cambios en tamaño, color, forma,
movimiento o textura [114].
3.2.1. Proceso de Visualización
A partir de un conjunto de datos, el diseñador decide qué técnicas de visualización son las más
apropiadas para que el usuario final explore de la forma más eficiente posible ese conjunto de datos.
El usuario posteriormente ha de experimentar -a través de la interacción- con los diferentes tipos de
opciones para personalizar la representación gráfica tales como el estilo, diseño, las vistas, colores,
funciones, hasta que obtenga una o varias representaciones que satisfagan sus necesidades. Depen-
diendo del tipo de visualización seleccionada y tal vez personalizada, ésta proporcionará los resulta-
dos esperados. A través de estas ayudas visuales (representaciones gráficas) interactivas -adaptación
de las representaciones para que éstas respondan a la pregunta que el usuario se está haciendo sobre
los datos-, el usuario podrá obtener suficiente información o conocimiento del conjunto de datos,
o incluso obtener un panorama completo acerca de los datos y de esa forma ayudar a otros en el
proceso de adquisición de conocimiento [20].
Por ejemplo, un investigador necesita filtrar una red de interacción proteína-proteína con 2700
nodos para encontrar posibles blancos farmacológicos para el tratamiento de alguna enfermedad. Lo
primero que él desearía ver es qué nodos de la red contienen el mayor número de interacciones, por
lo cual emplea un programa que visualice dicha red. El programa le proporciona diferentes tipos de
disposición de los nodos de la red: grafo dirigido por fuerzas (force directed), malla (grid) y circular.
Supongamos que selecciona la de malla. El resultado son una serie de círculos (nodos) interconec-
tados por líneas y, al ser demasiados, resulta imposible hacerse una idea de las conexiones entre los
nodos, por lo tanto, de este tipo de representación no puede sacar mucho provecho. Como segunda
opción selecciona la circular y obtiene un resultado similar; finalmente selecciona el grafo dirigido
por fuerzas (en el que los nodos siguen un modelo de atracción/repulsión similar a las moléculas
o los astros) el cual le ofrece una mejor comprensión de la interacción entre las proteínas. Ahora
el investigador, realiza un filtrado por aquellas proteínas que no sean semejantes a las de humano
(no ortólogos a humano) para determinar los posibles blancos farmacológicos. Con el resultado del
filtrado, el investigador obtiene una idea general de las interacciones de proteínas en función del
filtrado. Posteriormente, el investigador resaltará de alguna forma aquellas proteínas que sean de su
interés (blancos farmacológicos) o empleará algún método para personalizar la visualización actual,
para continuar con el análisis. Por lo general el proceso de análisis visual de este tipo de redes in-
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volucra una mayor cantidad de datos, por lo que, la visualización debe ofrecer la mayor cantidad de
información posible, para que a medida que el investigador haga uso de las distintas funciones de
la visualización tenga una idea clara del contexto de lo que está viendo. En otras palabras, el pro-
ceso de análisis visual ocurre mientras se va navegando/explorando sobre la visualización. En cada
interacción que se tenga con la visualización, nos debe revelar nueva información que se sumará al
conocimiento previo del problema, y por consiguiente se encontraran respuestas o más preguntas -en
el sentido de que ha respondido una parte del problema-.
El proceso de visualización -aprehender un gráfico generado a partir de datos abstractos- se
puede comparar con el proceso que se realiza con un motor de búsqueda de internet [20], excep-
to que, en términos generales, es mucho más complejo que concatenar unas cuantas palabras clave
en el motor de búsqueda. En la visualización, las acciones equivalentes al botón de “buscar” son
por lo general llevadas a cabo mediante técnicas específicas. Algunos ejemplos puden ser: zoom,
barrido -interacción con una representación que dispara un filtrado sobre los datos originalmente
representados-, foco+contexto -aunque el foco de exploración esté en unos determinados detalles
de la representación, se mantiene el contexto global de los datos, para disminuir la carga cognitiva
del usuario-, etc.; estas técnicas, junto a otras, se explican en detalle en la sección 3.3. Dado que
el número de parámetros que se emplean para realizar la “búsqueda” es grande, el proceso de bús-
queda se traducirá en explorar varias vistas o realizar diferentes funciones de filtrado; por ejemplo,
si se deseara analizar los resultados de la expresión de genes en un microarray de 300 genes pa-
ra 20 pruebas, podría, inicialmente, representarse visualmente el microarray y posteriormente, una
vez que se encontrara computacionalmnete realizarse un agrupamiento de los datos, a continuación
visualizarlos en un diagrama de dispersión. Sin embargo, para poder representar gráficamente esos
datos habría que aplicar otro método, en este caso uno de reducción de dimensionalidad para pasar
de 20 a tres o dos dimensiones. Por otro lado, la interacción con las representaciones es vital para
la “búsqueda”, ya que permitirá al usuario explorar la información de tal manera que pueda obtener
un mayor conocimiento o entendimiento de la información, o, puesto en otras palabras, adaptar la
representación para que ésta responda a la pregunta que el usuario se está haciendo sobre los datos o
el problema en sí mismo. Una dificultad que puede surgir, sin embargo, es que la interacción puede
ser lenta -especialmente cuando se visualizan conjuntos de datos enormes-. Así, es lógico que, en las
décadas pasadas, se haya puesto énfasis en mejorar la velocidad de las herramientas de visualización,
para que de esta forma puedan tener una interacción rápida a la hora de realizar las “búsquedas”.
3.2.2. Visualización para Asistir en la Adquisición de Conocimiento
Se requiere en la visualización de datos que el usuario tenga un dominio amplio sobre los datos
que está explorando, ya que forma parte del propio proceso. Por ejemplo, el usuario, al codificar con
colores específicos para diferentes objetos en la visualización, estará dándole un significado especí-
fico de acuerdo al dominio de su conocimiento sobre los datos que está explorando. Retomando el
ejemplo del diagrama de dispersión, el usuario podría interactivamente cambiar la forma, el color o
la textura de los grupos formados con el fin de poder diferenciar aquellos genes que se han expre-
sado más que otros, así, cuando el usuario abandone temporalmente el proceso de análisis (tal vez
unas horas, días o meses) y vuelva a ver la gráfica podrá retomar el análisis en el punto en el que la
dejó sin tener que repetir todo el proceso. También, podría variar las vistas que utiliza (por ejemplo,
una representación jerárquica de los grupos encontrados), y así, obtendría otro tipo de información
significativa o conseguiría desvelar otros escenarios que requieran posterior investigación con más
detalle. Por otro lado, en muchas ocasiones, la carencia de cierto conocimiento por parte del usuario
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sobre la visualización o herramienta desarrollada, es un obstáculo para la explotación de las técnicas
de visualización. Así, si el usuario no recibe el entrenamiento adecuado sobre cómo realizar ciertas
funciones o no dispone de tiempo para explorar todas las posibles vistas, la eficacia de las soluciones
visuales desarrolladas se ve comprometida. Estas dos situaciones mencionadas son indicadores de la
necesidad de poner especial cuidado en desarrollar herramientas y técnicas que sean intuitivas para
los usuarios poco experimentados y así ayudar a la adquisición del conocimiento a través de las vi-
sualizaciones. De igual forma, al compartir el conocimiento generado (gracias a las visualizaciones)
entre diferentes usuarios, mediante técnicas de visualización orientadas a reducir la carga cognitiva,
otros usuarios menos experimentados también podrán obtener conocimiento a través de diferentes
vistas de los datos.
3.3. Técnicas de Visualización
La literatura en el campo de visualización de información es copiosa; ha acumulado en las úl-
timas décadas un extenso catálogo de técnicas y estrategias de visualización que resuelven tanto
problemas genéricos como aspectos particulares del tipo de datos que se quiere representar. Una
revisión pormenorizada de todas ellas excedería el espacio disponible en esta memoria, por lo que
se remite al lector a alguno de los numerosos libros que las recogen (Card [67] [105] [27] [104] [43]
[15] [13] [97] [14], Ware [134] [133] [135] [95] [49], Fry [30] [100] [101] [31], Spence [122], Tufte
[128] [129] [130], etc.).
A continuación se exponen aquéllas técnicas o estrategias que son más relevantes para la presente
tesis.
Vistas enlazadas: Las vistas enlazadas constituyen una técnica muy importante en los entornos
visuales porque permiten a los usuarios comparar rápida, dinámicamente e interactivamente los datos
visualizados en ventanas o vistas diferentes y, por tanto, analizar grandes cantidades de información
mediante diferentes tipos de representaciones de los mismos datos [118]. Por ejemplo, supongamos
que se conoce una proteína que es esencial para un virus y no se encuentra en el humano; sin embar-
go, no se ha reportado su estructura tridimensional, por lo cual un químico se da a la tarea de modelar
una a partir de diferentes moldes (otras proteínas). Al resultado se le conoce como modelo. Para tener
un mayor éxito en la construcción del modelo se generan varios para posteriormente seleccionar el
mejor. Por lo que se podría tener una ventana consistente en una tabla con los resultados que miden
la calidad de construcción del modelo y otras dos, que reflejen los mismos datos pero representa-
dos en una gráfica de dispersión y una en donde se muestren las estructuras tridimensionales de los
modelos. Es habitual para realizar una mejor exploración, que dicha información esté representada
en dos o más visualizaciones enlazadas para estudiar y representar esos datos [89]. Las vistas múl-
tiples permiten al usuario utilizar diferentes representaciones para aspectos diferentes de los datos,
dando así a los usuarios perspectivas adicionales. El concepto de enlace se refiere al hecho de que
una interacción con cualquiera de las vistas supondrá un cambio en la representación -atendiendo
a un determinado criterio- que se propagará al resto de las vistas; regresando al ejemplo anterior,
mediante la gráfica de dispersión se puede agrupar por colores los modelos en que sus aminoácidos
presenten una energía diferente a la del molde -lo que significaría que son modelos de mala calidad-.
En contraparte el químico observaría los modelos en la representación tridimensional e incluso con-
trastaría los modelos con algún molde que empleó para su construcción, y, de esa manera, podría
confirmar la calidad del modelo. Más aun, el enlace entre las vistas las mantiene sincronizadas du-
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rante la interacción, permitiendo al usuario poner en relación la información entre las vistas, y por
consiguiente ayudando a la navegación de la información [87]. North et al. [88], usaron esta técnica
para visualizar múltiples tablas de varias bases de datos relacionales al mismo tiempo. El enlace
es una técnica muy poderosa de interacción; por ejemplo, al seleccionar un grupo de datos en una
vista que está enlazada con otra vista, provoca la selección de los mismos datos en la segunda vista.
Así, si se seleccionan unas filas o una columna de la tabla de resultados, esos datos tendrían que ser
resaltados automáticamente en el diagrama de dispersión y en la representación tridimensional. De
esta manera, es posible que resulten evidentes nuevas relaciones, como la distribución, agrupación o
subordinación entre los datos, que de otra manera permanecerían ocultas [9].
Reducción de Amontonamiento: Al visualizar un conjunto de datos de gran tamaño, por la can-
tidad de los propios datos (escala) y/o por la cantidad de atributos de los mismos (dimensionalidad),
es habitual obtener una representación que produce una imagen amontonada -imagínese por ejemplo
un grafo que represente las relaciones de amistad entre los alumnos de una universidad, en el que
los arcos de relación se cruzan de tal forma que produce una gran maraña de líneas incomprensi-
ble, imposibilitando distinguir las propias relaciones-. Esto dificulta al usuario la tarea de distinguir
patrones o relaciones posiblemente formadas por la información; es más, dadas las limitaciones de
espacio en pantalla, al aumentar el número de elementos individuales a representar, prácticamente
ninguna técnica de representación puede mostrar la información detalladamente. Esto ocasiona que
muchos elementos gráficos se solapen y se pierdan partes de información que son útiles. Por tanto
es necesario emplear técnicas que reduzcan el amontonamiento para así realizar un mejor análisis de
los datos, entre las técnicas que pueden ayudar a reducir el amontonamiento están el foco+contexto
y el barrido.
Foco+Contexto: Uno de los principios en los que se basan las distintas técnicas de visualización
de información intenta evitar que el usuario pierda el contexto del problema cuando está exami-
nando algún detalle en concreto del mismo. Una forma de resolver esto es proporcionar en todo
momento una vista general (representación de todos los datos disponibles), junto a la vista del deta-
lle (vista general+detalle). Una alternativa, conocida como foco+contexto, proporciona en una única
representación tanto la vista general como la vista detallada, de forma que se debe recurrir a algún
mecanismo complejo de transformación, que permita integrar ambas vistas. Al hablar de sistemas fo-
co+contexto, es intrínsecamente necesario tener una noción de qué partes de los datos se consideran
estar en foco y cuáles no. Una forma de visualización de foco+contexto se refiere a una distribu-
ción desigual del espacio de visualización tal que el espacio dedicado a cierto subconjunto de datos
(datos en foco) es mayor. Al mismo tiempo, el resto de la visualización se comprime (distorsiona)
para seguir mostrando el resto de los datos como contexto para que sirva de orientación al usuario
[42] [70] [25]. Otra forma consiste en usar el color y la transparencia en los elementos visuales para
mantener el contexto en segundo plano de la imagen representada. En otras palabras, centrándonos
en la vista con el diagrama de dispersión y la representación tridimensional, en el primero le se-
ría fácil ver aquellos modelos que sus aminoácidos presentan una energía diferente del molde, sin
embargo, al pasar a la vista tridimensional resultaría complicado poder distinguir los átomos que
conforman esos aminoácidos, ya que solo podrá ver una maraña de esferas y líneas interconectadas;
la gran cantidad de esferas y líneas acabarían ocupando todo el espacio y por lo tanto el químico no
vería nada. Para resolver esto, aplicaríamos el foco+contexto de la siguiente manera: supongamos
que deseamos saber los átomos de esos aminoácidos para evaluarlos dependiendo de su posición en
el espacio. Pintaríamos en color azul en el diagrama los modelos que cumplan esa condición, y, en el
caso del resto de los datos, cambiaran todos a un color distinto y translúcido; como es también una
vista enlazada, en la representación tridimensional se resaltarían los átomos cambiando de tamaño
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y color, mientras el resto de átomos cambiarían a un color translúcido, así tendríamos en “foco” los
de color azul que resaltarían los modelos que tienen aminoácidos con energía diferente del molde,
mientras que los que están en otro color y translúcidos constituirían el “contexto”.
Barrido (Brushing): El barrido es una técnica interactiva en la que el usuario puede seleccionar
(arrastrando el ratón sobre un área de la gráfica para seleccionarla) un subconjunto de elementos
sobre una subregión de la representación de datos, lo que desencadena la ejecución de una opera-
ción específica en ese subconjunto de datos [7]. La operación puede ser seleccionar, deseleccionar,
ocultar, suprimir, resaltar, etc. Esta función sirve de criterio de contención para los puntos de re-
ferencia que son seleccionados por el barrido. Los principios del barrido fueron introducidos por
Becker y Cleveland en [7], donde se aplicaban diagramas de dispersión de grandes dimensiones. En
este sistema se mostraba un conjunto de datos multidimensional a través de diversas proyecciones
de los datos en diagramas de dispersión en 2D; el usuario especificaba una zona rectangular en una
de las proyecciones y, dependiendo del modo de operación activo, en las otras vistas los puntos que
estaban dentro del barrido eran resaltados, borrados o etiquetados. Aplicando el barrido al ejemplo
del foco+contexto, pero centrándonos en un mapa, podría servir para etiquetar aquellos que están en
el mismo sitio geográfico lo cual sería difícil de saber en el diagrama de dispersión, sin embargo,
también podría utilizarse a la inversa (seleccionar en el diagrama y ver los resultados en el mapa).
Estas técnicas de visualización se aplican cada día a un mayor número de áreas, tales como las
páginas Web [44], análisis de redes [71], bases de datos [63], minería de datos [61], bioinformática
[110] [17] [34] [93] [107] [108] [72] [33], entre otras muchas más. La exploración y el análisis de los
datos son pasos cruciales en la investigación científica; médicos, físicos, matemáticos, y otros cientí-
ficos examinan, exploran, y analizan datos para conseguir un mayor conocimiento de los problemas.
Es razonable, por tanto, que la meta del software de visualización deberá ser facilitar este proceso
de una manera intuitiva [81]. La visualización de datos ha capturado un interés muy alto entre los
científicos y muchos sistemas de visualización tanto comerciales como públicos han aparecido en
años recientes [62].
La sección siguiente, se da una breve noción sobre el diseño de herramientas de visualización.
3.4. Diseño de Herramientas de Visualización
Una de las funciones de los investigadores en visualización de información es la de proporcio-
nar pruebas convincentes de la utilidad de las herramientas, lo cual es difícil para cualquier nueva
tecnología; sin embargo, representa nuevos retos para la visualización de información. Teniendo en
cuenta las técnicas antes mencionadas (entre otras), los diseñadores procuran crear herramientas que
sean altamente interactivas y que ayuden al proceso de adquisición de conocimiento. En otras pa-
labras, que el usuario de estas herramientas forme ideas concretas en cada interacción –recordemos
la metáfora de las búsquedas- con la visualización y le proporcione respuestas para tomar una de-
cisión. Más aun, es importante que los diseñadores provean a los usuarios la personalización de la
visualización, esto le permitirá encontrar patrones del comportamiento de los datos y por tanto del
problema en general. Por lo tanto, la visualización de información se puede describir como una ma-
nera de responder a las preguntas que no se sabía que se tenían. Dicho de otro modo, es importante
que la visualización ayude a resolver el problema de representar una gran cantidad de información y
de que mediante interacción con los datos responda a las preguntas que emergen durante el proceso
de visualización.
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Según sea tipo de datos que se tenga (datos unidimensionales, bidimensionales, tridimensionales
o multidimensionales), estos pueden ser abordados de diferentes maneras. Esta característica de los
datos será determinante a la hora de diseñar una herramienta de visualización. En el caso de los
datos tridimensionales (3D), por lo general representan objetos del mundo real, como moléculas,
el cuerpo humano, edificios, etc. Se trata, por tanto de objetos que tienen volumen y algún tipo de
relación compleja con otros objetos. En el caso del diseño de fármacos cae dentro de los datos tridi-
mensionales, dado que las macromoléculas y los compuestos que interactúan con ellas son objetos
del mundo real, sin embargo, la herramienta que se pretende diseñar bien podría emplear otro tipo
de visualización de datos no necesariamente tridimensional, sin dejar a un lado la interacción entre
los dos tipos de visualización (3D y 2D).
Shneiderman [114] plantea un análisis de las tareas que se realizan en función de los tipos de
datos. Por lo que para diseñar nuestra propuesta tendremos en cuenta los siguientes puntos:
• Vista global: Mostrar una vista general de toda la colección de datos. La información general
es una estrategia que incluye una vista reducida (gráfico compactado) de cada tipo de dato para
poder mostrar todo el conjunto de datos, más una vista adjunta donde se mostrará el detalle de
los tipos de dato. Esto puede resolverse de otro modo a través de un enfoque foco+contexto.
Si retomamos el ejemplo de las redes de interacción proteína-proteína, será imprescindible
para el químico tener una visión global de todos los nodos de la red de interacción. Esto le
proporcionará una manera rápida a dónde dirigir los esfuerzos de análisis sin necesidad de
inspeccionar cada nodo por separado, suponiendo que varios nodos de la red tienen una gran
cantidad de conexiones.
• Zoom: Acercamiento visual sobre zonas de interés. Cuando un área es de interés, se utilizan
herramientas que controlen el foco del zoom y un factor de escala. Es deseable considerar una
implementación del zoom suave, que ayude a no perder la sensación de posición y contexto de
todo el conjunto de datos. El zoom podría realizarse moviendo los controles de una barra de
zoom o ajustando el tamaño de un cuadro donde muestre el foco. La visualización de la red,
deberá permitir al químico centrar su atención sobre un grupo determinado proporcionándole
amplificación visual de ese grupo seleccionado, esto es, el químico tendrá en una ventana o
en un apartado, solamente el grupo de manera ampliada. En otras palabras, dicho grupo se
redimensionará, así podrá realizar un análisis sobre el foco, por otro lado, en la vista global,
el químico podrá ver marcado en otro color el grupo seleccionado.
• Filtro: Filtro de elementos de interés/no interés. Al permitir a los usuarios controlar el con-
tenido que se muestra en la representación, los usuarios pueden centrarse en lo que es de su
interés mediante la eliminación de elementos no deseados. Deslizadores, botones u otros com-
ponentes de control, deben desencadenar una rápida actualización de pantalla (menos de 100
milisegundos), incluso cuando hay decenas de miles de elementos que se tengan que mostrar.
Un claro ejemplo de esto es la técnica del barrido. Supongamos que la red cuenta con una
etiqueta que marca las proteínas que son ortólogas a las de los humanos, y otra con las que no
lo son. Por lo tanto, el químico se centraría en aquellas que no están presentes en humanos.
Por otro lado, esto traducido en la visualización equivaldría a ocultar (o difuminar) aquellos
nodos que contengan la etiqueta de ortólogo-humano.
• Detalles bajo demanda: Seleccionar un elemento o grupo y obtener información cuando se
necesite. Por ejemplo mostrar etiquetas en los elementos con información relacionada al ele-
mento o al conjunto que pertenece.
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• Relacionar: Vista de relaciones entre los elementos. Hace hincapié en la exploración de rela-
ciones entre atributos y en encontrar correlaciones entre los pares de atributos numéricos.
• Historial: Mantener un historial de acciones para poder deshacer, repetir, y rehacer mediante
un detallado progresivo. Es poco común que un usuario produzca el resultado deseado en una
sola acción. Por lo tanto, la exploración de información debe ser un proceso con muchos pasos,
por lo que se debe mantener un historial de las acciones y, además, es importante permitir a
los usuarios volver sobre sus pasos. Suele suceder en la mayoría de los casos que los usuarios
realicen filtrados sobre algo que ha sido filtrado muchas veces y se pierdan en la cantidad de
cambios que han ocurrido, por eso las herramientas deben ser capaces de regresar al punto de
inicio siguiendo el camino en dirección contraria al último filtrado, para posteriormente, si se
desea, seguir refinando el análisis.
• Extracción: Permitir la extracción de subconjuntos de datos y de parámetros de consulta. Una
vez que los usuarios han obtenido el elemento o conjunto de elementos deseados, es útil que
estos se puedan extraer de esos conjuntos y guardarlos en un fichero con un formato que
facilite a otros su uso (por ejemplo, obtener sub-redes, extraer un conjunto de atributos de
la red, exportar la red o sub-redes a otros formatos, o que puedan ser analizados por algún
paquete estadístico externo a la herramienta).
Finalmente, no es suficiente con desarrollar herramientas que incorporen las más novedosas
técnicas visuales, si no que es necesario realizar algún proceso de validación de las herramientas
visuales que se desarrollen. Con el objetivo de encontrar fuerzas y debilidades en lo que se pretende
transmitir a través de la visualización. En otras palabras, la visualización debe cumplir el objetivo
de crear modelos mentales de todo el contexto del problema que se requiere visualizar. Sin olvidar
la interacción, que juega uno de los papeles principales para generar estos modelos mentales.
Una revisión de los métodos utilizados actualmente en la evaluación de herramientas y técnicas
de visualización, identifica las siguientes categorías: Comparación de rendimiento en tareas similares
con diferentes visualizaciones, evaluaciones por parte de los usuarios, y casos de estudio [116]. Por
otra parte Plaisant [94], hace una revisión de los tipos de experimentos de evaluación:
1. Experimentos controlados en la comparación de elementos de un diseño. Se centra en la com-
paración de componentes gráficos específicos, por ejemplo, Ahlberg y Shneiderman [2], im-
plementaron una técnica a la que llamaron deslizadores alfa, estos deslizadores seleccionan
elementos de una lista enorme sin la utilización de un teclado, comparado contra la selección
de un área por medio del ratón, entonces se procede a evaluar, el resultado de la selección;
otro ejemplo sería la comparación de la distribución de la información por medio de gráficos
en la herramienta.
2. Evaluación de usabilidad de una herramienta. Proporciona información de los problemas que
encontró el usuario al utilizar la herramienta y muestra a los diseñadores cómo refinar el
diseño. En otras palabras, se toma en cuenta la satisfacción del uso de la herramienta por
parte del usuario, por ejemplo, si la herramienta es lo suficientemente interactiva, sencilla de
manejar, y si ofrece la automatización de ciertos procesos para la extracción o procesamiento
de sus datos.
3. Experimentos controlados en la comparación de dos o más herramientas. Es el caso más co-
mún de un estudio. Por lo general, estos estudios se centran en comparar una técnica nueva
con el estado del arte.
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4. Casos de estudio reales. Es de los menos comunes, ya que realizarlos consume demasiado
tiempo, y los resultados no siempre son reproducibles o generalizables. Sin embargo, la ven-
taja que poseen es que proporcionan un informe sobre los usuarios realizando tareas reales, lo
que demostraría la viabilidad y utilidad en su contexto.
En este capítulo se ha definido el área de la visualización de información, sus técnicas y cómo cada
una de ellas sirve para poder comprender y obtener conocimiento, que por medios tradicionales es
imposible de abordar. Sin embargo, en un sistema que explote técnicas de visualización de informa-
ción, no necesariamente se aborda una tarea analítica o se implementan algoritmos avanzados para
el análisis de datos. Por otro lado, para nuestro problema, encontramos que las técnicas de visuali-
zación como el foco+contexto, vistas enlazadas, barrido (para reducir el amontonamiento), así como
la interacción entre las vistas y el químico, ofrece una solución para abordar la exploración de los
resultados de experimentos de docking en el diseño de fármacos. En el capítulo siguiente, se exami-
na otra área estrechamente ligada a la visualización de información en la que podremos encontrar
respuestas en nuestros datos al aplicar técnicas visuales de análisis de datos.
Capítulo 4
Analítica Visual
Hoy en día constantemente nos enfrentamos a una gran cantidad de información generada por
Internet y otros medios. Aun cuando hemos superado el problema de almacenamiento, somos incapa-
ces de procesarla y asimilarla en su totalidad para obtener el máximo beneficio de ella. Esta situación
la podemos encontrar en redes sociales, empresas, gobiernos, medicina, economía, etc. En el caso
del diseño de fármacos, por la gran cantidad de datos (resultados de docking) que se generan, aplicar
los métodos tradicionales de análisis resulta insuficiente. Incluso el realizar una inspección visual
de todos los resultados resulta extenuante para el químico, incluso si varios químicos se dieran a la
tarea de inspeccionar un lote de cientos de compuesto, cada uno tendría un punto de vista diferente
, por tanto, la calidad de los resultados variaría, al no seguir un criterio objetivo. Esto representa-
ría un problema cuando se necesita identificar un candidato a fármaco para atacar una enfermedad
específica -como la crisis de la gripe H1N1 del 2009- de manera rápida. Por otro lado, el tratar de
consensuar todos los criterios, tomaría posiblemente un tiempo valioso que bien podría invertirse en
otros estudios. Ante esta situación, los químicos están en una posición en que es difícil abordar esta
vasta cantidad de información y, por consiguiente, encontrar respuestas fácilmente. Sin embargo,
aplicando los avances en analítica visual es posible combinar las capacidades de exploración visual
que posee el ser humano uniéndolo con el poder de procesamiento de los ordenadores para crear un
entorno más útil para la extracción del mayor conocimiento posible. De esta forma si se le presenta
al químico una alternativa visual para analizar e inferir respuesta en un ambiente altamente interac-
tivo con los datos (compuesto y diana), esto es, que pueda manipular libremente lo que está viendo,
y que, cada interacción que realice, signifique una reestructuración interna de sus ideas, así, podrá ir
adquiriendo un mayor conocimiento del problema. Esto es a lo que se refieren Miksch et al. [139]
cuando dicen: “El usuario deja de ser un mero espectador pasivo que sólo interpreta datos, en lugar
de eso se convierte en el primer actor de todo el proceso de análisis”.
Se puede decir que el campo de investigación denominado Analítica Visual, (forma compacta de
su denominación más precisa, Ciencia Analítica Visual) tiene su documento fundacional en el libro
“Illuminating the Path: Research and Development Agenda for Visual Analytics” [127]. En este li-
bro, se define de la siguiente manera: “La analítica visual es la ciencia del razonamiento analítico
facilitado por interfaces visuales altamente interactivas” y que posteriormente complementará Da-
niel Keim “La analítica visual busca representar la información visualmente, permitiendo al usuario
interactuar con los datos para comprender mejor, sacar conclusiones y finalmente tomar mejores
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decisiones basadas en conjuntos de datos extensos y complejos” [64] [60].
Otros autores aportan otros matices a las dos definiciones previas, como en el caso de Miksch
et al. [139] que tienen en cuenta a la psicología cognitiva e incluso se mencionan algunos campos
de aplicación: “La analítica visual es un campo intrínsecamente multidisciplinar que va desde la
psicología cognitiva a la investigación en bases de datos y cuyas áreas potenciales de aplicación son
la medicina y biotecnología, negocios, seguridad y gestión de riesgos, el clima y el medio ambien-
te, entre otras”. Por otro lado, Chen [19] hace énfasis en el aumento de la capacidad de análisis:
“A través de la analítica visual se aumentan las capacidades de análisis y toma de decisiones pa-
ra poder comprender situaciones complejas y llegar a decisiones de manera informada”. También
es interesante mencionar el punto de vista de Cook et al. [23] que hace referencia a las metáforas
visuales abstractas para descubrir lo inesperado: “La analítica visual es la formación de metáforas
visuales abstractas en combinación con un discurso de información humano (usualmente alguna for-
ma de interacción) que permite la detección de lo que se estaba esperando y, además, la posibilidad
de descubrir lo inesperado dentro de espacios de información que son masivos y cambiantes”. Y,
recientemente, Keim et al. [24] dan una definición más específica en el libro “Mastering the Infor-
mation Age Solving Problems with Visual Analytics”, la cual caracterizan de la siguiente forma: “La
analítica visual combina técnicas de análisis automatizado con visualizaciones interactivas para la
comprensión eficaz, razonamiento y toma de decisiones en base a datos muy grandes y complejos”.
Por tanto, se puede afirmar que, la analítica visual ofrece una perspectiva guiada de exploración,
gracias a las herramientas interactivas y de componentes analíticos subyacentes; los usuarios pueden
explorar datos de grandes dimensiones que son previamente procesados por algoritmos de ordenador
que se apoyan en diversas disciplinas como la estadística, minería de tatos, recuperación de informa-
ción, inteligencia artificial, etc. El resultado es la combinación de los puntos fuertes de cada enfoque:
el enfoque analítico de modelos estadísticos, y del derivado de la exploración visual [137]. Keim et
al. [60] [65] [66], hacen un estudio de posibles áreas de interés en donde se aplica la Analítica Vi-
sual: biología y medicina, ingeniería, análisis financiero [39], socio-economía, Seguridad pública,
seguridad y seguridad geográfica, física y astronomía [5] [4].
4.1. Elementos de la Analítica Visual
Actualmente, para una persona que se dedica a tomar decisiones, como en el caso de gerentes,
bioinformáticos, químicos, médicos, etc., es crucial el disponer de la mayor cantidad de datos para
extraer conclusiones precisas cuando se necesite. En otras palabras, la información en bruto (tablas,
ficheros de texto, resultados de consultas a bases de datos, imágenes, etc.) aportan muy poco o
nada, de forma individual y aislada, a la solución del problema. Con el objetivo de hacer posible la
extracción de tales conclusiones ante apabullantes volúmenes de datos, la analítica visual se centra en
el manejo de grandes volúmenes de información heterogéneos y dinámicos a través de la integración
del juicio humano por medio de representaciones visuales y técnicas de interacción en el proceso de
análisis [65].
Uno de los principales problemas que se provocan cuando no se manejan adecuadamente grandes
volúmenes de información es que el observador (usuario) se pierde entre toda esa gran cantidad de
datos. Esto ocurre cuando:
a) Al tener que reducir la cantidad de datos que se pueden representar, no se muestren los que
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en ese momento sean relevantes para responder una cuestión en particular. Por ejemplo, vol-
vamos al caso de las redes de interacción proteína-proteína; supongamos que la visualización
muestra las interacciones de la red pero en vez de mostrar las proteínas que son esenciales
al virus muestra todas, tanto las esenciales como las que no, sin embargo, lo que se deseaba
analizar eran las que cumplieran la condición de ser esenciales para poder filtrar las que fueran
ortólogos de humano y, por consiguiente, ser consideradas como blancos farmacológicos.
b) Se procesa de manera inadecuada. Supongamos ahora, que la información presentada nos
muestra lo que se desea analizar, sin embargo, por la forma en que fue procesada, en la vi-
sualización se consideran dos variables como si fueran del mismo tipo. En nuestro ejemplo,
se procesaron igual las proteínas que siempre están presentes (tienen una alta interacción) que
las que sólo en ocasiones especificas interactúan (tienen baja interacción).
c) Se representa de manera inadecuada. Esto hace referencia al tipo de visualización para re-
presentar los datos analizados. Por ejemplo, si hay muchas variables a considerar y se desea
analizarlas todas en una sola representación, los métodos tradicionales en los que solamente
se pueden representar hasta tres dimensiones quedan automáticamente descartados. Suponga-
mos que se ha analizado la red mediante algún método, y nos arroja los siguientes resultados:
coeficiente de agrupamiento, grado de identidad con otras proteínas, sitios de interacción, or-
tólogos, no ortólogos, proteínas siempre presentes, proteínas ocasionalmente presentes, etc.
Es claro que representar esto en la red directamente no es posible, es necesaria una alternativa.
Cualquier proceso analítico es complejo y consume mucho tiempo, por lo que se debe investigar
en el desarrollo de software para afrontarlo y de esa manera el usuario podrá responder a cuestiones
más complejas [60]. Actualmente se está popularizando el uso de herramientas de analítica visual y
técnicas que sintetizan la información para generar conocimiento a partir de datos masivos, dinámi-
cos, ambiguos y por lo general conflictivos; por ejemplo, las redes de interacción proteína-proteína
suelen analizarse mediante grafo dirigido por fuerzas, sin embargo, estos presentan dos puntos dé-
biles, el primero es que es difícil volver a reproducir la misma imagen entre ejecuciones, el segundo
es que no necesariamente se representa información biológica complementaria, aparte de nombres
de las proteínas y sus identificadores, pero no así la ontología. Fung et al. [32], propusieron una
visualización complementaria al grafo dirigido por fuerzas, esta visualización se basa en una repre-
sentación circular de grupos a partir del grafo de fuerza, los grupos se forman en base a la ontología,
por lo que obtienen la distribución de las proteínas en diferentes tipos de componentes subcelulares.
Así, este tipo de herramientas ayudan a los químicos a ver lo que en un momento dado supu-
sieron como resultado mientras recolectaban o generaban su información. En el caso del diseño de
fármacos, este importante momento es cuando configuran los parámetros para realizar experimen-
tos de docking, por ejemplo, el espacio en donde rotará, expandirá o se contraerá el compuesto, así
como el lugar donde tenderá a moverse (efecto de la interacción con los aminoácidos). De la misma
manera, el químico podrá encontrar nuevas preguntas que hasta ese momento no habían surgido.
En las definiciones previas ha quedado patente que la analítica visual es un campo multidiscipli-
nar que incluye las siguientes áreas interrelacionadas, como se puede ver en la figura 4.1:
• Técnicas de razonamiento analítico, que permitirán a los usuarios obtener una visión profunda
que ayude directamente a realizar evaluaciones, planteamientos y toma de decisiones.
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• Representaciones visuales y técnicas de interacción, que explotan la potencia de percepción
del ojo humano como vía para llegar a la mente y permitir que el usuario vea, explore y
comprenda grandes cantidades de información simultánea.
• Representación y transformación de datos, que convertirán los tipos de datos conflictivos y
dinámicos para que puedan ser visualizados y analizados correctamente.
• Técnicas de producción, presentación y difusión de los resultados de un análisis, para comu-
nicar la información en un contexto apropiado para diferentes tipos de audiencias.
Figura 4.1: La analítica visual es un campo multidisciplinar que incluye áreas interrelacionadas:
el razonamiento analítico como fruto de las representaciones visuales e interacciones con ellas, las
cuales provienen de la transformación de los datos en representaciones, y por medio de técnicas de
producción, presentación y difusión, transmiten a diferente tipo de usuarios la información necesaria
del contexto del problema (fuente: Illuminating the path [127]).
4.1.1. Razonamiento Analítico
El gran desafío de la investigación en analítica visual es desarrollar una o varias visualizaciones
para realizar el análisis de información, así como facilitar un razonamiento estructurado. Dado que el
objetivo es facilitar el proceso de razonamiento analítico, esto se aborda por medio de la creación de
software que maximice la capacidad de percibir, comprender, y razonar incluso en situaciones con
datos dinámicos y complejos, obteniendo así un juicio de calidad con un esfuerzo mínimo en tiempo
de análisis [127]; todo deberá concluir en un solo momento, como un asentimiento de cabeza, “allí
está” o “mira esto”, etc.
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Es sabido que la percepción juega un papel importantísimo en el desarrollo de conocimiento, ya
que es el medio por el cual las personas interpretan lo que sucede a su alrededor y por tanto extraen
conocimiento a partir de las visualizaciones presentadas [24]. Por eso hacemos hincapié en la per-
cepción como clave fundamental del razonamiento analítico; nuestra propuesta debe ser capaz de
producir en los químicos ese asentamiento de cabeza, en el que confirmará o descartará los resulta-
dos obtenidos de los experimentos de docking, el cual, sólo podrá conseguirse gracias a las diversas
técnicas computacionales, estadísticas y de visualización, sumando la interacción con los datos vi-
sualizados. Sin embargo, otros autores no consideran a la percepción como conocimiento, uno de
estos autores es Chang et al. [18]; ellos consideran que limita la capacidad de las visualizaciones
para estructurar conocimiento y mostrar información. En otras palabras, podríamos decir que consi-
deran a la analítica visual como una representación de datos y realmente no hay una diferencia entre
los dos mundos; más aun, no lo ven como disciplinas complementarias. En suma, nuestra propuesta
debe dar soporte al proceso de razonamiento analítico, y facilitar al químico que pueda enfocarse en
lo que realmente es importante [127].
A través de herramientas y técnicas se debe proporcionar al usuario la capacidad de análisis
del o de los problemas en múltiples niveles de abstracción y facilitar el razonamiento acerca de
situaciones o eventos cambiantes con el tiempo, incluyendo a los que cambian extremadamente
rápido, como el framework propuesto por Yedendra y Jarke [117], que está completamente enfocado
al proceso de razonamiento analítico. Dicho framework consta de tres vistas enlazadas: la vista de
datos que consta de varias herramientas interactivas de visualización, la vista de conocimiento, en
particular proveen de un editor de gráficos en el cual se plasman los modelos mentales del análisis y,
por último, la vista de navegación que ofrece un resumen de todo el proceso de exploración al hacer
capturas de los estados de las visualizaciones al realizar alguna interacción con ellas. De esta manera
el usuario podrá ir revisando, validando y re-evaluando lo que haya descubierto durante el proceso
de análisis en cada una de las visualizaciones. En definitiva, este tipo de herramientas ayudaran al
usuario a organizar su información, tener una idea general para explorar y obtener así información
potencialmente utilizable [64].
Es crucial identificar las diversas tareas analíticas que deben apoyar las herramientas visuales,
en el caso del análisis de resultados de docking del diseño de fármacos, las podemos resumir en:
• Comprender la tendencia de agrupación de las poses en el espacio conformacional de la dia-
na; en otras palabras, debe explicarnos de forma clara y precisa, porqué la mayoría de los
resultados de docking posicionan a los ligandos en una zona determinada.
• Identificar los aminoácidos que cubren esa zona y determinar su importancia en la interacción
con los ligandos o los sustratos. Además, en el caso de sitios poco conocidos -en caso de
que el hueco corresponda al de una encima-, extraer aquellos aminoácidos que no habían sido
considerados hasta ese momento y buscar en la literatura por si han sido reportados.
• Apoyar a la toma de decisiones, si se habrá que cambiar o redefinir (aumentar o reducir) el
espacio conformacional que se ha usado hasta ese momento.
Como derivado del proceso de razonamiento analítico, surge un diálogo entre el químico y la
información. Al dar paso a este discurso, se forma el corazón de la misión de la analítica visual, que
se conoce como el discurso analítico.
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4.1.2. Discurso Analítico
Definición: “Es la tecnología para mediar un diálogo entre el usuario y su información para
emitir una evaluación o juicio acerca de algún problema” [127].
Este discurso es un proceso evolutivo e iterativo en el cual se va construyendo un camino que va
desde la definición del problema, el encadenamiento de evidencias y la creación de hipótesis hasta
poder emitir un juicio o una sentencia. Por ejemplo, supongamos que se tiene el gráfico de un micro-
array en una ventana divida en dos, en la parte superior de la ventana se representa al microarray en
su estado inicial, sin ningún tratamiento (datos en bruto, microarray original) –entiéndase por esto
que sólo se ha representado sin aplicar ningún tipo de análisis-, el segundo muestra al microarray
después de aplicarse técnicas de agrupamiento y de visualización (microarray ordenado, parte in-
ferior). Siguiendo con el mismo ejemplo, supongamos que se aplicó un algoritmo de clasificación
jerárquica y se está explorando un nivel de la jerarquía. A su vez, el analista, selecciona un grupo de
ese nivel. Al realizar esto, automáticamente se marcaría en el microarray ordenado (parte inferior)
un recuadro que abarcaría todas las casillas de ese grupo, pero, al mismo tiempo, las columnas del
ordenado se unirán a las columnas del original por medio de líneas, haciendo así una conexión con
los datos no agrupados y proporcionando respuestas a cómo se han agrupado los datos. Finalmente,
el usuario podrá realizar un informe que incluiría:
• El problema a tratar.
• La información que el usuario ha reunido con respecto al problema, que puede o no incluir
evidencias relevantes.
• La evolución del conocimiento del usuario sobre el problema, incluyendo suposiciones, hipó-
tesis, escenarios, modelos o argumentos.
Más aun, Keim et al. [60] definen el objetivo de la analítica visual como una forma transparente
para procesar la información y datos para el discurso analítico. La visualización de estos procesos,
proporcionará los medios de comunicación acerca de ellos, en vez de quedarse solamente con los
resultados. En un discurso analítico, se aprovecha el potencial tanto de los sistemas por ordenador
como de los humanos para mejorar el proceso de análisis. Por un lado los ordenadores se encargan
de encontrar patrones en la información para después organizarla y presentarla al usuario de forma
que ésta sea reveladora. Por su parte, el usuario provee su conocimiento de forma que el ordenador
refine y organice la información más apropiadamente.
4.1.3. Hacer que Todo Tenga Sentido (Sense-Making)
Una vez que se recopilan y organizan los datos en formas que facilitarán futuras cuestiones, el
usuario debe realizar una serie de actividades para que esto tenga un sentido. Desgraciadamente, no
siempre se puede obtener una visión de lo que está ocurriendo, porque simplemente es difícil en
la práctica que la evidencia y el descubrimiento encajen tan perfectamente y nos revelen todo [23].
Por eso, el usuario debe hacer sus conexiones de piezas de datos dispersos para construir escenarios
plausibles del gran todo. Así como el concepto del discurso analítico representa a una perspectiva
de investigación aplicada, la investigación sobre el sense-making o “que tenga sentido” provee una
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base teórica para comprender muchas de las tareas del razonamiento analítico que el usuario debe
realizar (figura 4.2).
Muchas de las tareas del razonamiento analítico siguen un proceso de:
• Recolección de información.
• Re-representación de la información en formas que ayuden al análisis.
• Obtención de un descubrimiento a través de la manipulación de estas representaciones.
• Producción de resultados a partir del conocimiento o una acción directa basada en el conoci-
miento del descubrimiento.
Figura 4.2: Proceso del razonamiento analítico (fuente: Illuminating the path [127]).
Para lograr el flujo del discurso analítico es necesario comprender la interacción entre la percep-
ción y la cognición y cómo se ven afectados cuando se trabaja con ayuda externa. En otras palabras,
son el proceso de percepción y cognición y el resultado de nuestras interacciones los que actualizan
nuestro entendimiento. El proceso de percepción nos liga a nuestro ambiente y es crucial para asi-
milar el mundo que nos rodea. Esto es, a través de representaciones visuales el usuario explora sus
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datos. En esta exploración se requiere que exista una interacción con los datos para comprender ano-
malías, separarlas y reorganizar la información apropiadamente, y después participar en el proceso
del razonamiento analítico. Y gracias a estas interacciones el analista consigue comprender mejor.
Por otro lado, la cognición permite comprender lo que se está visualizando (información visual) para
hacer deducciones basadas principalmente en formación previa.
En el caso de estudio de Fung et al. [32], aplicaron su propuesta para analizar una red de inter-
acción proteína-proteína en la replicación de ADN humano. La visualización consistía en un grafo
dirigido por fuerzas, ellos mencionan que este tipo de visualización debe resaltar proteínas con un
gran número de conexiones, y distinguir dos tipos de nodos, unos que se conocen como “nodos siem-
pre presentes” (party hubs) y “nodos ocasionales” (date hubs). Esta clasificación la hacen en base al
número de conexiones que posee el nodo. Asimismo, debe mostrar nodos conocidos como “cuellos
de botella” -estos nodos sirven como puente entre nodos-. Por otra parte, la organización de la red se
dividirá en dos módulos de interacción: funcionales y físicos. Sin embargo, ellos aseguran que con
ese tipo de visualización (grafo dirigido por fuerzas), sólo consiguieron: la interacción entre nodos
y la interacción entre subredes y cada una con una topología diferente. En contraparte, mediante la
implementación de su visualización (agrupamiento en base a la ontología), consiguieron: localizar
proteínas en complejos de proteína que interactúan, probables proteínas que son cuellos de botella y
la localización de proteínas y complejos en múltiples orgánulos. En su caso de estudio, ellos encuen-
tran al aplicar su propuesta que una proteína marcada como un nodo ocasional en el grafo dirigido
por fuerzas, bien podría ser un cuello de botella al unir dos grupos de ontología diferente, lo que la
catalogaría en el módulo funcional. En su experiencia, ellos intuían que no era un nodo ocasional.
Retomando los párrafos anteriores, es claro que se generó un discurso analítico entre lo que ellos
estaban viendo, su conocimiento previo y los datos en cuestión. En otras palabras, después de aplicar
su propuesta, algunas de las suposiciones que tenían han tomado sentido.
4.1.4. Representaciones Visuales y Técnicas de Interacción
El mayor desafío al elegir una representación visual está en encontrar la que sea adecuada para
la tarea que se está haciendo en ese momento y, lo más importante, es que no vale cualquiera. El
uso de representaciones visuales y técnicas de interacción para obtener una comprensión de datos
complejos es lo que distingue al software de analítica visual de otras herramientas analíticas. Las
representaciones visuales traducen los datos en formas visibles para destacar características impor-
tantes, incluyendo tanto los aspectos comunes como las anomalías.
4.1.4.1. Representaciones Visuales
Al seleccionar una visualización principal -la primera que se muestra al usuario-, esta debe cum-
plir los requisitos antes mencionados, porque a partir de ese momento, dará comienzo todo el proceso
analítico, sin embargo, es difícil cubrir todo los aspectos en una sola representación. Las herramien-
tas de analítica visual saben de la importancia de dicha limitación, para resolverlo, emplean múltiples
vistas y la suma de cada una, incrementa el conocimiento del usuario. Por ejemplo, supongamos que
un químico desea alinear varias secuencias, porque necesita saber si un trozo de las secuencias -bien
podría ser por donde interactúan con otras proteínas- se ha mantenido a lo largo de la evolución. La
visualización elegida consistiría en mostrar las secuencias alineadas y resaltando los trozos que com-
parten, así como proporcionarle información biológica adicional. Tal vez, esto podría ser “suficiente”
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y cumplir con lo que el químico deseaba saber en ese momento. No obstante, si el químico pudiera
ver la estructura tridimensional de cada secuencia y, además, se mostrarán esos aminoácidos en otro
color y forma, el químico tendría un panorama enriquecido en comparación con el anterior. Ya que
una parte de la información se traduciría en conocer si los aminoácidos están en la superficie o en
el interior -cada una de ellas tiene una implicación biológica diferente-, conocería el plegamiento de
la estructura -tal vez compartan algún sitio de interacción y puedan ser consideradas como dianas-,
entre otra información relevante.
Con esto, queremos dejar en claro la importancia de seleccionar una visualización apropiada para
cada situación, no es que una sea mejor que otra, sino que son complementarias. Por eso, las vistas
múltiples permiten una manipulación más intuitiva. Nosotros -los seres humanos-, no interactuamos
con información de una sola dimensión, porque somos capaces de procesar información en varios
niveles, tales como: percepción, emoción y cognición. Comúnmente, los usuarios se conforman con
una respuesta del tipo “con esto es suficiente para mí”, y esto ocasiona que se detenga el proceso
analítico antes de identificar información critica que podría llevarlo a una conclusión totalmente di-
ferente [47], como en el caso del ejemplo del párrafo anterior. Por eso cuando la información es
sometida a la exploración, se convierte en semánticamente rica y puede ser visualizada a través de
varios niveles de categorías. Las visualizaciones deben tener como prioridad categorizar la informa-
ción para ayudar al usuario a dirigir su atención a una vista en particular, por ejemplo la implicación
que los aminoácidos estén expuestos (en la superficie) y no ocultos. Es más, al utilizar múltiples
vistas de organización de la misma información, el resultado es una poderosa ayuda -porque, lo que
en una es difícil de mostrar en otra se resalta fácilmente-. Recordemos que, mientras el analista in-
teractúa con la información en cualquiera de las vistas, las demás vistas también se actualizan (por
estar relacionadas), y es por medio de estas interacciones que se hace posible que el humano y el
ordenador proporcionen, tomen y generen conocimiento [39].
4.1.4.2. Transformación de Datos
Para poder visualizar, analizar y hacer un informe, la información debe ser transformada desde
su forma original en bruto a una representación que sea susceptible de ser manipulada. En otras
palabras, se debe procesar y transformar esta cantidad de datos en dimensiones manejables, sin que
se pierdan sus características. Esto es lo que hace que las representaciones y transformaciones sean
el fundamento sobre el cual la analítica visual está construida. A través de las representaciones
se resaltan las características de los datos en lugar de mostrar cada detalle de la información, por
lo cual deben existir procesos de abstracción de datos que son importantes. El nivel al que puede
llegar una herramienta (software) en el escalado de datos está directamente influido por el tipo de
representación visual que seleccionó el desarrollador. En otras palabras, se trata de comprimir al
máximo la información que describe a los datos de tal forma que pueda ser representada en un objeto
visual, por ejemplo, en [33], aplicaron un algoritmo de clasificación a un microarray con 17 pruebas,
posteriormente, los grupos se visualizaron en un diagrama de dispersión en 3D. Para poder realizar
la proyección y posterior análisis de los grupos, emplearon una reducción dimensional de los datos
aplicando análisis de componentes principales. Principalmente emplearon el diagrama de dispersión
en 3D para validar su algoritmo de clasificacion. Otro ejemplo lo encontramos en lo que propuso
Yang et al. [142], ellos proponen una herramienta de visualización que reduzca las dimensiones
de varios conjuntos de datos que a su vez son multidimensionales. Para representar los conjuntos
de datos emplean un escalado multidimensional para después transformarlos en glifos -un glifo es
una representación gráfica de un significado-. Principalmente tratan de representar la relación entre
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dimensiones, detectar grupos y valores atípicos.
Es por tanto claro, que, a través de la creación de representaciones apropiadas, se pueden producir
representaciones visuales significativas. El método utilizado para representar los datos debe facilitar
los métodos de razonamiento analítico para capturar los resultados intermedios y finales del proceso
de razonamiento.
4.1.4.3. Técnicas de Interacción
En muchas ocasiones en el proceso de desarrollo de herramientas de analítica visual, los inves-
tigadores tienden a enfocarse solamente en las representaciones visuales de los datos dejando a un
lado la interacción [127], por tanto, hay que ser consientes de no dejar a un lado la interacción. El
mantra de búsqueda de información, de Shneiderman [114], que dice “partir de una vista general,
hacer un zoom, filtrar, detalles bajo demanda” (Overview first, zoom and filter, details on demand,
en inglés), enfatiza el papel de la visualización en el proceso de descubrimiento o generación de
conocimiento. Sin embargo, Keim [60] ajusta este mantra y lo enfatiza con respecto a la analítica
visual: “Analizar primero, mostrar lo importante, hacer un zoom, filtrar y analizar más en detalle,
detalles bajo demanda”. Lo importante de este nuevo mantra es que nos llama a combinar enfoques
analíticos junto con técnicas avanzadas de visualización e interacción.
Los nuevos desarrollos en las tecnologías de interacción persona-ordenador proporcionan mejo-
res formas de manipulación de datos porque son específicas y, sin embargo, no están atadas a una
sola herramienta. Una técnica de interacción es la forma en la que se utiliza un dispositivo de entra-
da/salida para realizar una tarea específica en un diálogo de persona-ordenador [53]. Este diálogo se
aplica a las visualizaciones y una de las muchas propiedades del diálogo es el foco, con el que se
logra llegar a una parte específica de toda la tarea que se esté realizando en ese momento e invertir
los esfuerzos necesarios para la toma de decisiones. Una de las maneras de interactuar es llevar un
historial del foco actual del usuario, con el que posteriormente se llegarán a nuevas conclusiones o
hipótesis. Por ejemplo, en el caso del análisis de redes, el usuario podría haber filtrado varias veces
hasta llegar al punto deseado, sin embargo, supongamos que dejó por un tiempo el análisis y no
recuerda cómo ha llegado a ese punto, entonces es necesario para él retroceder en sus pasos para
poder retomar su análisis; esto es muy común que suceda, por eso es importante llevar un historial
de lo que ha ocurrido, para poder avanzar en las dos direcciones. Nuevos esfuerzos en las técnicas de
interacción persona-ordenador están emergiendo. Las máquinas están siendo diseñadas para sentir
o inferir los atributos de los usuarios y utilizar un gran número de modalidades disponibles para
interactuar con el usuario, como en el caso de invidentes o discapacitados [50], por eso debemos
aprovechar estas nuevas tecnologías y explotarlas en las herramientas visuales de análisis.
Ware et al. [133], por su parte, explican que las interacciones en la visualización consisten en
ciclos de retroalimentación que caen en tres clases: manipulación de datos, exploración y navega-
ción, en el que los usuarios van encontrando el camino hacia sus respuestas. El más sencillo -y a
la vez el más común- de los tres tipos de interacción es la manipulación de datos en 2D y 3D, a
través de objetos gráficos -iconos o figuras determinadas- en la visualización y se realiza a través
de dispositivos como: ratón, joystick, teclado o dispositivos inalámbricos y, recientemente con mo-
vimientos del cuerpo (Kinect). Esta manipulación en un ambiente 2D y 3D comúnmente se realiza
al arrastrar el ratón sobre un área determinada. Por ejemplo, la selección de átomos que conforman
un aminoácido. Otro punto importante en la selección y en la interacción en general, es el tiempo
de espera, ya que varios segundos pueden ser cruciales para el éxito como herramienta de análisis
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visual -desde el punto de vista del usuario, porque la espera causa enfado en el uso de este tipo
de herramientas-. En la exploración y navegación abarca a las herramientas de visualización en 3D
en el sentido de percepción de los datos. En el caso del diseño de fármacos correspondería a la
representación tridimensional de las proteínas. La interacción en este tipo de datos debe ser fácil
de explorar y navegar, en otras palabras, que no ocurra la sensación de perder el contexto cuando
estemos enfocados en una zona especifica de la representación visual -esto suele ocurrir al navegar
entre los objetos tridimensionales-. Por ejemplo, al pensar que estamos seleccionando un punto que
aparentemente esta cerca de un grupo, cuando en realidad se encuentra a distancia mayor; otro caso
común es colocar un objeto en donde aparentemente se encuentra otro objeto cercano. Una técnica
que es sencilla de implementar y útil, es mostrar al usuario la orientación en todo momento, de esta
forma no perderá la noción de navegación.
Tanto las representaciones visuales como las tecnologías de interacción, proporcionan los meca-
nismos que permiten a los usuarios ver y comprender grandes volúmenes de información de forma
instantánea. Por medio de los principios científicos que rigen la representación de información, se
deben proveer las bases para las representaciones visuales, y estos principios son necesarios para
los nuevos enfoques en la interacción que darán soporte a las técnicas analíticas y, en conjunto, es-
tos fundamentos proporcionaran las bases para los nuevos paradigmas visuales que soportaran el
razonamiento analítico en diversas situaciones.
4.1.5. Analítica Visual versus Visualización de Información
El trabajo realizado hasta ahora en la visualización de información está estrechamente relaciona-
do con la analítica visual, sin embargo, no necesariamente aborda una tarea analítica o implementa
algoritmos avanzados para el análisis de datos. Por su parte, la analítica visual es más que visualizar.
En otras palabras se puede entender como la integración, en la toma de decisiones, de visualiza-
ción, factores humanos y análisis de datos. La analítica visual se distingue por automatizar en mayor
parte el proceso de análisis, teniendo en cuenta las limitaciones de los ordenadores y, técnicas y
algoritmos, para ofrecer soluciones adecuadas por medio de visualizaciones interactivas [60].
Las visualizaciones no sólo deben soportar representaciones de características críticas de los
datos, sino también proveer suficientes pistas contextuales para ayudar al usuario a rápidamente
interpretar lo que está viendo. Una persona puede ver la información desplegada en tiempo real o
explorar un espacio de información utilizando técnicas de interacción. Sin embargo, lo que el cerebro
puede recibir es limitado en términos de la información que debe procesar para poder hacer un juicio
acerca de eso [23].
4.2. Producción, Presentación y Difusión
En el capítulo 5 de [127], se discute la importancia de comunicar de manera efectiva el proceso
de razonamiento analítico a las diferentes tipos de usuario, a través de la producción, presentación y
difusión, enfocados a la seguridad nacional después del ataque del 9/11. Sin embargo, esto es apli-
cable en el contexto de nuestra propuesta. La producción y presentación se reflejan en la creación de
representaciones visuales que hacen más sencillo la interpretación del problema (el diseño de fár-
macos), después de la aplicación de métodos de computacionales, adquisición de datos, de técnicas
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computacionales y visuales, resumiendo todo en términos que son significativos para los químicos.
Por otra parte, la difusión abarca no sólo a los usuarios destinados, sino también a otros que no ne-
cesariamente son expertos en el problema, para los que también se logra transmitir el contexto del
análisis.
4.3. Metodologías de Evaluación de la Analítica Visual
En el capítulo 6 del libro [127], mencionan las ventajas de incorporar la evaluación, tales co-
mo la comprobación de hipótesis, comparación de técnicas, determinar si una herramienta cumple
con sus objetivos, etc. Ellos consideran que hay tres niveles de evaluación: componentes, sistema y
de trabajo. El nivel de componentes abarca las representaciones visuales, técnicas de interacción y
algoritmos de análisis. Cuando los algoritmos de análisis (nivel de componentes) no son propiamen-
te de interacción con el usuario, suelen medirse en cuanto a la rapidez, precisión, o mediante sus
límites. Por otro lado, cuando los componentes son de interacción, se miden en términos de efecti-
vidad, eficiencia y satisfacción del usuario. El nivel de sistema, la evaluación se realiza comparando
los sistemas con los programas que actualmente están utilizando los usuarios. Las mediciones son
realizadas en base a la capacidad de aprendizaje y utilidad, así como la satisfacción del usuario. Fi-
nalmente, el nivel de trabajo, las mediciones de evaluación son referentes a la aceptación y confianza
de la nueva tecnología, así como la productividad.
Por otro lado, en el capítulo 8 del libro “Mastering the Information Age - Solving problems with
Visual Analytics” [24], hacen un resumen del estado del arte en la analítica visual considerando los
aspectos del párrafo anterior. Para ellos la evaluación concierne a la calidad de artefactos relacio-
nados con la analítica visual. Los artefactos incluyen varios elementos que van desde el software,
técnicas, métodos, modelos y teorías. Para la calidad consideran tres aspectos: efectividad, eficiencia
y satisfacción de uso. Los aspectos de la evaluación que ellos proponen, se muestran en la figura 4.3,
y estos son: los artefactos, usuarios, tareas, y datos.
La relación de esos aspectos conlleva varios niveles de evaluación, en los artefactos se puede
evaluar de diversas formas, ya que, el ámbito que abarcan es amplio, incluye desde visualizaciones,
automatización de análisis, procesamiento y tratamiento de datos, entre otras. Por ejemplo, en un ni-
vel básico, se evaluaría la efectividad de la representación o técnica de visualización empleada (lado
izquierdo de la figura 4.3), sin embargo, en otros niveles se evaluaría el material que se proporciona
con la herramienta (por ejemplo, manual, tutorial, vídeo, etc.), también si es adaptable a diferentes
ambientes e incluso el costo de desarrollo. Por otro lado, una parte importante de la evaluación son
los usuarios, y estos se dividen en dos grupos, expertos y usuarios comunes; tomando en considera-
ción a los expertos, es difícil hacer una evaluación ya que se debería tomar en cuenta las necesidades
y expectativas del experto. De igual forma las tareas que realiza con esos datos son evaluadas en
relación a la satisfacción del uso de los artefactos, por ejemplo, los datos podrían provenir de dife-
rentes fuentes y se estaría evaluando la eficiencia de la visualización así como la efectividad de la
interacción con la herramienta.
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Figura 4.3: Los artefactos abarcan diversas formas como las visualizaciones, técnicas de interacción,
proceso de minería de datos, etc., por otro lado, están las tareas, que realiza el usuario, como la se-
lección de algún grupo en los datos, filtrado, resaltar un variable; los datos suelen venir de diferentes
fuentes, las cuales pueden contener distinto tipo de información. Posteriormente los resultados se mi-
den en relación a la efectividad, eficiencia y satisfacción de uso (fuente: Mastering the Information







Clustering en el Diseño de Fármacos
El principal objetivo del diseño de fármacos basado en la estructura es encontrar compuestos
activos frente a una diana biológica de entre la enorme cantidad de compuestos que existen o que
pueden existir. Por lo general, los experimentos de cribado virtual se realizan con subconjuntos de
compuestos de características definidas por el investigador en función del problema planteado. En
una primera aproximación, el proceso es más útil cuando se parte de compuestos que presenten
características fisicoquímicas apropiadas (lo que habitualmente se conoce como drug-like) ya que la
distancia posterior a recorrer hasta un fármaco potencial es menor, pero en ocasiones se prefieren
moléculas más pequeñas (fragmentos) que puedan posteriormente ensamblarse y, en otras ocasiones,
uno o varios subconjuntos específicos de moléculas. Sea cual sea la situación, los experimentos
virtuales generan una enorme cantidad de datos (proporcional al número de compuestos empleados)
en los que se incluye de forma más o menos explícita una evaluación virtual de la interacción de
cada compuesto con la diana. Una parte importante del proceso de análisis de los resultados implica
la agrupación de los compuestos en función de estas interacciones con la diana, que son diferentes
de las agrupaciones de los ligandos en función de su estructura (metodología empleada en el diseño
de fármacos NO basado en la estructura de la diana). Una herramienta útil en este proceso es la
minería de datos, ya que a través de algoritmos de clasificación (clustering) se extrae la información
que es útil. En este capítulo se definirán los métodos y algoritmos de clustering que comúnmente
se emplean en la minería de datos, posteriormente se hará una revisión aquellos aplicados hasta el
momento al diseño de fármacos.
5.1. Clustering
La organización de objetos en grupos de afinidad es una de las formas de obtener conocimiento,
así como un factor clave en el aprendizaje automatizado. La clasificación de objetos de acuerdo a su
grado de similitud es uno de los principales procesos en Minería de datos. El análisis de cluster es
el estudio formal de algoritmos y métodos de agrupamiento o clasificación de objetos. Los objetos
se describen mediante un conjunto de medidas o relaciones entre ellos. En el análisis de cluster los
objetos no están etiquetados con anterioridad ni se posee información alguna sobre la clasificación de
los objetos. El objetivo del análisis de cluster es encontrar una organización de los datos conveniente
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y válida. El sentido no es establecer reglas para separar los datos en categorías en el futuro sino que
los algoritmos de clustering están enfocados a encontrar estructuras en los datos. Un cluster consta
de una colección de un determinado número de objetos similares coleccionados o agrupados en un
conjunto. Las definiciones más aceptadas de cluster [54] son:
1. Un cluster es una concentración de puntos en el espacio, tales que la distancia entre dos puntos
dentro del cluster es menor que la distancia existente entre un punto del cluster y otro punto
fuera de éste.
2. Los clusters pueden ser interpretados como regiones conectadas de un espacio n−dimensional,
con una densidad de puntos relativamente alta, separadas de otras regiones, por una región con
una densidad de puntos relativamente baja.
Estas definiciones asumen que los objetos que se están agrupando están representados como
puntos en el espacio. Aunque no es difícil dar una definición funcional de cluster, en cambio es
complejo dar una definición operacional, ya que los objetos pueden ser agrupados en clusters según
el propósito planteado. Por otra parte, la pertenencia de un objeto a un cluster puede verse afectada en
el tiempo y el número de objetos en los clusters. Por lo tanto, el problema crucial en la identificación
de clusters en los datos es especificar cuál es la proximidad que se empleará y cómo medirla. Como
es de esperar la noción de proximidad es dependiente del problema.
Los algoritmos de clustering están muy ligados al tipo de dato, por lo cual, si no se comprenden
factores como escala, normalización y tipo de medición de proximidad pueden cometerse errores en
la interpretación del resultado de un algoritmo. Dado que el análisis de cluster es una herramienta
para explorar datos, desde sus orígenes se ha usado asociado a algún tipo más o menos complejo de
técnica de visualización de datos. La visualización más directa se tiene en el plano donde se mues-
tran los objetos, como puntos proyectados, lo que permite verificar los resultados de los algoritmos
de clustering, sin embargo, existen otras visualizaciones más desarrolladas que permiten un mejor
análisis.
Los algoritmos de clustering agrupan objetos (o individuos) en base a índices de proximidad en-
tre pares de objetos. Los objetos (datos en bruto) que serán analizados por un algoritmo de clustering,
pueden describirse en dos formatos:
1. Matriz de objetos.
2. Matriz de proximidad.
La matriz de objetos está formada por los n−ob jetos que serán agrupados (filas) y consta de d-
características (medidas, atributos, puntuaciones), por lo que la matriz tendrá d−columnas; es decir,
cada objeto es un vector de d componentes y la matriz de objetos es de orden n×d características.
Las d-características se representan usualmente como un conjunto ortogonal y los n−ob jetos son
embebidos en un espacio d −dimensional.
Un cluster es una colección de objetos, los cuales están próximos unos a otros o satisfacen alguna
relación especial. La tarea del algoritmo de clustering es identificar los clusters existentes. Por otra
parte, una matriz de proximidad D = [d(i; j)] acumula índices de proximidad entre pares de objetos,
donde cada fila y columna representa a un objeto. Se asume que la matriz de proximidad es simétrica
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dado que todo par de objetos tienen el mismo índice de proximidad independientemente de su orden.
La diagonal principal de esta matriz es ignorada dado que cada objeto tiene el mismo índice de pro-
ximidad consigo mismo. Los índices de proximidad se definen como índices de similaridad o índices
de disimilaridad (por ejemplo, coeficiente de correlación o distancia euclídea, respectivamente).
Normalización: preparar los datos para un análisis de cluster requiere algún tipo de normaliza-
ción que tenga en cuenta las medidas de proximidad, un ejemplo de ello es la distancia Euclídea. Es
una métrica que asigna mayor peso a las características con valores grandes que a las características
con valores pequeños, es decir, las características con mayor magnitud dominarán a las característi-
cas con menor magnitud. Existen muchos esquemas de normalización (como los propuestos por Jain
y Dubes [54], Berrar et al. [8], Geoffrey et al. [38], etc.).
5.2. Métodos y Algoritmos de Clustering
El análisis de cluster es el proceso de clasificación de objetos en subconjuntos, de tal forma que
los agrupamientos hechos (subconjuntos) tengan sentido en el contexto de un problema en particular
[54] [55]. Un clustering es un tipo de clasificación sobre un conjunto finito de datos, siendo la matriz
de proximidad la única entrada al algoritmo de clustering. Los dos tipos de métodos más empleados
son los jerárquicos y los particionales.
5.2.1. Clustering Jerárquico
Un método de clustering jerárquico es un procedimiento de transformación de la matriz de pro-
ximidad en una sucesión de particiones anidadas. Un algoritmo de clustering jerárquico es la espe-
cificación de los pasos para llevar a cabo un clustering en jerarquías. Como clustering jerárquicos
se pueden mencionar el método aglomerativo y el método divisivo, se diferencian en que el primero
inicia la clasificación tomando a cada objeto como un cluster y gradualmente comienza a unirlos (lo
que se conoce como clusters atómicos) para formar nuevos clusters, se repite este proceso hasta que
todos los objetos estén en solo un cluster. El método divisible es lo opuesto al método aglomerativo,
este comienza con un único cluster que contiene a todos los objetos y gradualmente comienza a
subdividirlo en piezas más pequeñas hasta que cada objeto forme un cluster atómico.
Para visualizar la información de un clustering jerárquico se utiliza una estructura especial de
árbol que proporciona una conveniente representación. A esta forma de visualizar la jerarquía se
le llama dendrograma o árbol, el cual consiste en capas de nodos, donde cada nodo representa un
cluster (tal como muestra la figura 5.1). Las líneas conectan a los nodos representando clusters
anidados unos con otros. Cortando el dendrograma horizontalmente obtenemos un clustering. El
nivel o el valor de proximidad donde los clusters se forman pueden ser mostrados también en el
dendrograma.
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Figura 5.1: Estructura jerárquica en forma de dendrograma.
5.2.2. Algoritmo de Distancia Mínima y Algoritmo de Distancia Máxima
Existen muchos algoritmos aglomerativos, pero según el criterio utilizado para la distancia en-
tre dos clusters es lo que los diferenciará. Los criterios más usados son: distancia mínima (single-
linkage), distancia promedio (average-linkage) y distancia máxima (complete-linkage) entre dos
clusters. El algoritmo single-linkage se refiere a la menor distancia existente entre los objetos de
dos clusters, por otro lado, complete linkage se refiere a la mayor distancia entre dos objetos de dos
clusters. Ambos algoritmos asumen que no existen distancias repetidas en la matriz de disimilaridad
y producen una sucesión anidada que devuelve una jerarquía única de clusterings que posteriormente
puede ser mostrada a través de un dendrograma.
5.2.3. Clustering Particional
El método particional construye k clusters. Esto es, clasifica un conjunto de datos n en k grupos
que en conjunto satisfacen los requisitos de una partición: cada grupo debe contener al menos un
objeto, cada objeto debe pertenecer exactamente a un grupo. Estas condiciones implican que hay por
lo menos tantos grupos como objetos: k ̸= n.
Es importante aclarar que el factor k lo debe proporcionar el usuario. Por lo tanto, el algorit-
mo construirá una partición con el número de clusters deseados. Cabe mencionar, que no todos los
valores de k tienden a formar grupos naturales, por lo que es necesario ejecutar el algoritmo varias
veces con diferentes valores de k y después seleccionar el valor de k con el que se hayan obtenido
los mejores resultados de acuerdo a sus características o que gráficamente se vea mejor o con el que
se puedan obtener mejores conclusiones. También es factible que esta decisión se tome automática-
mente, esto es, que el ordenador pruebe todos (o la mayoría) los posibles valores de k y seleccione
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el que mejor se adapte a un criterio numérico.
En términos generales el algoritmo tratará de encontrar una buena partición en el sentido de
que los objetos del mismo cluster deben estar cerca o relacionados unos con otros, además de que
los objetos de clusters diferentes deben estar lejos o ser muy diferentes. El objetivo es desvelar una
estructura que esté presente en los datos; sin embargo, el algoritmo se utiliza para imponer una nueva
estructura. El algoritmo particional más conocido es k-means.
5.2.4. K-Means
El algoritmo k-means es el más empleado y simple. Se comienza con una partición inicial alea-
toria y continúa reasignando los objetos a agrupar, basándose en la similaridad entre el objeto y el
centro del cluster hasta que se alcance un criterio de convergencia. La popularidad del algoritmo k-
means se debe a que es sencillo de implementar, además de que su complejidad es O(n), donde n es
el número de objetos. Una desventaja importante de este algoritmo es que es sensible a la selección
inicial de partición y puede converger a un mínimo local del criterio de convergencia si la partición
inicial no se elige correctamente [55].
5.3. Clustering y el Diseño de Fármacos
El gran volumen de compuestos que potencialmente pueden convertirse en fármacos y el énfasis
en automatizar su clasificación, ha supuesto la creación de algoritmos para el descubrimiento de
líderes (gracias a la capacidad de estos algoritmos para comparar estructuras químicas), de forma que
diversos algoritmos de clustering se han venido proponiendo a un buen ritmo. Estas herramientas son
útiles y se emplean en la organización de conjuntos de estructuras, en la visualización del contenido
de bases de datos o para seleccionar compuestos líderes [123]. Sin embargo, aún existe incertidumbre
en cuanto cuáles de las posibles combinaciones de algoritmos de clustering, mediciones, tipos de
representación de datos, y reglas para determinar el número de clusters apropiados (por ejemplo, la
selección del nivel en el caso de los algoritmos jerárquicos) son mejores o más robustos con respecto
a los datos [76].
Por otro lado, existe el problema de cómo expresar un objeto irregular (como es el caso de una
estructura química) en una forma regular que permita comparar y contrastar con otras estructuras
[74]. Para esto, se emplean diferentes descriptores moleculares, como las propiedades molecula-
res: hidrofobicidad, polaridad, flexibilidad, forma geométrica, volumen, propiedades de enlaces de
hidrógeno, entre otras.
En la literatura se pueden encontrar ejemplos de uso de algoritmos de clasificación en el diseño
de nuevos fármacos tanto jerárquicos [80] [92] [3] [112] [35] [76] [74] como particionales [73]
[120] [48]. Por otro lado, también se puede encontrar algunos tipos de algoritmos menos extendidos
en este campo como: híbrido [123], estocástico [102], algoritmos genéticos [12], etc. Estos últimos
se mencionan como métodos alternativos, aunque están fuera del ámbito de este trabajo de tesis. En
el caso de los algoritmos jerárquicos podemos afirmar que son los más utilizados y que, en general,
muestran mejores resultados en moléculas pequeñas (como es el caso en este trabajo de tesis).
Por ejemplo, en los algoritmos jerárquicos podemos mencionar a: Paris et al. [92], que emplean
46 5. Clustering EN EL DISEÑO DE FÁRMACOS
un algoritmo jerárquico para encontrar inhibidores de VIH-1, en el cual utilizan dos métodos (single-
linkage y complete linkage). Aplicando esos métodos de agrupación a 99 estructuras del sitio de
unión de la proteasa del VIH-1 pudieron obtener información acerca de las características de las
conformaciones asociadas a la unión de inhibidores no nucleosídicos, permitiendo una exploración
más completa de la energía libre de unión. Por un lado, la tendencia del método single-linkage forma
clusters bien conectados (distancia mínima) mientras el método complete-linkage forma clusters
más compactos (distancia máxima). Esto, los llevó a concluir que las agrupaciones son intrínsecas
a los datos y no al método. Por otro lado, del análisis que hicieron de los clusters, los condujo a
suponer: (i) los clusters con mayor número de elementos sugieren que las conformaciones de la
proteína son localmente flexibles, pero debido a que el conjunto de proteínas estudiado no es un
conjunto aleatorio, sino que los inhibidores han sido diseñados en base a inhibidores anteriores o de
estructuras de proteínas previas a las actuales, su número no representa la energía libre relativa de
cada cluster, y, (ii) los clusters pequeños, son una oportunidad para la exploración o el desarrollo de
inhibidores potentes que se unen a conformaciones alternativas del sitio de unión.
Por otro lado, Amaro et al. [3], exploran la flexibilidad del receptor al analizar la interacción
entre moléculas ligando y el receptor (diana). Parten de una gran cantidad de estructuras (proteínas)
generadas por distintos métodos, y los ligandos los obtienen de bases de datos públicas y comercia-
les. El problema al que se enfrentan es la cantidad de estructuras, para solucionarlo, dentro de todo
su proceso aplican un algoritmo jerárquico para filtrar, lo que repercutirá en una reducción tiempo
del análisis general. En términos generales, lo que realizan, es un alineamiento de las moléculas y
posteriormente encuentran la similitud entre ellas aplicando un algoritmo jerárquico. De esta mane-
ra, centran todo su esfuerzo en analizar aquellos que sean de mayor interés del químico. Además de
la mejora del tiempo, el clasificarlas les proporcionó información valiosa de la flexibilidad del recep-
tor tanto local como globalmente; por ejemplo, el número de clusters de estructuras (diana) contra
el número de ligandos que caen en esos clusters -en nuestro caso, nos interesa saber el número de
ligandos que cubren ciertas zonas de la diana-.
Por su parte, Meslamani et al. [80], aplican un algoritmo jerárquico para abarcar todo el espacio
conformacional. Posteriormente, llevan a cabo un filtrado de conformaciones redundantes seleccio-
nando un nivel de la jerarquía y extrayendo un representante de cada cluster. Como se ha expuesto
anteriormente, es complicado saber el nivel óptimo que contendrá los mejores clusters, por lo que
ellos se basan en el criterio de corte llamado clustering gain (1):
G = ∑ j=Kj=1 (n j −1)d2 (g j,g) (1)
Donde, n j, es el tamaño del cluster j, y d(g j,g), es la distancia del punto medio (cluster) al
punto medio de todo el conjunto de n conformaciones. Este tipo de aproximación de corte nos
es interesante, ya que en nuestro problema nos enfrentaremos a información redundante que es
imprescindible eliminar, por lo que consideraremos esta propuesto como otras.
Shao et al. [112] aplican diferentes tipos de algoritmos de clustering para clasificar trayecto-
rias de dinámica molecular -la dinámica molecular estudia el movimiento de átomos y moléculas, se
utiliza para hacer simulaciones tomando en cuenta la flexibilidad de las estructuras [1]- de varios sis-
temas biomoleculares, entre sus resultados el método aglomerativo mostró mejor rendimiento junto
con los mapas auto-organizados (SOM). Por otra parte, ellos recomiendas el empleo de algoritmos
jerárquicos cuando no se conozca a priori el número de grupos existentes en los datos -como en
nuestro caso-. Llegan a la conclusión que el método de single-linkage (distancia mínima) no es ca-
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paz de producir grupos con significado relevante a la clasificación de las trayectorias, en términos
generales, argumentan que realiza una delimitación pobre, cuando los elementos están muy cerca,
sin embargo, el método de complete-linkage y average-linkage si son capaces de mostrar grupos
con mayor signigicado al tener clusters de tamaños diferentes; por lo cual, ellos lo emplean con
frecuencia para sus análisis de trayectorias.
Por otro lado, están los particionales, Li [73] propone el algoritmo clustering particional cd-hit-
fp -se basa en el algoritmo single-pass, a diferencia de k-means, encuentra los clusters en una sola
iteración- para eliminar la redundancia en las bibliotecas virtuales de compuestos y así seleccionar
los mejores compuestos para realizar experimentos de HTS. Las ventajas de aplicar este tipo de
algoritmo de clustering, radica en que puede ser útil como paso previo para determinar el número
de particiones, en otras palabras sirve como dato de entrada del k-means. Por otro lado, una de las
principales desventajas que presenta, es que los resultados son muy dependientes del valor que se
determina para detener el algoritmo.
En general, podemos nombrar las ventajas de los dos métodos, una ventaja de los algoritmos
jerárquico aglomerativo es que son rápidos para calcular e implementar, encuentran todos los po-
sibles grupos existentes, por otra, su desventaja más sobresaliente es la rigidez de la estructura de
árbol: no se puede deshacer lo que ya agrupo. Los métodos particionales tienen la ventaja de ser
eficientes para encontrar grupos, pueden manejar grandes cantidades de datos eficientemente, pero
sus desventajas son muy remarcadas: necesitan un valor inicial del número de grupos a encontrar
-probablemente la peor desventaja de todas-, débil en datos con ruido y la necesidad de iterar varias
veces hasta encontrar un número optimo de particiones.
A modo de conclusión de este capítulo, se desea constatar que el estado del arte en algoritmos
de clasificación aplicados al diseño de fármacos refleja una preponderancia de los algoritmos je-
rárquicos. Por otra parte, al aplicar este tipo de algoritmos nos proporcionarán soluciones afines al
contexto de nuestro problema en: al reducir los datos a grupos que representen las diferentes zonas
del espacio conformacional, conocer ese número de grupos [80] -seleccionando el mejor nivel de la




Visualización de Información en el
Diseño de Fármacos
Como se mencionó en el capítulo 3, la visualización de información es una herramienta eficaz
en el análisis de datos, sobre todo cuando se necesita explorar datos masivos. En este capítulo se
procede a hacer una revisión de las técnicas de visualización en relación al diseño de fármacos.
La primera sección se centra en los tipos de visualización de datos jerárquicos -como se expuso
en el capítulo anterior, nuestro análisis se basa en la agrupación en base a jerarquías de moléculas
ligando-. Posteriormente, se menciona cómo la visualización de información es una herramienta útil
en el ámbito más amplio de la bioinformática. Se mostrará la valiosa aportación que hace cada una
de las técnicas de visualización de información que se han implementado en distintas herramientas,
sin dejar a un lado la experiencia del experto, que se incorpora a medida que va interactuando con
las visualizaciones en conjunto o por separado. Sin embargo, existe la necesidad de incorporar una
visualización complementaria, que se coordine e interaccione con las demás vistas, la cual ha de
mostrar lo que sucede a una escala molecular, para ellos en la última sección se revisan diferentes
herramientas de visualización molecular para comprender este fenómeno.
6.1. Visualización de Datos Jerárquicos
Una vez que hemos agrupado nuestros datos -de manera jerárquica-, nos enfrentamos a un pro-
blema de exploración de datos, para ellos es necesario contar con una representación que nos muestre
la toda la jerarquía que se construyó. La visualización de esta jerarquía es importante en el análisis
de clusters, ya que permite la toma de decisiones durante el proceso de análisis de los datos. En otras
palabras, es importante porque desvela todos los grupos intrínseco de los datos, y, la navegación de la
jerarquía permite al usuario seleccionar el nivel que satisfaga su criterio. Esta estructura jerárquica de
clusters por lo general se visualiza a través de un dendrograma [143]. El principal objetivo de este ti-
po de visualización es encontrar subconjuntos de datos que estén bien definidos y que sean diferentes
del resto de grupos [109]. Uno de los muchos ejemplos de herramientas que emplean dendrogramas
es el popular explorador de clusters jerárquicos (Hierarchical Clustering Explorer HCE) [110] cuyo
fuerte reside en visualizar árboles enormes de datos biológicos (microarrays) -Está completamente
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orientado a analizar datos de bioinformática-; para abordar este reto, a medida que se navega (sube
o baja de nivel) mediante una barra que señala el nivel actual en el dendrograma, las ramas se con-
traen o expanden, esto es un filtrado de datos aplicando la técnica de foco+contexto, de esta manera
evitan el amontonamiento. Por otro lado, emplean vista enlazadas interactivas como: diagramas de
dispersión, comparación de dendrogramas por diferentes algoritmos de clustering jerárquico. En los
diagramas de dispersión es posible seleccionar un elemento el cual se reflejará directamente al mos-
trar pequeños triángulos en la parte baja del microarray. Una parte interesante de HCE, sin duda es,
la comparación de los resultados de distintos algoritmos jerárquicos, al seleccionar un cluster con el
ratón muestra donde están localizados esos mismos datos en el otro dendrograma.
Otra herramienta de visualización de datos biológicos es GAP [140]; la visualización principal
está orientada al análisis de matrices y análisis de clusters para microarrays; emplean diversas téc-
nicas de agrupamiento jerárquico y dendrogramas como visualización de la jerarquía, tanto de las
columnas como de las filas de la matriz. Para explorar los clusters de cada nivel de manera inter-
activa, utilizan una barra deslizadora al igual que el HCE, a cada cluster se le asigna un color para
resaltarlos. Dos características de interacción hacen resaltar a esta herramienta: la selección de ramas
del dendrograma empleando el ratón y el intercambio de ramas al reordenar la matriz sin tener que
construir de nuevo el dendrograma.
Otra herramienta que incorpora el uso de dendrogramas es gCLUTO [98]. La visualización es
interactiva al aplicar una técnica de zoom semántico -el zoom semántico consiste en ir cambiando el
contenido de la información que se muestra mientras se muestran más detalles a medida que se acerca
a un área en particular de la gráfica [45]- contrayendo o expandiendo las ramas del dendrogram. En
otras palabras, al contraer la rama, muestra de manera resumida en una línea toda la información de
la rama, este tipo de técnicas se emplean cuando hay una gran cantidad de datos. Otra técnica que
implementaron es el foco+contexto, al seleccionar ciertas zonas, muestran de manera ampliada esas
ramas, mientras las otras se contraen por la técnica del zoom semántico. Lo que permite centrarse
en clusters de interés.
Hasta este punto, hemos descrito cómo las técnicas de visualización de información ayudan a
comprender datos inherentemente jerárquicos en matrices de datos biológicos (microarrays). Por
otro lado, se sabe que la visualización de información ha sido aplicada anteriormente en el trata-
miento de enfermedades [22], tales como el procesamiento de imágenes, la presentación de informes
médicos de pacientes, interpretación de diagnósticos, etc.
En nuestra situación, necesitamos analizar una gran cantidad de compuestos químicos, para po-
der encontrar aquellos con gran potencial para convertirse en fármacos y su posterior uso en el
tratamiento de alguna enfermedad. Una vez que se han encontrado aquellos compuestos que puedan
ser líderes a fármaco, habrá que refinarlos, por lo que la optimización de esos compuestos líderes
determinará el éxito de un fármaco. Durante esta optimización, se mejoran aspectos como la ac-
tividad farmacológica, la farmacocinética y la seguridad de la utilización del fármaco (que no sea
tóxico). Dada la gran diversidad de compuestos que se derivan de un compuesto líder (lo cual no
supone necesariamente una ventaja durante el diseño de fármacos) es necesaria la selección del me-
jor compuesto que presente la mayor calidad en los aspectos mencionados anteriormente, los cuales
determinarán el éxito en el descubrimiento y posterior desarrollo del fármaco [141].
El llevar a cabo la extracción y descubrimiento de estos compuestos líderes directamente de las
fuentes de información en bruto es complicado, por eso, la información debe pasar de una infor-
mación multidimensional a una de pocas dimensiones -la aplicación de algoritmos de clustering
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jerárquico, ayudan a esta transición- para que esos compuestos resalten sobre los demás. Un caso
en particular es el de Maniyar et al. [77], que ven en la visualización información el método para
proyectar la información multidimensional en un espacio de pocas dimensiones pero manteniendo
la mayor cantidad de propiedades (en este caso la información de los compuestos), y, sobretodo
no perder la sencillez de interpretación de los datos, para extraer la mayor cantidad de informa-
ción útil (compuestos líderes). Proponen una herramienta de visualización de compuestos químicos
llamada Hierarchical GTM (HGTM). Esta visualización aplica diferentes técnicas de reducción de
dimensionalidad, tales como el análisis de componentes principales, redes neuronales, mapas auto-
organizados y generación topográfica de mapas. A partir de esta visualización, el químico puede
obtener información de los compuestos que presenten propiedades similares, a su vez, estos clusters
pueden extraerse y formar sub-ramas formando una jerarquía -es una especie de barrido de los datos-
. Como soporte del análisis de clusters, las propiedades de interés son representadas por medio de
coordenadas paralelas. En nuestro caso, también partiremos de una gran cantidad de compuestos que
necesitamos agrupar según ciertos criterios, aun así, seguiremos teniendo una gran cantidad de datos
que al representarlos, probablemente cubran gran parte de la visualización, por lo que es necesario
emplear una extracción de los clusters que sean de interés, sin perder el resto del contexto de los
datos.
Podemos concluir esta sección afirmando que hoy en día la visualización de información es una
herramienta imprescindible para explorar datos masivos a los cuales se les ha aplicado un método de
clustering. Por otra parte, estos métodos son aplicados al diseño de fármacos en la optimización de
compuestos que en un futuro puedan convertirse en un fármaco. Por otro lado, aunque no es el obje-
tivo de esta tesis, la visualización de información ha encontrado en la bioinformática un campo fértil
para explotar sus logros, al ayudar en el estudio de la estructura y funcionamiento de componentes
celulares, tales como moléculas grandes (proteínas). Estos problemas de bioinformática están empa-
rentados muy cercanamente con nuestro objetivo, y comparten retos en lo tocante a la visualización
de información, como es el ayudar a comprender la estructura tridimensional y el comportamiento
dinámico de moléculas. Hasta este momento, hemos planteado una estrategia de visualización de
reducción de dimensionalidad en base a los grupos que se forman de los datos, sin embargo, el pro-
ceso en el diseño de fármacos necesita analizar la interacción que se da entre la diana y el ligando, en
otras palabras, no basta con conocer los ligandos, el químico necesita ver en donde se han situado en
la diana esos compuestos, de igual manera la forma geométrica de cada compuestos que pertenece
a un grupo. Por estos motivos, se hace necesario enlazar la visualización abstracta (dendrogramas)
con una representación real de la diana y el ligando. Existen muchas herramientas especializadas en
la visualización molecular que apoyan la investigación de las estructuras moleculares y el diseño de
fármacos [11]. En la sección 6.3 se discuten algunos de estos enfoques.
6.2. Visualización de Información en Bioinformática
El propósito de utilizar la visualización de información en bioinformática recae en los objetivos
de las técnicas de visualización de información: visualizar cantidades grandes de información y fa-
cilitar el análisis de información por medio del reconocimiento de patrones generados por la minería
de datos. La bioinformática es conocida por generar mucha información biológica.
Los sistemas de visualización de información en 3D, construyen una imagen en 3D que los
expertos (y los no expertos también) pueden comprender fácilmente [126]. La estructura de una
52 6. VISUALIZACIÓN DE INFORMACIÓN EN EL DISEÑO DE FÁRMACOS
molécula se genera mediante coordenadas en el espacio (cada átomo tiene una coordenada en tres
dimensiones (x,y,z)). Tratar de comprender esta estructura espacial únicamente a través de los nú-
meros carece de sentido, pues hacerse una imagen mental es demasiado complicado incluso para
un experto (considérese el caso de una proteína); por eso, al traducir tales coordenadas, a través de
una herramienta informática a una imagen, es más sencillo comprenderla (otras ayudas visuales se
pueden utilizar también, como asignar un color único a cada tipo de átomo). Además, a través de
interacción se puede habilitar la exploración de ciertas zonas especificas, acercándose o alejándose
según se requiera.
Un ejemplo de visualización de información en la bioinformática es el análisis de los resulta-
dos de docking. Se parte del alineamiento de diferentes compuestos, por lo general es un proceso
automatizado, pero suele generar mucho ruido en los datos y no siempre es preciso. Por lo tanto,
el usuario debe realizar una inspección de los resultados antes de tomar una decisión, lo cual hace
necesario implementar algún tipo de visualización, ya que el objetivo es obtener el mayor conoci-
miento posible de la información generada, y más si se toma en cuenta que los resultados son datos
numéricos y con muchas posibles interpretaciones. Por consiguiente, en nuestro problema, se apli-
carán técnicas de minería de datos, principalmente el clustering jerárquico, en conjunto con técnicas
de visualización como: dendrogramas, barrido y foco+contexto [131].
6.3. Herramientas de Visualización Molecular
Las herramientas de visualización de moléculas que hay disponibles son muchas, por lo que
continuación se explicarán algunas de la tabla 6.1; no obstante si se desea profundizar más en dichas
herramientas, Gu y Bourne [40] exponen una lista más completa.
PyMol: es una herramienta desarrollada en Python, que permite la visualización de moléculas
tanto pequeñas (ligandos) como macromoléculas (proteínas). Crea la superficie de la proteína, hace
cálculos de puentes de hidrogeno, además de mostrar la secuencia de la proteína, incluso permite
descargar ficheros de macromoléculas de la páginas como PDB. Una función que hace resaltar esta
herramienta es la posibilidad de analizar los resultados de docking en especial los de AutoDock.
Sin embargo, no es tan eficiente, en ocasiones al tratar de manipular los resultados, se pierde la
interacción entre la ventana que muestra los resultados y la visualización molecular, esto puede ser
debido a que no es parte nativa de la herramienta por ser un complemento (plug-in).
Chimera: al igual que PyMol, está desarrollada en Python, lo que resalta de esta herramienta, es
que puede ser empleada para preparar tanto la proteína como el ligando para realizar el proceso de
docking. Esto consiste en añadir hidrógenos y cargas a las moléculas. Además de comparar macro-
moléculas mediante alineamiento, permite buscar aminoácidos de manera más sencilla y rápida que
PyMol.
MOLMOL: es un programa de representación molecular 3D para el análisis y manipulación
de macromoléculas biológicas, enfocándose en el estudio de estructuras de ADN, proteínas y áci-
dos nucleicos de datos provenientes de NMR (Resonancia Magnética Nuclear). Las características
principales de esta herramienta son: la superposición de 20 conformaciones distintas, útil para la
determinación por NMR, identificación de puentes de hidrógeno, identificación de distancias entre
átomos de hidrógeno, entre otras.
VMD: es un visualizador molecular que antiguamente sólo podía correr en estaciones de trabajo,
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sin embargo, ha sido portado a la mayoría de las plataformas actuales. Es un visualizador potente,
pero con el detrimento de que es poco amigable para el usuario. Por otro lado, una vez que se
ha dominado la curva de aprendizaje -por lo general es muy pronunciada- es posible visualizar
simulaciones de dinámica molecular.
AutoDockTools: o ADT, es una herramienta de los mismo desarrolladores de AutoDock, con la
cual se pretende analizar y extraer conocimiento de los resultados de docking, además de preparar
todo lo necesario de manera visual para realizar docking. En cuanto a la visualización de los resulta-
dos de docking ofrecen una visualización de grupos muy rudimentaria y casi carente de interacción
con la visualización molecular.
KiNG: es un visualizador molecular 3D que permite la manipulación y análisis de moléculas,
está basado en Java al igual que Jmol, y se especializa en el formato de imágenes que genera, sobre-
saliendo por su alta calidad. Sin embargo, hace uso de una librería especial llamada JOGL que es un
puente entre Java y OpenGL -librería de gráficos 3D-.
Si bien, son muchas las herramientas de visualización molecular, Jmol es una de las que destaca.
Este visualizador consta de tres partes, que a su vez representan ventajas sobre otros visualizado-
res; estas partes consisten en: Jmol-Applet, un applet que se integra en un navegador web; como
programa de escritorio; y JmolViewer, un toolkit que se integra en otros programas escritos en Java
[138]. Por otra parte, como está escrito completamente en Java, hace que sea multiplataforma (puede
ejecutarse en diferentes sistemas operativos gracias a su máquina virtual). Jmol puede visualizar la
mayoría de los formatos de estructuras químicas, incluso puede leer ficheros comprimidos cuando
se usa en modo web, aparte de que tiene compatibilidad con comandos de RasMol y Chime -son de
los primeros visualizadores moleculares en 3D, en especial Chime era empleado en páginas web, sin
embargo, no se han producido nuevas actualizaciones desde su lanzamiento, por lo que Jmol se con-
cibió como el reemplazo de ambos-, además de que son herramientas conocidas por los miembros
del laboratorio de química farmacéutica de la Universidad de Salamanca.
La ventaja más evidente de Jmol está en su motor de gráficos. El motor está completamente
escrito en Java (no utiliza Java3D ni OpenGL o ningún otro tipo de acelerador de gráficos), su rendi-
miento es significativo. Es sumamente eficiente para visualizar ficheros que contienen una gran can-
tidad de moléculas o macromoléculas, porque está dedicado a la representación molecular (esferas
y cilindros), por lo que no emplea ninguna maya triangular para hacer el renderizado de moléculas.
El empleo de Jmol en la comunidad científica y educativa es grande; ejemplos del uso de Jmol se
pueden encontrar en [136] [41] [75] [96] [79] [29] [138] [28] [46] [16] [124].
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Programa Sistema Operativo
Jmol1 Mac, Win y Linux
Chime2 Mac y Win
PyMol3 Mac, Win, Linux y Unix
MOLMOL4 Win y Unix
RasMoL5 Mac, Win, Linux y Unix
VMD6 Linux y Unix
AutoDockTools7 Mac, Win, Linux y Unix
Chimera8 Win, Linux y Unix
KiNG9 [21] Mac, Win y Linux
Tabla: 6.1: Programas de visualización molecular.
Jmol Visualizador Molecular
Hanson explica en [41] el empleo de Jmol como principal visualizador de cristalografía y genera-
dor de imágenes de calidad de esas estructuras [79], destacando los beneficios de la funcionalidad del
visualizador para realizar diferentes tareas de manipulación de estructuras. Por otro lado, menciona
que es empleado en la educación al ser mencionado en simposio de American Chemical Society. Un
ejemplo del uso de Jmol en la educación e industria es el del Chemistry Development Kit (CDK),
destacándose como visualizador 3D de estructuras Steinbeck [124], así como otros los podemos
encontrar en [46], [16], entre otros.
Una propuesta interesante la encontramos en la tesis de master de Logtenberg [75], implementa
Jmol dentro de un ambiente multitouch, resaltando que la tendencia de la educación se orienta a la
interacción entre el ordenador-persona y el multitouch da una sensación de mayor interacción que el
empleo de teclados y ratones. Por otra parte, Forlines et al. [29], extienden el ambiente multitouch
a uno de pantallas múltiples, en donde el usuario interactúa con la visualización en varias pantallas,
de esta manera, tiene varias perspectivas de la misma información, y, aunado al ambiente multitouch
puede rotar en varias diferentes direcciones cada perspectiva de la visualización. Por otro lado, es
utilizado ampliamente por páginas web como PDB10, The Protein Model Portal11, ZINC12, entre
otras [28]. La ventaja de incluir en una página web a Jmol es que no necesita de alguna librería en
especial para generar sus gráficos en 3D [138], como sería el caso de OpenGL o DirectX.
No obstante, Jmol tiene sus detractores, como: White et al. [136] y Nicolay et al. [96] . En el
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una parte, la simulación muestro que los usuarios tenían una comprensión de las estructuras de las
proteínas, sin embargo, el estudio mostró que mediante el empleo de la visualización molecular -con
Jmol- los usuarios identificaban más átomos que utilizando la simulación. Por su parte, Nicolay et
al. argumentan que Jmol no es eficiente para la representación de superficie de las proteínas, como
resaltar los sitios de actividad, sin embargo, esto puede solucionarse mediante el empleo de scripts
para solucionar este tipo de deficiencia.
De este capítulo podemos resaltar que la unión de estas dos herramientas, minería y visualización
de datos, dan como resultado un mejor análisis del problema en cuestión. Esto da paso a realizar un




Analítica Visual en el Diseño de
Fármacos
Como se mencionó en el capítulo 4, el objetivo de la analítica visual a través de un discurso
analítico es aprovechar la potencia de los ordenadores y los del usuario para mejorar el proceso de
análisis de un problema (Keim et al. [60]). El uso de algoritmos de clasificación permite encontrar
patrones que se encuentran en los datos, mientras que el empleo de visualizaciones adecuadas ayu-
da a organizar y presentar estos patrones de tal manera que el usuario tenga una visión general del
problema en cuestión. A través de la experiencia del usuario en el problema a analizar, el ordena-
dor refinará y organizará la información más apropiadamente. A continuación se revisan los pocos
ejemplos en que el enfoque de analítica visual ha sido aplicado al problema del diseño de fármacos.
Saffer et al. [106] aplican la analítica visual como método de descubrimiento de posibles dianas
biológicas y sus respectivos ligandos. Este es un claro ejemplo de cómo aplican la analítica visual
para comprender datos de diferentes ámbitos, en este caso particular la biología y la química. En
una primera aproximación realizan el alineamiento de varias secuencias para determinar el grado
de identidad. Posteriormente, realizan cálculos de similaridad de las proteínas que son visualizadas
mediante un programa llamado OmniViz1. Una de las visualizaciones consiste en proyectar a través
de un mapa la proximidad de cada proteína, de esta manera, de acuerdo a la proximidad de cada
punto -proteína- es posible mostrar las moléculas que son parecidas, lo que significaría que tendrán
dianas parecidas, esta visualización la llamaron OmniViz Galaxy. Por otra parte, también es posible
determinar la similaridad de compuestos -ligandos- en base a su actividad biológica, cada compuesto
es representado en la visualización (OmniViz Comet) como una celda asignándole un color (rojo
presencia alta, azul poca presencia), al final se forma una matriz de color (heat map), y para encontrar
los grupos dentro de la matriz, aplican un algoritmo jerárquico y su respectivo dendrograma para
explorarlos. Al combinar las visualizaciones y enlazándolas para que tengan interacción, el químico
podrá encontrar nuevas dianas o ligando; bastara con seleccionar grupos en cualquiera de las dos
visualizaciones.
Ray [99] emplea mediciones de correlación a través de una visualización de coordenadas parale-
las [52] modificadas, para mostrar la correlación entre secuencias, cuando no se tiene la información
1http://www.biowisdom.com/tag/omniviz/
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estructural de la secuencia. Las coordenadas paralelas son un tipo de visualización multidimensio-
nal, en el que cada objeto es representado por una polilínea, utilizando n− copias del e je− y que
representan n− dimensiones en el espacio. Al emplear las coordenadas paralelas para visualizar la
correlación de requeriría que por cada posición en la secuencia existiera un eje que lo representara,
lo cual generaría un amontonamiento de los datos y por tanto sería imposible extraer información útil
del análisis. Por lo que aplican una reducción de dimensiones para tener las que son más relevantes.
La modificación que realizan sobre las coordenadas paralelas es que pasan de una representación
vertical a una circular, de esta manera, cada línea se conecta con uno o varios puntos, de esta manera
resaltan a los aminoácidos que tienen mayor número de interacciones; por lo que asegura que es más
representativo que emplear las coordenadas paralelas tradicionales. En una etapa del desarrollo de
nuestra investigación, se diseño e implemento a las coordenadas paralelas como visualización prin-
cipal, sin embargo, debido a la cantidad de datos nos creaba el problema del amontonamiento, por
lo que a primera instancia era imposible deducir un camino hacia donde explorar en profundidad.
Por otra parte, MassVis [68] a través de una visualización de diagrama de dispersión, paneles de
control enlazados, como el zoom, selección de elementos individuales con el ratón, y, técnicas de
minería de datos, como la correlación y la clasificación (clustering aglomerativo) realizan análisis de
interacción proteína-proteína. Existen otros métodos que se apoyan en el análisis visual, por ejemplo,
Stone et al. [125] y ODonoghue et al. [90], lo emplean para extraer conocimiento las representacio-
nes tridimensionales de las estructuras. En el primer caso, emplean el análisis para el modelado
molecular en base a realidad virtual en conjunto con el visualizador VMD [51], argumentan que la
interacción entre visualizaciones en 2D y 3D ofrecen al químico un mejor entendimiento al cen-
trarse en zonas especificas. En el segundo caso, mediante diversas técnicas tanto interactivas como
estadísticas, logran obtener información relevante de las visualizaciones, tales como: la compara-
ción de estructuras al realizar una superposición, de esta manera, se puede determinar si comparte
el mismo sitio activo, construcción de superficies de las estructuras -mediante la visualización de
la superficie es posible determinar si la zona activa es superficial o interna-, análisis de interacción
entre el ligando y la diana este tipo de interacción ocurre en zonas internas de la proteína, por lo
que debe ser posible extraer el sitio activo completo junto con el ligando; de esta manera será más
sencillo el extraer información de la interacción, por ejemplo, si se forman puentes de hidrogeno, lo
que supondría una mayor afinidad del ligando con la diana.
Una herramienta especializada en la búsqueda de compuestos líderes y filtrado de compuestos
tóxicos es HAD [113], aparte de realizar estas búsquedas también hace predicciones de estructuras
similares, las cuales son visualizadas a través del programa de análisis Spotfire2. Otro aporte im-
portante es la agrupación de estructuras similares en forma, además de agruparlas por su actividad
biológica. Konecni et al. [69] proponen un modelo de analítica visual para el descubrimiento de
compuestos líderes. El modelo incorpora varias visualizaciones, así como métodos de minería de
datos. Entre las herramientas de visualización está el UMass Lowell Universal Visualization Plat-
form (UVP) [37], coordenadas paralelas modificadas, heat maps, comparación y visualización de
clusters con CComViz [144].
Finalmente, también es necesario analizar y extraer conocimiento de información generada por
otros métodos, como por ejemplo los datos generados por experimentos de laboratorio. Una herra-
mienta diseñada con la intención de evaluar este tipo de información es InfVis [91], que a través
de representaciones de glifos (pequeñas representaciones gráficas a modo de símbolos) en 3D, ex-




A lo largo de los capítulos anteriores hemos expuesto las diversas técnicas que se aplican cuando
se toma la determinación de resolver un problema multidimensional por medio de la analítica visual.
En el capítulo 4, se explico las áreas que la conforman como: el razonamiento analítico, las represen-
taciones visuales, la transformación de los datos y la manera adecuada de presentar y transmitir el
conocimiento generado a partir del análisis. Es importante que por medio de nuestra propuesta se ge-
nere un dialogo entre los datos, las visualizaciones y el químico de manera interactiva. El problema
es claro, el tratar de analizar los resultados tal como los arroja el programa de docking -en este caso
Autodock-, requiere un esfuerzo enorme por parte del químico para filtrar las poses que cumplan su
criterio de las que no. Para automatizar el proceso de reducción es necesario contar con un método
que agrupe las poses que sean similares para reducir el tiempo de selección; por otra parte es evi-
dente que este tipo de resultados -de docking- contiene intrínsecamente grupos independientemente
del método que se emplee para agruparlos. Dado que desconocemos la cantidad de grupos existentes
en los datos, la mejor opción es emplear un algoritmo jerárquico, sin embargo, una vez superada la
parte de agrupar, persiste el problema de exploración de esos grupos, será sencillo cuando se tengan
unos cuantos, pero se complicará al aumentar el número -que es lo habitual-, por eso, es necesario
emplear un método para automatizar ese proceso también [80].
Por otro lado, no podemos dejar a un lado el proceso de razonamiento analítico, al analizar los re-
sultados de la agrupación y selección de poses, debe surgir una pregunta: ¿tiene sentido lo que estoy
viendo? Si es afirmativa, continua el proceso de análisis, si la respuesta es negativa, entonces nuestra
propuesta debe ofrecer al químico la manipulación de los resultados del agrupamiento, por ejemplo,
tal vez es necesario separar un grupo en dos, y dado que se decantó por una representación de den-
drograma y dotada de interacción, será posible separar esos grupos con bajar uno o varios niveles
sin tener que volver a recalcular la jerarquía -una clara ventaja sobre los algoritmo particionales-,
si aun persistiera la disconformidad de los resultados, nuestra propuesta deberá ofrecer más de un
método de agrupación. Para una mejor compresión de una representación abstracta de las agrupacio-
nes (dendrograma), se pretende añadir una visualización realista del espacio conformacional con las
zonas que cubren las poses, de esta manera, se entabla un discurso analítico entre la interacción de
las visualizaciones y el químico. En este sentido, se optará por emplear un visualizador con el que
el químico, esté familiarizado, de esa manera, la curva de aprendizaje de manipulación de nuestra
propuesta se reduce, además, por ser conocida previamente, ofrece cierta comodidad para interactuar
con ella.
Por otra parte, una vez que se tiene automatizado el proceso de selección de poses que son de
interés, surge un nuevo obstáculo, la necesidad de comparar de alguna forma las poses seleccio-
nadas, a su vez, se mantiene la dificultad de ser demasiadas y añadiendo que son distintas, lo que
representaría un retardo en la decidir si se parecen o no -hay una necesidad de automatizar este pro-
ceso también-. Una vez que esté automatizado, es necesario proveer de algún tipo de exploración
sencilla, en la que pueda ver el químico al mismo tiempo los resultados de las agrupaciones y una
representación realista de cómo sería la interacción entre las poses y la diana. De primera instancia,
esto es abrumador, por lo que se dotaría de una guía visual para resaltar grupos interesantes [106],
resaltando esos grupos que son interesantes, dirigen al químico hacia donde comenzar la explora-
ción. Los siguientes capítulos detallaran la implementación de todas estas ideas en una herramienta
para el análisis de resultados de docking.

Parte IV




Proceso de Análisis de Resultados de
Docking
El docking es una herramienta ampliamente utilizada en el diseño de nuevos fármacos. El obje-
tivo es encontrar el mayor número de moléculas que presenten afinidad por una determinada diana
terapéutica para convertirlas posteriormente en fármacos. Los resultados del docking deberán repro-
ducir razonablemente resultados experimentales. Para que esto sea eficaz, deberán probarse una gran
cantidad de moléculas, de forma que, con los resultados obtenidos se tenga que sintetizar, adquirir
y/o ensayar un número menor de compuestos reales a diferencia de cuando no se empleen herra-
mientas virtuales. Su función es reducir el número de posibles moléculas a ensayar en campañas de
búsqueda de líderes o de moléculas activas. Por ello el éxito de los experimentos de docking depen-
derá de que puedan realizarse de forma rápida y reproducible, esto es, que tengan la capacidad de
refinar con facilidad los resultados (para adaptarse a los datos experimentales a medida que estos
se obtienen), y, que su análisis sea lo más rápido y eficiente posible (para agilizar el proceso). En
este trabajo se propone la generación de una herramienta que facilite el análisis de los resultados de
docking y su posterior refinado de los mismos; apoyándose en Autodock1 (versiones 3 [83] y 4 [84]),
una herramienta de docking muy utilizada para el diseño de fármacos desarrollada por el Instituto
Scripps de Investigación. Además, con una opción para el refinado de los resultados de Autodock
propicia la transformación de dicho programa en una herramienta de búsqueda por farmacóforos en
ausencia de información estructural sobre la diana. Por otro lado, hay que resaltar que, al realizar
esto, se aporta una solución al diseño de fármacos cuando se carece de una estructura de la proteína o
cuando la información de la estructura está incompleta, como suele suceder en muchos de los casos.
La selección del programa Autodock se realizó por ser un programa ampliamente utilizado, de
libre disposición bajo la licencia GNU, y por qué se encuentra en continuo desarrollo y es utilizada
por investigadores del Departamento de Química Farmacéutica de la Facultad de Farmacia de la
Universidad de Salamanca para el diseño de nuevas moléculas antitumorales. Junto al programa
Autodock, los investigadores del instituto Scripps han desarrollado una interfaz gráfica basada en
Python, encaminada a facilitar la preparación de los ficheros necesarios para ejecutar Autodock. Esta
herramienta también permite analizar los resultados de Autodock, pero es bastante limitada en la
1http://autodock.scripps.edu/
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versatilidad de sus visualizaciones y sobre todo en la interacción con el experto para realizar análisis
más detallados. Por otro lado, hasta ahora Autodock no se ha utilizado para realizar búsquedas por
farmacóforo en situaciones en las que no se dispone de la estructura tridimensional de la diana, por
lo que es uno de los objetivos de este trabajo. A continuación, se explicará el proceso de análisis de
los resultados del programa Autodock, esto es, análisis de docking.
Durante el proceso de docking se genera para cada molécula virtual ensayada un número de po-
sibles disposiciones (orientación en el espacio) de la misma cuando se enfrentan a la diana. Estas
disposiciones se evalúan con distintas funciones que estiman de diversas formas la calidad de la in-
teracción con la diana. Desafortunadamente, las funciones utilizadas para evaluar la interacción entre
la diana y las moléculas (en sus diferentes disposiciones) no permiten discriminar adecuadamente
la calidad de la interacción (un problema agravado por el poco tiempo disponible para el cálculo) y
se hace necesaria la inspección visual de los resultados para seleccionar las mejores opciones. Este
proceso de inspección visual se facilita considerablemente con herramientas de visualización como
PyMol, Jmol, Marvin2, RasMol, etc. Sin embargo, estas herramientas están diseñadas para la visua-
lización de moléculas y complejos ligando-diana, pero no para el estudio de las interacciones ni para
el análisis y comparación de muchos complejos simultáneamente.
Para lograr una comprensión detallada del problema de investigación es necesario realizar una
breve descripción del proceso de cribado virtual y del análisis de los resultados del mismo. Para
realizar el cribado virtual se necesita la estructura de la diana y los compuestos que se desean ensayar.
A partir de la estructura de la diana, Autodock genera una malla (grid) centrada en el sitio en el que
se considera que se pueden unir los compuestos (ligandos). La posición del grid y su resolución
(espaciado de sus puntos) es configurable por el usuario. El programa coloca en cada uno de los
puntos del grid cada uno de los átomos que forman los ligandos a ensayar (típicamente C, N, O, H,
S, F, Cl, Br, I, B y cualquier otro átomo adicional), y evalúa la energía de interacción de ese átomo
con la diana para cada uno de los puntos del grid. Genera así un mapa (map) por cada tipo de átomo.
El programa utiliza estos maps para evaluar la energía de interacción de los compuestos en cada una
de sus disposiciones con la diana, asignándole a cada uno de sus átomos la energía calculada para su
posición en el map correspondiente y sumando los valores de todos los átomos del ligando. Además
se calculan maps que consideran la repulsión estérica y se introducen factores que permiten estimar
la energía intrínseca de cada disposición evaluada. Estos maps, son representaciones de la calidad
de la interacción de la diana con cada tipo de átomo colocado en ese entorno (el equivalente a un
farmacóforo pero definido por la estructura de la diana y no por la comparación de la estructura de
distintos ligandos activos, ver figura 8.1).
2http://www.chemaxon.com/products/marvin/
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Figura 8.1: A la derecha, la proteína con su sitio de interacción y el grid de un tipo de átomo en color
verde. A la izquierda, el sitio de interacción resaltado, el grid en verde y, en el centro del sitio, una
molécula a ensayar.
Tras evaluar distintas disposiciones de los ligandos en el grid, se selecciona para cada compuesto
un número prefijado de ellas -por lo general 100 disposiciones-. Frecuentemente, muchas de estas
disposiciones son similares entre sí. Cada una de estas disposiciones recibe una puntuación que se
relaciona con la afinidad de la asociación entre el ligando y la diana (binding affinity). Generalmente
se observa que una disposición que se repite un número elevado de veces se asocia con una buena
energía de interacción. En cualquier caso, aún cuando las repeticiones de una disposición de un
compuesto son indicativas de interacciones favorables, para la inspección visual de los complejos
sólo aportan información redundante, por lo que pueden resumirse en un ejemplo representativo
(normalmente el de energía más favorable). El cálculo de las distancias entre distintas disposiciones
de una misma molécula es trivial, y puede hacerse fácilmente mediante el RMSD (root mean square
deviation), lo que facilita su agrupación. La dificultad en este caso consiste en decidir la distancia
entre disposiciones (o lo que es lo mismo, el número de clusters) que es significativa en cada caso.
La complejidad del problema aumenta al intentar comparar ligandos diferentes. En este caso, la
ocupación de los mismos sitios y el posicionamiento de átomos o agrupaciones de átomos de pro-
piedades similares en posiciones cercanas aumenta la similitud entre disposiciones de compuestos
diferentes. Alternativamente, la ocupación de posiciones diferentes o el posicionamiento de átomos
o de agrupaciones de átomos de propiedades diferentes en posiciones cercanas aumenta la distancia
entre ellas. Sin embargo, el peso asignado a cada una de estas evaluaciones varía frecuentemente con
el criterio y experiencia del evaluador -son subjetivas- y dificultan la automatización del proceso. En
la mayoría de los casos el proceso se realiza por visualización simultánea de las disposiciones a
comparar en presencia y ausencia de la diana. Como el proceso es lento, con frecuencia se recurre a
soluciones que conllevan pérdida de información, como es considerar solamente aquella disposición
de cada compuesto que presenta menor energía y/o que ocurre con más frecuencia o que se super-
pone con un ligando de referencia, se reduce el número de compuestos a evaluar visualmente a un
número reducido de los mismos -por ejemplo el 5% mejor valorado por las funciones de evaluación-,
etc. Para asistir en la toma de decisiones, con frecuencia se hace docking de una serie de ligandos de
66 8. PROCESO DE ANÁLISIS DE RESULTADOS DE Docking
referencia -normalmente activos- simultáneamente con el grupo a ensayar. Estas referencias permi-
ten decidir qué estrategia tomar en cada caso particular y nos informan de la fiabilidad del protocolo
empleado.
Una vez seleccionados los compuestos para los que se predice una mayor afinidad, estos se
ensayan experimentalmente. Lo ideal sería que la información obtenida tras la evaluación pudie-
ra incorporarse en el modelo, pero Autodock está diseñado para evaluar interacciones en muchos
contextos, así que incorporar estos resultados no suele ser fácil, salvo que puedan asignarse a un
problema en la parametrización del sistema. Si los resultados no son los esperados, con frecuencia
se recurre a modificar la función de evaluación o a incrementar el tiempo de cálculo dedicado a cada
compuesto.
Para demostrar la utilidad de la herramienta desarrollada en este trabajo se ha seleccionado la
tubulina como diana terapéutica debido a que se conocen un número importante de ligandos de
estructura muy diversa y a veces compleja que se unen a ella. Esta diversidad estructural de com-
puestos capaces de unirse en un mismo sitio hace difícil extraer las características estructurales que
comparten estos ligandos por las cuales son reconocidas por la tubulina.
Proteína de Tubulina
La tubulina es una proteína que mediante procesos muy dinámicos de polimerización y des-
polimerización (reacción química que la que varias moléculas pequeñas se unen para formar una
más grande y viceversa) da lugar a la formación y degradación de los microtúbulos, filamentos que
constituyen el citoesqueleto en la célula. Los microtúbulos desempeñan funciones muy importantes;
participan en el desarrollo y mantenimiento de la célula, en el transporte de vesículas, mitocondrias,
en la mitosis [119] y segregación cromosómica [82] durante el proceso de la división celular. Tam-
bién juegan un papel importante en los procesos de señalización, migración de las células eucariotas
[26] y otros componentes a través de las células. Los microtúbulos son heterodímeros formados por
subunidades α y β de tubulina (Ver figura 8.2). Constituyen una diana muy importante para el desa-
rrollo de fármacos contra el cáncer. También pueden ser una diana para el desarrollo de fármacos
antifúngicos y antiparasitarios, e incluso como pesticidas [26].
Sustancias estructuralmente muy diversas, mayoritariamente de origen natural, son capaces de
unirse a la tubulina y alterar el equilibrio o el dinamismo de la polimerización o despolimerización.
Este hecho hace suponer que debido al importante papel que esta proteína juega en los procesos
celulares, los seres vivos han sido capaces de generar sustancias para alterar su equilibrio durante
el proceso evolutivo. Una prueba de ello es que seres vivos muy alejados desde el punto de vista
filogenético (aparentemente muy separados en la rama evolutiva) como plantas vasculares, bacterias,
moluscos, esponjas y otros animales marinos secretan metabolitos capaces de alterar la dinámica de
los microtúbulos.
Debido a esta diversidad estructural mencionada, hay compuestos que se unen en distintos sitios
de la tubulina y actúan mediante mecanismos distintos; así, hay sustancias que actúan inhibiendo
su polimerización como por ejemplo, los alcaloides de la vinca o la podofilotoxina y otros lo hacen
impidiendo su despolimerización como el taxol. En cualquiera de los casos, el efecto es el mismo
puesto que ambos tipos de sustancias producen una parada en la división celular al alterar la dinámica
de los microtúbulos que constituyen el huso acromático, elemento imprescindible para la migración
de los cromosomas durante la mitosis.
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Figura 8.2: Formación de los microtúbulos a partir de α y β tubulina.
Las sustancias se unen principalmente en tres sitios distintos de la tubulina y reciben su nombre
de tres sustancias de referencia. Así, se habla del sitio del taxol, donde además del taxol, impor-
tante fármaco también se unen otros taxanos, epotilonas, eleuterobinas entre otras; el sitio de los
alcaloides de la vinca, donde además de importantes fármacos antitumorales como la vinblastina y
vincristina se unen también dolastinas entre otros; por último el sitio de la colchicina, donde ade-
más de esta sustancia se unen la podofilotoxina, las combretastatinas, esteganacinas, curacinas y el
2−medroxiprogesterol.
Estos agentes de unión de tubulina Tubulin-Bindig Agents (TBA) [59], además de incorporar una
extrema diversidad y complejidad estructural, son menos sensibles a los mecanismos de resistencia,
aumentando su selectividad (sólo se unirán a esa proteína en particular) y reduciendo los efectos
secundarios, característica muy importante en los fármacos utilizados contra el cáncer. En el proceso
de diseño de fármacos, una etapa clave después de la identificación de una diana terapéutica consiste
en desarrollar ligandos potentes y selectivos capaces de unirse a ella. En el caso que aquí se aborda,
se pretende diseñar ligandos capaces de alterar la dinámica de los microtúbulos mediante su unión
a la tubulina. Conocida la estructura 3D de la diana, o mejor, como en este caso de complejo de
interacción, el primer paso consistirá en realizar estudios de verificación virtual de un número de
compuestos procedentes de fuentes muy diversas como por ejemplo la base de datos Zinc3. Mediante
docking estos compuestos o fragmentos son colocados en sitios seleccionados de la diana (proteína),
3http://zinc.docking.org/
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lo que se conoce como pose. Para cada uno de los compuestos o fragmentos se generarán n poses, a
las que la aplicación informática le asignará una puntuación en función de la interacción más o menos
favorable con la diana; además, clasificará a las poses y compuestos de acuerdo a la puntuación
otorgada.
En la figura 8.3a, se muestra como ejemplo muy sencillo el resultado de procesar la información
que se obtiene después de un estudio de docking realizado con un único compuesto, la colchicina,
una de las sustancias de referencia que da nombre a uno de los sitios de unión de la tubulina. En la
parte izquierda se representan cien poses distintas que este ligando ha ocupado en el sitio durante
el estudio de docking. Una opción para el análisis de los resultados de este estudio consistiría en
una inspección visual para seleccionar las mejores conformaciones/poses. El primer paso consistiría
en agrupar las conformaciones más parecidas. En la figura 8.3a aparecen cuatro agrupaciones de
conformaciones distintas que han sido agrupadas visualmente basándose en el carácter diferencial
del color amarillo del átomo de azufre (encerrados en círculos de color verde en la figura 8.3). Se
trata de un ejemplo relativamente sencillo, pues somos capaces de apreciar el carácter diferenciador
del átomo de azufre. Sin embargo, la situación puede llegar a ser mucho más compleja como el
ejemplo que se presenta en la figura 8.3b.
En este segundo ejemplo no es tan evidente ni sencillo saber cuántos grupos funcionales presenta
cada compuesto, puesto que no hay un color por el cual guiarse ni otro elemento tan evidente como
lo era para la colchicina. Su clasificación de forma visual sería un proceso muy tedioso, considerando
que en un proyecto de investigación se pueden someter a estudios de docking miles de compuestos.
Una vez obtenidas las agrupaciones de las poses de cada uno de los compuestos, habría que volver a
filtrar esos grupos para obtener un representante de cada uno de ellos, para continuar con el proceso
de diseño de un fármaco. En promedio, agrupar las conformaciones de un solo compuesto y obtener
los representantes de cada grupo toma entre 10 a 15 minutos, considerando un promedio de 100
conformaciones para cada compuesto. Si multiplicamos este tiempo por el número de compuestos a
estudiar en un proyecto, 1000000, nos daría un total de 15000000 minutos, lo que supondría más de
28 años. Puede ser que en los primeros cien compuestos el químico muestre optimismo, sin embargo,
al cabo de un tiempo es prácticamente imposible realizar esta tarea en un tiempo considerablemente
corto. Una manera de abordar este problema, sería hacer grupos de cien mil compuestos y analizar
los primeros mil de cada grupo. Posteriormente al tener los representantes de cada grupo, se aplicaría
un método de agrupación para filtrar y obtener aquellas conformaciones que compartan similitud de
estructura; por último se continuaría con los pasos restantes del diseño de fármacos.
La cantidad de información que se genera es abrumadora y por lo tanto el proceso de diseño
se puede ver comprometido al no fluir rápidamente para la obtención de resultados. Este cuello de
botella en el diseño de fármacos es una clara oportunidad para aplicar técnicas de analítica visual,
automatizar partes del proceso (en especial para agrupar moléculas que compartan similitudes es-
tructurales), y lo más importante, permitir que un químico con experiencia en el campo, pueda tomar
decisiones en todas las etapas del proceso.
En el siguiente capítulo se propone una solución para este problema. Por lo que a lo largo de las
sucesivas secciones se expondrán al lector las tareas que se deberían seguir para abordar y solucionar
el problema, tales como el manejo de la información, el filtrado y la visualización final para analizar
los resultados.
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Figura 8.3: a) Resultado del docking: cien conformaciones de la colchicina. Agrupaciones manuales








Java based Autodock Preparing and
Processing Tool (JADOPPT)
La solución que se propone en este trabajo de tesis al problema planteado en el capítulo anterior,
está basada en consideración de los tipos de representación y convenciones (químicas) con las que
los químicos farmacéuticos están familiarizados, lo que condiciona la forma de presentación de los
datos. Esto representa un reto ya que, como se mencionó antes, la información, representación y el
análisis están sujetos a la interpretación de datos químicos. Por otro lado, está la integración de mé-
todos de extracción de información, procesamiento, representación (información relevante), interac-
ción y toma de decisiones que emplea la analítica visual para proporcionar soluciones al combinarse
e integrarse con herramientas más puramente químicas. Inicialmente se exploró la preferencia de los
químicos por distintas herramientas de visualización molecular. De entre las opciones disponibles
se seleccionó como herramienta de visualización de estructuras químicas Jmol, por ser código de
abierto y permitir su modificación para integrarla en otras herramientas.
En esta elección también fue determinante la familiaridad de los químicos farmacéuticos parti-
cipantes en el proyecto con la mencionada herramienta. En etapas iniciales del proyecto, para que
existiera un dialogo entre farmacéuticos e informáticos era importante que los farmacéuticos se
encontraran en un entorno familiar y cuando los informáticos estuvieran familiarizados con el pro-
blema, se introducirían nuevas representaciones y visualizaciones que apoyarían el análisis hecho
por los farmacéuticos.
El trabajo de tesis doctoral se ha articulado en diferentes tareas:
1. Manipulación de la información química generada por el programa Autodock para generar
datos en formatos que fueran reconocidos por los programas de visualización molecular (Jmol)
y procesamiento de la información para que puedan ser procesados por los algoritmos de
clasificación y técnicas de analítica visual. Esta manipulación exigió una familiarización con
la terminología y los conceptos químicos y con los formatos reconocidos y/o generados en
cada caso.
2. Agrupación de las soluciones de docking (poses de las moléculas ensayadas) en grupos que
tuvieran significado químico y que reprodujeran, de la forma más automatizada posible, las
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decisiones que los químicos tomaban en las clasificaciones manuales que ellos realizaban.
Puesto que las agrupaciones de los químicos son una interpretación de los datos -y por tanto
subjetivas- y debido a que los resultados de docking pueden presentar distintos grados de
complejidad y dificultad dependiendo de la naturaleza de los conjuntos ensayados, se decidió
desde un primer momento habilitar alguna forma de interacción visual con los resultados de
los algoritmos de clasificación, permitiendo su refinamiento hasta conseguir los resultados
esperados. También se consideró importante que la herramienta fuera capaz de seleccionar
las moléculas de forma no supervisada en una primera aproximación, proporcionando una
respuesta inicial que permitiera al usuario estimar los posibles puntos de mejora.
3. Visualización y manipulación de las soluciones de agrupación proporcionadas. Cuando se ma-
nejan grandes cantidades de datos (como suele ocurrir en experimentos de cribado virtual), el
número total de disposiciones es muy elevado, lo que dificulta enormemente su análisis. Por
ello se hizo necesario incorporar métodos de reducción de la complejidad de los datos, pero
que permitieran al mismo tiempo el análisis visual de las estructuras que habitualmente se rea-
liza con las herramientas de visualización molecular, por lo que se hizo necesario integrar las
herramientas de visualización de agrupaciones (resultados de los algoritmos de clasificación)
y de estructuras (Jmol), al tiempo que se ofrecía información relevante para el análisis en una
sola herramienta visual.
4. Generación de una nueva herramienta que permita refinar tras el análisis los experimentos
de docking y convertir Autodock en un programa de búsqueda por farmacóforos, cuando se
carezca de información sobre la estructura de la diana. Para ello se propuso incorporar en la
herramienta un método visual que modificara interactivamente los ficheros maps de Autodock.
Estos maps modificados podrían utilizarse en etapas posteriores para experimentos de cribado
masivo refinados -modificando maps generados a partir de una diana- o para realizar búsque-
das por farmacóforos definidos por el usuario a partir de superposiciones de moléculas activas
y/o información de relaciones estructura-actividad.
9.1. Manipulación de la Información Química Generada por Au-
todock
Los resultados del docking realizado por el programa Autodock (versiones 3 y 4) son almacena-
dos en unos ficheros con extensión “dlg” (ficheros de registro dock-log), en los que se encuentran
los detalles del docking, tales como: los parámetros utilizados en los experimentos -seleccionados
en el fichero de input-, el número total de ejecuciones realizadas para cada molécula, el número de
poses resultantes de cada ejecución, el tiempo que tardó para cada estructura, la energía de unión
de cada pose con la diana (Estimated Free Energy of Binding y Estimated inhibition constant), sus
coordenadas en el espacio (x,y,z) para cada átomo y su tipo, así como para los átomos de la diana
que se consideran móviles (docking flexible).
No toda la información contenida en los ficheros dlg es procesada por la herramienta, sólo aquella
con relevancia química es extraída, procesada y después visualizada para su análisis. El proceso de
extracción de la información es la siguiente (ver figura 9.1): se extraen todas las líneas que están
etiquetadas con la palabra DOCKED. Posteriormente se elimina la etiqueta DOCKED y se separa
cada estructura por el número de ejecución, y se almacenan los valores de unión con la diana, el
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tipo de átomo, los átomos de residuo, si es que los tiene, y las coordenadas tridimensionales de
las estructuras. En la versión 3 de Autodock la estructura de la información era un poco diferente,
inicialmente el tipo de átomo de carbono aromático estaba representado por la letra A y esta debía
convertirse en la letra C para que pudiera ser reconocida por Jmol, esto ya no sucede en la versión
4 de Autodock; así, la herramienta lo mantiene por compatibilidad de ficheros procesados con la
versión anterior (ver la figura 9.1); sin embargo, es la letra A la que es almacenada como tipo de
átomo, para diferenciarla de los átomos de carbono. Finalmente, ese fichero será convertido en un
fichero PDB (el cual es reconocido por el programa Jmol).
La estructura final -obtenida a partir de los datos de la figura 9.1- se almacena en un fichero
PDB y su representación visual proporcionada por Jmol se puede observar en la figura 9.2. Se han
eliminado todas las etiquetas que comienzan con DOCKED y se ha mantenido el resto de la línea.
Las etiquetas que comienzan por USER son interpretadas como comentarios -no son procesadas por
Jmol-, se muestra también que se incluye el nombre de la fuente original con la que fue creado ese
PDB y la energía de unión. En la parte inferior de la figura se muestra cómo Jmol interpreta cada
línea del PDB; por ejemplo, la flecha roja indica que la línea 9 corresponde a un átomo de oxígeno
de la estructura, a diferencia de la flecha verde, que indica que la línea 43 corresponde a un átomo
de hidrógeno, sin embargo, dicho átomo pertenece a los residuos.
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Figura 9.1: Formato de salida de Autodock 4 y 3. En la parte superior (Autodock 4) se muestra la
información que se extrae del fichero dlg. En la parte inferior, el formato antiguo (Autodock 3), que
era muy similar, salvo que era necesaria la extracción del tipo de átomo y que en ésta versión no se
incluían los residuos.
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Figura 9.2: Estructura del PDB final después del procesamiento de extracción y conversión de un dlg.
En la parte inferior la representación visual del mismo PDB por Jmol. La flecha roja corresponde a
un átomo de oxígeno de la estructura y la flecha verde a un hidrógeno de los residuos.
Otro de los ficheros que genera Autodock es un fichero de tipo map -con la extensión map-. Para
cada tipo de átomo que esté presente en las moléculas que han sido sometidas a docking, se crea un
nuevo fichero map. Estos ficheros contienen los valores de energía que asigna Autodock al situar un
átomo del tipo map en cada uno de los puntos del grid, definidos en los parámetros proporciona-
dos al programa. Los valores están ordenados de forma que su número de orden se relaciona con la
posición en el grid y, consecuentemente con su posición el espacio. Valores negativos implican si-
tuaciones favorables y valores positivos situaciones desfavorables en la interacción con la diana. Las
primeras tres líneas del fichero contienen información referente a los ficheros de entrada utilizados
por Autodock, mientras que las tres siguientes definen el grid al que corresponden los valores del
map: separación entre los puntos del mismo (en la figura 9.3 0,375Å), número de puntos que el grid
tiene en las tres direcciones del espacio alrededor del punto central (en este caso 60, que se traduciría
en un grid de 61×61×61 puntos, lo que resultaría en 226981 valores) y las coordenadas cartesianas
del punto central del grid. La asignación de los valores en la malla de puntos se hace utilizando un
bucle z(y(x)) (ver figura 9.3).
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Figura 9.3: Estructura de un fichero tipo map. De la línea cuatro a la seis contiene la información de
cómo están calculadas las coordenadas de los sitios favorables/desfavorables para un átomo. En la
parte inferior se muestra cómo se verían los puntos en el espacio de los sitios favorables.
Del fichero tipo map se extraen todas las líneas a partir de la cuarta. Con la información de las
líneas 4 a 6 se regenera la malla virtual. Posteriormente, a partir de la línea 7 se realiza una conversión
inversa para calcular las coordenadas de cada valor de la malla virtual aplicando la misma función
con la que fueron calculadas z(y(x)); una vez obtenidas estas coordenadas, se eliminan los valores
mayores que cero -los valores positivos son desfavorables y se descartan para reducir el tamaño de los
ficheros, ya que la información sobre interacciones desfavorables se puede extraer de los maps que
no corresponden a un tipo de átomo-. El resultado de extraer esos valores del fichero se muestra en la
parte inferior de la figura 9.3, cada punto en el espacio corresponde a un valor favorable del fichero
map. Estos puntos serán utilizados posteriormente como puntos observadores de moléculas con el
fin de comparar estructuras diferentes en cuanto a tamaño y tipo de átomos. Además, contribuyen al
refinado del proceso de docking, lo que se explicará en detalle en la sección 9.2.3.
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9.2. Agrupación de las Soluciones de Docking
AutodockTools1 (ADT) es una herramienta desarrollada en paralelo a Autodock para poner a
punto y analizar experimentos de docking y cribado virtual realizados con Autodock. ADT propor-
ciona un método de visualización de los resultados del docking (ver figura 9.4), ya que realiza un
clustering para analizar las poses de una misma molécula, representando visualmente los clusters
mediante gráficas de barras. La interacción entre el visualizador de moléculas y el diagrama de ba-
rras permite cargar los clusters individualmente y visualizar uno a uno sus representantes mediante
otra ventana de control. Una desventaja notable es que no es posible visualizar todo un conjunto de
moléculas diferentes. El programa permite cargar varias moléculas diferentes y manipular cada una
de ellas de forma individual, pero no permite agrupar moléculas diferentes ni manipularlas como un
conjunto. Esto dificulta notablemente el análisis de conjuntos de moléculas diferentes.
Uno de los principales objetivos de la herramienta que se ha desarrollado se dirige a solucionar
el problema antes mencionado mediante la automatización de esta parte del proceso. Para ello, se
ha dividido el problema en partes: 1) agrupación de los resultados del docking de cada molécula por
separado, 2) elección de un número de clusters que sea representativo del conjunto total de dispo-
siciones para cada molécula, 3) selección de representantes de cada uno de dichos grupos para su
utilización en la comparación con los de otras moléculas diferentes, 4) comparación (estimación de
la similitud/diferencia) de los representantes de las distintas moléculas y agrupación de los represen-
tantes en clusters, 5) manipulación de los clusters, los representantes y sus visualizaciones.
Figura 9.4: Vista general de AutodockTools. Análisis de un compuesto.
1http://autodock.scripps.edu/resources/adt
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9.2.1. Agrupación de los Resultados del Docking de Cada Molécula por Se-
parado
La herramienta cuenta con dos métodos para agrupar los resultados del docking: el primero
es por RMSD (Root Mean Square Deviation). El cual incorpora el mismo método de ADT para
generar clusters. El segundo método consiste en la generación de clusters mediante un algoritmo no
supervisado. A continuación se detalla cada método.
9.2.1.1. Agrupación Mediante RMSD
La agrupación de elementos se basa en el cálculo de las distancias (diferencias) que existen entre
los distintos representantes. En el caso de disposiciones de una misma molécula, el procedimiento








2 +(Aiy −Biy)2 +(Aiz −Biz)2 (1)
Donde A y B representan dos estructuras del mismo tipo, n el total de átomos presentes en la
estructura y x,y,z a las coordenadas en el espacio de cada átomo. Sin embargo, este método consi-
dera como diferentes disposiciones equivalentes (o incluso idénticas) que surgen por la presencia de
elementos de simetría, como se indica en la figura 9.5 para un anillo de trimetoxifenilo, ya que la
identificación de los átomos en los modelos es inequívoca, aunque que en la realidad sean indistin-
guibles.
Figura 9.5: El problema de la simetría en el cálculo del RMSD. Los anillos de trimetoxifenilo a
ambos extremos son idénticos. Sin embargo, al dar nombre a los carbonos y oxígenos (centro) se
desimetriza (indicado por el asterisco azul), de modo que para el cálculo del RMSD son diferentes.
Una posibilidad es detectar estos elementos de simetría y permitir en el cálculo del RMSD el
intercambio de las posibilidades relacionadas por el elemento de simetría. Habitualmente esto se
realiza proporcionando a los programas de cálculo del RMSD los grupos de átomos intercambiables,
pero como en este caso se pretende que el proceso sea automático habría que calcularlo a partir de
la estructura. Esto plantea notables dificultades y se ha considerado que ralentizaría el proceso. Si
se ignora este hecho en el cálculo, el resultado es que se considerarán más agrupaciones de las
debidas (tantas como agrupaciones equivalentes genere el/los elemento/s de simetría). En el peor de
los casos, el resultado sería que se seleccionarían varios representantes para las etapas subsiguientes,
pero a priori esto no parece un problema grave, por lo que se decidió seguir con dicha estrategia (ver
figura 9.6).
En cualquier caso, el cálculo del RMSD (aún en ausencia de elementos de simetría) no permite
la sustitución o reemplazo de unos grupos por otros, al tratarse de un cálculo biunívoco (figura 9.7).
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Figura 9.6: Agrupaciones idénticas que se diferencian en la posición de los oxígenos. La agrupación
de las disposiciones de podofilotoxina (mostradas en el centro con los carbonos coloreados en rosa o
verde, junto con la desimetrización causada al etiquetar los átomos) utilizando el RMSD genera dos
agrupaciones (derecha e izquierda) que se diferencian sólo en la identidad asignada a los oxígenos
(resaltados como cpk e indicados con flechas de color verde). Como se ve en el centro, a excepción
de esto los representantes de las dos agrupaciones son idénticos. El cluster seleccionado se muestra
en verde en el treemap.
Al igual que con el problema de los elementos de simetría, esto no tiene más inconveniente que el
de seleccionar un mayor número de representantes para la etapa siguiente.
Figura 9.7: El cálculo del RMSD no permite reemplazos ni sustituciones. La comparación de las
disposiciones A, B y C (representadas en la parte derecha con un ligero desplazamiento para permitir
su visualización y dibujadas individualmente en la parte izquierda para facilitar su visualización) del
mismo compuesto utilizando el RMSD como criterio daría una mayor distancia entre A y B que
entre B y C.
La opción inicial para el cálculo del RMSD fija un umbral de distancia de 2.0Å, que es la misma
distancia que emplea ADT. Sin embargo, para reducir el número de clusters finales, la herramienta
repite el cálculo dos veces más aumentando la distancia primero en 0.50Å y finalmente en 0.25Å.
En otras palabras, una vez que se han formado los clusters la herramienta hace una segunda vuelta
tomando un elemento del cluster y lo comprará primeramente con clusters de un solo elemento, si
cumplen el criterio de distancia es incorporado a ese cluster, posteriormente hace lo mismo con los
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clusters restantes. De esta forma se reduce el número de clusters y se trata de subsanar el problema
de simetría.
El resultado del cálculo de RMSD a diferencia de las barras de ADT (ver figura 9.4), es visua-
lizado mediante un conjunto de contenedores anidados llamado treemap -el treemap es un tipo de
visualización que se emplea para representaciones de jerarquías-, este tipo de visualización ayuda a
ver claramente qué clusters tienen mayor número de elementos. Así, es sencillo para el químico en-
focarse en aquellos que tienen mayor población, a diferencia de lo que ocurre en la visualización de
ADT. Uno de los principales problemas que presenta la visualización de barras en ADT es la poca
interacción con el usuario, además, las barras se sitúan en relación a número de elementos (Con-
formations) en el e je− y y a la energía de unión (Binding Energy) en el e je− x; lo cual ocasiona
superposición de las barras, debido a los valores de energía de cada una de las poses. Por otro lado,
para cada barra utilizan un color, lo cual, dificulta saber el total de clusters que se han formado, si
observamos en la figura 9.4, hay barras que están detrás de otras y comparten una energía de unión
muy cercana, pero, el número de elementos es menor al de la barra de enfrente. Incluso, hay oca-
siones, en las que tienen el mismo número de elementos al igual que la energía de unión, pero no
necesariamente las poses están orientadas igual, esto es recurrente en los resultados de docking, por
lo que, el tratar de analizar los clusters uno ocultaría al otro, haciendo imposible su análisis.
En contraparte, en la visualización del treemap, es sencillo de interpretar, así como encontrar
fácilmente los clusters de interés. En la figura 9.6, el químico centraría su atención en el cuadro más
grande al igual que lo haría en la visualización de ADT, sin embargo, en el caso de que hubiera dos
clusters con el mismo número de elementos y sus valores de energía de unión fueran muy cercanos
en ADT estaría superponiéndose mientras que en la visualización de treemap esto no sucedería, por
lo tanto no habría perdida de información para el análisis.
9.2.1.2. Agrupación Mediante el Algoritmo Aglomerativo
En el caso de la agrupación por medio de un algoritmo aglomerativo, se extraen las coordenadas
cartesianas de cada átomo en las distintas disposiciones, la cual, genera una matriz de distancias
(obviamente se trata de una matriz simétrica respecto a la diagonal, ya que la distancia entre las poses
1 y 2 es la misma que entre las poses 2 y 1, cuyos valores en la diagonal son necesariamente ceros,
ya que la distancia de una disposición consigo misma es cero), y el cálculo, se realiza fácilmente





Y en el caso de la distancia Manhattan la expresión (3):
d(P,Q) = ∑ni=1 |Pi −Qi| (3)
En donde P y Q representan a las disposiciones en forma de vector (figura 9.8). Ambas fór-
mulas se pueden emplear para calcular las matrices de distancia, siendo la Euclidia la más común
y, por ende, la que se emplea por defecto en nuestra propuesta. Sin embargo, para compatibilidad
con la mayoría de herramientas estadísticas, en nuestra propuesta también se incluye la distancia
Manhattan.
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Figura 9.8: Flujo del algoritmo para agrupar poses de la misma molécula. Cada estructura (MO-
DEL) es convertida en vector para formar una matriz de estructuras. Para cada estructura se calcula
la distancia entre ellas y se construye una matriz de distancias entre estructuras. Se aplica un algo-
ritmo que usa la distancia entre clusters para crear una jerarquía que es visualizada a través de un
dendrograma.
Una vez que se dispone de la matriz de distancias se procede a agrupar los elementos de la misma
(disposiciones de la molécula). En las etapas iniciales de este trabajo de tesis, se utilizó el algoritmo
particional k-means, debido a que en la literatura se mencionaba como el algoritmo de clasificación
más sencillo de implementar y por ser razonablemente rápido. No obstante, este método presenta una
desventaja importante, pues es preciso conocer previamente el número de particiones que se desea
analizar; sin embargo, el número de particiones que se desea en el caso del análisis de los resultados
de docking este dato no se conoce de antemano, ya que varía considerablemente en función de
cada compuesto (figura 9.9). Entre las distintas opciones, se consideró fijar a priori el número de
clusters para cada compuesto y hacer esta opción configurable. Sin embargo, un análisis preliminar
de resultados de docking realizados con anterioridad mostró rápidamente que esta aproximación era
poco adecuada, ya que el número de clusters encontrado para moléculas de tamaño y propiedades
similares en una misma diana y sitio variaba considerablemente.
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Figura 9.9: Variabilidad en el número de clusters para moléculas similares en un mismo experimento
de docking [78]. En la línea superior se muestra la estructura tridimensional de tres ligandos dife-
rentes del sitio de la colchicina en tubulina: podofilotoxina, colchicina y una indolcombretastatina.
La primera molécula (podofilotoxina) contiene un sólo cluster; la del centro (colchicina) contiene
cuatro clusters definidos por colores (verde oscuro, verde claro, naranja y magenta) y, por último, la
combretastatina presentó un total de 22 clusters.
Por ello, surgió la necesidad de utilizar un algoritmo no supervisado, entre los que se optó por
el uso de un algoritmo aglomerativo. Inicialmente se planteó llevar a cabo el proceso de modo que
produjese un resultado similar al que produce por defecto ADT. Esto permitiría establecer compara-
ciones directas entre los dos métodos y establecer un valor por defecto. ADT emplea un algoritmo
jerárquico de agrupación basado en el RMSD en el que se construyen clusters partiendo de la es-
tructura de mínima energía e incluye en dicho cluster todas las disposiciones con un RMSD por
debajo de un valor umbral2, que por defecto se sitúa en 2Å. Cuando no encuentra disposiciones que
cumplan ese criterio, genera un nuevo cluster con la siguiente disposición de menor energía, y así
hasta agruparlas todas. En caso de que el punto de corte no se considere adecuado, el usuario de
Autodock puede elegir un nuevo valor umbral y recalcular el clustering.
Finalmente, aplicando un algoritmo para calcular la distancia entre clusters3 de la matriz de
distancias, se construye una jerarquía de clusters; en otras palabras, el algoritmo a medida que va
iterando va formando clusters y a cada iteración se le conoce como nivel. La herramienta cuenta con
tres algoritmos para calcular la distancia entre clusters, tales como: la distancia promedio (average-
linkage), es la distancia promedio entre todas las moléculas de cluster con respecto a otro, por
lo que para formar el siguiente nivel calculará las distancias promedio de todas las moléculas de
los clusters existentes (todos contra todos) y unirá solamente dos clusters en los que su distancia
promedio sea menor. Esta aproximación mostró mejores resultados en moléculas pequeñas, con
respecto a las otras dos; distancia mínima (single-linkage), también conocida como el vecino más
2http://mgltools.scripps.edu/api/AutoDockTools/AutoDockTools.cluster.Clusterer-class.html
3Hay que recordar que inicialmente el método de clustering aglomerativo considera a cada elemento (disposi-
ción/molécula) de la matriz de distancias como un cluster, ver sección 5.2.1.
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cercano, unirá dos clusters siempre y cuando exista una distancia mínima entre dos moléculas de
clusters diferentes. Esta aproximación muestra buenos resultados en moléculas pequeñas y también
al aplicarse a proteínas (experimentos ajenos a este trabajo de tesis); distancia máxima (complete-
linkage) es el mismo criterio que el de distancia mínima salvo que se considera la máxima distancia
entre dos moléculas (ver figura 9.10). Esta aproximación mostro mejores resultados en moléculas
grandes como los inhibidores de VIH-1 (ver sección 10.4 para más detalles) y para proteínas.
Esta jerarquía es visualizada a través de un dendrograma interactivo que permite visualmente
analizar su estructura. Además, utilizando la herramienta de visualización vinculada al dendrograma
(que se explicará más adelante) puede analizarse visualmente la composición de los clusters. Utili-
zando esta herramienta de visualización se intentó reproducir los resultados de clustering manual y
los que producía ADT para una serie de ejemplos, haciendo posible estimar unos valores por defecto
para el umbral de corte.
Figura 9.10: Representación de cálculo de distancia entre clusters de moléculas. Sean R y Q dos
clusters y d la distancia entre cada molécula de R y Q. a) Distancia promedio entre todas las molécu-
las de R y Q (average-linkage). b) Distancia mínima entre una molécula del cluster R y una molécula
del cluster Q (single-linkage). c) Distancia máxima entre una molécula del cluster R y una molécula
del cluster Q (complete-linkage).
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El problema en este punto consiste en saber qué nivel de la jerarquía contiene los mejores clusters
y hacer un corte en ese nivel. En un principio se trató de emular el corte partiendo de la manera en
que lo hacía ADT. Se realizaba una búsqueda por cada nivel y aquellos clusters que fueran más
parecidos al valor de RMSD que utiliza ADT eran seleccionados, en otras palabras, se extraía el
valor de distancia de unión de cada nivel y se comparaba con el valor de RMSD de ADT. Sin
embargo, los clusters no siempre coincidían con los del ADT.
En la figura 9.11 se compara un ejemplo del resultado del clustering obtenido con ADT con la
respuesta generada por el algoritmo de clustering cuando el número de clusters es el mismo. Sin em-
bargo, los clusters son un poco diferentes los. Los clusters de la izquierda pertenecen al RMSD de
ADT y los de la derecha fueron calculados con el método de estimación de corte. Claramente coin-
ciden los tres clusters que contienen el mayor número de estructuras tanto en ADT como en nuestra
propuesta. En cambio en la figura 9.12 nuestra propuesta propone dos clusters de todo el conjunto
de estructuras. Sin embargo, al examinar el cluster 2 en detalle, resalta que puede separarse para
formar otros clusters. Interactivamente, al arrastrar la barra verticalmente, el cluster 2 se separa en
otros clusters. No es posible esta interacción entre ADT y su visor de moléculas; una vez calculados
los clusters no hay forma de separarlos mediante alguna función visual interactiva, la única opción
disponible es rehacer el cluster cambiando los parámetros y, por ende, cambiando los elementos y
el número de clusters. Si bien esto es una opción válida, no siempre es funcional si lo que se desea
es solamente separar un grupo en el que hay claramente dos o más clusters bien definidos, como
en el caso de la figura 9.12. Esta no es la única ventaja que ofrece nuestra propuesta, también tiene
la posibilidad de rehacer el cluster aplicando otro de los algoritmos antes mencionados. Un aporte
adicional que ofrece la herramienta es unir clusters que estén en diferentes niveles para formar uno
sólo.
Al finalizar el proceso de selección de clusters ya sea de forma automática o manual (explorando
uno o todos los niveles y seleccionado uno o todos los clusters de ese o esos niveles) se procede a
seleccionar una estructura de cada cluster que ha de representar a ese cluster en etapas posteriores.
Para cada cluster se elegirá como representante aquel que posea la mejor unión con la diana, es decir,
aquel cuya energía de unión sea la más negativa (free binding energy, ver figura 9.1).
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Figura 9.11: A la izquierda clusters realizados con el RMSD de ADT. A la derecha clusters reali-
zados con nuestra propuesta. Las dos herramientas muestran su ventana de análisis de clusters. Sin
embargo, en nuestra propuesta es posible cambiar interactivamente el número de clusters a explorar
con la barra de corte.
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Figura 9.12: Selección manual de nivel a través de la manipulación interactiva de la barra horizontal.
El número de clusters cambia al arrastrar la barra verticalmente.
9.2.2. Selección de Representantes de Cada Uno de los Clusters
Previo al proceso de selección de representantes, es necesario definir el número de clusters a
tener en cuenta, en otras palabras, el químico definirá qué clusters pasarán a la segunda etapa del
proceso, como ya se mencionó previamente, se pueden seleccionar de manera manual o automática.
En el caso de que el químico haya optado por el método de RMSD y haya seleccionado la manera
automática, la herramienta tomará de cada cluster aquél elemento que tenga una energía de unión
más negativa. En el otro caso, si el químico optó por el método aglomerativo, se tiene que emplear
un método diferente dado que no hay un número definido de clusters, sino que en la jerarquía existe
diferente número de clusters formados. El proceso de selección de clusters se explica a continuación.
9.2.2.1. Elección de un Número de Clusters Adecuado Para el Método Aglomerativo
De acuerdo con la filosofía propuesta, una vez agrupadas las disposiciones en distintos niveles
de la jerarquía era necesario elegir un número de clusters tal que, seleccionando un miembro de cada
cluster, quedase suficientemente representado el conjunto total de disposiciones.
Para la solución del problema de selección de clusters, se emplearon dos métodos con el fin
de estimar el nivel de corte óptimo, esto es, encontrar el nivel en la jerarquía donde estén mejor
representados los grupos. El primer método consiste en calcular el grado de separación entre clusters
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(4) que mencionan Daxin et al. [57] en su revisión de análisis de cluster. Donde S1 es el grado de
separación entre dos clusters, C1 y C2 son clusters que contienen moléculas, d es la distancia entre
una molécula i que pertenece a C1 y j una molécula que pertenece a C2. El grado de separación se
basa en que los elementos de un cluster son muy parecidos pero al mismo tiempo diferentes a los
elementos de otro. En otras palabras, la distancia entre los elementos de un cluster es mínima pero de
mayor distancia con referencia a otro cluster o, lo que es lo mismo, todas las moléculas de un cluster
deben tener la misma orientación y posición en el espacio (ver figura 9.12). Después se calcula la
separación promedio de clusters para cada nivel (5) definido por Shamir et al. [111]; donde Save es
la separación promedio de todos los clusters. Finalmente se estima el corte con el valor máximo de
separación promedio entre clusters (6) de cada nivel.




Save (k) = 1∑Ci ̸=C j |Ci|·|Ci|
∑Ci ̸=C j |Ci| · |Ci| ·S1 (C1,C2) (5)
nivel = argk max{Save (k)} (6)
Al finalizar el proceso de elección del número de clusters, ya sea de forma automática o ma-
nual, es necesario seleccionar una o varias estructuras representativas de cada cluster, para reducir el
número de disposiciones que se manejan en las etapas posteriores de comparación con los de otras
moléculas diferentes. Si los clusters contienen representantes con una RMSD pequeña, es de esperar
que todos los integrantes sean pequeñas variaciones de una misma disposición. Una opción sería
elegir la estructura promedio de cada cluster como representante. Sin embargo, como cada repre-
sentante posee una afinidad predicha por Autodock (free binding energy, ver figura 9.1), que es la
característica que define los representantes más interesantes, se decidió seleccionar en cada cluster
la disposición con mayor afinidad. Esto permitirá además comparar los clusters y etiquetarlos en
función de ella, además de obviar la necesidad de calcular una estructura promedio.
9.2.3. Clustering de Representantes
Con el programa AutoDock se pueden realizar de forma automatizada estudios de docking sobre
una misma diana con múltiples ligandos. Estos ligandos pueden ser muy diferentes en cuanto a su
estructura y tamaño (tipo y número de átomos). El problema que se plantea es agrupar estas molé-
culas diversas en función de cómo han sido orientadas en el hueco durante el proceso de docking.
De esta manera, se podrán encontrar características comunes a todas ellas, facilitando el análisis de
los resultados. Para agrupar moléculas con diferente tipo y número de átomos no puede utilizarse
el RMSD como en la sección 9.2.1, ya que este cálculo se basa en la identidad de los átomos en
las diferentes disposiciones. Como el problema reside en que el número de elementos (número de
átomos de cada tipo) no es común en las diferentes moléculas, se propusieron dos estrategias pa-
ra llevar a cabo el agrupamiento de moléculas diferentes: 1) reducir el número de elementos a un
máximo que todas las moléculas poseyeran y calcular las diferencias intermoleculares teniendo en
cuenta solamente estos y 2) proyectar la información molecular en un número fijo de elementos, de
forma que todas las moléculas poseyeran el mismo número de descriptores y calcular la distancia
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intermolecular a partir de estos. A continuación se describen los resultados encontrados para ambas
aproximaciones.
Para reducir el número de elementos descriptores de cada molécula a un número que todas po-
seyeran, la primera consideración a tener en cuenta es el número de átomos que pueden tener los
ligandos más pequeños. El problema reside en que, en los experimentos de docking, se emplean des-
de fragmentos pequeños (entre 50 y 250 Daltons de masa, o lo que es lo mismo, entre 5 y 25 átomos
pesados como máximo) hasta compuestos con propiedades tipo fármaco (hasta 500 Daltons de masa,
es decir, hasta 40 átomos pesados) o incluso mayores, pasando por lo que se conoce como compues-
tos con características de líder (intermedias entre los anteriores). Además, es habitual mezclar unos y
otros en el mismo experimento. Por ello, se decidió establecer como parámetro configurable el tama-
ño mínimo a considerar en función de la biblioteca de compuestos utilizada. Inicialmente se decidió
seleccionar los 20 átomos de cada molécula con interacciones más favorables con la proteína para
calcular las distancias entre moléculas, bajo la asunción de que situaciones similares presentarían
sus átomos más favorables en posiciones similares. Posteriormente es necesario calcular la distancia
mínima entre cada pareja de disposiciones, para lo cual, se ordenaban los valores de acuerdo a su
valor de interacción, a continuación se empleaba la fórmula de la distancia Euclidia para construir
la matriz de distancias (matriz simétrica). Al comparar moléculas con número de átomos diferentes
se observó que el método no funcionaba correctamente, por lo que se optó por considerar la segunda
opción.
Para calcular la similitud/distancia entre dos conformaciones de moléculas distintas (diferente
tipo y número de átomos) mediante un número fijo de elementos externos, se modificó el método
propuesto por Jain [56], que se basa en el sumatorio de las distancias desde los átomos de las molécu-
las a puntos “observadores”, fijados independientemente de la molécula o disposición considerada.
En principio, se consideró que los puntos del grid reunían las características de los observadores. Sin
embargo, su elevado número hace impracticable la opción de utilizarlos todos, por lo que se decidió
su reducción a un conjunto formado por los que tuvieran un mayor significado desde el punto de
vista químico. Así, se decidió seleccionar aquellos puntos en el espacio de los ficheros tipo map (ver
figura 9.3) que correspondieran a un mínimo local (energía de interacción lo más favorable posible
para ese tipo de átomo) de un tamaño suficiente (para no considerar aquellos puntos en los que, por
su reducido volumen, es improbable que sean ocupados por átomos de las moléculas).
El proceso de selección es el siguiente: en primer lugar se seleccionan todos los valores negativos
(representativos de una interacción favorable), como se explicó en la sección 9.1. Una vez que se
obtienen estos valores, se forman nubes de puntos (zonas en el espacio con muchos puntos). El
proceso de creación de estas nubes empieza seleccionando el valor más negativo de todos los puntos
(será un punto en el espacio que se utilizará como centro de una esfera). Posteriormente se crea una
esfera de un radio predeterminado (se propuso que fuera tres veces la separación entre puntos de la
malla, ver figura 9.3); al hacer esto se evitan nubes muy pequeñas o que tengan una forma alargada,
tal como se muestra en la figura 9.13; los puntos que estén dentro de la esfera son seleccionados,
almacenados y finalmente eleminados, para que no sean considerados en las iteraciones siguientes.
Este proceso continuará hasta terminar con todos los puntos en el espacio. Por otra parte, estas nubes
son empleadas por la herramienta como ayuda visual para la creación de nuevas zonas favorables, las
cuales se pueden emplear para la búsqueda por farmacóforos (se explicará en detalle en la sección
9.3).
Por lo tanto, un observador será aquel punto de la nube con el valor más negativo. Para cada
fichero map se tendrán n observadores; por ejemplo si se forman cincuenta nubes entonces habrá
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cincuenta observadores de ese fichero map, y de esta manera habrá observadores de todos los átomos
presentes en las moléculas. Evidentemente, el número de observadores dependerá del número de
maps (tipos de átomos) presentes en el conjunto de moléculas. Por tanto, se ha dejado en manos del
usuario la selección o descarte de algunos de ellos.
Este proceso concluye con un número fijo de observadores (posicionados en el grid utilizado
por Autodock) que corresponden a cada tipo de átomo, pero el total es fijo. Para el proceso de
cálculo de las distancias se puede calcular la distancia mínima a cada observador de cada átomo de
ese tipo de la molécula en consideración. Esta opción excluiría el reemplazo de átomos por otros
químicamente similares, por lo que una segunda opción que se estudió fue el cálculo de la distancia
mínima a cada observador de cualquiera de los átomos que se consideraron a priori similares a ese
tipo de la molécula en concreto. Así, los carbonos aromáticos (maps A) y los no aromáticos (maps
C), considerados de manera diferente por Autodock, podían ser considerados como químicamente
asimilables. Lo mismo se hizo para oxígenos y nitrógenos y también se agrupó los halógenos en un
grupo común (Cl, Br, I y F). Por tanto, los grupos formados como observadores en nuestra propuesta
son:
• C, A, N
• OA, SA, NA
• F, Cl, Br, I
• HD
• e
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Figura 9.13: Creación de nubes de puntos. Cada nube se crea a partir del punto en el espacio que
contenga el valor más negativo de todos. Posteriormente de cada nube se extraen los observadores.
Para el cálculo de la similitud entre un observador y las moléculas puede utilizarse una función
gaussiana inversa centrada en el observador, de modo que a medida que el átomo se aleja más de
una cierta distancia (configurable), del observador la similitud se hace mínima. Al considerar las dis-
tancias calculadas por este método, se observó que átomos situados muy cerca en el espacio podían
recibir puntuaciones bastante diferentes, debido a la pendiente de la curva. Se pensó entonces en
recurrir a un sistema de puntuación basado en escalones, que pese a incrementar de golpe las dife-
rencias, mantenía constante la puntuación en tramos de distancia interatómica que se consideraban
no significativos. El cálculo se llevó a cabo de acuerdo con la siguiente expresión (7).
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sim = minai (d j∈a,ai)

si d > 0 & d ≤ 0,2 entonces d
si d > 0,2 & d ≤ 0,5 entonces d ×0,75
si d > 0,5 & d ≤ 1 entonces d ×0,5
si d > 1 & d ≤ 2 entonces d ×0,2
si d > 2 entonces d = 0
(7)
Donde d es la distancia (Euclidia) mínima de un observador O de tipo map a cada átomo de una
molécula (figura 9.14), Oi es un punto observador de tipo map, a j es cada uno de los átomos de la
molécula de la que se calcula la similaridad; sim es la distancia mínima calculada entre un observador
y la molécula. Por ejemplo, si se seleccionan cuatro ficheros de tipo map como H (hidrógeno), S
(azufre), A (carbonos aromáticos), y C (carbonos no aromáticos) y hay 10 observadores de tipo
H, 25 de S, 8 de A y 14 de C, el número total de observadores sería 57. Ahora supongamos que
empieza primero con H, cada observador calculará la distancia a todos los átomos de la molécula
observada (figura 9.14) y sólo se almacenará la distancia que sea más cercana al observador; una vez
obtenidas esas distancias, se aplicará la formula (7) para determinar el rango en el que están. Esto es,
calculando todos los átomos de la molécula, sin embargo, en la sección 9.2.4 se da una descripción
detallada cuando sólo se utiliza unos cuantos observadores y sus diferentes resultados.
Una vez establecido el método de cálculo de la distancia, es posible obtener una matriz de dis-
tancias de cada disposición a todos los observadores (matriz de observaciones). A partir de ella se
calcula la distancia entre disposiciones de distintas moléculas. En otras palabras, a partir de la matriz
de observaciones se obtiene la matriz simétrica para que sirva de entrada al algoritmo de clustering.
Este método de cálculo resuelve algunos de los problemas encontrados con el cálculo de distan-
cias mediante RMSD: permite sustituir átomos por sus equivalentes en sistemas con elementos de
simetría y permite en cierta medida sustituir átomos o grupos de átomos por otros de propiedades
similares si se selecciona la opción de agrupar distintos tipos de átomos con similares propiedades
químicas.
Un aporte extra que se hace es añadir las coordenadas de los átomos de las referencias y con-
siderarlos como observadores. Las referencias son moléculas para las que se conoce su modo de
interacción con la diana, por lo que sirven como punto de partida para comparar los resultados del
docking y del método de clustering entre moléculas diferentes.
Es preciso remarcar la flexibilidad que posee esta herramienta puesto que permite al usuario
con experiencia decidir qué tipo de observadores van a ser considerados en el proceso. La figura
9.15, muestra la ventana de configuración para la agrupación de representantes. En la parte derecha
aparecen distintas opciones de selección para los observadores. Por defecto aparece seleccionada
la opción all observers, que utiliza todos los observadores sin importar el tipo de átomo a evaluar.
Si observadores distintos (map) ocupan el mismo lugar en el espacio, evaluarán igual a un átomo
de una molécula, lo que significa que esa molécula tendrá buena interacción si tiene un átomo del
tipo de map que la observó. La segunda opción Each atom restringe los observadores considerados
para que sólo evalúen un tipo de átomo en concreto, La tercera opción Group Atoms permite llevar
a cabo la evaluación por grupos de átomos. Por otro lado, la herramienta permite visualizar de
forma simultánea los observadores, las referencias y la proteína (ver figura 9.16), de manera que el
usuario puede hacerse una idea general de todos los elementos que participarán, tanto para calcular
la similitud como del posible resultado final previamente a la selección de una de las tres opciones.
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Figura 9.14: Cálculo de distancia de un observador a cada átomo de una molécula. Generación de la
matriz de observaciones de estructuras y matriz de distancias de las observaciones de estructuras.
Figura 9.15: Opciones para los observadores.
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Figura 9.16: Visualización de los observadores, referencias y proteína.
9.2.4. Manipulación de los Clusters, los Representantes y sus Visualizaciones
Una vez elegida una de las tres opciones para la selección de los tipos de observadores, el re-
sultado final es analizado a través de un sistema de visualización múltiple de vistas enlazadas para
facilitar el análisis de los resultados. A través de estas vistas se pueden observar simultáneamente las
estructuras de las moléculas evaluadas, las moléculas utilizadas como referencias y la proteína. En
la figura 9.17 se observan tres ventanas diferentes, la de la izquierda es el visor de estructuras Jmol;
a la derecha están las vistas enlazadas con los resultados del clustering en forma de dendrograma.
Para formar un nivel que contiene los clusters (unión entre elementos, elemento con cluster o cluster
con cluster) el valor de distancia más pequeño que no sea cero es tomado para hacer la unión y
formar un cluster; este procedimiento continua para calcular una nueva matriz de distancias y repite
estos dos pasos hasta formar todos los niveles de la jerarquía. En la parte superior derecha de la
figura 9.17 se muestra el dendrograma general, mediante el cual se exploran por nivel el número de
clusters formados; también en color café y verde se resaltan las referencias, y su correspondencia en
Jmol a la izquierda. En la parte inferior derecha se muestra la ampliación de la extracción del cluster
seleccionado en color rojo.
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Figura 9.17: Vista general del resultado de la evaluación de los observadores a través del algoritmo
de clustering.
La herramienta permite visualizar las estructuras de las moléculas de forma simultánea con el
dendrograma. Dado que son vistas enlazadas permiten interacción entre ellas. En otras palabras, al ir
cortando con la barra horizontal (figura 9.17) el número de clusters cambia (aumenta o disminuye)
y son mostrados mediante etiquetas a la derecha del dendrograma, el usuario podrá seleccionar o
comparar los clusters mediante estas etiquetas o seleccionando ramas individuales, lo cual facilita el
análisis de los resultados. Por otra parte, la herramienta permite la introducción de las referencias al
conjunto de moléculas bajo estudio; para diferenciarlas, se codifican siempre en un color específico
como por ejemplo, el café, verde u otro, tanto en el dendrograma como en el visor. Así, el usuario
puede determinar los grupos que están cerca o se superponen a las referencias. Otra de las facilidades
que ofrece la herramienta, es una barra de colores que aparece debajo del dendrograma que indica la
energía de unión de cada una de las moléculas (free binding energy) con la diana, de acuerdo al color
de energía puede ser un factor de decisión para la selección (figura 9.17 y figura 9.18) de clusters;
la barra de colores que aparece en la parte inferior de la izquierda del dendrograma marca el rango
de valores de interacción de las moléculas con la diana; el color verde indica el valor más negativo
y el rojo el menos negativo (figura 9.18). En otras palabras, el color verde siempre significará el
mejor valor de interacción que existe en ese conjunto de moléculas, mientras el color rojo significará
lo contrario. De esta manera el usuario dispone de una visión completa de la información. Esta
visualización es de gran interés químico, ya que permite a vista de pájaro determinar qué ramas del
dendrograma contienen disposiciones que Autodock analiza como favorables. En la figura 9.18 se
puede ver la barra de la figura 9.17 ampliada, en la que se observan cinco zonas donde se agrupan
los resultados más favorables. Es notable que las referencias (líneas marrones) se sitúen en una zona
del dendrograma poco favorable (indicado por el color rojo). Esto puede sugerir la necesidad de
modificar el sistema, en un intento de optimizar su comportamiento, sobre todo si las moléculas
cercanas a la referencia en el dendrograma corresponden al docking con ellas mismas.
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Figura 9.18: A la izquierda, barra de colores que marca los valores de interacción de un conjunto
de moléculas y la proteína; el verde es el mejor valor de interacción mientras que el rojo es el de
menor interacción. A la derecha una barra de colores que representa el valor de interacción de cada
estructura.
Por otro lado, en la parte inferior aparece otra ventana (figura 9.17), que muestra una vista am-
pliada del grupo seleccionado en el dendrograma principal; además, se puede profundizar/filtrar y
explorar otras ramas de ese subgrupo seleccionado con esa vista. Por ejemplo, si se ha seleccionado
el cluster 3 y después en la ventana de ampliación se selecciona una sub-rama, automáticamente
las tres vistas se modifican e interactúan entre sí, esto es, en la ventana superior cambia el color
de la sub-rama seleccionada en la parte de abajo (de rojo a amarillo) y consecuentemente se hace
una ampliación de esa rama en la parte de abajo; a su vez se envía una notificación al visor y este
muestra las moléculas correspondientes a esa sub-rama (ver sección 10.4). Una vez que el usuario ha
terminado con el análisis de esa sub-rama y le interesa otra, la herramienta permite ir hacia la rama
anterior o hasta la principal, modificándose interactivamente todas las vistas. Entre otras opciones,
la herramienta permite seleccionar una de las moléculas del análisis y considerarla como una futura
referencia en posteriores análisis. El proceso es el siguiente, supongamos que se ha analizado un
cluster y se considera que por sus características tanto visuales como químicas, bien podrían valer
como una referencia, entonces se procedería a crear la referencia a partir del cluster, en otras pa-
labras, se seleccionaría del cluster aquella molécula que tenga mejor interacción con la diana y se
procedería a crear un fichero PDB de esa molécula. Incluso, si el usuario lo desea, puede crear un
fichero que contenga todo el cluster.
Si es preciso hacer una exploración en particular sobre un cluster (por ejemplo, uno que contenga
las referencias), como en el caso de la figura 9.19a, se muestra la selección de la última rama (cluster)
de la derecha (color rojo), esas estructuras han sido extraídas y visualizadas en una nueva ventana
(figura 9.19b). Continuando con el análisis de esas estructuras, se han seleccionado los clusters
4 y cluster 6 (círculo verde) y se ha aplicado de nuevo el proceso de comparación de moléculas
diferentes con los observadores; sin embargo, se optó por utilizar la opción que restringe a evaluar
solamente a un tipo de átomo y empleando el algoritmo de distancia máxima (complete linkage).
El resultado final de evaluar los átomos tipo A, C, HS, Cl y F se muestra en la figura 9.19c. Este
proceso de filtrado y evaluación con los distintos métodos ha llevado a encontrar aquellas estructuras
que están en la zona de las referencias (color verde y café). Y aun así, es posible seguir filtrando hasta
encontrar nueva información.
Supongamos que de todos los ficheros dlg hay uno en el que sus poses se emplearían como
control, esto es, que los representantes de ese dlg cumplen con ciertos requisitos o bien, por alguna
razón se toman como punto de partida. Lo ideal sería tener todos los resultados de los dockings
esparcidos en los mismos sitios en los que el control tiene situados los suyos. Para lograr esto, la
herramienta a través de una ventana muestra los dlgs que han participado, y, al seleccionar uno de
ellos, estos se resaltan en colores en el dendrograma, mientras el resto cambia a un color gris tenue,
facilitando su localización en el dendrograma (se ha adoptado aquí una estrategia de foco+contexto,
para evitar que al analizar el detalle del problema se pierda la visión global del mismo). Por otra
parte, las referencias se mantienen resaltadas, por lo que, si el químico selecciona el dlg de control,
confirmaría, si los elementos (representantes) quedaron dentro del cluster donde se encuentran las
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o, por lo menos, una referencia. Continuando con el ejemplo anterior, ahora estaría en el interés del
químico localizar aquellos representantes que cumplan las dos condiciones: que estén cerca de las
referencias e identificar qué representantes están en el mismo cluster que el de control. En la figura
9.20, se muestran dos dlgs seleccionados en los que claramente se aprecia que no están cerca de las
referencias (color café y verde).
Figura 9.19: a) Selección y filtrado de moléculas cercanas a las moléculas de referencia. b) se han
seleccionado los clusters 4 y 6 (círculos en negro) para un análisis en más detalle. c) el resultado
final al emplear la opción de evaluar un tipo de átomos por los observadores.
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Figura 9.20: Elementos seleccionados de algunos clusters. El fondo cambia a un color gris claro para
resaltar los elementos seleccionados (foco+contexto), de ésta forma el químico tiene un panorama
general de cómo se agruparon los representantes de cada dlg.
Todas las opciones que proporciona la herramienta ayudan al químico a hacerse una idea general
del contexto de los resultados de los dockings. Así, da paso al refinamiento del análisis, esto es, a
seleccionar un número manejable visualmente, porque es mucha la información presentada y, de otra
forma, sería imposible hacer un análisis a mayor profundidad. De esta manera, es posible realizar un
filtrado reduciendo el número de representantes por dlg; en otras palabras, el químico podrá decidir
el número de elementos en el dendrograma. Para realizar esto, la herramienta cuenta con cuatro
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tipos de filtrado para reducir el número de representantes (ver figura 9.21). Similarmente, en la parte
inferior de la ventana de control se muestra el número de representantes antes y después de realizar
el filtrado. Las opciones de filtrado son las siguientes:
1. RMSD. El químico podrá reducir el número aplicando una distancia de RMSD que él elija.
Este proceso es similar a la opción del primer paso de agrupar por el RMSD de ADT.
2. Energía de unión (Score). Mediante una barra deslizadora el químico selecciona representan-
tes de acuerdo al puntaje de unión de Autodock. El rango para seleccionar los representantes
cae entre el representante con la energía de unión más negativa y la menos negativa. Hay que
remarcar que sólo aquellos representantes que estén en el rango serán seleccionados, por lo
que es posible que algunos dlgs queden fuera y no estén presentes en el resultado del filtrado.
3. Primeros con mejor energía de unión (High Score, First). Con esta opción, el químico se-
lecciona un número determinado, del cual, la herramienta tomará de cada dlg sólo los primeros
tantos de acuerdo al número introducido. Por ejemplo, podría ser el caso que se deseen los 10
primeros representantes con mejor energía de unión -en otras palabras, sólo le interesan los 10
primeros con energía de unión más negativa-.
4. Número de clusters (Number of clusters). Finalmente, la aplicación permite al químico se-
leccionar por número de clusters. Por ejemplo, el químico podría pedir a la herramienta que
seleccione 5 clusters de cada dlg. El método de selección se basará en los clusters con me-
jor energía de unión, en otras palabras, seleccionará aquellos clusters con energía de unión
más negativa. Si llegará a darse el caso en el que el número de clusters por dlg es menor al
introducido, todos los clusters estarán presentes en el resultado del filtrado.
Finalmente, si el químico requiriere realizar un segundo filtrado, podría hacerlo sobre el filtrado
actual o regresar al número de representantes original, ya que la herramienta cuenta con esta opción.
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Figura 9.21: Ventana de control para filtrado de representantes.
9.3. Refinado, Modificación y/o Creación de Nuevos Maps
Puesto que la aplicación está desarrollada para manipular los maps de Autodock, y estos son la
base a partir de la cual el programa calcula las disposiciones y su energía de interacción, se consi-
deró que una opción muy favorable podría ser proporcionar al usuario la capacidad de manipular la
información de los maps para incorporar información adicional que no puede deducirse de la ima-
gen estática de una disposición única de la proteína. Así, la aplicación puede permitir incorporar al
cálculo de Autodock la información de modelos adicionales (docking múltiple) en un único experi-
mento, incluir la información de relaciones-estructura actividad, o incluso, a partir de resultados de
docking de las moléculas de referencia (como se ha indicado anteriormente, si el programa no predi-
ce adecuadamente los resultados experimentales y es posible atribuirle una explicación estructural).
En último caso, cuando no se disponga de información tridimensional sobre la diana, la aplicación
proporciona un medio para poder definir farmacóforos en forma de zonas en los maps atómicos
configurados a voluntad por el usuario. Para ello, la visualización simultánea de la proteína, las refe-
rencias y las zonas de la proteína que han sido seleccionadas como favorables (información extraída
de los ficheros map) proporciona una ayuda inestimable. Con esta información presente se diseñarán
nuevas zonas favorables que a su vez servirán de retroalimentación al proceso de docking.
Supongamos que se tiene un fichero de tipo map al que se desea modificar sus zonas de inter-
acción con la proteína. Para realizar esto, sería útil poder visualizar qué zonas de interacción son
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favorables (figura 9.22 parte superior), sin embargo, no bastaría con sólo visualizarlas, habría que
resaltar la diana de la proteína (figura 9.22 parte inferior izquierda). Por otra parte, debido al tama-
ño de la proteína, es preferible visualizar solamente la diana así como las moléculas de referencia
(figura 9.22 parte inferior derecha). La herramienta que se propone, ofrece la facilidad de modificar
de manera visual e interactiva las zonas de interacción con la proteína, pero además de visualizar y
manipular, también puede salvar en ficheros esas nuevas zonas para posteriormente ser cargadas en
el mismo proyecto o en uno nuevo.
Figura 9.22: En la parte superior las zonas de interacción con la diana favorables. En la parte inferior
izquierda, la proteína en cartoon, las zonas favorables en forma de nubes en la diana. A la derecha
la diana en forma de hilos con las zonas de interacción favorables y las referencias (colchicina en
verde y la podofilotoxina en cyan).
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9.3.1. Visualización y Manipulación de Zonas Favorables de los Maps
La herramienta cuenta con dos ventanas que interaccionan con el visualizador molecular y per-
miten manipular los maps. Una ventana le permite al químico manipular las zonas favorables; en
otras palabras, la manipulación consiste en mostrar u ocultar las zonas según se requiera (ver figura
9.23). Hay dos formas de manipular la visualización:
1. A través de un botón de seleccionar/deseleccionar; esta opción hará que todas las zonas de
un tipo de map se oculten o se muestren dejando visibles al resto. La utilidad de esta opción
radica en que el químico podrá hacer comparaciones de zonas y así decidir una estrategia de
diseño para las nuevas zonas.
2. ADT permite mostrar las zonas favorables y mediante una barra deslizadora el químico puede
ir filtrando para mostrar en un rango los puntos que caen dentro. Nuestra propuesta incorporó
esa idea y se diseñó una opción similar. A diferencia de ADT, nuestra herramienta muestra
puntos en lugar de figuras triangulares, pero su funcionamiento es básicamente el mismo. Esta
opción permitirá al químico definir qué zonas del map son sitios de interés para modificarlos.
Por ejemplo, para un map se selecciona un rango y esto ocasiona que todos los puntos que
no están dentro de él se oculten. Y dado que en la visualización se tiene a las referencias y a
la diana, es posible definir con exactitud nuevas zonas, tanto favorables como no favorables,
pues la suma de todos los elementos visuales (proteína, referencias y zonas favorables) ayudan
a diseñar sitios estratégicos, para posteriormente emplearlos en búsquedas por farmacóforo.
Figura 9.23: Ventana de control para visualizar zonas favorables.
9.3.2. Diseño de Farmacóforos
La segunda ventana le permitirá al químico diseñar nuevas zonas a través del control de confi-
guraciones de diseño. Al poder observar las zonas de interacción más favorables, el químico podrá
agregar de manera interactiva nuevos elementos al farmacóforo. La idea principal es poder crear
zonas distintas (favorables o desfavorables) a las del programa de docking. Estas nuevas zonas se
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definirán visualmente mediante esferas que se corresponderán con un tipo de átomo, y, una vez
definidas, modificarán o generarán un fichero map con esta nueva información. La presencia y ob-
servación del sitio de la diana le ayuda a determinar los límites en el espacio disponible. De esta
manera no pierde la información de las referencias por lo que puede ir diseñando farmacóforos por
tipo de átomo, incluso superponer esferas de diferente tipo de átomo. Esta modificación interactiva
puede realizarse fácilmente a través de la ventana de control, puesto que permite seleccionar, agregar,
eliminar, cambiar de lugar las esferas e incluso salvar las esferas en un fichero para posteriormente
volver a cargarlas en el mismo diseño o en uno nuevo. La aplicación se ha diseñado para que el usua-
rio pueda cambiar de lugar las esferas con la ayuda del puntero del ratón y, posteriormente, pueda
utilizar el control para realizar movimientos más finos. Por otro lado, también cuenta con rotaciones
de las vistas para facilitar la colocación de las esferas en el sitio deseado. Más aun, para no perder la
orientación, el químico dispone de ejes de coordenadas para guiarse y así saber en qué sentido está
moviendo las esferas.
En la figura 9.24 se muestran tres esferas de distinto tamaño, así como las referencias y diana.
Cada esfera representa un conjunto de puntos que le indicarán a Autodock que existen unos sitios
en un rango de valores, partiendo desde el centro de la esfera con el valor más negativo y degradán-
dose hasta llegar a la superficie de la esfera con el valor menos negativo. De esta forma, el químico
define los valores de ciertas zonas de su interés. El químico podrá definir el rango de valores pro-
porcionando el tamaño del radio de la esfera, así como el valor máximo negativo y minino negativo.
Además, se le proporciona al químico la información necesaria para definir el rango de valores; en
otras palabras, la herramienta muestra el valor máximo negativo y positivo de cada map, facilitando
así el diseño del farmacóforo. En la figura 9.24 se han definido tres esferas -cada color representa un
fichero map-, lo cual quiere decir que solamente sobre esos maps se modificarán o crearán nuevos
ficheros tipo map.
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Figura 9.24: En la parte superior la ventana de control, al lado derecho la ventana de copiado a otros
tipos de átomos; en la parte inferior la ventana de configuración de las esferas (define el tamaño,
valores máximos y mínimos de interacción con la proteína). En la parte inferior izquierda las nuevas
zonas favorables diseñadas en forma de esfera; hay tres zonas nuevas que modificarán los ficheros
tipo map (fichero A, N y C). Las esferas pueden ser reposicionadas mediante el uso del ratón o
mediante la ventana de control.
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9.3.3. Diseño de Farmacóforos por Grupo de Esferas
Dentro de las opciones del diseño de farmacóforos, cuenta con la creación de grupos de esferas en
un solo paso. Supongamos que el químico desea crear un conjunto de esferas con forma hexagonal,
para realizar esto manualmente tomaría un tiempo considerable si se realizara empleando la ventana
de control descrita en la sección anterior. La aplicación cuenta con una forma sencilla de generar
estos grupos a través de una ventana de control para grupos. Esta ventana de control (figura 9.25),
cuenta con las siguientes opciones:
1. Cinco formas geométricas predefinidas: triangulo, cuadrado, pentágono, hexágono y octá-
gono, además de permitir al usuario definir el número de esferas. Estos grupos son creados
alrededor de una esfera central, la cual puede eliminarse según el diseño del químico sobre
ese grupo de farmacóforos.
2. Rotación del grupo de esferas: una vez puestas en un lugar, el químico puede rotar las esferas
definiendo los grados a rotar; las rotaciones pueden ser en los tres ejes (x,y,z).
3. Traslación del grupo de esferas: al igual que la rotación del grupo, el químico puede mover en
los tres ejes (x,y,z) al grupo de esferas, además de poder definir la distancia del traslado.
4. Eliminación de esferas del grupo (figura 9.26): si el químico deseara replicar la figura exacta
de un ligando de referencia, la forma más sencilla es empleando el diseño de grupos con el
control anterior, para esto sería necesario poder eliminar algunas esferas para no superponer
unas con otras. De esa forma el químico podría obtener la forma exacta del ligando.
Finalmente, es posible dar un orden de escritura a cada esfera creada, esto no aplica a los gru-
pos de esferas, solo al método anteriormente descrito. Esta opción se planteó porque al escribir las
esferas, si estas se superponen modificarían los valores de la anterior esfera, lo cual generaría un
resultado desfavorable al ser introducido en un ensayo de docking. Una vez terminado el proceso de
diseño de los farmacóforos se continuaría con la generación de los nuevos maps.
En este punto, se le ofrecen tres opciones al químico, la primera consiste en modificar el fichero
map para sobrescribirlo incorporando la información de la esfera. En otras palabras, la herramienta
buscará cada punto dentro de la esfera con su valor y reemplazará en el fichero el viejo valor por el
nuevo, creando así un fichero con la información nueva. Se debe tener cuidado, ya que el viejo fiche-
ro map será reemplazado perdiendo la información original -por lo que sería recomendable crear una
copia antes de realizar los cambios-. La segunda opción consiste en generar un fichero map solamen-
te con los valores de la esfera y asignándoles un valor de cero al resto del map. La ventaja de generar
un fichero map de esta naturaleza es poder convertir al programa de Autodock en una herramienta de
búsqueda por farmacóforos cuando se carezca de la estructura de la diana. La última opción, permite
al químico realizar las dos opciones anteriores, esto es, modificar el fichero map y generar uno con
ceros y valores de las esferas. Para agilizar el diseño de las esferas, la herramienta permite realizar
copias de las esferas que están actualmente en el visor de moléculas. Esto representa una ventaja ya
que si es de interés ese sitio se copia el tamaño a los demás maps con solo seleccionarlos a través de
una ventana en la que aparecen los nombres de los maps cargados en ese proyecto. Finalmente, en
un nuevo proceso de docking estos valores -de las esferas- influirán en las puntuaciones que se les
dé a los compuestos a ensayar y por tanto en disposiciones diferentes.
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Una vez establecida nuestra propuesta, en el siguiente capítulo se corroborará la efectividad
del uso de la herramienta mediante dos casos de estudio. El primero será sobre un conjunto de
compuestos derivados del proceso de docking tomando como diana la Tubulina. Y en el segundo se
validarán nuestros resultados mediante la comparación con otra herramienta ampliamente utilizada.
Figura 9.25: Ventana de configuración de grupo de esferas. A la izquierda, un grupo con forma de
hexágono. A través de la ventana el químico define el radio de las esferas, sus valores mínimos
y máximos, así como el tipo de fichero map al que modificará. La ventana también controla la
interacción con el visualizador, puesto que permite rotar y trasladar al gupo.
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Figura 9.26: Ventana de control para remover esferas de los grupos. En la parte de la izquierda se
muestran seleccionadas dos esferas, en el centro una representación en 2D muestra la figura del
hexágono con dos esferas seleccionadas, las cuales se corresponden con las seleccionadas en la








A continuación se presentan los resultados de JADOPPT aplicado a diferentes resultados de doc-
king. Las pruebas realizadas se efectuaron sobre un conjunto de compuestos derivados del proceso
de docking tomando como diana la tubulina. El conjunto tenía un total de 168 ficheros tipo dlg (168
estructuras con 100 conformaciones por estructura), la estructura de la tubulina, varias moléculas
de referencia (compuestos cuya estructura cuando se unen a tubulina se ha determinado experimen-
talmente: colchicina, DAMA-Colchicina, podofilotoxina, soblidotina, fomopsina, GTP, GDP, ABT-
751, NSC-613862, NSC-613863, T138067, TN16), 14 ficheros tipo map que correspondían a los
átomos presentes en las moléculas virtuales estudiadas (A, Br, Cl, C, F, HD, HS, I, NA, N, OA, SA,
S), un fichero map que representa a los electrones y otro para la solvatación. El programa está escrito
en Java y se ha utilizado Jmol como el visualizador molecular incrustado dentro del programa. El
equipo usado para realizar las pruebas cuenta con 12 procesadores Intel Core i7 (X980) a 3.33GHz,
12 GB RAM y el sistema operativo LinuxMint (Debian) de 64bits. Para validar el método de clus-
tering propuesto en este trabajo se compararon los resultados con los resultados de otro método,
en este caso se empleó el programa AuPosSOM [10], utilizando inhibidores de la proteasa VIH-1.
El programa está disponible en http://www.aupossom.com. Este programa emplea inicialmen-
te mapas auto-organizados (SOM) de Kohonen en una red neuronal y posteriormente se aplica un
algoritmo de clustering para explorar los resultados.
10.1. Resultados del Análisis Visual en Tubulina
El análisis parte de un total de 16800 conformaciones. El primer paso es tratar de reducir el
número de conformaciones a uno manejable y el segundo es agrupar aquellas conformaciones que
sean parecidas. Cada método implementado en el primer paso lleva a una reducción diferente, cada
una con sus ventajas y desventajas. Tomando como ejemplos los resultados del docking flexible (se
permite el movimiento de algunos aminoácidos de la tubulina) de podofilotoxina en el sitio de la
propia podofilotoxina (proceso conocido como autodocking) en tubulina y de IR3b-LEYHr. Para la
podofilotoxina, se obtuvieron ocho clusters al aplicar el método de RMSD, por medio del método
jerárquico: seis clusters con distancia promedio, cinco clusters con distancia máxima y seis clusters
con distancia mínima. Por otra parte para IR3b-LEYHr, se obtuvieron treinta y dos clusters con
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el método de RMSD, y con el jerárquico: diecinueve clusters con distancia promedio, catorce con
distancia máxima y veinticinco clusters con distancia mínima. La ventaja de utilizar el jerárquico
está en que las agrupaciones son intrínsecas a los datos, sin embargo, la desventaja principal es
explorar visualmente el resultado y seleccionar un nivel de la jerarquía para continuar con el filtrado
del resto de resultados de docking.
Aun cuando JADOPPT cuenta con un método de selección de nivel de corte, no deja de ser
aproximado. Por otro lado, el emplear el RMSD con un corte de 2.0 Å, se obtiene prácticamente el
total de grupos sin tener que realizar un paso extra para encontrarlos. No obstante, como se explicó
anteriormente en la sección 9.2.1.1, basta con tener un giro en una de las conformaciones para
que éste lo considere diferente, por lo que obtendremos un mayor número de clusters, llegando
incluso a tener las 100 conformaciones del dlg. En otras palabras, el método de RMSD evalúa una
conformación contra el resto para formar grupos, a diferencia del jerárquico donde se evalúa a todos
contra todos para formar los grupos.
10.1.1. Análisis de Podofilotoxina y IR3b-LEYHr
En el análisis de clusters de podofilotoxina por RMSD se observa que hay 4 clusters mayoritarios
(figura 10.1) que además corresponden a las mejores opciones de energía. La visualización cuenta
con una escala de colores en la parte superior para representar la energía de unión, de esta forma
se indica la evaluación de los elementos del cluster por Autodock, en otras palabras, se guiará al
químico en la selección de aquella conformación que presente la mejor energía de unión con la
diana. Al comparar los clusters 1 y 4, podemos observar que se trata de la misma pose en diferentes
clusters, posiblemente se deba a la simetría del anillo.
En el cluster 1 hay 36 conformaciones en el rango de -6.34 a -8.5 de energía de unión, y, en el
cluster 4 hay 16 conformaciones en el rango de -6.37 a -7.31 la diferencia de energía es de -1.1, lo
que indica un error del programa de docking, ya que son dos valoraciones de la misma situación.
El número de moléculas en el cluster 1 y 4 es relativamente similar, lo que sugiere que el programa
encuentra ambas respuestas con igual facilidad. Por otro lado, El cluster 2 es la respuesta correcta
(coincidente con lo observado experimentalmente -molécula marrón-). El rango de energía de unión
es de -7.6 a -8.93 y es casi tan frecuente (20 conformaciones) como los clusters 1 y 4. El cluster 3
es la última opción mayoritaria de energía más favorable (el rango va de -6.2 a -7.63) y contiene 18
conformaciones. Finalmente los clusters 5 a 8, son los de peor energía de unión (color rojo) ya que
el rango de todos esos clusters es de -5.03 a -6.49.
En ausencia de la información proporcionada por el ligando de referencia (molécula marrón),
probablemente el químico habría seleccionado la opción 1+4, pues agrupa a un mayor número de
representantes y la energía está dentro de la más favorable según el programa. Sin embargo, el
disponer de la información proporcionada por la referencia podría permitir manipular los mapas de
Autodock para penalizar estas disposiciones respecto a la “correcta” (ver sección 10.5).
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Figura 10.1: Clustering mediante el cálculo de RMSD para los resultados de docking de PODc-
LEHYHr. Resaltan a la vista 4 clusters por su tamaño, además de que sus elementos están en la
zona favorable de unión de acuerdo a la escala de colores en la parte superior (-5.03 a -8.93). Con
este método no es obligatorio hacer un refinamiento de los resultados, salvo que sea necesario.
Claramente, el cluster 2 contiene las conformaciones similares a la referencia de podofilotoxina (en
color marrón). De cada cluster se seleccionará un representante, el cual pasará a un segundo paso
para encontrar aquellos que sean similares a él.
Por otra parte, en la figura 10.2, se muestran los seis clusters pertenecientes al método jerárquico
con distancia promedio. Es claro que el resultado es muy aproximado al que se consigue mediante
el cálculo de RMSD. Se obtienen 6 clusters, de los cuales el cluster 4 es el mayoritario seguido del
cluster 3 y cluster 1. En el cluster 4 hay 53 conformaciones, el rango de energía de -6.34 a -8.5, que
se corresponderían con la unión del cluster 1 y 4 del RMSD. Por otra parte, podemos observar en
el dendrograma que dicho cluster está formado a su vez por dos clusters mayoritarios similarmente
representados. El cluster 3 es la respuesta correcta, que contiene 20 conformaciones en el rango de -
7.6 a -8.93, y se corresponde con el cluster 2 del RMSD. Para el resto de los clusters del dendrograma
con distancia promedio las correspondencias con los clusters del RMSD son: el cluster 1 es igual al
cluster 3, cluster 2 al cluster 7, el cluster 5 es el mismo para los dos, al igual que el cluster 6; por
último, para el único representante del cluster 8 del RMSD el representante está dentro del cluster 4
en el dendrograma.
Los resultados para los métodos de distancia máxima y mínima fueron parecidos a los de la
distancia promedio, para la respuesta correcta en la distancia mínima es el cluster 4 y en la distancia
máxima es el cluster 2; el cluster mayoritario en ambas distancias es el cluster 3 que se corresponde
con el cluster 4 en distancia promedio y con los clusters 1 y 4 del RMSD. El cluster 1 de la distancia
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máxima se corresponde a la unión de los clusters 1 y 2 de la distancia mínima y de distancia máxima.
Figura 10.2: Clustering mediante el algoritmo jerárquico con distancia promedio para los resultados
de docking de PODc-LEHYHr. La aproximación del nivel de corte, sugiere una exploración visual
de los resultados del clustering para confirmar o, si es necesario, refinar los clusters seleccionados.
Sin embargo, es evidente que el nivel de corte es satisfactorio, el cluster 3 claramente es la respuesta
correcta, además de corresponderse con el cluster 2 del RMSD.
Es evidente que el método jerárquico con distancia promedio al igual que el de distancia mínima
reducen satisfactoriamente el número de representantes. Por otro lado, el RMSD no lo hace tan mal,
sin embargo, cuando se tengan resultados en que las conformaciones estén en aparente caos, esto es,
no se apreciarán grupos definidos a primera vista; más un, si aplicamos el RMSD para agrupar, debi-
do a que las conformaciones están muy dispersas en el espacio, no será capaz de encontrar elementos
similares, lo cual originará un mayor número de representantes; es claro que el método jerárquico
encontrará los grupos existentes, y, así se podrá reducir el número de clusters a uno manejable.
IR3b-LEYHr es un claro ejemplo de lo que se comentó en el párrafo anterior. La figura 10.3
muestra a la proteína y el resultado del docking. Como podemos observar, el programa de docking
ha colocado en un aparente desorden cada conformación en el espacio: a simple vista es imposible
poder decir qué conformación es la mayoritaria, a diferencia de lo que ocurría en el ejemplo anterior
con podofilotoxina. Al aplicar el método de RMSD (figura 10.4), sobresalen ocho clusters por su
tamaño, por otra parte, en este ejemplo no contamos con una molécula de referencia como en el
caso anterior, lo cual indica que la selección de representantes por parte del químico se basaría
en seleccionar los clusters de mayor tamaño y de mejor energía. También, podemos observar un
recuadro en color azul encerrando a otros clusters de menor tamaño, estos clusters no se muestran
en la figura 10.4 debido a que el número máximo de elementos es de tres, además de que sólo cinco
clusters están dentro del rango de favorables, pero con una sola conformación, por lo que no merece
la pena mostrarlos dado que no se cuenta con una molécula de referencia. Lo mismo se puede decir
para el método jerárquico. Los clusters 1, 3 y 5 podrían formar un mismo grupo ya que cubren en
forma similar el mismo espacio, lo mismo ocurre con los clusters 4 y 6. Finalmente, el clusters 2 y 7
presentan la misma situación que los clusters anteriores. Por su parte, el cluster 8 podría unirse con
cinco clusters únicos del recuadro azul.
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Figura 10.3: Los resultados del docking IR3b-LEYHr son difíciles de interpretar, ya que no se sigue
un patrón claro, lo que se interpreta como un aparente caos.
Figura 10.4: La visualización del treemap muestra 32 clusters generados por el método de RMSD.
Claramente algunos de los clusters de mayor tamaño podrían unirse para formar uno solo. El recua-
dro azul encierra a clusters de tamaño mínimo.
116 10. RESULTADOS
Al igual que RMSD, el método jerárquico con las distintas distancias generó una gran cantidad
de clusters, sin embargo, bastaría explorar el dendrograma con la barra horizontal para dividir o
unir clusters y, de esa manera, reducir/expandir el número de representantes para la segunda etapa
–la línea sólida en las figuras representa el nivel del corte que genera el método automatizado de
selección de representantes-. Para el clustering de distancia mínima (figura 10.5), podemos observar
que los clusters 18 y 19 son similares y pueden unirse para formar uno solo (línea punteada en la
figura 10.5). Por otro lado, vemos que los clusters 1 y 8 son similares, sin embargo, tendríamos
que subir la barra hasta tener solamente dos clusters para unirlos a diferencia de la unión de los
anteriores.
Es claro que la distancia mínima entre los representantes no es una buena medida para agruparlos,
ya que obtenemos casi la misma cantidad de clusters que el método de RMSD. En contraparte, en
el clustering de distancia promedio, al subir la barra nos permite unir los clusters 1 y 2, además
de los clusters 8 y 9, para de esa forma reducir los representantes (línea punteada figura, 10.6).
Incluso podríamos subir más la barra hasta unir al cluster 10 con el 12; sin embargo, los clusters
únicos no son tan parecidos a los clusters mayoritarios y, por lo tanto, tendríamos elementos muy
dispares. Esto es bueno, ya que estaríamos filtrando aquellas conformaciones que inflarían el número
de representantes para el segundo paso.
Finalmente el método que mejor resultados proporciona en el clustering, es el de máxima dis-
tancia (figura 10.7). Al subir la barra uniríamos cuatro clusters (1-4) que claramente pertenecen a
la misma zona del espacio. Finalmente, después de seleccionar ese cluster, observamos que se han
unido los clusters 13 y 14, aunque parece claro que son diferentes; bastaría con desplazar la barra
hacia abajo para separarlos y seleccionarlos por separado (línea punteada en rojo).
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Figura 10.5: La línea punteada es el corte que realizaría el químico para seleccionar los representan-
tes para el segundo paso. El número de clusters seleccionados de manera automatizada (línea solida)
genera casi la misma cantidad que el método RMSD. El método busca los elementos más cercanos
de cada grupo formado, y, separa grupos que podrían estar unidos -por ejemplo, clusters 1 y 8-, lo
que indica que no es viable el clustering de distancia mínima en este ejemplo.
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Figura 10.6: La línea punteada representa el corte que realizaría el químico para seleccionar el núme-
ro de representantes para el segundo paso. La distancia promedio ayuda a reducir significativamente
los representantes que pasarían al segundo paso.
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Figura 10.7: La línea punteada representa el corte que realizaría el químico para seleccionar el nú-
mero de representantes para el segundo paso. La distancia máxima ha encontrado la menor cantidad
de grupos existentes en los datos. Sin embargo, al subir la barra se pueden unir tres clusters mayori-
tarios (1, 3 y 4). La línea punteada en negro representa la primera unión de clusters y la de color rojo
representa un segundo filtrado para reducir a un número óptimo a los representantes para el segundo
paso.
Es claro que el método jerárquico encontró los grupos existentes a diferencia que el método por
RMSD. Por otro lado, se redujo el número de clusters a uno manejable. Sin embargo, la desventaja
es latente, ya que es necesario hacer una exploración visual para afinarlo a un número satisfactorio de
clusters, como se mostró. La barra de exploración de la visualización del dendrograma, al igual que
la ayuda visual de la escala de colores del RMSD, ayuda al químico a desentrañar el caos presentado
en la figura 10.3. Más aún, al emplear la ayuda visual en forma de tooltip1, se facilita la extracción de
información al posicionarse sobre las etiquetas marcadas como clusters; dicha información se da en
relación a la interacción de las conformaciones con la diana (éstas se ordenan de forma ascendente
mostrando la información de las cinco primeras conformaciones de cada cluster). Retomando lo
anterior, aunque con la desventaja de realizar una inspección visual, es posible automatizar este
proceso, pero con la reserva que sugiere una exploración para corroborar los resultados, como ya se
demostró.
Es evidente que la automatización de agrupación de conformaciones por cualquiera de los dos
métodos (RMSD o jerárquico) es fiable (en la figura 10.8 se presenta el mismo cluster). Más aun, po-
demos observar claramente que el cluster está sobre la referencia de podofilotoxina (color marrón);
en otras palabras, la automatización ha sido capaz de reproducir el resultado que un químico reali-
1Recuadros que aparecen en pantalla al posicionarse sobre algún elemento, por ejemplo un botón o icono y proporcionan
información específica sobre ese elemento.
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zaría -ha seleccionado para todos los casos el cluster con la respuesta correcta, pero en un tiempo
mucho menor-.
Cabe añadir que este logro fue determinante para de igual forma automatizar la selección de
representantes, lo cual es uno de los objetivos de este trabajo de tesis.
Figura 10.8: La automatización de agrupamientos y selección de clusters son fiables, pues con los
dos métodos se ha llegado al mismo resultado.
Continuando con el análisis de resultados del primer paso, realizado mediante la selección au-
tomatizada para reducir las 16800 conformaciones; por el método de RMSD se filtraron 6926 con-
formaciones en total, y para el jerárquico: 1090 con distancia promedio, 1472 con distancia mínima
y 946 con distancia máxima. Es claro que el número se reduce considerablemente con el método
jerárquico por cualquiera de las opciones ofrecidas. Para ambos métodos, RMSD y jerárquico, el
proceso de selección de representantes es automatizado, salvo que en el método jerárquico se basa
en un punto de corte -con un significado físico-, lo que tiene el inconveniente de seleccionar más
representantes de los necesarios o por el contrario unir clusters diferentes y seleccionar un único
representante. Por esta razón se sugiere la inspección visual para realizar el refinamiento de los re-
sultados. Por otro lado, los resultados de la selección de clusters son aceptables, además de ser más
flexibles en cuanto a discernir la similitud entre conformaciones. En el caso del RMSD el punto de
corte se da como entrada para realizar las agrupaciones, por lo tanto es un procedimiento totalmente
automatizado; sin embargo, como se ha demostrado también tiene una desventaja al considerar como
desiguales aquellas conformaciones que estén alejadas del umbral de distancia por muy poco, algo
que en el método jerárquico no sucede.
Las repercusiones de elegir un método de reducción para el segundo paso son las siguientes
–tomando como ejemplos a los dos casos, el de podofilotixina y IR3b-LEYHr:
1. RMSD: En el caso de la podofilotixina (figura 10.1), habría dos representantes de la misma
conformación (clusters 1 y 4), el representante del cluster 1 tendría la mejor energía de unión
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con respecto al representante del cluster 4; en un principio esto no afecta más que al número
de representantes de ese resultado de docking, puesto que están dentro del rango de unión
satisfactorio. En cambio, en IR3b-LEYHr (figura 10.4) hay 7 representantes de más (clusters
1, 3 y 5, clusters 2 y 7, clusters 4 y 6). El representante del cluster 3 tiene una energía de unión
poco favorable, además de tener un número de elementos menores con respecto al cluster 1
–con quien tiene mayor similitud-, lo cual implica tener una conformación de más, de la cual
se podría prescindir. Igualmente sucedería para el resto de los grupos.
2. Jerárquico: De los tres métodos para podofilotixina el resultado es muy similar. En cambio,
para la otra molécula, es evidente que las divisiones existentes en el de RMSD se ven com-
pensadas en el jerárquico, en otras palabras, un cluster del jerárquico –con los tres métodos-
equivale a dos en el RMSD. En cambio para la otra molécula, la situación cambia, mientras
que para el RMSD se generan demasiados clusters con elementos únicos, para el jerárqui-
co se reduce el número de representantes; en otras palabras, se desvelan los grupos que hay
intrínsecamente en los datos.
La figura 10.9a muestra los 6926 representantes elegidos como resultado del filtrado mediante el
RMSD a partir de las 16800 conformaciones iniciales. Tan sólo se ha producido una reducción al
41%. Esto implica que, como promedio, se han conservado 41 representantes de cada molécula ini-
cial, un número muy superior al observado para la podofilotoxina (autodocking), que debe ser una
excepción y no la regla (o bien el conjunto presenta dos grupos: unos con muchas respuestas y otros
con pocas, de modo que el promedio es intermedio). Esto indica que el programa de docking en-
cuentra un elevado número de respuestas posibles para cada molécula virtual. El significado de esta
observación es claro: la podofilotoxina es rígida y encuentra pocas opciones favorables, mientras
que otras opciones más flexibles encuentran numerosas respuestas. Por el contrario, en el caso del
clustering jerárquico con máxima distancia (figura 10.9b) se ha producido una reducción de los datos
al 5,1%, conservando 5 representantes por cada molécula virtual, un número similar al de la podofi-
lotoxina. Sin embargo, de la comparación de los resultados anteriores se deduce que esta reducción
posiblemente se hace a costa de eliminar los representantes de clusters minoritarios (y generalmente
de peor energía), pero a costa de una pérdida de información. Dependiendo de la situación, una u otra
opción ofrecen alternativas útiles. Para un análisis inicial de los resultados la reducción de la dimen-
sionalidad facilita un análisis global de los resultados, mientras que para el análisis detallado de los
resultados individuales de cada molécula es deseable preservar el mayor número de representantes
significativos. Cuanto más flexible y más alejada la estructura del ligando virtual de la que generó
el sitio en la proteína, más probable es que el programa de docking tenga problemas en encontrar la
respuesta “correcta”, y más deseable es la opción que conserva más representantes.
De los tres métodos jerárquicos, el de distancia máxima reduce considerablemente el número
de representantes, aparte de mostrar que es el mejor método para agrupar conformaciones en donde
sus elementos están muy dispersos. Por otra parte, en la mayoría de los casos, los resultados de
docking que se analizan en este trabajo de tesis son similares al ejemplo presentado anteriormente.
Por lo tanto, para el segundo paso tomaremos el filtrado de RMSD y, del jerárquico, el de máxima
distancia.
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Figura 10.9: Resultado del agrupamiento de representantes. a) Resultado del filtrado por RMSD,
6926 representantes han pasado a la segunda etapa de análisis. b) 946 representantes como resultado
del filtrado por el algoritmo jerárquico con distancia máxima.
10.2. Análisis General del Agrupamiento de Representantes
Hemos realizado el análisis de los dos tipos de filtrado RMSD y jerárquico (distancia máxima).
Esto es, hemos realizado la comparación de moléculas diferentes a través del algoritmo jerárquico
aplicando los tres métodos de distancia. El procedimiento para preparar a los representantes fue el
siguiente:
1. Para cada representante se calculó una matriz de distancia a los observadores, empleando las
tres opciones de que dispone JADOPPT (todos los observadores, selección de tipo de átomo
como observador, y grupo de átomos como observadores).
2. Posteriormente a la matriz de distancias de observadores se calculó otra matriz, pero en esta
ocasión de disimilaridad, una vez calculada, esta sirve como entrada al algoritmo jerárquico.
3. Se aplicó cada método con las diferentes opciones de los observadores.
4. Finalmente se generó un dendrograma para analizar los resultados de la agrupación, y median-
te el visualizador molecular Jmol se exploró cada resultado.
10.2.1. Análisis del Clustering de Representantes por Filtrado Jerárquico de
Distancia Máxima
La inspección visual del dendrograma nos arroja excesiva información sobre los clusters, pues al
haber tantos representantes las líneas están muy juntas y sólo es posible apreciar la estructura en las
primeras agrupaciones. Por tal motivo, se exploraron zonas en donde predominaba el color verde,
ya que se indica el valor de unión con la diana de acuerdo al código de colores a la izquierda del
dendrograma.
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Distancia Promedio con Todos los Observadores (Average-all)
Las referencias se sitúan en cinco zonas a lo largo del dendrograma; diecisiete clusters se en-
cuentran al bajar la barra para separar las ramas que contienen demasiados clusters poblados (figura
10.10), sin embargo, el color verde se concentra en la tercera parte del dendrograma hacia la izquier-
da –encerrado en un cuadro en la figura 10.10-, en el centro se encuentran demasiado mezclados los
colores sin reportar un patrón definido, salvo una porción muy pequeña que sobresale por el color
verde, y hacia la derecha predominan los colores oscuro a rojo, las referencias se dividen entre el
extremo izquierdo y derecho. Dado que el color verde se encuentra en la izquierda y los colores rojos
a oscuro indican que tienen una pobre energía de unión a la diana, nos enfocamos a analizar los clus-
ters de esas zonas. Tres clusters sobresalen en esa zona y los analizamos de izquierda a derecha. El
primer cluster no agrupa referencias, lo que indica que éstas no son similares o cubren otra zona del
espacio, esto lo comprobamos al visualizar tanto el cluster como las referencias (figura 10.11). La
energía de unión de los representantes de esa zona de color verde van de -5.24 a -7.69. Por otro lado,
también observamos, que los representantes no son parecidos a las referencias, sin embargo, entre
ellos sí son similares -donde podemos apreciar mejor esta similitud es en cluster 1 y 2 de la figura
10.11-. De igual forma, los representantes al no tener una referencia y dado que están relativamente
cerca de la zona que cubre las referencias visibles, podríamos asumir que esos representantes están
en la zona correcta de interacción con la diana.
Figura 10.10: El cuadro negro resalta la concentración de representantes con mejor afinidad a la
diana. Tres clusters sobresalen de esa zona, las referencias se agruparon en el tercer cluster, sin
embargo, se muestran en los clusters 1 y 2 para orientar la vista y así apreciar la zona que cubren.
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Figura 10.11: Es evidente que lo representantes no son parecidos a las referencias, sin embargo, al
carecer de ellas y dado que están relativamente cerca de las referencias de podofilotoxina y colchicina
podemos asumir que están en la zona correcta de interacción con la diana.
En el segundo cluster el número de representantes con color verde disminuye, esto lo podemos
observar en la figura 10.12 en el extremo derecho, ya que se muestra una ampliación del cluster. La
fragmentación del cluster mostró que se encuentran dos representantes para los que se cuenta con
referencias (podofilotixina y colchicina). Sin embargo, este cluster tampoco agrupó ninguna refe-
rencia, pero al superponerlos observamos que los representantes para la podofilotixina se encuentran
en una orientación invertida en relación a sus referencias y lo mismo sucede para la colchicina. Si
nos guiaramos por el átomo en color amarillo de la referencia, observamos que estos átomos apuntan
hacia la derecha, mientras los átomos de los representantes lo hacen hacia la izquierda (figura 10.12).
En un caso especial, uno de los representante de colchicina tiene una energía de unión de -8.03 y esto
lo convierten en el más favorable de todo el cluster, sin embargo, al superponer las referencias de
colchicina observamos que el átomo de azufre (color amarillo) está orientado de forma diferente, por
lo tanto podemos afirmar que ésa es la causa de que no forme parte del cluster donde se encuentran
las referencias, aun cuando tenga una energía de unión muy favorable; probablemente la orientación
se deba a los valores del grid que generó Autodock.
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Figura 10.12: Los representantes del cluster seleccionado son similares a sus referencias. Los repre-
sentantes de los clusters son similares entre ellos pero orientados de forma diferente a sus referencias.
El cluster 3 muestra al mejor representante de todo el cluster en rojo (-8.03 de energía de unión),
pero al superponer a su referencia observamos la orientación diferente.
En el tercer cluster podemos observar que contiene referencias (figura 10.13), de igual forma,
resalta una pequeña zona en color verde claro, lo que indica que son las respuestas correctas en
relación a la podofilotoxina y colchicina. Esto lo corroboramos al superponer las referencias y los
representantes –cluster 1 y 2 en la figura 10.13-. Sin embargo, sólo dos representantes de colchicina
son similares, al resto le sucede lo mismo que a la colchicina del cluster de la figura 10.12. Los
representantes del cluster 3 de la figura 10.13 también cubren la zona de las referencias y el rango
de energía de unión es de -5.45 a -7.75. Finalmente, en el cluster 4, los representantes son similares
y cubren la zona de las referencias de podofilotoxina, el rango de valores de energía de unión del
cluster 4 va desde -4.71 a -7.79.
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Figura 10.13: En este cluster tanto las referencias como los representantes del cluster 1 y 2 son
similares en todos los aspectos a las referencias. Los cluster 3 y 4 cubren la misma zona que las
referencias de podofilotoxina y colchicina, además de ser similares entre sus elementos.
Distancia Promedio Seleccionando los Observadores Br, Cl, HD, F, I, C (Average-each)
Se seleccionaron los átomos al azar y dado que no todos los representantes contienen los mismos
tipos de átomos, se esperaría que agrupara de manera mezclada a los representantes. En total se
pueden apreciar diez clusters de tamaño similar, además de distribuir a las referencias en cuatro
zonas distintas. En cuanto a los representantes, se observan zonas muy pequeñas en la parte izquierda
del dendrograma donde se puede apreciar el color verde (figura 10.14). Por tal motivo, se analizaron
tres clusters de la izquierda del dendrograma. La figura 10.14 muestra una zona en amarillo sobre
el rojo, esto indica que del cluster marcado en rojo se seleccionó una rama. Los representantes del
cluster en amarillo son similares entre ellos mas no a las referencias. Finalmente, también es visible
que no están sobre las referencias y, en términos generales, el cluster en amarillo es parecido al
cluster 2 de la figura 10.11 y figura 10.19, incluso sus rangos de energía de unión son similares, el
cluster amarillo va de -5.12 a -7.69 y tanto el de la figura 10.11 como el de la figura 10.19 es de -
5.24 a -7.69. Esto indica que la agrupación se debió a que la mayoría de los representantes contenían
alguno de los átomos seleccionados.
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Figura 10.14: Cluster seleccionado en rojo muestra en su centro una mayor concentración de re-
presentantes con buena afinidad a la diana. Al superponer las referencias podemos observar que los
representantes están hacia un lado de las referencias.
La segunda zona contiene menos representantes con color verde que el anterior, no obstante,
en esta zona están la mayoría de las referencias. Una rama pequeña de representantes sobresale de
las demás en el tono del color verde por ser más claro, además, en esa rama están las referencias,
por tanto, nos centraremos directamente en analizar dicha rama. En la figura 10.15, en la parte
inferior derecha se muestra una ampliación del cluster en color rojo; por otro lado, también podemos
observar la rama donde se concentra la mayoría de las referencias del dendrograma. Gracias a la
visualización de las referencias en el dendrograma es posible centrar el análisis sobre esa rama. En
este caso en particular donde la cantidad de representantes con energía de unión favorable es muy
reducida, las referencias resaltadas en el dendrograma anima a explorar dicho cluster. Así, al realizar
la exploración de la rama que contiene las referencias pudimos observar que la podofilotoxina y
colchicina están presentes y que son similares a sus referencias.
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Finalmente la tercera zona contiene menos representantes con energía de unión favorable (figura
10.16). Solamente dos ramas contienen suficiente cantidad de representantes de color verde como
para explorarlos. El rango de energía de unión va de -4.77 a -7.72. El cluster 1 es la rama de la
derecha en la figura 10.16, el color verde es más claro y los representantes son de la colchicina y
podofilotoxina, sin embargo, al superponer las referencias observamos que no son similares en la
orientación. En el cluster 2 los representantes son similares entre ellos y no a las referencias, pero
aun así, están dentro de la zona de las referencias.
Figura 10.15: Resaltar a las referencias en el dendrograma ayuda a localizar aquellos representantes
que son similares o que sugieren similaridad con ellas. El cluster 1 es similar a sus referencias al
igual que el cluster 2.
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Figura 10.16: Los representantes son escasos en la zona. El cluster 1 es similar a las referencias en
la forma geométrica pero están orientadas de forma diferente. En el cluster 2 sus representantes son
similares, pero no a las referencias; no obstante, cubren la zona de las referencias.
Distancia Promedio con Grupo de Observadores (Average-groups)
De partida se puede observar que el método ha agrupado en un cluster a todas las referencias
y los representantes que rodean a las referencias indican una energía de unión pobre en el rango
de -4.83 a -7.02 (figura 10.17). Por lo tanto, nos enfocamos en tres zonas donde sobresale el color
verde. El análisis lo realizamos de izquierda a derecha. En la figura 10.17, la consideramos la primer
zona por ser la de mayor tamaño, en donde sobresalen cuatro clusters, y, dado que las referencias no
forman parte de ese cluster, al superponerlas observamos que cubren la zona perfectamente; por otro
lado, al visualizar individualmente cada cluster, observamos que la agrupación de cada uno está bien
agrupada, en otras palabras, hay similaridad en los representantes. El rango de valores de la zona es
de -5.45 a -7.79.
La segunda zona se divide en tres clusters (figura 10.18). El primer cluster no cubre bien el
sitio de las referencias, lo que también se observa para el segundo y tercer cluster. En términos
generales, los representantes están en el rango medio bajo de energía favorable, los valores van de
-4.77 a -7.46. Finalmente, en la última zona (figura 10.19), todos sus representantes son similares,
sin embargo, al superponer las referencias, los representantes están en otro sitio diferente. A pesar
de ello, los representantes están en un rango de nivel medio y su rango es de -5.24 a -7.69. Hacia
el extremo izquierdo, se encuentra un pequeño grupo de color verde, es evidente que contiene a los
representantes con mayor similitud a las referencias, lo que comprobamos al superponerlas: están la
colchicina, podofilotoxina y otra que no cuenta con referencia, aunque, está dentro del sitio de las
referencias, lo que indica que posiblemente sea una respuesta correcta también.
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Figura 10.17: Las referencias han sido agrupadas en una rama y los representantes en ambos lados
son pobres en afinidad a la diana. Esta es la mayor zona de representantes agrupados con color
verde. Cuatro clusters son visibles en la zona. En cada cluster sus elementos son similares y la zona
presenta una afinidad razonablemente buena con la diana.
Figura 10.18: Tres clusters contiene la segunda zona con mayor cantidad de representantes con color
verde. Todos los representantes cubren la zona de las referencias.
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Figura 10.19: La última zona es pequeña en comparación con las otras zonas. Los representantes son
similares entre ellos, pero cubren otra zona de las referencias. Este cluster es muy similar al de las
figuras 10.11 (cluster 2) y figura 10.14.
Distancia Máxima con Todos los Observadores (Complete-all)
Aplicando la distancia máxima se observan 5 clusters, de los cuales solamente dos zonas con-
tienen una cantidad suficiente de representantes con color verde. La primera zona se divide en tres
clusters (figura 10.20) y el rango de energía de unión de la zona es de -4.98 a -8.93. Por otro lado,
se trata de la zona que contiene la mayor cantidad de referencias, así como una pequeña zona de
representantes para los que el color verde es claro; esto indica que contendrá una de las respues-
tas correctas, en otras palabras, que los representantes sean similares a sus referencias. En la figura
10.20, para el cluster 1 los representantes son similares a sus referencias, lo que explicaría el rango
maximo, además, los representantes están en la misma rama. En el cluster 2 observamos que los
representantes no son similares a las referencias pero si entre ellos, y lo mismo sucede con el cluster
3. La segunda zona (figura 10.21) es pequeña y no contiene referencias: al superponer las referencias
observamos que los representantes cubren una zona diferente; sin embargo, hay similitud entre los
elementos del cluster, así como con los clusters de la figura 10.19. El rango de energía de unión es
de -5.12 a -7.69.
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Figura 10.20: Por la escasa zona de color verde, el análisis se dividió en dos zonas. La zona uno se
presenta aquí. Los elementos de una de las ramas sugieren similitud con las referencias, lo cual se
corrobora con el cluster 1.
Figura 10.21: Esta pequeña zona de representantes con color verde está a un lado de las referencias,
sin embargo, su rango de energía de unión es medio alto en afinidad a la diana, además de ser
parecido al cluster de la figura 10.19.
10.2. ANÁLISIS GENERAL DEL AGRUPAMIENTO DE REPRESENTANTES 133
Distancia Máxima Seleccionando los Observadores Br, Cl, HD, F, I, C (Complete-each)
Cuatro zonas resaltan debido a las referencias, al bajar la barra para cortar estas zonas, se obtie-
nen cinco clusters –de izquierda a derecha-, de entre los cuales el tercero contiene la mayor cantidad
de representantes con energía favorable (figura 10.22), y en el primero se observa una pequeña parte
en color verde (figura 10.23), mientras los demás están muy mezclados en color. Aquí se presenta
la misma situación que en el caso de distancia promedio seleccionando los mismos observadores
(average-each), por lo que el análisis se basó en las zonas de color verde del cluster 3. Comenzando
con la primera zona de verde (cluster 3). El rango de los representantes es de -4.71 a -7.79. Los
clusters en su mayoría están sobre las referencias (figura 10.22), al centramos en el cluster 1, com-
probamos que es muy similar a las referencias, aunque los representantes están orientados de manera
diferente. En la segunda zona (figura 10.23) observamos que hay similitud entre los representantes,
sus rangos son de -5.4 a -7.69; sin embargo, al superponer las referencias en el cluster 1, observamos
que el sitio donde se encuentran es diferente al de las referencias. Por otro lado, el cluster 2 es el que
contiene a los representantes que son similares a las referencias, pero se esperaría que los valores del
rango fueran los más cercanos al máximo valor de la escala, lo cual indica que probablemente son
una variación de las referencias.
Figura 10.22: Seis clusters se encontraron en la primera zona (cluster 3), la cual concentra el mayor
número de representantes con color verde. Se esperaría que el cluster 1 fuera similar a las referencias,
sin embargo, la orientación es diferente. Los demás clusters son similares entre ellos y cubren bien
la zona de las referencias.
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Figura 10.23: La segunda zona (cluster 1) muestra solamente dos clusters. El cluster 2 contiene a la
mayoría de las referencias y al superponerlas se observa que son similares, pero, según el código de
colores de la izquierda, su energía de unión no es el valor máximo, lo que sugiere que son variaciones
de las referencias.
Distancia Máxima con Grupo de Observadores (Complete-groups)
Se generó una gran cantidad de clusters, por lo que fue imposible definir un corte, pues al final
había demasiados clusters unitarios, y, al igual que en el método de distancia promedio,el resultado
fue una concentración de todas las referencias en un cluster rodeado de representantes de energía
media. Sobresalen dos zonas con mayor número de representantes con color verde. El rango de la
primera zona va desde -4.71 a -7.79. En la primera zona se forman tres clusters y estos cubren dos
porciones diferentes, en otras palabras, las orientaciones están en sentidos opuestos (figura 10.24).
El primer y segundo clusters son muy similares en orientación y el tercero está orientado hacia otro
lado. En la otra zona (figura 10.25), los representantes son similares entre ellos y no hay necesidad
de fragmentar la zona, el rango es de -5.24 a -7.69. Finalmente un cluster pequeño (figura 10.26)
sobre sale por el color verde, en este clusters están los representantes similares a las referencias.
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Figura 10.24: El método genera muchos clusters. Las zonas con representantes de color verde están
muy fragmentadas. Esta zona contiene tres clusters dos de ellos son muy parecidos y, debido al
algoritmo, la distancia de separación de las ramas del cluster 1 y 2 es tan pequeña, que prácticamente
parecen unidos. Por otra parte, el cluster 3 contiene otros representantes que cubren la zona de las
referencias.
Figura 10.25: La segunda zona es similar a la de la figura 10.23.
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Figura 10.26: Esta pequeña zona que resalta por su color verde claro son las respuestas correctas, en
otras palabras, son similares a sus referencias.
Distancia Mínima con Todos los Observadores (Single-all)
Se observan ocho clusters (figura 10.27), dos que concentran una gran cantidad de representantes
y un cluster que contiene solamente referencias. El sexto cluster de izquierda a derecha contiene el
mayor número de representantes con color verde, e incluye algunas referencias. Una pequeña zona,
que en la figura 10.27 es el cluster 1, contiene a los representantes del máximo valor de energía de
unión de acuerdo con el código de colores de la izquierda. Hasta el momento es el peor método
para agrupar a los representantes, ya que la mayoría de los representantes de energía favorable están
mezclados y no hay zonas en donde centrar el análisis, salvo ésta.
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Figura 10.27: El método agrupó en diversas zonas muy pequeñas a los representantes de energía
favorable. La zona muestra la mayor concentración de representantes con color verde. En la zona se
encuentran los representantes que son similares a las referencias y están en el cluster 1. El resto de
clusters están bien agrupados y están en la zona de las referencias.
Distancia Mínima Seleccionando los Observadores Br, Cl, HD, F, I, C (Single-each)
La concentración de representantes con color verde se distribuye en tres zonas. La figura 10.28
muestra los dos clusters en que se divide la zona, los rangos. Tanto en el cluster 1 como en el 2,
los representantes están a un lado de las referencias, las cuales están agrupadas en su mayoría en el
extremo izquierdo; sin embargo, en ambos lados los representantes en su vecindad son de energía
media. Por tanto, al superponerlas con los representantes de los clusters 1 y 2, se ve claramente
que no forman parte de la zona de las referencias, aunque, eso sí, los elementos del cluster son
similares. En el caso de la segunda zona (figura 10.29), la cual es pequeña en comparación con las
otras dos zonas, podemos decir que debido a que el método tiende a agrupar aquellos elementos
que estén más próximos en términos de distancia, se ha agrupado a esa cantidad de representantes.
Finalmente, la última zona (figura 10.30) es la que contiene a las respuestas correctas, donde se
agrupó a otros representantes que están sobre la zona de las referencias. Este método encontró una
mejor agrupación que el anterior, o, en otras palabras, resolvió de mejor manera el agrupamiento de
representantes por tipo de átomo.
138 10. RESULTADOS
Figura 10.28: La zona está situada cerca de las referencias, pero al superponerlas los representantes
no forman parte de la zona de las referencias, aunque entre los elementos sí exista similaridad.
Figura 10.29: En otra de las zonas, la más pequeña, encontramos que sus elementos son similares,
pero no forman parte de la zona de las referencias.
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Figura 10.30: Esta zona es relativamente grande. En ella se encuentran los representantes que son
similares a sus referencias, como es el caso del cluster 1. Por otro lado, los representantes de los
otros clusters están en la zona de las referencias, aunque sin ser similares a ellas.
Distancia Mínima con Grupos de Observadores (Single-groups)
El análisis de todos los casos en que se aplicó el uso de observadores por grupo de átomos nos
dice dos cosas: a) que ninguna de las referencias contiene átomos que pertenezcan a alguno de los
grupos utilizados como observadores, lo cual es improbable, ya que debe contener por lo menos un
átomo de alguno de los grupos para ser viable como fármaco; b) que el número de observadores
de tipo de átomo es muy pequeño y/o está muy disperso en el espacio, lo que no logra aportar un
peso adecuado en la comparación de representantes. En otras palabras, supongamos que hay un
total de 20 observadores del tipo de átomo de flúor (F) y 500 observadores del tipo de átomo de
carbono (C). Resulta evidente que los observadores de carbono tendrían más peso que los de flúor
en la comparación de representantes. Así, el algoritmo realizaría realmente la agrupación en base a
átomos de carbono. Supongamos ahora que hay el mismo número de átomos para los dos tipos, pero
el flúor se encuentra disperso en el espacio, y para el caso del carbono hay zonas con suficientes
puntos, pero que, al igual que los puntos del flúor están dispersos en el espacio. Pues bien, en esta
situación sucedería lo mismo que en el ejemplo anterior, tendrían más peso los observadores de
carbono, porque al estar muy dispersos los observadores del flúor se obtendrían solamente algunas
observaciones significativas en comparación con las de los grupos de observadores del carbono.
Por lo tanto, podemos afirmar que la agrupación de las referencias en un sólo cluster tiene como
explicación que los observadores del grupo donde se encuentra el carbono y el grupo del electrón
tuvieron más peso que el resto de grupos de observadores.
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En el dendrograma observamos tres zonas donde se concentra la mayor cantidad de color verde.
En la figura 10.31 podemos observar que el resultado es similar al cluster de la figura 10.25, el rango
de valores de los representantes es de -5.55 a -7.69 -incluso los rangos de valores son parecidos-.
Los representantes son similares, no están sobre la zona de las referencias, sino a un lado de ellas.
La figura 10.32 muestra la segunda zona, la cual es similar a la de la figura 10.29, el rango de valores
de energía de unión es de -4.77 a -7.46, al lado de esta zona hay otra pequeña, en la cual están
los representantes que son similares a sus referencias (colchicina y podofilotoxina). Finalmente,
en la última zona (figura 10.33), encontramos dos clusters, los cuales están sobre la zona de las
referencias; sin embargo, están mezcladas con representantes de energía media.
Figura 10.31: Todas las referencias han sido agrupadas en un sólo cluster. Los representantes son
similares entre ellos mas no a la referencia, por otro lado, la figura es parecida a la de la figura 10.25.
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Figura 10.32: El cluster es parecido al de la figura 10.29.
Figura 10.33: Se puede apreciar que hay una mezcla de representantes con energía de unión media.
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10.2.2. Análisis del Clustering de Representantes por Filtrado de RMSD
Probamos las mismas opciones que en el caso anterior, pero debido a la gran cantidad de repre-
sentantes, el color verde se mezcla aún más, por lo tanto aplicamos la misma forma de análisis que
en los casos anteriores; nos centramos en visualizar las zonas donde se concentra la mayor cantidad
de color verde. Llegados a este punto, hay que hacer una aclaración, en este caso han entrado una
gran cantidad de representantes con energía de unión poco favorable, por lo que los rangos mínimos
serán menores que en el caso anterior. Esto a priori podría parecer que tendría gran repercusión, sin
embargo, dado que la mayoría de representantes no tiene una referencia asociada, necesitaríamos la
mayor cantidad de información posible para determinar si el resultado del docking fue satisfactorio
o no. En otras palabras, en términos de facilitar el análisis de docking, el químico preferiría analizar
una menor cantidad de representantes si tuviera un punto de comparación como las referencias, pero
en el caso de no tenerlas, se dificulta determinar si el docking fue satisfactorio o no. Por tal motivo,
es razonable pensar que el químico preferiría tener la mayor cantidad de información posible, sin
que llegue a ser abrumadora, o lo que es lo mismo, sería deseable disponer de un mayor número de
conformaciones entre las que seleccionar una de acuerdo a su experiencia.
Distancia Promedio con Todos los Observadores
Al aplicar la distancia promedio utilizando todos los observadores se obtuvieron dieciocho clus-
ters, siete de ellos muy grandes. Las referencias se distribuyeron en 7 sitios a lo largo del dendro-
grama, predominando el color rojo oscuro, con muy pocas zonas de color verde, debido a la gran
cantidad de representantes. Se lograró detectar tres zonas. La zona 1, contiene cuatro clusters y una
referencia, por lo que el análisis se centró en los representantes que estuvieran cerca de la referencia.
El cluster 1 es similar a la referencia pero orientado hacia otro lado. Los otros cluters son similares
entre ellos y, aunque están sobre la zona de la referencia, no son similares a ella. La zona 2 (figura
10.34) es similar a la de la figura 10.28.
La tercera zona está en el noveno cluster del dendrograma (figura 10.35), empezando por la
izquierda, que es, además, el cluster que contiene más referencias (figura 10.35). El cluster 1 de la
tercera zona es el que contiene a los representantes que son similares a su referencia, que en este caso
es la colchicina. Las otras dos opciones de observadores (selección de átomos y grupo de átomos)
presentaron los siguientes resultados: al seleccionar los mismos átomos que en el caso anterior,
encontramos que los representantes fueron agrupados de acuerdo a su similitud, sin embargo, las
zonas de color verde son demasiado pequeñas y la mayoría de los representantes con energía media
y baja se mezclaron con los de buena energía. En otras palabras, hay un exceso de representantes
que tienen una energía poco favorable y que son similares a otros de su mismo experimento de
docking, pero probablemente tenían un pequeño giro o estaban alejados un poco más del umbral y
el RMSD no pudo distinguir que forman parte del mismo grupo. El hecho de que no todos tienen
los mismos átomos influyó al realizar la comparación. Finalmente, al aplicar el método de grupos de
átomos, nos topamos con la misma situación que en los otros casos: las referencias estaban situadas
en un mismo cluster y las zonas de color verde eran muy ambiguas, lo que dificultaba el análisis.
Por tanto, podemos afirmar que el emplear a todos los observadores aplicando la distancia promedio
logra agrupar satisfactoriamente a los representantes de mejor energía de unión con la diana.
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Figura 10.34: La visualización muestra dieciocho clusters -etiquetas a la izquierda del dendrograma-
al bajar la barra en el dendrograma al intentar obtener clusters de similar tamaño. Las zonas con color
verde son muy escasas, lo cual dificulta el análisis. Los representantes agrupados son parecidos al
cluster de la figura 10.28.
Figura 10.35: Empezando por la izquierda, el noveno cluster es el que contiene más referencias
agrupadas, sin embargo, la zona de color verde es escasa. Por otro lado, el cluster 1 es similar a su
referencia, los otros clusters son similares solamente entre ellos.
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Distancia Máxima con Todos los Observadores
Se esperaba que el empleo de este método diera mejores resultados que el anterior, ya que los
representantes son demasiados y cubren diversas zonas de la diana. Sin embargo, el resultado arrojó
pocas zonas con representantes de color verde empleando las tres opciones. Aun así, las tres opciones
sí agruparon bien a los representantes. La opción de emplear a todos los observadores distribuyó a
las referencias en los dos extremos (figura 10.36) y en ese sitio agrupó a unos representantes con
energía favorable, sin embargo, al superponer sus referencias, se desveló que estaban orientadas en
sentido contrario. La opción de selección de átomos (figura 10.37) agrupó a las referencias hacia la
derecha. Una pequeña zona a la derecha del dendrograma -específicamente el cluster seleccionado
en rojo en la figura- contiene dos clusters con energía de unión favorable. Al superponer tanto los
representantes como las referencias, notamos que hay similaridad entre los representantes y que
estos ocupan la zona de las referencias; no obstante, no son similares a ellas. Por último, quien peor
agrupó a los representantes fue la opción de grupos de átomos, situación recurrente a lo largo de
todo el análisis.
Figura 10.36: Se dividió el dendrograma en treinta clusters con la opción de todos los observadores.
Una pequeña zona que contiene referencias resalta sobre las demás. Los clusters 1 y 2 de dicha zona
están sobre las referencias. En particular, el cluster 1 es similar a su referencia, aunque presenta una
orientación de los representantes diferente.
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Figura 10.37: Resultado de la opción de selección de átomos. Se muestran veintiséis clusters de
tamaño similar. El color verde está demasiado mezclado, Una pequeña zona ampliada en la parte de
abajo muestra el resultado de la agrupación por el método. Los representantes son similares pero no
hay referencias en el cluster. Al superponer las referencias, se muestran a los representantes en la
misma zona que éstas.
Distancia Mínima con Todos los Observadores y Selección de Observadores
La opción del método de distancia mínima con las opciones de todos los observadores y la
selección de observadores, dio resultados similares, hay varias concentraciones de representantes
con color verde en ambos resultados. Aplicando todos los observadores, resaltan dos zonas donde
hay representantes. Al visualizarlos encontramos que los representantes son similares entre ellos,
pero las referencias son distintas (figuras 10.38 y 10.39), al superponer las referencias notamos que
los representantes cubren el espacio de las referencias en ambas zonas de representantes. En el caso
de la selección de observadores (figura 10.40), una zona resalta sobre las demás, pues el color verde
es más claro que en el resto del dendrograma, además de estar entre dos ramas que tienen referencias.
Al superponer los representantes y las referencias, observamos que los representantes son similares
entre ellos pero no a las referencias. Una vez más, este resultado es prácticamente lo mismo que
sucede en los casos anteriores en que se aplica la misma opción.
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Figura 10.38: La zona seleccionada contiene una referencia. Se observa en la superposición que los
representantes son similares entre ellos, y, aún cubriendo la zona de las referencias, no son similares
a ellas.
Figura 10.39: Los representantes están entre dos referencias, la zona de representantes con energía
de unión favorable es pequeña en comparación con el resto de representantes donde la mayoría está
en un rango medio bajo.
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Figura 10.40: La zona resalta por el color verde que indica que hay representantes con energía de
unión favorable. Los clusters muestran que están en el sitio de las referencias y son similares entre
ellos.
En conclusión al análisis de resultados del filtrado de representantes por el método jerárquico
de distancia máxima: podemos afirmar que aplicando el método de distancia promedio la opción de
todos los observadores agrupó mejor a los representantes con energía de unión más favorable y a las
referencias, otra opción teniendo en cuenta que las comparación las realizaría en relación a la exis-
tencia de los átomos en los representantes esta la selección de átomos. En todo caso aplicar este tipo
de selección se adecuaría para cuando no se tengan referencias de los representantes y se conozcan
los tipos de átomos que más relevancia tienen para la afinidad con la diana. Por otra parte, el mé-
todo de distancia máxima obtuvo mejores resultados al aplicar la opción de grupos en comparación
a emplear todos los observadores. Las zonas de color verde son continuas con esta opción que en
la otra, donde es clara la fragmentación de los representantes, aun cuando las referencias han sido
agrupadas en un sólo cluster, esto quiere decir que la mayoría de los representantes no son del tipo
de las referencias y que tuvieron mayor peso los grupos de átomos al momento de la comparación y
sobre todo a que los representantes están muy dispersos en el espacio. Finalmente el método de dis-
tancia mínima, se debaten la mejor agrupación la opción de todos los observadores y los de tipo de
átomo. Sin embargo, la opción de todos los observadores es quien fragmenta menos al color verde.
Y de todos los métodos el que mejor agrupó a los representantes con mejor energía es el método de
distancia máxima empleando los grupos de átomos (figura 10.41), seguido de la distancia promedio
empleado a todos los observadores. Y para el caso de filtrado por RMSD es el de distancia promedio
empleando a todos los observadores.
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Figura 10.41: Comparación de dendrogramas. El primer dendrograma emplea el método de distancia
máxima con grupo de átomos; el segundo, el método de distancia promedio con todos los observa-
dores, al igual que el dendrograma de abajo, pero con distancia mínima.
No obstante, el número de representantes es demasiado en ambos casos, por lo cual para facilitar
el trabajo de análisis se aplicaron tres filtros diferentes para reducir el número de representantes:
RMSD, energía de unión, y, número de clusters. A modo de ilustración del funcionamiento de los
filtrados, empleamos el análisis con mayor cantidad de representantes, esto es, el filtrado por RMSD
y, específicamente el método de distancia promedio con todos los observadores, ya que es el segundo
mejor y porque tiene una mejor distribución de las referencias en el dendrograma. Para cada tipo de
representantes se calculó el RMSD a 4.0Å, en otras palabras, se reagruparon los representantes que
estuvieran a una distancia menor o igual a 4.0Åy, posteriormente, se extraería un representante de
nuevo; al aplicar este tipo de filtrado se reduce de 6926 representantes iniciales a 453. Para este
filtrado se toman en cuenta todos los tipos de representantes. En cambio, el filtrado por energía de
unión está basado en un rango; una vez establecido el rango, solamente aquellos representantes que
estén dentro del rango permanecen y el resto es ignorado, esto significa que algunos representantes
no estarán en el análisis. En este caso, hemos definido el rango entre -6.57 a -9.0, reduciendo de esta
manera a 629 representantes. Por último, hemos filtrado los primeros dos mejores representantes de
cada tipo, obteniendo así un total de 353.
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10.3. Filtrado de Representantes por Distancia de 4.0 por RMSD
La escala de energía de unión ha cambiado ligeramente después del filtrado, primeramente iba
de -2.27 a -9.0 y ahora es de -2.92 a -9.0. La distribución de las referencias también ha cambiado, los
representantes con color rojo han sido filtrados en su mayoría y ahora resaltan más representantes
en verde. La figura 10.42, muestra las zonas que se seleccionaron por contener una mayor cantidad
de representantes en color verde. Los clusters 4 y 5 de la figura 10.42 muestran a los representantes
en sitios diferentes al de las referencias, al igual que en la figura 10.34, el cluster 5, está en la zona
verde del dendrograma indicando que la orientación es afín a la diana, sin embargo, la superposición
de las referencias indica otra cosa. En el caso del cluster 4 los representantes no son muy similares
y tampoco están cerca o sobre las referencias, sin embargo, son representantes con color verde; esto
puede tener dos significados: 1) Los ficheros map consideran esa zona con más afinidad que el sitio
de la colchicina y podofilotoxina o 2) Es un error en el cálculo de interacción y esto demanda un
refinado de los ficheros map, con el fin de corregir dicho fallo. Para los otros casos, podemos decir
lo siguiente: los clusters 2 y 3 están cerca de las referencias en el dendrograma y predomina el color
verde, lo cual indica que deben ser similares o que están en el mismo sitio que ellas. La superposición
de las referencias mostró que el cluster 3 está en el sitio de las referencias, y, además, es similar a
los clusters 2, 3 y 4 de la figura 10.35. El cluster 2 tiene mayor similitud con las referencias en su
orientación a diferencia del cluster 1, que pasa por detrás de las referencias. En conclusión: el filtrado
nos ayudó a encontrar de forma más sencilla a los representantes con mejor energía de unión a la
diana; por otro lado, pudimos detectar posibles zonas de los map a mejorar o explotar en beneficio
del ensayo de docking.
Figura 10.42: El filtrado mejora el análisis, pues muestra en mayor detalle las zonas donde se en-
cuentran los representantes con mayor afinidad a la diana. Incluso, también se logró detectar confor-
maciones que posiblemente puedan modificarse, aumentando o eliminando las zonas por medio de
JADOPPT.
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10.3.1. Filtrado de Representantes por Rango de Energía de Unión.
El filtrado arrojó prácticamente todo el dendrograma con representantes en el rango inferior, pe-
ro consideremos que el rango inicial era de -2.27 a -9.0, esto indicaba que podíamos prescindir de
aquellas conformaciones que no aportaran valor alguno al análisis de los resultados de docking. Por
tal motivo, se elevó el rango hasta -6.57 y eso redujo los 6926 representantes de partida a 629 con
energía de unión mayor a -6.5, en otras palabras, sólo el 9.08% de los representantes son significati-
vos en el ensayo del docking. Finalmente, la figura 10.43 muestra sólo dos pequeñas zonas (cluster
1 y 4) con representantes mayores a -6.5 de energía de unión. El cluster 1 es similar a su referencia,
al igual que el cluster 2, sin embargo, el cluster 4 no es similar en orientación a su referencia. Por
otro lado, los rangos de los clusters 1 y 4 son muy cercanos, con una diferencia mínima: cluster 1
-8.93 a -9.0 y cluster 4, -8.5. Es evidente que el ensayo de docking contiene un error en sus ficheros
map, lo que supone una oportunidad para JADOPPT para refinar los ficheros. Los clusters 2, 3 y
5 se tomaron en cuenta por pertenecer a la misma rama que las referencias y al superponerlas se
evidenció que, salvo el cluster 2, que es similar en todo a su referencia, los otros están sobre el sitio
correcto y son similares entre ellos. En conclusión, esperábamos una mayor cantidad de color verde,
pero el filtrado mostró que la mayoría de los representantes podría estar en el rango de -6.57 a -7.7.
Esto quiere decir que posiblemente los representantes similares a las referencias son más afines a la
diana que los otros. Por otro lado, también podrían modificarse los ficheros maps para mejorar los
resultados de docking.
Figura 10.43: El filtrado sugiere que el rango de energía de unión de los representantes es de -6.57 a
-7.7.
10.3.2. Filtrado de Representantes por los Primeros Dos Mejores de Cada
Tipo.
Cuando se tiene una gran cantidad de resultados de docking, la estrategia a seguir es considerar
solamente aquella conformación que obtenga la mejor energía de unión y a partir de allí, reducir el
número de conformaciones a uno manejable. Sin embargo, esto no garantiza que las conformaciones
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sean las esperadas, en otras palabras, que la conformación de mejor energía de unión sea similar a
la pose de la referencia como hemos visto en los filtrados anteriores. En cambio, si partiésemos del
análisis previo de todos los resultados de docking, podemos filtrar con garantías de seleccionar a los
mejores, puesto que ya conocemos, a modo grueso, dónde están los representantes que tienen mayor
similitud con las referencias –nos guiamos por los colores de las referencias en el dendrograma-.
Por otro lado, la barra de colores nos guía para saber el punto de corte de los representantes, pues
a mayor cercanía del color verde, mejor energía de unión existe. Esta última es la razón por la
que, en este caso, hemos seleccionado las dos mejores puntuaciones. No obstante, podría ocurrir
que no se encontrasen todas las conformaciones similares a las referencias. La figura 10.44 tiene
pocos representantes en color verde, solamente los clusters 1 y 3 contienen representantes con buena
energía de unión. Podemos comparar los resultados de este último filtrado con los otros filtrados, por
ejemplo, el cluster 2 se corresponde con el cluster 5 de la figura 10.43, así como el cluster 3 con el
cluster 4, y el cluster 4 también con el cluster 4 de la figura 10.42. Resaltan las referencias que se
concentraron en el extremo izquierdo, indicando que posiblemente son los representantes similares a
ellas, y lo corroboramos en la figura 10.44. Por otro lado, la figura 10.44 nos muestra que la mayoría
de los representantes están en un posible rango de -7.7 a -9.0, de acuerdo a la escala de colores de
la izquierda. No hay duda en el cluster 1, que son los representantes que exhiben el máximo valor
de la escal. Sin embargo, el cluster 3, que también indica un valor máximo, cuando se visualiza,
nos encontramos que los representantes no son similares en orientación a su referencia. Finalmente,
en el caso del cluster 2, a pesar de que tiene una energía de unión medio baja, los representantes sí
están en el sitio de las referencias, lo cual indica que posiblemente para sus referencias sea el sitio
correcto.
Figura 10.44: Filtrado por los primeros dos mejores representantes en relación a su energía de unión.
En conclusión, de los tres filtrados podemos decir que el filtrado por distancia RMSD podría
servir para reducir el número de representantes para continuar explorando y analizando los resultados
del docking, esto es, aunque nos permitiría ver detalles concretos lo hace de forma muy general. Por
el contrario, el filtrado por energía determina qué representantes son más afines a la diana de acuerdo
a la escala de colores. El inconveniente es que se pierden conformaciones que probablemente son
similares a sus referencias –si las hay- pero que han sido evaluadas como poco favorables por el
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programa de docking. Por último, el filtrado que selecciona sólo aquellos mejores resultados del
docking podría ser empleado para un filtrado cuando se tengan enormes cantidades de representantes,
pero tomando en cuenta la pérdida de información que podría o no ser útil en un futuro.
10.4. Resultados del Análisis de Visualización para la Proteasa
VIH-1
Para contrastar la efectividad del método de agrupación de moléculas distintas se probó con otro
conjunto de moléculas, mapas, referencias y proteína. En concreto, se trata de la proteasa del VIH-1,
con un total de 1200 conformaciones (60 ficheros dlg con 20 poses por molécula), nueve ficheros
tipo map y tres moléculas de referencia: A-98881, DMP323 y Atazanavir. El método de agrupación
empleado para la selección de representantes de los ficheros dlg fue el jerárquico a fin de mostrar los
dos métodos con los que cuenta JADOPPT.
La figura 10.45a muestra que se encontraron tres clusters empleando el método de distancia
máxima (complete-linkage), sin embargo, la representación no favorece un análisis claro, debido al
tamaño de las moléculas. Se puede apreciar un cluster en color verde, otro en color rosa y uno más
en color marrón claro; los clusters verde y rosa aparecen claramente separados, como se muestra en
la figura 10.45b. En consecuencia, todo el análisis se centrará en el cluster 3.
Figura 10.45: Conjunto de representantes. a) Debido al tamaño grande de las moléculas no son tan
evidentes los clusters formados, sin embargo, el conjunto de datos está dividido en tres clusters. b)
El Cluster 1 y el Cluster 2, pese a su gran tamaño, aparecen separados.
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Debido a la naturaleza de los datos, los representantes se encuentran en una misma zona -zona
de interacción con la diana- muy reducida, sin embargo, hay diferencia en el tamaño y forma de
algunos representantes. La figura 10.46 muestra el cluster 3 -en la parte superior izquierda-, una
sub-rama del cluster seleccionada en amarillo y su correspondiente representación individualizada
abajo a la izquierda. Se puede apreciar que muchos de los representantes cubren la mayor parte
de las referencias, por lo que se puede suponer que son similares. Hay que resaltar que todos los
representantes de esa rama tienen valores de interacción favorable, al igual que la mayor parte del
cluster 3; este aspecto no debe ser decisivo en la toma de decisiones, por lo que se debe centrar en
la similitud de los representantes.
La mayoría de las referencias tienen forma de H tridimensional, por lo que se dificulta aún
más poder encontrar similitud entre los representantes. Sin embargo, al explorar las sub-ramas del
cluster 3, se van encontrando representantes más pequeños que cubren ciertas partes de la H (ver
figura 10.47). La mayor parte del cluster 3 contiene representantes que cubren todas las partes de
las referencias, sin embargo, las ramas que están más próximas a las referencias en el dendrograma
empiezan a mostrar las estructuras que comparten similaridad con ellas, como se muestra en las
figuras 10.48 y 10.49.
Figura 10.46: Cluster 3 en la parte superior izquierda. Dendrograma en la derecha con el cluster se-
leccionado en rojo y su rama en amarillo, respectivamente. En el dendrograma detallado, se observa
también la ampliación de la rama seleccionada.
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Figura 10.47: Sub-rama del cluster 3. Las estructuras cubren la parte inferior y superior izquierda de
las referencias.
Figura 10.48: Sub-rama del cluster 3 cercana a las referencias. Las estructuras cubren la forma de H
de las referencias.
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Figura 10.49: Sub-rama del cluster 3 contiene las estructuras predichas como similares por el pro-
grama AuPosSOM.
Por último, en la tabla 10.1 se muestra la comparación de los métodos empleados para analizar
los representantes de la proteasa de VIH-1. En la segunda columna se muestran los representantes
encontrados por el programa AuPosSOM; en la tercera columna los encontrados por JADOPPT;
finalmente, en la cuarta columna, se pueden ver los representantes que suponen una nueva aportación
debida a nuestro enfoque. JADOPPT agrupa los mismos representantes que el programa AuPosSOM
como se muestra en la tercera columna (para diferenciarlos, aquellos procedentes de JADOPPT
aparecen en color rosa), y encuentra otros representantes que son similares. Se aprecia claramente
que el aporte que hace a los clusters obtenidos con AuPos-SOM es significativo en la segunda y
tercera columna de la tabla. Por otra parte, esas sub-ramas contienen representantes muy grandes
que son difíciles de agrupar de acuerdo a su similaridad, lo que permite validar la efectividad de
nuestra propuesta.
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Tabla: 10.1: Comparación de clusters entre AuPosSOM y JADOPPT.
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10.5. Resultados de Docking con Ficheros Map Modificados
A continuación se presentan los resultados obtenidos del experimento de docking empleando
ficheros maps creados en JADOPPT. Estos resultados fueron contrastados con otros previos de un
experimento de docking sobre los siguiente ligandos: colchicina, podofilotoxina, HKC, HKE, NDG
y NDK.
El análisis partió considerando que no existía la estructura de la diana, sin embargo, es posible
emplear las coordenadas de otra diana que sea muy similar, por lo tanto partiendo de la información
ya existente, en este caso de los experimentos previos de docking, se llevó a cabo el siguiente diseño
de los ficheros map: A, C, F, NA, O, Br, d, HD, N, SA, Cl, e, I, OA, y S. En otras palabras, se tomaron
las coordenadas del centro del grid, número de puntos, espaciado y otra información necesaria para
realizar el docking –lo más importante es el centro, número de puntos y espaciado-.
Una vez cargada la información de los ficheros map, así como las referencias se procedió a
diseñar las nuevas zonas de interacción (figura 10.50). Se diseñaron para los siguientes ficheros map
las mismas esferas: BR, CL, F, I, NA, OA, S, y SA. Para el resto hubo variación en la colocación
de las esferas, la figura 10.50 visualiza todos los puntos existentes para el experimento de docking.
Los valores máximos y mínimos para todas las esferas es de -1.0, lo cual es un valor artificial pues
generalmente el programa autogrid –programa que genera los ficheros map- no definiría una zona
con los mismos valores, al contrario, estos valores son calculados de acuerdo a la diana y por lo tanto
varían.
Figura 10.50: Todos los puntos generados por JADOPPT de manera artificial para el experimento de
docking con el fin de hacer una búsqueda por farmacóforos.
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En la tabla 10.2 se muestran los resultados obtenidos cuando existe la diana y cuando se carece
de ella. La primera columna es el ligando a ensayar, la segunda es el resultado de Autodock cuando
se tiene la diana, la tercera es en ausencia de ésta y en la cuarta se muestra el resultado anterior, pero
con las zonas diseñadas por los químicos.
En un ensayo en condiciones normales, obtendríamos el resultado de la segunda columna, el ob-
jetivo principal de un ensayo de docking es encontrar la mejor conformación que interaccione con la
diana, esto es, que tenga mayor afinidad con la diana; en otras palabras, que el ligando –en este caso
el fármaco- sea más atractivo químicamente para interactuar que cualquier otra cosa alrededor. Para
determinar la afinidad –su pose en el espacio- podemos utilizar un ligando que de antemano se sabe
que tiene afinidad con la diana, en este caso se cuenta con dos ligandos de referencia, la colchicina
y la podofilotoxina. Por lo tanto, el ensayo de docking se centra en obtener una conformación lo
suficientemente parecida a esos ligandos de referencia, aclarando que los ligandos de referencia no
forman parte del ensayo de docking, sino, como su término indica, se trata únicamente de un punto
de referencia. Sin embargo, lo que sí se puede hacer para obtener los resultados esperados es tomar
a la referencia y crear el grid en base al tamaño de la referencia y realizar varios ensayos de docking
previos hasta obtener una conformación lo más parecida a la pose de la referencia. En otras palabras,
se trata de tomar a la referencia y ensayarla hasta reproducir su pose original, esto implica modificar
varias veces el tamaño y centro del grid. Y, una vez obtenida la pose similar, se toman esos valores
y se ensayan en ese grid los otros ligandos que se deseen probar.
Regresando a la segunda columna, podemos apreciar que para colchicina posicionó en dos zo-
nas distintas las cien conformaciones que por lo general se generan. Esto quiere decir que dado que
autogrid genera valores de acuerdo a unos cálculos de interacción, marca dos zonas como posibles
candidatos de mayor interacción o afinidad con la diana. Sin embargo al contrastar las conformacio-
nes con la referencia podemos observar que una de ellas es la que se asemeja a su pose. El caso de
la podofilotoxina es el contrario, en la que encuentra zonas de interacción, sin embargo, podemos
observar que sólo una zona es la que tiene mayor similitud con ella. En el resto de los ligandos es evi-
dente que la mayoría no comparten la misma zona que cualquiera de las dos referencias, por lo que
sería aconsejable realizar una modificación de los ficheros map, con el fin de refinar los resultados.
Los resultados de la tercera columna deben ser interpretados de la siguiente manera. Partiendo
de información previa de interacción de grupo de átomos y careciendo de la estructura de la diana, el
químico define zonas de interacción. En este caso, se tomó la información necesaria (centro, espacia-
do y número de puntos) para construir un grid artificial, el cual consta de ceros salvo las zonas que
él definió (figura 10.50). Lo cual obliga a Autodock a considerar solamente esas zonas para generar
las conformaciones, y el resultado como podemos ver es bastante satisfactorio para colchicina, po-
dofilotoxina y HKE, dado que la orientación en el espacio es bastante similar a las referencias. Más
aun, en el caso de colchicina y podofilotoxina están reproduciendo casi a la perfección la pose de
sus referencias, lo cual es uno de los principales objetivos de los ensayos de docking. Por otra parte,
se cumple el objetivo de convertir a Autodock en una herramienta de búsqueda por farmacóforos.
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Una vez expuestos los resultados de este trabajo de tesis, en el capítulo siguiente expondremos
las conclusiones a las que hemos llegado.








Tabla: 10.2: Comparación de los experimentos de docking con presencia
y ausencia de la diana. La cuarta columna muestra los resultados del







A continuación presentamos las conclusiones a las que hemos llegado después de realizar este
trabajo de tesis. En la primera sección se abordan las conclusiones a las que llegamos después de
automatizar el proceso de selección de representantes. La segunda sección trata las conclusiones
sobre el clustering de representantes y se exponen las líneas de trabajo futuro sobre el mismo. Final-
mente, en la tercera sección abordaremos las conclusiones a las que hemos llegado sobre el diseño
de farmacóforos en relación a convertir a Autodock en un programa de búsqueda por farmacóforos.
11.1. Automatización y Selección de Resultados de Docking.
La imposibilidad de conocer a priori el número de clusters para un determinado experimento
de docking hace que sea inviable la agrupación de representantes a través de métodos de clustering
tradicionales que necesitan esta información de entrada, como es el caso de k-means. Por otro lado,
un enfoque que presuma un número predeterminado de clusters no alcanza resultados válidos, como
comprobamos en los primeros experimentos realizados en este trabajo. Por tanto, los algoritmos
RMSD y jerárquico, mostraron ser las mejores opciones para automatizar la agrupación y selección
de representantes.
Los ficheros de docking que se emplearon en este trabajo de tesis, la mayoría presentaban una
distribución muy dispersa de las conformaciones, sin mostrar patrones definidos. Por lo que el al-
goritmo jerárquico, con el método de distancia máxima, obtuvo el mejor resultado en el clustering
de los resultados de docking, a diferencia de los otros dos métodos jerárquicos (distancia promedio
y distancia mínima). Por otro lado, el RMSD, es más restrictivo en su método de agrupación, y, por
tanto, al aplicarlo sobre los mismos datos, se obtuvieron una mayor cantidad de representantes. Por
otro lado, esto puede significar que no redujo de manera satisfactoria el número de conformaciones.
No obstante, esto aporta información valiosa al químico sobre posibles zonas en el espacio de los
ficheros map, que podrían rediseñarse con la herramienta. Finalmente, es claro que el algoritmo je-
rárquico, mostró ser eficaz en tiempo, agrupación y reducción de conformaciones que el RMSD. Sin
embargo, ambos algoritmos son eficaces en el filtrado de representantes.
Podemos afirmar que la selección automática de clusters, permite agilizar el proceso de análi-
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sis de resultados de docking. En específico para estos resultados de docking, JADOPPT agrupó y
seleccionó representantes de 168 ficheros dlg con 100 conformaciones en 1 minuto, por medio del
algoritmo jerárquico, comparado con 15 minutos en promedio que tardaría un químico en agrupar un
fichero con 100 conformaciones y después seleccionar un representante de cada cluster, estaríamos
hablando de 42 horas en promedio para realizar la misma tarea.
En conclusión, podemos afirmar que la implementación de distintas herramientas visuales como
el treemp, el dendrograma, la barra que lo corta, la comparación y unión de clusters, el código
de colores de energía de unión en el treemap, así como la integración interactiva del dendrograma y
treemap con el visualizador molecular Jmol, y sobretodo, el enfoque de Analítica Visual, permitieron
la automatización y selección de representantes de cada resultado de docking de la misma forma en
la que la realizaría un experto –en este caso, el químico-, pero en un tiempo mucho más corto.
11.2. Agrupamiento de Representantes
Los resultados obtenidos en esta parte, provienen de la selección de conformaciones en el paso
anterior. Después de probar con diversas formas para comparar estructuras de átomos diferentes,
tales como: seleccionar los primeros veinte átomos de cada molécula, los veinte átomos de mejor
energía de unión, y descriptores moleculares; observamos que la mejor opción era realizar la compa-
ración mediante la comparación de descriptores moleculares –que nosotros llamamos observadores-
. Porqué, nos permitió comprimir la información de la molécula en un valor para compararla con
otras diferentes.
Por otra parte, los observadores son los puntos del grid que emplea Autodock para realizar el
docking, nos permitió ver aquellas conformaciones que prefieren un determinado sitio. Por lo que,
podemos afirmar que esta información es útil al diseño de fármacos, debido a que nos muestra a los
átomos que interactúan con la diana. Así mismo, llegamos a la conclusión de que, dependiendo del
tipo de interacción, esta zona podría removerse o darle más peso en futuros ensayos de docking. Por
lo tanto, podemos concluir que los observadores no sólo tuvieron una aportación como puntos eva-
luadores para comparar estructuras diferentes, sino que además aportan información para el diseño
de nuevos fármacos.
Por otro lado, la visualización de los resultados del clustering en el dendrograma, nos permitió
de forma rápida, ver todo el contexto de la información evaluada. Por otra parte, las referencias nos
ayudaron a realizar un análisis específico en primera instancia; en segunda el bloque de colores de la
parte inferior mostró ser de gran ayuda para el caso de los representantes de RMSD. Por otro lado,
el bloque de colores nos permitió ver que la mayoría de los resultados de docking estaban en un
rango de energía de unión medio a bajo. Sin embargo, también, nos ayudó a desvelar que algunos
representantes con energía de unión favorable no eran similares a su referencia, lo cual indica un
error en los cálculos del docking. Por lo tanto, la suma de cada elemento visual en el dendrograma,
esto es, los códigos de colores, las referencias resaltadas, así como la interacción con el visualizador
molecular de Jmol permitieron darnos una idea general para discriminar conformaciones, y con esto
nos referimos a las conformaciones que no son similares en la orientación a sus referencias o que
no están cerca de ellas. En otras palabras, podemos concluir que las ayudas visuales y la interacción
con visualizador molecular, son imprescindibles en el análisis de grandes cantidades de información,
como lo son los resultados de docking.
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De los tres tipos de filtrado –RMSD, energía de unión y filtrado por los primeros-, concluimos
que, el filtrado de energía de unión, puede ser aplicado como segundo paso después de filtrar por
RMSD. En otras palabras, es filtrar por RMSD, evaluar los resultados y refinar si es necesario,
finalmente filtrar de nuevo por la energía de unión. Por otro lado, también podemos concluir que,
para una reducción rápida en la que no sea prioritario refinar los filtrados, basta con aplicar el filtrado
de los dos primeros representantes de cada resultado de docking.
A la conclusion final que llegamos, es que, las preguntas de investigación y los objetivos han sido
respondidos en relación a la automatización de selección de representantes y el clustering de repre-
sentantes, sin embargo, no todo es idílico, estamos conscientes de las limitaciones de JADOPPT. Y
por consiguiente se desprenden los objetivos del trabajo futuro para esta parte de nuestra propuesta:
• Incorporar la lectura de ficheros mol2 y procesar ficheros de resultados de vina.
• Explorar con otros algoritmos de clustering, por ejemplo, los mapas auto-organizados, redes
neuronales, algoritmos de clasificación, etc.
• Implementar otras visualizaciones que apoyen el análisis de comparación de representantes.
• Diseñar e implementar nuevas visualizaciones, tales como: visualizar la secuencia del receptor,
visualizar puentes de hidrogeno, etc.
• Mejorar la integración con el visualizador molecular Jmol.
11.3. Diseño de farmacóforos
La visualización de los resultados de docking en las dos etapas de análisis, continuamente sobre-
salían posibles zonas a mejorar o eliminar. En los casos de colchicina y podofilotoxina, los resultados
de docking mostraron que el programa Autodock consideró distintas zonas en el espacio como posi-
bles sitios de interacción. Sin embargo, las referencias muestran un único sitio. Después de rediseñar
los maps, y realizar todo el proceso de análisis de resultados de docking, podemos concluir que el
rediseño de los ficheros maps -colocando nubes en ciertas zonas que cubren a las referencias- mejora
los resultados de docking.
Por otra parte, las herramientas visuales, y, sobretodo la interacción entre las distintas visuali-
zaciones aceleraron el proceso de diseño de farmacóforos. Más aun, los resultados mostraron que
con el rediseño los ficheros map es posible convertir el programa Autodock, en un programa para
realizar búsquedas por farmacóforos. Finalmente, podemos concluir que actualmente, no existe una
herramienta visual e interactiva, enfocada en el diseño farmacóforos.
Este trabajo de tesis ha desarrollado una herramienta que aplica la analítica visual llamada JA-
DOPPT para el análisis y generación de conocimiento a partir de resultados de experimentos de
docking. La combinación de los métodos de visualización con los de minería de datos ayuda a los
químicos a analizar de manera rápida y concisa, la gran cantidad de información generada del Virtual
Screening. Más aun, hemos podido demostrar que Autodock puede servir para realizar búsqueda por
farmacóforos, lo cual es un aporte importante de este trabajo ya que Autodock no fue considerado




Afinidad (Affinity). Afinidad es la tendencia de una molécula de asociarse con otra. La afinidad
de un fármaco es la habilidad de unirse con la diana biológica (receptor, enzima, etc.).
Análogo (Analog). Un análogo es un fármaco en el que su estructura está relacionada con otro
fármaco pero que sus propiedades químicas y biológicas pueden ser diferentes.
Diseño de fármacos asistido por ordenador (CADD). Incluye todas las técnicas asistidas por
ordenador para descubrir, desarrollar, diseñar y optimizar bilógicamente a compuestos activos como
un uso posible de fármaco.
Química computacional (Computational chemistry). Utiliza métodos matemáticos para el
cálculo de propiedades moleculares o para la simulación del comportamiento de una molécula.
Congénere (congener). A congener is a substance literally con-(with)generated or synthesized
by essentially the same synthetic chemical reactions and the same procedures. Analogs are substan-
ces that are analogous in some respect to the prototype agent in chemical structure.
De novo design. Es el diseño de compuesto bioactivos por construcción incremental de un mo-
delo de ligando dentro de un sitio activo de un modelo de receptor o enzima, cuya estructura es
conocida a partir datos de rayos-X o resonancia magnética nuclear (NMR).
Estudios de docking (Docking studies). Son estudios de modelado molecular con el objetivo
de encontrar ajuste entre el ligando y la diana.
Fármaco (Drug). Un fármaco es una sustancia que se emplea para el tratamiento, prevención, o
curación de una enfermedad en humanos o animales. Un fármaco, también puede ser utilizado para
hacer un diagnostico medico o para restaurar, corregir o modificar funciones fisiológicas.
Efficacy. Describes the relative intensity with which agonists vary in the response they produce
even when they occupy the same number of receptors and with the same affinity. Efficacy is not
synonymous to Intrinsic activity.
Hydrophilicity. Es la tendencia de una molécula para ser disuelta en agua.
Hydrophobicity. Es la asociación de grupos no-polares o moléculas en un ambiente acuoso que
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surge de la tendencia del agua para excluir a las moléculas no-polares.
Actividad intrínseca (Intrinsic activity). Es la máxima respuesta de estimulación inducida por
un compuesto en relación a un compuesto de referencia.
Descubrimiento de líderes (Lead discovery). Es el proceso de identificar entidades químicas
nuevas, que por medio de modificaciones puede ser transformada en un fármaco de prescripción.
Generación de líderes (Lead generation). El término se aplica a las estrategias desarrolladas
para identificar compuestos que posean una actividad biológica deseada pero aun por optimizar.
Optimización de líderes (Lead optimization). Es la modificación sintética de un compuesto
biológicamente activo, para cumplir con todos los requerimientos stereoelectronic, fisicoquímicos,
farmacocinéticas, y toxicológicos para la utilidad clínica.
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