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Central limit theorems for empirical product
densities of stationary point processes
Lothar Heinrich and Stella Klein∗
Abstract We prove the asymptotic normality of kernel estimators of second- and
higher-order product densities (and of the pair correlation function) for spatially ho-
mogeneous (and isotropic) point processes observed on a sampling window Wn which
is assumed to expand unboundedly in all directions as n → ∞ . We first study the
asymptotic behavior of the covariances of the empirical product densities under minimal
moment and weak dependence assumptions. The proof of the main results is based on
the Brillinger-mixing property of the underlying point process and certain smoothness
conditions on the higher-order reduced cumulant measures. Finally, the obtained limit
theorems allow to construct χ2-goodness-of-fit tests for hypothetical product densities.
Keywords Kernel-type product densities estimators · empirical pair correlation func-
tion · Brillinger-mixing point processes · reduced cumulant measures · large domain
statistics · χ2-goodness-of-fit tests
Mathematics Subject Classification (2000) 60G55 · 62M30 · 60F05 · 62G20
1 Introduction
The second-order statistical analysis of stationary and isotropic spatial point processes is
mainly based on empirical versions of second-order characteristics such as Ripley’s K-function
and the pair correlation function, see e.g. Baddeley et al. [1], Cressie [3], Diggle [6], Illian et al.
[10], and Stoyan et al. [16]. Compared with the pair correlation function, the second-order
product density contains additional information if the stationary point process is anisotropic.
The asymptotic behavior of these estimators has already been studied in, e.g., Jolivet [12],
Heinrich [7], and Heinrich and Liebscher [8]. For Poisson cluster processes Heinrich [7] proves
a central limit theorem (CLT) for the empirical second-order product density. Heinrich and
Liebscher [8] prove almost sure convergence (with rates) of kernel-estimators of the second-
order product density and the pair correlation function for β-mixing point processes. Jolivet
[12] studies the speed of Lp-convergence of empirical product densities of any order, and
∗Lothar Heinrich, Stella Klein : Institut fu¨r Mathematik, Universita¨t Augsburg, 86135 Augsburg, Germany
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1
sketches the proof of their asymptotic normality at any fixed argument for Brillinger-mixing
point processes by deriving sufficiently sharp bounds of the corresponding cumulants of order
k ≥ 3 . However, the assumptions stated in Jolivet [12] are not sufficient to get these bounds
which is first noticed when determining the exact asymptotic order of the variances. In the
present paper we will provide conditions in addition to Brillinger-mixing which are sufficient
to hold asymptotic normality of the joint distribution of empirical product densities (and
likewise of the empirical pair correlation function) taken at finitely many pairwise distinct
arguments. This includes a careful study of the corresponding asymptotic covariances. Our
multivariate CLTs will be proved by the method of moments (as used also in Jolivet [11, 12])
which consists in showing that the kth cumulant of any scalar product of the normalized
estimation vector with some real vector disappears asymptotically for all k ≥ 3 .
Firstly, we introduce some basic notions. Let [M,M] denote the measurable space of all
locally finite counting measures on the d-dimensional Euclidean space Rd equipped with its
σ-algebra Bd of Borel sets. A point process (shortly PP) on Rd is defined as a measurable
mapping Ψ from a probability space [Ω,A,P] into [M,M]. Throughout in this paper we
assume that Ψ is simple, i.e. P
(
Ψ({x}) ≤ 1 for all x ∈ Rd
)
= 1, and strictly stationary. Let
E and Var denote expectation and variance, respectively, with respect to P. Let P = P ◦Ψ−1
denote the probability measure on [M,M] induced by Ψ and we will briefly write Ψ ∼ P . If
EΨk(B) < ∞ for all bounded Borel sets B, then there exist the kth-order factorial moment
measure α(k) and the kth-order factorial cumulant measure γ(k) on [Rdk,Bdk] defined by
α(k)
( k
×
j=1
Bj
)
:=
∫
N
∑∗
x1,...,xk∈ψ
k∏
j=1
1Bj (xj)P (dψ)
and
γ(k)
( k
×
j=1
Bj
)
:=
k∑
ℓ=1
(−1)ℓ−1(ℓ− 1)!
(ℓ,k)∑
K1∪...∪Kℓ=K
ℓ∏
j=1
α(#Kj)
(
×
kj∈Kj
Bkj
)
with B1, . . . , Bk ∈ B
d, respectively. Here, “x ∈ ψ” means “x ∈ Rd : ψ({x}) > 0” and
∑∗
indicates summation over index tuples consisting of pairwise distinct elements. The sum∑(ℓ,k) is taken over all partitions of the set K = {1, . . . , k} into ℓ disjoint non-empty subsets
Kj and #Kj denotes the cardinality of Kj . If Ψ ∼ P is stationary with intensity λ > 0 the
kth-order reduced factorial moment measure α
(k)
red on [R
d(k−1),Bd(k−1)] is implicitly defined by
the disintegration
α(k)
( k
×
j=1
Bj
)
= λ
∫
Bk
α
(k)
red
( k−1
×
j=1
(Bj − x)
)
dx,
see Daley and Vere-Jones [4, p. 238] for further details. Analogously, the disintegration
γ(k)
( k
×
j=1
Bj
)
= λ
∫
Bk
γ
(k)
red
( k−1
×
j=1
(Bj − x)
)
dx
yields the kth-order reduced factorial cumulant measure γ
(k)
red on [R
d(k−1),Bd(k−1)].
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The total variation measure |γ
(k)
red| of the signed measure γ
(k)
red is defined by |γ
(k)
red|( . ) =
(γ
(k)
red)
+( . ) + (γ
(k)
red)
−( . ), where the measures (γ
(k)
red)
+ and (γ
(k)
red)
− are the positive and the
negative part, respectively, of the Jordan decomposition γ
(k)
red( . ) = (γ
(k)
red)
+( . ) − (γ
(k)
red)
−( . ).
The total variation of γ
(k)
red is defined by
∥∥γ(k)red∥∥ := |γ(k)red|((Rd)k−1)).
A stationary PP Ψ ∼ P in Rd satisfying EΨk([0, 1]d) < ∞ for some k ≥ 2 is said to be
Bk-mixing if ‖γ
(j)
red‖ <∞ for j = 2, . . . , k. Ψ ∼ P is called Brillinger-mixing or B∞-mixing if
Ψ is Bk-mixing for all k ≥ 2, see Brillinger [2] (for d = 1) or Karr [13, p. 372]. Heinrich [7] and
Heinrich and Schmidt [9] state conditions on several classes of PPes for being B∞-mixing.
If the ℓth-order reduced factorial moment measure α
(ℓ)
red is absolutely continuous with respect
to the Lebesgue measure on [Rd(ℓ−1),Bd(ℓ−1)], then its Lebesgue density ̺(ℓ) is given by
α
(ℓ)
red
( ℓ−1
×
k=1
Bk
)
=
∫
B1
· · ·
∫
Bℓ−1
̺(ℓ)(t1, . . . , tℓ−1)dt1 · · · dtℓ−1,
where B1, . . . , Bℓ−1 ∈ B
d, and is called the ℓth-order reduced product density, henceforth
abbreviated as ℓth-order product density. Further we will use the abbreviation ̺ = ̺(2) for
the second-order product density. If the ℓth-order reduced factorial cumulant measure γ
(ℓ)
red
is absolutely continuous with respect to the Lebesgue measure on [Rd(ℓ−1),Bd(ℓ−1)], then its
Lebesgue density c(ℓ) is given by
γ
(ℓ)
red
( ℓ−1
×
k=1
Bk
)
=
∫
B1
· · ·
∫
Bℓ−1
c(ℓ)(t1, . . . , tℓ−1)dt1 · · · dtℓ−1,
where B1, . . . , Bℓ−1 ∈ B
d, and is called the ℓth-order reduced cumulant density, henceforth
abbreviated as ℓth-order cumulant density.
The isotropic analogue of the second-order product density, the pair correlation function
(PCF), is defined by
g(r) :=
̺(x)
λ
,
where r = ‖x‖, x ∈ Rd, and λ is the intensity of the stationary PP.
The rest of the paper is organized as follows. Section 2 introduces the estimators for the
product densities and the PCF. In Section 3 we derive CLTs for the empirical second-order
product density. In the following two sections these results are transferred to the empirical
PCF and to the empirical higher-order product densities. The appendix summarizes some
facts on ”indecomposable integrals” needed for the proofs of the CLTs.
2 Empirical product densities
In this section we will present the estimators for the ℓth-order product densities (ℓ ≥ 2)
and the PCF and formulate some conditions needed for our asymptotic results in the next
sections.
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Let ρ(W ) := sup{r ≥ 0 : b(x, r) ⊂W, x ∈ Rd} denote the inradius of the set W ⊂ Rd, where
b(x, r) := {y ∈ Rd : ‖y − x‖ ≤ r} is the ball with radius r ≥ 0 centered at x ∈ Rd. Let | . |
denote the Lebesgue measure on [Rd,Bd] and let ωd = |b(o, 1)|. The following condition is
needed for the precise definition of the kernel-type product density estimators.
Wbk(m).
(i) The sequence of observation windows (Wn) is an increasing sequence of convex and
compact sets in Rd with ρ(Wn) −−−→
n→∞
∞,
(ii) the sequence of bandwidths (bn) is a decreasing sequence of positive real numbers satis-
fying bn −−−→
n→∞
0 and bmn |Wn| −−−→n→∞
∞, and
(iii) the kernel function km : R
m → R is bounded with bounded support, symmetric (i.e.,
km(x) = km(−x) for every x ∈ R
m), and satisfies
∫
Rm
km(x)dx = 1.
Later on we will use the abbreviation ‖km‖ :=
(∫
Rm
km(x)dx
)1/2
. The following definition
of a kernel-type estimator for the second-order product density goes back to Krickeberg [14].
The speed of Lp-convergence of this estimator has been studied in Jolivet [12].
Definition. Let (Wn), (bn), and kd satisfy Condition Wbk(d). Let the PP Ψ ∼ P in R
d be
stationary and assume its product density ̺ to exist. Then we define
ˆ̺n(t) :=
1
bdn|Wn|
∑∗
x1,x2∈Ψ
1Wn(x1)kd
(
x2 − x1 − t
bn
)
as an estimator for λ̺(t) for t ∈ Rd.
The above definition is generalized for higher-order product density estimators as follows.
Definition. Let (Wn), (bn), and kd(ℓ−1) satisfy Condition Wbk(d(ℓ− 1)). Let the PP
Ψ ∼ P in Rd be stationary and assume its ℓth-order product density ̺ to exist. Then we
define
ˆ̺(ℓ)n (t1, . . . , tℓ−1) :=
1
b
d(ℓ−1)
n |Wn|
∑∗
x1,...,xℓ∈Ψ
1Wn(x1)kd(ℓ−1)
(
x2 − x1 − t1
bn
, . . . ,
xℓ − x1 − tℓ−1
bn
)
as an estimator for λ̺(ℓ)(t) for t = (t1, . . . , tℓ−1) ∈ R
d(ℓ−1).
Furthermore we consider the following kernel estimator for the PCF.
Definition. Let (Wn), (bn), and k1 satisfy Condition Wbk(1). Let the PP Ψ ∼ P in R
d be
stationary and assume its PCF g to exist. Then we define
gˆn(r) :=
1
bn |Wn| dωd
∑∗
x1,x2∈Ψ
1Wn(x1)
‖x2 − x1‖d−1
k1
(‖x2 − x1‖ − r
bn
)
as an estimator for λ2g(r) for r ∈ [0,∞).
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For a discussion of this and slightly modified estimators for the PCF with regard to bias and
variance see Stoyan and Stoyan [17].
In the following conditions we have ℓ ≥ 2, p ≥ 3, and s, t, s1, . . . , sℓ−1, t1, . . . , tℓ−1 ∈ R
d.
γ((si)
ℓ−1
i=1, p). The total variation measures |γ
(k)
red|, k = ℓ+ 1, . . . , 2(p − 1), satisfy
lim sup
ε↓0
ε−d(ℓ−1) |γ
(k)
red|
( ℓ−1
×
i=1
b(si, ε)× R
d(k−ℓ)
)
<∞.
We write that Condition γ((si)
ℓ−1
i=1,∞) is satisfied if Condition γ((si)
ℓ−1
i=1, p) is satisfied for
all p ≥ 3.
c(s, t). The third-order and fourth-order cumulant densities c(3) and c(4) satisfy
sup
u∈b(s,ε)∪b(−s,ε), v∈b(t,ε)∪b(−t,ε)
|c(3)(u, v)| <∞ and sup
u∈b(s,ε), v∈b(t,ε)
∫
Rd
|c(4)(u,w, v+w)|dw <∞
for some ε > 0.
cℓ((si, ti)
ℓ−1
i=1). The cumulant densities up to order 2ℓ satisfy
sup
x1,...,xj−1∈
⋃ℓ−1
i=1 b(si,ε)∪b(−si,ε)∪b(ti,ε)∪b(−ti,ε)
|c(j)(x1, . . . , xj−1)| <∞
for j = ℓ+ 1, . . . , 2ℓ− 1, and
sup
xi∈b(si,ε), yi∈b(ti,ε),
i=1,...,ℓ−1
∫
Rd
|c(2ℓ)(x1, . . . , xℓ−1, z + y1, z + y2, . . . , z + yℓ−1, z)|dz <∞
for some ε > 0.
3 Central limit theorems for the empirical second-order
product density
After presenting asymptotic representations of the mean and the variance of the second-order
product density estimator under mild mixing conditions we derive CLTs for this estimator in
the setting of B∞-mixing PPes. In this section we write
∫
for
∫
Rd
.
3.1 Asymptotic representation of the mean and the variance
In this section we derive asymptotic representations for the mean and the variance of the
estimator for the second-order product density under mild mixing conditions. Similar results
for β-mixing PPes can be found in Heinrich and Liebscher [8].
The second-order product density ̺ is said to be Lipschitz-continuous in t ∈ Rd if there exists
an L <∞ (which may depend on t) such that |̺(t)− ̺(y)| ≤ L‖t− y‖ for all y ∈ b(t, ε) and
some ε > 0.
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Proposition 3.1. Let Ψ ∼ P be a stationary PP in Rd with intensity λ and second-order
product density ̺. Let (Wn), (bn), and kd satisfy Condition Wbk(d). Then we have
lim
n→∞
E ˆ̺n(t) = λ̺(t)
in every point of continuity t ∈ Rd of ̺.
In addition, let ̺ be Lipschitz-continuous in t. Then we have
E ˆ̺n(t) = λ̺(t) +O(bn) as n→∞.
Proof. Due to E ˆ̺n(t) =
∫
kd(y)λ̺(bny + t)dy, the continuity of ̺ in t and the bounded-
ness conditions on the kernel function yield the first conjecture by Lebesgue’s dominated
convergence theorem.
If ̺ is Lipschitz-continuous in t with Lipschitz constant L for some ε > 0, we obtain the
second conjecture by
|E ˆ̺n(t)− λ̺(t)| ≤ bnλL
∫
|y||kd(y)|dy = O(bn).
The following theorem gives an asymptotic representation of the covariance Cov(ˆ̺n(s), ˆ̺n(t))
of the estimated second-order product density in two points s, t ∈ Rd. In Heinrich [7, Theorem
5], the limit bdn|Wn|Cov(ˆ̺n(s), ˆ̺n(t)) has already been determined, based on assumptions on
the densities p(2), p(3) and p(4) of the moment measures of order two, three and four, not
on assumptions on cumulant densities as we have here. Note that Heinrich [7, Theorem 5]
misstates the limiting variance of the second-order product density estimator in zero. An
extra factor 2 has to be added for correction.
Theorem 3.2. Let Ψ ∼ P be a B4-mixing PP in R
d with intensity λ and second-order
product density ̺. Let (Wn), (bn), and k satisfy Condition Wbk(d). Let the third-order and
fourth-order cumulant densities c(3) and c(4) exist and satisfy Condition c(s, t). Then we
have
bdn|Wn|Cov
(
ˆ̺n(s), ˆ̺n(t)
)
=


λ̺(s)‖kd‖
2 + o(1), s = ±t 6= o,
2λ̺(o)‖kd‖
2 + o(1), s = t = o,
O(bdn), s 6= ±t,
in every point of continuity s ∈ Rd of ̺ as n→∞.
If, in addition, the second-order product density ̺ is Lipschitz-continuous in s, then we have
bdn|Wn|Cov
(
ˆ̺n(s), ˆ̺n(t)
)
=


λ̺(s)‖kd‖
2 +O(bn), s = ±t 6= o,
2λ̺(o)‖kd‖
2 +O(bn), s = t = o,
O(bdn), s 6= ±t, as n→∞.
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Proof. By straightforward calculation the term b2dn |Wn|
2Cov
(
ˆ̺n(s), ˆ̺n(t)
)
can be rewritten
as ∫
(Rd)2
1Wn(x)kd
(
y − x− s
bn
)[
kd
(
y − x− t
bn
)
+ 1Wn(y)kd
(
x− y − t
bn
)]
α(2)(d(x, y))
+
∫
(Rd)3
1Wn(x)kd
(
y − x− s
bn
)
kd
(
z − x− t
bn
)
α(3)(d(x, y, z))
+
∫
(Rd)3
1Wn(x)1Wn(y)kd
(
y − x− s
bn
)
kd
(
z − y − t
bn
)
α(3)(d(x, y, z))
+
∫
(Rd)3
1Wn(x)1Wn(z)kd
(
y − x− s
bn
)
kd
(
x− z − t
bn
)
α(3)(d(x, y, z))
+
∫
(Rd)3
1Wn(x)1Wn(z)kd
(
y − x− s
bn
)
kd
(
y − z − t
bn
)
α(3)(d(x, y, z))
+
∫
(Rd)4
1Wn(x)1Wn(z)kd
(
y − x− s
bn
)
kd
(
v − z − t
bn
)
[α(4)(d(x, y, z, v)) − α(2)(d(x, y))α(2)(d(z, v))],
where the signed measure α(4)(d(x, y, z, v)) − α(2)(d(x, y))α(2)(d(z, v)) can be written as
γ(4)(d(x, y, z, v)) + γ(1)(dx)γ(3)(d(y, z, v)) + γ(1)(dy)γ(3)(d(x, z, v))
+ γ(1)(dz)γ(3)(d(x, y, v)) + γ(1)(dv)γ(3)(d(x, y, z)) + γ(2)(d(x, z))γ(2)(d(y, v))
+ γ(2)(d(x, v))γ(2)(d(y, z)) + γ(2)(d(x, z))γ(1)(dy)γ(1)(dv) + γ(2)(d(x, v))γ(1)(dy)γ(1)(dz)
+ γ(2)(d(y, z))γ(1)(dx)γ(1)(dv) + γ(2)(d(y, v))γ(1)(dx)γ(1)(dz),
see also equation (4.17) in Heinrich [7]. When multiplied by bdn|Wn|, only the first integral
does not converge to zero for s 6= t. We have
1
bdn|Wn|
∫
(Rd)2
1Wn(x)kd
(
y − x− s
bn
)
kd
(
y − x− t
bn
)
α(2)(d(x, y))
= λ̺(s)
∫
kd(y)kd
(
y +
s− t
bn
)
dy + λ
∫
kd(y)kd
(
y +
s− t
bn
)
(̺(bny + s)− ̺(s))dy
=


λ̺(s)
∫
k2d(x)dx+ o(1) for s = t
0 for s 6= t
as n→∞
by continuity of ̺ in s and the bounded support of the kernel function kd. Note that in the
case s 6= t the error term equals zero for sufficiently large n since kd has bounded support. If
we use |̺(bny + s)− ̺(s)| ≤ Lbn‖y‖ by the additional assumption of Lipschitz-continuity in
s, we get λ̺(s)
∫
k2d(x)dx+O(bn) for the above integral for s = t as n→∞.
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Furthermore, multiplying by bdn|Wn| we get
1
bdn|Wn|
∫
(Rd)2
1Wn(x)1Wn(y)kd
(
y − x− s
bn
)
kd
(
x− y − t
bn
)
α(2)(d(x, y))
= λ
∫
|Wn ∩ (Wn − bny − s)|
|Wn|
kd(y)kd
(
y +
s+ t
bn
)
̺(bny + s)dy
=


λ̺(s)
∫
k2d(x)dx+ o(1) for s = −t
0 for s 6= −t
as n→∞
in every point of continuity s ∈ Rd. As before, in the case s 6= −t the error term equals
zero for sufficiently large n since kd has bounded support. The rate of convergence for this
integral under the assumption of Lipschitz-continuity is the same as for the first integral.
We will now show that all the other integrals are of order O(bdn) when multiplied with b
d
n|Wn|.
For the first integral with respect to the third-order factorial moment measure α(3) we have
1
b2dn |Wn|
2
∫
(Rd)3
1Wn(x)kd
(
y − x− s
bn
)
kd
(
z − x− t
bn
)
α(3)(d(x, y, z))
=
1
b2dn |Wn|
2
∫
(Rd)3
1Wn(x)kd
(
y − x− s
bn
)
kd
(
z − x− t
bn
)
[γ(3)(d(x, y, z))
+ λdxγ(2)(d(y, z)) + λdyγ(2)(d(x, z)) + λdzγ(2)(d(x, y)) + λ3dxdydz].
Multiplying with bdn|Wn| we find
1
bdn|Wn|
∫
(Rd)3
1Wn(x)kd
(
y − s
bn
)
kd
(
z − t
bn
)
γ
(3)
red(d(y, z))dx
= bdnλ
∫
(Rd)2
kd(y)kd(z)c
(3)(bny + s, bnz + t)dydz
which is of order O(bdn) by our assumption on the third-order cumulant density c
(3). Anal-
ogously, one may show the other integrals with respect to the third-order factorial moment
measure α(3) to be of order O(bdn).
The integrals with respect to the factorial cumulant measures can be treated analogously.
For the integral with respect to γ(4), multiplied with bdn|Wn|, we get
1
bdn|Wn|
∫
(Rd)4
1Wn(x)1Wn(z)kd
(
y − x− s
bn
)
kd
(
v − z − t
bn
)
γ(4)(d(x, y, z, v))
= bdnλ
∫
(Rd)4
|Wn ∩ (Wn − z)|
|Wn|
kd(y)kd(v)c
(4)(bny + s, z, bnv + z + t)dydzdv
which is of asymptotic order O(bdn) due to the assumption on the fourth-order cumulant
density c(4). Similar arguments show that the other integrals are of asymptotic order O(bdn),
too.
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3.2 Central limit theorems
For Poisson cluster processes Heinrich [7] proves a CLT for the sequence
∆n(̺, t) :=
√
bdn|Wn|
(
ˆ̺n(t)− E ˆ̺n(t)
)
, t ∈ Rd,
by using methods for m-dependent point fields. However, these methods cannot be applied
in the setting of B∞-mixing PPes. In the latter case we will prove a CLT by showing the
k-th cumulants of the above-mentioned sequence to converge to zero for k ≥ 3.
Jolivet [12] determines the order of the kth cumulant of the ℓth-order product density ˆ̺
(ℓ)
n ,
ℓ ≥ 2, by using methods by Leonov and Shiryaev [15] and Jolivet [11]. However, Jolivet
[12] only investigates the terms of highest order and does not take into account that some
assumptions on the cumulant densities and the total variation measures have to be made in
order to prove that the lower-order terms converge to zero.
In the following
d
−−−→
n→∞
denotes convergence in distribution, while χ2q and N (0q,Σq) denote
the χ2-distribution with q degrees of freedom and the q-variate normal distribution with zero
mean vector 0q ∈ R
q and positive-semidefinite q × q-covariance matrix Σq, respectively.
Theorem 3.3. Let Ψ ∼ P be a B∞-mixing PP in R
d with intensity λ and second-order
product density ̺. Let (Wn), (bn), and kd satisfy Condition Wbk(d). Let the q-tuple
(u1, . . . , uq) ∈ (R
d \ {o})q be chosen such that ui 6= ±uj for i 6= j, and let ui be a point
of continuity of ̺ for every i = 1, . . . , q. Furthermore, let Condition γ(ui,∞) be satisfied
and let the third- and fourth-order cumulant densities exist and satisfy Condition c(ui, uj)
for all i, j = 1, . . . , q.
Then we have (∆n(̺, ui))
q
i=1
d
−−−→
n→∞
N (0q,Σq), where the covariance matrix Σq = (σij)
q
i,j=1
is given by σii := λ̺(ui)‖kd‖
2 for i = 1, . . . , q, and σij = 0 for i 6= j. Furthermore we have
q∑
i=1
(∆n(̺, ui))
2
σii
d
−−−→
n→∞
χ2q .
Proof. The asymptotic covariance has already been determined in Theorem 3.2. In order to
show normal convergence of (∆n(̺, ui))
q
i=1 we use the method of Crame´r-Wold and consider
the linear combination a1∆n(̺, u1) + . . .+ aq∆n(̺, uq) for an arbitrary q-tuple (a1, . . . , aq) ∈
R
q. Asymptotic normality of this linear combination will be established by showing that its
cumulants of order k converge to zero for all k ≥ 3.
Applying the lemma given in the appendix and using the notation given there the kth cumu-
lant of a1∆n(̺, u1) + . . .+ aq∆n(̺, uq), k ≥ 2, satisfies
Γk (a1∆n(̺, u1) + . . . + aq∆n(̺, uq))
9
= Γk
( q∑
i=1
(bdn|Wn|)
−1/2aiΨ
(2)(fi)
)
= (bdn|Wn|)
−k/2
∑
k1+...+kq=k
k1,...,kq≥0
k!
k1! · . . . · kq!
ak11 · . . . · a
kq
q µ
∗
k1,...,kq
with fi(x1, x2) = 1Wn(x1)kd ((x2 − x1 − ui)/bn) for i = 1, . . . , q.
Now we have to determine the growth rate in n of µ∗k1,...,kq for k1, . . . , kq ≥ 0 with
∑q
i=1 ki = k.
Since µ∗k1,...,kq consists only of indecomposable integrals it can be seen by disintegration and
substitution that the highest order of integrals with respect to at least two factorial cumulant
measures is O(bdn|Wn|) due to
∥∥γ(j)red∥∥ < ∞ for j ≥ 2 and the boundedness assumptions on
the kernel function. Together with the factor (bdn|Wn|)
−k/2 this yields the asymptotic order
O((bdn|Wn|)
1−k/2) of these terms. For an integral taken with respect to only one factorial cu-
mulant measure, disintegration and the finiteness of the total variations yields the asymptotic
order O(|Wn|). For example, for the integral∫
(Rd)k
1Wn(x1)
k∏
i=2
kd
(
xi − x1 − u1
bn
)
γ(k)(d(x1, . . . , xk))
we get
|Wn|λ
∫
(Rd)k−1
k∏
i=2
kd
(
xi − u1
bn
)
γ
(k)
red(d(x2, . . . , xk)) (1)
by disintegration. The asymptotic order O(|Wn|) of this term is insufficient for our purposes.
Using the boundedness conditions on the kernel function kd, we achieve the upper bound
C · |Wn|
∫
(Rd)k−1
1b(u1,bnR)(x2)|γ
(k)
red|(d(x2, . . . , xk)) = C · |Wn| |γ
(k)
red|
(
b(u1, bnR)× (R
d)k−2
)
for the absolute value of the term (1), where C and R do not depend on n. Now Condition
γ(u1,∞) yields the asymptotic order O(b
d
n|Wn|) of this term. For an integral taken with
respect to γ(2) the continuity of the second-order product density in ui, i = 1, . . . , q, (which
implies the continuity of c(2) in these points due to ̺(.) = c(2)(.)+λ) and Lebesgue’s dominated
convergence theorem again yield the asymptotic order O(bdn|Wn|).
Altogether we have
Γk (a1∆n(̺, u1) + . . .+ aq∆n(̺, uq)) = O((b
d
n|Wn|)
1−k/2)
as n → ∞. Hence the cumulants of order k ≥ 3 converge to zero as n → ∞ which implies
the claimed normal convergence. The weak convergence of
q∑
i=1
(∆n(̺, ui))
2
σii
to a χ2-distributed random variable with q degrees of freedom follows immediately by the
Continuous Mapping Theorem.
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Remark 3.4. Theorem 3.3 still holds if Condition γ(ui,∞) is replaced by γ(ui, p) and the
additional assumption (bdn)
p|Wn|
p−2 −−−→
n→∞
∞ for some integer p ≥ 3. Condition γ(ui, p)
is relevant only for the total variation measures up to order 2(p − 1). This weakening of
Condition γ(ui,∞) is compensated by the slightly stronger assumption on the bandwidth bn .
We will now use the asymptotic representation of the mean in Proposition 3.1 to replace the
centralization E ˆ̺n(.) by λ̺(.), and apply a variance-stabilizing transformation.
Corollary 3.5. Let Ψ ∼ P be a B∞-mixing PP in R
d with intensity λ and second-order
product density ̺. Let (Wn), (bn), and kd satisfy Condition Wbk(d) and b
d+2
n |Wn| −−−→n→∞
0.
Let the q-tuple (u1, . . . , uq) ∈ (R
d \ {o})q be chosen such that ui 6= ±uj for i 6= j, and let ̺ be
Lipschitz-continuous in ui for all i = 1, . . . , q. Let Condition γ(ui,∞) be satisfied and let
the third- and fourth-order cumulant densities exist and satisfy Condition c(ui, uj) for all
i, j = 1, . . . , q.
Then we have (
2
√
bdn|Wn|
‖kd‖
(√
ˆ̺n(ui)−
√
λ̺(ui)
))q
i=1
d
−−−→
n→∞
N (0q, Iq),
where Iq is the q × q-identity matrix. Furthermore we have
4bdn|Wn|
‖kd‖2
q∑
i=1
(√
ˆ̺n(ui)−
√
λ̺(ui)
)2 d
−−−→
n→∞
χ2q.
Proof. The asymptotic normality of the sequence
(
(bdn|Wn|)
1/2
(
ˆ̺n(ui)−λ̺(ui)
))q
i=1
is an im-
mediate consequence of Theorem 3.3, the second part of Proposition 3.1, and bd+2n |Wn| −−−→n→∞
0. The claim is established based on the weak consistency of the estimated product density
and on variance-stabilization by a square-root transformation.
Corollary 3.5 can be formulated according to the modified assumptions in Remark 3.4. Note
that due to the condition b2+dn |Wn| −−−→n→∞
0 in Corollary 3.5 the integer p ≥ 3 must be chosen
large enough such that the condition (bdn)
p|Wn|
p−2 −−−→
n→∞
∞ in Remark 3.4 can be met.
4 Central limit theorems for the empirical pair correlation
function
All results given in Section 3 carry over to the estimator for the PCF. In this section we
assume that the PP is both B∞-mixing and isotropic. We formulate the main results in
Section 3.2 for the sequence
∆n(g, r) :=
√
bn|Wn|
(
gˆn(r)− Egˆn(r)
)
, r ≥ 0.
Proofs are analogous to those given for the empirical second-order product density and are
therefore widely omitted. In this section we write
∫
for
∫
R
.
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Theorem 4.1. Let Ψ ∼ P be a B∞-mixing, isotropic PP in R
d with intensity λ and PCF
g. Let (Wn), (bn), and k1 satisfy Condition Wbk(1). Let the q-tuple (r1, . . . , rq) ∈ (0,∞)
q
be chosen such that ri 6= rj for i 6= j, and let ri be a point of continuity of g for every
i = 1, . . . , q. Furthermore, let Condition γ(u,∞) be satisfied for all u ∈ ∪ qi=1∂b(o, ri), and
let the third- and fourth-order cumulant densities exist and satisfy Condition c(u, v) for all
u, v ∈ ∪ qi=1∂b(o, ri).
Then we have
(
∆n(g, ri)
)q
i=1
d
−−−→
n→∞
N (0q,Σq), where the covariance matrix Σq = (σij)
q
i,j=1
is given by
σii := 2λ
2 g(ri)
dωdr
d−1
i
‖k1‖
2
for i = 1, . . . , q, and σij = 0 for i 6= j. Furthermore we have
q∑
i=1
(
∆n(g, ri)
)2
σii
d
−−−→
n→∞
χ2q.
Proof. We only refer to the use of Condition γ(u,∞), u ∈ ∪ qi=1∂b(o, ri). Again, this condition
is needed for integrals like∫
(Rd)k
1Wn(x1)k1
(
‖x2 − x1‖ − r1
bn
)∏
(. . .)γ(k)(d(x1, . . . , xk)), (2)
where the product
∏
(. . .) contains only functions 1Wn(xj) and k1
(
‖xm−xj‖−ri
bn
)
, where j,m ∈
{2, . . . , k} with j 6= m and i = 2, ..., q . By disintegration and by using the boundedness
conditions on the kernel function k1, we achieve the upper bound
C · |Wn|
∫
(Rd)k−1
1[−bnR,bnR]+r1(‖x2‖)|γ
(k)
red|(d(x2, . . . , xk))
= C · |Wn| |γ
(k)
red|
(
(b(o, r1 + bnR) \ b(o, r1 − bnR))× (R
d)k−2
)
for the absolute value of the term (2), where C and R are constants. Note that there are
N = O(ε−(d−1)) points u1, . . . , uN ∈ ∂b(o, r1) such that
⋃N
i=1 b(ui, 2ε) ⊇ b(o, r1 + bnR) \
b(o, r1 − bnR). Therefore we can use Condition γ(u,∞) for all u ∈ ∂b(o, r1) in order to
achieve the asymptotic order O(bn|Wn|) of the term above. Other integrals of this kind are
treated in the same way.
Like in Remark 3.4, Condition γ(u,∞) in the above theorem can be replaced by Condition
γ(u,p) and bpn|Wn|
p−2 −−−→
n→∞
∞ for some p ≥ 3.
Corollary 4.2. Let Ψ ∼ P be a B∞-mixing, isotropic PP in R
d with intensity λ and PCF
g. Let (Wn), (bn), and k1 satisfy Condition Wbk(1) and let b
3
n|Wn| −−−→n→∞
0. Let the q-tuple
(r1, . . . , rq) ∈ (0,∞)
q be chosen such that ri 6= rj for i 6= j, and let g be Lipschitz-continuous
in ri for all i = 1, . . . , q. Let Condition γ(u,∞) be satisfied for all u ∈ ∪
q
i=1∂b(o, ri), and
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let the third- and fourth-order cumulant densities exist and satisfy Condition c(u, v) for all
u, v ∈ ∪ qi=1∂b(o, ri).
Then we have
(√2dωdbn|Wn|rd−1i
‖k1‖
(√
g(ri)−
√
λ2g(ri)
))q
i=1
d
−−−→
n→∞
N (0q, Iq).
Furthermore we have
2dωdbn|Wn|
‖k1‖2
q∑
i=1
rd−1i
(√
g(ri)−
√
λ2g(ri)
)2 d
−−−→
n→∞
χ2q.
5 Central limit theorems for empirical higher-order product
densities
This section extends the results on the empirical second-order product density in Section 3
to product densities ̺(ℓ) of order ℓ ≥ 2. We consider the sequence
∆n(̺
(ℓ), t) :=
√
b
(ℓ−1)d
n |Wn|
(
ˆ̺(ℓ)n (t)− E ˆ̺
(ℓ)
n (t)
)
, t ∈ Rd(ℓ−1),
for ℓ ≥ 2. Now we write
∫
for
∫
Rd(ℓ−1)
.
Proposition 5.1. Let Ψ ∼ P be a stationary PP in Rd with intensity λ and ℓth-order product
density ̺(ℓ), ℓ ≥ 2. Let (Wn), (bn), and kd(ℓ−1) satisfy Condition Wbk(d(ℓ− 1)). Then we
have
lim
n→∞
E ˆ̺(ℓ)n (t) = λ̺
(ℓ)(t)
in every point of continuity t ∈ Rd(ℓ−1) of ̺(ℓ).
In addition, let ̺(ℓ) be Lipschitz-continuous in t. Then we have
E ˆ̺(ℓ)n (t) = λ̺
(ℓ)(t) +O(bn) as n→∞.
Theorem 5.2. Let Ψ ∼ P be a B2ℓ-mixing PP in R
d with intensity λ and ℓth-order product
density ̺(ℓ), ℓ ≥ 2. Let (Wn), (bn), and kd(ℓ−1) satisfy Condition Wbk(d(ℓ− 1)). Let the
cumulant densities up to order 2ℓ exist and satisfy Condition cℓ((si, ti)
ℓ−1
i=1). Then we have
lim
n→∞
b(ℓ−1)dn |Wn|Cov
(
ˆ̺(ℓ)n (s), ˆ̺
(ℓ)
n (t)
)
=


λ̺(ℓ)(s)
∫
k2d(ℓ−1)(x)dx, s = t,
0, s 6= t,
in every point of continuity s = (s1, . . . , sℓ−1) ∈ R
d(ℓ−1) of ̺(ℓ) satisfying si 6= o and si 6= ±sj
for all i, j ∈ {1, . . . , ℓ− 1} with i 6= j.
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Theorem 5.3. Let Ψ ∼ P be a B∞-mixing PP in R
d with intensity λ and ℓth-order product
density ̺(ℓ), ℓ ≥ 2. Let (Wn), (bn), and kd(ℓ−1) satisfy Condition Wbk(d(ℓ− 1)). Let
u1, . . . , uq ∈ R
d(ℓ−1) with ui = (uik)
ℓ−1
k=1 ∈ R
d(ℓ−1) be chosen such that ui 6= uj for all i, j ∈
{1, . . . , q}, uij 6= o and uij 6= ±uik for all i ∈ {1, . . . , q} and j, k ∈ {1, . . . , ℓ− 1} with j 6= k.
Let ui be a point of continuity of ̺
(ℓ) for every i = 1, . . . , q. Furthermore, let Condition
γ((uik)
ℓ−1
k=1,∞) be satisfied and let the cumulant densities up to order 2ℓ exist and satisfy
Condition cℓ((uik, ujk)
ℓ−1
k=1) for all i, j = 1, . . . , q.
Then we have
(
∆n(̺
(ℓ), ui)
)q
i=1
d
−−−→
n→∞
N (0q,Σq), where the covariance matrix Σq = (σij)
q
i,j=1
is given by
σii := λ̺
(ℓ)(ui)‖kd(ℓ−1)‖
2
for i = 1, . . . , q, and σij = 0 for i 6= j. Furthermore we have
q∑
i=1
(
∆n(̺
(ℓ), ui)
)2
σii
d
−−−→
n→∞
χ2q.
Proof. The proof parallels the one of Theorem 3.3 for the second-order product density es-
timator. Again, we apply the lemma given in the appendix. Using the notation given there
the kth cumulant of a1∆n(̺
(ℓ), u1) + . . . + aq∆n(̺
(ℓ), uq), k ≥ 2, for an arbitrary q-tuple
(a1, . . . , aq) ∈ R
q satisfies
Γk
(
a1∆n(̺
(ℓ), u1) + . . .+ aq∆n(̺
(ℓ), uq)
)
= Γk
( q∑
i=1
(b(ℓ−1)dn |Wn|)
−1/2aiΨ
(ℓ)(fi)
)
= (b(ℓ−1)dn |Wn|)
−k/2
∑
k1+...+kq=k
k1,...,kq≥0
k!
k1! · . . . · kq!
ak11 · . . . · a
kq
q µ
∗
k1,...,kq
with fi(x1, . . . , xℓ) = 1Wn(x1) kd(ℓ−1)
(
x2 − x1 − ui1
bn
, . . . ,
xℓ − x1 − ui(ℓ−1)
bn
)
for i = 1, . . . , q.
Since µ∗k1,...,kq consists only of indecomposable integrals, the highest order of integrals with
respect to at least two factorial cumulant measures is O(b
(ℓ−1)d
n |Wn|) due to
∥∥γ(j)red∥∥ <∞ for
j ≥ 2 and the boundedness assumptions on the kernel function. Together with the factor
(b
(ℓ−1)d
n |Wn|)
−k/2 this yields the asymptotic order O((b
(ℓ−1)d
n |Wn|)
1−k/2) of these terms. For
an integral taken with respect to only one factorial cumulant measure like∫
(Rd)k
1Wn(x1)kd(ℓ−1)
(
x2 − x1 − u11
bn
, . . . ,
xℓ − x1 − u1(ℓ−1)
bn
)∏
(. . .)γ(k)(d(x1, . . . , xk)), (3)
where the product
∏
(. . .) contains only functions kd(ℓ−1)
(
xm1−xj−ui1
bn
, . . . ,
xmℓ−1−xj−ui(ℓ−1)
bn
)
and 1Wn(xj) with i, j,m1, . . . mℓ−1 6= 1, Condition γ((uik)
ℓ−1
k=1,∞) is needed. By disintegra-
tion and by using the boundedness conditions on the kernel function kd(ℓ−1) we first achieve
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the upper bound
C · |Wn|
∫
(Rd)k−1
1b(u1,bnR)(x2) . . . 1b(u1,bnR)(xℓ) |γ
(k)
red|(d(x2, . . . , xk))
= C · |Wn| |γ
(k)
red|
(
(b(u1, bnR))
ℓ−1 × (Rd)k−ℓ
)
for the absolute value of the term (3), where C and R do not depend on n. Now Con-
dition γ((uik)
ℓ−1
k=1,∞) yields the asymptotic order O(b
(ℓ−1)d
n |Wn|) of this term. For an
integral taken with respect to γ(ℓ) the continuity of the ℓth-order product density in ui,
i = 1, . . . , q, and Lebesgue’s dominated convergence theorem again yield the asymptotic
order O(b
(ℓ−1)d
n |Wn|).
Altogether we have
Γk
(
a1∆n(̺
(ℓ), u1) + . . .+ aq∆n(̺
(ℓ), uq)
)
= O((b(ℓ−1)dn |Wn|)
1−k/2)
as n→∞. Hence the cumulants of order three and higher converge to zero as n→∞ which
implies the claimed normal convergence. The weak convergence of
q∑
i=1
(
∆n(̺
(ℓ), ui)
)2
σii
to a χ2-distributed random variable with q degrees of freedom follows immediately by the
Continuous Mapping Theorem.
Like before, Condition γ((uik)
ℓ−1
k=1,∞) in the above theorem can be replaced by Condition
γ((uik)
ℓ−1
k=1, p) and (b
(ℓ−1)d
n )p|Wn|
p−2 −−−→
n→∞
∞ for some p ≥ 3.
The following corollary generalizes Corollary 3.5.
Corollary 5.4. Let Ψ ∼ P be a B∞-mixing PP in R
d with intensity λ and ℓth-order product
density ̺(ℓ), ℓ ≥ 2. Let (Wn), (bn), and kd(ℓ−1) satisfy Condition Wbk(d(ℓ− 1)) and let
b
2+(ℓ−1)d
n |Wn| −−−→
n→∞
0. Let u1, . . . , uq ∈ R
d(ℓ−1) with ui = (uik)
ℓ−1
k=1 ∈ R
d(ℓ−1) be chosen such
that ui 6= uj for all i, j ∈ {1, . . . , q}, uij 6= o and uij 6= ±uik for all i ∈ {1, . . . , q} and
j, k ∈ {1, . . . , ℓ− 1} with j 6= k. Let ̺(ℓ) be Lipschitz-continuous in ui for all i = 1, . . . , q. Let
Condition γ((uik)
ℓ−1
k=1,∞) be satisfied and let the cumulant densities up to order 2ℓ exist
and satisfy Condition cℓ((uik, ujk)
ℓ−1
k=1) for all i, j = 1, . . . , q.
Then we have
(
2
√
b
(ℓ−1)d
n |Wn|
‖kd(ℓ−1)‖
(√
ˆ̺
(ℓ)
n (ui)−
√
λ̺(ℓ)(ui)
))q
i=1
d
−−−→
n→∞
N (0q, Iq).
Furthermore we have
4b
(ℓ−1)d
n |Wn|
‖kd(ℓ−1)‖2
q∑
i=1
(√
ˆ̺
(ℓ)
n (ui)−
√
λ̺(ℓ)(ui)
)2 d
−−−→
n→∞
χ2q .
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Appendix: Indecomposable integrals
The notion of indecomposable integrals has already been used in David and Heinrich [5]. The
lemma given in this appendix can also be found in David and Heinrich [5, Lemma 5.1]. The
lemma states that the kth cumulant of certain random variables is a sum of integrals that are
indecomposable, in the sense that they cannot be represented as a product of two integrals.
The rigorous definition of decomposability is as follows.
Let fi : (R
d)pi → R be fixed measurable functions, let k ∈ N and pi ∈ N with i ∈ I =
{1, . . . , k} be fixed and set
Ψ(pi)(fi) :=
∑
x1,...,xpi∈Ψ
fi(x1, . . . , xpi).
Let E
[
|Ψ(pi)(fi)|
k
]
<∞ for all i ∈ I. We will now find a representation of the mixed moment
M
(
Ψ(p1)(f1), . . . ,Ψ
(pk)(fk)
)
:= E
[∏k
i=1Ψ
(pi)(fi)
]
as a sum of integrals defined as follows.
For arbitrary T ⊆ I, q ∈ {1, . . . , pT } with pT :=
∑
i∈T pi, r ∈ {1, . . . , q}, and decompositions
PT = {P1, . . . , Pq} of {1, . . . , pT } and Q = {Q1, . . . , Qr} of {1, . . . , q} we define the integral
IPT ,Q(fi : i ∈ T )
:=
∫
(Rd)q
q∏
b=1
∏
a∈Pb
1{xa=zb} fi1(x1, . . . , xpi1 )
× fi2(xpi1+1, . . . , xpi1+pi2 ) · . . . · fi#T (x
∑#T−1
j=1 pij+1
, . . . , xpT )
r∏
c=1
γ(#Qc)(dzQc),
where {i1, . . . , i#T } = T with 1 ≤ i1 < i2 < . . . < i#T ≤ k and zQc = (zq)q∈Qc . The elements
of a set Pb are the indices of the arguments of the functions fi1 , . . . , fi#T that are identical
and distinct from all the arguments in every other set Pc 6= Pb. In the above-mentioned
integral this is indicated by the term
∏q
b=1
∏
a∈Pb
1{xa=zb}. For the special case T = I we
have
IPI ,Q(f1, . . . , fk)
=
∫
(Rd)q
q∏
b=1
∏
a∈Pb
1{xa=zb} f1(x1, . . . , xp1) · . . . · fk(x
∑k−1
i=1 pi+1
, . . . , xpI )
r∏
c=1
γ(#Qc)(dzQc).
Now the mixed moment M
(
Ψ(p1)(f1), . . . ,Ψ
(pk)(fk)
)
can be represented as
M
(
Ψ(p1)(f1), . . . ,Ψ
(pk)(fk)
)
=
pI∑
q=1
∑
P1∪...∪Pq
={1,...,pI}
∫
(Rd)q
q∏
b=1
∏
a∈Pb
1{xa=zb}
× f1(x1, . . . , xp1) · . . . · fk(x∑k−1
i=1 pi
, . . . , xpI )α
(q)(d(z1, . . . , zq))
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=pI∑
q=1
∑
P1∪...∪Pq
={1,...,p}
q∑
r=1
∑
Q1∪...∪Qr
={1,...,q}
∫
(Rd)q
q∏
b=1
∏
a∈Pb
1{xa=zb}
× f1(x1, . . . , xp1) · . . . · fk(x∑k−1
i=1 pi+1
, . . . , xpI )
r∏
c=1
γ(#Qc)(dzQc),
see Krickeberg [14]. With the above notation we have
M
(
Ψ(p1)(f1), . . . ,Ψ
(pk)(fk)
)
=
pI∑
q=1
∑
P1∪...∪Pq
={1,...,pI}
q∑
r=1
∑
Q1∪...∪Qr
={1,...,q}
IPI ,Q(f1, . . . , fk).
Let T = {T1, T2} be a decomposition of I = {1, . . . , k}. An integral IPI ,Q(f1, . . . , fk) is de-
composable with respect to the decomposition T = {T1, T2} if there exist a decomposition P
(1)
of {1, . . . , pT1}, a decomposition P
(2) of {1, . . . , pT2}, q1 ∈ {1, . . . , pT1} and q2 ∈ {1, . . . , pT2}
with q1 + q2 = q, and decompositions Q
(1) of {1, . . . , q1} and Q
(2) of {1, . . . , q2} such that
IPI ,Q(f1, . . . , fk) = IPT1 ,Q(1)
(fi : i ∈ T1) · IPT1 ,Q(2)
(fi : i ∈ T2).
An integral is called decomposable if there exists a nontrivial decomposition of I such that
this integral is decomposable with respect to this decomposition. An integral which is not
decomposable with respect to any nontrivial decomposition is called indecomposable.
The following lemma is the key tool for the proof of Theorem 3.3. It gives a representation
of the kth cumulant of certain random variables as a sum of indecomposable integrals. Let
Γk(X) denote the kth cumulant of a real-valued random variable X and Cumk(X1, . . . ,Xk)
denote the mixed cumulant of a random vector X = (X1, . . . ,Xk)
′ ∈ Rk, k ≥ 1.
Lemma. Let Ψ ∼ P be a PP in Rd. Let j, k ∈ N be fixed, let Ci ∈ R be constants for
i = 1, . . . , j, and set
Ψ(pi)(fi) =
∑
x1,...,xpi∈Ψ
fi(x1, . . . , xpi),
where fi : (R
d)pi → R is a fixed measurable function with pi ∈ N, for i = 1, . . . , j. Let
E
[
|Ψ(pi)(fi)|
k
]
<∞ for all i = 1, . . . , j. Then we have
Γk
(
j∑
i=1
CiΨ
(pi)(fi)
)
=
∑
k1+...+kj=k
k1,...,kj≥0
k!
k1! · . . . · kj!
Ck11 · . . . · C
kj
j µ
∗
k1,...,kj
,
where
µ∗k1,...,kj :=


pk1,...,kj∑
q=1
∑
P1∪...∪Pq
={1,...,pk1,...,kj
}
q∑
r=1
∑
Q1∪...∪Qr
={1,...,q}


∗
IPI ,Q(f1, . . . , f1︸ ︷︷ ︸
k1
, . . . , fj, . . . , fj︸ ︷︷ ︸
kj
) (4)
and pk1,...,kj =
∑j
i=1 piki. The summation (·)
∗ is taken only over the indecomposable integrals.
The proof of the above lemma is given in David and Heinrich [5].
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