Abstract. This paper presents a GPU-accelerated implementation of the Locally Optimal Block Preconditioned Conjugate Gradient (LOBPCG) method with an inexact nullspace filtering approach to find eigenvalues in electromagnetics analysis with higherorder FEM. The performance of the proposed approach is verified using the Kepler (Tesla K40c) graphics accelerator, and is compared to the performance of the implementation based on functions from the Intel MKL on the Intel Xeon (E5-2680 v3, 12 threads) central processing unit (CPU) executed in parallel mode. Compared to the CPU reference implementation based on the Intel MKL functions, the proposed GPUbased LOBPCG method with inexact nullspace filtering allowed us to achieve up to 2.9-fold acceleration.
Introduction
Eigenvalue problems derived from Maxwell's equations are an important class of problems in electromagnetic research, as the associated eigenvalues and eigenvectors provide key characteristics of the examined systems-including resonant frequencies for resonator cavities that are essential for material characterization, particle accelerators or coupled resonator filter design, propagation coefficients for guided waves, poles or transmission zeros for filters, and so on. Let us consider a closed region Ω, forming a cavity in three dimensions. If the cavity is loaded with a medium whose properties are represented by permeability µ and permittivity ǫ, then Maxwell's equations can be transformed to the following Helmholtz wave partial differential equation (PDE):
∇×(µ −1 ∇×E) = ω 2 ǫE, ∇·(ǫE) = 0 in Ω, (1.1) where ω is the angular frequency and E is the electric field. If we impose boundary conditions on ∂Ω (e.g., E×n = 0, where n is the vector normal to ∂Ω), then solving Eq. (1.1) yields the discrete spectrum of the double curl operator on the left-hand side of Eq. (1.1).
In practice, only a few nonzero low-order eigenvalues (which means small positive eigenvalues) and their associated eigenvectors are of interest. To find these, the finite element method (FEM) with higher-order basis functions [1] may be applied, resulting in a generalized matrix eigenvalue problem of the form:
where ω c is a wavenumber, ω is the angular frequency, c is the speed of light, K is a large sparse symmetric and positive semidefinite matrix, M is a large sparse symmetric and positive definite matrix [2] , and their sparsity decreases as the order of the FEM basis functions increases.
Symmetric generalized eigenvalue problems are also encountered in many other areas of physical modeling, including structural simulations, hydrodynamics, and solid-state physics [3, 4] . For such large-scale eigenproblems, Krylov subspace-based methods-such as the Lanczos, Arnoldi algorithms (e.g., Implicitly Restarted Arnoldi Method (IRAM) [5] ), the Locally Optimal Block Preconditioned Conjugate Gradient (LOBPCG) method [6] , and the Jacobi-Davidson-type techniques such as JDQZ [7] )-have been developed. It is worth noting that Krylov subspace-based methods are designed for finding a few extreme eigenvalues.
As the size of the matrix and the number of nonzero matrix elements grow, the time required to solve such sparse generalized eigenproblems increases. To mitigate this problem, parallel computing techniques have been proposed [8] [9] [10] . In most cases massively parallel implementations are intended for clusters, but such computer systems are costly and not readily available for researchers and engineers. One of the most promising trends in parallel computing, allowing the acceleration of numerical code via massive parallelism on relatively low-cost hardware, is the utilization of graphic processing units (GPUs). GPUs support thousands of cores and different levels of fast memory which, if used appropriately, have been shown to be effective in accelerating sparse matrix processing, including iterative methods for sparse linear algebra exploiting the concept of a Krylov subspace. For these methods, the speedups achieved depend on the matrix sparsity pattern, the matrix compression scheme, and the way in which a crucial operation is implemented on the GPU-namely, the sparse-matrix vector product (SpMV) [11, 12] . However, to date, most of the efforts related to the GPU acceleration of Krylov subspace methods have been devoted to inhomogeneous linear systems of equations. Eigenvalue problems have received much less attention. Some notable exceptions to this are related to the Implicitly Restarted Lanczos Method (IRLM) [13] and the LOBPCG solver [14, 15] . Unfortunately, both [14] and [15] consider only standard eigenvalue problems, and neither implementation can handle the generalized eigenvalue problems that emerge as a result of the FEM discretization of Eq. (1.1).
The study [16] has shown that many of the standard Krylov-based techniques recommended for structural simulation or solid-state physics perform very poorly, or even fail, on the solution of generalized eigenproblems obtained by solving the curl-curl equation (1.1) with higher-order FEM. Slow convergence (or nonconvergence) and overall poor and inconsistent performance of the iterative solvers is one of the major problems, and makes the generalized eigenproblems arising in computational electromagnetics an open research problem that still presents fundamental challenges, even to very sophisticated numerical schemes [17, 18] . Although a variety of Krylov methods can be used to compute small nonzero eigenvalues of generalized eigenvalue problems, many studies have shown that LOBPCG is one of the most effective at this task. Nevertheless, computing low-order resonances of electromagnetic systems based on the FEM discretization of the curl-curl operator with the LOBPCG method is nontrivial, mainly because the spectrum includes a large number of zero eigenvalues that are related to the nullspace of the underlying operator. These solutions are nonphysical, as the associated field has nonzero divergence. An unmodified version of LOBPCG would converge to these zero eigenvalues, and in order to prevent this from happening, the nullspace must be filtered out. As shown in [19] , this can be achieved for the electromagnetic problem by explicitly enforcing the divergence-free condition during iterations. This is equivalent to solving a linear system involving a discrete Laplacian. As this additional system must be solved inside the iteration loop, the efficiency of the filtration is important for the overall performance of the solver.
In this paper, we adopt the algorithm proposed in [19] and focus on both the new implementation of the nullspace filtering and the redesign of the LOBPCG method to perform computations on a GPU accelerator. Thus, in this paper, the performance of solving the generalized eigenproblems in Eq. (1.2) using the LOBPCG algorithm proposed by Knyazev [6] and adapted for electromagnetic problems by Arbenz et al. [19] is improved in three ways. Firstly, we propose a mixed-precision implementation with lower precision arithmetic computations to perform inexact nullspace filtering by means of a multilevel preconditioned conjugate-gradient method. Secondly, we show how the LOBPCG algorithm with inexact nullspace filtering can be implemented on a CUDAcompatible graphics processor. Finally, we propose a block version of the sparse matrixvector product, exploiting the Sliced ELLR-T matrix storage scheme to improve the performance of the solution process. The rest of the paper is organized as follows: Section 2 provides background information on the LOBPCG method with nullspace filtering. Sec-tion 3 presents the GPU-based implementation of the LOBPCG method. A sample test and the results of the numerical experiments are presented in Section 4 and followed by conclusions in Section 5.
Background
The solver targets symmetric real-valued matrices. In Subsection 2.1, the basic features of the LOBPCG method are described and followed by the presentation of the inexact nullspace filtering concept in Subsection 2.2, which when combined together allows the solution, in a reasonable number of iterations, of a generalized eigenvalue problem (Eq. (1.2) ) to find the low-order resonances of an electromagnetic system.
Locally optimal block preconditioned conjugate gradient method with nullspace filtering
The Locally Optimal Block Preconditioned Conjugate Gradient (LOBPCG) method (Algorithm 1) is an iterative process that has been demonstrated to be an optimal algorithm for finding the smallest eigenvalues. Eigenvalues {σ 1 ,··· ,σ q } found by the LOBPCG method are actually squares of the wavenumbers ( ω c ) from Eq. (1.2). As noted above, the discretized curl-curl operator has a large null space (e.g. of size m). Hence m smallest eigenvalues in the electromagnetic eigenproblem considered here are zero, so LOBPCG needs to be complemented by a nullspace filtering method, as advocated in [19] . Only once the zero eigenvalues have been filtered out can LOBPCG find the nonzero eigenvalues of interest. Algorithm 1 shows the main steps of the LOBPCG method with nullspace filtering.
The LOBPCG method with nullspace filtering described in this paper is designed to find q eigenvalues (eigenpairs) with the assumed accuracy. In our paper we seek these q eigenpairs considering q+1 Ritz vectors (X 0 of size n×(q+1)). Although it implies that the algorithm becomes more memory consuming, tests carried out by us for several different structures have proved that if the size of the initial space is equal to q, the convergence of the last eigenvalue is much slower, and in some cases this last eigenvalue does not converge at all. Note, that in such a case the trial space for the last non-converged eigenvalue is spanned just by three vectors. Augmenting the initial space X 0 by one vector doubles the size of the trial space for the last eigenvector of interest and this allowed us to find q eigenvalues (eigenpairs) in fewer iterations than when the number of considered Ritz vectors was equal to q-the number of eigenvalues (eigenpairs) to be found. Moreover, the eigenproblem solved in step 16 of the Algorithm 1 has a significantly augmented trial space ((q+1)+2q) whereq is the number of the eigenvalues that have not yet converged. For most of the iterative process of LOBPCGq equals q and as a result the size of the trial space is n×(3q+3). Augmenting the trial subspace is a common practice especially in the case the eigensolver finds degenerated eigenvalues (σ q+2 = σ q+1 ).
The concept of multilevel preconditioning may be used for two different linear systems in two operations of Algorithm 1. First, in step 11 (H k = P −1 R k ): in this case, P is a call of the V-cycle and is performed for the shifted K-κM system. For this multilevel preconditioner P, the value of κ should be close to the eigenvalues that are being sought. For κ > 0, the system K-κM is not positive definite, and therefore in principle the conjugate gradient method (CG), which is dedicated for symmetric positive definite systems, cannot be applied. However, the utilization of multilevel or multigrid preconditioners with the CG method is a common practice in electromagnetics and allows one to solve the system with assumed accuracy [20] . Secondly, multilevel preconditioning may be used for solving systems involving the matrix Y T MY in steps 1 and 12, if nullspace filtering is carried out using a preconditioned conjugate gradient method (PCG-V). In this case the system is positive definite.
Inexact nullspace filtering in LOBPCG
Nullspace ltering (Algorithm 1, steps 1 and 12) requires knowledge of the basis that spans the nullspace for the curl-curl operator under consideration. In the case of the eigenvalue problems discussed in this paper the nullspace is associated with eigenvectors that correspond to eigensolutions that violate the divergence free condition ∇·(ǫE) = 0 and satisfy Y T Mx =0, where Y is a gradient projection matrix and x is an eigenvector. The nullspace filtering step involves the solution of a linear system with a matrix (A = Y T MY) which is the discrete weak form of the Laplacian (obtained from the Laplace operator using FEM) [19] . To construct matrix Y direct relations between scalar and vector base functions shown in [20] are used. It is worth noting that matrix Y is very sparse and its rows contain at most two nonzero entries that are 1 or −1. For details see sec. 2 of [19] .
Though the filtering matrix is smaller than the matrices in the eigenvalue problem, it is still large. For instance, if the matrices K and M are 1 million × 1 million in size, then the order of the nullspace is 0.25 million (a sparse matrix Y T MY, Algorithm 1, steps 1 and 12). Hence, the filtering step involves numerically solving a large sparse linear system. This system must be solved at each iteration, and there may be tens of iterations in the solution cycle. For the sake of overall performance, it is essential to make this as fast as possible.
The original paper on nullspace filtering [19] used exact filtering enforced by a direct solver. In this context, a direct solver on a CPU such as PARDISO from the Intel MKL can be utilized. The approach proposed in this paper is to explore the concept of inexact nullspace filtering. Inexact filtering means that the solution of the system is evaluated with very coarse accuracy. For this reason, multilevel preconditioners and mixed precision are particularly attractive, especially for implementations involving GPUs, as the performance of numerical kernels executed on a GPU in single precision is much better than in double precision [21] . Using an iterative technique to filter out the nonphysical zero eigenvalues also has one more advantage in the context of the GPU implementation of the algorithm: GPUs carry less memory than CPUs and, since the direct solution of a 0. Preprocessing, InitializeP 0
Algorithm 1:
The Locally Optimal Block Preconditioned Conjugate Gradient (LOBPCG) method with inexact nullspace filtering. K, M are sparse real symmetric n × n matrices from Eq. (1.2), P is a preconditioner, nullspace basis Y, initial block vector X 0 of size n × (q+1), q is the number of eigenvalues to be computed, and MaxIter is the maximum number of iterations. The outputs of the LOBPCG method are q of the smallest nonzero eigenvalues {σ 1 ,··· ,σ q }, stored in a diagonal matrix Σ output , and a dense block vector X output of size n × q that consists of q associated eigenvectors. sparse system requires much memory, using an iterative procedure for nullspace filtering saves memory.
Implementation
This section describes the most important steps in the GPU-accelerated implementation of the LOBPCG method with inexact nullspace filtering.
Firstly, the CUDA architecture is briefly described. A CUDA-compatible GPU has many processors (which are gathered into multiprocessors) which execute the same code (kernel) in parallel on different data. Kernels are called from a CPU, and a CUDA thread is the smallest unit of parallelization in kernels. CUDA threads are gathered into CUDA blocks of threads, which share memory on a single multiprocessor. Blocks are gathered into grids of blocks that logically are executed in parallel during a kernels execution. CUDA threads may access a few kinds of GPU memory, such as: global memory (high latency, read-write), shared memory (on-chip, low latency, limited to 48 kB per CUDA block), texture memory (low latency, read-only), and registers (low latency) [21] .
As explained in the previous section, the approach proposed here explores the concept of inexact nullspace filtering implemented on the GPU, with the aim of improving the scalability of the LOBPCG method, while at the same time keeping the GPU memory utilization at a moderate level. Inexact filtering means that the solution of the system (Algorithm 1, steps 1 and 12) is evaluated iteratively with coarse accuracy. As presented in Section 4, the solver accuracy at a level lower than 10 −4 is enough to obtain the same accuracy as the LOBPCG method in comparison to exact nullspace filtering.
A fast linear solver is essential for eigenvalue-finding procedures involving the inexact solve concept. Nullspace filtering is tantamount to solving the Laplace equation using higher-order FEM, so the coefficient matrix A involved in the filtering process is symmetric, real, and positive-definite. For this problem, it is appropriate to consider the preconditioned conjugate-gradient method. In our recent work [22, 23] , we investigated multilevel preconditioners and demonstrated that they can be effectively accelerated using hybrid GPU-CPU computing platforms. A multilevel preconditioner takes advantage of the hierarchy of basis functions applied in the FEM method. The entries of the matrix in FEM using higher-order basis functions can be ordered in such a way that the coefficient matrix has the following structure:
where the subscripts correspond to the order of the basis functions used. In what is called the V-cycle [22, 23] , an approximate solution is coarsened by removing the contribution from higher-order basis function and transferred to the lower level, associated with a smaller coefficient matrix. This continues until the lowest level is reached, at which stage the matrix A E 00 is small enough for direct solution. This direct solution is evaluated. From this point, the move is reversed and the solution is transferred to a higher accuracy by adding the next level of basis functions, using the matrices A E 01 and A E 02 . At each level, a few simple weighted Jacobi iterations are performed to presmooth or postsmooth the solution. A single V-cycle turns out to be a very efficient preconditioner for the conjugategradient method (PCG-V). Our hybrid GPU-CPU implementation uses a CPU to perform the direct solution at the lowest level and a GPU for the rest of operations, such as sparse matrix vector products in the weighted Jacobi method.
The conjugate gradient method with multilevel preconditioning (PCG-V) is expected to converge quickly in a reasonable number of iterations (several tens). A simple test was performed to demonstrate this. Fig. 1 shows the profiles of the convergence of two solvers that were employed to perform an inexact nullspace filtering: a basic conjugate gradient method (CG) and preconditioned conjugate gradient method with multilevel preconditioner (PCG-V). It is evident that a CG method requires about 25 to 28 times more iterations to achieve the same accuracy as PCG-V in double and single precision, respectively. Even if the cost of a single iteration of PCG-V is over six times higher than CG † , in total, PCG-V solves the linear system over four times faster than CG. It can also be seen that there is no difference in the number of iterations needed to obtain satisfactory convergence when the computations of a PCG-V method are performed in double (D) or single (S) precision (see Fig. 1a ). However, the use of single precision gives a shorter solution time (Fig. 1b) . With regard to mixed precision, we have found that computations can be performed in single precision both within PCG-V for nullspace filtering (Algorithm 1, steps: 1 and 12) and also within the V-cycle preconditioner used in step 11 of Algorithm 1, as long as only sparse matrix vector products are carried out in single precision but the solution of the linear equations at the lowest level of the V-cycle is carried out in double precision.
In order to lower the numerical cost, the number of sparse-dense matrix products is reduced to a minimum. To this end, seven dense matrices, each of size n×(q+1), are stored in memory. The six operations MX = MX k , KX = KX k ; MP = MP k , KP = KP k ; and MR = MR k , KR = KR k are calculated once per LOBPCG iteration and updated accordingly when updating X k , P k , and R k , respectively. Moreover, the same approach is applied to computations related to the nullspace filtering; however, in this case, the righthand side of the linear system that is solved in the nullspace filtering phase, MY=(MY) T , is calculated in the initialization phase and is not updated during the iterative process of the LOBPCG method.
Dense and sparse matrix operations
In this part, the functions used in the GPU-based implementation of Algorithm 1 are presented.
The operations in Algorithm 1 depend on the matrix type: In steps 3, 5, 7, 8, 13, 18, 19, and 20, the matrices are dense, so the CUBLAS library (BLAS2,BLAS3) functions are utilized. For the operations including sparse matrices (steps 2, 15, as well as the cornerstone operations of steps 1, 11 and 12), the CUSPARSE library is used to perform sparse matrix vector products (SpMV). However, it should be kept in mind that, in order to perform the filtering in step 12, the same system must be solved for multiple righthand sides. Also in step 11, the V-cycle preconditioner is applied to a block consisting of multiple vectors. In both steps, the sparse matrix vector product can be performed on a block of vectors at once, which is more efficient than doing it in sequence. For this reason, we have developed the GPU version of the code, which multiplies a sparse matrix by several vectors at once, so one operation gives a sparse matrix dense matrix product (SpMM):
where G is a n × n sparse matrix, C and F are n × z dense matrices, and z is the number of vectors, which in each iteration of the LOBPCG method corresponds to the number of eigenvalues that remain to be found plus one. The sparse matrix dense matrix (SpMM) was developed from SpMV based on the dedicated Sliced ELLR-T sparse matrix representation format [24] ; this achieves better performance than the functions in the CUSPARSE library. In the Sliced ELLR-T format, a sparse matrix is logically divided into slices of S rows each. In each slice, the permutation of nonzero entries and zero-padding occurs, which guarantees coalesced and aligned access to global memory, in order to reduce the number of memory transactions on a GPU. What is more, multiple threads (T ={1,2,4,8,16}) work on a single row, and shared memory is used in the execution. The main extensions that were used to obtain the SpMM product are as follows:
• independent CUDA threads (threadIdx.z) perform computations on separate vectors:
• a dense matrix F is reordered in row-major order,
• the more vectors in a dense matrix F the fewer rows (S) in each slice.
This SpMM product is performed in steps 2 and 15. In order to take advantage of the SpMM product in steps 11 and 12, an implementation of V cycle and PCG-V solver were redesigned so as to operate on z systems concurrently. It should be noted that the PCG-V linear solver is applied to the multiple right-hand sides simultaneously, so the size of the block in the SpMM vector decreases as the iteration progresses, due to the fact that the number of iterations required for convergence may be different for each right-hand side. The way the PCG-V implementation was modified to account for this is described below for a simple example of solving a sparse linear system with five right-hand sides B (AU = B, in other words U = PCG-V(A, B, U, tol=10 −6 )). Two additional tables are initialized: rv includes the norm of five residual vectors defined for a PCG-V solver (initialized with norm of rv = [||r 1 ||,||r 2 ||,||r 3 ||,||r 4 
Numerical results
In this section, the tests that were conducted are described. Numerical tests were performed on the following hardware: NVIDIA Tesla K40c GPU (2880 CUDA cores, 12 GB, Kepler) and INTEL Xeon E5-2680 v3 CPU (total 12 cores, 2.5 GHz) equipped with 128 GB RAM.
The test problem involved finding the ten lowest-order resonances of a cylindrical resonator. The tetrahedral mesh of the structure was generated with the Netgen mesher [25] , then the test problem matrices K,M,Y were generated using the InventSIM framework [26] . The properties of the sparse matrices are summarized in Table 1 . The sparse real-valued matrices K, M come from the eigenproblem Eq. (1.2) and a sparse realvalued matrix A=Y T MY is used in the inexact nullspace filtering phase (Algorithm 1, step 12). The initial block vector X 0 is set in such a manner that its columns are orthogonal to each other. The reference eigenvalues were computed with the Implicitly Restarted Arnoldi Method (IRAM) [5] (Table 2 ). Table 3 shows the number of iterations required to obtain eigenpairs with the assumed accuracy (ǫ LOBPCG ) for various values of shift κ in the LOBPCG eigensolver for the case when q = 10 eigenpairs are sought and the initial space X 0 is of size n×(q+1). Table 3 : Parameters of the LOBPCG eigensolver execution for the variant with inexact nullspace filtering and the initial space X 0 spanned by q+1 vectors. ǫ LOBPCG is the required tolerance of the LOBPCG solver, ǫ PCG-V is the required tolerance by the PCG-V solver used in the nullspace filtering (steps 1 and 12), κ is the shift in K -κM system (step 11), and a dash means that none of the eigenpairs converged. The minimal number of iterations is obtained in the case that shift κ = 4.0 is close to the minimal eigenvalue. For all cases that converged, the ǫ PCG-V given in Table 3 is the largest value of the tolerance parameter in the nullspace filtering that ensured convergence for a given shift value and the assumed accuracy ǫ LOBPCG . It can be seen that, in order to find q = 10 eigenpairs for the shift κ = 10 −4 , which is close to zero and far from the smallest nonzero eigenvalue, the tolerance ǫ PCG-V must be significantly higher (ǫ PCG-V 10 −6 ) than for κ = {2.0,4.0,8.0}, which are closer to the minimal eigenvalue. Moreover, a smaller value of eigensolver tolerance ǫ LOBPCG implies more stringent accuracy requirements (ǫ PCG-V ) on nullspace filtering. Analyzing the data for κ = 4.0, which is close to the minimal eigenvalue, we can draw the conclusion that, except for very coarse computations, the tolerance ǫ PCG-V can be set at 10·ǫ LOBPCG . We have verified also the convergence of the LOBPCG in which the mulitlevel preconditioner is positive definite (negative κ). Results obtained during our tests indicate that for all configurations of ǫ PCG-V and ǫ LOBPCG tolerances from Table 3 the number of iterations of LOBPCG is higher in the case the κ is negative than in the case the κ is positive. Table 4 presents the statistics of the number of eigenvalues that converged during a given number of LOBPCG iterations. Two variants are shown, each with exact and inexact nullspace filtering. The first variant corresponds to the initial space X 0 being of size n×(q+1), while the second variant assumes that the initial space X 0 is spanned by q vectors. The first variant found all q = 10 required eigenpairs, while the second variant failed to find the last eigenvalue. Comparing the results for exact nullspace filtering with the results for inexact space filtering, we can conclude that the convergence rate is not affected by using inexact filtering. Table 4 : Statistics of (non-converged|converged) eigenvalues at the beginning of each LOBPCG iteration depending on the number of columns in the initial space X 0 . The assumed number of the smallest nonzero eigenvalues to be found equals q = 10. Eigensolver tolerance is set to ǫ LOBPCG = 10 −5 , shift κ = 4.0, and tolerance of the PCG-V solver used in inexact nullspace filtering ǫ PCG-V = 10 −4 . Based on the observations presented above, the performance of the GPU-accelerated code was tested with the following LOBPCG parameters: the eigensolver tolerance is set to ǫ LOBPCG = 10 −5 , the shift κ value equals 4.0, and the tolerance of the PCG-V solver used in nullspace filtering is ǫ PCG-V = 10 −4 . The iterative process of the LOBPCG method starts with an initial space X 0 of size n×(q+1). For this setup, 21 iterations are required to find q = 10 eigenpairs with the assumed accuracy.
Nullspace filtering
For the CPU implementations, two variants of block sparse matrix-vector products were considered. The first variant involves performing SpMV operation for vectors in a sequence, while the second uses the SpMM for a block of vectors at once. The results of the test performed for test problem matrices on a CPU indicate that performing SpMM products (Intel MKL) pays off when the number of vectors in a block is larger than six. LOBPCG involves blocks of various sizes, but for q = 10 used in our test as the predominant number of LOBPCG iterations, the size of the block is larger than six (Table 4) . With this size of the search space, it turned out that a LOBPCG implementation that uses the SpMM approach takes about 13% less time than a LOBPCG implementation based on the SpMV approach. For that reason, in order to present a fair comparison between the CPU-accelerated and GPU-accelerated implementations of LOBPCG in steps 1, 2, 11, 12, 15 of the Algorithm 1 (Table 5) , the sparse matrix-vector products are implemented using the SpMM approach in the reference CPU code.
The times taken by the stages of the LOBPCG method with nullspace filtering (EF: exact; IF: inexact filtering) with the computations performed on a CPU are presented in Table 5 . It is worth noting that, for the LOBPCG-IF variant, the tolerance of the PCG-V solver was set to 10 −4 , since it had been verified that if the Euclidean norm of the residual ||r||=||b−Au|| is equal to or less than 10 −4 (Table 3) , then the LOBPCG-IF algorithm finds eigenvalues that are accurate to at least the twelfth digit after the decimal point with eigenvalues found by the LOBPCG-EF algorithm. It can be observed that when the direct solver (Intel MKL PARDISO) is employed to perform computations, the performance of LOBPCG-EF is better than that of LOBPCG-IF in which a PCG-V solver was employed to perform inexact nullspace filtering. Even if the direct solver introduces an overhead, since it requires a symbolic and numerical factorization, it is significantly faster than the PCG-V solver. However, this comes at the price of higher memory usage. The conclusion regarding speed does not hold true for GPU-accelerated computations. Table 6 presents the results for three GPU-accelerated LOBPCG-IF implementations. In the first implementation of LOBPCG-IF (DD,SpMV), all computations are performed on a GPU in double precision and multilevel preconditioner (step 11), and PCG-V (steps 1 and 12) takes advantage of the Sliced ELLR-T format to perform SpMV products (the product operation involving multiple vectors and a sparse matrix in steps 1, 2, 11, 12, and 15 is carried out for vectors in a sequence, rather than on a block of vectors at once). It can be seen that, for the setup ǫ LOBPCG = 10 −5 , ǫ PCG-V = 10 −4 , κ = 4.0, the time taken by the GPU-based LOBPCG-IF (DD,SpMV) solver (71.9 s) was reduced by factors of 2.3 and 1.7 in comparison to the CPU-based LOBPCG-IF and LOBPCG-EF implementations, respectively. In the second GPU-accelerated LOBPCG-IF (DD,SpMM) implementation, the concept of performing SpMV products concurrently for multiple vectors (SpMM) was applied (Section 3.1). In this case, the times taken by the PCG-V solver (steps 1 and 12) and the multilevel preconditioner (step 11) were reduced even further, allowing us to achieve 2.7-fold and 2.1-fold accelerations for the LOBPCG-IF (DD,SpMM) approach over the CPU-based LOBPCG-IF and LOBPCG-EF implementations, respectively. The third optimized implementation of LOBPCG-IF (DS,SpMM) uses mixed precision, with the computations of the PCG-V solver (steps 1 and 12) and most of the computations of the V-cycle preconditioner (step 11) being performed in single precision (Section 3). Thanks to this, the runtime of the eigenvalue solver was reduced to 55.7 seconds. As a result, with LOBPCG-IF (DS,SpMM), 2.9-fold and 2.2-fold accelerations were achieved in comparison to the CPU-based LOBPCG-IF and LOBPCG-EF implementations, respectively. Table 6 : Time taken by the GPU-accelerated implementations of the LOBPCG method with inexact nullspace filtering (LOGPCG-IF), depending on the type of sparse matrix vector (SpMV) or dense matrix (SpMM) products (steps 1, 2, 11, 12, 15) and the precision (DD: all computations performed in double precision; DS: computations of the PCG-V solver employed for inexact nullspace filtering, computations of the V-cycle multilevel preconditioner performed in single precision, and other computations performed in double precision). The initial space X 0 was spanned by q+1 vectors. LOBPCG parameters: ǫ LOBPCG = 10 −5 , ǫ PCG-V = 10 −4 , κ = 4.0.
No.
Steps Tables 7 and 8 show the accelerations of the main stages of the LOBPCG method and present additional insight into the implementations of the LOBPCG eigenvalue solvers GPU and CPU. Analyzing the data from the second rows of Tables 7 and 8 , it can be seen that the times taken for the initialization (steps 0-5) and postprocessing (step 22) stages (not less than 12% on a CPU and 27% on a GPU; Tables 5 and 6 ) were only marginally reduced in GPU-based implementations. This is due to the fact that all GPU-based implementations are loaded with overhead caused by both the preprocessing of the sparse matrix (required for the Sliced ELLR-T format) and the transfer of data from CPU to GPU memory. The duration of the data transfer cannot be reduced, but the matrix preprocessing can be shortened if the matrix is assembled in the Sliced ELLR-T. In this case, even better speedups can be expected. The third rows of Tables 7 and 8 indicate that significantly better performance can be observed on a GPU than on a CPU for operations in the main loop of the LOBPCG method. Furthermore, in the fourth and fifth rows of Tables 7  and 8 , it is shown that, the use of the GPU means that the time taken for the computa- tions of the multilevel preconditioner (step 11) and the PCG-V solver (step 12) were significantly reduced (i.e., GPU-accelerated LOBPCG-IF (DS,SpMM) and achieved greater than 5.8-fold and 3.9-fold reductions over CPU-based LOBPCG-IF for steps 11 and 12, respectively). Although the acceleration of the PCG-V solver and multilevel preconditioner obtained with the GPU are significant (rows 4 and 5), it should be remembered that, even if these stages (PCG-V solver (step 12) and multilevel preconditioner (step 11)) remain the most time-consuming stages in the LOBPCG loop (steps 6-21), without these stages the LOBPCG method would be useless for finding low-order eigenvalues in electromagnetic analysis with the higher-order finite element method, on account of the large size of the nullspace operator in the curl-curl formulation Eq. (1.1).
Conclusion
In this paper, a GPU-based implementation of the LOBPCG method with inexact nullspace filtering was presented. The implementation was geared towards finding a few low-order nonzero eigenvalues of the curl-curl operator derived form Maxwell's equations and discretized using the higher-order FEM method. Our results indicate that, compared to the CPU reference implementation based on Intel MKL functions, the proposed GPU-based LOBPCG method with inexact nullspace filtering allowed us to achieve up to a 2.9-fold acceleration.
