Current robotic solutions are able to manage specialized tasks, but they cannot perform intelligent actions which are based on experience. Autonomous robots that are able to succeed in complex environments like production plants need the ability to customize their capabilities. With the usage of artificial intelligence (AI) it is possible to train robot control policies without explicitly programming how to achieve desired goals. We introduce AI Motion Control (AIMC) a generic approach to develop control policies for diverse robots, environments and manipulation tasks. For safety reasons, but also to save investments and development time, motion control policies can first be trained in simulation and then transferred to real applications. This work uses the descriptive study I according to Blessing and Chakrabarti and is about the identification of this research gap. We combine latest motion control and reinforcement learning results and show the potential of AIMC for robotic technologies with industrial use cases.
INTRODUCTION
The increase in product individualization strengthens the importance of decoupled factories and the flexibility in automation and manufacturing. The European Group on Ethics in Science and New Technologies published an article with five relevant developments for the industry: Artificial intelligence in the form of machine learning, advanced mechatronics, systems which can perform tasks independently from human operators, systems which are fully autonomous and systems which are able to interact between humans or other machines (EuropeanCommission, 2018) . These developments give robots new ways to generate control policies for manufacturing tasks in production. Contemporary controllers are mostly developed for stationary systems safeguarded by cages, for an environment where humans operate from control centers, outside the aforementioned cages, or behind safety walls (Pfeiffer, 2016) . The Federation of Robotics estimates that from 2017 to 2021, the supply of industrial robots will increase from 318,000 to 630,000 units. The large number of robots estimated is due to a combination of the robots' inability to perform multiple varied tasks, and the large quantity of specialized tasks need to be managed by the robots. (IFR, 2018) Autonomous robots are classified according to ten levels of autonomy for unmanned systems. In comparison, to the five autonomous level of self-driving vehicles, there a three factors which categorize the autonomy ability ( Figure 1 ). The autonomy of a robot is depending on human independence, the mission and the environmental complexity. Thus, a robot which is capable of working completely autonomously in an environment with low complexity is not classified under autonomy level 10 (Beer, 2014) . Currently, robots in high complexity environments require Human-Robot-Interaction (HRI) to succeed their tasks, because most of these robots do not have intelligent controllers which can adapt to different conditions. (Beer, 2014) .
The second machine age describes a future in which robots achieve the intelligence to perform cognitive tasks on par with humans (Wisskirchen, 2017) . It is difficult to determine the exact level of autonomy of a system, but we estimate that modern technologically advanced robots have an autonomy level between 4 and 6. If fitted with an intelligent motion controller, robots should be able to achieve a level of 8 as a short term goal. Artificial Intelligence (AI) can be used to enhance the capabilities of a system, which is complicated to achieve with traditional methods. We introduce AI Motion Control, or "AIMC" for short, which is a generic approach to develop control policies for a dynamic context. AIMC also describes a shorter way to develop robot motion controllers, while nevertheless achieving similar manipulation tasks and trajectories. This research presents the identification of the research gap and gives an outlook of the development of this approach (Blessing and Chakrabarti, 2009 ).
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RELATED WORK
The new technological challenges faced by the robots have created a need for new methods for the development of the solutions for these challenges. A supervisor can teach the robot, perception can support with visual input to train a controller or machine learning can allow the robot to learn control policies through experience. This section gives an overview of intelligent motion controllers, which require low adaptation to generate manipulation tasks. Model learning for robot control presents how to use forward and inverse models, how to mix these models and how to fit the motion control policy through machine learning (Nguyen-Tuong and Peters, 2011) . With learning from demonstration or imitation, which is combined in Imitation Learning, it is possible to avoid manually hard coding control policies and to transfer human knowledge to an agent. Machine learning techniques can be used to build a generic model of robot movements from a few examples provided by a supervisor (Zadeh, 2012) . In another work, a robot learns trajectories for a desired motion by using refitted linear models and then unifies these trajectories into a single control policy, this approach is named Guided Policy Search ( Levine1 et al., 2015) . For instance, perception guided motion controllers use visuo-tactile information to manipulate and explore unknown objects (Li et al., 2015) . A framework saves perceptual feedback in a visuomotor memory and learns from demonstration. Recurrent neural networks can also be used to analyze these information (Sasaki et al., 2016) . Image processing can be powerful, but for some use cases it is essential to understand threedimensional models. A multi-model approach can analyze 3D functional features of tools (Mar et al., 2015) . It has given a robot the ability to learn how to screw a cap onto a bottle through the combination of extracting visuomotor information and the training of machine learning algorithm . The deep visuomotor policies were trained using reinforcement learning (RL). RL can be also used to train predictive policies for skilled object grasping and ball throwing (Ghadirzadeh et al., 2017) . Most of the RL approaches use simulations to visualize the learning problem in order to plan which function works best. Simulations are also used to improve the efficiency of Deep Robotic Grasping. For example, a given level of performance achieved by randomly generated simulated objects can reduce the real-world data needed (Bousmalis et al., 2017) . It is also proven that through modularity, there can be a transfer of control policies from simulation to reality (Clavera et al., 2017) .
PROBLEM DESCRIPTION
The presented approaches combine AI with motion control. For example, computer vision offers robots the ability to calculate gripping points or avoid collision. Other use cases exist in which observations cannot give the robots enough information to guarantee the successful manipulation of objects. The presented approaches demonstrate how to generate intelligent motion control for manipulation tasks, mostly in laboratories under simplified conditions and for specialized robotic tasks. Through reinforcement learning, robots are able to learn trajectories through trial-and-error based on experience. This paper proposes an answer to the following research question: Is it possible to develop multiple robot manipulation tasks without explicitly programming how to achieve desired goals? We also show what information is needed to design such a system, what the subsystems of an intelligent motion control are, how can they be combined and which advantages will a robot have by using intelligent motion control. We compare the development of motion control policies using the proposed approach with traditional development approaches. This work introduces an approach which contains the application of AI methods in a robot motion control development. As a result, the development becomes more flexible and scalable, which is necessary for the design of robots which are to perform in a highly dynamic environment.
BACKGROUND
This section gives an overview of the technologies which are needed to design and apply the AIMC approach. Intelligent motion and manipulation are also subfields of AI in a complex robotic system. The major aspect of the design of an intelligent robot is the decision making, which takes part as the decision process in the robot loop control. It processes the observed data and can use planning or learning to perform intelligent actions. (Goertzel and Yu, 2014) We describe the state of the art, definitions of level controllers and the principles of reinforcement learning. . It is possible to separate the tasks into sub-tasks, which increases the modularity. Behavior Trees (BT) are a recent alternative to FSM, for creating modular task switching in robot control architectures. High-level controllers are the highest level of abstraction, and are responsible of executing the planning and monitoring of tasks like scheduler, task planner and Artificial Neural Networks (ANN) ). ANN as high-level controllers give robots the ability to switch between states and actions of the mid-level controller.
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Motion control
Reinforcement learning
Artificial intelligence is the science and engineering of making intelligent machines, consists of different subfields, such as Machine Learning (ML). ML is a field of computer science that gives systems the ability to learn without being explicitly programmed. It consists of the three major fields: unsupervised learning, supervised learning and reinforcement learning (Russel and Norvig, 2010) . In reinforcement learning, an agent learns behavior through trial-and-error interactions with a dynamic environment. A Markov Decision Process (MDP) is a mathematical framework to model decision making, instead of describing the solution of a problem. In MDP an agent interacts with its environment and tries to get a reward. It discovers different states by performing certain actions. The goal is to find the best policy that matches to each state and action to get the biggest reward, this total reward can be defined as the sum of the rewards (Kober and Peters, 2012) . Three current successful methods like Deep-Q-Learning (DQN) combine Deep Neral Networks with Reinforcement learning (Arulkumaran et al., 2017) .
Simulation
Reinforcement learning approaches were historically deployed for video games (Hester et al., 2017) , but recently got significantly more relevant for simulations (Gu et al., 2017) . There are several simulation tools which can be used to design an environment. The non-profit organization OpenAI developed an OpenSource library called OpenAI Gym, to bridge reinforcement learning with applications. OpenAI Gym uses a physics simulator for robotic use cases, such as MuJuCo (Plappert et al., 2018) which is an advanced physics engine, which allows to build a model that behaves in a highly realistic manner (Brockman et al., 2016) . V-Rep is a robot simulation tool which has a lower reality physics engine, but a Robot Operating System (ROS) interface (Quigley et al., 2009) . The well supported ROS interface is provided by Gazebo thanks to the large community. Erlerobotics provides various simulation models (Yan et al., 2017) and has built an extended version of OpenAI Gym to combine it with Gazebo (Zamora et al., 2016) .
AI MOTION CONTROL
The traditional way of design is to generate control policies for robotic manipulation tasks using: hardcoded waypoints at the low-level; non-generic states at the mid-level; specialized tasks at the high-level (Figure 2 ). This approach is repetitive, not scalable and mostly suited for specific applications. Other ways of generating control policies are presented in the section 2. In an industrial context, objects like production parts can have a variety of hundreds or thousands of different items. Applications for these use cases, such as robots with pick and place abilities, require flexibility and high scalability. Instead of developing multiple different policies, the proposed development process of motion control with artificial intelligence can improve the system development lifecycle.
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Systems in a highly dynamic environment need many development iterations; AIMC offers the potential to shorten this development. Control policies can also be improved by using unsupervised or supervised learning, however in this paper we present an approach with reinforcement learning because it gives the robot the ability to learn during its application. The approach requires the design of generic level controllers. Low-level trajectories can be learned by predefined movements, a state machine can consist of given actions and states, moreover, subtasks can be preset in a behavior tree or a task planner. Each motion control layer is connected with a neural network which will be trained hierarchically.
Figure 2. Development of motion control without AI. (a) First and (b) second iteration.
In the beginning of the development, the application will be trained in simulation (Figure 3a) . In comparison with manual development, AIMC requires more time in the beginning of the development, but it can save considerable time in following iterations.
Figure 3. Development of AI-based motion control. (a) First and (b) second iteration.
In a second manipulation task with a new subtask or a different order of subtasks, AIMC can be used again, to train the neural network and to regenerate the motion control policy (Figure 3b ). The neural network is connected to the low, mid and high level controllers, and can be changed through the modification of the reward function which represents the manipulation task.
Design of the approach
Artificial Intelligence based Motion Control (AIMC) uses an open-source toolchain and describes the development of control policies for robotic manipulation tasks. The approach deals with the design of a simulation, the definition of motion controllers and the training and evaluation of the motion control policy. The manipulation task will be divided into subtasks. The motion control can be split into top, mid and bottom layers. The RL method receives these inputs to train actions based on the observations. The sim-to-real bridges ensure the transfer of the policy to the real application (Figure 4) . We use the Open Source Tool Gazebo as simulator, but the concept of the approach also works with the other simulation tools. Depending on the use case, the simulation environment can be modified through the implementation of obstacles and handling objects. The Robot Operating System gives the simulation the ability to move and sense. There exists different plugins to implement sensors that measure contact or distance, or to implement a camera that generates a RGB map, a disparity map or a point cloud. There ICED19are two common different ways of low-level controllers. Joints can be controlled with a PID controller or with the use of a planner. For linear, arm or hybrid robots, there exists linear or rotational motor drives as plugins. In the development of a training script, the implementation of a learning algorithm is needed at first. We use the algorithm of OpenAI Gym. The learning algorithm's reward function describes how the goal can be achieved. The training of the policy depends on which manipulation task is to be achieved. Basically, the research categorizes the tasks as either reaching, picking, sliding or pushing tasks. The policy can be also extended with different other tasks like placing, stacking or manipulation, like changing positions and rotations of the object itself. Certainly the actions and observations of the simulation vary from the real environment. As such, the goal of transferring the control policy from the simulation to real application is to close the sim-to-real gap. There are different approaches which already overcome this problem, like the dynamic randomization (Peng et al., 2017) . There are various use cases which can be used to train certain tasks like the palletizing, depalletizing or packing of objects ( Figure 5 ). These processes are stationary, but the manipulation task can also be applied on mobile robotic systems. Instead of the development of motion control policies for a palletizing robot, the generic approach is designed to train different robotic application and also multiple tasks. 
EXPERIMENTAL WORK
In this research we use one of the simulation and present the application of AIMC to develop low-level motion trajectories for a grasping task. To guarantee the reproducibility of the experiment, we use different object shapes without an industrial context (Figure 5d ). The methods developed for reaching, grasping, manipulating or placing an item can be used for all systems modular. We compare the generated policy in simulation with the in reality developed policy. The transfer is beyond the generation of control policies and does not require additional time during the application of the policy therefore we do not consider the transfer of generated policies on the real robotic system in this experiment.
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Setup
We use a pick-and-place robot that learns to pick various shapes. The setup consists of the robotic arm UR10 from Universal Robots with a vacuum gripper. The robot is controlled by joint coordinates and always has in the beginning of the experiment the same starting pose. The objects are randomly spawned on an area of 80 cm x 40 cm. Using cubes of varying shapes with the size of about 0.5 cm 3 . In this experiment, we avoid the use of computer vision for object detection. The simulated robot receives information about the position and a number of the certain item. Potential gripping points of the of items change with their shape. The simulation contains the same components as in reality: A model of the robotic arm, the gripper, a table and the objects to be handled. The gripper consists of two contact sensors which simulate the behavior of a vacuum gripper. If both sensors sense contact, this means the object is picked correctly and vacuum could be generated. The robot has six joint movements as actions. The states are: Position of the object and an object number, which both should represent information from a camera system and the joint positions. We use the reinforcement learning approach Deep Q-Learning to train the model. In the following we describe the manual development process and the development of an AI-based process.
Experimental procedure of the manual development process
The goal is to generate waypoints for a grasping trajectory. The trajectories will be programmed by operators with an expertise in robotics engineering. The operators are training the procedure with three objects and apply their generated experience to develop control policies for the further seven objects. Every new object requires an adaptation of the gripping point. The operators teach the pick-and-place robot in reality by moving the EOAT (end-of-arm tooling) through waypoints. The development time will be represented as working time and can be measured with an MTM (Methods time measurement) analysis (Table 1) . 
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We divide the manual operation in the MTM categories: Reach to an object in other hand or to an object in fixed location or on which other hand rests, move (M) the object to an exact location, position (P) with light pressure required and difficult to move and eye focus (ET) time is the time needed to focus the eyes on an object and look at it long enough to verify e.g. the position of the object. The MTM tables and the Time measurement unit (TMU). After training with three sample parts the five experimentees develop for each of the seven parts, which are randomly chosen and placed, the control policy. The experimentees are free to chose the trajectory and it will be saved automatically. The manual handling can be also developed in a simulation environment, but the physical teaching is preferred in this experiment because the operator can create trajectories precisely.
Experimental procedure of the AI-based development process
The designed toolchain provides a program to train and to use the motion control policy. The first procedure is to train the robot to pick three objects. The objects' shape and position will be spawned at random. During the training the robot learn to pick the same three objects like in the manual experiment. The robot trains for 1,500 episodes to pick these objects. After it has a success average of over 80% the model will be saved and stopped. In the application and experimentation program, the trained model will be applied for the other seven objects. The time between spawning the objects and successful reaching it, will be measured.
RESULTS
The results of the experiments are shown in figure 7. The simulated robot is able to learn trajectories to pick certain objects. After 1,000 episodes the robot reached a reward average of 180 per 100 episodes ( Figure 7a ) and a success average of 82% (Figure 7b ). An human operator has an average working time of 11.7 s as shown in table 1. However, there are differences between the development time of various items. The learned model was able to generate a successful trajectory after 1.82 s. 
CONCLUSION AND FUTURE WORK
This paper has shown the current state of the art in AI-based motion controllers. We reveal the gap in the development of robotic motion control policies with manipulation tasks in highly dynamic environments and present AIMC, as a solution for the development, which, on the one hand, gives developers the possibility to generate dynamic motion controllers, and on the other hand, gives a robot the ability to update motion controllers on its own. A recent alternative is the manual implementation and modification of motion controllers, which causes a time-consuming development. This paper has given an introduction to the identification, but has also shown the potential of descreasing the development time.
The factors of the descriptive study I lead to the result of a reference model, here described as the AIMC approach. This theory will be proven in the prescriptive study, which has an impact model as output and the systematic development with AIMC will be dealt with in further publications.
