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ABSTRACT
For magnetic resonance-guided focused ultrasound (MRgFUS) treatments to be 
broadly accepted, progress must be made in treatment planning, monitoring, and control. 
A key component to this goal is accurate modeling of the bioheat transfer equation 
(BHTE). This dissertation develops new methods for identifying the significant 
parameters of the BHTE: the ultrasonic specific absorption rate (SAR), the tissue thermal 
diffusivity, and perfusion-related energy losses.
SAR is determined by fitting an analytical solution (one-dimensional radial Gaussian 
heating) to MRgFUS temperature data in simulations and a tissue-mimicking phantom. 
This new method is compared with linear and exponential methods for different fitting 
times, beam sizes, perfusion, and thermal diffusivity values. The analytical method is 
consistently most reliable and is accurate to within 10% for all cases, except high 
perfusion. An extension to the analytical solution improves SAR estimates for high 
perfusion cases.
MRgFUS sampling characteristics (spatial averaging, temporal sampling, and noise) 
for SAR and thermal diffusivity estimation are parametrically evaluated against several 
focused ultrasound beam sizes. For single point heatings, a maximum voxel size of 
1x1x3 mm is recommended for temperature and estimate errors to remain less than 10%.
Two MRgFUS thermal diffusivity estimation methods are evaluated against a 
standard technique in ex vivo porcine and in vivo rabbit back muscle. Both methods
accurately estimate thermal diffusivity using cooling data (overall ex vivo error < 6%, in 
vivo < 12%). Including heating data in the Gaussian SAR method further reduces errors 
(ex vivo error < 2%, in vivo < 3%). The Gaussian SAR method has better precision than 
the Gaussian temperature method.
Two methods for quantifying perfusion-related energy losses using MRgFUS cooling 
temperatures are developed (experimental + modeled data vs. experimental data). The 
methods are verified via simulations and experiments in ex vivo perfused porcine kidney 
at different flow rates. The difference techniques employed make these methods 
susceptible to noise errors, but this feasibility study demonstrates promise for their use in 
future work.
In conclusion, these methods can be used to validate biothermal models, and 
associated improvements in thermal modeling have the potential to increase the efficacy 
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CHAPTER 1
INTRODUCTION
1.1 Introduction to thermal therapies
1.1.1 History and categories of thermal therapies
Physicians have employed thermal energy in therapeutic applications throughout 
human history, exploiting its ability to close wounds, minimize the spread of infection, 
and irreversibly damage undesirable tissues. The ancient Egyptians treated “swelling 
vessels” and “tumours or ulcers in the breast” using a “fire-drill” [1]. The Greek 
physician Hippocrates recommended using a red-hot iron to cauterize hemorrhoids, small 
tumors, and other diseases [2-4]. While the application of thermal energy for therapeutic 
purposes today may be more sophisticated, it relies upon the same principles that have 
been employed for millennia.
The use of thermal energy in current cancer therapies can generally be divided into 
two categories. First, in local hyperthermia, the tissue temperature is raised to ~43-45 °C 
for extended periods of time and can kill cancer cells directly or induce changes in tumor 
physiology that sensitize it to other therapies. Temperature elevation increases vascular 
permeability and induces vasodilation for increased blood flow, improving delivery of 
chemotherapeutic agents to the tumor. The increased blood flow during hyperthermia 
reduces hypoxia in tumors, making them more sensitive to radiation therapy [5,6].
Cancer drugs may also be encapsulated in temperature-sensitive liposomes or 
microbubbles which locally release their therapeutic agents in high temperature tissues 
[7].
The second category of thermal therapies is thermal ablation, which involves rapidly 
heating the tumor to temperatures well above 45 °C for short periods of time. This 
extensive temperature rise causes irreversible damage to cells by causing protein 
denaturation, coagulation, and necrosis [8]. Additionally, inflammation from tissue 
ablation can recruit immune effector cells to the target region, inducing an immune 
response to help the body attack any remaining cancer cells [9]. Exposed proteins and 
cellular debris from damaged tissue can also act as antigens, stimulating a systemic 
immunomodulation that targets local cancer cells as well as distant metastases which 
were not directly affected by the thermal treatment [10,11].
The distinction between hyperthermia and thermal ablation is indefinite as are the 
associated physiological responses, because thermal tissue damage is dependent upon the 
duration of temperature elevation as well as its magnitude. Most often, thermal damage 
is based upon an Arrhenius model where time and temperature contribute to thermal dose 
in a nonlinear fashion [12]. The extent of damage in this model is compared to an 
equivalent heating at 43 °C, and total necrosis of biological tissues has been shown to 
range from 25 to 240 minutes at 43 °C [13].
1.1.2 Thermal therapy modalities
Thermal therapy modalities for inducing hyperthermia or thermal ablation include 
radio-frequency [14], microwave [15], laser-induced thermotherapy [16], and focused
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ultrasound (FUS) [17,18]. Cryotherapy is an ablative modality that causes necrosis by 
lowering tissue temperatures to extreme values [19]. The choice of which modality to 
utilize for a thermal therapy depends upon factors such as physician expertise, device 
availability, as well as tumor properties, geometry, location, and relative position to other 
anatomical structures [9].
The work in this dissertation utilizes the heating modality of magnetic resonance- 
guided focused ultrasound (MRgFUS). Focused ultrasound generates precise, localized, 
and completely noninvasive heating in deep tissues, while MR-guidance allows the 
temperature distribution to be monitored in near real-time. The noninvasive nature of 
MRgFUS makes it an attractive alternative to traditional cancer therapies, yet acceptance 
as a mainstream clinical option remains elusive. In the United States, MRgFUS has only 
been FDA approved for treatment of uterine fibroids and pain palliation of bone 
metastases, though studies are underway for the treatment of brain, breast, liver, kidney, 
pancreas, bone, and prostate cancers [18,20].
1.1.3 Objective: Accurate biothermal modeling in MRgFUS
Biothermal modeling is utilized to predict dynamic temperature distributions 
generated and altered by the therapeutic heating modality, tissue energy storage and 
dissipation, and blood flow. Implementation of biothermal modeling in the planning, 
monitoring, control, and evaluation of MRgFUS therapies can help to minimize treatment 
time, maximize efficacy, and ensure the safety of healthy normal tissues, while increasing 
clinical confidence in MRgFUS treatments. Recognizing that model predictions will only 
be as accurate as the individual parameters comprising the model, the purpose of this
3
4dissertation is to develop and evaluate techniques for obtaining patient-specific values for 
each of the significant parameters used in biothermal modeling of MRgFUS treatments.
Since this work requires an understanding of focused ultrasound, magnetic resonance 
imaging (MRI), and biothermal modeling, a discussion of the essential physics for each 
area is presented in this chapter. Motivations for biothermal modeling and improved 
estimation of biothermal parameters are established and an overview of each chapter in 
this dissertation is given.
1.2 Essentials of focused ultrasound
1.2.1 Ultrasound frequency, spatial resolution, and depth of penetration
Ultrasound refers to inaudible acoustic waves with frequencies ranging from 
approximately 20 kHz to several hundred MHz [21]. It has the ability to propagate 
through human soft tissue and is regularly used in the clinic for diagnostic and 
therapeutic purposes. The range of ultrasonic frequencies typically used in medical 
applications is constrained by two factors: the desire for good spatial resolution and the 
need to penetrate into deep tissues.
Spatial resolution will be shown to be directly proportional to the wavelength (X) of 
the ultrasound, which is a function of the tissue speed of sound (c) and the ultrasonic 
frequency (f), as seen in Equation 1.1:
A =  j .  (11)
Because most human tissues have a speed of sound approximately equal to that of water 
(c=1500 m/s), higher frequencies will lead to shorter wavelengths and better spatial 
resolution.
The intensity of the ultrasound beam decreases with increasing depth into the tissue 
from several effects, including reflections at tissue interfaces with differing acoustic 
impedances and from the diverging wavefront which spreads the area over which the 
ultrasound intensity is distributed. However, the primary cause of intensity loss in most 
tissues is attenuation of the beam itself, which, in the absence of other effects, is 
described by the equation
I (z) =  /0e"  2az, (1.2)
where I  is the average ultrasound intensity (W/m ) as a function of depth z into the 
tissue, I0 represents the intensity at the skin surface, and a is the tissue’s attenuation 
coefficient. Because a increases with increasing ultrasonic frequencies, utilizing lower 
frequencies will improve the depth of penetration.
The competing constraints of spatial resolution (high frequencies) and depth of 
penetration (low frequencies) require compromise in therapeutic ultrasound applications 
and result in therapeutic frequencies typically ranging from 0.75-3 MHz [22]. Based on 
Equations 1.1 and 1.2, these frequencies will yield wavelengths of 0.5-2.1 mm with half­
intensity penetrating depths of approximately 1.3-7.1 cm for average nonfatty soft tissues 
[23].
1.2.2 Ultrasound absorption and focusing
The attenuation coefficient is the sum of local scattering effects (which are often 
assumed negligible) and the absorption of the ultrasound beam by the tissue. If scattering 
is neglected, the power deposition ( ) of ultrasound into a tissue region is equal to the 
loss of ultrasound intensity in that region, which can be calculated by differentiating
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Equation 1.2 with respect to z. After differentiation, substituting Equation 1.2 yields
Qfus = ~  2 a l. (13)
The dot in the notation of QFFS indicates energy measured per unit time, and the triple 
prime indicates per unit volume; hence, the units of QFFS are W/m3. In Equation 1.3, 
is negative because it represents a loss in the intensity of the ultrasound beam. 
These losses come from conversion of the ultrasound wave’s mechanical energy into 
thermal energy and result in a temperature rise in the tissue. It is noteworthy that the 
energy deposition into the tissue is proportional to the acoustic intensity defined by 
Equation 1.2, suggesting that power deposition from a single unfocused ultrasound 
source is greatest near the skin and decreases exponentially with depth into the body.
For focused ultrasound applications, the ultrasound beam is manipulated so that 
power deposition can be significantly greater in deep tumor tissues than in the skin and 
intervening tissue. By modifying the ultrasound transducer to be shaped like a lens (see 
Figure 1.1), the propagating ultrasound beam will be focused much like light converges 
after passing through a magnifying glass. The distribution of the ultrasound beam in the 
focal plane is related to the Bessel function of the first kind with order 1 and has a 
diameter (measured between the first zeros) equal to
d = 2 . 4 4 ^  A, (1.4)
where D  and lf are the diameter and focal length of the ultrasound transducer, 
respectively. Because the intensity contributions from all parts of the transducer are 
converging at the focal location in this small diameter, local intensity and, by extension, 




Figure 1.1: Schematic illustrating how an ultrasound transducer can focus energy deep 
in the tissue. The diameter of the focus d  is a function of the transducer diameter D, 
focal length f  and the ultrasound wavelength.
intervening tissues. The ability of FUS to produce highly localized deep tissue power 
deposition noninvasively is what makes it such a powerful and promising therapeutic 
modality.
1.2.3 Past challenges to FUS and new solutions
The earliest demonstrations of FUS for altering localized biology were performed in 
the 1940s [24,25]. FUS was first used for thermal ablation in the brain [26-28] and the 
potential of FUS as a cancer therapy was first suggested [29] during the 1950s. Over the 
next few decades, one primary obstacle prevented FUS from developing into a 
widespread clinical option for cancer therapy: the lack of extensive real-time temperature 
monitoring of the treatment [30].Real-time monitoring of FUS can improve the safety of 
the treatment by preventing ultrasound cavitation and protecting critical structures and 
normal tissues from overheating. Monitoring provides feedback for controllers that can
adjust treatment parameters to optimize for time and efficacy. Dynamic monitoring of 
the treatment can help to identify treatment endpoints such as cumulative equivalent 
minutes at 43 °C [12]. Finally, and most significantly for this dissertation, monitoring of 
thermal therapies provides information essential to the validation of biothermal models 
used to plan, predict, and evaluate those treatments.
Traditional monitoring of thermal therapies has involved the insertion of 
thermocouples or thermistor probes at a few locations of interest to measure local 
temperatures. Several challenges arise with this approach. Pointwise measurements lack 
information about the desired spatial distribution of temperatures. Additional probes may 
be introduced for more information, but at the cost of increased complexity, time required 
for accurate positioning, and financial costs. While models may be used to fill in 
temperature profiles between discrete measurements, in many cases they still do not 
provide sufficient information to ensure the safety and efficacy of the treatment. 
Application of FUS can cause localized viscous heating at the probe which increases 
uncertainty in temperature measurements. While the noninvasive nature of FUS 
therapies makes them appealing, if  invasive probes are required to monitor the treatment, 
with associated risks of infection and damage to intervening tissues, these therapies lose 
much of their attractiveness.
Recent developments in several noninvasive techniques for monitoring temperature 
distributions have renewed interest in FUS as a thermal therapy. These modalities 
include infrared thermography [31,32], microwave tomography [33], impedance 
tomography [34,35], CT Hounsfield unit changes [36,37], ultrasound temperature 
imaging [38,39], and magnetic resonance temperature imaging (MRTI) [40,41]. In spite
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of its comparatively high cost, MRTI has become the imaging method of choice for many 
FUS researchers because it enables dynamic three-dimensional imaging with good spatial 
(~1 mm ) and temporal resolutions (1-5 s) and accuracy (~1 °C). Magnetic resonance 
imaging lacks the ionizing radiation of some other modalities and is also useful for 
definition of the target and critical tissue boundaries as well as for immediate and long 
term posttreatment evaluation [42]. Thus, this single imaging platform has applications 
at all stages of the treatment: anatomy imaging and target definition, planning, 
monitoring, control, and evaluating treatment outcomes. The next section reviews the 
basic physics of MRI and how temperature is measured with this technology.
1.3 Essentials of magnetic resonance imaging
1.3.1 Spin, precession, and the Larmor frequency
Spin is the property of the nucleus of some atoms (those that have an odd number of 
protons and neutrons) that makes MRI possible. Most notably, the nucleus of hydrogen, 
with one proton and no neutrons, exhibits this property. Its composition explains why the 
terms hydrogen and proton are often used interchangeably in MRI. Because the 
concentration of hydrogen atoms may be up to three orders of magnitude greater than that 
of other isotopes used for MRI (due to the large proportion of water in our bodies), MRI 
of hydrogen requires much less time to acquire images with the desired spatial resolution 
and image quality [43-47].
The spin of a proton coupled with its charge creates a small magnetic field like a bar 
magnet. Placing the proton in a strong applied magnetic field, such as an MRI magnet, 
will cause the proton to preferentially align with that field. Spin gives the proton angular
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momentum, so that if  it is tipped away from the strong magnetic field by some means, in 
addition to spinning around its own axis, it will precess about the axis of the applied 
magnetic field. Precession is similar to the wobbling of a child’s toy top (about the axis 
of the gravitational field) before it falls over, even as it continues to spin about its own 
axis. The frequency at which isotopes such as hydrogen precess is called the Larmor 
frequency (rn), which depends upon the strength of the applied magnetic field (B0) and a 
constant called the gyromagnetic ratio (y), as shown in Equation 1.5:
o) = y B0. (1.5)
Each isotope that exhibits spin has its own unique gyromagnetic ratio. Hydrogen has the 
highest frequency of all isotopes, with a value of 42.57 MHz/Tesla [44].
In the absence of an applied magnetic field, the spins of hydrogen are randomly 
distributed, effectively canceling out their overall magnetization. The presence of a 
strong magnetic field, however, defines two energy states in which the spins will 
eventually thermally equilibrate. It is slightly more probable that each individual spin is 
found in the lower energy (parallel) state than in the higher energy (antiparallel) state and 
because of the presence of so many hydrogen protons, a measurable bulk magnetic effect 
can be observed. The combined effect of these individual protons can be represented by 
a single vector (M), precessing about the magnetic field B0 at the Larmor frequency rn 
(see Figure 1.2).
1.3.2 Generating transverse magnetization, and detecting the magnetic field
At equilibrium in the B0 field, the protons do not precess and the bulk magnetization 
is exclusively in the longitudinal direction (Mz). To generate a transverse magnetization
10
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Figure 1.2: A radio-frequency pulse in the B j direction can tip the protons’ bulk 
magnetization away from the main field Bo and cause them to precess about the z axis 
at the Larmor frequency rn. The magnetization vector M can be separated into its 
longitudinal M z and transverse M xy components.
(Mxy), a radio-frequency (RF) pulse at the Larmor frequency, referred to as the B 1 field, is 
applied. This pulse tips the bulk magnetization from the longitudinal direction toward the 
transverse direction and synchronizes the phases of the protons’ precession. Immediately 
following the application of the B 1 field, two effects are observed: 1) the proton spins 
begin to dephase and 2) the protons begin to move back toward their parallel orientation 
with the longitudinal B0 field. Dephasing of the protons is related to the tissue’s 
transverse relaxation constant T2. The rate at which the protons return to their stable 
alignment with B0 is represented by the tissue’s longitudinal relaxation constant T1. The 
flip angle (a) is the angle of the magnetization with respect to the z-direction after the 
application of the B 1 field. Thus, the transverse magnetization immediately following the 
RF pulse is related to the original longitudinal magnetization by a factor of sin(a).
Receiver coils, with amplifiers tuned to the Larmor frequency, are oriented 
perpendicular to B0 and used to measure the time-varying component of the protons’ 
magnetization in the transverse plane. These coils convert the transverse magnetization
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of the precessing protons into an electrical signal based on Faraday’s law of 
electromagnetic induction [48]. Specifically, a time-varying voltage is induced in the 
receiver coil equal to the rate of change of the magnetic flux through the receiver coil. 
This voltage is amplified, filtered, digitized, and finally stored as the real and imaginary 
parts of the raw MRI signal.
1.3.3 Slice selection, and encoding location information
To generate an image, it is necessary to identify the location from which the MR 
signal originates. Since the receiver coils are noncollimated, this is accomplished by 
selectively exciting a slice in one direction and encoding spatial information for the other 
two dimensions into the MR signal [49]. Slices can be generated in any direction by 
introducing an applied gradient field in that direction. For simplicity, this discussion will 
orient the z-direction with the applied magnetic field B0.
Applying a gradient field (Gz) in the z-direction makes B0, and subsequently the 
Larmor frequency of protons in the field, a function of the z-direction. Simultaneous 
application of an RF pulse with a frequency matching the Larmor frequencies of the 
desired slice location will selectively cause only those protons to be excited. The 
thickness of the slice profile is a function of the gradient field distribution and the 
bandwidth of the slice selective RF pulse.
In much the same way, gradients (Gx and Gy) in the transverse plane are used to 
provide position information for the x- and y-directions. These transverse gradients are 
not used for selective excitation but are used to encode information about the x- and y-
13
positions into the MR signal itself. As an example, the signal (S) observed from a two­
dimensional sequence with gradients of constant magnitude is given by [44]
where p(x,y) is the spatial distribution of spin density and ultimately represents the MR 
image.
1.3.4 k-space, and the Fourier transform
In practice, the collection of MR data occurs in the spatial-frequency domain, or k- 
space. k-Space is discretized in matrix form and the raw MR signal measured by the 
receiver coils is stored in this matrix. The gradient area at a given time, determined by 
the magnitude and duration of gradients in each transverse direction, determines the k- 
space position in which to store the signal data. When the k-space matrix is full, all of 
the information for the MR image has been acquired and the matrix can be processed to 
produce a final image. During image reconstruction, the inverse Fourier transform of k- 
space yields the MR image, which has the same number of rows and columns as the k- 
space matrix used to store the MR signal data. The size of k-space is also linked to the 
spatial resolution of the image, such that doubling the number of lines in one k-space 
direction will improve the spatial resolution in the corresponding image direction by a 
factor of two.
Because the precessing protons that generate the MR signal have different phases, the 
resulting image is complex. Changes in the tissue temperature will manifest themselves 
by a change in the phase of the complex image, as will be discussed in the next section.
1.3.5 Proton resonance frequency (PRF) shift
Temperature mapping using MRI was first investigated in 1983 using a method based 
upon the longitudinal relaxation time T1 [50,51]. Over a small range, T1 is linearly 
dependent on the absolute temperature, but T1 and its temperature dependence vary with 
tissue type, its coagulation status, and the MR field strength. Other temperature- 
dependent parameters that have been used for MR temperature measurements include the 
molecular diffusion coefficient of water [52,53], proton density [54], magnetization 
transfer [55], the transverse relaxation time T2 [56,57], the proton resonance frequency 
(PRF) shift [40,41], and others [58,59]. Depending on the method, temperature 
measurement can be relative or absolute and the linearity of temperature dependence, 
temperature sensitivity, advantages, and limitations of each method have been reviewed 
in other work [58-60].
The proton resonance frequency (PRF) shift method is the most commonly applied 
approach to obtaining MR temperature images [40-42,61]. The technique is explained by 
examining the local effects of temperature increases on water molecules in tissue. In 
general, the electrons of each water molecule shield the hydrogen nuclei from the full 
magnetic field B0, such that the protons experience a slightly lower magnetic field and 
precess at a lower Larmor frequency than would otherwise be predicted. As temperature 
increases, the kinetic energy of water molecules goes up and hydrogen bonds between 
adjacent molecules weaken. At the same time, covalent bonds within the water molecule 
are shortened. In closer proximity to the oxygen atom, hydrogen protons are better 
shielded by the electron cloud of the molecule. This effective magnetic field on each
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proton is further reduced, inducing a downshift in the Larmor resonance frequency of the 
protons, hence PRF shift.
The effect of electrons shielding hydrogen nuclei and causing a shift in the Larmor 
frequency is known as chemical shift and applies to all molecules containing hydrogen to 
varying degrees. While the difference in chemical shift observed between hydrogen 
atoms of water and those of fat is approximately 420 Hz at a field strength of 3 Tesla 
[62], chemical shift experienced in water molecules due to temperature change is much 
smaller. For RF-spoiled gradient echo images, the temperature (T) dependence of the 
image phase (0 )  can be expressed as the product of the chemical shift (a), gyromagnetic 
ratio, echo time (TE), and magnetic field strength (B0), given by
P  (T ) = YTEB0a  (T) . (1.7)
The chemical shift field has temperature dependent and nontemperature dependent 
components [61]. The temperature dependent component of the chemical shift varies 
linearly with temperature with a slope of a  ~ -0.01 ppm/°C, which is relatively constant 
for many different tissues and is close to that of pure water [63]. Subtraction of the phase 
from a reference image eliminates all constant phase contributions, including the non­
temperature dependent component of the chemical shift, and enables the measurement of 
temperature according to
A T =  T -  Tref = (  P  ( T) -  P  (Tref) ) /  ( 2 n  aYTEB 0) . (1.8)
Because of the need to subtract a reference image, only changes in temperature are 
measureable with this technique and not absolute temperatures.
Challenges to accurate PRF measurements of temperature include artifacts introduced 
by the presence of lipids within a voxel, which tends to lower the proportionality constant
15
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a. In voxels exclusively composed of lipids, temperature measurement with PRF is 
impossible because fat protons do not exhibit hydrogen bonding or the associated 
temperature-dependent chemical shift. Motion between and during image acquisitions 
introduces other errors in temperature measurements that must be accounted for. New 
methods and techniques are in development [64-68] to address these challenges and 
continued improvements will contribute to improved outcomes and acceptance of 
MRgFUS thermal therapies.
1.4 Essentials of biothermal modeling
Not only has MRTI facilitated monitoring for fully noninvasive FUS cancer therapies, 
but it has provided the opportunity to thoroughly evaluate various biothermal models 
with the extensive three-dimensional dynamic temperature data it provides. Biothermal 
models are essential to MRgFUS because of the desire to optimize the implementation of 
treatments ahead of time. Biothermal models can be used to identify locations of concern 
based on safety constraints intended to protect healthy tissues and critical structures, 
which may be challenging because of the heterogeneous patient-specific nature of human 
anatomy. Biothermal models are also utilized during pretreatment planning to make 
treatments faster and more effective than they would otherwise be, enabling the balance 
of healthy tissue constraints and efficient tumor treatment without excessive overdosing. 
During the treatment, biothermal models can be used in model predictive control to 
provide treatment feedback and impromptu adjustment for optimal therapies. This 
section of the Introduction is intended to introduce the principle equations of biothermal 
modeling through derivation of a generic bioheat equation, to discuss the challenges and
17
current approaches to modeling the required parameters of those equations, and to review 
the limited work that has been performed in verifying the most commonly applied 
biothermal model, the Pennes bioheat transfer equation [69].
1.4.1 Deriving a general bioheat equation
The first step in deriving a general equation for biothermal modeling is to identify the 
region to which the model will be applied. A control volume of approximately 1 mm 
with fixed boundaries, across which mass and energy are allowed to flow, is appropriate. 
The size of the control volume is selected because it is large enough for the continuum 
assumption to hold and small enough that temperature, tissue properties, absorbed power, 
etc. can be assumed uniform within it. The width of a focused ultrasound beam is also 
approximately on this order as is the volume of a MRTI voxel. Within this control 
volume, which is comprised of tissue and blood, uniform, isotropic volume-averaged 
thermal properties are assumed and blood vessels are sufficiently small that uniform, 
isotropic capillary flow can be assumed.
An energy balance (in units of W) on the control volume including work ( ), heat 
( Q) and mass transfer (m), and storage terms (dE/dt) yields
dE \  1 v i
^  _  /  | ^  /  | Q ^  in®in ~  ^ out@out> (19)
where din and 6out represent the total energy (sum of the enthalpy, kinetic energy, and 
potential energy in J/kg) of the blood flowing into and out of the control volume, 
respectively [70]. Simplifying approximations include no work being performed on or by 
the control volume, negligible metabolic heat generation, steady flow of blood, and 
negligible changes in kinetic and potential energy. For this case, the only sources of heat
transfer are the absorbed FUS power ( Qf 'us) from Equation 1.3 and heat transfer by 
conduction, which is modeled by Fourier’s law of conduction [71]. Because any 
convective exchange of energy between tissue and blood within the control volume does 
not affect the control volume boundaries, convection heat transfer will not appear in this 
model. Applying the above approximations, introducing the definition of specific heats 
[70], and reducing Equation 1.9 on a per volume basis (W/m ) gives
p c ^ L  = Q '" s +  k V2 T _ ’hcM(TM,out -  Tu . ,„) ( U 0)
H d t V
where T  is the temperature of the control volume, p, c, and k  are the volume-averaged 
tissue properties of density, specific heat capacity, and thermal conductivity, respectively, 
cbi is the blood specific heat capacity, Tbi,out is the average temperature of blood in all 
capillaries leaving the control volume, Tu,m is the corresponding average blood 
temperature entering the control volume, and V  is the volume of the control volume.
The primary challenge of all biothermal modeling is accurately accounting for the 
final term in Equation 1.10, which would require knowledge of local blood temperatures 
going into and out of each control volume, as well as flow rates and connectivity 
throughout the vasculature. As this is very difficult both experimentally and 
computationally, the final term of Equation 1.10 will be replaced for now with a generic 
term , which accounts for energy losses from the control volume related to blood flow 
or perfusion:
ctT
p c - ^ = Q 'p m  + kV 2T - Q ; ; i .  (1.11)
For accurate modeling and prediction of temperature distributions for MRgFUS 
therapies, the general bioheat transfer equation (BHTE) given by Equation 1.11 requires
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accurate knowledge of three primary parameters: the three-dimensional distribution of 
ultrasound power absorbed in the tissue (Qpus), the tissue thermal diffusivity (k ), defined 
as k  = k/pc, which determines how quickly energy is conducted away from the focal zone, 
and , the perfusion-related energy losses. Obtaining accurate experimental estimates 
of these three parameters is the primary objective of this dissertation.
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1.4.2 Specific absorption rate: Previous work and estimation approaches
Ultrasound power absorption for MRgFUS may be represented by the specific 
absorption rate (SAR) of the tissue, where
S4 R = ^ s . (1.12)
P
Experimentally determined SAR values would benefit biothermal modeling of 
MRgFUS because calculated temperature distributions using SAR values from ultrasound 
simulation software do not match those found experimentally [72,73]. Discrepancies are 
often explained by hardware imperfections or the presence of beam-altering effects like 
scattering, multiple reflections, and refraction, which are difficult to measure in vivo. 
Many SAR predictive methods exclude some or all of these effects. Thus, 
experimentally determined SAR patterns have the potential to improve and validate 
ultrasound predictive models as well as being directly applicable to the improved 
biothermal modeling of MRgFUS thermal therapies.
SAR can be determined indirectly in the experimental setting by determining the rate 
of temperature increase immediately after the ultrasound power has been turned on [74]. 
This approach assumes that conduction and perfusion-related energy losses are small
compared to the absorbed power and energy storage terms of the BHTE. Equation 1.11 
reduces under these conditions to the definition of SAR:
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Previous researchers have determined for their applications that the approximations of 
minimal losses to conduction and blood flow are valid over time intervals of tens of 
seconds [74-78]. Such studies have utilized a linear fit to the temperature data for SAR 
estimates from microwaves and unfocused ultrasound transducers, which have widely 
distributed power deposition patterns. The SAR patterns of FUS are much sharper and 
smaller than those examined previously, challenging the validity of the linear fit method 
for FUS. Additionally, these studies relied upon thermistor and thermocouple 
measurements, the placement of which in relation to the FUS focal zone would likely 
introduce uncertainties and SAR estimate errors. In this dissertation, three-dimensional 
MR temperature data will be used to evaluate traditional and newly developed SAR 
estimation methods for the tightly focused beams of FUS. Establishing an accurate 
experimental SAR estimation method is key to accurate MRgFUS pretreatment planning 
and to the evaluation of biothermal and ultrasound predictive models.
1.4.3 Thermal diffusivity: Previous work and estimation approaches
Large spatial temperature gradients induced by FUS heating make tissue thermal 
diffusivity values a significant factor in the spatial and temporal accuracy of biothermal 
modeling of MRgFUS. While many researchers draw thermal diffusivity values directly 
from published property tables, the high degree of variability present in those tables 
demonstrates the necessity of patient-specific thermal diffusivity determination [79].
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In the past, patient-specific estimation of thermal and acoustic properties from 
experimental temperatures was accomplished using thermistor probes [75,80-83]. More 
recent investigators have used thermistors [84], as well as infrared imaging [85,86], 
backscattered ultrasound imaging [87,88], and magnetic-resonance imaging [89,90] for 
estimation of thermal properties. O f note, Cheng and Plewes [89] published a 
noninvasive thermal diffusivity estimation method that uses the cooling MR temperature 
data following a short pulse of FUS. This method has been applied by several 
researchers with varying degrees of success in both ex vivo and in vivo tissues [89-92]. 
This dissertation will provide the first evaluation of the accuracy of this method by 
comparison of thermal diffusivity estimates with measurements from a standard invasive 
technique. An alternative MRgFUS-based thermal diffusivity estimation method will 
also be developed and its precision and accuracy will be investigated in ex vivo and in 
vivo tissues using clinically relevant heating and MR parameters. Accurate, noninvasive 
patient-specific thermal diffusivity values are essential to validation of biothermal models 
and will also be beneficial for the pretreatment planning, predictive control, and 
evaluation of MRgFUS thermal therapies.
1.4.4 Perfusion-related energy losses: Previous work
As mentioned previously, determining the magnitude and distribution of perfusion- 
related energy losses ( ) is the primary challenge of creating, verifying, and validating 
biothermal models. The challenge arises because blood flow exhibits nonhomogeneous 
dynamic responses to heating, has different effects from large vasculature and capillary 
beds, and is anisotropic and patient-specific in nature.
In biothermal modeling, it is generally accepted that large vessels should be modeled 
discretely while contributions from smaller vasculature can be treated collectively as a 
continuum [93]. Different criteria have been used to distinguish between large thermally 
significant vessels and smaller insignificant vessels. Chato [94] declared that the 
distinction between thermally significant vessels and small vessels in full equilibrium 
with the tissue depends mainly on vessel diameter and volumetric blood flow rate. Chen 
and Holmes [95] determined that on the arterial side, vessels with a diameter less than 0.5 
mm would reach full equilibrium with the tissue temperature while vessels smaller than
0.8 mm in diameter would equilibrate on the venous side. Other theoretical work 
identified a transition diameter at 0.5 mm [96-98]. Shrivastava and Roemer [99] 
concluded that inflowing blood and surrounding tissue temperatures were more important 
than vessel diameter and that the determination of which vessels are thermally significant 
should be performed on a case-by-case basis. Regardless of where the transition occurs, 
this dissertation is interested exclusively in the modeling of microvasculature for which 
individual blood vessel effects can be summed and averaged over the control volume of 
interest.
The most often used continuum bioheat transfer model is the Pennes model (PBHTE) 
[69], in which the transfer of energy from the tissue to the blood is characterized by
QFFF = w  cb l ( 1 - e )  ( T - T ar), (1.14)
where w is the Pennes perfusion parameter, cbl is the specific heat capacity of the blood, e 
is a unitless constant identifying how close the exiting blood is to being in equilibrium 
with the tissue, and Tar is the temperature of the incoming arterial blood. Empirically 
derived, the Pennes perfusion parameter w, measured in kg/m /s, is only equal to the true
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capillary blood perfusion (m / V in Equation 1.10) in limited situations [100], although 
researchers regularly use them interchangeably. Predictably, the PBHTE is least accurate 
when heating is localized near large blood vessels [100-103]. In its most commonly 
applied form, full thermal equilibrium is assumed between the tissue and blood (e=0) and 
the arterial blood temperature Tar is taken to be a constant fixed core temperature, 
reducing Equation 1.14 to
Q r n = w  cb i( T — Tar) . (1.15)
Thus, the PBHTE assumes that perfusion acts as a direction independent heat sink with 
heat losses proportional to the difference between local and arterial blood temperatures. 
The validity of assuming full equilibrium depends upon vessel diameter as discussed 
above and the assumption of constant incoming arterial blood temperature should hold if 
there is minimal time or space over which blood can exchange energy with the tissue, as 
would be the case with short duration FUS heatings. Despite its limitations and 
assumptions, the PBHTE has been shown to be sufficiently accurate in some limited 
cases [104-109]. While several investigators have attempted to formulate a better 
alternative [95,100,110,111], no one has developed a more reliable and fundamental 
description of heat transfer in living tissues.
In spite of its frequent application, only a few partial attempts have been made to 
experimentally establish the validity of the PBHTE. These studies have included data 
from cooled [112] and unheated [69] human forearms, cooled [113] and heated [114] 
human thigh muscle, FUS-heated greyhound thigh muscle [115], and ex vivo perfused 
bovine [116] and porcine kidneys [109]. While the solutions used to model the PBHTE in 
these studies have varied from analytical, finite-difference, and finite-element methods
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with varying degrees of sophistication, in all of these efforts, validation has relied upon 
isolated thermocouple or thermistor measurements, or at best, a few measurements along 
a single line.
Fifty years after the PBHTE was first published, Wissler [105] performed a reanalysis
of Pennes’ original data and concluded with the following statement:
Many potentially significant factors have been ignored both in Pennes’ paper and 
in this paper. Some of them, such as the geometry and inhomogeneous structure 
of the forearm, are relatively easy to correct, because very effective numerical 
methods exist for solving the heat-conduction equation. Others, such as heat 
transfer between thermally significant vessels and tissue, are not so easily 
resolved. However, further progress is probably more severely limited by the 
paucity of definitive experimental data than by lack of theoretical methods for 
determining more realistic temperature fields. In conclusion, the purpose of this 
paper is to show that much of the criticism directed toward the Pennes model is 
not justified. Experimental data reported by Pennes are probably as good as we 
will ever have, unless a noninvasive technique is developed for measuring deep 
tissue temperatures.
This dissertation aims to address that “paucity of definitive experimental data.” With 
the noninvasive deep tissue temperature monitoring of MRTI and the other techniques for 
quantifying the relevant parameters of the BHTE, this dissertation will develop the 
methods necessary to thoroughly evaluate the PBHTE and any other applicable 
biothermal models for use in MRgFUS thermal therapies.
1.5 Summary
This dissertation will use the tools of MRgFUS to develop methods for identifying 
the significant parameters of the BHTE: SAR, tissue thermal diffusivity, and perfusion- 
related energy losses. First, Chapter 2 will develop and test an analytical method to 
improve the accuracy of SAR values obtained from MRgFUS temperature data. SAR is 
determined by calculating the initial slope of an analytical solution (for a one­
dimensional radial Gaussian heating pattern) fit to the experimental temperature versus 
time data in simulations and a tissue-mimicking phantom. This new method is compared 
with the traditional linear approach to estimating SAR and a simplified exponential 
model for different fitting times, beam sizes, perfusion levels, and thermal diffusivity 
values. The work of Chapter 2 was published in Physics in Medicine and Biology in June 
2012 [117].
Chapter 3 will discuss the significance of selecting MRTI sampling characteristics for 
use in estimating SAR and thermal diffusivity with MRgFUS. Any errors introduced into 
the MRTI temperature data by inappropriate sampling choices will propagate into 
estimates based on those data. The sampling characteristics of spatial averaging, 
temporal sampling, and Gaussian noise are parametrically evaluated against a variety of 
FUS beam sizes. The spatial region used for fitting of temperature data is assessed for its 
effect on the precision of estimates. This chapter provides researchers with appropriate 
MRTI conditions for obtaining accurate estimates of SAR and tissue thermal diffusivity. 
Chapter 3 was published in Physics in Medicine and Biology in September 2013 [118].
In Chapter 4, two thermal diffusivity estimation methods that utilize MRgFUS 
temperature data are evaluated and compared with a standard invasive measurement 
technique for ex vivo porcine muscle and in vivo rabbit back muscle. The first method 
assumes a Gaussian temperature distribution is maintained throughout the cooling period 
following a FUS heating pulse and uses the rate of expansion of the Gaussian 
temperatures’ width to quantify the tissue thermal diffusivity. The second method uses 
the analytical solution developed in Chapter 2 for SAR estimation to make noninvasive 
estimates of thermal diffusivity. The method of Chapter 2 is extended to include both the
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heating and cooling solutions when fitting for the tissue thermal diffusivity. The work 
presented in Chapter 4 is currently in review with the International Journal o f  
Hyperthermia.
Chapter 5 develops a novel approach to quantifying term , the perfusion-related 
energy losses of Equation 1.11, using MRgFUS cooling temperature data. Two different 
methods for quantifying are presented, one requiring both experimental and modeled 
temperature data and the other using experimental data exclusively. The methods are 
verified and compared based on simulations of the PBHTE and experiments in an ex vivo 
porcine kidney perfused at different flow rates.
Chapter 6 provides a summary and conclusions to the work in the dissertation. The 
combination of parameter estimation methods described and developed in this 
dissertation will make possible a more thorough evaluation of biothermal models than 
any performed previously. When implemented clinically, these methods will improve the 
accuracy of patient treatment planning, monitoring and control, resulting in safer, faster, 
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Abstract
Accurate determination of the specific absorption rates (SARs) present during 
high intensity focused ultrasound (HIFU) experiments and treatments provides 
a solid physical basis for scientific comparison of results among HIFU studies 
and is necessary to validate and improve SAR predictive software, which will 
improve patient treatment planning, control and evaluation. This study develops 
and tests an analytical solution that significantly improves the accuracy of SAR 
values obtained from HIFU temperature data. SAR estimates are obtained by 
fitting the analytical temperature solution for a one-dimensional radial Gaussian 
heating pattern to the temperature versus time data following a step in applied 
power and evaluating the initial slope of the analytical solution. The analytical 
method is evaluated in multiple parametric simulations for which it consistently 
(except at high perfusions) yields maximum errors of less than 10% at the center 
of the focal zone compared with errors up to 90% and 55% for the commonly 
used linear method and an exponential method, respectively. For high perfusion, 
an extension of the analytical method estimates SAR with less than 10% 
error. The analytical method is validated experimentally by showing that the 
temperature elevations predicted using the analytical method’s SAR values 
determined for the entire 3D focal region agree well with the experimental 
temperature elevations in a HIFU-heated tissue-mimicking phantom.
0031-9155/12/144527+18$33.00 © 2012 Institute of Physics and Engineering in Medicine Printed in the UK & the USA 4527
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Nomenclature
A fitting parameter (°C s-1)
B fitting parameter (°C)
c speed of sound (m s-1)
CP specific heat (J (kg °C)_1)
C fitting parameter (°C s-1)
D fitting parameter (s_1)
F fitting parameter (dimensionless)
Io ultrasound intensity (W m-2)
k thermal conductivity (W (m °C)_1)
Q power deposition density (W m-3)
r radial distance from the beam axis (m)
SAR specific absorption rate (W kg-1)
t time (s)
ts sampling interval (s)
Aut total time for fit (s)
T tissue temperature elevation from reference temperature (°C)
Tar arterial blood temperature (°C)
7>d temperature elevation (Pulse decay) (°C)
Tsh temperature elevation (Step-heating) (°C)
W perfusion coefficient (kg (m3 s)-1)
^loss effective heat loss coefficient (kg (m3 s)-1)
a ultrasound absorption coefficient (Np m-1)
p ultrasound Gaussian variance (m2)
Y fitting parameter (dimensionless)
K thermal diffusivity (m2 s-1)
P density (kg m-3)
X fitting parameter (s)
1. Introduction
One of the key biophysical elements for understanding and planning high intensity focused 
ultrasound (HlFlJ) treatments is knowledge of the power deposition delivered to the tissues. 
Absorbed power distributions during thermal therapies have historically been reported in 
terms of specific absorption rate (SAR) values, e.g. Guy et al (1974). While knowledge of 
the ultrasound transducer characteristics and power used in experiments is important, these 
data alone are insufficient to determine the SAR actually absorbed in the tissue due to the 
complicated effects of acoustic coupling, variations in patient and transducer geometry and 
variability in acoustic and thermal properties among tissues and subjects. Thus, accurate SAR 
values obtained experimentally will make standardized comparisons of HIFU data possible 
and will provide accurate input for evaluating SAR predictive models. The improved accuracy 
of SAR predictive models will lead to reliable and efficient patient treatment planning, control, 
and evaluation.
There is strong evidence to suggest that established SAR predictive models commonly 
used in thermal therapies do not accurately predict what occurs in HIFU treatments and 
that they, while being quite sophisticated and powerful, still need significant improvement. 
For example, Mahoney et al (2001) showed that, while ultrasound patterns modeled by the 
Raleigh-Sommerfeld integral method matched well with scanning hydrophone measurements
40
in degassed water, the temperature fields observed in in vivo rabbit thigh were wider than 
predicted and peak temperatures observed were significantly lower than predicted by SAR 
and temperature models. They explained that ultrasound scattering, reflections, and refraction, 
which are present in tissue but not in water, would likely change the ultrasound SAR pattern 
and cause the differences observed in predicted and experimental temperatures. These beam- 
altering effects are difficult to measure in vivo with traditional techniques and many SAR 
predictive methods exclude some or all of these effects. A primary objective of this paper is 
to provide a method for accurately estimating experimental SAR that can be used to improve, 
identify discrepancies in, and validate SAR predictive models to be used in patient treatment 
planning of HIFU thermal therapies.
A second motivation for obtaining accurate SAR estimates from experimental data is their 
usefulness in accurately characterizing experiments for comparison among investigators. For 
example, it has been shown that ultrasound attenuation values increase significantly during 
treatments, and that changes in attenuation are linked to the degree of ablation (Damianou 
et al 1997, Zderic et al 2004). Accurate pre- and post-treatment estimates of SAR will help 
quantify changes in attenuation and may be used to assess the effectiveness of the HIFU 
treatment (Vyas et al 2010).
While no method exists for measuring SAR directly from experiments, an indirect method 
for identifying SAR utilizes experimental temperature versus time curves and Pennes’ bioheat 
transfer equation (Pennes 1948):
dT ( d 2T  3 2T  d2T \
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pc^  =  t ( w + W + w ) ~ WCpi T~ T' r) +  Q - m
Immediately following a power-on step function, conduction and blood flow heat transfer 
losses are small compared to the applied power, defined by Q =  pSAR, and energy storage 
terms. Under these conditions, (1) reduces to the definition of SAR (Guy et al 1974):
d T
SAR =  cv —  dt • (2)r= 0 +
In practice, obtaining SAR experimentally has involved measuring temperature following a 
step in heating, fitting the resulting data to a pre-specified function (usually temperature being 
a linear function in time), and then determining the slope of that function at time zero. SAR 
may only be accurately evaluated from knowledge of the initial slope of the temperature rise.
Previous hyperthermia-related researchers (Guy et al 1974, Roemer et al 1985, Sherar 
et al 2001, Samaras et al 2002, Gladman et al 2004) have noted for their applications that the 
approximations of minimal losses to conduction and blood flow are valid over time intervals 
of tens of seconds. Those investigators showed the accuracy and usefulness of a linear fit for 
SAR estimates from microwaves and unfocussed ultrasound transducers, which have widely 
distributed power deposition patterns. However, in HIFU treatments with their characteristic 
small focal zones, one would expect that conduction effects might become important at very 
short times after heating is initiated, raising questions about the accuracy and practicality of 
the linear fit method for HIFU.
A simple alternative function to the linear solution, an exponential curve, could be used 
to introduce temporal curvature caused by conduction and/or blood flow. Such a solution 
would be valid if both conduction and blood flow losses were approximately proportional to 
the temperature difference between the tissue and the arterial blood (Roemer et al 1985). If an 
exponential fit did indeed adequately represent the temperature rise, data from time intervals 
longer than the linear segment could be utilized and more accurate estimates of the initial 
slope used in SAR determination might be possible.
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Table 1. Property and parameter values for simulations of SAR and temperature. Nominal values 
are given in bold.
Tissue properties Values
Perfusion (kg (m3 s)-1 0 , 1, 5,10,20, 30,40, 50
Thermal conductivity (W (m °C)_1) 0.2, 0.4, 0.6
Specific heat (J (kg °C)_1) 2600, 3400, 4200
Density (kg m-3) 900 ,1000,1100,1200
Ultrasound parameters Values
Power level (acoustic watts) 5 ,10,15
Focal zone size: Lateral x Small: 0.65 x 3.7, medium: 1.3 x 7.5, large: 2.6 x 14.8
Axial FWHM (mm x mm)
A more physics-based approach for estimating SAR would use a more fundamental model 
of the evolution of temperature with time, e.g. based on Pennes’ equation (1), to obtain better 
descriptions of the temporal curvature. An analytical solution to (1) can be obtained if the 
geometric shape of the heating term (Q) is known. Multiple investigators have developed 
analytical models for the estimation of experimental parameters or tissue properties which 
employ point, spherical, or cylindrically symmetric one- or two-dimensional Gaussian heating 
sources (Goss et al 1977, Parker 1983, 1985, Valvano et al 1984, Arkin et al 1986, Kress 
and Roemer 1987, Nyborg 1988, Diederich et al 1989, Cheng and Plewes 2002, Cheng and 
Roemer 2005, Kharalkar et al 2008, Dragonu et al 2009). However, none of those investigators 
have used their analytical solutions to estimate SAR from temperature versus time data.
In this study, we compare SAR values estimated from fits to simulated step-function 
heating data using the linear method, an exponential fit, and an analytical solution using 
a one-dimensional radial Gaussian heating pattern based on the model of Parker (1985). 
The effects of tissue properties, applied power level, blood flow and transducer focal zone 
size are considered parametrically, as are the temperature sampling intervals and total time 
period used for each fitting method. The one-dimensional radial Gaussian analytical solution 
is derived for locations lateral to the axis of beam propagation and applied to find SAR 
values at those locations. Additionally, an analytical step-function solution for tissues with 
high perfusion rates (Kress and Roemer 1987) is extended to predict SAR at the center 
of the focal zone. These SAR estimation methods are compared to each other in simulated 




SAR patterns for a solid transducer (14.5 cm aperture and 13 cm radius of curvature) were 
simulated using the hybrid angular spectrum (HAS) method (Vyas and Christensen 2012). 
The simulations modeled a homogeneous medium with the transducer focused 3 cm deep in 
the tissue. The tissue speed of sound was 1500 m s_1 and acoustic attenuation was 5 Np m-1. 
Since the HAS method does not include scattering, absorption was assumed to be the same as 
attenuation. The SAR patterns from these simulations were used as the reference standard for 
assessing the accuracy of each SAR estimation method. In order to study a normal range of 
properties found in living soft tissues (Duck 1990, ICRU 1998), every combination of tissue 
properties and ultrasound parameters found in table 1 was used in the simulations. The nominal 
values used throughout the study are given in bold in table 1.
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For each simulated SAR pattern, the bioheat equation (1) was implemented in an explicit 
finite-difference (FD) solver to calculate temperatures for 30 s of heating. The FD solver used 
forward difference approximations for time derivatives with central difference approximations 
for spatial derivatives. The solver has been verified by comparison with several different 
analytical solutions using varied boundary conditions, initial conditions, and heat sources and 
has been used previously to validate experimental data with thermal models (Todd et al 2010, 
Payne et al 2011). For the small focal zone, the isotropic FD grid spacing was 0.1 mm, while 
for the medium and large focal zone sizes, it was 0.3 mm. To maintain numerical stability 
and accuracy, the temporal resolution of the FD solver was 0.01 s for the small focal zone 
calculations and 0.10 s for the medium and large focal zones.
To simulate the experimental acquisition of temperature data, a range of sampling intervals 
ts from those practical for point-wise thermometry (0.25 and 1 s) to those more practical for 
magnetic resonance temperature imaging (MRTI) (5 and 10 s) was used. Except where effects 
of sampling interval were being studied, the nominal sampling interval of 5 s was used.
The length of time for each fit also affects SAR estimation accuracy. Therefore the 
total time for fit ftot was varied from the minimum time possible for each estimation method 
studied to the entire duration of the ultrasound heating (30 s). The minimum total time for 
fit is dependent upon both the sampling interval and the number of unknown parameters in 
the estimation model, with each method requiring one more data point than its number of 
unknown parameters. Therefore, since the t = 0 data point was always used, for the nominal 
sampling interval ts = 5 s, the minimum tmt for a one-, two- and three-parameter fit is 5, 10, 
and 15 s respectively. The minimum total fitting times were used as the nominal total fitting 
times.
2.2. SAR estimation models
Since only changes in temperature are of significance, each model used for SAR estimation 
assumes that the tissue at time zero and the arterial blood are at the baseline reference 
temperature of zero:
2.2.1. Linear model. The linear model assumes that all conduction and perfusion losses 
are negligible over the time interval used to generate the fit. The Pennes’ equation (1) then 
reduces to
Separating and integrating with initial condition (3) yields a linear temperature profile:
The slope A is the linear method’s single fitting parameter, which is obtained experimentally 
by applying a least-squares first-order polynomial (linear) fit (MATLAB function: polyfit) to 
the temperature versus time data at the position being studied. That process minimizes the 
least-squares difference between the treatment temperatures (either simulated or experimental) 
and the temperatures predicted by the linear solution (5). Once A is found, applying (5) to (2) 
yields the linear method’s SAR estimate:
T(t = 0) = Tai = 0. (3)
(4)
Q
TLin = ----1 — At.
PCp
(5)
S A R lin  =  CpA. (6)
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2.2.2. Exponential model. Mathematically, the exponential model combines the effects of 
conduction and perfusion into an effective loss term Oioss) that is proportional to the difference 
between the tissue and arterial blood temperatures:
, / a 2r  32t  92t \
wlossCp(T — T^) — WCp(T — T^) ~ k ( g^_2 gy2 g^ 2 J '
Substituting (7) into (1) yields 
dT
PCp „ — Q W^lossCpT. (8)dt
This first order ODE (8) with initial condition (3) is solved and simplified using fitting 
parameters B and r to give the exponential temperature solution:
?exp = —^ —[1 -  exp(-uW//0)] = B[ 1 -  exp(-f/T)]. (9)
^ lo S S C p
After fitting the temperature versus time data with a least-squares two-parameter fit (MATLAB 
function: fminsearch) for B and r, differentiating (9) with respect to time to obtain the slope 
at time zero provides SAR estimates for the exponential method from (2) as
SARexp = cp—. (10)
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2.2.3. Analytical model. The analytical model assumes that the ultrasonic power deposition 
pattern can be approximated by a ID radial (cylindrical coordinates) Gaussian:
Q = loch ■ exp(-^/j8). (11)
The term fi represents the ultrasound Gaussian variance and is essentially a measure of the 
beam width. This solution also assumes that axial conduction and all perfusion effects are 
negligible. For the small elliptically shaped focal zones typical of HIFU transducers, heat 
transfer is dominated by radial conduction because the spatial temperature gradients in that 
direction are much greater than in the axial direction. Thus, Kress and Roemer (1987) suggested 
that axial conduction could be neglected when the aspect ratio of the axial to lateral beam 
width is greater than two. HIFU beams in general, as well as each focal zone size assessed 
in this study, meet this criterion. Using these assumptions, Parker (1985) showed that the 
step-heating solution on the beam axis (r = 0) is given by
TmA(r = 0,t) = ^ln(l+£>0, (12)
where C = 2al0/pcp and D = 4k/ p. Equation (12) can be fit to the temperature versus time 
data in a least-squares two-parameter fit for C and D. Differentiating and applying (2), the 
analytical method SAR estimates are given by
S ARana (r = 0) = cpC. (13)
If 3D temperature versus time data were available (such as is possible with MRU), they could 
be used directly to estimate SAR for the entire heating region. This estimation would require 
an analytical step-heating solution for r /  0. To obtain such a solution, which has not been 
done in previous studies, note that when the ultrasound power is applied in an ‘instantaneous’ 
pulse, the temperature solution for Parker’s (1985) one-dimensional radial Gaussian beam for 
all values of r and t is given by
2aI()At (  —r2 \
rpD<r’ =  p J / l + 4« 7S>6xp ( < t o + 7 ) J ' (14)
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The off-axis analytical step-heating solution can then be obtained as the summation over time 
of a series of pulse decay solutions:
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?s h ( r , t ) =  f rPD(r, r)dr. (15)
Jo
Substituting (14) into (15) and integrating extends Parker’s on-axis solution (12) to the off-axis 
analytical temperature solution:
W , 0 = c ( £ ) [ E i( ^ ) - E i ( ^ r = ^ ) ] ,  (.6)




To find off-axis SAR estimates, (16) can be applied in two ways. First, when the radial position 
(r) relative to the axis of beam propagation is unknown, (16) is evaluated with the previously 
defined constant D and the new constant F = to give
C
7ana(»", 0  =  — Ei(-F) -  Ei ( ———— ).  ^ } V(1 + D t ) J .
(18)
A least-squares three-parameter fit for C, D, and F would then minimize differences between 
(18) and the temperature versus time data. Alternatively, if the radial distances (r) from the 
axis of beam propagation are known, as is likely in MRTI, a three-parameter fit applied 
directly to (16) will yield estimates for C, the thermal diffusivity k, and the Gaussian 
variance p.
Differentiating these solutions with respect to time and evaluating at time t = 0, SAR can 
be evaluated from (2) by the equation
SARANA(r ^  0) = cpC ■ exp =  cpC ■ exp (-F).  (19)
2.2.4. The extended analytical model: including perfusion. The analytical model above 
neglects the effects of blood perfusion, which draws heat away from the focal region and 
changes the shape of local temperature versus time curves. While this effect may be small for 
most tissues, which have low perfusions, in highly perfused organs such as the liver or kidney, 
using an analytical solution that neglects perfusion to estimate SAR may generate large errors. 
Kress and Roemer (1987) used the heating pattern for a one-dimensional radial Gaussian beam 
like Parker, but extended it to include the effects of global blood perfusion. Their extended 
step-heating solution was given as
7ixr(r = 0 ,0 = |exp(y)[E i(-j/(l +Dt)) -  Ei(-y)], (20)
where the non-dimensional perfusion parameter is y = wcpf}/4k. A least-squares three- 
parameter fit yields values for C, D, and y. After differentiation and evaluation at time zero, 
SAR for the extended analytical method is calculated from (2) according to
SARext(^ = 0) = cpC. (2 1 )
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2.3. Experimental validation
2.3.1. Obtaining experimental temperature data. HIFU heating experiments were performed 
in a non-perfused tissue-mimicking phantom (ATS Laboratories, Bridgeport, CT, USA). The 
phantom was heated continuously for 20 s using an MR-compatible 256-element phased- 
array ultrasound system (Image Guided Therapy, Bordeaux, France) which operates at a 
frequency of 1 MHz and has a 14.5 cm aperture with 13 cm radius of curvature. Transducer 
power output was 18 acoustic watts. The geometric focus of the transducer was located 
2.1 cm inside the phantom and the focus was steered electronically an additional 1 cm 
deep into the phantom. Deionized, degassed water coupled the ultrasound transducer to the 
phantom.
Images were acquired at 2 x 2 x 2 mm3 resolution in a 3T Siemens Trio MRI scanner 
using a standard 3D segmented EPI sequence. Other imaging parameters included TR/TE 
(ms) = 25/10, FA = 15°, bandwidth: 976 Hz/pixel, matrix: 128 x 96 x 16, and a temporal 
resolution of 5.0 s per image volume. Temperatures were reconstructed using the proton 
resonance frequency method (De Poorter et al 1995, Ishihara et al 1995) and post-processed 
with zero-filled interpolation by a factor of 4 in all directions, resulting in 0.5 mm isotropic 
voxel spacing (Todd et al 2011). Temperature data were acquired at the following times after 
the onset of ultrasound heating: 3.1, 8.1,13.1, and 18.1 s.
2.3.2. Determining SAR from experimental data. Utilizing the 3D temperature data, SAR 
estimates were made for every voxel in a 40 x 40 x 32 mm3 region around the focal zone 
(x, y, z where z is depth along the axis of beam propagation). All three estimation methods 
used the minimum total time required to estimate the fitting parameters: 5, 10, and 15 s for 
the linear, exponential, and analytical methods, respectively. For the linear and exponential 
methods, the temperature versus time data for each voxel (80 x 80 x 64 = 409 600 voxels) 
were fit to temperature curves (5) and (9), and then SAR was estimated from (6) and (10), 
respectively.
The off-axis implementation of the analytical method allows more than a single voxel’s 
data to be used in finding SAR estimates. Because p is a constant at each axial depth for a 
homogeneous phantom (but may vary with depth) and k is also constant, a least-squares fit 
can be applied to temperature data from multiple voxels at the same depth simultaneously, 
generating a single estimate for fitting parameters C, k , and p.
For these experimental data, the axis of beam propagation (r = 0) was determined by 
identifying the location of maximum temperature increase at each of the 64 axial depths in 
the focal region. Radial distances from that location to the center of voxels in a square region 
of interest 3.5 x 3.5 mm2 (49 total voxels) centered at and perpendicular to the beam axis 
provided values for r in (16). For each depth, the 49 temperature versus time curves were fit 
simultaneously, minimizing the least-squares difference for all voxels at once and generating 
a single (planar) estimate for each parameter C, k, and After applying this simultaneous 
parameter estimation at each depth, SAR was estimated from (19) for each voxel within the 
entire 40 x 40 x 32 mm3 region.
2.3.3. Validation o f experimental SAR using modeled temperatures. To validate SAR 
estimation methods, the experimentally obtained SAR patterns from each fitting technique 
were used as inputs in a FD solver to calculate temperatures for comparison with experimental 
temperatures. Thermal properties of the phantom, obtained from ATS Laboratories, were 
cp = 3500 J (kg °C)_1 and k = 0.5 W (m °C)_1. Density was measured at p = 1025 kg m-3.
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Figure 1. Representative temperature versus time plots at the center of the focal zone. Tissue 
properties were set at nominal values from table 1 with ts — 5 s and the nominal (minimum) fitting 
times: tM =  5 ,10 ,10  s for the linear, exponential and analytical methods.
The spatial resolution of the calculated temperatures was 0.5 mm isotropic and the temporal 
resolution of the FD solver was 0.1 s.
By comparing the magnitudes and lateral distributions of the experimental temperatures 
with those predicted from the experimentally derived SAR, the relative accuracy of SAR 
estimation magnitudes and spatial distributions were assessed.
3. Simulation results
3.1. A representative time-temperature curve
Figure 1 is a representative time-temperature plot from simulations for the center of the focal 
zone using the nominal values (bold values in table 1). It also shows the results of the three 
fitting techniques for the nominal case. The results of the extended analytical fit that includes 
perfusion (20) are not shown since they are essentially identical to the analytical fit results.
3.2. SAR estimation at the center o f the focal zone
Figure 2(a) shows the SAR estimation errors versus total fitting times at the center of the focal 
zone for three different sampling intervals: 1, 5, and 10 s. The analytical method estimates 
SAR with less than 10% error for all fitting times and, for each estimation method, SAR results 
are most accurate for a short total fitting time. The extended analytical method for estimating 
SAR that includes perfusion, though not shown, follows the data of the analytical method in 
figure 2 with less than ±  1% difference. Arrows in figure 2(a) indicate the results when using 
the nominal sampling interval and fitting times.
The effects of focal zone size on SAR estimation accuracy at the center of the focal zone 
are shown in figure 3. The linear and exponential estimation methods improve significantly 
with increasing focal zone size. The analytical method estimates SAR to within 10% for all 
focal zone sizes studied. Results of the extended analytical method (not shown) match those 
of analytical method in figure 3 with less than ±  2% variation.
Figure 4 shows SAR estimation errors associated with increasing perfusion. At low 
perfusion levels, the analytical method (that neglects perfusion) provides results comparable 
to the extended analytical method that includes perfusion. In highly perfused tissues (>10 kg
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Figure 2. (a) Effect of total time for fit (ftot) on SAR estimation at the center of the focal zone 
for different sampling interval (ts) and estimation methods with other parameters set at nominal 
values. Arrows indicate SAR errors associated with nominal sampling interval and fitting times, (b) 
Inset of the shaded region within figure 2(a) that shows SAR estimation with a sampling interval 
t, = 0.25 s.
90  
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Figure 3. Effect of focal zone size on SAR estimation with other parameters set at nominal values.
(m3 s)_1), errors in the simple analytical method continue to increase while errors in the 
extended analytical solution remain small and constant.
Figure 5 shows the effect of thermal diffusivity, k =  k/(pcp), on SAR estimates. Variation 
from the minimum to maximum values increases estimation errors for the linear and 
exponential methods by 43.0% and 41.8%, respectively. Errors in the analytical method 
vary from 5.5% to 8.5% across all thermal diffusivity values. The extended analytical method 
follows the data from the analytical method with less than ±  3% difference.
Increasing the acoustic power level from the nominal 5 acoustic watts to 10 and 15 acoustic 
watts yields results identical to those presented in figures 2 through 5. Hence, variation in 
acoustic power level has no effect upon the accuracy of SAR regardless of estimation method 
or parameter values.
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Figure 4. Effects of perfusion upon SAR estimation at the center of the focal zone with other 
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Figure 5. Effects of tissue thermal diffusivity upon SAR estimation at the center of the focal zone 
with other parameters set at nominal values.
3.3. Effects of spatial variation on SAR estimation
Figures 6(a)-(c) show SAR estimation as a function of lateral position for the small, medium, 
and large focal zones, respectively. Each lateral profile shown is at the depth of the maximum 
SAR. These results used the first off-axis analytical fitting approach described in section 2.2.3 
with equation (18). The off-axis analytical method reproduces the SAR profile more accurately 
than the linear and exponential methods for all focal zone sizes. No results are presented for 
the extended analytical method since it cannot be applied for off-axis locations.
In figures 7(a)-(c), the axial SAR estimates are shown for the small, medium, and large 
focal zones, respectively. Each axial location lies on the axis of the ultrasound beam (r — 0). 
The analytical method is the most accurate predictor of SAR for all focal zone sizes. The linear 
and exponential methods underestimate SAR within the focal zone and improve as focal zone 
size increases. The extended analytical method results (not shown) matched the analytical 
method to within ±  2%.
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Figure 6. Lateral SAR estimation using the linear, exponential and off-axis analytical methods for 
(a) small, (b) medium, and (c) large focal zone sizes at the depth of maximum SAR with other 
parameters set at nominal values.
Figure 7. Axial SAR estimation using the linear, exponential and on-axis analytical methods for 
(a) small, (b) medium, and (c) large sized focal zones along the axis of beam propagation with 
other parameters set at nominal values.
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Figure 8. Lateral profiles for experimentally determined SAR at the depth of maximum heating. 
4. Experimental results 
4.1. Experimentally estimated SAR
Lateral SAR patterns estimated from experimental heating of the tissue-mimicking phantom 
are shown in figure 8 at the depth of maximum temperature elevation. The estimated lateral 
FWHM of the ultrasound beam is 3.08, 2.58, and 2.03 mm for the linear, exponential, and 
analytical fitting methods, respectively.
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Figure 9. Lateral temperature distributions of experimental temperatures and calculated 
temperatures from heating patterns acquired using different SAR estimation methods at heating 
times of (a) 3.1 s, (b) 8.1 s, (c) 13.1 s, and (d) 18.1 s.
4.2. Experimental and simulated temperature comparisons
The lateral distributions of the experimental temperatures and calculated temperatures (based 
on experimentally obtained SAR values) are shown in figure 9 for four different times during 
the heating period at the depth of maximum temperature elevation. The analytical method 
for estimating SAR matches experimental FWHM of temperatures with less than ±  5% error 
and has a maximum temperature error of approximately 1 °C. The linear estimation method 
provides a lateral FWHM 28-38% wider than experimental results and underestimates the 
maximum temperature by almost 6 °C, while the exponential method overestimates the lateral 
FWHM by 13-21% and underestimates temperatures by up to 2 °C.
5. Discussion
The analytical method clearly estimates SAR more accurately than the linear and exponential 
methods. Importantly, it does so very robustly, with less than 10% error- independent of beam 
size, tissue properties (excluding high perfusions), applied power, and fitting parameters. It 
has the additional advantage that it can be applied to find SAR estimates at off-axis focal 
zone positions and can be altered to include perfusion effects at the center of the focal zone.
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Application of the standard linear SAR estimation method, while valid for applications with 
heating modalities with diffuse SAR patterns, should be avoided for HIFU SAR estimation 
except where temperature sampling intervals can be made very small. While the exponential 
SAR estimation method is consistently more accurate than the linear method, it is inferior 
when compared with the analytical results.
5.1. The standard linear method
The primary advantage of the frequently used linear method is its simplicity- it applies a 
single-parameter fit to the temperatures. While the assumption of linearity makes the solution 
simple, it also provides the prime source of error in the method. In HIFU treatments, the focal 
zone is so small and the spatial temperature gradients so large that conduction effects become 
apparent almost immediately, limiting the accuracy of the linear method.
Only when the sampling interval and total time for fit are reduced to 0.25 s, which is 
difficult to accomplish experimentally, is the linear SAR estimation error less than 10%. This 
is consistent with Parker’s criterion (4ictiol/p  ^  0.1) for use of the linear approximation when 
estimating acoustic absorption (Parker 1985).
5.2. The exponential method
The motivation for testing the exponential method is the desire to introduce a simple model 
of curvature to the fitting procedure. While this solution is simple, conduction effects are 
not exponential in nature but vary with time as the spatial second derivative of temperature 
changes. Because of this, the exponential solution does not match the temperature rise as 
well as the analytical fit. However, with increasing focal zone size, the spatial temperature 
gradients are reduced, conduction losses decrease, and SAR estimates using the exponential 
fit are increasingly more accurate (figures 6 and 7).
Like the linear method, the exponential SAR estimation method has its lowest errors 
for the minimum total time for fit and in tissues with low thermal diffusivity. The improved 
accuracy of SAR estimations with short total times for the fit suggests that an exponential 
curve may be used as a reasonable approximation for the time-temperature curve for short 
periods of time. It should be noted that, for very short fitting times (< 1 s for the nominal case), 
the temperature versus time curve does indeed approach linearity and attempting to apply an 
exponential curvature causes slight overestimation of the initial slope and SAR (figure 2(b)).
5.3. The analytical method: simulation results
At the center of the focal zone, the analytical method for estimating SAR employs a two- 
parameter least-squares fit to the temperature versus time data. The method assumes a ID 
radial Gaussian SAR profile, while neglecting perfusion and axial conduction. Results indicate 
that these approximations are quite accurate for estimating SAR in HIFU if perfusion levels 
are less than 5 kg (m3 s)-1. The analytical method yields less than 10% error at the center 
of the focal zone, regardless of tissue properties or experimental parameters (excluding high 
perfusions).
It is possible that that neglecting perfusion and axial conduction causes the slight, but 
consistent overestimation in SAR using the analytical method. Since these two heat loss 
mechanisms are not accounted for by the analytical solution, the analytical method’s fitting 
process compensates by increasing the model’s radial conduction, which is determined by the 
fitting parameter D. For each of the simulations, the estimated parameter D was larger than
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its true value. From its definition, D =  4ic/fi, overestimating D implies that either the thermal 
diffusivity has increased or the Gaussian variance, a measure of the beam width, has decreased. 
Either of these changes would cause an increase in radial conduction. Overestimation of D with 
increased SAR at the center of the focal zone generates the temperature gradients necessary 
to account for perfusion and axial heat losses when only radial conduction is present. Though 
incorrect physically, this compensation provides SAR results that are significantly more 
accurate than the linear and exponential methods. Only for very short fitting times (<1 s) 
and larger focal zones (lateral FWHM> 2.6 mm) can the exponential and linear methods 
provide SAR estimates comparable in accuracy to the analytical solution.
The acquisition time (i.e. sampling interval) of MRTI sequences can range from 
approximately one second to greater than five seconds, depending upon the desired field 
of view, spatial resolution, and signal-to-noise ratio requirements. Figure 2 shows that the 
analytical method is essentially independent of the sampling interval ts. This result suggests 
that by using the analytical method, HIFU researchers using MRTI may implement longer 
acquisition times to improve spatial resolution without significantly affecting SAR estimation 
accuracy.
Many tissues of interest in HIFU thermal therapies have low perfusion levels. Resting 
muscle and fat, for example, each have perfusion levels less than 0.65 kg (m3 s)-1. In these 
tissues, using the simple analytical solution will provide SAR estimates accurate to within 
10%. However, other tissues such as the kidney may have perfusion levels up to, and even 
exceeding, 50 kg (m3 s)-1 (Duck 1990). In such cases, it is advantageous to use the analytical 
solution including perfusion developed by Kress. While this solution is only available at the 
center of the focal zone, SAR errors using this analytical fit remain less than 10% even for 
very high perfusion rates (figure 4).
Each of the estimation methods requires knowledge of the tissue specific heat. Errors in 
specific heat values will alter SAR estimation accuracy in a linear fashion. This is motivation 
for obtaining patient specific property values for HIFU treatment planning.
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5.4. The analytical method: experimental results
Applying the estimation methods to experimental data verified the simulation results that 
the magnitude and spatial distribution of SAR can be accurately estimated from temperature 
versus time data with the analytical method.
Using the MRTI temperature field, the beam axis location is easily identified, and therefore 
every voxel’s radial position r can also be accurately determined with uncertainty in r no greater 
than the in-plane voxel dimensions. Knowledge of r provides additional information to the 
off-axis analytical solution so the thermal diffusivity, k , and ultrasound Gaussian variance, p ,  
can be estimated directly (see section 2.2.3). These estimates are most accurate at the depth of 
maximum SAR, where the model’s approximations are most valid. From the experimental data, 
the thermal diffusivity of the ATS phantom was estimated at 1.49 x 10-7 m2 s_1, 7.2% higher 
than the value given by the manufacturer. While k was slightly overestimated, the fit for fi 
appears to be reasonably accurate since lateral distributions of the experimental and calculated 
temperatures match to ±  5% throughout the heating. Given the discussion on parameter D in 
section 5.3, these results were expected.
There are several advantages to fitting temperature data for several voxels simultaneously 
in the experimental validation. Computationally, the simultaneous parameter estimation at each 
of the 64 axial depths reduced the number of fits necessary to estimate SAR for the entire 3D 
field from ~400 000 to 64, thus reducing computation time from several hours to approximately
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one minute. Additionally, using simultaneous parameter estimation significantly reduces the 
effects of noise that are present when estimates are generated for each voxel independently.
The primary disadvantage of using data from many locations for simultaneous parameter 
estimation is that the estimated SAR is constrained to a Gaussian distribution at each axial 
depth. This is a very good approximation near the center of the focal zone but becomes 
increasingly tenuous at axial depths away from the center. This approximation may also 
be less valid when estimating SAR in inhomogeneous tissue or when the beam is steered 
significantly in the lateral direction. Finally, because the assumption of a Gaussian distribution 
quickly forces the estimated SAR to zero at locations lateral to the focal zone, this method is 
not effective in quantifying the effects of ultrasound side lobes, grating lobes, and scattering 
outside the focus.
In addition to improving SAR estimation, the analytical temperature solutions (12), (16), 
and (20) could be applied in other ways to improve HIFU treatments. For example, the 
solutions could be used in model predictive filtering techniques (Todd et al 2010) to improve 
MRI temperature coverage and increase both spatial and temporal resolution. In a real-time 
controller, forward predicting the temperatures with analytical solutions could be applied for 
thermal dose optimization. The solutions could also help to eliminate the effects of temperature 
acquisition artifacts, such as viscous heating (Goss et al 1977).
Assumptions necessary to the experimental validation are that the MR temperatures are 
accurate, the published and measured thermal properties used in thermal models are accurate, 
and that the FD thermal model accurately represents the heating process in the treatment 
volume. Quantifying effects of MR noise, temporal and spatial averaging, uncertainty in 
power-on time, and partial volume effects is left for future studies. The effects of acoustic 
non-linearity and tissue inhomogeneity on SAR estimation were also not assessed in this study. 
However, if these effects do not alter the nearly Gaussian nature of the ultrasound beam, the 
analytical method should remain accurate.
6. Conclusion
The primary finding of this study is that the ID radial Gaussian analytical solution for 
estimating SAR is a significant improvement over the standard linear method and the simple 
exponential method. The analytical method estimates SAR with a high degree of accuracy, 
independent of beam size, tissue properties, power level, and temperature sampling intervals. 
At low perfusion levels, the simple analytical solution can be used to acquire SAR estimates 
at all axial and lateral locations. For highly perfused tissues, the extended analytical solution 
including perfusion provides accurate SAR estimates at the center of the focal zone. When 
applying the method to experimental data, noise effects in SAR estimation can be significantly 
reduced by performing a simultaneous parameter estimation to the temperature versus time 
data for longer times and for several locations at each axial depth. Using this method also 
provides estimates for the thermal diffusivity and ultrasound Gaussian variance. The improved 
analytical SAR estimation method should be usefiil for the comparison of results from different 
HIFU studies and for the validation of SAR predictive software used in patient treatment 
planning of HIFU thermal therapies.
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Abstract
While the non-invasive and three-dimensional nature of magnetic-resonance 
temperature imaging (MRTI) makes it a valuable tool for high-intensity 
focused ultrasound (HIFU) treatments, random and systematic errors in MRTI 
measurements may propagate into temperature-based parameter estimates used 
for pretreatment planning. This study assesses the MRTI effects of zero-mean 
Gaussian noise (SD =  0.0-2.0 °C), temporal sampling =  1.0-8.0 s), 
and spatial averaging (Res =  0.5-2.0 mm isotropic) on HIFU temperature 
measurements and temperature-based estimates of the amplitude and full width 
half maximum (FWHM) of the HIFU specific absorption rate and of tissue 
thermal diffusivity. The ultrasound beam used in simulations and ex vivo pork 
loin experiments has lateral and axial FWHM dimensions of 1.4 mm and 7.9 mm 
respectively. For spatial averaging simulations, beams with lateral FWHM 
varying from 1.2-2.2 mm are also assessed. Under noisy conditions, parameter 
estimates are improved by fitting to data from larger voxel regions. Varying 
the temporal sampling results in minimal changes in measured temperatures 
(<2% change) and parameter estimates (<5% change). For the HIFU beams 
studied, a spatial resolution of 1 x  1 x  3 mm3 or smaller is required to 
keep errors in temperature and all estimated parameters less than 10%. By 
quantifying the errors associated with these sampling characteristics, this work 
provides researchers with appropriate MRTI conditions for obtaining estimates 
of parameters essential to pretreatment modeling of HIFU thermal therapies.
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For high-intensity focused ultrasound (HIFU) treatments to be broadly accepted in the clinic, 
progress must be made in patient-specific treatment planning, monitoring and control. A 
key component to this goal is accurate modeling of the bioheat transfer equation (BHTE) 
(Pennes 1948), for which investigators need accurate knowledge of the magnitude and spatial 
distribution of the ultrasonic specific absorption rate (SAR) and of tissue thermal properties 
(Roemer 1999). However, due to variations among and within different organs, variability 
across individuals, and limitations of treatment hardware or prediction software (Mahoney 
et al 2001, Payne et al 2011), the modeled SAR values and table thermal parameters used 
in the BHTE may cause significant errors in temperature calculations used to predict thermal 
dose.
Previous work has shown that a new analytical method for obtaining HIFU SAR from 
experimental temperature data is significantly more accurate than the traditional linear method 
(Guy et al 1974, Roemer et al 1985) and will be a valuable tool in assessing and improving SAR 
predictive software (Dillon et al 2012). This method estimates the amplitude of the focal SAR 
as well as its lateral full width at half maximum (FWHM). In addition to providing estimates 
for SAR amplitude and width, the method generates an estimate for thermal diffusivity of 
the tissue in the focal region. Utilizing these improved parameter estimates in the BHTE 
during therapy planning, monitoring and control has the potential to improve the efficacy and 
efficiency of HIFU thermal therapies.
In the past, estimation of thermal and acoustic properties from experimental temperatures 
was accomplished using thermocouples or thermistor probes (Guy et al 1974, Goss et al 1977, 
Parker 1983,1985, Valvano e ta l 1984, Roemer e ta l 1985). More recent investigators have used 
thermistors (Kharalkar et al 2008) as well as infrared imaging (Milner et al 1996, Telenkov 
et al 2001, Bobkova et al 2010, Giridhar et al 2012), backscattered ultrasound imaging (Anand 
and Kaczkowski 2008, 2009) and magnetic-resonance imaging (Cheng and Plewes 2002, 
Dragonu et al 2009) for estimation of ultrasound intensities and thermal properties. The use of 
magnetic-resonance temperature imaging (MRTI) for HIFU thermal therapies and estimation 
of relevant parameters is extremely valuable since it can provide fully three-dimensional non- 
invasive temperature measurements in and around the focal zone. By utilizing the extensive 
data available from MRTI, significant improvements in estimating SAR profiles and tissue 
thermal properties should be possible.
Unfortunately, the MRTI acquisition process can introduce errors into temperature 
measurements which may be propagated into temperature-based estimations of tissue 
properties and treatment parameters, including SAR and thermal diffusivity. First, unavoidable 
noise in MR temperature measurements can have a marked effect on the accuracy of 
estimation methods. Second, the MR acquisition process necessitates measuring continuously 
changing temperatures over a finite time period and combining them into measurements 
ascribed to discrete time points. Finally, the spatially distributed temperatures are averaged to 
create discrete temperature measurements for each voxel. This spatial averaging may cause 
misrepresentation of temperatures and has already been assessed for its effect on temperature 
and thermal dose calculations (Todd et al 2011, O’Neill et al 2012).
This paper presents simulation and experimental results assessing the effects of MRTI 
noise, temporal sampling, and spatial averaging on HIFU temperature measurements and on 
estimation of SAR amplitude and FWHM, and thermal diffusivity. These three parameters are 
estimated using the analytical method of Dillon et al 2012. Several HIFU power deposition 
patterns are assessed with lateral FWHM values ranging from 1.2 to 2.2 mm, making 
these results applicable to a range of HIFU focal beam sizes and experimental conditions.
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plane
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Figure 1. Orientation of coordinate axes in relation to the ultrasound transducer and focal zone 
for simulations and experiments. The 7 x 7  voxel-fitting region used in each transverse plane and 
centered on the beam axis is also shown.
By quantifying the errors associated with MRTI sampling characteristics, this work should 
provide researchers with an appropriate set of conditions for obtaining non-invasive accurate 
estimates of parameters essential to pretreatment modeling of HIFU thermal therapies.
2. Methods
2.1. Simulation o f  SAR and temperature data
Simulated SAR patterns were generated by the hybrid angular spectrum method (Vyas 
and Christensen 2012) applied to a 256-element phased-array HIFU transducer and system 
(Imasonics, Besancon, France and Image Guided Therapy, Bordeaux, France) that was also 
used in experiments. The transducer had an aperture of 14.5 cm, frequency of 1 MHz, and 
radius of curvature of 13 cm. The simulated transducer power output was 10 acoustic watts 
focused 3 cm deep in the homogeneous tissue model, which had a tissue speed of sound of 
1500 m s-1, density of 1000 kg m-3, and acoustic pressure attenuation of 5.0 Np m-1. These 
fixed values were used to generate the reference standard results for assessing the accuracy 
of estimates made from temperature data. The simulated SAR pattern had a lateral and axial 
FWHM of 1.4 mm and 7.9 mm, respectively, with a maximum SAR value of 15 300 W kg-1. 
In both simulations and experiments, axial refers to the beam propagation direction (z) and 
terms lateral or transverse refer to directions perpendicular to beam propagation (x-y or r), as 
seen in figure 1.
For each simulated SAR pattern, the BHTE was implemented in an explicit finite- 
difference (FD) solver to calculate temperatures for 32 s of heating. Thermal parameters used 
in the model were thermal conductivity of 0.5 W (m °C)_1, specific heat of 3500 J (kg °C)_1, 
and density of 1000 kg m-3; thus, the thermal diffusivity reference value was k =
1.43 x 10-7 m2 s- 1. Because the method will ultimately be applied in vivo, a Pennes perfusion 
coefficient of 1.0 kg (m-3 s-1) was used in all simulations.
2.2. Simulation o f  MRTI noise
In simulations for the noise analysis, an isotropic grid spacing of 0.3 mm was used for 
generating FD temperatures with a temporal resolution of 0.1 s to maintain numerical stability.
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Those temperatures were then undersampled to a 4.0 s temporal resolution, which is more 
representative of MRTI.
Following the undersampling of temperatures, zero-mean Gaussian noise was introduced 
to the simulated temperature data with standard deviations (SD) ranging from 0.5 °C to 2.0 °C, 
levels representative of noise in MRTI. The noise-free case was also analyzed for a reference 
comparison.
The estimation of parameters from these simulated temperatures is described fully in 
section 2.5. Those estimations typically utilized a 7 x 7 voxel region of temperature-versus- 
time data centered about the beam axis in the transverse plane (figure 1). For the noisy 
temperature data, the parameters were also estimated using temperature data from 3 x 3 ,  
5 x 5,9 x 9, and 11 x 11 voxel-fitting regions. Noise introduction and parameter estimation 
was repeated 400 times for each noise level.
2.3. Simulation of MR temporal sampling
For temporal sampling studies, the 0.3 mm isotropic FD grid spacing was again used in 
temperature simulations for consistency. While this spatial resolution would be difficult to 
obtain experimentally, it is still appropriate because simulations for temporal sampling are 
independent of the FD grid spacing. In these simulations, the FD time step was varied to alter 
the temporal sampling as discussed below.
Measurements for a single 3D volume of MR temperature images may take several 
seconds to acquire. Temporal sampling is a product of taking temperature measurements over 
this finite time period and attributing those temperatures to a single time point. The traditional 
method in which temperature data are temporally acquired and combined for proton resonant 
frequency MRTI (De Poorter et al 1995, Ishihara et al 1995) can be simulated with FD and 
Fourier transform techniques.
First, temperature changes for a single FD time step (dr) are evaluated in a thermal model of 
the BHTE. The temperature changes are converted to phase changes and a constant magnitude 
(which does not affect temperature calculations) is added to the phase data to generate complex 
image data. Taking the Fourier transform of these complex images converts them to k-space. 
The data for the first line of k-space in the phase encoding direction are saved. The next time 
step of the thermal model is calculated, temperatures are again converted to k-space, and the 
second line of the k-space phase encoding direction is saved. The process is repeated until all 
of k-space is full. After a complete set of k-space has been saved, taking the inverse Fourier 
transform of those data will yield a complex image which can be converted to temporally 
sampled temperatures. Since the most significant information is found at the center of k-space, 
the temperature data are assigned to the simulation time at which data for the center of k-space 
was modeled and saved. With the next time step of the FD model, the first line of a new set of 
k-space data is saved and the process begins anew.
By varying the model time step dt, which is analogous to the MRTI pulse-sequence 
repetition time TR, the simulated MR acquisition time (facq) can be altered as
'acq =  df • nY, (1)
where nY represents the number of k-space lines in the phase encoding direction. In this 
analysis, the time step dt was varied so that acquisition times of one to 8 s could be achieved, 
times representative of the current capabilities of 2D and 3D MRU. These simulations assume 
that the ultrasound start time is synchronized with the start of MR image acquisition, which is 
easily accomplished by pulse-sequence triggering in the MR-guided HIFU system.
The parameter estimations for temporal sampling simulations, described in detail in 
section 2.5, used as many data points from the temperature-versus-time curves as were available
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for the 32 s of heating. Note that with longer acquisition times fewer data are available for 
fitting: for 4cq =  1-0 s, 32 data points are available from each temperature-versus-time curve, 
whereas for t^q =  8.0 s, only four points are available in each curve.
2.4. Simulation of MR spatial averaging
For spatial averaging, the initial grid spacing for temperature simulations was set at 0.1 mm 
isotropic. The time step of the FD solver was 0.01 s for stability, and the data were undersampled 
to 4.0 s per measurement. These data were then spatially averaged with an algorithm that 
mimics the spatial averaging of MRTI (Todd et al 2011). Since the size of the focal zone 
plays a significant role in the errors induced by spatial averaging, simulations were generated 
for several different focal zone sizes with the lateral FWHM measurements varying from 1.2 
to 2.2 mm in addition to the reference FWHM of 1.4 mm. Altering the size of the reference 
focal zone with the same ultrasound transducer was accomplished by adjusting the simulated 
transducer frequency while keeping the total attenuation constant at 5.0 Np m-1. While 
adjusting the frequency to alter the focal zone size would not normally be applied in practice, 
doing so in simulations provides a variety of ultrasound power deposition patterns that could 
be used to assess errors of HIFU systems with different focal zone sizes.
Simulating the spatial averaging of MRTI requires temperature simulation data with very 
fine spatial resolution (0.1 mm isotropic). After changing the simulated temperatures to phase 
data, adding a constant magnitude term, and converting into k-space with a Fourier transform, 
the edges of k-space are masked to zeros. This masking causes the loss of the high frequency 
data in the k-space domain, which reduces the spatial resolution of the temperatures. In each 
direction that is masked, the ratio of the total original lines to the remaining unmasked lines 
will be the ratio of the new spatial resolution to the initial resolution. For example, a matrix size 
of 200 x 200 x 300 at an initial resolution of 0.1 mm isotropic could be masked with zeros 
except for the central 10 x 10 x 15 region, resulting in a resolution of 2.0 mm isotropic 
grid spacing since 200/10 =  300/15 =  2.0/0.1. Taking the inverse Fourier transform will 
convert the zero-filled k-space data back to complex images from which spatially averaged 
temperatures are calculated.
By zero-filling the k-space data, the spatially averaged temperature data will have the same 
grid spacing as the initial data but the spatial resolution will be altered. Essentially, the lower 
resolution data is being zero-filled interpolated so that the grid spacing remains unchanged.
For spatially averaged data, the parameter estimation methods used a subset of the final 
0.1 mm grid spacing data. Data for the 7 x 7 voxel-fitting region were taken every 0.3 mm 
centered at the beam axis so the total region of data fitting was consistent for assessment of 
simulated noise, temporal sampling, and spatial averaging effects.
Since focused ultrasound beams are longer in the axial direction than in the transverse 
direction, the spatial distribution of temperature varies less in the axial direction. Because of 
this, high-resolution imaging in the axial direction is less important than in the transverse 
plane. Using a different ratio for the zero-filled mask in the k-z direction will change the 
resolution of the axial slices. In this study, after determining the isotropic resolution required 
for the reference focal zone, the voxel dimension in the z-direction was increased to assess 
effects of changing axial resolution while keeping the lateral voxel dimensions constant.
2.5. Estimation of SAR amplitude and FWHM, and thermal diffusivity
The analytical temperature solution used for the temperature-based parameter estimations 
assumes a ID radial Gaussian heating pattern (Parker 1983, 1985, Kress and Roemer 1987,
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Cheng and Plewes 2002, Dragonu et al 2009, Anand and Kaczkowski 2008, 2009) and that 
axial conduction and perfusion effects are negligible (Dillon et al 2012). The solution, at 
non-zero radial positions in the transverse plane, during heating is given by
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where C =  2al0/(pcp) and Ei represents the exponential integral. In term C, a  represents the 
tissue acoustic pressure absorption coefficient, 70 is the ultrasonic intensity on the beam axis, 
while p and cp are the tissue density and specific heat, respectively. When the radial distance 
r from the beam axis and the time t since the onset of ultrasound heating are known, a least- 
squares three parameter fit of equation (2) to the simulated or experimental temperature data 
is possible by concurrently optimizing C, k, and p. The fitting process utilizes temperatures 
from a 7 x 7 voxel-fitting region in a single transverse plane centered about the beam axis. 
The 7 x 7 region was selected because it includes data over the entire width of the ultrasound 
beam. Each of the 49 temperature-versus-time curves is fit to equation (2) simultaneously 
in a least-squares manner, generating a single estimate for C, the thermal diffusivity k, and 
the Gaussian variance ft at each depth. Stepping through each transverse plane in the axial 
direction, the estimation process is repeated through the entire focal zone.
Because SAR is directly related to the initial slope of temperature rise, by taking the first 
derivative of equation (2) evaluated at t =  0 and r =  0, the maximum SAR amplitude in each 
transverse plane can be estimated from
SARmax =  cpC. (3)
The relationship between the Gaussian variance P and the estimated lateral FWHM of the 
SAR is given by
FWHM =  2y/P In 2. (4)
Finally, an estimate for the tissue thermal diffusivity is found directly from fitting parameter 
k at the depth of the global maximum SAR value, where the approximation of no axial 
conduction is most valid.
In the estimation of SAR amplitude, the only information required in addition to the 
temporal and spatial distribution of temperatures is the tissue specific heat capacity, which 
ultimately divides out when implemented in the bioheat equation. The tissue thermal diffusivity 
and FWHM of the ultrasound beam can be determined from the temperature data alone.
Due to the approximations of the ID radial Gaussian model, there are errors inherent to the 
estimation method prior to introduction of MR effects (Dillon et al 2012). Using this method in 
the absence of MR noise, temporal sampling and spatial averaging, for the reference focal zone 
size (lateral FWHM =  1.4 mm, axial FWHM = 7.9 mm), maximum SAR is overestimated by 
6-9%, FWHM is underestimated by 5-7%, and thermal diffusivity is overestimated by 2-6%. 
The effects of MR noise, temporal sampling, and spatial averaging upon estimation of SAR 
amplitude and FWHM, and diffusivity should therefore be considered with this initial offset 
in mind.
2.6. Experimental data
HIFU heating experiments were performed in ex vivo pork loin using the MR-compatible 
256-element phased-array ultrasound system that was modeled in the simulation study, but 
operating at a power output of 8.8 acoustic watts. The maximum heating occurred 4.8 cm deep 
in the pork loin at the geometric focus of the ultrasound transducer. Deionized, degassed water 
coupled the ultrasound transducer to the pork loin sample.
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For the reference case, images were acquired with a pair of two-channel surface coils built 
in-house at 1 x 1 x 3 mm3 resolution in a 3T Siemens Trio MRI scanner using a standard 3D 
segmented echo planar imaging (EPI) sequence. Other imaging parameters included TR/TE = 
35/11 ms,FA= 15°,bandwidth: 766Hzpixel_1,matrix: 192 x 108 x 10 (8 slices plus 25% 
slice oversampling), EPI factor = 9, and a temporal resolution of 4.2 s per image volume. 
Imaging slices were oriented perpendicular to the axis of beam propagation in the transverse 
plane. Ultrasound heating was synchronized to begin with the acquisition of the fifth MR image 
and measurement times were assigned to the halfway point of each MR acquisition. The total 
heating time was 42 s. Temperatures were reconstructed using a reference-less (Rieke et al 
2004) proton resonance frequency method (De Poorter et al 1995, Ishihara et al 1995) and 
post-processed with zero-filled interpolation to yield 0.5 mm isotropic voxel spacing (Todd 
et al 2011).
To confirm both system stability and that the pork loin’s thermal and acoustic properties 
were unchanged through the experiment, a total of four reference runs were interleaved between 
the heating runs used to assess the effects of temporal sampling and spatial averaging. Final 
reference results are combined and presented as the mean and standard deviation of these 
runs. A cooling period of 6-10 min was utilized between each heating run to ensure a uniform 
baseline temperature profile at the start of each ultrasound heating. Because the estimation 
method is based on changes in temperature, any increase in the baseline temperature from 
thermal accumulation in the tissue should not affect results.
To assess spatial averaging changes, the reference field of view in the lateral plane was 
doubled. This resulted in a spatial resolution of 2 x 2 x 3 mm3 while all other ultrasound 
and MR parameters were unchanged. To demonstrate effects of varied temporal sampling, the 
matrix size was increased to 192 x 162 x 10 (8 slices plus 25% slice oversampling) while 
maintaining the reference spatial resolution, thus altering the temporal resolution to facq =
6.3 s per image volume. In this case, the total heating time was 44 s, slightly longer than 
the reference heating time. All other imaging and ultrasound parameters were kept the same 
as the reference case, and each set of temperature data was post-processed with zero-filled 
interpolation to 0.5 mm isotropic voxel spacing. The sampling characteristics of these MRTI 
data were selected to represent a practical and reasonable set of conditions that would be 
encountered in clinical, patient-specific applications.
In all cases, the axis of beam propagation (r = 0) was found in each transverse slice by 
identifying the peak of a least-squares Gaussian fit to the radial temperature data from all 
images acquired during heating. Radial distances from the axis of beam propagation to the 
center of voxels in a square 7 x 7  region of interest (3.5 x 3.5 mm2 centered on the beam 
axis) provided values for r in equation (2). At each depth, the 49 temperature-versus-time 
curves were fit with equation (2) simultaneously, minimizing the least-squares difference for 
all voxels at once and generating a single (planar) estimate for each parameter C, k, and p. 
Assuming a pork specific heat of 2760 J (kg °C)_1, the SAR amplitude was calculated from 
equation (3) and the FWHM was estimated using equation (4). The tissue thermal diffusivity 
was determined by parameter k at the depth of the global maximum SAR.
3. Results
3.1. Simulated temperature-versus-time curves at maximum SAR location
Figures 2-4 show how noise, temporal sampling and spatial averaging, respectively, affect 
temperature-versus-time curves at the location of maximum SAR for the simulated reference 
case. In each plot, the unaveraged, noiseless temperatures are shown with dashed lines.
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Figure 2. Varying noise levels in simulated temperature-versus-time curves at the center of the 
focal zone. The standard deviation of the noise is (a) 0.5 °C, (b) 1.0 °C, (c) 1.5 °C, and (d) 2.0 °C. 
The dashed line represents the noiseless and unsampled FD temperature-versus-time curve.
(a) (b) (c) (d)
Time [s] Time [s] Time [s] Time [s]
Figure 3. Temporal sampling effects on simulated temperature-versus-time curves at the center 
of the focal zone. The simulated MR acquisition time is (a) 2 s, (b) 4 s, (c) 6 s, and (d) 8 s. The 
unaveraged FD temperature-versus-time curve is shown as a dashed line.
(a) (b) (c) (d)
Figure 4. Spatial averaging effects on simulated temperature-versus-time curves at the center of 
the focal zone. The simulated isotropic spatial resolution is (a) 0.5 mm, (b) 1.0 mm, (c) 1.5 mm, 
and (d) 2.0 mm. The unaveraged FD temperature-versus-time curve is shown as a dashed line.
3.2. Parameter estimation: MRTI noise simulations
Errors in the estimated maximum SAR, SAR FWHM, and thermal diffusivity for 400 
simulations of noisy temperature data at each noise level are shown in figure 5. The horizontal 
line within each box represents the median SAR error and box boundaries indicate the 25th and 
75th percentiles. Whiskers extend to the most extreme data values or 1.5 times the interquartile 
range (IQR). Any values beyond 1.5 times the IQR are outliers marked with a plus sign. In 
each case, as noise levels increase, the spread of parameter estimation values also increases.
Figures 5(a)-(c) use temperature-versus-time data from a 3 x 3 voxel-fitting region 
simultaneously for each estimation while figures 5(d)-(f) use a 7 x 7 voxel-fitting region 
centered on the beam axis. For high levels of noise (SD =  2 °C), table 1 shows that increasing
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Figure 5. Effects of simulated MR noise on parameter estimation of (a) and (d) maximum SAR, 
(b) and (e) SAR FWHM, and (c) and (f) thermal diffusivity. Figures 4(a)-(c) use temperature data 
from a 3 x  3 voxel-fitting region while figures 4(d)—(f) use temperature data from a 7 x  7 voxel- 
fitting region for parameter estimation. Simulations were repeated 400 times at each noise level 
and box plots include the median value (midline), upper and lower quartiles (box boundaries), with 
whiskers extending to the most extreme values or 1.5 times the IQR. Plus signs indicate outliers.
Table 1. Errors of estimated SAR amplitude and FWHM, and thermal diffusivity for different 
voxel-fitting regions. Simulations repeated 400 times with a noise standard deviation of 2 °C. 
Errors are presented as the median percent error of the 400 simulations and the breadth of the IQR.
Size of voxel- Maximum SAR SAR FWHM Thermal diffusivity
fitting region median% error (IQR) median% error (IQR) median% error (IQR)
3 x 3 7.6 (35.4) -6 .3  (40.2) 5.4 (88.7)
5 x 5 8.2(21.8) -7 .0  (9.4) 4.6(23.3)
7 x 7  7.2 (18.9) -7 .2  (6.7) 3.0 (15.8)
9 x 9  7.5(18.2) -7 .3  (6.1) 2.4(13.1)
11 x 11 8.3(17.6) -6 .9  (6.3) 6.0(11.2)
the number of temperature-versus-time curves for fitting reduces the IQR of estimates for 
maximum SAR, SAR FWHM, and thermal diffusivity.
3.3. Parameter estimation: MR temporal sampling simulations
While not shown, variation in errors caused by simulated temporal sampling were less than 
5% for temperatures and all parameter estimates. In temperature measurements at the location 
of maximum heating, errors were less than ±  1 %. Errors in maximum SAR estimation ranged 
from 6.6% error for racq =  1 s to 11.3% error for zacq =  8 s. Errors in FWHM estimation 
ranged from —8.5% to —9.4% for the same acquisition times. Diffusivity was overestimated 
consistently, ranging from 1.7% overestimation for facq =  1 s to 5.8% for q = 8 s.
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Figure 6. Simulated spatial averaging errors for varied isotropic voxel spacings and ultrasound focal 
zone sizes. (a) shows errors in spatially averaged temperatures at the location of maximum heating, 
while parameter estimation errors caused by spatial averaging are shown in (b) for maximum SAR, 
(c) for estimated beam FWHM, and (d) for thermal diffusivity.
3.4. Parameter estimation: MR spatial averaging simulations
Simulated MR spatial averaging results for several HIFU focal zone sizes with lateral FWHM 
measurements ranging from 1.2 to 2.2 mm are presented in figure 6. Figure 6(a) shows that 
spatial averaging causes temperature measurements to be lower than the unaveraged values. 
Plots are only shown are for the location of maximum heating, where errors are the largest, 
though temperatures are underestimated throughout the focal zone. Using those inaccurate 
temperature measurements in parameter estimation generally leads to underestimation of 
maximum SAR (figure 6(b)) and overestimation of the SAR FWHM (figure 6(c)) and tissue 
thermal diffusivity (figure 6(d)). For the HIFU focal zone sizes studied, an isotropic voxel 
spacing no larger than 1.0 mm is required to measure the maximum temperature rise with 
less than 5% error. Using 1.0 mm isotropic voxel spacing also keeps all parameter estimation 
errors less than ±  10% for beams with a lateral FWHM less than 2.2 mm.
3.5. Parameter estimation: non-isotropic spatial averaging simulations
Though these simulation results are not shown, for the reference focal zone size (lateral 
FWHM =  1.4 mm, axial FWHM =  7.9 mm) with a transverse voxel dimension of 1 x  1 mm2, 
the axial voxel dimension can be increased from isotropy up to 3 mm without affecting the 
accuracy of temperatures and estimates of SAR amplitude and FWHM, and thermal diffusivity. 
The axial voxel dimension can be increased up to 4.3 mm with errors in temperature, FWHM 
and diffusivity estimates still less than ±  10%, and errors in SAR amplitude less than 20%. 
At 5 mm for the axial voxel dimension, errors in temperature deviate from the isotropic case
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Figure 7. Experimental temperatures for reference runs ( 1 x 1 x 3  mm3 spatial resolution, 
=  4.2 s), temporal sampling data ( 1 x 1 x 3  mm3 spatial resolution, r^q =  6.3 s), and 
spatial averaging data ( 2 x 2 x 3  mm3 spatial resolution, — 4.2 s) in ex vivo pork loin, 
(a) is a temperature-versus-time curve at the location of maximum heating, while (b) and (c) are 
respectively lateral and axial temperature profiles from the last measurements of the ultrasound 
heating. Error bars (N  = 4) extend to ±  1 standard deviation of the reference temperature data. 
Lateral positions are measured from the beam axis and axial positions are measured from the 
imaging plane nearest the transducer.
by more than 10% and subsequent errors in parameter estimation can be affected by as much 
as 25%.
3.6. Experimental temperature results
Figure 7 compares the temperature rise results from the reference experimental runs 
( 1 x 1 x 3  mm3, facq =  4.2 s) with altered temporal sampling ( 1 x 1 x 3  mm3, 4cq =
6.3 s) and spatial averaging ( 2 x 2 x 3  mm3, 4cq =  4.2 s) cases. Error bars on reference 
temperatures extend to plus or minus one standard deviation. Figure 7(a) is a temperature- 
versus-time plot at the location of maximum heating within the focal zone. The maximum 
temperature rise measured in the focal zone for the reference runs (N =  4) had a mean of 
9.15 °C with a standard deviation of 0.18 °C. For the temporal sampling and spatial averaging 
cases, the maximum measured temperature rises were 9.42 °C and 8.07 °C, respectively. Those 
maximum temperatures occurred in the final measurements acquired during heating, at 40.2 s 
for the reference and spatial averaging cases and at 41.2 s for the temporal sampling case. 
Figures 7(b) and (c) show the lateral and axial temperature profiles through the focal zone at 
those times. Noise levels in temperature measurements for the reference, temporal sampling,
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Figure 8. Experimentally estimated SAR profiles in ex vivo pork loin from reference, temporal 
sampling, and spatial averaging data in the (a) lateral and (b) axial directions. Error bars extend to 
±  1 standard deviation from the mean of reference runs. Lateral positions are measured from the 
beam axis and axial positions are measured from the imaging plane nearest the transducer.
Table 2. Experimental parameter estimation results in ex vivo pork loin. Reference values are 
presented as the mean and standard deviation of estimates from the four reference runs.
Maximum SAR (W kg-1) SAR FWHM (mm) Thermal diffusivity (m2 s-1)
1.44 x  l ( r 7 (0.10 x  10“7) 
1.53 x  10“7 
1.79 x  10“7
Reference mean (SD) 5023 (428) 





and spatial averaging cases had a standard deviation of 0.26 ±  0.01 °C, 0.23 °C, and 0.10 °C, 
respectively.
3.7. Parameter estimation: experimental SAR, FWHM, and thermal diffusivity
The estimated lateral and axial SAR profiles through the focal zone for the different cases are 
shown in figures 8(a) and (b), respectively. Error bars mark one standard deviation above and 
below the mean value for the reference runs. Table 2 summarizes the experimental parameter 
estimation results showing the maximum SAR, SAR FWHM, and thermal diffusivity values 
obtained by fitting equation (2) to the temperature data. Published values for pork loin thermal 
diffusivity range from 1.17 x 10-7 to 1.66 x 10-7 m2 s-1 (Kent et al 1984, Sanz et al 
1987).
4. Discussion
The primary finding of this study is that the accuracy of parameter estimates using the analytical
method of Dillon et al 2012 is strongly dependent upon the accuracy of MRTI temperature
measurements, which are influenced primarily by the degree of spatial averaging. Errors in 
temperature measurements caused by the MRTI acquisition process are not only propagated, 
but are exacerbated when those temperatures are utilized for SAR and diffusivity estimation. 
Temporal sampling of temperature data caused by MRTI had little effect on temperatures 
or parameter estimation. Estimation errors caused by noise in temperature measurements, 




The simulation results of figure 5 show that utilizing temperature-versus-time data from a 
7 x 7  voxel-fitting region, when compared with a 3 x 3 voxel-fitting region, significantly 
reduces both the incidence and magnitude of parameter estimation errors caused by noise. 
These results are even clearer from table 1; the more than fivefold increase in data of the 
7 x 7  region compared to the 3 x 3 region reduced the IQR of maximum SAR, FWHM, and 
thermal diffusivity estimation error by 47%, 83%, and 82%, respectively.
While increasing the number of voxels for parameter estimation reduces errors, it also 
creates an increased computational burden during the fitting process. For example, parameter 
estimation for 40 slices of experimental temperature data using a 3 x 3 voxel-fitting region 
per slice took 26 s to compute in MATLAB on an Intel Core 2 Duo Processor T6500 at 
2.1 GHz with 4.00 GB of RAM, while estimation for the same slices using data from a 7 x 7 
voxel-fitting region took 144 s. In addition, voxels added to the fitting process are increasingly 
distant from the beam axis, their temperature changes are smaller, and noise makes up a 
larger portion of the overall temperature signal. In brief, there exist diminishing returns from 
increasing the number of fitting voxels in efforts to decrease noise-induced errors. Finding 
the appropriate balance between error reduction, computation time, and temperature signal- 
to-noise ratio becomes an important aspect in determining the number of voxels used in fitting 
for SAR amplitude and FWHM, and thermal diffusivity estimation. A good rule of thumb may 
be to only include voxel locations that are between the first zeros of the lateral SAR profile.
Increasing the time used to reach a certain temperature for parameter estimation could also 
mitigate the effects of noise. While Dillon et al 2012 showed that increasing the number of data 
points from each temperature-versus-time curve in the absence of noise did not significantly 
change the accuracy of SAR estimation, that is not the case for noisy temperature data. Just 
as increasing the number of voxels for fitting improves parameter estimation, increasing the 
number of data points in each temperature-versus-time curve introduces additional useful 
data to the fitting process, helping to reduce noise-induced errors in SAR amplitude, SAR 
FWHM, and diffusivity estimation. In this sense a longer heating time at a lower power during 
pretreatment sessions would allow more data points for fitting, reduce noise-induced errors, 
and provide more accurate estimations of the beam FWHM and tissue thermal diffusivity. 
Based on the results of Dillon et al 2012, the SAR could be scaled directly from these 
low-power pretreatment pulses to the higher powers to be used in the ablative treatment. It 
should be noted that accurately scaling SAR in this manner is limited to the linear acoustic 
propagation regime. At higher powers that could induce cavitation, nonlinear effects can lead 
to enhanced heating, significantly changing the SAR distribution in addition to generating 
sharp temperature spikes which are difficult to measure with MRTI (Khokhlova et al 2009).
4.2. MR temporal sampling
The effects of temporal sampling upon MRTI temperatures appear to be minimal based 
on both simulation and experimental results. From simulated temperature and parameter 
estimations (section 3.3), there is a small decrease in accuracy with increasing acquisition time 
(<5% change). Because no ground truth temperature measurements are available for the 
experimental results and the actual parameter values are unknown, only trends in the 
experimental results can be commented upon. Comparing the reference experimental runs 
(facq =  4.2 s) with the temporal sampling run (facq = 6.3 s), there is no discernible change in 
the experimental temperature profile (figure 7) or parameter estimates (figure 8 and table 2), 
suggesting the minimal effect of temporal sampling.
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It is known that the limiting factor in temporal sampling of MR temperature measurements 
is the rate of change of the temperature slope 61/At. In this study, because the ultrasound is 
triggered to turn on and off in synchronization with the MRTI acquisition, the temperature slope 
does not vary enough within each measurement to greatly affect temperature measurements.
The standard progression through k-space for temporal sampling described in section 2.3 
is not the same as the segmented EPI progression used in the experiments. In a segmented EPI 
sequence, k-space is divided uniformly into a number of segments determined by the EPI factor. 
One line of k-space in the phase encoding direction is acquired in each EPI segment for each 
pulse-sequence repetition time TR, effectively reducing the total MR acquisition time (facq) by 
the EPI factor. Because the EPI factor must be an odd number, data at the center of k-space, 
which is most significant, is always acquired at the midpoint in time of the image acquisition 
and progression through the central region of k-space does not include discontinuities that 
may occur at the transition between EPI segments. This matches the standard progression 
through k-space and additional simulations using the segmented EPI progression showed very 
little change in the temperature profiles (< ±  1 % difference) when compared with the standard 
k-space progression simulations.
One of the significant benefits of this estimation method is that the temporal resolution of 
temperature measurements plays such a limited role in the accuracy of parameter estimates. 
The traditional linear method for SAR estimation, on the other hand, has been shown to require 
temporal resolutions that are not currently feasible with three-dimensional MRTI (Dillon et al 
2012). These results suggest that increasing the acquisition time per image to improve spatial 
resolution or minimize noise would be a useful approach for obtaining more accurate parameter 
estimates. However, a longer acquisition time would also generate fewer data points for fitting 
over the same heating period which may offset some of the gains from this approach. In other 
situations beyond parameter estimation, such as for thermal dose calculations, heating control 
and minimization of total treatment time, a short acquisition time is important so adjusting the 
temporal resolution should be used judiciously.
4.3. MR spatial averaging
Figure 6 shows that temperature errors caused by spatial averaging led to magnified errors 
in estimation of SAR amplitude and FWHM, and thermal diffusivity. A 15% error in 
the maximum temperature measurement could lead to SAR amplitude, SAR FWHM, and 
diffusivity errors of up to 50%, 50%, and 25% respectively. In order to obtain less than 
5% error in temperatures and less than 10% error in parameter estimations using isotropic 
voxels, a 1 mm voxel dimension is necessary for the HIFU focal zone sizes (lateral FWHM = 
1.2-2.2 mm) assessed in this study.
With current imaging methods, obtaining MR temperature measurements at 1 mm 
isotropic resolution introduces significant noise. Simulations for the reference focal zone size 
(lateral FWHM =1.4  mm, axial FWHM = 7.9 mm) suggest that an axial voxel dimension 
of 3 mm with transverse plane voxel dimensions of 1 x 1 mm2 will produce temperature 
measurements nearly identical to those obtained from 1 mm isotropic voxels. Parameter 
estimation of SAR amplitude and FWHM, and thermal diffusivity are also unaffected by using 
1 x 1 x 3  mm3 voxels in place of 1 x 1 x 1 mm3 voxels. The stronger MR signal present 
from using these larger voxels should significantly reduce noise errors without introducing 
spatial averaging errors.
Trends in the experimental results support simulation results and highlight the importance 
of the degree of spatial averaging in MR-guided HIFU treatments. Peak experimental 
temperature measurements in the focal zone decreased by 12% when voxel spacing was
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increased from 1 x 1 x 3  to 2 x 2 x 3  mm3. Simulation results suggested those 
temperature measurements would decrease 10-17% (figure 6(a)). Experimental estimates 
of thermal diffusivity from temperature data obtained with 2 x 2 x 3  mm3 voxel spacing do 
not fall within the range of published data on pork loin thermal diffusivity (Kent et al 1984, 
Sanz et al 1987). The spatially averaged diffusivity estimates were 24% higher than the mean 
of reference estimates (table 2). This overestimation coincides with predicted simulation errors 
(figure 6(d)). Estimation differences between spatially averaged and reference data for SAR 
amplitude (—37%) and FWHM (42%) also correspond to anticipated errors from simulation 
data (figures 6(b), (c)).
4.4. General observations
While this estimation method is intended to be used primarily in pretreatment planning, 
other applications are worth noting. Estimated SAR values could be used in the validation 
of ultrasound prediction techniques that include scattering, which is often neglected in 
current modeling practice. During therapeutic sessions, this method could be applied quickly 
for verification of pretreatment modeling and tissue property values if the pre-sonication 
temperature distribution is relatively uniform. The temperature fitting process could also be 
applied to forward-predict temperature and thermal dose profiles for improved control and 
monitoring.
The power deposition patterns used in this study are specific to the HIFU phased-array 
system used in simulations and experiments. However, many other HIFU systems have 
similar power deposition patterns and conclusions of this study may likely be applied without 
introducing significant errors. In particular, the different focal zone sizes assessed for spatial 
averaging effects demonstrate that the conclusions based on our reference focal zone size 
(lateral FWHM =1.4 mm, axial FWHM =  7.9 mm) should be applicable to different systems 
and power deposition patterns. Inclusion of larger voxel-fitting regions to reduce noise effects 
would apply to any HIFU system. As discussed previously, temporal sampling is primarily 
a function of the rate of change of the temperature slope AT/At, and would not be greatly 
affected by the application system.
The applicability of this estimation method is limited to the focal region. However, in the 
implementation ofMRgHihU for thermal therapies, temperatures and thermal dose in the near 
and far fields provide important safety constraints and should be considered in pretreatment 
planning strategies. One possibility for obtaining near and far field SAR would be to implement 
this method for determination of the focal SAR profile and use it as a guide for optimizing 
ultrasound modeling software that includes near and far field heating. Alternatively, since the 
SAR distribution in the near and far field are generally more diffuse and uniform than in the 
focal region, the traditional linear method for finding SAR (Guy et al 1974, Roemer et al 
1985) from experimental temperature data could be implemented in those regions.
There are additional potential MRTI acquisition errors that were not assessed in this 
study. However, effects of those errors can be inferred. A systematic bias in the reference 
temperature (for example, if the baseline temperature was 33 °C instead of an assumed 37 °C) 
would not affect these results since SAR, FWHM, and thermal diffusivity estimates are based 
upon changes in temperature and not the absolute magnitude of temperature as is the case in 
thermal dose calculations. An error in the scale of the phase to temperature conversion would 
cause proportional errors in SAR estimates but would not affect FWHM or thermal diffusivity 
estimation. Temperature errors caused by phase drift during the scan are mitigated by using 
reference-less reconstruction techniques (Rieke etal 2004). Measurement discrepancies caused 
by grid placement that puts the maximum power deposition at edges or comers of a voxel
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were not assessed. However, zero-filling to 0.5 x 0.5 mm2 in-plane will sufficiently mitigate 
most measurement discrepancy (Todd et al 2011).
5. Conclusion
This study demonstrates that estimates of HIFU SAR amplitude and FWHM, and thermal 
diffusivity are highly dependent upon the accuracy of MRTI temperature measurements. 
Specifically, errors in temperature measurements due to spatial averaging may lead to 
significant errors in parameter estimation. From simulated and experimental MRTI results, 
it is recommended that for HIFU beams with a lateral FWHM between 1.2 and 2.2 mm, a 
spatial resolution of 1 x 1 x 3 mm3 or smaller is required to accurately measure focal 
temperatures and estimate the maximum SAR, SAR FWHM, and tissue thermal diffusivity. 
Temporal sampling results show that for the temporal resolutions studied, longer acquisition 
times may be used to improve spatial resolution or image SNR without adversely affecting 
temperature measurements or parameter estimation accuracy. Effects of noise in temperature 
measurements, while unavoidable, can be reduced by simultaneous fitting of more voxels in 
the transverse plane and including more data points from each temperature-versus-time curve.
The MRTI sampling standards identified in this study will lead to accurate estimates of 
SAR amplitude and FWHM, as well as tissue thermal diffusivity. Such tissue- and patient- 
specific results will improve the efficacy and accuracy of treatment planning, reduce treatment 
times, and increase clinical acceptance of and confidence in HIFU thermal therapies.
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4.1 Abstract
The use o f correct tissue thermal diffusivity values is necessary for making accurate 
thermal modeling predictions during magnetic resonance-guided focused ultrasound 
(M RgFUS) treatment planning. This study evaluates the accuracy and precision o f two 
noninvasive thermal diffusivity estimation methods, a Gaussian temperature method 
published by Cheng and Plewes in 2002 and a Gaussian specific absorption rate (SAR) 
method published by Dillon et al. in 2012.
Both methods utilize MRgFUS temperature data obtained during cooling following a 
short (<25s) heating pulse. The Gaussian SAR method can also use temperatures 
obtained during heating. Experiments were performed at non-ablative levels (AT~10°C) 
in ex vivo  pork muscle and in vivo  rabbit back muscle. Thermal diffusivity estimates 
were also compared with measurements from two standard invasive methods.
Both noninvasive methods accurately estimate thermal diffusivity using cooling MR- 
temperature data (overall ex vivo  error < 6%, in vivo  < 12%). Including heating data in 
the Gaussian SAR method further reduces errors (ex vivo  error < 2%, in vivo  < 3%). 
Lower standard deviation values indicate that the Gaussian SAR method has better 
precision than the Gaussian temperature method.
W ith repeated sonications, either MR-based method could provide accurate thermal 
diffusivity values for MRgFUS therapies. Because o f decreased sensitivity to noise and 
by utilizing both heating and cooling data, the Gaussian SAR method potentially requires 
fewer sonications to accurately establish thermal diffusivity.
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4.2 Introduction
Because o f large spatial temperature gradients near the focal zone during focused 
ultrasound (FUS) sonications, conduction plays a significant role in the temporal 
progression o f FUS treatments and their ultimate outcomes. The significant parameter 
that accounts for conduction is the tissue thermal diffusivity. Accurate thermal 
diffusivity values can result in efficient pretreatment thermal modeling and treatment 
planning, fewer impromptu adjustments during treatments, increased efficacy and safety 
o f treatments, and ultimately greater clinical acceptance o f FUS as a thermal therapy.
Tissue thermal diffusivity can vary significantly among individuals and tissue types. 
As an example, the Foundation for Research on Information Technologies in Society 
(IT’IS) tissue property database, which includes tissue property data from many different 
studies in the literature, provides thermal diffusivity values o f human kidney ranging 
from 0.114 to 0.150 mm /s [1]. In a simulated FUS heating pulse, this variability in 
thermal diffusivity leads to a 22% variation in the peak temperature after only 30 s of 
heating. Applied to real treatments, such errors would severely limit the value of 
pretreatment planning. Hence, identifying patient- and tissue-specific thermal diffusivity 
is essential if  treatment planning is to provide its full potential contribution to treatment 
safety and efficacy.
A common approach to obtaining local estimates o f the thermal diffusivity is to fit 
experimental temperature data to an analytical temperature solution that includes the 
thermal diffusivity as a fitting parameter. Traditionally, researchers have used invasive 
thermistor or thermocouple probes [2-7] for thermal property estimation. More recently
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developed noninvasive techniques are not only more acceptable for clinical applications, 
but also provide more extensive temperature data for fitting [8-11].
In a noninvasive MR-based approach, Cheng and Plewes [12] developed a method 
which uses magnetic resonance-guided focused ultrasound (MRgFUS) temperature data 
to find the tissue thermal diffusivity. That method assumes that a Gaussian temperature 
distribution is present at the end o f heating and that a Gaussian temperature distribution is 
retained during cooling. They applied their technique to several ex vivo  tissues and in 
vivo  rabbit thigh muscle, reporting precision errors o f less than 10%. Subsequent studies 
have applied their method in ex vivo  perfused porcine kidney (precision o f 10% [13]), in 
vivo  porcine kidney (precision o f 40-50% [14]), and in vivo  porcine thigh muscle 
(precision o f 10% [15]). In those studies, the maximum focal temperature and noise in 
temperature measurements varied significantly, limiting the value o f directly comparing 
precision values.
More recently, a different method using MRgFUS temperature data was proposed by 
Dillon et al. [16] and has been applied in tissue mimicking phantoms [16] and ex vivo  
pork muscle [17]. That method assumes a Gaussian SAR heating pattern applied to the 
tissue, and uses temperature data acquired during the heating, but not the cooling, period. 
The only available precision data for that method is from one ex vivo  pork muscle sample 
(4 sonications at a single location), where the standard deviation o f thermal diffusivity 
estimates was 7% of the mean value [17].
Interestingly, none o f the studies above using MRgFUS have established the accuracy 
o f their methods by comparing their results directly with concomitant measurements in
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the same tissue samples from more established invasive methods, instead relying upon 
comparison with data reported in the literature.
The purpose o f this study is to assess the accuracy and precision o f the two MRgFUS 
thermal diffusivity estimation techniques developed by Cheng and Plewes [12] and 
Dillon et al. [16] at heating levels that do not cause tissue damage. The Cheng and 
Plewes method, hereafter termed the Gaussian temperature method, uses data exclusively 
from the cooling portion o f the temperature curve. The Dillon method, hereafter called 
the Gaussian SAR method, has been extended to include cooling data and will be applied 
in two ways: 1) using only the cooling data for direct comparisons with the Gaussian 
temperature method, and 2) using both heating and cooling temperature data. Results 
will be compared with two established invasive estimation techniques in ex vivo  pork 
muscle samples and in vivo  rabbit back muscle to quantify the accuracy and precision of 
these noninvasive methods using clinically relevant heating and M R parameters.
4.3 Materials and methods
4.3.1 Theory: Noninvasive M R temperature-based methods
The derivation o f the analytical solutions for the two noninvasive M R temperature- 
based methods can be found in the original papers [12,16]. For reference, the theoretical 
approximations applied to each noninvasive method are summarized in Table 4.1.
4.3.1.1 Gaussian temperature m ethod. Cheng and Plewes demonstrated that the 
transverse plane’s (Figure 4.1) analytical temperature distribution following an impulse 
heat source with an elliptical (axial and radial) Gaussian heating pattern is given by:
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Table 4.1: Comparison o f approximations o f two noninvasive MRgFUS thermal 
diffusivity estimation methods.
Parameter Gaussian temperature Gaussian SAR














Figure 4.1. Setup for MRgFUS experiments and orientation o f coordinate axes in 
analytical solutions used for thermal diffusivity estimation.
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(4.1)
where r  is the radial distance (mm) from the axis o f beam propagation, z=0 is the axial 
position (mm) at the center o f the focal zone, t is the time (s) after the instantaneous 
heating pulse, A  is the time- and perfusion-dependent temperature (°C) at the center of
The basic approximation in this method is that the temperature distribution at the 
beginning o f cooling is Gaussian, as would be achieved by instantaneous heating with a 
Gaussian power deposition pattern. Estimating the thermal diffusivity with this 
approximation can be performed in a two-part process. First, Equation 4.1 is fit to the 
experimental temperatures to determine parameter 4 a t+ ( ,  the temperature distribution’s 
Gaussian variance, at each time point during the cooling period. The first derivative o f 
this parameter with respect to time is directly proportional to the thermal diffusivity. 
Thus, plotting parameter 4 a t+ (  versus time and applying a linear fit provides the rate of 
increase o f the Gaussian temperature variance, from which estimates o f the tissue thermal 
diffusivity are made.
4.3.1.2 Gaussian SAR method. Dillon et al. used the analytical solution for a radial 
Gaussian heating pattern (uniform in the axial direction) to estimate thermal diffusivity 
for situations where blood perfusion effects are negligible. The transverse plane’s 
analytical solution during heating was shown to be:
2
the focal zone, a  is the local tissue thermal diffusivity (mm /s), and (  is the transverse 
Gaussian variance o f the focused ultrasound beam (mm ).
where Ei is the exponential integral function [18], t is the time (s) since the onset o f 
ultrasound heating, and C  is the initial rate o f temperature increase (°C/s) at the center of 
the focal zone. Like the Gaussian temperature method, this solution assumes a Gaussian 
SAR heating pattern, but it does not require that the temperature distribution remain 
Gaussian, making it more applicable when longer sonication times are used.
Because thermal diffusivity also plays a significant role during tissue cooling, it 
should be useful to utilize both the heating and cooling curves for diffusivity estimation. 
This requires an analytical expression for the temperature profile after the ultrasound is 
turned off, which was not provided in the original Dillon et al. [16] derivation. Applying 
the principle o f superposition, the desired cooling solution is given by:
/  _ r 2 \  (  _y.2
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TcooAr, t > th) = C (A ) l-K  + El (4.3)4^a(t -  th) + (I
where th is the ultrasound heating time (s). A single three parameter fit (fitting 
parameters: C, a, and (  to the transverse experimental temperature data during heating 
(Equation 4.2) and cooling (Equation 4.3) provides an estimate o f the local tissue thermal 
diffusivity a  (mm /s).
4.3.2 Theory: Invasive reference methods
To obtain reference data for assessing the accuracy o f the noninvasive M R 
temperature-based estimation methods, two commonly used invasive methods were 
applied to measure the tissue thermal diffusivity. These methods are applicable when 
perfusion effects are negligible.
4.3.2.1 Transient line-source m ethod. The transient line-source method makes use of 
a long thin constant-power heating probe. The probe is invasively inserted in the sample
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and the power source is turned on while a thermocouple at known radial distance, r, from 
the heating probe takes temperature measurements.
The theory behind the transient line-source method uses the analytical solution for an 
infinite line source with constant power per unit length. This analytical temperature 
solution during heating is given by [19]:
where Q  is the power per unit length (W/m) o f the probe, k  is the tissue thermal 
conductivity (W/m/°C), and Ei is the exponential integral function. After heating for a 
given time th, the analytical solution during cooling is:
By applying a known power Q, measuring the temperature at a known distance r, and
respectively, the two fitting parameters o f thermal conductivity k  and thermal diffusivity 
a  can be determined.
The similar analytic form o f the cooling solutions for the transient line-source method 
(Equation 4.5) and the Gaussian SAR method (Equation 4.3) is noteworthy. In 
approximations and derivations, the only significant difference between these methods is 
found in the energy source term; for the transient line-source method, the source in the 
transverse plane is a single point and for the Gaussian SAR method, the source is a radial 
Gaussian. This difference manifests itself in the equations by the presence o f the 
Gaussian variance o f the ultrasound beam P  in Equation 4.3 and its absence in Equation 
4.5. W hen the methods are applied, the source term is known for the transient line-source
(4.4)
(4.5)
fitting the measured heating and cooling data to Equation 4.4 and Equation 4.5,
method and for the Gaussian SAR method, its distribution is determined via fitting 
parameters C  and p.
4.3.2.2 Combined-property m ethod. Thermal diffusivity is defined by the ratio o f the 
thermal conductivity k  to the density p  and specific heat capacity ct o f the tissue 
(a= k/pct). As discussed above, the transient line-source method provides estimates for 
the tissue thermal conductivity. Tissue density can be calculated by measuring the mass 
o f a tissue sample and dividing by its volume, as determined by the volume o f water it 
displaces when submerged. A digital scanning calorimeter can be used to measure the 
specific heat capacity from a small tissue sample. Using the combination o f these 
invasive property measurements, a second independent measurement o f the tissue 
thermal diffusivity can be made.
4.3.3 MRgFUS experimental setup
Ex vivo  experiments were performed in four pork muscle samples purchased at a local 
W hole Foods M arket 2 to 6 hours prior to the experiment and allowed to thermally 
equilibrate at room temperature in air-tight packaging. Heating was performed using an 
M R-compatible 256-element FUS phased-array system (Image Guided Therapy, 
Bordeaux, France) and no electronic steering was utilized in ex vivo  experiments. The 
geometric focus was positioned 3.4 to 4.7 cm into the sample (N=8  total heating 
locations, n=30 total sonications). Heating times varied from 3.6 to 21.8 s with the 
power varied (7-18 acoustic watts) to obtain a temperature rise o f approximately 10 °C by 
the end o f heating. A delay o f at least 7 minutes was provided between sonications to 
ensure that the tissue cooled to a uniform temperature before subsequent heating.
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In vivo  experiments were performed in the back muscles o f two female N ew Zealand 
white rabbits (4.1, 4.5 kg). The rabbits were initially anesthetized with ketamine (40 
mg/kg, IM) and xylazine (5 mg/kg, IM). Hair in the beam path was removed with 
clippers and depilatory cream to improve acoustic coupling. Animals were then 
intubated and mechanically ventilated with isofluorane (1-3%) to maintain anesthesia. 
Each rabbit was positioned supine on the MRgFUS system and sonications were repeated 
in two locations o f the back muscle separated by 1.0-1.5 cm (N =4  total heating locations, 
n=25 total sonications), each with a focal depth o f 2.0 cm. Transducer power was 8 
acoustic watts and heating time ranged from 21.7-23.6 s with a minimum delay o f 7 
minutes between individual sonications. Heart rate, end tidal CO2, percent oxygen 
saturation, and rectal temperature were monitored continuously during the experiment. 
Following FUS sonications, the animals were euthanized, the back muscle was exposed, 
and invasive thermal diffusivity measurements were made. The protocol was approved 
by the Institutional Animal Care and Use Committee.
M R temperature imaging (3T Siemens Trio M RI scanner) was performed during FUS 
experiments with the following parameters: three-dimensional segmented-EPI, TR=35-44 
ms, TE=11 ms, FA=15-30°, bandwidth=738-744 Hz/pixel, Voxel size=1x 1x3 mm3, 
FOV=128-192*80-132 mm2, 8 transverse slices (plus 25% oversampling), EPI factor=9, 
and temporal resolution=3.6-5.4 s. Ex vivo  samples were positioned between a pair of 
two-channel surface coils built in-house and in vivo  experiments used a single-loop coil 
positioned under the rabbit and a two-channel surface coil placed on the rabbit abdomen. 
Reconstruction o f the M R data included weighting o f the coils by the inverse covariance 
matrix [20] and zero-filled interpolation to 0.5-mm isotropic spatial resolution [17,21].
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Temperatures measured with the proton resonance frequency method [22,23] were 
determined by a two-dimensional referenceless technique using a fifth-order polynomial 
[24]. A  summary o f the temperature data for these experiments along with selected 
ultrasound parameters is provided in Table 4.2. Noise in the temperature measurements 
was defined as the average o f the standard deviation o f the temperature measured over 
time for each voxel in an unheated region o f the tissue.
Thermal dose values were calculated to demonstrate that this technique can be 
repetitively applied in vivo  without causing extensive damage [25]. Ex vivo  thermal dose 
values assumed an initial reference temperature o f 37 °C, while in vivo  calculations used 
the rectal temperature measured during the in vivo  experiments, which ranged from 31 °C 
to 36 °C. The voxel with the highest cumulative thermal dose from a single heating 
sonication acquired 11 CEM43°C, which is below reported damage thresholds [25].
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1 1 2 4.0 15 7.5-9.1 0.2
2 1 4 3.6 18 6.7-6.9 0.32 4 3.6 18 8.3-10.0 0.3
ex vivo 1 4 20.0 10 8.1-9.0 0.2
3 2 4 8.0 12 5.6-6.8 0.3
3 4 12.0-20.0 12 7.4-10.0 0.3
4 1 4 21.8 7 10.1-11.1 0.42 4 21.8 7 8.1-9.8 0.5
1 1 6 21.7 8 10.8-13.2 0.8-0.9
in vivo 2 6 21.7 8 12.3-14.5 1.1-1.5
2 1 7 23.6 8 11.9-14.8 0.8-0.92 6 23.6 8 13.5-14.5 0.7
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4.3.4 Experiments: Noninvasive determination o f thermal diffusivity
Estimations o f tissue thermal diffusivity using the Gaussian temperature method 
employed a least-squares two-dimensional Gaussian fit (MATLAB function: fm insearch) 
of Equation 4.1 to the cooling M R temperature data in the slice o f maximum temperature 
increase. The data presented herein utilized a spatial fitting region that included all 
voxels within a radius o f r= 6  mm from the beam axis. This region was selected because 
early results varying the size o f the spatial fitting region identified a fitting radius of 
r~5.5 mm, above which including additional data did not significantly affect diffusivity 
estimates.
Following the Cheng and Plewes criteria for inclusion [12], only Gaussian variances 
from cooling temperature images where the focal temperature SNR (defined as the ratio 
o f the maximum focal temperature for a given acquisition time to the noise standard 
deviation) was greater than 5.0 were included in the Gaussian temperature method linear 
fits (MATLAB function: polyfit). For in vivo  data, a focal temperature SNR>3.0 was 
required.
Thermal diffusivity estimates using the Gaussian SAR method employed the same 
circularly symmetric spatial fitting region with radius o f 6 mm used in the Gaussian 
temperature method (the fitting radius for the Gaussian SAR method, above which 
estimates did not change, was r~4 mm). Temporally, the single three-parameter fit 
(MATLAB function: fm insearch) o f the Gaussian SAR method was applied in two 
different ways. First, for direct comparisons, the Gaussian SAR/cool only method 
included only the cooling data used in the Gaussian temperature method with the same 
SNR constraints (ex vivo  focal temperature SNR>5.0, in vivo  SNR>3.0). Second, the
Gaussian SAR/heat & cool method was applied using those cooling data in addition to 
the heating data.
4.3.5 Experiments: Invasive determination o f thermal diffusivity
A commercially available device (KD2 Pro Thermal Properties Analyzer, Decagon 
Devices Inc., Pullman, WA, USA) was used for invasive transient line-source 
measurements o f thermal diffusivity. The device has two 30-mm probes spaced 6 mm 
apart, with one probe being used for heating and the other for temperature measurements. 
The quoted accuracy o f the device is ±10% for both thermal conductivity and thermal 
diffusivity in materials with a conductivity greater than 0.1 W/(m-°C).
For ex vivo  samples, measurements were taken immediately before and after FUS 
experiments at a freshly cut sample surface to minimize effects o f tissue dehydration and 
decomposition. These measurements were made at several locations throughout the pork 
muscle to assess the homogeneity o f the tissue sample (n=7-8 per sample). Pre­
experiment measurements were taken on the periphery o f samples, since in one early 
experiment, air pockets from probe measurements near the FUS heating region 
introduced M R artifacts which confounded M R temperature-based thermal diffusivity 
estimates. No significant changes in thermal diffusivity or thermal conductivity were 
observed when comparing pre- and postexperiment measurements. For in vivo  
experiments, measurements were taken at several locations in the back muscle (n=4-5 per 
animal), including the region o f FUS heating, immediately following euthanization o f the 
animal. Measurements in the heated region did not vary significantly from other 
locations.
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For ex vivo  samples, density measurements were made with the displaced-water 
technique prior to experiments and repeated the day following experiments. Samples 
were stored overnight in an airtight plastic bag in a refrigerator. The sample was again 
cut in half and measurements taken at the freshly cut surface. No changes in density 
were observed before and after experiments.
Tissue specific heat capacity was measured using a digital scanning calorimeter (Q20, 
TA Instruments, New Castle, DE, USA). Tissue samples (30-50 mg) were hermetically 
sealed in aluminum pans to prevent water loss during the heating protocol, which 
included equilibration at 25 °C, a 1 minute isothermal period, ramped temperature 
increase at 10 °C/min to 65 °C, and another 1 minute isothermal period. The tissue 
specific heat capacity was determined as the average o f values for which the prescribed 
heating rate (10 °C/min) was met. Variation in specific heat capacity over this 
temperature range was less than 4%. Also, no changes were observed when comparing 
pre- and postexperiment measurements o f specific heat capacity. No visible lesions or 
tissue changes were observed in histology o f the FUS heating region.
Combined-property diffusivity calculations used the mean o f thermal conductivity 
values from the KD2 Pro divided by the mean o f density and specific heat capacity 
measurements from pre- and postexperiment measurements. No combined-property 
diffusivity estimates were made in sample 3 o f the ex vivo  experiments because 
equipment for measuring specific heat capacity was unavailable at the time o f the 
experiment. The combined-property method for measuring thermal diffusivity was not 
used for in vivo  experiments.
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4.4 Results
Both noninvasive thermal diffusivity estimation methods rely upon fitting to 
experimental temperature profiles. Some representative temperature data from ex vivo  
pork muscle are presented in Figure 4.2. Figure 4.2a plots the temperature versus time 
since the onset o f ultrasound heating for two locations in the transverse plane. The first 
location is at the center o f the focal zone and includes the maximum temperature change 
measured in the experiment (AT=11.1 °C) at 19.6 s o f heating. The second location is in 
a nonheated region o f the pork muscle, and its relatively constant baseline values 
(standard deviation=0.4 °C) illustrate the precision o f the temperature measurements. 
Arrows in Figure 4.2a identify three times (^=24.0 s, t2=32.7 s, t3=45.7 s) during the 
cooling period for which transverse temperature data are plotted in Figure 4.2b. The 
results o f the Gaussian temperature m ethod’s fits to those temperature data are also 
shown in Figure 4.2b. Figure 4.2c presents the time variation o f parameter 4 a t+ (  as 
determined from the Gaussian fits o f Figure 4.2b and other fits during cooling. The 
excellent linear fit (r =0.98) to those data is shown in Figure 4.2c, from which a Gaussian 
temperature method thermal diffusivity estimate o f 0.128 mm /s was made. Figures 
4.2d-f display results from the Gaussian SAR/heat & cool estimation method. Figure 
4.2d replicates the temperature versus time curve at the center o f the focal zone from 
Figure 4.2a and also includes the Gaussian SAR/heat & cool analytical fit for that 
position. Three times during the heating period (t4=2.2 s, t5=10.9 s, t^= 19.6 s) are 
identified for which transverse experimental temperature profiles are shown in Figure 
4.2f. Figure 4.2e repeats the experimental temperature data from Figure 4.2b at times ti, 
t2, and t3. Figures 4.2e and 4 .2f also include the Gaussian SAR/heat & cool analytical
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Figure 4.2: Representative ex vivo  pork muscle temperatures and fits for thermal 
diffusivity estimation. (a) Temperature versus time profile at the center o f the focal zone 
as well as baseline temperatures in a nonheated region 15 mm from the focus. Time is 
measured from the onset o f heating. Arrows identify time points (tj, t2, t3) whose 
transverse temperatures are plotted in (b) and compared with Gaussian temperature fits. 
(c) Estimates for 4 a t+ p  versus time and the linear fit o f the Gaussian temperature 
method. (d) Temperature versus time profile at the center o f the focal zone and 
corresponding data from the Gaussian SAR/heat & cool temperature fit. Transverse 
temperature profiles and the Gaussian SAR/heat & cool fit are plotted in (e) for cooling 
times ti, t2, and t3 and in (f) for heating times t4, t5, t6 (indicated by arrows in (d)).
temperature fit to experimental data at the specified time points. Differences between the 
Gaussian SAR/heat & cool fit presented in Figure 4.2e and the Gaussian SAR/cool only
fit (not shown) are nominal with a maximum difference o f 0.28 °C. The Gaussian SAR
2 2method produced thermal diffusivity estimates o f 0.151 mm /s and 0.153 mm /s for the 
cool only and heat & cool data, respectively.
Figure 4.3 shows the ex vivo  pork muscle results o f the noninvasive MRgFUS 
estimation methods and both invasive methods. The far left column in Figure 4.3 shows 
the mean o f all measurements made with each method, with error bars extending to plus 
and minus one standard deviation from the mean measurement. Using the transient line- 
source measurements for normalization, the standard deviation o f all Gaussian 
temperature diffusivity measurements is 16% of the expected value. The standard 
deviation o f the Gaussian SAR method is 10% for the cool only data and 7% for the heat 
& cool data. Using a one-tailed variance ratio test, each o f these differences in standard 
deviation is significant with p  < 0.03. The small standard deviation o f the transient-line 
source method (2%) shows the homogeneity o f pork muscle. The invasive combined 
property method exhibited the least variation o f all methods, but results were limited to 
three measurements.
The quantitative results from ex vivo  pork muscle experiments are presented in Table 
4.3. Noninvasive M R-based thermal diffusivity estimates are presented as the mean of 
repeated sonications at a given location with standard deviation values in parentheses. 
Invasive transient line-source measurements are presented as the mean o f measurements 
at several (n=7-8) locations with the standard deviation given in parentheses. When 
estimates and measurements from all samples and sonications are considered, the mean
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Figure 4.3. Thermal diffusivity measurements and estimates in four ex vivo  pork muscle 
samples. Invasive measurements (white columns) serve as the reference standard for 
thermal diffusivity values. Noninvasive M R-temperature based estimates (light gray 
columns) were repeated multiple times in each sample. Results for the combination o f all 
ex vivo  pork muscle experiments are shown in the left column (dark gray) with error bars 
extending to ±1 standard deviation from the mean value.
Table 4.3. Summary o f thermal diffusivity measurements and estimates in ex vivo  pork 
muscle experiments. Results are presented as the mean value with standard deviation
9
values in parentheses. Thermal diffusivity units are mm /s.


































0.148 (0.009) 0.145 (0.004) 0.143
All - 0.137 (0.024) 0.145 (0.015) 0.145 (0.010) 0.145 (0.003) 0.143 (0.000)
2 2values are very consistent, ranging from 0.137 m m / s  to 0.145 m m / s ,  and the 
noninvasive M R-temperature based estimation methods are accurate to within 6% of the 
standard invasive thermal diffusivity measurements.
Figure 4.4 is a coronal magnitude image from a representative in vivo  rabbit 
experiment. The temperature change at the end o f heating is overlaid in color, with a 
threshold value o f 2 °C. The maximum temperature from this sonication was 13.2 °C and 
the standard deviation o f the temperatures was 0.8 °C as determined from a nonheated 
region o f the muscle.
The results o f in vivo  thermal diffusivity estimation and measurement in rabbit back 
muscle are presented in Figure 4.5. The overall mean o f each method is shown in the left 
side column o f Figure 4.5, with error bars extending to plus and minus one standard 
deviation from the mean. As with the ex vivo  experiments, the normalized standard 
deviation o f measurements was greatest in the Gaussian temperature method (83%), 
progressively smaller with the Gaussian SAR/cool only (23%) and Gaussian SAR/heat & 
cool methods (15%), and smallest with the invasive method (5%). Differences between 
these standard deviation values using a one-tailed variance ratio test were significant with 
p  < 0.03.
Table 4.4 provides the mean and standard deviation o f in vivo  thermal diffusivity 
estimates and measurements displayed in Figure 4.5. The overall mean thermal
diffusivity values for noninvasive estimation methods and invasive measurements
2 2matched well, varying from 0.135 mm /s to 0.153 mm /s, less than 12% error when using 
invasive measurements as the reference.
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Figure 4.4. Magnitude image in coronal slice at time o f maximum heating with 
temperature change overlay. The animal is supine, slightly oblique, with the head to the 
right o f the image. The field o f view is truncated to show only the region o f interest, 
including the spine and back muscles. The threshold for temperature display is 2 °C.
Figure 4.5. Thermal diffusivity measurements and estimates in in vivo  rabbit back 
muscle. Invasive transient line-source measurements (white column) serve as the 
reference standard and were made at four to five locations in the back muscle. 
Noninvasive M R-based estimates were repeated six to seven times at two locations in 
each animal. Two estimates using the Gaussian temperature method in Rabbit 1 do not
9
fit within the limits o f the plot (a=-0.159, 0.554 mm /s). Results for the combination of 
all in vivo  experiments are shown in the left column (dark gray) with error bars extending 
±1 standard deviation from the mean value.
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Table 4.4. In vivo  results o f thermal diffusivity measurement and estimation in rabbit 
back muscle experiments. Results are presented as the mean value with standard 
deviation values in parentheses. Thermal diffusivity units are in mm2/s.






















All - 0.143 (0.124) 0.135 (0.035) 0.149 (0.024) 0.153 (0.008)
4.5 Discussion
This study demonstrates that both the Gaussian temperature method and Gaussian 
SAR method can accurately and noninvasively estimate tissue thermal diffusivity in ex 
vivo  and in vivo  situations using nonablative MRgFUS temperature data. Because the 
precision o f the Gaussian SAR method was better than the Gaussian temperature method, 
fewer estimates would be required with that method to confidently establish the tissue 
thermal diffusivity for use in pretreatment planning o f MRgFUS thermal therapies.
4.5.1 Accuracy o f M R-temperature based methods
This is the first study to the authors’ knowledge which assesses the accuracy o f either 
o f these two M RgFUS-based thermal diffusivity estimation methods by comparison with 
standard invasive measurements. Comparing the mean values (* symbol) in the left 
columns o f Figures 4.3 and 4.5, which are also found in the bottom rows o f Tables 4.3 
and 4.4, it is clear that the noninvasive estimation methods are consistent with the 
invasive standard methods for measuring thermal diffusivity. Using invasive
measurements as truth, the overall error for the noninvasive MR-based methods is less 
than 12% in both ex vivo  (n=30) and in vivo  (n=25) situations.
In practice, while an individual estimate from a single sonication may not accurately 
represent the tissue thermal diffusivity (see light gray columns o f Figures 4.3 and 4.5), 
repeating sonications many times at each location would ensure confidence in the 
accuracy o f the thermal diffusivity mean. Unfortunately, this approach is not clinically 
desirable for two reasons. First, it could make the pretreatment procedure long and 
expensive. Second, the cumulative effect o f repeated heating could lead to unintended 
tissue damage. A better alternative is to improve the precision o f these estimation 
techniques so that no more than one or two measurements are required to ensure an 
accurate tissue thermal diffusivity value.
4.5.2 Precision o f M R-temperature based methods
Since precision represents the ability o f a measurement to be consistently reproduced, 
the standard deviation o f measurements repeated at the same location (or even different 
locations if  the sample is homogeneous) serves as a measure o f a method’s precision. In 
this study, the standard deviation o f all ex vivo  pork muscle diffusivity estimates was 
16% of the true diffusivity (determined by invasive measurements) for the Gaussian 
temperature method and 10% for the Gaussian SAR/cool only method. For in vivo  
results, the standard deviation o f estimates was 83% and 23% for the Gaussian 
temperature and Gaussian SAR/cool only methods, respectively. Because these two 
methods make use o f the same spatial and temporal data for fitting, these statistically 
significant differences in precision indicate that the Gaussian SAR/cool only method is
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less sensitive to noise in the M R-temperature data than the Gaussian temperature method.
It is believed that this difference in noise sensitivity is due to the difference in how 
these two methods are implemented. W hile each o f them uses the fm insearch  algorithm, 
the Gaussian temperature method fits to spatial data multiple times, one fit for each time 
frame o f the cooling period. Values for one parameter from those multiple fits are used as 
data for an additional linear fit to determine thermal diffusivity. The Gaussian SAR/cool 
only method uses exactly the same temperature data as the Gaussian temperature method, 
but applies a single fit to all o f the spatial and temporal data. Because the method makes 
use o f all the data at once, it should be less susceptible to errors introduced by noise.
The precision o f the Gaussian SAR/cool only method is further improved by fitting 
the analytical temperature solution to heating data as well as cooling data, as was done in 
the Gaussian SAR/heat & cool method. The overall normalized standard deviation in ex 
vivo  samples was reduced from 10% to 7% by including the heating data, and in vivo  
standard deviation values dropped from 23% to 15%. W hile it is expected that including 
additional temperature data improves the precision o f estimates, the data included in the 
Gaussian SAR/heat & cool method are especially useful because the temperature SNR is 
greater during heating than for much o f the cooling data, as can be seen in Figure 4.2. It 
could be argued that estimates made exclusively from heating data could be more precise 
because o f the higher temperature SNR. However, early results o f this study (not shown) 
demonstrated that while the temperature SNR of cooling data is lower, it still contains 
useful data and improves the precision o f thermal diffusivity estimates. This was the 
initial motivation in utilizing Equation 4.3 in this study.
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The significance o f precision is that even when two methods are accurate, it will take 
fewer sonications to establish the thermal diffusivity o f the tissue using a method with 
better precision. Currently, the precision o f these noninvasive methods is limited by 
unavoidable M R noise, the desire to avoid ablative temperatures in pretreatment 
protocols (limiting the temperature SNR values obtainable), and the accuracy o f M R 
temperature reconstruction methods [12,17,21]. W ith the continuing improvements being 
made to M R temperature imaging accuracy and precision, these noninvasive methods of 
estimating local tissue thermal diffusivity have the potential to become very useful in 
pretreatment planning o f MRgFUS thermal therapies.
4.5.3 Significance o f invasive method results
It should be emphasized that the standard deviation o f noninvasive thermal diffusivity 
estimates and the standard deviation o f invasive measurements with the transient line- 
source method are not directly comparable. Because only single measurements are made 
at several locations in the sample, standard deviation values for the invasive transient-line 
source method are a measure o f the tissue sample homogeneity and do not address the 
precision o f the measurement technique. Pork muscle was found to be very 
homogeneous, both within samples and across different samples, indicating that in future 
studies, a thermal diffusivity o f 0.145 mm /s may be used as a reference standard. Rabbit 
back muscle was more variable. Because the tissue o f interest in the rabbit was smaller 
and not excised, the invasive probes used to measure thermal diffusivity may have 




This study has sought to evaluate the accuracy and precision of two noninvasive 
MRgFUS thermal diffusivity estimation methods. The methods assume the tissue is 
homogeneous and further studies would be required to assess their applicability in 
heterogeneous tissues. Invasive measurements are also limited by this homogeneous 
approximation, and all of these methods, invasive and noninvasive, applied in 
heterogeneous tissues, measure a tissue average thermal diffusivity that would also be 
useful in patient treatment planning. These methods also assume the tissue thermal 
diffusivity is constant, which may not be a reasonable approximation for larger 
temperature ranges of interest in MRgFUS therapies, since property changes from water 
loss and protein denaturation at higher ablative temperatures can significantly alter 
thermal histories during heating [26].
Using an optimization routine that is more robust to outliers in the noise, such as an 
L1 objective function, may affect each of these thermal diffusivity estimation methods to 
different degrees and might affect the conclusions of this study. It is anticipated that 
implementing such a function would be beneficial to both of these methods and will be 
considered in future work.
The current study did not address how perfusion or blood flow from large vessels 
might affect the two noninvasive methods. Cheng and Plewes [12] demonstrated that as 
long as perfusion is constant and homogeneous, it does not affect the spatial distribution 
of temperatures and should not affect their estimation technique. Dillon et al. [16] 
showed in simulations that high perfusion (>10 kg/m /s) will significantly affect 
estimates of the FUS specific absorption rate. Such errors would also be seen in thermal
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diffusivity values from that estimation method at high perfusion levels. In the current 
study, in vivo  thermal diffusivity estimates using the Gaussian SAR/heat & cool method 
gave the same values as the invasive transient line-source method in the same tissue after 
the animals had been euthanized (<3% difference); therefore, perfusion values did not 
significantly affect the diffusivity estimates. These results were not surprising given that 
resting muscle perfusion is generally less than 1 kg/m3/s [1]. In tissues with higher 
perfusion, different analytical solutions or ex vivo  studies for estimating thermal 
diffusivity may be necessary to obtain reliable results.
4.6 Conclusion
This study has shown that both of the noninvasive MRgFUS thermal diffusivity 
estimation methods can accurately quantify tissue thermal diffusivity if a sufficient 
number of heating sonications are applied. The Gaussian SAR method demonstrated 
better precision than the Gaussian temperature method because it is less sensitive to noise 
in MR-temperature data and the method can make use of heating data as well as cooling 
data. In the clinical setting, application of these methods for accurate determination of 
tissue thermal diffusivity will contribute to improved treatment safety and efficacy in 
MRgFUS treatment planning.
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CHAPTER 5
A FEASIBILITY STUDY FOR QUANTIFYING PERFUSION-RELATED 
ENERGY LOSSES USING MRgFUS
5.1 Introduction
In many studies, it has been demonstrated that perfusion plays a significant role in 
altering the temperature fields of FUS treatments [1-4]. Blood perfusion serves to draw 
energy away from the focal region, lowering temperatures and increasing the 
unpredictability of the treatment. In order to safely and completely ablate high perfusion 
regions, additional time is required for sonication, extending the overall treatment time. 
The concerns related to perfusion-related energy losses in MRgFUS are not limited to the 
increased treatment time alone. When more sonication time is required to induce tumor 
death, more dose will accumulate in the near field, potentially putting at risk healthy 
tissues [5]. For these reasons, accurate quantification of perfusion-related energy losses 
( Q ''' in Equation 1.11) for biothermal modeling of MRgFUS treatments is important.
The previous chapters have laid the foundation that makes a quantitative 
determination of Q ' ' '  possible. When the SAR (Chapters 2-3), thermal diffusivity 
(Chapters 3-4), and temperature fields over time (MRTI) are known, a conservation of 
energy analysis will provide estimates of term that may vary with time and position. 
This chapter introduces the theory, simulation verification, and initial experimental
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results of two approaches for determining perfusion-related energy losses from MRgFUS 
data.
5.2 Theory
This section presents the heat transfer and numerical methods involved in two unique 
approaches for quantifying perfusion-related energy losses. For each of these 
approaches, only the cooling data following FUS heating are utilized so that SAR (and 
Qfus) is equal to zero. The methods of Chapters 2-3 might have been used to obtain 
SAR during heating, but were not utilized for this feasibility study in order to eliminate a 
potential source of error.
5.2.1 Raw data approach
Immediately after the FUS heating has been turned off, the general bioheat transfer 
equation given by Equation 1.11 can be reduced and rearranged to the following 
equation, which governs the temperature distribution throughout the cooling period:
dTprn
Q r n = k V 2Te x p - p  c - ^ .  (5.1)
Subscript exp refers to experimental temperature data. Equation 5.1 can provide direct 
estimates of perfusion-related energy losses if each term on the right side of the equation 
is known. Properties k, p, and c can be calculated from the thermal diffusivity and the 
methods described in Chapter 4. The temperature terms in Equation 5.1 are determined 
from the experimental data. For the i,j,k-th voxel of MRTI temperature data (see Figure
5.1), the Laplacian of temperature can be discretized with a finite-difference (FD) 
approximation as
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Figure 5.1: Finite-difference discretization for each MRTI voxel.
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(5.2)
where dx, dy, and dz are the voxel dimensions in the x-, y -, and z-directions, respectively, 
and superscript p  indicates the current time at which temperature is measured and the 
Laplacian is evaluated.
The derivative of temperature with respect to time found in Equation 5.1 is calculated 
from the experimental temperature data by means of a central difference approximation 
as
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where tacq is the acquisition time for each three-dimensional MR temperature image, and 
superscripts p-1  and p+1  indicate the temperatures measured immediately prior to and 
immediately following the current temperature measurement for the i,j,k-th voxel. The 
central difference approximation is used (instead of a forward difference approximation) 
so that the Laplacian and time derivative of temperature are evaluated consistently at time 
measurement p .
By substitution of Equations 5.2 and 5.3 into Equation 5.1 and with knowledge of 
tissue thermal properties, dynamic values for can be calculated in each MRTI voxel 
directly from the experimental MR temperature data. Hereafter, this direct experimental 
data approach will be referred to as the raw data approach.
5.2.2 Model-based approach
A second approach for quantification is possible by the incorporation of 
modeling in the estimation process. The model is used to determine what the temperature 
distribution would have been in the absence of perfusion. Experimental temperature data 
already includes the effects of perfusion-related energy losses. Thus, any difference 
between the experimental and modeled data is a result of perfusion-related energy losses.
This approach requires two consecutive three-dimensional MR temperature images 
acquired during the cooling period. Using the first MRTI temperature distribution as an 
initial condition, subsequent temperature decay is simulated via finite-difference methods 
according to
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0 =  k\72Ts i m - p  c ^ .  (5.4)
Note that Equation 5.4 for simulated data, hence subscript sim , takes the same form as 
Equation 5.1, with the important difference being that perfusion-related energy losses Q ^  
have been excluded from the simulated model. By simulating temperatures for the MR 
acquisition time tacq, the final model temperatures match up in time with the next 
available MR experimental temperature distribution.
Subtracting Equation 5.4 from Equation 5.1 yields a solution for perfusion-related 
energy losses that includes both simulated and experimental data:
Qrn =  k 2Texp -  kV 2Tsim +  p c  . (5 5)
Assuming that perfusion does not affect the spatial distribution of temperatures [6], the 
first two terms on the right side of Equation 5.5 cancel each other. Then, using the 
difference in temperatures from the consecutive MRTI measurements ( ), the 
corresponding difference in initial and final model temperatures ( ), and the 
acquisition time tacq to approximate time derivatives, Equation 5.5 becomes
Q M = p  c ( A Ts i m - A  Texp)  . (5.6)
\  t acq /
The forward difference approximations of Equation 5.6 are used for this approach 
(instead of a central difference method) to minimize the time over which the 
approximations are made.
Equation 5.6 gives the three-dimensional distribution of between two consecutive 
MR temperature images. By sequentially stepping through the cooling MRTI data, 
updating the initial condition and endpoint temperatures for each consecutive pair of
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images, the dynamic three-dimensional distribution of perfusion-related energy losses can 
be evaluated. For the remaining sections of this chapter, this combined model and 
experimental data approach will be called the model-based approach.
5.2.3 Evaluating biothermal models
After determining the perfusion-related energy losses, can be used in the 
evaluation of specific biothermal models. For this study, the Pennes bioheat transfer 
equation (PBHTE) [7], first introduced in Section 1.4.4 of the Introduction, with 
approximations of full tissue-blood equilibrium and constant arterial blood temperature, 
will be used. The equation of relevance (Equation 1.15) is repeated here for convenience:
Q b l = w  cb i( T — Tar) . (5.7)
While the empirically derived Pennes perfusion parameter w  is only equal to the true 
capillary blood perfusion in limited situations [8], comparison with actual capillary blood 
perfusion values can help identify appropriate magnitudes of w.  For reference, fat and 
resting muscle perfusion are approximately 0.55 and 0.65 kg/m /s, respectively, brain
3 3 3perfusion is 9.3 kg/m /s, liver is 15 kg/m /s, and average values for kidney are 69 kg/m /s 
[9]. If large vessels traverse the MRgFUS heated region, even larger values for 
calculated local perfusion values could be possible.
5.3 Simulation verification
5.3.1 Simulation methods
A two-tissue model was utilized in simulations to verify the two approaches for 
quantifying perfusion-related energy losses with MRgFUS temperature data (see Figure
5.2). The two tissues have different acoustic, thermal, and perfusion properties, but all 
properties are assumed constant, uniform, and isotropic within each tissue type. Model 
tissue properties can be found in Table 5.1.
Two cases of perfusion were simulated. In Case 1, perfusion was set to zero for both 
tissues to verify that both approaches would accurately identify this limiting case. In 
Case 2, because it has been shown to be appropriate in some situations [10-15] and for 
reasons of simplicity, perfusion was modeled via the PBHTE (Equation 1.15) with values
3 3of 1.0 kg/m /s in Tissue 1 and 5.0 kg/m /s in Tissue 2. The blood specific heat capacity 
Cbi was assumed equal to the tissue specific heat capacity and Tar was assumed uniform, 
constant, and equal to the uniform tissue temperature initial condition.
Heating was generated via a scanned FUS pattern with electronic steering to four 
focal locations in the transverse plane. Acoustic power was 30 acoustic watts and each 
focal location was steered ±2.0 mm in the x- and y- directions from the geometric focus 
on the tissue boundary (spacing = 4.0 mm, see Figure 5.2). The four individual SAR 
patterns were calculated via the hybrid angular spectrum method [16], superimposed, and 
scaled under the assumption that ultrasound applied continuously at one-fourth power is 
equivalent to rapid steering at a duty cycle of 0.25. The simulated heating lasted for 40 s 
and cooling temperatures were calculated for an additional 40 s. The isotropic FD grid 
spacing was 0.4 mm and the time step was 0.1 s. Finally, the FD temperatures were 
subsampled to a temporal resolution more representative of MRTI at 4.0 s.
The two approaches for quantifying perfusion-related energy losses (Sections 5.2.1 
and 5.2.2) were applied to generate values of Q''' from the FD temperature data. Then,
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Figure 5.2: Schematic illustrating the two-tissue model used for simulations to verify 
approaches for quantifying perfusion-related energy losses. Inset at bottom identifies 
the four electronically steered focal positions in the transverse plane.
Table 5.1: Tissue properties for two-tissue model used in simulations to 
verify approaches for quantifying perfusion related energy losses.
Units Tissue 1 Tissue 2
Acoustic Properties
Attenuation coefficient Np/m 5.0 7.0
Density kg/m3 990 1050
Speed of Sound m/s 1480 1500
Thermal Properties
Thermal conductivity W/m/°C 0.4 0.6
Specific heat capacity J/kg/°C 3500 4180
Thermal diffusivity mm2/s 0.115 0.137
Perfusion
Case 1 kg/m /s 0.0 0.0
Case 2 kg/m3/s 1.0 5.0
those estimates were used to calculate the Pennes perfusion parameter w  for each 
location and time (Section 5.2.3).
5.3.2 Simulation results
For the limiting case of zero perfusion (Case 1) and at early cooling times (< 8 s), Q 
and w  estimates from the raw data approach do not match the true values and exhibit a 
pattern similar to the distribution of SAR (Figure 5.3a). This occurs because the central 
difference approximation used in time derivatives of the raw data approach (Equation
5.3) does not adequately represent the quickly changing temperatures early in the cooling 
period. After that time, when temperatures drop more gradually, absolute errors in w  are 
less than 1.0 kg/m /s for all locations (Figure 5.3b and 5.3c) with estimates converging to 
zero (error < 0.1 kg/m3/s) by 24 s. The model-based approach gives zero values for Q 
and w  for all times and locations, because for these simulations, the “experimental” and 
“modeled” data are identical (Figure 5.3). Maximum temperatures at the times 
corresponding to Figure 5.3a, 5.3b, and 5.3c are 18.2, 11.4, and 9.1 °C, respectively.
Figure 5.4 shows the results when perfusion in the two simulated tissues is nonzero 
(Case 2). Errors in the raw data approach are large early in cooling (Figure 5.4a), and 
both approaches converge toward the correct values later in cooling (Figure 5.4b and 
5.4c). Maximum temperatures at the times corresponding to Figure 5.4a, 5.4b, and 5.4c 
are 17.9, 10.5, and 8.0 °C, respectively.
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Figure 5.3: In simulated FUS heating of a two-tissue model with zero perfusion, both 
approaches for quantifying Q ''' and w  converge toward the true Pennes perfusion 
parameter w  after 40 s of cooling (Figure 5.4c). Early in the cooling period (Figure 
5.3a), the raw data approach estimates w  poorly, with a pattern similar to the SAR 
distribution. In the middle of cooling (Figure 5.4b), errors are less than 0.1 kg/m /s. 
The sonicated region is defined as the spacing of the electronically steered focal 
positions.
(b) Middle of cooling (t ~ 20 s)
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Figure 5.4: In simulated FUS heating of a two-tissue model with different perfusion 
values, both approaches for quantifying and w  converge toward the true Pennes 
perfusion parameter w  after (b) 20 s and (c) 40 s of cooling. Early in cooling (a), the 
raw data approach does not accurately quantify the Pennes perfusion parameter w . The 
sonicated region is defined as the spacing of the electronically steered focal positions.
5.4 Initial experimental validation
5.4.1 Experimental methods
The initial validation experiment was performed in an ex vivo  perfused porcine 
kidney with the setup shown in Figure 5.5. The kidney was obtained from a recently 
euthanized pig on a separate protocol. Just before euthanization, the animal was heavily 
heparinized, and following euthanization, kidney excision, and canulation of the renal 
artery, the kidney was flushed with a heparin and saline solution to prevent blood clotting 
in the vasculature [17]. Heating was achieved by electronically steering a phased-array 
ultrasound transducer (256 elements, f= 1  MHz) [18] rapidly in an 8-mm radius circle for 
150-160 s at 60-90 acoustic watts. The kidney was perfused with a heparin-H2O solution 
in no-flow and two flow (20 and 40 mL/min) situations [19]. In order to obtain a higher 
and more consistent temperature distribution at the start of cooling, flow was initiated at 
the start of the cooling period. Three series of ultrasound heatings with each of the three 
flow situations were performed for a total of nine runs.
MR temperature data were acquired in 10 oblique axial slices with a 3T Siemens Trio 
MRI (three-dimensional segmented-EPI, TR/TE = 35/11 ms, FOV = 256x176x30 mm3, 
FA = 20°, 752 Hz/pixel, EPI factor = 9, 2x2x3 mm3, 4.2-s acquisition), reconstructed via 
the proton resonance frequency method [20-21] using a baseline reference technique, and 
zero filled interpolated to 0.5-mm isotropic spacing. Thermal properties were obtained 
via the methods described in Chapter 4.
Following temperature reconstruction, the two approaches for quantifying perfusion- 
related energy losses (Sections 5.2.1 and 5.2.2) were applied to generate values of Q 
from the cooling temperature data. Values of vary for each voxel and MR
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Figure 5.5: Experimental setup for MRgFUS heating of ex vivo  perfused porcine 
kidney. The oblique axial MR temperature imaging volume and lines tracing the 
ultrasound beam profile have been overlaid on the sagittal MR magnitude image. The 
dashed line through the focal region indicates the spatial orientation of data presented 
in Figures 5.6-5.10.
acquisition in time; using those data to evaluate the Pennes perfusion parameter w  
(Section 5.2.3) may or may not include averaging in space or time to reduce noise effects. 
In one extreme, individual values can be used to generate point-by-point, dynamic 
estimates of w . Alternatively, the collection of dynamic three-dimensional values 
can be optimized for a single w  value that is uniform in space and constant in time. 
Between these two extremes, the user may define discrete spatial regions and/or temporal 
periods for which local estimates of w  can be optimized. When averaging is 
implemented in this chapter, w  is optimized in Equation 5.7 from Q and temperature 
data to minimize the least-squares error with MATLAB function fm insearch.
5.4.2 Experimental results
Experimental transverse temperature profiles ~4 s into the cooling period are shown 
in Figure 5.6a for one series (three sequential heating runs) at different flow rates. These 
temperature profiles in the phase encode direction correspond to the dashed line in Figure 
5.5. Because the flow was not active during the heating period, these profiles are very 
similar. Later in the cooling period (~50 s), the temperature profiles diverge, with larger 
flow rates drawing energy away from the heated region and increasing the rate of 
temperature decay (Figure 5.6b).
Figure 5.7 shows the point-by-point results of the two approaches for Q ^  
quantification corresponding to the temperature profiles and times of Figure 5.6. Q ^  
values are larger at ~4 s into the cooling period (Figure 5.7a and 5.7c) than after ~50 s of 
cooling (Figure 5.7b and 5.7d). Variation in Q ^  is larger for the raw data approach 
(Figure 5.7a and 5.7b) than for the model-based approach (Figure 5.7c and 5.7d). While 
these results are generally noisy, trends show an increase in with increasing flow 
rate.
For Figure 5.8, twelve values in time (from the first 50 s of cooling) and the 
transient temperature data for each location were used in Equation 5.7 to optimize for a 
single constant w  value on a point-by-point basis (MATLAB function fm insearch). For 
the no-flow cases, w  values oscillate about zero with heated region minimum and 
maximum values of -13.5 and 14.9 kg/m /s for the raw data approach (Figure 5.8a) and 
-6.5 and 6.6 kg/m3/s for the model-based approach (Figure 5.8b). As with Q^[, the 




Figure 5.6: Experimental MR temperatures in the phase encode direction 
(perpendicular to the ultrasound beam axis) at the beginning of cooling (a) and at the 
end of cooling (b) for three flow rates in an ex vivo  perfused kidney. The sonicated 
region indicates the radial spacing of the electronically steered focal positions.
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Flow = 00 mL/min 
Flow = 20 mL/min 
Flow = 40 mL/min
Figure 5.7: Local, dynamic estimates of perfusion-related energy losses ( Q' ' )  early in 
the cooling period (a & c) and later in the cooling period (b & d) for three different 
flow rates. Times for Q' '/  values correspond to the temperatures of Figure 5.6. 
Estimates from the raw data approach for estimating Q ''/  are shown in (a) and (b) 
while estimates from the model-based approach are given in (c) and (d).
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Flow = 00 mL/min 
Flow = 20 mL/min 
Flow = 40 mL/min
Figure 5.8: Local Pennes perfusion parameter w  values have been optimized for a 
single constant value over the first 50 s of cooling. Results for the (a) raw data 
approach and the (b) model-based approach are shown for three different flow rates.
Figure 5.9 shows estimates for all nine heating runs (three series of heatings with 
three flow rates) when a constant, uniform w  value is calculated for a 1.0-cm region of 
interest in the center of the heated volume over the first 50 s of cooling (Least-squares 
optimization of Equation 5.7 with MATLAB functionfm insearch). Values from the raw 
data approach are shown in Figure 5.9a and the model-based approach results are 
presented in Figure 5.9b. For both approaches, estimates of w  for the zero perfusion case 
are within ±0.8 kg/m /s. Increases in flow rate correspond to a nearly linear increase in 
the Pennes perfusion parameter w  for each series of runs. The results presented in 
Figures 5.5-5.8 correspond to the second series of data in Figure 5.9.
Figure 5.10 repeats the experimental temperature profiles of Figure 5.6b at ~50 s into 
cooling along with simulated data. These simulated data were modeled using the 
experimental temperature data at ~4 s into cooling (Figure 5.6a) as an initial condition, 
thermal properties determined by the methods of Chapter 4, and with Pennes perfusion 
values taken from the constant, uniform w  estimates of Figure 9b. These w  values, 
optimized from the central 1 cm of data, were applied throughout the entire tissue 
volume. The average magnitude of temperature differences after 50 s in the optimized 
region for the 0, 20, and 40 mL/min cases were 0.2, 0.7, and 1.0 °C, respectively.
5.5 Discussion
5.5.1 Key points of results
Figures 5.3 and 5.4 demonstrate the ability of both approaches to converge to the 




Figure 5.9: Uniform, constant estimates of the Pennes perfusion parameter w  were 
made for all nine runs (three sequential series with three different flow rates). The 
optimization included all Q values from 50 s of cooling data in a 1 cm3 region at the 
center of the heated volume. Results of the raw data approach and the model-based 
approach are given in (a) and (b), respectively.
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Figure 5.10: Modeled temperatures using uniform, constant w  estimates (see Figure 
5.9b) for no-flow (x marker), 20 mL/min (o marker), and 40 mL/min (+ marker) cases 
are compared with experimental data first presented in Figure 5.6b. The temperature 
profiles from Figure 5.5a were used as an initial condition for the model.
In Figure 5.6, the nearly uniform decay of temperatures for the different flow cases 
indicates that there are likely no large vessels in this region. The oscillations observed in 
later figures are also present in these data, but on a much smaller scale.
Qm estimates in Figure 5.7 are obtained on a point-by-point basis and are dynamic in 
time; hence, they are very noisy. This indicates that averaging or optimization in time 
and/or space will be important for obtaining meaningful w  values. Taking spatial 
derivatives in the estimation process amplifies the oscillatory artifact in the temperature 
data. The oscillations observed in these data are not due to any real distribution of flow 
in the kidney or artifacts induced by the flow since they are also observed in the no-flow 
case.
Obtaining w  estimates that are constant in time can help reduce noise and oscillations 
as seen in Figure 5.8. In this figure, the model-based approach appears more stable than 
the raw data approach.
With spatial optimization in addition to temporal optimization, a near linear 
relationship between flow rate and the constant, uniform Pennes perfusion parameter w  is 
observed in Figure 5.9. While not perfect, consistency between runs and series is 
encouraging.
With no independent perfusion measurements, testing the predictive power of w  
estimates is an appropriate, but admittedly less than ideal, method for assessing the 
magnitude of w  values. The temperatures profiles in Figure 5.10 are predicted very well 
in the region used for perfusion optimization. In adjacent regions, over-prediction of 
temperatures suggests that perfusion may have been higher at those positions. Indeed,
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when the optimization region was increased to include all of the data in Figures 5.5-5.9, 
estimates of w  increased approximately 10%.
5.5.2 General points of discussion
The two approaches for estimating Q have two major differences. First, both
equations used for estimating Q (Equations 5.1 and 5.6) include the term p c  dT**p, but
the raw data approach evaluates the time derivative with a central difference 
approximation and the model-based approach utilizes a forward difference 
approximation. Therefore, the time over which the derivative is evaluated is twice as 
long in the raw data approach as it is in the model-based approach. With dynamic 
temperature profiles that change quickly, especially early in the cooling period, a shorter 
time for this approximation would be beneficial.
The second major difference in the approaches is found in the second term required 
for Qfr{ quantification. In the raw data approach, the term kV 2Texp is calculated for each 
voxel based upon its own temperature and the temperatures of the six voxels immediately 
adjacent to it for a single measurement in time, as defined by Equation 5.2. Using so few 
data to estimate a spatial derivative makes it extremely susceptible to noise. In contrast,
AT •the second term of the model-based approach is given by p c —— . From Equation 5.4, it
tacq
can be seen that this simulated time derivative is equal to the spatial derivative 
Because the model-based approach uses finite-difference temperatures for which the time 
step is necessarily much smaller than tacq, this spatial derivative will be influenced by not 
only the voxel and its immediate neighbors, but by their neighbors and more distant
voxels as well. This spreading effect can reduce the errors induced by local noise or 
temperature artifacts.
Based upon the results of this study, pursuing the development of the model-based 
approach appears to be advantageous. In simulations, this approach accurately estimated 
w  for both cases in a point-by-point dynamic analysis. In the experimental data, noise 
and oscillations in estimates of and w  were substantially reduced for the reasons 
discussed in the previous paragraph. It is noteworthy that the spreading effect of using 
this model-based approach was seen in simulations. The sharp transition between tissue 
types of different perfusion values in Figure 5.4 is captured cleanly by the raw data 
approach, but is more gradual with the model-based approach because in the model-based 
approach, data from both tissue types affect estimates in the vicinity of the tissue 
boundary.
Looking at the zero-flow results for the model-based approach, it is clear that there 
is significant room for improvement in these experiments. For constant point-by-point 
estimates (Figure 5.8b), w  values that should be zero have a range of approximately ±6 
kg/m3/s, nearly reaching brain perfusion values. Even when a uniform, constant 
perfusion is assumed in the sonicated region, no-flow estimates were in the range of 
perfusion values for fat and resting muscle.
Of positive note, the overall magnitudes of w  estimates in the sonicated region are 
realistic for all flow rates. Experimental uniform, constant perfusion estimates for a flow 
of 40 mL/min ranged from 10-15 kg/m /s (Figure 5.9b). These values are, as anticipated, 
a fraction of published values (69 kg/m /s) for in vivo  kidney [9], because the pressures 
attainable in the ex vivo  setting are much lower than those experienced in vivo.
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Additionally, with a flow rate of 40 mL/min and the approximate volume of the excised 
kidney (64 cm3), a simple estimate of uniform perfusion under the experimental 
conditions can be calculated at approximately 10 kg/m /s. Such results demonstrate the 
potential of this approach to, with continued improvements, evaluate biothermal models 
like the PBHTE.
5.5.3 Specific recommendations for future experiments
The following recommendations for improving the experimental setup and 
reconstruction methods used in these experiments will result in better-quality MR 
temperature data and, by extension, more accurate estimates of perfusion-related energy 
losses.
First, dope the water tank used for ultrasound coupling with manganese chloride. The 
high-power FUS used in these experiments can induce water motion and eddy currents 
inside the tank that introduce artifacts into MR images, temperature measurements, and 
temperature-based estimation methods. The oscillatory artifact observed in these data 
may be caused, at least in part, by this water motion. Sharp signal changes, such as those 
at water-air interfaces, can also induce ringing. By doping the water, its strong signal is 
minimized and artifacts associated with it can be substantially reduced.
Second, place additional unheated tissue in the field of view to assist in referenceless 
temperature reconstruction techniques. Because the heated region is large and diffuse, 
there is limited tissue in the kidney that does not experience temperature change. 
Referenceless reconstruction algorithms [22] can help reduce motion or phase drift 
artifacts, but require unheated tissues from which the background phase can be
determined. Introducing a piece of meat or agar adjacent to the kidney could serve this 
purpose in addition to stabilizing the kidney from motion caused by water eddies.
Third, place fiberoptic probes to monitor temperatures in the kidney and in the 
heparinized water inflow. These temperature measurements will ensure the temperature 
is stable and consistent before each run and will help identify any shift in baseline 
temperature.
Fourth, calibrate the flow exiting the kidney for each flow rate. While the pump 
prescribes a flow value, ensuring this value is accurate and consistent will improve 
confidence in results. Kidney outflow should also be diverted outside of the water tank to 
prevent mixing of the heparinized water with doped water in the tank.
Fifth, generate an independent measurement of local perfusion in the kidney at each 
flow rate. To fully validate biothermal models such as the PBHTE, an independent 
measure of perfusion is essential. MR approaches such as arterial spin labeling and 
gadolinium-based DCE [23-24] are non- or minimally invasive and would be appropriate 
for use in in vivo  and eventually human validation studies.
5.6 Conclusion
The noninvasive, three-dimensional dynamic measurements of these approaches for 
quantifying perfusion-related energy losses and evaluating biothermal models are a step 
forward from past validation efforts. There is value in the fact that estimates of 
perfusion-related energy losses can be used to evaluate any existing or future biothermal 
model. The approaches also demonstrate flexibility in quantifying perfusion-related 
energy losses. Estimates can be fully dynamic or constant in time. They can be
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evaluated on a point-by-point basis, discretized into regions, or assumed uniform in 
space. While significant improvements are needed for estimates of perfusion-related 
energy losses to have the desired resolution and accuracy, these approaches show 
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The intended goal of this dissertation was to develop a systematic approach for 
estimating parameters from the general bioheat transfer equation that can be used in the 
evaluation of specific biothermal models. For decades, estimation of parameters from 
experimental temperature data has been done using invasive temperature probes at 
discrete locations. Experimental uncertainty in probe position, the limited spatial 
information discrete probes provide, and the fact that invasive probes can alter local 
physiology and interfere with heating distributions are a few of the challenges previous 
research studies have faced. These limitations have prevented biothermal models such as 
the Pennes bioheat transfer equation from being thoroughly and systematically validated 
for over half a century. The recent development of noninvasive fully three-dimensional 
dynamic temperature measurement with MRI and the ability of FUS to noninvasively 
heat deep tissues, coupled with the methods and approaches presented in this dissertation, 
provide a foundation for a complete and extensive evaluation of existing and future 
models of heat transfer in living tissues.
The work presented in this dissertation makes other contributions to the scientific 
community as well. Chapter 2 provides an empirical approach to accurately estimating
FUS SAR that will be useful in the validation of ultrasound modeling software that 
include the effects of scattering, multiple reflections, and refraction. Chapter 3 provides 
guidelines for researchers to prevent errors in MR temperature measurements that would 
introduce systematic bias in parameter estimation values. Chapter 4 introduces a 
noninvasive method for estimating tissue thermal diffusivity that can be used to expand 
the literature on tissue-specific biothermal properties. If coupled with MR methods for 
three-dimensional flow quantification, the approaches of Chapter 5 could be used to 
address the challenge of linking blood perfusion measurements to the thermal energy 
losses caused by perfusion. Local anomalies in experimental temperature fields could be 
compared with blood vessel angiography to continue the discussion on the size of 
thermally significant blood vessels.
The clinical implications of this work in the field of MRgFUS are significant. The 
American Association of Physicists in Medicine (AAPM) is currently discussing the role 
of medical physicists in FUS treatments. Preliminary work such as that found in this 
dissertation can help establish standards for biothermal models. Employed in 
pretreatment planning, consistent modeling standards will help to ensure the safety, 
efficiency, and efficacy of treatments. Biothermal models can be utilized in the 
monitoring of treatments, increasing the spatial resolution or volumetric coverage of 
temperature measurements without sacrificing temporal resolution via methods such as 
Kalman filtering or model predictive filtering. Real-time feedback controllers can utilize 
information from biothermal models to optimize treatments, reducing treatment times, 
cost, and risk to patients. These contributions apply to all MRgFUS treatments regardless 
of treatment site and promise to increase scientific and clinical confidence in MRgFUS.
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A current trend in cancer therapy is the shift toward combined therapy. In principle, 
the initial treatment stresses cancer cells so they are weakened before being hit with a 
second, alternate therapy, thus maximizing the therapeutic effect. FUS is ideal for 
combination treatment of cancer. Because FUS works best in low perfused regions 
(greater heating ability) and radiation and drug delivery are optimal with high perfusion, 
FUS is a natural complement to these therapies. As discussed in Chapter 1, FUS can also 
improve radiation or chemotherapy directly by increasing vascular permeability and 
perfusion levels. FUS can be used to release targeted therapeutic agents directly to the 
tumor via temperature-sensitive liposomes or microbubbles and can also stimulate an 
immune response to further attack cancer cells. With ongoing improvements in its 
science and technology and continued progress in clinical acceptance and awareness of 
focused ultrasound’s potential, MRgFUS may become a great tool for improving clinical 
outcomes and cancer patients’ treatments and quality of life.
6.2 Future work
Recommendations for future work can be divided into two categories: first, 
improvement of techniques developed in this dissertation and second, application of those 
techniques to assist in new research objectives.
6.2.1 Improvement of techniques
It is anticipated that great improvements in the quantification of perfusion-related 
energy losses will be made by implementing the recommendations discussed at the end of 
Chapter 5. More generally, any improvements to the accuracy and precision of MR
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temperature imaging will yield better estimates for all of the bioheat transfer parameters, 
because all of these techniques are established upon those experimental temperature data. 
While this may seem obvious, the effect of better temperature measurements will not be 
trivial and the clinical implementation of these techniques may well rely upon improved 
MR data.
It is especially apparent from the results presented in Chapter 5 that there is room for 
improvement. The PRF temperature algorithm is based upon a difference of phases 
between images. Q'^ [ quantification also utilizes difference techniques. Difference 
techniques are naturally susceptible to noise errors and implementing two of these 
techniques magnifies this drawback.
The development of application-specific RF coils will boost signal strength and 
mitigate noise in the data. Optimal placement and weighting of signals from multiple 
receiver coils will maximize temperature accuracy. Improved temperature reconstruction 
techniques can help eliminate artifacts from motion and field drift. For the approaches of 
Chapter 5, developing an appropriate referenceless temperature reconstruction method 
will help significantly. Finding the optimal balance between spatial resolution, temporal 
resolution, and signal strength for these techniques is another area of research that may 
prove useful.
A different way to reduce noise or artifacts in the temperatures is to apply spatial 
filters to the MR data. While this reduces spatial resolution, it may be necessary for 
reliable measurements. This can be done to the raw data before the temperature image is 
reconstructed with a Hanning or other filter. Temporal filtering can also be applied that 
lowers noise in the reference image and reduces the errors associated with the difference
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technique. Alternatively, the reconstructed temperature distributions can be fit with 
different solutions in space or in time to smooth the data. Investigating which filtering 
approaches yield the best results while sacrificing the least amount of detail is worth 
pursuing.
6.2.2 Application of techniques
The first application of these techniques is in the critical evaluation and validation of 
biothermal models, such as the Pennes bioheat transfer equation. However, before those 
evaluations can be performed, an independent measure of the blood perfusion is required. 
There exist several MRI techniques for quantifying perfusion, locating blood vessels, and 
measuring three-dimensional blood flow fields, including arterial spin labeling (ASL), 
blood-oxygen-level dependent (BOLD) imaging, diffusion tensor imaging (DTI), and 
MR angiography. Finding an imaging technique that can acquire accurate perfusion 
measurements with spatial and temporal resolutions comparable to those of MRTI would 
be very beneficial.
Combining these measurements with our approach for determining perfusion-related 
energy losses would open the possibility of establishing a link between perfusion 
measurements and perfusion-related energy losses in MRgFUS. Establishing such a link 
would provide clinicians with a safe, reliable way to determine accurate patient-specific 
thermal model parameters before any therapeutic heating occurs in the tissue.
As discussed in Chapter 5, one of the primary advantages of our approach is that 
estimates of Q can be used to evaluate any biothermal model. The spatiotemporal 
approximations, advantages, and limitations of the Pennes bioheat transfer equation, the
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^-effective model, or other biothermal models can be compared directly.
Finally, it would be valuable to investigate how these techniques could assist or 
improve temperature monitoring techniques like model predictive filtering. Addressing 
how much spatial and temporal detail is necessary in biothermal models for accurate 
prediction and what gains are achieved by the additional complexity of the model will be 
very valuable to the MRgFUS community. The same questions could be addressed for 
implementing these models in a real-time feedback controller for MRgFUS therapies.
In conclusion, successful investigation of these challenges and implementation of the 
techniques developed in this dissertation will provide a means for more accurate 
treatment planning of thermal therapies, improved consistency and safety of treatments, 





% -------- Function N a m e ----------
% Find beamaxis v3.m 
% --------  Purpose --------
% Finds the exact US beam axis location in all slices based on 2-D 
% temperature data from several timesteps by fitting a Gaussian to 
% the temperature data in x- and y- directions. Averages x and y 
% beam location from different timesteps analyzed. A linear fit to 
% the beam locations selected slices then ensures that the beam axis 
% is a straight line through the imaging volume. The beam axis must 
% be identified prior to running code Calc SARfield v7.m.
% --------  Input Data --------
% TEMPS [nX,nY,nZ,nt]. 4D temperature data. Axis of
% ultrasound beam should be approximately parallel to
% the z direction.
% dx voxel size in x-dir [mm]
% dy voxel size in y-dir [mm]
% xlimit 2 element vector with min and max x voxels used to
% find beam axis
% ylimit 2 element vector with min and max y voxels used to
% find beam axis
% zlimit 2 element vector with min and max slices FOR LINEAR
% FIT, for 2D data use [1 1]
% tlimit 2 element vector with min and max timesteps used to
% find beam axis
% PLOT 'y' or 'n'. Plots Gaussian fits over temperature
% data if PLOT=='y'
% DataType scalar. 2 for 2D data, 3 for 3D data.
% --------  Output Data --------
% x_loc Linear Fit location of beam axis in x-dir (1st dim)
% y_loc Linear Fit location of beam axis in y-dir (2nd dim)
% r Linear Fit r locations
% x_loc_sl x-dir fitted loc of beam axis prior to linear fit
% y_loc_sl y-dir fitted loc of beam axis prior to linear fit
% r_sl r location prior to linear fit
% --------  Required Subfunctions --------
% GaussianFunction.m
% --------  Author Info --------
% Christopher Dillon 
% Department of Bioengineering 
% University of Utah 
% Version 1: 21 March 2012 
% --------  Updates --------
% v2 13 July 2012 Linear fit to x_loc_sl and y_loc_sl for
% beam axis location
% v3 8 Feb 2013 2D or 3D data
function [r,x loc,y loc,x loc sl,y loc sl,r sl] =
Find beamaxis v3(TEMPS,dx,dy,xlimit,ylimit,zlimit,tlimit,PLOT,DataType)
% --------  Identify variables --------
close all
if DataType==2 % 2D Data
[nX,nY,nT]=size(TEMPS);nZ=1;else [nX,nY,nZ,nT]=size(TEMPS);
end
r sl=zeros(nX,nY,nZ);x loc sl=zeros(nZ,1);y loc sl=zeros(nZ,1); % 
Preallocate data
% --------  Find r values --------
h = waitbar(0,'Please wait... r values are being 
calculated');count=0; % Initialize waitbar
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for zz=1:nZ % Loop through z slices
count=count+1; % Increment counter
waitbar(count/nZ,h); % Update waitbar





1):tlimit(2)));% Identify temperatures to use for finding r in slice zz 
end
[XX,YY,nt]=size(TEMPS2); % Size of truncated temperature data
% In slice zz, find indices of max temperature in each timestep 
xmax=zeros(nt,1);ymax=zeros(nt,1); % Preallocate data 
for pp=1:nt % Loop through time steps
T=squeeze(TEMPS2(:,:,pp)); % Temps for timestep pp
[num idx] = max(T(:));% Value of max Temp in slice & index # 
[x y] = ind2sub([XX YY],idx); % Convert index # to x and y 
xmax(pp)=x; % x voxel of max Temp in this slice
ymax(pp)=y; % y voxel of max Temp in this slice
end
% In slice zz, find center location in the x-direction (1st dim) 
xGauss=zeros(XX,nt);xMag=zeros(nt,1);xOffset=zeros(nt,1);xVariance=zero 
s(nt,1);x cen=zeros(nt,1); % Preallocate data
if (PLOT=='y' && zz<=zlimit(2) && zz>=zlimit(1));figure;end 
for pp=1:nt
x neg=-dx*(xmax(pp)-1); % Most negative position 
x pos=dx*(XX-1)+x neg; % Most positive position 
x vec=x neg:dx:x pos; % Position vector (initial guess) 
x0=[5 0 2]; % Initial guess for fitting parameters
T=squeeze(TEMPS2(:,ymax(pp),pp))';% xdir TEMPS2 for timestep pp 
[params] = lsqcurvefit(@GaussianFunction,x0,x vec,T); % 





xOffset(pp)).A2/xVariance(pp)); % Gaussian fit data for plot
x cen(pp)=xmax(pp)+xOffset(pp)/dx;% Center of beam, timestep pp 
if (PLOT=='y' && zz<=zlimit(2) && zz>=zlimit(1)) 
J=xlimit(1):xlimit(2);
plot(J,T,'k-x','LineWidth',1);hold on; % Plot temperature 
data for timestep pp
plot(J,xGauss(:,pp),'k--','LineWidth',1); % Plot Gaussian 




x loc sl(zz)=mean(x cen)+(xlimit(1)-1); % Adjust position back to 
untruncated initial data
% If beam axis is determined to be outside the established limits 
% xlimit and ylimit, then beam axis value is set at nearest limit. 
if x loc sl(zz)<xlimit(1);x loc sl(zz)=xlimit(1);end 
if x loc sl(zz)>xlimit(2);x loc sl(zz)=xlimit(2);end
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% Find center location in the y-direction (2nd dim) 
if (PLOT==,y' && zz<=zlimit(2) && zz>=zlimit(1));figure;end
yGauss=zeros(YY,nt);yMag=zeros(nt,1);yOffset=zeros(nt,1);yVariance=zero 
s(nt,1);y cen=zeros(nt,1); % Preallocate data 
for pp=1:nt
y neg=-dy*(ymax(pp)-1); % Most negative position 
y pos=dy*(YY-1)+y neg; % Most positive position 
y vec=y neg:dy:y pos; % Position vector (initial guess) 
y0=[5 0 2]; % Initial guess for fitting parameters
T=squeeze(TEMPS2(xmax(pp),:,pp));% y dir TEMPS2 for timestep pp 
[params] = lsqcurvefit(@GaussianFunction,y0,y vec,T); % 





yOffset(pp)).A2/yVariance(pp)); % Gaussian fit data for plot
y cen(pp)=ymax(pp)+yOffset(pp)/dy;% Center of beam, timestep pp 
if (PLOT=='y, && zz<=zlimit(2) && zz>=zlimit(1)) 
I=ylimit(1):ylimit(2);
plot(I,T,'k-x',,LineWidth,,1);hold on; % Plot temperature 
data for timestep pp
plot(I,yGauss(:,pp),'k--,,'LineWidth,,1); % Plot Gaussian 




y loc sl(zz)=mean(y cen)+(ylimit(1)-1); % Adjust position back to 
untruncated initial data
% If beam axis is determined to be outside the established limits 
% xlimit and ylimit, then the beam axis value is set at the nearest 
limit.
if y loc sl(zz)<ylimit(1);y loc sl(zz)=ylimit(1);end 
if y loc sl(zz)>ylimit(2);y loc sl(zz)=ylimit(2);end
for xx=1:nX
for yy=1:nY
r sl(xx,yy,zz)=((dx*(xx-x loc sl(zz)))A2+(dy*(yy- 





% --------  Linear Fit for final x loc, y loc, and r values
if zlimit(1)~=zlimit(2)
a=zlimit(1):zlimit(2); zloc=1:nZ;
% Linear fit for x beam axis
x LinFit=polyfit(a,x loc sl(a)',1); 
x loc=x LinFit(1)*zloc+x LinFit(2);
% Linear fit for y beam axis
y LinFit=polyfit(a,y loc sl(a)',1); 
y loc=y LinFit(1)*zloc+y LinFit(2);
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% Calculate Linear Fit r values 
clear xx yy zz









else % Without multiple z locations, there is no linear fit 
x loc=x loc sl;y loc=y loc sl;r=r sl; 
x loc sl=[];y loc sl=[]; r sl=[];
end
oo
% -------- Function N a m e ----------------------------------------------------
% GaussianFunction.m 
% --------  Purpose --------
% Subfunction of Find beamaxis v3.m for fitting temperature data to a
% Gaussian distribution
function F = GaussianFunction(x,xdata)
F = x(1)*exp(-(xdata - x(2)).A2/x(3));
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-- Function Name -----------------------------------------------------
Calc_SARfield_v7.m
--  Purpose -------
Calculates the 2D SAR field in slice of interest from 4D temperature 
data by fitting those temperatures to the analytical solution for a 
1D radial Gaussian heating & or cooling profile in a least-squares 
manner. For each slice of temperature data, estimates are made for the 
maximum SAR value, beam FWHM, and thermal diffusivity (Kappa). 
Diffusivity estimates are most valid in slices at the center of the 
focal zone where the assumption of a 1D radial Gaussian is most 
valid.














[nX,nY,nZ,nt]. 4D temperature data. Axis of ultrasound 
beam should be approximately parallel to the z direction. 
1xnt. Time vector corresponding to TEMPS.
Scalar. Heating time in s.
[nX,nY,nZ]. Identifies radial distance from beam axis in mm 
1xnZ. Vector identifying beam axis location in each 
slice: 1st dimension.
1xnZ. Vector identifying beam axis location in each 
slice: 2nd dimension.
Scalar. Specific heat capacity of tissue in J/(kg*deg C) 
Vector. Identifies which components in time to use for 
the fitting process. (Not a 2 element vector, include 
all time points for fitting)
Scalar. Identifies slice in which estimates are made. 
Scalar. Identifies how many voxels per slice to use for 
the fitting process. Should be the square of an odd 
number (1,9,25,49,81,121,169,etc). Does not apply if 
CircSym='y'
'y' or 'n'. Use circularly symmetric ROI in place of square 
ROI?
Scalar. if CircSym='y', what radius [mm] to use for ROI 
from beam axis in slice of interest?










[W/kg] .[nX,nY]. SAR estimates for 2D field in slice 'zloc'
Scalar. Value of beam FWHM. [mm].
Scalar. Value of beam variance. [mm^2].
Scalar. Value of fitting parameter C. [deg C/s].
Scalar. Value of thermal diffusivity. [mA2/s]. 
[nX,nY,length(timePts)]. Least-squares fit to 
temperature data.
lxlength(timePts). Time vector corresponsing to TEMPS_Fit. 
[nX,nY,nt]. Temperatures calculated from fitting 
parameters for entire slice and all time points.
-- Required Subfunctions -------
analyticalfit6.m
-- Author Info -------
Christopher Dillon 
Department of Bioengineering 
University of Utah 







2 6 June 2 013
Rewrote to be a function 
Commented and condensed code 
'x' and 'y' are 1st and 2nd 
dimensions, respectively 
'r' used as an input 
Merged with HeatCoolFit_v2 
Output TEMPS_Fit and TEMPS_Ana 
2D or 3D data
Forced user specified beam width
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% v6 28 October 2013 Option for circularly symmetric ROI
% instead of square ROI
% Only calculates for a single slice
% at a time






% -------  Identify variables -------
totaltime=tic; % Start timer 




[nX nY nZ nt]=size(TEMPS);
ttot=length(timePts); % Total number of time points to use for fitting
time_Fit=time(timePts); % Times to use for fitting
ON=find(time_Fit<=HT); % Time steps when ultrasound is on 
OFF=find(time_Fit>HT); % Time steps when ultrasound is off

















else % Square ROI defined by NumLocs input
TEMPS_Ana=zeros(NumLocs,ttot); % Preallocate truncated experimental 
temperatures to use for SAR estimates
rval=zeros(1,NumLocs); % Preallocate r values per slice
bb=(round(sqrt(NumLocs))-1)/2; % Number of voxels away from central 
voxel in each of first two dimensions to use for fitting
Min vox value for fit in the x dir 
Max vox value for fit in the x dir 
Min vox value for fit in the y dir 





n=0; % Initialize counter
for ii=xmin:xmax
for jj=ymin:ymax
n=n+1; % Counter, up to NumLocs for each slice
TEMPS_Ana(n,:)=squeeze(TEMPS(ii,jj,zloc,timePts)); % Select 
TEMPS for fitting in each slice
rval(n)=r(ii,jj,zloc)*1e-3; % Select r-values for fitting 





r_sq=rval.A2; % radius-squared values 
% -------  Fit the temperature data to find estimates -------
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SARtime=tic; % Start timer on SAR calculation time
h = waitbar(1,'Please wait... SAR is being calculated');cc=0; % Initiate 
waitbar
cc=cc+1;waitbar(cc/1,h); % Update waitbar
[estimates,model] = analyticalfit6(time_Fit,TEMPS_Ana,r_sq,HT); %
Fit temperature data to analytical solution
C=estimates(1); % 2*alpha*Io/(rho*cp)
Kappa=estimates(2)*1e-6; % Kappa: thermal diffusivity
Beta=estimates(3)*1e-6; % Beta: beam variance
SAR_CalcTime=toc(SARtime) % Time elapsed calculating SAR
close(h) % close waitbar
STDV=(Beta/2)^0.5; % Relation of variance and standard deviation
FWHM=STDV*2*sqrt(2*log(2))*1000; % Relation of STDV and FWHM [mm]
beta=Beta*1e6;
% ------- Find SAR for 2D field--------







% --------------- Calculate Fitted Temperatures from Analytical Solution and
parameter values--------------
TEMPS_Fit=single(zeros(nX,nY,ttot)); % Preallocate Fitted Temperatures 




ddd=ddd+1;waitbar(ddd/(NumLocs),q); % Update waitbar












else % Square ROI defined by NumLocs input 
for ii=xmin:xmax
for jj=ymin:ymax
ddd=ddd+1;waitbar(ddd/(NumLocs),q); % Update waitbar 
















close(q); % Close waitbar
% --------------- Calculate All Temperatures from Analytical Solution and
parameter values--------------
TEMPS_Ana=single(zeros(nX,nY,nt)); % Preallocate Fitted Temperatures 
NEG=find(time<0, 1, 'last' );% Number of time steps before ultrasound is on 
ON2=find(time<=HT); % Time steps before ultrasound is turned off
ON2=find(ON2>NEG); % Cut off time steps before ultrasound is on
OFF2=find(time>HT); % Time steps after ultrasound is off




dd=dd+1;waitbar(dd/(nX*nY),qq); % Update waitbar 














close(qq); % Close waitbar 
TotalRunTime=toc(totaltime) % Total time elapsed during function
o% ----------------------------------------------------------------------------
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% -------- Function N a m e ----------------------------------------------------
% analyticalfit6.m 
% --------  Purpose --------
% Subfunction of Calc SARfield v7.m which uses fminsearch
% optimization routine to fit analytical solution for a 1D radial
% Gaussian to experimental temperature data.
% --------  Input Data --------
% TIME Vector of time points to use for fitting (in sec)
% TEMPS Matrix of Temperatures from all locations for fit &
% all time steps for fit. Size=(#locs,#timesteps)
% r s q  Vector of squared distances from beam axis for all
% locations for fit.
% t u s  Total time that ultrasound is on 
% --------  Output Data --------
% estimates Fitting parameters C, K, and B
function [estimates, model] = analyticalfit6(TIME,TEMPS,r sq,t us) 
start point = rand(1,3); % Call fminsearch with random starting point. 
model = @anafun;
estimates = fminsearch(model, start point);
% anafun accepts curve parameters as inputs, and outputs sse,the sum of 
% squares error and the FittedCurve. FMINSEARCH only needs sse,
% but we want to plot the FittedCurve at the end. 
function [sse, FittedCurve] = anafun(params)
% Determine which temperatures are heating and cooling
ON=find(TIME<=t us); % Time steps when ultrasound is on 
OFF=find(TIME>t us); % Time steps when ultrasound is off 
C = params(1); % 2*alpha*Io/(rho*cp)
K = params(2); % kappa 
B = params(3); % beta 
FittedCurve=zeros(size(TEMPS)); 













% NOTE: If not in the ratio B/K, B and K would need to
be
% multiplied by 1e-6
end
end
ErrorVector = FittedCurve - TEMPS;
ErrorVector sq=ErrorVector.A2; 




% -------- Function N a m e ----------------------------------------------------
% Qb_Calc_EXPRMNT_and_MODEL_v02.m 
% --------  Purpose --------
% Calculates perfusion-related energy losses for MRgFUS
o treatments by taking the difference in cooling between
% simulated cooling (without any perfusion) and experimental
% cooling (with perfusion).
% -------- Input D a t a ----------
[nX,nY,nZ,nt]. 4D MR experimental temperature data 
during cooling. Should be zero-filled interpolated 
to desired simulation resolution.
[nX,nY,nZ]. Segmented tissue model(ie. 1=water, 
2=fat, 3...nTypes)
1xnTypes. Vector of thermal conductivity values. 
[W/(m*deg C)].
1xnTypes. Vector, density values. [kg/mA3]. 
1xnTypes. Vector specific heats. [J/(kg*deg C)]. 
Scalar. Acquisition time for each MRT image.
1x3 vector of MR voxel dimensions [dx dy dz]. [mm]. 
Scalar. Time step for simulation calculations. [s]. 
'y' or 'n'. Expand simulation FOV for temperature 
calculations. Helps minimize errors from zero 
temperature boundaries.
1x3 vector of number of voxels to increase 
matrix in each direction.
If Modl size is [40,40,40] and nExpand is [20 
30 40], final simulation Modl is [60,70,80] 
with original [40,40,40] centered.
TisExpand Scalar. Tissue type to use from segmented model
for additional tissue from Sim Expand.
Output Data --------
[nX,nY,nZ,nt-1]. 4D simulated temperature data 
during cooling.
Correspond to experimental TEMPS(:,:,:,2:end). 
[nX,nY,nZ,nt-1]. Difference between 4D simulated 
and experimental temperature data during cooling. 
Correspond to experimental TEMPS(:,:,:,2:end). 
[nX,nY,nZ,nt-1]. Perfusion-related energy losses. 
[W/mA3].
[nX,nY,nZ,nt-1]. Pennes perfusion parameter. 
[kg/(mA3*s)].
% --------  Required Subfunctions --------
% NA
% --------  Author Info --------
% Christopher Dillon 
% Department of Bioengineering 
% University of Utah 
% Version 01: 21 October 2013 
% --------  Updates --------






















A=(dx/dy)A2;B=(dx/dz)A2;% Dimensionless lengths 
Tb=0; % Arterial Blood Temperature [deg C]
% Check that TEMPS and Modl are the same size
[nx,ny,nz]=size(Modl); % Identify model size 
if nx~=nX || ny~=nY || nz~=nZ
errordlg('Dimensions of variables ''Modl'' and ''TEMPS'' must 
be the same in X, Y, and Z.','ERROR','modal');return;
end;clear nx ny nz 
% Check that time step (dt) divides evenly into sampling time (tacq) 
if rem(tacq,dt)~=0
errordlg('Time step variable ''dt'' must divide evenly into MR 
sampling time variable ''tacq''.','ERROR','modal');return; 
end;
% Check Stability of Solver
dt max=1/( 2*max(k)*(1+A+B)/min(rho)/min(cp)/dxA2) 
if dt>dt_max
errordlg('Time step ''dt'' must be smaller than d t m a x  on 
command line for stability of solver.','ERROR','modal');return; 
end
% -----Define TEMPS2 and Modl2 which may have an expanded FOV-----

















% -----Create Matrices of Properties for Solver-----




rho cp=rho m.*cp m; % Simplfies eqns by combining density & sp heat 
% Use original model size for perfusion calculations 
cp M=cp(Modl(:,:,:)); 
rho cp M=cp M.*rho(Modl(:,:,:));
% Shift k values for use in solver 
k2= circshift(k1,[1 0 0]); 
k3= circshift(k1,[-1 0 0]); 
k4= circshift(k1,[0 1 0]); 
k5= circshift(k1,[0 -1 0]); 
k6= circshift(k1,[0 0 1]);
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k7= circshift(k1,[0 0 -1]);
% -----Preallocate Output Matrices-----
TEMPS Sim=zeros(nX,nY,nZ,nt-1,'single') ;
TEMPS Diff=zeros(nX,nY,nZ,nt-1, 'single') ;
Qb v01=zeros(nX,nY,nZ,nt-1, 'single') ; 
w v01=zeros(nX,nY,nZ,nt-1, 'single' ) ;
% -----Calculate Simulation Temps, Difference Temps, Perfusion losses,
and Pennes Parmeter-----
NT=round(tacq/dt); % Number of simulation time steps between each 
MR acquisition. NOTE: This code does NOT force the time step to divide 
evenly into the acquisition time. 
tic % Starts the stopwatch
hh = waitbar(0,'Please wait... Model temperatures and perfusion 
values are being calculated'); % Initiate waitbar 
for ii=1:nt-1
T1=squeeze(TEMPS2(:,:,:,ii));
for nn=1:NT % Run Model for each timestep of each FZ location 
waitbar((ii*NT+nn)/(NT*nt),hh); % Increment the waitbar 
% Shift Temperatures for use in solver
T2= circshift(T1, 1 0 0]);
T3= circshift(T1, -1 0 0]);
T4= circshift(T1, 0 1 0]);
T5= circshift(T1, 0 -1 0]);
T6= circshift(T1, 0 0 1]);
T7= circshift(T1, 0 0 -1]);







% Generate Output Matrices
TEMPS Sim(:,:,:,ii)=T1(startX:endX,startY:endY,startZ:endZ); % 
Simulated Temperatures Corresponding to Experimental Temps (NOTE: First 
TEMPS Sim values in time (4th dimension) match 2nd TEMPS values in time 
TEMPS_Diff(:,:,:,ii)=TEMPS_Sim(:,:,:,ii)-TEMPS(:,:,:,ii+1); % 
Difference between Simulated TEMPS with only conduction cooling and 
Experimental TEMPS
Qb v01(:,:,:,ii)=TEMPS Diff(:,:,:,ii).*rho cp M/tacq; % 
Perfusion-related Energy Losses: See documentation for equation 
T_Ave=squeeze(TEMPS(:,:,:,ii)+TEMPS(:,:,:,ii+1))/2-Tb; % 
Calculate Average of Subsequent Experimental Temperature measurements 
for Pennes Parameter estimation
w v01(:,:,:,ii)=Qb v01(:,:,:,ii)./cp M./T Ave; % Pennes 
Perfusion Parameter: Qb=w*cp*(T-Tb), Use T Ave for T 
end





% --------  Function Name --------------------------------------------------
% Qb_Calc_EXPRMNT_ONLY_v02.m 
% --------  Purpose --------
% Calculates perfusion-related energy losses for MRgFUS
% treatments by conservation of energy analysis.
% Qb=k*delA2*T-rho*cp*dT/dt During cooling
% delA2*T=T(i-1,p)-2*T(i,p)+T(i+1,p)/dxA2 For each spatial
direction,where i is current position, p indicates current time step 
% dT/dt=(T(i,p+1)-T(i,p-1))/(2*tacq) Central difference approx.
% --------  Input Data --------
[nX,nY,nZ,nt]. 4D MR experimental temperature data 
during cooling. Should be zero-filled interpolated 
to desired simulation resolution.
[nX,nY,nZ]. Segemented tissue model (ie. 1=water, 
2=fat, 3...nTypes)
1xnTypes. Vector of thermal conductivity values. 
[W/(m*deg C)].
1xnTypes. Vector of density values. [kg/mA3]. 
1xnTypes. Vector, specific heats. [J/(kg*deg C)]. 
Scalar. Acquisition time for each MRT image.
1x3 vector of voxel dimensions [dx dy dz]. [mm].
% --------  Output Data --------
% Qb [nX,nY,nZ,nt-2]. Perfusion-related energy losses.
% [W/mA3].
% w [nX,nY,nZ,nt-2]. Pennes perfusion parameter.
% [kg/(mA3*s)].
% --------  Required Subfunctions --------
% NA
% --------  Author Info --------
% Christopher Dillon
% Department of Bioengineering
% University of Utah
% Version 01: 4 February 2014
% --------  Updates --------
% v01 4 June 2014
% Alternate conservation of energy analysis that does
% not require the use of a FD solver. Estimates of Qb
% obtained directly from the experimental temperature
% data.




% Identify voxel dimensions, convert from [mm] to [m] 
dx=Vox(1)/1000;dy=Vox(2)/1000;dz=Vox(3)/1000; 
A=(dx/dy)A2;B=(dx/dz)A2; % Dimensionless lengths 
Tb=0; % Arterial Blood Temperature [deg C]
% Check that TEMPS and Modl are the same size
[nx,ny,nz]=size(Modl); % Identify model size 
if nx~=nX || ny~=nY || nz~=nZ
errordlg('Dimensions of variables ''Modl'' and ''TEMPS'' must 
be the same in X, Y, and Z.','ERROR','modal');return; 









% -----Create Matrices of Properties for Solver-----




rho cp=rho m.*cp m; % Simplfies eqns by combining density & cp 
% Shift k values for use in solver
k2= circshift(k1, 1 0 0]);
k3= circshift(k1, -1 0 0]);
k4= circshift(k1, 0 1 0]);
k5= circshift(k1, 0 -1 0]);
k6= circshift(k1, 0 0 1]);
k7= circshift(k1, 0 0 -1]);
% -----Preallocate Output Matrices-----
Qb v02 = zeros(nX,nY,nZ,nt-2, 'single' ); 
w v02 = zeros(nX,nY,nZ,nt-2, 'single');
% -----Calculate Simulation Temps, Difference Temps, Perfusion losses,
and Pennes Parmeter-----
tic % Starts the stopwatch
hh = waitbar(0,'Please wait... Model temperatures and perfusion 
values are being calculated'); % Initiate waitbar 
for ii=1:nt-2




% Shift Temperatures for use in solver
T2= circshift(T1, [ 1 0 0]);
T3= circshift(T1, [-1 0 0]);
T4= circshift(T1, [ 0 1 0]);
T5= circshift(T1, [ 0 -1 0]);
T6= circshift(T1, [ 0 0 1]);
T7= circshift(T1, [ 0 0 -1]);





T Ave=T1-Tb; % Calculate Average of Subsequent
Experimental Temperature measurements for Pennes Parameter estimation 
w v02(:,:,:,ii)=Qb v02(:,:,:,ii)./cp m./T Ave;
% Pennes Perfusion Parameter: Qb=w*cp*(T-Tb), Use T Ave for T
end
toc % Stops the stopwatch
close(hh);
end
% --------------------------------------------------------------------------
