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INNER PRODUCTS FOR CONVEX BODIES
DAVID BRYANT, PETRU CIOICA-LICHT, LISA ORLOFF CLARK,
AND RACHAEL YOUNG
Abstract. We define a set inner product to be a function on pairs of con-
vex bodies which is symmetric, Minkowski linear in each dimension, positive
definite, and satisfies the natural analogue of the Cauchy-Schwartz inequality
(which is not implied by the other conditions). We show that any set in-
ner product can be embedded into an inner product space on the associated
support functions, thereby extending fundamental results of Ho¨rmander and
R˚adstro¨m. The set inner product provides a geometry on the space of convex
bodies. We explore some of the properties of that geometry, and discuss an
application of these ideas to the reconstruction of ancestral ecological niches
in evolutionary biology.
Keywords Inner product; convex body; Minkowski linear functionals; ecolog-
ical niche
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1. Introduction
A convex body is a closed, bounded, non-empty convex set. We use K or Kn to
denote the set of convex bodies contained in Rn. There is an extensive literature on
convex bodies and their mathematics, with metric spaces and even Banach spaces
defined on K (see [9] for a comprehensive review). Here we investigate an analog of
a real inner product space defined on K, motivated by applications in approximation
and inference of convex bodies.
Our starting point is the definition of a Minkowski linear functional on K: a
function f : K → R satisfying f(αA + βB) = αf(A) + βf(B) for all A,B ∈ K
and α, β ≥ 0. A conventional real inner product is bilinear and positive definite.
Replacing ‘bilinear’ with ‘Minkowski bilinear’ we obtain the following axioms for a
set inner product 〈·, ·〉 : K ×K → R.
(A1) Symmetry: 〈A,B〉 = 〈B,A〉 for all A,B ∈ K.
(A2) Minkowski linearity with respect to the first variable: for all α, β ∈ R≥0
and A,B,C ∈ K,
(1) 〈αA+ βB,C〉 = α 〈A,C〉+ β 〈B,C〉 .
(A3) Positive definite: 〈A,A〉 > 0 when A 6= {0}.
The key difference between these axioms and those for a standard inner product
is axiom (A2), as 〈αA,B〉 = α 〈A,B〉 is only required for α ≥ 0. This small
change makes a significant difference, including the fact that the Cauchy-Schwartz
Inequality 〈A,B〉2 ≤ 〈A,A〉 〈B,B〉 does not follow from (A1)—(A3), as we prove
in the following section. We include the Cauchy-Schwartz inequality directly as a
fourth axiom
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(A4) For all A,B ∈ K, 〈A,B〉2 ≤ 〈A,A〉 〈B,B〉 with equality if and only if
A = λB for some λ ∈ R≥0.
Definition 1. A set inner product on K is a function 〈·, ·〉 : K×K → R satisfying
(A1), (A2), (A3) and (A4).
Note that for any a, b ∈ Rn we have
〈{a}, {b}〉+ 〈−{a}, {b}〉 = 〈{a} − {a}, {b}〉 = 〈{0}, {b}〉 = 0
so that 〈·, ·〉 is bilinear when restricted to singletons. Thus the restriction of a
set inner product to singleton sets is an inner product, called the induced inner
product. We also note that for A ∈ K, −A := −1(A) is not the additive inverse
of A and hence K is not a vector space. So we can’t replace (A2) by the stronger
version
(A2’) For all α, β ∈ R and A,B,C ∈ K, 〈αA+ βB,C〉 = α 〈A,C〉+ β 〈B,C〉
because it leads to a contradiction: since A−A = −(A−A)and 〈−B,B〉 = −〈B,B〉
for all A,B ∈ K implies 〈A−A,A−A〉 = −〈A−A,A−A〉 = 0 contradicting
(A3).
Example 1. Let 〈·, ·〉 : K1×K1 → R be the function on closed and bounded intervals
of R given by
〈[a, b], [c, d]〉 = ac+ bd.
Then 〈·, ·〉 is a set inner product.
In this paper we investigate set inner products, with an eye to its potential
application to the approximation and statistical inference of convex sets. Our main
result is that set inner products are exactly inner products for the set of support
functions (Theorem 1). This observation therefore extends the classical results of
[4, 7] on embedding K in a Banach space.
On one hand Theorem 1 is a negative result: it shows that set inner products will
not lead to fundamentally new mathematics which is not simply a consequence of
standard functional analysis. On the other hand we obtain access to vast functional
analysis toolkit to apply to the geometry and statistics of convex sets. We conclude
the second section by demonstrating that axiom (A4), the Cauchy-Schwartz in-
equality, is not implied by axioms (A1)—(A3).
The geometry of K is the subject of the third section. We examine lines and
subspaces in the set inner product space, and establish basic orthogonality results.
We make extensive use of Theorem 1 and classical results in convex analysis. Much
is proved exclusively for an `2 set inner product and the extent to which these
results can be generalised is not obvious.
In the final section, we show how the set inner product can be used to infer
convex sets in comparative biology. Given an evolutionary tree and convex sets
at the leaves (e.g. representing environmental niches) we use functional analysis
techniques to infer niche geometries (convex sets) for ancestral species.
2. Characterization of set inner products
The support function of a convex body A ∈ K is defined
hA : Rn → R : x 7→ sup{a · x : a ∈ A}.
where · is the usual dot product in Rn. The properties of support functions are
reviewed comprehensively in [9]. We let H denote the set of support functions for
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convex bodies in K. Then h ∈ H if and only if it is sublinear: for all x, y ∈ Rn and
α, β ≥ 0 we have
(2) h(αx+ βy) ≤ αh(x) + βh(y).
Furthermore, for all A,B ∈ K and λ ≥ 0 we have
(3) hA+B = hA + hB ,
(4) hλA = λhA.
and
(5) A ⊆ B if and only if hA(x) ≤ hB(x) for all x.
Let Sn−1 denote the unit sphere in Rn. Every function h ∈ H is determined by
its restriction to Sn−1; we denote this restriction by h. Let HS = {h : h ∈ H}. The
Hausdorff metric on K
dH(A,B) = min{r : A ⊆ B + rSn−1 and B ⊆ A+ rSn−1}
has an elegant re-expression in terms of support functions
dH(A,B) = ‖hA − hB‖∞ = sup{|hA(x)− hB(x)| : x ∈ Sn−1},
see [4]. Hence the set of convex bodies on Rn with the Hausdorff metric can be
embedded naturally into a Banach space [4, 7]. See [8] for useful generalizations
of these results. Schneider [9, pg. 45] observed that the span of HS is dense
in C(Sn−1), the algebra of continous functions on Sn−1 (with respect to the L∞
norm), and that every f ∈ C(Sn−1) can be approximated arbitrarily closely by the
difference hA − hB of two support functions.
The Banach space embedding has proven a valuable tool for the study of random
sets [5, 6] and also leads naturally to an Lp metric for K:
(6) dp(A,B) = ‖hA − hB‖p
see [13, 5]. Arnold and Wellerding proposed a Sobolev distance on K [2]. Several
authors have used the fact that this, like the L2 distance given by (6), are inner
product distances (e.g. [1, 10]). Here we attempt to put these results in a general
setting.
Theorem 1. (Set inner product equivalence theorem) Let 〈·, ·〉 be a bivariate
map on K. Then 〈·, ·〉 is a set inner product if and only if there is an inner product
〈 ·, · 〉H on span(H) such that
(7) 〈A,B〉 = 〈hA, hB〉H
for all A,B ∈ K.
Proof. If there is such an inner product on span(H) then the set inner product
axioms for 〈·, ·〉 follow directly from the definitions and properties of inner products
and support functions.
For the converse, let 〈·, ·〉 be a set inner product. Define F : H × H → R by
F (hA, hB) = 〈A,B〉 for all A,B. We will use F to construct an inner product G
on span(H) which agrees with F on H. As H is a convex cone, every element of
span(H) can be expressed as the difference of two elements in H. Define a function
G on span(H)× span(H) by
G(f − g, h− k) = F (f, h)− F (f, k)− F (g, h) + F (g, k).
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To see that G is well defined, suppose that f1, f2, g1, g2, h1, h2, k1, k2 ∈ H. If
f1 − g1 = f2 − g2 then
F (f1, h1) + F (g2, h1) = F (f1 + g2, h1) = F (f2 + g1, h1) = F (f2, h1) + F (g1, h1)
and
F (f1, k1) + F (g2, k1) = F (f1 + g2, k1) = F (f2 + g1, k1) = F (f2, k1) + F (g1, k1)
from which we obtain
F (f1, h1)−F (g1, h1)−F (f1, k1)+F (g1, k1) = F (f2, h1)−F (g2, h1)−F (f2, k1)+F (g2, k1).
Similarly, if h1 − k1 = h2 − k2 then
F (f2, h1)−F (g2, h1)−F (f2, k1)+F (g2, k1) = F (f2, h2)−F (g2, h2)−F (f2, k2)+F (g2, k2).
Hence if f1 − g1 = f2 − g2 and h1 − k1 = h2 − k2 then
F (f1, h1)−F (g1, h1)−F (f1, k1)+F (g1, k1) = F (f2, h2)−F (g2, h2)−F (f2, k2)+F (g2, k2)
We will show that G is an inner product on span(H).
(i) As F is symmetric, so is G.
(ii) G is additive, since
G((f1 − g1) + (f2 − g2), h− k) = F (f1 + f2, h)− F (f1 + f2, k)− F (g1 + g2, h) + F (g1 + g2, k)
= F (f1, h)− F (f1, k)− F (g1, h) + F (g1, k)
+ F (f2, h)− F (f2, k)− F (g2, h) + F (g2, k)
= G(f1 − g1, h− k) +G(f2 − g2, h− k).
(iii) For all λ ≥ 0
G(λ(f − g), h− k) = F (λf, h)− F (λf, k)− F (λg, h) + F (λg, k)
= λG(f − g, h− k)
and
G(−(f − g), h− k) = G(g − f, h− k)
= F (g, h)− F (g, k)− F (f, h) + F (f, k)
= −G(f − g, h− k).
Hence G is linear (and bilinear by symmetry).
(iv) For all f, g ∈ H there are A,B such that f = hA, g = hB . Then
G(f − g, f − g) = F (f, f)− 2F (f, g) + F (g, g)
= 〈A,A〉 − 2 〈A,B〉+ 〈B,B〉
≥ 〈A,A〉 − 2
√
〈A,A〉 〈B,B〉+ 〈B,B〉 by (A4)
= (
√
〈A,A〉 −
√
〈B,B〉)2
≥ 0.
To see that G is positive definite notice
0 = G(f − g, f − g) =⇒ 〈A,A〉 = 〈B,B〉 = 〈A,B〉 .
Axiom (A4) implies A = λB for some non-negative scalar λ and (A2) implies
λ = λ2 = 1 and hence λ = 1. Thus f − g = 0. We have then that the map G is
an inner product on span(H). Furthermore, for any A,B ∈ K we have 〈A,B〉 =
F (hA, hB) = G(hA, hB), giving (7). 
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Corollary 2. Let 〈·, ·〉 be a bivariate map on K. Then 〈·, ·〉 is a set inner product
if and only if there is an inner product 〈 ·, · 〉S on span(HS) such that
〈A,B〉 = 〈hA, hB〉S
for all A,B ∈ K.
Proof. If 〈A,B〉 = 〈hA, hB〉S then axioms (A1)—(A4) follow directly from the
definitions and properties of inner products and support functions. Conversely, if
〈·, ·〉 is a set inner product then by the theorem there is an inner product 〈·, ·〉H on
span(H) such that 〈A,B〉 = 〈hA, hB〉H for all A,B. For each f ∈ span(HS) define
f ∈ span(H) by f(x) = ‖x‖f
(
x
‖x‖
)
for all x 6= 0. Defining〈
f, g
〉
S
= 〈f, g〉H
gives the required inner product on span(HS). 
Example 2. Let φ(x) denote the standard Gaussian density on Rn and define
〈A,B〉 =
∫
hA(x)hB(x)dφ(x).
Then by Theorem 1 〈 ·, · 〉 is a set inner product. Note that because hA(λx) =
λhA(x) for all λ ≥ 0 we have that∫
hA(x)hB(x)dφ(x) =
∫
Sn−1
hA(x)hB(x)dµ(x)
for the Haar measure µ on Sn−1, the unit sphere in Rn.
Suppose that 〈·, ·〉 is an inner product on Rn and that we define the support
functions with respect to this inner product in place of the dot product. If we pick
an arbitrary inner product 〈·, ·〉H on span(H) then there is no guarantee that the
resulting set inner product
〈A,B〉s = 〈hA, hB〉H
will agree with the original inner product on singletons. That is, we could well have
〈{a}, {b}〉s =
〈
h{a}, h{b}
〉
H
6= 〈a, b〉
for some a, b ∈ Rn. However for each such inner product 〈·, ·〉H we can nevertheless
find an invertible linear map f : Rn → Rn such that〈
h{a} ◦ f, h{b} ◦ f
〉
H
= 〈a, b〉 .
Example 3. The support functions for closed intervals on the real line are deter-
mined by two values, h[a,b](1) = b and h[a,b](−1) = −a. Hence a generic set inner
product on the real line can be written
〈[a, b], [c, d]〉 = [b −a]M [ d−c
]
where M is positive definite. The constraint that
〈[a, a], [c, c]〉 = ac
is obtained by scaling M so that
[
1 −1]M [ 1−1
]
= 1.
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We made explicit use of the Cauchy-Schwartz inequality (A4) to prove that
every set inner product corresponds to an inner product on the support functions.
It is natural to ask whether this was strictly necessary, given that the inequality
is implied by the axioms for standard inner products. The next construction gives
a function which satisfies all of the set inner product axioms except the Cauchy-
Schwartz inequality.
Proposition 3. There is a bilinear function on K which satisfies (A1), (A2) and
(A3) but not the Cauchy-Schwartz inequality (A4).
Proof. Let {e1, e2} be the standard basis of R2. Define F : K ×K → R where
F (A,B) =
1
8
(hA(e1)hB(e1) + hA(e2)hB(e2) + hA(−e1)hB(−e1) + hA(−e2)hB(−e2))
+ [(hA(e1) + hA(e2)− hA(e1 + e2)) (hB(−e1) + hB(−e2)− hB(−e1 − e2))]
+ [(hB(e1) + hB(e2)− hB(e1 + e2)) (hA(−e1) + hA(−e2)− hA(−e1 − e2)))] .
Then F is symmetric and bilinear. For any A ∈ K we have
F (A,A) =
1
8
(
hA(e1)
2 + hA(e2)
2 + hA(−e1)2 + hA(−e2)2
)
+ 2 [(hA(e1) + hA(e2)− hA(e1 + e2)) (hA(−e1) + hA(−e2)− hA(−e1 − e2))]
≥ 0.
Now suppose F (A,A) = 0. Then since
hA(e1) + hA(e2)− hA(e1 + e2) ≥ 0
and
hA(−e1) + hA(−e2)− hA(−e1 − e2) ≥ 0
we have
hA(e1) = hA(e2) = hA(−e1) = hA(−e2) = 0.
Hence hA(λei) = hA(−λei) = 0 for i = 1, 2 and all λ ≥ 0 and so for all x ∈ R2,
hA(x) = hA(x1e1 + x2e2) ≤ hA(x1e1) + hA(x2e2) ≤ 0.
By (5), A ⊆ {0}, giving equality as A is non-empty.
We have shown that F satisfies the first four axioms of a set inner product. We
now show that it fails the last axiom. Let A be the unit circle in R2 and B be the
triangle through the points (0, 0), (1, 0), (0, 1). Then
hA(e1) = hA(e2) = hA(−e1) = hA(−e2) = 1;
hA(e1 + e2) = hA(−e1 − e2) =
√
2;
hB(e1) = hB(e2) = hB(e1 + e2) = 1;
hB(−e1) = hB(−e2) = hB(−e1 − e2) = 0.
We then have
2F (A,B)− 2
√
F (A,A)F (B,B) = (
√
F (A,A)−
√
F (B,B))2 − F (A,A) + 2F (A,B)− F (B,B)
≥ −F (A,A) + 2F (A,B)− F (B,B)
= 6
√
2− 33
4
≈ 0.235
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so that the Cauchy-Schwarz inequality fails. 
3. Lines and subspaces in K
Having established that set inner products are essentially standard inner prod-
ucts (for support functions) we explore implications for a geometry of the space of
convex bodies.
Definition 2. A subset A ⊆ K is an affine subspace if {hA : A ∈ A} equals the
intersection of H and an affine subspace of span(H). A subspace of K is an affine
subspace which includes the zero-set {0}.
Example 4. Figure 1 depicts elements on the line segment
{A ∈ K2 : hA = αhS + (1− α)hC for some α ∈ [0, 1]}
connecting a square S and a circle C in K2. Figure 2 depicts the two dimensional
subspace of K2 spanned by a circle C and a triangle T ,
{A ∈ K2 : hA = αhC + βhT for some α, β ≥ 0}.
Note that the first example is bounded and the second example is unbounded. Any
subspace which contains a non-zero convex body A also contains λA for all λ ≥ 0,
so that the subspace is unbounded. The same need not hold for affine subspaces.
Figure 1. The line segment in K2 connecting a circle to a square.
We say that a subset ` of K is a line if the corresponding set of support functions
{hA : A ∈ `} equals the intersection of a line with H. Because of the intersection
with H, lines can have endpoints and subspaces can be bounded subsets.
Proposition 4. Every line ` ⊆ K is one of three types (where A,B ∈ K, x ∈ Rn):
(1) Translations: {A+ tx : t ∈ R}
(2) Rays: {tA+B : t ≥ 0}
(3) Segments: {tA+ (1− t)B : 0 ≤ t ≤ 1}.
Proof. Suppose that A,B ∈ `, so that X ∈ ` if and only if
hX ∈ {hB + t(hA − hB) : t ∈ R}.
We consider three cases.
Case 1: hA − hB = h{x} for some x ∈ Rn. Then ` is a translation.
Case 2: hA−hB = hC for some non-singleton C ∈ K so ` = {hB + t hC : t ∈ R}.
As C is not a singleton, hC is not linear and there are x, y such that hC(x+ y) <
hC(x) + hC(y). We then have that if t is sufficiently negative,
hB(x+ y) + thC(x+ y) > hB(x) + thC(x) + hB(y) + thC(y)
so that the set {t : hB + t hC ∈ H} is bounded below.
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Figure 2. The two dimensional subspace of K2 spanned by a
circle at (−40, 40) and an equilateral triangle at (40, 40).
Let λ = min{t : hB + t hC ∈ H}. Then X ∈ ` if and only if
hX ∈ {(hB + λhC) + t hC : t ≥ 0}
so that ` is a ray.
Case 3: hA − hB 6∈ H. Let f = hA − hB . As f 6∈ H there is x, y ∈ Rn such that
f(x) + f(y)− f(x+ y) < 0. Hence if
t >
hB(x) + hB(y)− hB(x+ y)
f(x+ y)− f(x)− f(y)
then hB + t(hA − tB) 6∈ H. Thus the line has an endpoint at A or at some point
on the other side of A from B. The same holds in the opposite direction. 
The characterisation of endpoints was considered (in three dimensions) by [12]
and is closely related to Minkowski summands and decompositions. For K,L ∈ K
we say that L is a summand of K if there is M ∈ K such that L + M = K.
Schneider [9, pg. 157] shows that this is equivalent to being able to cover K with
translates of L contained in K.
Proposition 5. Suppose A,B ∈ K. Then A is an endpoint on the line through A
and B if and only if for all  ∈ (0, 1), the convex body B is not a summand of A.
Proof. Suppose that there is C such that B + C = A. Let t = −1− . Then t < 0
and
(1− t)hA + thB = 1
1− hC
so 11−C is on the line through A and B on the opposite side of A from B.
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Conversely, if there is hC ∈ H and t < 0 such that hC = (1− t)hA + thB then
−t
1− thB +
1
1− thC =
−t
1− thB +
1− t
1− thA +
t
1− thB = hA
so (
−t
1−t
)
B +
(
1
1−t
)
C = A(
−t
1−t
)
B is a summand of C. 
Which convex bodies can be endpoints? Intuitively, these are convex bodies on
the boundary of H.
Proposition 6. Every convex body is the endpoint of some line.
Proof. Suppose that A ∈ K and let x be an exposed point of A (that is, there is a
supporting hyperplane H of A such that {x} = H ∩A). Let B be any line segment
containing x and contained in H. Then any translation of a scaled version of B
which contains x will also contain other points in H which are therefore not in A.
It follows that there is B does not slide freely around A for any  ∈ (0, 1), and A
is an endpoint of the line through A and B. 
A convex body which has no summands (other than scaled and translated ver-
sions of itself) is said to be indecomposable. These convex bodies are exactly
those which are endpoints of every line they are contained in. In R2 the indecom-
posable bodies are the line segments and triangles [11], while for higher dimensions,
the indecomposable bodies form a dense subset of Kn with respect to the Hausdorff
metric (see [9, pg.165-6] for details).
4. Geometry of the set inner product
Let 〈·, ·〉 be a set inner product on Kn, where we write
〈a, b〉 = 〈{a}, {b}〉
for the induced inner product.
For any convex body A ∈ K, the map x 7→ 〈A, {x}〉 is a continuous linear
functional. By the Riesz-Fre´chet theorem there is a unique element kA ∈ Rn such
that
〈A, {x}〉 = 〈kA, x〉
for all x ∈ Rn. We say that kA is the center of A.
Example 5. Recall the L2 set inner product
〈A,B〉 =
∫
hA(x)hB(x)dφ(x)
defined in Example 2. The center of a set for this set inner product is given by the
Steiner point
sA =
∫
z hA(z)dφ(z)
since for all x ∈ Rn we have h{x}(z) = 〈x, z〉 and
〈A, {x}〉 =
∫
〈z, x〉hA(z)dφ(z) =
〈∫
z hA(z) dφ(z), x
〉
= 〈sA, x〉 .
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The Steiner point for a convex body always lies in the relative interior of the set
[9, pg. 43] so for this set inner product, kA ∈ A. Furthermore, for any set inner
product we have for all x ∈ Rn that〈
k{a}, x
〉
= 〈{a}, {x}〉 = 〈a, x〉
so k{a} = a. However in general, we do not have that kA ∈ A.
Example 6. Let 〈·, ·〉 be a set inner product for closed intervals on the real line,
where
〈[a, b], [c, d]〉 = [b −a]M [ d−c
]
and
〈[a, a], [c, c]〉 = ac.
Then for A = [a, b] we have kA =
[
b −a]M [ 1−1
]
so that for all x ∈ R,
kAx =
[
b −a]M [ x−x
]
= 〈[a, b], [x, x]〉 .
As a concrete example, let
M =
[
2 3
3 5
]
so M is positive definite and
[
1 −1]M [ 1−1
]
= 1. However
kA =
[
b −a] [2 3
3 5
] [
1
−1
]
= 2a− b.
Hence if A = [0, 1] then kA 6∈ A.
We say that a convex body A ∈ K is centered if kA = 0, which holds if and
only if 〈A, {x}〉 = 0 for all x. We write A0 = A− {kA} := A+ {−kA}, noting that
for all x,
〈A0, {x}〉 = 〈A, {x}〉+ 〈−kA, {x}〉 = 0
so that A0 is centered.
Proposition 7. Suppose that A0 = A− kA and B0 = B − kB. Then
〈A,B〉 = 〈A0, B0〉+ 〈kA, kB〉 .
Proof. We have
〈A,B〉 = 〈A0 + kA, B0 + kB〉
= 〈A0, B0〉+ 〈A0, kB〉+ 〈kA, B0〉+ 〈kA, kB〉
= 〈A0, B0〉+ 〈A, kB〉 − 〈kA, kB〉+ 〈kA, B〉 − 〈kA, kB〉+ 〈kA, kB〉
= 〈A0, B0〉+ 〈kA, kB〉 .
For all x ∈ Rn we have
〈a, x〉 = 〈{a}, {x}〉 = 〈ka, x〉 .
Thus ka − a = 0. 
For the remainder of this section we explore properties of the L2 set inner prod-
uct 〈 ·, ·〉 introduced in Example 2. It is not clear which of these results can be
generalised.
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Proposition 8. Suppose that 〈·, ·〉 equals the L2 inner product
〈A,B〉 =
∫
hA(x)hB(x)dφ(x).
(1) For all A ∈ K, kA ∈ A.
(2) If A and B are centered then 〈A,B〉 = 0 if and only if A = {0} or B = {0}.
(3) If 0 ∈ A ⊆ B then 〈A,A〉 ≤ 〈B,B〉.
Proof. (1) See [9, pg. 43].
(2) Suppose by way of contradiction that neither A nor B equal {0}. As 0 ∈
A ∩ B we have that hA and hB are both non-negative. We will show that
there is x such that hA(x)hB(x) > 0, implying that∫
hA(x)hB(x)dφ(x) > 0.
If there is x such that the strict half-space {y : 〈x, y〉 > 0} intersects
both A and B then
hA(x)hB(x) ≥ 〈a, x〉 〈b, x〉 > 0.
Otherwise, A and B are both contained in a line {tv : v ∈ R} and they only
intersect at 0. Without loss of generality, A ⊂ {tv : t ≥ 0}. However then
hA(x)h{v}(x) ≥ 0 for all x and hA(v)h{v}(v) > 0, implying
〈A, {v}〉 =
∫
hA(x)h{v}(x)dφ(x) > 0
and kA 6= 0.
(3) As 0 ∈ A and A ⊆ B we have 0 ≤ hA(x) ≤ hB(x) for all x.

We write A−A = A+ (−1)A = {a1 − a2 : a1, a2 ∈ A}.
Lemma 9. If A ∩B 6= ∅ then
(A ∪B)− (A ∪B) ⊆ (A−A) + (B −B).
Proof. Since 0 ∈ A−A and 0 ∈ B−B we have (A−A)∪(B−B) ⊆ (A−A)+(B−B).
Thus if x, y ∈ A ot x, y ∈ B then x− y ∈ (A−A) + (B −B).
Suppose z ∈ A ∩B. If x ∈ A and y ∈ B then x− z ∈ A−A and z − y ∈ B −B
so x− y = (x− z) + (z − y) ∈ (A−A) + (B −B). 
A diversity (X, δ) is an extension of the concept of a metric space to include
comparisons of more than two points at a time [3]. Here X is a set and δ is a
function on finite subsets of X satisfying
(D1) δ(A) ≥ 0 and δ(A) = 0⇔ |A| ≤ 1
(D2) For all A,B,C with B 6= ∅, δ(A ∪B) + δ(B ∪ C) ≥ δ(A ∪ C).
We note that (D1) and (D2) imply that δ is monotonic with respect to inclusion:
if A ⊆ B then δ(A) ≤ δ(B).
Proposition 10. For any finite A ⊆ X define
δ(A) =
√
〈conv(A−A), conv(A−A)〉 .
Then δ is a diversity.
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Proof. We check the axioms. If A = {x} then A−A = {0} and δ(A) = 0.
If A ⊆ B then A−A ⊆ B −B and conv(A−A) ⊆ conv(B −B). As 0 ∈ A−A we
have δ(A) ≤ δ(B) by Proposition 8 part 3. That is δ is monotonic.
If a, b ∈ A and a 6= b then conv(A − A) 6= {0} and δ(A) ≥ δ({a, b}) > 0. Suppose
that z ∈ A ∩B. By the lemma we have
(A ∪B)− (A ∪B) ⊆ (A−A) + (B −B)
which implies
conv((A ∪B)− (A ∪B)) ⊆ conv(A−A) + conv(B −B).
Hence
δ(A ∪B) = 〈conv(A ∪B −A ∪B), conv(A ∪B −A ∪B)〉1/2
≤ 〈conv(A−A) + conv(B −B), conv(A−A) + conv(B −B))〉1/2
≤ 〈conv(A−A), conv(A−A)〉1/2 + 〈conv(B −B), conv(B −B)〉1/2
= δ(A) + δ(B).
This, and the fact that δ is monotonic, implies (D2). 
5. Projecting convex bodies onto phylogenies
In this final section we present an application of set inner products to compu-
tational biology. In ecology, a niche can be defined as the set of environments
in which an organism or species can survive/prosper. One can model the niche
of a homogeneous population as a convex subset within some abstract space of
environmental parameters. We are interested in studying how niches change over
time.
A phylogeny is a tree T with leaves (degree one nodes) labelled bijectively by
species and internal nodes corresponding to ancestral species. We assume that the
tree is binary: every internal node has degree three. The phylogeny is model of
the history of speciations or splits given rise to the species in the sample.
The general problem we consider is the following: suppose we have inferred niche
information for each of the observed (leaf) species; can we infer how those niche
differences evolved over time, and can we infer anything about the niches occupied
by ancestral species?
A comprehensive answer to these questions will require models of random and
directed change based on stochastic processes together with assessment of model
and statistical uncertainty. Much of the original motivation for this paper was
setting up the machinery for such models. However we will see that set inner
products already provide a direct estimate based on a Steiner-tree problem for
ancestral niches.
We first consider a special case. Consider N species all children of a single
ancestral node. This is often called a star tree (Fig. 3). Let 〈·, ·〉 be an inner
product. We measure the distance between convex sets using the associated norm:
d(A,B) = (〈hA − hB , hA − hB〉)1/2.
Each niche is modelled by a convex body. The aim is to determine a convex body
X for the ancestral node which minimizes the total squared parsimony length of
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the tree:
N∑
i=1
d(Ai, X)
2.
A1
A2
A3
AN
X
…
…
…
Figure 3. A star tree
This problem can be solved for a general inner product space.
Proposition 11. The convex body X which minimizes
∑N
i=1 d(Ai, X)
2 is given by
X =
1
N
N∑
i=1
Ai.
Proof. This is a direct consequence of two observations. First, that g = 1N
∑N
i=1 hAi
is the unique minimizer of
min
f
N∑
i=1
‖g − hAi‖2 = min
f
N∑
i=1
〈g − hAi , g − hAi〉
on the completion of (span(H), 〈·, ·〉). Second, that g = 1N
∑N
i=1 hAi is in the convex
hull of a set of support functions, so is itself a support function for a convex body
X. 
Let T be a phylogeny with N leaves and let V (T ), L(T ), and E(T ) denote the
sets of nodes, leaves and edges of T . Let χ : L(T )→ Kn be a map from the leaves
of T to the set of convex bodies. An extension of χ is a function χ̂ : V (T )→ Kn
such that χ̂(x) = χ(x) for leaves x ∈ L(T ). The (squared parsimony) length of χ̂
is defined
(8) `(χ̂) =
∑
{x,y}:E(T )
d(χ̂(x), χ̂(y))2.
The aim is to find an extension χ̂ of minimum length.
Theorem 12. There exists a unique extension χ̂ of minimum length. For each
v ∈ V (T ) the convex body χ̂(v) can be written as a non-negative linear combination∑
x∈L(T )
λvxχ(x)
of convex bodies at the leaves (and with λxx = 1 for all x ∈ L(T )). Furthermore,
the coefficients λvx do not depend on the underlying set inner product, nor on the
map χ.
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Proof. Suppose that χ̂ is an extension with minimum length. Let v be any node in
V (T ) \ L(T ) and let a, b, c be its neighbours. we have from Proposition 11 that
(9) χ̂(v) =
1
3
(χ̂(a) + χ̂(b) + χ̂(c)).
That is χ̂ satisfies a type of Laplacian system. We will show by construction that
these equations can be simultaneously satisfied for all internal nodes.
Fix a leaf x ∈ L(T ) and direct all edges in T away from x. For any node v 6= x
we let px(v) denote the neighbor of v on the path from v to x. For each node v
define αv = 0 if v is a leaf and otherwise let αv = (3− αa − αb)−1, where a and b
are the two nodes with px(a) = px(b) = v. For each internal node v let λvx be the
product of αu over all internal nodes u on the path from v to x. We repeat this
process for all x.
First note that if v is any internal node, a, b, c are its neighbors and c = px(v)
then
1
3
(λax + λbx + λcx) =
1
3
(αaαv + αbαv + 1)λcx
=
1
3
(
αa
3− αa − αb +
αb
3− αa − αb + 1
)
λcx
= αvλcx
= λvx.
As this holds for all x we have
χ̂(v) =
1
3
(χ̂(a) + χ̂(b) + χ̂(c)).
To prove uniqueness, suppose that χ(y) = {0} for all y. Fix x and direct the
edges in the tree as above. We claim that if χ̂ satisfies (9) then χ̂(v) = {0} for
all v. To this end, we show first that χ̂(v) = αvχ̂(p(v)) for all nodes v 6= x. The
result holds trivially for all leaves x. Suppose that v has neighbors a, b, c and that
p(v) = c and that the χ̂(a) = αaχ̂(v) and χ̂(b) = αbχ̂(v). We have
χ̂(v) =
1
3
(χ̂(a) + χ̂(b) + χ̂(c)) =
1
3
(αaχ̂(v) + αbχ̂(v) + χ̂(c))
so
χ̂(v) =
1
3− αa − αb χ̂(c) = αvχ̂(c).
If v is adjacent to x then χ̂(v) = αv0, from which we have χ̂(v) = 0 for all v. 
The proof of Theorem 12 leads directly to a time optimal O(n2) time algorithm
for computing the coefficients λvx. Figure 4 shows the result of applying the algo-
rithm to a set of simple 2D convex bodies on a tree with seven leaves. The original
shapes label the leaves of the tree while the shapes giving a minimal length label
the nodes in the interior of the tree. Source code for determining the coefficients
λvx is available from the corresponding author.
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