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1 Introduction
Although the processing of an image by all-optical means is quite less com-
mon than the well-developed techniques for digital image processing [1], it
has nevertheless been around for quite a some time. At a classical level early
works demonstrated frequency transfer of an optical image from the infrared
to the visible domain [2, 3], and later from the visible to the UV domain
[4, 5], as well as parametric amplification of an UV image [6, 7], and contrast
inversion [8]. In these schemes, an optical image at a frequency ω is directly
injected into a nonlinear crystal illuminated with a strong monochromatic
pump wave at frequency ωp and the processed image is formed in the output
plane. As a result of the nonlinearity of the crystal, the input image will be,
depending on some phase matching condition, either transferred to a higher
frequency ω+ωp by simple frequency addition [2, 3, 4], or amplified by photon
down conversion [6, 7, 8]. In the latter case the amplification is accompanied
by the formation of a phase conjugated (idler) image at the complementary
frequency ωp−ω. Considering the spatial dependence of the image processing
mechanism on the position of the object in the transverse plane, the phase
matching condition will determine whether image processing will be efficient
either on a disk centered on the optical main axis of the system, or on a
ring of finite width. This latter regime is also useful for selectively amplifying
some Fourier components of a given image, leading to contrast enhancement
or inversion. A quite significant amount of work in all-optical image process-
ing operations have been performed in photorefractive media [9] including
edge enhancement [10, 11, 12], image inversion, division, differentiation and
deblurring [13, 14, 15, 16], noise suppression [17] and contrast enhancement
[18].
More recently, image processing has been considered also on a quantum
level, including the investigation of the properties of the quantum fluctua-
tions in the output image. The crucial prediction, which gave raise to rapid
developments in the emerging field of ”quantum imaging” [19, 20], was made
in the context of image amplification: whereas quantum mechanics imposes
that the phase-insensitive amplification of an image is always accompanied
by a addition of at least 3 dB extra noise to the output image [21], a phase
sensitive amplifier has a much better noise performance [22, 23]. Even more,
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noiseless image amplification, i.e. an amplification which preserves the signal-
to-noise ratio during processing, was shown, first theoretically [24, 25], and
then experimentally [26], to be possible. This technique may be applicable to
situations, in which a faint coherent signal must be amplified prior to detec-
tion. In the case of weak signals, the degradation of the signal to noise ratio
predicted by quantum mechanics in the case of phase insensitive amplifica-
tion might irremediably destroy the information encoded in the image. Most
of the quantum states,
In this chapter we consider the use of second harmonic generation for all-
optical processing of images. From the point of view of the crystal nonlineari-
ties one distinguishes between type-I and type II. second harmonic generation
. In the simplest situation, type I refers to the case where two fields with the
same polarization and the same fundamental frequency ω combine to yield a
second harmonic field at frequency (2ω). In type-II two linearly orthogonally
polarized fields with fundamental frequency ω are injected in the nonlinear
crystal leading to a second harmonic field at frequency 2ω.
On one hand here we will address from a classical point of view the situ-
ation in which the nonlinear crystals is placed inside a optical cavity rather
in the more common propagation configuration. The fundamental difference
is the existence of instability thresholds which, if used appropriately, allow
for a nonlinear processing of the image. For example, considering intracavity
type-II second harmonic generation inside planar cavity where all the fields
are resonant, it is possible to selectively enhance the contrast of part of an
image or to detect its contour [27]. This will be discussed in section 2. On the
other hand in sections 3 and 4 we will consider the quantum imaging prop-
erties of second harmonic generation in the propagation configuration. The
first of these sections is devoted to type-I, while the second one is devoted to
type-II where the polarization degree of freedom allows for a larger variety
of possible operations.
2 Image processing in second harmonic generation at a
classical level
In this section we consider a crystal with a χ(2) nonlinearity enclosed in an
optical cavity, taken ideally to be a planar cavity and we will assume type II
phase matching as sketched in Fig 1. A second-harmonic (SH) field will be
generated if the cavity is pumped at two orthogonal polarizations x and y.
In the paraxial and mean field approximation the system can be described
by the following set of equations, [27, 28, 29, 30, 31]
∂tB = −(1 + ıδB)B + ı
2
∇2⊥B + ıAxAy (1)
∂tAx = −(1 + ıδA)Ax + ı∇2⊥Ax − ıA∗yB + Ex (2)
∂tAy = −(1 + ıδA)Ay + ı∇2⊥Ay − ıA∗xB + Ey (3)
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which govern the temporal evolution of the intracavity field envelopes Ax and
Ay at the fundamental frequency ω with linear polarization x and y and B at
the second harmonic frequency 2ω, polarized along the y axis. δA and δB are
the detunings at the fundamental and second harmonic frequencies respec-
tively. Times are expressed in units of the cavity decay time and lengths in
units of the diffraction length and the diffraction is taken in account thorough
the transverse Laplacian ∇2⊥. The pumping amplitudes Ex and Ey in each
linear polarization state are chosen such that an image is injected with the x
polarization while an homogeneous field is inserted in the y polarization.
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Fig. 1. Scheme of an optical device based on intracavity type-II second harmonic
generation.The nonlinear crystal is enclosed in a plane mirror cavity.
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Fig. 2. Second harmonic generation for asymmetric pumping. Steady state intra-
cavity field amplitudes as a function of Ex, for Ey = 5, δA = 1 and δB = 0. The
vertical dashed line corresponds to the symmetric pumping Ex = Ey
The study of the steady-state solution of Eqs.(1)-(3) for homogeneous
pumps provides valuable insight into the relevant properties of the system
that will be used for image processing. For pumps homogeneous in the trans-
verse plane, Ex and Ey can be taken as real fields without loss of general-
ity. Typically, Eqs. (1)-(3) have been considered for the case of symmetrical
pumping Ex = Ey , which maximizes the production of second harmonic. In
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such case the homogeneous stationary steady state becomes unstable for a
pump above the critical value [28, 29, 30, 31, 32]:
|Eas|2 = 2(1 + δ2B)1/2(1 + δ2A)3/2 + 2(1 + δ2A)(1 − δAδB).
The system evolves to an homogeneous state for which |Ax| and |Ay| are
different, so the intracavity field polarization is no longer the same as the
pump (polarization instability). Because of the symmetry of the system two
equivalent but different states can exist, one with a large value of |Ax| and a
low value of |Ay| and the otherwise one [27, 28, 29].
For asymmetric homogeneous pumping Ex 6= Ey the homogeneous steady
state for |Ay| is given by the solution of the polynomial
∆A|Ay|10 + [4(1− δb)∆A − |Ey|2]|Ay |8
+ 2[∆AQ+∆AB(|Ex|2 − 2|Ey|2)]|Ay |6
+ 2[2∆2A∆
2
B∆AB −Q|Ey|2 − 2∆2AB|Ex|2]|Ay|4
+ [∆3A∆
2
B + 2∆A∆B∆AB(|Ex|2 − 2|Ey|2)]|Ay|2
− ∆2A∆2B|Ey |2 = 0. (4)
where ∆A = 1 + δ
2
A, ∆B = 1 + δ
2
B, ∆AB = 1 − δAδB and Q = (δA + δB)2 +
3∆2AB. Once |Ay| is known, |Ax| and |B| are given by
|Ax|2 = ∆B |Ex|
2
|Ay|2 + 2∆AB|Ay|+∆A∆B
|B|2 = |Ax|
2|Ay|2
∆B
(5)
Fig.2 shows the typical dependence of the stationary solutions for the
intracavity fields |Ax|, |Ay | and |B| on |Ex| when Ey = 5. For small |Ex|,
the functions Ax(Ex) and B(Ex) take small values while Ay(Ex) is large and
close to Ey/(1 + iδA). All of them are single valued. When |Ex| approaches
|Ey| the system displays bistability. Ax(Ex) and Ay(Ex) become S shaped
and B(Ex) closes over itself. For large |Ex| all the functions become again
single valued but now Ax(Ex)≫ Ay(Ex). The existence of three steady-state
solutions of Eqs. (1)-(3) in a region of finite width centered on |Ex| = |Ey|
is closely related to the polarization instability occurring in the symmetrical
pumping case. If fact,this S shape can be observed only if |Ey | > |Eas|
In the following we consider the effects produced on an image inserted
in the system as spatial variations in the intensity of the x-polarized pump
field along with an homogeneous pump Ey. Varying the amplitude of the
homogeneous pump it is possible to achieve different regimes of operation.
In a first regime the image can be transferred from the fundamental to the
second harmonic. In a second regime it is possible to enhance its contrast
and to detect the contour of the image [27]. Furthermore, it is also possible
to filter noise eventually present in the image. For simplicity Ex and Ey are
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taken as real fields except when noise is considered. Here we will consider
only the case of an ideal cavity with flat mirrors which is resonant with both
fundamental fields and with the second harmonic field. Similar operations
can be performed using cavities with spherical mirrors or where only the
fundamental fields are resonant as discussed in Ref. [33].
2.1 Frequency up-conversion of an image
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Fig. 3. Geometrical construction to illustrate the frequency transfer regime. On
the left we plot the stationary amplitude of the intracavity fields for homogeneous
asymmetric pumping as a function of Ex for Ey = 5 ( δB = 0, δA = 1, and
Eas = 3.10755). On the right we plot the response of the system to a simple
image (sketched on the far right) where Ex takes only the values E0 and E1 with
E0 < E1 < Ey.
We consider the injection of an image, that is, the amplitude of the x-
polarized signal |Ex(x)| is a function of the transverse coordinate x. At a
given position x the intracavity fields Ax,y(x) and B(x) tend to take the sta-
tionary values shown in Fig.2 as if the pumps where homogeneous, despite
of the spatial coupling caused by diffraction. Diffraction becomes relevant for
image details on the scale of the diffraction length. Figure 3 shows an sketch
for a very simple 1-dimensional image where |Ex| takes only two values. If
|Ex(x)| remains well below |Ey |, Ax(x) never leaves the lower branch of the
curve Ax(Ex), so |Ax| reproduces the spatial distribution of the input im-
age |Ex|(x). The output at the SH frequency B(x) also reproduces |Ex(x)|.
Therefore intracavity type II SHG allows an input image to be transferred
from the fundamental to the SH frequency. In addition, polarization switch-
ing is performed, since the image encoded in |Ex| and the SH field B have
orthogonal polarizations. As a side effect, the input image appears in neg-
ative as a weak modulation of Ay around Ey/(1 + ıδA). This procedure is
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Fig. 4. Frequency transfer. The left column shows (from top to bottom) the spatial
distribution of amplitude input field Ex, and the amplitude of the intracavity fields
|Ax|, |Ay | and |B|. In all the figures of the manuscript, except if otherwise noted,
the grey scale of goes from the minimum (white) to the maximum (black) of each
field. The right column shows a transversal cut of the fields along the dashed line
on the top left panel. We have considered Ey = 5.5 (shown as dashed line on the
top right panel).
illustrated in Fig.4 in a more realistic two dimensional image. In this im-
age can be seen that as an effect of the diffraction the edges of the image
are soften. The image in the intracavity and second harmonic fields can be
considered as the union of two different stationary states and the oscillatory
tails of the front connecting the two states induce some distortion near the
border. Nevertheless the image is quite well reproduced as seen in Fig.4.
2.2 Contrast enhancement and contour recognition
Now we will consider the case in which the amplitude of the signal locally
exceeds |Ey |. In this case the multivalued dependence of Ax(Ex), Ay(Ex) and
B(Ex) comes into play as is shown in Fig.5. If E1 is larger than the upper
end of the hysteresis cycle and E0 is smaller than the lower end, Ax(Ex(x))
has to jump from the lower to the upper branch, while Ay(Ex(x)) has to
jump from the upper to the lower branch. This will give rise to a sharp
spatial variation of Ax and Ay. In fact for vanishing intracavity fields as
initial condition, it is not necessary to fully cross the hysteresis cycle to
have a jump. With those initial conditions where |Ex| < |Ey | the system
locally selects the steady state solution with a small value for |Ax| and a
large value for |Ay |, while it selects the steady state with large |Ax| and
small |Ay| where |Ex| > |Ey|. Therefore, the reference value |Ey | plays in
fact the role of an effective threshold and the jump already occurs if |Ex|
crosses |Ey| as sketched in Fig.5. In the region where |Ex(x)| is larger than
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Fig. 5. Geometrical construction to illustrate the contrast enhancement and con-
tour recognition regime similar to Fig. 3 but with E0 < Ey < E1.
Fig. 6. Contrast enhancement and contour recognition. The left column shows
(from top to bottom) the spatial distribution of amplitude of the input image |Ex|,
and the amplitude of the intracavity fields |Ax|, |Ay| and |B|. The gray scale of
goes from the minimum (white) to the maximum (black) of each field. The right
column shows a transversal cut of the fields. We have considered |Ey | = 5.
the reference level |Ey|, |Ax| has a large value compared with the zones where
|Ex(x)| < |Ey|; so the contrast in this field appears enhanced with respect to
the contrast in the input fields (Fig.5). The amplitude |Ay| takes lower values
where |Ex| < |Ey| leading to an image which is inverted with respect to the
input (Fig.5). At the border between the regions |Ex| > |Ey| and |Ex| < |Ey|
the second harmonic field B displays a sharp peak, since locally |Ax| ≃ |Ay |;
i.e. the system goes trough the symmetric steady-sate solution characterized
by a higher intracavity second harmonic field than the asymmetric stable
ones. As a consequence the second harmonic field displays the contour of the
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input image Fig.5. These effects are shown for two dimensional input image
in Fig.6. Image processing is slightly affected by diffraction effects in two
dimensions, which tends to smooth out sharp angles in the input image and
sets a minimum contrast below which no contrast enhancement can occur.
It should be emphasized that the previous results show that for a given
image different processing capabilities are possible tuning the amplitude of
the homogeneous field |Ey|. This is even more interesting when considering
images which are composed of many levels of intensity, as in a gray scale
image. In that sense, if the homogeneous pump |Ey | is set to a value larger
than |Ex(x)| for any x then the frequency transfer process will take place and
the whole image will be displayed by the second harmonic frequency field
B(x). If |Ey| is decreased, then the parts of the image where |Ex(x)| > |Ey|
will undergo a contrast enhancement process.
2.3 Noise filtering properties
Fig. 7. Noise filtering in the frequency transfer regime. The left column shows
(from top to bottom) the spatial distribution of amplitude of the input image |Ex|,
and the amplitude of the intracavity fields |Ax|, |Ay| and |B|. The gray scale of
goes from the minimum (white) to the maximum (black) of each field. The right
column shows a transversal cut of the fields. We have considered |Ey | = 5.
Another interesting effect arises when the image inserted is superimposed
with a complex random field, creating a noisy image both in intensity and
phase. In this case the system shows noise filtering properties, and the images
at the fundamental and second harmonic fields have a lower noise level than
the input image. The noise filtering effect arises as an interplay between
the diffraction and the nonlinear interaction which filters out all the high
spatial frequency components of the input image are dissipated trough the
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Fig. 8. Noise filtering in the contrast enhancement regime. The left column shows
(from top to bottom) the spatial distribution of amplitude of the input image |Ex|,
and the amplitude of the intracavity fields |Ax|, |Ay| and |B|. The gray scale of
goes from the minimum (white) to the maximum (black) of each field. The right
column shows a transversal cut of the fields. We have considered |Ey | = 5.5.
cavity losses. Therefore the small scale fluctuations associated to noise are
effectively removed [27]. It appears both in the frequency transfer regime and
in the contour recognition regime but it is more effective in the second case,
when the nonlinearities play a more important role and the contrast of the
image is enhanced, as can be seen from Figs. 7 and 8.
3 Quantum image processing in type-I second-harmonic
generation
The treatment in the previous section was fully classical. In this and the in the
next section we will explore the possibilities offered by second harmonic gen-
eration for image processing from a quantum point of view. We will consider
a traveling wave configuration since this case we will be able to separate the
classically strong fields form the (weak) quantum fluctuations for which we
will obtain linearized propagation equations. In this section we will consider
the simpler case of a type-I interaction where the fundamental field has only
one relevant polarization direction while in the next section we will address
the type II case where the polarization degree of freedom of the fundamental
fields play an important role. In the following subsections we address the dy-
namics of the field operators, obtain the propagation equations and explore
its results for different configurations.
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3.1 Field operator dynamics
We follow a procedure similar to the one used in Ref. [25] for the OPA. The
main difference that for an OPA it is generally justified to work in a classi-
cal approximation for the pump second-harmonic field since it is undepleted.
In SHG, pump depletion cannot be neglected and both fundamental and
second-harmonic field have to be treated simultaneously as quantum fields
[34]. This section is divided in two parts, we first deduce the nonlinear propa-
gation equations for the operators associated to the fundamental and second
harmonic fields and then we linearize the quantum fluctuations around the
nonlinear classical fields.
A. Propagation equations
We will begin by defining the slowly varying photon annihilation operators
for the fundamental and second harmonic field AF (z,ρ, t) and AS(z,ρ, t)
from the positive frequency part of the electric field,
E
(+)
i (z,ρ, t) = ıξi
√
~ωi
2ǫ0c
exp[ı(kiz − ωit)]Ai(z,ρ, t) , (6)
for i = F, S. The wave numbers of fundamental and second-harmonic waves
in the nonlinear medium, kF and kS , depend on the wave frequency trough
the dispersion relation ω = ω(k). In Eqs. (6) the prefactors
ξi =
u(ki)v(ki)
c2 cos ρ(ki)
(7)
involve the group velocity u(ki), the phase velocity v(ki) and some generalized
anisotropy angle ρ(ki). They describe the strength of the electric field in
the medium, as compared to that in the vacuum. z is the coordinate on
the longitudinal axis, which is defined as the beam axis, and ρ is the two
dimensional coordinate vector in the transverse plane.
The dynamics of these two fields in a χ(2) nonlinear crystal are described
by the Hamiltonian operator [25, 34]:
Hˆint = Hˆ0,F + Hˆ0,S + Hˆint (8)
in which Hˆ0,F and Hˆ0,S are the free field Hamiltonians for the fundamental
and second-harmonic field in the medium, whereas Hˆint describes the inter-
action between the two fields generated by the nonlinearity of the crystal. In
terms of the slowly varying operators Ai(z,ρ, t), the free-field Hamiltonians
are given by [25]
Hˆ0,i =
~ωi
c
∫
V
dzd2ρA†i (z,ρ, t)Ai(z,ρ, t) (9)
Optical image processing in second-harmonic generation 11
where space integration is extended to the whole volume of the crystal. The
expectation value 〈A†i (z,ρ, t)Ai(z,ρ, t)〉 can be interpreted as the energy den-
sity per unit volume, scaled by a factor ~ωi/c. The interaction part Hˆint
describes the three-wave interaction, which, under the usual assumption of
a instantaneous and local nonlinear response of the medium [35], is given in
terms of terms of the slowly varying field operators by
Hˆint = ı~λ
∫
V
dzd2ρ
[
eı∆kzA†S(z,ρ, t)A2F (z,ρ, t)
−e−ı∆kzAS(z,ρ, t)A†2F (z,ρ, t)
]
(10)
where ~λ = χ(2)(~/2ǫ0c)
3/2ξ2F ξS
√
ω2FωS and ∆k = 2kF − kS is the collinear
phase mismatch. Hˆint is the sum of two contributions: the first term in
Eq.(10) is responsible for second-harmonic generation while the second for
photon down-conversion. The dynamics of the two field operators are de-
scribed by the Heisenberg equations, which for the Hamiltonian defined by
Eqs. (9) and (10) are:
∂tAF (z,ρ, t) = ıωFAF (z,ρ, t)
−ıωF
∫
V
dz′d2ρ′GF (z − z′,ρ− ρ′)AF (z′,ρ′, t) (11)
−2cλ
∫
V
dz′d2ρ′GF (z − z′,ρ− ρ′)e−ı∆kz′AS(z′,ρ′, t)A†F (z′,ρ′, t)
∂tAS(z,ρ, t) = ıωSAS(z,ρ, t)
−ıωS
∫
V
dz′d2ρ′GS(z − z′,ρ− ρ′)AS(z′,ρ′, t) (12)
−2cλ
∫
V
dz′d2ρ′GF (z − z′,ρ− ρ′)e−ı∆kz′A2F (z′,ρ′, t)
where
Gi(z − z′,ρ− ρ′) =
∫
dkzd
2q
(2π)3
ω(
√
k2z + q
2)
ωi
eı(kz−ki)(z−z
′)+ıq(ρ−ρ′) . (13)
It is helpful to work with operators in Fourier space rather than in real space:
Aσ(z, q, Ω) =
∫
d2ρe−ıq·ρ
∫
dteıΩ .tAσ(z,ρ, t) (14)
To separate the effects of free propagation through the crystal form the non-
linear effects is convenient to define for each field a propagation-corrected
Fourier amplitude
Aˆi(z, q, Ω) = ξi
√
ni exp{−ı[kzi (q, Ω)− ki]z}Ai(z, q, Ω) (15)
where kzi (q, Ω) =
√
k(ωi +Ω)2 − q2, is the longitudinal wave number of a
wave with frequency ωi +Ω and transverse vector q. The exponential phase
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factor in Eq. (14) is chosen to absorb in the free propagation case the exact
z dependence of the wave associated to the field operator Aˆi(z, q, Ω). The
prefactor ξi
√
ni =
√
ui/c, with ui defined as the group velocity of a wave
with frequency ωi, allows to identify 〈Aˆ†i (z,ρ, t)Aˆi(z,ρ, t)〉 with the mean
photon flux density in the medium in (photons/cm2/sec).
In the standard paraxial (|q| ≪ kzσ(q, Ω)) and quasimonochromatic (Ω ≪
ωσ) approximation and under the assumption of slow z dependence of the field
operators, it can be shown that the propagation-corrected Fourier amplitudes
obey the following set of propagation equations [34]:
∂
∂z
AˆF (z, q, Ω) = −2K
∫
d2q′dΩ′Aˆ†F (z, q
′, Ω′)AˆS(z, q + q
′, Ω +Ω′) (16)
× exp{ı[kzS(q + q′, Ω +Ω′)− kzF (q, Ω)− kzF (q′, Ω′)]z}
∂
∂z
AˆS(z, q, Ω) = +K
∫
d2q′dΩ′AˆF (z, q
′, Ω′)AˆF (z, q − q′, Ω −Ω′) (17)
× exp{ı[kzF (q′, Ω′) + kzF (q − q′, Ω −Ω′)− kzS(q, Ω)]z}
where K = (2π)−3
√
c3/u2FuSλ is the coupling constant of the interaction.
These nonlinearly coupled differential-operator equations describe the prop-
agation of the fundamental and second-harmonic field through the nonlinear
medium. The right-hand side represent a sum over all three wave processes
that are able to generate a fundamental and a second harmonic wave, re-
spectively with transverse wavevector q and frequency Ω under the physical
constraints of momentum and energy conservation. These equations gener-
alize the propagation equations derived in [36] and [37] for a single mode
case.
By solving Eqs. (16) and (17) one can obtain the functional dependence
of the fields at the output plane with the fields at the input one. In principle,
this allows to calculate the output of the system for an arbitrary quantum-
mechanical state of the electromagnetic field illuminating the crystal. How-
ever, due to the nonlinear character of the equations some approximations
are needed to solve them, as described bellow.
B. Two-field input-output relations
We consider now a situation suitable for image-processing problems: we as-
sume the field distribution in the input plane of the crystal as given by the
superposition of a strong homogeneous pump field at frequency ω and a weak
cohrent signal at 2ω with some space-time distribution corresponding to an
imput image. We consider that at any point inside the crystal the funda-
mental field generated by the imput signal remains weak with respect to
the depleted pump field. Following [36] and [37] we write the propagation-
corrected field operators associated with fundamental and second-harmonic
field as
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AˆF (z.q, Ω) = c˜F (z)δ
(2)(q)δ(Ω) + aˆF (z, q, Ω) (18)
AˆS(z.q, Ω) = c˜S(z)δ
(2)(q)δ(Ω) + aˆS(z, q, Ω) (19)
where c˜F (z) and c˜S(z) are the amplitudes of the strong monochromatic
waves at frequencies ω and 2ω generated by the pump inside the crystal
which, for simplification, are considered in the plane-wave approximation,
and aˆF (z, q, Ω) and aˆS(z, q, Ω) are the quantum field operators associated
with the two fields. These take into account the propagation of any field dis-
tribution injected into the crystal in addition to the strong pump field. In
particular, they encode the propagation of the vacuum fluctuations entering
the crystal trough the input plane, which are responsible for the quantum
fluctuations in the output fields, as analyzed in [36, 37]. Substituting Eqs.
(18) and (19) in Eqs. (16) and (17) we obtain at zero order
d
dz
c˜F (z) = −2Kc˜∗F (z)c˜S(z)e−ı∆kz (20)
d
dz
c˜S(z) = Kc˜
2
F (z)e
ı∆kz , (21)
which are the classical propagation equations of nonlinear optics. The total
power W is conserved |c˜F (z)|2 + 2|c˜S(z)|2 = |c˜F (0)|2 + 2|c˜S(0)|2 = W in
correspondence with the conservation of energy flow in the lossless crystal
(Manley-Rowe relation). Introducing the dimensionless characteristic inter-
action length z0 = 1/
√
2WK and scaling the space as ζ = z/z0 and the field
amplitudes as cF (z) = c˜F (z)/
√
W and cS(z) = c˜S(z)/
√
W/2 one gets
d
dζ
cF (ζ) = −c∗F (ζ)cS(ζ)e−ı∆sζ (22)
d
dζ
cS(ζ) = c
2
F (ζ)e
ı∆sζ , (23)
where ∆s = ∆kz0. These equations can be solved analytically [47]. At first
order one obtains
∂
∂ζ
aˆF (ζ, q, Ω) = −cS(ζ)aˆ†F (ζ,−q,−Ω)e−ı∆(q,Ω)ζ
−
√
2c∗F (ζ)aˆS(ζ, q, Ω)e
ıD(q,Ω)ζ (24)
∂
∂ζ
aˆS(ζ, q, Ω) =
√
2cF (ζ)aˆF (ζ, q, Ω)e
ıD(q,Ω)ζ (25)
Eqs. (24) and (25) involve two different dimensionless phase-mismatch func-
tions,
∆(q, Ω) = [kzF (q, Ω) + k
z
F (−q,−Ω)− kS ]z0 (26)
D(q, Ω) = [kzF (q, Ω) + kF − kzS(q, Ω)]z0. (27)
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We should notice that, in the perfect phase-matched case the linearized-
fluctuation analysis predicts that for large interaction lengths the fundamen-
tal field should evolve to a perfect squeezed vacuum [37]. This is in contradic-
tion with the linearization requirement that at frequency ω the amplitude of
the fluctuations should be smaller than the mean value of the of the field [38].
Comparing the predictions of the linearized analysis for traveling wave SHG
with the stochastic integration of the full nonlinear propagation equations
obtained in the positive P representation [38, 39, 40], the approximation can
be considered valid for interaction lengths ζ . 4 for the quantities considered
here [34].
The different terms in Eqs. (24) and (25) have a clear physical interpreta-
tion: The first term in the rhs of Eq. 24 reflects the splitting inside the crystal
of photons of the strong homogeneous second-harmonic wave generated by
the pump into two fundamental photons with opposite frequency offsets Ω
and −Ω and transverse wave vectors q and −q. This process (which we
call Process I) generates a coupling between the amplitudes aˆF (z, q, Ω) and
aˆ†F (z, q, Ω). The second term in the rhs of Eq. (24) describes the frequency
down-conversion of a second-harmonic wave with (q, Ω), into a fundamental
wave with (q, Ω) which translates into a coupling between the field oper-
ators aˆF (z, q, Ω) and aˆS(z, q, Ω) (Process II). Energy conservation implies
that this frequency-changing process occurs under the radiation of a funda-
mental pump photon. The reverse process (Process III) acts as a source of
second-harmonic photons and corresponds to the rhs of Eq.(25). A large phase
mismatch results in fast spatial oscillations of the source term, what reduces
the efficiency of a particular process. Therefore Process I will be important
provided for ∆(q, Ω)ζ ≪ 1, whereas processes II and III will be efficient
for D(q, Ω)ζ ≪ 1. In the paraxial and monochromatic approximation the
longitudinal wavenumber can be written as
kzi (q, Ω) = ki +
[
ωin
′
i
c
+
ki
ωi
]
Ω +
k′′i
2
Ω2 − q
2
2ki
, (28)
where k′′i = ∂
2k/∂ω2 and n′i = ∂n/∂ω evaluated at ω = ωi. Then [46]
∆(q, Ω) = ∆s+ sign(k′′F )
Ω2
Ω22
− q
2
q22
, (29)
D(q, Ω) = ∆s− Ω
Ω1
+ sign(k′′F )
Ω2
4Ω22
− 1
4
(
1− ∆k
2kF
)
q2
q22
, (30)
where q2 =
√
kF /z0, Ω1 =
(
ω
c (2n
′
S − n′F )z0
)−1
and Ω2 = (| k′′F | z0)−1/2.
It is convenient to introduce a vectorlike notation by defining [46]
a(z, q, Ω) =
(
aˆF (z, q, Ω)
aˆS(z, q, Ω)
)
;a†(z, q, Ω) =
(
aˆ†F (z, q, Ω)
aˆ†S(z, q, Ω)
)
. (31)
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The solution of Eqs. (24) and (25) can be expressed in the form of a compact
input-output transformation which connects the field operators at the exit
plane of the crystal with those at the input plane
aˆi(z, q, Ω) = U i(z, q, Ω) · a(0, q, Ω) + V i(z, q, Ω) · a†(0,−q,−Ω) . (32)
This transformation involves 8 complex coefficients: the components the
vectors UF = (UFF , UFS), US = (USF , USS), V F = (VFF , VFS) and
V S = (VSF , VSS). They that can be determined by solving the propagation
equations.
Analytical expressions for the coefficients of the input-output transfor-
mation Eqs. (32) were obtained in [37] for q = 0 and Ω = 0. In the general
case, however, no analytical solution is known, so the coefficients have to be
determined by numerical integration of Eqs.(24) and (25)
3.2 Quantum image processing
We consider an optical device represented in Fig.9: the χ(2)-nonlinear crystal
pumped at a frequency ω enclosed in a two-lens telescopic system. The field
distribution injected into the NL crystal will be the spatial Fourier transform
of the original image. After processing, another lens will perform the back-
transformation into real space. This two-lens imaging configuration maps any
points of object and image plane onto a plane wave with a given transverse
wave vector. This configuration is similar to the one based on parametric
down conversion used in [41, 42]. In terms of image processing, we consider an
input image at second harmonic frequency 2ω. This optical device is expected
to deliver a pair of symmetric amplified versions of the input image at both
fundamental and second-harmonic frequency [34].
?(2) nonlinear crystal Object plane Image plane 
L? L’?
y?
x?
z?
Pump (???
Input (2???
Output (??? Output (2???
f? f? f?
Fig. 9. Scheme of an optical device based on second harmonic generation. The
nonlinear crystal, pumped at frequency ω, is enclosed in a two-lens telescopic sys-
tem. In the output plane of the crystal, a pupil of finite with represents the finite
spatial bandwidth of the system.
We will discuss the results in terms of plane waves with given wave vectors,
since the telescopic system converts these wave vectors into positions in the
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transverse plane. Furthermore, we will assume the temporal evolution of the
input image to be slow and put Ω → 0 for the calculation of the output
images.
The nonlinear crystal is pumped only at a frequency ω. Considering a
vanishing collinear phase mismatch ∆k = 0, Eqs. (22) and (23) lead to
c˜F (ζ) = e
ıφ
(0)
F sech(ζ) (33)
c˜S(ζ) = e
ıφ
(0)
F tanh(ζ) (34)
where φ
(0)
F is the phase of the pump field.
The input signal at frequency 2ω is described by a coherent state |αin〉
characterized by a complex amplitude αin(q, Ω). With respect to the fre-
quency ω, |αin〉 is assumed to be in the vacuum state. Therefore we have
aˆS(0, q, Ω)|αin〉 = αin(q, Ω)|αin〉
aˆF (0, q, Ω)|αin〉 = 0 (35)
In parametric down-conversion according to the symmetry properties of
αin(q, Ω) one distinguishes between a phase-insensitive regime, which cor-
responds to an input signal confined to one half of the object plane of
the optical device (αin(q, Ω) = 0 for qy < 0) [19], and the phase sensi-
tive regime, which refers to the case of symmetrical input signal, i.e. when
αin(q, Ω) = αin(−q,−Ω) [42]. In the following we discuss these two regimes
for the SHG system.
A. Phase-insensitive configuration
The input-output transformations given by Eqs. (32) For the input defined
by Eq. (35) the input-output transformations (32) one obtains that the fun-
damental output field is given by
〈aˆ†F (ζ, q, Ω)aˆF (ζ, q, Ω)〉 = (2π)3δ(3)(0)(|VFF (ζ, q, Ω)|2 + |VFS(ζ, q, Ω)|2)
+|UFS(ζ, q, Ω)|2|αin(q, Ω)|2 + |VFS(ζ, q, Ω)|2|αin(−q,−Ω)|2 (36)
which indeed is independent on the phase of the input signal. Four differ-
ent contributions can be distinguished: the first two terms on the rhs of Eq.
(36) are independent of the strength of the input wave and correspond to
spontaneous parametric fluorescence, which takes place in the crystal even
in the absence of any coherent input signal. The two other contributions are
proportional to the intensity of the input wave at (q, Ω) and (−q,−Ω), re-
spectively. Because of the particular injection scheme considered here, for a
given wave vector q at which the output is considered, only one of these two
terms is nonvanishing. For an object confined to the upper part of the object
plane, at the output one obtains two output images. One confined to the
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upper output plane is an amplified version of the input image and has an
intensity given by |UFS(ζ, q, Ω)|2|αin(q, Ω)|2. The other is confined to the
lower output plane with an intensity given by |VFS(ζ, q, Ω)|2|αin(−q,−Ω)|2
and corresponds to a reversed amplified version of the input image. The phys-
ical underlying mechanism is Process I, second-harmonic photons generated
by the strong pump wave inside the crystal decay into pairs of fundamental
twin photons propagating in opposite directions [19].
The second-harmonic output intensity is given by a similar
〈aˆ†S(ζ, q, Ω)aˆS(ζ, q, Ω)〉 = (2π)3δ(3)(0)(|VSF (ζ, q, Ω)|2 + |VSS(ζ, q, Ω)|2)
+|USS(ζ, q, Ω)|2|αin(q, Ω)|2 + |VSS(ζ, q, Ω)|2|αin(−q,−Ω)|2 (37)
The second-harmonic output also displays both and amplified and a phase-
conjugate-amplified version of the input image. Here the underlying mecha-
nism is different, it is not the simultaneous generation of two second-harmonic
waves with opposite wave vectors and frequency offsets rather than the fre-
quency up conversion of two fundamental photons (Process III).
The efficiency of these mechanisms can be quantified defining for each
of the four output images a local phase insensitive gain as the ratio of the
intensity of the output wave to the intensity input wave |αin(q, Ω)|2. Con-
sidering a pupil of finite aperture and adequate dimensions located at the
output plane of the crystal then the output intensities due to spontaneous
processes can be neglected [41]. In this situation the gains are given by
GF (ζ,+q,+Ω) =
〈aˆ†F (ζ,+q,+Ω)aˆF (ζ,+q,+Ω)〉
|αin(q, Ω)|2 = |UFS(ζ, q, Ω)|
2 (38)
GF (ζ,−q,−Ω) = 〈aˆ
†
F (ζ,−q,−Ω)aˆF (ζ,−q,−Ω)〉
|αin(q, Ω)|2 = |VFS(ζ, q, Ω)|
2 (39)
GS(ζ,+q,+Ω) =
〈aˆ†S(ζ,+q,+Ω)aˆS(ζ,+q,+Ω)〉
|αin(q, Ω)|2 = |USS(ζ, q, Ω)|
2 (40)
GS(ζ,−q,−Ω) = 〈aˆ
†
S(ζ,−q,−Ω)aˆS(ζ,−q,−Ω)〉
|αin(q, Ω)|2 = |VSS(ζ, q, Ω)|
2 (41)
Fig. 10 shows the phase-insensitive gains as functions of the interaction
length inside the crystal. At the input plane we have GF (ζ = 0,+q,+Ω) =
GF (ζ = 0,−q,−Ω) = GS(ζ = 0,−q,−Ω) = 0 and GS(ζ = 0,+q,+Ω) = 1,
which simply identifies the chosen input. Increasing the interaction length,
GS(ζ,+q,+Ω) decreases and GF (ζ,+q,+Ω) increases while GF (ζ,−q,−Ω)
and GS(ζ,−q,−Ω) remain very small. At small interaction length Process II
is dominant. At ζ ≃ 1.4, the injected second-harmonic signal is fully down-
converted. Further increase of the interaction length leads to a second step in
the signal processing, which, for small wave numbers (solid lines in Fig. 10), is
characterized by a rapid and symmetric growth of both the fundamental gains
at +q and −q. This is the manifestation of the photon down-conversion Pro-
cess I. This region of the crystal acts mainly as an OPA with a z-dependent
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pump. However, the presence of a weak residual pump field at frequency ω
allows to a partial frequency up-conversion of the amplified waves at fun-
damental frequency through Process III. This mechanism is responsible of a
slow increase of the gains at +q and −q when increasing interaction length,
and leads to the formation of the two phase-conjugate output images at the
second-harmonic frequency.
Fig. 10. Phase-insensitive gains as a function of the interaction length ζ for waves
with Ω = 0 and different wave numbers: q = 0.5 (solid line), q = 1.2 (dashed line),
and q = 1.6 (dotted line) (in units of q2 =
p
kF /z0. The symbols I, II and III
refer to the corresponding dominant elementary process. Process III’ is the same
as process III but with q replaced by −q
Due to diffraction, which is encoded in the dependence of the phase mis-
match functionsD(q, Ω) and∆(q, Ω) on q andΩ, the gains at high transverse
wave number will be reduced and for q >
√
2 the input signal is no longer
amplified; it rather has a oscillatory behavior as function of the interaction
length [34, 43]. Therefore only a finite disk-shaped portion of the input image
centered on the beam axis will be efficiently processed [34] similarly to what
happens in a perfect-matched OPA [19].
B. Phase-sensitive configuration
We consider here a symmetrical input image αin(−q,−Ω) = αin(q, Ω). For
static signals, this translates into a symmetry of the input image with re-
spect to the beam axis. In the case of the OPA, it is well known for this
symmetric images, the output is the result of the coherent superposition of
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both twin waves produced in an elementary down-conversion process [44].
The amplification is, therefore, phase sensitive, which is one of the requi-
sites for amplifying an image without deteriorating its signal-to-noise ratio
[24, 42, 45].
When the image inserted in the SHG system is symmetric with respect
to the beam axis the output images at each frequency will display the same
symmetry. Under the same assumptions than for the phase-insensitive case,
the ratio of the intensity in a given portion of each output image to the one
in the corresponding part of the input image defines the gains
G
(φin)
F (ζ, q, Ω) = |UFS(ζ, q, Ω)eıφin + VFS(ζ, q, Ω)e−ıφin |2 , (42)
G
(φin)
S (ζ, q, Ω) = |USS(ζ, q, Ω)eıφin + VSS(ζ, q, Ω)e−ıφin |2 , (43)
which both depend on the phase of the input signal φin. For simplicity,
we only consider input images with an homogeneous phase αin(q, Ω) =
|αin(q, Ω)|eıφin .
Fig. 11 shows the phase dependence of the gains for different transverse
wave numbers (which in the telescopic system correspond to different regions
of the transverse plane). On the optical axis (q = 0), both gains reach maxi-
mum values for φin = π/2 + nπ and minumum at φin = nπ [34]. For off-axis
regions of the transverse plane, one observes a shift in the position of the
maximum and minimum gains (dashed and dotted lines in Fig. 11). This
implies that for an input image with an homogeneous phase, the maximal
gain condition can only be satisfied at one point of the transverse plane.
However, it should be possible to compensate this through a displacement of
the nonlinear crystal with respect to the lenses, which amounts to superpos-
ing a parabolic phase profile to the overall phase of the input image, as was
considered for the OPA in Ref. [42].
Fig. 11. Phase-sensitive gains for fundamental (a) and second harmonic (b) fields
as a function of the phase of the input signal (in radians) for different values of the
transverse wave number q = 0 (solid line) q = 1 (dashed line) and q = 1.4 (dotted
line). Interaction length ζ = 3.32
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The effect of diffraction is similar to the phase-insensitive case, the image
processing will be efficient within a region of finite with centered on the
beam axis, whereas outside this region, the nonlinear crystal will behave as
a transparent medium [34].
Now we address the noise properties of the system we are considering,
which are determined by the quantum fluctuations of the output fields. We
first define for the fundamental and second-harmonic fields the following
quadrature operators at phase φLO
xφLOi (ζ, q, Ω) =
1
2
[ai(ζ, q, Ω)e
−ıφLO + a†i (ζ,−q,−Ω)eıφLO ] (44)
which involves the field amplitude operator ai(ζ, q, Ω) which is related to the
propagation-corrected amplitude aˆi(ζ, q, Ω) as follows
ai(ζ, q, Ω) = exp{ı[kzi (q, Ω)− ki]z0ζ}aˆi(ζ, q, Ω) . (45)
The exponential factor simply restores the phase accumulated during prop-
agation, which had been factorized out in Eq. (15) for technical reasons.
Unlike in the quantities considered before, now this phase factor is important
as illustrated in [25].
The variance of the quadrature operator x
(φLO)
i (ζ, q, Ω) defines the spec-
trum of squeezing S
(φLO)
i (ζ, q, Ω) through the relation
〈x(φLO)i (ζ, q, Ω), x(φLO)i (ζ, q′, Ω′)〉 =
1
4
δ(2)(q + q′)δ(Ω +Ω′)S
(φLO)
i (ζ, q, Ω)
(46)
with the usual definition of the variance 〈f, g〉 = 〈fg〉− 〈f〉〈g〉. In the case of
photodetectors with perfect quantum efficiency, the spectrum of the squeezing
coincides with the spectral density for photocurrent fluctuations, normalized
to the shot noise level, as measured in a homodyne detection scheme. φLO
represents the phase of the local oscillator used in this detection setup.
Fig. 12 shows S
(φLO)
σ (ζ, q, Ω) as a function of the local oscillator phase. As
it happens for a one-mode squeezing transformation, changing the local oscil-
lator phase allows one to explore the shape of the uncertainty region covered
by the quantum fluctuations of the field. The maximum of S
(φLO)
σ (ζ, q, Ω) cor-
responds to the local oscillator pointing along the quadrature with stretched
fluctuations, whereas the minimum indicates the direction of the squeezed
quadrature. The effects of diffraction can be analyzed considering different
values of q. It is clear that the maximum and minimum values of the spectrum
of squeezing are shifted for different values of q. This shift can be interpreted
as a rotation of the axis of the uncertainty region, as in the OPA [25]. Simul-
taneously, a reduction of the amplitude of the oscillations of the spectrum
of the squeezing indicates a reduction of the squeezing effect with larger q,
with the consequence that the uncertainty region recovers more and more the
circular shape characteristic for a coherent state.
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Fig. 12. Spectrum of squeezing S
(φLO)
σ (ζ, q, Ω) for fundamental (a) and second
harmonic (b) fields as a function of the phase of the local oscillator (in radians) for
Ω = 0 and different values of the transverse wave vector number q = 0 (solid line),
q = 1 (dashed line) and q = 1.4 (dotted line). Interaction length ζ = 3.32
To appreciate the performances of the SHG device with respect to the
noiseless signal processing, it is convenient to consider the same detection
scheme than considered for noiseless amplification in OPA [19]. It consist in
measuring the sum of the photocurrents from two symmetric pixels in the
output plane. For such device, the noise figure is given by the ratio of the
intensity-squeezing spectrum to the phase-sensitive gain [34]
Fi(q) =
S
φout
σ
i (ζ, q, Ω)
Gφini (ζ, q, Ω)
, (47)
where
φoutF = arg[UFS(ζ, q, Ω)e
ıφin + VFS(ζ, q, Ω)e
−ıφin + [kzF (q, Ω)− kF ]z0ζ ,(48)
φoutS = arg[USS(ζ, q, Ω)e
ıφin + VSS(ζ, q, Ω)e
−ıφin + [kzS(q, Ω)− kS ]z0ζ .(49)
Fig. 13 shows the noise figure for the fundamental and second harmonic
outputs choosing the phase of the input signal such that the phase-sensitive
gains are maximal at q = 0. Since we are considering linearized propagation
equations for the field operators the noise figure can be never less than 1
(dotted line) [45] which corresponds to a noiseless operation.
In the domain of wave numbers for which image processing is efficient
we find that the fundamental output shows the same level of noise as the
input image (FS ≈ 1) so the SHG device operates without adding noise to
the signal. For the second-harmonic field the noise figure is slightly above 1,
implying a a degradation of the signal to noise ratio in the output second-
harmonic image. However, increasing the interaction length, the figure noise
is seen to approach 1 for the spatial frequencies inside the bandwidth for
image processing. Finally one notes that, for large transverse wave number
the noise figure for the second-harmonic frequency is equal to 1, since the
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Fig. 13. Noise figure for fundamental (a) and second harmonic (b) fields as a
function of the transverse wave number for two different values of the interaction
length ζ = 3.32 (solid line) and ζ = 2.5 (dashed line). As a dotted line, the smallest
possible value Fi(q) = 1 for a linear system
input signal is unaffected by the system in this region, whereas for the noise
figure with respect to the fundamental frequency diverges, as a consequence
of a vanishing output intensity at ω in the limit |q| → ∞.
4 Quantum image processing in type-II
second-harmonic generation
In this section we will explore the possibilities offered by type II second har-
monic generation for image processing, where the polarization degree of free-
dom at the fundamental frequency plays a very important role, as discussed
in Sec. 2 at the classical level. Here we will consider the role of quantum
fluctuations in the telescopic traveling wave configuration shown in Figure 14
which is similar to the one considered in Sec. 3. However while in that case
the image was introduced as a second harmonic signal, here, since we have
two orthogonally polarized fundamental fields we introduce the image on the
fundamental fields, as in Sec. 2. We will show that with traveling-wave type
II SHG it is possible to noiseless up-convert the part of an image with a given
polarization while the part with orthogonal polarization is noiseless ampli-
fied. In the following sections we will first present the propagation equations
for this system, as an extension of the equations presented in subsection 3.2.
Then we will discuss the imaging properties of this system in two different
configurations.
4.1 Propagation equations
Following the same steps than in subsection 3.2 the propagation equations
for the propagation-corrected Fourier amplitudes are
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Fig. 14. Scheme of an optical device based on type II second harmonic generation.
The nonlinear crystal, pumped at frequency ω, is enclosed in a two-lens telescopic
system.
∂
∂z
AˆS(z, q, Ω) = +K
∫
d2q′dΩ′Aˆ1(z, q
′, Ω′)Aˆ2(z, q − q′, Ω −Ω′)
× exp{ı[kz1(q′, Ω′) + kz2(q − q′, Ω −Ω′)− kzS(q, Ω)]z} (50)
∂
∂z
Aˆ1(z, q, Ω) = −K
∫
d2q′dΩ′Aˆ†2(z, q
′, Ω′)AˆS(z, q + q
′, Ω +Ω′)
× exp{ı[kzS(q + q′, Ω +Ω′)− kz1(q, Ω)− kz2(q′, Ω′)]z} (51)
∂
∂z
Aˆ2(z, q, Ω) = −K
∫
d2q′dΩ′Aˆ†1(z, q
′, Ω′)AˆS(z, q + q
′, Ω +Ω′)
× exp{ı(kzS(q + q′, Ω +Ω′)− kz2(q, Ω)− kz1(q′, Ω′)]z} (52)
where the index 1,2 and S correspond to de x-polarized fundamental field,
the y-polarized fundamental field and the second harmonic field respectively.
This equations have a simple physical interpretation: the generation of a given
field mode is seen as the result of all possible three wave processes that fulfill
energy and transverse momentum conservation.
Now we use a linearization approach as in the previous section. Assuming
that the pump field is a strong classical field, which, inside the crystal will
eventually produce an strong classical field at second harmonic frequency we
have
Aˆi(z, q, Ω) = c˜i(z)δ
(2)(q)δ(Ω)) + aˆi(z, q, Ω) , (53)
where i stands for 1,2,S and c˜i(z) are the amplitudes of the classical strong
monochromatic fields and aˆi(z, q, Ω) are the quantum field operators asso-
ciated to each field. The total power W = |c˜1(z)|2 + |c˜2(z)|2 + 2|c˜S(z)|2 is
conserved as a consequence of the conservation of the energy flux in the loss-
less crystal. Introducing the dimensionless characteristic interaction length
z0 = 1/
√
2WK, scaling the space as ζ = z/z0 and the field amplitudes as
c1(z) = c˜1(z)/
√
W , c2(z) = c˜2(z)/
√
W and cS(z) = c˜S(z)/
√
W/2 and sub-
stituting Eqs. (53) in Eqs. (50) - (52) we obtain at zero order the classical
equations of nonlinear optics
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d
dζ
c1(ζ) = −c∗2(ζ)cS(ζ)e−ı∆sζ (54)
d
dζ
c2(ζ) = −c∗1(ζ)cS(ζ)e−ı∆sζ (55)
d
dζ
cS(ζ) = +2c1(ζ)c2(ζ)e
ı∆sζ , (56)
where ∆s = ∆kz0.
At first order one obtains the propagation equations for the quantum
operators associated to the fundamental and second-harmonic fields
∂
∂ζ
aˆ1(ζ, q, Ω) = −cS(ζ)e−ı∆1(q,Ω)zaˆ†2(ζ,−q,−Ω)
−
√
2c∗2(ζ)e
−ıD1(q,Ω)zaˆS(ζ, q, Ω) (57)
∂
∂ζ
aˆ2(ζ, q, Ω) = −cS(ζ)eı∆1(−q,−Ω)zaˆ†1(ζ,−q,−Ω)
−
√
2c∗1(ζ)e
−ıD2(q,Ω)zaˆS(ζ, q, Ω) (58)
∂
∂ζ
aˆS(ζ, q, Ω) = +
√
2c2(ζ)e
ıD1(q,Ω)zaˆ1(ζ, q, Ω)
+
√
2c1(ζ)e
ıD2(q,Ω)zaˆ2(ζ, q, Ω) (59)
the phase factors involved in the equations are
∆1(q, Ω) = z0(k
z
1(q, Ω) + k
z
2(−q,−Ω)− kS) (60)
D1(q, Ω) = z0(k
z
1(q, Ω) + k2 − kzS(q, Ω)) (61)
D2(q, Ω) = z0(k1 + k
z
2(q, Ω)− kzS(q, Ω)) (62)
Using the vector-like notation [46]
a(z, q, Ω) =

 aˆ1(z, q, Ω)aˆ2(z, q, Ω)
aˆS(z, q, Ω)

 ; a†(z, q, Ω) =

 aˆ
†
1(z, q, Ω)
aˆ†2(z, q, Ω)
aˆ†S(z, q, Ω)

 , (63)
the solution of the propagation equations (57)-(59) can be written as
aˆi(z, q, Ω) = U i(z, q, Ω) · a(0, q, Ω) + V i(z, q, Ω) · a†(0,−q,−Ω) (64)
which involves 18 complex coefficients that can be determined by solving the
propagation equations.
Superposed to the homogeneous pump field, an optical image will be
injected into the nonlinear crystal as a coherent state |αin〉. This quantum
state can be written as
a(0, q, Ω)|αin〉 = α(q)δ(Ω)|αin〉 (65)
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The amplitude α = (α1(q), 0, 0) encodes, within the vectorial notation de-
fined trough Eqs. (63), the spatial distribution of the input image at the
fundamental frequency with polarization x and y, and at the second har-
monic frequency, respectively. We consider here an image stationary in time
and inserted in the x polarization.
The quantities of interest are the numbers of photons of each field detected
by a photodetector located at a given position ρ of the image plane, which in
the telescopic configuration considered is identified with a given transverse
number. Assuming a detector whose size σd is much smaller that the typical
variation scales of the fields and with a perfect quantum efficiency, the average
number of photons is given by:
< Nˆi(ζ, q) >= σd < aˆ
†
i (ζ, q, 0)aˆi(ζ, q, 0) >= σd|αout(q)|2 . (66)
where
αouti (q) = U i(q, 0) ·α(q) + V i(q, 0) ·α∗(−q) , (67)
represents the amplitude of the outgoing wave for the field i = 1, 2, S. The
photon numbers depend on the amplitude of the input image at the wave
number q but also, essentially as a consequence of the photon down conversion
process which takes place in the crystal, on the input wave at −q. The photon
number variance is given by
〈∆2Nˆi(L, q)〉 = σd | αouti (q) |2 (1 + 2V ∗i (q, 0) · V i(q, 0)) . (68)
The noise level of the detected image is quantified by the signal-to-noise ratio:
SNRi =
〈Nˆi(L, q)〉2
〈∆2Nˆi(L, q)〉
, (69)
which has to be compared to the signal-to-noise ratio in the input-image
SNRin1 = σd | α1(q) |2. The noise figure is the ratio SNRin1 /SNRi:
Fi =
1 + 2V ∗i (q, 0) · V i(q, 0)
|αouti (q)|2/|α1(q)|2
(70)
As stated in subsection 3.2, if the noise figure is equal to 1 the image pro-
cessing is said to be noiseless, and at the level of quantum fluctuations, the
quality of the image is preserved. This is the best possible situation in a
system like the one we are considering here, but generally the noise figure is
larger than 1, therefore a degradation of the image quality occurs which can
even lead to a complete loss of information in the case of weak inputs.
4.2 Linearly y-polarized pump: the frequency addition regime
The first case we will consider is the simplest one: the pump field is taken
as linearly polarized along the y-direction. This is expressed in the initial
condition
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c1(0) = 0; c2(0) = 1; c3(0) = 0 (71)
Since no field is pumped in the orthogonal x-polarization, SHG cannot take
place and the classical equations of nonlinear optics [27, 28, 29, 30, 31, 34]
predicts that
c1(ζ) = 0; c2(ζ) = 1; c3(ζ) = 0. (72)
The linearized propagation equations (Eqs. (57)-(59)) for the quantum oper-
ators can be easily be solved analytically. One finally obtains the following
input output transformation:
aˆ1(ζ, q, Ω) =
(
cos(D˜1ζ) + ı
D1
2D˜1
sin(D˜1ζ)
)
e−ıD1ζ/2aˆ1(0, q, Ω)
−
√
2
D˜1
sin(D˜1ζ)e
−ıD1ζ/2aˆS(0, q, Ω) (73)
aˆS(ζ, q, Ω) =
(
cos(D˜1ζ) − ı D1
2D˜1
sin(D˜1ζ)
)
eıD1ζ/2aˆS(0, q, Ω)
+
√
2
D˜1
sin(D˜1ζ)e
ıD1ζ/2aˆ1(0, q, Ω) (74)
aˆ2(ζ, q, Ω) = aˆ2(0, q, Ω) (75)
where D˜1(q,Ω) =
√
2 +D21(q,Ω)/4. While the y-polarized image would not
be affected by the propagation through the nonlinear crystal, this device is
able to up-convert an x-polarized input image at frequency ω to frequency 2ω.
This comes form the dependence of the output operator as(ζ, q, Ω) (as well
as a1(ζ, q, Ω)) on both input operators a1(0, q, Ω) and aS(0, q, Ω). Since no
second harmonic strong wave is created in the crystal, no photon down con-
version is possible, and hence no coupling waves associated with frequencies
(q,Ω) and (−q,−Ω) occurs during propagation. Comparing to the general
form of the input-output transformation (64), all the coefficients V i(q,Ω)
vanish in the case under consideration, and as a consequence the output does
not depend on the phase of the input signal.
The gain of the upconversion process is
GS(ζ, q) ≡ 〈NˆS(ζ, q)〉〈Nˆ1(0, q)〉
= 2
sin2(D˜1(q,Ω)z)
D˜1(q,Ω)2
. (76)
Perfect up-conversionGS = 1 is achieved if:D1(q,Ω) = 0 and sin(D˜1(q,Ω)z) =
1. The first condition, corresponding to perfect wave vector matching defines
an ensemble of points in the spatio-temporal frequency plane (q,Ω), and, in
the case of static images, at most two values of q. The second condition, es-
tablishes that even in that case the maximum efficiency occurs only at given
propagation lengths ζk = (π/
√
2)(k + 1/2), with k = 0, 1, ....
The noise figure coincides with the inverse of the up-conversion rate.
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F (q) =
1
Rup(q)
. (77)
The input output transformation (73)-(75) is completely equivalent to the
transformation performed by a beam splitter. In the case of a coherent im-
age, and assuming that the second-harmonic input state is the vacuum, an
incomplete up-conversion means that the mean intensity of the output is re-
duced with respect to the input image, but the amount of noise is conserved,
corresponding to the one of a coherent state. As a result, a deterioration of the
image takes place and the noise figure for the transmitted image is equal to
the inverse of the transmission coefficient of the beam splitter. The quantum
noise present in the up-converted image can be interpreted as the super-
position of the noise already present in the input image, which is partially
transmitted together with the image itself, and the noise originally present in
the second harmonic modes, partially reflected by the beam splitter. There-
fore a reduction of the noise level in the output image can only be achieved by
reducing the fluctuations present in the second harmonic input field. This can
be done by injecting a squeezed vacuum at the second harmonic frequency
instead of normal vacuum. By properly choosing the squeezed quadrature,
this contribution to the total noise level in the image can be reduced, and one
may approach, in the limit of a perfect squeezed quadrature, a noise figure
of 1, i.e. a noiseless image processing. In the next section we will consider
an slightly different setup which allows to achieve a noiseless up-conversion
without any additional source of nonclassical light.
4.3 45◦ Linearly polarized pump: noiseless up-conversion and
amplification
We consider the case where the pump field is linearly polarized at 45◦ with
respect to the axis x. The initial condition for the classical strong fields is
c1(0) = c2(0) = 1/
√
2; cs(0) = 0 (78)
Since now the fundamental field is pumped at the two orthogonal polar-
izations, a strong second harmonic field will be generated inside the crystal.
Considering perfect matched wave vector number, the solution of the classical
equations [27, 28, 29, 30, 31, 34] is particulary simple and reads [47]:
c1(ζ) = c2(ζ) = sech(ζ)/
√
2; cs(ζ) = tanh(ζ). (79)
It is useful to introduce a polarization basis rotated by an angle of 45◦ with
respect to the basis (x,y) [36, 37, 46]:
aˆ±(ζ, q) =
1√
2
(aˆ1(ζ, q)± aˆ2(ζ, q)) (80)
In this basis c+(ζ) = sech(ζ) and c−(ζ) = 0. The propagation equations in
this new basis can easily be derived from Eqs.(57)-(59) and one finds
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∂
∂ζ
aˆ± + (ζ, q, Ω) = −cS(ζ)g±(ζ, q, Ω)aˆ†+(ζ,−q,−Ω)
+cS(ζ)g∓(ζ, q, Ω)aˆ
†
−(ζ,−q,−Ω)−
√
2c∗+(ζ)h±(ζ, q, Ω)aˆS(ζ, q, Ω)(81)
∂
∂ζ
aˆS(ζ, q, Ω) =
√
2c∗+(ζ)h
∗
+(ζ, q, Ω)aˆ+(ζ, q, Ω)
+
√
2c∗+(ζ)h
∗
−(ζ, q, Ω)aˆ−(ζ, q, Ω) (82)
where
g±(ζ, q, Ω) =
e−ı∆1(q,Ω)ζ ± e−ı∆1(−q,−Ω)ζ
2
(83)
h±(ζ, q, Ω) =
e−ıD1(q,Ω)ζ ± e−ıD2(q,Ω)ζ
2
. (84)
Eqs. (81)-(82) can be simplified making the following additional assump-
tion
∆1(q,Ω) = ∆1(q,−Ω), D1(q,Ω) = D2(q,−Ω) (85)
This is always fulfilled for q = Ω = 0. In any case, we are mainly interested
in the region arounf q = 0 since, as in type I, image processing will be mainly
efficient in this region. Inserting Eqs. (85) into Eqs.(81)-(82), the propagation
equation for the field a−(ζ, q) decouples leading to type I OPA equation with
where cS(ζ) plays the role of a ζ-dependent pump
∂
∂ζ
aˆ−(ζ, q, Ω) = cS(ζ)e
−ı∆1(q,Ω)ζ aˆ†−(ζ,−q,−Ω) (86)
The equations that describe the remaining two fields reduce to the equations
of the type I SHG
∂
∂ζ
aˆ+(ζ, q, Ω) = −cS(ζ)aˆ†+(ζ,−q,−Ω)e−ı∆1(q,Ω)ζ
−
√
2c∗+(ζ)aˆS(ζ, q, Ω)e
−ıD1(q,Ω)ζ (87)
∂
∂ζ
aˆ+(ζ, q, Ω) = +
√
2c+(ζ)aˆ+(ζ, q, Ω)e
ıD1(q,Ω)ζ (88)
This decomposition of Type II SHG into a Type I SHG and a Type I OPA
generalizes to the transverse spatial multimode case the conclusions obtained
for a single spatial mode model in the traveling wave configuration [37], or
in the cavity case [48].
To take advantage the coupling between waves with spatio-temporal fre-
quencies (q, Ω) and (−q,−Ω) generated by photon down conversion we con-
sider a symmetrical input image as in subsection 3.2.
α±(q) = α±(−q) (89)
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The output intensity of the system depends now on the phase φin of the
input image. For simplicity we will consider an homogeneous phase for the
input image: αeıφin , where the elements of α are real. The output intensity
is then given by
|αouti (q)|2 = |U i(q, 0) ·α(q)eıφin + V i(q, 0) ·α(q)e−ıφin |2 . (90)
The simplest detection scheme involves one detector located around q.
The noise figure is then given by (70) with an extra factor 2 due to the
symmetrization of the input image prior to injection.
Fi = 2
1 + 2V ∗i (q, 0) · V i(q, 0)
|U i(q, 0) ·αeıφin + V i(q, 0) ·αe−ıφin |2/|α1(q)|2 . (91)
For OPA the noiseless character of image processing is only valid in the limit
of large gains [19]. In the up-conversion case considered here the up conversion
rate is never large. It is then crucial from the point of view of quantum
imaging to consider the symmetrized detection scheme which involves two
detectors located at opposite spatial points (corresponding to wave vectors
in the telescopic configuration considered here). One measures the sum of the
photocurrents:
Nˆi(L, q) = Nˆi(L, q) + Nˆi(L,−q) (92)
The noise figure for this quantity is given by
Fi =
1 + 2V ∗i (q, 0) · V i(q, 0) + 2Re(e−2ıφ
out
i U i(q, 0) · V i(−q, 0))
|U i(q, 0) ·αeıφin + V i(q, 0) ·αe−ıφin |2/|α1(q)|2 (93)
which differs from the one given in Eq.(70) by an additional interference term.
φouti denotes the phase of the output amplitude
φouti = Arg[U i(q, 0) ·αeıφin + V i(q, 0) ·αe−ıφin ] . (94)
For an OPA it has been shown that if the phase of the input image is adapted
for maximal amplification, this amplification preserves the signal to noise
ratio, and hence the operation is noiseless [41].
As previously stated, the phase sensitivity of the image processing scheme
is an important requisite for interesting quantum imaging properties. This
sensitivity is reflected in several quantities: First, the behavior of the OPA
with a z-dependent pump can be characterized by the gain
GOPA(q) =
〈N−(L, q)〉
〈N−(0, q)〉 (95)
Fig.15.a shows GOPA(0) as a function of the phase of the input image. This
gain oscillates between cosh(L) (maximal amplification) and sech(L) (mini-
mum amplification). Second, the behavior of the Type I SHG, can be char-
acterized by two quantities, the up-conversion and the transmission rate
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Fig. 15. Amplification factor (a), up-conversion rate(b) and transmission rate (c)
as a function of the input phase for ζ = 1 (dotted line) and ζ = 2 (dashed line)
Rup(q) =
〈NS(L, q)〉
〈N+(0, q)〉 , Rtrans(q) =
〈N+(L, q)〉
〈N+(0, q)〉 (96)
The phase dependence of these quantities for q = 0 is plotted in Fig. 15.
In the limit of large propagation lengths, the up-conversion rate oscillates
basically between a minimal value of 1/2 and a maximum value of 2 which
can be understood from the energy and phase conservation in SHG. The
energy conservation implies that, after a complete conversion, the number of
second harmonic photons has to be half the number of initial fundamental
photons, and hence the amplitude is reduced by a factor
√
2. On the contrary,
the phase of the output field is, after complete up-conversion, twice the phase
of the input fundamental field. In the case of negligible phase mismatch, the
maximal up-conversion rate occurs at φin = π/2 and 3π/2 for all distances.
However, we should note that in general the phase for which the up-conversion
is maximal may depend on the distance. Also, it is interesting to observe, in
Fig. 15 that the input signal phase for which the up-conversion is minimal,
ensures a maximal amplification of the − polarization component.
We consider now the noise behavior of the up-conversion process. We
limit ourselves to the case of input phase adjusted for minimal/maximal up-
conversion and plot the up-conversion rate and the noise figure as a function
of the propagation length (Fig. 16)
We observe that in the regime of minimal up-conversion, the noise figure
rapidly drops to 1, and hence image up-conversion is performed without noise
addition. This can be understood because in the limit of large propagation
lengths, the amplitude fluctuations entering the crystal at second harmonic
frequency are damped during propagation, so that, in this limit they do not
contribute to the noise in the amplitude of the second harmonic frequency
output. This is not valid for the noise figure in the case of maximal up-
conversion. Defining yi(ζ, q, Ω) =
(
aˆi(ζ, q, Ω) − aˆ†i (ζ,−q,−Ω)
)
/2ı, in the
limit of large ζ one obtains
yS(z) = −
√
2y+(0) + (1− ztanhz)yS(0) (97)
Therefore, the phase fluctuations of the input second harmonic field con-
tribute to the total fluctuations and the noise figure is larger than 1, as
shown in Fig. . Only for propagation lengths such that
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Fig. 16. Up-conversion rate and Noise Figure at a vanishing transverse wave vector
q = 0 as a function of the propagation length in the symmetric detection scheme.
Top row φin = 0, bottom row φin = pi/2
1− ζtanh(ζ) = 0 (98)
the second harmonic input fluctuations do not contribute and the image
processing is noiseless (F = 1)
Finally, we consider the behavior of this image processing scheme as
a function of the position in the transverse plane. Fig. 17 shows the up-
conversion rate and the OPA gain for an input phase corresponding to min-
imum up-conversion (maximum OPA gain). The corresponding noise figures
for the single detector placed at q and the symmetric detector scheme with
two detectors at q and −q are shown as well. The up-conversion rate and the
OPA gain are roughly constant on a disk of finite diameter centered on the
main optical axis of the system (q = 0). The noise figure of the up-conversion
Fup rate approaches in this central region the value of 1 characterizing a
noiseless image processing. However, this interesting property is only true in
the symmetrical detection scheme. If the output would be detected only with
one detector, a large amount of excess noise with respect to the noise in the
injected image would be observed. For the OPA gain, in the central region of
maximal gain, the two detection scheme give exactly the same noise level, as
a consequence of the strong nonclassical correlations of the two outputs at
q and −q. At higher q where almost no amplification takes place, the noise
figure FOPA for the symmetric and single detector case differ by a factor 2 as
a consequence of the symmetrization procedure of the input image.
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Fig. 17. Up-conversion rate (top left) and OPA gain (bottom left) as function of
the position in the transverse plane for φin = 0. The corresponding noise figures are
shown on the right. The dotted line corresponds to the single detector case while
the solid line corresponds to symmetric detection.
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